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Abstract
The quasi-degeneracy between the single-particle states (n, l, j =
l + 1/2) and (n − 1, l + 2, j = l + 3/2) indicates a special
and hidden symmetry in atomic nuclei—the so-called pseudospin
symmetry (PSS)—which is an important concept in both spherical
and deformed nuclei. A number of phenomena in nuclear structure
have been successfully interpreted directly or implicitly by this
symmetry, including nuclear superdeformed configurations, identical
bands, quantized alignment, pseudospin partner bands, and so
on. Since the PSS was recognized as a relativistic symmetry in
1990s, there have been comprehensive efforts to understand its
properties in various systems and potentials. In this Review,
we mainly focus on the latest progress on the supersymmetric
(SUSY) representation of PSS, and one of the key targets is to
understand its symmetry-breaking mechanism in realistic nuclei in a
quantitative and perturbative way. The SUSY quantum mechanics
and its applications to the SU(2) and U(3) symmetries of the
Dirac Hamiltonian are discussed in detail. It is shown that the
origin of PSS and its symmetry-breaking mechanism, which are
deeply hidden in the origin Hamiltonian, can be traced by its SUSY
partner Hamiltonian. Essential open questions, such as the SUSY
representation of PSS in the deformed system, are pointed out.
1. Introduction
For celebrating the 40th anniversary of the Nobel Prize
to nuclear structure studies in 1975, let us recall the pio-
neering works on the topic of pseudospin symmetry (PSS)
in atomic nuclei by Bohr, Hamamoto, and Mottelson
[1, 2, 3], and highlight some relevant up-to-date progress,
in particular, the supersymmetric (SUSY) representation
of pseudospin symmetry.
The establishment of independent-particle shell model
is one of the most important milestones in nuclear physics.
Similar to that of electrons orbiting in an atom, protons
and neutrons in a nucleus generate shell structures, but
different from the atomic systems, the corresponding
nuclear magic numbers are found to be 2, 8, 20, 28, 50,
and 82 for both protons and neutrons as well as 126 for
neutrons in stable nuclei. In order to understand these
magic numbers, simple models, such as the square-well
or harmonic-oscillator (HO) potential, are not able to
provide satisfactory answers. Until 1949, independently,
Haxel, Jensen, and Suess [4] and Goeppert-Mayer [5]
introduced the strong spin-orbit (SO) interaction in the
nuclear system, which largely splits the single-particle
states (n, l, j = l ± 1/2) with high orbital angular
momentum l and excellently reproduces all traditional
∗e-mail: haozhao.liang@riken.jp
82 
50 
28 
20 
8 
184 
2 1s 
1p 
2s 
1d 
1f 
2p 
1g 
3s 
2d 
1h 
2f 
3p 
1i 
2g 
4s 
3d 
126 
2s1/2 
1d3/2 
2p3/2 
1f5/2 
2f7/2 
1h9/2 
2d5/2 
1g7/2 
2g9/2 
1i11/2 
 }1p1/2,3/2 
 ~ 
 }1d3/2,5/2 
 ~ 
 }1f5/2,7/2 
 ~ 
 }1g7/2,9/2 
 ~ 
 }1h9/2,11/2 
 ~ 
Fig. 1: (Color online) Schematic nuclear single-particle
spectrum. On one hand, the strong spin-orbit splitting between
the spin doublets (n, l, j = l±1/2) shows the traditional magic
numbers—2, 8, 20, 28, 50, 82, and 126. On the other hand, the
quasi-degeneracy is found between the pairs of single-particle
states in braces, (n, l, j = l+1/2) and (n−1, l+2, j = l+3/2).
The concept of pseudospin symmetry was introduced [8, 9], and
the pseudospin doublets are denoted with quantum numbers
(n˜ = n− 1, l˜ = l + 1, j = l˜ ± 1/2). Taken from Ref. [10].
nuclear magic numbers.
Apart from the magic numbers, the nuclear shell model
with strong spin-orbit interaction also provides wonderful
descriptions for various kinds of nuclear ground-state
properties and excited-state features. By introducing
the deformation-dependent oscillator length, Nilsson et
al. [6, 7] extended this model to the deformed cases,
and established the foundation for describing not only the
deformed nuclei but also nuclear rotation phenomena.
In contrast to the large energy splitting between the spin
doublets, by examining the single-particle spectra, in par-
ticular, those around the Fermi energy, Hecht and Adler
[8] and Arima, Harvey, and Shimizu [9] independently
pointed out in 1969 the near degeneracy between pairs
of single-particle states with quantum numbers (n, l, j =
l + 1/2) and (n − 1, l + 2, j = l + 3/2). They introduced
the concept of pseudospin symmetry and defined the
pseudospin doublets as (n˜ = n− 1, l˜ = l+ 1, j = l˜± 1/2)
to illustrate such a near degeneracy. A schematic nuclear
single-particle spectrum with strong spin-orbit splitting
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and good pseudospin symmetry is illustrated in Fig. 1.
The pseudospin symmetry remains an important con-
cept in the axially deformed [1, 11, 12, 13] and even the
triaxially deformed [14, 15] nuclei. Based on this concept,
a simple but useful pseudo-SU(3) model was proposed,
and it was generalized to be the pseudo-symplectic model
[16, 17, 18, 19]. The concept of pseudospin symmetry
has been also widely used in the odd-mass nuclei in the
interacting Boson-Fermion model [20].
In the Symposium in honor of Akito Arima: Nuclear
Physics in the 1990’s, Mottelson [3] preluded the link
between the pseudospin symmetry and the experimental
discoveries, when he introduced some themes in the study
of very deformed rotating nuclei. Almost from then
on, a number of phenomena in nuclear structure have
been successfully interpreted directly or implicitly by the
pseudospin symmetry, including nuclear superdeformed
configurations [21, 22, 23, 24, 25], identical bands [26,
27, 28, 29, 30], quantized alignment [31], and pseudospin
partner bands [32, 33]. The pseudospin symmetry may
also manifest itself in the magnetic moments and tran-
sitions [34, 35, 36] and γ-vibrational states in nuclei
[37], as well as in nucleon-nucleus and nucleon-nucleon
scatterings [38, 39, 40, 41]. In addition, the role of
pseudospin symmetry in the structure of halo nuclei [42]
and superheavy nuclei [43, 44] has been pointed out.
In the 21st century, it has been intensively discovered
that the traditional magic numbers can change in nuclei
far away from the stability line [45, 46, 47]. This
indicates the shell structure shown in Fig. 1 can evolve
dramatically, where splitting of both spin and pseudospin
doublets plays critical roles. For example, the N =
28 shell closure disappears due to the quenching of
the spin-orbit splitting for the ν1f spin doublets [48,
49, 50, 51], whereas the Z = 64 subshell closure is
related to the conservation of pseudospin symmetry for
the π2p˜ and π1f˜ pseudospin doublets [52, 53, 54]. The
uncertainty with the proton magic number after Z =
82 is related to the uncertainty with the strength of
the spin-orbit interaction, and thus with the strength of
the pseudospin-orbit (PSO) interaction in the superheavy
nuclei. Therefore, it is important to understand the
nuclear shell evolution and the pseudospin symmetry on
the same footing, in particular, near the limits of nucleus
existence.
Since the recognition of pseudospin symmetry in atomic
nuclei, there have been comprehensive efforts to discover
its origin. One of the pioneering quantitative studies was
carried out by Bohr, Hamamoto, and Mottelson [1] in 1982
in the scheme of rotating nuclear potentials. For the large
deformation, the asymptotic Nilsson quantum numbers
[N, n3, Λ]Ω are good quantum numbers. Approximate
degeneracy between the states [N, n3, Λ]Ω = Λ + 1/2
and [N, n3, Λ + 2]Ω = Λ + 3/2 was discovered, and their
corresponding pseudospin quantum numbers were denoted
as [N˜ = N − 1, n˜3, Λ˜ = Λ + 1]Ω˜ = Λ˜ ± 1/2, as shown
in Fig. 2. Based on this Nilsson Hamiltonian, Bohr,
Hamamoto, and Mottelson tried to understand the origin
of pseudospin symmetry in terms of the spin-orbit vls and
orbit-orbit vll interactions. It turned out that the origin
of pseudospin symmetry was connected with a special
ratio between the strengths of these two interactions, i.e.,
Fig. 2: Single-particle spectrum for the neutron shell 82 <
N < 126 with normal parity as a function of quadrupole
deformation. Pairs of states with asymptotic Nilsson quantum
numbers [N, n3, Λ]Ω = Λ+1/2 and [N, n3, Λ+2]Ω = Λ+3/2
form the pseudospin partners as [N˜ = N−1, n˜3, Λ˜ = Λ+1]Ω˜ =
Λ˜± 1/2 indicated by arrows ↑ and ↓. Taken from Ref. [1].
vls/vll = 4 [1]. They found that the pseudospin symmetry
is helpful to qualitatively understand the properties of
quasi-particle motions in the rotating potentials. Fur-
thermore, a weakness of the coupling of the odd nucleon
pseudospin and the collective core rotational momenta in
the odd-even deformed nuclei is manifested in the doublet
structure of the ground-state rotational bands of these
nuclei. Several examples can be found in the review [55].
This effect was discussed in Ref. [1], where it was clearly
formulated that the pseudo-orbital momentum of the odd
nucleon in the well deformed nuclei is strongly coupled to
the core collective momentum, however, the pseudospin is
decoupled.
This idea inspired the groups at Louisiana State Univer-
sity, University of California, and National Autonomous
University of Mexico, and they proposed various explicit
transformations from the normal scheme to the pseudospin
scheme [22, 56, 57].
The relation between the pseudospin symmetry and the
relativistic mean-field (RMF) theory [58, 59, 60, 61, 62, 63,
64, 65] was first noted in Ref. [22], where the relativistic
mean-field theory was used to explain such an approximate
ratio vls/vll ≈ 4 between the strengths of the spin-orbit
and orbit-orbit interactions. In order to see the connection
with the relativistic mean-field theory, it is illuminating to
examine the Dirac equations as the equation of motion for
nucleons in the relativistic framework. The corresponding
single-particle wave functions are expressed in the form of
the Dirac spinors, which have both the upper and lower
components. For the spherical case, the upper and lower
components have the same total angular momentum j but
their orbital angular momenta l differ by one unit.
In 1997, Ginocchio [66] revealed that the pseudospin
symmetry is essentially a relativistic symmetry of the
Dirac Hamiltonian, and the pseudo-orbital angular mo-
mentum l˜ is nothing but the orbital angular momentum of
the lower component of Dirac spinor. He also showed that
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the pseudospin symmetry in nuclei is exactly conserved
when the scalar potential S(r) and the vector potential
V (r) have the same size but opposite sign, i.e., Σ(r) ≡
S(r) + V (r) = 0.
As a step further, one can reduce the Dirac equation into
the Schro¨dinger-like second-order differential equation for
either the upper or lower component. There will be the
corresponding spin-orbit and pseudospin-orbit potentials
governing the relevant energy splitting for the spin and
pseudospin doublets, respectively. The pseudospin sym-
metry is exact if the derivative for the sum of the scalar
and vector potentials vanishes, i.e., dΣ(r)/dr = 0 [67].
Although this symmetry limit cannot be exactly fulfilled,
because there are no longer bound states at such a limit,
the condition dΣ(r)/dr ≈ 0 means that the pseudospin
symmetry becomes better for exotic nuclei with highly
diffused potentials [68].
Following the discussions for spherical nuclei, the study
of pseudospin symmetry within the relativistic framework
was quickly extended to the deformed nuclei [69, 70,
71, 72]. As the pseudospin symmetry is a relativistic
symmetry, the wave functions of the pseudospin partners
satisfy certain relations [73, 74]. These relations have been
tested in both spherical and deformed nuclei, see, e.g.,
Refs. [75, 76].
Following these works, extensive discussions about the
pseudospin symmetry in the single-particle spectra have
been made by exactly or approximately solving the Dirac
equation with various potentials, for example, the spheri-
cal harmonic-oscillator [77], Coulomb [78], Hulthe´n [79],
Morse [80], Po¨schl-Teller [81], and Woods-Saxon [82]
potentials, as well as the deformed harmonic-oscillator
[83], Manning-Rosen [84], and ring-shaped [85] potentials.
For details see, e.g., Section 2.2 in Ref. [10] and references
therein. Self-consistently, the pseudospin symmetry in
spherical and deformed nuclei have been investigated
within the relativistic mean-field and relativistic Hartree-
Fock [86, 87, 88, 89, 90, 91, 92] theories. One of interesting
topics is the tensor effects on the pseudospin symmetry
[93, 94, 95, 53, 42, 44].
For the Dirac equation, there exist not only the positive-
energy states in the Fermi sea but also the negative-
energy states in the Dirac sea, where the negative-energy
states correspond to the anti-particle states. When
they developed the relativistic mean-field theory in the
Dirac Woods-Saxon basis, Zhou, Meng, and Ring [96]
examined carefully the negative-energy states in the Dirac
sea and found that the pseudospin symmetry of those
negative-energy states, or equivalently, the spin symme-
try (SS) in the anti-nucleon spectra is well conserved
[97]. They further discovered that the spin symmetry
in the anti-nucleon spectra is much better developed
than the pseudospin symmetry in the usual nucleon
spectra. The spin symmetry in the anti-nucleon spectra
was also tested by investigating relations between the
Dirac wave functions [98]. Later, this symmetry was
studied with the relativistic Hartree-Fock theory and
the contribution from the Fock terms was analyzed [99].
It was discussed in Ref. [97] that an open problem
related to the experimental study of the spin symmetry
in the anti-nucleon spectra is the polarization effect
caused by the annihilation of anti-nucleons in a normal
nucleus. Some detailed calculations on the anti-baryon
annihilation rates in nuclear environment showed that the
in-medium annihilation rates may be strongly suppressed
by a significant reduction of the reaction Q values, leading
to relatively long-lived anti-baryon-nucleus systems [100].
Alternatively, the spin symmetry in the anti-Λ spectra of
hypernuclei was studied [101, 102, 103], which may be
free from the problem of annihilation. This kind of study
would be of great interests for possible experimental tests.
In recent years, there has been an increasing interest
in the exploration of continuum and resonant states, in
particular, in the studies of exotic nuclei with extreme
N/Z ratios. In exotic nuclei, the neutron or proton Fermi
surface is close to the single-particle emission threshold, as
a result the contribution of continuum and resonant states
is important [104, 105, 106, 107, 108]. Many methods
have been developed for the studies of resonances [109], for
example, the analytical continuation in coupling constant
method [110, 111], the real stabilization method [112,
113], the complex scaling method [114, 115], the coupled
channels method [116, 117], and so on. Therefore, the
exploration of symmetries in resonant states is certainly
interesting [118, 119, 120].
Recently, Lu, Zhao, and Zhou [121] gave a rigorous
verification of the pseudospin symmetry in the single-
particle resonant states. They discovered that the pseu-
dospin symmetry in the single-particle resonant states is
exactly conserved under the same condition discussed for
the bound states, i.e., Σ(r) = 0 or dΣ(r)/dr = 0. By
examining the zeros of Jost functions corresponding to
the lower component of Dirac spinor, general properties of
pseudospin-symmetry breaking in energy and width were
examined, and the pseudospin-symmetry-breaking part
can be separated from other parts in the Jost functions
[122].
Works are also in progress for understanding the ori-
gin of pseudospin symmetry and its symmetry-breaking
mechanism in a perturbative and quantitative way. The
perturbation theory was used in Refs. [123, 124] to inves-
tigate the symmetries of the Dirac Hamiltonian and their
symmetry breaking in realistic nuclei. An illuminating
example is that the energy splitting of the pseudospin
doublets can be regarded as a result of perturbation
from the Dirac Hamiltonian with a relativistic harmonic-
oscillator (RHO) potential, where the pseudospin doublets
are exactly degenerate [123].
Alternatively, the supersymmetric quantum mechanics
[125, 126] was used to investigate the symmetries of
the Dirac Hamiltonian [127, 128, 129]. In particular,
by employing both the exact and broken patterns in
supersymmetry, the special feature—all states with l˜ >
0 have their own pseudospin partners except for the
so-called intruder states—can be interpreted within a
unified scheme. In Ref. [127], Leviatan showed three
kinds of symmetries of the Dirac Hamiltonian by using
the supersymmetric scheme, i.e, the Coulomb, spin, and
pseudospin symmetries. In Ref. [128], Typel derived a
regular pseudospin-symmetry-breaking potential with the
supersymmetric technique, in contrast singularities appear
when the Dirac equation is reduced to a Schro¨dinger-like
equation for the lower component of Dirac spinor. How-
ever, by reducing the Dirac equation to a Schro¨dinger-like
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equation [128], the corresponding effective Hamiltonian
thus obtained is not Hermitian. Such a fact prevents us
from being able to carry out the perturbation calculations
in a quantitative way.
Recent works by Guo and coauthors [130, 131, 132]
bridged the gap between the perturbation calculations and
the supersymmetric description of pseudospin symmetry
by using the similarity renormalization group (SRG)
[133, 134, 135] for transforming the Dirac Hamiltonian
into a diagonal form. The effective Hamiltonian expanded
in a series of 1/M is Hermitian, which makes the per-
turbation calculations feasible. Therefore, it is promising
to understand the origin of pseudospin symmetry and its
symmetry breaking in the realistic nuclear systems by
combining the supersymmetric quantum mechanics, the
perturbation theory, and the similarity renormalization
group technique, as carried out in Refs. [136, 137].
In this Review, we will mainly focus on the latest
progress in the studies of pseudospin symmetry, in partic-
ular, its supersymmetric representation. We will outline
the general formalism in Section 2, and discuss some
essential progress in detail in Section 3. A summary,
but more importantly, the relevant open questions will
be emphasized in Section 4. Note that some other topics
covered in the previous reviews [138, 10, 139] will not be
repeated here.
2. General Formalism
In this Section, we will outline the essential formalism
for the following discussions, in particular, the single-
particle Dirac equation and its equivalent Schro¨dinger-like
equations, as well as the basic idea of the supersymmetric
quantum mechanics. The key symbols and notations used
in this paper follow those recommended in Ref. [10].
2.1. Dirac and Schro¨dinger-like equations
2.1.1. Dirac equations
In the relativistic or the so-called covariant framework,
the motion of nucleons is described by the Dirac equation.
Originating from the minimal coupling of the scalar and
vector mesons to the nucleons in the covariant density
functional theory [65], the single-particle Dirac equation
reads
{α · p+ β[M + S(r)] + V (r)}ψ(r) = ǫψ(r) , (1)
where ǫ = E +M is the single-particle energy including
the rest mass of nucleon M , and ~ = c = 1 are set in this
paper. Here α and β are the Dirac matrices, while S(r)
and V (r) are the scalar and vector potentials, respectively.
When the spherical symmetry is adopted, the single-
particle eigenstates are specified by a set of quantum
numbers α = (a,ma) = (na, la, ja,ma), and the single-
particle wave functions can be factorized as
ψα(r) =
1
r
(
iGa(r)
Fa(r)σˆ · rˆ
)
Y
la
jama
(rˆ) , (2)
with the spherical harmonics spinor Y ljm(rˆ) for the angular
and spin parts [140]. The corresponding normalization
condition reads∫
ψ†α(r)ψα(r)d
3r =
∫ [
G2a(r) + F
2
a (r)
]
dr = 1 . (3)
It is important that, for the lower component of Dirac
spinor (2), one holds σˆ · rˆY lajama(rˆ) = −Y l˜ajama(rˆ) with
l˜ = l ± 1 for the j = l ± 1/2 states. Thus, the single-
particle wave functions can be rewritten as
ψα(r) =
1
r
(
iGa(r)Y
la
jama
(rˆ)
−Fa(r)Y l˜ajama(rˆ)
)
. (4)
In such a way, the pseudo-orbital angular momentum l˜ is
found to be the orbital angular momentum of the lower
component of Dirac spinor [66].
The corresponding radial Dirac equation reads(
M +Σ(r) − ddr + κr
d
dr +
κ
r −M +∆(r)
)(
G(r)
F (r)
)
= ǫ
(
G(r)
F (r)
)
,
(5)
where Σ(r) ≡ S(r)+V (r) and ∆(r) ≡ V (r)−S(r) denote
the combinations of the scalar and vector potentials, and
κ is another relativistic good quantum number defined as
κ = ∓(j + 1/2) for the j = l± 1/2 states. For brevity, we
omit the subscripts if there is no confusion.
The symmetries of the Dirac Hamiltonian in Eq. (1)
or (5) can be studied by the Bell-Reugg condition [141]
or the SUSY scheme [127, 129]. Alternatively, they can
be investigated by reducing the Dirac equation to the
corresponding Schro¨dinger-like second-order differential
equations as follows.
2.1.2. Schro¨dinger-like equations
Focusing on the spherical case, one can derive the
Schro¨dinger-like equation for the upper component G(r)
of Dirac spinor by substituting
F (r) =
1
M −∆(r) + ǫ
(
d
dr
+
κ
r
)
G(r) (6)
in Eq. (5), and obtain{
− 1
M+
d2
dr2
+
1
M2+
dM+
dr
d
dr
+
[
(M +Σ) +
1
M+
κ(κ+ 1)
r2
+
1
M2+
dM+
dr
κ
r
]}
G = ǫG , (7)
with the energy-dependent effective mass M+(r) = M −
∆(r)+ǫ. In analogy with the usual Schro¨dinger equations,
Σ(r) is the central potential in which particles move, the
term proportional to l(l + 1) = κ(κ + 1) corresponds to
the centrifugal barrier (CB), and the last term corresponds
to the spin-orbit potential, which leads to the substantial
spin-orbit splitting in the nuclear single-particle spectra,
i.e.,
VCB(r) =
1
M+(r)
κ(κ+ 1)
r2
, (8a)
VSO(r) =
1
M2+(r)
dM+(r)
dr
κ
r
. (8b)
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Vanishing VSO leads to zero spin-orbit splitting, that is,
− dM+(r)
dr
=
d∆(r)
dr
= 0 , (9)
which is the spin-symmetry limit.
Similarly, one can derive the Schro¨dinger-like equation
for the lower component F (r) by substituting
G(r) =
1
−M − Σ(r) + ǫ
(
− d
dr
+
κ
r
)
F (r) , (10)
and obtain{
− 1
M−
d2
dr2
+
1
M2−
dM−
dr
d
dr
+
[
(−M +∆) + 1
M−
κ(κ− 1)
r2
− 1
M2−
dM−
dr
κ
r
]}
F = ǫF , (11)
with the energy-dependent effective massM−(r) = −M −
Σ(r) + ǫ. It has been shown that either Eq. (7) or (11),
together with its charge conjugated equation, is equivalent
to the original Dirac equation (5) [142, 143, 144, 145, 146].
When one focuses on the Schro¨dinger-like equation
(11) for the lower component instead of the upper
one, although ∆(r) does not stand for the potential
in which particles move, all terms except one,
−(1/M2−)(dM−/dr)(κ/r), are identical for the pseudospin
doublets a and b because of κa(κa − 1) = κb(κb − 1). As
pointed out in Ref. [67], if such a term vanishes, i.e.,
− dM−(r)
dr
=
dΣ(r)
dr
= 0 , (12)
each pair of pseudospin doublets should be degenerate and
the PSS should be exactly conserved. This is the PSS
limit, which is more general and includes the symmetry
limit Σ(r) = 0 discussed in Ref. [66]. From the physical
point of view, Σ(r) = 0 is never fulfilled in realistic
nuclei, since in which there exist no bound states for
nucleons [147], but dΣ(r)/dr ∼ 0 can be approximately
satisfied in exotic nuclei with highly diffuse potentials [68].
Analogically, such a term is regarded as the pseudospin-
orbit potential, while the term proportional to l˜(l˜ + 1) =
κ(κ − 1) is regarded as the pseudo-centrifugal barrier
(PCB), i.e.,
VPCB(r) =
1
M−(r)
κ(κ− 1)
r2
, (13a)
VPSO(r) = − 1
M2−(r)
dM−(r)
dr
κ
r
. (13b)
The PSS limit shown in Eq. (12) and the special features
of the PSO potential in Eq. (13) have been intensively
discussed in various systems and potentials during the past
two decades, such as from stable to exotic nuclei, from the
non-confining to confining potentials, from the local to
non-local potentials, from the central to tensor potentials,
from the bound to resonant states, from the nucleon to
anti-nucleon spectra, from the nucleon to hyperon spectra,
and from spherical to deformed nuclei. Readers are
referred to, e.g., Section 3 in Ref. [10] for some interesting
discussions.
2.2. Supersymmetric quantum mechanics
For the supersymmetric representation of PSS, let us also
recall some basic formalism of SUSY quantum mechanics
[125, 126].
It has been shown that every second-order differential
Hamiltonian can be factorized in a product of two Hermi-
tian conjugate first-order differential operators [148], i.e.,
H1 = B
+B− , (14)
with B− = [B+]†. Its SUSY partner Hamiltonian can thus
be constructed as [126]
H2 = B
−B+ . (15)
The Hermitian operators
Q1 =
(
0 B+
B− 0
)
, Q2 =
(
0 −iB+
iB− 0
)
(16)
are the so-called supercharges with the involution
τ = τ† =
(
1 0
0 −1
)
, (17)
satisfying {Q1, τ} = {Q2, τ} = 0. The extended SUSY
Hamiltonian HS is the square of these Hermitian super-
charges,
HS = Q
2
1 = Q
2
2 =
(
H1 0
0 H2
)
. (18)
The supercharges Q1, Q2 and the extended Hamilto-
nian HS , together with the commutators [HS , Q1] =
[HS , Q2] = 0 and anti-commutator {Q1, Q2} = 0, form
one of the simplest examples of supersymmetric algebra.
Since the extended SUSY Hamiltonian HS is the
square of the supercharges, all of its eigenvalues ES(n) in
eigenequation
HSΨS(n) = ES(n)ΨS(n) (19)
are non-negative. The two-component wave function reads
ΨS(n) =
(
ψ1(n)
ψ2(n)
)
, (20)
and ψ1(n) and ψ2(n) are the eigenfunctions of H1 and H2,
respectively.
For each eigenstate with a positive eigenvalue ES(n) >
0, it is the eigenstate for both H1 and H2, and the
corresponding eigenfunctions satisfy
ψ2(n) =
B−√
ES(n)
ψ1(n) , (21a)
ψ1(n) =
B+√
ES(n)
ψ2(n) , (21b)
with the normalization factor 1/
√
ES(n).
The SUSY can be either exact (also called unbroken)
or broken [126]. The SUSY is exact when the eigenvalue
equation (19) has a zero energy eigenstate ES(0) = 0.
In this case, as a usual convention, the Hamiltonian H1
has an additional eigenstate at zero energy that does not
appear in its partner HamiltonianH2, because B
−ψ1(0) =
5
B+
B-
broken SUSY
B+
H2H1H2H1
B-
exact SUSY
Fig. 3: (Color online) Schematic patterns of the exact and
broken supersymmetries. Taken from Ref. [136].
0 means ψ2(0) = 0, i.e., the trivial eigenfunction of H2
identically equals zero. The SUSY is broken when the
eigenvalue equation (19) does not have any zero energy
eigenstate. In this case, the SUSY partner Hamiltonians
H1 and H2 have the identical spectra. The schematic
patterns of the exact and broken SUSY are illustrated in
Fig. 3.
In short, the eigenstates of Hamiltonians H1 and H2
are exactly one-to-one identical except for the so-called
intruder states. In such a way, the origin of symmetries
deeply hidden in H1 can be traced in its SUSY partner
Hamiltonian H2.
3. Supersymmetric Representation of Pseudospin
Symmetry and its Perturbative Nature
In this Section, we will discuss in detail the up-to-
date progress in the supersymmetric representation of
pseudospin symmetry. Within this scheme, we will also
focus on one of the longstanding issues—Whether or not
the nature of pseudospin symmetry is perturbative?
3.1. Supersymmetry for Dirac equations and
SU(2) symmetries
In this Subsection, we will show the supersymmetric quan-
tum mechanics for the Dirac equations. In this scheme,
three kinds of symmetries of the Dirac Hamiltonian, i.e,
the Coulomb, spin, and pseudospin symmetries, were
discovered in Ref. [127], where the spin and pseudospin
symmetries correspond to the SU(2) symmetries of the
Dirac Hamiltonian [149]. It is known that in realistic
nuclei these SU(2) symmetries are broken, nevertheless,
from the perturbation point of view, the SU(2) spin-
symmetry breaking is perturbative whereas the SU(2)
pseudospin-symmetry breaking is not [123].
3.1.1. SUSY for Dirac equations
One of the first discussions on the PSS in the framework
of SUSY quantum mechanics was presented by Leviatan
in 2004 [127]. Instead of using the above mentioned
scheme for the second-order differential or the so-called
factorizable Hamiltonian, he employed a SUSY scheme
directly for the first-order differential Dirac Hamiltonian
by using the intertwining relation.
In Section 2.2, one starts from a factorizable Hamil-
tonian H1, then identifies the pair of Hermitian conju-
gate operators B+ and B− in Eq. (14), and eventually
L
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H1 H2
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Fig. 4: Schematic patterns in (a) SUSY quantum mechanics
and those with the (b) Coulomb symmetry, (c) pseudospin
symmetry, and (d) spin symmetry of the Dirac Hamiltonian.
Taken from Ref. [127].
generates its SUSY partner Hamiltonian H2 in Eq. (15).
Alternatively, this procedure can be carried out in a dif-
ferent way. Assuming one holds the so-called intertwining
relation between H1 and H2 [150],
B−H1 = H2B− , (22)
this intertwining relation ensures that, if ψ1(n) is an
eigenstate of H1 in Eq. (20), ψ2(n) ∝ B−ψ1(n) shown
in Eq. (21) is also an eigenstate of H2 with the same
energy ES(n), unless B
−ψ1(n) vanishes or produces an
unphysical state, e.g., non-normalizable. In other words,
the SUSY patterns shown in Fig. 3 can be set up as long
as the intertwining relation is satisfied, but Hamiltonians
H1 and H2 are not necessarily factorizable.
As a result, one can insist that both SUSY partner
Hamiltonians H1 ≡ H(κa) and H2 ≡ H(κb) be the Dirac
Hamiltonian of the form prescribed in Eq. (5), and search
for possible solutions of B−κ that satisfy
B−κ
(
M +Σ(r) − ddr + κar
d
dr +
κa
r −M +∆(r)
)
=
(
M +Σ(r) − ddr + κbr
d
dr +
κb
r −M +∆(r)
)
B−κ . (23)
By considering a matrical Darboux transformation op-
erator,
B−κ = Pκ(r)
d
dr
+Qκ(r) , (24)
where Pκ and Qκ are 2 × 2 matrices, and assuming
certain forms in the functions [Pκ(r)]ij and [Qκ(r)]ij ,
three different kinds of solutions were found in Ref. [127].
They correspond to three different kinds of symmetry
limits: (i) Coulomb symmetry, (ii) spin symmetry, and (iii)
pseudospin symmetry. The schematic patterns at these
symmetry limits are illustrated in Fig. 4.
In the Coulomb-symmetry limit, the partner states
a and b that form the degenerate doublets are κa +
κb = 0, for example, (2s1/2, 1p1/2), (2p3/2, 1d3/2). The
corresponding scalar and vector potentials are in the forms
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of S(r) = αS/r and V (r) = αV /r, respectively. The
transformation operator reads [127]
B−κ =
(
d
dr +
ε+
r +
Mα+
κa
−αSκa ddr + αVr
αS
κa
d
dr − αVr ddr − ε−r − Mα−κa
)
, (25)
where ε± = κa + αSα±/κa and α± = αS ± αV .
The solution corresponding to the spin-symmetry limit
is exactly that shown in Eq. (9), i.e., V (r) − S(r) = ∆0.
The transformation operator reads [127]
B−κ =
(
2M +Σ(r) −∆0 − ddr + κar
d
dr +
κb
r 0
)
, (26)
with κa + κb = −1 for the spin doublets, e.g.,
(1p1/2, 1p3/2), (1d3/2, 1d5/2).
The solution corresponding to the PSS limit is that
shown in Eq. (12), i.e., V (r) + S(r) = Σ0, and the
transformation operator reads [127]
B−κ =
(
0 − ddr + κbr
d
dr +
κa
r −2M +∆(r) − Σ0
)
, (27)
with κa + κb = 1 for the pseudospin doublets, e.g.,
(2s1/2, 1d3/2), (2p3/2, 1f5/2).
3.1.2. SU(2) symmetries
The spin- and pseudospin-symmetry limits discussed
above are found to be the SU(2)-symmetry limits of the
Dirac Hamiltonian [149].
In Ref. [141], Bell and Ruegg discussed the symmetries
in a general single-particle Dirac Hamiltonian, which are
called the Bell-Ruegg symmetries in recent literatures. As
a special case, the Dirac Hamiltonian shown in Eq. (1)
holds an SU(2) symmetry if S2(r) = V 2(r) [141, 138].
Note that the conclusions concerning the properties of
symmetries discussed hereafter remain valid even if either
the scalar or vector potential is modified by an arbitrary
constant, i.e.,
S(r)→ S(r) + cS , V (r)→ V (r) + cV , (28)
because one can simply adjust the mass or energy by
the same constant so that the Dirac equation remains
unchanged,
M →M − cS , ǫ→ ǫ + cV . (29)
Therefore, it is shown that at the exactly spin-symmetry
limit, V (r) − S(r) = ∆0, the SU(2) generators read [149]
S =
(
s 0
0 s˜
)
, (30)
with s = σ/2 and s˜ = (σ · pˆ)s(σ · pˆ). These generators
satisfy the SU(2) algebra and commute with the Dirac
Hamiltonian,
[Si, Sj] = iǫijkSk , [S, H ] = 0 . (31)
As a step further, the single-particle wave functions in
Eq. (4) of spin partners satisfy the conditions [138, 98]
Ga(r) = Gb(r) (32)
and (
− d
dr
+
κa
r
)
Fa(r) =
(
− d
dr
+
κb
r
)
Fb(r) , (33)
for the upper and lower components of Dirac spinor.
Similarly, at the exact PSS limit, V (r)+S(r) = Σ0, the
SU(2) generators read [149]
S˜ =
(
s˜ 0
0 s
)
, (34)
and
[S˜i, S˜j ] = iǫijkS˜k , [S˜, H ] = 0 . (35)
The single-particle wave functions in Eq. (4) of pseudospin
partners satisfy the conditions [74]
Fa(r) = Fb(r) (36)
and (
d
dr
+
κa
r
)
Ga(r) =
(
d
dr
+
κb
r
)
Gb(r) , (37)
for the lower and upper components of Dirac spinor. These
relations have been tested in realistic nuclei [74, 98, 10].
3.1.3. Perturbative and non-perturbative behav-
iors
Since the PSS was recognized as a relativistic symmetry
of the Dirac Hamiltonian [66], the perturbative nature
of this symmetry has become a hot topic. The main
concern is that there are no bound states at the exact
SU(2) PSS limit (12) discussed above, and thus the PSS
is always broken in realistic nuclei. The non-perturbative
behaviors of PSS have been considered since the study
in Ref. [151]. Following Arima’s definition of dynamical
symmetry [152], such non-perturbative behavior is related
to the dynamical nature of the PSS [153, 154]. However,
there was no quantitative investigations based on the exact
perturbation theory until that in Ref. [123].
In Ref. [123], the perturbation theory was used for
the first time to investigate the spin and pseudospin
symmetries of the Dirac Hamiltonian and their symmetry-
breaking in realistic nuclei. The perturbation corrections
to the single-particle energies and wave functions were
calculated order by order. In such a way, the link between
the single-particle states in the realistic nuclear systems
and their counterparts at the symmetry limits can be
constructed explicitly.
Following the idea of Rayleigh-Schro¨dinger perturbation
theory, the Dirac Hamiltonian H in Eq. (1) or (5) is
divided as
H = H0 +W , (38)
or equivalently
H0 = H −W , (39)
where H0 leads to the exact spin or pseudospin symmetry,
and W is identified as the corresponding symmetry-
breaking potential. The conditions,∣∣∣∣ WmkEk − Em
∣∣∣∣≪ 1 for m 6= k (40)
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with Wmk = 〈ψm|W |ψk〉 that govern the convergence of
the perturbation series, determine whether or not W can
be treated as a small perturbation.
For the SU(2) spin- and pseudospin-symmetry limits
shown in Eqs. (9) and (12), the Dirac Hamiltonians with
the exact symmetries read
HSS0 =
(
M +Σ − ddr + κr
d
dr +
κ
r −M +∆0
)
, (41a)
HPSS0 =
(
M +Σ0 − ddr + κr
d
dr +
κ
r −M +∆
)
, (41b)
respectively, whose eigenenergies are denoted as E0 and
the corresponding symmetry-breaking potentials are
W SS =
(
0 0
0 ∆−∆0
)
, (42a)
WPSS =
(
Σ− Σ0 0
0 0
)
. (42b)
In contrast to using the Schro¨dinger-like equations in
the previous studies [151, 153, 154], it is remarkable that
all operators involved here, H , H0, andW , are Hermitian,
and they do not contain any singularity. This allows us to
perform the order-by-order perturbation calculations. It
is also crucial that within the present decomposition the
W term is the only symmetry-breaking potential, thus the
ambiguity caused by the strong cancellations among the
different terms in the Schro¨dinger-like equations can also
be avoided.
Therefore, this method is able to provide an explicit and
quantitative way for investigating the perturbative nature
of spin and pseudospin symmetries. For the symmetry of
perturbative nature, the link between the single-particle
states in realistic nuclei and their counterparts at the
symmetry limits can be constructed quantitatively. For
the symmetry of non-perturbative nature, the divergence
of the perturbation series will be found explicitly.
In Ref. [123], the neutrons in 132Sn were taken as
examples. The corresponding mean-field potentials and
single-particle energies, E = ǫ − M excluding the rest
mass of nucleon, calculated by the self-consistent RMF
theory with the effective interaction PK1 [155] are shown
in Figs. 5 and 6, respectively. The depths of potentials are
of Σ(r) ∼ 70 MeV and ∆(r) ∼ 700 MeV, respectively.
For the case of spin symmetry, taking the spin
doublets (1f5/2, 1f7/2) as an example, the values of
|Wmk/(Em − Ek)| are plotted as a function of the energy
difference Em − Ek in the upper panel of Fig. 7. In this
case, the unperturbed eigenstates are chosen as those of
HSS0 in Eq. (41), and the constant potential is chosen as
−M+∆0 = −350 MeV. It is verified that the convergence
of the perturbation series is not sensitive to the value of
∆0. For the completeness of the basis, the single-particle
states m must include not only the states in the Fermi
sea but also those in the Dirac sea.
It is shown that the values of |Wmk/(Em − Ek)| de-
crease as a general tendency when the energy difference
|Em − Ek| increases. This feature provides natural
cut-offs of the single-particle states in the perturbation
calculations. It is crucial to find that the largest value
of |Wmk/(Em − Ek)| is around 0.1, which indicates the
criterion in Eq. (40) can be nicely fulfilled.
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Fig. 5: (Color online) Single-particle mean-field potentials for
neutrons in 132Sn calculated by the RMF theory with the
effective interaction PK1 [155]. Taken from Ref. [10].
The perturbation corrections to the single-particle en-
ergies of the 1f spin doublets are then examined. In
the lower panel of Fig. 7, by choosing the unperturbed
eigenstates as those of HSS0 , the single-particle energies
obtained at the exact SU(2) spin-symmetry limit, and
their counterparts obtained by the first-, second-, and
third-order perturbation calculations, as well as those
obtained by the self-consistent RMF theory, are shown
from left to right. It is shown that the spin-orbit splitting
is well reproduced by the second-order perturbation cal-
culations. Equivalently, the perturbation corrections can
be performed with H0 = H − W , i.e., by choosing the
unperturbed eigenstates as those of H . The perturbation
corrections to the single-particle wave functions can be
examined in the same way, and the same conclusions hold
[123].
In other words, the nature of spin-symmetry breaking
from the SU(2) limit is perturbative, even though the spin-
orbit splitting in realistic nuclei is substantial, in partic-
ular, for the states with high orbital angular momentum
[123].
For the PSS case, the pseudospin doublets (2p3/2, 1f5/2)
are taking as an example. Since there are no bound states
at the exact SU(2) PSS limit HPSS0 , the perturbation
calculations are only performed from H to HPSS0 , i.e., the
unperturbed eigenstates are chosen as those of H and the
perturbation is taken as −WPSS in Eq. (42). The values of
|Wmk/(Em − Ek)| are plotted as a function of the energy
difference Em − Ek in the upper panel of Fig. 8, where
M +Σ0 = 900 MeV.
It is critical to find that the largest value of
|Wmk/(Em − Ek)| is about 0.6 for the PSS case,
compared to 0.1 for the SS case. It is not completely
surprising if one keeps in mind that different components
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Fig. 6: (Color online) Single-particle spectrum of neutrons in
132Sn calculated by the RMF theory with PK1. For each pair
of spin doublets, the left state is that with j< = l − 1/2 and
the right one with j> = l + 1/2. Potential Σ(r) is shown with
the solid line. Taken from Ref. [10].
of Dirac spinor are involved,
W SSmk = 〈Fm| (∆−∆0) |Fk〉 , (43a)
WPSSmk = 〈Gm| (Σ− Σ0) |Gk〉 . (43b)
Although the potentials obviously satisfy |∆−∆0| ≫
|Σ− Σ0|, the upper component is of G(r) ∼ O(1) and
the lower component F (r) ∼ O(1/10) for the states of
nucleons in the Fermi sea.
Formally, the perturbation corrections to the single-
particle energies of the 1d˜ pseudospin doublets can be
performed. In the lower panel of Fig. 8, by choosing the
unperturbed eigenstates as those of H , the single-particle
energies obtained by the self-consistent RMF theory, and
their counterparts obtained by the first-, second-, and
third-order perturbation calculations are shown. It is seen
that the energy corrections do not converge, meanwhile
there exist no bound states at the exact SU(2) PSS limit.
Therefore, it is confirmed in an explicit way that the
bridge connecting the Dirac Hamiltonian in realistic nuclei
and that with the exact SU(2) spin symmetry can be
constructed, but the behavior of PSS is non-perturbative
if the PSS SU(2) solution shown in Eq. (12) or (27) is
regarded as its symmetry limit [123].
However, Ginocchio [156] presented another kind
of symmetry of the Dirac Hamiltonian—the U(3)
symmetry—in which the energies of pseudospin doublets
are strictly degenerate. Based on this symmetry limit,
the nature of PSS is indeed perturbative, as discussed in
the next Subsection.
3.2. U(3) symmetry and supersymmetry for
Schro¨dinger-like equations
In this Subsection, we will first discuss the U(3) symmetry
of the Dirac Hamiltonian [156]. Based on this symmetry
limit, the perturbative nature of pseudospin symmetry
will be shown explicitly [123]. One of the open questions
is concerning about the supersymmetric representation
of the Dirac Hamiltonian with such U(3) symmetry. A
possible but yet incomplete answer is the supersymmetric
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Fig. 7: (Color online) Upper panel: Values of
|Wmk/(Em − Ek)| versus the energy differences Em − Ek
for the k = 1f spin doublets. The unperturbed eigenstates
are chosen as those of HSS0 , and the single-particle states m
include the states in both the Fermi and Dirac sea. Lower
panel: Single-particle energies of the 1f spin doublets obtained
at the exact SU(2) spin-symmetry limit, and by the first-,
second-, and third-order perturbation calculations, as well as
those by the RMF theory. Taken from Ref. [123].
quantum mechanics for the Schro¨dinger-like equations
[128]. In such a way, the U(3) pseudospin-symmetry limit
can be derived but the symmetry-breaking term, if it
presents, is not Hermitian.
3.2.1. U(3) symmetry
It is well known that the non-relativistic harmonic oscil-
lator in spherical systems has degeneracies in addition
to those due to the rotational invariance. The energy
spectrum depends only on the total harmonic-oscillator
quantum number N = 2n + l, thus the single-particle
states in a whole major shell have the same energy. These
degeneracies are produced by the U(3) symmetry [157]. In
addition, the energy does not depend on the orientation
of spin and hence the non-relativistic harmonic oscillator
holds the spin symmetry as well.
The relativistic harmonic oscillator does have the same
kind of U(3) symmetry, i.e., the energy spectrum depends
only on the total harmonic-oscillator quantum number N ,
although the energy spectrum for the RHO in general does
not have a linear dependence on N as does in the non-
relativistic case. The Dirac Hamiltonian in Eq. (1) for a
spherical RHO potential with the spin symmetry reads
H = α · p+ β[M + S(r)] + V (r) (44)
with
S(r) = V (r) =
Mω2
2
r2 . (45)
The corresponding U(3) generators were derived by Ginoc-
chio in Ref. [156].
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For that let us first recall the U(3) symmetry in the
non-relativistic case. The non-relativistic U(3) generators
are the orbital angular momenta l = r×p, the quadrupole
operators qm =
1
Mω
√
3
2
(
M2ω2[rr]
(2)
m + [pp]
(2)
m
)
, and the
monopole generator NNR = 12√2Mω (M2ω2r2 + p2) − 32 ,
where [··](2)m means coupled to angular momentum rank 2
and projection m. They form the closed U(3) algebra as
[NNR, l] = [NNR, qm] = 0 , (46a)
[l, l](t) = −
√
2lδt1 , (46b)
[l, q](t) = −
√
6qδt2 , (46c)
[q, q](t) = 3
√
10lδt1 , (46d)
with NNR generating a U(1) algebra, whose eigenvalues
are the total number of quanta N , and (l, q) generating
an SU(3) algebra.
Analogously, the main task for the relativistic case is
to identify the corresponding generators L, Qm, and N .
Similar to the spin operator S shown in Eq. (30), the
orbital angular momentum L in the relativistic case reads
L =
(
l 0
0 (σ · pˆ)l(σ · pˆ)
)
. (47)
For Qm and N , they are assumed as the forms of [156]
Qm =
(
(Qm)11 (Qm)12(σ · p)
(σ · p)(Qm)21 (σ · p)(Qm)22(σ · p)
)
(48)
and
N =
(
(N )11 (N )12(σ · p)
(σ · p)(N )21 (σ · p)(N )22(σ · p)
)
−N0 , (49)
and one of the solutions found in Ref. [156] is
Qm =
√
3
Mω2(H +M)
×
(
Mω2
2 (
Mω2
2 r
2 + 2M)[rr]
(2)
m + [pp]
(2)
m
Mω2
2 [rr]
(2)
m (σ · p)
(σ · p)Mω22 [rr](2)m [pp](2)m
)
(50)
and
N = −3
2
+
1
2
√
Mω2(H +M)
×
(
Mω2
2 (
Mω2
2 r
2 + 2M)r2 + p2 Mω
2
2 r
2(σ · p)
(σ · p)Mω22 r2 p2
)
.
(51)
The commutation relations are then those of the U(3)
algebra,
[N ,L] = [N , Qm] = 0 , (52a)
[L,L](t) = −
√
2Lδt1 , (52b)
[L, Q](t) = −√6Qδt2 , (52c)
[Q,Q](t) = 3
√
10Lδt1 . (52d)
The spin generators S in Eq. (30) commute with the
U(3) generators as well as the Dirac Hamiltonian H in
Eq. (44), so the invariance group is U(3)× SU(2).
3.2.2. Perturbative nature of PSS
As the U(3) symmetry of the Dirac Hamiltonian conserves
strictly the degeneracy in energy of pseudospin doublets,
it is important to investigate in a quantitative way the
perturbative nature of PSS based on such a symmetry
limit.
For that the Dirac Hamiltonian H in Eq. (5) is split as
H = HRHO0 +W
RHO , (53)
with the symmetry-conserving Hamiltonian
HRHO0 =
(
M +ΣHO − ddr + κr
d
dr +
κ
r −M +∆0
)
(54)
and the symmetry-breaking potential
WRHO =
(
Σ− ΣHO 0
0 ∆−∆0
)
, (55)
where ΣHO(r) = c0+c2r
2 with a harmonic-oscillator form.
The constants −M + ∆0 = −350 MeV and M + c0 =
865 MeV are chosen in HRHO0 , which holds to the energy
degeneracy of the whole major shell. As discussed before,
the perturbative properties are not sensitive to the choice
of these two constants. Meanwhile, the coefficient c2 is
chosen as 1.00 MeV/fm2 to minimize the perturbations to
the pf major shell.
In the upper panel of Fig. 9, the values of∣∣WRHOmk /(Em − Ek)∣∣ for the k = 1d˜ pseudospin doublets
are shown as a function of the energy difference Em−Ek.
It is found that its general patterns are the same as those
shown in Fig. 7, and the largest perturbation correction is
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around 0.16. This indicates that the criterion in Eq. (40)
is fulfilled.
In the lower panel of Fig. 9, the perturbation corrections
to the single-particle energies of the states in the whole pf
major shell are shown. It is shown that both the spin-orbit
and pseudospin-orbit splitting are well reproduced by the
third-order perturbation calculations. Furthermore, the
single-particle wave functions of H can also be reproduced
by the second-order perturbation calculations starting
from HRHO0 [123]. Thus, the link between the single-
particle states in realistic nuclei and their counterparts
at the U(3)-symmetry limit can be established explicitly.
In short, the quantitative connection between the Dirac
Hamiltonian in realistic nuclei and that with the RHO
potential has been constructed by using the perturbation
theory. The energy splitting of the pseudospin doublets
can be regarded as a result of small perturbation around
the Dirac Hamiltonian with the U(3) symmetry, where the
exact energy degeneracy of the pseudospin doublets holds.
This indicates the nature of PSS is indeed perturbative
[123].
3.2.3. SUSY for Schro¨dinger-like equations
Note that the U(3) symmetry was not included in the
supersymmetries of the Dirac Hamiltonian discussed in
Ref. [127]. Thus, the next but yet unsolved question will
be Whether or not the supersymmetric representation of
PSS based on the U(3)-symmetry limit can be found?
One of possible but yet incomplete solutions is the SUSY
quantum mechanics for the Schro¨dinger-like equations,
which will be discussed here. Another possible but also
incomplete solution is the SUSY quantum mechanics for
the Dirac equations with SRG, which will be discussed in
Section 3.3.
By using the SUSY quantum mechanics for the
Schro¨dinger-like equation (7) for the upper component
of Dirac spinor, Typel [128] investigated the properties
of PSS and concluded with a regular symmetry-breaking
potential.
In Ref. [128], the effects of the tensor interaction were
also taken into account, but we do not repeat this tensor
part here for simplicity. In the Schro¨dinger-like equation
(7) for the upper component of Dirac spinor,
HG(κ)Gnκ = ǫnκGnκ , (56)
the effective Hamiltonian reads
HG(κ)
=
1
M+
[
− d
2
dr2
+
κ(κ+ 1)
r2
+
M ′+
M+
(
d
dr
+
κ
r
)]
+ (M +Σ) ,
(57)
with M+(r) = ǫnκ +M − V (r) + S(r). The main task
is to construct the operators B+κ and B
−
κ . The particular
ansatz for the Hamiltonian in Eq. (57) reads
B+κ =
[
Qκ(r)− d
dr
]
1√
M+(r)
, (58a)
B−κ =
1√
M+(r)
[
Qκ(r) +
d
dr
]
, (58b)
where the superpotentials Qκ(r) are the functions of r to
be determined. Then, the SUSY partner Hamiltonians
read
H1(κ) = B
+
κ B
−
κ
=
1
M+
[
Q2κ −Q′κ −
d2
dr2
+
M ′+
M+
(
Qκ +
d
dr
)]
(59a)
and
H2(κ) = B
−
κ B
+
κ
=
1
M+
[
Q2κ +Q
′
κ −
d2
dr2
+
M ′+
M+
d
dr
+
M ′′+
2M+
− 3(M
′
+)
2
4M2+
]
.
(59b)
In order to identify the structure κ(κ+1) in Eq. (57), the
reduced superpotentials qκ(r) are introduced as [128]
qκ(r) = Qκ(r) − κ
r
. (60)
The Hamiltonians H1 and H2 are further rewritten as
H1(κ) =
1
M+
[
− d
2
dr2
+
κ(κ+ 1)
r2
+ q2κ + 2qκ
κ
r
− q′κ
+
M ′+
M+
(
qκ +
d
dr
+
κ
r
)]
, (61a)
H2(κ) =
1
M+
[
− d
2
dr2
+
κ(κ− 1)
r2
+ q2κ + 2qκ
κ
r
+ q′κ
+
M ′+
M+
d
dr
+
M ′′+
2M+
− 3(M
′
+)
2
4M2+
]
. (61b)
In general, the effective Hamiltonian HG in Eq. (57)
differs from the SUSY Hamiltonian H1 in Eq. (61) by a
constant, i.e.,
HG(κ) = H1(κ) + e(κ) , (62)
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where e(κ) is the so-called energy shift [126]. The
reduced superpotentials qκ(r) then satisfy the first-order
differential equation,
q2κ +
(
2
κ
r
+
M ′+(κ)
M+(κ)
)
qκ − q′κ = −M+(κ)N(κ) . (63)
Note that N(κ) = e(κ)−M −Σ(r) depends on the energy
shift, whereas M+(κ) = ǫnκ +M −∆(r) depends on the
single-particle energy. For the regular nuclear potentials, a
boundary condition for the reduced superpotentials reads
qκ(0) = 0 . (64)
At small radius, qκ(r) behaves asymptotically as a linear
function of r,
lim
r→0
qκ(r) =
M+(κ)N(κ)
1− 2κ r , (65)
and at large radius, qκ(r) becomes a constant,
lim
r→∞
qκ(r) =
√
(M + ǫnκ)(M − e(κ)) , (66)
if the nuclear potentials vanish there.
It is important to examine the asymptotic behaviors of
the full superpotentials Qκ(r), because they determine the
type of SUSY [126]. If Qκ(r) changes its sign from r → 0
to r → ∞, it corresponds to the exact SUSY, and thus
there exists a single non-degenerate state at zero energy.
In contrast, if Qκ(r) keeps its sign from r→ 0 to r→∞, it
corresponds to the broken SUSY, and thus all eigenstates
are doubly degenerate with positive energies.
In the present case, Qκ(r) are always positive at r →
∞, while Qκ(r) at r → 0 is determined by the angular-
momentum term κ/r, i.e., the sign of κ. In other words,
the SUSY is exact for all the cases of κ < 0, whereas
SUSY is broken for all the cases of κ > 0. This is crucial
to understand the intruder states in the PSS [128, 136].
The κ-dependent energy shifts e(κ) can be determined
as follows: (i) For the case of κa < 0, the SUSY is exact,
and it requires
e(κa) = ǫ1κa . (67)
(ii) For the case of κb > 0, the SUSY is broken, and
thus the corresponding energy shift can be, in principle,
any number which makes the whole set of H1 eigenstates
positive. In practice, the energy shifts are determined by
assuming that the PSO potentials vanish as r → 0. This
behavior is similar to that of the usual surface-peaked
spin-orbit potentials. Considering M+(κa) and M+(κb)
are almost identical as ǫa ≈ ǫb, the energy shifts read
e(κb) = 2 (M +Σ)|r=0 − e(κa) . (68)
Finally, one can derive the corresponding PSS-breaking
potential. The Hamiltonians H2(κa)+e(κa) and H2(κb)+
e(κb) for the pseudospin doublets are almost identical, and
their difference is given by the potential [128]
W˜PSS = [H2(κa) + e(κa)]− [H2(κb) + e(κb)]
=
2√
M+
d
dr
qκa − qκb√
M+
, (69)
where the difference between M+(κa) and M+(κb) is
neglected. It is crucial that this symmetry-breaking
potential is a regular function of r without singularity,
in contrast to that shown in Eq. (13).
One of the simplest cases that such a symmetry-
breaking potential vanishes is nothing but the relativistic
harmonic-oscillator potential without the tensor term, i.e.,
S(r) = V (r) =
M
2
ω2r2 . (70)
This is exactly the Dirac Hamiltonian with the U(3)
symmetry shown in Eq. (44).
In other words, the U(3)-symmetry limit of the Dirac
Hamiltonian can be derived by using the SUSY quantum
mechanics for the Schro¨dinger-like equation. However,
neither the effective Hamiltonian HG in Eq. (57) nor
its SUSY partner in Eq. (61) is Hermitian, since the
upper component wave functions alone, as the solutions
of the Schro¨dinger-like equation, are not orthogonal to
each other. This prevents us from being able to perform
the quantitative perturbation calculations, when the PSS-
breaking potential is non-zero.
3.3. Supersymmetric representation of PSS with
SRG
Another possible but also yet incomplete solution for
the supersymmetric representation of pseudospin sym-
metry based on the U(3)-symmetry limit is that with
the similarity renormalization group [136, 137]. In this
Subsection, we will first introduce the basic idea of sim-
ilarity renormalization group for the Dirac Hamiltonian
[130, 131, 132], then present the perturbative nature of
pseudospin symmetry by combining the supersymmetric
quantum mechanics, the similarity renormalization group,
and the perturbation calculations [136, 137].
3.3.1. Similarity renormalization group
Recent works in Refs. [130, 131, 132] bridged the gap
between the perturbation calculations and the SUSY
description of PSS by using the SRG technique.
The idea of SRG [133, 134, 135] is to drive the Hamil-
tonian toward a band-diagonal form via the so-called flow
equation and unitary transformations that suppress off-
diagonal matrix elements. In recent years, the SRG has
been also widely used in the nuclear effective field theory
and ab initio calculations. Recent reviews on the relevant
topics can be found in, e.g., Refs. [158, 159].
For the Dirac Hamiltonian shown in Eq. (1), it can
be transformed with the SRG into a diagonal form and
expanded in a series of 1/M . It is very important that
the effective Hamiltonian in the Schro¨dinger-like equation
thus obtained is Hermitian, which makes the perturbation
calculations feasible.
For that, the Dirac Hamiltonian in Eq. (1) is separated
into the diagonal ε and off-diagonal o parts, H = ε +
o, with [ε, β] = 0 and {o, β} = 0. In order to obtain
the equivalent Schro¨dinger-like equation for nucleons, the
main task is to decouple the eigenvalue equations for the
upper and lower components of Dirac spinor. One of the
possible ways is to make the off-diagonal part of the Dirac
Hamiltonian vanish with a proper unitary transformation.
According to the SRG [135], the Hamiltonian H is
transformed by a unitary operator U(l) with a flow
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parameter l as
H(l) = U(l)HU †(l) , (71)
where H(l) = ε(l)+ o(l) with the initial condition H(0) =
H . By taking the differential of the above equation, the
so-called flow equation for the Hamiltonian reads
d
dl
H(l) = [η(l), H(l)] , (72)
with an anti-Hermitian generator
η(l) =
dU(l)
dl
U †(l) . (73)
As discussed in Ref. [134], one of the proper choices of
η(l) for letting the off-diagonal part o(l)→ 0 when l→∞
reads
η(l) = [βM,H(l)] . (74)
Finally, the diagonal part of the Dirac Hamiltonian ε(l) at
the l → ∞ limit can be derived analytically in a series of
1/M [130],
ε(∞)
= Mε0(∞) + ε1(∞) + ε2(∞)
M
+
ε3(∞)
M2
+
ε4(∞)
M3
+ · · ·
= βM + (βS + V ) +
1
2M
β(α · p)2
+
1
8M2
[[α · p, (βS + V )] , α · p]
+
1
32M3
β
(
− 4(α · p)4 − 2 [α · p, (βS + V )]2
+ {α · p, [[α · p, (βS + V )] , (βS + V )]})
+ · · · (75)
In such a way, the eigenvalue equations for the upper
and lower components of Dirac spinor are decoupled.
The equivalent Schro¨dinger-like equation for nucleons with
Hermitian effective Hamiltonian can be obtained. For
details see Refs. [130, 131] for the spherical case and
Ref. [132] for the axially deformed case.
For the spherical case, the effective Hamiltonian for the
nucleons in the Fermi sea expanded up to the (1/M3)-th
order reads [130]
HF = M +Σ +
p2F
2M
− 1
2M2
(
Sp2F − S′
d
dr
)
− κ
r
∆′
4M2
+
Σ′′
8M2
+
S
2M3
(
Sp2F − 2S′
d
dr
)
+
κ
r
S∆′
2M3
− (Σ
′)2 − 2Σ′∆′ + 4SΣ′′
16M3
− p
4
F
8M3
, (76)
with the operator p2F = −d2/(dr2) + κ(κ + 1)/r2. This
Hamiltonian is decomposed into five Hermitian compo-
nents: the non-relativistic term, the spin-orbit term, the
dynamical term, the relativistic modification of kinetic
energy, and the Darwin term. Since all these terms are
Hermitian, one can calculate the contribution of each term
to the single-particle energies, which is very useful to
disclose the origin of the relativistic symmetries.
3.3.2. SUSY with SRG
Gathering all the pieces presented above, it is promis-
ing to understand the PSS and its symmetry-breaking
mechanism in a quantitative way by combining the SRG,
SUSY quantum mechanics, and perturbation calculations
[136, 137].
Up to the 1/M -th order, Eq. (76) corresponds to a usual
Schro¨dinger equation. Within the spherical symmetry, the
radial Schro¨dinger equation is written in the form of
H(κ)R(r) = ER(r) , (77)
with the single-particle Hamiltonian
H(κ) = − d
2
2Mdr2
+
κ(κ+ 1)
2Mr2
+ V (r) (78)
and the single-particle wave functions
ψ(r) =
R(r)
r
Y
l
jm(rˆ) . (79)
In this Subsection, V (r) is the non-relativistic central
potential standing for the sum of the scalar and vector
potentials Σ(r) in Eq. (76).
It is clear that H conserves the spin symmetry. In order
to investigate the origin of PSS and its symmetry breaking,
it is crucial to identify the pseudo-centrifugal barrier that
is proportional to l˜(l˜+1) = κ(κ−1). The SUSY quantum
mechanics is one of promising approaches for identifying
such structure.
Following the similar procedures shown in Section 3.2.3,
one starts with a couple of Hermitian conjugate first-order
operators
B+κ =
[
Qκ(r) − d
dr
]
1√
2M
, (80a)
B−κ =
1√
2M
[
Qκ(r) +
d
dr
]
, (80b)
and the reduced superpotentials
qκ(r) = Qκ(r) − κ
r
, (81)
and ends up with the SUSY partner Hamiltonians
H1(κ) = B
+
κ B
−
κ
=
1
2M
[
− d
2
dr2
+
κ(κ+ 1)
r2
+ q2κ +
2κ
r
qκ − q′κ
]
,
(82)
H2(κ) = B
−
κ B
+
κ
=
1
2M
[
− d
2
dr2
+
κ(κ− 1)
r2
+ q2κ +
2κ
r
qκ + q
′
κ
]
.
(83)
It is important to note that these Hamiltonians are
Hermitian, but not those in Eqs. (61).
The reduced superpotentials qκ(r) satisfy the first-order
differential equation [136],
1
2M
[
q2κ(r) +
2κ
r
qκ(r) − q′κ(r)
]
+ e(κ) = V (r) , (84)
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with the asymptotic behaviors
lim
r→∞
qκ(r) =
√
−2Me(κ) (85)
and
lim
r→0
qκ(r) =
2M(e(κ)− V )
(1− 2κ) r . (86)
The energy shifts are determined in the same way as that
shown in Eqs. (67) and (68), i.e,
e(κa) = E1κa and e(κb) = 2 V |r=0 − e(κa) , (87)
for the states with κa < 0 and κb > 0, respectively.
Before we show some numerical results, it is worthwhile
to search analytically a possible exact PSS limit within the
present scheme. The SUSY partner Hamiltonian reads
H˜(κ) = H2(κ) + e(κ) = − d
2
2Mdr2
+
κ(κ− 1)
2Mr2
+ V˜κ(r) ,
(88)
with
V˜κ(r) = V (r) + q
′
κ(r)/M . (89)
By definition the exact PSS limit holds Enκa = E(n−1)κb
with κa < 0 and κa + κb = 1, which indicates H2(κa) +
e(κa) = H2(κb)+e(κb). By combining Eqs. (82) and (84),
as well as the boundary condition qκ(0) = 0, one is ready
to have
qκa(r) = qκb(r) =Mωκr , (90)
with a known constant ωκ ≡ (e(κa) − e(κb))/(κb − κa).
As the reduced superpotentials qκ(r) are simply linear
functions of r, the central potential V (r) reads
VHO(r) =
M
2
ω2κr
2 + V (0) . (91)
Such a PSS limit is nothing but the U(3) symmetry of
the Schro¨dinger Hamiltonian, which leads to the energy
degeneracy of the whole major shell as discussed in the
previous Subsection.
3.3.3. Perturbative nature of PSS
In this Subsection, we will employ some numerical results
to show explicitly the perturbative nature of PSS breaking
in realistic nuclei. For that, the mass of nucleon takes
M = 939.0 MeV, and the central potential V (r) adopts
the Woods-Saxon form
V (r) =
V0
1 + e(r−R)/a
, (92)
with the parameters V0 = −63.297 MeV, R = 6.278 fm,
and a = 0.615 fm, which correspond to the neutron mean-
field potential provided in Ref. [160] by taking N = 82
and Z = 50. This potential is illustrated as the solid line
in Fig. 13 shown below. Note that in this Subsection we
use a tilde to denote the operators, potentials, and wave
functions belonging to H˜ .
In Fig. 10, we plot the reduced PSO splitting (Ej< −
Ej>)/(2l˜+1) versus their average values of single-particle
energy Eav = (Ej< +Ej>)/2, where j< and j> denote the
states with j = l˜− 1/2 and j = l˜+ 1/2, respectively. It is
found that the amplitudes of the reduced PSO splitting
are smaller than 1 MeV. More importantly, in general
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Fig. 10: (Color online) Reduced pseudospin-orbit splitting
(Ej< − Ej>)/(2l˜ + 1) versus their average values of single-
particle energy (Ej< +Ej> )/2. Taken from Ref. [136].
Table 1: Contributions from the kinetic term (kin.),
centrifugal barrier (CB), and central potential (cen.) to
the single-particle energies E and the corresponding PSO
splitting ∆EPSO for the 2p˜ and 1f˜ pseudospin doublets.
All units are in MeV. Data are taken from Ref. [136].
State Ekin. ECB Ecen. E
3s1/2 28.953 0.000 −50.545 −21.591
2d3/2 16.845 11.758 −51.746 −23.143
∆EPSO 12.109 −11.758 1.201 1.552
2d5/2 16.845 11.758 −51.746 −23.143
1g7/2 6.197 20.483 −54.188 −27.508
∆EPSO 10.648 −8.725 2.442 4.365
the splitting becomes smaller with the increasing single-
particle energies. To investigate the physical mechanism
for such energy-dependent behavior is helpful to figure out
whether the PSS is an accidental symmetry.
In the upper panel of Fig. 11, the single-particle radial
wave functions Rnlj(r) of H are shown by taking the 2p˜
and 1f˜ pseudospin doublets as examples. Since there is
no spin-orbit term in H , the wave functions of the spin
doublets are identical. In contrast, the wave functions
of the pseudospin doublets are very different from each
other, which makes it difficult to trace the origin of PSS
and analyze its symmetry-breaking mechanism.
Before the quantitative analysis done in Ref. [123]
by using the perturbation theory, investigations of the
pseudospin-orbit splitting were usually done by decom-
posing the contributions term by term. Contribution from
each term is calculated as
Ei =
∫
R∗(r)OˆiR(r)dr . (93)
with the corresponding operator Oˆi. In the representation
of H in Eq. (78), the operators of the kinetic term, cen-
trifugal barrier, and central potential read −d2/(2Mdr2),
κ(κ + 1)/(2Mr2), and V (r), respectively. Their contri-
butions to the single-particle energies E as well as the
corresponding PSO splitting ∆EPSO are shown in Table 1
for the 2p˜ and 1f˜ pseudospin doublets. It is not surprising
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Fig. 11: (Color online) Single-particle radial wave functions
Rnlj(r) of H (the upper panel) and R˜n˜l˜j(r) of H˜ (the lower
panel) for the 3s1/2, 2d3/2, 2d5/2, and 1g7/2 states. Taken
from Ref. [136].
that, in this representation, the contributions to ∆EPSO
come from all terms and they substantially cancel to each
other in a sophisticated way.
The phenomenon of such strong cancellations among
different terms was usually associated with the dynamical
nature [153, 154] and even the non-perturbative nature
[151, 161, 162] of PSS. However, such connection is
sometimes misleading. Indeed, as shown in Section 3.2,
the nature of PSS is perturbative from the U(3)-symmetry
limit [123].
By using the SUSY quantum mechanics, what is much
more important here is that the origin of PSS and its
symmetry-breaking mechanism can be studied explicitly
in the representation of the SUSY partner Hamiltonian H˜
[136].
Let us start with the reduced superpotentials qκ(r) by
solving the first-order differential equation (84) with the
boundary condition qκ(0) = 0. The κ-dependent qκ(r)
are shown in Fig. 12 in the unit of MeV/c. Note that,
although they depend on κ, the reduced superpotentials
qκ(r) do not depend on the main quantum number n for
a given κ. That is essential for understanding the general
pattern of ∆EPSO versus Eav as shown in Fig. 10.
The κ-dependent central potentials V˜κ(r) in H˜ can be
then obtained, and their asymptotic behaviors satisfy
lim
r→∞
V˜κ(r) = 0 (94)
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Fig. 12: (Color online) Reduced superpotentials qκ(r) for the
p˜ and f˜ states. Taken from Ref. [136].
and
lim
r→0
V˜κ(r) = V +
2(e(κ)− V )
(1− 2κ) . (95)
It is important that these potentials are regular and
converge at both r → 0 and r → ∞. In Fig. 13, these
central potentials V˜κ(r) are shown for the p˜ and f˜ states,
while the Woods-Saxon potential V (r) in H is shown for
comparison. For all κ, the potentials V˜κ(r) approximately
remain a Woods-Saxon shape, and they are shallower than
the original potential V (r). By comparing the two panels,
it is found that the amplitude of the difference between
V˜κ(r) for a pair of pseudospin partners increases with the
difference of their quantum numbers |κa − κb|.
With the central potentials V˜κ(r), it is straightforward
to calculate the single-particle energies and wave functions
of the SUSY partner Hamiltonians H˜(κ). In Fig. 14, the
energies of bound states obtained with H˜ are compared
with those obtained with the original H . It is seen
explicitly that the eigenstates of H and H˜ are identical,
except for the lowest eigenstates with κ < 0 in H , which
are the so-called intruder states. In other words, the fact
that the intruder states have no pseudospin partners can
be interpreted as a natural result of the exact SUSY for
κ < 0 and broken SUSY for κ > 0 [128, 136]. By holding
this one-to-one relation in the two sets of spectra, the
origin of PSS, which is deeply hidden in H , can be now
traced by using its SUSY partner Hamiltonian H˜ .
The single-particle radial wave functions R˜n˜l˜j(r) of H˜
for the 2p˜ and 1f˜ pseudospin doublets are shown in the
lower panel of Fig. 11. In contrast to that shown in the
upper panel, it is found that, in the SUSY representation,
the radial wave functions of pseudospin doublets are
almost identical to each other. Therefore, the quasi-
degeneracy of pseudospin doublets is closely related to the
similarity of their wave functions, and vice versa [136].
The same strategy as done in Table 1 is then used
to investigate the PSO splitting, but now in the SUSY
representation of H˜ shown in Eq. (88). The corresponding
operators include the kinetic term −d2/(2Mdr2), the PCB
κ(κ − 1)/(2Mr2), and the central potential V˜κ(r). The
results for the 2p˜ and 1f˜ pseudospin doublets are listed in
Table 2. It is seen that for each pair of pseudospin doublets
the energy contributions from the PSS-conserving terms,
15
0 2 4 6 8 10 12
-70
-60
-50
-40
-30
-20
-10
0
10
(a)
 WS
 p1/2
 p3/2
V 
(M
eV
)
r (fm)
0 2 4 6 8 10 12
-70
-60
-50
-40
-30
-20
-10
0
10
(b)
 WS
 f5/2
 f7/2
V 
(M
eV
)
r (fm)
Fig. 13: (Color online) κ-dependent central potentials V˜κ(r) in
H˜ for the p˜ and f˜ states. The Woods-Saxon potential in H is
shown for comparison. Taken from Ref. [136].
i.e., the kinetic and PCB, are very similar. The PSO
splitting ∆EPSO is mainly contributed by the difference in
the central potentials ∆Ecen, which is due to the slight κ-
dependence of V˜κ(r) as shown in Fig. 13. In other words,
the sophisticated cancellations among different terms in
H can be understood in a much clearer way by using a
proper decomposition with the help of the SUSY quantum
mechanics [136].
Finally, for the quantitative perturbation calculations,
the Hamiltonian H˜ is split as
H˜ = H˜PSS0 + W˜
PSS , (96)
where H˜PSS0 and W˜
PSS are the corresponding PSS-
conserving and PSS-breaking terms, respectively. By
assuming W˜PSS proportional to κ, which is similar to the
case of spin-orbit term in the conventional scheme, one
has
H˜PSS0 =
1
2M
[
− d
2
dr2
+
κ(κ− 1)
r2
]
+ V˜PSS(r) , (97a)
W˜PSS = κV˜PSO(r) . (97b)
The PSS-conserving V˜PSS(r) and PSS-breaking V˜PSO(r)
potentials are then determined as [136]
V˜PSS(r) =
κbV˜κa(r) − κaV˜κb(r)
κa − κb (98)
and
V˜PSO(r) =
1
M
q′κa(r) − q′κb(r)
κa − κb . (99)
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Fig. 14: (Color online) Single-particle energies obtained with
H and H˜ for the p˜ and f˜ states. Taken from Ref. [136].
In Fig. 15, the V˜PSS(r) and V˜PSO(r) potentials are
shown by taking the p˜ and f˜ states as examples. It
can be seen that the PSS-conserving potentials V˜PSS(r)
remain an approximate Woods-Saxon shape, and they
are κ-dependent to a small extent. The PSS-breaking
potentials V˜PSO(r) show several special features: (i)
The PSS-breaking potentials are regular functions of
r, in particular, they vanish at r → ∞. (ii) The
amplitudes of V˜PSO are around 1 MeV that are relevant
to the amplitudes of the reduced PSO splitting, e.g.,
∆EPSO/(2l˜ + 1) . 1 MeV as shown in Fig. 10. (iii)
More importantly, the PSO potentials V˜PSO(r) change
from negative to positive with a node at the surface
region, which is totally different from the usual spin-orbit
potentials with a surface-peaked shape. Such a particular
Table 2: Contributions from the kinetic term (kin.),
pseudo-centrifugal barrier (PCB), and central potential
(cen.) to the single-particle energies E and the
corresponding PSO splitting ∆EPSO for the 2p˜ and 1f˜
pseudospin doublets. All units are in MeV. Data are taken
from Ref. [136].
State Ekin. EPCB Ecen. E
2p˜1/2 16.602 6.723 −44.916 −21.591
2p˜3/2 17.331 6.857 −47.332 −23.143
∆EPSO −0.729 −0.134 2.415 1.552
1f˜5/2 5.710 16.286 −45.139 −23.143
1f˜7/2 6.293 16.591 −50.392 −27.508
∆EPSO −0.584 −0.305 5.253 4.365
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Fig. 15: (Color online) PSS-conserving potentials V˜PSS(r) (the
upper panel) and PSS-breaking potentials V˜PSO(r) (the lower
panel) for the p˜ and f˜ states. Taken from Ref. [136].
shape explains well the behavior that the PSO splitting
decreases with the single-particle energy increases, see
Ref. [136] for details.
The perturbation calculations are performed based on
the pseudospin-symmetric Hamiltonian H˜PSS0 with the
perturbation W˜PSS. For the present decomposition, the
largest perturbation correction |W˜PSSmk /(Em − Ek)| is less
than 0.03 [136], which indicates that the criterion in
Eq. (40) is satisfied to an excellent level. It can be
seen in Fig. 16 that the pseudospin doublets are exactly
degenerate at the PSS limit H˜PSS0 , and the PSO splitting
is excellently reproduced by the first-order perturbation
calculations.
In such an explicit and quantitative way, the PSO
splitting ∆EPSO can be directly understood by the PSS-
breaking term W˜PSS in the representation of the SUSY
partner Hamiltonian H˜ . Furthermore, this symmetry-
breaking term can be treated as a very small perturbation
on the exact PSS limit H˜PSS0 . This strongly confirms the
pertubative nature of PSS [136].
Recently, it has been demonstrated in Ref. [137] that
the perturbative nature of PSS maintains even when a
substantial spin-orbit potential presents.
4. Summary and Open Questions
In this Review, we mainly focus on the latest progress in
the supersymmetric representation of pseudospin symme-
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Fig. 16: (Color online) Single-particle energies obtained at the
exact PSS limit H˜PSS0 , and their counterparts obtained by the
first-, second-, and third-order perturbation calculations with
W˜PSS, as well as those obtained with H˜ . Taken from Ref. [136].
try. One of the key targets is to understand the origin of
pseudospin symmetry and its symmetry-breaking mecha-
nism in realistic nuclei in a quantitative and perturbative
way.
It has been shown that, for the spherical case, the SU(2)
spin symmetry and pseudospin symmetry of the Dirac
Hamiltonian can be derived by using the supersymmetric
quantum mechanics with the intertwining relation [127].
The spin-orbit splitting in realistic nuclei can be under-
stood as a small perturbation around the SU(2) spin-
symmetry limit. Nevertheless, although the pseudospin-
orbit splitting is in general smaller than the spin-orbit
splitting in realistic nuclei, the pseudospin-orbit splitting
behaves non-perturbatively if the Dirac Hamiltonian with
the SU(2) pseudospin symmetry is regarded as its symme-
try limit [123].
Alternatively, the Dirac Hamiltonian holds another kind
of symmetry—the U(3) symmetry—in which the single-
particle energies of pseudospin doublets are also exactly
degenerate [156]. Within the scheme of perturbation
theory, it has been proved that the pseudospin-orbit
splitting in realistic nuclei can be understood as a result
of small perturbation around such a U(3)-symmetry limit
[123].
Works are in progress for discovering the supersymmet-
ric representation of this U(3) symmetry, although the
complete answer is yet to be found. One attempt is the su-
persymmetric quantum mechanics for the Schro¨dinger-like
equation for the upper component of Dirac spinor [128],
and another is the supersymmetric quantum mechanics
for the Dirac equation with the similarity renormalization
group [130] evolution [136, 137]. In particular, in the
latter scheme, the origin of pseudospin symmetry and its
symmetry-breaking mechanism, which are deeply hidden
in the origin Hamiltonian, can be traced by using its
supersymmetric partner Hamiltonian [136, 137].
The pseudospin symmetry in deformed nuclei remains
an important and open question. As pointed out in the
pioneering works by Bohr, Hamamoto, and Mottelson
[1, 2, 3], the origin of pseudospin symmetry is important
to understand the nuclear (super)deformation and various
nuclear rotation phenomena.
17
For the axially deformed case, the SU(2) spin and
pseudospin symmetries of the Dirac Hamiltonian and their
generators have been shown [76, 138]. The supersymmet-
ric representation of these SU(2) symmetries was discussed
in Ref. [129], together with additional symmetries when
the scalar and vector potentials depend on different
variables. Nevertheless, the U(3) symmetry of the Dirac
Hamiltonian was not included in the above studies. At
this symmetry limit the pseudospin-orbit splitting in
realistic nuclei would be understood perturbatively and
quantitatively. For that, one of the possible ways is
to investigate the Dirac equation with the similarity
renormalization group evolution, which has been done in
Ref. [132] for the deformed systems. The supersymmetric
representation that follows is probably nontrivial, because
it involves multidimensional supersymmetric quantum
mechanics [163, 164]. Therefore, further progress along
this direction is expected in the future.
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