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Abstract
The paper is a continuation of our previous work towards the use of probability
information in interval computations. While in the previous work, bounds on the
¯rst order moments are taken into account, the contribution of this article is to
deal with correlations. Speci¯cally, in this paper, we develop a new method that
takes into account both correlation among measured parameters and bounds on
their expected values when doing interval computation.
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1 Formulation of the Problem
Why data processing? In many real-life situations, we are interested in the
value of a physical quantity y that is di±cult or impossible to measure directly.
Examples of such quantities are the distance to a star and the amount of oil
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measure y indirectly. Speci¯cally, we ¯nd some easier-to-measure quantities
x1;:::;xn which are related to y by a known relation y = f(x1;:::;xn). To
estimate y, we
¯rst measure the quantities x1;:::;xn, and then use the relation y =
f(x1;:::;xn) to compute an estimate for y.
Why interval computations? Measurement are never 100% accurate, so
after the measurement, we only know the values xi with some uncertainty
[13]. It is desirable to describe the resulting uncertainty in y = f(x1;:::;xn).
In chemistry and environmental sciences, there are many measuring techniques
where we only get the interval of possible values of the desired quantity. For
example, if we did not detect any pollution, the pollution value v can be
anywhere between 0 and the sensor's detection limit DL. In other words,
the only information that we have about v is that v belongs to the interval
[0;DL]; we have no information about the probability of di®erent values from
this interval.
Another example: to study the e®ect of a pollutant on the ¯sh, we check on
the ¯sh daily; if a ¯sh was alive on Day 5 but dead on Day 6, then the only
information about the lifetime of this ¯sh is that it is somewhere within the
interval [5;6]; we have no information about the distribution of di®erent values
in this interval.
In such cases, after performing a measurement, the only information that we
have about the actual value xi of the measured quantity is that it belongs to
the interval xi = [xi;xi]. 1 In this situation, the only information that we have
about the (unknown) actual value of y = f(x1;:::;xn) is that y belongs to
the range y = [y;y] of the function f over the box x1 £ ::: £ xn:
y = [y;y] = ff(x1;:::;xn) : x1 2 x1;:::;xn 2 xng:
The process of computing this interval range based on the input intervals xi
is part of interval computations; see, e.g., [7].
Interval computations techniques: brief reminder. Historically what
is often called the \straightforward" method was the ¯rst for estimating the
desired range of a function. This method is based on the fact that inside the
computer, every algorithm for processing real numbers is implemented as a
sequence of elementary operations a + b, a ¡ b, a ¢ b, and a=b; usually, a=b is
computed as a ¢ (1=b), making a + b, a ¡ b, a ¢ b, and 1=a su±cient. For each
1 We use the convention of bold, non-italic symbols for naming intervals.
2of these elementary operations f(a;b), if we know the intervals a and b for a
and b, we can compute the exact range f(a;b). The corresponding formulas
form the so-called interval arithmetic:
[a;a] + [b;b] = [a + b;a + b]; [a;a] ¡ [b;b] = [a ¡ b;a ¡ b];
[a;a] ¢ [b;b] = [min(a ¢ b;a ¢ b;a ¢ b;a ¢ b);max(a ¢ b;a ¢ b;a ¢ b;a ¢ b)];
1=[a;a] = [1=a;1=a] if 0 62 [a;a]:
In straightforward interval computations, we replace each °oating point oper-
ation in the program f by the corresponding interval operation; as a result,
after all the operations, we get an interval Y. It is known that this resulting
interval Y is an enclosure of the desired range y, i.e., that Y ¶ y.
In some cases, Y = y. In more complex cases, the enclosure has excess width
(Y ¾ y). There exist more sophisticated techniques for producing narrower
enclosures, e.g., centered form methods [7]. However, for each of these tech-
niques, there are cases when we still get excess width. Reason: it is known (see,
e.g., [10]), that the problem of computing the exact range is NP-hard even for
polynomial functions f(x1;:::;xn) (indeed, even for quadratic functions f).
Motivating practical problem. In some practical situations, in addition
to lower and upper bounds on each random variable xi, we know bounds
Ei = [Ei;Ei] on its mean Ei; see, e.g., [13].
If we have this information for every xi, then, in addition to the interval y of
possible values of y, we can also try to estimate the interval of possible values
of E[y]. Thus, we arrive at the following problem.
New problem in precise terms. Given an algorithm computing a function
f(x1;:::;xn) from Rn to R, and values x1, x1, ..., xn, xn, E1, E1, ..., En,
En, we want to ¯nd
E
def = minfE[f(x1;:::;xn)] : all distributions of
(x1;:::;xn) for which x1 2 [x1;x1];:::;xn 2 [xn;xn];
E[x1] 2 [E1;E1];:::E[xn] 2 [En;En]g;
and E which is the maximum of E[f(x1;:::;xn)] for all such distributions.
In addition to considering all possible distributions, we can also consider the
case when all the variables xi are independent, or, more generally, when we
know the correlations among the xi.
Comment. This problem is a particular case of imprecise probability problems,
when we have a partial information about the probability distribution; see,
3e.g., the monographs [11,15]. These monographs also describe techniques for
solving such problems; most of these techniques are based on the fact that
in many of these problems, the optimized function is a linear function(al) of
the values of (unknown) probability density function d(x1;:::;xn), and the
constraints on d(x1;:::;xn) are linear inequalities in terms of these unknown
values. In other words, many such problems are (in¯nite-dimensional) linear
programming (LP) problems.
It is known that there exist e±cient algorithms for solving (¯nite-dimensional)
linear programming problems. We can approximate the LP problem with in-
¯nitely many unknowns d(x1;:::;xn) by a problem with ¯nitely many un-
known if we consider, as new unknowns, the probabilities within certain n-
dimensional boxes. The more boxes we consider and the narrower these boxes,
the more accurate the corresponding approximation. Thus, we can get more
and more accurate approximations to the desired values E and E; see, e.g.,
[1{5].
However, the more accurate the computations, the more boxes we need to
take and thus, the longer the running time of the corresponding algorithms. To
speed up these computations, it is desirable to ¯nd (whenever possible) explicit
analytical expressions for E and E. Once such expressions are known, we can
compute the exact values of E and E { and thus, the number of elementary
computational operations needed for these computations no longer increases
with accuracy (as for the LP-based methods).
Let us describe situations when such analytical expressions are possible.
2 What Is Known
Extending interval arithmetic to handle expectations. The main idea
behind standard interval computations can be applied here as well. First we
¯nd out how to solve the problem when n = 2 and f(x1;x2) is one of the
standard arithmetic operations. Then, once we have an arbitrary algorithm
f(x1;:::;xn), we parse it and replace each elementary operation on real num-
bers with the corresponding operation on quadruples (x;E;E;x).
To implement this idea, we must therefore know how to solve the above prob-
lem for elementary operations.
For addition, the answer is straightforward: E[x1 +x2] = E[x1]+E[x2]: So, if
we know the values E1
def = E[x1] and E2
def = E[x2], then for y = x1 + x2, the
only possible value of E
def = E[y] is E = E1 + E2. This value does not depend
on whether we have correlation or whether we have any information about the
4correlation. Thus, if we only know the ranges E1 and E2 of possible values of
E1 and E2, then the range of possible values of E is E = E1 + E2.
Similarly, the answer is straightforward for subtraction: if y = x1 ¡ x2, there
is only one possible value for E = E[y]: the value E = E1 ¡ E2. Thus, E =
E1 ¡ E2.
For multiplication, if the variables x1 and x2 are independent, then E[x1¢x2] =
E[x1]¢E[x2]. Hence, if y = x1¢x2 and x1 and x2 are independent, there is only
one possible value for E = E[y]: the value E = E1 ¢ E2; hence E = E1 ¢ E2.
The only non-trivial case is the case of multiplication in the presence of possible
correlation. When we know the exact values of E1 and E2, the solution to the
above problem is known [8]:
Theorem 1 If y = x1¢x2, and we have no information about the correlation,
then the range [E;E] of E[x1¢x2] is [Emin;Emax], where pi
def = (Ei¡xi)=(xi¡xi),
and:
Emin
def = max(p1 + p2 ¡ 1;0) ¢ x1 ¢ x2 + min(p1;1 ¡ p2) ¢ x1 ¢ x2+
min(1 ¡ p1;p2) ¢ x1 ¢ x2 + max(1 ¡ p1 ¡ p2;0) ¢ x1 ¢ x2; (1)
Emax
def = min(p1;p2) ¢ x1 ¢ x2 + max(p1 ¡ p2;0) ¢ x1 ¢ x2+
max(p2 ¡ p1;0) ¢ x1 ¢ x2 + min(1 ¡ p1;1 ¡ p2) ¢ x1 ¢ x2: (2)
Comment. In this case, E = [Emin;Emax]. In the following text, we will use
the expressions (1) and (2) to describe the ranges of E for other cases, when
the expression for the range E = [E;E] is di®erent from the above expression
[Emin;Emax].
For the inverse y = 1=x1, a ¯nite range is possible only when 0 62 x1. Without
loss of generality, we can consider the case when 0 < x1. In this case, we have
the following bound [8]:
Theorem 2 For the inverse y = 1=x1, the range of possible values of E is
E = [1=E1;p1=x1 + (1 ¡ p1)=x1]:
(Here p1 denotes the same value as in Theorem 1.)
Taking correlation into account. As we have seen, for elementary arith-
metic operations other than multiplication, the range of the result's expec-
tation is uniquely determined by the ranges of the input expectations. For
5multiplication, the range of E[x1¢x2] depends on both the ranges of E[xi] and
the correlation between the xi.
For multiplication, we know the bounds on E[x1 ¢ x2] for two cases: when
x1 and x2 are independent, and when we have no information about their
correlation. In reality, we may have partial information about the correlation.
For example, we may know the exact value ½ of the correlation
½(x1;x2)
def =
E[x1 ¢ x2] ¡ E1 ¢ E2
¾1 ¢ ¾2
(3)
(where ¾i is the standard deviation of xi). Or more generally we might have
an interval [½;½] of possible values of ½.
Analytical expressions are desirable. In [5], a linear programming-based
numerical method is described for computing the ranges of binary func-
tions under constraints on the correlation of its arguments. For example, this
method can be applied to the problem of estimating the range of E[x1 ¢ x2]
under known correlation.
In the cases of independence and unknown correlation, there are explicit an-
alytical expressions for the range of E[x1 ¢ x2]. In general, as we have men-
tioned earlier, analytical expressions are much faster to compute than numeri-
cal methods. In this paper, we provide analytical expressions for the correlation
case as well.
3 Main Results
Preliminaries. Our objective is, given the intervals [x1;x1], [x2;x2], the values
E1 = E[x1], E2 = E[x2], and ½ = ½(x1;x2), to ¯nd the range [E;E] of possible
values of E[x1 ¢ x2].
Before we derive an expression for the general situation, let us identify the
quantitative values for Pearson correlation coe±cient ½ corresponding to the
known cases { independence and unknown correlation. For the independence
case, ½ = 0.
For the case of unknown correlation, according to [8] both the smallest value
Emin of E[x1 ¢ x2] and the largest value Emax of E[x1 ¢ x2] are attained when
each of the variables xi has a 2-point (2-impulse) marginal distribution: p(xi =
xi) = pi and p(xi = xi) = 1 ¡ pi. (Probability pi is uniquely determined by
6expected value E[xi].) For this marginal distribution,
¾
2[xi] = E[(xi ¡ Ei)
2] = pi ¢ (xi ¡ Ei)
2 + (1 ¡ pi) ¢ (Ei ¡ xi)
2:
Since pi = (Ei ¡ xi)=(xi ¡ xi), algebraic manipulation yields
¾
2[xi] = (xi ¡ Ei) ¢ (Ei ¡ xi):
Thus, using eq. (3), the correlation coe±cients ½min and ½max corresponding
to these extreme distributions are equal to ½min =
Emin ¡ E1 ¢ E2
¾
and ½max =
Emax ¡ E1 ¢ E2
¾
, where
¾
def = ¾1 ¢ ¾2=¾[x1] ¢ ¾[x2]=
q
(x1 ¡ E1) ¢ (E1 ¡ x1) ¢
q
(x2 ¡ E2) ¢ (E2 ¡ x2):
The case of unknown correlation includes the case of independence ½ = 0 as
a particular case. For ½ = 0, we have E[x1;¢x2] = E1 ¢ E2; thus, the interval
[Emin;Emax] of possible values of E[x1 ¢ x2] contains the value E1 ¢ E2: Emin ·
E1 ¢ E2 · Emax. Hence, we get ½min · 0 and ½max ¸ 0.
Case of exactly known non-zero correlation. The non-positive value
½min corresponds to the smallest possible value Emin of E[x1 ¢ x2], and the
non-negative value ½max corresponds to the largest possible value Emax.
It is desirable to extend these results to intermediate values of ½ 2 [½min;½max].
Theorem 3 Let [x1;x1] and [x2;x2] be given intervals, E1 2 [x1;x1] and E2 2
[x2;x2] be given numbers, and ½ be a number from the interval [½min;½max].
Then the closure [E;E] of the range of possible values E[x1;x2] for all possible
distributions for which:
² x1 is located in [x1;x1], and x2 is located in [x2;x2];
² E[x1] = E1, and E[x2] = E2; and
² ½[x1;x2] = ½,
is
² for ½ ¸ 0: [E1 ¢ E2;E1 ¢ E2 + ½ ¢ ¾];
² for ½ · 0: [E1 ¢ E2 + ½ ¢ ¾;E1 ¢ E2].
Comment. It should be mentioned that Theorem 3 does not claim that the
range R of possible values of E[x1;x2] coincides with the corresponding interval
[E1 ¢ E2;E1 ¢ E2 + ½ ¢ ¾] or [E1 ¢ E2 + ½ ¢ ¾;E1 ¢ E2]; this theorem only states
that this interval coincides with the closure of the range R (i.e., with the set
of all limits of all the sequences from the range R).
7The di®erence between the range R and the corresponding (closed) interval
comes from the fact that ½ is only de¯ned when ¾i > 0. Thus, e.g., for ½ > 0,
eq. (3) implies E[x1 ¢ x2] > E[x1] ¢ E[x2]. So, under the standard de¯nition of
(Pearson) correlation, the lower endpoint E1 ¢ E2 of the interval [E1 ¢ E2;E1 ¢
E2 + ½ ¢ ¾] might be unattainable.
If we instead de¯ne a distribution with correlation ½ as a distribution for which
E[x1 ¢ x2] = E[x1] ¢ E[x2] + ½ ¢ ¾[x1] ¢ ¾[x2];
then the degenerate distribution x1 ´ E1, x2 ´ E2, with ¾[x1] = ¾[x2] = 0,
is a distribution with a given ½ for which E[x1 ¢ x2] = E1 ¢ E2. Under this
alternative de¯nition, the range R coincides with the corresponding interval
{ and there is no need to make the formulation more complex by referring to
the closure.
Proof. When ½ = 0, then, by de¯nition of the correlation, E[x1¢x2] = E1¢E2.
So, it is su±cient to consider values of ½ 6= 0. In this proof, we will only
consider the case ½ > 0; the case ½ < 0 is similar.
We ¯rst prove that the value E[x1 ¢ x2] always belongs to the interval [E1 ¢
E2;E1 ¢ E2 + ½ ¢ ¾]. E1 ¢ E2 is the lower bound because, since ½ > 0, we have
E[x1 ¢ x2] = E1 ¢ E2 + ½ ¢ ¾[x1] ¢ ¾[x2] > E1 ¢ E2.
To prove the upper bound, we show that for each xi, ¾2[xi] · (Ei¡xi)¢(xi¡Ei).
Let us ¯rst consider discrete distributions that take values x
(j)
i 2 [xi;xi] (1 ·
j · N) with probabilities p(j) ¸ 0 such that
N P
j=1
p(j) = 1. For such distributions,
the constraint E[xi] = Ei takes the form
N P
j=1
p(j) ¢ x
(j)
i = Ei. Under these
constraints, let us ¯nd the largest possible value of
¾
2[xi] = E[x
2
i] ¡ E
2
i =
N X
j=1
p
(j) ¢
³
x
(j)
i
´2
¡ E
2
i :
In terms of the unknown probabilities p
(j)
i , we are minimizing a linear function
under linear constraints (equalities and inequalities). Geometrically, the set of
all points that satisfy several linear constraints is a polytope. It is well known
that to ¯nd the minimum of a linear function on a polytope, it is su±cient to
consider its vertices (this is the idea behind linear programming). In algebraic
terms, a vertex can be characterized by the fact that for N variables, N of the
original constrains are equalities. Thus, in our case, all but two probabilities
p
(j)
i must be equal to 0, i.e., the distribution must be located at two points x
¡
i
and x
+
i . Since the mean is Ei, these values must be on di®erent sides of Ei.
Without losing generality, we can thus assume that x
¡
i · Ei · x
+
i .
8We have already mentioned that for 2-point distributions, once the points x
¡
i
and x
+
i are ¯xed, the condition that the mean equals Ei uniquely determines
the probabilities, and the resulting variance is (x
+
i ¡ Ei) ¢ (Ei ¡ x
¡
i ). When
x
+
i · xi and x
¡
i ¸ xi, the largest value of this product is attained when x
+
i
attains its largest possible value xi, and x
¡
i attains its smallest possible value
xi. Thus, for discrete distributions, ¾2[xi] · (xi ¡ Ei) ¢ (Ei ¡ xi).
An arbitrary distribution can be approximated by discrete ones to arbitrary
accuracy (in weak topology), so this inequality is true for all distributions.
Thus, ¾[x1] ¢ ¾[x2] · ¾, and the equality E[x1 ¢ x2] = E1 ¢ E2 + ½ ¢ ¾[x2] ¢ ¾[x2]
implies that E[x1 ¢ x2] · E1 ¢ E2 + ½ ¢ ¾.
We now prove that both endpoints are exact. For every " > 0, if we take a
distribution in which each xi is located in the "-vicinity of Ei, then x1 ¢ x2
(and hence E[x1 ¢ x2]) is located in the close vicinity of E1 ¢ E2. When " ! 0,
we conclude that E[x1 ¢ x2] can be arbitrarily close to E1 ¢ E2, so the lower
endpoint is indeed exact.
To complete the proof, we next show that the upper endpoint E1 ¢ E2 + ½ ¢ ¾
is attainable, and thus also exact. Indeed, as we have mentioned, the largest
possible value Emax is attained for a joint distribution in which both marginal
distributions are 2-point ones, located on the endpoints of the corresponding
interval [xi;xi], and that for such distributions, ¾2[xi] = (xi ¡ Ei) ¢ (Ei ¡ xi).
In general, distributions with such marginals are located at 4 vertices of the
rectangle [x1;x1]£[x2;x2]. The set of such distributions is determined by linear
constraints and is, thus, connected. Along this set, the correlation ranges from
0 to the value ½max. Since ½ 2 [0;½max] and correlation continuously depends
on the probabilities, these exists an intermediate value of these probabilities
where the correlation exactly equals the given value ½.
The theorem is proven.
Case of correlation known with interval uncertainty. We can handle
the case of an interval [½;½] of possible values for ½ instead of an exact value of
½ by simply combining the intervals from Theorem 3 and using the fact that
the corresponding formulas monotonically depend on ½.
Theorem 4 Let [x1;x1] and [x2;x2] be given intervals, E1 2 [x1;x1] and E2 2
[x2;x2] be given numbers, and [½;½] be a subinterval of the interval [½min;½max].
Then the closure [E;E] of the range of possible values E[x1;x2] for all possible
distributions for which:
² x1 is located in [x1;x1], and x2 is located in [x2;x2];
² E[x1] = E1, and E[x2] = E2; and
² ½[x1;x2] 2 [½;½]
9equals
² for 0 · ½: [E1 ¢ E2;E1 ¢ E2 + ½ ¢ ¾];
² for ½ · 0: [E1 ¢ E2 + ½ ¢ ¾;E1 ¢ E2];
² for ½ · 0 · ½: [E1 ¢ E2 + ½ ¢ ¾;E1 ¢ E2 + ½ ¢ ¾].
4 Auxiliary Results
Computationally e±cient expressions for Emin and Emax.
Proposition 1
Emax = E1 ¢ E2 + min((E1 ¡ x1) ¢ (x2 ¡ E2);(x1 ¡ E1) ¢ (E2 ¡ x2));
Emin = E1 ¢ E2 ¡ min((E1 ¡ x1) ¢ (E2 ¡ x2);(x1 ¡ E1) ¢ (x2 ¡ E2)):
Proof. Let us ¯rst simplify the expression for Emax from Theorem 1. When
p1 · p2, we get
Emax = p1 ¢ x1 ¢ x2 + (p2 ¡ p1) ¢ x1 ¢ x2 + (1 ¡ p2) ¢ x1 ¢ x2 =
p1 ¢ (x1 ¡ x1) ¢ x2 + p2 ¢ x1 ¢ (x2 ¡ x2) + x1 ¢ x2:
Substituting the de¯nitions of pi, we conclude that
Emax = (E1 ¡ x1) ¢ x2 + (E2 ¡ x2) ¢ x1 + x1 ¢ x2:
Opening parentheses, we get
Emax = E
(1) def = E1 ¢ x2 ¡ x1 ¢ x2 + E2 ¢ x1:
By using the symmetry between x1 and x2, we can now conclude that when
p1 ¸ p2,
Emax = E
(2) def = E2 ¢ x1 ¡ x1 ¢ x2 + E1 ¢ x2:
The condition p1 · p2 is equivalent to
(E1 ¡ x1) ¢ (x2 ¡ x2) · (E2 ¡ x2) ¢ (x1 ¡ x1);
i.e.,
E1 ¢ x2 ¡ E1 ¢ x2 ¡ x1 ¢ x2 + x1 ¢ x2 · E2 ¢ x1 ¡ E2 ¢ x1 ¡ x1 ¢ x2 + x1 ¢ x2:
Subtracting the common term x1 ¢ x2 from both sides and moving terms to
other sides, we get an equivalent form of this inequality:
E1 ¢ x2 ¡ x1 ¢ x2 + E2 ¢ x1 · E2 ¢ x1 ¡ x1 ¢ x2 + E1 ¢ x2;
10i.e., E(1) · E(2). So, if p1 · p2, i.e., if E(1) · E(2), we get Emax = E(1);
otherwise, we get Emax = E(2). These two cases can be combined into a single
formula Emax = min(E(1);E(2)), i.e.,
Emax = min(E1 ¢ x2 ¡ x1 ¢ x2 + E2 ¢ x1;E2 ¢ x1 ¡ x1 ¢ x2 + E1 ¢ x2):
By adding ¡E1 ¢ E2 to both expressions E(1) and E(2), we get the desired
expression for Emax.
Since E[x1 ¢x2] = ¡E[(¡x1)¢x2], where ¡x1 2 [¡x1;x1] with E[¡x1] = ¡E1,
we have
Emin
def = minE[x1 ¢ x2] = ¡maxE[(¡x1) ¢ x2]:
Hence, the new expression for Emax leads to the desired expression for Emin.
The proposition is proven.
Can we propagate correlations through computations? In straight-
forward interval computations, we propagate intervals through computations;
can we similarly propagate correlations? The following result shows that it is
not easy even for addition:
Proposition 2 If we know that ½[x1;x2] = ½, then the only possible conclusion
about ½0 = ½[x1;x1 + x2] is that ½0 2 [½;1].
Proof. If we take x1 ¿ x2, we get ½0 ¼ ½, and if we take x2 ¿ x1, we get
½0 ¼ 1. The smaller the corresponding ratio x1=x2 or x2=x1, the closer we are,
correspondingly, to ½ and to 1.
Let us prove that ½0 cannot be smaller than ½. Since correlation can be de¯ned
in terms of the di®erences xi ¡ E[xi], we can shift both variables to E[xi] =
0 without changing the correlations ½[x1;x2] and ½[x1;x1 + x2]; thus, is it
su±cient to prove the desired inequality ½0 ¸ ½ for the case when E[xi] = 0.
In this case, if we denote ¾i
def = ¾[xi], we get
½
0 =
E[x1 ¢ (x1 + x2)]
¾1 ¢ ¾[x1 + x2]
=
¾2
1 + E[x1 ¢ x2]
¾1 ¢ ¾[x1 + x2]
:
Here, since Ei = 0, we have E[x1 ¢ x2] = ½ ¢ ¾1 ¢ ¾2. Similarly,
¾
2[x1 + x2] = E[(x1 + x2)
2] = E[x
2
1] + E[x
2
2] + 2 ¢ E[x1 ¢ x2] =
¾
2
1 + ¾
2
2 + 2½ ¢ ¾1 ¢ ¾2;
so the above expression for ½0 takes the form: ½0 =
¾1 + ½ ¢ ¾1 ¢ ¾2
¾1 ¢
q
¾2
1 + ¾2
2 + 2½ ¢ ¾1 ¢ ¾2
,
and the desired inequality ½0 ¸ ½ takes the form
¾2
1 + ½ ¢ ¾2 q
¾2
1 + ¾2
2 + 2½ ¢ ¾1 ¢ ¾2
¸ ½:
11Multiplying both sides by the denominator, we get the equivalent inequality
¾1 + ½ ¢ ¾2 ¸ ½ ¢
q
¾2
1 + ¾2
2 + 2½ ¢ ¾1 ¢ ¾2: (4)
If ½ ¸ 0, then we can square both sides and get an equivalent inequality
¾
2
1 + 2½ ¢ ¾1 ¢ ¾2 + ½
2 ¢ ¾
2
2 ¸ ½
2 ¢ (¾
2
1 + ¾
2
2 + 2½ ¢ ¾1 ¢ ¾2):
Subtracting ½2¢¾2
2 from both sides, and moving all the terms to the right-hand
side, we get an equivalent inequality
¾
2
1 ¢ (1 ¡ ½
2) + 2½ ¢ ¾1 ¢ ¾2 ¢ (1 ¡ ½
2) ¸ 0;
which is always true for ½ ¸ 0 (since ½ · 1).
If ½ < 0, the right-hand side of (4) is negative, so we consider two possible
cases. The ¯rst case is when
¾1 + ½ ¢ ¾2 ¸ 0:
Then inequality (4) is automatically true.
The second case is when ¾1 + ½ ¢ ¾2 < 0. In this case, (4) is equivalent to
0 < ¡¾1 + j½j ¢ ¾2 · j½j ¢
q
¾2
1 + ¾2
2 ¡ 2j½j ¢ ¾1 ¢ ¾2:
By squaring both sides, we get an equivalent inequality
¾
2
1 ¡ 2j½j ¢ ¾1 ¢ ¾2 + ½
2 ¢ ¾
2
2 · ½
2 ¢ (¾
2
1 + ¾
2
2 ¡ 2j½j ¢ ¾1 ¢ ¾2):
Subtracting ½2¢¾2
2 from both sides, and moving all the terms to the right-hand
side, we get an equivalent inequality
¾
2
1 ¢ (1 ¡ ½
2) ¡ 2j½j ¢ ¾1 ¢ ¾2 ¢ (1 ¡ ½
2) · 0:
Dividing both sides by ¾1 ¢ (1 ¡ ½2) > 0, we get an equivalent inequality
¾1¡2j½j¢¾2 · 0. We consider the case when ¾1¡j½j¢¾2 < 0, hence ¾1¡2j½j¢¾2 ·
¾1 ¡ j½j ¢ ¾2 < 0. The inequality is proven.
Since x1¡x2 = x1+(¡x2), and ½[x1;¡x2] = ¡½[x1;x2], we have the following
corollary:
Proposition 3 If we know that ½[x1;x2] = ½, then:
² the best possible conclusion about ½0 = ½[x1;x1 ¡ x2] is that ½0 2 [¡½;1];
² the best possible conclusion about ½00 = ½[x2;x1 ¡ x2] is that ½00 2 [¡1;½].
12For multiplication x1 ¢x2, we get an even wider range of value for the correla-
tion:
Proposition 4 Let ½ 2 [¡1;1] be a given number. Then, the smallest inter-
val [½0;½0] that contains all possible values of ½0 = ½[x1;x1 ¢ x2] for all pairs
of random variables x1 and x2 for which ½[x1;x2] = ½ is the entire interval
[½0;½0] = [¡1;1]:
Proof. Let x1 and x2 be an arbitrary pair with ½[x1;x2] = ½. Once can easily
check that adding an arbitrary number a to x2 does not change the value of
the correlation, i.e., that for x0
2
def = x2 + a, we still have ½[x1;x0
2] = ½. For this
new pair (x1;x0
2), the correlation ½0 = ½[x1;x1 ¢ x0
2] takes the form
½
0 =
E[x2
1 ¢ x0
2] ¡ E[x1] ¢ E[x1 ¢ x0
2]
¾[x1] ¢ ¾[x1 ¢ x0
2]
=
E[x2
1 ¢ (x2 + a)] ¡ E[x1] ¢ E[x1 ¢ (x2 + a)]
¾[x1] ¢ ¾[x1 ¢ x2 + x1 ¢ a]
=
E[x2
1 ¢ x2] + a ¢ E[x2
1] ¡ E[x1] ¢ E[x1 ¢ x2] ¡ a ¢ (E[x1])2
¾[x1] ¢ ¾[x1 ¢ x2 + x1 ¢ a]
:
When a ! 1, in the numerator, the prevailing term is a¢(E[x2
1]¡(E[x1])2) =
a¢¾2[x1]. In the denominator, x1¢a prevails over x1¢x2, and thus, the denomi-
nator is asymptotically equal to ¾[x1]¢¾[a¢x1] = ¾[x1]¢jaj¢¾[x1] = jaj¢¾2[x1].
Therefore, when a ! 1, we get
½
0 »
a ¢ ¾2[x1]
jaj ¢ ¾2[x1]
=
a
jaj
= sgn(a):
In other words, when a ! +1, we get values of the correlation ½0 arbitrarily
close to 1, and when a ! ¡1, we get values of the correlation ½0 arbitrarily
close to ¡1. The proposition is proven.
For a unary linear function f(x1) = a¢x1+b, we get ½[x1;f(x1)] = 1 for a > 0
and ½[x1;f(x1)] = ¡1 for a < 0.
For non-linear unary functions f(x1), instead of a single value ½[x1;f(x1)], we
can get the interval of possible values.
As an example, let us take a simple non-linear function f(x1) = x2
1. For an
arbitrary real number a and for " > 0, we can consider a 2-point distribution
located at a ¡ " and a + " with probability 1/2. For this distribution, we get
E[x1] =
1
2
¢ ((a ¡ ") + (a + ")) = a. For x2 = f(x1) = x2
1, we have E[x2] =
1
2
¢((a¡")
2+(a+")
2) = a
2+"
2, and E[x1¢x2] =
1
2
¢((a¡")
3+(a+")
3) = a
3+3a¢"
2.
13Here, the absolute value jx1 ¡ E[x1]j of the di®erence x1 ¡ E[x1] is equal to "
with probability 1, so ¾[x1] = "; similarly, ¾[x2] = 2jaj ¢ ". Therefore, we have
½[x1;f(x1)] =
E[x1 ¢ x2] ¡ E[x1] ¢ E[x2]
¾[x1] ¢ ¾[x2]
=
a3 + 3a ¢ "2 ¡ a ¢ (a2 + "2)
" ¢ 2jaj ¢ "
=
a3 + 3a ¢ "2 ¡ a3 ¡ a ¢ "2
2jaj ¢ "2 =
2a ¢ "2
2jaj ¢ "2 = sgn(a):
Hence, for a > 0, we get ½ = 1, and for a < 0, we get ½ = ¡1.
In this case, the smallest interval containing possible values of the correlation
½[x1;f(x1)] is the entire interval [¡1;1]. A similar conclusion can be made for
an arbitrary non-monotonic function f(x1): if we pick a on the increasing part
of f(x1), we get ½ ¼ 1, and if we pick a on the decreasing side, we get ½ ¼ ¡1.
5 Conclusion and Open Problems
Conclusion. In many practical situations, in addition to intervals xi of pos-
sible values of directly measured quantities x1;:::;xn, we also have partial
information about the probabilities of di®erent values within these intervals.
For example, we may know the bounds on the ¯rst order moments and/or the
bounds on the correlations.
The paper is a continuation of our previous work towards the use of proba-
bility information in interval computations. In the previous work, we explain
how to take into account bounds on the ¯rst order moments. In this paper, we
develop a new method that takes into account both correlation among mea-
sured parameters and bounds on their expected values when doing interval
computation.
Open problems. Several open problems remain. What if we have a multi-
ple product? For the case of unknown correlation, analytical formulas were
obtained in [9].
What if we use di®erent correlation characteristics [14], e.g., the Spearman
and Kendall correlations, or copulas [6,12]?
What about the ranges for E[min(x1;x2)] and E[max(x1;x2)] under a given
correlation (for the case of unknown correlation, such ranges were described
in [8]).
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