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THE WHITEHEAD THEOREM FOR CURVED L-INFINITY
SPACES
LINO AMORIM AND JUNWU TU
Abstract. In this paper we develop obstruction theory for A∞/L∞ homo-
morphisms between curved A∞/L∞ algebras. We also extend the homotopy
transfer formula in the case of a curved version of homotopy retraction data.
Using these techniques, we prove the Whitehead theorem for curved L∞ spaces
which simultaneously generalizes the inverse function theorem for smooth maps
and the Whitehead theorem of L∞ algebras.
1. Introduction
1.1. Curved L∞ spaces. The notion of curved L∞ spaces was introduced by
Costello [7], as an alternative approach to derived differential geometry. In loc.
cit. an L∞ space is defined as a pair (M,G) where M is a smooth manifold, and
G is a curved L∞ algebra over the de Rham algebra Ω∗M . In this paper, we shall
work with a more down-to-earth, but equivalent 1 notion of L∞ spaces, following
analogous constructions in the theory of dg-schemes by Behrend [2][3], and Ciocan-
Fontanine-Kapranov [5][6]. Conceptually, the L∞ approach to derived geometric
structures is Koszul dual to the more classical approach using dg (or simplicial)
commutative algebras as developed by Toe¨n-Vezzosi [13].
More precisely, throughout the paper, an L∞ space M = (M, g) is given by a
pair with M a smooth manifold and g a curved L∞ algebra over the ring of smooth
functions C∞(M). We also require that g is of the form
g = g2 ⊕ g3 ⊕ · · · ⊕ gd,
where each gi is a vector bundle in degree i. In particular it has minimal degree 2
and maximal degree d for some d ≥ 2. The curvature term µ0 ∈ g2 is a section of
the bundle g2. Let p ∈ µ−10 (0) be a point in its zero locus. The tangent complex
at p is defined as
TpM := TpM
dµ0|p−→ g2|p µ1|p−→ g3|p µ1|p−→ · · ·
A morphism between two curved L∞ spacesM = (M, g) and N = (N, h) is given by
a pair f = (f, f ]) where f : M→N is a smooth map, and f ] = (f ]1, f ]2, . . .) : g→f∗h
an L∞ algebra map.
Let f :M→N be a morphism and p ∈M a point in the zero locus of the curvature
of g. Then it induces a map on the tangent complex dfp : TpM→Tf(p)N, explicitly
1See [14] for a proof of the equivalence.
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given by
TpM −−−−→ g2|p −−−−→ g3|p −−−−→ · · ·
dfp
y f]1y f]1y
Tf(p)N −−−−→ h2|f(p) −−−−→ h3|f(p) −−−−→ · · ·
The main result of the paper is the following theorem which states that quasi-
isomorphisms are “locally invertible”.
Theorem 1.1. Assume that the tangent map dfp is a quasi-isomorphism at p.
Then there exist open neighborhoods U of p and V of f(p) such that the restriction
f|U : (U, g|U )→(V, h|V )
is a homotopy equivalence 2.
In the case when both g and h are trivial, this is simply the inverse function
theorem for smooth manifolds. When the L∞ bundle g is concentrated in degree
2, we obtain the notion of m-Kuranishi neighborhood in the work of Joyce [10], or
Kuranishi chart (with trivial isotropy) introduced by Fukaya–Oh–Ohta–Ono [9]. In
this special case, our theorem recovers Theorem 4.16 in [10]. In the case when both
M and N are a point, the above theorem is the so-called Whitehead theorem of (un-
curved) L∞ algebras which states that quasi-isomorphisms between L∞ algebras
are homotopy equivalences.
We also formulate a conjecture of the global version of Theorem 1.1. At present,
we are able to verify it in the case when both g and h are concentrated in degree 2,
known as the Kuranishi case, using partition-of-unity arguments from Joyce [10].
Conjecture 1.2. Assume that the tangent map dfp is a quasi-isomorphism for all
p ∈ M , and that the induced map f : (µM0 )−1(0) → (µN0 )−1(0) on the zero loci is a
bijection. Then there exist open neighborhoods U of (µM0 )
−1(0) and V of (µN0 )
−1(0)
such that the restriction
f|U : (U, g|U )→(V, h|V )
is a homotopy equivalence 3.
A second main result of the paper is the construction of a minimal chart around
a point p ∈ µ−10 (0) ⊂ M , generalizing the so-called minimal model construction of
L∞ algebras. More precisely, we have the following
Theorem 1.3. Let M = (M, g) be an L∞ space with p ∈ µ−10 (0). Then there exists
an L∞ space W = (W, h) with W ⊂M a submanifold containing p, such that
• The tangent complex TpW has zero differential.
• There exists an open neighborhood U ⊂ M of p such that it contains W ,
and the inclusion map i : W→U extends to a homotopy equivalence
(i, i]) : (W, h)→(U, g|U ).
Here the map i] : h→i∗g is an L∞ morphism constructed explicitly using
summation over trees. We refer to Subsection 5.2 for details.
2The notion of homotopy between L∞ spaces is formulated in Definition 4.5.
3One can formulate a global version of homotopy equivalence between L∞ spaces which is
equivalent Definition 4.5 when both M and N admit flat and torsion-free connection on the
tangent bundle.
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1.2. About the proofs. The proof of Theorem 1.3 generalizes the homological
perturbation formula to the curved setting. More precisely, we construct both
the minimal L∞ structure on h and L∞ homomorphism i] using summation over
trees while under a weaker homotopy retraction data. For example, the homotopy
operator H is only assumed to satisfy
µ1H +Hµ1 = ip− id−Hµ21H,
which reduces to the usual homotopy identity in the un-curved case since µ0 = 0
implies that µ21 = 0. We refer to Section 3 for more details.
The proof of Theorem 1.1 relies on both Theorem 1.3 and a novel construction
of obstruction theory of L∞ homomorphisms between curved L∞ algebras. In the
un-curved case or filtered case, this is done by [9] (in the A∞ case). Notably our
obstruction theory does not make any additional assumptions on the ground ring
or on the curvature term. With the obstruction theory ready, the rest of the proof
is analogous to that in [9].
1.3. Other related works. A closely related recent preprint [4] of Behrend-Liao-
Xu obtained similar results, in the framework of categories of fibrant objects. While
the definitions of L∞ spaces 4 and the tangent complexes are clearly the same as
ours, it is not clear at the moment of writing how Behrend-Liao-Xu’s notion of
homotopy between morphisms of L∞ spaces is related ours (see Definition 4.5).
Technically speaking, a notable difference is that in Theorem 1.1 we do not assume
the underlying map f be a submersion. Also, our approach is more algebraic in the
sense that both the obstruction theory and the homological perturbation technique
are generalizations of the un-curved situation.
An interesting question is whether Theorem 1.1 and Theorem 1.3 admit gener-
alizations to allow the tangent complex to have components in negative degrees.
This is related to the so-called shifted Lie algebroid structure developed by Pym-
Safronov [12].
1.4. Organization of the paper. In Section 2, we develop the obstruction theory
of constructing A∞/L∞ homomorphisms between curved A∞/L∞ algebras. Sec-
tion 3 generalizes homotopy transfer formula to the curved setting. In Section 4
we recall basic definitions of L∞ spaces. In particular, we explain explicitly the
meaning of a homotopy between two morphisms between L∞ spaces. In Section 5
we prove Theorem 1.1 and Theorem 1.3.
2. Obstruction theory
Let (A,µA0 , µ
A
1 , · · · ) and (B,µB0 , µB1 , · · · ) be two curved A∞/L∞ algebras over a
commutative ring R. In this section, we study the obstruction theory of A∞/L∞
homomorphisms from A to B. Classically, in the non-curved case, this is done
by using a pro-nilpotent L∞ algebra structure on the space Hom(T cA[1], B) of
cochains on A with values in B. In particular, the obstruction class to construct
the (n + 1)-th component of a A∞/L∞ homomorphism (fj)nj=1 from A to B is a
cohomology class
o((fj)
n
j=1) ∈ H1
(
Hom(A[1]n+1, B[1]), d = [µ1,−]
)
,
4In Loc. Cit. the authors use derived manifolds.
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determined by the first n components. However, adding the curvature term spoils
the pro-nilpotent structure, and obviously the above obstruction space is not even
defined as µA1 and µ
B
1 might not squre to zero. In this section, we define a variant of
the above obstruction space which takes into account the appearance of curvatures,
which allows us to extend the obstruction theory of A∞/L∞ homomorphisms to
the curved setting.
2.1. Definition of obstruction spaces. First, using the curvature term µA0 , we
may form a complex C(A,B) of the form
C(A,B) := · · ·→Hom(A[1]⊗k, B[1]) δ→ Hom(A[1]⊗k−1, B[1])→· · ·→B[1]→0
δ(φk)(a1, . . . , ak−1) :=
k−1∑
j=0
(−1)|φk|′+|a1|′+···+|aj |′φk(a1, . . . , aj , µA0 , aj+1, . . . , ak−1)
One verifies that δ2 = 0. We shall denote its cohomology by Dk(A,B) where k is
the tensor degree. Next, using the operators µA1 and µ
B
1 , we define another operator
d of the form
d : Hom(A[1]⊗k, B[1])→Hom(A[1]⊗k, B[1])
d(φk)(a1, . . . , ak) := µ
B
1 φk(a1, . . . , ak)−
k∑
j=1
(−1)|φk|′+?φk(a1, . . . , µA1 (aj), . . . , ak)
where ? = |a1|′ + · · · + |aj−1|′. One can verify that we have dδ + δd = 0. Thus d
induces a map on the δ-cohomology, i.e. we obtain maps
d : Dk(A,B)→Dk(A,B), ∀k ≥ 0.
In general, we don’t have d2 = 0. However, we have the following
Lemma 2.1. If there exists a R-linear map f : A→B such that f(µA0 ) = µB0 , then
we have the composition d2 : Dk(A,B)→Dk(A,B) equals to zero.
Proof. Choose any such f . Given [φk] ∈ Dk(A,B), define ψ ∈ Hom(A[1]k+1, B[1])
as
ψ := (−1)|φk|′
k−1∑
i=0
φk(id
i ⊗ µA2 ⊗ idk−1−i) + µB2 (φk ⊗ f) + µB2 (f ⊗ φk).
One can verify that we have d2(φk) = δψ. Hence d
2 = 0 in δ-cohomology. 
Definition 2.2. Under the assumption of A and B in the above lemma, we set the
k-th obstruction space Hk(A,B) to be the degree one cohomology of the complex(
Dk(A,B), d
)
, i.e.
Hk(A,B) := H1
(
Dk(A,B), d
)
.
2.2. Obstruction classes. Let fj : A[1]
⊗j→B[1] (j = 1, . . . , n) be n multi-linear
maps of cohomological degree zero, such that the following conditions hold:
(i) The A∞ homomorphism axiom holds up to (n− 1) inputs, i.e. we have∑
j≥0,i1,··· ,ij≥1
i1+···+ij=k
µBj (fi1 ⊗ · · · ⊗ fij ) =
∑
r≥0,s≥0,t≥0
r+s+t=k
fr+t+1(id
⊗r ⊗ µAs ⊗ id⊗t)
for all 0 ≤ k ≤ n− 1.
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(ii) In the case with n inputs, we require that
(1)
∑
j≥0,i1,··· ,ij≥1
i1+···+ij=n
µBj (fi1 ⊗ · · · ⊗ fij )−
∑
r≥0,t≥0,s≥1
r+s+t=n
fr+t+1(id
⊗r ⊗ µAs ⊗ id⊗t)
is δ-exact, i.e. it lies in the image of δ : Cn+1(A,B)→Cn(A,B).
Given such a collection of maps fj : A[1]
⊗j→B[1] (j = 1, . . . , n), we define its
obstruction class as follows. Choose any f ′n+1 of cohomological degree zero such
that δf ′n+1 equals the expression in (ii). Then we set
obsn+1 :=
∑
j≥2,i1,··· ,ij≥1
i1+···+ij=n+1
µBj (fi1⊗· · ·⊗fij )−
∑
r≥0,t≥0,s≥2
r+s+t=n+1
fr+t+1(id
⊗r⊗µAs ⊗id⊗t)+df ′n+1
Lemma 2.3. The above expression obsn+1 is δ-closed. Furthermore, d(obsn+1) is
δ-exact. Thus it represents a well-defined class which we denote by o
(
(fj)
n
j=1
) ∈
Hn+1(A,B). This class is independent of the choice of f ′n+1.
Proof. Denote by Fn the extension of
∑n
j=1 fj as a coalgebra map T (A[1]) →
T (B[1]). Similarly, denote by µ˜k the extension of µk as coderivations on the tensor
coalgebra. Condition (i) implies that we have
µ˜BFn = Fnµ˜
A : A[1]N→B[1]M , ∀ − 1 ≤ N −M ≤ n− 2.
Observe also that δ(φ) = (−1)|φ|′φµ˜0. Then we compute
δ(obsn+1) = −µ˜6=1Fnµ˜0 + Fnµ˜≥2µ˜0 − µ˜1f ′n+1µ˜0 + f ′n+1µ˜1µ˜0 =
(−µ˜6=1µ˜Fn + µ˜6=1Fnµ˜≥1) + Fnµ˜≥2µ˜0 − (µ˜1µ˜Fn + µ˜1Fnµ˜≥1) + (−µ˜Fnµ˜1 + Fnµ˜≥1µ˜1)
The two terms −µ˜6=1µ˜Fn and −µ˜1µ˜Fn combine to give zero since µ˜µ˜ = 0. The
following three terms give
µ˜6=1Fnµ˜≥1 + µ˜1Fnµ˜≥1 − µ˜Fnµ˜1 = µ˜Fnµ˜≥2
Since there are n inputs, after applying µ˜≥2, we are left with at most n− 1 inputs
to apply µ˜Fn. In this case, we may use the commutativity µ˜Fn = Fnµ˜, i.e. we have
the above three terms sum up to
µ˜6=1Fnµ˜≥1 + µ˜1Fnµ˜≥1 − µ˜Fnµ˜1 = Fnµ˜µ˜≥2 = −Fnµ˜µ˜0 − Fnµ˜µ˜1
The last equality follows from µ˜µ˜ = 0. Putting these back into the calculation of
δ(obsn+1), we obtain
δ(obsn+1) = Fnµ˜≥2µ˜0 + Fnµ˜≥1µ˜1 − Fnµ˜µ˜0 − Fnµ˜µ˜1 = −Fnµ˜1µ˜0 − Fnµ˜0µ˜1 = 0
Here we have used the A∞ relation that µ˜0µ˜0 = 0 and µ˜0µ˜1 + µ˜1µ˜0 = 0. Next, we
prove that d(obsn+1) is δ-exact. We use the notation F
′
n+1 : T (A[1])→T (B[1]) to
denote the extension of f1, · · · , fn, f ′n+1 to the tensor coalgebra. By definition of
f ′n+1 we have that
µ˜F ′n+1 = F
′
n+1µ˜ : A[1]
N→B[1]M , ∀ − 1 ≤ N −M ≤ n− 1.
Using the notation F ′n+1, we may write the obstruction as
obsn+1 = µ˜F
′
n+1 − F ′n+1µ˜≥1 : A[1]n+1→B[1].
Apply the operator d to it yields
d(obsn+1) = µ˜1µ˜F
′
n+1 − µ˜1F ′n+1µ˜≥1 + µ˜F ′n+1µ˜1 − F ′n+1µ˜≥1µ˜1.
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The first and the third terms give
µ˜1µ˜F
′
n+1 + µ˜F
′
n+1µ˜1 = −µ˜≥2µ˜F ′n+1 + µ˜F ′n+1µ˜1
= −µ˜≥2F ′n+1µ˜+ µ˜F ′n+1µ˜1
= −µ˜≥2F ′n+1µ˜0 − µ˜≥2Fnµ˜≥1 + µ˜Fnµ˜1 + µ˜1f ′n+1µ˜1
= −µ˜≥2F ′n+1µ˜0 − µ˜≥2Fnµ˜≥2 + µ˜1f ′n+1µ˜1
Similarly, we also have
−µ˜1F ′n+1µ˜≥1 − F ′n+1µ˜≥1µ˜1 = −µ˜1F ′n+1µ˜≥1 − F ′n+1µ˜µ˜1
= −µ˜1F ′n+1µ˜≥1 + F ′n+1µ˜µ˜0 + F ′n+1µ˜µ˜≥2
= −µ˜1F ′n+1µ˜≥1 + F ′n+1µ˜µ˜0 + µ˜Fnµ˜≥2
= F ′n+1µ˜µ˜0 + µ˜Fnµ˜≥2 − µ˜1Fnµ˜≥2 − µ˜1f ′n+1µ˜1
= F ′n+1µ˜µ˜0 + µ˜≥2Fnµ˜≥2 − µ˜1f ′n+1µ˜1
Adding the two equations together yields the desired formula
d(obsn+1) = −µ˜≥2F ′n+1µ˜0 + F ′n+1µ˜µ˜0 = δ
(
µ˜≥2F ′n+1 − F ′n+1µ˜
)
Finally, to see that the class o
(
(fj)
n
j=1
)
= [obsn+1] is independent of f
′
n+1, let f
′′
n+1
be another such map. Then we have the two obstructions differ by d(f ′n+1 − f ′′n+1)
with δ(f ′n+1 − f ′′n+1) = 0, this proves the two obstruction classes are equal. 
2.3. A(n) homomorphisms. In the following, we shall refer to a collection of maps
(fj : A[1]
⊗j→B[1])nj=1 satisfying conditions (i), (ii) in Subsection 2.2 as an A(n)
homomorphism from A to B. Obviously, an A(n) homomorphism is also an A(k)
homomorphism, for any k ≤ n. Just as in the case of the usual A∞ homomorphisms,
one can compose A(n) homomorphisms, using the formula
(2) (g ◦ f)j :=
∑
l,i1,...,il≥1
i1+···+il=j
gl(fi1 ⊗ · · · ⊗ fil),
for j = 1, . . . , n. If we denote by f ′n+1 (and g
′
n+1) such that δf
′
n+1 equals the
expression in (1) then we can define
(g ◦ f)′n+1 := g′n+1(f1 ⊗ · · · ⊗ f1) + g1(f ′n+1) +
∑
l,i1,...,il≥1
i1+···+il=n+1
gl(fi1 ⊗ · · · ⊗ fil),
Please note that this composition is strictly associative.
The crucial observation is that a A(n) lifts to an A(n+1) homomorphism if and
only if its obstruction class o
(
(fj)
n
j=1
)
vanishes.
Next we recall the notion of homotopy between A(n) homomorphisms. Let Ω
∗
[0,1]
be piece-wise polynomial differential forms on the interval [0, 1] (as in [9, Definition
4.2.9]). This is an unital dg-algebra, therefore given an A∞-algebra B we can easily
define the tensor product B ⊗ Ω∗[0,1] (see [1] for details). Moreover there are naive
maps of A∞-algebras ev0, ev1 : B ⊗ Ω∗[0,1] → B, given by “evaluating at t = 0, 1”.
Two A(n) homomorphisms f = (f1, . . . , fn), g = (g1, . . . , gn) : A → B are called
homotopic, denoted by f ∼= g, if there exists an A(n) homomorphism
F = (F1, . . . , Fn) : A→ B ⊗ Ω∗[0,1]
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such that ev0 ◦ F = f and ev1 ◦ F = g. The following properties are standard:
• Homotopy relation “∼= ” between A(n) morphisms is an equivalence relation.
• If h : A′→A is another A(n) morphism and f ∼= g, then f ◦ h ∼= g ◦ h.
• If h : B→B′ is another A(n) morphism and f ∼= g, then h ◦ f ∼= h ◦ g.
• Two homotopic A(n) homomorphisms (fj)nj=1 and (gj)nj=1 from A to B have
the same obstruction class, i.e. we have
o
(
(fj)
n
j=1
)
= o
(
(gj)
n
j=1
)
.
Indeed, it is clear that we have
o
(
(fj)
n
j=1
)
= (ev0)∗o
(
(Fj)
n
j=1
)
o
(
(gj)
n
j=1
)
= (ev1)∗o
(
(Fj)
n
j=1
)
Then observe that every cohomology class in Hn+1(A,B ⊗ Ω∗[0,1]) can be
represented by an element of the form φ ⊗ 1 with φ ∈ Cn+1(A,B) and 1
the constant function in Ω∗[0,1], which clearly shows that applying the two
evaluation maps ev0 and ev1 both yield [φ] ∈ Hn+1(A,B).
It is useful to spell out the definition of homotopy in the n = 1 case.
Lemma 2.4. Two A(1)-homomorphisms f1, g1 : A→B are A(1)-homotopic if and
only if there is a map H : A→B of degree −1, such that H(µA0 ) = 0 and f1 − g1 −
µB1 H −HµA1 is δ-exact.
Proof. An A(1)-homotopy gives a map F1 : A→B ⊗ Ω∗[0,1]. We write F1(a) =
f t1(a) + (−1)|a|
′
ht1(a)dt, the A(1)-homomorphism equation for F is equivalent to:
f11 = f1, f
0
1 = g1, h
t
1(µ
A
0 ) = 0 and −df
t
1
dt +µ
B
1 h
t
1 + h
t
1µ
A
1 is δ-exact. We then get the
desired equality by taking H =
∫ 1
0
ht1dt. 
Two A∞ algebras A and B are called A(n)-homotopic, if there exist A(n) homo-
morphisms f : A → B and g : B → A such that both f ◦ g and g ◦ f are both
homotopic to the identity homomorphism.
2.4. Homotopy invariance of obstruction theory. The obstruction spaces are
natural with respect to A(1) homomorphisms. Namely, fix two curved A∞ algebras
A and B. Assume that there exists an R-linear map f : A→ B such that f(µA0 ) =
µB0 , so that the obstruction space H
k(A,B) is defined. Let h : B → B′ be an
A(1) homomorphism. By definition, we have hf(µ
A
0 ) = h(µ
B
0 ) = µ
B′
0 , which shows
that the obstruction space Hk(A,B′) is also defined. Furthermore, the morphism
h induces a push-forward map
h∗ : Hk(A,B)→ Hk(A,B′),
defined by [φ] 7→ [h ◦φ] where φ ∈ Hom(A[1]⊗k, B[1]) is a representative. Similarly,
let g : A′[1]→A[1] be an A(1) homomorphism. We may define the pull-back map
g∗ : Hk(A,B)→Hk(A′, B),
by [φ] 7→ [φ ◦ (g ⊗ · · · ⊗ g)] where we used k-copies of g in the tensor product.
Lemma 2.5. Assume that h : B → B′ and g : A′ → A are both A(1) homotopy
equivalences. Then both h∗ and g∗ are isomorphisms.
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Proof. It follows from Lemma 2.4 that if h0 and h1 are A(1)-homotopic, then (h0)∗ =
(h1)∗ and (h0)∗ = (h1)∗. This together with the identities (h0h1)∗ = (h0)∗(h1)∗
and (g1g0)
∗ = (g0)∗(g1)∗ immediately give the result. 
2.5. Whitehead theorem for curved A∞-algebras.
Proposition 2.6. Let f = (f1, . . . , fn) : A → B be an A(n) homomorphism.
Assume that o
(
(fj)
n
j=1
)
= 0. Denote by L(f) the set of liftings of f to an A(n+1)
morphism, modulo homotopy equivalence relation. Then L(f) carries a natural
transitive action by the abelian group H0
(
Dn+1(A,B), d
)
.
Proof. Let fn+1 be a lift of f to an A(n+1) homomorphism. Denote by [fn+1] its
equivalence class in L(f). Let β : A[1]⊗n+1→B[1] be a map representing an element
[β] ∈ H0(Dn+1(A,B), d). We set the action by
(3) [β].[fn+1] := [fn+1 + β]
To see that the action is independent of the choice of β, let β′ be another rep-
resentative of the class [β]. Thus, the difference β′ − β = dα for some δ-closed
morphism α : A[1]⊗n+1→B[1]. We may define a homotopy between the two exten-
sions (f1, . . . , fn+1 + β) and (f1, . . . , fn+1 + β
′) by putting
F : A→ B ⊗ Ω∗[0,1]
Fk = fk, 1 ≤ k ≤ n
Fn+1 = fn+1 + t · β′ + (1− t) · β + α · dt
This shows that the action map (3) is independent of the choice of β.
Similarly, assume that f ′n+1 is another representative of the lift class [fn+1],
i.e. there exists a homotopy H : A → B ⊗ Ω∗[0,1] between (f1, . . . , fn, fn+1) and
(f1, . . . , fn, f
′
n+1). We simply change Hn+1 to Hn+1 + β, which gives a homotopy
between the two lifts (f1, . . . , fn, fn+1 + β) and f1, . . . , fn, f
′
n+1 + β). This verifies
that the action map is well-defined.
Transitivity of the action map is clear: since any two lifts differ by some β that
would represent a class in H0
(
Dn+1(A,B), d
)
. 
Lemma 2.7. Let f : A→ B be an A(n) homomorphism. Assume that h : B → B′
and g : A′ → A are both A(n+1) homomorphisms. Then we have
o
((
(hf)j
)n
j=1
)
= (h1)∗o
(
(fj)
n
j=1
)
o
((
fg)j
)n
j=1
)
= (g1)
∗o
(
(fj)
n
j=1
)
Moreover, the natural map − ◦ g : L(f) → L(f ◦ g) given by composition of
A(n+1) homomorphisms is a homomorphism of H
0
(
Dn+1(A,B), d
)
-modules. Here
the H0
(
Dn+1(A,B), d
)
-module structure of L(f ◦g) is via the group homomorphism
(g1)
∗ : H0
(
Dn+1(A,B), d
)→H0(Dn+1(A′, B), d).
Proof. The fist statements can be proved as in the uncurved case, see Theorem
4.5.1 in [9]. The second statement follows from the action map (3) and the formula
for composition in (2). 
Theorem 2.8. An A∞ homomorphism f = (f1, f2, . . .) : A → B between curved
A∞ algebras is a homotopy equivalence if and only if the map f1 is an A(1) homotopy
equivalence.
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Proof. The only if part is trivial, so we prove the if part. Let g1 : B → A be an
A(1) homotopy inverse of f1 : A → B. We argue by induction on n that if we are
given an A(n) homomorphism
g := (g1, . . . , gn) : B → A
such that g◦f ∼= id asA(n) homomorphisms, then there exists gn+1 : B[1]⊗n+1→A[1]
that extends g to an A(n+1) morphism g˜ = (g1, . . . , gn, gn+1) such that g˜ ◦ f ∼= id
as A(n+1) homomorphisms.
We first argue that o(g) = 0. Using the homotopy invariance of obstruction
class, we have
f∗o(g) = o(g ◦ f) = o(id) = 0
But f is an A(1) homotopy equivalence, thus f
∗ is an isomorphism, which shows
that o(g) = 0. Similarly, one can argue that if H : A→A⊗Ω∗[0,1] is a A(n) homotopy
between id and g ◦ f , then we also have o(H) = 0.
Now consider the following diagram of maps, provided by Proposition 2.6 and
Lemma 2.7,
L(H) (ev0)∗−−−−→ L(idA)
(ev1)∗
y
L(g ◦ f) −◦f←−−−− L(g)
Observe that the upper-right corner admits a canonical lift by idA, we claim that
there exists a lift H˜ of H such that
(ev0)∗(H˜) = idA
Indeed, let H˜ ′ be any lift of H. By the transitivity of the action map, there exists
an element β ∈ H0(Dn+1(A,A), d) such that
β.
(
(ev0)∗(H˜ ′)
)
= idA
Since ev0 is a homotopy equivalence, there exists γ ∈ H0
(
Dn+1(A,A ⊗ Ω∗[0,1]), d
)
such that (ev0)∗γ = β. Using Lemma 2.7 we obtain
(ev0)∗
(
γ.H˜ ′
)
= β.
(
(ev0)∗(H˜ ′)
)
= idA
We set H˜ := γ.H˜ ′. By the same argument, one can show that there exists a lift g˜
of g such that
(ev1)∗(H˜) = g˜ ◦ f
In conclusion, we obtained an A(n+1) homomorphism g˜ : B→A such that g˜◦f ∼= idA.
Finally, we need to prove that f ◦ g˜ ∼= idB . Since g˜ is also a weak equivalence,
the conclusion above implies that there exists an A(n+1) homomorphism f
′ : A→B
extending (f1, . . . , fn) such that f
′ ◦ g˜ ∼= idB . Thus we have
f ◦ g˜ ∼= f ′ ◦ g˜ ◦ f ◦ g˜ ∼= f ′ ◦ g˜ ∼= idB
which finishes the proof. 
Remark 2.9. Observe that in the un-curved case, according to Lemma 2.4 our
notion of A(1) homotopy between morphisms of chain complexes agrees with the
usual one. Furthermore, if we are over a field, quasi-isomorphic chain complexes
are in fact homotopy equivalent. Thus, the above theorem easily implies the usual
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Whitehead theorem of un-curved A∞ algebras over a field which states that a quasi-
isomorphism between un-curved A∞ algebras over a field is in fact a homotopy
equivalence.
2.6. Curved L∞ algebras. The previous discussion and results have direct anal-
ogous in the L∞ setting. Let A and B be two L∞ algebras. In this case, we set the
δ-complex C(A,B) as
C(A,B) := · · ·→Hom(symkA[1], B[1]) δ→ Hom(symk−1A[1], B[1])→· · ·→B[1]→0
δ(φk)(a1 · · · ak−1) := (−1)|φk|′ · φk(µA0 · a1 · · · ak−1)
One verifies that δ2 = 0. As before, we denote its cohomology by Dk(A,B) where
k is the tensor degree. Using the operators µA1 and µ
B
1 , we define another operator
d by
d : Hom(symkA[1], B[1])→Hom(symkA[1], B[1])
d(φk)(a1 · · · ak) := µB1 φk(a1 · · · ak)−
k∑
j=1
(−1)?φk(a1 · · ·µA1 (aj) · · · ak)
with ? = |φk|′ + |a1|′ + · · · + |aj−1|′. Here sym stands for the graded symmetric
algebra.
If there exists a R-linear map f : A→B such that f(µA0 ) = µB0 , we set the k-th
obstruction space Hk(A,B) to be Hk(A,B) := H1
(
Dk(A,B), d
)
.
Let fj : sym
jA[1]→B[1] (j = 1, . . . , n) be n multi-linear maps of cohomological
degree zero. We call the sequence (f1, . . . , fn) an L(n) morphism if the following
conditions hold:
(i) The L∞ homomorphism axiom holds up to (n − 1) inputs, i.e. for all
0 ≤ m ≤ n− 1 we have∑
k
1
k!
∑
σ
σ · µBk
(
fi1(aσ(1) · · · ) · · · fik(· · · aσ(m))
)
=
∑
r≥0
∑
τ
τ · fm−r+1
(
µAr (aτ(1) · · · aτ(r)) · · · aτ(m)
)
where σ is a (i1, · · · , ik) type shuffle, and τ is a (r, n− r) type shuffle, and
σ and τ are Koszul signs associated with these permutations.
(ii) In the case with n inputs, we require that
(4)
∑
k,σ
1
k!
µBk (fi1 ⊗ · · · ⊗ fik)Shσ −
∑
r≥1,τ
fn−r+1(µAr ⊗ id⊗n−r)Shτ
is δ-exact, i.e. it lies in the image of δ : Cn+1(A,B)→Cn(A,B).
Given an L(n) morphism (f1, . . . , fn) : A→B, we define its obstruction class as
follows. Choose any f ′n+1 of cohomological degree zero such that δf
′
n+1 equals the
expression in (ii). Then we set
obsn+1 :=∑
k≥2,σ
i1+···+ik=n+1
1
k!
µBk (fi1 ⊗ · · · ⊗ fik)Shσ −
∑
r≥2,τ
fn−r+2(µAr ⊗ id⊗n+1−r)Shτ + df ′n+1
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and define the obstruction class by
o
(
(fj)
n
j=1
)
= [obsn+1] ∈ Hn+1(A,B)
Again, one can verify (similar to Lemma 2.3) that this class is well-defined and
independent of the choice of f ′n+1.
The formal properties of the obstruction theory still holds in the L∞ case, with
which we deduce the following result for curved L∞ algebras. Again, in the un-
curved case and over a field, this result immediately implies the classical Whitehead
theorem of L∞ algebras that quasi-isomorphisms are also homotopy equivalences.
Theorem 2.10. An L∞ homomorphism f = (f1, f2, . . .) : A → B between curved
L∞ algebras is a homotopy equivalence if and only if f1 is an L(1) homotopy equiv-
alence.
3. Homotopy transfer of curved algebras
In this section, we prove a curved version of the homological perturbation lemma.
This works for both A∞ and L∞ algebras in the presence of a new version of
homotopy retraction data in the curved case. This is used to construct minimal
charts of L∞ spaces in Subsection 5.2.
3.1. Curved homotopy retraction data. Let us consider the following situation:
we are given a curved A∞-algebra (A,mk), a graded vector space V , R-linear maps
i : V→A and p : A→V and a R-linear map H : A→A of degree −1. Assume there
is C ∈ V of degree 2 such i(C) = m0 and moreover:
m1H +Hm1 = ip− idA −Hm21H,(5)
pm1H = 0, Hm1i = 0.(6)
We have the following
Theorem 3.1. In the situation described, V has the structure of curved A∞-
algebra with µ0 = C and µ1 = pm1i. Moreover there is an A∞-homomorphism
ϕ : (V, µk)→(A,mk) with ϕ1 = i.
A common application of this theorem is to construct “minimal” algebras. In
that case, we have the side conditions Hi = pH = 0 and pi = id which, together
with (5) imply (6). Before we go into the proof we describe the maps µk, for k ≥ 2:
µk =
∑
T∈Γk
µT ,
where Γk is the set of rooted directed stable planar trees with k-leaves
Now we use T as a flow chart to define a map
µT : V
⊗k→V.
We assign to each v ∈ V (T ) the map mval(v); to the internal edges we assign H;
and finally we assign p to the root and i to the leaves. For examples, the tree in
the pictures gives the map
µT (u1, u2, u3, u4,u5, u6) =
=p ◦m3(H ◦m3(i(u1), i(u2), i(u3)), i(u4), H ◦m2(i(u5), i(u6))).
To prove these maps define an A∞-algebra we will need the following auxiliary
maps. Let T ∈ Γk, denote by E(T ) the set of edges of T and by e(T ) the set of
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Figure 1. Example of an element of Γ6.
internal edges of T . For each T ∈ Γk, we define T as the tree T with one additional
vertex in each internal edge of T . Given e ∈ E(T ) we define µˆT ,e in the same way
as µT with the extra assignment of m1 to the edge e. Given e ∈ e(T ) we define
µΠT,e, µ
γ
T,e and µ
id
T,e in the same way as µT , but with Π = ip (respectively id and
γ := Hm21H) assigned to e instead of H.
Proof of Theorem 3.1. One can easily check the first two A∞ equations for µk using
equations (5, 6). For two or more inputs we define
µˆk,β(u1, . . . , uk) =
∑
T∈Γk(β)
e∈E(T )
(−1)|Te|µˆT ,e(u1, . . . , uk)
where |Te| =
∑me
i=1 |ui|′ with me defined as the smallest 1 ≤ j ≤ k such that the
path from the ith leaf to the root does not include e, for all i < j. Then given
e ∈ e(T ), denote by E− and E+ the edges of T contained in e. The equation (5)
implies
µˆT ,E− + µˆT ,E+ = µ
Π
T,e − µidT,e − µγT,e.
Therefore
µˆk =
∑
T∈Γk
e∈E(T )\e(T )
(−1)|Te|µˆT ,e +
∑
T∈Γk
e∈e(T )
(−1)|Te|(µΠT,e − µidT,e − µγT,e).(7)
On the other hand,
µˆk =
∑
T∈Γk
∑
v∈V (T )
∑
e∈E(T )
v∈∂e
(−1)|Te|µˆT ,e,
and the A∞-equation implies that
(8) µˆk =
∑
T∈Γk
−
∑
v∈V (T )
∑
S∈Γk
e∈e(S)
S/e=T
(−1)|Se|µidS,e −
∑
S∈Γk+1
S/i=T
(−1)|Se|µS(...ui−1, µ0, ui...).
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Here S/e is the tree obtained from S by collapsing the edge e and S/i is the tree
obtained by deleting the i-th leaf of S. Putting (7) and (8) together we conclude∑
T∈Γk
( ∑
e∈e(T )
(−1)|Te|(µΠT,e − µγT,e) + µˆT,r +
k∑
i=1
(−1)|Te|µˆT,li
)
+
∑
T∈Γk
∑
S∈Γk+1
S/i=T
(−1)|Se|µS(...ui−1, µ0, ui...) = 0,(9)
where r is the edge adjacent to the root and the li are the edges adjacent to the
leaves of T . It follows from the definition of µT that∑
T∈Γk
∑
e∈e(T )
(−1)|Te|µΠT,e =
∑
k1 6=0,1
k2 6=1
(−1)∗µk2(u1, . . . , µk1(ui+1, . . . , ui+k1), . . . , uk).
Equations (5) and (6) imply pm1 = µ1p − pm21H. This combined with the A∞
equation gives
µˆT,r = µ1µT + µC2◦2T (µ0, . . .) + (−1)∗µC2◦1T (. . . , µ0),
where C2 is the unique tree with two leaves and C2 ◦i T is the tree obtained by
grafting the root of T tot he i-th leaf of C2.
Analogously, the identity m1i = iµ1 −Hm21i implies
k∑
i=1
(−1)|Te|µˆT,li =
∑
i
µT (..., µ1(ui)), ...) +
∑
i
(−1)∗µT◦iC2(..., µ0, ui, ...)
+ (−1)∗µT◦iC2(..., ui, µ0, ...)
Finally, using the fact that −γ(u) = Hm2(m0, H(u)) + (−1)|u|m2(H(u),m0) we
have
(−1)|Te|+1µγT,e = (−1)∗µT1◦iC2◦2T2(..., µ0, ui, ...)+(−1)∗µT1◦iC2◦1T2(..., µ0, ui+j+1, ...),
where T1 and T2 are the trees obtained from cutting T along the edge e and j is
the number of leaves in T2. These last four identities prove that Equation (9) is
equivalent to the A∞-algebra equation for the µk.
The construction of map ϕ : V→A is similar. We put ϕ1 = i and ϕk =
∑
T∈Γk ϕT
where map ϕT is defined in the same way as µT , the only difference is that we assign
H to the root vertex (instead of p as in the case of µT ). Similarly we define the
auxiliary maps
ϕˆk =
∑
T∈Γk
e∈e(T )
(−1)|Te|ϕˆT ,e,
and for each e ∈ e(T ) we define ϕΠT,e, ϕidT,e and ϕγT,e.
The same argument we used above applies to show∑
T∈Γk
( ∑
e∈e(T )
(−1)|Te|(ϕΠT,e − ϕγT,e) + ϕˆT,r +
k∑
i=1
(−1)|Te|ϕˆT,li
)
+
∑
T∈Γk
∑
S∈Γk+1
S/i=T
(−1)|Se|ϕS(...ui−1, µ0, ui...) = 0,(10)
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Now using (5) again we see that
ϕˆT,r = −m1 ◦ ϕT + i ◦ µT − ϕidT,r − ϕγT,r,
and
ϕidT,r = mj(ϕT1 , . . . , ϕTj ),
where j is the valency of the vertex of T closest to the root and Ti are the trees
obtained from cutting T at the incoming edges at that vertex. One can now see
by the same argument that Equation (10) is equivalent to the A∞ homomorphism
equation for ϕ:∑
j, i1+...+ij=k
mj
(
ϕi1(u1, . . . , ui1), . . . , ϕij (. . . , uk)
)
−
∑
0≤j≤k
0≤i≤k−j
(−1)∗ϕk−j+1
(
u1, . . . , µj(ui+1, . . . , ui+j), . . . , uk
)
= 0.

Remark 3.2. In the case of uncurved A∞-algebras, there are also explicit formulas
for a homomorphism ψ : (A,mk)→(V ′, µk) with ψ1 = p and a homotopy H :
(A,mk)→(A,mk) between ϕ ◦ ψ and idA. See [11] for this construction.
3.2. The L∞ case. The discussion in the L∞ case is very much the same as the
A∞ case, except that instead of using planar stable rooted trees in the formulas, one
uses isomorphism classes of stable rooted trees. We refer to the article [8, Section
4] for a detailed treatment.
4. The category of curved L∞ spaces
In this section, we recall basic definitions of curved L∞ spaces, morphisms be-
tween these spaces and describe the notion of homotopy between morphisms.
4.1. Curved L∞ spaces. A curved L∞ space is given by a pair (M, g) where M
is a smooth manifold, and g is a Z-graded vector bundle over M of the form
g = g2 ⊕ g3 ⊕ · · · ⊕ gd
for some d ≥ 2, together with bundle maps µk : symk(g[1])→g[1] of degree one such
that the L∞ equation holds:
n∑
k=0
∑
σ∈Sh(k,n−k)
σ · µn−k+1
(
µk(aσ(1), . . . , aσ(k)), aσ(k+1), . . . , aσ(n)
)
= 0
where Sh(k, n−k) consists of (k, n−k)-type shuffles, and σ is the Koszul sign asso-
ciated with the permutation a1⊗· · ·⊗an 7→ aσ(1), . . . , aσ(n) with the a’s considered
as elements of g[1].
In order to formulate a good notion of homotopy between morphisms of L∞
spaces we need to have “special” connections. Therefore we make the following
assumption: TM has a torsion-free, flat connection and g has a flat connection.
5
The main results in this paper are local, meaning M is an open ball in Rn, therefore
such connections always exist.
5In fact, it would be enough to have these connections on an open neighborhood of µ−10 (0).
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A morphism from (M, g) to (N, h) is a pair f = (f, f ]) where f : M→N is
a smooth map, and f ] : g→f∗h is a morphism of L∞ algebras. This means a
sequence of (degree zero) bundle maps f ]k : sym
k(g[1])→f∗h[1] satisfying∑
k
1
k!
∑
σ
σ · µk
(
f ]i1(aσ(1) · · · ) · · · f ]ik(· · · aσ(n))
)
=
∑
r
∑
τ
τ · f ]n−r+1
(
µr(aτ(1) · · · aτ(r)) · · · aτ(n)
)
,
where σ is a (i1, · · · , ik) type shuffle, and τ is a (r, n − r) type shuffle. On the
left-hand side there is an abuse of notation: µk stands for f
∗µk.
Morphisms of L∞ spaces can be composed similarly to the algebra case. Given
L∞ morphisms e : (M ′, g′) → (M, g) and f : (M, g) → (N, h) we define f ◦ e :=
(f ◦ e, f ] ◦ e]) where
(11) (f ] ◦ e])n(a1 · · · ak) = 1
k!
∑
σ
σ · e∗(f ]k)
(
e]i1(aσ(1) · · · ) · · · e]ik(· · · aσ(n))
)
As in the algebra case we define also L(n) morphisms between curved L∞ spaces.
4.2. Extensions of L∞ structures. Let (M, g) be an L∞ space. By our assump-
tions, we can choose a torsion-free, flat connection on TM and also a flat connection
on the bundle g. We set
g˜ := TM ⊕ g,
with TM at cohomological degree one. The L∞ structure on g naturally extends to
g˜ by inductively applying the following formula
(12) µk+1(X · α1 · · · · · αk) := ∇Xµk(α1 · · · · · αk)−
k∑
j=1
µk(α1 · · · · ∇Xαj · · · · αk)
Using the torsion freeness and the flatness, one can verify that when pulling out
tangent vectors using the above formula, the choice of order does not matter, i.e.
we have that
µk+2(X · Y · α1 · · ·αk) = µk+2(Y ·X · α1 · · ·αk)
for any two tangent vectors X,Y ∈ TM .
Lemma 4.1. Equation (12) defines an L∞ algebra structure on g˜.
Proof. We prove the L∞ identity by induction on the total number of tangent
vectors. Indeed, when there is no tangent vector, the L∞ identity holds since g
forms an L∞ algebra to begin with. We want to verify the L∞ identity:
n∑
k=1
∑
σ∈Sh(k,n−k)
σ · µn−k+1
(
µk(aσ(1), . . . , aσ(k)), aσ(k+1), . . . , aσ(n)
)
= 0
We may also assume that all the inputs a’s are flat with respect to the chosen
connection ∇. To this end, let us pick a tangent vector, say a1 among the inputs,
and apply Equation (12) to pull it out of the inputs. If a1 falls into aσ(1), . . . , aσ(k),
we obtain terms of the form∑∑
σµn−k+1
(∇a1µk−1(· · · ), · · · )
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When a1 falls into aσ(k+1), . . . , aσ(n), we get
∇a1
(∑∑
σµn−k(µk(· · · ), · · · )
)−∑∑ σµn−k+1(∇a1µk−1(· · · ), · · · )
Thus, their sum yields ∇a1
(∑∑
σµn−k(µk(· · · ), · · · )
)
which vanishes by induc-
tion. 
L∞ morphisms between L∞ spaces can also be extended to the tangent bundles.
More precisely, let (f, f ]) : (M, g)→(N, h) be a morphism of L∞ spaces and, as
above choose torsion free and flat connections on both spaces, we can extend the
L∞ morphism f ] which we still denote by
f ] : g˜→f∗h˜
The formula of extension is the same as in Equation (12), i.e. we inductively define
(13) f ]k+1(X · α1 · · ·αk) := ∇Xf ]k(α1 · · · · · αk)−
k∑
j=1
f ]k(α1 · · · · ∇Xαj · · · · αk)
A minor difference is that here we need k ≥ 1. Thus, we need to define by hand
the map f ]1 : TM→f∗TN . For this, we set it to be the tangent map df .
Lemma 4.2. The maps defined in Equation (13) form an L∞ morphism f ] :
g˜→f∗h˜.
Proof. We need to verify that∑
k
1
k!
∑
σ
σ·µk
(
f ]i1(aσ(1) · · · ) · · · f ]ik(· · · aσ(n))
)
=
∑
r
∑
τ
τ · f ]n−r+1
(
µr(aτ(1) · · · aτ(r)) · · · aτ(n)
)
Let us pick up a tangent vector, say a1 among the inputs. Also we assume that all
the input vectors are flat. If a1 is inside fij , and ij = 1, we get∑
k
1
(k − 1)!
∑
σ
σ · ∇a1µk−1
(
f ]i1(aσ(1) · · · ) · · · f̂1(a1) · · · f ]ik(· · · aσ(n))
)
−
∑
k
1
(k − 1)!
∑
σ
σ · µk−1
(
f ]i1(aσ(1) · · · ) · · · f̂1(a1) · · · ∇a1f ]il(· · · ) · · · f ]ik(· · · aσ(n))
)
The coefficient becomes 1(k−1)! since there are k possible choice of j. The second
term cancels precisely the terms with a1 inside fij with ij ≥ 2. Thus the left hand
side is equal to (by induction on the total number of tangent vectors)
∇a1
(∑
k
1
(k − 1)!
∑
σ
σ · µk−1
(
f ]i1(aσ(1) · · · ) · · · f̂1(a1) · · · f ]ik(· · · aσ(n))
)
=∇a1
(∑
r
∑
τ
τ · f ]n−r
(
µr(· · · ) · · ·
))
=
∑
r
∑
τ
τ · f ]n−r+1
(
µr(aτ(1) · · · aτ(r)) · · · aτ(n)
)
which is exactly the right hand side. 
These extensions of L∞ spaces induced by the choice of connections are in fact
independent of these choices up to isomorphism.
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Lemma 4.3. Let ∇ and ∇′ be torsion free and flat connections. Let g˜ and g˜′ be
the associated extended L∞ algebras. Then there is an isomorphism
Φg : g˜→g˜′
defined by Φg1 = id, Φ
g
2(X,α) = (∇′X − ∇X)(α), and for k ≥ 3 by the recursive
formula
Φgk(X ·α1 · · · · ·αk−1) := ∇′XΦgk−1(α1 · · · · ·αk−1)−
k−1∑
j=1
Φgk−1(α1 · · · ·∇Xαj · · · ·αk).
Moreover this isomorphism is natural: given a L∞ morphism (f, f ]) : (M, g)→
(N, h) and different choices of connections, the induced extended L∞ morphisms
f ] : g˜→f∗h˜ and (f ])′ : g˜′→f∗h˜′ satisfy Φh ◦ f ] = (f ])′ ◦ Φg.
Proof. As before we prove the L∞ homomorphism equation by induction on the
number of inputs that are tangent vectors. When there is no tangent vector, the
operations µk and µ
′
k agree and Φ is just the identity. Let us now pick up a tangent
vector, say a1 among the inputs. For simplicity we assume that all the inputs are
flat with respect to ∇. Let’s consider the left-hand side of the L∞ equation, when
a1 is inside Φij with ij = 1, we get∑
k
1
(k − 1)!
∑
σ
σ · ∇′a1µ′k−1
(
Φi1(aσ(1) · · · ) · · · Φ̂1(a1) · · ·Φik(· · · aσ(n))
)
−
∑
k
1
(k − 1)!
∑
σ
σ · µ′k−1
(
Φi1(aσ(1) · · · ) · · · Φ̂1(a1) · · · ∇′a1Φil(· · · ) · · ·Φik(· · · aσ(n))
)
,
using the definition of µ′k and the fact Φ1 = id. The second sum above ex-
actly cancels with the other terms in the left-hand side of the L∞-homomorphism
equation with a1 inside fij with ij ≥ 2. This is because the ai are ∇ flat and
Φ2(a1, aj) = ∇′a1aj . Therefore, by induction hypothesis, the left-hand side equals
∇′a1
(∑
r
∑
τ
τ · Φn−r
(
µr(aτ(2) · · · ) · · · aτ(n)
))
= ∇′a1
(
µn−1(a2 · · · an)
)
+
+
∑
r≤n−2
∑
τ
τ · Φn+1−r
(
a1 · µr(aτ(2) · · · ) · · · aτ(n)
)
(14)
+
∑
r≤n−2
∑
τ
τ · Φn−r
(∇a1(µr(aτ(2) · · · )) · · · aτ(n)).
Here the first term equals Φ2(a1, µn−1(a2 · · · an)) and in the third term we have
∇a1
(
µr(aτ(2) · · · ) = µr+1(a1 · aτ(2) · · · ). Hence (14) equals∑
r
∑
τ
τ · Φn−r+1
(
µr(aτ(1) · · · aτ(r)) · · · aτ(n)
)
More precisely, the first two terms in (14) correspond above to the terms where a1
is outside the µr.
The proof of the naturality statement is entirely analogous and we omit it. 
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4.3. Homotopy of L∞ morphisms. In order to define a good notion of homotopy
we need to consider the space version of tensoring with Ω∗[0,1] as in Subsection 2.3.
Let (M, g) and (N, h) be two L∞ spaces and let F : M×[0, 1]→N be a smooth map.
Consider the graded bundle F ∗h˜[0,1] := F ∗h˜⊗ pi∗2Ω∗[0,1], where pi2 : M × [0, 1]→[0, 1]
is the projection and denote µtk = (f
t)∗µk, f t = F (−, t). On F ∗h˜[0,1] we define the
operations
µ⊗0 := µ
t
0 − (dF/dt)dt
µ⊗1 (x(t) + y(t)dt) := µ
t
1(x(t)) + µ
t
1(y(t)) dt+ (−1)|x(t)|∇d/dt(x(t)))dt(15)
µ⊗k (..., xi(t) + yi(t)dt, ...) := µ
t
k(..., xi(t), ...) +
∑
i
(−1)†µtk(x1(t), ..., yi(t), ...xk(t))dt,
for k ≥ 2, where † = ∑ka=i+1 |xa|′.
Lemma 4.4. The operations µ⊗k define a curved L∞ algebra structure on F
∗h˜[0,1].
Proof. The proof is standard, it follows from the fact that the tensor product of a
L∞-algebra and a commutative dg-algebra is again a L∞-algebra together with the
relation
∇ d
dt
µtk(a1, . . . , ak) = µ
⊗
k+1(
∂F
∂t
dt, a1, . . . , ak).

We are now ready to define homotopy.
Definition 4.5. Two maps (f0, f0,]) and (f1, f1,]) from (M, g) to (N, h) are homo-
topic if there exists a map F : M × [0, 1]→N , together with an L∞ homomorphism
F ] : pi∗1 g˜→F ∗h˜[0,1],
where pi1 : M × [0, 1]→M is the projection map. We also require the following:
• It’s compatible with the connection, i.e.
F ]k+1(X · α1 · · ·αk) := ∇XF ]k(α1 · · · · · αk)−
k∑
j=1
F ]k(α1 · · · · ∇Xαj · · · · αk)
and F ]1(X) = dF (X), ∀X ∈ TM .
• The following boundary conditions hold:
(F, F ])|t=0 = (f0, f0,])
(F, F ])|t=1 = (f1, f1,])
Note that by Lemma 4.3, this definition is independent of the choice of ∇.
It will be helpful to unwind this definition. The compatibility condition implies
the morphism F ] is determined by its values on the elements of pi∗1g. We write
F ]k(a1, . . . , ak) = f
t
k(a1, . . . , ak) + (−1)
∑
i |ai|′htk(a1, . . . , ak)dt.
Then the L∞ morphism equation for F ] is equivalent to
(1) The maps (f tk)k≥1 define an L∞ morphism g→(f t)∗h;
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(2) The maps htk satisfy the equations h
t
1(µ0) =
∂F
∂t and for n ≥ 1∑
k
1
(k − 1)!
∑
σ
σµ
t
k
(
hti1(aσ(1) · · · )f ti2 · · · f tik(· · · aσ(n))
)
+∑
j≥0
∑
τ
τh
t
n−j+1
(
µj(aτ(1) · · · aτ(r)) · · · aτ(n)
)
= ∇ d
dt
f tn(a1, . . . , an)(16)
where σ is a (i1, · · · , ik) type shuffle, τ is a (r, n − r) type shuffle and the
ai are flat.
Proposition 4.6.
(a) Homotopy of L∞ morphisms is an equivalence relation.
(b) If (f0, f0,]) and (f1, f1,]) homotopic, then (f0, f0,]) ◦ (d, d]), (f1, f1,]) ◦
(d, d]) are homotopic and (e, e])◦(f0, f0,]), (e, e])◦(f1, f1,]) are homotopic,
for any composable L∞ morphisms (d, d]), (e, e]).
Proof. For (a) first note that a diffeomorphism ρ : [0, 1] → [0, 1] induces, by pull-
back, a L∞ homomorphism ρ∗ : F ∗h˜[0,1] → (Fρ)∗h˜[0,1], where Fρ := F ◦ (id × ρ).
Now given a homotopy (F, F ]) from (f0, f0,]) to (f1, f1,]), take ρ(t) = 1 − t and
consider the pair (Fρ, F
]
ρ := ρ
∗ ◦ F ]). This defines a homotopy from (f1, f1,]) to
(f0, f0,]), which shows symmetry of the homotopy relation. For transitivity let ρ
be a non-decreasing diffeomorphism which is constant in neighborhoods of 0 and 1
in [0, 1]. For this choice of ρ, Fρ := (Fρ, F
]
ρ) is a new homotopy from (f
0, f0,]) to
(f1, f1,]). Given a homotopy (G,G]) from (f1, f1,]) to (f2, f2,]) we consider Gρ,
as before and define the concatenation Fρ •Gρ by
Fρ •Gρ(x, t) =
{
Fρ(x, 2t), t ≤ 1/2
Gρ(x, 2t− 1), t ≥ 1/2
and analogously F ]ρ • G]ρ. By our choice of ρ these are smooth maps and can be
easily seen to determine a homotopy from (f0, f0,]) to (f2, f2,]).
For (b) we prove only the second statement as they are analogous. Let (F, F ]) be
a homotopy from (f0, f0,]) to (f1, f1,]) and e] : h→ e∗h′ be a L∞ homomorphism.
It is easy to check there is an induced L∞ homomorphism e˜] : F ∗h˜[0,1] → (e ◦
F )∗h˜′[0,1]. Now the pair (e ◦F, e˜] ◦F ]) defines the required homotopy from (e, e]) ◦
(f0, f0,]) to (e, e]) ◦ (f1, f1,]). 
5. Whitehead theorem for L∞ spaces
In this section, we first adapt the obstruction theory of Section 2 to the case of
L∞ spaces. Then we prove Theorem 1.1 and Theorem 1.3.
5.1. Obstruction theory for morphisms between L∞ spaces. Much of the
discussion on the obstruction theory for A∞ homomorphisms in Section 2 translates
without significant changes to the L∞ space setting. When we are given two L∞
spaces (M, g), (N, h) and a smooth map f : M→N , we can define a differential δ
on
∑
k Hom(sym
k(g[1]), h[1]), as in Subsection 2.1,
δ(φk)(a1, . . . , ak−1) := (−1)|φk|′φk(µ0, a1, . . . , ak−1).
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We denote by Dk(g, f∗h) the δ cohomology and, assuming there is a map f ]1 satis-
fying f ]1(µ0) = µ0, we define the differential
dφ(a1, . . . , ak) := µ1φ(a1, . . . , ak)−(−1)|φ|′+|ai|′
∑i−1
l=1 |al|′φ(µ1(ai), a1 . . . , âi, . . . , ak).
As in Definition 2.2, we define the obstruction space
Hk(g, f∗h) := H1
(
Dk(g, f∗h), d
)
.
We also define a sequence of maps (f ]1, . . . , f
]
n) : g→ f∗h (together with f) to be
an L(n)-morphism, if it satisfies the L∞ homomorphism equation for 0 ≤ k ≤ n− 1
inputs and for n inputs up to a δ exact term. We define, in the same way as in
Section 2, an obstruction class
o
(
(f ]j )
n
j=1
) ∈ Hn+1(g, f∗h).
This obstruction class vanishes if and only if the map can be lifted to a L(n+1)
morphism.
Lemma 5.1. The obstruction class o
(
(f ]j )
n
j=1
) ∈ Hn+1(g, f∗h) vanishes if and only
if the corresponding class (in the extended L∞ algebras) o
(
(f ]j )
n
j=1
) ∈ Hn+1(g˜, f∗h˜)
vanishes.
Proof. If there exists f ]n+1 : sym
n+1(g[1])→f∗h[1], we may extend it using Equa-
tion (13) to obtain an L(n+1) map on the extended L∞ algebras, which implies
that o
(
(f ]j )
n
j=1
) ∈ Hn+1(g˜, f∗h˜) vanish. Conversely, if the latter obstruction class
vanishes, we simply restrict the map f ]n+1 to sym
n+1(g[1])→f∗h[1]. 
Extra work is needed to formulate the homotopy invariance of obstruction spaces
and classes. Let (F, F ]) be a homotopy between two L(1) morphisms (f
0, f0,]) and
(f1, f1,]). Denote by ιa : M→M×[0, 1] the inclusion map ιa(x) = (x, a). For an ele-
ment ϕ ∈ Hom(symn+1pi∗1 g˜[1], F ∗h˜[0,1][1]), we have ι∗a(ϕ) ∈ Hom(symn+1g˜[1], (fa)∗h˜),
for a = 0, 1. It is easy to see this assignment induces a map on obstruction spaces
eva : H
n+1(pi∗1 g˜, F
∗h˜[0,1])→Hn+1(g˜, (fa)∗h˜), which we call the evaluation map.
Proposition 5.2. The evaluation map
eva : H
n+1(pi∗1 g˜, F
∗h˜[0,1])→Hn+1(g˜, (fa)∗h˜)
is an isomorphism.
Proof. Both cases are identical, we will prove the statement for a = 0, by con-
structing i a homotopy inverse to ev0. Given ϕ ∈ Hom(symn+1g˜[1], (f0)∗h˜), we
define iϕ(a1, . . . , ak) by taking the (unique) flat extension of ϕ(a1, . . . , ak) in the
t-direction and so obtain an element of F ∗h˜. It is clear i commutes with the δ
differential and hences it induces a map from Dk(g˜, (f0)∗h˜) to Dk(pi∗1 g˜, F
∗h˜[0,1]).
We pick a flat frame of the bundle F ∗h˜ and compute, for a δ-closed ϕ,
d(i(ϕ))− i(d(ϕ)) = (µt1 − µ01) ◦ iϕ =
∫ t
0
∇d/dsµs1 ◦ iϕds
=
∫ t
0
µs2(
∂F
∂s
, iϕ) ds =
∫ t
0
µs2(h
s
1(µ0), iϕ) ds
= δ
( ∫ t
0
µs2(h
s
1 · iϕ) ds
)
,
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Here ht1 is the map coming from the definition of homotopy in (16). Hence i induces
a map between the corresponding obstruction spaces. Clearly, we have ev0 ◦ i = id.
Let
K : Dk(pi∗1 g˜, F
∗h˜[0,1])→ Dk(pi∗1 g˜, F ∗h˜[0,1])
be the map induced by the integration map
K(ϕt + ψtdt)(a1, . . . , ak) = (−1)|ψ|′+?
∫ t
0
ψs(a1, . . . , ak) ds,
where ? := |a1|′+. . .+|ak|′. We claim that i◦ev0−id = dK+Kd. For φ := ϕt+ψtdt
we compute (ommiting the inputs)
(dK +Kd)(φ) = (−1)|ψ|′+?µt1
∫ t
0
ψs ds−∇ d
dt
∫ t
0
ψs ds dt− (−1)?+1
∫ t
0
ψsµ˜1 ds
−
∫ t
0
∇ d
ds
ϕs ds+ (−1)|ψ|′+?+1
∫ t
0
µs1ψ
s ds− (−1)?
∫ t
0
ψsµ˜1 ds
= (−1)|ψ|′+?
(∫ t
0
∇ d
ds
µs1K(ψ
sds) dt−
∫ t
0
µs1(∇ d
ds
K(ψsds)) dt
)
− ψtdt− ϕt + ϕ0
= iev0(φ)− ϕ0 + (−1)|ψ|′+?
∫ t
0
µs2(
∂F
∂s
·K(ψsds)) dt
= iev0(φ)− φ− (−1)|ψ|′+?δ
( ∫ t
0
µs2(h
s
1,
∫ s
0
ψu du) dt
)
.
In the last equality we have used the fact that hs1(µ0) =
∂F
∂s . Thus, we conclude
that i ◦ ev0 = idHn+1(pi∗1 g˜,F∗h˜[0,1]) and therefore ev0 is an isomorphism. 
Corollary 5.3. Let (f0, f0,]) and (f1, f1,]) be two homotopic L(n) morphisms.
Then (f0, f0,]) lifts to a L(n+1) morphism if and only if (f
1, f1,]) does.
Proof. The morphism (fa, fa,]) lifts to a L(n+1) morphism if and only if o
(
(fa,]j )
n
j=1
)
vanishes. Let (F, F ]) be the homotopy between the two L(n) morphisms. We can
easily see
o
(
(fa,]j )
n
j=1
)
= eva
(
o
(
(F ]j )
n
j=1
))
.
By the previous proposition, eva is an isomorphism therefore o
(
(fa,]j )
n
j=1
)
vanishes
if and only if o
(
(F ]j )
n
j=1
)
does. 
The push-forward (e)∗ and pull-back (d)∗ maps on the obstruction space, under
a L(1) morphism, are defined in the same manner as in the algebra case. We have
the analogue to Lemma 2.5.
Lemma 5.4. Let e = (e, e]1) : (N, h)→ (N ′, h′) and d = (d, d]1) : (M ′, g′)→ (M, g)
be L(1) homotopy equivalences. Then both maps
(e)∗ : Hn(g, f∗h)→ Hn(g, (e ◦ f)∗h′),
(d)∗ : Hn(g, f∗h)→ Hn(g′, (f ◦ d)∗h)
are isomorphisms.
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Proof. Let E be a L(1) homotopy between two L(1) morphisms e
0 and e1. Observe
that eva ◦ (E)∗ = (ea)∗ for a = 0, 1. Since eva is an isomorphism, by Proposition
5.2, we conclude (ea)∗ is an isomorphism if and only if (E)∗ is an isomorphism.
Now let e¯ be a L(1) homotopy inverse for e, then by the previous argument (e ◦ e¯)∗
(and e¯ ◦ e)∗) is an isomorphism. Hence we conclude (e)∗ is an isomorphism from
the equality (e ◦ e¯)∗ = (e)∗ ◦ (e¯)∗.
The same argument proves the statement for (d)∗. 
With these preparations, we may deduce the following result which is the ana-
logue of Theorem 2.8 in the case of L∞ spaces. Its proof is essentially the same:
using the previous results we prove analogues of Proposition 2.6 and Lemma 2.7
which lead to the following theorem. Since this involves only minor modifications
we omit its proof.
Theorem 5.5. An L∞ space homomorphism f = (f, f ]) : (M, g) → (N, h) is a
homotopy equivalence if and only if (f, f ]1) is an L(1) homotopy equivalence.
Remark 5.6. Unlike in the algebraic case (see Remark 2.9) the Whitehead theo-
rem of L∞ spaces (Theorem 1.1) does not immediately follow from the above result.
The proof that quasi-isomorphisms are L(1) homotopies in the curved situation is
considerably harder. In the remaining part of the section, we shall first prove The-
orem 1.3 on the existence of minimal charts. Then we make use of the minimal
charts to prove the desired Whitehead theorem.
5.2. Minimal charts. LetM = (M, g) be a L∞ space and let p ∈M be a point in
the zero-set of µ0. As in the Introduction we define the tangent complex of (M, g)
at p to be
(17) TpM := TpM
∇µ0|p−→ g2|p µ1|p−→ g3|p µ1|p−→ g4|p µ1|p−→ . . . µ1|p−→ gN |p.
The fact that this is indeed a complex follows from the L∞ algebra equation together
with the condition µ0|p = 0. Also note that the first map is independent of the
connection.
Let f = (f, f ]) : (M, g) → (N, h) be a L∞ morphism and p ∈ µ−10 (0). It
easily follows from the definition of morphism that df and f ]1 induce a chain map
Tpf : TpM→ Tf(p)N.
Definition 5.7. Let (M, g) be a L∞ space and let p ∈ µ−10 (0). We say (M, g) is
minimal at p if all the maps in the complex TpM are zero.
A morphism f : (M, g) → (N, h) is called a quasi-isomorphism at p if the chain
map Tpf induces an isomorphism in cohomology.
We have the following easy lemma.
Lemma 5.8. A L∞ morphism which is a L(1) homotopy equivalence is a quasi-
isomorphism at any point.
For any open set W ⊆M we can restrict the L∞ structure to W and so obtain a
new L∞ space (W, g|W ). We define a chart at p to be a L∞ space (N, h), with np ∈
µ−10 (0), together with a L∞ homotopy equivalence i = (i, i
]) : (N, h) → (W, g|W )
for some neighborhood W of p in M , such that i(np) = p. We say the chart is
minimal if (N, h) is minimal at np.
The main step in the proof of the inverse function theorem for L∞ spaces is the
construction of minimal charts. We will do it in two steps.
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Proposition 5.9. Let (M, g) be a L∞ space and q ∈ µ−10 (0). There is a chart at
q, (N, h) with the property ∇µN0 |nq = 0.
Proof. In a neighborhood U of q with coordinates (x1, . . . , xn), trivialize the bundle
g2 and write µ0 = s = (s1, . . . , sm) : U → Rm. If ∇µ0|q 6= 0, there is i, j such
that ∂si∂xj (q) 6= 0. Hence N = si−1(0) ∩W , for some small open set W ⊂ U , is
a smooth submanifold. It follows from the inverse function theorem (for smooth
manifolds) that we can find coordinates on W , (x1, . . . , xn−1, y) such that N =
{(x1, . . . , xn−1, 0)}. Moreover, we can decompose the bundle g2|N = E2 ⊕ C2 such
that s(x, y) = (ν(x, y), y). We define Ek = gk|N for k ≥ 3. We define the map
ι : N → M as ι(x) = (x, 0). Additionally we denote by i the inclusion E → g and
by p the projection g → E. We claim the operations λ0 := ν|N and λk = µk|E ,
k ≥ 1 define a L∞ space. Indeed this is a degenerate case of Theorem 3.1 where
we take H = 0. Please note that even though Equation (21) does not hold on g2,
the theorem still holds since it is enough to have Equation (21) hold on g≥3, since
this is the only situation where it is applied.
Therefore we have an L∞ space
(N,E := ⊕k≥2Ek, λk).
Moreover there is a L∞ homomorphism ι] : E → ι∗g, with ι]1 = i|N . We now
construct a L(1) homotopy inverse to (ι, ι
]). For this purpose, we define the maps
Π : M × [0, 1]→M , Π(x, y, t) = (x, ty) and pit,]1 : g→ (Πt)∗g by the formula[
id − ∫ 1
t
∂ν
∂y (x, sy) ds
0 t · id
]
: g2 → (Πt)∗g2,
and pit,]1 = id on gk≥3. We claim the pair (P, P
]
1), where P (x, y) = x and P
]
1 = ppi
0,]
1 ,
is a L(1) morphism from (M, g) to (N,E), and moreover it is a L(1) homotopy inverse
to (ι, ι]). We first show that pit,]1 is a L(1) homomorphism. An easy computation
gives
pit,]1 (µ0) = (ν(x, ty), ty) = (Π
t)∗(µ0).
In the decomposition g2|N = E2 ⊕ C2, we write µ1 = (ϕ, α) and compute(
pit,]1 µ1 − µt1pit,]1
)|g2 = (ϕ− ϕt, α− tαt + ϕt · ∫ 1
t
∂ν
∂y
(sy) ds).
We claim this is δ-exact. We define
P2 =
∫ 1
t
µs2(K ⊗ id)− µs2(id⊗K) ds,
where K : g2 → TM is the map defined as K(e, c) = c ∂∂y , and compute
δ(P2)(e, c) =
∫ 1
t
µs2(y
∂
∂y
, (e, c))− µs2(µ0, c
∂
∂y
) ds
=
∫ 1
t
∇ d
ds
µs1((e, c))− c
∂µ1
∂y
(x, sy)(µ0) ds(18)
=
(
ϕ− ϕt, α− αt −
∫ 1
t
∂ϕ
∂y
(sy) · ν(x, y) ds−
∫ 1
t
∂α
∂y
(sy)y ds
)
(e, c).
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Therefore δ(P2) =
(
pit,]1 µ1 − µt1pit,]1
)|g2 is equivalent to the following identity∫ 1
t
ϕ(x, ty) · ∂ν
∂y
(sy) ds+
∫ 1
t
∂ϕ
∂y
(sy) · ν(x, y) ds = tαt − α,
which in turns follows from the fact that the left-hand side equals∫ 1
t
∂(ϕ · ν)
∂y
(x, sy) ds.(19)
The L∞ relation µ1(µ0) = 0 implies ϕ · ν = −α · y, hence∫ 1
t
∂(ϕ · ν)
∂y
(x, sy) ds = −
∫ 1
t
∂α
∂y
(x, sy)sy + α(x, sy) ds = tα(x, ty)− α(x, y).
Here the last equality is given by integration by parts. Similarly one shows that(
pit,]1 µ1 − µt1pit,]1
)|g≥3 = δ(∫ 1t µs2(K ⊗ id)). Hence we conclude that pit,]1 is a L(1)
homomorphism.
We observe that P ] ◦ ι] = id, pi0,]1 = ι] ◦ P ] and pi0,]1 = id. Therefore, in order to
conclude that (P, P]) is a L(1) homotopy inverse to (ι, ι
]) it is enough, by (16), to
define
ht1 =
{
K, g2
0, g≥3
and check the following identities
ht1(µ0) =
∂Π
∂t
,
∂pit,]1
∂t
= µt1h
t
1 + h
t
1µ.
We have thus proved that the L∞ morphism (ι, ι]) is a L(1) homotopy equiva-
lence. It now follows from Theorem 5.5 that (ι, ι]) is a L∞ homotopy equivalence
and therefore (N,E) is a chart at q. By construction, the rank of ∇µ0|q in n is
strictly smaller than in the original space M , hence by applying the previous con-
struction finitely many times we can find a chart at q such that ∇µ0|q has rank
zero as claimed in the statement. 
Theorem 5.10. Let (M, g) be a L∞ space and q ∈ µ−10 (0). There is a minimal
chart at q.
Proof. Proposition 5.9 implies that we can assume∇µ0|q = 0. We pick a sub-bundle
E3 ⊆ g3 such that E3|q ⊕ Im(µ1|q) = g3|q. Then µ˜1 : g2 → g3/E3 is surjective at
q, since Imµ1|q = Imµ˜1|q. Hence µ˜1 is surjective on some neighborhood of q, which
we denote by U . This implies that A2 := ker µ˜1|U is a sub-bundle of g2. We pick a
complement A2 ⊕B2 = g2 and define C3 = µ1(B2) ⊆ g3|U . By construction, µ1|B2
is injective and therefore C3 is a bundle. Moreover g|3 = E3 ⊕ C3.
Next we pick E4 ⊂ g4 such that E4|q ⊕ Im(µ1|q) = g4|q and define A3 := ker µ˜1 :
E3 → g4/E4. We pick a complement A3 ⊕ B3 = E3 and define C4 := µ1(B3). We
repeat this argument, for all k and obtain a decomposition gk = Ak ⊕ Bk ⊕ Ck in
a neighborhood of q, here C2 = 0. In this decomposition, we the map µ1 takes the
form
µ1 =
ϕ 0 αψ 0 β
0  γ

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Note that  is an isomorphism, so we can define the degree −1 map
H =
0 0 00 0 −−1
0 0 0
 : g→ g.
On g2, H is defined to be zero. We denote by i the inclusion A → g and by p the
projection onto A. We have the following identities on g, which are easy to check,
H ◦ i = 0, p ◦H = 0(20)
Hµ1 + µ1H = i ◦ p− idg −Hµ21H.(21)
The first L∞ equation µ1(µ0) = 0 implies that µ0 = (ν, 0), since  is an isomorphism.
Hence i(ν)|N = ι∗µ0 and we have all the data and conditions in Theorem 3.1.
Therefore Theorem 3.1 constructs an L∞ space
(M,A := ⊕k≥2Ak, λk),
with λ0 = ν and λ1 = pµ1i. Moreover there is a L∞ morphism (ι, ι]) : (U,A) →
(U, g|U , with ι = id and ι]1 = i. Also observe that, by definition of Ak, µ1|q(Ak) = 0
and thus (U,A) is minimal at q.
The last step is to construct a L(1) homotopy inverse to (ι, ι
]) and then appeal
to Theorem 5.5 to conclude that (ι, ι]) is a L∞ homotopy equivalence. For this
purpose, we define the maps pit,]1 : g→ g by the formulaid 0 00 t · id 0
0 0 t · id
 : g→ g,
We first show that pit,]1 is a L(1) homomorphism. Since µ0 = (ν, 0) we have pi
t
1(µ0) =
µ0. Next we define the map
P2 = (1− t)
(
Hµ2(p⊗ p) + pµ2(H ⊗ id)− pµ2(id⊗H)
)
.
A simple computation using (21) gives
µ1pi
t,]
1 − pit,]1 µ1 = δ(P2).
In particular, we have shown that P ]1 := Πpi
0,] (where Π : g→ A is the projection)
is a L(1) morphism from g to A.
It is obvious that P ]1 ◦ ι] = idA. Finally, we need to show that ι] ◦ P ]1 is L(1)
homotopic to the identity. First note pi1,] = idg and pi
0,] = ι] ◦ P ]1 . We define
ht1 = −H and easily check
ht1(µ0) = 0,
∂pit,]
∂t
= ht1µ1 + µ1h
t
1 − δ(Q2),
where Q2 = Hµ2(H ⊗ id) +Hµ2(id⊗H). This completes the proof that (ι, ι]) is a
L(1) and therefore a L∞ homotopy equivalence. 
Theorem 5.11. Let (M, g) be a L∞ space and f = (f, f ]) : (M, g) → (N, h) be a
L∞ morphism. Assume that f is a quasi-isomorphism at q ∈ µ−10 (0). Then there
are neighborhoods q ∈ U ⊆M and f(q) ∈ V ⊆ N such that f(U) ⊆ V and
f|U : (U, g|U )→ (V, h|V )
is a L∞ homotopy equivalence.
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Proof. Theorem 5.10 provides minimal charts at p and f(p) and hence we have the
following diagram
(L, a) (U, g|U )
(L˜, a˜) (V, h|V )
J
i
p
fUJ
−1
i˜
p˜
Here the pairs i, p and i˜, p˜ are homotopy inverses and J := p˜ ◦ fU ◦ i. It follows
from Lemma 5.8 that J is a quasi-isomorphism at nq =: p(q), but since (L, a) and
(L˜, a˜) are minimal at nq and J(nq), we conclude that J is a local diffeomorphism
and J]1|nq is an isomorphism. After restricting to small neighborhoods U ′ and V ′
of nq and J(nq) we have that J is a diffeomorphism and J
]
1 is an isomorphism of
bundles. Therefore we can solve Equation (11) inductively on n to find a strict L∞
inverse to J], which we denote by J−1.
We make the neighborhoods U and V smaller, if necessary, to ensure the re-
strictions of i, p (and i˜, p˜) are homotopy inverses on (U ′, a|U ′) (and (V ′, a˜|V ′)). We
define K := i ◦ J−1 ◦ p˜. By construction J−1 ◦ p˜ ◦ fU ∼= p, therefore
K ◦ fU ∼= i ◦ J−1 ◦ p˜ ◦ fU ∼= i ◦ p ∼= id.
Similarly, fU ◦ i ◦ J−1 ∼= i˜, hence fU ◦ K ∼= i˜ ◦ p˜ ∼= id. Thus K is a homotopy inverse
to fU .

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