Abstract-We consider a novel method to design an observer for a class of nonlinear discrete-time systems with unknown inputs. Based on Lyapunov functional, we derive a sufficient condition for existence of the designed observer which requires solving a nonlinear matrix inequality. In light of linear algebra, the achieved condition will be formulated in terms of linear matrix inequality (LMI) that can be solved by popular methods easily. Compared to recent researches, the developed approach shows a significant better performance than other techniques previously published in literature and is less conservative in terms of Lipschitz constant. Finally, the proposed observer is illustrated by implementing the proposed method on a singlelink flexible manipulator and the results are compared to some recent similar researches in terms of performance and conservativeness.
I. INTRODUCTION
Observer design for nonlinear systems subject to unknown inputs has been one of the fascinating topics in control field. [1] - [8] are just a few examples of different design structures in the literature. Although a variety of techniques exist in the literature, there are still many discussions on the observer performance and conservativeness. Convergence of the estimated states to the real states in a shorter time while the used technique is less conservative against the lipschitz constant is a momentous issue of many researches where the researchers try to find either a new technique or extend existing techniques. See for example [9] - [11] and references therein.
One of the common drawbacks of nonlinear techniques in observer design is sensitivity to the value of Lipschitz constant. [10] , [11] focus on this drawback for instance. In other words, the larger Lipschitz constant can make trouble in feasibility issue of the design where the most existing observer designs fails to provide a feasible solution. Therefore, the main focus of this paper is considering some recent observer design techniques and doing comparisons between our proposed method and existing methods in terms of performance and conservativeness.
In this paper, a discrete-time observer for a class of Lipschitz discrete-time systems with unknown input is presented where the designed observer shows better performance compared to some recent similar researches. Some comparisons between our method and similar researches such as [9] , [10] and [11] are provided where our results show a significant enhance in both observer performance and conservativeness. Although there is a direct effect of unknown input on Saleh Sayyaddelshad and Thomas Gustafsson are with the Control Engineering Group at Luleå University of Technology, Sweden, {salsay,tgu}@ltu.se,delshad.control@gmail.com the system structure, no negative impact on the estimator performance is sensible. Compared to [9] , [10] and [11] , our proposed observer shows better performance in which it takes a shorter time for estimator to reach the real states. Note that in [9] , [10] and [11] , no unknown input has been considered in the state space realization, but we do and the performance of our observer is better than those even in presence of unknown input. Another aspect of our method that can also be highlighted is conservativeness. Compared to [10] , it is less conservative. In Section V, there will be a table which describes a comparison between our method, standard technique and [10] . The result is a bit better in this sense. The simulation results will be analyzed in two different subsections in terms of performance and conservativeness. Comparison with some well-known papers in the literature reveals different merits of our proposed method.
The rest of this paper is organized as follows. In Section II, we introduce the class of nonlinear discrete-time systems with unknown inputs. In Section III, a new method to design a full-order observer for the class of the nonlinear systems under study is proposed. Based on a Lyapunov functional, we propose a sufficient condition in terms of a nonlinear matrix inequality to make the error dynamics asymptotically stable. The obtained inequality is then further formulated as an LMI to facilitate the observer design. Conservativeness issue is another part of the paper that is considered as Section IV. To validate the proposed nonlinear observer, the proposed observer is implemented on a single-link manipulator and simulation results are shown in Section V. Conclusions are presented in Section VI.
II. PRELIMINARIES AND PROBLEM STATEMENT
Consider the following nonlinear discrete-time system subject to unknown input:
where x ∈ R n , u ∈ R m , µ ∈ R q and y ∈ R p are the state vector, known input , unknown input and output, respectively. Matrices A, B, C, D, and D 1 are real and with appropriate dimensions. The function f is nonlinear and is assumed to be differentiable once. The aim is to design a nonlinear observer such that it can estimate the state vector x k in presence of unknown input µ k asymptotically. It should be noted that (A,C) is observable. To specify the class of nonlinear systems under study, we use the following assumption. Assumption 1. We assume that the function f (x k ) is locally Lipschitz with respect to x in a region ϒ containing the origin if f (0) = 0 and,
where . is the 2-norm and γ ≥ 0 is called the Lipschitz constant.
III. MAIN RESULTS
Inspired by [12] and [13] , consider the following nonlinear observer structure:
where vector z ∈ R n andx k is the estimation of x k . The matrices N, G, L, M, and E must be determined such that the error dynamics e k =x k − x k converge to zero asymptotically. By defining the state estimation error as,
where M = I + EC. The error dynamics are computed as,
if there exists a matrix M such that,
the error dynamics (4) are rewritten as:
where
. By using the equation M = I + EC and substitution in (6) ,
where K = L + NE. Now, the aim is to design a nonlinear observer such that it can estimate x k asymptotically. The following theorem gives the conditions for stability of dynamics e k .
Theorem 1 For given scalar γ, if there exist real matrices N, M, and P > 0 with appropriate dimensions such that inequality below to be valid,
then the state estimation error (7) produced by observer (3) tends to zero asymptotically.
Proof. First, consider a Lyapunov functional as:
where P is a positive definite matrix. From (7) and also Assumption 1,
then by choosing
where,
note that Ω < 0 (constitutes to δ < 0) leads to ∆V < 0 and it certainly implies that state estimation error (7) tends to zero asymptotically for any initial value e(0). As a last point, Ω < 0 can be equivalently rewritten as follows,
By using the Schur complement [14] , (15) can be easily presented as inequality in Theorem 1.
To design the observer, it is necessary to find matrices E, K and P > 0 by any means such that inequality (9) is satisfied. To tackle this problem, we try to convert (9) to LMI and get a feasible solution through. From (6), MD 1 = 0 leads to
a general solution of E such that (16) is satisfied is as follows,
where Y is an arbitrary matrix of proper dimension and 
Now, everything is ready to equivalently replace the problem of finding M, N, and P via the nonlinear matrix inequality (9) to a problem of solving an LMI in terms of some new variables.
Theorem 2 For given scalar γ, if there exist real matrices Y , and P with appropriate dimensions such that LMI below to be valid, 
, and K = P −1K , then the state estimation error produced by observer (7) tends to zero asymptotically and the observer gains of (3) will be computed as:
Proof. By substituting (18) in (9), we get
Since both matrices Y and P in the inequality above are unknown, it is not yet an LMI in the variable Y and P. Schur complement and new variable definition Y = P −1Ȳ , and K = P −1K help us to fix this problem and (20) is obtained. In summary, the full-order observer algorithm for the class of nonlinear systems under study is itemized as follows, 
IV. CONSERVATIVENESS DISCUSSION
Generally speaking, in case of any nonlinear Lipschitz function in the system dynamics there would be a conservativeness issue. Regarding observer design for instance, the issue is related to how big the Lipschitz constant can be to still have the stability of the error dynamics. Finding the maximum value of the admissible Lipschitz constant such that the observer performance is kept can be done via an optimization problem as follows.
Theorem 3 Consider the system (1) together with the nonlinear observer (3). Assume that there exist real matrices Y ,K, and P > 0 with appropriate dimensions, such that the following LMI optimization problem has a feasible solution:
(26) Y = P −1Ȳ , and K = P −1K , then the state estimation error produced by observer (3) tends to zero asymptotically and the observer gains will be computed as:
the maximum bound of the γ max can be calculated as,
Proof. From Theorem 2, we know that the error dynamics (7) are asymptotically stable if (20) is valid. Since we try to maximize γ, we define a new variable ρ as,
Obviously, maximization of γ can be done by minimization of ρ. By substituting (29) into (20), we will obtain a new matrix including variable ρ and submatricesȲ ,K, and P. The rest of the proof is straightforward and similar to Theorem 2 and skipped.
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, the proposed observer is first illustrated by a simulation example. Then, performance and conservativeness comparison between our method with other recent well-known researches in the literature are provided.
A. Flexible Joint Robot Arm
Consider a single-link manipulator with revolute joints as in Fig. 1 [15] . The system dynamic is nonlinear and described by,θ
where θ m and ω m are the angular rotation and angular velocity of the motor, respectively. Similarly, θ l and ω l represent the angular rotation and angular velocity of the link. u is the input motor torque. Rest of the parameters are described as in Table I . By replacing the values of Table I Inertia of the dc motor 0.0037
Inertia of the controlled link 0.0093
Center of mass 0.15
Acceleration due to Gravity 9.81 with sampling time t s = 12ms is given by, 
where µ k denotes the unknown input effecting the angular rotation of the motor (θ m ), and u k = 0.05 Nm. We assume that an unknown input influences the flexible robot response as Fig. 2 .
B. Performance Discussion
Now, we follow our proposed algorithm to estimate the real states in presence of the unknown input. By using Theorem 2 and Matlab LMI toolbox, we can solve the LMI defined in Theorem 2 forȲ ,K, and P. One feasible solution To validate the designed observer, simulation results are presented in Fig. 3 and Fig. 4 where they show the real and estimated states simultaneously for initial conditions given by, x(0) = [3 2 3 − 2] T and z(0) = [0 0 0 0] T . Based on Fig. 3 and Fig. 4 , one can see that the observer performs as expected.
By doing a simple comparison between our results in Fig. 3 and Fig. 4 with the similar tasks in [9] and [11] , it is clearly discovered that the observer performance is much better and it takes a shorter time compared to [9] and [11] to get acceptable estimation. Note that in [9] and [11] , no unknown input has been considered in their system realization, whereas we have considered and the performance of our observer is better than those even in presence of unknown input. In [10] , the authors showed that their proposed observer is less conservative compared to standard observer design by calculating the maximum value of the Lipschitz constant γ. For more information about standard method, readers are referred to [10] and references therein. In other words, the maximum value of γ which is related to conservativeness issue in [10] can be found through Theorem 3. By using Theorem 3, the maximum value of Lipschitz constant is found as γ max = 51.5. Table 2 clearly describes the maximum value of the Lipschitz constant obtained from different approaches. As it is clearly seen, the proposed observer structure (3) even in presence of unknown input is absolutely less conservative compared to standard method, and provided condition in [10] .
VI. CONCLUSIONS
In this note, we have presented a novel method of observer design for a class of nonlinear discrete-time systems subject to unknown inputs. A sufficient condition for existence of the designed observer has been provided which requires solving 
Method
Standard LMI Theorem 2 Theorem 3 Observer in [10] in [10] γ max 0.99 48.5 51.5 a nonlinear matrix inequality. This nonlinear condition has been formulated in terms of linear matrix inequality that gives us this opportunity to solve it by popular methods in this field easily. A comparison between our proposed observer design technique and similar researches has done to highlight the merits of the method in which our design shows better performance and less conservativeness compared to others. Finally, the proposed observer has been illustrated by implementing the proposed method on a single-link manipulator.
