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Abstract—We formulate and solve the energy minimization
problem for a clustered device-to-device (D2D) network with
cache-enabled mobile devices. Devices are distributed according
to a Poisson cluster process (PCP) and are assumed to have
a surplus memory which is exploited to proactively cache files
from a library. Devices can retrieve the requested files from their
caches, from neighboring devices in their proximity (cluster), or
from the base station as a last resort. We minimize the energy
consumption of the proposed network under a random prob-
abilistic caching scheme, where files are independently cached
according to a specific probability distribution. A closed form
expression for the D2D coverage probability is obtained. The
energy consumption problem is then formulated as a function of
the caching distribution, and the optimal probabilistic caching
distribution is obtained. Results reveal that the proposed caching
distribution reduces energy consumption up to 33% as compared
to caching popular files scheme.
Index Terms—D2D caching, energy consumption, clustered
process.
I. INTRODUCTION
Caching at mobile devices significantly improves system
performance by facilitating D2D communications, which en-
hances the spectral efficiency and alleviates the heavy burden
on backhaul links [1]. Modeling the cache-enabled heteroge-
neous networks, including small cell base station (BS) and
mobile devices, follows two main directions in the literature.
The first line of work focuses on the fundamental throughput
scaling results by assuming a simple protocol channel model
[1]–[4], where two devices can communicate if they are within
certain distance. The second line of work, which is relevant to
our work, considers a more realistic model for the underlying
physical layer [5], [6]. We review some of the works relevant
to the second line, focusing mainly on the energy efficiency
(EE) of wireless caching networks.
EE in wireless caching networks is widely studied in the
literature. For example, an optimal caching problem is for-
mulated in [7] to minimize energy consumption in a wireless
network. The authors consider a cooperative wireless caching
network where relay nodes cooperate with the devices to
cache the most popular files in order to minimize energy
consumption. In [8], the authors quantify the effect of caching
on the EE of wireless access networks. It is shown that EE
gain from caching is a function of content popularity, backhaul
capacity, and the interference level. However, studies in [7],
[8] focus on caching the files at the BSs or access points.
Content placement at the device level in D2D clustered
networks is a viable approach to improve the network perfor-
mance [9]–[11]. The authors in [9] developed a stochastic
geometry based model to characterize the performance of
cluster-centric content placement in a D2D network. The au-
thors characterize the optimal number of D2D transmitters that
must be simultaneously activated in each cluster to maximize
the area spectral efficiency. The performance of cluster-centric
content placement is characterized in [10], where the content
of interest in each cluster is cached closer to the cluster center,
such that the collective performance of all the devices in each
cluster is optimized. Inspired by the Matern hard-core point
process that captures pairwise interactions between nodes, the
authors in [11] devised a novel spatially correlated caching
strategy called hard-core placement (HCP) such that the D2D
devices caching the same content are never closer to each
other than the exclusion radius. However, the problem of EE
for D2D based caching is not yet addressed in the literature.
In this paper, we aim at minimizing the energy consumption
of a clustered cache-enabled D2D network, where devices
have unused memory to cache files of interest. Devices are
assumed to cache files according to a random probabilistic
caching scheme. We consider a PCP where the devices are
spatially distributed as groups in clusters. The cluster centers
are drawn from a Poisson point process (PPP), and the cluster
members are normally distributed around the centers. We
derive the D2D coverage probability and calculate the average
achievable rate. The energy consumption problem is then
formulated and shown to be convex, and the optimal caching
distribution is obtained. Results unveil that the obtained
optimal probabilistic caching scheme yields the lowest en-
ergy consumption among all conventional benchmark caching
schemes.
The rest of this paper is organized as follows. Section II and
Section III present the system model and energy consumption
problem formulation, respectively. The coverage probability
analysis is discussed in Section IV and the energy minimiza-
tion problem is solved in Section V. Numerical results are
then presented in Section VI, and Section VII concludes the
paper.
II. SYSTEM MODEL
A. System Setup
We model the location of the mobile devices with a PCP
in which the parent points are drawn from a PPP  p with
density  p, and the daughter points are normally scattered
with variance  2 2 R2 around each parent point [12]. The
parent points and offspring are referred to as cluster centers
and cluster members, respectively. The number of cluster
members in each cluster is considered constant, and denoted as
n. It is worth highlighting that the well-known Thomas cluster
process (TCP), see [13], is similar to the considered PCP but
the number of cluster members follows a Poisson distribution.
Therefore, our setup can be interpreted as a variant of TCP.
Note that the choice of such a variant of TCP is in fact for
ease of analysis. The density function of the location of a
cluster member relative to its cluster center, y 2 R2, is
fY (y) =
1
2⇡ 2
exp
⇣
  kyk
2
2 2
⌘
, (1)
where k.k is the Euclidean norm. The intensity function of
a cluster is given by  c(y) = n2⇡ 2 exp
    kyk22 2  . Therefore,
the overall intensity of the process is given by   = n p. We
assume that the BSs’ distribution follows another PPP  bs
with density  bs, which is independent of  p.
B. Content Popularity and Probabilistic Caching Placement
We assume that each device has a surplus memory of size
M designated for caching files. The total number of files is
Nf > M and the set (library) of content indices is denoted as
F = {1, 2, . . . , Nf}. These files represent the content catalog
that all the devices in a cell may request, which are indexed
in a descending order of popularity. The probability that the
i  th file is requested follows a Zipf’s distribution [14] given
by,
qi =
i  PNf
k=1 k
   , (2)
where   is a parameter that reflects how skewed the popularity
distribution is. For example, if   = 0, the popularity of the
files has a uniform distribution. Increasing   increases the
disparity among the files popularity such that lower indexed
files have higher popularity. By definition,
PNf
i=1 qi = 1. It is
assumed that different clusters may have different interests,
and hence, different library content and/or popularity distri-
bution. We use Zipf’s distribution to model the popularity of
files per cluster.
D2D communication is enabled within each cluster to
deliver popular content. A probabilistic caching model is
considered, where the content is randomly and independently
placed in the cache memories of different devices in the same
cluster, according to the same distribution. The probability
that a generic device stores a particular file i is denoted as
bi, 0  bi  1 for all i 2 F . To avoid duplicate caching of
the same content within the memory of the same device, we
follow the caching approach proposed in [15] as illustrated in
Fig. 1.
Fig. 1. The cache memory of sizeM = 3 is equally divided into 3 blocks of
unit size. Starting from content i = 1 to i = Nf , each content sequentially
fills these 3 memory blocks by an amount bi. The amounts (probabilities) bi
eventually fill all 3 blocks since
PNf
i=1 bi =M [15]. Then a random number2 [0, 1] is generated, and a content i is chosen from each block, whose bi
fills the part intersecting with the generated random number. In this way, in
the given example, the contents {1, 2, 4} are chosen to be cached.
If a device caches the desired file in its own memory, the
device directly retrieves the content. However, if the device
does not cache the desired file, it downloads the requested
file from one neighboring device in the same cluster (that
caches the desired file) via D2D communication. Otherwise,
the device attaches to the nearest BS as a last resort to
download the content which is not cached entirely within the
device’s cluster. We assume that the D2D communication is
operating as out-of-band D2D. Also, it is assumed that all
the D2D transmitters transmit with the same power Pd, and
all BSs transmit with the same power Pb. We assume that
devices’ requests in each cluster are served in a round-robin
manner where only one active D2D link can be scheduled
within each cluster at a time.
III. PROBLEM FORMULATION
In this section, we formulate the energy consumption mini-
mization problem for the clustered D2D caching network. We
define the cost cdi as the time required to download a file i
from a neighboring device in the same cluster. Considering
the file size Si of the i-th ranked content, the time cdi is
computed as cdi = Si/Rd, where Rd denotes the average
rate of intra-cluster D2D communication. Similarly, we have
the time cbi = Si/Rb when the i-th content is served by the
BS with average rate Rb. We assume that the library files
have a mean size S Mbits. Hence, the total consumed energy
for all files downloaded within a given cluster can be written
similar to [7] as,
E =
nX
j=1
NfX
i=1
qiPdi,jPdcdi + qiPbi,jPbcbi , (3)
where Pdi,j and Pbi,j represent the probability of obtaining
the i-th file by the j-th device from the local cluster, i.e.,
via D2D communication, and the BS, respectively. Since
we assume that the caching distribution is the same for all
devices, the index j is henceforth dropped. For the self-
caching probability, it is clear that Psi = bi since a device
caches the i-th file with probability bi. For the probability
Pdi,j , we define two events:
Event A: The requesting device does not cache file i.
Event B: The requested file is cached by any other device
within the same cluster. Then, the probability Pdi represents
the probability of intersection of these two events, written as
Pdi = P
 
A \B , (4)
Since the two events A and B are independent, then
Pdi =
 
1  bi
  
1  (1  bi)n 1
 
,
=
 
1  bi
   (1  bi)n, (5)
where (1   bi) is P(A), and
 
1   (1   bi)n 1
 
is P(B).
Therefore, we have,
Pbi = (1  bi)n (6)
In the following, the achievable rate analysis for the D2D and
BS communication is presented. These rates are then used to
derive a closed-form expression for the energy consumption
in Section V.
IV. AVERAGE ACHIEVABLE RATE
A fixed rate transmission model is adopted in our study,
where each TX (D2D or BS) transmits at a fixed rate
log2(1 + ✓) bits/s/Hz, where ✓ is a design parameter. Since,
the rate is fixed, the transmission is subject to outage due
to fading and interference fluctuations. Consequently, the de
facto transmissions rate (i.e., throughput) is given by
Rm = Wmlog2(1 + ✓)pc, (7)
where Wm is the allocated bandwidth for the communication
link m 2 {D2D,BS}, ✓ is a pre-determined threshold for
successful reception, and pc is the coverage probability. pc
is defined as the probability that the signal to interference
plus noise ratio (SINR) of the link of interest at the receiver
exceeds the required threshold for successful demodulation
and decoding, i.e.,
pc = E(1{SINR > ✓}), (8)
where 1{.} is the indicator function.
A. Average Achievable Rate for D2D communication
Following the methodology in [16], we compute the D2D
coverage probability pcd . Without loss of generality, we
conduct the analysis for a cluster whose center is located at
x0 2  p (referred to as representative cluster), and the device
that requests the content (henceforth called typical device) is
located at the origin. We assume that the D2D-TX that caches
the requested file is located at y0 w.r.t. x0, where x0, y0 2 R2.
The distance from the D2D-TX to the typical device (D2D-RX
of interest) is denoted as r = kx0+y0k, which is a realization
of a random variable R whose distribution is described later.
This setup is illustrated in Fig. 2. The received power at the
D2D-RX of interest is expressed as
P = Pdg0kx0 + y0k ↵ = Pdg0r ↵ (9)
Fig. 2. Illustration of the representative cluster and one interfering cluster.
where g0 ⇠ exp(1) is an exponential random variable which
models Rayleigh fading and ↵ > 2 is the path loss exponent.
It is assumed that there is always one active D2D link
per cluster. Similar to (9), the interference from the simul-
taneously active D2D-TXs outside the representative cluster
x0 2  p at the typical device is expressed as
I !p =
X
x2 p\{x0}
Pdgyxkx+ yk ↵ (10)
=
X
x2 p\{x0}
Pdguu
 ↵ (11)
where y is the marginal distance from the potential interfering
device in a given cluster to its cluster center at x 2  p. u =
kx + yk is a realization of a random variable U modeling
the interfering distance (shown in Fig. 2), gyx ⇠ exp(1) are
independently and identically distributed exponential random
variables modeling Rayleigh fading, and gu = gyx for ease of
notation.
Assuming that the thermal noise is neglected compared to
inter-cluster interference, the signal to interference ratio (SIR)
at the typical device is
SIR =
P
I !p
=
Pdg0r ↵
I !p
(12)
For the D2D coverage probability, we proceed as follows,
pcd = P[SIR > ✓] = ERP
hg0Pdr ↵
I !p
> ✓|R = r
i
=
Z
r>0
P
hg0Pdr ↵
I !p
> ✓
i
fR(r)dr
=
Z
r>0
P
h
g0 > ✓r
↵
I !p
Pd
i
fR(r)dr, (13)
where fR(r) is the serving distance distribution. Since g0 ⇠
exp (1), we have
pcd =
Z
r>0
E
h
exp
  ✓r↵
Pd
I !p
 i
fR(r)dr,
(a)
=
Z
r>0
LI !p
 
s =
✓r↵
Pd
 
fR(r)dr, (14)
where (a) follows from the Laplace transform definition. Now,
we proceed with the derivation of the Laplace transform
of the inter-cluster interference to obtain the D2D coverage
probability.
Lemma 1. Laplace transform of the inter-cluster interference
can be expressed as
LI !p
(s) = exp
⇣
  ⇡ p(sPd)2/↵ (1 + 2/↵) (1  2/↵)
⌘
(15)
Proof. Please see Appendix A.
Lemma 2. Substituting the obtained Laplace transform of
the inter-cluster interference (15) into (14) yields the D2D
coverage probability
pcd =
1
4 2Z(✓,↵, ) , (16)
where Z(✓,↵, ) = (⇡ p✓2/↵ (1 + 2/↵) (1  2/↵) + 14 2 )
Proof. Please see Appendix B.
Remark 1. The Laplace transform of interference of the PCP
with one active D2D link per cluster in (15) is similar to that
of the PPP [16]. This can be explained with the displacement
theory of the PPP [17], as each interferer is a point of a
PPP that is displaced randomly and independently of all other
points.
Remark 2. The obtained D2D coverage probability in (16)
for the PCP with one active D2D link per cluster shows
two important insights when compared to an equivalent PPP.
Firstly, it depends on the density of the parent PPP  p which
directly affects the interfering distances. However, in the PPP,
the effect of device density does not exist since it equally
affects both the serving and interfering distances when a
device associates to its nearest serving device. Secondly, it
depends on the serving distance which is represented by the
displacement standard deviation  .
B. Average Achievable Rate for Cellular Communication
For the assumed PPP model for the BSs’ distribution, and
based on the nearest BS association principle, it is shown in
[18] that the BS coverage probability can be expressed as
pcb =
1
2F1(1,  ; 1   ; ✓) , (17)
where 2F1(.) is the Gaussian hypergeometric function and
  = 2/↵. By substituting the obtained coverage probabilities
from (16) and (17) into (7), Rd and Rb are derived.
V. ENERGY CONSUMPTION MINIMIZATION
The energy minimization problem is formulated as
min
bi
E = n
NfX
i=1
qiPdi Pd
Si
Rd
+ qiPbi Pb
Si
Rb
(18)
s.t.
NfX
i=1
bi = M, bi 2 [0, 1], (19)
where (19) is the device cache size constraint to avoid
duplicate caching of the same file (cf. Fig. 1). It is easy to
show the convexity of the objective function E by confirming
that the Hessian matrix of E w.r.t. the caching variables,
Hi,j = @
2E
@bi@bj
, 8i, j 2 F , is positive semidefinite (and
hence E is convex). Utilizing the convexity of E, the optimal
caching distribution is computed as follows.
Lemma 3. The optimal caching distribution b⇤i is given by
b⇤i =
"
1 
⇣ v⇤ + k2qiSi PdRd
kqiSi
 
Pd
Rd
  Pb
Rb
 ⌘ 1n 1#+ (20)
where v⇤ satisfies the maximum cache constraint
PNf
i=1
h
1 ⇣ v⇤+k2qiSi PdRd
kqiSi
 
Pd
Rd
  Pb
Rb
 ⌘ 1n 1 i+ = M , and [x]+ = max(x, 0).
Proof. Due to lack of space, we delegate this proof to the
journal version of this paper [19].
VI. NUMERICAL RESULTS
TABLE I
SIMULATION PARAMETERS
Description Parameter Value
BS-to-Device bandwidth Wbs 20MHz
D2D bandwidth Wd2d 20MHz
BS transmission power Pb 43dBm
D2D transmission power Pd 23dBm
Displacement standard deviation   10m
Popularity index   1
Path loss exponent ↵ 4
Library size Nf 500 files
Cache size per device M 10 files
Devices per cluster n 10
Density of  p  p 50 clusters/km2
Average content size S 100Mbits
SIR threshold ✓ 0dB
At first, we validate the developed mathematical model via
Monte Carlo simulations. Then we benchmark the proposed
caching scheme against conventional caching schemes. Un-
less otherwise stated, the network parameters are selected
as shown in Table I. In Fig. 3, we verify the accuracy of
the analytical results for the D2D coverage probability. The
close matching between the analytical and simulated results
validates the developed mathematical model. We see that
the coverage probability monotonically decreases with  . As
  increases, the serving distance increases and the distance
between the interferers and the typical device decreases,
and equivalently, the complementary cumulative distribution
function (CCDF) of SIR decreases. Similarly, it is observed
that the D2D coverage probability decreases with ✓ owing to
the decreasing CCDF of SIR.
Fig. 4 shows the normalized energy consumption per device
versus   under different caching schemes, namely, proposed
probabilistic caching (PC), random uniform caching (RC),
caching popular files (CPF), and Zipf’s caching (Zipf). We
can see that the minimized consumed energy under PC scheme
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Fig. 3. D2D coverage probability versus displacement standard deviation  .
attains the best performance as compared to other schemes.
Also, it is clear that, except for the RC, the consumed energy
decreases with  . This can be justified by the fact that as  
increases, fewer files are frequently requested which are more
likely to be cached under PC, CPF, and the Zipf’s caching
schemes. In the RC scheme, files are uniformly chosen for
caching independently of their popularity.
We plot the average device energy consumption per device
versus number of devices per cluster in Fig. 5. First, we see
that the normalized energy consumption decreases with the
number of devices. As the number of devices per cluster
increases, it is more probable to obtain requested files via low
power D2D communication. When the number of devices per
cluster is relatively large, the normalized energy consumption
tends to flatten as most of the content becomes cached at the
cluster devices.
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VII. CONCLUSION
In this work, we formulate and solve an optimization
problem to minimize the energy consumption of a clustered
D2D network with random PC incorporated at the devices.
Using tools from stochastic geometry, we get closed form
expressions of the coverage probability and transmission rates,
encompassing the underlying physical layer parameters, e.g.
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Fig. 5. Normalized energy consumption versus the number of devices per
cluster.
mutual interference and SIR distribution. We show the convex-
ity of the formulated energy minimization problem and obtain
a closed form solution for the file placement probabilities.
Results reveal that the proposed PC scheme significantly
reduce the consumed energy in the network when compared
to conventional methods, e.g., CPF, RC and Zipf’s caching.
APPENDIX A
PROOF OF LEMMA 1
Laplace transform of the inter-cluster aggregate interference
I !p is expressed as
LI !p
(s) = E p,gu
"
e sPd
P
 p\{x0} guu
 ↵
#
(a)
= E p
"
Egu
h Y
x2 p\{x0}
e sPdguu
 ↵i#
(b)
= exp
 
  2⇡ pEgu
Z 1
v=0
Eu|v
h
1  e sPdguu ↵
i
v dv
!
,
(21)
where (a) follows from the independence between devices’
locations and the channel gains, (b) follows from the proba-
bility generating functional of the PPP [16]. It is proven in
[9] that the interfering distance u, conditioned on the distance
v = kxk between the interfering cluster center x 2  p and
the typical device is given by fU (u|v) = Rice(u|v, ), which
represents the Rice’s probability density function of parameter
 . By averaging over u, the Laplace transform of inter-cluster
interference can be expressed as
LI !p
(s) = exp
⇣
  2⇡ pEgu
⇥ Z 1
v=0
Z 1
u=0
 
1  e sPdguu ↵ 
· fU (u|v) du v dv
⇤⌘
(a)
= exp
 
  2⇡ p·
Egu
Z 1
v=0
v dv  
Z 1
v=0
Z 1
u=0
e sPdguu
 ↵
fU (u|v) du v dv| {z }
R(s,↵)
!
(22)
where (a) follows from
R1
u=0 fU (u|v) du = 1. Now, we
proceed by calculating the integrands of R(s,↵) as follows.
R(s,↵) (a)=
Z 1
v=0
v dv  
Z 1
u=0
e sPdguu
 ↵ ·Z 1
v=0
fU (u|v)v dv du
(b)
=
Z 1
v=0
v dv  
Z 1
u=0
e sPdguu
 ↵
u du
(c)
=
Z 1
u=0
(1  e sPdguu ↵)u du
(d)
=
(sPdgu)2/↵
↵
Z 1
u=0
(1  e t)t 1  2↵ du
(e)
=
(sPd)2/↵
2
g2/↵u  (1 + 2/↵), (23)
where (a) follows from changing the order of integration,
(b) follows from
R1
v=0 fU (u|v)v dv = u, (c) follows from
changing the dummy variable u to v, (d) follows from
changing the variables t = sguu ↵, and (e) follows from
solving the integration of (d) by parts. Substituting the ob-
tained value for R(s,↵) into (22), and taking the expectation
over the exponential random variable gu, with the fact that
Egug
2/↵
u =  (1  2/↵), the lemma is proven.
APPENDIX B
PROOF OF LEMMA 2
Since the serving and typical devices’ locations w.r.t. the
cluster center x0 are sampled from normal distribution with
variance  2, the serving distance r is Rayleigh distributed
with probability density function fR(r) = Rayleigh(r,
p
2 )
with a scale parameter
p
2 . Substituting the obtained Laplace
transform of (15) and the probability density function fR(r)
into (14) yields,
pcd =
Z 1
r=0
e ⇡ p(sPd)
2/↵ (1+2/↵) (1 2/↵) r
2 2
e
 r2
4 2 dr,
(a)
=
Z 1
r=0
r
2 2
e ⇡ p✓
2/↵r2 (1+2/↵) (1 2/↵)e
 r2
4 2 dr,
(b)
=
Z 1
r=0
r
2 2
e r
2Z(✓, ,↵)dr,
=
1
4 2Z(✓,↵, ) (24)
where (a) comes from the substitution s = ✓r
↵
Pd
, and (b) from
Z(✓,↵, ) = (⇡ p✓2/↵ (1 + 2/↵) (1  2/↵) + 14 2 ).
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