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a b s t r a c t
The bilevel programming problems are useful tools for solving the hierarchy decision
problems. In this paper, a genetic algorithm based on the simplexmethod is constructed to
solve the linear-quadratic bilevel programming problem (LQBP). By use of Kuhn–Tucker
conditions of the lower level programming, the LQBP is transformed into a single level
programming which can be simplified to a linear programming by the chromosome
according to the rule. Thus, in our proposed genetic algorithm, only the linear programming
is solved by the simplex method to obtain the feasibility and fitness value of the
chromosome. Finally, the feasibility of the proposed approach is demonstrated by the
example.
Crown Copyright© 2008 Published by Elsevier Ltd. All rights reserved.
1. Introduction
The bilevel programming problems are nested optimization problems with two levels in a hierarchy, the upper level
and lower level decision-makers who have their own objective functions and constraints. The decision maker at the lower
level (the follower) has to optimize its own objective function under the given parameters from the decision maker at the
upper level (the leader), who, in return, selects the parameters so as to optimize its own objective function, with complete
information on the possible reactions of the follower.
The bilevel programming problem(BLP) is defined as [1]:
min
x
F(x, y) (1)
subject to G(x, y) ≤ 0
min
y
f (x, y)
subject to g(x, y) ≤ 0
where F , f : Rn1×Rn2 −→ R are called the objective functions of the leader and the follower, respectively. G : Rn1×Rn2 −→
Rp and g : Rn1 × Rn2 −→ Rq are the constraints of the leader and the follower, respectively. x ∈ Rn1 , y ∈ Rn2 are the decision
variables of the leader and the follower, respectively.
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Although the designation bilevel and multilevel programming was firstly used by Candler and Norton [2], Bracken and
McGill [3] gave the original formulation for bilevel programming in 1973. However, till 1980s, these problems started
receiving the attention motivated by the game theory [4]. And many authors studied bilevel programming intensively
and contributed themselves into those fields. Some surveyed the bilevel programming by presenting both theoretical
results as well as solution approaches and a large number of applications [5–11], while some researched those problems
in monographes [1,12–14]. Various approaches developed for the bilevel programming problems can be classified into
the following categories [14]: extreme point algorithms mainly for the linear bilevel programming, branch-and-bound
approach, complementary pivot approach, descent approach, penalty function approach and intelligent computation.
However, the bilevel programming is neither continuous anywhere nor convex even if the objective functions of the
upper level and lower level and the constraints are all linear because the objective function of the upper level, generally
speaking, is neither linear nor differentiable, because it is decided by the solution function of the lower level problem. Bard
proved that the bilevel linear programming is a NP-Hard problem [15] and even it is a NP-Hard problem to search for the
locally optimal solution of the bilevel linear programming [16]. So, it is greatly difficult to solve the bilevel programming for
its non-convexity and non-continuity, especially the non-linear bilevel programming problem.
This paper considers the linear-quadratic bilevel programming problem(LQBP) where the lower level objective function
is a convex quadratic and all remaining functions are linear. The remaining of the paper is organized as follows: The
model and definitions of linear-quadratic bilevel programming problem is presenter in Section 2; Section 3 describes the
genetic algorithm approach for solving LQBP; Some examples are illustrated to demonstrate the feasibility and efficiency in
Section 4; Finally, the paper is concluded in Section 5.
2. The concepts and properties of the LQBP
When the objective function of the lower level is convex quadratic and all remaining functions are linear, the linear-
quadratic bilevel programming problem can be formulated as follows:
(LQBP) min
x
F(x, y) = aTx+ bTy (2)
where y solves
min
y
f (x, y) = cTx+ dTy+ (xT, yT)Q (xT, yT)T
s.t. Ax+ By ≤ r
x, y ≥ 0
where F(x, y), f (x, y) are the objective functions of the leader and the follower, respectively. a, c ∈ Rn1 , b, d ∈ Rn2 ,
A ∈ Rm×n1 , B ∈ Rm×n2 , r ∈ Rm.Q ∈ R(n1+n2)×(n1+n2) is a symmetric positive semi-definite matrix. x ∈ Rn1 , y ∈ Rn2 are
the decision variables under the control of the leader and the follower, respectively.
Definition 2.1. The constraint region of LQBP:
S = {(x, y)|Ax+ By ≤ r, x, y ≥ 0}.
Definition 2.2. The projection of S onto the leader’s decision space:
S(X) = {x ≥ 0|there exists a y , such that (x, y) ∈ S}.
In order to ensure that the problem (2) is well posed we make assumption that S is non-empty and bounded.
In the problem (2), let
Q =
[
Q2 Q T1
Q1 Q0
]
where Q0 ∈ Rn2×n2 ,Q1 ∈ Rn2×n1 ,Q2 ∈ Rn1×n1 . Then f (x, y) is transformed into
f (x, y) = cTx+ xTQ2x+ (d+ 2Q1x)Ty+ yTQ0y.
Note that cTx+ xTQ2x is constant for each fixed x ∈ S(X), we can assume c = 0,Q2 = 0 to ignore those terms without loss
of generality when solving the lower level programming. Thus the optimal solution to the follower problem can be obtained
by solving the following problem:
min
y
f (x, y) = (d+ 2Q1x)Ty+ yTQ0y (3)
s.t. By ≤ r − Ax
y ≥ 0.
Because Q0 is a symmetric positive semi-definite matrix from the supposition that Q is a symmetric positive semi-definite
matrix, there exists a unique and global solution, denoted by y(x), to the problem (3) for each fixed x ∈ S(X) [17].
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Definition 2.3. The inducible region of LQBP:
IR = {(x, y)|(x, y) ∈ S, y = y(x)}.
Definition 2.4. A point (x, y) is called to be feasible if (x, y) ∈ IR.
Definition 2.5. A point (x∗, y∗) is called to be optimal if F(x∗, y∗) ≤ F(x, y) for any (x, y) ∈ IR.
3. The development of the problem
Here, by applying Kuhn–Tucker conditions for the lower level problem, we have the following theorem:
Theorem 3.1. Let (x¯, y¯) ∈ S, then a necessary and sufficient condition that (x¯, y¯) ∈ IR is that there exist a w ≥ 0 (w ∈ Rm),
u ≥ 0 (u ∈ Rm), v ≥ 0 (v ∈ Rn2), such that
Ax¯+ By¯+ w = r (4)
2Q1x¯+ 2Q0y¯− BTu+ v = −d
uTw = 0
y¯Tv = 0
x¯, y¯, w, u, v ≥ 0.
Obviously, the problem (1) is transformed into a single level problem of the following form by replacing the lower level
programming with its Kuhn–Tucker conditions:
max
x,y,w,u,v
F(x, y) = aTx+ bTy (5)
s.t. Ax+ By+ w = r
2Q1x+ 2Q0y− BTu+ v = −d
uTw = 0
vTy = 0
x, y, w, u, v ≥ 0
wherew ∈ Rm is a slack variable and u ∈ Rm, v ∈ Rn1 are Kuhn–Tucker multipliers associated with constraints of the lower
level programming. So we have the following theorem [18]:
Theorem 3.2. A necessary and sufficient condition that (x∗, y∗) solves the problem (1) is that there exist w∗ ∈ Rm, u∗ ∈ Rm, v∗ ∈
Rn1 ≥ 0, such that (x∗, y∗, w∗, u∗, v∗) is the optimal solution of the problem (5).
Based on this reformulation, Bard and Moore [19] have proposed a branch and bound algorithm to investigate LQBP.
Later, Júdice and Faustino [20] developed a sequential LCP (SLCP) algorithm for solving LQBP. Furthermore, they illustrated
computational experience with the SLCP algorithm and the branch and bound algorithm in Ref. [19] for small and medium
scale LQBPs to show that the former is consistently more efficient than the later and the gap increases with the dimension
of LQBP.
While concerning that the genetic algorithm (GA) is a numerical algorithm compatible for the optimization problem since
it has no special requirement for the differentiability of the function and it has been applied to a wide variety of problem
domains including engineering, sciences and commerce for its simplicity, minimal problem restrictions, global perspective
and implicit parallelism. Mathieu et al. [21] firstly developed a genetic algorithm for solving bi-level programming problem,
in which chromosomes are n1+n2 strings of base-10 digits that represent feasible solutions, not necessarily extreme points.
Hejazi et al. [22] proposed a method based on genetic algorithm approach for solving a bilevel linear programming problem
by tackling the difficulty that most of the chromosomesmay be infeasible in solving constrained optimization problemwith
genetic algorithm for each chromosome represents a bilevel feasible extreme point. Recently, Calvete et al. [23] developed
a new approach for solving linear bilevel problems using genetic algorithms, which combined classical extreme point
enumeration techniques with genetic search methods by associating chromosomes with extreme points of the polyhedral
constraint region.
Hence, in this paper we also proposed the genetic algorithm to solve LQBP by use of the favorable characteristic of
the genetic algorithm, which is search and optimization procedures motivated by natural principles and selection [24].
It is obvious that the complementary slack conditions are the difficulties for solving the problem (5). So, we get rid of the
complementary slack conditions to simplify the problem (5) by use of the rule in Ref. [22].
Each chromosome is described by using a string consisting of m+ n2 binary components in the proposed algorithm for
the problem, in which there are m constraints and the follower has n2 decision variables under his/her control. The first m
components are associatedwith the vectoru and the remainingn2 components are associatedwith the vector v. For example,
in a linear-quadratic bilevel programming problem ifm = 6, n2 = 5, then the following string is a typical chromosome for
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this algorithm:
m=6︷ ︸︸ ︷
010110 10011︸ ︷︷ ︸
n2=5
.
This chromosome, according to the following rule [22], transforms the problem (5) into the problem (6) below. If the
value of the ith component of the chromosome corresponding to ui, which is the ith component of u, is equal to zero, then
the variable ui is also equal to zero; In addition, its complementary variable wi, which is the ith component of w, is greater
than or equal to zero, otherwise ui is greater than or equal to zero and its complementary variablewi is equal to zero, where
i = 1, . . . ,m. On the other hand, if the (m + j)th component of the chromosome corresponding to the variable vj, which
is the jth component of v, is zero, then the value of variable vj is equal to zero and its complementary variable yj, which is
the jth component of y, is greater than or equal to zero, otherwise vj is greater than or equal to zero and its complementary
variable yj is equal to zero, where j = 1, . . . , n2. This rule is applied with each chromosome for simplification of problem
(5). The simplified problem is as follows:
max
x,y′,w′,u′,v′
F(x, y′) = aTx+ b′Ty′ (6)
s.t. Ax+ B′y′ + w′ = r
2Q1x+ 2Q0′y′ − B′′ Tu′ + v′ = −d
x, y′, w′, u′, v′ ≥ 0
where components of y′, w′, u′ and v′ are ones of y, u, v andwwhich are greater than or equal to zero. Also, the components
of b′ are those of b associated with y′. The columns of the matrices B′ and B′′ are the columns and rows of B, which are
associatedwith the variables y′ andu′, respectively. The columnsof thematrixQ0′ are the columnsofQ0, which are associated
with the variable y′. Then the problem (6) has no complementary slack conditions and is a linear programming problem, so
it can be solved by using simplex method and much easier to solve than the problem (5).
To search and evaluate the feasible solution of LQBP we give the following theorem:
Theorem 3.3. If there exists an optimal solution (x∗, y′∗, w′∗, u′∗, v′∗) to the simplified problem (6), then (x, y, w, u, v)
corresponding to this optimal solution is a feasible solution to the problem (5), and (x, y) is the feasible solution to the original
problem (1).
Proof. (x∗, y′∗, w′∗, u′∗, v′∗) is the optimal solution to the problem (6), then
Ax∗ + B′y′∗ + w′∗ = r (7)
2Q1x∗ + 2Q0′y′∗ − B′′Tu′∗ + v′∗ = −d.
According to the above rule, it is obvious that (x, y, w, u, v) corresponding to the optimal solution (x∗, y′∗, w′∗, u′∗, v′∗) to
the problem (6) satisfies the constraints of the problem (5), that is, (x, y, w, u, v) is a feasible solution to the problem (5). By
Theorem 3.1, (x, y) is a feasible solution to the original problem (1). 
Definition 3.1. A chromosome is called to be feasible if the problem simplified by the chromosome has an optimal solution.
To avoid unnecessary computation resulted from the repeat solving the problem (6), we keep the feasible chromosomes
and infeasible chromosomes, respectively, so the computation time can be saved if the chromosome exists for we need not
solve the problem (6).
4. Steps of the proposed algorithm
In this section, the steps of the proposed algorithm are described in details.
Encoding of chromosomes is the first question to ask when starting to solve a problem with GA. The most used ways of
encoding are float encoding and binary encoding. And the binary encoding is used in our paper. The proposed algorithm
consists of the following steps:
Step 1: Initialing. Set the parameters the population size M , probability of crossover and mutation Pc and Pm and the
maximal generation of terminating the algorithm T , then set the counter of generation t = 0;
Step 2: Generating the initial population P(0). The initial population P(0) consists of a set of feasible chromosomes. For
generating these chromosomes, the following problem is solved:
max
y≥0
f (x, y) = (d+ 2Q1x)Ty+ yTQ0y (8)
s.t. By ≤ r − Ax
where x ∈ S(X) is randomly selected. The optimal solution to the problem (8) changes as x, but the optimality
conditions also hold for y. Then, the feasible solutions are converted into chromosomes and the objective function
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value of the upper level is used for fitness value of each chromosome. After generating sufficient such chromosomes,
goto next step;
Step 3: Keeping the current best chromosome. If the the counter of current generation t equals to 0, then keep the best
chromosome of the initial population as the current best chromosome; Otherwise, compare the best chromosome
of the current population with the current best chromosome, if the former is better than the latter, then keep the
former as the current best chromosome; Otherwise, the current best chromosome does not change.
Step 4: Crossover. Crossover (also called recombination), which is the main method to generate new chromosomes,
is to exchange some genes of the two chromosomes selected for recombination to produce offsprings. Before
crossover, every two chromosomes need be matched. The matching strategy is the random matching, that is, the
M chromosomes are randomly arranged to xM/2ymatching group. For every two chromosomes in each matching
group, a integer n is randomly generated in the interval [1, l−1] (where l = m+n2 is the length of the chromosome)
to set the nth gene as the crossover point. And then according to the crossover probability Pc , the one-point crossover
is done for them at the crossover point as follows:
The first n components of the children are the same components as the respective parents (i.e. The first child from
the first parent and the second child from the second parent.). The remaining components are selected according to
the following rules:
i. The (n + i)th component of the first child is replaced by the (l − i + 1)th component of the second parent (for
i = 1, 2, . . . , l− n).
ii. The (n + i)th component of the second child is replaced by the (l − i + 1)th component of the first parent (for
i = 1, 2, . . . , l− n).
For example, by applying the proposed operator for the following parents, and assuming n = 5, we obtained the
following children.
Parents Children
10110 101100 10110 010100
11010 001010 11010 001101.
Note that the proposed operator generates chromosomes with more variety since this operator can generate
different children from the same parents. If the new chromosome is not in the feasible or infeasible lists, it is
evaluated with the problem (6) for feasibility and fitness value. If the new chromosome generated is unfeasible
then it is added in the infeasible list and eliminated and the algorithm continues.
Step 5: Mutation. In genetic algorithm, mutation is a genetic operator used to maintain genetic diversity from one
generation of a population of chromosomes to the next. The purpose of mutation in GA is to allow the algorithm to
avoid local minima by preventing the population of chromosomes from becoming too similar to each other, thus
slowing or even stopping evolution. For each gene of every chromosome, it is chosen to be the mutation point
according to mutation probability Pm and be mutated as follows:
the value of the chosen gene is changed to 0, if it was initially 1 and to 1 if it was initially 0. If the new chromosome
is not in the feasible or infeasible lists, it is evaluated with problem (6) for feasibility and fitness value. If the new
chromosome generated is unfeasible then it is added in the infeasible list and eliminated.
Step 6: Selection. The chromosomes are arranged in ascending order as their fitness values. And the selected probability
is set as the the order, then, the next population corresponding to the size of the original population is selected
by fitness-proportionate selection (roulette wheel). The advantage of this selection is only to compare the fitness
values of every two chromosomes without consideration the sign of the fitness value of every chromosome and the
difference between the fitness values of chromosomes [25].
Step 7: Termination. The algorithm terminates at the maximal iteration number. The best generated solution, which can be
obtained by the current best chromosome kept in all iterations in the earliest time, is reported as the solution for
the LQBP by proposed GA algorithm.
5. Computational experience
To demonstrate the feasibility and efficiency of the proposed algorithm, the following example is solved by use of the
algorithm proposed in this paper.
Example 1. max x1 + x2 + 3y1 − y2
max 5y1 + 8y2 + (x1, x2, y1, y2)
1 3 2 03 1 4 −22 4 −2 1
0 −2 1 5

x1x2y1
y2

s.t. x1 + x2 + y1 + y2 ≤ 12
−x1 + x2 ≤ 2
3x1 − 4y2 ≤ 5
y1 + y2 ≤ 4.
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Here, we choose the parameters as follows: M = 10, Pc = 0.7, Pm = 0.1 and T = 30. We execute the proposed
algorithm in 20 independent runs, the best solution is (x∗, y∗) = (6.3, 1.7, 4.0, 0.0) and the upper level’s objective function
F(x∗, y∗) = 20 as well as the lower level’s objective function f (x∗, y∗) = 230.04 at the best solution (x∗, y∗), which are all
near the exact values (x, y) = (6.31250, 1.68750, 4.00000, 0.00000), F(x, y) = 20 and f (x, y) = 229.60975 in Ref. [26]. It
can be seen that our proposed approach is feasible from the result.
6. Conclusion and future work
In this paper, a genetic algorithm is given to solve the linear-quadratic bilevel programming problem. The LQBP is
transformed into a single level programming by using the Kuhn–Tucker conditions of the lower level programming. And
then it is simplified to a linear programming, which can be solved by simplex method, by the chromosome according to the
rule. For avoiding unnecessary computation, we also keep the feasible chromosomes and infeasible chromosomes in the
algorithm. In all, our algorithm is a novel attempt to solve the LQBP. And in future, more and larger scale examples should
be provided to demonstrate efficiency of our algorithm and further research of the parameters’ (such as the population size,
probabilities of crossover and mutation) impact on our algorithm will also be the future work.
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