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Abstract
We study the convergence properties of a diﬀerence scheme for singularly perturbed
Volterra integro-diﬀerential equations on a graded mesh. We show that the scheme is
ﬁrst-order convergent in the discrete maximum norm, independently of the
perturbation parameter. Numerical experiments are presented, which are in
agreement with the theoretical results.
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1 Introduction
Singularly perturbed Volterra integro-diﬀerential equations arise in many physical and
biological problems. Among these are diﬀusion-dissipation processes, epidemic dynam-
ics, synchronous control systems, and ﬁlament stretching problems (see, e.g., [–]). For
extensive reviews, see [, –].
Singularly perturbed diﬀerential equations are typically characterized by a small param-
eter ε multiplying some or all of the highest-order terms in the diﬀerential equations. The
diﬃculties arising in the numerical solutions of singularly perturbed problems are well
known. A comprehensive review of the literature on numerical methods for singularly
perturbed diﬀerential equations may be found in [–].
This paper is concerned with the following singularly perturbed Volterra integro-
diﬀerential equation:











ds = , t ∈ I := [,T], (.)
u() = A, (.)
where  < ε   is the perturbation parameter, f (t,u) ((t,u) ∈ I×R) andK(t, s,u) ((t, s,u) ∈
I × I × R) are suﬃciently smooth functions, A is a given constant and ∂f
∂u ≥ α > . By
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which is a Volterra integral equation of the second kind. The singularly perturbed nature
of (.) occurs when the properties of the solution with ε >  are incompatible with those
when ε = . The interest here is in those problems which do imply such an incompatibility
in the behavior of u in a neighborhood of t = . This suggests the existence of an initial
layer near the origin where the solution undergoes a rapid transition.
A special class of singularly perturbed integro-diﬀerential-algebraic equations and sin-
gularly perturbed integro-diﬀerential systems has been solved by Kauthen [, ] by im-
plicit Runge-Kutta methods. A survey of the existing literature on a singularly perturbed
Volterra integral and integro-diﬀerential equations is given by Kauthen []. The expo-
nential scheme that has a fourth-order accuracy when the perturbation parameter ε is
ﬁxed is derived and a stability analysis of this scheme is discussed in []. The numerical
discretization of singularly perturbed Volterra integro-diﬀerential equations and Volterra
integral equations by tension spline collocation methods in certain tension spline spaces
are considered in []. For the numerical solution of singularly perturbedVolterra integro-
diﬀerential equations, we have studied the following articles: [–].
Our goal is to construct an ε-numericalmethod for solving (.)-(.), by whichwemean
a numerical method which generates ε-uniformly convergent numerical approximations
to the solution. For this, we use a ﬁnite diﬀerence scheme on an appropriate graded mesh
which are dense in the initial layer. Graded meshes are dependent on ε and mesh points
have to be condensed in a neighborhood of t =  in order to resolve the initial layer. In
graded meshes, basically half of the mesh points are concentrated in a O(ε| ln ε|) neigh-
borhood of the point t =  and the remaining half forms a uniform mesh on the rest of
[,T] (see [, , ]).
In [], the authors gave a uniformly convergent numerical method with respect to ε
on a uniform mesh for the numerical solution of a linear singularly perturbed Volterra
integro-diﬀerential equation.However, in this study, wewill derive a uniformly convergent
ε-numerical method on a gradedmesh for the numerical solution of a nonlinear singularly
perturbed Volterra integro-diﬀerential equation. This is the aspect of the problem of this
paper that is diﬀerent from [] and the others.
The outline of the paper is as follows: In Section , the properties of the problem (.),
(.) are given. In Section , the diﬀerence scheme constructed on the non-uniformmesh
for the numerical solution (.), (.) is presented and graded mesh is introduced. Stabil-
ity and convergence of the diﬀerence scheme are investigated in Section  and error of
the diﬀerence scheme is evaluated in Section . Finally numerical results are presented in
Section .
Let us now introduce some notation. Let
ωN = { < t < t < · · · < tN– < tN = T}, N = ωN ∪ {t = },
be the non-uniform mesh on [,T]. For each i≥  we set the step size hi = ti – ti–.





vi = v(ti), for any continuous function v(t).
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For any discrete function vi, we also deﬁne the corresponding discrete norm by
‖v‖∞,ωh ≡ ‖v‖∞ = max≤i≤N |vi|.
Throughout the paper, C will denote a generic positive constant that is independent of
ε and the mesh parameter.
2 The continuous problem
In this section, we study the behavior of the solution of (.)-(.) and its ﬁrst derivative
which are required for the analysis of the remainder term in the next sections when the
error of the diﬀerence scheme is analyzed.
Lemma . Suppose that f (t,u) and K(t, s,u) have continuous partial derivatives with
respect to u, respectively, on I ×R and I × I ×R and have uniformly bounded ﬁrst partial
derivatives in ε. Then the solution u(x) of problem (.)-(.) satisﬁes the inequalities







, t ∈ I. (.)
Proof The analysis of the convergence properties of numerical method that will be ob-
tained and the study of the behavior of the solution of (.)-(.) with its ﬁrst derivative
will necessarily involve the linearization of the given problem using the mean value theo-
rem for several variables (see []). Hence, we obtain
εu′(t) + p(t)u(t) +
∫ t

G(t, s)u(s)ds = q(t), t ∈ I, u() = A, (.)
where
p(t) = ∂
∂u f (t, θu),  < θ < ,
G(t, s) = ∂
∂uK(t, s,γu),  < γ < 
and




We show the validity of (.). For the solution of the problem (.), we have
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and from this we can write






























IfM =maxI×I |G(t, s)|, then it follows that














































Then, applying the Gronwall inequality to the last estimate, we obtain
∣∣u(t)∣∣≤ (|A| + α–‖q‖∞) exp(α–Mt),
which proves (.).
To prove (.), diﬀerentiating equation (.) we have
εv′(t) + b(t)v(t) = c(t), (.)
where
u′(t) = v(t), b(t) = ∂
∂uf (t,u)
and


















By using (.), we can obtain
∣∣v()∣∣ = ∣∣u′()∣∣≤ ε–∣∣f (,A)∣∣≤ Cε–. (.)
It follows from (.) that
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Obviously, if f (t,u) and K(t, s,u) has continuous partial derivatives in u, respectively, on















Hence, we can conclude that (.) is a direct consequence of (.), (.). 
3 Discretization andmesh




Ludt = . (.)
Using the quadrature rules in [], we have







ds + R()i + R
()








































K(ti, tm,um) +K(ti, tm–,um–)
]











ti, ξ ,u(ξ )
)
dξ .
It is clear from (.) and (.) that






K(ti, tm,um) +K(ti, tm–,um–)
]
+ Ri = , i = , . . . ,N , (.)
u = A, (.)


































ti, ξ ,u(ξ )
)
dξ . (.)
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NeglectingRi in (.), wemay suggest the following diﬀerence scheme for approximating
(.), (.):






K(ti, tm,Um) +K(ti, tm–,Um–)
]
= , i = , . . . ,N , (.)
U = A. (.)
For the diﬀerence scheme (.), (.) to be ε-uniform convergent, we will use a mesh
that is graded inside the initial layer region. For an even numberN , the gradedmesh takes
N/+  points in the interval [, τ ] and alsoN/+  points in the interval [τ ,T], where the




T/,α–ε| ln ε|}. (.)
In practice one usually has τ  T , so the mesh is ﬁne on [, τ ] and coarse on [τ ,T]. We
shall consider ameshωN which is equidistant in [τ ,T] but graded in [, τ ] by a logarithmic
mesh generating function (see [, ]). The corresponding mesh points are as follows:
if τ < T/, ti =
{
–α–ε ln[ – ( – ε)i/N], i = , . . . ,N/,
τ + (i –N/)h, i =N/ + , . . . ,N
(.)
and
if τ = T/, ti =
{
–α–ε ln[ – ( – exp(– αTε ))i/N], i = , . . . ,N/,
τ + (i –N/)h, i =N/ + , . . . ,N ,
(.)
where h = (T – τ )/N .
We only consider the graded mesh deﬁned by (.)-(.) in the remainder of the paper.
4 Stability and convergence of the difference scheme
Lemma . Let the diﬀerence operator
Ui ≡ AiUi – BiUi–, ≤ i≤N , (.)
be given, where Ai >  and Bi > . Then we have the following:
(i) For the diﬀerence operator (.), the discrete maximum principle holds: If Ui ≥ ,
i≥  and U ≥ , then Ui ≥ , i≥ .
(ii) If Ai – Bi ≥ α > , then the solution of the diﬀerence initial value problem
Ui = Fi, i≥ ,
U = μ
satisﬁes the estimate
‖U‖∞ ≤ |μ| + α– max≤i≤N |Fi|. (.)
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(iii) If Fi ≥  is nondecreasing and Ai – Bi ≥ α > , then
|Ui| ≤ |μ| + α–Fi, i≥ . (.)
Proof See []. 
Lemma . Under condition
α + hi
∂
∂UK(ti, ti,γUi)≥α∗ > , i = , , . . . ,N , (.)
for the diﬀerence operator
hUi := εUt¯,i +
∂






‖U‖∞ ≤ |U| + α–∗ max≤i≤N
∣∣hUi∣∣. (.)
Proof Diﬀerence expression (.) can be rewritten as














It is easy to see that











Ai – Bi =
∂




∂UK(ti, ti,γUi) > 
by (.), (.) follows in view of (.). 
Now we will show stability for the diﬀerence problem (.)-(.).
Lemma . Let the diﬀerence operator hUi be deﬁned by (.). Then for the diﬀerence
problem (.)-(.) we have
∣∣hUi∣∣≤ ‖f ‖∞ +C i∑
m=
hi|Um–|, ≤ i≤N . (.)
S¸evgin Advances in Diﬀerence Equations 2014, 2014:171 Page 8 of 15
http://www.advancesindifferenceequations.com/content/2014/1/171
Proof From (.) we have



























If we take into consideration that the kernel K(t, s,u) is bounded, it can be concluded that
the estimate (.) holds. 
Lemma . We assume that the condition (.) holds. Then for the solution of diﬀerence
scheme (.)-(.), we have
|Ui| ≤
(










m= hi|Um–|, i≥ ,
, i = ,
where
Vt¯,i = |Ui–|.
Thus, from the inequality (.), we have the following diﬀerence inequality:
∣∣hUi∣∣≤ CVi + ‖f ‖∞,
U = A.
Using the discrete maximum principle, we have
|Ui| ≤Wi,
where wi is the solution of the problem
hWi = CVi + ‖f ‖∞,
W = |A|.
In view of (.), it follows that
|Ui| ≤ |Wi| ≤ α–∗ CVi + α–∗ ‖f ‖∞ + |A| (.)
and
Vt¯,i = |Ui–| ≤ α–∗ CVi– + α–∗ ‖f ‖∞ + |A|.
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Then application of the diﬀerence analog of the diﬀerential inequality gives
Vi ≤
(











which together with (.) proves (.). 
5 Uniform error estimates
To investigate the convergence of the method, note that the error function zi = Ui – ui,
≤ i≤N , is the solution of the discrete problem
Lhzi = εzt¯,i +
[








K(ti, ti–,Ui–) –K(ti, ti–,ui–)
]
+ K˜i = Ri, i = , . . . ,N , (.)
z = , (.)
where Ri is given by (.) and
K˜i =
⎧⎪⎨⎪⎩
, i = ,∑i–
m=
hi
 {[K(ti, tm,Um) –K(ti, tm,um)]
+ [K(ti, tm–,Um–) –K(ti, tm–,um–)]}, i > .
Lemma . Under the condition of Lemma ., for the remainder term Ri of the scheme
(.)-(.), the estimate
‖R‖∞,ωN ≤ CN– (.)
holds.
Proof The remainder term of the scheme (.) can be rewritten as









































ti, ξ ,u(ξ )
)
dξ . (.)
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In view of Lemma ., for an arbitrary mesh, it follows from (.), (.), and (.) that
∣∣R()i ∣∣≤ h–i ∫ ti
ti–
(ξ – ti–)


















∣∣u′(ξ )∣∣dξ}, i = , . . . ,N , (.)
∣∣R()i ∣∣≤ h–i ∫ ti
ti–




























(tm–  – ξ )







(tm–  – ξ )







(tm–  – ξ )
















–α–ε ln[ – ( – ε) iN ] + α–ε ln[ – ( – ε)
(i–)
N ], i = , . . . ,N/,
T–τ
N/ , i =N/ + , . . . ,N .
First, we consider the τ < T/ and estimate Ri on [, τ ] and [τ ,T] separately. Then τ =
–α–ε ln ε. In the layer region [, τ ], we get







, i = , . . . ,N/, (.)
by (.). Since
hi = ti – ti– = –α–ε ln
[




 – ( – ε)(i – )N
]
≤ α–( – ε)N–













= ( – ε)N–,
it follows from (.) that
∣∣R()i ∣∣≤ α–CN–, i = , . . . ,N/. (.)
It follows from (.) and (.) that
∣∣R()i ∣∣≤ Ch≤ Cα–( – ε)N– ≤ α–CN–, i = , . . . ,N/ (.)
and
∣∣R()i ∣∣≤ Chi +Cε–hi ≤ CN–, i = , . . . ,N/, (.)
respectively. From (.), (.), and (.) for the region [, τ ] we get
|Ri| ≤ CN–, i = , . . . ,N/. (.)
In the layer region [τ ,T], |u′(x)| ≤ C (or ε– exp(–αx/ε)≤ ) by (.), and
∣∣R()i ∣∣≤ Ch, i =N/ + , . . . ,N .
In view of the above discussion, we get
∣∣R()i ∣∣≤ TCN–, i =N/ + , . . . ,N . (.)
Similarly, it is clear that
∣∣R()i ∣∣≤ TCN–, i =N/ + , . . . ,N (.)
and
∣∣R()i ∣∣≤ TCN–, i =N/ + , . . . ,N . (.)
Combining the estimates (.), (.), and (.) for the region [τ ,T], we get
|Ri| ≤ CN–, i =N/ + , . . . ,N . (.)
Nowwe consider the case τ = T/. In this case, T/ < –α–ε ln ε. Therefore, for ti ∈ [, τ ]
with (.), we can obtain similar results to that obtained above. For ti ∈ (τ ,T], since hi =














≤ (α– exp(–)h)/T = Cα– exp(–)N–.
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It follows from (.), (.), and (.) that
∣∣R()i ∣∣≤ C(T +  exp(–)α–)N–, i =N/ + , . . . ,N , (.)∣∣R()i ∣∣≤ Ch≤ CN–, i =N/ + , . . . ,N , (.)∣∣R()i ∣∣≤ Ch +Cε–h≤ CN–, i =N/ + , . . . ,N , (.)
respectively. When we combine the estimates (.), (.), and (.), we get
|Ri| ≤ CN–, i =N/ + , . . . ,N . (.)
From (.), (.), and (.), it is easy to see that (.) holds. 
Lemma . Under condition (.) and Lemma ., the solution zi of problem (.)-(.)
satisﬁes
‖z‖∞,N ≤ max≤i≤N |Ri|. (.)
Proof Using intermediate value theorem for the problem (.)-(.), we get
Lhzi = εzt¯,i +
∂




∂uK(ti, ti,ui + γ zi)zi
+ hi
∂
∂uK(ti, ti–,ui– + γ zi–)zi– + K˜
= Ri, i = , , . . . ,N , (.)









∂uK(ti, tm,um + γ zm)zm +
∂
∂uK(ti, tm–,um– + γ zm–)zm–], i > .
If we apply Lemma . to (.)-(.), then we see the validity of the inequality (.).

Combining the two previous lemmas gives us the following main result.
Theorem . Suppose that the conditions of Lemma . and (.) are satisﬁed and u is
the solution of problem (.), (.). Then the following ε-uniform convergence result holds
for the solution U of the diﬀerence problem (.), (.) on the mesh (.)-(.):
‖U – u‖∞,N ≤ CN–.
6 Numerical results
In this section, we test the performance of the diﬀerence problem (.), (.). It is clear that
the diﬀerence problem (.), (.) is a nonlinear problem. When we solve such problems,
nonlinear equations arise in each step. There are several methods for solving these kinds
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of nonlinear equations. One of these methods is quasi-linearization. Quasi-linearization
is a method like Newton’s method (see, e.g., []). This method amounts to linearizing
the nonlinear terms in the nonlinear problems. A quasi-linearization procedure deﬁnes
a sequence of linear problems whose solutions converge to that of the given nonlinear
problems. For convergence of this method, one can refer to [, ]. If we use this method
for the diﬀerence problem (.), (.), we obtain











































= , i = , . . . ,N , (.)
U (n) = A. (.)
Here, we obtain the following iteration process:
U (n)i =
AiU (n)i– + BiU
(n–)













, i = , , . . . ,N , (.)







































m ) +K(ti, tm–,U (n)m–)], i > ,
and U ()i is given.
We apply the diﬀerence scheme (.), (.) to the following Volterra integro-diﬀerential
equation:
εu′(t) + u(t) + u(t) +
∫ t

u(s)ds = e– tε – εe
– tε + e– tε + ε
with u() = . The exact solution of the equation is u(t) = e– tε . Some computational results
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Table 1 Approximate errors eN and computed orders of convergence pN on ωN for various
values of ε and N
ε N = 16 N = 32 N = 64 N = 128 N = 256 N = 512
10–1 0.048432 0.025428 0.013244 0.006847 0.003533 0.001797
0.93 0.94 0.95 0.95 0.97
10–2 0.049452 0.015768 0.013189 0.006691 0.003367 0.001691
0.94 0.97 0.98 0.99 0.99
10–3 0.050015 0.026007 0.013277 0.006723 0.003381 0.001697
0.94 0.97 0.98 0.99 0.99
10–4 0.050137 0.026058 0.013295 0.006730 0.003384 0.001698
0.94 0.97 0.98 0.99 0.99
10–5 0.050146 0.026062 0.013297 0.006733 0.003385 0.001698
0.94 0.97 0.98 0.99 0.99
10–6 0.050149 0.026063 0.013297 0.006734 0.003385 0.001698





The obtained results show that the convergence rate of the diﬀerence scheme (.), (.)
is essentially in accord with the theoretical analysis.
7 Conclusion
A nonlinear Volterra integro-diﬀerential equation was considered. We solved this equa-
tion by using a ﬁnite diﬀerence scheme on an appropriate graded mesh which is dense in
the initial layer. We showed that the method shows uniform convergence with respect to
the perturbation parameter for the numerical approximation of the solution. Numerical
results which support the theoretical results were presented.
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