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The classical ground states of the SU(4) Heisenberg model on the face centered cubic lattice
constitute a highly degenerate manifold. We explicitly construct all the classical ground states of
the model. To describe quantum fluctuations above these classical states, we apply linear flavor-wave
theory. At zero temperature, the bosonic flavor waves select the simplest of these SU(4) symmetry
breaking states, the four-sublattice ordered state defined by the cubic unit cell of the fcc lattice. Due
to geometrical constraints, flavor waves interact along specific planes only, thus rendering the system
effectively two dimensional and forbidding ordering at finite temperatures. We argue that longer
range interactions generated by quantum fluctuations can shift the transition to finite temperatures.
PACS numbers: 75.10.Jm, 67.85.Hj
I. INTRODUCTION
The low energy physics of the Mott-insulating state in
transition-metal oxides with orbital degeneracy is gen-
erally described by a Kugel-Khomskii model,1,2 an ex-
tension of the Heisenberg model to include the coupling
between the spin and orbital degrees of freedom between
the ions. For electrons in the eg orbitals, the local Hilbert
space is four dimensional, as next to the twofold spin
degeneracy a twofold orbital degeneracy appears. The
highest allowed symmetry in the Kugel-Khomskii model
is SU(4),3–5 where all the spins and orbitals are treated
equally, leading to the SU(4) Heisenberg model, with the
Hamiltonian
H = J
∑
〈r,r′〉
Pr,r′ , (1)
where Pr,r′ is the permutation operator exchanging
the SU(4) flavors between the neighboring sites r and
r′. More generally, if the local Hilbert space is N -
dimensional, the Hamiltonian (1) is SU(N) symmetric,
which, as a special case, includes the standard spin-1/2
SU(2) Heisenberg model. The exchange interaction in
some f -electron materials, like the CeB6,
6 is also very
close to the SU(4) symmetry.
A further – and quite promising – realization of SU(N)
symmetric Mott insulators are ultracold atoms on opti-
cal lattices7, where an elaborate control over almost ev-
ery single parameter of the model system is routinely
utilized. The atoms are trapped optically; both the po-
tential height and the lattice periodicity can be adjusted
by tuning the amplitude, phase and wavelength of the
lasers. Even the geometry of the lattice can be changed in
situ.8 Further advantage of such systems is that interac-
tion between the atoms can be controlled in a wide range
through the access of various scattering resonances.9–11
In first experiments the Mott insulator was realized with
a dilute gas sample of alkaline atoms loaded to an opti-
cal lattice.12–14 Later, by trapping higher spin alkalies15
and by cooling alkaline-earth-metal atoms to quantum
degeneracy16,17 has opened the way to Mott insulators
with higher spin atoms.18,19 As a result, one can hope
that many antiferromagnets, either encountered in real
materials, or proposed by theorists for academic interest
can now be realized.20–26
A large variety of ground states has been put for-
ward for the SU(4) Heisenberg models. A quantum liq-
uid with algebraically decaying spin-spin correlations is
formed in the one dimensional chain4,27 (which is Bethe
ansatz solvable28), and there is strong evidence for a sim-
ilar critical state in the hexagonal lattice.29 In ladder,30
checkerboard lattice,31 and honeycomb lattice with first
and second neighbor exchange32 the spins form SU(4) sin-
glets or plaquettes, resulting in a translational symmetry-
breaking states. In the square lattice, the proposals range
from plaquettes,21,33 via liquid,34 to a dimerized state.35
The SU(4) Heisenberg model in three-dimensional lat-
tices is largely unexplored, with the exception of the cubic
lattice, where a resonating plaquette state is suggested in
Refs. [36,37].
In this paper, we study the ground state of the SU(4)
symmetric Heisenberg antiferromagnet on a face centered
cubic (fcc) lattice. Assuming an ordered, SU(4) symme-
try breaking ground state, we first study the classical
limit of the problem. We shall see, that the classical
ground state is macroscopically degenerate and that the
inclusion of quantum fluctuations in linear flavor-wave
theory38,39 reduces the degeneracy to the order of unity.
The flavor wave excitations will have flat modes along one
of the directions. In particular, the Goldstone mode40
will have zero energy all along this line, which is the
consequence of the classical degeneracy. According to
the Mermin-Wagner-Hohenberg theorem, such a reduc-
tion of the effective dimension of the model, from 3 to
2, destroys long range order at finite temperatures.41,42
We show that the inclusion of the ubiquitous, but mostly
negligible, next-nearest-neighbor interactions (originat-
ing either from exchange terms or generated by quantum
fluctuations) couple the otherwise independent directions
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2and stabilize a Ne´el ordered phase at finite temperature.
The rest of the paper is organized as follows. In Sec. II
we introduce the model first in terms of the SU(4) spin
operators and later in terms of bosonic fields by applying
the Schwinger representation. In Sec. III the classical or-
dering, and in particular, its degeneracy is discussed in
terms of the Schwinger boson mean fields. Quantum fluc-
tuations are treated using flavor waves in Sec. IV, where
we also show the selection of the ground state. In Sec. V
we introduce an effective second neighbor interaction to
describe the quantum effects at classical level. In Sec. VI
we explore the reduction of the ordered moments due to
the quantum fluctuations at zero and finite temperatures.
We summarize our results in Sec. VII.
II. THE SU(4) HEISENBERG MODEL AND ITS
BOSONIC REPRESENTATION
Here we consider the SU(4) symmetric antiferromag-
netic (J > 0) Heisenberg model on the fcc lattice defined
by the Hamiltonian
H = J
∑
〈r,r′〉
∑
α,β
Sαβ (r)S
β
α(r
′) . (2)
The first summation is over the nearest neighbors, Sβα(r)
are the generators of the SU(4) Lie algebra at site r,
which follow the commutation relation3[
Sαβ (r), S
µ
ν (r)
]
= δα,νS
µ
β (r)− δβ,µSαν (r) , (3)
where α, β, µ, ν ∈ {A,B,C,D}. Generators on different
sites commute. These 16 generators are the spin oper-
ators, which can be represented as dIR × dIR matrices,
where dIR is the dimension of the irreducible representa-
tion of the SU(4) algebra which spans the local Hilbert
space. More precisely, since the trace
∑
α S
α
α(r) is pro-
portional the identity operator, the number of nontrivial
generators is only 15.
When the Heisenberg Hamiltonian (2) is realized as
the low energy effective Hamiltonian of a Mott insulator
with a single particle per site,43 the local Hilbert space is
spanned by the states {A,B,C,D}, so that Sβα|α〉 = |β〉
and zero otherwise. The Hamiltonian (2) then simplifies
to Eq. (1), furthermore∑
α
Sαα(r) = I4×4 , (4)
I4×4 being the 4-dimensional unit matrix. The four
states, we shall also refer to them as flavors or colors,
are the four internal states of the particles and form the
basis set of the 4-dimensional fundamental representa-
tion. These 4 states are the SU(4) analogs of the {↑, ↓}
basis states of spin–1/2 representation, which is the fun-
damental representation of the SU(2) algebra.
The SU(4) Lie algebra, Eq. (3), can be satisfied with
the spin-operators of the following form39,43,44
Sαβ (r) = b
†
r,αbr,β , (5)
where b†r,α (br,β) create (annihilate) a Schwinger boson
with color α (β) on site r. In this case we describe a Mott
insulator with an integer number M of bosonic particles
on a site, so that ∑
α
b†r,αbr,α = M , (6)
which is equivalent to [c.f. Eq. (4)]∑
α
Sαα(r) = MIdIR×dIR . (7)
On each site the
dIR =
(
M + 3
3
)
(8)
dimensional fully symmetrical irreducible representation
is realized, pictured by a Young tableau with a single
row having M boxes.44 For a single boson per site, when
M=1, we recover the dIR = 4 fundamental representation
(its Young tableau is a single box). In the Schwinger bo-
son representation the exchange interaction on the bonds
takes the following form:∑
α,β
Sαβ (r)S
β
α(r
′) =
∑
α,β
b†r,αb
†
r′,βbr,βbr′,α . (9)
In the equations above, M is a parameter, allowing for
a controlled treatment of fluctuations above the classical
state, which is exact for M →∞. The role of fluctuations
will be analyzed in flavor-wave theory as an expansion in
1/M , just like the spin-wave theory is a 1/S expansion
around the classical, S → ∞ limit. We will keep the
parameter M explicit in the following to keep track of
the order of the expansion. Our goal is to describe an
ordered Mott insulator with a single particle (boson or
fermion) per site, which corresponds to M = 1.
III. THE CLASSICAL GROUND STATES
A. Classical states
When thermal and quantum fluctuations are negligi-
ble, i.e. in the classical limit, boson operators are char-
acterized by their mean values
〈br,α〉 =
√
Mξr,α , (10a)
〈b†r,α〉 =
√
Mξ∗r,α , (10b)
where the classical field r is a complex 4-dimensional unit
vector at site r with components ξr,α. The classical value
of the spin operators (5) are therefore represented by
Sαβ (r) = ξ
∗
r,αξr,β . In this limit they are no longer opera-
tors, instead they are 4× 4 Hermitian matrices, further-
more they are rank-1 projectors. In comparison to the
SU(2) case, there, a classical state is described, on sim-
ilar grounds, by two-component bosons, and therefore,
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FIG. 1. (color online) The cubic unit cell of the four-sublattice
ordered state. The coloring of the sites on the figure corre-
sponds to the ϑz = 0 case in Eq. (12).
the classical field is a two component, complex, unit vec-
tor. The spin matrix at each site is a 2 × 2 Hermitian
matrix, which is a rank-1 projector too. Such a projector
is described by 2 real numbers, what we can identify as a
unit vector in the 3D world, pointing to the direction of
local magnetisation. In the SU(4) case the spin operators
are characterised by 6 independent real numbers.
Starting from Eq. (2), the classical energy is obtained
by replacing the bosonic operators in Eq. (9) with their
mean values given by Eqs. (10),
E(0) = JM2
∑
〈r,r′〉
∣∣∣∣∣∑
α
ξ∗r,αξr′,α
∣∣∣∣∣
2
. (11)
The classical ground state configuration is determined
by minimizing E(0) with respect to the classical fields.
Since it is a sum of squares, the energy of the classical
ground state is bounded from below by zero. Zero en-
ergy is realized for configurations with orthogonal ξ vec-
tors on neighboring sites. The simplest classical ground
state can be found naturally in the cubic unit cell of the
fcc lattice: we can choose four orthogonal colors on the
four sublattices, as shown in Fig. 1. However, this is not
the only choice. In the following, we are going to show
that the classical ground state for the fcc lattice is highly
degenerate, and the problem is in fact underconstrained.
B. The degeneracy of the classical ground states
The most general classical configurations consist of
two sublattice-ordered {100} layers as follows: let us
consider a single plane of the lattice, for example the
z = 0 (001) plane (the normal vector of this plane
points to the z direction, e.g. the lowest horizontal
plane in Fig. 1). The sites in this plane form a bi-
partite square lattice and can be colored with two col-
ors, i.e. we can choose two orthogonal ξ vectors as
(cosϑ0, sinϑ0, 0, 0) and (− sinϑ0, cosϑ0, 0, 0). On the fol-
lowing z = 1/2 plane (we set the lengths of the sides of
the cubic unit cell to 1), which is also a square lattice,
we can select the two ξ vectors as (0, 0, cosϑ1/2, sinϑ1/2)
and (0, 0,− sinϑ1/2, cosϑ1/2) on the two sublattices, re-
spectively. On the z = 1 layer the allowed ξ vectors are
(cosϑ1, sinϑ1, 0, 0) and (− sinϑ1, cosϑ1, 0, 0) – this is the
same as on the plane z = 0, except for the choice of ϑ.
The rule is actually simple: by defining ξA = (1, 0, 0, 0),
ξB = (0, 1, 0, 0), ξC = (0, 0, 1, 0), and ξD = (0, 0, 0, 1),
we may choose two arbitrary, orthogonal linear combi-
nations of ξA and ξB on layers with integer z, while on
layers with half-integer z we choose orthogonal combina-
tions of ξC and ξD. This state can be characterized by
the direction of the plane – in this case (001), and by the
ordered set of the
{ϑz} = (. . . , ϑ−1, ϑ−1/2, ϑ0, ϑ1/2, ϑ1, ϑ3/2, . . .) (12)
values. Clearly, we may have chosen a different plane –
the (100), the (010), and the (001) are crystallograph-
ically equivalent. The particular choice of the classical
fields on the first two, z = 0 and z = 1/2, planes is
without loss of generality, since there is always a suitable
global SU(4) transformation which can rotate a state into
the above form. Setting all the ϑz in Eq. (12) to 0 cor-
responds to the four-sublattice-ordered state shown in
Fig. 1: all the three {100} planes are two sublattice or-
dered.
Now, let us show below that these are the only possi-
ble classical ground state configurations. For that pur-
pose, let us consider the octahedron shown in Fig. 2,
constructed from the face centers of the cubic unit cell.
On sites 1, 2, and 3 (a triangle) the global SU(4) ro-
tation allows us to select the classical fields to point to
the directions ξA = (1, 0, 0, 0), ξC = (0, 0, 1, 0), and ξD =
(0, 0, 0, 1), respectively. On site 4, which is not connected
to site 1, we can choose the classical field as a linear com-
bination of ξA and ξB , namely ξ4,ϑ = (cosϑ, sinϑ, 0, 0)
[see Fig. 2(a)]. On one hand, we may select ϑ 6= 0,
then the classical fields on site 5 and 6 are fully deter-
mined, as shown in Fig. 2(b). On the other hand, if
ϑ = 0, then the classical field on site 5 can be chosen
as ξ5,ϑ′ = (0, cosϑ
′, 0, sinϑ′), orthogonal to the vectors
on the neighboring sites [see Fig. 2(c)]. Now, depending
on whether we choose ϑ′ = 0 or not, we end up with
the two possible configurations shown in Fig. 2(d) and
Fig. 2(e). To summarize, starting from a given configu-
ration on sites 1,2, and 3, we find three classes of solu-
tions, where the ξ on one of the sites 4, 5, or 6 is not
fully determined. Once the colors on the octahedron are
decided, the classical fields on the corners of the cube
in Fig. 2(b) are determined too (the corner of the cube
and the three nearest-neighbor face centers form a tetra-
hedron, and there is no coloring freedom for the com-
plete graph of four sites). Similar considerations hold for
Figs. 2(d) and (e). All possible outcomes (b), (d) and (e)
have one thing in common: In each of them we can find
four sites on a square which are coloured by two colours
4(a) (b)
(c) (d)
(e)
FIG. 2. (color online) A selection tree illustrating the degen-
eracy of the classical configurations on an octahedron. The
figure shows how the classical fields on the sites of an oc-
tahedron formed by the face centers of the unit cell can be
chosen one by one, in a way to minimize E(0) (see the text for
details). The gray planes denote the planes colored by two
flavors only.
only, and which define a plane. In Fig. 2(b), this plane is
defined by the sites 2, 3, 6, 5, while on outcome (d), the
plane is defined by sites 1, 3, 4, 5, and finally, on outcome
(e), the plane is defined by sites 1, 6, 4, 2. These four sites
form the basis of the two-sublattice ordered planes of the
previous paragraph, when the fcc lattice is gradually built
from the cubic cells each containing an octahedron and
the corner points surrounding it.
C. The helical state
A particularly simple choice of the parameter set {ϑz}
corresponds to the helical states, defined by a ϑz varying
linearly with the position of the plane along the z axis,
ϑz = z ϑ in Eq. (12). The classical field of the helical
state can be expressed in the following recursive form:
ξr+δ = R(−ϑ/2) ξr, (13)
where the matrix
R(ϑ) =
 0 0 cosϑ − sinϑ0 0 sinϑ cosϑcosϑ − sinϑ 0 0
sinϑ cosϑ 0 0
 (14)
transforms the fields from one layer to the following one
translated by the vector δ =
(
1
2 , 0,
1
2
)
. Furthermore, we
set the classical fields on a specific, reference plane, say
the z = 0 layer. On this layer we use a two sublattice
ansatz, where the two sublattices ΛA and ΛB alternate in
a checkerboard manner. In this plane, we choose ξr = ξA,
if r ∈ ΛA, and ξr = ξB , if r ∈ ΛB . The classical fields
on the other planes can be calculated from this reference
plane with the help of the recursion (13).
Now, it is convenient to extend the sublattices ΛA
and ΛB to the whole fcc lattice: the sites that can be
reached from ΛA in the z = 0 plane by translations
with δ belong to sublattice ΛA. Sublattice ΛB can be
defined similarly. This way, ΛA consists of the lattice
points ri = (mx,my,mz) and (mx + 1/2,my,mz + 1/2),
while sites with coordinates (mx+1/2,my+1/2,mz) and
(mx,my + 1/2,mz + 1/2) belong to ΛB , where mx, my,
and mz are integers.
Our simple recursion for the helical state, Eq. (13),
allows us to express the classical field explicitly at every
site by raising the recursion matrix to the power corre-
sponding to the distance of the site from the z = 0 layer.
That is,
ξ(x,y,n/2) = R
n(−ϑ/2) · ξ(x−n/2,y−n/2,0)
= Rn(−ϑ/2) · ξ˜(x,y,n/2), (15)
where ξ˜r = ξA for r ∈ ΛA and ξ˜r = ξB for the sites
belonging to sublattice ΛB .
In general, the structure is incommensurate with the
lattice spacing, except for special values of ϑ. These in-
clude the ϑ = 0 case, where R2(ϑ) is the identity matrix,
and we recover the four–sublattice state shown in Fig. 1.
The other special case is for ϑ = pi/2, with a periodic-
ity ∆z = 2: two–sublattice ordered square lattice planes
of pure ξA and ξB alternate with layers of pure ξC and
ξD such that every fourth layer is identical. Two layers
above ξA we find a ξB ; consequently, two layers above a
ξC there is a ξD and vice versa. This state is discussed
in more detail in Appendix A.
D. Classical spin-spin correlation function in the
helical state
The order of the helical state can be characterized with
the help of the so-called ordering wave vectors,43 which
are the positions of the peaks of the static structure fac-
tor S(q).43,45 The static structure factor is the Fourier
transform of the equal time spin-spin correlation function
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FIG. 3. (color online) Ordering vectors of the helical state in the Brillouin zone for three different values of ϑ. (a) The Brillouin
zone and high symmetry points of the fcc lattice. (b) The ϑ = 0 (the four-sublattice ordered) case: the ordering vectors Qj
(j = 1, 2, 3) are located at the three distinct X high symmetry points. (c) The ϑ = pi/4 case: two of the ordering vectors Qi
split into Q+i and Q
−
i (i = 1, 2). These roots move towards the closest W points as ϑ increases; (d) At ϑ = pi/2, the ordering
wave vectors merge again at the W1 and W2 points, but now Q1 := Q
+
1 = Q
−
2 and Q2 := Q
−
1 = Q
+
2 .
between spins on sites 0 = (0, 0, 0) and r,
S(r) =
∑
α,β
〈[
Sβα(0)−
M
4
δα,β
] [
Sαβ (r)−
M
4
δα,β
]〉
,
(16)
where the trace of the SU(4) generators is subtracted.
Using Eqs. (5) and (10), we take the expectation value in
the classical ground state by completely neglecting fluc-
tuations, arriving to
Scl(r) = M
2
(∣∣∣∑
α
ξ∗0,αξr,α
∣∣∣2 − 1
4
)
. (17)
For the helical state, given by Eq. (15), it evaluates to
Scl(r) =

(1+2 cos 2nzϑ)
M2
4 , if r=(nx, ny, nz);
(1−2 cos 2nzϑ)M24 , if r=(nx+ 12 , ny+ 12 , nz);
−M24 , if r=(nx+ 12 , ny, nz+ 12 );
−M24 , if r=(nx, ny+ 12 , nz+ 12 ).
(18)
For the simple four-sublattice state, i.e. the helical state
with ϑ = 0, the correlation function simplifies to
S
(ϑ=0)
cl (r) =
{
3
4M
2 , if r = (nx, ny, nz) ;
− 14M2 , otherwise.
(19)
The Fourier transform of the correlation function of the
helical state, Scl(q) =
∑
r e
−ir·qScl(r), consists of delta
functions at the ordering wave vectors in the Brillouin
zone [Fig. 3(a)],
Q±1 = 2pi(1, 0,±ϑ/pi) , (20a)
Q±2 = 2pi(0, 1,±ϑ/pi) , (20b)
Q3 = 2pi(0, 0, 1) , (20c)
and at the equivalent points in the bcc reciprocal lattice
spanned by the reciprocal primitive vectors 2pi(1, 1, 1),
2pi(1, 1,−1), and 2pi(1,−1, 1). For the four sublattice
case, the three Q vectors are located at the three distinct
high symmetry points X. As ϑ becomes nonzero, both
Q1 and Q2 split into two branches. These new points
move towards the distinct W points, reaching them at
ϑ = pi/2. The W1 points (and similarly W2) are equiva-
lent, differing only by a reciprocal primitive vector, there-
fore the two branches merge again at ϑ = pi/2, but now
Q1 ≡ Q+1 = Q−2 (W1 point), and Q2 ≡ Q+2 = Q−1 (W2
point). See Fig. 3 for illustration.
The nonvanishing Fourier components of the correla-
tion function are all equal for the ϑ = 0 and ϑ = pi/2
cases, with
S(Q1) = S(Q2) = S(Q3) =
M
4
, (21)
while for an arbitrary helical state
S(Q±1 ) = S(Q
±
2 ) =
M
8
, S(Q3) =
M
4
. (22)
These can be identified as Bragg peaks in a corresponding
scattering experiment.43,45
IV. QUANTUM CORRECTIONS FROM
LINEAR FLAVOR-WAVE THEORY
We have seen in the previous section that the classical
energy, Eq. (11), takes its minimum value on a highly
degenerate set of configurations. In this section we show
that the inclusion of quantum fluctuations lifts the de-
generacy and selects a specific long-range-ordered state
through the order-by-disorder mechanism.46,47
For simplicity, we construct the linear flavor-wave the-
ory over the helical state of Sec. III C. That is, we look
for quantum fluctuations over the classical configurations
given by Eq. (15). Our calculation is in the spirit of
Ref. [48], where the degeneracy of the SU(3) Heisenberg
model on the square lattice was treated.
6Using Eq. (14) as a canonical transformation, we in-
troduce new boson operators as
b˜(x,y,n/2),α =
∑
β
[Rn(ϑ/2)]αβ b(x,y,n/2),β . (23)
Since the mean value 〈b˜r,α〉 =
√
Mξ˜r,α, the definition
(23) reduces to Eq. (15) in the classical limit. The clas-
sical field ξ˜r,α has a single nonzero component, which is
equal to ξA, ξB for r ∈ ΛA,ΛB , respectively. This canon-
ical transformation allows us to replace the transformed
Schwinger bosons b˜ with Holstein-Primakoff bosons c:38
b˜r,α =
 cr,α, if r 6∈ Λα,√
M − µr,α, if r ∈ Λα,
(24a)
where
µr,α =
∑
β 6=α
c†r,βcr,β . (24b)
The Holstein-Primakoff bosons describe transverse fluc-
tuations around the classical ordering. The amount of
these fluctuation is measured by the occupation number
µr,α. This quantity is also referred to as the spin reduc-
tion.
A. Calculation of the zero point energy
We calculate the ϑ dependence of the quantum correc-
tion to the classical energy first by expanding Eq. (24a)
in powers of 1/M , then through Eqs. (23) and (9) we
also expand the Hamiltonian (2). The first term in the
Hamiltonian is the classical energy E(0), proportional to
M2 (see Eq. (11)). It vanishes, because the classical
ground state energy is zero. The second term ∝ M3/2
vanishes since the state is a local minimum of the clas-
sical energy. Therefore, the leading term is proportional
to M , which is quadratic in the boson operators. The
diagonalization of this quadratic term with a Bogoliubov
transformation allows us to calculate the ground state
energy resulting from fluctuations.
To progress further, we introduce a unit cell con-
taining two sites, one from each sublattices ΛA and
ΛB . The position of the unit cell is given by r =
(mx,my,mz) in the planes with integer z-coordinate and
r = (mx +
1
2 ,my,mz +
1
2 ) in the planes with half-integer
z-coordinate. The unit cell contains one site from sublat-
tice ΛA (with coordinate r), and another one from sub-
lattice ΛB with coordinate r+δ
′, where δ′ =
(
1
2 ,
1
2 , 0
)
. A
relatively simple notation can be obtained by grouping
the 6 Holstein-Primakoff bosons of the unit cell (3 for
each site) into the formal vector
Φr = (cr,B , cr,C , cr,D, cr+δ′,A, cr+δ′,C , cr+δ′,D)
T , (25)
and its Fourier-transform
Φq =
√
2
Ns
∑
r
Φr e
−iq·r , (26)
where Ns denotes the number of lattice sites.
In the semiclassical expansion we use the approximate
form (up to the order of M−3/2)√
M − µr,α ≈
√
M
(
1− µr,α
2M
)
, (27)
and we substitute it into the Hamiltonian (1), which to
leading order in M gives
H(2) = JM
∑
q∈BZ
[
4 Φ†qΦq + 2
(
ΦTqB
∗(q)Φ−q + h.c.
)]
,
(28)
where the matrix B(q) is
B(q) =

−cxcy 0 0 0 0 0
0 cyczc
2
ϑ −icyszcϑsϑ 0 −icxszcϑsϑ cxczs2ϑ
0 icyszcϑsϑ −cyczs2ϑ 0 −cxczc2ϑ −icxszcϑsϑ
0 0 0 −cxcy 0 0
0 icxszcϑsϑ −cxczc2ϑ 0 −cyczs2ϑ icyszcϑsϑ
0 cxczs
2
ϑ icxszcϑsϑ 0 −icyszcϑsϑ cyczc2ϑ
 . (29)
Above, we introduced the following shorthand notations:
cν = cos(qν/2) and sν = sin(qν/2) for ν = x, y, z, fur-
thermore cϑ = cos(ϑ/2) and sϑ = sin(ϑ/2).
The Hamiltonian (28) is quadratic in the boson oper-
ators, so it can be diagonalized by choosing a new set of
operators with a Bogoliubov transformation
Φ˜q = U(q)
†Φq + V†(q)Φ
†
−q , (30a)
Φ˜†−q = U
T (q)Φ†−q + V
T (q)Φq . (30b)
The transformation matrices are composed of the eigen-
7vectors of the Bogoliubov matrix
M(q) = 4JM
[
I6×6 B(q)
−B∗(q) −I6×6
]
, (31)
where I6×6 is the 6-dimensional identity matrix. The
Bogoliubov matrix M defines the dynamics of the boson
vector (Φq,Φ
†
−q),
i~
∂
∂t
(
Φq
Φ†−q
)
= M(q)
(
Φq
Φ†−q
)
. (32)
The characteristic equation for the eigenvalues and trans-
formation matrices U and V is given by∑
k
Mj,k(q)Tk,i(q) = ωiTj,i(q) , (33)
where the transformation matrices are arranged in a
block matrix form,
T(q) =
(
U(q) −V(q)
−V(q) U(q)
)
, (34)
and i, j, k ∈ {1, 2, ..., 12}. The eigenvalues are real and
come in± pairs. We order these eigenvalues, so that ω1 >
ω2 > · · · > ω6 > 0 and ωi = −ω6+i. The eigenvectors are
normalized with the requirement that the new operators
Φ˜ fulfill boson commutation relations:
U(q)U†(q)−V(q)V†(q) = I6×6 , (35a)
V†(q)U∗(q)−U†(q)V∗(q) = O6×6 , (35b)
where O6×6 is the 6-dimensional zero matrix.
After diagonalization, the correction to the ground
state energy per site evaluates to
E(2)(ϑ)
Ns
=
1
2
6∑
i=1
[∫
BZ
d3q
32pi3
ωi(q)
2
− 4JM
]
, (36)
where 32pi3 is the volume of the Brillouin zone shown
in Fig. 3(a) and the factor 1/2 in front of the integral
takes into account that our unit cell has two sites. The
correction is an even function of ϑ, E(2)(ϑ) = E(2)(−ϑ)
and is periodic with period pi, E(2)(ϑ) = E(2)(pi + ϑ)
[while the ϑ → ϑ + 2pi leaves the configurations in the
helical state unaltered, the periodicity in pi is less obvious:
ϑ→ ϑ+ pi exchanges the C and D basis states, see Eqs.
(13) and (14), which can be undone by a global SU(4)
rotation]. The ground state energy (36) is plotted for
0 ≤ ϑ ≤ pi in Fig. 4. The lowest energy configuration is
realized for ϑ = 0. Thus, this analysis shows, that among
the helical states, the ground state is the one with ϑ = 0,
which is a non-helical, simple, four-sublattice state.
B. The ϑ = 0 ground state
For a general ϑ, the characteristic equation of the Bo-
goliubov matrix, Eq. (33), can be evaluated only nu-
merically. However, in the ϑ = 0 and ϑ = pi/2 cases
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FIG. 4. (a) Quantum correction to the energy of the helical
state as a function of ϑ. The energy takes its minimum value
for ϑ = 0 and ϑ = pi, which correspond to the four-sublattice
state shown in Fig. 1. The red squares and the diamond corre-
spond to the values given in Eqs. (41) and (A4), respectively.
(b) The coefficients ed of the Fourier series of the energy,
defined as E(2)(ϑ)/Ns = e0 +
∑∞
d=1 ed cos 2dϑ, plotted on a
log-log scale. The first two coefficients are e0 = −1.843MJ
and e1 = −0.043MJ . Further coefficients scale with the index
d as ∝ d−3.5 (straight line) showing a nonanalytical behavior
at ϑ = 0.
it becomes analytically solvable. Here we illustrate this
property for ϑ = 0 (the ϑ = pi/2 case is treated in Ap-
pendix A).
In this case the Bogoliubov matrix, Eq. (31), can be
transformed into a block diagonal matrix, where the
blocks are all of dimension 2× 2, and are all of the same
general form
Msqν = 4JM
[
1 γsqν (q)
−γsqν (q) −1
]
, ν ∈ {x, y, z}, (37)
where
γsqx (q) = cos
qy
2
cos
qz
2
, (38a)
γsqy (q) = cos
qx
2
cos
qz
2
, (38b)
γsqz (q) = cos
qx
2
cos
qy
2
. (38c)
The only difference between the blocks is in γsqν (q). All
three different blocks, with different ν, participate twice
in the matrix (31).
8This simplification is the consequence of the highly
symmetric, four-sublattice structure of this phase. To
be more specific, there is a single flavor on each site, i.e.
the mean value of the Schwinger boson operators is one
of the basis vectors: ξA, ξB , ξC , or ξD. There is a one-to-
one correspondence between a pair of colors: AB, AC,
AD, BC, BD, CD, and a specific plane characterized by
its normal vector [one of (1, 0, 0), (0, 1, 0), or (0, 0, 1)] and
its parity (whether it has integer or half-integer coordi-
nates along the direction of the normal vector). Inside
each plane, the corresponding specific two colors alter-
nate in a checkerboard manner. The interaction term
in the Hamiltonian between a pair of neighboring sites
involves the product of two Holstein-Primakoff bosons.
One of them is from the first and the other one is from
the other site. The Holstein-Primakoff boson on the first
site has to be from the same flavor as the classical order-
ing of the other site, and vice versa in order to survive the
contraction of the indices in Eq. (9) – see also Appendix
A1 in Ref. [29]. Therefore, for a given flavor pair, there
is a specific plane out of the 6 = 3 × 2 different ones (3
for the directions and 2 for the parity) within which the
given type of boson flavors can interact. Such an interac-
tion is described by one of the Msqν matrices. In fact, for
the state depicted in Fig. 1, the A and B boson interact
only within the planes characterized by integer z values,
the C and D bosons interact within planes with half-odd
integer z values, the A and D bosons within the plane
with integer x values and so on.
Since these parts of the Hamiltonian are independent,
they can be diagonalized separately. The excitation en-
ergies of the above Msqν matrices are
ωsqν (q) = 4JM
√
1− |γsqν (q)|2 . (39)
The dispersion ων(q) is flat along the ν direction, as qν is
missing from the corresponding γsqν (q) in Eqs. (38). The
dispersions are shown in Fig. 5(a).
The contribution to the single site energy from the
different Msqν blocks give the same value:
E
(2)
sq
Ns
= −0.316JM . (40)
Adding all these contributions, the total quantum cor-
rection to the energy, Eq. (36), evaluates to
E
(2)
ϑ=0
Ns
= 6
E
(2)
sq
Ns
= −1.896 JM . (41)
We draw the attention to the flat, zero energy mode
between the Γ and X points in the Brillouin zone. It is the
Goldstone mode associated with the continuous classical
degeneracy of the ground state,40 namely that each plane
can be independently rotated in the SU(4) space, while
keeping the two sublattice structure within the plane, as
expressed by the freedom of choosing the ϑ’s in Eq. (12).
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FIG. 5. (color online) Dispersion relation of the flavor waves
for the Heisenberg model with nearest neighbour interactions
only (a), and with a finite second neighbour ferromagnetic
exchange J2/J = −0.086 (b), along the path in the Brillouin
zone shown in the inset. The degeneracy (×1, ×2, and ×3)
of each mode is proportional to the width of the lines and the
colour becomes lighter with increasing degeneracy.
V. HAMILTONIAN EXTENDED WITH
SECOND NEIGHBOUR EXCHANGE
In the case of the SU(2) spin systems, quantum fluc-
tuation prefer collinear structures, thus it is customary
to approximate the effect of quantum and thermal ex-
citations by adding a biquadratic term with a negative
coefficient of the order of 1/S to the classical energy,
S being the length of the SU(2) spin.47,49 The classi-
cal solution of such an effective model reproduces the
phenomena attributed to quantum fluctuations, among
others, the magnetisation plateaus on frustrated lattices
(see Ref. 50 for a more detailed discussion). In the case of
SU(4) spins, however, the notion of the collinearity is not
so obvious (for example, adding na¨ıvely a
∣∣∑
α ξ
∗
r,αξr′,α
∣∣4
term to the expression of classical energy, Eq. (11), does
not help in the selection of the ground state). Further-
more, the nature and origin of the degeneracy we need
to reduce is different in the SU(2) and SU(4) case: while
in the frustrated SU(2) models the ground states do not
optimise the bond energies, in the SU(4) case each bond
is fully satisfied at the classical level.
9A hint is given by the observation that the second (i.e.
next nearest) neighbour ferromagnetic interaction is com-
patible with ϑ = 0 four sublattice order selected by the
fluctuations. For this reason, we extend the Hamilto-
nian with the exchanges over the 〈〈r, r′〉〉 next-nearest-
neighbor pairs
Hext = H+ J2
∑
〈〈r,r′〉〉
∑
α,β
Sαβ (r)S
β
α(r
′) . (42)
Each site has 12 nearest neighbour and 6 second neigh-
bour sites. We note in passing that antiferromagnetic
J2 > 0 interactions lead to frustration in the usual sense:
we are not able to satisfy all the bonds at the same time.
Below, we restrict the discussion of the spectrum to the
antiferromagnetic J and ferromagnetic J2, in order to be
compatible with the ϑ = 0 ordering, which is realized for
any J > 0 and J2 < 0 values. The classical energy of the
ground state is then
E(0)
Ns
= 3J2M
2, (43)
while the expectation value of the Hamiltonian (42) in
the helical state is
E(0)(ϑ)
Ns
=
(
3− sin2 ϑ) J2M2 . (44)
Comparing this with the energy of the quantum fluc-
tuations, in particular with Fig. 4(b), we get that the
fluctuations can be described by choosing
Jeff2 =
2e1
M2
= −0.086 J
M
(45)
at the classical level. In analogy to the SU(2) case,51,52
we anticipate that the addition of this effective coupling
will provide a finite, ∝ 1/M2, dispersion to the zero mode
between Γ and X.
To get the dispersion with finite J2, we repeat below
the calculation presented in Sec. IV, now with the inclu-
sion of the J2 coupling. The J2 does not bring in any
further complication, as it simply couples the Holstein-
Primakoff bosons in different layers, so that the Bogoli-
ubov matrix (37) is replaced by
Mextν = M
sq
ν + M
NNN , (46)
where Msqν is still given by Eq. (37), and
MNNN = −6J2M
[
γ¯NNN(q) 0
0 −γ¯NNN(q)
]
, (47)
with
γ¯NNN(q) = 1− cos qx + cos qy + cos qz
3
. (48)
This modified Bogoliubov matrix has the following spec-
trum:
ωextν (q) = M
√
[4J − 6J2γ¯NNN(q)]2 − [4Jγsqν (q)]2 . (49)
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FIG. 6. (color online) The spin reduction vs temperature for
different values of the ferromagnetic, next-to-nearest-neighbor
coupling J2. For J2 = 0 the spin reduction is finite only at
zero temperature, otherwise it diverges. For nonzero J2 the
spin reduction is finite also at nonzero temperatures. The
horizontal gray line at µr,A = 1 indicates an upper limit of
the model’s applicability.
The spectrum, depicted in Fig. 5(b) for above men-
tioned effective value J2/J = −0.086, is modified from
that of the J2 = 0 case of Fig. 5(a), most noticable along
the path connecting the Γ and X points, where the spec-
trum obtains a dispersion now. It is interesting to ob-
serve, and also useful for testing the consistency of our
calculation, that the ferromagnetic nature of the next-
nearest-neighbor coupling is manifested in the diagonal
part of the Bogoliubov matrix, Eq. (47). Thus, in the
case of J  |J2| the dispersion ων ∝ |q|2, as it is ex-
pected for a ferromagnetic system, except in the close
vicinity of the Γ point, where the dispersion remains lin-
ear with |q| for |q| .√J/J2
VI. SPIN REDUCTION AND ORDERING AT
ZERO AND FINITE TEMPERATURES
The reduction of the magnetization, µr,α defined by
Eq. (24b), is a measure of how good our approximation
is. In the semiclassical expansion, Eq. (27) in particular,
we assume that µr,α  M . Therefore, for M = 1 one
needs the reduction to be much smaller than unity. More
permissively, e.g. for allowing higher values of M , one
can require µr,α to be at least finite. In this section, we
calculate the reduction for zero and finite temperatures
for the four sublattice state.
The mean value of the spin on sublattice ΛA reads as,〈
SAA(r)
〉
= M − 〈µr,A〉 , r ∈ ΛA, (50)
and an equivalent expression holds for
〈
SBB (r)
〉
on the
ΛB sublattice. The reduction can be expressed with the
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Fourier-transformed boson vector,
〈µr,A〉 =
∑
α∈{B,C,D}
12∑
m=1
∫
BZ
dq
32pi3
T ∗α,m(q)Tα,m(q)Cm(q) ,
(51)
where
Cm(q) =

〈
Φ˜†m(q)Φ˜m(q)
〉
, for m = 1, . . . , 6,
1 +
〈
Φ˜†m(q)Φ˜m(q)
〉
, for m = 7, . . . , 12.
(52)
A. Spin reduction at zero temperature
At zero temperature the quasiparticle occupation is
zero, therefore we have Cm(q) = 1 only form = 7, . . . , 12.
For the four-sublattice state and for J2 = 0 Eq. (51) can
be evaluated to
〈µr,A〉 = 1
2
∑
ν
∫
BZ
d3q
32pi3
 1√
1− |γsqν (q)|2
− 1

≈ 0.590 . (53)
It is noteworthy to compare the result of the spin re-
duction with that of a single square lattice. In our case
the spin reduction is three times the value of that of
the square lattice case, which was found to be approx-
imately 0.197.53 The factor 3 can be understood as the
contribution of the 3 Holstein-Primakoff bosons describ-
ing fluctuations in one of the three orthogonal square
lattice crystallographic planes. The small finite spin re-
duction gives a consistent result with our initial assump-
tion of the ground state being ordered. At the same time,
this value is quite large for a three dimensional magnet,
and the reason is the flat dispersion between the Γ and
X points in the Brillouin zone [Fig. 5(a)] and thus the
reduction of the dimensionality from 3 to 2.
For a finite J2 < 0, fluctuations are interacting along
all 3 directions, and the number of average bosons de-
creases rapidly with the increase of the ferromagnetic J2,
as seen in Fig. 6 at the T = 0 point. For example, a
small J2/J = −0.01 reduces the fluctuations to 0.42, and
for the Jeff2 = 0.086J [taking M = 1 in Eq. (45)] the
〈µr,A〉 . 0.1.
B. Spin reduction at finite temperatures
At low but finite temperature the Holstein-Primakoff
bosons obtain thermal occupation. The spin reduction
now contains contributions both from quantum and ther-
mal fluctuations
〈µr,A〉 =
∑
ν=x,y,z
∫
BZ
d3q
32pi3
{
4JM
ωextν (q)
[
nν(q) +
1
2
]
− 1
2
}
(54)
where
nν(q) =
1
exp(ωextν (q)/T )− 1
(55)
is the occupation number of the bosonic excitations.
For J2 = 0 the integral evaluates to finite value only
at the T = 0 point, its value given in Eq. (53). At finite
temperature, thermal occupation of the Goldstone mode
diverges along the line where the spectrum, Eq. (39), is
constant zero. As a consequence, the integral becomes
divergent for T > 0. This is in accordance with the
Mermin-Wagner-Hohenberg theorem41,42, as the effective
dimensionality of the problem in the linear flavor wave
approximation is 2 when J2 = 0.
For finite J2, the integral (54) with the dispersion (48),
yields a finite spin reduction even at finite temperatures.
We plot the value 〈µr,A〉 for different values of J2 in
Fig. 6. For a smaller value of |J2|, the value of the inte-
gral is larger, and is more sensitive to the temperature.
Thus the small but always present longer range interac-
tions stabilize the four-sublattice-ordered state at finite
temperature. In the case of the quantum model, the
effective Jeff2 generated by quantum fluctuation plausi-
bly stabilizes the long range ordered state, with a tran-
sition temperature that might substantially deviate from
a mean-field like estimate.
VII. DISCUSSION
We investigated spin ordering in the case of an SU(4)
symmetric Heisenberg model on an fcc lattice. For
this purpose, we used the Schwinger boson representa-
tion of the SU(4) spin operators, which allows a con-
trolled approximation of the quantum effects in an SU(4)
symmetry-broken state with long range order.
At the classical level, where all Schwinger bosons are
replaced by their expectation values, the ordered state
was found to be highly degenerate, consisting of layers
of two-sublattice ordered square lattice planes, however
the states on the neighboring planes are determined up
to SU(2) rotations.
Considering a subset of these degenerate states using
the flavor-wave theory, we found that quantum fluctua-
tions select a four sublattice ordered state, with a mag-
netic unit cell being identical to the cubic unit cell of
the fcc lattice. The linear flavor wave Hamiltonian of the
four sublattice ordered state block diagonalizes into a set
of two-flavor bosons interacting on decoupled planes, so
that fluctuations couple strongly only along two direc-
tions. This effect renders the ordering fragile at finite
temperatures, as the number of bosons diverge at any
T > 0. Coupling between the planes is established by
a ferromagnetic second neighbor spin interaction, which
stabilizes the four-sublattice classical ordering up to some
finite ordering temperature. This second neighbor spin
interaction can be provided by the quantum fluctuation
themselves, since they also favor the four sublattice state.
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It would be interesting to see how does the Ne´el temper-
ature in this case relate to the mean-field result (i.e. to
the Curie-Weiss temperature).
It is noteworthy to compare these result with the usual,
SU(2) symmetric Heisenberg model on the same fcc lat-
tice. In both cases the classical ground state is highly
degenerate, however the nature and origin of the degen-
eracy are different. Since the fcc lattice is composed of
edge-sharing tetrahedra, the SU(2) classical spins – rep-
resented by three dimensional vectors – are frustrated
and cannot satisfy all the bonds optimally (unlike to the
SU(4) case). The lowest energy state on a single tetra-
hedron is achieved when the sum of the four spins on the
four corners adds up to 0, which can be realized in con-
tinuously many ways, leading to a high degeneracy also
on the fcc lattice. The idea of the selection of the ordered
state from the degenerate classical manifold by minimiz-
ing the energy of the quantum fluctuation was pioneered
for this lattice: Quantum fluctuation were shown to re-
duce the continuous degeneracy to discrete ones, as they
generally favor collinear configuration, in which case the
O(3) spins can be treated as Ising spins.46,47 The effect
of quantum fluctuations for SU(2) Heisenberg models in-
cluding longer range interactions or anisotropies has been
extensively studied in case of type I49,51,54,55 or type II56
orderings. However, even after many efforts, the true na-
ture of the ground state of the for the SU(2) Heisenberg
model with nearest neighbor exchanges is still unknown.
We note that there is a fundamental difference between
the SU(4) and SU(2) spins on the fcc lattice: for the
SU(2) case the number of constraints is larger than the
spin degrees of freedom, thus the bond energies cannot
be all satisfied. In contrast, for the SU(4) spins there are
more degrees of freedom as constraints, and the ground
state is degenerate with all the bond energies fully satis-
fied.
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Appendix A: Zero point energy for ϑ = pi/2
Here, we calculate the quantum correction to the en-
ergy for ϑ = pi/2. This ansatz is shown in Fig. 7. Two
of the Holstein-Primakoff boson pairs now make square
lattices (the red–blue and green–yellow planes), while the
remaining pairs of colors make a lattice isomorphic to the
diamond lattice (for example, the red–yellow). The Bo-
goliubov matrix Eq. (31) can be transformed to a block
diagonal form by making a symmetric and antisymmet-
ric combination of certain bosons in Φ. Each block is
C
C
D D
FIG. 7. (color online) The twisted four-sublattice state. The
coloring of the sites on the figure corresponds to ϑ = pi/2 in
Eq. (15).
a 2 × 2 matrix and two of them have the same form as
in the ϑ = 0 case with γsqz , and the other four have the
following form:
Mdiam(q) = 4JM
[
1 γdiam(q)
−γdiam(q) −1
]
, (A1)
where
γdiam(q) =
1
4
(
ei
1
4 (qx+qy+qz) + ei
1
4 (qx−qy−qz)
+ ei
1
4 (qy−qx−qz) + ei
1
4 (qz−qx−qy)
)
. (A2)
This Bogoliubov matrix yields
E
(2)
diam = −0.293JM , (A3)
which modifies the total energy correction to
E
(2)
ϑ=pi/4 = 2E
(2)
sq + 4E
(2)
diam = −1.804 JM . (A4)
This energy is higher than that of the ϑ = 0 case Eq. (41).
Actually, this configuration has the highest energy of all
the helical states. Its value is illustrated with the green
diamond in Fig. 4(a).
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