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SOLVABILITY OF THE GENERALIZED POSSIO EQUATION IN 2D
SUBSONIC AEROELASTICITY.
PETER L. POLYAKOV
Abstract. We study solvability of the generalized Possio integral equation - a tool in analysis
of a boundary value problem in 2D subsonic aeroelasticity with the Kutta-Joukowski condition -
”zero pressure discontinuity” - ψ(x, 0, t) = 0 on the complement of a finite interval in the whole
real line R. The corresponding problem with boundary condition on finite intervals adjacent to
the ”chord” was considered in [P].
1. Introduction.
We consider the linearized subsonic inviscid compressible flow equation in 2D ([Se],
[BAH], [Ba2])
a2
(
1−M2
) ∂2φ
∂x2
+ a2
∂2φ
∂y2
=
∂2φ
∂t2
+ 2Ma
∂2φ
∂t∂x
, (1)
where a is the speed of sound, M =
U
a
< 1 - the Mach number, U - free stream velocity,
φ(x, y, t) - small disturbance velocity potential, considered on{
(x, y, t) : (x, y) ∈ R2 \ {x ∈ [−1, 1], y = 0} , 0 ≤ t <∞
}
,
with boundary conditions:
• flow tangency condition
∂φ
∂y
(x, 0, t) = w(x, t), |x| < b, (2)
where b is the ”half-chord”, and w is the given normal velocity of the wing, without
loss of generality we will assume in what follows that b = 1,
• ”strong Kutta-Joukowski condition” for the acceleration potential
ψ(x, y, t) :=
∂φ
∂t
+ U
∂φ
∂x
,
ψ(x, 0, t) = 0 for |x| > 1, (3)
• far field condition
φ(x, y, t)→ 0, as |x| → ∞, or y →∞.
In [P] we considered a weaker form of the boundary condition (3), requiring for acceler-
ation potential to be zero not on the whole R \ [−1, 1], but only on finite intervals adjacent
to the interval [−1, 1]. In the present paper we address the problem with ”auxiliary bound-
ary conditions” from ([BAH], p. 319) on the whole R \ [−1, 1], combining technical tools
from [P] with Possio’s approach as it is described in the fascinating book [BAH]. We also
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generalize the Possio’s scheme of construction of a solution of the boundary value problem
(1), (2), (3) by including the case of arbitrary (not only harmonic) dependence of w(x, t)
(and consequently of a solution) on time.
Before formulating the main result of the article we introduce a couple of notations. For
a function w(x, t) on [−1, 1] × R+ we denote by
ŵ(x, s) =
∫ ∞
0
e−stw(x, t)dt,
the Laplace transform of w(x, t), an analytic function of s = σ + iν in the half-plane
{s : Res > σ0}. In section 6 we introduce function DN (s) (formula (33) and Proposi-
tion 6.2), analytic in the same half-plane and depending only on function H
(1)
0 - the Hankel
function of the first kind of order 0.
The main result of the article is the theorem below.
Theorem 1. Let function DN (s) from formula (33), mentioned above, have no zeros in
the strip {s : Res ∈ [σ1, σ2]}, where σ1 > σ0. Let w(·, t) ∈ L2[−1, 1] be such that for some
ǫ > 0
‖ŵ(·, σ + iν)‖L2[−1,1] < exp
{
−e|ν| · (1 + |ν|)4+ǫ
}
for σ ∈ [σ1, σ2] (4)
Then equation (1) has a solution of the form
φ(x, y, t) = − 1
2πi
∫ σ′+i∞
σ′−i∞
dses(t+cx)
eλ(s)x
U
∫ 1
−1
p(ξ, s)dξ
∫ x
−∞
e−λ(s)u
∂H(1)0
∂y
(ζ)
∣∣∣∣∣
η=0
 du,
(5)
where c =
M
a(1−M2) , λ(s) = −
s (1 + cU)
U
, H
(1)
0 - the Hankel function of the first kind of
order 0, and
ζ =
is
a
√
1−M2
√
(u− ξ)2
1−M2 + (y − η)
2.
This solution is independent of σ′ ∈ [σ1, σ2], satisfies boundary conditions above, and func-
tion p(ξ, s) satisfies the estimate∫ 1
−1
∣∣p(ξ, σ′ + iν)∣∣p dξ < C (6)
with C > 0 independent of s for arbitrary p <
4
3
.
2. Particular solution of equation (1).
In this section we follow Possio’s idea of constructing a special solution of equation (1)
that represents the acceleration potential. It is easy to see that since equation (1) is linear,
the acceleration potential, defined in the linear model of subsonic flow by formula in (3)
also satisfies equation (1). In order to construct this special solution of differential equation
(1) we use two lemmas below.
Lemma 2.1. If function Ψ(x, y) satisfies the reduced wave equation
a2
(
1−M2
) ∂2Ψ
∂x2
(x, y) + a2
∂2Ψ
∂y2
(x, y)− s
2
1−M2Ψ(x, y) = 0, (7)
then function
ψ(x, y, t) = Ψ(x, y)es(t+cx) (8)
SOLVABILITY OF THE GENERALIZED POSSIO EQUATION 3
with
c =
M
a(1−M2) (9)
satisfies equation (1).
Proof. For ψ defined in (8) we have
a2
(
1−M2
) ∂2ψ
∂x2
+ a2
∂2ψ
∂y2
− ∂
2ψ
∂t2
− 2Ma ∂
2ψ
∂t∂x
= es(t+cx)
[
a2
(
1−M2
)(∂2Ψ
∂x2
(x, y) + 2sc
∂Ψ
∂x
(x, y) + s2c2Ψ(x, y)
)
+ a2
∂2Ψ
∂y2
(x, y)
−s2Ψ(x, y)− 2Ma
(
s
∂Ψ
∂x
(x, y) + s2cΨ(x, y)
)]
= es(t+cx)
[
a2
(
1−M2
) ∂2Ψ
∂x2
(x, y) + a2
∂2Ψ
∂y2
(x, y)
+
(
a2
(
1−M2
)
s2c2 − 2Mas2c− s2
)
Ψ(x, y)
]
= es(t+cx)
[
a2
(
1−M2
) ∂2Ψ
∂x2
(x, y) + a2
∂2Ψ
∂y2
(x, y)− s
2
1−M2Ψ(x, y)
]
= 0.

Lemma 2.2. Let
H
(1)
0 = J0 + iY0
be the Hankel function of the first kind of order 0.
Then for fixed ξ and η function
Ψξ,η(x, y) =
∂
∂η
H
(1)
0 (z)
with
z =
is
a
√
1−M2
√
(x− ξ)2
1−M2 + (y − η)
2 (10)
satisfies equation (7).
Proof. Because of linearity of equation (7) it suffices to prove that function H
(1)
0 (z)
satisfies this equation. For this function we have
a2
(
1−M2
) ∂2H(1)0 (z)
∂x2
+ a2
∂2H
(1)
0 (z)
∂y2
− s
2
1−M2H
(1)
0 (z)
= a2
(
1−M2
) ∂
∂x
[
dH
(1)
0
dz
(z)
∂z
∂x
]
+ a2
∂
∂y
[
dH
(1)
0
dz
(z)
∂z
∂y
]
− s
2
1−M2H
(1)
0 (z)
= −a2
(
1−M2
) s2
a2(1−M2)
d2H
(1)
0
dz2
(z) ·

√(x− ξ)2
1−M2 + (y − η)
2
−1 · x− ξ
1−M2

2
+
isa2
(
1−M2)
a
√
1−M2
dH
(1)
0
dz
(z) ·
 1
1−M2
√(x− ξ)2
1−M2 + (y − η)
2
−1
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−
(
x− ξ
1−M2
)2√(x− ξ)2
1−M2 + (y − η)
2
−3

−a2 s
2
a2(1−M2)
d2H
(1)
0
dz2
(z) ·

√(x− ξ)2
1−M2 + (y − η)
2
−1 · (y − η)

2
+a2
is
a
√
1−M2
dH
(1)
0
dz
(z) ·

√(x− ξ)2
1−M2 + (y − η)
2
−1
−
√(x− ξ)2
1−M2 + (y − η)
2
−3 · (y − η)2

− s
2
1−M2H
(1)
0 (z)
= − s
2
1−M2
d2H
(1)
0
dz2
(z)
((x− ξ)2
1−M2 + (y − η)
2
)−1
·
(
(x− ξ)2
1−M2 + (y − η)
2
)
+2
isa√
1−M2
dH
(1)
0
dz
(z) ·
√(x− ξ)2
1−M2 + (y − η)
2
−1
− isa√
1−M2
dH
(1)
0
dz
(z) ·
√(x− ξ)2
1−M2 + (y − η)
2
−1 − s2
1−M2H
(1)
0 (z)
=
−s2
1−M2
d2H(1)0
dz2
(z) +
dH
(1)
0
dz
(z)
 is
a
√
1−M2
√
(x− ξ)2
1−M2 + (y − η)
2
−1 +H(1)0 (z)
 = 0,
where in the last equality we used the fact that function H
(1)
0 satisfies the Bessel equation
of order zero.

From Lemma 2.2 we obtain that for arbitrary ξ ∈ [−1, 1] function
Ψξ,0(x, y) =
∂
∂η
H
(1)
0 (z) (11)
with
z =
is
a
√
1−M2
√
(x− ξ)2
1−M2 + y
2
is well defined in R2 \ [−1, 1] and represents a solution of equation (7). In addition, formula
∂
∂η
H
(1)
0 (z) =
dH
(1)
0
dz
(z) · ∂z
∂η
=
dH
(1)
0
dz
(z)
−is(y − η)
a
√
1−M2 ·
√(x− ξ)2
1−M2 + (y − η)
2
−1
shows that
Ψξ,0(x, y) = 0 for {|x| > 1, y = 0} . (12)
Therefore, by Lemma 2.1 function
ψξ,0(x, y, t) = Ψξ,0(x, y)e
s(t+cx),
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with c defined in formula (9), is a solution of equation (1) for arbitrary s. Following the
spirit of terminology in [BAH] we call this solution a (ξ, s)-doublet and construct a general
doublet-solution of equation (1) by the formula
ψ(x, y, t) =
1
2πi
∫ σ+i∞
σ−i∞
dses(t+cx)
∫ 1
−1
dξp(ξ, s)
∂H(1)0
∂η
(z)
∣∣∣∣∣
η=0
 (13)
with arbitrary function p(ξ, s), satisfying condition
‖p(ξ, σ + iν)‖L1ν < K
uniformly with respect to ξ and σ ∈ [σ1, σ2].
3. Generalized Possio integral equation.
In this section we construct the velocity potential corresponding to a doublet-solution in
(13) and represent the flow tangency condition (2) as an integral equation with respect to
p(ξ, s), which we call generalized Possio integral equation. Since condition (12) is satisfied
by any Ψξ,0, condition (3) is automatically satisfied by arbitrary doublet-solution of the
form (13). Therefore, in order to solve the boundary value problem under consideration we
only need the corresponding velocity potential to satisfy condition (2).
We start the construction of the velocity potential with the construction of such a po-
tential for a (ξ, s)-doublet. Considering the definition of ψ
ψ =
∂φ
∂t
+ U
∂φ
∂x
,
as a differential equation with respect to φ and assuming that
φξ,0(x, y, t) = Φξ,0(x, y)e
s(t+cx),
we obtain an equation for Φξ,0
∂φξ,0
∂t
+ U
∂φξ,0
∂x
= sΦes(t+cx) + UscΦes(t+cx) + U
∂Φ
∂x
es(t+cx) =
∂
∂η
H
(1)
0 (z)
∣∣∣∣∣
η=0
es(t+cx)
or
U
∂Φ
∂x
+ s (1 + cU) Φ =
∂
∂η
H
(1)
0 (z)
∣∣∣∣∣
η=0
.
Solving this equation we obtain
Φξ,0(x, y) =
eλx
U
∫ x
−∞
e−λu
 ∂
∂η
H
(1)
0 (ζ)
∣∣∣∣∣
η=0
 du (14)
with
λ = λ(s) = −s (1 + cU)
U
, (15)
and
ζ =
is
a
√
1−M2
√
(u− ξ)2
1−M2 + (y − η)
2.
Finally, from (14) using equality
∂H
(1)
0
∂η
(z)
∣∣∣∣∣
η=0
=
dH
(1)
0
dz
· ∂z
∂η
∣∣∣∣∣
η=0
= −∂H
(1)
0
∂y
(z)
∣∣∣∣∣
η=0
.
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we obtain an expression for the velocity potential corresponding to arbitrary doublet-
solution
φ(x, y, t) = − 1
2πi
∫ σ+i∞
σ−i∞
dses(t+cx)
eλ(s)x
U
∫ 1
−1
p(ξ, s)dξ
∫ x
−∞
e−λ(s)u
∂H(1)0
∂y
(ζ)
∣∣∣∣∣
η=0
 du.
(16)
Using formula (16) we rewrite the flow tangency condition
lim
y→0+
∂φ
∂y
(x, y, t) = w(x, t) for x ∈ [−1, 1]
as
w(x, t)
= − 1
2πi
lim
y→0+
∫ σ+i∞
σ−i∞
dses(t+cx)
eλ(s)x
U
∫ 1
−1
p(ξ, s)dξ
∫ x
−∞
e−λ(s)u
∂2H(1)0
∂y2
(ζ)
∣∣∣∣∣
η=0
 du.
Representing then
w(x, t) =
1
2πi
∫ σ+i∞
σ−i∞
estŵ(x, s)ds,
we transform the equation above into
1
2πi
∫ σ+i∞
σ−i∞
dsest
{
ŵ(x, s) + lim
y→0+
escx
eλ(s)x
U
∫ 1
−1
p(ξ, s)dξ
∫ x
−∞
e−λ(s)u
×
∂2H(1)0
∂y2
(ζ)
∣∣∣∣∣
η=0
 du
 = 0
and further into
ŵ(x, s)e−scx = − lim
y→0+
eλ(s)x
U
∫ 1
−1
dξp(ξ, s)
∫ x
−∞
due−λ(s)u
∂2H(1)0
∂y2
(ζ)
∣∣∣∣∣
η=0
 .
To transform equation above into a singular integral equation we follow two additional
steps from the Possio’s scheme ([BAH]). On the first step we use the fact that H
(1)
0 (z)
satisfies equation (7), and therefore
∂2H
(1)
0
∂y2
(z) = −(1−M2)∂
2H
(1)
0
∂x2
(z) +
s2
a2(1−M2)H
(1)
0 (z).
Then we obtain equation
ŵ(x, s)e−scx = lim
y→0+
eλ(s)x
U
∫ 1
−1
dξp(ξ, s)
×
∫ x
−∞
due−λ(s)u
(
(1−M2)∂
2H
(1)
0
∂u2
(ζ)− s
2
a2(1−M2)H
(1)
0 (ζ)
) ∣∣∣∣∣
η=0
.
On the second step we transform the second integral in the equation above using inte-
gration by parts in the formula∫ x
−∞
e−λu
∂2H
(1)
0
∂u2
(ζ)du = e−λu · ∂H
(1)
0
∂u
(ζ)
∣∣∣∣∣
x
−∞
+ λ
∫ x
−∞
e−λu
∂H
(1)
0
∂u
(ζ)du (17)
= e−λx · ∂H
(1)
0
∂x
(z) + λe−λu ·H(1)0 (ζ)
∣∣∣∣∣
x
−∞
+ λ2
∫ x
−∞
e−λuH
(1)
0 (ζ)du
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= e−λx · ∂H
(1)
0
∂x
(z) + λe−λx ·H(1)0 (z) + λ2
∫ x
−∞
e−λuH
(1)
0 (ζ)du.
Using formula (17) in the equation above we obtain the generalized Possio integral equa-
tion
ŵ(x, s)e−scx =
∫ 1
−1
dξp(ξ, s) lim
y→0+
[
(1−M2)
U
· ∂H
(1)
0
∂x
(z) +
λ(s)(1−M2)
U
H
(1)
0 (z)
(18)
+
eλ(s)x
U
(
λ2(s)(1−M2)− s
2
a2(1−M2)
)∫ x
−∞
e−λ(s)uH
(1)
0 (ζ)du
] ∣∣∣∣∣
η=0
.
This equation reduces to the Possio integral equation ([BAH]) if we fix s and consider
oscillations with fixed frequency. In this case function w(x, t) reduces to w(x)eikt and the
sought solution p(ξ, s) reduces to p(ξ).
4. Finite Hilbert transform.
Before analyzing the solvability of the integral equation (18) we represent this equation as
an integral equation with the principal term being a multiple of the finite Hilbert transform
[Tr]. In order to obtain such a representation we use Taylor (respectively Laurent) series of
Bessel functions Y0 and Y1 ([EMOT], v.II, 7.2.4, (32)).
Proposition 4.1. Kernel of the generalized Possio equation (18) admits the following
representation
lim
y→0+
[
(1−M2)
U
· ∂H
(1)
0
∂x
(z) +
λ(s)(1−M2)
U
H
(1)
0 (z) (19)
+
eλ(s)x
U
(
λ2(s)(1−M2)− s
2
a2(1−M2)
)∫ x
−∞
e−λ(s)uH
(1)
0 (ζ)du
] ∣∣∣∣∣
η=0
= −2i(1−M
2)3/2
πU
1
(x− ξ) +K(x, ξ, s),
where
K(x, ξ, s) = A(x, ξ, s) log |x− ξ|+B(x, ξ, s), (20)
with functions A and B bounded with respect to x, ξ, analytically depending on s and satis-
fying estimate
sup
x,ξ∈[−1,1]
{|A1(x, ξ, s)| , |B1(x, ξ, s)|} < C|s|2. (21)
Proof. We consider the first term of the kernel of equation (18), for which using equality
d
dz
H
(1)
0 (z) = −H(1)1 (z)
we obtain
1−M2
U
lim
y→0+
(
∂H
(1)
0 (z)
∂x
) ∣∣∣∣∣
η=0
=
1−M2
U
lim
y→0+
dH
(1)
0
dz
(z) · ∂z
∂η
∣∣∣∣∣
η=0
(22)
= −1−M
2
U
H
(1)
1
(
is|x− ξ|
a(1−M2)
)
· is(x− ξ)
a|x− ξ|√1−M2 .
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= −1−M
2
U
[
J1
(
is|x− ξ|
a(1 −M2)
)
+ iY1
(
is|x− ξ|
a(1−M2)
)]
· is(x− ξ)
a|x− ξ|√1−M2 ,
where J1 and Y1 are Bessel functions.
For the case |s(x− ξ)| < C with Res ∈ [σ1, σ2] we use the Laurent series of Y1, analyticity
of J1 and boundedness of
is(x− ξ)
a|x− ξ|√1−M2
and obtain the following formula
1−M2
U
lim
y→0+
(
∂H
(1)
0 (z)
∂x
) ∣∣∣∣∣
η=0
(23)
= −2i(1 −M
2)3/2
πU
1
(x− ξ) +A1(x, ξ, s) log |x− ξ|+B1(x, ξ, s)
with functions A1 and B1 bounded with respect to x, ξ for fixed s, analytically depending
on s, and satisfying
sup
x,ξ∈[−1,1]
{|A1(x, ξ, s)| , |B1(x, ξ, s)|} < C|s| (24)
for some C > 0.
For the case |s(x− ξ)| > C with Res ∈ [σ1, σ2] we again use formula (22) and asymp-
totic expansions of Hankel functions for large |z| ([EMOT], v.II, 7.13). Then we obtain
representation
1−M2
U
lim
y→0+
(
∂H
(1)
0 (z)
∂x
) ∣∣∣∣∣
η=0
= A2(x, ξ, s) log |x− ξ|+B2(x, ξ, s) (25)
with functions A2 and B2 bounded with respect to x, ξ for fixed s, analytically depending
on s, and satisfying estimate (24).
For the rest of the kernel of equation (18) in the case |s(x− ξ)| < C with Res ∈ [σ1, σ2]
we use the Taylor series of Y0 and obtain
lim
y→0+
[
λ(s)(1 −M2)
U
H
(1)
0 (z)
+
eλ(s)x
U
(
λ2(s)(1−M2)− s
2
a2(1−M2)
)∫ x
−∞
e−λ(s)uH
(1)
0 (ζ)du
] ∣∣∣∣∣
η=0
(26)
= A3(x, ξ, s) log |x− ξ|+B3(x, ξ, s)
with functions A3(x, ξ, s) and B3(x, ξ, s) analytically depending on s and satisfying estimate
(21).
In the case|s(x− ξ)| > C with Res ∈ [σ1, σ2] we again use asymptotic expansions of Han-
kel functions for large |z|. Then we obtain representation, similar to (26) with functions
satisfying estimate (21).
Combining formulas above we obtain representation (19) of the kernel of the generalized
Possio equation with functions A(x, ξ, s) and B(x, ξ, s) satisfying estimate (21). 
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5. Solvability of the generalized Possio equation.
Using representation (19) we consider operators
Ks[f ](x) =
∫ 1
−1
f(ξ)K(x, ξ, s)dξ
and
Rs[f ](x) = T [f ](x)− iU
2(1 −M2)3/2Ks[f ](x),
where T is the finite Hilbert transform [Tr]:
T [f ](x) = 1
π
∫ 1
−1
f(ξ)
ξ − xdξ.
Then we can rewrite equation (18) in the following form
Rs[p](x) = − iU
2(1−M2)3/2 ŵ(x, s)e
−scx, (27)
with unknown function p(ξ, s).
An important role in the analysis of solvability of equation (18) plays operator described
in the following proposition ([So], [Tr]).
Proposition 5.1. Operator T −1 defined by the formula
T −1[g](x) = − 1
π
∫ 1
−1
√
1− y2
1− x2
g(y)
y − xdy, (28)
is a bounded linear operator from L
4
3
+ [−1, 1] into Lp [−1, 1] for any p < 43 , satisfying
equality
T ◦ T −1[f ] = f.

Using operator T −1 we reduce solution of equation (27), and therefore of equation (18),
to the solution of equation
Gs[r](x) = − iU
2(1−M2)3/2 ŵ(x, s)e
−scx, (29)
where
Gs = Rs ◦ T −1 = I +Ns, (30)
with I - the identity operator and
Ns = − iU
2(1−M2)3/2Ks ◦ T
−1.
The advantage of equation (29) over equation (27) becomes clear from the proposition
below, in which we prove the Fredholm property of the family of operators Gs. This propo-
sition is the key new ingredient in the analysis of solvability of the Possio integral equation
and is inspired by the Proposition 5.1 from [P].
Proposition 5.2. For any fixed s ∈ C operator Ns is compact on L2[−1, 1], and there-
fore operator Gs defined in (30) is a Fredholm operator on L2[−1, 1]. In addition, kernel
N(x, y, λ) of the operator Ns admits estimate∫
R
2
|N(x, y, s)|2dxdy < C|s|4 (31)
with constant C independent of s.
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Proof. Using formula (28) for T −1 we obtain
Ns[f ](x) = − iU
2(1−M2)3/2Ks
− 1
π
∫ 1
−1
√
1− y2
1− u2
f(y)
y − udy

=
iU
2(1−M2)3/2
∫ 1
−1
duK(x, u, s)
∫ 1
−1
√
1− y2
1− u2
f(y)
y − udy
=
∫ 1
−1
N(x, y, s)f(y)dy,
where
N(x, y, s) =
iU
2(1−M2)3/2
∫ 1
−1
du
K(x, u, s)
y − u
√
1− y2
1− u2 .
To prove compactness of the operator Ns we use representation
N(x, y, s) =
iU
2(1−M2)3/2 [N1(x, y, s) +N2(x, y, s)] ,
with
N1(x, y, s) =
∫ 1
−1
K(x, u, s)
du
y − u,
and
N2(x, y, s) =
∫ 1
−1
K(x, u, s)
(√
1− y2 −√1− u2
)
√
1− u2
du
y − u
= −
∫ 1
−1
K(x, u, s)
(y + u) du(√
1− y2 +√1− u2
)√
1− u2
,
and prove Hilbert-Schmidt property (cf.[L]) of kernels N1(x, y, s) and N2(x, y, s).
For N1 we notice that according to estimates (21) for fixed x ∈ [−1, 1]∫ 1
−1
K(x, u, s)
du
y − u
is a multiple of the Hilbert transform of an L2[−1, 1] - function K(x, u, s) satisfying
‖K(x, u, s)‖L2u < C|s|2
with constant C independent of x. Therefore,∫ 1
−1
dx
∫ 1
−1
dy |N1(x, y, s)|2 =
∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∫ 1
−1
K(x, u, s)
du
y − u
∣∣∣∣2
< C
∫ 1
−1
dx ‖K(x, u, s)‖2L2[−1,1]u < C|s|4.
For N2(x, y, s) we have∫ 1
−1
dx
∫ 1
−1
dy |N2(x, y, s)|2
=
∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∣∣
∫ 1
−1
K(x, u, s)
(y + u) du(√
1− y2 +√1− u2
)√
1− u2
∣∣∣∣∣∣
2
< C|s|4
∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∣∣
∫ 1
−1
log |x− u| du(√
1− y2 +√1− u2
)√
1− u2
∣∣∣∣∣∣
2
,
(32)
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where in the last inequality we used representation (20) of function K.
To estimate the last integral in (32) we define
Sx,y =
{
u : |x− u| ≥ 1
2
|x− 1| ·
√
1− y2
}
and estimate separately integrals over Sx,y and [−1, 1] \ Sx,y. For the integral over Sx,y,
changing variable u = cos θ, we have∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∣∣
∫ 1
−1
log |x− u| du(√
1− y2 +√1− u2
)√
1− u2
∣∣∣∣∣∣
2
< C
∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∣∣
∫ π
0
(
log |1− x|+ log√1− y2) dθ(√
1− y2 + | sin θ|
)
∣∣∣∣∣∣
2
< C
∫ 1
−1
dx
∫ 1
−1
dy
(
log |1− x|+ log
√
1− y2
)2 (
log
√
1− y2
)2
< C.
For u ∈ [0, 1] \ Sx,y we have
|1− u| ≥ |1− x| − |x− u| ≥ |1− x| − 1
2
|1− x| ·
√
1− y2 ≥ 1
2
|1− x|.
Therefore, for the integral over [0, 1] \ Sx,y we obtain∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∣∣
∫
[0,1]\Sx,y
log |x− u| du(√
1− y2 +√1− u2
)√
1− u2
∣∣∣∣∣∣
2
< C
∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∣ 1√1− y2√|1− x|
∫ x+ 1
2
|x−1|·
√
1−y2
x− 1
2
|x−1|·
√
1−y2
log |x− u| du
∣∣∣∣∣
2
< C
∫ 1
−1
dx
∫ 1
−1
dy
∣∣∣∣∣∣
(
|1− x| ·√1− y2)(log |1− x|+ log√1− y2)√
1− y2√|1− x|
∣∣∣∣∣∣
2
< C.
The same estimate holds for the integral over [−1, 0] \ Sx,y.
Combining the estimates above we obtain estimate (31). 
To formulate a criterion of solvability of equation (18) for a fixed s ∈ C we define a
complex number s0 to be a characteristic value of the family of operators Gs if operator
Gs0 is not invertible in L2[−1, 1]. Using Propositions 5.1 and 5.2 we obtain the following
criterion.
Proposition 5.3. If s0 is not a characteristic value of the family of operators Gs and
ŵ(x, s0)e
−s0cx ∈ L2[−1, 1], then there exists a function p(ξ, s0) ∈ L
4
3
−[−1, 1] satisfying equa-
tion (18).
Proof. We consider a solution r of equation
Gs0 [r] = Rs0 ◦ T −1[r] = −
iU
2(1−M2)3/2 ŵ(x, s0)e
−s0cx.
Then we have for p(ξ, s0) = T −1[r]
Rs0 [p] = Rs0 ◦ T −1[r] = −
iU
2(1−M2)3/2 ŵ(x, s0)e
−s0cx.

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6. The resolvent of operator Gs.
In this section we address the question of solvability of integral equation (29) with varying
s. We construct the resolvent of the operator Gs and show that the resolvent is also a
Fredholm operator analytically depending on s ∈ {Res > σ1}.
Let P : L2(R) → L2(R) be an integral operator with kernel P (x, y) satisfying Hilbert-
Schmidt condition. Following [C], we consider for operator P Hilbert’s modification of the
original Fredholm’s determinants:
DP,m (t1, . . . , tm) =
∣∣∣∣∣∣∣∣∣
0 P (t1, t2) · · · P (t1, tm)
P (t2, t1) 0 · · · P (t2, tm)
...
...
P (tm, t1) · · · P (tm, tm−1) 0
∣∣∣∣∣∣∣∣∣ ,
DP = 1 +
∞∑
m=1
δm = 1 +
∞∑
m=1
1
m!
∫
R
· · ·
∫
R
DP,m (t1, . . . , tm) dt1 · · · dtm, (33)
DP,m
(
x
y
t1, . . . , tm
)
=
∣∣∣∣∣∣∣∣∣
P (x, y) P (x, t1) · · · P (x, tm)
P (t1, y) 0 · · · P (t1, tm)
...
...
P (tm, y) · · · P (tm, tm−1) 0
∣∣∣∣∣∣∣∣∣ ,
and
DP
(
x
y
)
= P (x, y) +
∞∑
m=1
δm
(
x
y
)
= P (x, y) +
∞∑
m=1
1
m!
∫
R
· · ·
∫
R
DP,m
(
x
y
t1, . . . , tm
)
dt1 · · · dtm.
(34)
We start with the following proposition, which summarizes the results from [C] (cf. also
[M]), that will be used in the construction of the resolvent of Gs.
Proposition 6.1. ([C]) Let function P (x, y) : R2 → C satisfy Hilbert-Schmidt condition
‖P‖2 =
∫
R
2
|P (x, y)|2 dxdy <∞.
Then function DP
(
x
y
)
∈ L2(R2) is well defined, and the following estimates hold:
|δm| ≤
(
e
m
)m/2
‖P‖m, |DP | ≤ e
‖P‖2
2 , (35)
∣∣∣∣DP ( xy
)∣∣∣∣ ≤ e ‖P‖22 (|P (x, y)|+√eα(x)β(y)) , (36)
where
α2(x) =
∫
R
|P (x, t)|2 dt, β2(y) =
∫
R
|P (t, y)|2 dt.
If DP 6= 0 then kernel
H(x, y) = [DP ]
−1 ·DP
(
x
y
)
(37)
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defines the resolvent of operator I − P, i.e. it satisfies the following equations
H(x, y) +
∫
R
P (x, t) ·H(t, y)dt = P (x, y),
H(x, y) +
∫
R
P (t, y) ·H(x, t)dt = P (x, y),
(38)
and therefore operator I −H is the inverse of operator I + P.

In the next proposition we obtain necessary estimate for the resolvent I−Hs with respect
to s.
Proposition 6.2. ([P]) The set of characteristic values of the family of operators Gs coin-
cides with the set
E(G) = {s ∈ C : Res > σ1, DNs = 0}
and consists of at most countably many isolated points.
For s /∈ E(G) there exists an operator Hs with kernel H(x, y, s) satisfying the Hilbert-
Schmidt condition and such that operator I −Hs is the inverse of operator I +Ns = Gs.
If function DN (s) = DNs has no zeros in a strip {s = σ + iν : σ1 < Res < σ2}, then
operator Hs admits estimate
||Hs‖ < exp
{
Ce|ν| · (1 + |ν|)4
}
(39)
for some C > 0, s ∈ {σ1 + γ < Res < σ2 − γ}, and arbitrary ǫ > 0.
Proof. This proposition is a copy of Proposition 6.2 from [P] except estimate (39). As in
that proposition, analyticity of Hs and countability of the set of characteristic values follow
from Proposition 6.1 and Theorem VI.14 from [RS] applied to the family of operators Ns.
Estimate (39) is proved by applying the standard estimate
‖P‖2 ≤
∫
R
2
|P (x, y)|2 dxdy
for an integral operator P with kernel P (x, y), estimate from the Lemma 6.3 below and the
following estimate∥∥∥∥DN ( xy
∣∣∣∣ s)∥∥∥∥ < exp{C(1 + |ν|)4} · (1 + |ν|)4 for s = σ + iν. (40)
To obtain estimate (40) we use estimate (36). Then we have∥∥∥∥DN ( xy
∣∣∣∣ s)∥∥∥∥2 < Ce‖Ns‖2 · ∫
R
2
dxdy
[
|Ns(x, y)|2 + α2(x)β2(y)
]
= Ce‖Ns‖
2 ·
[∫
R
2
|Ns(x, y)|2dxdy +
∫
R
α2(x)dx ·
∫
R
β2(y)dy
]
= Ce‖Ns‖
2 ·
[∫
R
2
|Ns(x, y)|2dxdy +
∫
R
dx
∫
R
dt|Ns(x, t)|2 ·
∫
R
dy
∫
R
dt|Ns(t, y)|2
]
< C exp
{
|s|4
}
·
(
|s|4 + |s|8
)
where in the last inequality we used estimate (31).
Finally, in order to use formula (37) for the estimate of ‖Hs‖ we need an estimate of the
function |1/DN (s)|, which is given in the lemma below.
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Lemma 6.3. ([P]) If function DN (s) = DNs has no zeros in the strip {s : σ1 < Res < σ2},
then estimate
|1/DN (s)| < exp
{
Ce|ν| · (1 + |ν|)4
}
(41)
holds for s = σ + iν ∈ {σ1 + γ < Res < σ2 − γ} with fixed γ > 0 and arbitrary ǫ > 0.
Proof. We consider a biholomorphic map
Ψ : {s : σ1 < Res < σ2} → D(1) = {z ∈ C : |z| < 1} ,
defined by the formula
Ψ(s) =
e
i(s−σ1)
pi
σ2−σ1 − i
e
i(s−σ1)
pi
σ2−σ1 + i
.
Denoting
w = u+ iv = e
i(s−σ1)
pi
σ2−σ1 ,
we obtain for the circle C(r) = {z : |z| = r}
Ψ−1 (C(r)) =
{
σ + iν :
∣∣∣ei(s−σ1) piσ2−σ1 − i∣∣∣ = r ∣∣∣ei(s−σ1) piσ2−σ1 + i∣∣∣}
=
{
u+ iv :
(
u2 + v2 − 2v + 1
)
= r2
(
u2 + v2 + 2v + 1
)}
=
u+ iv : u2 +
(
v − 1 + r
2
1− r2
)2
=
4r2
(1− r2)2
 .
Introducing coordinates
ρ = Re
π(s− σ1)
σ2 − σ1 , τ = Im
π(s − σ1)
σ2 − σ1 ,
such that
w = u+ iv = e
i(s−σ1)
pi
σ2−σ1 = eiρ−τ = e−τ (cos ρ+ sin ρ) ,
we can rewrite the last condition as a quadratic equation with respect to e−τ for fixed ρ(
e−τ − sin ρ1 + r
2
1− r2
)2
+ cos2 ρ
(
1 + r2
1− r2
)2
− 4r
2
(1− r2)2 = 0.
Solving equation above we obtain
e−τ = sin ρ
1 + r2
1− r2 ±
√
4r2
(1− r2)2 − cos
2 ρ
(
1 + r2
1− r2
)2
with solutions existing for ρ such that
| cos ρ| ≤ 2r
1− r2
1− r2
1 + r2
=
2r
1 + r2
.
The maximal value for e−τ is achieved at ρ = π2 and it is
e−τ =
1 + r2
1− r2 +
2r
1− r2 =
1 + r2 + 2r
1− r2 =
(1 + r)2
1− r2 =
1 + r
1− r .
Therefore the maximal value for |s| is achieved at ρ = π2 , is equal to |s| = log
(
1+r
1−r
)
, and
for r = 1− δ we have the maximal value
max |s| = log
(
1 + r
1− r
)
= − log δ + log (2− δ). (42)
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Since function DN (s) has no zeros in {s : σ1 < Res < σ2} we can consider analytic func-
tion log (DN (s)) in this strip, and using estimates (35) and (31), and equality (42), we obtain
the following estimate for z = (1− δ)eiθ
log
∣∣∣DN (Ψ−1(z))∣∣∣ ≤
∥∥∥NΨ−1(z)∥∥∥2
2
≤ C
∣∣∣Ψ−1(z)∣∣∣4 ≤ C| log δ|4.
Using then the Borel-Caratheodory inequality ([Ti1], [Boa]) on disks with radii
1− 2δ = r < R = 1− δ,
we obtain ∣∣∣log (DN (Ψ−1(z)))∣∣∣
{|z|=1−2δ}
≤ 2− 4δ
δ
max
|z|=R
Re
{
log
(
DN
(
Ψ−1(z)
))}
+
1− δ + 1− 2δ
δ
| log
(
DN
(
Ψ−1(0)
))
|
<
C
δ
log4 δ,
or
−C
δ
log4 δ < Re
{
log
(
DN
(
Ψ−1(z)
))} ∣∣∣
{|z|=1−2δ}
<
C
δ
log4 δ.
From the last estimate we obtain an estimate for the function
∣∣1/DN (Ψ−1(z))∣∣ in the
disk D(1− 2δ):
∣∣∣1/DN (Ψ−1(z))∣∣∣
∣∣∣∣∣
{|z|≤1−2δ}
< C exp
{
| log δ|4
δ
}
(43)
for arbitrary ǫ > 0.
For a fixed ρ ∈ (0, π) and arbitrary τ we have that ρ+ iτ ∈ Ψ−1 (D(r)) with r = 1− 2δ if
e|τ | ≤ sin ρ · 1 + r
2
1− r2 +
√
4r2
(1− r2)2 − cos
2 ρ ·
(
1 + r2
1− r2
)2
= sin ρ · 2− 4δ + 4δ
2
2δ(2 − 2δ) +
√
4(1 − 2δ)2 − cos2 ρ · (2− 4δ + 4δ2)2
2δ(2 − 2δ) ,
and therefore for any interval [γ′, π − γ′] there exist constants C1, C2 such that conditions
ρ ∈ [γ′, π − γ′] , C1
δ
< e|τ | <
C2
δ
imply that ρ+ iτ ∈ Ψ−1 (D(1− 2δ)).
Using then estimate (43) we obtain for s with Res ∈
[
σ1 +
γ′(σ2−σ1)
π , σ2 − (π−γ
′)(σ2−σ1)
π
]
estimate
|1/DN (s)| < exp
{
Ce|s| · (1 + |s|)4
}
for arbitrary ǫ > 0, which leads to estimate (41). 
Combining now estimate (40) for
∥∥∥∥DN ( xy
∣∣∣∣ s)∥∥∥∥ with estimate (41) we obtain estimate
(39). 
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7. Proof of Theorem 1.
According to Lemmas 2.1 and 2.2 any function defined by formula (5) satisfies equation
(1). Also, as we pointed out earlier, this function will automatically satisfy boundary
condition (3). Therefore, to prove Theorem 1 we have to solve integral equation (18)
for the function p(ξ, s), so that the boundary condition (2) will be also satisfied. As in
Proposition 5.3 in order to solve equation (18) we first solve equation (29)
Gs[rs] = Rs ◦ T −1[rs] = − iU
2(1−M2)3/2 ŵ(x, s)e
−scx
and then define
p(ξ, s) = T −1[rs].
Using Proposition 6.1 we obtain that the solution of (29) is defined by the formula
rs = (I −Hs)
[
− iU
2(1 −M2)3/2 ŵ(x, s)e
−scx
]
,
where Hs is an integral operator with kernel
Hs(x, y) = [DNs ]
−1 ·DN
(
x
y
∣∣∣∣ s)
admitting estimate (39). Combining estimate (39) with estimate (4) we obtain estimate
‖r(·, σ + iν)‖L2[−1,1] < C (44)
with constant C independent of s. Then from Proposition 5.1 we obtain estimate (6) for
p(ξ, s) = T −1[rs]. 
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