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Energy measures and indices of Dirichlet forms,
with applications to derivatives on some fractals
Masanori Hino
Abstract
We introduce the concept of index for regular Dirichlet forms by means of energy measures, and
discuss its properties. In particular, it is proved that the index of strong local regular Dirichlet
forms is identical with the martingale dimension of the associated diffusion processes. As an
application, a class of self-similar fractals is taken up as an underlying space. We prove that
first-order derivatives can be defined for functions in the domain of the Dirichlet forms and their
total energies are represented as the square integrals of the derivatives.
1. Introduction
The concept of dimensions with regard to stochastic processes has been studied in various
contexts. For example, Motoo and Watanabe [15] considered a classM of martingale additive
functionals of general Markov processes, and proved that there exists a basis {xn} of M such
that every element in M can be represented as a sum of stochastic integrals based on {xn}
and a discontinuous part. This is a broad extension of the study by Ventcel’ [21], where the
Brownian motion on Rd was considered. The number of elements constituting the basis is
sometimes called the martingale dimension, which coincides with the usual dimension of the
underlying state space in typical cases. Some related arguments are found in the papers by
Kunita and Watanabe [9], Crame´r [1], and so on. Later, as a variation, Davis and Varaiya [2]
introduced the concept ofmultiplicity of filtration in a more abstract setting, that is, on filtered
probability spaces.
As another variation of these studies, in the first part of this article, we introduce the
concept of index of regular Dirichlet forms (E ,F) using energy measures of functions in F .
This definition is purely analytic. We then prove some of its properties; among others, we
describe the identification of the index with the martingale dimension of the diffusion process
associated with (E ,F) when the Dirichlet form is strong local. This fact has been proved by
Kusuoka [10, 11] when the underlying space is a self-similar fractal (although the original
definition of the index is equivalent to but different from that in this article). Our result is
regarded as a natural generalization of Kusuoka’s one.
In the latter part of this article, we focus on the case that the underlying space K is a
fractal set. In such a case, it is difficult to obtain an explicit value of the index (in other
words, the martingale dimension) of canonical Dirichlet forms, unlike the case of spaces with
differential structures. Thus far, the only result that has been obtained is that Dirichlet forms
(E ,F) associated with regular harmonic structures on post-critically finite (p.c.f.) self-similar
fractals with some extra assumptions have an index of one ([10, 6]). As an application of this
fact, we prove that every function f in F has a “first-order derivative” almost everywhere with
respect to a minimal energy-dominant measure, and the total energy of f (namely, 2E(f, f))
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is described as the square integral of the derivative. This representation appears as if the
Dirichlet form were defined on a one-dimensional object, which can be regarded as a reflection
of the property that the index is one. Here, of course, derivatives in the usual sense do not
exist since the underlying space K does not have a differential structure. Instead, we take
a good reference function g from F and define the derivative of f ∈ F as the infinitesimal
ratio of the fluctuation of two functions f and g. From another viewpoint, we have a Taylor
expansion of f with respect to g up to the first order. The concept that the total energy of f
can be described as a square integral of a type of vector-valued gradient was first introduced
by Kusuoka [10, 11] (see also [20] for a related work). The contribution of this paper is the
observation that only one good reference function is sufficient for the study of the infinitesimal
behaviour of every function in F and almost every point in K when the index is one. Recently,
Pelander and Teplyaev [17] studied a topic similar to the one addressed in this article and
proved the existence of derivatives of a type of smooth function on some self-similar fractals.
In their results, the existence of the derivative is assured almost everywhere with respect to
self-similar measures, while in this paper, the derivative is proved to exist almost everywhere
with respect to some energy measures. Since self-similar measures and energy measures are
mutually singular in many cases ([5, 7]), these results are not comparable.
As a general theory, a good reference function can be taken from a certain dense subset
of F . Exactly what function we can take is not obvious. We will provide a partial answer
to this problem; in the case of non-degenerate generalized Sierpinski gaskets, we prove that
every nonconstant harmonic function can be taken as a reference function. As a byproduct of
this result, the energy measures of arbitrary nonconstant harmonic functions are mutually
absolutely continuous. This fact is new even for the case of a two-dimensional standard
Sierpinski gasket.
This article is organized as follows. In section 2, we introduce the concept of index of regular
Dirichlet forms and study its properties. In section 3, the index is characterized in terms of
the martingale dimension when the Dirichlet form is strong local. In section 4, we review the
theory of self-similar Dirichlet forms on p.c.f. self-similar fractals; we then discuss the index
of such fractals and related topics. In the last section, we prove the existence of derivatives of
functions on p.c.f. fractals when the index is one. Some properties of Sierpinski gaskets are also
investigated in detail.
2. Concept of index of regular Dirichlet forms
Let K be a locally compact, separable, and metrizable space, and µ, a σ-finite Borel measure
on K with full support. We denote the Borel σ-field of K by B(K). Let C(K) denote the set
of all continuous real-valued functions on K, and C0(K), the set of all functions in C(K) with
compact support. For 1 ≤ p ≤ ∞, Lp(K,µ) denotes the real Lp-space on the measure space
(K,B(K), µ). Suppose that we are given a symmetric regular Dirichlet form (E ,F) on L2(K,µ).
That is, F is a dense subspace of L2(K,µ), E : F × F → R is a nonnegative definite symmetric
bilinear form that satisfies the following:
– (Closedness) If a sequence {fi}∞i=1 in F satisfies
lim
i→∞
sup
j>i
E1(fi − fj, fi − fj) = 0,
then there exists f ∈ F such that limi→∞ E1(fi − f, fi − f) = 0. Here, we define
E1(f, g) := E(f, g) +
∫
K
f(x)g(x)µ(dx), f, g ∈ F .
– (Markov property) For any f ∈ F , fˆ := min(max(0, f), 1) belongs to F and E(fˆ , fˆ) ≤
E(f, f).
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– (Regularity) The space F ∩ C0(K) is dense in F with norm ‖f‖F := E1(f, f)1/2 and dense
in C0(K) with uniform norm.
The space F becomes a Hilbert space under inner product (f, g)F := E1(f, g). Hereafter, the
topology of F is always considered as that derived from norm ‖ · ‖F . We write E(f) for E(f, f)
for simplicity. For each f ∈ F , we can define a positive finite Borel measure νf on K as
follows ([3, section 3.2]): When f is bounded, νf is determined by the identity∫
K
ϕdνf = 2E(fϕ, f)− E(ϕ, f2) for all ϕ ∈ F ∩ C0(K).
By utilizing the inequality∣∣∣∣√νf (B)−√νg(B)∣∣∣∣2 ≤ νf−g(B) ≤ 2E(f − g) (2.1)
for any Borel subset B of K and f , g ∈ F ∩ L∞(K,µ) (cf. [3, p. 111, and (3.2.13) and (3.2.14)
in p. 110]), we can define νf for any f ∈ F by a limiting procedure. Then, equation (2.1) still
holds for any f, g ∈ F . The measure νf is called the energy measure of f . (In the textbook [3]
and the papers by the author [5, 7, 6], the symbol µ〈f〉 has been used to denote the energy
measure of f . In this paper, we use the symbol νf instead.) For f, g ∈ F , the mutual energy
measure νf,g, which is a signed Borel measure on K, is defined as
νf,g =
1
2
(νf+g − νf − νg).
Then, νf,f = νf and νf,g is bilinear in f , g ([3, p. 111]). The following inequality is also useful
in the subsequent argument: for f, g ∈ F and a Borel subset B of K,
|νf,g(B)| ≤
√
νf (B)
√
νg(B). (2.2)
For two σ-finite (or signed) Borel measures µ1 and µ2 on K, we write µ1 ≪ µ2 if µ1 is
absolutely continuous with respect to µ2, and µ1 ⊥ µ2 if µ1 and µ2 are mutually singular. The
measure in the following definition is a natural generalization of the ones that were defined by
Kusuoka [10, 11].
Definition 2.1. A σ-finite Borel measure ν on K is called a minimal energy-dominant
measure of (E ,F) if the following two conditions are satisfied.
(i) (Domination) For every f ∈ F , νf ≪ ν.
(ii) (Minimality) If another σ-finite Borel measure ν′ onK satisfies condition (i) with ν replaced
by ν′, then ν ≪ ν′.
By definition, two minimal energy-dominant measures are mutually absolutely continuous.
From (2.2), νf,g ≪ ν for a minimal energy-dominant measure ν and f, g ∈ F . As observed from
Proposition 2.7 below, minimal energy-dominant measures can be realized by energy measures
of some functions in F .
Lemma 2.2. Let {fi}∞i=1 be a sequence of functions in F , f ∈ F , and let ν be a σ-finite
Borel measure on K. Suppose that νfi ≪ ν for every i ∈ N and fi converges to f in F as
i→∞. Then, νf ≪ ν.
Proof. Suppose ν(B) = 0. Then, νfi(B) = 0 for all i. From (2.1),
νf (B) =
∣∣∣∣√νf (B)−√νfi(B)∣∣∣∣2 ≤ 2E(f − fi)→ 0 as i→∞.
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Therefore, νf (B) = 0. This implies the claim.
Lemma 2.3. Let {fi}∞i=1 be a sequence of functions in F such that the linear span of
{fi} is dense in F . Take a sequence {ai}∞i=1 of positive real numbers such that
∑∞
i=1 aiνfi(K)
converges. Define ν =
∑∞
i=1 aiνfi . Then, ν is a minimal energy-dominant measure.
Proof. If f is a linear combination of f1, . . . , fN for someN ∈ N, then νf ≪ ν by using (2.2).
From Lemma 2.2, νf ≪ ν for all f ∈ F . Therefore, assumption (i) in Definition 2.1 holds. Next,
suppose that a σ-finite Borel measure ν′ on K satisfies (i) in Definition 2.1 with ν replaced by
ν′. Then, νfi ≪ ν′ for any i ∈ N. Since ν(B) =
∑∞
i=1 aiνfi(B) for B ∈ B(K), we obtain ν ≪ ν′.
Therefore, assumption (ii) in Definition 2.1 holds.
Lemma 2.4. Let ν be a minimal energy-dominant measure and B, a Borel set of K. Then,
ν(B) = 0 if and only if νf (B) = 0 for every f ∈ F .
Proof. The only if part is obvious from the definition of the minimal energy-dominant
measure. Suppose that νf (B) = 0 for every f ∈ F . Take {fi}∞i=1 and {ai}∞i=1 as given
in Lemma 2.3 and ν′ =
∑∞
i=1 aiνfi . Then, ν
′ is a minimal energy-dominant measure by
Lemma 2.3. Since ν′ and ν are mutually absolutely continuous and ν′(B) = 0, we obtain
ν(B) = 0.
For a signed Borel measure µ1 and a σ-finite Borel measure µ2 on K such that µ1 ≪ µ2, we
denote the Radon–Nikodym derivative of µ1 with respect to µ2 by
dµ1
dµ2
(or dµ1/dµ2).
Lemma 2.5. Let ν be a minimal energy-dominant measure and f, g ∈ F .
(i) It holds that
(√
dνf/dν −
√
dνg/dν
)2
≤ dνf−g/dν ν-a.e. In particular,
∫
K
(√
dνf
dν
−
√
dνg
dν
)2
dν ≤ νf−g(K) ≤ 2E(f − g). (2.3)
(ii) Let {fi}∞i=1 and {gi}∞i=1 be sequences in F and fi → f and gi → g in F as i→∞. Then,
dνfi,gi/dν converges to dνf,g/dν in L
1(K, ν).
Proof. (i) Since dνsf−tg/dν ≥ 0 ν-a.e. for all s, t ∈ R, we have, for ν-a.e., for all s, t ∈ Q,
s2
dνf
dν
− 2stdνf,g
dν
+ t2
dνg
dν
≥ 0.
Therefore, (
dνf,g
dν
)2
≤ dνf
dν
· dνg
dν
ν-a.e.
The assertions are derived from this inequality.
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(ii) Since νf,g = (νf+g − νf−g)/4, it is sufficient to consider the case that fi = gi for all i and
f = g. From (2.3), we have∫
K
∣∣∣∣dνfidν − dνfdν
∣∣∣∣ dν
=
∫
K
∣∣∣∣∣
√
dνfi
dν
−
√
dνf
dν
∣∣∣∣∣
(√
dνfi
dν
+
√
dνf
dν
)
dν
≤

∫
K
(√
dνfi
dν
−
√
dνf
dν
)2
dν

1/2{(∫
K
dνfi
dν
dν
)1/2
+
(∫
K
dνf
dν
dν
)1/2}
≤
√
2E(fi − f)
(√
2E(fi) +
√
2E(f)
)
, (2.4)
which converges to 0 as i→∞.
Let {fi}∞i=1 be a sequence in F and ν, a minimal energy-dominant measure. For i, j ∈ N,
denote the Radon–Nikodym derivative dνfi,fj/dν by Z
i,j . When ν is a finite measure, one of
the concrete ways to construct Zi,j is as follows. Let {Bn}∞n=1 be a sequence of σ-fields on K
such that B1 ⊂ B2 ⊂ · · · ,
∨∞
n=1 Bn = B(K), and each Bn is generated by finitely many Borel
subsets of K. For each n ∈ N, Bn is provided by a partition of K consisting of finitely many
disjoint Borel sets B1n, . . . , B
Mn
n for someMn ∈ N. Then, for each i, j ∈ N, the Radon–Nikodym
derivative Zi,jn of νfi,fj |Bn with respect to ν|Bn is defined by
Zi,jn (x) =
Mn∑
α=1
νfi,fj (B
α
n )
ν(Bαn )
· 1Bαn (x), x ∈ K.
Here, 0/0 := 1 by convention. We define
K0 = {x ∈ K | For every i, j ∈ N, limn→∞ Zi,jn (x) exists}. (2.5)
From the martingale convergence theorem, ν(K \K0) = 0. For each i, j ∈ N, we define
Zi,j(x) =
{
limn→∞ Z
i,j
n (x) if x ∈ K0
0 if x ∈ K \K0 . (2.6)
Then, Zi,j is a Borel measurable function on K and it is equal to dνfi,fj/dν. We thus have the
following claim which is evident from the manner in which Zi,j(x) is constructed.
Lemma 2.6.
(i) For every i, j ∈ N and x ∈ K, |Zi,j(x)| ≤√Zi,i(x)√Zj,j(x).
(ii) For every N ∈ N and x ∈ K, the N ×N matrix (Zi,j(x))N
i,j=1
is symmetric and non-
negative definite.
Even if ν is an infinite measure, it is evident to see that we can define a version of Zi,j =
dνfi,fj/dν such that the claims of Lemma 2.6 hold. Hereafter, we always take a version of the
Radon–Nikodym derivatives Zi,j for given {fi}∞i=1 and ν in this manner.
Denote the usual real ℓ2-space by ℓ2, namely,
ℓ2 = {(ai)i∈N | ai ∈ R for every i ∈ N and
∑∞
i=1 a
2
i <∞}.
The canonical inner product and the norm on ℓ2 will be denoted by (·, ·)ℓ2 and ‖ · ‖ℓ2 ,
respectively. We define
Fdom = {f ∈ F | νf is a minimal energy-dominant measure of (E ,F)}. (2.7)
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Proposition 2.7. Fdom is dense in F .
Proof. It is sufficient to prove that dνf/dν > 0 ν-a.e. for f in some dense subset of F , where
ν is an arbitrarily fixed minimal energy-dominant measure.
Take a c.o.n.s. {fi}∞i=1 in F . Define ν =
∑∞
i=1 2
−iνfi . From Lemma 2.3, ν is a minimal
energy-dominant measure with ν(K) <∞. We define K0 and Zi,j for i, j ∈ N as (2.5) and
(2.6), respectively. Then, by construction,
∑∞
i=1 2
−iZi,i(x) = 1 for x ∈ K0. In particular, the
following holds:
For each x ∈ K0, Zi,i(x) 6= 0 for some i ∈ N. (2.8)
Fix a Gaussian measure κ on ℓ2 such that the support of κ is ℓ2 and κ does not charge any
proper closed subspaces of ℓ2.
Let a = (ai)i∈N ∈ ℓ2 and define
gN =
N∑
i=1
ai2
−i/2fi (N ∈ N), g =
∞∑
i=1
ai2
−i/2fi.
Here, the infinite sum given above converges in F . Indeed,
∞∑
i=1
|ai|2−i/2‖fi‖F =
∞∑
i=1
|ai|2−i/2 ≤
(
∞∑
i=1
a2i
)1/2( ∞∑
i=1
2−i
)1/2
= ‖a‖ℓ2.
We denote the map ℓ2 ∋ a 7→ g ∈ F by Ψ, which is a contraction operator. Then, from
Lemma 2.5 (ii), dνgN /dν ( =
∑N
i,j=1 aiaj2
−(i+j)/2Zi,j) converges to dνg/dν in L
1(K, ν). On
the other hand, for x ∈ K,
N∑
i,j=1
∣∣∣aiaj2−(i+j)/2Zi,j(x)∣∣∣ ≤ N∑
i,j=1
|ai||aj |2−(i+j)/2Zi,i(x)1/2Zj,j(x)1/2 (from Lemma 2.6 (i))
=
(
N∑
i=1
|ai|2−i/2Zi,i(x)1/2
)2
≤
(
N∑
i=1
a2i
)(
N∑
i=1
2−iZi,i(x)
)
≤
∞∑
i=1
a2i . (2.9)
This implies that (dνgN /dν)(x) converges as N →∞ for x ∈ K. The limit must be (dνg/dν)(x)
for ν-a.e.x. We define K1 = {x ∈ K0 | limN→∞(dνgN /dν)(x) = (dνg/dν)(x)}.
Fix x ∈ K and take a = (ai)i∈N and b = (bi)i∈N from ℓ2. Then,
∑∞
i,j=1 aibj2
−(i+j)/2Zi,j(x)
converges absolutely. Indeed, as in (2.9),
N∑
i,j=1
∣∣∣aibj2−(i+j)/2Zi,j(x)∣∣∣ ≤ ( N∑
i=1
|ai|2−i/2Zi,i(x)1/2
) N∑
j=1
|bj |2−j/2Zj,j(x)1/2

≤
(
N∑
i=1
a2i
)1/2 N∑
j=1
b2j
1/2( N∑
i=1
2−iZi,i(x)
)
≤ ‖a‖ℓ2‖b‖ℓ2 .
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From this domination,
Φx(a, b) :=
∞∑
i,j=1
aibj2
−(i+j)/2Zi,j(x), a = (ai)i∈N ∈ ℓ2, b = (bi)i∈N ∈ ℓ2
provides a bounded nonnegative definite and symmetric bilinear form on ℓ2. Then, there exists
a bounded nonnegative definite and symmetric operator Ax on ℓ2 such that
Φx(a, b) = (a, Axb)ℓ2 , a, b ∈ ℓ2.
The kernel of Ax, which is denoted by kerAx, is equal to {a ∈ ℓ2 | Φx(a,a) = 0}. When x ∈ K1,
Ax 6= 0 from (2.8), which implies that kerAx is a proper closed subspace of ℓ2. Therefore,
κ(kerAx) = 0 for x ∈ K1, in particular, for ν-a.e. x.
Now, we set
X := {(x,a) ∈ K × ℓ2 | a ∈ kerAx}
=
(x,a) ∈ K × ℓ2
∣∣∣∣∣∣
∞∑
i,j=1
aiaj2
−(i+j)/2Zi,j(x) = 0 (a = (ai)i∈N)
 .
This is a Borel subset of K × ℓ2. The above observation together with the Fubini theorem
implies (ν ⊗ κ)(X) = 0. Then, ν(Xa) = 0 for κ-a.e. a ∈ ℓ2, where Xa = {x ∈ K | (x,a) ∈ X}.
Consequently, there exists some S ⊂ ℓ2 with κ(ℓ2 \ S) = 0 such that for a ∈ S, dνg/dν > 0
ν-a.e., where g = Ψ(a). That is, νg is a minimal energy-dominant measure for such g. The map
Ψ: ℓ2 → F is contractive, and Ψ(ℓ2) is dense in F . Since S is dense in ℓ2, Ψ(S) is also dense
in F . This completes the proof.
Remark 2.8. In the proof of Proposition 2.7, it is not necessary for the measure κ to be
Gaussian. It is sufficient for the proof that κ has a full support and that it does not charge any
proper closed subspaces of ℓ2.
Fix a minimal energy-dominant measure ν of (E ,F). Let Z+ denote the set of all nonnegative
integers.
Definition 2.9.
(i) The pointwise index p(x) of (E ,F) is defined as a measurable function on K taking values
in Z+ ∪ {+∞} such that the following hold:
(a) For any N ∈ N and any f1, . . . , fN ∈ F ,
rank
(
dνfi,fj
dν
(x)
)N
i,j=1
≤ p(x) for ν-a.e.x.
(b) If another function p′(x) satisfies (a) with p(x) replaced by p′(x), then p(x) ≤ p′(x)
ν-a.e.x.
(ii) The index p of (E ,F) is defined as p = ν-ess supx∈K p(x) ∈ Z+ ∪ {+∞}. In other words, p
is the smallest number satisfying the following: for any N ∈ N and any f1, . . . , fN ∈ F ,
rank
(
dνfi,fj
dν
(x)
)N
i,j=1
≤ p for ν-a.e.x.
This definition is independent of the choice of a minimal energy-dominant measure ν. The
pointwise index p(x) is unique up to ν-equivalence. Its existence is assured by the following
proposition.
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Proposition 2.10. Let {fi}∞i=1 be a sequence of functions in F such that the linear span
of {fi}∞i=1 is dense in F . Denote the Radon–Nikodym derivative dνfi,fj/dν by Zi,j for i, j ∈ N.
For each N ∈ N and x ∈ K, define an N ×N matrix ZN(x) by
ZN (x) =
(
Zi,j(x)
)N
i,j=1
. (2.10)
Then, p(x) := supN∈N (rankZN(x)) is the pointwise index of (E ,F).
Proof. It is sufficient to prove that for any M ∈ N and g1, . . . , gM ∈ F , rankY (x) ≤ p(x)
for ν-a.e.x, where Y (x) =
(
(dνgk,gl/dν)(x)
)M
k,l=1
.
Denote the linear span of {fi}∞i=1 by F̂ . First, suppose that gk ∈ F̂ for every k. There
exist some {ai,k}i=1,...,N, k=1,...,M ⊂ R for some N ∈ N such that gk =
∑N
i=1 ai,kfi for every
k = 1, . . . ,M . Let C be an N ×M matrix whose (i, k)-th component is ai,k. Then, for k, l =
1, . . . , N ,
dνgk,gl
dν
(x) =
N∑
i,j=1
ai,kaj,lZ
i,j(x),
which is equal to the (k, l)-th component of the matrix tCZN (x)C. Therefore, rankY (x) ≤
rankZN (x) ≤ p(x) for ν-a.e.x.
Next, suppose that gk ∈ F for every k. Take {g(i)k }k=1,...,M, i∈N from F̂ such that
limi→∞ g
(i)
k = gk in F for each k. Then, for every k and l, dνg(i)
k
,g
(i)
l
/
dν converges to dνgk,gl/dν
in L1(K, ν) as i→∞ from Lemma 2.5 (ii). By taking a subsequence if necessary, we may assume
that this convergence is also in ν-a.e. sense. From the lower semi-continuity of rank, we have
rankY (x) ≤ lim inf
i→∞
rank
(
dν
g
(i)
k
,g
(i)
l
dν
(x)
)M
k,l=1
≤ p(x) for ν-a.e.x.
This completes the proof.
Proposition 2.11. The pointwise index p(x) is greater than 0 for ν-a.e.x. In particular,
unless E(f) = 0 for every f ∈ F , the index p is greater than 0.
Proof. Let B = {x ∈ K | p(x) = 0}. Take any f ∈ F . Since the rank of the 1× 1 matrix
((dνf/dν)(x)) is 0 for ν-a.e.x in B, dνf/dν = 0 ν-a.e. on B. Therefore, νf (B) = 0. From
Lemma 2.4, ν(B) = 0. The latter assertion arises from the fact that ν does not vanish unless
E(f) = 0 for every f ∈ F .
For p ∈ N, let (·, ·)Rp and | · |Rp denote the standard inner product and the Euclidean norm
on Rp, respectively.
Proposition 2.12. Let p ∈ N. Let {fi}∞i=1 and Zi,j be the same as in Proposi-
tion 2.10. Then, the index of (E ,F) is less than or equal to p if and only if there
exists a sequence {ζi}∞i=1 of Rp-valued measurable functions on K such that for ν-a.e.x,(
Zi,j(x)
)∞
i,j=1
=
(
(ζi(x), ζj(x))Rp
)∞
i,j=1
, and ζjk(x) = 0 for all j ∈ N and k > p(x), where
ζj(x) = (ζj1(x), . . . , ζ
j
p(x)) ∈ Rp and p(x) is the pointwise index of (E ,F).
Proof. First, we prove the if part. Let CN (x) denote the p(x)×N matrix whose (i, j)-th
component is ζji (x). Then, the N ×N matrix (Zi,j(x))Ni,j=1 is described as tCN (x)CN (x) for
ENERGY MEASURES, INDICES, AND DERIVATIVES 9
ν-a.e.x, and thus its rank is less than or equal to p(x). Therefore, the index of (E ,F) does not
exceed p.
Next, we prove the only if part. We may assume that p(x) is defined as in Proposition 2.10.
Let r,N ∈ N and
SrN = {A | A is a nonnegative definite and real symmetric matrix of size N and rankA ≤ r}.
For A = (ai,j)Ni,j=1 ∈ SrN , there exist ξ1, . . . , ξN ∈ Rr such that ai,j = (ξi, ξj)Rr for every i, j.
Indeed, A is decomposed as A = tUDU , where U is an orthogonal matrix of size N and
D = (di,j)Ni,j=1 is a real diagonal matrix of size N such that d
i,i ≥ 0 for all i and di,i = 0 when
i > r. Then, by letting G =
√
DU , we have A = tGG and all the components of the i-th row
of G are zero for i > r. Therefore, it suffices to define ξj ∈ Rr so that its i-th component is the
(i, j)-th component of G. Note also that |ξj |Rr =
√
aj,j.
Now, let
Sr∞ =
{
(ai,j)∞i,j=1
∣∣For every N ∈ N, the matrix AN = (ai,j)Ni,j=1 belongs to SrN} ,
which is regarded as a closed subset of RN×N (with the product topology). For each A =
(ai,j)∞i,j=1 ∈ Sr∞, let
KA = {(ξi)i∈N | Each ξi belongs to Rr and ai,j = (ξi, ξj)Rr for every i and j}.
We will prove KA 6= ∅. For each N ∈ N, take ξ1(N), . . . , ξN(N) ∈ Rr such that (ξi(N), ξj(N))Rr = ai,j
for all i, j = 1, . . . , N . By the diagonalization argument, we can take an increasing sequence
{Nk} ↑ ∞ such that {ξi(Nk)}∞k=i converges to some ξi ∈ Rr for all i ∈ N. Then, (ξi)i∈N belongs
to KA. In the same manner, we can prove that KA is a compact set of (Rr)N with the product
topology. Moreover, if a sequence {An}∞n=1 in Sr∞ converges to some A and (ξn,i)i∈N ∈ KAn
for each n, then {(ξn,i)i∈N}∞n=1 has a limit point in KA. Therefore, by the measurable selection
theorem (see e.g. [19, Lemma 12.1.8 and Theorem 12.1.10]), there exists a Borel measurable
map Θr : Sr∞ → (Rr)N such that Θr(A) ∈ KA for all A ∈ Sr∞. For r ≤ p, define the map
Ξr : (R
r)N → (Rp)N by
Ξr
(
(ξj)j∈N
)
=
(
(ξj1, . . . , ξ
j
r , 0, . . . , 0︸ ︷︷ ︸
p−r
)
)
j∈N
,
where ξj = (ξj1, . . . , ξ
j
r). Then, it suffices to define {ζi}∞i=1 by
(ζi(x))i∈N = Ξp(x) ◦Θp(x)
(
(Zi,j(x))∞i,j=1
)
, x ∈ K.
Remark 2.13. When p = 1, the only if part of Proposition 2.12 is proved in a simpler and
more elementary manner as follows. We define K(0) = ∅ and
K(n) := {x ∈ K | Zn,n(x) > 0}
∖ n−1⋃
i=0
K(i), n ∈ N,
inductively. It holds that ν (K \⋃∞n=1K(n)) = 0. We define
ζi(x) =
∞∑
n=1
1K(n)(x)
Zi,n(x)√
Zn,n(x)
, i ∈ N.
Then, when x ∈ K(n) for n ∈ N, ζi(x)ζj(x) = Zi,n(x)Zj,n(x)/Zn,n(x), i, j ∈ N. Since
rank
Zi,i Zi,j Zi,nZj,i Zj,j Zj,n
Zn,i Zn,j Zn,n
 (x) ≤ 1 for ν-a.e.x,
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we have
0 = det
(
Zi,j Zi,n
Zn,j Zn,n
)
(x) = Zi,j(x)Zn,n(x) − Zi,n(x)Zj,n(x) for ν-a.e.x.
Therefore, ζi(x)ζj(x) = Zi,j(x) for ν-a.e.x.
We will discuss the stability of the pointwise index. Recall that a regular Dirichlet form
(E ,F) on L2(K,µ) is called strong local if E(f, g) = 0 for any f, g ∈ F as long as both supp f
and supp g are compact and g is constant on a neighborhood of supp f . Here, supp f is defined
as the support of the measure |f | · µ on K.
Proposition 2.14. Suppose that (E ,F) and (E˜ , F˜) are both strong local regular Dirichlet
forms on L2(K,µ). If these are equivalent, namely, F = F˜ and there exist positive constants
c1 and c2 such that
c1E(f) ≤ E˜(f) ≤ c2E(f) for all f ∈ F ,
then ν is also a minimal energy-dominant measure of (E˜ , F˜), and the pointwise indices of (E ,F)
and (E˜ , F˜) coincide for ν-a.e. x.
Proof. Let ν˜f denote the energy measure of f with respect to (E˜ , F˜). From [12,
Proposition 1.5.5 (b)] (or [14, p. 389]),
c21νf ≤ ν˜f ≤ c22νf , f ∈ F . (2.11)
Therefore, ν is also a minimal energy-dominant measure of (E˜ , F˜).
Take any f1, . . . , fN ∈ F , N ∈ N. We define ZN (x) =
(
(dνfi,fj/dν)(x)
)N
i,j=1
and Z˜N (x) =(
(dν˜fi,fj/dν)(x)
)N
i,j=1
. For n = 1, . . . , N , denote the n-th eigenvalue of ZN (x) (resp. Z˜N (x))
from below by λn(x) (resp. λ˜n(x)). From the minmax principle,
λn(x) = inf
M∈GN,n(R)
(
sup
a∈M\{0}
t
aZN (x)a
|a|2
RN
)
and λ˜n(x) = inf
M∈GN,n(R)
(
sup
a∈M\{0}
t
aZ˜N (x)a
|a|2
RN
)
.
Here, GN,n(R) is the Grassmann manifold consisting of all n-dimensional subspaces of R
N .
Note that by the separability of GN,n(R), we may replace GN,n(R) and M \ {0} in the above
equations by countable dense subsets. Since
t
aZN(x)a =
dνa1f1+···+aNfN
dν
(x) and taZ˜N (x)a =
dν˜a1f1+···+aNfN
dν
(x)
for a = t(a1, . . . , aN ) ∈ RN , from (2.11),
c21
t
aZN (x)a ≤ taZ˜N(x)a ≤ c22 taZN (x)a for ν-a.e.x.
Therefore, c21λn(x) ≤ λ˜n(x) ≤ c22λn(x) for ν-a.e.x. This implies that rankZN (x) = rank Z˜N(x)
for ν-a.e.x, which completes the proof.
Example 2.15. Let K = Rd and µ be the Lebesgue measure dx. Define a Dirichlet form
(E ,F) on L2(Rd, dx) as
E(f, g) = 1
2
∫
Rd
(∇f,∇g)Rd dx, f, g ∈ F = H1(Rd),
where H1(Rd) is the first-order L2-Sobolev space on Rd. Then, it is evident that νf,g(dx) =
(∇f(x),∇g(x))Rd dx for f, g ∈ F , and the Lebesgue measure can be taken as a minimal energy-
dominant measure. From Proposition 2.12, the index is less than or equal to d. For R > 0,
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let ϕ(t) be a C∞-function on R with compact support such that ϕ(t) = 1 on [−R,R] and
ϕ(t) = 0 on R \ [−R− 1, R+ 1]. Take fi(x) = xiϕ(|x|Rd), i = 1, . . . , d, x = (x1, . . . , xd) ∈ Rd.
Then, fi ∈ F and
dνfi,fj
dx
(x) =
{
1 (i = j)
0 (i 6= j) if |x|Rd < R.
Therefore, rank
(
(dνfi,fj/dx)(x)
)d
i,j=1
= d when |x|Rd < R. Since R is arbitrary, the pointwise
index is d dx-a.e. and the index is d. From Proposition 2.14, the same is true for the Dirichlet
form (E ′,F ′) on L2(Rd, dx) defined by
E ′(f, g) = 1
2
∫
Rd
(σ(x)∇f(x),∇g(x))Rd dx, f, g ∈ F ′ = H1(Rd),
where σ(x) is a d× d matrix valued measurable function on Rd such that there exist some
positive numbers c3 and c4 satisfying
c3|h|2Rd ≤ (σ(x)h, h)Rd ≤ c4|h|2Rd , h ∈ Rd, x ∈ Rd.
When σ(x) is degenerate or unbounded, the pointwise index p(x) should be equal to rankσ(x)
dx-a.e. as long as the domain of the Dirichlet form contains sufficiently many functions so that
the argument similar to the above one is valid.
In the example above, the index can be calculated easily because the Dirichlet form is given
by the square integral of the gradient. Otherwise, determining the index is not straightforward
and it may be difficult to determine. For instance, it is an open problem to determine the index
of the canonical Dirichlet forms on Sierpinski carpets, which are typical infinitely ramified
self-similar fractals.
3. Probabilistic counterpart of index
In this section, we discuss the probabilistic interpretation of the index of (E ,F). For this
purpose, let us review the theory of additive functionals associated with (E ,F) on L2(K,µ),
following [3, Chapter 5]. The capacity Cap associated with (E ,F) is defined as
Cap(U) = inf{E1(f) | f ∈ F and f ≥ 1 µ-a.e. on U}
if U is an open subset of K, and
Cap(B) = inf{Cap(U) | U is open and U ⊃ B}
for general subsets B of K. A set B ⊂ K with Cap(B) = 0 is called an exceptional set. A
statement depending on x ∈ K is said to hold for q.e. (quasi-every) x if the set of x for which
the statement is not true is an exceptional set.
In what follows, we consider only the case that (E ,F) is strong local. From the general
theory of regular Dirichlet forms, we can construct a diffusion process {Xt} on K∆ defined
on a filtered probability space (Ω,F∞, P, {Px}x∈K∆, {Ft}t∈[0,∞)) associated with (E ,F). Here,
K∆ = K ∪ {∆} is a one-point compactification of K and {Ft}t∈[0,∞) is a minimum completed
admissible filtration. Any numerical function f on K extends to K∆ by letting f(∆) = 0.
The relationship between {Xt} and (E ,F) is explained in such a way that the operator f 7→
Ex[f(Xt)] produces the semigroup associated with (E ,F), where Ex denote the expectation
with respect to Px. We may assume that for each t ∈ [0,∞), there exists a shift operator
θt : Ω→ Ω that satisfies Xs ◦ θt = Xs+t for all s ≥ 0. Denote the life time of {Xt(ω)}t∈[0,∞)
by ζ(ω). A [−∞,+∞]-valued function At(ω), t ∈ [0,∞), ω ∈ Ω, is referred to as an additive
functional if the following conditions hold:
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– At(·) is Ft-measurable for each t ≥ 0.
– There exist a set Λ ∈ σ(Ft; t ≥ 0) and an exceptional set N ⊂ K such that Px(Λ) = 1
for all x ∈ K \N and θtΛ ⊂ Λ for all t > 0; moreover, for each ω ∈ Λ, A·(ω) is right
continuous and has the left limit on [0, ζ(ω)), A0(ω) = 0, |At(ω)| <∞ for all t < ζ(ω),
At(ω) = Aζ(ω)(ω) for t ≥ ζ(ω), and
At+s(ω) = As(ω) +At(θsω) for every t, s ≥ 0.
The sets Λ and N referred to above are called a defining set and an exceptional set of the
additive functional A, respectively. A finite (resp. continuous) additive functional is defined as
an additive functional such that |A·(ω)| <∞ (resp. A·(ω) is continuous) on [0,∞) for ω ∈ Λ.
A [0,∞]-valued continuous additive functional is referred to as a positive continuous additive
functional. From [3, Theorems 5.1.3 and 5.1.4], for each positive continuous additive functional
A, there exists a unique measure µA on K (termed the Revuz measure of A) such that the
following identity holds for any t > 0 and nonnegative Borel functions f and h on K:∫
K
Ex
[∫ t
0
f(Xs) dAs
]
h(x)µ(dx) =
∫ t
0
∫
K
Ex [h(Xs)] f(x)µA(dx) ds.
Further, if two positive continuous additive functionals A(1) and A(2) have the same Revuz
measures, then A(1) and A(2) coincide up to the natural equivalence.
Let Pµ be a measure on Ω defined as Pµ(·) =
∫
K Px(·)µ(dx). Let Eµ denote the integration
with respect to Pµ. We define the energy e(A) of additive functional A as
e(A) = lim
t→0
(2t)−1Eµ[A
2
t ]
if the limit exists.
Let M be the space of martingale additive functionals of {Xt} that is defined as
M =
M
∣∣∣∣∣∣
M is a finite additive functional such that M·(ω) is right continuous
and has a left limit on [0,∞) for ω in a defining set of M , and for
each t > 0, Ex[M
2
t ] <∞ and Ex[Mt] = 0 for q.e. x ∈ K
 .
Due to the assumption that (E ,F) is strong local, any M ∈M is in fact a continuous additive
functional ([3, Lemma 5.5.1 (ii)]).
Each M ∈M admits a positive continuous additive functional 〈M〉 referred to as the
quadratic variation associated with M that satisfies
Ex[〈M〉t] = Ex[M2t ], t > 0 for q.e. x ∈ K,
and the following equation holds:
e(M) =
1
2
µ〈M〉(K). (3.1)
We set
◦M = {M ∈M | e(M) <∞}. Then, ◦M is a Hilbert space with inner product
e(M,M ′) := (e(M +M ′)− e(M)− e(M ′))/2 ([3, Theorem 5.2.1]). For M,L ∈ ◦M, we set
µ〈M,L〉 = (µ〈M+L〉 − µ〈M〉 − µ〈L〉)/2. Since µ〈M,L〉 is bilinear and symmetric with respect to
M,L and µ〈M,M〉 = µ〈M〉 is a positive measure, for any nonnegative function f in L
1(K,µ〈M〉 +
µ〈L〉), it holds that ∣∣∣∣∫
K
f dµ〈M,L〉
∣∣∣∣ ≤
√∫
K
f dµ〈M〉
√∫
K
f dµ〈L〉 (3.2)
and ∣∣∣∣∣
√∫
K
f dµ〈M〉 −
√∫
K
f dµ〈L〉
∣∣∣∣∣
2
≤
∫
K
f dµ〈M−L〉. (3.3)
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For M ∈ ◦M and f ∈ L2(K,µ〈M〉), we can define the stochastic integral f •M ([3, Theo-
rem 5.6.1]), which is a unique element in
◦M such that
e(f •M,L) = 1
2
∫
K
f(x)µ〈M,L〉(dx) for all L ∈
◦M.
We may write
∫·
0
f(Xt) dMt for f •M since (f •M)t =
∫t
0
f(Xs) dMs, t > 0, Px-a.e. for q.e.x ∈
K as long as f is a continuous function with compact support on K ([3, Lemma 5.6.2]). From
[3, Lemma 5.6.2], we also have
dµ〈f•M,L〉 = f · dµ〈M,L〉, L ∈
◦M. (3.4)
The space Nc of the continuous additive functionals of zero energy is defined as
Nc =
{
N
∣∣∣∣ N is a continuous additive functional,e(N) = 0, Ex[|Nt|] <∞ for q.e. x ∈ K and t > 0
}
.
For each u ∈ F , we have a quasi-continuous modification u˜ of u in the restricted sense, that is,
u = u˜ µ-a.e., and for any ε > 0, there exists an open subset G of K such that Cap(K \G) < ε
and u˜|K∆\G is continuous ([3, Theorem 2.1.3]). Then, the Fukushima decomposition theorem [3,
Theorem 5.2.2] says that there exist unique M [u] ∈ ◦M and N [u] ∈ Nc such that
u˜(Xt)− u˜(X0) =M [u]t +N [u]t , t > 0, Px-a.e. for q.e.x.
From [3, Theorem 5.2.3], µ〈M [u]〉 is equal to the energy measure νu of u. Therefore,
µ〈M [u],M [v]〉 = νu,v, u, v ∈ F . (3.5)
We recall the following claim.
Lemma 3.1 ([3, Lemma 5.6.3]). Let C1 be a dense subset of C0(K) with uniform norm
and F1, a dense subset of F . Then, {u •M [v] | u ∈ C1, v ∈ F1} is dense in (
◦M, e).
By using this lemma, we can prove some basic properties for Revuz measures as follows.
Lemma 3.2. Let ν be a minimal energy-dominant measure of (E ,F), and let M,M ′ ∈ ◦M.
Then, the following hold.
(i) µ〈M,M ′〉 is absolutely continuous with respect to ν,∣∣∣∣dµ〈M,M ′〉dν
∣∣∣∣ ≤
√
dµ〈M〉
dν
√
dµ〈M ′〉
dν
ν-a.e., (3.6)
and ∫
K
(√
dµ〈M〉
dν
−
√
dµ〈M ′〉
dν
)2
dν ≤ µ〈M−M ′〉(K) = 2e(M −M ′). (3.7)
(ii) If Mn →M and M ′n →M ′ in (
◦M, e) as n→∞, then
dµ〈Mn,M ′n〉
dν
→ dµ〈M,M ′〉
dν
in L1(K, ν) as n→∞.
Proof. (i): When M = u •M [v] for u ∈ C0(K) and v ∈ F , µ〈M〉 = u2 · νv, which is abso-
lutely continuous with respect to ν. From Lemma 3.1, (3.3), and (3.1), µ〈M〉 ≪ ν for allM ∈
◦M.
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In addition, µ〈M,M ′〉 ≪ ν from (3.2). Equations (3.6) and (3.7) follow from an argument similar
to the proof of Lemma 2.5 (i).
(ii): This claim is proved in exactly the same manner as Lemma 2.5 (ii).
Definition 3.3 (cf. [6]). The AF-martingale dimension of {Xt} (or of (E ,F)) is defined
as a smallest number p in Z+ satisfying the following: there exists a sequence {M (k)}pk=1 in
◦M
such that every M ∈ ◦M has a stochastic integral representation
Mt =
p∑
k=1
(hk •M (k))t, t > 0, Px-a.e. for q.e.x,
where hk ∈ L2(K,µ〈M(k)〉) for each k = 1, . . . , p. If such p does not exist, the AF-martingale
dimension is defined as +∞.
This definition is basically consistent with the works by Motoo and Watanabe [15] and
Davis and Varaiya [2]. From now on, we will omit the symbol AF (an abbreviation of “additive
functionals”) and only write martingale dimension.
Theorem 3.4. The index of (E ,F) coincides with the martingale dimension of {Xt}.
This theorem is a natural generalization of [11, Theorem 6.12]. The remainder of this section
describes the proof of this theorem.
Let
ℓ0 = {a = (ai)i∈N | ai ∈ R for all i ∈ N and ai = 0 except for finitely many i}.
Fix a minimal energy-dominant measure ν with ν(K) <∞ and a sequence {fi}∞i=1 in F such
that the linear span of {fi}∞i=1 is dense in F . Denote the Radon–Nikodym derivative dνfi,fj/dν
by Zi,j for i, j ∈ N. For each x ∈ K, define pre-inner product 〈·, ·〉Z(x) on ℓ0 as
〈a, b〉Z(x) :=
∞∑
i,j=1
aibjZ
i,j(x), a = (ai)i∈N ∈ ℓ0, b = (bj)j∈N ∈ ℓ0.
For x ∈ K, let ℓZ(x) be the set of all equivalent classes of ℓ0 with respect to the equivalent
relation ∼x derived from pre-inner product 〈·, ·〉Z(x). That is, ℓZ(x) = ℓ0/∼x, where a ∼x b if
and only if 〈a− b, a− b〉Z(x) = 0.
Lemma 3.5. The dimension of ℓZ(x) is equal to the pointwise index p(x) of (E ,F) for
ν-a.e.x.
Proof. Fix x ∈ K and take N ∈ N. Let ZN(x) =
(
Zi,j(x)
)N
i,j=1
. Then, it is an elementary
fact that
dim
(
RN/∼x,N
)
= rankZN(x),
where a ∼x,N b is defined as
∑N
i,j=1 aibjZ
i,j(x) = 0 for a = (ai)
N
i=1 ∈ RN and b = (bj)Nj=1 ∈ RN .
By letting N →∞, we obtain dim ℓZ(x) = p(x) for ν-a.e.x from Proposition 2.10.
Let
C =
{
g = (gi)i∈N
∣∣∣∣ Each gi is a bounded Borel function on K, and there existssome n ∈ N such that gi = 0 for all i ≥ n
}
.
ENERGY MEASURES, INDICES, AND DERIVATIVES 15
Note that for g ∈ C, g(x) = (gi(x))i∈N belongs to ℓ0 for each x ∈ K. We define a pre-inner
product 〈·, ·〉Z on C by
〈g, g′〉Z = 1
2
∫
K
〈g(x), g′(x)〉Z(x) ν(dx), g, g′ ∈ C.
For g = (gi)i∈N ∈ C, we define
χ(g) =
∞∑
i=1
gi •M [fi] ∈
◦M. (3.8)
We note that the sum above is in fact a finite sum.
Lemma 3.6. The map χ : C → ◦M preserves the (pre-)inner products.
Proof. For g = (gi)i∈N ∈ C and g′ = (g′i)i∈N ∈ C, from (3.1), (3.4), and (3.5),
e(χ(g), χ(g′)) =
1
2
∑
i,j
∫
K
gi(x)g
′
j(x)µ〈M [fi ],M [fj ]〉(dx)
=
1
2
∑
i,j
∫
K
gi(x)g
′
j(x)Z
i,j(x) ν(dx)
= 〈g, g′〉Z .
This completes the proof.
By virtue of Lemma 3.1 and the fact that the linear span of {fi}∞i=1 is dense in F , χ(C) is
dense in
◦M. Define
D = {g = (gi)i∈N | Each gi is a Borel function on K, and (gi(x))i∈N ∈ ℓ0 for ν-a.e.x}.
Lemma 3.7. Suppose that the index p of (E ,F) is finite and nonzero. Then, there exist
g(k) = (g
(k)
i )i∈N ∈ D, k = 1, . . . , p such that
〈g(k)(x), g(l)(x)〉Z(x) = 0 ν-a.e.x for k 6= l
and
〈g(k)(x), g(k)(x)〉Z(x) =
{
1 when k ≤ p(x)
0 when k > p(x)
for ν-a.e.x,
where p(x) is the pointwise index of (E ,F).
Proof. The proof is based on the Gram–Schmidt orthogonalization. Let
ℓQ = {u = (ui)i∈N ∈ ℓ0 | ui ∈ Q for all i ∈ N},
which is dense in ℓZ(x) for ν-a.e.x ∈ K. Here, by abuse of notation, an element of ℓ0 is
also regarded as its equivalent class in ℓZ(x). We regard each element of ℓQ as an ℓ0-valued
constant function on K and ℓQ as a subset of D. Since ℓQ is a countable set, we can write
ℓQ = {u(1), u(2), u(3), . . .} and u(n) = (u(n)i )i∈N. We define a map
R : D ∋ f = (fi)i∈N 7→ g = (gi)i∈N ∈ D
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by
gi(x) =
{
fi(x)
/
〈(fj(x))j∈N, (fj(x))j∈N〉1/2Z(x) if (fj(x))j∈N 6∼x 0
0 otherwise
, x ∈ K, i ∈ N.
We define h(1) = R(u(1)) and
h(n+1) = R
(
u(n+1) −
n∑
m=1
〈u(n+1), h(m)(·)〉Z(·)h(m)
)
, n ∈ N,
inductively. By taking account of Lemma 3.5, for ν-a.e.x, there exists a unique n1 < n2 < · · · <
np(x), ni ∈ N for each i, such that
〈h(ni)(x), h(nj)(x)〉Z(x) =
{
1 (i = j)
0 (i 6= j) for i, j ∈ {1, . . . , p(x)}.
Set
g(k)(x) =
{
h(nk)(x) if k ≤ p(x)
0 if k > p(x)
for k = 1, . . . , p. Here, note that nk depends on x. Then, g
(1), . . . , g(p) satisfy the desired
properties.
Proof of Theorem 3.4. First, we prove that the martingale dimension is less than or equal
to the index p. It suffices to assume 1 ≤ p <∞. Take g(1), . . . , g(p) in Lemma 3.7, and define
Kl =
{
x ∈ K
∣∣∣∣∣ For all k = 1, . . . , p, |g(k)i (x)| ≤ l for i = 1, . . . , land g(k)i (x) = 0 for i > l
}
, l ∈ N.
Then, {Kl}∞l=1 is a nondecreasing sequence and ν (K \
⋃∞
l=1Kl) = 0.
Let k ∈ {1, . . . , p} and l ∈ N. Keeping in mind that (1Kl · g(k)i )i∈N ∈ C, we define
M
(k)
l = χ
(
(1Kl · g(k)i )i∈N
)
=
∞∑
i=1
(
1Kl · g(k)i
)
•M [fi].
Note that
∑∞
i=1 in the above equation can be replaced by
∑l
i=1. For l < m, we have
e
(
M (k)m −M (k)l
)
= e
(
∞∑
i=1
(
1Km\Kl · g(k)i
)
•M [fi]
)
=
1
2
∞∑
i,j=1
∫
Km\Kl
g
(k)
i g
(k)
j dµ〈M [fi],M [fj ]〉
=
1
2
∫
Km\Kl
 ∞∑
i,j=1
g
(k)
i g
(k)
j Z
i,j
 dν (from (3.5))
=
1
2
∫
Km\Kl
1{p(·)≥k}(x) ν(dx) (from Lemma 3.7)
→ 0 as m > l →∞. (3.9)
Here, the infinite sums are actually finite sums. From this, {M (k)l }∞l=1 is a Cauchy sequence in
(
◦M, e). We denote the limit byM (k). From a calculation similar to (3.9), we have µ
〈M
(k)
l
〉
(dx) =
1Kl∩{p(·)≥k}(x) ν(dx) and µ〈M(k)
l
,M
(m)
l
〉
= 0 for k 6= m, for every l ∈ N. By Lemma 3.2 (ii), we
obtain
µ〈M(k)〉(dx) = 1{p(·)≥k}(x) ν(dx) (3.10)
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and
µ〈M(k),M(m)〉 = 0, k 6= m (3.11)
by letting l →∞.
Now, we will prove that any M ∈ ◦M is expressed as
M =
p∑
k=1
hk •M (k), hk =
dµ〈M,M(k)〉
dν
, k = 1, . . . , p. (3.12)
Here, since
h2k ≤
dµ〈M〉
dν
· dµ〈M(k)〉
dν
≤ dµ〈M〉
dν
ν-a.e.
from Lemma 3.2 (i) and (3.10), hk ∈ L2(K, ν) ⊂ L2(K,µ〈M(k)〉) and hk •M (k) is well-defined.
To begin with, suppose that M is described as
M = u •M [fi], where i ∈ N and u is a bounded Borel function on K
such that u = 0 on K \Kl for some l ∈ N. (3.13)
We may assume l ≥ i. In order to prove (3.12), it suffices to prove that the Revuz measures of
both sides coincide. We have
µ〈M〉(dx) = u(x)
2µ〈fi〉(dx) = u(x)
2Zi,i(x)ν(dx)
and
µ〈∑p
k=1
hk•M(k)〉(dx) =
p∑
k,m=1
hk(x)hm(x)µ〈M(k) ,M(m)〉(dx)
=
p∑
k=1
hk(x)
21{p(·)≥k}(x)ν(dx). (from (3.10) and (3.11))
Since µ
〈M [fi],M
(k)
l
〉
(dx) = 1Kl(x)µ〈M [fi ],M(k)〉(dx) and u(x)1Kl(x) = u(x), we also have
hk(x) = u(x)
dµ〈M [fi],M(k)〉
dν
(x)
= u(x)
dµ
〈M [fi],M
(k)
l
〉
dν
(x)
=
l∑
j=1
u(x)g
(k)
j (x)Z
i,j(x)
= 〈v(x), g(k)(x)〉Z(x),
where v(x) = (vj(x))j∈N ∈ ℓ0 is defined as vj(x) = 0 for j 6= i and vj(x) = u(x) for j = i. For
ν-a.e.x ∈ K, {g(k)(x)}p(x)k=1 is an orthonormal basis of ℓZ(x). Therefore,
p(x)∑
k=1
hk(x)
2 = 〈v(x), v(x)〉Z(x) = u(x)2Zi,i(x) ν-a.e.x.
Combining these equalities, we conclude that µ〈M〉 = µ〈∑p
k=1
hk•M(k)〉 and (3.12) holds.
The set of all linear combinations of additive functionals M expressed as (3.13) is dense in
◦M, which is proved in the same manner as Lemma 3.1. Thus, (3.12) holds for every M ∈ ◦M
by approximation. Therefore, the martingale dimension is less than or equal to p.
Next, we prove that the index is less than or equal to the martingale dimension p. We
may assume 1 ≤ p <∞. Then, there exist M (1), . . . ,M (p) ∈ ◦M such that every M ∈ ◦M has
a representation M =
∑p
k=1 hk •M (k). Take arbitrary finitely many functions g1, . . . , gN from
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F . For each i = 1, . . . , N , we write M [gi] =∑pk=1 hik •M (k). Then,
νgi,gj = µ〈M [gi],M [gj ]〉 =
p∑
m,n=1
himh
j
n · µ〈M(m),M(n)〉.
Therefore, ZN (x) =
tU(x)R(x)U(x), where ZN(x) =
(
(dνgi,gj/dν)(x)
)N
i,j=1
, and U(x) is a p×
N matrix and R(x) is a p× p matrix provided by
U(x) =
(
hik(x)
)
k=1,...,p
i=1,...,N
, R(x) =
(
dµ〈M(m),M(n)〉
dν
(x)
)p
m,n=1
.
This implies that rankZN(x) ≤ p ν-a.e.x. Thus, the index is less than or equal to p.
Remark 3.8. The additive functionals {M (k)}pk=1 constructed in the first part of the proof
satisfy
µ〈M(k)〉(dx) = 1{p(·)≥k}(x)µ〈M(m)〉(dx) for k > m
from (3.10). Therefore, 〈M (k)〉t =
∫t
0
1{p(·)≥k}(Xs) d〈M (m)〉s for k > m, where p(·) is taken to
be Borel measurable, and in particular,
d〈M (1)〉t ≫ d〈M (2)〉t ≫ · · · ≫ d〈M (p)〉t, Px-a.e. for q.e.x.
This is consistent with the definition of the multiplicity of filtration in [2].
Corollary 3.9. Suppose that the index of (E ,F) is one. For M ′ ∈ ◦M, the following
properties are equivalent.
(i) µ〈M ′〉 is a minimal energy-dominant measure.
(ii) For any M ∈ ◦M, there exists h ∈ L2(K,µ〈M ′〉) such that M = h •M ′.
In particular, for f ∈ F , M ′ :=M [f ] satisfies property (ii) above if and only if f ∈ Fdom.
Proof. From Theorem 3.4, equation (3.10), and Proposition 2.11, there exists M (1) ∈ ◦M
such that µ〈M(1)〉 = ν and for each M ∈
◦M, there exists h1 ∈ L2(K, ν) satisfying M = h1 •
M (1).
Suppose (i) holds. There exists ϕ ∈ L2(K, ν) such that M ′ = ϕ •M (1). Since dµ〈M ′〉 =
ϕ2 dµ〈M(1)〉 = ϕ
2 dν, ϕ 6= 0 ν-a.e. For M ∈ ◦M, take h1 ∈ L2(K, ν) as above and define h =
h1/ϕ. Then,
∫
K h
2 dµ〈M ′〉 =
∫
K h
2
1 dν <∞ and
h •M ′ = (h1/ϕ) • (ϕ •M (1)) = h1 •M (1) =M.
Therefore, (ii) holds.
Next, suppose (ii) holds. There exists h ∈ L2(K, ν) such that M (1) = h •M ′. Then, dν =
dµ〈M(1)〉 = h
2 dµ〈M ′〉. This implies that ν ≪ µ〈M ′〉. Therefore, (i) holds.
4. Index of p.c.f. fractals
In this section, we take self-similar fractals as K. We follow [8] to provide a framework.
Let K be a compact metrizable topological space, N be an integer greater than one, and
set S = {1, 2, . . . , N}. Further, let ψi : K → K be a continuous injective map for i ∈ S. Set
Σ = SN. For i ∈ S, we define a shift operator σi : Σ→ Σ by σi(ω1ω2 · · · ) = iω1ω2 · · · . Suppose
that there exists a continuous surjective map π : Σ→ K such that ψi ◦ π = π ◦ σi for every
i ∈ S. We term L = (K,S, {ψi}i∈S) a self-similar structure.
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We also define W0 = {∅}, Wm = Sm for m ∈ N, and denote
⋃
m≥0Wm by W∗. For w =
w1w2 · · ·wm ∈Wm, we define ψw = ψw1 ◦ ψw2 ◦ · · · ◦ ψwm and Kw = ψw(K). By convention,
ψ∅ is the identity map from K to K. For w = w1w2 · · ·wm ∈ Wm and w′ = w′1w′2 · · ·w′m′ ∈
Wm′ , ww
′ denotes w1w2 · · ·wmw′1w′2 · · ·w′m′ ∈Wm+m′ . For m ≥ 0, let Bm be a σ-field on K
generated by {Kw | w ∈ Wm}. Then, {Bm}∞m=0 is a filtration on K and the σ-field generated
by {Bm | m ≥ 0} is equal to B(K).
We set
P =
∞⋃
m=1
σm
π−1
 ⋃
i,j∈S, i6=j
(Ki ∩Kj)
 and V0 = π(P),
where σm : Σ→ Σ is a shift operator that is defined by σm(ω1ω2 · · · ) = ωm+1ωm+2 · · · . The
set P is referred to as the post-critical set. We assume that K is connected and the self-similar
structure (K,S, {ψi}i∈S) is post-critically finite (p.c.f.), that is, P is a finite set. Figure 1
shows some typical examples of p.c.f. self-similar sets K, where the set of black points is V0.
The three-dimensional Sierpinski gasket is realized in R3, and other sets are realized in R2.
Figure 1. Examples of p.c.f. self-similar sets. From the upper left, two-dimensional standard
Sierpinski gasket, two-dimensional level-3 S. G., three-dimensional standard S. G., Pentakun
(pentagasket), snowflake, heptagasket, the Vicsek set, and Hata’s tree-like set.
Let Vm =
⋃
w∈Wm
ψw(V0) for m ∈ N and V∗ =
⋃∞
m=0 Vm. For any x ∈ K \ V∗, there exists
a unique element ω = ω1ω2 · · · ∈ Σ such that π(ω) = x. We denote ω1ω2 · · ·ωm ∈Wm by [x]m
for each m ∈ N, and define [x]0 = ∅. The sequence {K[x]m}∞m=0 is a fundamental system of
neighborhoods of x ([8, Proposition 1.3.6]).
For a finite set V , let l(V ) be the space of all real-valued functions on V . We equip l(V ) with
an inner product (·, ·)l(V ) defined by (u, v)l(V ) =
∑
q∈V u(q)v(q). Let D = (Dqq′ )q,q′∈V0 be a
symmetric linear operator on l(V0) (also considered to be a square matrix of size #V0) such
that the following conditions hold:
(D1) D is nonpositive definite,
(D2) Du = 0 if and only if u is constant on V0,
(D3) Dqq′ ≥ 0 for all q 6= q′ ∈ V0.
We define E(0)(u, v) = (−Du, v)l(V0) for u, v ∈ l(V0). This is a Dirichlet form on l(V0), where
l(V0) is identified with the L
2 space on V0 with the counting measure ([8, Proposition 2.1.3]).
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For r = {ri}i∈S with ri > 0, we define a bilinear form E(m) on l(Vm) as
E(m)(u, v) =
∑
w∈Wm
1
rw
E(0)(u ◦ ψw|V0 , v ◦ ψw|V0), u, v ∈ l(Vm). (4.1)
Here, rw = rw1rw2 · · · rwm for w = w1w2 · · ·wm and r∅ = 1. We refer to (D, r) as a harmonic
structure if for every v ∈ l(V0),
E(0)(v, v) = inf{E(1)(u, u) | u ∈ l(V1) and u|V0 = v}.
Then, for m ∈ Z+ and u ∈ l(Vm+1), we obtain E(m)(u|Vm , u|Vm) ≤ E(m+1)(u, u).
We consider only a harmonic structure that is regular, namely, 0 < ri < 1 for all i ∈ S.
Several studies have been conducted on the existence of regular harmonic structures such as
[13, 4, 16]. We only remark here that all nested fractals have canonical regular harmonic
structures. Nested fractals are self-similar sets that are realized in Euclidean spaces and have
good symmetry. For the precise definition, see [13, 8]. All the fractals shown in Figure 1 except
Hata’s tree-like set are nested fractals. Hata’s tree-like set also has regular harmonic structures;
see Proposition 4.6 below.
We assume that a regular harmonic structure (D, r) is given. Let µ be a Borel probability
measure on K with full support. We can then define a strong local and regular Dirichlet form
(E ,F) on L2(K,µ) associated with (D, r) by
F =
{
u ∈ C(K) ⊂ L2(K,µ)
∣∣∣ lim
m→∞
E(m)(u|Vm , u|Vm) <∞
}
,
E(u, v) = lim
m→∞
E(m)(u|Vm , v|Vm), u, v ∈ F .
(See the beginning of [8, section 3.4].)
For a map ψ : K → K and a function f on K, ψ∗f denotes the pullback of f by ψ, that is,
ψ∗f = f ◦ ψ. The Dirichlet form (E ,F) constructed above satisfies the self-similarity:
E(f, g) =
∑
i∈S
1
ri
E(ψ∗i f, ψ∗i g), f, g ∈ F . (4.2)
From [8, Theorem 3.3.4], there exists a constant c5 > 0 such that
Osc
x∈K
f(x) ≤ c5
√
E(f), f ∈ F ⊂ C(K), (4.3)
where, in general, Oscx∈B f(x) := supx∈B f(x)− infx∈B f(x) for B ⊂ K. By utilizing this
inequality, it is easy to prove that the capacity associated with (E ,F) of any nonempty subset
of K is uniformly positive (see, e.g., [6, Proposition 4.2]).
The energy measures have the following properties. For the proof, see e.g. [7, Lemma 4] and
its proof.
Lemma 4.1. Let f ∈ F and νf be the energy measure of f .
(i) For m ∈ Z+ and a Borel subset B of K,
νf (B) =
∑
w∈Wm
1
rw
νψ∗wf (ψ
−1
w (B)).
(ii) The measure νf has no atoms. In particular, νf (V∗) = 0.
(iii) For w ∈W∗ and a Borel subset B of Kw,
νf (B) =
1
rw
νψ∗wf (ψ
−1
w (B)).
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In addition, note that since 1 ∈ F and E(1, 1) = 0,
νf (K) = 2E(f) for all f ∈ F . (4.4)
The underlying measure µ does not play an important role with regard to the energy measures
since they are independent of the choice of µ.
For each u ∈ l(V0), there exists a unique function h ∈ F such that h|V0 = u and E(h) =
inf{E(g) | g ∈ F , g|V0 = u}. Such a function h is termed a harmonic function. The space of
all harmonic functions is denoted by H. For any w ∈ W∗ and h ∈ H, ψ∗wh ∈ H. By using the
linear map ι : l(V0) ∋ u 7→ h ∈ H, we can identify H with l(V0). In particular, H is a finite
dimensional subspace of F , and the norm ‖ · ‖F on H is equivalent to (ι−1(·), ι−1(·))1/2l(V0). For
each i ∈ S, we define a linear operator Ai : l(V0)→ l(V0) as
Ai = ι
−1 ◦ ψ∗i ◦ ι, (4.5)
which is also considered as a square matrix of size #V0.
Let I be the set of all constant functions on K, which is a one-dimensional subspace of
H. Let Q be an arbitrary projection operator from H to I. Define P = Id−Q, where Id is
an identity operator on H. For each i ∈ S, set A′i = PAi. For w = w1w2 · · ·wm ∈ Wm, define
Aw = Awm · · ·Aw2Aw1 and A′w = A′wm · · ·A′w2A′w1 . By convention, A∅ = Id and A′∅ = P . Let
1 ∈ l(V0) be a constant function on V0 with value 1. Since each Ai has an eigenvalue 1 with 1 as
eigenfunctions, AiQ = Q. Then, PAiP = (Id−Q)Ai(Id−Q) = Ai −QAi = PAi. Therefore,
for any w ∈W∗,
A′w = PAw. (4.6)
In addition, since DQ = 0 and D is symmetric,
tPDP = (Id− tQ)D(Id−Q) = D. (4.7)
For m ≥ 0, let Hm denote the set of all functions f in F such that ψ∗wf ∈ H for all w ∈Wm.
Let H∗ =
⋃
m≥0Hm. Functions in H∗ are referred to as piecewise harmonic functions. From
[6, Lemma 2.1], H∗ is dense in F .
Lemma 4.2. Let w ∈W∗ and f, h ∈ H. Then,
νf,h(Kw) = − 2
rw
t(A′wι
−1(f))D(A′wι
−1(h)). (4.8)
Proof. It is sufficient to prove (4.8) when f = h. From [7, Lemma 4 (ii)], equation (4.8)
with A′w replaced by Aw holds. By combining (4.6) and (4.7), we obtain (4.8).
In what follows, we fix a minimal energy-dominant measure ν with ν(K) <∞.
Proposition 4.3. Let m ∈ Z+. Define ν′m =
∑
w∈Wm
r−1w (ψw)∗ν. That is,
ν′m(B) =
∑
w∈Wm
1
rw
ν(ψ−1w (B)), B ∈ B(K).
Then, ν and ν′m are mutually absolutely continuous. In particular, ν(B) = 0 implies
ν(ψ−1w (B)) = 0. Moreover, for any f, g ∈ F and w ∈ Wm,
dνf,g
dν′m
(x) =
dνψ∗wf,ψ∗wg
dν
(ψ−1w (x)) ν-a.e.x on Kw. (4.9)
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Proof. Let B be a Borel set of K. Suppose ν′m(B) = 0. Let f ∈ F and w ∈ Wm. Then,
0 = ((ψw)∗ν)(B) = ν(ψ
−1
w (B ∩Kw)). Since νψ∗wf ≪ ν, we have 0 = νψ∗wf (ψ−1w (B ∩Kw)) =
rwνf (B ∩Kw) by Lemma 4.1 (iii). Since w ∈ Wm is arbitrary, νf (B) = 0. From Lemma 2.4,
ν(B) = 0. Therefore, ν ≪ ν′m.
Next, suppose ν(B) = 0. Let f ∈ F and w ∈Wm. Then, there exists fˆ ∈ F such that ψ∗wfˆ =
f . From Lemma 4.1 (i), 0 = νfˆ (B) ≥ r−1w νf (ψ−1w (B)). From Lemma 2.4, ν(ψ−1w (B)) = 0, that
is, ((ψw)∗ν)(B) = 0. Therefore, ν
′
m(B) = 0. This implies ν
′
m ≪ ν.
For the proof of (4.9), take x ∈ Kw \ V∗ and n ≥ m. Then, from Lemma 4.1,
νf,g(K[x]n)
ν′m(K[x]n)
=
r−1w νψ∗wf,ψ∗wg(ψ
−1
w (K[x]n))
r−1w ν(ψ
−1
w (K[x]n))
=
νψ∗wf,ψ∗wg(K[ψ−1w (x)]n−m)
ν(K[ψ−1w (x)]n−m)
.
Letting n→∞, we obtain (4.9).
For each q ∈ V0, define hq ∈ H so that hq(x) =
{
1 (x = q)
0 (x 6= q) , x ∈ V0. Let Z
q,q′ =
dνhq,hq′
/
dν for q, q′ ∈ V0.
Proposition 4.4. Define p = ν-ess supx∈K rank
(
Zq,q
′
(x)
)
q,q′∈V0
. Then, the index of
(E ,F) is p.
Proof. It suffices to prove that the index is less than or equal to p. Take a sequence {fi}∞i=1
from H∗ such that the linear span of {fi}∞i=1 is dense in F . For N ∈ N, define an N ×N matrix
ZN(x), x ∈ K, by ZN (x) =
(
(dνfi,fj/dν)(x)
)N
i,j=1
. From Proposition 2.10, it is sufficient to
show that
ν-ess sup
x∈K
rankZN (x) ≤ p. (4.10)
Take a sufficiently largem ∈ N such that fi ∈ Hm for all i = 1, . . . , N . Let w ∈Wm. Since ψ∗wfi
is expressed as a linear combination of {hq}q∈V0 for every i = 1, . . . , N , it is easy to prove
ν-ess sup
x∈K
rank
(
dνψ∗mfi,ψ∗mfj
dν
(x)
)N
i,j=1
≤ p,
as in the first part of the proof of Proposition 2.10. From Proposition 4.3,
dνfi,fj
dν
(x) =
dν′m
dν
(x)
dνψ∗wfi,ψ∗wfj
dν
(ψ−1w (x)) ν-a.e. on Kw,
where ν′m is provided in Proposition 4.3. Therefore, ν-ess supx∈Kw rankZN (x) ≤ p. Since w ∈
Wm is arbitrary, we obtain (4.10).
For determining the index of (E ,F), the following result is the most general one available at
present, which is an extension of the result described in [10].
Theorem 4.5 ([6, Theorem 4.4]). Suppose that for each q ∈ V0, q is a fixed point of ψi
for some i ∈ S and K \ {q} is connected. Then, the index (or equivalently, the martingale
dimension) of (E ,F) is one.
The author expects that the index is always one without the assumption of Theorem 4.5, but
does not know the proof nor the counterexamples at the moment. All nested fractals satisfy
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the assumption of Theorem 4.5 (see e.g. [8, Theorem 1.6.2 and Proposition 1.6.9] for the
proof). A typical example that does not satisfy the assumption is Hata’s tree-like set (shown
in the lower right-hand side of Figure 1). More precisely, let c ∈ C \ R such that 0 < |c| < 1
and 0 < |1− c| < 1. Hata’s tree-like set is a unique nonempty compact subset K of C such
that K = ψ1(K) ∪ ψ2(K), where ψ1(z) = cz¯ and ψ2(z) = (1− |c|2)z¯ + |c|2 for z ∈ C. Then,
V0 = {c, 0, 1} and c is not a fixed point of ψ1 nor ψ2. However, even in this case, we can prove
that the index is one by the following direct computation.
Figure 2. Skeleton of Hata’s tree-like set and images by contraction maps.
Proposition 4.6. Let K be Hata’s tree-like set and µ, a Borel probability measure on K
with full support. For a Dirichlet form (E ,F) on L2(K,µ) associated with an arbitrary regular
harmonic structure (D, r), the index is one.
Proof. From an elementary calculation, all harmonic structures (D, r) are provided by
D = a
−h h 0h −(h+ 1) 1
0 1 −1
 , r = (r, 1− r2)
for a > 0, 0 < r < 1 and rh = 1 (cf. [8, Example 3.1.6]), where we identify l({c, 0, 1}) with R3.
We may assume a = 1 to prove the claim. Then, the matrices A1 and A2 defined by (4.5) are
given by
A1 =
0 1− r2 r20 1 0
1 0 0
 , A2 =
0 1− r2 r20 1− r2 r2
0 0 1
 .
As projections on H, take Q =
0 0 10 0 1
0 0 1
 and P = Id−Q =
1 0 −10 1 −1
0 0 0
. Then,
A′1 := PA1 =
−1 1− r2 r2−1 1 0
0 0 0
 and A′2 := PA2 =
0 1− r2 r2 − 10 1− r2 r2 − 1
0 0 0
 .
Therefore, rankA′1 = 2 and rankA
′
2 = 1. This implies that for w ∈Wm with m ∈ N, rankA′w ≤
1 unless w = 11 · · · 1︸ ︷︷ ︸
m
.
For q, q′ ∈ V0, define hq and Zq,q′ as in the statement before Proposition 4.4. For
n ∈ N and x ∈ K \ V∗, let Zq,q′n (x) = νhq,hq′ (K[x]n)/ν(K[x]n), where 0/0 := 1. Then, from
Lemma 4.2, matrix
(
Zq,q
′
n (x)
)
q,q′∈V0
is equal to −2(r[x]nν(K[x]n))−1 tA′[x]nDA′[x]n . Its rank
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is less than or equal to 1 unless [x]n = 11 · · ·1︸ ︷︷ ︸
n
. Since
(
Zq,q
′
n (x)
)
q,q′∈V0
converges to Z(x) :=(
Zq,q
′
(x)
)
q,q′∈V0
ν-a.e.x as n→∞ by the martingale convergence theorem, and ⋂∞n=1{x ∈
K \ V∗ | [x]n = 11 · · ·1︸ ︷︷ ︸
n
} = ∅, we conclude that rankZ(x) ≤ 1 ν-a.e.x. From Proposition 4.4
and Proposition 2.11, the index is one.
Remark 4.7. The index discussed in this section may be different from that defined in [17].
The author does not know whether these two definitions are equivalent or not.
5. Derivatives of functions on p.c.f. fractals
In this section, we discuss the concept of derivatives of functions on p.c.f. self-similar fractals.
We use the same notations as those in the previous section.
Lemma 5.1. There exists a constant c6 > 0 such that for any f ∈ F , x ∈ K \ V∗, and
n ∈ Z+,
Osc
y∈K[x]n
f(y) ≤ c6
√
r[x]nνf (K[x]n).
Proof. From (4.3), (4.4), and Lemma 4.1 (iii), we have
Osc
y∈K[x]n
f(y) = Osc
y∈K
(ψ∗[x]nf)(y) ≤ c5
√
E(ψ∗[x]nf) = c5
√
1
2
r[x]nνf (K[x]n).
For n ∈ Z+, define a map Hn : F → Hn so that Hn(f) is a unique function in Hn satisfying
f = Hn(f) on Vn. Note that E(Hn(f)) ≤ E(f) for all n and ‖f −Hn(f)‖F → 0 as n→∞. We
write H for H0.
Let g ∈ Fdom, where Fdom is defined in (2.7). Let gn denote Hn(g) for n ∈ Z+. Take a
sequence {n(k)} ↑ ∞ such that
∞∑
k=1
√
E(g − gn(k)) <∞. (5.1)
Lemma 5.2. For νg-a.e.x,
lim
k→∞
νgn(k)(K[x]n(k))
νg(K[x]n(k))
= 1.
Here, by convention, 0/0 := 1.
Proof. For each k ∈ N, from (2.4),
∫
K
∣∣∣∣1− dνgn(k)dνg
∣∣∣∣ dνg ≤√2E(g − gn(k))(√2E(g) +√2E(gn(k)))
≤ 4
√
E(g)
√
E(g − gn(k)).
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Let Mk be the conditional expectation of
∣∣∣1− dνgn(k)dνg ∣∣∣ with respect to νg for given Bn(k), that
is,
Mk(x) =
1
νg(K[x]n(k))
∫
K[x]n(k)
∣∣∣∣1− dνgn(k)dνg
∣∣∣∣ dνg, x ∈ K \ V∗,
where the right-hand side is defined as 0 if νg(K[x]n(k)) = 0. Then,∫
K
Mk dνg =
∫
K
∣∣∣∣1− dνgn(k)dνg
∣∣∣∣ dνg ≤ 4√E(g)√E(g − gn(k)).
From (5.1), ∫
K
(
∞∑
k=1
Mk
)
dνg =
∞∑
k=1
∫
K
Mk dνg <∞.
Therefore, for νg-a.e.x,
∑∞
k=1Mk(x) <∞, in particular, limk→∞Mk(x) = 0. Since
Mk(x) ≥ 1
νg(K[x]n(k))
∣∣∣∣∣
∫
K[x]n(k)
(
1− dνgn(k)
dνg
)
dνg
∣∣∣∣∣ =
∣∣∣∣∣1− νgn(k)(K[x]n(k))νg(K[x]n(k))
∣∣∣∣∣ ,
we obtain the claim.
Lemma 5.3. There exists a constant c7 > 0 satisfying the following: for νg-a.e.x, there
exists k0(x) ∈ N such that
Osc
y∈K[x]n(k)
g(y) ≥ c7
√
r[x]n(k)νg(K[x]n(k)), k ≥ k0(x).
Moreover, for νg-a.e.x, Oscy∈K[x]n g(y) > 0 for every n ∈ Z+.
Proof. From Lemma 5.2, for νg-a.e.x, there exists k0(x) ∈ N such that
νgn(k)(K[x]n(k)) ≥
1
2
νg(K[x]n(k)), k ≥ k0(x). (5.2)
Let Ĥ = {h ∈ H | ∫
K
h dµ = 0}. Since Ĥ is a finite dimensional space and both of the maps Ĥ ∋
h 7→ Oscy∈V0 h(y) ∈ R and Ĥ ∋ h 7→
√E(h) ∈ R provide norms on Ĥ, there exists a constant
c8 > 0 depending only on (E ,F) such that for every h ∈ Ĥ,√
E(h) ≤ c8 Osc
y∈V0
h(y).
This inequality also holds for h ∈ H. Since ψ∗[x]n(k)gn(k) coincides with H(ψ∗[x]n(k)g) ∈ H, we
have √
r[x]n(k)νgn(k)(K[x]n(k)) =
√
νH(ψ∗
[x]n(k)
g)(K) (from Lemma 4.1 (iii))
=
√
2E(H(ψ∗[x]n(k)g)) (from (4.4))
≤
√
2c8 Osc
y∈V0
H(ψ∗[x]n(k)g)(y)
=
√
2c8 Osc
y∈ψ[x]n(k)(V0)
g(y)
≤
√
2c8 Osc
y∈K[x]n(k)
g(y). (5.3)
Combining (5.2) and (5.3), we obtain the first claim.
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To prove the second claim, let B = {x ∈ K \ V∗ | νg(K[x]n) = 0 for some n ∈ Z+}. Since
{K[x]n}∞n=0 is fundamental system of neighborhoods of each x ∈ K \ V∗, B is nothing but
K \ (V∗ ∪ supp νg). Therefore, νg(B) = 0. This and the first claim imply the second claim.
The following is one of the main theorems of this section.
Theorem 5.4. Suppose that the index of (E ,F) is one. Let g ∈ Fdom. Then, for every
f ∈ F , for νg-a.e.x, there exists a unique real number dfdg (x) such that
f(y)− f(x) = df
dg
(x)(g(y) − g(x)) +Rx(y), y ∈ K, (5.4)
where Rx(y) is negligible in the following sense:
lim
k→∞
supy∈K[x]n(k)
|Rx(y)|
Oscy∈K[x]n(k) g(y)
= 0, (5.5)
where the sequence {n(k)} ↑ ∞ is taken so that (5.1) holds. In particular,
lim inf
n→∞
supy∈K[x]n |Rx(y)|
Oscy∈K[x]n g(y)
= 0. (5.6)
Moreover, it holds that
E(f) = 1
2
∫
K
(
df
dg
(x)
)2
νg(dx), (5.7)
and the map F ∋ f 7→ dfdg ∈ L2(K, νg) is a bounded linear map. If g belongs to H∗, (5.5) can
be replaced by the stronger claim
lim
n→∞
supy∈K[x]n |Rx(y)|
Oscy∈K[x]n g(y)
= 0.
Proof. Take an arbitrary c.o.n.s. {fi}∞i=1 of F , and define Zi,j = dνfi,fj/dνg for i, j ∈ N.
From Proposition 2.12 and the assumption that the index is one, there exists a sequence
{ζi}∞i=1 of real-valued functions on K such that Zi,j(x) = ζi(x)ζj(x) νg-a.e.x. For f ∈ F , f
is uniquely expressed as
∑∞
i=1 aifi for some (ai)i∈N ∈ ℓ2. Define a map γ : F → L2(K, νg)
by γ(f) =
∑∞
i=1 aiζ
i for f =
∑∞
i=1 aifi. This is well-defined; indeed, for f =
∑k
i=1 aifi and
h =
∑k
i=1 bifi for some k ∈ N,(
k∑
i=1
aiζ
i(x)
) k∑
j=1
bjζ
j(x)
 = k∑
i,j=1
aibjZ
i,j(x) =
dνf,h
dνg
(x) for νg-a.e.x
and ∫
K
dνf,h
dνg
(x) νg(dx) = νf,h(K) = 2E(f, h),
which imply that γ is not only well-defined as a bounded linear operator from F to L2(K, νg)
but it also satisfies the relation
γ(f)γ(h) =
dνf,h
dνg
νg-a.e. (5.8)
for every f, h ∈ F . In particular, |γ(g)| = 1 νg-a.e. We write γf for γ(f).
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Take f ∈ F and define a(x) = γf (x)γg(x). We will show that we can take a(x) as dfdg (x). For
x ∈ K, define
Rx(y) = f(y)− f(x)− a(x)(g(y) − g(x)), y ∈ K.
Then, Rx(·) belongs to F , and we have
νRx(K[x]n)
νg(K[x]n)
=
νf(·)−a(x)g(·)(K[x]n)
νg(K[x]n)
=
νf (K[x]n)− 2a(x)νf,g(K[x]n) + a(x)2νg(K[x]n)
νg(K[x]n)
n→∞−→ dνf
dνg
(x) − 2a(x)dνf,g
dνg
(x) + a(x)2
(for νg-a.e.x, from the martingale convergence theorem)
= γf (x)
2 − 2a(x)γf (x)γg(x) + a(x)2 (from (5.8))
= 0 for νg-a.e.x. (5.9)
Take a sequence {n(k)} ↑ ∞ such that (5.1) holds. FromRx(x) = 0, Lemma 5.1 and Lemma 5.3,
for νg-a.e.x, for sufficiently large k ∈ N,
supy∈K[x]n(k)
|Rx(y)|
Oscy∈K[x]n(k) g(y)
≤
Oscy∈K[x]n(k) Rx(y)
Oscy∈K[x]n(k) g(y)
≤ c6
c7
√
νRx(K[x]n(k))
νg(K[x]n(k))
. (5.10)
Combining (5.9) and (5.10), we obtain (5.5). Since
∫
K
(
df
dg
(x)
)2
νg(dx) =
∫
K
γf (x)
2 νg(dx) =
∫
K
dνf
dνg
dνg = 2E(f),
we obtain (5.7).
Next, we prove the uniqueness of dfdg (x). In fact, the weaker property (5.6) does imply the
uniqueness. Suppose two functions d̂fdg (x),
d˜f
dg (x) and remainder terms R̂x(y), R˜x(y) satisfy (5.4)
and (5.6) with dfdg (x) and Rx(y) replaced by
d̂f
dg (x),
d˜f
dg (x) and R̂x(y), R˜x(y), respectively. We
can take an increasing sequence {n′(k)} ↑ ∞ such that (5.1) holds with {n(k)} replaced by
{n′(k)},
lim
k→∞
supy∈K[x]
n′(2k)
|R̂x(y)|
Oscy∈K[x]
n′(2k)
g(y)
= 0, and lim
k→∞
supy∈K[x]
n′(2k+1)
|R˜x(y)|
Oscy∈K[x]
n′(2k+1)
g(y)
= 0.
There exists dfdg (x) for νg-a.e.x such that (5.4) and (5.5) hold with n(k) replaced by n
′(k) in
(5.5). We have
Rx(y)− R̂x(y) =
(
d̂f
dg
(x)− df
dg
(x)
)
(g(y)− g(x)), y ∈ K. (5.11)
From Lemma 5.3, for νg-a.e.x, Oscy∈K[x]n g(y) > 0 for every n. Take such x from K \ V∗. For
each n ∈ Z+, choose yn ∈ K[x]n such that |g(yn)− g(x)| ≥ (1/2)Oscy∈K[x]n g(y). From (5.11),
for every k ∈ N,∣∣∣∣∣ d̂fdg (x)− dfdg (x)
∣∣∣∣∣ =
∣∣∣∣∣Rx(yn′(2k))− R̂x(yn′(2k))g(yn′(2k))− g(x)
∣∣∣∣∣
≤
2 supy∈K[x]
n′(2k)
|Rx(y)|
Oscy∈K[x]
n′(2k)
g(y)
+
2 supy∈K[x]
n′(2k)
|R̂x(y)|
Oscy∈K[x]
n′(2k)
g(y)
.
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By letting k →∞, we have d̂fdg (x) = dfdg (x) for νg-a.e.x. In the same way, we can prove that
d˜f
dg (x) =
df
dg (x) for νg-a.e.x. Therefore, the uniqueness holds.
The last claim is obvious, since if g ∈ Hm for some m ∈ Z+, then Hn(g) = g for every n ≥ m
and (5.1) holds by letting n(k) = k, k ∈ N.
Remark 5.5.
(i) Pelander and Teplyaev obtained a result similar to Theorem 5.4 ([17, Theorem 4.8]);
however, they proved the a.e. existence of derivatives with respect to some self-similar
measures. Since self-similar measures and energy measures are mutually singular in many
cases ([5, 7]), their result and ours are not comparable.
(ii) Even when K is not a self-similar fractal, Theorem 5.4 should hold with suitable
modification. Moreover, when the index p is greater than one, it is expected that there
exist suitable reference functions g1, . . . , gp such that any function f in F has a Taylor
expansion with respect to g1, . . . , gp up to the first order. We leave such generalization for
future studies.
In Theorem 5.4, the reference function g can be taken from a dense subset Fdom of F ;
however, exactly what type of function can be chosen remains unresolved. We will provide a
partial solution to this problem. Take d-dimensional level-l Sierpinski gaskets asK for d ≥ 2 and
l ≥ 2 (see Figure 3). Set V0 consists of (d+ 1) points denoted as {q1, . . . , qd+1}. We may assume
Figure 3. two-dimensional level-l Sierpinski gaskets (l = 2, 4, 5)
and three-dimensional level-2 Sierpinski gasket.
that the index set S of contraction maps {ψi}i∈S is a subset ofN, and for each i ∈ {1, . . . , d+ 1},
qi is a fixed point of ψi. There exists a canonical harmonic structure (D, r) since K is a nested
fractal, where D = (Dqq′ )q,q′∈V0 is provided by
Dqq′ =
{−cd if q = q′
c if q 6= q′
for some c > 0 and r = (ri)i∈S satisfies r1 = r2 = · · · = rd+1 = r for some r ∈ (0, 1). We may
assume c = 1 without loss of generality. Let µ be the normalized Hausdorff measure on K and
(E ,F), the Dirichlet form on L2(K,µ) associated with (D, r). We further assume that (E ,F)
(or (D, r)) is nondegenerate, namely, for every i ∈ S, the map Ai : l(V0)→ l(V0) defined in (4.5)
is bijective. In other words, there are no nonconstant harmonic functions that are constant on
some small cells. The author expects that this assumption is always true, although it has not
yet been proved in general. The following cases are nondegenerate:
(1) d ≥ 2, l = 2 (standard d-dimensional Sierpinski gaskets).
(2) d = 2, 2 ≤ l ≤ 50.
(3) d = 3, l = 3.
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In cases (1) and (3), the matrices Ai are explicitly calculated and are proved to be invertible.
In case (2), the author checked the nondegeneracy by numerical computation with the aid of
computers.
Theorem 5.6. Under the nondegeneracy condition, every nonconstant harmonic function
h belongs to Fdom, that is, its energy measure νh is a minimal energy-dominant measure.
In particular, for any nonconstant harmonic functions h1 and h2, νh1 and νh2 are mutually
absolutely continuous.
For the proof, we prepare a series of lemmas. For i ∈ {1, . . . , d+ 1}, define hi ∈ H so that
hi(x) =
{
1 (x = qi)
0 (x 6= qi)
for x ∈ V0. Let ν =
∑d+1
i=1 νhi .
Lemma 5.7. Measure ν is a minimal energy-dominant measure.
Proof. Since Ai : l(V0)→ l(V0) is bijective for every i ∈ S, ψ∗w : H → H is also bijective for
every w ∈ W∗.
Let m ∈ Z+ and f ∈ Hm. For any w ∈Wm, ψ∗wf ∈ H, and the linear span of
{ψ∗wh1, . . . , ψ∗whd+1} is equal to H. Therefore, ψ∗wf is expressed as a linear combination
of ψ∗wh1, . . . , ψ
∗
whd+1. This implies that there exists a constant c9 > 0 such that νψ∗wf ≤
c9
∑d+1
i=1 νψ∗whi . For any Borel subset B of Kw, from Lemma 4.1 (iii),
νf (B) =
1
rw
νψ∗wf (ψ
−1
w (B)) ≤
c9
rw
d+1∑
i=1
νψ∗whi(ψ
−1
w (B)) = c9
d+1∑
i=1
νhi(B) = c9ν(B).
Therefore, νf on Kw is absolutely continuous with respect to ν on Kw. Since w ∈Wm is
arbitrary, we obtain νf ≪ ν.
Since H∗ is dense in F , we conclude from Lemma 2.2 that ν is a minimal energy-dominant
measure.
Lemma 5.8. There exists g ∈ H such that νg is a minimal energy-dominant measure.
Proof. The proof is similar to that of Proposition 2.7, and it is simpler. Set Zi,j(x) =
(dνhi,hj/dν)(x) for i, j ∈ {1, . . . , d+ 1}, and define Z(x) =
(
Zi,j(x)
)d+1
i,j=1
, x ∈ K.
Any h ∈ H can be expressed uniquely as h =∑d+1i=1 aihi for some a = t(a1, . . . , ad+1) ∈ Rd+1.
Then,
dνh
dν
(x) =
d+1∑
i,j=1
aiaj
dνhi,hj
dν
(x) = (a, Z(x)a)Rd+1 ν-a.e.x.
Since Z(x) is not a zero matrix for ν-a.e.x from the definition of ν, kerZ(x) is a proper subspace
of Rd+1. Therefore, when λ is the Lebesgue measure onRd+1, for ν-a.e.x, (a, Z(x)a)Rd+1 > 0 for
λ-a.e.a. From the Fubini theorem, for λ-a.e.a, (a, Z(x)a)Rd+1 > 0 for ν-a.e.x. In particular, for
such a = t(a1, . . . , ad+1) ∈ Rd+1, g :=
∑d+1
i=1 aihi satisfies (dνg/dν)(x) > 0 ν-a.e.x. Therefore,
νg is a minimal energy-dominant measure.
Lemma 5.9. Suppose that two sequences {un}∞n=1 and {vn}∞n=1 in F converge u and v in
F , respectively. If there exist a sequence of Borel sets {Bn}∞n=1 of K such that limn→∞ νun(K \
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Bn) = 0 and limn→∞ νvn(Bn) = 0, then νu ⊥ νv. In particular, if νun ⊥ νvn for every n, then
νu ⊥ νv.
Proof. Take a sequence {n(m)} ↑ ∞ such that E(v − vn(m)) ≤ 2−m and νvn(m)(Bn(m)) ≤
2−m for every m ∈ N. Set
B˜k =
∞⋃
m=k
Bn(m) for k ∈ N, and B˜ =
∞⋂
k=1
B˜k.
Then, for any k ∈ N and m ≥ k,√
νu(K \ B˜k) ≤
√
νun(m)(K \ B˜k) +
√
νu−un(m)(K \ B˜k) (from (2.1))
≤
√
νun(m)(K \Bn(m)) +
√
2E(u− un(m))
→ 0 as m→∞.
Therefore, νu(K \ B˜k) = 0 for every k ∈ N, which implies νu(K \ B˜) = 0. On the other hand,
for m ∈ N, √
νv(Bn(m)) ≤
√
νvn(m)(Bn(m)) +
√
νv−vn(m)(Bn(m))
≤ 2−m/2 +
√
2E(v − vn(m))
≤ (1 +
√
2)2−m/2.
Then, for k ∈ N,
νv(B˜k) ≤
∞∑
m=k
(1 +
√
2)22−m = (1 +
√
2)221−k.
Therefore, νv(B˜) = 0. This concludes that νu ⊥ νv.
Lemma 5.10. Let f1, f2 ∈ F and suppose νf1 ⊥ νf2 . Then, for any w ∈W∗, νψ∗wf1 ⊥ νψ∗wf2 .
Proof. There exists a Borel set B of K such that νf1(B) = 0 and νf2(K \B) = 0. From
Lemma 4.1 (iii),
νψ∗wf1(ψ
−1
w (B)) = νψ∗wf1(ψ
−1
w (B ∩Kw)) = rwνf1(B ∩Kw) = 0
and
νψ∗wf2(K \ ψ−1w (B)) = νψ∗wf2(ψ−1w (Kw \B)) = rwνf2(Kw \B) = 0.
Therefore, νψ∗wf1 ⊥ νψ∗wf2 .
Recall that 1 ∈ l(V0) is a constant function on V0 with value 1. Let
l˜(V0) = {u ∈ l(V0) | (u,1)l(V0) = 0}
and
P : l(V0) ∋ u 7→ u− (u,1)l(V0)1 ∈ l(V0)
be the orthogonal projection of l(V0) onto l˜(V0). We define
H′ = {h ∈ H | (ι−1(h),1)l(V0) = 0, νh(K)(= 2E(h)) = 1},
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which is a compact subset of F that does not include any constant functions. We define a map
J : H \ {constant functions} → H′ by
J(h) =
ι ◦ P ◦ ι−1(h)√
2E(h) .
Let q ∈ V0. From [8, Theorem A.1.2] (essentially, from the Perron–Frobenius theorem), Aq
has simple eigenvalues 1 and r, and the absolute values of any other eigenvalues are less than
r. Let uq be the column vector (Dq′q)q′∈V0 , that is,
uq(x) =
{−d (x = q)
1 (x 6= q) , x ∈ V0. (5.12)
Then, from [7, Lemma 5], uq is an eigenvector of
tAq with respect to the eigenvalue r. Let v˜q
be an eigenvector of Aq with respect to the eigenvalue r. Then, v˜q(q) should be 0, and other
components should be the same by symmetry. Therefore, v˜q can be taken as
v˜q(x) =
{
0 (x = q)
1 (x 6= q) , x ∈ V0. (5.13)
Then, (uq, v˜q)l(V0) = d and the following holds.
Lemma 5.11 ([7, Lemma 6]). Let q ∈ V0 and u ∈ l(V0). Then,
lim
n→∞
r−nPAnq u =
(uq, u)l(V0)
d
P v˜q.
From the lemma above, we have the following.
Lemma 5.12. Let q ∈ V0 and u ∈ l(V0). Suppose (uq, u)l(V0) 6= 0. Then, limn→∞ J(ι(Anq u)) =
J(ι(v˜q)) in F .
Proof. From Lemma 5.11,
J(ι(Anq u)) =
ι ◦ PAnq u√
2E(ι(Anq u))
=
ι ◦ r−nPAnq u√
2E(ι(r−nAnq u))
n→∞−→ ι(cP v˜q)√
2E(ι(cP v˜q))
(
c :=
(uq, u)l(V0)
d
6= 0
)
= J(ι(v˜q)).
This implies the claim.
Proof of the Theorem 5.6. Take g ∈ H ∩ Fdom, which is possible by Lemma 5.8. We may
assume νg(K) = 1. Let h be an arbitrary nonconstant function in H. Define B = {x ∈ K |
(dνh/dνg)(x) = 0}. Note that νh(B) = 0. In order to prove that νh is also a minimal energy-
dominant measure, it suffices to show that νg(B) = 0.
We will derive a contradiction by assuming νg(B) > 0. For n ∈ Z+, let Yn be the conditional
expectation of 1B with respect to νg given Bn, that is,
Yn(x) =
νg(K[x]n ∩B)
νg(K[x]n)
for x ∈ K \ V∗.
Then, from the martingale convergence theorem, Yn converges to 1B νg-a.e. In particular, there
exists y ∈ B \ V∗ such that Yn(y) converges to 1 as n→∞. For n ∈ Z+, define gn = ψ∗[y]ng,
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hn = ψ
∗
[y]n
h, and Bn = ψ
−1
[y]n
(B). From Lemma 4.1, νgn(Bn)/νgn(K) = Yn(y)→ 1 as n→∞
and νhn(Bn) = r[y]nνh(B ∩K[y]n) = 0. Note that gn and hn are both nonconstant harmonic
functions for every n from the assumption of the nondegeneracy of (E ,F). We define g′n = J(gn)
and h′n = J(hn) for n ∈ Z+. Then,
νg′n(K \Bn) = 1−
νgn(Bn)
νgn(K)
→ 0 as n→∞,
νh′n(Bn) = 0 for every n ∈ Z+.
Take a sequence {n(l)} ↑ ∞ such that {g′n(l)}∞l=1 and {h′n(l)}∞l=1 converge to some g′ and h′ in
F , respectively. Then, g′, h′ ∈ H′, and νg′ ⊥ νh′ from Lemma 5.9.
Since Du = 0 if and only if u is constant, and ι−1(g′) is not constant, there exists
i ∈ {1, . . . , d+ 1} such that (uqi , ι−1(g′))l(V0) 6= 0. For n ∈ Z+, define gˆn = J(ψ∗i···i︸︷︷︸
n
g′) = J(ι ◦
Anqi ◦ ι−1(g′)) and hˆn = J(ψ∗i···i︸︷︷︸
n
h′). There exists a sequence {n(k)} ↑ ∞ such that each
{gˆn(k)}∞k=1 and {hˆn(k)}∞k=1 converges in F as k →∞. The limits will be denoted by gˆ and
hˆ, respectively. Both limits belong to H′. From Lemma 5.12, gˆ = J(ι(v˜qi )). Since νgˆn ⊥ νhˆn for
each n ∈ Z+ from Lemma 5.10, νgˆ ⊥ νhˆ from Lemma 5.9.
Now, (uq′ , ι
−1(gˆ))l(V0) = (uq′ , v˜qi)l(V0)
/√
2E(ι(v˜qi )) 6= 0 for every q′ ∈ V0, which is con-
firmed by (5.12) and (5.13). Let us assume that (uqj , ι
−1(hˆ))l(V0) 6= 0 for some j ∈ {1, . . . , d+
1}. For n ∈ Z+, define ˆˆgn = J(ψ∗j···j︸︷︷︸
n
gˆ) = J(ι ◦Anqj ◦ ι−1(gˆ)) and ˆˆhn = J(ψ∗j···j︸︷︷︸
n
hˆ) = J(ι ◦Anqj ◦
ι−1(hˆ)). Then, from Lemma 5.12, both {ˆˆgn}∞n=0 and {ˆˆhn}∞n=0 converge to f := J(ι(v˜qj )) ∈ H′
in F . Since νˆˆgn ⊥ νˆˆhn for all n from Lemma 5.10, νf ⊥ νf from Lemma 5.9. Since νf is
not a null measure, this is a contradiction, which implies that (uqj , ι
−1(hˆ))l(V0) = 0 for all
j ∈ {1, . . . , d+ 1}. But this means thatD(ι−1(hˆ)) = 0 and ι−1(hˆ) is constant, which contradicts
the fact that hˆ ∈ H′. Consequently, we conclude that νg(B) = 0 and complete the proof.
Remark 5.13.
(i) For most p.c.f. self-similar fractals except Sierpinski gaskets (for example, all fractals shown
in Figure 1 except the first three), Dirichlet forms associated with harmonic structures are
not nondegenerate. That is, there exist nonconstant harmonic functions that are constant
on some small cells, which means that the energy measures of such functions are not
minimal energy-dominant measures. Therefore, in order to obtain the claim in Theorem 5.6,
nondegeneracy is a necessary assumption. Thus, considering only Sierpinski gaskets is not
as restrictive as it may appear.
(ii) The key point of the proof above is the fact that (uq′ , v˜q)l(V0) 6= 0 for every q, q′ ∈ V0. Thus,
the assertion of Theorem 5.6 is still true when we perturb the harmonic structure (D, r)
slightly.
(iii) With regard to the Radon–Nikodym derivative dνh1/dνh2 , some numerical computation
has been carried out in [18].
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