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Description and Realization for a Class of
Irrational Transfer Functions
Yiheng Wei, Weidi Yin, Yuquan Chen, and Yong Wang
Abstract—This paper proposes an exact description scheme
which is an extension to the well-established frequency dis-
tributed model method for a class of irrational transfer functions.
The method relaxes the constraints on the zero initial instant by
introducing the generalized Laplace transform, which provides a
wide range of applicability. With the discretization of continuous
frequency band, the infinite dimensional equivalent model is ap-
proximated by a finite dimensional one. Finally, a fair comparison
to the well-known Charef method is presented, demonstrating its
added value with respect to the state of art.
Index Terms—Fractional calculus, irrational transfer function,
generalized Laplace transform, nonzero initial instant, nabla
discrete case.
I. INTRODUCTION
Fractional calculus, as a generalization of the classical
calculus of integrals and derivatives, has gained considerable
popularity and importance during the past three decades or
so, due mainly to its demonstrated applications in numerous
seemingly diverse and widespread fields of science and en-
gineering [1, 2]. It does indeed provide several potentially
powerful tools for practical applications, such as fractional
controller [3], constant phase element [4], fractional capacitor
[5], and fractional memristor [6], etc. As for the recent relevant
works, the readers can refer to the excellent papers [7, 8] and
the references therein.
The numerical implementation emerged from the first be-
ginning of applying fractional calculus in practice, since
fractional order systems are essentially infinite dimensional.
Though many methods were developed, none has a clear
overwhelming advantage [9, 10]. This situation always existed
until a recursive algorithm was proposed by Oustaloup [11].
Afterwards, a similar algorithm was introduced for fractional
integrator instead of fractional differentiator [12]. Inspired
from this, a series of effective and efficient method were
established subsequently. For examples, fixed pole methods
were constructed to reduce the degree of the approximation
model [13–15]. Frequency domain identification based meth-
ods were derived to improve the approximation Accuracy [16–
18]. Reference [19] considered the keeping strategy of pure
integral property after approximating the fractional integrator.
Similarly, some measures were taken to maintain the stability,
[20–22], the monotonicity [23] and the initial value [24]. The
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main feature of the aforementioned methods lies in that they
usually approximated the fractional operator first and then
extended the related results to the target system. Nonetheless,
those methods are not directly applicable to a particular yet
wide-class of systems [25], i.e. [PID]α.
As of today, very few research outcomes have been re-
ported on the approximating such fractional order systems.
Fortunately, there are several attempts. In view of the limita-
tions of the well-established Charef’s approximation method,
[26] presented a new approximation scheme based on an
optimization process, which is suitable for the realization of
fractional order transfer function directly. The approximation
of 1τsα+1 was investigated via the distribution of the relaxation
times function [27]. After deriving the numerical simulation
scheme, a simple analog circuit was also designed to imple-
ment such a fractional order system. In reference [28], the
state space description was deduced for
(
1
τs+1
)α
by using
some basic properties of Laplace transform. Also, considering
the irrational continuous time transfer function, a low-order,
computationally stable and efficient method was derived, re-
sulting a discrete time rational transfer functions [29]. To be
specific, some critical issues are still to be further investigated.
For example, both [26] and [29] could not give the exact
state space model, which might hinder the related theory
analysis and further application. Additionally, the method in
[28] cannot be extended to the general case. What is more, the
original fractional integral/derivative is defined with nonzero
initial instant. The previous discussed methods only focused
on the zero initial instant situation. Therefore, a convenient and
intuitive approach for implementing general irrational transfer
function
[N(s)
D(s)
]α
is urgently needed. At this point, this paper
will continue to investigate the irrational transfer function.
Roughly speaking, the contributions of this paper include: i)
More general class of systems will be considered, such as
nonzero initial instant, nonstrict proper case, discrete time
case. ii) The exact state space description will be deduced
rigorously. iii) The numerical realization scheme will be
established accordingly.
The remainder of this paper is structured as follows. Section
II provides some basic facts on this work. Section III shows
the infinite dimensional nature of such fractional order system
and proposes an effective approximation scheme. Section IV
validates the validity of the proposed scheme by comparing
to a widely used method. Section V summarizes the main
outcome of this paper.
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II. PRELIMINARIES
The concept of fractional calculus has been known because
of the development of the regular calculus, with the origin
probably being associated with the discussion between Leibniz
and L’Hoˆpital in 1695. Today, there are numerous differ-
ent definitions related to fractional calculus, among which
Riemann-Liouville and Caputo definitions are two of the most
popular ones which have indeed played a striking role in
engineering and science [30].
In 1847, Riemann derived a definition for fractional integral
as
R
c I
α
t f (t) , 1Γ(α)
∫ t
c
(t− τ)α−1f (τ)dτ , (1)
which is commonly called Riemann–Liouville fractional inte-
gral, where α > 0 is the integral order, c is the constant initial
instant and Γ (z) ,
∫ +∞
0
e−ττz−1dτ is the Euler Gamma
function.
In the light of such a fractional integral in (1), two frac-
tional derivatives were established successively, i.e., Riemann–
Liouville case (in 1872)
R
c D
α
t f (t) , d
n
dtn
R
c I
n−α
t f (t) , (2)
and Caputo case (in 1967)
C
c D
α
t f (t) , Rc I n−αt d
n
dtn f (t) , (3)
with α ∈ (n−1, n) and n ∈ N+. It can be observed that such
fractional derivatives are essentially a kind of special integral,
which show the long memory characteristic of f(·).
For convenience, the generalized Laplace transform with
nonzero initial instant is defined as
Lc {f (t)} ,
∫ +∞
c
e−s(t−c)f (t) dt. (4)
Note that when c = 0, the introduced Laplace trans-
form degenerates into the classical one. Also, the fact
Lc {f (t− c)} = L0 {f (t)} can be checked directly.
Likewise, the generalized convolution product is
f (t) ∗ g (t) , ∫ t
c
f (τ) g (t+ c− τ) dτ . (5)
Before moving on, a key lemma will be given first, which
will play an essential role in developing the main results of
this paper.
Lemma 1. (see [16]) For any nonzero s ∈ C, the following
equality holds
1
sα =
∫ +∞
0
µα(ω)
s+ω dω, (6)
where α ∈ (0, 1) and µα (ω) = sin(αpi)piωα .
The objective of this paper is to investigate the realization
problem of the following irrational transfer function
G (s) =
[N(s)
D(s)
]α
. (7)
In other words, finding a state space model whose transfer
function is G (s). In general, once the transfer function is
realized into a state equation, it can be implemented using
op-amp circuits. However, due to the special long memory
characteristic of fractional calculus, fractional order system
is infinite dimensional in nature and the developed state space
model for (7) must be infinite dimensional. As a consequence,
the numerical approximation problem emerges immediately.
III. MAIN RESULTS
This section focuses on the analytical realization and nu-
merical realization of some typical irrational transfer functions.
Firstly, an underlying theorem is derived for the nonzero initial
instant case.
Theorem 1. The following statements hold
i) Lc {f (t) ∗ g (t)} = Lc {f (t)}Lc {g (t)};
ii) lim
t→c+ f (t) = lims→+∞ sLc {f (t)} if f(·) is bounded on
(c,+∞) and lim
t→c+ f (t) exists;
iii) lim
t→+∞ f (t) = lims→0+
sLc {f (t)} if lim
t→+∞ f (t) exists;
iv) f (t) = 12pij
∫ β+j∞
β−j∞ Lc {f (t)} es(t−c)ds, t > c.
v) Lc
{
dn
dtn f (t)
}
= snLc {f (t)} −
∑n−1
k=0 s
n−k−1f (k) (c)
for n ∈ N+;
vi) Lc
{
R
c I
α
t f (t)
}
= 1sαLc {f (t)} for α > 0;
vii) Lc
{
R
c D
α
t f (t)
}
= sαLc {f (t)} −∑n−1
k=0 s
kR
c D
α−k−1
t f (c) for n− 1 < α < n ∈ N+;
viii) Lc
{
C
c D
α
t f (t)
}
= sαLc {f (t)} −
∑n−1
k=0 s
α−k−1f (k) (c)
for n− 1 < α < n ∈ N+.
Proof. i) With the definitions in (4) and (5), one has
Lc {f (t) ∗ g (t)}
=
∫ +∞
c
e−s(t−c)
∫ t
c
f (τ) g (t+ c− τ) dτdt
=
∫ +∞
c
f (τ)
∫ +∞
τ
e−s(t−c)g (t+ c− τ)dtdτ
=
∫ +∞
c
f (τ) e−s(τ−c)dτ
∫ +∞
c
e−s(t−c)g (t)dt
= Lc {f (t)}Lc {g (t)} .
(8)
ii) Let lim
t→c+ f (t) = λ and τ = s (t− c). Then, the
definition of Lc {f (t)} leads to
Lc {f (t)} = 1s
∫ +∞
0
e−τf
(
τ
s + c
)
dτ . (9)
Since f(·) is bounded, there exists M > 0 such that∣∣f ( τs + c) e−τ ∣∣ is dominated by the integrable function
g(τ) := Me−τ . Thus, by the dominated convergence theorem,
it follows
lim
s→+∞ sLc {f (t)} = lims→+∞
∫ +∞
0
e−τf
(
τ
s + c
)
dτ
=
∫ +∞
0
e−τ lim
s→+∞ f
(
τ
s + c
)
dτ
=
∫ +∞
0
e−τ lim
τ→c+ f (τ) dτ
= λ,
(10)
which is equivalent to statement ii).
iii) Start from (9) with an assumption lim
t→+∞ f (t) = λ. By
using the the dominated convergence theorem similarly, one
has
lim
s→0+
sLc {f (t)} = lim
s→+∞
∫ +∞
0
e−τf
(
τ
s + c
)
dτ
=
∫ +∞
0
e−τ lim
s→0+
f
(
τ
s + c
)
dτ
=
∫ +∞
0
e−τ lim
τ→+∞ f (τ) dτ
= λ,
(11)
which indicates that statement iii) hold.
iv) Defining g (t) = f (t+ c) yields
L0 {g (t)} =
∫ +∞
0
e−stg (t) dt
=
∫ +∞
0
e−stf (t+ c) dt
=
∫ +∞
c
e−s(τ−c)f (τ) dτ
= Lc {f (t)} ,
(12)
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where τ = t+ c is adopted.
From the traditional inverse Laplace transform, one has
g (t) = 12pij
∫ β+j∞
β−j∞ L0 {g (t)} estds, t > 0, (13)
and
f (t) = g (t− c)
= 12pij
∫ β+j∞
β−j∞ L0 {g (t)} es(t−c)ds
= 12pij
∫ β+j∞
β−j∞ Lc {f (t)} es(t−c)ds, t > c,
(14)
which is just the inverse Laplace transform with initial instant
c.
v) By mathematical induction, it follows
Lc
{
d
dtf (t)
}
=
∫ +∞
c
e−s(t−c) ddtf (t) dt
= e−s(t−c)f (t)
∣∣+∞
c
− ∫ +∞
c
d
dte
−s(t−c)f (t) dt
= −f (c) + s ∫ +∞
c
e−s(t−c)f (t) dt
= −f (c) + sLc {f (t)} ,
(15)
which implies that statement v) holds for n = 1.
Suppose that statement ii) holds for n = m ∈ N+, namely,
Lc
{
dm
dtm f (t)
}
= smLc {f (t)} −
∑m−1
k=0 s
m−k−1f (k) (c). (16)
By applying (15), one obtains
Lc
{
dm+1
dtm+1 f (t)
}
= Lc
{
d
dt
dm
dtm f (t)
}
= −f (m) (c) + sLc
{
dm
dtm f (t)
}
= sm+1Lc {f (t)} −
∑m
k=0 s
m−kf (k) (c),
(17)
which verifies the correctness of statement v) with n = m+1.
Consequently, one can conclude that for any n ∈ N+,
statement v) holds.
vi) When α > 0, it follows
Lc
{ (t−c)α−1
Γ(α)
}
=
∫ +∞
c
e−s(t−c) (t−c)
α−1
Γ(α) dt
= 1Γ(α)
∫ +∞
0
e−sttα−1dt
= 1Γ(α)sα
∫ +∞
0
e−st(st)α−1d (st)
= 1Γ(α)sα
∫ +∞
0
e−ττα−1dτ
= 1sα ,
(18)
where the definition of Gamma function is adopted here.
Afterwards, the desired result in statement vi) can be
deduced by applying statement i)
Lc
{
R
c I
α
t f (t)
}
= Lc
{ (t−c)α−1
Γ(α) ∗ f (t)
}
= Lc
{ (t−c)α−1
Γ(α)
}Lc {f (t)}
= 1sαLc {f (t)} .
(19)
vii) By adjusting the order of summation in statement v),
an equivalent description follows
Lc
{
dn
dtn f (t)
}
= snLc {f (t)} −
∑n−1
k=0 s
kf (n−k−1) (c). (20)
Defining h (t) = Rc I
n−α
t f (t) and applying
dκ
dtκ
R
c I
β
t f (t)
= Rc D
κ−β
t f (t), κ ∈ N, 0 < β < 1, then
Lc
{
R
c D
α
t f (t)
}
= Lc
{
dn
dtnh (t)
}
= snLc {h (t)} −
∑n−1
k=0 s
kh(n−k−1) (c)
= sn 1sn−αLc {f (t)} −
∑n−1
k=0 s
k dn−k−1
dtn−k−1
R
c I
n−α
t f (c)
= sαLc {f (t)} −
∑n−1
k=0 s
kR
c D
α−k−1
t f (c),
(21)
which establishes statement vii) in Theorem 1.
viii) Define h (t) = d
n
dtn f (t) and then
Lc
{
C
c D
α
t f (t)
}
= La
{
R
c I
n−α
t h (t)
}
= 1sn−αLc {h (t)}
= sαLc {f (t)} −
∑n−1
k=0 s
α−k−1f (k) (c),
(22)
which completes the proof of statement viii).
Remark 1. With the newly introduced Laplace transform
and convolution, Theorem 1 gives the Laplace transform
of convolution, initial value theorem, final value theorem,
inverse transform, classical derivative, Riemann–Liouville in-
tegral, Riemann–Liouville derivative and Caputo derivative
with nonzero initial instant. Interestingly, the obtained results
are similar to those in zero initial instant case.
Theorem 2. Consider a system with strict proper transfer
function
G (s) =
[N(s)
D(s)
]α
, (23)
where 0 < α < 1, the denominator D (s) = sn +
∑n−1
j=0 ajs
j
has degree n and is monic, the numerator N (s) =
∑m
j=0 bjs
j
is coprime to D (s), n ∈ N, m ∈ N, m < n and bm in nonzero.
The realization of (23) can be described as
∂
∂tζ (ω, t) = Aζ (ω, t) +Bu (t) ,
z (ω, t) = Cζ (ω, t) ,
y (t) =
∫ +∞
0
µα (ω) z (ω, t) dω,
(24)
where A =

−a¯n−1 −a¯n−2 −a¯n−3 · · · −a¯0
1 0 0 · · · 0
0 1 0 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 1 0
, B =
1
0
0
...
0
, C = [ 0 · · · 0 bm bm−1 · · · b0 ], a¯j =
aj + ωbj , for j = 0, 1, · · · ,m, a¯j = aj , for j = m+ 1,m+
2, · · · , n− 1, µα (ω) = sin(αpi)piωα and ζ (ω, c) = 0.
When the fractional integrator 1sα is approximated by∑N
i=0
ci
s+ωi
, redefining A with a¯j = aj + ωibj , for j =
0, 1, · · · ,m and i = 0, 1, · · · , N , then the approximation
model of (23) can be expressed
∂
∂tζ (ωi, t) = Aζ (ωi, t) +Bu (t) ,
z (ωi, t) = Cζ (ωi, t) +Du (t) ,
y (t) =
∑N
i=0 ciz (ωi, t).
(25)
Proof. Taking Laplace transform for (24) and defining
Z (ωi, s) = Lc {z (ωi, t)}, U (s) = Lc {u (t)} and Y (s) =
Lc {y (t)}, one has{
Z (ω, s) = C(sI −A)−1BU (s) ,
Y (s) =
∫ +∞
0
µα (ω)Z (ω, s) dω.
(26)
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Since only the first element of vector B is nonzero, only
the first column of the relevant inverse matrix (sI −A)−1 is
given here.
(sI −A)−1
=
sI −

−a¯n−1 −a¯n−2 −a¯n−3 · · · −a¯0
1 0 0 · · · 0
0 1 0 · · · 0
...
. . . . . . . . .
...
0 · · · 0 1 0


−1
=

s+ a¯n−1 a¯n−2 a¯n−3 · · · a¯0
−1 s 0 · · · 0
0 −1 s · · · 0
...
. . . . . . . . .
...
0 · · · 0 −1 s

−1
= 1
sn+
∑n−1
j=0 a¯js
j

sn−1
sn−2
sn−3
...
1
 .
(27)
On this basis, the following formula holds
C(sI −A)−1B =
∑m
j=0 bjs
j
sn+
∑n−1
j=0 a¯js
j
=
∑m
j=0 bjs
j
sn+
∑n−1
j=0 ajs
j+ω
∑m
j=0 bjs
j
= 1
sn+
∑n−1
j=0
ajs
j∑m
j=0
bjs
j +ω
= 1D(s)
N(s)
+ω
.
(28)
With the help of Lemma 1, the transfer function of (24) can
be deduced as
Y (s)
U(s) =
∫ +∞
0
µα(ω)
D(s)
N(s)
+ω
dω = 1
[D(s)N(s) ]
α = G (s) . (29)
Considering the existence and uniqueness of Laplace trans-
form, the equivalence of systems (23) and (24) can be reached.
In other words, system (24) is the realization of system (23).
In view of the infinite-dimensional characteristics of system
(24), it is difficult or even impossible to implement it directly.
Accordingly, the following approximation scheme is applied∫ +∞
0
µα(ω)
s+ω dω ≈
∑N
i=0
ci
s+ωi
. (30)
Based on this point, the transfer function of (25) can be
calculated as
Y (s)
U(s) =
∑N
i=0 ciC(sI −A)−1B
=
∑N
i=0
ci
sn+
∑n−1
j=0
ajs
j∑m
j=0
bjs
j +ωi
≈ ∫ +∞
0
µα(ω)
sn+
∑n−1
j=0
ajs
j∑m
j=0
bjs
j +ω
dω
= G (s) .
(31)
The proof is thus completed.
Theorem 2 investigates the description and implementation
problem for strict proper transfer function. For the sake of
completeness, the nonstrict proper counterpart will be dis-
cussed herein.
Theorem 3. Consider a system with proper transfer function
G (s) =
[N(s)
D(s)
]α
, (32)
where 0 < α < 1, the denominator D (s) = sn +
∑n−1
j=0 ajs
j
has degree n and is monic, the numerator N (s) =
∑n
j=0 bjs
j
is coprime to D (s), n ∈ N and bn in nonzero.
The realization of (31) can be described as
∂
∂tζ (ω, t) = Aζ (ω, t) +Bu (t) ,
z (ω, t) = Cζ (ω, t) +Du (t) ,
y (t) =
∫ +∞
0
µα (ω) z (ω, t) dω,
(33)
where A =

−a¯n−1 −a¯n−2 −a¯n−3 · · · −a¯0
1 0 0 · · · 0
0 1 0 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 1 0
, B =
1
0
0
...
0
, C = [ b¯n−1 b¯n−2 b¯n−3 · · · b¯0 ], a¯j = aj+ωbj1+ωbn ,
b¯j =
bj−bnaj
(1+ωbn)
2 , for j = 0, 1, · · · , n−1, D = bn1+ωbn , µα (ω) =
sin(αpi)
piωα and ζ (ω, c) = 0
When the fractional integrator 1sα is approximated by∑N
i=0
ci
s+ωi
, redefining A,C,D with a¯j =
aj+ωibj
1+ωibn
, b¯j =
bj−bnaj
(1+ωibn)
2 , D = bn1+ωibn , for j = 0, 1, · · · , n − 1 and
i = 0, 1, · · · , N , then the approximation model of (33) can
be expressed
∂
∂tζ (ωi, t) = Aζ (ωi, t) +Bu (t) ,
z (ωi, t) = Cζ (ωi, t) ,
y (t) =
∑N
i=0 ciz (ωi, t).
(34)
Proof. Similarly, defining Z (ωi, s) = Lc {z (ωi, t)}, U (s) =
Lc {u (t)}, Y (s) = Lc {y (t)} and taking Laplace transform
for (21) and, one has
Y (s)
U(s) =
∫ +∞
0
[
C(sI −A)−1B +D]dω (35)
By substituting the defined variables into (35) yields
C(sI −A)−1B +D =
∑n−1
j=0 b¯js
j
sn+
∑n−1
j=0 a¯js
j
+ bn1+ωbn
=
∑n−1
j=0
bj−bnaj
(1+ωbn)2
sj
sn+
∑n−1
j=0
aj+ωbj
1+ωbn
sj
+ bn1+ωbn
=
∑n
j=0 bjs
j
sn+
∑n−1
j=0 ajs
j+ω
∑n
j=0 bjs
j
= 1
sn+
∑n−1
j=0
ajs
j∑n
j=0
bjs
j +ω
= 1D(s)
N(s)
+ω
.
(36)
By applying Lemma 1 similarly, one obtains
Y (s)
U(s) =
∫ +∞
0
1
D(s)
N(s)
+ω
dω =
[N(s)
D(s)
]α
= G (s) , (37)
which means that system (33) is a realization of (32).
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In a similar way, the transfer function of (34) follows
Y (s)
U(s) =
∑N
i=0 ci
[
C(sI −A)−1B +D]
=
∑N
i=0
ci
D(s)
N(s)
+ωi
≈ ∫ +∞
0
µα(ω)
D(s)
N(s)
+ω
dω
= G (s) ,
(38)
in which the approximation of fractional integrator is adopted.
Till now, the proof of Theorem 3 has already been completed.
After investigating the rational case of N (s) and D (s)
in Theorems 2-3, the following discussion focuses on the
irrational case further.
Theorem 4. Consider a system with proper transfer function
G (s) =
[N(s)
D(s)
]α
, (39)
where 0 < α < 1, D (s) = asβ + b, N (s) = 1, 0 < β < 1, a
and b are nonzero.
The realization of (39) can be described as
∂
∂tζ (ω¯, ω, t) = −ω¯ζ (ω¯, ω, t)− ω+ba z (ω, t) + 1au (t) ,
z (ω, t) =
∫ +∞
0
µβ (ω¯) ζ (ω¯, ω, t) dω¯,
y (t) =
∫ +∞
0
µα (ω) z (ω, t) dω,
(40)
where µα (ω) =
sin(αpi)
piωα , µβ (ω¯) =
sin(βpi)
piω¯β
and ζ (ω¯, ω, c) = 0
When the fractional integrator 1sα and
1
sβ
are approximated
by
∑N
i=0
ci
s+ωi
and
∑M
j=0
c¯j
s+ω¯j
, respectively, then the approx-
imation model of (40) can be expressed
∂
∂tζ (ω¯j , ωi, t) = −ω¯jζ (ω¯j , ωi, t)− ωi+ba z (ωi, t) + 1au (t) ,
z (ωi, t) =
∑M
j=0 c¯jζ (ω¯j , ωi, t) ,
y (t) =
∑N
i=0 ciz (ωi, t) .
(41)
Proof. Likewise, defining Z (ωi, s) = Lc {z (ωi, t)}, U (s) =
Lc {u (t)}, Y (s) = Lc {y (t)} and taking Laplace transform
for (39), one has
Z (ω, s) =
∫ +∞
0
µβ(ω¯)
s+ω¯ dω¯
[−ω+ba Z (ω, s) + 1aU (s)]
= 1
sβ
[−ω+ba Z (ω, s) + 1aU (s)]
= 1
asβ+b+ω
U (s) .
(42)
Furthermore, it leads to the desired result
Y (s) =
∫ +∞
0
µα(ω)
asβ+b+ω
dωU (s)
= 1
(asβ+b)α
U (s)
= G (s)U (s) .
(43)
This clearly illustrates that system (40) is a realization of (39).
According to the approximation of fractional integrators,
the finite-dimensional approximation model of (40) can be
obtained as (41). All of these establish Theorem 4.
Remark 2. Both ω¯ and ω vary from 0 to +∞ in (40).
Even after truncating, the number of variable ζ (ω¯j , ωi, t) is
still (N + 1)(M + 1). Sometimes, to reduce the degree of
approximation model without loss of precision, the principle
1
(asβ+b)α
≈ ∑Ni=0 cis+ωi is applied directly. Alternatively, the
pole zero cancellation approach could also be performed.
Remark 3. For the continuous time system, the stability con-
dition is that all poles located on the principle Riemann leaf
lie in the left half plane. For that reason, the approximation
performance in the boundary region s = jω, ω ∈ (0,+∞) is
highly regarded. Since the variable s in Lemma 1 is replaced
by D(s)N(s) in Theorems 2-4, changes might be made on ci and
ωi to achieve a good approximation accuracy.
Remark 4. In Theorems 2-4, the order α is set to α ∈ (0, 1).
Actually, if α ∈ (κ, κ + 1) and κ ∈ N+, the corresponding
realization problems can also be solved in a similar way. No-
tably, by adopting the methods in [31, 32], the corresponding
analog passive or active RLC circuit can also be constructed
to implement the target system.
Remark 5. If the variable ‘s’ stands for the one
in generalized nabla Laplace transform Nc {f (k)} ,∑+∞
k=1 (1− s)k−1f (k + c), then the systems in (24), (33)
and (40) are essentially nabla discrete time fractional order
systems and they can be realized by the following systems
∇ζ (ω, k) = Aζ (ω, k) +Bu (k) ,
z (ω, k) = Cζ (ω, k) ,
y (k) =
∫ +∞
0
µα (ω) z (ω, k) dω,
(44)

∇ζ (ω, k) = Aζ (ω, k) +Bu (k) ,
z (ω, k) = Cζ (ω, k) +Du (k) ,
y (k) =
∫ +∞
0
µα (ω) z (ω, k) dω,
(45)

∇ζ (ω¯, ω, k) = −ω¯ζ (ω¯, ω, k)− ω+ba z (ω, k) + 1au (k) ,
z (ω, k) =
∫ +∞
0
µβ (ω¯) ζ (ω¯, ω, k) dω¯,
y (k) =
∫ +∞
0
µα (ω) z (ω, k) dω,
(46)
respectively, where ∇ζ (·, k) = ζ (·, k) − ζ (·, k − 1). The
corresponding approximation systems are similar, so they will
not be repeated here.
IV. NUMERICAL SIMULATION
In this section, three examples are presented to illustrate
the applicability and efficiency of the presented approximation
scheme. The numerical realization scheme in the following
three cases are considered. case 1: Charef method;case 2: indrect method;case 3: direct method. (47)
The method in case 1 is borrowed from [26]. In case 2, ci
and ωi are designed for fractional integrator and then they are
used in approximating G(s) by replacing D(s)N(s) with s. In case
3, ci and ωi are designed for the final system G(s) directly.
The vector fitting method in [17] is adopted here to calculate
the related parameters in both case 2 and case 3. The number
of iteration for vector fitting method is 5, 10000 sampling
frequency points equally lie in interval [ωl, ωh], the sampling
period is 0.001s and the input signal u(t) is a unit step func-
tion. Besides, other parameters are preset as follows, the initial
instant c = 1, the frequency range [ωl, ωh] = [10−3, 103] for
case 1, case 3, [ωl, ωh] = [10−1, 103] for case 2, and the
parameters M = N = 5.
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Example 1. Consider a system from reference [26, 29], i.e.,
G (s) =
(
5
s+5
)0.5
. By applying the methods in (47), the
approximating models can be obtained.
Fig. 1 and Fig. 2 show the frequency response of the original
system and the approximation systems. The results indicate
that all the three schemes have similar performance in the
low-middle frequency part. The proposed scheme in case 3
outperforms the other two cases in the high frequency part,
where the magnitude is less than −20dB.
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Fig. 1. The magnitude-frequency characteristics of
(
5
s+5
)0.5 and its approx-
imation system. (Above: the magnitude; Below: the absolute error.)
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Fig. 2. The phase-frequency characteristics of
(
5
s+5
)0.5 and its approxima-
tion system. (Above: the phase; Below: the absolute error.)
Fig. 3 gives the step response of the original system and the
approximation systems. From the above one, it can be observed
that all the three cases perform well. From the below one, one
can conclude that case 1 produces a big error at the initial
instant t = c and there exists a small deviation in case 2.
Example 2. Consider the numerical realization issue of sys-
tem G (s) =
(
5s
s+5
)0.5
. By adopting the methods in (47), the
corresponding approximation models are obtained.
Because the system obtained from case is obviously wrong,
only the Bode plots for case 2 and case 3 are represented
0 1 2 3 4 5 6 7 8 9 10
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0.5
1
0 1 2 3 4 5 6 7 8 9 10
-0.05
0
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0.1
Fig. 3. The time-domain response for
(
5
s+5
)0.5 and its approximation
system. (Above: the step response; Below: the absolute error.)
by Figs. 4-5. The qualities are acceptable in magnitude
characteristic. Unlike Fig. 1, the error is larger in the low-
middle frequency. To evaluate the efficiency of the proposed
methods, the step response curves are shown in Fig. 6. The
two approximation curves match the exact one well, while the
initial value in case 2 has larger error than that in case 3.
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Fig. 4. The magnitude-frequency characteristics of
(
5s
s+5
)0.5 and its approx-
imation system. (Above: the magnitude; Below: the absolute error.)
Example 3. Borrow a benchmark G (s) =
(
1
s0.6/50.6+1
)0.5
from reference [26]. The approximation models can also be
derived from the methods in (47).
Likewise, Fig. 7-Fig. 9 illustrate the approximation perfor-
mance in frequency domain and time domain, respectively.
It clearly shown that the developed methods in case 2 and
case 3 have better performance than the one in case 1. After
prolonging the simulation time once again and considering the
degree of Gˆ(s), one conclusion is ready to reach, i.e., case 3
is the best one among the three cases.
V. CONCLUSIONS
In this paper, the equivalent realization and numerical
realization of irrational transfer function have been studied.
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Fig. 5. The phase-frequency characteristics of
(
5s
s+5
)0.5 and its approxima-
tion system. (Above: the phase; Below: the absolute error.)
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Fig. 6. The time-domain response for
(
5s
s+5
)0.5 and its approximation
system. (Above: the step response; Below: the absolute error.)
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Fig. 7. The magnitude-frequency characteristics of
(
1
s0.6/50.6+1
)0.5 and its
approximation system. (Above: the magnitude; Below: the absolute error.)
The elaborated method is based on an identical equation
regarding to the frequency distributed model. The approximate
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Fig. 8. The phase-frequency characteristics of
(
1
s0.6/50.6+1
)0.5 and its
approximation system. (Above: the phase; Below: the absolute error.)
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Fig. 9. The time-domain response for
(
1
s0.6/50.6+1
)0.5 and its approxima-
tion system. (Above: the step response; Below: the absolute error.)
system with nonzero initial instant performs not only a good
magnitude fitting but also a good phase fitting. Moreover, the
practicality of the proposed method to the nabla discrete time
case is also addressed. Finally, the benefits from using the
proposed scheme are illustrated by numerical examples in
both frequency domain and time domain. It is believed that
the proposed methods indeed open a new way to solve and
analyze the related problems.
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