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ABSTRAK 
Pemanfaatan teknologi dalam bidang perdagangan dan 
penjualan diantaranya E-Commerce semakin berkembang. 
Berdasarkan data statistik dari ICD (lembaga penelitian dan 
informasi Media Group Digital) diketahui bahwa dari tahun 
2012 – 2015 pasar E-commerce di indonesia meningkat 
sebanyak 42%. Salah satu pemnfaatan E-Commerce adalah 
forbento.com. Forbento merupakan semi E-commerce yang 
menjual bento tools  (alat-alat untuk membuar bento) melalui 
website dan menghubungi customer service dengan 
meggunakan aplikasi pengiriman pesan singkat blackberry 
messanger.  
 
Pada penelitian sebelumnya yang dilakukan oleh 
Hudalizaman mengenai pengembangan aplikasi personal 
assistant untuk membantu mengetahui informasi produk 
menggunakan pengolahan bahasa alami berbasis python 
(2015) telah dibuat aplikasi untuk menangani pertanyaan 
mengenai informasi produk yang diberikan dalam bentuk 
bahasa alami.  
 
Namun pada aplikasi tersebut, belum dapat membedakan 
query dan non query secara otomatis karena sistem hanya 
mampu membaca kata yang termasuk ke dalam kategori 




membutuhkan waktu yang lama. Oleh karena itu akan 
dilakukan klasifikasi teks sehingga dapat membedakan query 
(kata informasi produk) dan non query (non informasi produk) 
secara otomatis.  
 
Metode yang digunakan dalam Tugas Akhir ini adalah 
Support Vector Machine.  Pemilihan metode Support Vector 
Machine dalam klasifikasi teks ini dikarenakan metode 
Support Vector Machine (SVM) dapat memberikan solusi yang 
baik pada dataset yang besar dan meminimalisir terjadinya 
overfitting. 
 
Tugas akhir ini menghasilkan model klasifikasi teks 
permintaan informasi yang memiliki nilai akurasi, presisi, 
recall dan F-Measure adalah 94.74%, 93.18%, 96.09%, dan  
96.18%,  sehingga hasil klasifikasi ini dapat dikategorikan 
baik. Dengan hasil ini diharapkan dapat membedakan teks 
query dan non query secara otomatis.  
 
Kata kunci : E-Commerce, Forbento.com, Klasifikasi 
Teks, Informasi Produk, Support Vector Machine    
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ABSTRACT  
The use of technology in the field of trade and the sale of such 
E-Commerce is growing. Based on statistics from the ICD 
(research institutes and information Media Group Digital) 
note that from the year 2012-2015 E-commerce market in 
Indonesia increased by 42%. one of the utilization of E-
Commerce is forbento.com. Forbento is a semi E-commerce 
that selling bento tools (tools for making bento) through the 
website and contact the customer service by using short 
messaging applications blackberry messenger. 
 
In a previous study conducted by Hudalizaman regarding 
personal assistant application development to help determine 
product information using natural language processing based 
on python (2015) has made an application to handle questions 
regarding the product information provided in the form of 
natural language. 
 
But in the application, can not distinguish between queries 
and non-queries automatically because the system is only able 
to read words that fall into the category of products only. If 
you should find one by one, it will certainly take a long time. 
Therefore, it will be the classification of text that can 
distinguish queries (words of information products) and non 





The method used in this final project is a Support Vector 
Machine. The selection method of Support Vector Machine in 
text classification is because Support Vector Machine (SVM) 
method can provide a good solution on large datasets and 
minimize overfitting. 
 
The final task is to produce a text classification model requests 
for information that have value accuracy, precision, recall and 
F-Measure is: 94.74%, 93.18%, 96.09%, and  96.18%, so the 
results of this classification can be considered good. These 
results are expected to help distinguish non-text query and 
query automatically. 
Keywords: E-Commerce,  Forbento.com, Klasifikasi 
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BAB I  
PENDAHULUAN 
Bab pendahuluan ini menjelaskan latar belakang masalah, 
rumusan masalah, batasan masalah, tujuan dan pengerjaan 
tugas akhir. 
1.1  Latar Belakang 
Perkembangan teknologi dan informasi pada era 
globalisasi saat ini semakin meningkat. Salah satunya pada 
bidang perdangan dan penjualan. Pemanfaatan teknologi 
dalam bidang perdagangan dan penjualan diantaranya adalah 
E-Commerce. Berdasarkan data statistik dari ICD (lembaga 
penelitian dan informasi Media Group Digital) diketahui 
bahwa dari tahun 2012 – 2015 pasar E-commerce di indonesia 
meningkat sebanyak 42% [1]. 
Pesatnya pertumbuhan E-Commerce di Indonesia 
didukung dengan data dari Kementrian Komunikasi dan 
Informasi diketahui bahwa nilai transaksi E-commerce pada 
tahun 2013 mencapai angka Rp 130 triliun. Pencapain nilai 
transaksi yang tinggi tersebut berbanding lurus dengan jumlah 
pengguna internet di Indonesia yang mencapai angka 82 juta 
orang atau sekitar 30% dari total penduduk di Indonesia [1].  
Dengan pesatnya perkembangan E-commerce tersebut 
membuat banyak orang yang mulai menggunakan E-
commerce sebagai transaksi jual beli salah satunya adalah 
website forbento.com. Forbento merupakan semi E-commerce 
yang menjual bento tools  (alat-alat untuk membuar bento) 
melalui website dan menghubungi customer service dengan 
meggunakan aplikasi pengiriman pesan singkat blackberry 
messanger.  
Pada penelitian sebelumnya yang dilakukan oleh 
Hudalizaman mengenai pengembangan aplikasi Personal 
Assistant untuk membantu mengetahui informasi produk 





(2015) telah dibuat aplikasi untuk menangani pertanyaan 
mengenai informasi produk yang diberikan dalam bentuk 
bahasa alami.  
Namun pada aplikasi tersebut, belum dapat membedakan 
query dan non query secara otomatis karena dalam sistem 
belum dilakukan klasifikasi sehingga hanya mampu membaca 
kata yang termasuk informasi produk.  Jika pemilik harus 
mencari satu persatu teks yang termasuk ke dalam informasi 
produk tentunya akan membutuhkan waktu yang lama. Oleh 
karena itu akan dilakukan klasifikasi teks sehingga dapat 
membedakan query (kata yang menanyakan mengenai 
informasi produk) dan non query (kata yang tidak menanyakan 
mengenai informasi produk) secara otomatis.  
Metode yang digunakan dalam Tugas Akhir ini adalah 
Support Vector Machine.  Pemilihan metode Support Vector 
Machine dalam klasifikasi teks ini dikarenakan svm memiliki 
beberapa kelebihan yaitu, dapat memberikan solusi yang baik 
pada dataset yang besar dan meminimalisir terjadinya 
overfitting. Overfitting merupakan kemampuan model 
klasifikasi untuk melakukan klasifikasi data dengan sangat 
baik namun sangat buruk dalam melakukan klasifikasi data 
yang baru dan belum pernah ada. Dengan kelebihan tersebut 
maka SVM merupakan metode yang sesuai untuk 
mengklasifikasikan teks permintaan informasi produk [4]. 
Dengan dilakukannya klasifikasi teks diharapkan dapat 
membedakan query dan non query secara otomatis. 
1.2 Rumusan permasalahan 
Permasalahan yang dihadapi dalam penelitian ini antara 
lain adalah sebagai berikut: 
1. Bagaimana cara melakukan praproses teks dan 
klasifikasi teks permintaan informasi produk?  
2. Bagaimana hasil dan performa SVM dalam 






1.3 Batasan Permasalahan 
Batasan dalam pengerjaan tugas akhir ini adalah : 
1. Data yang digunakan berupa data query dan non query 
untuk klasifikasi permintaan informasi produk yang 
didapat dari website forbento.com. 
2. Penelitian ini berfokus pada klasifikasi teks untuk 
permintaan informasi produk.  
3. Tools yang digunakan adalah package e1071 pada 
program R- 3.2.2.  
4. Output yang dihasilkan adalah model klasifikasi teks 
permintaan informasi produk.  
1.4 Tujuan 
Tujuan dari pengerjaan tugas akhir ini adalah : 
1. Melakukan praproses teks dan klasifikasi teks 
permintaan informasi produk dengan menggunakan 
SVM.  
2. Mengidentifikasi hasil dan performa SVM dalam 
klasifikasi teks permintaan informasi produk.  
1.5 Manfaat 
Manfaat dari pengerjaan tugas akhir ini adalah untuk 
membantu pemilik bisnis startup terutama mobile commerce 
untuk membedakan query dan non query secara otomatis 
sehingga tidak membutuhkan intervensi dari pemilik. Selain 
itu, tugas akhir ini bisa dijadikan sebagai masukan atau 
rujukan untuk penelitian-penelitian selanjutnya mengenai 
klasifikasi teks.  
1.6 Relevansi 
Relevansi pengerjaan tugas akhir ini terhadap area sistem 
informasi berada pada area Akuisisi Data dan  Diseminasi 
Informasi dengan topik Text Mining. Area ini sesuais dengan 





seperti, Penggalian Data dan Analitika Bisnis, Sistem Cerdas, 




Bab ini berisi mengenai studi sebelumnya yang 
berhubungan dengan tugas akhir dan teori - teori yang 
berkaitan dengan permasalahan tugas akhir. 
2.1 Studi Sebelumnya 
Pada pengerjaan tugas akhir ini ada beberapa penelitian 
sebelumnya yang dijadikan acuan. Penelitian tersebut antara 
lain: 
Pengembangan Aplikasi Personal Assistant Untuk 
Membantu Mengetahui Informasi Produk Menggunakan 
Pengolahan Bahasa Alami Berbasis Python oleh Hudalizaman 
(2015). Penelitian ini mengenai pembuatan aplikasi Mobile 
Commerce yang dapat menangani pertanyaan mengenai 
informasi produk yang diberikan dalam bentuk bahasa alami. 
Dibuatnya aplikasi ini karena pemilik merasa kesulitan dalam 
menangani permintaan informasi produk dari pelanggan. Hal 
ini terjadi karena selama ini setiap ada pembeli yang 
menanyakan mengenai informasi produk tertentu, penjual 
harus terlebih dahulu membuka toko online yang dimiliki, 
login sebagai pemilik, dan kemudian mengecek informasi 
produk yang dimiliki. Tentunya ini menyebabkan trasaksi jual-
beli yang terjadi menjadi terhambat.  
Cara kerja sistem adalah, chat dari pembeli yang 
menanyakan informasi produk, akan penjual masukkan ke 
dalam sistem, dan sistem akan secara otomatis memberikan 
balasan berupa informasi produk dalam bentuk email. Dalam 
menjawab pertanyaan mengenai produk, dilakukan klasifikasi 
bahasa alami dengan mengkategorisasikan kalimat pesan 
menjadi kalimat query (informasi produk) dan non query (non 
informasi produk). Kata yang termasuk ke dalam kata non 
query akan dihapuskan sehingga dalam sistem hanya akan 
terdapat kata yang termasuk ke dalam kata query.  
Namun dalam aplikasi ini masih terdapat kekurangan yaitu, 





informasi produk. Hal ini terjadi karena teknis untuk 
mendapatkan jawaban informasi produk adalah dengan 
memasukkan chat pelanggan yang menanyakan informasi 
produk ke dalam sistem. Jika hanya sedikit pesan teks yang 
masuk, tentunya akan lebih mudah untuk mencari teks 
pelanggan yang menanyakan informasi produk, namun jika 
jumlah pesan teks yang masuk sangatlah banyak tentunya akan 
menyulitkan penjual jika harus mencari satu-persatu. 
Pencarian ini tentunya akan membutuhkan waktu yang lama 
dan dapat meghambat transaksi jual beli.  
Dari hasil pembuatan aplikasi terdapat  3 uji coba 
skenario, yaitu skenario pertama untuk mengetahui performa 
aplikasi dalam menjawab pertanyaan pelanggan terkait produk 
yang diharapkan, skenario kedua untuk mengetahui performa 
ketika produk ada pada kalimat atau tidak, dan yang terakhir 
untuk mengetahui kecepatan sistem dalam menangani request. 
Hasil uji skenario pertama diketahui nilai recall adalah 81%, 
accuracy adalah 89% dan precision adalah 67%. Hasil uji 
skenario kedua diketahui nilai rata-rata dari recall adalah 64% 
, accuracy adalah 71.31% dan precision adalah 61%. Hasil uji 
kecepatan sistem diketahui bahwa dalam memproses setiap 
email yang masuk membutuhkan waktu 3.44 detik.  
Indonesian News Classification Using Support Vector 
Machine oleh Dewi Y.Lilian, Agung Hardianto, M.Ridok 
(2011). Penelitian ini mengenai klasifikasi berita bahasa 
indonesia ke dalam 4 kategori yaitu, national, international, 
business and finance, dan sports menggunakan kernel Radial 
Basis Function (RBF). Penelitian ini mencari parameter C 
(Complexity) dan  terbaik untuk menghasilkan akurasi SVM 
terbaik. Dari hasil penelitian didapat tingkat rata-rata akurasi 
SVM adalah 85%, dengan nilai C = 110 dan gamma = 1.  
Klasifikasi Dokumen Berita Menggunakan Metode Support 
Vector Machine Dengan Kernel Radial Basis Function oleh 
Adyatma Bhaskara Hutomo (2014). Penelitian ini mengenai 
klasifikasi dokumen berita berbahasa inggris ke dalam 2 kelas 
yaitu kelas earn dan kelas –earn. Pada penelitian ini dilakukan 





dijadikan penciri dalam pembuatan model klasifikasi dan 
kemudian dilakukan pencarian parameter terbaik untuk kernel 
RBF, yaitu nilai C (Complexity) dan setelah itu dilakukan 
perbandingan pembobotan menggunakan metode tf(term 
frequency) dan tf-idf(term frequency – inverse document 
frequency). Dari hasil perbandingan didapat Hasil akurasi 
dengan menggunakan pembobotan tf-idf (term frequency – 
inverse document frequency) sebesar 92.97% sedangkan hasil 
akurasi dengan menggunakan pembobotan tf (term frequency) 
sebesar 93.21%. 
Klasifikasi Kondisi Penderita Penyakit Hepatitis Dengan 
Menggunakan Metode Support Vector Machine oleh Lailil 
Muflikha, Achmad Ridok, Jendi Hardono (2013). Penelitian 
ini mencari nilai C (Complexity), yaitu parameter yang 
digunakan untuk mengukur tingkat akurasi klasifikasi dari 
metode SVM, dengan menggunakan 2 atribut yaitu klasifikasi 
19 atribut dan 15 atribut. Hasil rata-rata akurasi  menggunakan 
dataset Hepatitis dengan 19 atribut dengan nilai C = 30 adalah 
82.08%. Hasil rata-rata akurasi  menggunakan dataset 
Hepatitis dengan 15 atribut dengan nilai C = 40, 50, 60 adalah 
84.93%.   
Tabel 2.1 Tabel Perbandingan Studi Sebelumnya 
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mencari nilai C 
(Complexity) 
terbaik yang 
dibagi ke dalam 
2 atribut berbeda 
yaitu, klasifikasi 
19 atribut dan 
kalsifikasi 15 
atribut.  


















C = 40, 50, 
60 adalah 
84.93%. 
2.2 Dasar Teori 
2.2.1 Forbento.com 
Forbento didirikan sejak januari 2011 oleh Rahayu 
Fatmawati , yang merupakan perusahaan yang menjual bento 
tools, yaitu peralatan yang dapat mempermudah dalam 
membuat bekal dan buku cara membuat bento. Forbento 
tidak hanya menjual alat alat bento namun juga memberikan 
tips-tips mengenai cara pembuatan bento, penggunaan alat 







E-commerce adalah suatu cara berbelanja atau berdagang 
secara online yang memanfaatkan fasilitas internet dimana 
terdapat website yang menyediakan layanan get and deliver 
[2][3]. Forbento merupakan semi e-commerce yang 
melakukan transaksi jual beli dengan 2 cara, yaitu dengan 
pembelian langsung dari websitenya dan dengan 
menghubungi customer service menggunakan pesan singkat 
pada aplikasi blackberry messanger.  
Alur kerja pemesanan melalui website : 
 
 
Gambar 2.1alur pemesanan melalui website 
Pada Tugas akhir ini data yang digunakan merupakan 
data yang didapatkan dari customer service berupa pesan 
teks singkat dan dari website forbento.com yang akan diolah 
untuk dilakukan klasifikasi.   
 
2.2.3 Klasifikasi Teks 
Klasifikasi teks merupakan bagian penting dari text 
mining yang termasuk ke dalam pembelajaran jenis 
supervised learning [6]. Klasifikasi teks adalah sebuah 
proses untuk mengkategorisasikan sebuah teks sesuai dengan 
kategori yang telah ditentukan yang bertujuan untuk 
mempermudah dalam mengorganisir teks dalam jumlah 
besar [7].  
Dalam text mining, klasifikasi mengacu kepada aktifitas 





untuk memperoleh suatu model atau fungsi yang dapat 
digunakan untuk mengelompokkan dokumen teks lain yang 
belum diketahui kelasnya ke dalam satu atau lebih kelas [6] 
[8]. Data yang digunakan dalam klasifikasi teks terdiri dari 2 
data, yaitu data training dan data testing. Data training 
digunakan untuk membangun model atau fungsi sedangkan 
data testing digunakan untuk mengetahui keakuratan model 
atau fungsi yang akan dibangun pada data training. [6] 
a) Praproses teks  
Praproses teks merupakan tahap yang dilakukan 
sebelum melakukan proses pengelompokan 
dokumen. Pada tahap praproses ini dilakukan 
beberapa subproses agar dokumen dapat dipakai 
untuk melakukan proses pengelompokan. Tujuan 
dari praproses teks adalah untuk menyeragamkan 
bentuk kata dan mengurangi volume kosakata. Tahap 
ini terdiri dari : [7] 
 Case Folding yaitu proses dalam mengubah 
semua huruf dalam teks menjadi huruf kecil. 
Karakter selain huruf akan dihilangkan. 
Tabel 2.2 Contoh Case Folding 
Teks Input Teks Output 
Di produk mba, 
pilihannya ada 
apa aja utk rice 
mold dan bento 
cutter? 
di produk mba 
pilihannya ada 
apa aja utk rice 
mold dan bento 
cutter 
 Tokenizing yaitu sebuah proses untuk 
memisahkan setiap kata dalam suatu kalimat 





berdiri sendiri. Pemisahan kata dilakukan dengan 
cara menemukan spasi (space) antar kata. 
Tabel 2.3 Contoh Tokenizing 
Teks Input Teks Output 
di produk mba 
pilihannya ada 
apa aja utk rice 















 Filtering yaitu proses untuk mengambil kata 
penting dari hasil token. Dalam melakukan 
filtering dapat menggunakan stoplist atau 
wordlist (menyimpan kata penting). Stoplist / 
stopword adalah kata-kata yang tidak deskriptif 
yang dapat dibuang dalam pendekatan bag-of-
words. Contoh stopwords adalah “yang”, “dan”, 
“di”, “dari” dan seterusnya. Dengan 
menggunakan daftar stoplist, maka setiap kata 





yang ada dalam stoplist. Apabila terdapat kata 
yang sama, maka kata itu akan dibuang dari 
koleksi.  
Tabel 2.4 Contoh Filtering 




















2.2.4 Support Vector Machine 
Support vector machine (SVM) dikembangkan oleh 
Boser, Guyon, Vapnik dan pertama kali dipresentasikan pada 
tahun 1992 di Annual Workshop on Computational Learning 
Theory [4]. Konsep SVM dapat dijelaskan secara sederhana 
sebagai usaha mencari hyperplane terbaik yang berfungsi 
sebagai pemisah dua buah class pada input space. Gambar 





anggota dari dua buah class : +1 dan –1. Pattern yang 
tergabung pada class –1 disimbolkan dengan warna merah 
(kotak), sedangkan pattern pada class +1, disimbolkan 
dengan warna kuning (lingkaran). Problem klasifikasi dapat 
diterjemahkan dengan usaha menemukan garis (hyperplane) 
yang memisahkan antara kedua kelompok tersebut. Garis 
pemisah (discrimination boundaries) ditunjukkan pada 
Gambar 1.a merupakan salah satu alternatif garis pemisah 
yang memisahkan kedua class [4] [10] [11] [12]. 
 
 
Gambar 2.2 gambar terbaik yang memisahkan Class -1 dan Class +1 (Romi 
Satria Wahono, 2015) 
Hyperplane pemisah terbaik antara kedua class dapat 
ditemukan dengan mengukur margin hyperplane tersebut dan 
mencari titik maksimalnya. Margin adalah jarak antara 
hyperplane tersebut dengan pattern terdekat dari masing-
masing class. Pattern yang paling dekat ini disebut sebagai 
support vektor. Garis solid pada Gambar 1.b  menunjukkan 
hyperplane yang terbaik, yaitu yang terletak tepat pada 
tengah-tengah kedua class, sedangkan titik merah dan kuning 
yang berada dalam lingkaran hitam adalah support vector. 
Usaha untuk mencari lokasi hyperplane ini merupakan inti 
dari proses pembelajaran pada support vector machine [4] [9] 






Beberapa metode dalam analisis data mining banyak 
menggunakan fungsi linear. Namun masalah dalam dunia 
nyata jarang yang bersifat linear kebanyakan bersifat non 
linear. Sehingga untuk mengatasinya dengan cara 
mentransformasikan data ke dalam dimensi ruang yang lebih 
tinggi. SVM dapat digunakan pada data non linear dengan 
menggunakan Kernel Trick [12].  
Konsep dari kernel trick adalah memetakan data yang 
bersifat non-linear pada input space ke ruang vektor baru 
yang berdimensi lebih tinggi dimana kedua class dapat 
dipisahkan secara linear oleh sebuah hyperplane. Kernel 
Trick dirumuskan sebagai berikut : [12] 
 (  ⃗⃗  ⃗    ⃗⃗  ⃗)  =  (  ⃗⃗  ⃗  .  (  ⃗⃗  ⃗) 
Keterangan : 
K  = menunjukkan fungsi kernel 
  ⃗⃗⃗    = menunjukkan vektor data latih 
  ⃗⃗⃗    = menunjukkan vektor data uji 
      = fungsi pemetaan dari ruang input ke ruang fitur. 
 
Dalam SVM terdapat beberapa Fungsi Kernel yang 
biasa dipakai , yaitu  : [12].  
Tabel 2.5 Fungsi Kernel pada SVM 
Kernel Penjelasan 
Linear Rumus :    , dengan x adalah data 
training.  
Ciri : [13] 
 Cocok untuk klasifikasi teks 






terpisah secara linear 
 Cocok digunakan jika jumlah 
fitur besar 
Contoh menggunakan Dataset Iris : 
 
Polynomial Rumus :         
  , dengan 
         adalah pasangan dua data 
training,   konstanta dengan nilai > 0 
Ciri : [14] 
 Dapat memperluas fitur 
tanpa meningkatkan biaya 
komputasi 
 Tidak memberikan tingkat 
akurasi yang tinggi dalam 
training atau testing 










Rumus :       
 
   
       
  , 
dengan          adalah pasangan dua 
data training,   adalah konstanta 
dengan nilai > 0 
Ciri : [15] 
 Memiliki performa yang 
bagus dalam melakukan 
klasifikasi 
 Memiliki rentang nilai kecil 
 Memiliki perilaku seperti 
kernel sigmoid dengan 
parameter tertentu 










Rumus :                , dimana 
       , dengan          adalah 
psangan dua data training  
Ciri : [16] 
 Kerja mirip dengan kernel 
RBF dalam parameter 
tertentu 
 Sulit untuk menentukan 
parameter yang cocok untuk 
kernel ini 






Berdasarkan tabel 2 maka metode kernel yang akan 
digunakan dalam Tugas Akhir ini adalah kernel Linear dan 
Radial Basis Function (RBF).  
2.2.6 Grid Search 
Grid Search merupakan salah satu algoritma yang sering 
digunakan untuk estimasi parameter. Prinsip kerja Grid 
Search adalah menentukan beberapa nilai pada rentang 
tertentu dan melakukan pencarian pada rentang tersebut 
sampai didapatkan hasil yang optimal. Grid Search bertujuan 
untuk membuat grid parameter dari setiap pasangan C, (cost  
dalam pembentukan model (tahap pelatihan / training), dan 
gamma merupakan parameter yang digunakan untuk kernel). 
Pasangan nilai parameter yang terbaik dapat diukur dengan 
menggunakan cross-validation. Cross-Validation adalah 
pengujian standar yang dilakukan untuk memprediksi error 
rate. Data training dibagi secara random ke dalam beberapa 
bagian dengan perbandingan yang sama kemudian error rate 
dihitung bagian demi bagian, selanjutnya hitung rata-rata 
seluruh error rate untuk mendapatkan error rate secara 
keseluruhan. Parameter yang sudah optimal dapat digunakan 
sebagai model SVM terbaik. [17] [18]  
2.2.7 Evaluasi Performa Klasifikasi 
Pengujian akan dilakukan pada hasil klasifikasi 
menggunakan SVM untuk mengetahui akurasi klasifikasi 
SVM terhadap suatu data uji. Pengukuran tersebut 
didapatkan dalam sebuah set confusion matrix. Confusion 
matrix merupakan sebuah tabel yang terdiri dari banyaknya 
baris data uji yang diprediksi benar dan tidak benar oleh 
model klasifikasi yang digunakan untuk menentukan kinerja 









Tabel 2.6 Confusion Matrix 
 Kelas Prediksi 
Positif  Negatif 
Observasi Positif TP FN 
Negatif FP TN 
 
Keterangan :  
 TP (True Positive) adalah kelas yang diprediksi 
positif dan benar. 
 TN (True Negatif) adalah kelas yang diprediksi 
negatif dan benar. 
 FP (False Positive) adalah kelas yang diprediksi 
positif dan salah. 
 FN (False Negatif) adalah kelas yang diprediksi 
negative dan salah. 
Dari confusion tabel di atas kemudian dapat juga diukur 
tingkat akurasi, presisi, dan recall.  
a) Presisi 
Presisi digunakan untuk mengetahui banyaknya 
item yang dikategorikan ke dalam kategori yang 
seharusnya.  Presisi dapat dihitung dengan 
menggunakan rumus berikut : [20] 
         
             
                            
 
b) Recall 
Recall digunakan untuk mengetahui banyaknya 
item yang diprediksikan benar. Recall  dapat 
dihitung dengan menggunakan rumus berikut : 
[20] 
        
             








Akurasi dari klasifikasi digunakan untuk melihat 
kinerja secara keseluruhan. Akurasi dapat 
dihitung dengan menggunakan rumus berikut : 
[19] 
         
     
           
 
Selain itu digunakan pengukuran menggunakan F-
Measure. F-Measure merupakan pengukuran yang 
mengkombinasikan presisi dan recall yang  digunakan untuk 
mengukur keberhasilan information retrieval. parameter 
untuk F-Measure dapat dihitung dengan menggunakan rumus 
berikut : [20] 
          
                












 BAB III 
METODE PENGERJAAN TUGAS AKHIR 
Pada bab ini akan dijelaskan mengenai langkah-langkah 
sistematis yang dilakukan dalam tugas akhir agar terlaksana 
dengan terstruktur. Diagram alir metodologi tugas akhir dapat 
dilihat pada Gambar 3.1:  
 
Gambar 3.1 Diagram Alur Metodologi Penelitian 
3.1 Penetapan Tujuan dan Studi Literatur 
Pada tahapan ini dilakukan penentuan tujuan, yaitu, 
menentukan tujuan dan batasan masalah dari penelitian tugas 
akhir serta mencari tinjauan pustaka mengenai konsep 
klasifikasi teks menggunakan metode support vector machine 






3.2  Pengumpulan Data 
Pada tahapan ini dilakukan pengumpulan data-data yang 
dibutuhkan untuk pengerjaan Tugas Akhir yang dilakukan. 
Data yang digunakan merupakan data query dan non query 
untuk permintaan informasi produk yang didapat dari 
website forbento.com. Data Query merupakan data Informasi 
Produk dan Data Non Query merupakan data Bukan 
Informasi Produk. Data informasi Produk merupakan data 
mengenai pertanyaan pelanggan terkait produk yang dijual 
sedangkan data yang bukan informasi produk merupakan 
data yang tidak menanyakan mengenai informasi produk. 
Data ini kemudian diolah sehingga dapat digunakan untuk 
proses klasifikasi teks. Contoh Data yang termasuk Data 
Informasi Produk dan Bukan Informasi Produk dapat dilihat 
pada Tabel 3.1.  
Table 3.1 Contoh Data Informasi dan Bukan Informasi Produk 
Data Informasi Produk Data Bukan Informasi 
Produk 
Di produk mba,pilihannya 
ada apa aja utk rice mold 
dan bento cutter? 
Eh murah ya 
Drawing food kpn ada 
mbak? 
Wah good idea tuh 
Sis jual citakannya telur 
puyu? 
Mb Ayu..salam kenal 
yaa 
 
3.3 Tahap Praproses Teks 
Dalam penelitian ini pengolahan bahasa dilakukan 
dengan praproses teks untuk menyeragamkan bentuk kata dan 
mengurangi volume kosakata. Tahap ini terdiri dari : 
 Case Folding yaitu proses dalam mengubah semua 
huruf dalam teks menjadi huruf kecil. Karakter selain 





 Tokenizing yaitu sebuah proses untuk memisahkan 
setiap kata dalam suatu kalimat sehingga menghasilkan 
kumpulan kata-kata yang berdiri sendiri.  
 Filtering yaitu proses untuk mengambil kata penting 
dari hasil token. Dalam melakukan filtering dapat 
menggunakan stoplist atau wordlist (menyimpan kata 
penting). Stoplist / stopword adalah kata-kata yang tidak 
deskriptif yang dapat dibuang dalam pendekatan bag-of-
words. 
3.4 Tahap Klasifikasi 
Pada tahap ini dilakukan klasifikasi pada permintaan 
informasi produk menggunakan metode Support Vector 
Machine (SVM) menggunakan  tools R 3.2.2 dan library yang 
digunakan adalah e1071. Klasifikasi teks yang dilakukan akan 
dibagi menjadi 2 kategori yaitu, kategori query dan non query 
dengan hasil berupa model klasifikasi. Data yang digunakan 
dalam klasfikasi akan dibagi menjadi 2, yaitu data training dan 
data testing dengan perbandingan  70 : 30.  
3.5 Evaluasi Hasil Uji 
Pada tahap ini dilakukan evaluasi hasil uji untuk 
mengetahui performa SVM dalam melakukan klasifikasi. 
Untuk menghitung performa SVM dilihat dari akurasi, presisi, 
recall dan F-measure.  
3.6 Analisa Hasil dan Pembahasan 
Pada tahap ini dilakukan analisa dari Hasil Uji proses 
klasifikasi teks permintaan informasi produk yang telah 
dilakukan sebelumnya dan akan dibuat pembahasan mengenai 
hasil tersebut.  
3.7 Pembuatan Buku Tugas Akhir 
Tahap ini merupakan tahap akhir dari penelitian. Pada 
tahap ini dilakukan dokumentasi untuk penulisan laporan tugas 





keseluruhan proses yang dilakukan dalam penelitian ini. Tugas 
Akhir ini diharapkan bisa dijadikan sebagai rujukan penelitian 




































Bab ini menjelaskan tentang rancangan penelitian tugas 
akhir untuk membuat model klasifikasi. Bab ini berisikan 
proses pengumpulan data, pengolahan data, dan perancangan 
model.  
4.1 Pengumpulan dan pre-processing data 
Pada subab ini dilakukan pengumpulan dan pre-processing 
data. Pengumpulan data merupakan data yang digunakan 
untuk tugas akhir ini, dan pre-processing merupakan tahap 
yang dilakukan untuk mengolah data sebelum digunakan 
untuk pembuatan model menggunakan svm.  
4.1.1 Pengumpulan data  
Pengumpulan data yang digunakan pada tugas akhir ini 
bersumber dari Website Forbento.com. Data berupa data text 
pesan singkat dari aplikasi blackberry messanger. Oleh 
Hudalizaman (2011), data  yang diambil berupa data 
percakapan yang dilakukan oleh pembeli sehingga 
didapatkan data dengan isi :  
 msg_id 
 file_id 
 text, dan  
 numchars 
Kemudian data tersebut diberi label untuk dikelompokkan 
menjadi kelompok query dan non query. Berdasarkan 
penjelasan di atas, maka didapat data dengan isi : 
 msg_id,  
 file_id,  
 text,  





 label.  
Contoh hasil data yang didapatkan penulis dapat dilihat 
pada Gambar 4.1 :  
 
 
Gambar 4.1 Contoh Data Query dan Non Query 
Pada Tugas Akhir ini variabel yang akan digunakan adalah 
variabel text dan label dengan jumlah data sebanyak 9680 
dataset.  
4.1.2 Pre-processing 
Setelah dilakukan pengumpulan data kemudian dilakukan 





bentuk kata dan mengurangi volume kosakata agar dapat 
dipakai untuk melakukan proses pengelompokkan [7]. 
Praproses teks akan menggunakan aplikasi R Studio. 
Dalam tahap praproses semua data teks akan diubah 
menjadi :  
 Bentuk huruf kecil  
 Dilakukan penghapusan angka 
 Dan dilakukan penghapusan tanda baca 
Contoh data sebelum di praproses dan setelah di praproses 
dapat dilihat pada Tabel 4.1:  
Tabel 4.1 Contoh data sebelum dan setelah pre-processing 
Sebelum pre-processing Setelah pre-processing 
Sis...kalo buku bonitanya itu 
PO atau ready stock? 
siskalo buku bonitanya itu po 
atau ready stock 
Bonita harga brp sis? bonita harga brp sis 
Ibu , saya bisa minta contoh 
bento box untuk wedding 
ibu saya bisa minta contoh 
bento box untuk wedding 
4.2 Pembuatan Model Support Vector Machine 
Dalam pembuatan model support Vector Machine langkah 
yang dilakukan dapat dilihat pada Gambar 4.2 [21] 
 
 





Berdasarkan Gambar 4.2 diketahui bahwa dalam pembuatan 
model Support Vector Machine terdapat 6 tahapan, yaitu :  
 
 Menentukan Data Train dan Data Test  
 Membuat dtm dan data frame  
 Membuat label untuk data train dan data test 
 Mencari nilai C terbaik untuk kernel liner dan  
mencari pasangan C dan  terbaik untuk kernel radial 
(penggunaan metode grid search). 
 Membuat model klasfikasi SVM 
 
Untuk masing-masing penjelasan dari langkah di atas akan 
dijelaskan pada subab dibawah. 
4.2.1 Menentukan Data Train dan Data Test 
Dalam pengolahan data dibutuhkan dua set data, yaitu 
data train dan data test. Data train digunakan untuk membuat 
model klasifikasi, sedangkan data test digunakan untuk 
menguji akurasi model yang didapatkan [22]. Pada Tugas 
Akhir ini data dibagi menjadi data train dan data test dengan 
perbandingan 70 : 30.  
4.2.2 Membuat Dtm dan data frame  
Data yang sudah dibagi ke dalam bentuk data train dan 
data test akan dirubah ke dalam bentuk document term 
matrix (dtm). Dtm merupakan sebuah matriks dokumen yang 
mewakili hubungan antara kata dan dokumen, di mana setiap 
baris merepresentasikan kata dan setiap kolom untuk 
dokumen. Pada dtm corpus dalam bentuk teks akan diubah 
menjadi objek matematik yang dapat dianalisis 
menggunakan teknik kuantitatif. Contohnya, untuk 
mendapatkan frekuensi kata yang paling sering muncul 
dalam corpus. [23] 
Kemudian untuk masing-masing dtm akan dirubah ke 
dalam bentuk data frame untuk bisa digunakan dalam 





menyimpan data dalam bentuk tabel. data yang disimpan 
dalam data frame berupa data vektor, sehingga lebih mudah 
untuk mengatur data dan menerapkan fungsi ke pada data 
frame. Dalam Tugas Akhir ini, data frame akan digunakan 
sebagai variabel untuk pembuatan model svm. [24] 
4.2.3 Membuat label query dan non query untuk Data Train 
dan Data Test 
Pada tahapan ini data label yang ada pada data awal 
dibagi ke dalam 2 label, yaitu label train dan label test. Hal 
ini dilakukan karena pada data text yang merupakan variabel 
target yang akan diklasifikasikan membutuhkan variabel lain 
sebagai acuan untuk prediksi. jika tidak memasukkan 
variabel tersebut ke dalam algoritma svm, maka tidak akan 
ada acuan untuk memprediksikan data text tersebut. Dalam 
tugas akhir ini acuan yang digunakan untuk prediksi adalah 
variabel label. Oleh karena itu perlu untuk menyimpan 
variabel label dan membaginya menjadi label train dan label 
test [25]. Kemudian label yang sudah dibagi, akan 
digunakan sebagai variabel untuk pembuatan model 
klasifikasi menggunakan SVM.  
4.2.4 Penggunaan metode grid search 
Dalam mencari model svm dengan akurasi tertinggi 
digunakan metode grid search untuk mencari nilai gamma 
dan cost terbaik untuk kernel radial dan mencari nilai cost 
terbaik untuk kernel linear.  Dengan menggunakan metode 
ini, akan dilakukan pencarian parameter (baik nilai cost 
maupun gamma) satu per satu untuk menemukan parameter 
terbaik yang menghasilkan akurasi tertinggi dalam bentuk 
tabel [18].  
Dalam tugas akhir ini penggunaan metode grid search 
dilakukan secara manual dengan mengunakan software 
R untuk mencari akurasi tertinggi dengan paramter yang 
telah ditentukan dan menggunakan Excel untuk membuat 





4.2.5 Membuat Model Klasifikasi SVM 
Model klasifikasi svm akan menggunakan variabel data 
frame train, label train dan kernel radial serta linear. Dalam 
penggunaan algoritma svm dalam r, dibutuhkan variabel 
[21] :  
 x, yaitu data matriks, atau vektor yang merupakan 
data frame train pada tugas akhir ini. 
 y, yaitu vector respon dengan satu label untuk setiap 
baris atau komponen x. dalam klasifikasi dapat 
berupa faktor yang merupakan train label pada tugas 
akhir ini.  
 Kernel digunakan untuk training dan memprediksi. 
Untuk masing masing kernel yang digunakan dapat 
dirubah parameternya sesuai dengan jenis kernelnya.   
Pada kernel linear paramater yang dirubah adalah 
nilai cost sedangkan untuk kernel radial parameter 
yang dirubah adalah nilai cost dan gamma.  
 
Data Frame 















Bab ini menjelaskan proses pelaksanaan penelitian,  
implementasi klasifikasi menggunakan metode support vector 
machine.  
5.1 Implementasi Data 
Dalam pembuatan model klasifikasi, data yang digunakan 
berjumlah 886 Data dari 9680 data. Data yang digunakan 
hanya berjumlah 886 data, karena dari 9680 data yang didapat, 
data untuk kelas query dan non query tidak seimbang sehingga 
terjadi imbalance dataset. Dari 9680 data, data yang berjumlah 
data query sebanyak 443 dan sisanya adalah data non query.  
Untuk mengatasi masalah imbalance dataset dapat dilakukan 
dengan metode sampling. Sampling dapat dicapai dengan 2 
cara, yaitu dengan under sampling the majority class, 
oversampling the minority class atau combining over and 
undersampling techniques. Pada tugas akhir ini cara yang 
digunakan adalah under sampling. Under sampling merupakan 
metode untuk memecahkan masalah imbalance datasest  
dengan  menghapus kelas yang dominan dalam data secara 
acak. Sehingga didapat jumlah data yang seimbang [26].  
Oleh karena itu jumlah data query dan non query akan 
disamakan sehingga datanya seimbang. Sehingga data yang 
digunakan pada Tugas Akhir ini  adalah 443 untuk masing 
masing kelas query dan non query dengan total data yang 
digunakan sebanyak 886 data.  
Dari data dilakukan analisa statistik untuk mengetahui rata-
rata, nilai max, min, dan standar deviasi dengan menghitung 
jumlah per kata yang ada pada teks. Dari hasil statistik dapat 





Tabel 5.1 Hasil statistik 
Rata – rata 7,019209 
Maximun 139 
Minimum 0 
Standar Deviasi 9,821637 
 
Dari tabel 5.1 kata terpendek adalah 0. Nilai 0 dikarenakan 
pada teks terdapat emote seperti “:)” yang dalam text mining, 
akan dihapus saat dilakukan pembersihan corpus. Untuk 
melihat panjang dari masing-masing teks yang ada pada data 
dapat dilihat pada Gambar 5.1. Data tersebut nantinya akan 
dibagi menjadi dua yaitu train set dan test set dengan 
perbandingan 70:30. 
5.2 Proses Klasifikasi 
Dalam melakukan klasifikasi menggunakan aplikasi R 
Studio, data akan dikelompokkan menjadi dua kelompok yaitu 
kelompok query dan non query. Metode yang digunakan 
dalam melakukan klasifikasi adalah support vector machine 
(SVM). Berikut merupakan implementasi dari model 
klasifikasi yang telah dijelaskan pada bab sebelumnya.  
5.2.1  Menginputkan Data 
Untuk melakukan input data pada R, data harus dalam 
bentuk .csv agar bisa dibaca oleh aplikasi. Setelah  







Sebelum melakukan proses berikutnya, data yang sudah 
















































































































5.2.2 Praproses Teks  
Untuk melakukan praproses teks, dibutuhkan library tm.  
 
Seperti yang sudah dijelaskan dalam bab perancangan , pada 
praproses teks, teks akan diubah ke dalam huruf kecil seperti 
pada Kode 5.3. 
Hasil dari data yang telah melalui proses ini dapat dilihat 
pada Tabel 5.2. 
Tabel 5.2 Tabel hasil perubahan ke dalam huruf kecil 
Teks Awal Teks Setelah diubah ke 
dalam huruf kecil 
Halo..salam kenal..aku mau 
pesan yg cetakan telur rebu 
halo..salam kenal..aku mau 
pesan yg cetakan telur rebu 
 
Setelah itu akan dilakukan penghapusan angka, dan tanda 
baca seperti pada Kode 5.4. 
 
 
cleanset <- tm_map(cleanset, removeNumbers) 
cleanset <- tm_map(cleanset, removePunctuation) 




Kode 5.3 Merubah ke dalam bentuk huruf kecil 
Kode 5.4 Penghapusan angka dan tanda baca 
Kode 5.2 Merubah ke dalam bentuk corpus 
#clean text 






Hasil dari data yang telah melalui proses ini dapat dilihat 
pada Tabel 5.3. 
Tabel 5.3 Tabel hasil penghapusan angka dan tanda baca  
Teks Awal Teks Setelah dilakukan 
penghapusan angka dan 
tanda baca  
Halo..salam kenal..aku mau 
pesan yg cetakan telur rebu 
halosalam kenalaku mau 
pesan yg cetakan telur rebu 
 
5.2.3 Menentukan Data Train dan Data Test 
Setelah melalu tahap praproses teks, data yang sudah siap 
olah kemudian dibagi menjadi data train dan data test 
dengan perbandingan 70:30, seperti pada Kode 5.5.   
5.2.4 Pembuatan DTM dan Data Frame 
Data yang sudah dibagi kemudian perlu dirubah ke dalam 
bentuk document term matrix untuk masing masing data 
train dan data test. 
Untuk membuat dtm seperti pada Kode 5.6.  
#mengubah corpus menjadi document matrix di data 
train dan test 
train_dtm <- DocumentTermMatrix(data_train) 
dtm_test <- DocumentTermMatrix(data_test, control 
= list(dictionary = names(train_df))) 
#membagi data menjadi training dan testing, 70 : 
30 
size_data <- floor (0.7*nrow(datafb)) 
#set randomization seed 
set.seed(141321) 
indices_train <- sample(seq_len(nrow(datafb)), 
size = size_data) 
data_train <- cleanset [indices_train ]  
data_test <- cleanset [-indices_train ] 
Kode 5.5 Membagi data menjadi data train dan data test 





Dalam pembuatan dtm, untuk menyamakan jumlah terms 
pada data test dan data train, maka dibuat dictionary. 
Dictionary yang dibuat berdasarkan  kata yang paling sering 
muncul pada koleksi dokumen dalam data train. Kemudian 
untuk bisa masuk ke dalam klasifikasi menggunakan svm, 
dtm tersebut diubah ke dalam bentuk data frame seperti pada 
Kode 5.7.  
 
5.2.5 Membuat Label Query dan Non Query  
Pelabelan dilakukan untuk klasifikasi menggunakan svm 
pada aplikasi R Studio. Pelabelan dilakukan masing masing 
untuk data train dan data test seperti pada Kode 5.8. 
 
5.2.6 Klasifikasi menggunakan SVM  
Dalam klasifikasi menggunakan svm dibutuhkan library 
e1071 pada aplikasi R. Untuk mencari model svm yang tepat 
dilakukan klasifikasi terhadap data train dan label train serta  
train_label <- datafb$query [indices_train ] 
test_label <- datafb$query [-indices_train ] 
train_df <- 
as.data.frame(data.matrix(train_dtm), 
stringsAsfactors = FALSE) 
test_df <- 
as.data.frame(data.matrix(dtm_test), 
stringsAsfactors = FALSE) 
Kode 5.7 Pembuatan data frame 





ditambahkan dengan parameter kernel linear atau radial 
seperti pada Kode 5.9.   
5.2.7 Penggunaan Metode Grid Search  
Dalam mencari akurasi yang terbaik menggunakan kernel 
linear dan radial, perlu dilakukan percobaan dalam merubah 
parameter kernel untuk radial dan linear. Untuk kernel linear 




model <- svm (train_df, train_label, kernel 
= "linear") 
model <- svm (train_df, train_label, kernel 
= "radial") 
for(C in seq(-14, -13.3, by=0.1)) 
 { 
 modelsvm1 <- svm (train_df, train_label, 
kernel = "linear", cost= 2^C) 
  predicttrain1 <- predict(modelsvm1, 
train_df) 
  table(predicttrain1, train_label) 
  predicttest1 <- predict(modelsvm1, test_df) 




Kode 5.9 Klasifikasi dengan svm 





Pada Kode 5.10, dilakukan pencarian nilai cost dengan 
rentang yang telah ditentukan. Kemudian outputan dari code 
di atas adalah hasil akurasi. Hasil akurasi dari nilai cost 
tersebut akan dibuat dalam bentuk tabel menggunakan excel.  
Kemudian untuk kernel radial parameter yang diubah adalah 
nilai cost dan gamma seperti pada Kode 5.11.  
 
Pada  Kode 5.11, dilakukan pencarian nilai cost dan nilai 
gamma dengan rentang yang telah ditentukan. Kemudian 
outputan dari code di atas adalah hasil akurasi. Hasil akurasi 
dari nilai cost dan gamma tersebut akan dibuat dalam bentuk 
table menggunakan excel. Dari hasil tabel tersebut akan 
dilihat nilai parameter yang menhasilkan akurasi tertinggi.  
5.2.8 Uji Model SVM   
Kemudian untuk melakukan uji model menggunakan data 
test dan  untuk mengukur hasil ketepatan dari model dalam 
memprediksikan kelas, diukur dengan menggunakan 
for(C in seq(-14, -13.3, by=0.1)){ 
for(gamma in seq(0, -1, by=-0.5)) 
{ 
 modelsvm1 <- svm (train_df, 
train_label, kernel = "linear", 
gamma = 2^gamma, cost= 2^C) 
  predicttrain1 <- predict(modelsvm1, 
train_df) 
  table(predicttrain1, train_label) 
  predicttest1 <- predict(modelsvm1, 
test_df) 
  table(predicttest1, test_label) 
 print(100*sum(predicttest1==test_lab
el)/length(test_label)) 
  } 
} 





confusion matrix untuk mendapatkatkan nilai akurasi, presisi, 
recall dan F-Measure seperi pada Kode 5.12.  
 
5.3  Word Frequency Distribution  
Word frequency distribution dilakukan untuk mengetahui 
distribusi dari kemunculan kata yang ada pada corpus.  Dalam 
mencari distribusi dari frekuensi kata, dibuat pencarian dari 50 
kata dengan frekuensi tertinggi pada corpus. Untuk melihat 50 
distribusi frekuensi kata seperti pada Kode 5.13.  
 
 
Dari Kode 5.13 didapat hasil kata yang paling sering muncul 
dalam corpus lama (corpus sebelum dilakukan pembakuan 
kata) dapat dilihat pada  Tabel 5.4. 
 





predict <- predict(model, test_df) 
100*sum(predict==test_label)/length(test_label) 
confusionMatrix(test_label, predict) 
dtm <- DocumentTermMatrix(cleanset) 
freq <- findFreqTerms(dtm, lowfreq = 30) 
freq <- colSums(as.matrix(dtm)) 
length(freq) 
ord <- order(freq, decreasing = TRUE) 
freq[head(ord)] 
freq[tail(ord)] 
Kode 5.12 Uji dan Mengukur model svm 








1 ada 127 
2 sis 119 
3 brp 86 
4 itu 79 
5 subd 76 
6 mold 62 
7 cutter 61 
8 mba 56 
9 bento 49 
10 nya 46 
11 mbak 42 
12 kalo 41 
13 saya 39 
14 nori 39 
15 apa 38 
16 mau 46 
17 cetakan 34 
18 rice 33 
19 bear 32 
20 klo 31 
21 aja 31 
22 total 28 
23 egg 26 
24 kurir 25 
25 set 24 








27 face 23 
28 <94><cf><dc><94><cf><a4>                      22 
29 buat 20 
30 sandwich 20 
31 sisa 20 
32 utk 20 
33 yang 20 
34 harga 19 
35 hello 19 
36 thx 19 
37 ini 18 
38 kitty 18 
39 puncher 18 
40 dan 16 
41 sama 15 
42 animals 14 
43 bentuk 14 
44 box 14 
45 yah 14 
46 aku 13 
47 iya 13 
48 kan 13 
49 uda 13 
50 angry 12 
 
Dari Tabel 5.4 di atas diketahu terdapat kata yang mirip 





“mba” dan “mbak”. Hasil dari grafik distribusi frekuensi 
kemunculan kata dengan frekuensi > 20 dapat dilihat pada 
Gambar 5.2. Untuk distribusi frekuensi seluruh kata pada 
corpus lama dapat dilihat pada Gambar 5.2.  Dan untuk 
melihat seluruh distribusi kata pada corpus dapat dilihat pada 
Gambar 5.3.  
Dari hasil word frequency distribution maka dilakukan 
pembakuan kata, sehingga kata-kata yang memiliki makna 
yang sama namun penulisan yang berbeda akan dihapus dan 
diganti dengan kata-kata yang baku sehingga hanya terdapat 
satu kata. Pada Tabel 5.5 dapat dilihat kata yang dibakukan 
pada  corpus. Kemudian dari hasil pembakuan kata tersebut, 
didapat corpus baru (corpus  yang telah dibakukan). Berikut 
meupakan 50 kata yang paling sering muncul pada corpus 
yang baru dapat dilihat pada Tabel 5.6.    
Dari corpus yang baru tersebut akan dibandingkan dengan 
corpus yang sebelumnya, apakah dengan dibakukannya kata 
akan menambahkan akurasi atau tidak. Selain itu dikarenakan 
pada 50 kata teratas dalam corpus baru dan corpus lama  
terdapat kata-kata yang termasuk ke dalam kata hubung seperti 
yang, maka akan dilakukan percobaan untuk menghapus 
stopwords. Stopwords yang digunakan merupakan stopwords 
bahasa indonesia [27] . Untuk menghapus stopwords dapat 












Dari hasil penghapusan stopwords pada corpus lama, 50 kata 




cstopwordID <- readLines(stopwordID); 
cleanset <- tm_map(cleanset, removeWords, 
c(cstopwordID)) 


















Tabel 5.5 Pembakuan kata pada corpus 
Kata Baku Kata dalam Corpus 
Kalau Klo, kalo, kalau, kl, klu, kalauu 
Mbak Mba, mbak, mbk, mb  
Aku  Aq, aku, ak  
Mold Mold, mould, molds 
Hello kitty HK, hellokitty, hkitty 
Atau Ato, atau, or  
Ada Ada, ad 
Ya Y, ya, yaa 
Lagi Lagi, lg  
Ini Ini, ni  
Berapa Brp, berapa, brpa, brapa 
Berapaan brpan, brpaan, berapaan , brapaan 
Beberapa Bbrp, beberapa 
Sis Sis, sist, ssis, siss 
Untuk Utk, untuk  
Juga Juga, jg, jjg 
Punya Punya, pny, pnyk  
Yang  Yg, yang  
Sama Sama, ama, sma, sm 
Saya Saya, sy, sya, ssy 
Minta Minta, mnta  
Tidak Enggk, gak , ga, nga , nda, tidak  
Maaf Maaf, maap, sorry, sory 
Masih Masih, msh  
Harga Harga, hrg, hrga, hargag 
Bisa Bisa, bs,  
Harganya hrgnya, harganya, 
Lagi Lagi, lg, laagi 
Terima 
kasih 
Terima kasih, thanks, thx, tengkyu, trims, 
tks, trmkash 





Kata Baku Kata dalam Corpus 
Gambar Gbr, gbrnya 
Ada Ada, ad 
Terus Trus, terus  
Kayak Kayak, kyk,  
Pesan Pesen, psn  
Kemarin Kmren, kmrn,  
Nya Nya, ny,  
Gitu Gitu, gituh, gt 
Hari Hari, hr  
Jadi Jadi, jd  
Bisa Bisa, bs, bsa  
Pakai Pake, pk, pke  
Masuk Masuk, msuk  
Sudah Uda, sudah, udah, sdh, dah, sdah, uuda 
Tapi Tapi, tp  
Dulu Dulu, dl  
Minta Minta, mnt  
Terus Terus, trs  
Seperti Seperti, sp 
Dapat Dpt  
Ok Ok, oke , k , okay  
Transfer transf, transfer , tt 
Bayar Bayar, byr , byar  
Tadi Tadi, td 
Tanya Tanya, tnya, tny  
 




1 Yang 205 
2 Sis 135 








4 Mbak 106 
5 Berapa 103 
6 Kalau 90 
7 Itu 79 
8 Subd 76 
9 Saya 68 
10 Mold 64 
11 Cutter 61 
12 Tidak 56 
13 Bento 50 
14 nya 49 
15 mau 46 
16 bisa 40 
17 hello 39 
18 kasih 49 
19 nori 39 
20 apa 38 
21 jadi 37 
22 kitty 36 
23 cetakan 34 
24 rice 33 
25 bear 32 
26 aja 31 
27 untuk 31 
28 Aku 30 








30 Terima 30 
31 ini 29 
32 Total 28 
33 Sudah 27 
34 Egg 26 
35 kurir 25 
36 set 24 
37 face 23 
38 Lagi 23 
39 Sisa 23 
40 Dulu 22 
41 óì†óì 22 
42 Harga 21 
43 Maaf 21 
44 Buat 20 
45 Sandwich 20 
46 harganya 19 
47 Pesan 19 
48 Gitu 18 
49 Juga 18 
50 puncher 18 
Untuk melihat grafik frekuensi kemunculan kata dari corpus 























1 sis 119 
2 brp 86 
3 subd 76 
4 mold 62 
5 cutter 61 
6 mba 56 
7 bento 49 
8 nya 46 
9 mbak 42 
10 kalo 41 
11 nori 39 
12 cetakan 34 
13 rice 33 
14 bear 32 
15 aja 31 
16 klo 31 
17 total 28 
18 egg 26 
19 kurir 25 
20 set 24 
21 face 23 
22 îœ‹îœ 22 
23 sandwich 20 
24 sisa 20 








26 harga 19 
27 hello 19 
28 thx 19 
29 kitty 18 
30 puncher 18 
31 animals 14 
32 bentuk 14 
33 box 14 
34 yah 14 
35 iya 13 
36 uda 13 
37 angry 12 
38 isi 12 
39 pcs 12 
40 ready 12 
41 anak 11 
42 ayahbunda 11 
43 bayar 11 
44 gitu 11 
45 msh 11 
46 pan 11 
47 punya 11 
48 rabbit 11 
49 ricemold 11 
50 sist 11 
 
Sedangkan unuk 50 kata teratas pada corpus baru setelah 










1 sis 134 
2 mbak 115 
3 subd 76 
4 mold 64 
5 cutter 62 
6 nya 50 
7 bento 49 
8 kitty 42 
9 hello 40 
10 nori 39 
11 cetakan 34 
12 aja 33 
13 bear 33 
14 rice 32 
15 terimakasih 29 
16 total 29 
17 untuk 27 
18 egg 26 
19 kurir 25 
20 set 25 
21  ”ïü”ï 22 
22 face 22 
23 harga 22 
24 sisa 22 
25 jadi 21 
26 sandwich 21 








28 gitu 18 
29 hari 18 
30 pesan 18 
31 puncher 17 
32 maaf 16 
33 iya 15 
34 animals 14 
35 box 14 
36 minta 14 
37 uang 14 
38 angry 13 
39 bayar 13 
40 bentuk 13 
41 tolong  13 
42 yah 13 
43 ‰\u008dbìååk 12 
44 pcs 12 
45 punya 12 
46 ready 12 
47 anak 11 
48 ayahbunda 11 
49 isi 11 
50 pan 11 
 
 
Dari hasil penghapusan stopwords akan dilakukan pencarian 
nilai akurasi apakah mengurangi atau menambah akurasi untuk 








UJI COBA DAN ANALISIS HASIL 
Bab ini berisikan hasil dan pembahasan setelah melakukan 
implementasi. Hasil yang akan dijelaskan adalah hasil uji coba 
model, pembahasan tentang hal yang menyebabkan hasil yang 
ada terjadi.  
6.1 Membuat Model Uji Coba 
Pada tahapan ini akan dibuat model uji coba pada train 
set dengan  beberapa jenis model untuk bisa melakukan 
perbandingan dalam menentukan model terbaik yang akan 
digunakan untuk klasifikasi. Skenario uji coba dapat dilihat 
pada Tabel 6.1.  
Tabel 6.1 Skenario Uji Coba 
Uji Coba Skenario 
I 
Model dirancang menggunakan parameter 
kernel linear dengan nilai cost dari 2^-19 
sampai dengan 2^10 dengan rentang 1.  
II 
Model dirancang menggunakan parameter 
kernel linear dengan nilai cost dari 2^-14 
sampai dengan 2^-11 dengan rentang 0.1 
III 
Model dirancang menggunakan parameter 
kernel radial dengan nilai gamma dari  2^-
19 sampai dengan 2^5 dengan rentang 1 dan  
dengan nilai cost dari 2^-1.55 sampai dengan 
2^-1.05 dengan rentang -0.05, dan dari  2^-1 
sampai dengan 2^1 dengan rentang 0.5, dan 






Uji Coba Skenario 
IV 
Model dirancang menggunakan parameter 
kernel radial dengan nilai gamma dari 2^-
17 sampai dengan 2^-14 dengan rentang 
0.1 dan nilai cost dari 2^1.00 sampai 
dengan 2^1.55 dengan rentang 0.01.  
V 
Model dirancang dengan melakukan 
pembakuan kata dari kata kata yang memiliki 
makna yang sama namun dengan penulisan 
kata yang berbeda. Banyaknya kata yang 
dibakukan dapat dilihat pada Tabel 11. Pada uji 
coba ini dibuatlah corpus baru yang 
didalamnya sudah terdapat kata yang di 
bakukan. 
VI 
Model dirancang dengan melakukan 
penghapusan stopwords berbahasa indonesia 
untuk corpus lama dan corpus baru.  
6.1.1 Uji Coba I 
Pada Uji Coba I, model dirancang dengan menggunakan 
parameter kernel linear dengan nilai cost 2^-19 sampai 
dengan 2^10 dengan rentang 1. Dengan menggunakan 
metode grid search dilakukan pencarian nilai cost akurasi 
tertinggi. Pada aplikasi R Studio, saat dilakukan pencarian 
nilai cost menggunakan kernel linear diketahui bahwa 
terdapat nilai gamma, walaupun dalam pembuatan model 
hanya memasukkan nilai cost. Akan tetapi setelah dilakukan 
percobaan dengan memasukkan nilai gamma, ternyata tidak 
berpengaruh terhadap model yang dibuat. Diagram diagram 
dari perancangan model dengan nilai cost yang telah 
ditentukan dapat dilihat pada Gambar 6.1.  
Pada Gambar 6.1 Y-axis menunjukkan hasil akurasi, X-axis 
menunjukkan nilai cost dan Z-axis menunjukkan nilai 
gamma. Dari Gambar 6.1 diketahui bahwa nilai cost untuk 





memiliki nilai akurasi yang kurang bagus, namun dari 
rentang 2^10 memiliki nilai akurasi yang lebih bagus.  
 
 
Gambar 6.1 Grafik KeUji Coba II 
Pada Uji Coba II, model dirancang dengan menggunakan 
parameter kernel linear dengan nilai cost mulai dari 2^-14 
sampai dengan 2^-11 dengan rentang 0.1. Dengan 
menggunakan metode grid search dilakukan pencarian nilai 
cost yang menghasilkan nilai akurasi tertinggi. Diagram hasil 
perancangan model dengan nilai cost yang telah ditentukan 
dapat dilihat pada Gambar 6.2. Pada Gambar 6.2 .  
Dari Gambar 6.2 diketahui bahwa nilai cost untuk nilai yang 
negatif dari rentang 2^-14 sampai dengan 2^-12.9 memiliki 
nilai akurasi yang kurang bagus, namun dari rentang 2^12.8 
sampai dengan 2^-11 memiliki nilai akurasi yang lebih 
bagus. 
 
Y axis = hasil akurasi 
X axis = nilai cost 






Gambar 6.2 Grafik Kernel Linear 1 
 
6.1.2 Uji Coba III 
Pada uji coba III, model dirancang dengan menggunakan 
parameter kernel radial dengan nilai gamma 2^-19 sampai 
dengan 2^5 dengan rentang 1 dan cost dengan nilai 2^-1.55 
sampai dengan 2^-1.05 dengan rentang -0.05, dan 2^-1 
sampai dengan 2^1 dengan rentang 0.5, dan 2^1.05 sampai 
dengan 2^1.55 dengan rentang 0.05. Dengan menggunakan 
metode grid search dilakukan pencarian pasangan cost dan 
gamma yang menghasilkan nilai akurasi tertinggi. Diagram 
hasil perancangan model dengan pasangan cost dan gamma 
yang telah ditentukan dapat dilihat pada Gambar 6.3.  
Dari Gambar 6.3 diketahui bahwa nilai cost untuk nilai yang 
negatif memiliki akurasi kurang bagus dibandingkan dengan 
nilai cost yang positif. Selain itu nilai gamma untuk nilai 
yang positif memiliki akurasiyang kurang bagus 
dibandingkan dengan nilai gamma yang negatif. Dari uji 
coba model ini dihasilkan nilai akurasi yang bagus dengan 
Y axis = hasil akurasi 
X axis = nilai cost 





nilai gamma sebesar 2^-15 dengan nilai cost positif dari 
2^1.10 sampai dengan 2^1.55.  
 
 
Gambar 6.3 Grafik Kernel Radial 1 
6.1.3 Uji Coba IV 
Pada uji coba IV, model dirancang menggunakan 
parameter kernel radial dengan nilai gamma 2^-17 sampai 
dengan 2^-14 dengan rentang 0.1 dan nilai cost 2^1.00 
sampai dengan 2^1.55 dengan rentang 0.01. Dengan 
menggunakan metode grid search dilakukan pencarian 
pasangan cost dan gamma yang menghasilkan nilai akurasi 
tertinggi. Diagram dari hasil perancangan model dengan 
pasangan cost dan gamma yang telah ditentukan dapat dilihat 
pada Gambar 6.4. 
Dari Gambar 6.4 diketahui bahwa nilai gamma dengan 
rentang 2^-15.1 sampai dengan 2^-14.8 memiliki nilai 
akurasi yang lebih bagus. Nilai cost yang memiliki akurasi 
yang bagus didapat pada nilai 2^1.03 sampai dengan 2^1.06, 
2^1.14 sampai dengan 2^1.17, 2^1.24 sampai dengan 2^1.27 
dan 2^1.36 sampai dengan 2^1.38  
 
Y axis = hasil akurasi 
X axis = nilai cost 






Gambar 6.4 Grafik Kernel Radial 
6.1.4 Uji Coba V 
Pada uji coba V dilakukan pembakuan kata dari kata kata 
yang memiliki makna yang sama namun dengan penulisan 
kata yang berbeda. Banyaknya kata yang dibakukan dapat 
dilihat pada Tabel 11. Pada uji coba ini dibuatlah corpus 
baru yang didalamnya sudah terdapat kata yang di bakukan. 
Kemudian hasil dari uji coba ini, akan dibandingkan dengan 
corpus sebelumnya apakah menambah akurasi atau 
mengurangi akurasi. Dari hasil uji coba ini diketahui bahwa 
pembakuan kata tidak menambahkan akurasi namun 
mengurangi hasil akurasi.  
6.1.5 Uji Coba VI 
Pada uji coba VI dilakukan penghapusan stopwords 
bahasa indonesia untuk masing-masing corpus lama dan 
corpus baru. Dari hasil uji coba ini juga dilakukan 
analisis corpus dengan mencari 50 kata teratas dari 
masing-masing corpus. Hasil uji coba menunjukkan 
bahwa dengan dilakukan penghapusan stopwords bahasa 
indonesia cenderung menurunkan nilai akurasi, dan 
Y axis = hasil akurasi 
X axis = nilai cost 





parameter terbaik dengan akurasi tertinggi adalah kernel 
linear dengan nilai cost 2^12. 
6.2 Hasil Uji Coba Model 
Dari hasil uji coba model diketahui bahwa : 
 pada uji coba I nilai akurasi sebesar 93.23% didapat 
dengan nilai nilai cost 2^-12.  
 Pada uji coba II nilai akurasi sebesar 94.74% didapat 
dengan nilai cost 2^-12.2.  
 Pada uji coba III nilai akurasi sebesar 92.48% 
didapat dengan nilai cost 2^1.25 dan nilai gamma 
2^-15.  
 Pada uji coba IV nilai akurasi sebesar 92.86% 
didapat dengan pasangan nilai gamma 2^-14.8 dan 
cost 2^1.03 sampai  dengan 2^1.06, nilai gamma 2^-
14.9 dan cost 2^1.14 sampai dengan 2^1.17, nilai 
gamma 2^-15 dan cost 2^1.24 sampai dengan 
2^1.27, nilai gamma 2^-15.1 dan cost 2^1.36 sampai 
dengan 2^1.38.  
 Pada uji coba V, diketahui bahwa nilai akurasi 
berdasarkan parameter kernel radial dan linear dapat 
dilihat pada Tabel 6.2.   
Tabel 6.2 Nilai akurasi berdasarkan parameter 
Parameter Hasil Akurasi 
Kernel linear dengan nilai cost 2^-
12 
90.60 % 
Kernel linear dengan nilai cost 2^-
12.2 
92.48% 
Kernel radial dengan nilai cost 
2^1.25 dan gamma 2^-15 
90.60% 
Kernel radial dengan nilai cost 







Dari hasil uji coba V, diketahui nilai akurasi 
tertinggi adalah dengan menggunakan kernel linear 
dengan nilai cost 2^-12.2. 
 
 Pada uji coba VI, diketahui nilai akurasi berdasarkan 
parameter kernel radial dan linear untuk corpus lama 
dapat dilihat pada Tabel 6.3 
Tabel 6.3 Nilai Akurasi corpus lama 
Parameter Hasil Akurasi 
Kernel linear dengan nilai cost 
2^-12 
91.72 % 
Kernel linear dengan nilai cost 
2^-12.2 
86.09% 
Kernel radial dengan nilai cost 
2^1.25 dan gamma 2^-15 
83.83% 
Kernel radial dengan nilai cost 




Sedangkan nilai akurasi untuk corpus baru dapat 
dilihat pada Tabel 6.4. 
 
Tabel 6.4 Nilai Akurasi corpus baru 
Parameter Hasil Akurasi 
Kernel linear dengan nilai cost 
2^-12 
 90.97% 
Kernel linear dengan nilai cost 
2^-12.2 
88.72% 
Kernel radial dengan nilai cost 
2^1.25 dan gamma 2^-15 
81.57% 
Kernel radial dengan nilai cost 







Dari hasil uji coba VI, diketahui bahwa untuk corpus 
yang lama nilai akurasi tertinggi adalah 91.72% 
mengunakan kernel linear dengan nilai cost adalah 
2^-12. Sedangkan untuk corpus yang baru nilai 
akurasi tertinngi adalah 90.97% menggunakan kernel 
linear dengan nilai cost adalah 2^-12.   
 
Kemudian dari hasil uji coba untuk masing masing model 
akan dibandingkan untuk menentukan model terbaik yang 
akan digunakan untuk klasifikasi. Pada Tabel 6.5 dapat 
dilihat hasil akurasi untuk masing masing model uji coba 
dengan skenario yang berbeda.  
Tabel 6.5 Tabel akurasi hasil uji coba model 
Model Uji Coba Hasil Akurasi  
Uji Coba 1  93.23% 
Uji Coba II 94.74% 
Uji Coba III 92.48% 
Uji Coba IV 92.86% 
Uji Coba V 92.48% 
Corpus Lama 91.72% 
Corpus Baru  90.97% 
 
Dari Tabel 6.5 diketahui bahwa nilai model uji coba II 
memiliki nilai akurasi tertinggi sehingga menjadi model yang 
terbaik yang akan digunakan untuk klasifikasi.  
6.3 Uji Validasi  
Uji Validasi dilakukan untuk mengevaluasi model 
klasifikasi. Evaluasi dari model klasifikasi diukur berdasarkan 
perhitungan akurasi, presisi, recall dan F-Measure. Akurasi 





presisi merupakan keakuratan model, recall merupakan 
sensitivitas model, dan F-Measure merupakan kemampuan 
model dalam menggali informasi teks.   
Pada bagian ini akan ditampilkan hasil uji validasi model 
dengan metode SVM, penghapusan beberapa kata, dan 
penggunaan grid search untuk mencari nilai parameter gamma 
dan cost terbaik untuk kernel linear maupun radial. Hasil uji 
validasi model dapat dilihat pada Tabel 6.6.  
Tabel 6.6 Tabel Hasil Uji Validasi Model 
Skenario Akurasi Presisi Recall F-Measure 
Uji Coba  I  93.23% 89.39% 96.72% 93.52% 
Uji Coba II 94.74% 93.18% 96.09% 96.18% 
Uji Coba III 92.86% 94.70% 91.24% 92.93% 
Uji Coba IV 92.48% 95.45% 90% 92.64% 
Uji Coba V 92.48% 88.64% 95.90% 92.12% 
Corpus 
Lama 
91.72% 91.67% 91.67% 91.67% 
Corpus Baru 90.97% 92.42% 89.71% 91.04% 
 
Berdasarkan Tabel 6.6 diketahui bahwa hasil akurasi tertinggi 
adalah Uji Coba II. Dari enam percobaan, pada percobaan I – 
IV tidak dilakukan penghapusan kata pada corpus. Sedangkan 
pada percobaan V dilakukan pembakuan kata pada corpus dan 
pada percobaan VI dilakukan penghapusan stopwords. Jadi 
dapat dikatakan bahwa dengan  dilakukannya pembakuan kata 
akan mengurangi akurasi. Sedangkan kebalikannya akurasi 
yang didapatkan lebih tinggi. Selain itu dengan penghapusan 






6.4 Analisis Hasil Uji Coba Model 
6.4.1 Analisis Uji Validasi  
Hasil uji validasi terhadap model klasifikasi dengan 
menggunakan metode Support Vector Machine (SVM) 
mencakup perhitungan akurasi, presisi, recall, dan F-
Measure. Dari hasil uji validasi model diketahui bahwa 
model klasifikasi terbaik adalah model uji coba II yang 
memiliki akurasi di atas 90%. Dari hasil uji diketahui bahwa 
nilai akurasi model adalah sebesar 94.74%, presisi adalah 
93.18%, recall adalah 96.09% dan F-Measure adalah 
96.18%.  
Berdasarkan hasil uji validasi maka hasil evaluasi dari uji 
coba model diketahui bahwa nilai akurasi adalah 94.74%.  
Dengan nilai  akurasi tersebut maka dapat dikatakan bahwa 
dengan kinerja model klasifikasi sudah bagus.  Nilai presisi 
dari hasil evaluasi model adalah 93.18%. Dengan nilai 
presisi tersebut dapat dikatakan bahwa model bagus dalam 
mengkategorikan teks ke dalam kelas yang seharusnya, 
sehingga dengan kata lain keakuratan model adalah baik. 
Nilai recall dari hasil evaluasi model adalah 96.09%. Dengan 
nilai recall tersebut dapat dikatakan bahwa model sudah 
bagus dalam memprediksikan teks dengan benar, sehingga 
dengan kata lain model memiliki sensitivitas yang baik. Nilai 
F-Measure dari hasil evaluasi model adalah 96.18%. dengan 
nilai F-Measure tersebut dapat dikatakan bahwa model 
klasifikasi dapat menggali informasi teks dengan baik.  
Namun dengan akurasi yang baik, belum  menunjukkan 
performa model yang baik. Hal ini dikarenakan dalam  
perhitungan akurasi,  jika distribusi kelas tidak merata maka  
hasil perhitungan akurasi bisa saja didapat dari 
memprediksikan kelas yang dominan sehingga  
menghasilkan nilai akurasi yang tinggi namun menghasilkan 
presisi dan recall yang rendah untuk kelas yang lain.  
Oleh karena itu untuk mengukur performa dari setiap kelas 





presisi, recall, dan F-Measure dari masing-masing kelas. 
Hasil perhitungan presisi, recall, dan F-Measure dari 
masing-masing kelas dapat dilihat pada Tabel 6.7.  
Tabel 6.7 Tabel perhitungan presisi, recall, F-Measure masing-masing 
kelas 
Kelas Presisi Recall F-Measure 
Query 93.18% 96.09% 96.18% 
Non-Query 96.27% 93.48% 94.85% 
 
Berdasarkan Tabel 6.7 diketahui bahwa berdasarkan tiga 
parameter (presisi, recall dan F-Measure) menghasilkan 
nilai di atas 80% untuk kelas query dan non query. Hal ini 
menunjukkan bahwa performa model cukup baik dalam 
dalam mengklasifikasikan kelas query dan non query.   
Dari hasil akurasi model maupun presisi, recall, dan F-
Measure dari masing – masing kelas, dapat dikatakan 
bahwa hasil yang didapatkan dan performa Support Vector 
Machine (SVM) dalam mengklasifikasin teks permintaan 
informasi adalah baik.  
6.4.2 Analisis Perbandingan Uji Coba  
Berdasarkan hasil uji coba VI dengan melakukan pembakuan 
kata dibandingkan dengan uji coba II yang menggunakan 
data awal tanpa dilakukan pembakuan kata. Hasil 
perbandingan akurasi dapat dilihat pada Tabel 6.8 
Tabel 6.8 Perbandingan akurasi model uji coba II dan VI 
Model Uji Coba  Akurasi Presisi Recall F-Measure  
II 94.74% 93.18% 96.09% 96.18% 
VI 92.48% 88.64% 95.90% 92.12% 
 
Berdasarkan hasil akurasi di atas, maka diketahui nilai 





94.74%. Untuk mengetahui masing-masing kelas yang 
diprediksikan benar dapat dilihat pada Tabel 6.9 
Tabel 6.9 Confusion Matrix model II 
Predict test 
Test label 
Non query query 
Non query  129 9 
Query  5 123 
 
Pada uji coba II diketahui teks pada kelas non query yang 
diprediksikan benar sebanyak 129 dan diprediksikan salah 
sebanyak 5. Sedangkan teks pda kelas query yang 
diprediksikan benar sebanyak 123 dan diprediksikan salah 
sebanyak 9. Dalam uji coba ini, kata yang diprediksikan 
salah pada kelas query dapat dilihat pada Tabel 6.10 
Tabel 6.10 Teks yang diprediksi salah pada kelas query 





19 maaf, mbak.. saya 
sudah nemu di Bdg, 
tidak jadi pesan 
jadinya maaf, mbak.. 
saya sudaha nemu di 





27 Mbak kalau 
pmbelanjaan brktnya 
disc berapa ya? 
Non-query Query  
































226 mbak bear n rabbitku + 
rm segitiga dikirim 
senin ya 
Non-query Query 
227 Punchernya kali ini 
bisa lbh murah dikit 
soalnya naik kapal 
Non-query Query 
231 Dv-ds-fw 1 ya Non-query Query 
246 Cp-tr-bk sis Non-query Query 
 
Berdasarkan Tabel 6.10, diketahui bahwa kesalahan dalam 
klasifikasi bukanlah kesalahan model dalam 
mengklasifikasikan namun, karena terdapat teks yang 
seharusnya termasuk ke dalam kelas non-query namun diberi 
label query, seperti pada no 19, 27, 51, 84, 227, 231, dan 246.  
Sedangkan kata yang diprediksikan salah pada kelas non query 





Tabel 6.11 Teks yang diprediksi salah pada kelas non-query 
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Pada Tabel 6.11 diketahui bahwa terdapat teks yang termasuk 
ke dalam kelas query namun diberi label non query seperti 
pada nomor 468 dan 524. Sedangkan untuk nomor 485, 486 
dan 569 merupakan teks yang termasuk ke dalam kelas non 
query namun diprediksi kelas query.  
Untuk uji coba V diketahui bahwa nilai akurasi adalah 
92.48%. akurasi yang dihasilkan lebih rendah daripada uji 
coba II. Untuk mengetahui masing-masing kelas yang 





Tabel 6.12 Confusion Matrik model Uji Coba V 
Predict test 
Test label 
Non query query 
Non query  129 15 
Query  5 117 
 
Pada uji coba V diketahui teks pada kelas non query yang 
diprediksikan benar sebanyak 129 dan diprediksikan salah 
sebanyak 5. Sedangkan teks pda kelas query yang 
diprediksikan benar sebanyak 117 dan diprediksikan salah 
sebanyak 15. Dalam uji coba ini, kata yang diprediksikan 
salah pada kelas query dapat dilihat pada Tabel 6.13 
Tabel 6.13 Teks yang diprediksikan salah pada kelas query 




19 maaf, mbak.. saya 
sudah nemu di Bdg, 
tidak jadi pesan 
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mbak.. saya sudaha 
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27 Mbak kalau 
pmbelanjaan 










56 maaf sis, saya kurang 
suka. kalau puncher 
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226 mbak bear n rabbitku 





227 Punchernya kali ini 
bisa lbh murah dikit 




231 Dv-ds-fw 1 ya Non-
query 
Query 
246 Cp-tr-bk sis Non-
query 
Query 





343 Eh di pp saya 
ricemold kepala 




358 Nori juga ��䚉







Berdasarkan pada Tabel 6.13, diketahui bahwa kesalahan 
dalam klasifikasi bukanlah kesalahan model dalam 





seharusnya termasuk ke dalam kelas non-query namun diberi 
label query, seperti pada no 19, 27, 51, 67, 84, 231, 246. 
Tetapi untuk nomor 56, 135, 199, 226, 227, 272, 343, dan 358 
merupakan kelas query yang diprediksi non query. Untuk 
mengetahui kata yang menyebabkan model salah memprediksi 
maka pada Tabel 6.14 dilakukan perbandingan perubahan kata 
dari model lama yang diprediksi benar dan diprediksi salah 
pada model baru. Dari Tabel 6.14 dapat dilihat bahwa hasil 
pembakuan kata ternyata membuat model salah 
memprediksikan kata sehingga banyaknya teks yang 
diprediksi salah pada model baru lebih banyak dari pada 
model lama. Untuk teks yang diprediksikan salah pada kelas 
non query dapat dilihat pada Tabel 6.15.  
Berdasarkan pada Tabel 6.15, diketahui bahwa kesalahan 
dalam klasifikasi bukanlah kesalahan model dalam 
mengklasifikasikan namun, karena terdapat teks yang 
seharusnya termasuk ke dalam kelas non-query namun diberi 
label query, seperti pada no 468 dan 524. Untuk nomor 485, 
486, dan 569 merupakan kelas non-query yang diprediksi 
kelas query. Untuk mengetahui kata yang menyebabkan model 
salah memprediksi maka pada Tabel 6.16 dilakukan 










Tabel 6.14 Tabel perbandingan model lama dan baru 














Sorry sis, saya 
kurang suka. 
Kalo puncher 
yg kosong saya 
inden bisa? 






Query Query Non-Query Dengan dilakukan 
perubahan pada kata 
‘sorry’ dirubah menjadi 
‘maaf’ , kata ‘yg’ 
dirubah menjadi ‘yang’ 
membuat model salah 
memprediksi kelas 
menjadi kelas non query 
Brp hari itu 
lesnya mba 
berapa hari itu 
lesnya mbak 
Query Query Non-Query Dengan dilakukan 
perubahan pada kata 















Query Query Non-Query Dengan dilakukan 
perubahan pada kata 
‘mbk’ dirubah menjadi 
‘mbak’ membuat model 
salah memprediksi 
kelas menjadi kelas non 
query 
Eh di pp saya 
ricemold kepala 
bunny ma bear 




Query Query Non-Query Dengan dilakukan 
perubahan pada Kata 
‘ma’ dirubah menjadi 
‘sama’ membuat model 
salah memprediksi 






Tabel 6.15 Teks yang diprediksi salah pada kelas non-query 
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Tabel 6.16 Tabel perbandingan model lama dan baru 
No Model lama Model baru  Perubahan  
468 Sama yg 
flower 
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Berdasarkan Tabel 6.16 diketahui bahwa dengan dilakukan 
pembakuan kata, tidak mempengaruhi model dalam 
memprediksi kelas. Hal ini terlihat dari jumlah teks yang 
diprediksi salah pada model lama dan baru adalah sama. Dari 
hasil perbandingan teks yang termasuk ke dalam kelas query 
dan non-query maka dapat disimpulkan bahwa hasil 
pembakuan yang dilakukan tidak mempengaruhi nilai akurasi 
secara signifikan dan cenderung menurunkan nilai akurasi. Hal 
ini bisa terjadi karena pada svm, semakin banyak fitur akan 
semakin baik, sedangkan dengan dilakukannya pembakuan 
kata jumlah fitur semakin sedikit sehingga memungkinkan 










KESIMPULAN DAN SARAN 
Pada bab ini dibahas mengenai kesimpulan dari semua 
proses yang telah dilakukan dan saran yang dapat diberikan 
untuk pengembangan yang lebih baik.  
7.1 Kesimpulan 
Berdasarkan hasil penelitian pada tugas akhir ini, maka 
didapatkan kesimpulan sebagai berikut : 
 
1. Klasifikasi teks permintaan informasi produk 
menggunakan Support Vector Machine menghasilkan 
akurasi klasifikasi terbaik dengan menggunakan 
model skenario Uji Coba II yang menggunakan kernel 
linear dengan parameter cost sebesar 2^-12.2.  
2. Dari hasil klasifikasi yang dilakukan diketahui bahwa 
penggunaan kernel linear lebih bagus dalam 
mengklasifikasikan teks dibandingkan dengan 
penggunaan kernel radial.  
3. Nilai Akurasi, presisi, recall, dan F-Measure dari hasil 
klasifikasi yang digunakan adalah sebesar 94.74%, 
93.18%, 96.09%, dan 96.18%. Berdasarkan nilai 
tersebut dapat dikatakan bahwa model yang dibuat 
baik dalam mengklasifikasikan teks permintaan 
informasi produk.  
4. Pembakuan kata pada corpus tidak memberikan 
dampak yang signifikan terhadap akurasi dan 
cenderung menurunkan nilai akurasi.  
5. Dengan dilakukan penghapusan menggunakan 
stopwords tidak memberikan dampak yang signifikan 







Berdasarkan hasil penelitian pada tugas akhir ini, maka 
saran untuk penelitian selanjutnya adalah sebagai berikut : 
 
1. Data yang digunakan bisa ditambahkan jumlahnya, 
agar data yang diproses menjadi lebih banyak 
sehingga bisa membuat model yang hasilnya lebih 
akurat.  
2. Dalam pengaplikasian metode grid search untuk 
mencari akurasi model masih dilakukan secara 
manual, kedepannya dapat menggunakan tools lain 
yang bisa membuat proses pencarian menjadi lebih 
cepat dan optimal.  
3. Dilakukan penambahan jenis fitur seperti stemming 
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