Abstract. Given two positive integers M and k, let B k be the set of bases q > 1 such that there exists a real number x having exactly k different q-expansions over the alphabet {0, 1, · · · , M }. In this paper we investigate the smallest base q 2 of B 2 , and show that if M = 2m the smallest base
Introduction
Given M ≥ 1 and q > 1, the infinite sequence (d i ) = d 1 d 2 · · · with d i ∈ {0, 1, · · · , M}, i ≥ 1, is called a q-expansion of x if
For M ≥ 1 and k = 1, 2, · · · , ℵ 0 or 2 ℵ 0 let B k = B k (M) be the set of q > 1 such that there exists x ∈ I q := [0, M/(q − 1)] having exactly k different q-expansions.
When M = 1, the following results were obtained in [22, 5, 23] . In this paper we investigate the smallest base of B 2 (M) for all M ≥ 1. In terms of Theorem 1.2 we give numerical calculations of q 2 = q 2 (M) for M = 1, 2, · · · , 7. By Theorem 1.1 (b) it follows that for M = 1 any x ∈ I q 2 (1) can only be in one the following situations: (1) x has a unique q 2 (1)-expansion; (2) x has exactly two different q 2 (1)-expansions; (3) x has a continuum of q 2 (1)-expansions. One may expect that this occurs for all M ≥ 1.
Our next result shows that this is not the case. In particular, for M = 2 we show that for any k = 1, 2, · · · , ℵ 0 or 2 ℵ 0 there exists x ∈ I q 2 (2) which has exactly k different q 2 (2)-expansions. Furthermore, q 2 (2) is the smallest element of B k (2) for k = 2, 3, · · · .
The paper is arranged in the following way. In Section 2 we give the detailed descriptions of the unique expansions in small bases, which plays an important role in the investigation of the smallest base q 2 . The proof of Theorem 1.2 will be presented in Section 3 for M = 2m and in Section 4 for M = 2m − 1, respectively. In Section 5 we prove Theorem 1.3 and consider some questions on multiple expansions with multiple digits.
unique expansions
Let M ≥ 1 and q ∈ (1, M + 1]. It is well-known that almost every real number x ∈ I q has a continuum of q-expansions (cf. [21, 6] ). Surprisingly, in 1991 Erdős et al. [10] discovered that there exists infinitely many reals having a unique q-expansion. For more information on unique expansions we refer to [16, 1, 8, 9, 15, 17] , and surveys [14, 21] .
For q ∈ (1, M + 1] let α(q) = (α i (q)) be the quasi-greedy q-expansion of 1 (cf. [7] ), i.e., the lexicographically largest infinite q-expansion of 1. Here an expansion (d i ) is called infinite if d i = 0 for infinitely many i ≥ 1. In this paper we will use lexicographical order between sequences and blocks.
For q > 1 let U q be the set of x ∈ I q having a unique q-expansion, and let U ′ q be the set of corresponding expansions. The following lexicographical characterization of U ′ q was essentially due to Parry [19] (see also, [2] ).
Moreover, the map q → α(q) is strictly increasing from (1, M + 1] onto the set of infinite sequences (γ i ) satisfying
Here for a sequence (d i ) we denote by (
For M ≥ 1 we recall from [3] that the generalized golden ratio
The following lemma for q-expansions with q ∈ (1, p 1 ] was established by [3, 12] .
has either a continuum of q-expansions or countably infinitely many q-expansions.
In order to investigate the smallest base of B 2 (M) we need the detailed description of U ′ q for small bases q. By Lemma 2.2 it suffices to consider U
When M is even, the following proposition for U ′ q was implicitly shown in [18, Lemma 4.12] .
Proof. First we consider the " ⊇ " part. Note that q > p 1 . Then by (2.1) and Lemma 2.1 it follows that
Therefore, the " ⊇ " part can be verified by using Lemma 2.1.
. By symmetry we may assume that d 1 < M. Apart from the trivial case that (d i ) = 0 ∞ let n ≥ 1 be the least integer such that d n > 0. Now we split the proof into the following two cases: (I) n = 1; (II) n > 1.
Case (I). n = 1. Then 0 < d n < M. Note by (2.2) and Lemma 2.1 that
Then by Lemma 2.1 it follows that
We claim d n+1 d n+2 · · · = m ∞ by the following observations.
• If d n+1 = m − 1, then by using d n > 0 and (2.3) in Lemma 2.1 it follows that
On the other hand, by using d n+1 = m − 1 < M and (2.3) in Lemma 2.1 we obtain
Therefore, d n+2 = m + 1.
• If d n+1 = m + 1, then by using d n < M and (2.3) in Lemma 2.1 it follows that
On the other hand, by using d n+1 = m + 1 > 0 and (2.3) in Lemma 2.1 it follows that
By iteration of the above two arguments we conclude that if d n+1 ∈ {m − 1, m + 1}, then (d i ) will eventually end with ((m + 1)(m − 1)) ∞ , leading to a contradiction with Lemma 2.1 and (2.3).
Hence,
Case (II). n > 1. Since d n−1 = 0, we have by using (2.3) in Lemma 2.1 that d n ∈ {1, · · · , m + 1}. If d n = m + 1, then by the same arguments as in Case I it follows that
leading to a contradiction with Lemma 2.1 and (2.3). Then 0 < d n ≤ m < M. In a similar way as in Case I we conclude that
By (2.4) and (2.5) we establish the " ⊆ " part.
When M is odd, the following characterization of the set U ′ q was implicitly given in [13, Proposition 13] .
Proof. For m = 1 the proposition was established by Glendinning and Sidorov [13] . In the following we will assume m ≥ 2. The " ⊇ " part can be easily verified by using Lemma 2.1 and (2.1). Then it suffices to prove the " ⊆ " part.
Take
. By symmetry we assume d 1 < M. Excluding the trivial case that (d i ) = 0 ∞ , let n ≥ 1 be the least integer such that d n > 0. We split the proof into the following two cases: (I) n = 1; (II) n > 1.
By Lemma 2.1 it follows that d n+1 ∈ {m − 1, m}. We claim that
•
, then by using d n > 0 and (2.6) in Lemma 2.1 it follows that
On the other hand, by using d n+2 = m − 1 < M and (2.6) in Lemma 2.1 we have
On the other hand, by using d n+2 = m > 0 and (2.6) in Lemma 2.1 it gives that
Hence, by the above arguments it follows that if d n+1 d n+2 = mm or its reflection (m − 1)(m − 1), then (d i ) will eventually end with (mm(m − 1)(m − 1)) ∞ , leading to a contradiction with Lemma 2.1 and (2.6).
Therefore,
If d n = m, then d n > 0, and by using (2.6) in Lemma 2.1 it follows that d n+1 ≥ m − 1. By the same arguments as in Case I it follows that (2.8)
If 0 < d n < m ≤ M, then by a similar way as in Case (I) we conclude that
where 0 < d n < m. Therefore, by (2.7)-(2.9) we prove the " ⊆ " part.
At the end of this section we give a geometrical explanation of expansions in non-integer bases.
Then the interval I q = [0, M/(q − 1)] can be written as (2.10)
Therefore, a point x ∈ I q has a unique q-expansion (x i (q)) if and only if all of its linear transformations
i , j ≥ 0, do not fall into the overlaps, i.e., for all j ≥ 0 we have
On the other hand, if
for some j ≥ 0 and k 1 < k 2 . Then x has at least two expansions: one begins with x 1 (q) · · · x j (q)k 1 and the other starts at
By (2.10) and the definition of p 1 in (2.1) one can easily verify the following lemma.
In this section we will consider the smallest base q 2 (M) of B 2 (M) with M = 2m. For q > 1 and an expansion (d i ) we set
Recall from (2.1) and (2.2) that (3.1)
only if q is a root of
Proof. First we point out that
In fact, by Proposition 2.3 and Lemma 2.5 it follows that
has exactly two p 2 -expansions, i.e., p 2 ∈ B 2 (M).
For the sufficiency we assume that (10 k um ∞ ) q = (00 j vm ∞ ) q for some k, j = 0, 1, · · · and u, v ∈ {0, · · · , m}. Then
has at least two different q-expansions. Let (x i ) be a q-expansion of x. Then x 1 ∈ {0, 1} by Lemma 2.5. When x 1 = 1, by Proposition 2.3 it yields that qx − 1 = (0 k um ∞ ) q has a unique q-expansion. When x 1 = 0, by Proposition 2.3 we also have that qx = (0 j vm ∞ ) q has a unique q-expansion. Thus x has exactly two different q-expansions and so q ∈ B 2 (M). Now we consider the necessity. Take q ∈ (p 1 , p 2 ] ∩ B 2 (M). Then there exists x ∈ I q which has exactly two different q-expansions (a i ) and (b i ), i.e.,
Let n ≥ 1 be the least integer such that a n = b n . Without loss of generality we assume a n > b n . Then by (3.2) it follows
By Lemma 2.5 we have a n = b n + 1, and therefore
This, together with q > p 1 = m + 1, implies that a n+1 < b n+1 . Hence,
where a n+1 < b n+1 and (a n+i ), (b n+i ) ∈ U ′ q . Now we claim that (a n+i ) and (b n+i ) are of the forms 0 k um ∞ and 0 j vm ∞ , respectively, where k, j = 0, 1, · · · and u, v ∈ {0, 1, · · · , m}. In terms of Proposition 2.3 it suffices to prove that (a n+i ) and (b n+i ) can not be both of the form 0 k um ∞ or 0 j vm ∞ .
• If both (a n+i ) and (b n+i ) are of form 0
has at least two q-expansions. This leads to a contradiction, since by Proposition 2.3 that the number (0b n+1 b n+2 · · · ) q should have a unique q-expansion.
• If both (a n+i ) and (b n+i ) are of form 0 j vm ∞ , then by (3.3) it follows that
has at least two q-expansions. This also leads to a contradiction, since by Proposition 2.3 that the number (Ma n+1 a n+2 · · · ) q should have a unique q-expansion.
Finally, we show that k, j = ∞. Without loss of generality we only prove k = ∞.
Suppose on the contrary that k = ∞. Then 1 = ((2m)
This leads to a contradiction with p 1 < q ≤ p 2 and Lemma 2.1 that
In terms of Lemma 3.1 to find the smallest base q 2 of B 2 (M) it suffices to consider the zeros in (p 1 , p 2 ] of the function
Since q > p 1 = m + 1, we have −1 − 2m + 2q > 1. In order to guarantee the positivity of f ′ k,j,u,v (q), by symmetry it suffices to prove
for any k ≥ 0 and u ∈ {0, · · · , m}. Clearly, the inequality (3.5) holds for k = 0 or 1. For k ≥ 2 we have by using q > p 1 = m + 1 that
and therefore
This establishes (3.5). 
Hence, the lemma follows by using (3.1) in (3.4) that
In terms of Lemma 3.3 we denote by q k,j,u,v the unique root of f k,j,u,v (q) = 0 in (p 1 , ∞), where (k, j, u, v) satisfies (3.6).
Lemma 3.4.
(1) The sequence (q k,j,u,v ) is strictly increasing with respect to the parameters k and j; (2) The sequence (q k,j,u,v ) is strictly decreasing with respect to the parameters u and v.
Proof. Without loss of generality we only give the proof for the parameter k. Fix j ≥ 0 and u, v ∈ {0, 1, · · · , m}. We write q k = q k,j,u,v . Then by (3.4) we have
where the strictly inequality holds since m − u + q k+1 u > 0. This, together with f k+1,j,u,v (q k+1 ) = 0 = f k,j,u,v (q k ), implies that
Therefore, by Lemma 3.2 it follows that q k < q k+1 .
Now we consider the bases in
Furthermore, the smallest base of B 2 (M) is
Proof. By Lemma 3.1 it suffices to investigate the parameters (k, j, u, v) such that
Note by (3.1) that p 
i.e., the parameters (k, j, u, v) satisfy (3.6) and
Note by ( 
In the following we will assume m ≥ 2. First we show that j = 0. Note by (3.4) that If k = 1, j = 0, then by (3.4) we have
One can check that q 1,0,u,v ∈ (p 1 , 
for some parameters k i , j i = 0, 1, · · · , and u i , v i ∈ {0, 1, · · · , m − 1}, where i = 1, 2, 3, 4,.
Proof. First we show that B 2 (M) ∩ (p 1 , p 2 ] = ∅. By Proposition 2.4 and Lemma 2.5 it follows that the number
Clearly, the sufficiency follows by Proposition 2.4 and Lemma 2.5. Now we prove the necessity. Take q ∈ (p 1 , p 2 ] ∩ B 2 (M). Then there exists x ∈ I q which has exactly two different q-expansions (a i ) and (b i ), i.e.,
Let n ≥ 1 be the least integer such that a n = b n . Without loss of generality we assume a n > b n . Then by (4.7) it follows
where (a n+i ), (b n+i ) ∈ U 
leading to a contradiction. 
also leading to a contradiction. This leads to a contradiction with using p 1 < q ≤ p 2 in Lemma 2.1 that
By a similar argument as in Case I one can show that q / ∈ (p 1 , p 2 ], leading to a contradiction. Remark 4.2. We point out that (4.5) and (4.6) are equivalent. In fact, if q is a root of (4.5) for some k 3 , j 3 ≥ 0 and u 3 , v 3 ∈ {0, 1, · · · , m − 1}. Then by reflection we have
This corresponds to (4.6) with (k 4 , j 4 , u 4 , v 4 ) = (j 3 , k 3 , v 3 , u 3 ).
By Lemma 4.1 and Remark 4.2 it suffices to investigate the appropriate roots of Equations (4.3)-(4.5), which will be dealt with separately in the following three subsections. (4.3). Given k, j ≥ 0 and 0 ≤ u, v ≤ m − 1, by Lemma 4.1 it is necessary to consider the zeros in (p 1 , p 2 ] of the function k,j,u,v (q) is strictly increasing in (p 1 , ∞).
Solutions of Equation
Proof. In terms of (4.9) and by symmetry it suffices to prove
has a positive derivative in (m + 1/2, ∞) for any k ≥ 0 and u ∈ {0, 1, Moreover, one can show that the function
satisfies φ(k + 1) < φ(k) for any k ≥ 2. Therefore, by using q > p 1 and p u + 1 mp
Proof. By the monotonicity shown in Lemma 4.3 and the continuity of g (1) k,j,u,v it follows that the equation g k,j,u,v (p 1 ) < 0. Then the lemma follows by using p
In terms of Lemmas 4.4 we denote by q
In a similar way as in Lemma 3.4 one can verify the following monotonicity of the sequence (q
Lemma 4.5.
(1) The sequence (q In the following lemma we show that no elements of (p 1 , p 2 ] ∩ B 2 (M) satisfy Equation (4.3). Proof. By Lemmas 4.3 and 4.4 it suffices to prove that no parameters (k, j, u, v) satisfy both (4.11) and g
j,k,v,u (q). Then we may assume that k ≥ j. Therefore, the lemma follows by observing the following three cases.
Case I. k ≥ j ≥ 1. Then by Lemma 4.5 it suffices to prove
or equivalently, g
1,1,m−1,m−1 (p 2 ) < 0. This can be verified by using (4.2) in (4.9) that
Case II. k > j = 0. Then by Lemma 4.5 it suffices to prove q 
Therefore, q
1,0,m−2,m−1 > p 2 . Case III. k = j = 0. Then by (4.9) it follows that
By using (4.1) and (4.2) one can show that q 
(4.12)
One can show that Lemmas 4.3-4.5 also hold for g (2) k,j,u,v (q). Here we denote by q (2) k,j,u,v the unique root of the equation g (2) k,j,u,v (q) = 0 in (p 1 , ∞), where the parameters (k, j, u, v) satisfies
Proof. The proof is similar to Lemma 4.6. Note that g (2) k,j,u,v (q) = g (2) j,k,v,u (q). Then q (2) k,j,u,v = q (2) j,k,v,u . By symmetry we may assume k ≥ j. First we show that j = 0. By the monotonicity it suffices to prove q (2) 1,1,m−1,m−1 > p 2 . This can be verified by using (4.2) in (4.12) that
This implies q
1,1,m−1,m−1 > p 2 . Hence, j = 0 as required. Now we claim that k ≤ 3. Then it suffices to prove q 
4,0,m−1,m−1 > p 2 , and indeed k ≤ 3. We will finish the proof by considering the following two cases. Case I. k = 0, 1. Then by (4.12) we have
By (4.1) and (4.2) one can verify that 
(4.13)
One can also verify that Lemmas 4.3-4.5 hold true for g
k,j,u,v (q). Here we denote by q u + 1 mp
Proof. First we show that either k = 0 or j = 0. Then it suffices to prove q
1,1,m−1,m−1 > p 2 . By using (4.2) in (4.13) it follows that
Hence, we have either k = 0 or j = 0. Now we claim k = 0. Suppose on the contrary that k = 0. Then q 
0,j,u,v (p 1 ) < 0, g
0,j,u,v (p 2 ) ≥ 0. By using (4.1) and (4.2) in (4.13) one can verify that no parameters j, u, v satisfy (4.15). Therefore, k > j = 0.
Finally, by using (4.1) and (4.2) in (4.13) it follows that q
By Lemmas 4.6-4.8 we obtain the smallest base q 2 (M) of B 2 (M) with M = 2m − 1.
Proof. Note by (4.12) and (4.13) that g 2,0,m−2,m−1 (t) = (t + 1)(t − 2m) + t −3 1 + mt + (m − 2)t
2,0,m−1,m−1 (t).
This, together with g
2,0,m−2,m−1 (t) = 0 = g
2,0,m−1,m−1 (s), implies that g
2,0,m−1,m−1 (s) < g
By the monotonicity of the function g
2,0,m−1,m−1 it yields that q
2,0,m−1,m−1 < q
2,0,m−2,m−1 .
2,0,m−1,m−1 satisfies the equation
Proof of Theorem 1.3 and final remarks
In this section we will prove Theorem 1.3 and consider some questions on multiple expansions with multiple digits. For simplicity we write q 2 = q 2 (2). Recall from Section 2 that I q 2 = [0, 2/(q 2 − 1)] and the components
, k = 0, 1, 2.
Then the switch region S q 2 is defined by
.
Proof of Theorem 1.3. Clearly, q 2 is not an integer. Then almost every x ∈ I q 2 has a continuum of different q 2 -expansions (cf. [21, 6] ). This yields that q 2 ∈ B 2 ℵ 0 (2). Now we prove q 2 ∈ B ℵ 0 (2). By Theorem 3.5 it gives that q 2 satisfies q 2 2 = 2q 2 + 1. This implies that α(q 2 ) = (20) ∞ . Then α(q 2 ) ≤ α i+1 (q 2 )α i+2 (q 2 ) · · · ≤ α(q 2 ) for all i ≥ 0.
In terms of [16, Theorem 2.6] it follows that x = 1 ∈ I q 2 has countably infinitely many q 2 -expansions, i.e., This establishes q 2 ∈ B ℵ 0 (2).
Finally, we will prove q 2 ∈ B k (2) for all k ≥ 3. This can be verified inductively by showing that the number x k = (1(00) .
Then by (5.1) this implies (21(00) k−1 1 ∞ ) q 2 / ∈ S q 2 . By induction it follows that (21(00) k−1 1 ∞ ) q 2 has exactly k different q 2 -expansions. Hence, by (5.2) and Lemma 2.5 it follows that x k+1 has exactly k + 1 different q 2 -expansions. This implies that q 2 ∈ B k (2) for any k ≥ 3. Therefore, the smallest base q k = q k (2) of B k (2) satisfies q k ≤ q 2 .
On the other hand, for k ≥ 3 if x ∈ I q k has exactly k different q k -expansions, then by Lemma 2.5 and a linear transformation of x it follows that there exists y ∈ I q k has exactly two different q k -expansions. Hence, q k ≥ q 2 for any k ≥ 3. This establishes the theorem.
At the end of this section we consider some questions on multiple expansions with multiple digits. In terms of Theorems 1.1 (b) and 1.3 we have the following questions:
• Does Theorem 1.1 (b) holds for all M = 2m − 1?
• Does Theorem 1.3 holds for all M = 2m?
The following theorem was proven by Baker and Sidorov [5, 4] . In terms of Theorems 1.1 (a), 1.3 and 5.1 we have an accurate formulae for the smallest bases q k (1), q k (2) for k = 2, 3, · · · , and the second smallest base q ℵ 0 (1). Moreover, by Theorem 1.2 we have an accurate formulae for the smallest base q 2 (M) for all M ≥ 1.
• What is the smallest base q k (M) of B k (M) for k ≥ 3 and M ≥ 3? • What is the second smallest element q ℵ 0 (M) of B ℵ 0 (M) for M ≥ 2?
