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Abstract. Integrals of characteristic classes of tautological sheaves on the Hilbert
scheme of points on a surface frequently arise in enumerative problems. We use
the K-theoretic Donaldson-Thomas theory of certain toric Calabi-Yau threefolds to
study K-theoretic variants of such expressions.
We study limits of the K-theoretic Donaldson-Thomas partition function of a
toric Calabi-Yau threefold under certain one-parameter subgroups called slopes,
and formulate a condition under which two such limits coincide. We then explicitly
compute the limits of components of the partition function under so-called preferred
slopes, obtaining explicit combinatorial expressions related to the refined topological
vertex of Iqbal, Kosc¸az and Vafa.
Applying these results to specific Calabi-Yau threefolds, we deduce dualities sat-
isfied by a generating function built from tautological bundles on the Hilbert scheme
of points on C2. We then use this duality to study holomorphic Euler characteristics
of exterior and symmetric powers of tautological bundles on the Hilbert scheme of
points on a general surface.
1. Introduction
1.1. Tautological classes on the Hilbert scheme of points on a surface. Let S
be a complex smooth quasi-projective surface and let S[n] denote the Hilbert scheme of
n points on S. The moduli space S[n] is a smooth quasi-projective scheme of dimension
2n parametrizing zero-dimensional length n subschemes Y ⊂ S, or, equivalently, ideal
sheaves IY ⊂ OS of colength n.
Given a line bundle L on S, one can use the universal family Σn ⊂ S[n] × S as a
correspondence to produce a rank n vector bundle L[n] on S[n] . Namely, if pS[n] and
pS are the projection maps
S[n] × S
p
S[n]
zz
pS
##
S[n] S
we set
L[n] = (pS[n])∗(OΣn ⊗ p∗SL);
the vector bundle L[n] is called a tautological bundle, and its fiber over a subscheme
Y ∈ S[n] is
H0(OY ⊗ L).
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Characteristic classes of tautological bundles often encode geometric information. For
example, series of the form∑
n≥0
miyjzn
∫
S[n]
ci(L
[n])sj(L
[n]) (1.1)
arise in [MOP1] in the study of the cohomology ring of the moduli space of K3
surfaces. The special case ∑
n≥0
zn
∫
S[n]
s2n(L
[n]) (1.2)
has been the subject of recent activity; its terms count secants to the projective
embedding of S given by L and are relevant to the computation of certain Donaldson
invariants on S. The precise form of this series was conjectured by Lehn in [L] and
was recently proved, first for S with numerically trivial KS by Marian, Oprea and
Pandharipande in [MOP1] and subsequently for general S by Voisin, and Marian,
Oprea and Pandharipande in [V, MOP2].
We study K-theoretic variants of series like (1.1). Given a vector bundle V on a
scheme X, set
Λ•mV =
∞∑
i≥0
(−m)iΛiV ∈ K(X)[[m]], Sym•yV =
∞∑
i≥0
yiSymiV ∈ K(X)[[y]]. (1.3)
Then, a K-theoretic version of (1.1) is∑
n≥0
znχ
(
S[n],Λ•m
(
L[n]
)
⊗ Sym•y
(
L[n]
))
=
∑
i,j,n≥0
(−m)iyjznχ
(
S[n],Λim
(
L[n]
)
⊗ Symjy
(
L[n]
))
. (1.4)
Given an Euler characteristic χ(M ,F) of a torus equivariant coherent sheaf F on a
quasi-projective schemeM (equipped with a torus action), we identify χ(M ,F) with
its character as a torus representation; in all examples we consider, such characters
are rational functions on the torus.
1.1.1. Universal series. A general framework is developed in [EGL] for analyzing
expressions of a form similar to (1.1) and (1.4) using algebraic cobordism. To be
precise, let
ψ1(x) ∈ 1 + xQ[y1j ][[x]], ψ2(x) ∈ Q[y2j ][[x]]
be fixed power series (with coefficients in some polynomial rings Q[y1j ],Q[y2j ]), and for
a vector bundle V with Chern roots vi, set
Ψ1(V) =
∏
i
ψ1(vi), Ψ2(V) =
∏
i
ψ2(vi).
By [EGL, Thm 4.2], the series
Ψ(S,L) =
∑
n≥0
zn
∫
S[n]
Ψ1(L
[n])Ψ2(TS
[n]) (1.5)
can be written as
Ψ(S,L) = exp(c1(L)
2A1 + c1(L)c2(S)A2 + c1(S)
2A3 + c2(S)A4),
2
where the Ai are universal series; that is, they do not depend on the choice of (S,L).
1.1.2. Localization expressions. The series Ai can be determined by the values of
Ψ(S,L) for toric S. One approach to studying such values is to use equivariant local-
ization to further reduce an equivariant analog of (1.5), for which S is C2, equipped
with the action of a two-dimensional torus T , and L is a twist of the trivial bundle
by a T -character.
The scaling action of T = diag(t1, t2) on C2 lifts to an action on (C2)[n]. The
T -fixed points of (C2)[n] correspond to monomial ideals Iλ ⊂ C[z1, z2] of colength n,
indexed by (two-dimensional) partitions λ of size n. Here
Iλ = Span{zb11 zb22 | (b1, b2) 6∈ λ};
our notation for partitions is set in Section 1.5.
As a T -module, the tangent space to Iλ ∈ (C2)[n] admits a combinatorial formula
in terms of arm and leg lengths:
TIλ(C
2)[n] =
∑
∈λ
t
−l()
1 t
a()+1
2 + t
l()+1
1 t
−a()
2 .
We abbreviate the T -character TIλ by Tλ.
The T -characters of fibers of tautological bundles over the T -fixed points of the
Hilbert scheme are also described combinatorially. Let O(l) denotes the trivial line
bundle on C2 twisted by the T -weight l. We have
(O(l))[n]|Iλ =
∑
∈λ
lt−b11 t
−b2
2 .
By equivariant localization, expressions of the form (1.5) may be written in terms
of the combinatorics of partitions. This approach has been used in similar settings
to compute universal series up to some given order; see for example [GK1, GK2].
However, some structures of such universal series may be intractable from this per-
spective; for example, it is not known how to use this approach to determine the
series (1.2) studied in [MOP1, V, MOP2].
1.1.3. Symmetries of generating functions. In this paper, we introduce a framework to
study certain tautological classes over the Hilbert scheme of points on C2. Introduce
formal variables z, y,m1,m2 and m3, and consider the following expression assembled
from exterior and symmetric powers of tautological bundles over the Hilbert schemes
(C2)[n].
Definition 1.1. Set F (z,m1,m2,m3, y)(t1, t2) to be the series of T -equivariant Euler
characteristics∑
n≥0
(−z)nχ
(
(C2)[n],Λ•m1(O
[n])∨ ⊗ Λ•m2(O[n])∨ ⊗ Λ•m3yO[n] ⊗ Sym•yO[n] ⊗ ΛnO[n]
)
.
(1.6)
We will sometimes omit the equivariant parameters t1, t2 from our notation for F .
By equivariant localization,
F (z,m1,m2,m3, y) =
∑
λ
z|λ|
Λ•(T∨λ )
∏
(b1,b2)∈λ
(1−m1tb11 tb22 )(1−m2tb11 tb22 )(1−m3yt−b11 t−b22 )
y − tb11 tb22
;
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here, given a T -character V =
∑
i ui, where each ui is a T -weight, we set
Λ•V =
∏
i
(1− ui).
We regard F as a power series in the variables y and z whose coefficients are rational
functions in the remaining variables m1,m2,m3, t1 and t2.
We show that after normalization, the series F enjoys two types of symmetries:
one between the “box-counting variable” z and the “Segre variable” y, and another
between the “Chern variables” m1,m2,m3.
Theorem 1.2. We have
F (z,m1,m2,m3, y)
F (z,m1,m2,m3, 0)
=
F (z,m1,m3,m2, y)
F (z,m1,m3,m2, 0)
=
F (y,m1,m2,m3, z)
F (y,m1,m2,m3, 0)
. (1.7)
Moreover, we show that the denominators appearing in (1.7) can be characterized
using the plethystic exponential.
Proposition 1.3. We have
F (z,m1,m2,m3, 0) = exp
(∑
n>0
−z
n
n
(1−mn1 )(1−mn2 )
(1− t−n1 )(1− t−n2 )
)
.
We remark that Proposition 1.3 is also a consequence of [WZ, Thm 3.2]. Anton Mel-
lit has observed that certain specializations of Theorem 1.2 can also be deduced from
the combinatorics of Macdonald polynomials; see [M, Sec. 7], where such expressions
are studied in connection with mixed Hodge polynomials of character varieties.
1.1.4. Applications to tautological bundles. Theorem 1.2 and Proposition 1.3 can be
used to study the holomorphic Euler characteristics of exterior powers, and certain
symmetric powers, of tautological bundles L[n] on S[n] for general surfaces S. For
example, we prove the following.
Corollary 1.4. If χ(OS) = 1, then for n ≥ k, we have
χ(S[n], Symk(L[n])) =
(
χ(L) + k − 1
k
)
.
Theorem 1.2 also encodes families of nontrivial combinatorial identities. For exam-
ple, it is obvious that, for l > n, the coefficient of znml1 is 0 on the left-hand side of
(1.7); this is not obvious on the right-hand side.
1.2. K-theoretic enumerative geometry. We deduce Theorem 1.2 and Proposi-
tion 1.3 from equalities of particular limits of K-theoretic Donaldson-Thomas partition
functions of certain Calabi-Yau threefolds.
These results follow from a more general framework that produces identities in-
volving generating series called K-theoretic Nekrasov partition functions; these are
series formed from Euler characteristics of tautological bundles over instanton moduli
spaces. Many invariants of geometric interest can be phrased in terms of K-theoretic
Nekrasov functions and their cohomological analogs; examples include the K-theoretic
Vafa-Witten invariants studied in [Th2] and the elliptic genera of moduli spaces of
sheaves studied in [GK2].
Our approach to studying such functions is based on two observations: first, it
is shown in [NO, Sec 8] that special limits of the K-theoretic DT partition function
can be expressed in terms of the refined topological vertex of [IKV], and second,
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geometric engineering posits an equality between certain refined topological partition
functions and the K-theoretic Nekrasov partition functions of certain gauge theories;
some examples of this phenomenon are computed in [IKV, Taki].
Let us outline the approach in more detail.
Let X be a complex smooth threefold, and let DT (X) denote the Hilbert scheme of
curves in X. In [NO], Nekrasov and Okounkov introduce the K-theoretic Donaldson-
Thomas partition function
ZDT (X) = χ(DT (X), O˜
vir),
where O˜vir is a certain modification of the virtual structure sheaf of DT (X).
Our applications will be in the case when X is toric Calabi-Yau. In this subsection,
we let T be a three-dimensional torus acting on X such that the anti-canonical bundle
K∨X has T -weight κ. We say that a weight w ∈ T∨ is a non-compact direction of X
if the fixed locus (DT (X))ker(w) has a non-proper component.
1.2.1. Slope independence. Let A be the Calabi-Yau subtorus ker(κ) ⊂ T . A slope is
a one-parameter subgroup σ : C× → A. Given some power series Z with coefficients
in Q(T )(κ1/2) and a slope σ, we set
Zσ = lim
z→0
Z|σ(z)t,
if the limit in question exists. For such a slope σ and weight w, we have σ(w(t)) =
zrw(t) for some r; we say that w is attracting with respect to σ if r > 0, and repelling
with respect to σ if r < 0.
In [NO, Prop 7.4], it is shown that if M0 is a compact moduli space with modified
virtual structure sheaf O˜vir, then, for generic σ, the limit χ(M0, O˜
vir)σ is independent
of the choice of σ. Our first step is to formulate a version of this result for non-
compact geometries. For example, let M be one component of the Hilbert scheme of
curves in X. We prove the following.
Theorem 1.5. If two generic slopes σ1 and σ2 share the same attracting/repelling
behavior in each non-compact direction of X, then
χ(M, O˜vir)σ1 = χ(M, O˜vir)σ2 .
A precise meaning of generic for this setting is given in Section 3.
1.2.2. Vertex and edge contributions. The next step is to explicitly limits of ZDT (X)
σ
for particular X and σ. For toric threefolds X, the partition function ZDT (X) can
be studied using equivariant localization. As shown in [MNOP], the T -fixed points
of DT (X) are given by configurations of three-dimensional partitions along the 1-
skeleton of the toric polytope ∆(X); the partition function can be written in terms of
contributions from the vertices and edges of the 1-skeleton. The edge contributions
admit an explicit description in terms of (C2)[n]; the contribution of the relevant edge
configurations are given in Propositions 4.1 and 4.2.
The vertex contributions V (λ, µ, ν) are more complicated. Their cohomological
analogs are studied using the topological vertex; see [AKMV, ORV]. In K-theory, it
is difficult to analyze V (λ, µ, ν) in full generality. However, for generic σ, the resulting
limit V (λ, µ, ν)σ simplifies: the equivariant parameters enter this limit only through
the character κ1/2.
Moreover, it was explained in [NO, Sec. 8] that for certain slopes σ called preferred
slopes (roughly, those that nearly preserve a coordinate direction in each toric chart of
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X), the the limit V (λ, µ, ν)σ is related to the refined topological vertex of [IKV]. Such
limits are well-suited to computation. In Proposition 4.7, we explicate the precise
relationship between such V (λ, µ, ν)σ and the refined topological vertex. In particular,
the choice of direction of preferred slope corresponds to a choice of preferred direction
of the refined topological vertex.
Theorem 1.5 may therefore be regarded as a mathematical formulation of the inde-
pendence of the refined topological partition function of toric Calabi-Yau threefolds
X under certain choices of preferred direction; examples of this independence have
been computed in [AK, IKV]. We note, however, that limits ZDT (X)
σ often exhibit
some dependence on σ; in other words, the refined topological partition function of a
threefold X can depend on the choice of preferred direction. This phenomenon can
be seen, for example, in [IKV, Sec. 5.3].
We remark that in the physics literature, computations using refined topological
vertex computations incorporate different so-called “framing factors”; see for instance
[IKV] and [Taki]. The computation using DT invariants provides one consistent way
to choose such factors.
Figure 1. The toric geometries that give rise to Theorem 1.2 and
Proposition 1.3, respectively
1.2.3. Limits of DT partition functions. We use these vertex and edge computations
to compute ZDT (X)
σ1 and ZDT (X)
σ2 , where X is one of the Calabi-Yau threefolds
whose toric skeleta are given in Figure 1, and σ1 and σ2 are two preferred slopes
satisfying the hypotheses of Theorem 1.5. After a certain specialization, we deduce
Theorem 1.2 and Proposition 1.3.
When applied to threefolds with more complicated toric diagrams, this approach
will produce more complicated identities involving higher-rank Nekrasov functions.
For example, a new feature that should emerge is a relationship between tautological
integrals over Hilb(C2) and those over moduli spaces of higher rank sheaves.
1.3. Outline. In Section 2 we define K-theoretic Donaldson-Thomas invariants of
Calabi-Yau threefolds. In Section 3, we prove a general relationship between non-
compact directions in a moduli space and the limits of Euler characteristics of coherent
sheaves under slopes in order to deduce Theorem 1.5. In Section 4, we recall from
[MNOP, NO, O2] the descriptions of the vertex and edge contributions to K-theoretic
Donaldson-Thomas invariants of toric Calabi-Yau threefolds in terms of partitions,
and write down explicit combinatorial descriptions of their limits under preferred
slopes. In Section 5, we apply these results to specific Calabi-Yau threefolds to
deduce Theorem 1.2 and Proposition 1.3. We then use Theorem 1.2 and Proposition
1.3 in Section 6 to study certain tautological classes over the Hilbert scheme of points
on a general surface.
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1.5. Notation. We fix some notation concerning partitions.
A two-dimensional partition λ is an ordered finite sequence (λi) = (λ1, λ2, · · · ) of
nonincreasing integers, or, equivalently, a finite collection of ordered pairs (b1, b2) ∈
Z2≥0 such that if (b1, b2) ∈ λ, then for any b′1, b′2 satisfying 0 ≤ b′1 ≤ b1 and 0 ≤ b′2 ≤ b2,
we also have (b′1, b
′
2) ∈ λ; the bijection between these two notions is given by
{(λi)} 7→ {(b1, b2) | b2 ≤ λb1+1 − 1}.
We define the size |λ| of a partition λ to be ∑i λi, and we set
||λ||2 =
∑
i
|λi|2.
We sometimes abbreviate an ordered pair (b1, b2) by the symbol ; we refer to
such a square as a box of λ. Two-dimensional partitions are often drawn as top-left
justified configurations of boxes, with λi boxes in the ith row from the top.
We let λt denote the conjugate partition of λ; that is
λt = {(b2, b1) | (b1, b2) ∈ λ}.
For a box  = (b1, b2) ∈ λ, we let a() and l() denote the arm and leg lengths of
, that is
a() = λb1+1 − b2 − 1, l() = λtb2+1 − b1 − 1.
When our meaning is clear, we abbreviate a() and l() by a and l, respectively.
A three-dimensional partition pi is a (possibly infinite) collection of points of Z3≥0
such that if (b1, b2, b3) ∈ pi, and 0 ≤ b′i ≤ bi for i = 1, 2, , 3, then (b′1, b′2, b′3) ∈ pi. One
can visualize such a partition as a collection of unit boxes in the octant R3≥0 centered
at the points (b1 +
1
2
, b2 +
1
2
, b3 +
1
2
); see for example Figure 2. Again, when clear, we
abbreviate (b1, b2, b3) by the symbol .
We restrict our attention to three-dimensional partitions pi for which there exists
some integer Bpi such that, for any (b1, b2, b3) ∈ pi, at most one of the coordinates
b1, b2, b3 satisfies bi > Bpi; in other words, the asymptotics of pi along the coordinate
directions of R3≥0 are given by (finite) two-dimensional partitions. Figure 2 depicts
one such partition.
Given a three-dimensional partition pi corresponding to a monomial ideal, let pi(k)
denote the two-dimensional partition describing the asymptotics of pi along the k-th
coordinate axis; formally, we set
pi(1) = {(b1, b2) | (b, b1, b2) ∈ pi for all b ≥ 0},
pi(2) = {(b1, b2) | (b2, b, b1) ∈ pi for all b ≥ 0},
pi(3) = {(b1, b2) | (b1, b2, b) ∈ pi for all b ≥ 0}.
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Figure 2. A three-dimensional partition pi with asymptotics
pi(1) = (2, 1, 1), pi(2) = (1) and pi(3) = (3, 2)
For example, if pi denotes the three-dimensional partition in Figure 2, we have pi(1) =
(2, 1, 1), pi(2) = (1), and pi(3) = (3, 2).
We let pi〈k〉 denote the three dimensional partition consisting of boxes belonging
to infinite leg of the partition pi along the k-th coordinate axis; formally, we set
pi〈1〉 = {(b, b1, b2) | (b1, b2) ∈ pi(1), b ∈ Z≥0},
pi〈2〉 = {(b2, b, b1) | (b1, b2) ∈ pi(2), b ∈ Z≥0},
pi〈3〉 = {(b1, b2, b) | (b1, b2) ∈ pi(3), b ∈ Z≥0}.
2. K-theoretic DT invariants
We recall the relevant aspects of K-theoretic Donaldson-Thomas invariants, as in-
troduced in [NO].
Let X be a smooth threefold. We impose the further assumption X is toric Calabi-
Yau; in particular, X is not projective.
We remark that while this assumption has the advantage of simplifying the def-
inition of K-theoretic Donaldson-Thomas invariants, it also obscures the generality
in which these invariants can be formulated. In particular, a main source of inspira-
tion for their definition is a conjectural connection with curve counting in associated
Calabi-Yau fivefolds (see [NO, O2]); such a relationship is expected for any smooth
threefold X.
In this section, we let T denote the three-dimensional torus diag(t1, t2, t3) acting
on X.
2.1. Donaldson-Thomas moduli space. Let DT (X) denote the Hilbert scheme
of curves in X; the moduli space DT (X) is a union of components DT (X, β, n)
parametrizing projective subschemes Y ⊂ X whose components are of dimension at
most 1, with [Y ] = β and χ(OY ) = n. It is shown in [Th1] that DT (X) admits
another description as the moduli space of ideal sheaves : rank 1, torsion-free sheaves
IY on X with trivial determinant. On the level of points, one identifies a subscheme
OY with its ideal sheaf
IY = ker(OX  IY );
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conversely, one passes from an ideal sheaf IY to the subscheme
OY = coker(IY ↪→ (IY )∨∨ ∼= OX).
In contrast to Hilbert schemes of points on smooth surfaces, which are smooth,
Hilbert schemes of curves on threefolds are generally of unknown dimension and highly
singular. However, in [Th1], Thomas used the ideal sheaf description to equip DT (X)
with a T -equivariant symmetric perfect obstruction theory E• → LDT (X) in the sense
of Behrend-Fantechi (see [BF]). By the constructions of, for example, [BF, 5.4],
[C-FK], and [Lee, Sec 2], the obstruction theory gives rise to the T -equivariant virtual
sheaves needed for K-theoretic enumerative computations: the virtual structure sheaf
Ovir ∈ KT (DT (X)),
the virtual tangent sheaf
Tvir ∈ KT (DT (X)),
and the virtual canonical bundle
Kvir = det(Tvir)∨ ∈ PicT (DT (X)).
In particular, from the obstruction theory of [Th1], one concludes
TvirI = DefI −ObsI = Ext1(I, I)− Ext2(I, I),
and hence
KvirI =
det ObsI
det DefI
.
As X is Calabi-Yau, the anticanonical bundle K∨X is a trivial bundle twisted by some
T -weight κ; by Serre duality, we have
DefI = (ObsI)
∨ · κ, (2.1)
as T -characters.
2.2. Modified virtual structure sheaf. The definition of K-theoretic Donaldson-
Thomas invariants incorporates a twist of the virtual structure sheaf by a square root
of the virtual canonical bundle. This modification endows the resulting invariants
with certain symmetries that make for easier analysis; it also aligns the invariants
with the indices of certain Dirac operators of interest in physics (see for example,
[O1, Sec. 3.2.7]).
The existence of such a square root is ensured by the following proposition.
Proposition 2.1 ([NO, Sec 6]). The line bundle Kvir admits a square root (Kvir)1/2
in Pic(DT (X)). Moreover, if T˜ is a minimal cover of T on which the square root
κ1/2 is defined, the line bundle (Kvir)1/2 carries a canonical T˜ -equivariant structure.
We remark that in the special case where X is Calabi-Yau, this proposition follows
from an argument using Serre duality given in [NO, 6.2.1]; such a statement is ex-
pected for general threefolds X, and is proven in [NO, Sec 6] when DT (X) is replaced
by the moduli space PT (X) of stable pairs.
Definition 2.2. The modified virtual structure sheaf is
O˜vir = Ovir ⊗ (Kvir)1/2.
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2.3. K-theoretic Donaldson-Thomas invariants. K-theoretic Donaldson-
Thomas invariants are constructed as T˜ -equivariant holomorphic Euler
characteristics of O˜vir. Define the K-theoretic DT partition function to be
ZDT (X) =
∑
β∈H2(X,Z)eff
n∈Z
Qnuβχ(DT (X, β, n), O˜vir) ∈ Q(t1, t2, t3, κ1/2)[[Q,Q−1][uβ].
For fixed β and n 0 the space DT (X, β, n) is empty, so this sum is a formal Laurent
series in Q.
This definition does not depend on the choice of square root (Kvir)1/2; we will justify
this independence after introducing equivariant localization.
It is convenient to normalize the Donaldson-Thomas partition function by the con-
tribution from the Hilbert scheme of points on X; to this end, we define the reduced
K-theoretic DT partition function to be
Z
′
DT (X) =
ZDT (X)∑
n∈Z
Qnχ(DT (X, 0, n), O˜vir)
∈ Q(t1, t2, t3, κ1/2)[[Q,Q−1][uβ].
We remark that, when X is not Calabi-Yau, the general definition of K-theoretic
DT invariants of [NO] also takes as input the total space L1⊕L2 of two line bundles
over X satisfying L1⊗L2 ' KX . In this setting, the definition of O˜vir incorporates a
tautological bundle obtained from L1 and L2. For Calabi-Yau X and trivial L1,L2,
this more general construction specializes to our construction of O˜vir above; moreover,
the boxcounting parameter Q arises geometrically, as the torus weight of L1.
2.4. Equivariant localization. We study K-theoretic invariants using virtual equi-
variant localization as developed in [FG, GP] and [C-FK]; a concise exposition of
the application we use can be found in [Th2]. In this subsection, let M be a quasi-
projective scheme equipped with the action of a torus T and a T-equivariant perfect
obstruction theory. Suppose that the fixed locus M T is compact (and nonempty).
Let F be a T-equivariant coherent sheaf onM . Equivariant localization asserts first,
that
χ(M ,F ⊗ Ovir) ∈ Z[t±k ]
[
1
1− ui
]
,
where the ui range over the set of T-weights appearing in NvirM /M T . Moreover, it ex-
presses χ(M ,F ⊗ Ovir) as an Euler characteristic over the fixed locus M T. In our
applications, the fixed locusM T will consist of isolated points. In this situation, the
formula reads
χ(M ,F ⊗ Ovir) =
∑
p∈M T
χ(p,F|p)⊗ Sym•
(
χ(p, (Tvirp )
∨)
)
,
where
Sym•
(∑
i
ui −
∑
j
vj
)
=
∏
j 1− vj∏
i 1− ui
∈ Z[t±k ]
[
1
1− ui
]
;
as none of the ui or vj appearing in the character of any T
vir
p are trivial, this operation
is well-defined.
In our applications to Hilbert scheme of points on smooth surfaces in Section 6, we
also use the more classical variant of K-theoretic equivariant localization where M
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is a smooth scheme; in this case the ordinary structure sheaves and tangent bundles
replace their virtual analogs.
Let us now specialize to the situation whereM is a component of DT (X), the torus
T is the double cover T˜ of T = diag(t1, t2, t3), and F is (Kvir)1/2. The symmetry of
the perfect obstruction theory of DT (X) ensures that resulting localization expression
enjoys a particularly nice form. Given I ∈ DT (X)T˜ , we may write the T˜ -character of
TvirI as
T virI = DefI −ObsI =
∑
i
ui − vi,
where each ui and vi is a T˜ -weight; we also have
(Kvir)
1/2
I =
∏
i
v
1/2
i
u
1/2
i
.
By (2.1), we may reorder the ui and vi so that that
vi =
κ
ui
.
By virtual localization, we have the following equality of T˜ -characters:
ZDT (X) =
∑
β∈H2(X;Z)eff
n∈Z
Qnuβχ
(
DT (X, β, n)T ,
(
(Kvir)1/2 ⊗ Sym•Tvir)∣∣
DT (X,β,n)T
)
=
∑
β∈H2(X;Z)eff
n∈Z
Qnuβ
∑
I∈DT (X,β,n)T
∏
i
( κ
ui
)1/2 − ( κ
ui
)−1/2
u
1/2
i − u−1/2i
. (2.2)
Motivated by this expression, we adopt the following notation from [O1, O2]: given
a T -character p =
∑
i ui −
∑
j vj where ui, vj ∈ T∨, we define
aˆ(p) =
∏
j v
1/2
j − v−1/2j∏
i u
1/2
i − u−1/2i
∈ Q(t±1/2k ).
2.5. Independence of choice of (Kvir)1/2. If L is an equivariant line bundle on
DT (X) with L⊗2 ∼= Kvir, then χ(I,LI)2 = χ(I,KvirI ) for I ∈ DT (X)T ; it follows from
(2.2) that ZDT (X) does not depend on the choice of square root (K
vir)1/2. We remark
that this is a special instance of an observation of Thomas (see [Th2, Prop 2.6]),
who exhibits a canonical choice of square root of the restriction of Kvir to the fixed
locus of a quasi-projective scheme equipped with a torus action, a torus-equivariant
symmetric perfect obstruction theory, and proper torus-fixed locus.
As any two square roots of Kvir differ by 2-torsion in Pic(DT (X)), the indepen-
dence of ZDT (X) on the choice of square root can also be deduced from equivariant
localization and virtual Hirzebruch-Riemann-Roch ([FG, Cor 3.4]).
3. Slope independence
For this section, we let M denote a quasi-projective scheme equipped with a per-
fect obstruction theory; examples include smooth schemes, DT moduli space, or the
Pandharipande-Thomas stable pair moduli space of a threefold (see [PT]). We im-
pose the additional assumption thatM admits the action of a torus T such thatM T
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is proper and nonempty. Let F denote a T-equivariant K-theory class of coherent
sheaves on M .
One assumption used in the analysis of K-theoretic enumerative invariants of
Calabi-Yau threefolds in [NO, Sec. 7] is that the underlying moduli space has proper
components. If M is proper, then the T-character χ(M ,F) is a Laurent polynomial
in T. Let w ∈ T∨ be a primitive weight. As χ(M ,F) is a Laurent polynomial, it
follows that if χ(M ,F)σ exists for generic one-parameter subgroups σ : C× → ker(w),
then χ(M ,F) is a function of w. In particular, one has χ(M ,F) = χ(M ,F)σ for
generic σ.
For our applications, we analyze Euler characteristics over DT (X), whose compo-
nents need not be proper. Let T˜ and κ be as in Sections 2.1 and 2.2. Then, given a
T˜ -equivariant coherent sheaf F on a component DT (X, β, n) of the Hilbert scheme,
the Euler characteristic χ(DT (X, β, n),F⊗Ovir) is a rational function in tk and κ1/2.
In this section, we study how the limit
χ(DT (X, β, n),F ⊗ Ovir)σ
depends on a choice of one-parameter subgroup σ : C× → ker(κ).
Using localization, we characterize the possible denominators of rational functions
χ(M ,F ⊗ Ovir) in terms of the equivariant geometry of M .
We then show that if the limit χ(M ,F ⊗ Ovir)σ exists for all one-parameter sub-
groups σ landing in a fixed subtorus of T, then the value of this limit depends only
on the attracting behavior, with respect to σ, of the weights appearing in the denom-
inator of χ(M ,F ⊗ Ovir).
3.1. Denominators in localization. Given a weight w ∈ T∨, we let Tw ⊂ T denote
the maximal torus inside the subgroup ker(w) of T. In particular, for nonzero n ∈ Z
we have Twn = Tw.
Definition 3.1. A weight w ∈ T∨ is said to be a compact weight of M if the fixed
locus M Tw is proper, and noncompact otherwise.
While many possible denominators can occur in any particular term of a localization
expression for χ(M ,F⊗Ovir), the following result restricts the possible denominators
that may appear in the total sum.
Proposition 3.2. The T-character χ(M ,F ⊗ Ovir) can be written as a quotient of
two Laurent polynomials p(t)/q(t) such that q(t) is of the form
∏
(1−w), where each
w is a noncompact weight of M .
Proof. Write χ(M ,F ⊗ Ovir) as a quotient f(t) = p(t)/q(t), where q(t) = ∏(1 − w)
and each w is a weight in NvirM /M T ; if p(t) is zero there is nothing to show.
If w is a compact weight, then equivariant localization with respect to Tw implies
that as Tw-characters, we have
χ(M ,F ⊗ Ovir) ∈ Z[t±i ]
[ 1
1− v
]
,
where v ranges over the T-weights occuring in NvirM /M Tw . No such v vanishes on Tw,
so we conclude that f(t) may be written in a form whose denominator is a product
of terms of the form (1 − v) where no v is a power of w. In particular, the rational
function f(t) has no poles at 1 = ζw for any root of unity ζ. 
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For example, consider the Hilbert scheme DT (C3, 0, n) of n points on C3 with the
standard action of a three-dimensional torus diag(t1, t2, t3). Then the fixed locus
DT (C3, 0, n)diag(t1,t2,t3)w
is proper unless w is a nontrivial power of some tk, so the only noncompact directions
are of the form tik. Nekrasov’s formula ([O1, Thm 3.3.6]) furnishes an explicit formula
for the K-theoretic DT partition function:
∞∑
n=0
(−Q)nχ(DT (C3, 0, n), O˜vir) = Sym•
( −Q
(1−Qκ1/2)(1−Qκ−1/2)
3∏
k=1
κ1/2t−1k − κ−1/2
1− t−1k
)
.
(3.1)
In particular, note that χ(DT (C3, 0, n), O˜vir) can be written as a Laurent polynomial
whose denominator is a product of terms of the form (1− tmk ).
3.2. Limit independence. Let A ⊂ T be a subtorus, and let f(t) ∈ C(tk) be a
rational function that can be written in the form
p(t)∏
i(1− wi)
,
where p(t) is a Laurent polynomial in tk and wi ∈ T∨ are nontrivial weights. Set
W = {wi}. Via the map T∨ → A∨, the elements of W can be regarded as A-weights.
We say that the rational function f(t) is A-balanced if
lim
z→0
f(σ(z)t)
exists for all one-parameter subgroups σ : C× → A, or, equivalently (for nonzero f), if
the set A-weights appearing in the numerator of f is the same as the set of A-weights
appearing in the denominator of f .
Given an A-balanced rational function f , the weights in W impose a wall and
chamber structure on the lattice of one-parameter subgroups C× → A. We show that
the limit of f under a one-parameter subgroup σ : C× → A depends only on the
chamber containing σ.
To simplify the exposition, we restrict our focus to one-parameter subgroups lying
in the interior of such a chamber: we say that a one-parameter subgroup σ : C× → A
is f -generic if, for all wi ∈ W , one has wi(σ(z)t) 6= wi(t).
Given an f -generic σ and wi ∈ W we have wi(σ(z)t) = zrwi(t) for some r 6= 0. We
say that σ is attracting with to w if r > 0 and is repelling with respect to wi if r < 0.
Proposition 3.3. Let
f(t) =
p(t)∏
i(1− wi)
be A-balanced and let σ1 and σ2 be two f -generic one-parameter subgroups sharing
the same attracting/repelling behavior for each weight wi. Then
lim
z→0
f(σ1(z)t) = lim
z→0
f(σ2(z)t).
Proof. Multiplying the numerator and denominator of f by a Laurent monomial if
necessary, we may assume that each wi is attracting with respect to both σ1 and σ2.
Set
q(t) =
∏
i
(1− wi);
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then we may write q(σ1(z)t) = 1 + zq1(t) for some q1 ∈ C[t±k , z].
Via the map ϕ : T∨ → A∨, we regard the monomials appearing in the numerator
and denominator of f as A-weights. Write p(t) =
∑
cjuj where each uj is a monomial,
and set
p0(t) =
{∑
cjuj
∣∣ ϕ(uj) = 1 ∈ A∨}.
The set of A-weights appearing in the numerator of f is the same as the set of
A-weights appearing in the denominator of f . Therefore, p(t) = p0(t) + zp1(t) for
some p1 ∈ C[t±k , z]. It follows that
lim
z→0
f(σ1(z)t) =
p0(t) + zp1(t)
1 + zq1(t)
= p0(t);
the same is true of σ2. 
We remark that analogous results hold for one-parameter subgroups σ lying on a
wall; that is, for σ such that wi(σ(z)t) = wi(t) for some i.
3.3. Limit independence for Euler characteristics. Again, let A ⊂ T be a
subtorus. We say that a one-parameter subgroup σ : C× → A isM -generic if for any
noncompact weight w of M , we have w(σ(z)t) 6= w(t). Combining Propositions 3.2
and 3.3, we obtain the following.
Proposition 3.4. If χ(M ,F⊗Ovir) is A-balanced and σ1 and σ2 are twoM -generic
one-parameter subgroups C× → A with the same attracting/repelling behavior for each
non-compact weight of M , then
χ(M ,F ⊗ Ovir)σ1 = χ(M ,F ⊗ Ovir)σ2 .
Specializing M to a component of DT moduli space, we obtain Theorem 1.5.
4. Preferred limits of the DT partition function
Let X be a toric Calabi-Yau threefold.
For this section, we let T denote the torus diag(t1, t2, t3) acting on X, and impose
the assumption that the anticanonical bundle K∨X is scaled with weight κ = t1t2t3.
We begin by recalling from [MNOP, NO, O2] a procedure for writing the par-
tition function ZDT (X) and its reduced analog Z
′
DT (X) in terms of combinatorial
expressions associated to the vertices and edges of the toric diagram ∆(X).
Using results of [NO, Sec 8], we explicitly compute the limits of these vertex and
edge contributions under preferred slopes, and, as a result, deduce the precise re-
lationship between the vertex contribution to ZDT (X) and the refined topological
vertex of [IKV].
4.1. K-theoretic building blocks.
4.1.1. Torus-fixed locus. The fixed locus DT (X)T consists of isolated points, with
finitely many in any component DT (X, β, n). We recall from [MNOP, 4.1-4.2] a com-
binatorial description of this fixed-point locus.
The points of XT correspond to the vertices of the toric polytope ∆(X) and the
T -fixed rational curves of X correspond to the bounded edges of ∆(X). For xi ∈ XT ,
let Ui be the toric chart centered at xi. Suppose that xi, xj ∈ XT are connected by a
T -fixed rational curve Cij ⊂ X; then Ui ∩ Uj is the total space of the direct sum of
two line bundles O(lij)⊕ O(l′ij) over Cij.
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Choose coordinates on each Ui such that the torus T scales the coordinate directions
by T -weights wi1 , wi2 , wi3 ; after fixing an orientation on ∆(X), these coordinates
can be compatibly ordered at each fixed point. The edges in the toric polytope
emanating from the fixed point pi correspond to coordinate axes. Let zi1 , zi2 , zi3
denote the corresponding coordinate functions on Ui so that Ui = Spec C[zi1 , zi2 , zi3 ].
The torus T scales these coordinate functions by w−1i1 , w
−1
i2
, w−1i3 , respectively. After
cyclically permuting coordinates and exchanging lij with l
′
ij, if necessary, the weights
of coordinate directions on Ui, Uj are identified by
wj1 = w
−1
i1
, wj2 = w
−l′ij
i1
wi3 , wj3 = w
−lij
i1
wi2 ;
see Figure 3.
t1t3
t2
t−1
1
t−l
1
t2
t−l′
1
t3
Figure 3. The T -weights along a T -fixed rational curve with normal
bundle O(l)⊕ O(l′)
A T -fixed ideal sheaf I ∈ DT (X) is determined by a collection of T -fixed ideals
{Ii ⊂ OUi} whose restrictions Ii|Ui∩Uj are compatible, and glue to an ideal sheaf that
cuts out a proper subscheme of X.
A T -fixed ideal
Ii ⊂ Ui
is given by a monomial ideal
Ii ⊂ C[zi1 , zi2 , zi3 ].
There is a one-to-one correspondence between monomial ideals and three-dimensional
partitions pii given by
Ii ↔ pii = {(b1, b2, b3)|zb1i1 zb2i2 zb3i3 6∈ Ii};
we pass freely between an ideal and its associated partition.
The condition that I cuts out a proper subscheme restricts the possible asymptotics
of the three-dimensional partitions pii. The asymptotics of each such pii along each
coordinate direction must be finite (as described in Section 1.5); more restrictively,
the partition pii at a given fixed point xi must satisfy the following condition:
pi
(k)
i 6= ∅ only if the edge of ∆(X) in the direction of coordinate zik is bounded.
(4.1)
The asymptotics of the partitions must also agree in the direction of any T -fixed
rational curve. To be precise, given xi, xj ∈ XT connected by a T -fixed rational curve
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Cij, the restrictions Ii|Ui∩Uj and Ij|Ui∩Uj are compatible if the two localizations
(Ii)zi1 ⊂ C[z±1i1 , zi2 , zi3 ], (Ij)z−1i1 ⊂ C[z
±1
i1
, zi2 , zi3 ]
coincide. In terms of three-dimensional partitions, this compatibility translates to
the condition that
pi
(1)
i =
(
pi
(1)
j
)t
; (4.2)
for example, in Figure 4, if the horizontal directions of pii and pij correspond to the
coordinates zi1 and zj1 , and the coordinates are oriented counter-clockwise, we have
pi
(1)
i = (3, 2) and pi
(1)
j = (2, 2, 1).
pii pij
Figure 4. Two compatible partitions pii and pij at vertices connected
by an edge of ∆(X)
Conversely, any collection of three-dimensional partitions pii satisfying (4.1) and
(4.2) corresponds to a T -fixed ideal sheaf I. It follows that a point of DT (X)T
is specified by a collection {λij, pii}, consisting of first, a choice of two-dimensional
partition λij for each bounded edge of ∆(X), and then, a choice of three-dimensional
partition pii for each vertex of ∆(X) whose asymptotics coincide with the chosen λij;
by convention we set
λji = λ
t
ij.
4.1.2. Obstruction theory at fixed points. Recall from [MNOP, Sec. 4.6] that the
T -equivariant obstruction theory of DT (X) at an ideal sheaf I is given by
TvirI = Ext
1(I, I)− Ext2(I, I).
As X is Calabi-Yau, the obstruction theory is symmetric, so that
T virI = −(T virI )∨ · κ. (4.3)
as T characters.
The obstruction theory at a torus-fixed point I ∈ DT (X)T can be calculated from
the corresponding combinatorial data {λij, pii}. We recall this procedure from [MNOP,
Sec. 4.7-4.9]; see also [NO, Sec. 8.2] and [O2, Sec. 6.3].
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Suppose that T = diag(t1, t2, t3) acts on C3 = Spec C[z1, z2, z3] so T scales the
coordinate zk by t
−1
k . Given a partition pi corresponding to a T -fixed ideal sheaf
I ⊂ OC3 , we set Opi to be the corresponding T -character, that is
Opi =
∑
∈pi
t−b11 t
−b2
2 t
−b3
3 .
Then for pi with finitely many boxes we have
T virpi = Opi −O∨pi t1t2t3 −OpiO∨pi (1− t1)(1− t2)(1− t3); (4.4)
this is a Laurent polynomial in the variables tk. For pi with infinitely many boxes,
we first write the infinite sum Opi as a rational function, and define the tangent space
T virpi to be the rational function in tk given by the same formula (4.4).
Given a character V of a two-dimensional torus diag(t1, t2), and torus weights
wi1 , wi2 , we set V (wi1 , wi2) to be the character of V under the substitution t1 =
wi1 , t2 = wi2 . We use analogous notation for characters of a three-dimensional torus.
Conversely, for an expression of the form V (wi1 , wi2), in the special case when wi1 =
t1, wi2 = t2 we omit the pair (t1, t2) from the notation.
Then, for a T -fixed ideal sheaf I ∈ DT (X)T given by {λij, pii} with weights
wi1 , wi2 , wi3 as above, equivariant localization implies
T virI =
∑
i
T virpii (wi1 , wi2 , wi3). (4.5)
While each term on the right hand side of (4.5) is a rational function, the total sum
is a Laurent polynomial in tk. It is explained in [MNOP, 4.9] (see also [NO, 8.2.2-
8.2.3], [O2, 6.3.1]) how to write T virI as a sum of Laurent polynomials by regularizing
each term of (4.5) by contributions associated to the asymptotics of the corresponding
partition pii. Namely, if the T -fixed rational curve Cij corresponds to coordinate
direction zik , then we define
Eλij ,(lij ,l′ij)(wi1 , wi2 , wi3) =
Tλij(wik+1 , wik+2)
1− w−1ik
+
Tλtij(w
−l′ij
ik
· wik+2 , w−lijik · wik+1)
1− wik
; (4.6)
here, for k = 1, 2, 3, we set wik+3 = wik . When clear from the geometry of X, we omit
the pair (lij, l
′
ij) from the notation.
We then define
Vpii(wi1 , wi2 , wi3) = T
vir
pii
(wi1 , wi2 , wi3)−
3∑
k=1
T
pi
(k)
i
(wik+1 , wik+2)
1− w−1ik
. (4.7)
By [MNOP, Lemma 9], each Vpii and Eλij is a Laurent polynomial in ti. From (4.5),
we have
T virI =
∑
i
Vpii(wi1 , wi2 , wi3) +
∑
ij
Eλij ,(lij ,l′ij)(wi1 , wi2 , wi3). (4.8)
It follows from (4.4, 4.6, 4.7) that each term of (4.8) enjoys the symmetry (4.3); that
is
Vpii = −V ∨pii · κ, Eλij = E∨λij · κ. (4.9)
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4.1.3. Euler characteristic. In the same manner as the obstruction theory, the value of
χ(OY ) for T -fixed curves Y can be computed in terms of edge and regularized vertex
contributions using the Cˇech cover {Ui}; we recall the description from [MNOP,
Lemma 5].
Set
χ(pi) =
∑
∈pi
(
1−
(
number of {pi〈1〉, pi〈2〉, pi〈3〉} that contain 
))
. (4.10)
The following reformulation of (4.10) will be helpful:
χ(pi) =
∑
{∈pi | 6∈pi〈3〉}
1−
∑
∈pi〈1〉
1−
∑
∈pi〈2〉
1. (4.11)
For a two-dimensional partition λ and integers (l, l′), set
χ(λ, (l, l′)) =
∑
∈λ
1− lb1 − l′b2. (4.12)
Then, for I ∈ DT (X)T specified by partition data {λij, pii} we have
χ(O/I) =
∑
i
χ(pii) +
∑
i,j
χ(λij, (lij, l
′
ij)). (4.13)
4.2. Factorization of components of the partition function. We rewrite (2.2)
as
ZDT (X) =
∑
I∈DT (X)T
Qχ(O/I)u[O/I]aˆ(T virI ).
We now write ZDT (X) in terms of expressions associated to the vertices and edges
of ∆(X). Let I ∈ DT (X)T be given by the configuration {λij, pii}. Then, by (4.8),
we have
aˆ(T virI ) =
∏
i
aˆ
(
Vpii(wi1 , wi2 , wi3)
)∏
ij
aˆ
(
Eλij ,(lij ,l′ij)(wi1 , wi2 , wi3)
)
,
while
Qχ(O/I) =
∏
i
Qχ(pii)
∏
ij
Qχ(λij ,(lij ,l
′
ij)), u[O/I] =
∏
ij
u|λij |[Cij ].
Given two-dimensional partitions λ1, λ2, λ3, set P (λ1, λ2, λ3) to be the set of three-
dimensional partitions pi whose asymptotics are given by λ1, λ2, λ3; that is
P (λ1, λ2, λ3) =
{
pi a three–dimensional partition | pi(k) = λk, k ∈ {1, 2, 3}
}
.
Then, set
Eˆ(λ, (l, l′))(wi1 , wi2 , wi3) = Q
χ(λ,(l,l′))aˆ
(
Eλ,(l,l′)(wi1 , wi2 , wi3)
)
,
and
Vˆ (λ, µ, ν)(wi1 , wi2 , wi3) =
∑
pi∈P (λ,µ,ν)
Qχ(pi)aˆ
(
Vpi(wi1 , wi2 , wi3)
)
.
We may then write ZDT (X) as∑
{λij}
(∏
ij
u|λij |[Cij ]Eˆ(λij, (lij, l′ij))(wi1 , wi2 , wi3)
∏
i
Vˆ (λi1, λi2, λi3)(wi1 , wi2 , wi3)
)
,
(4.14)
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where the sum is over all assignments of two-dimensional partitions to the bounded
edges of ∆(X).
The expression Vˆ (λ, µ, ν) is called the K-theoretic equivariant vertex.
4.2.1. Reduced partition function. The reduced K-theoretic partition function admits
a similar expression. From (4.14), we see
ZDT (X)|u=0 =
∏
i
Vˆ (∅,∅,∅)(wi1 , wi2 , wi3),
so that we may write Z ′DT (X) as∑
{λij}
(∏
ij
u|λij |[Cij ]Eˆ(λij, (lij, l′ij))(wi1 , wi2 , wi3)
∏
i
Vˆ (λi1, λi2, λi3)(wi1 , wi2 , wi3)
Vˆ (∅,∅,∅)(wi1 , wi2 , wi3)
)
.
(4.15)
The expression Vˆ (∅,∅,∅) is completely characterized by Nekrasov’s formula (3.1),
so that the difference between ZDT (X) and Z
′
DT (X) is an easily understood prefactor;
however, our formulas will be more concise when formulated in terms of Z ′DT (X).
Consequently, we set
Vˆ ′(λi1, λi2, λi3)(wi1 , wi2 , wi3) =
Vˆ (λi1, λi2, λi3)(wi1 , wi2 , wi3)
Vˆ (∅,∅,∅)(wi1 , wi2 , wi3)
to be the vertex contribution normalized by the contribution of the Hilbert scheme
of points.
4.3. Preferred limits of vertex and edge contributions. We analyze the be-
havior of certain edge contributions Eˆ(λ, (l, l′)) and vertex contributions Vˆ (λ, µ, ν)
under certain one-parameter subgroups.
4.3.1. Rigidity. The symmetry (4.9) enjoyed by the vertex and edge contributions
ensures that each contribution behaves well under generic one-parameter subgroups.
Let A ⊂ T be the Calabi Yau subtorus ker(κ). As A is two-dimensional, we call
one-parameter subgroups σ : C× → A slopes.
It is explained in [MNOP] that no weight appearing in T virI for I ∈MT is a power
of κ. Let w be a weight appearing in Defvir, and σ : C× → A be a slope such that
w(σ(z)t) = zrw(t) where r 6= 0. Then, we have
lim
z→0
( κ
w(σ(z)t)
)1/2 − ( κ
w(σ(z)t)
)−1/2
(w(σ(z)t))1/2 − (w(σ(z)t))−1/2 = limz→0
z−r/2( κ
w
)1/2 − zr/2( κ
w
)−1/2
zr/2w1/2 − z−r/2w−1/2
=
{
−κ1/2 if r > 0
−κ−1/2 if r < 0 (4.16)
Let V be a T -character such that
V = −V ∨ · κ
and σ : C× → A be a V -generic slope; recall that, in this context, generic means
that w(σ(z)t) 6= w(t) for all w appearing in V . As in [NO], we set indσ(V ) to be the
number of weights of V that are attracting with respect to σ (in the sense of Section
3.3) minus the number of weights that are repelling with respect to σ.
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It follows from (4.16) that
(Vˆ )σ = (−κ1/2)indσ(V ).
Given (r1, r2, r3) ∈ Z such that r1 +r2 +r3 = 0, we let σ(r1, r2, r3) : C× → A denote
the slope
z 7→ (zr1 , zr2 , zr3).
Set q = −Qκ1/2 and t = −Qκ−1/2. We separately compute the limits Eσλij ,(l,l′) and
V σpi as functions of q and t. These limits do not seem to admit a concise expression in
terms of the partition data for arbitrary slopes σ. However, as observed in [NO, Sec.
8], when one of the exponents rk has very small magnitude compared to the others,
these limits simplify considerably. Such σ are called preferred slopes.
4.3.2. Edge limits. For the two Calabi-Yau threefolds X we consider in Section 5
(and for essentially any X for which the methods of this paper can produce nontrivial
identities), the possible normal bundles to a T -fixed rational curve Cij ⊂ X are
O(−1)⊕O(−1) and O⊕O(−2). We compute the limits of the edge terms Eˆλ associated
to these two configurations.
We first consider a T -fixed rational curve whose normal bundle in X is O(−1) ⊕
O(−1), as depicted in Figure 5.
t1t3
t2
t−1
1
t1t2
t1t3
Figure 5. The weights along a T -fixed rational curve with normal
bundle O(−1)⊕ O(−1)
We compute
Eλ,(−1,−1) =
Tλ(t2, t3)
1− t−11
+
Tλt(t1t3, t1t2)
1− t1
=
∑
∈λ
1− t−l()+a()1
1− t−11
t
−l()
2 t
a()+1
3 +
1− tl()−a()1
1− t−11
t
l()+1
2 t
−a()
3
=
∑
∈λ | a()≤l()
(1 + · · ·+ t−l()+a()1 )t−l()2 ta()+13
+
∑
∈λ | a()≤l()
−(t1 + · · ·+ tl()−a()+11 )tl()+12 t−a()3
+
∑
∈λ | a()>l()
−(t1 + · · ·+ t−l()+a()1 )t−l()2 ta()+13
+
∑
∈λ | a()>l()
+(1 + · · ·+ tl()−a()+11 )tl()+12 t−a()3 .
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We conclude the following.
σ = σ(r1, r2, r3) indσ(Eλ,(−1,−1))
r1  r2 > 0 r3 (||λt||2 − ||λ||2)/2
r2  r1 > 0 r3 (||λt||2 − ||λ||2)/2
r1  r3 > 0 r2 (||λ||2 − ||λt||2)/2
r3  r1 > 0 r2 (||λ||2 − ||λt||2)/2
r2  r3 > 0 r1 (||λt||2 − ||λ||2)/2
r3  r2 > 0 r1 (||λ||2 − ||λt||2)/2
The indices for remaining preferred σ are determined by the relation
indσ(−r1,−r2,−r3)(V ) = −indσ(r1,r2,r3)(V ).
By (4.12), we have
χ(λ, (−1,−1)) = ||λ||
2 + ||λt||2
2
.
We conclude the following.
Proposition 4.1. The limits of the edge contribution Eˆ(λ, (−1,−1)) under preferred
slopes σ are as follows.
σ = σ(r1, r2, r3) Eˆ(λ, (−1,−1))σ
r1  r2 > 0 r3 t ||λ
t||2
2 q
||λ||2
2
r2  r1 > 0 r3 t ||λ
t||2
2 q
||λ||2
2
r1  r3 > 0 r2 t ||λ||
2
2 q
||λt||2
2
r3  r1 > 0 r2 t ||λ||
2
2 q
||λt||2
2
r2  r3 > 0 r1 t ||λ
t||2
2 q
||λ||2
2
r3  r2 > 0 r1 t ||λ||
2
2 q
||λt||2
2
We repeat the same procedure for a T -fixed rational curve in X with normal bundle
O⊕ O(−2), as depicted in Figure 6.
t1
t3
t2
t−1
1
t2
t2
1
t3
Figure 6. The weights along a T -fixed rational curve with normal
bundle O⊕ O(−2)
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We then compute
Eλ,(0,−2) =
Tλ(t2, t3)
1− t−11
+
Tλt(t
2
1t3, t2)
1− t1
=
∑
∈λ
1− t2a()+11
1− t−11
t
−l()
2 t
a()+1
3 +
1− t−2a()−11
1− t−11
t
l()+1
2 t
−a()
3
=
∑
∈λ
(1 + t−11 + · · ·+ t−2a()1 )tl()+12 t−a()3 − (t1 + · · ·+ t2a()+11 )t−l()2 ta()+13 .
and conclude the following.
σ = σ(r1, r2, r3) indσ(Eλ,(0,−2))
r1  r2 > 0 r3 |λ|
r2  r1 > 0 r3 ||λ||2
r1  0 > r2  r3 −|λ|
r2  0 > r1  r3 ||λ||2
By (4.12), we have χ(λ, (0,−2)) = ||λ||2. We conclude the following.
Proposition 4.2. The limits of the edge contribution Eˆ(λ, (0,−2)) under preferred
slopes are as follows.
σ = σ(r1, r2, r3) Eˆ(λ, (0,−2))σ
r1  r2 > 0 r3 q ||λ||
2+|λ|
2 t
||λ||2−|λ|
2
r2  r1 > 0 r3 q||λ||2
r1  0 > r2  r3 q ||λ||
2−|λ|
2 t
||λ||2+|λ|
2
r2  0 > r1  r3 q||λ||2
r3  0 > r2  r1 q ||λ||
2−|λ|
2 t
||λ||2+|λ|
2
r3  0 > r1  r2 t||λ||2
r3  r2 > 0 r1 q ||λ||
2+|λ|
2 t
||λ||2−|λ|
2
r3  r1 > 0 r2 t||λ||2
4.3.3. Vertex limits. We recall from [NO, Sec. 8] how to write indσ(Vpi(t1, t2, t3)) for
preferred σ as a sum over the boxes of pi.
Some notation is needed. Fix a two-dimensional partition ν ⊂ Z2≥0, and let c−i and
c+i denote the ordered values of b2 − b1 when (b1, b2) are among the inner and outer
corners of ν, respectively; see Figure 7.
To be precise, suppose n1 > . . . > nd(ν) are the distinct parts occuring in ν, and
ν is the partition in which the part ni occurs with nonzero multiplicity mi. Then for
i = 0, · · · , d(ν), we set
c−i = ni+1 −
i∑
j=1
mj,
(here nd(ν) + 1 = 0), and for i = 1, . . . , d(ν), we set
c+i = ni −
i∑
j=1
mj.
When ν = ∅, the only corner is c−0 = 0.
We then define a function ψν : Z3≥0 → {1,−1} as follows:
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c−
0
= 3
c+
1
= 1
c−
1
= −1
c+
2
= −3
c−
2
= −4
Figure 7. The partition λ = (3, 3, 1, 1) with corners labeled
ψν(b1, b2, b3) =

1 if b2 − b1 ≥ c−0
or c+i > b2 − b1 ≥ c−i for some i
−1 if c−i > b2 − b1 ≥ c+i+1
or c−d(ν) > b2 − b1 for some i.
In particular, when ν is empty, we have
ψ∅(b1, b2, b3) =
{
1 if b2 − b1 ≥ 0
−1 if b2 − b1 < 0.
A formula for indσ(pi) for preferred slopes σ is found in [NO].
Theorem 4.3. [NO, Theorem 2] For r1  r3 > 0 r2, we have
indσ(r1,r2,r3)(Vpi(t1, t2, t3)) =
∑
{∈pi | 6∈pi〈3〉}
ψν()−
∑
∈pi〈1〉
ψ0()−
∑
∈pi〈2〉
ψ0().
(4.17)
As ψν(b1, b2, b3) = ψ0(b1, b2, b3) when |b2 − b1|  0, the sum in (4.17) is finite.
Analagous results of Theorem 4.3 hold for any preferred slope σ, and when t1, t2, t3
are replaced by arbitrary wi1 , wi2 and wi3 satisfying wi1wi2wi3 = κ.
Note the similarity between (4.11) and (4.17). Define Ψν : Z3≥0 → {q, t} to be the
composition of ψν with the function
{1,−1} → {t, q}
sending 1 7→ t and −1 7→ q. For N > 0, set
BN = {(b1, b2, b3)| 0 ≤ bk ≤ N for k = 1, 2, 3}.
Combining (4.11) and (4.17), we obtain the following.
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Corollary 4.4. Let σ = (r1, r2, r3). Then, for r1  r3 > 0 r2 and N  0, we have
Qχ(pi)aˆ(Vpi(t1, t2, t3))
σ(r1,r2,r3) =
∏
{∈pi∩BN | 6∈pi〈3〉}
Ψν()∏
∈BN∩pi〈1〉
Ψ0()
∏
∈BN∩pi〈2〉
Ψ0()
. (4.18)
If pi ∈ P (λ, µ, ν), then for N  0, we have∏
∈BN∩pi〈1〉
Ψ0() = qN |λ|t|λ|t
||λt||2−|λ|
2 ,
and ∏
∈BN∩pi〈2〉
Ψ0() = tN |µ|t|µ|q
||µ||2−|µ|
2 .
The limit Vˆ (λ, µ, ν)σ can then be computed by summing (4.18) over all partitions
pi ∈ P (λ, µ, ν). Note that there are no values of (r1, r2, r3) and N for which (4.18)
holds simultaneously for all pi ∈ P (λ, µ, ν). However, for any fixed m ∈ Z one may
choose Rm, R
′
m and Nm ∈ Z such that for any pi ∈ P (λ, µ, ν), (r1, r2, r3) ∈ Z3 and
N > 0 satisfying
χ(pi) ≤ m, r1 > Rm > R′m > r3 > 0 > r2, and N > Nm,
the equation (4.18) holds. In plainer language, any individual term of the limit
Vˆ (λ, µ, ν)σ(r1,r2,r3)
stabilizes as r1  r3 > 0 r2, and can be computed using (4.18).
Applying (4.18), when r1  r3 > 0 r2 we have
Vˆ (λ, µ, ν)σ(r1,r2,r3) =
∑
pi∈P (λ,µ,ν)
lim
N→∞
(
t−
||λt||2−|λ|
2 q−
||µ||2−|µ|
2
qN |λ|t|λ|tN |µ|t|µ|
∏
{∈pi∩BN | 6∈pi〈3〉}
Ψν()
)
.
(4.19)
A general framework for evaluating such sums was introduced in [OR]. Namely, given
a partition pi ∈ P (λ, µ, ν), the configuration pi/pi〈3〉 can be regarded as a sequence
of two-dimensional partitions whose interlacing behavior is read off from ν. Sums of
the form (4.19) can then be evaluated using a transfer matrix approach, where each
such two-dimensional partition is assigned a weight using Ψν .
This procedure is carried out in [IKV, Eqn (150)] and yields the answer
∑
pi∈P (λ,µ,ν)
lim
N→∞
∏
{∈pi∩BN ,6∈pi〈3〉}
Ψν()
qN |λ|t|λ|tN |µ|t|µ|
=
t
−|λ|
2 q
−|µ|
2
∑
η
(q
t
) |η|
2 sλ/η(t
−ρq−ν
t
)sµt/η(q
−ρt−ν)∏
i,j≥0
(1− qitj+1)
∏
∈ν
(1− ql()ta()+1)
.
Here t−ρ denotes the sequence
(t1/2, t3/2, t5/2, · · · );
the symbol t−λ denotes the sequence (t−λ1 , t−λ2 , · · · , ) and products of sequences are
taken termwise. The symbols sλ/η denote skew Schur polynomials; see, for example,
[IK-P, App. A] for a concise introduction.
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After incorporating the remaining factor
t−
||λt||2−|λ|
2 q−
||µ||2−|µ|
2 ,
we deduce that for r1  r3 > 0 r2, we have
Vˆ (λ, µ, ν)σ(r1,r2,r3) =
t
−||λt||2
2 q−
||µ||2
2
∑
η
(q
t
) |η|
2
sλ/η(t
−ρq−ν
t
)sµt/η(q
−ρt−ν)∏
i,j≥0
(1− qitj+1)
∏
∈ν
(1− ql()ta()+1)
.
In particular, we have
Vˆ (∅,∅,∅)σ(r1,r2,r3) =
1∏
i,j≥0(1− qitj+1)
; (4.20)
Note that this equality also follows directly from Nekrasov’s formula (3.1).
In the same manner, or using symmetries of the expression Vˆ (λ, µ, ν), we can
evaluate the limit for any preferred slope.
Set
C(λ, µ, ν)(t, q) =
t−
||λt||2
2 q−
||µ||2
2∏
∈ν
(1− ql()ta()+1)
∑
η
(q
t
) |η|
2
sλ/η(t
−ρq−ν
t
)sµt/η(q
−ρt−ν);
up to a prefactor, this is the refined topological vertex used in [IKV]. We conclude
the following.
Proposition 4.5. The limits of the normalized vertex contribution Vˆ ′(λ, µ, ν) under
preferred slopes σ are as follows.
σ = σ(r1, r2, r3) Vˆ
′(λ, µ, ν)σ
r1  r3 > 0 r2 C(λ, µ, ν)(t, q)
r1  0 > r3  r2 C(µt, λt, νt)(q, t)
r2  r3 > 0 r1 C(µt, λt, νt)(t, q)
r2  0 > r3  r1 C(λ, µ, ν)(q, t)
Note that there are four different choices of preferred slope corresponding to a given
choice of preferred direction for the refined topological vertex.
5. Dualities for tautological classes on (C2)[n]
In this section, we prove Theorem 1.2. For now, let X be either of the toric
Calabi-Yau threefolds X1 and X2 given by the toric diagrams with action of a three-
dimensional torus T = diag(t1, t2, t3) as labeled in Figure 8 and Ka¨hler parameters
m1, m2, m3, m4, u, v,
corresponding to uβi for generators βi of H2(X;Z)eff as labeled in Figure 9.
As before, let T˜ be the double cover of T on which the character (t1t2t3)
1/2 is defined
and let A ⊂ T be the Calabi-Yau subtorus ker(κ); then T˜ acts on X via the map
T˜ → T . For these two geometries, the possible non-compact directions of DT (X) are
those pointing vertically or horizontally in Figure 8; these are all of the form
ti1(t1t2t3)
j/2, ti2(t1t2t3)
j/2.
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t1t3
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−1
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1
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1
t3
t−2
1
t−1
3
t2
1
t2t3
t1t3
t2
2
t3
t−2
2
t−1
3
t−1
2
t2t3 t1t
2
2
t3
t2
1
t2
2
t3
t2
1
t2
2
t3
t1t
2
2
t3
t2
1
t2t3
t1
t3 t2
t−1
3
t2t3
t1t3
t−1
1
t2
t2
1
t3
t−2
1
t−1
3
t2
1
t2t3
t1t3
Figure 8. The Calabi-Yau threefolds X1 and X2, respectively, with
T -weights labeled
u u
v
v
m1
m2
m3
m4
u
m1
m2
Figure 9. The Calabi-Yau threefolds X1 and X2, respectively, with
Ka¨hler parameters labeled
Let M be a component of DT (X). By (4.16), the function χ(M, O˜vir) is A-balanced.
Let σ(r1, r2, r3) be the one-parameter subgroup C× → A given by
z 7→ (zr1 , zr2 , zr3).
For M -generic σ(r1, r2, r3), Theorem 1.5 implies that the value of the limit
χ(M, O˜vir)σ(r1,r2,r3)
depends only on the signs of r1 and r2.
The same result holds when DT (X) is replaced by the Hilbert scheme of points
DT0(X); this can also be seen directly from Nekrasov’s formula, or its corollary (4.20).
We conclude the following.
Corollary 5.1. For r3  r2 > 0 r1 and s2  0 > s1  s3, we have
Z ′DT (X)
σ(r1,r2,r3) = Z ′DT (X)
σ(s1,s2,s3). (5.1)
While sufficient to establish our results for Hilbert schemes, we remark that our
notion of non-compact weight does not produce the strongest expected results of
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the form of Corollary 5.1. Namely, if one assumes the K-theoretic DT/stable pairs
correspondence ([NO, (16)]), then non-compact weights should be replaced by weights
corresponding to directions in which curves in X may escape to infinity. Such a
reformulation would imply stronger versions of Corollary 5.1 for some threefolds not
considered in this paper. For example, the space of effective curves in KP1×P1 is
compact; the K-theoretic DT/stable pairs correspondence would then imply that, for
generic σ, the limit Z ′DT (KP1×P1)
σ does not depend on σ.
5.1. Evaluation of limits. To apply Corollary 5.1, we evaluate the limits (5.1).
The technique of [IK-P] for computing partition functions using the topological
vertex also works for the refined topological vertex. The strategy is to make repeated
use of the following identities involving skew Schur polynomials:∑
λ
u|λ|sλ/η1
(
(xi)
)
sλ/η2
(
(yj)
)
=
1∏
i,j
(1− uxiyj)
∑
λ
u|λ|sη1/λ
(
(uyj)
)
sη2/λ
(
(uxi)
)
,
∑
λ
u|λ|sλ/η1
(
(xi)
)
sλt/η2
(
(yj)
)
=
∏
i,j
(1 + uxiyj)
∑
λ
u|λ|sηt1/λt
(
(uyj)
)
sηt2/λt
(
(uxi)
)
;
these particular identities may be found, for example, in [Taka].
Adopting notation from [IK-P], for two sequences x = (x0, x1, · · · ), y = (y0, y1, · · · )
and a formal variable m, we set
{x, y}m =
∏
i,j≥0
(1 +mxiyj).
We begin by dividing the toric 1-skeleton of X1 into 8 trivalent vertices and 8
bounded edges. Propositions 4.1, 4.2, and 4.5 enable us to evaluate the corresponding
limits of (4.15).
Let
λ1, λ2, µ1, µ2, κ1, κ2, κ3, κ4 (5.2)
be the two-dimensional partitions assigned to the bounded edges as indicated in
Figure 10.
λ1 λ2
µ1
µ2
κ1
κ2
κ3
κ4
Figure 10. The Calabi-Yau threefold X1 with two-dimensional par-
titions assigned to edges
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Then, for σ(r1, r2, r3) with r3  r2 > 0  r1, the corresponding contribution to
the limit Z ′DT (X)
σ(r1,r2,r3) is the product of the following sixteen terms:
C(κt1,∅,∅)(q, t) = q−
||κ1||2
2 sκt1(q
−ρ),
m
|κ1|
1 t
||κt1||2
2 q
||κ1||2
2 ,
v|µ1|q||µ1||
2
,
C(κ1, λ1, µ
t
1)(t, q) =
t
−||κt1||2
2 q
−||λ1||2
2∏
∈µt1
1− ta()+1ql()
∑
η1
(q
t
) |η1|
2
sκ1/η1(t
−ρq−µ1)sλt1/η1(q
−ρt−µ
t
1),
u|λ1|t
||λ1||2+|λ1|
2 q
||λ1||2−|λ1|
2 ,
m
|κ2|
2 t
||κt2||2
2 q
||κ2||2
2 ,
C(∅, κt2,∅)(q, t) = t−
||κt2||2
2 sκ2(t
−ρ),
C(λt1, κ2, µ2)(t, q) =
t
−||λ1||2
2 q
−||κ2||2
2∏
∈µ2
1− ta()+1ql()
∑
η2
(q
t
) |η2|
2
sλt1/η2(t
−ρq−µ
t
2)sκt2/η2(q
−ρt−µ2),
v|µ2|t||µ2||
2
,
m
|κ3|
3 t
||κ3||2
2 q
||κt3||2
2 ,
C(κt3,∅,∅)(t, q) = t−
||κ3||2
2 sκt3(t
−ρ),
C(κ3, λ2, µ
t
2)(q, t) =
q
−||κt3||2
2 t
−||λ2||2
2∏
∈µt2
1− qa()+1tl()
∑
η3
( t
q
) |η3|
2
sκ3/η3(q
−ρt−µ2)sλt2/η3(t
−ρq−µ
t
2),
u|λ2|t
||λ2||2−|λ2|
2 q
||λ2||2+|λ2|
2 ,
m
|κ4|
4 t
||κ4||2
2 q
||κt4||2
2 ,
C(∅, κt4,∅)(t, q) = q−
||κt4||2
2 sκ4(q
−ρ),
C(λt2, κ4, µ1)(q, t) =
q
−||λ2||2
2 t
−||κ4||2
2∏
∈µ1
1− qa()+1tl()
∑
η4
( t
q
) |η4|
2
sλt2/η4(q
−ρt−µ
t
1)sκt4/η4(t
−ρq−µ1).
The limit Z ′DT (X)
σ(r1,r2,r3) will be the sum of this product over all possible choices
of the two-dimensional partitions (5.2). We first sum over the partitions κi labeling
the outer edges, yielding
∑
κ1
m
|κ1|
1 sκt1(q
−ρ)sκ1/η1(t
−ρq−µ1) = {t−ρq−µ1 , q−ρ}m1 · sηt1(m1q−ρ),
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∑
κ2
m
|κ2|
2 sκ2(t
−ρ)sκt2/η2(q
−ρt−µ2) = {q−ρt−µ2 , t−ρ}m2 · sηt2(m2t−ρ),∑
κ3
m
|κ3|
3 sκ3(t
−ρ)sκt3/η3(q
−ρt−µ2) = {q−ρt−µ2 , t−ρ}m3 · sηt3(m3t−ρ),
and ∑
κ4
m
|κ4|
4 sκ4(q
−ρ)sκt4/η4(t
−ρq−µ1) = {t−ρq−µ1 , q−ρ}m4 · sηt4(m4q−ρ).
Next, we sum over the partitions λi. Incorporating the (t/q)
|λ1|/2 and (q/t)|λ2|/2
factor from the edge contributions into the arguments of the skew-Schur polynomials,
we get
∑
λ1
u|λ1|sλt1/η1
(√ t
q
q−ρt−µ
t
1
)
sλt1/η2(t
−ρq−µ
t
2)
=
∑
λ1
u|λ1|sη2/λt1
(
u
√
t
q
q−ρt−µ
t
1
)
sη1/λt1(ut
−ρq−µ
t
2){√
t
q
q−ρt−µt1 , t−ρq−µt2
}
−u
,
and
∑
λ2
u|λ2|sλt2/η3
(√q
t
t−ρq−µ
t
2
)
sλt2/η4(q
−ρt−µ
t
1)
=
∑
λ2
u|λ2|sη4/λt2
(
u
√
q
t
t−ρq−µ
t
2
)
sη3/λt2(uq
−ρt−µ
t
1){√
q
t
t−ρq−µt2 , q−ρt−µt1
}
−u
.
We then sum over the ancillary partitions ηi associated to each vertex. We have∑
η1
sηt1(m1q
−ρ)sη1/λt1(ut
−ρq−µ
t
2) = {t−ρq−µt2 , q−ρ}m1u · sλ1(m1q−ρ),
∑
η2
sηt2
(
m2
√
q
t
t−ρ
)
sη2/λt1
(
u
√
t
q
q−ρt−µ
t
1
)
= {q−ρt−µt1 , t−ρ}m2u · sλ1
(
m2
√
q
t
t−ρ
)
,∑
η3
sηt3(m3t
−ρ)sη3/λt2(uq
−ρt−µ
t
1) = {q−ρt−µt1 , t−ρ}m3u · sλ2(m3t−ρ),
∑
η4
sηt4
(
m4
√
t
q
q−ρ
)
sη4/λt2
(
u
√
q
t
t−ρq−µ
t
2
)
= {t−ρq−µt2 , q−ρ}m4u · sλ2
(
m4
√
t
q
q−ρ
)
.
Finally, we once again sum over λ1, and λ2, yielding∑
λ1
u|λ1|sλ1(m1q
−ρ)sλ1
(
m2
√
q
t
t−ρ
)
=
1{√
q
t
t−ρ, q−ρ
}
−um1m2
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and ∑
λ2
u|λ2|sλ2(m3t
−ρ)sλ2
(
m4
√
t
q
q−ρ
)
=
1{√
t
q
q−ρ, t−ρ
}
−um3m4
.
We conclude that for r3  r2 > 0 r1, the series Z ′DT (X1)σ(r1,r2,r3) approaches∑
µ1,µ2
v|µ1|+|µ2|
VT
VN
VD
, (5.3)
where
VT =
∏
∈µ1
(1− tl()qa()+1)(1− tl()+1qa())
∏
∈µ2
(1− ql()ta()+1)(1− ql()+1ta()),
VN ={t−ρq−µ1 , q−ρ}m1{q−ρt−µ2 , t−ρ}m2{q−ρt−µ2 , t−ρ}m3{t−ρq−µ1 , q−ρ}m4
· {t−ρq−µt2 , q−ρ}m1u{q−ρt−µ
t
1 , t−ρ}m2u{q−ρt−µ
t
1 , t−ρ}m3u{t−ρq−µ
t
2 , q−ρ}m4u,
and
VD =
{√ t
q
q−ρt−µ
t
1 , t−ρq−µ
t
2
}
−u
{√q
t
t−ρq−µ
t
2 , q−ρt−µ
t
1
}
−u
·
{√q
t
t−ρ, q−ρ
}
−um1m2
{√ t
q
q−ρ, t−ρ
}
−um3m4
.
The limit Z ′DT (X)
σ(s1,s2,s3) for s2  0 > s1  s3 can be computed by the same
procedure, yielding ∑
λ1,λ2
u|λ1|+|λ2|
UT
UN
UD
, (5.4)
where
UT =
∏
∈λ1
(1− ql()ta()+1)(1− ql()+1ta())
∏
∈λ2
(1− tl()qa()+1)(1− tl()+1qa()),
UN ={q−ρt−λ1 , t−ρ}m1{q−ρt−λ1 , t−ρ}m2{t−ρq−λ2 , q−ρ}m3{t−ρq−λ2 , q−ρ}m4
· {q−ρt−λt2 , t−ρ}m1v{q−ρt−λ
t
2 , t−ρ}m2v{t−ρq−λ
t
1 , q−ρ}m3v{t−ρq−λ
t
1 , q−ρ}m4v,
and
UD =
{√q
t
t−ρq−λ
t
1 , q−ρt−λ
t
2
}
−v
{√ t
q
q−ρt−λ
t
2 , t−ρq−λ
t
1
}
−v
·
{√ t
q
q−ρ, t−ρ
}
−vm1m4
{√q
t
t−ρ, q−ρ
}
−vm2m3
.
Starting with the equality of (5.3) and (5.4), we perform a series of specializations
and substitutions to obtain Theorem 1.2. First, set m4 = −
√
q/t; then when λ is
nonempty, we have
{t−ρq−λ, q−ρ}m4 = 0.
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Observe that
{q−ρt−λ, t−ρ}
m′1
√
t
q
=
∏
∈λ1
(1 +m′1q
b1t−b2)
∏
i,j≥0
(1 +m′1q
itj+1). (5.5)
We substitute
m1 = −m′1
√
t
q
, m2 = −m′2
√
t
q
, m3 = −m′3
√
t
q
, u = u′
q
t
, v = v′
q
t
.
Using (5.5), we may rewrite (5.3) as:(∑
µ2
(v′)|µ2|q|µ2|t||µ2||
2−|µ2|
∏
∈µ2
(1−m′2qb1t−b2)(1−m′3qb1t−b2)(1− u′m′1q−b1tb2)
(1− qlta+1)(1− ql+1ta)(1− u′q−b1tb2)
)
·
∏
i,j
(1− u′m′1qi+1tj)(1− u′m′2qi+1tj)
(1− u′qi+1tj)(1− u′m′1m′2qi+1tj)
·
∏
i,j
(1− qi+1tj)(1−m′1qitj+1)(1−m′2qitj+1)(1−m′3qitj+1)
and we rewrite (5.4) as(∑
λ1
(u′)|λ1|q|λ1|t||λ1||
2−|λ1|
∏
∈λ1
(1−m′1qb1t−b2)(1−m′2qb1t−b2)(1− v′m′3q−b1tb2)
(1− qlta+1)(1− ql+1ta)(1− v′q−b1tb2)
)
·
∏
i,j
(1− v′m′2qi+1tj)(1− v′m′3qi+1tj)
(1− v′qi+1tj)(1− v′m′2m′3qi+1tj)
·
∏
i,j
(1− qi+1tj)(1−m′1qitj+1)(1−m′2qitj+1)(1−m′3qitj+1).
Canceling the factors common to both sides, and redistributing terms, we conclude
that the expression
(∑
µ2
(v′)|µ2|
∏
∈µ2
(1−m′2qb1t−b2)(1−m′3qb1t−b2)(1− u′m′1q−b1tb2)
(1− qlta+1)(1− q−l−1t−a)(u′ − qb1t−b2)
)
(5.6)
·
∏
i,j
(1− v′qi+1tj)(1− v′m′2m′3qi+1tj)
(1− v′m′2qi+1tj)(1− v′m′3qi+1tj)
is equal to the expression(∑
λ1
(u′)|λ1|
∏
∈λ1
(1−m′1qb1t−b2)(1−m′2qb1t−b2)(1− v′m′3q−b1tb2)
(1− qlta+1)(1− q−l−1t−a)(v′ − qb1t−b2)
)
(5.7)
·
∏
i,j
(1− u′qi+1tj)(1− u′m′1m′2qi+1tj)
(1− u′m′1qi+1tj)(1− u′m′2qi+1tj)
.
By definition,
∏
i,j
(1− v′qi+1tj)(1− v′m′2m′3qi+1tj)
(1− v′m′2qi+1tj)(1− v′m′3qi+1tj)
= Sym•
(
− v′ q(1−m
′
2)(1−m′3)
(1− q)(1− t)
)
.
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We regard (5.6, 5.7) as power series in u′ and v′ whose coefficients are rational
functions in the remaining variables m′1,m
′
2,m
′
3, q and t. Writing (5.6) in terms of
q−1 and t, we obtain
F (v′,m′2,m
′
3,m
′
1, u
′)(q, t−1)
Sym•
(
− v′ (1−m′2)(1−m′3)
(1−q−1)(1−t)
) ;
similarly (5.7) may be rewritten as
F (u′,m′1,m
′
2,m
′
3, v
′)(q, t−1)
Sym•
(
− u′ (1−m′1)(1−m′2)
(1−q−1)(1−t)
) .
For now, assume Proposition 1.3, which asserts that
Sym•
(
− v′ (1−m
′
2)(1−m′3)
(1− q−1)(1− t)
)
= F (v′,m′2,m
′
3,m
′
1, 0)(q, t
−1).
We conclude that
F (v′,m′2,m
′
3,m
′
1, u)(q, t
−1)
F (v′,m′2,m
′
3,m
′
1, 0)(q, t
−1)
=
F (u′,m′1,m
′
2,m
′
3, v
′)(q, t−1)
F (u′,m′1,m
′
2,m
′
3, 0)(q, t
−1)
.
By definition, the expression F (v,m2,m3,m1, u) is symmetric under m2 ↔ m3. We
conclude that
F (v,m2,m3,m1, u)
F (v,m2,m3,m1, u)
=
F (u,m1,m2,m3, v)
F (u,m1,m2,m3, 0)
=
F (u,m2,m1,m3, v)
F (u,m2,m1,m3, 0)
=
F (v,m1,m3,m2, u)
F (v,m1,m3,m2, 0)
=
F (v,m3,m1,m2, u)
F (v,m3,m1,m2, 0)
=
F (u,m2,m3,m1, v)
F (u,m2,m3,m1, 0)
,
so that Theorem 1.2 follows from Proposition 1.3.
Proposition 1.3, then, is the result of the above procedure applied to the Calabi-
Yau threefold X2 with Ka¨hler parameters as labeled in Figure 9. Let λ the the two-
dimensional partition assigned to the bounded vertical edge of the diagram. Under
the substitutions
m1 = −m′1
√
t
q
, m2 = −m′2
√
t
q
, u = u′
q
t
the limit Z ′DT (X2)
σ(r1,r2,r3) as r3  r2 > 0 r1 becomes:∏
i,j
(1−m′1qitj+1)(1−m′2qitj+1)(1−m′1u′qi+1tj)(1−m′2u′qi+1tj)
(1− u′qi+1tj)(1− u′m′1m′2qi+1tj)
,
while the limit Z ′DT (X2)
σ(s1,s2,s3) as s2  0 > s1  s3 becomes
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(∑
λ
(u′)|λ|q|λ|t||λ||
2−|λ|∏
∈λ
(1−m′1qb1t−b2)(1−m′2qb1t−b2)
(1− qlta+1)(1− ql+1ta)
)
·
∏
i,j
(1−m′1qitj+1)(1−m′2qitj+1).
Applying Corollary 5.1, we obtain∑
λ
(u′)|λ|
∏
λ
(1−m′1qb1t−b2)(1−m′2qb1t−b2)
(1− qlta+1)(1− ql+1ta)(−qb1t−b2) =
∏
i,j
(1− u′m′1qi+1tj)(1− u′m′2qi+1tj)
(1− u′qi+1tj)(1− u′m′1m′2qi+1tj)
;
both sides of this identity are power series in u′ whose coefficients are rational func-
tions in the remaining variables.
By definition,∏
i,j
(1− u′m′1qi+1tj)(1− u′m′2qi+1tj)
(1− u′qi+1tj)(1− u′m′1m′2qi+1tj)
= Sym•
(
u′
q(1−m′1)(1−m′2)
(1− q)(1− t)
)
.
It follows that
F (u′,m′1,m
′
2,m
′
3, 0)(q, t
−1) = Sym•
(
− u′ (1−m
′
1)(1−m′2)
(1− q−1)(1− t)
)
,
proving Proposition 1.3.
6. Tautological bundles on S[n]
Let S be a complex projective smooth surface and L be a line bundle on S. In
this section, we use Theorem 1.2 and Proposition 1.3 to study the holomorphic Euler
characteristics of certain Schur functors of the tautological bundles L[n] on S[n].
The approach has three steps. First, we use the cobordism techniques of Ellingsrud-
Go¨ttsche-Lehn to reduce to the case where S is a toric surface. We then use equi-
variant localization to write such Euler characteristics for toric S in terms of their
equivariant analogs for C2; similar strategies are used in [CO, GK1, GK2], for exam-
ple. Finally, we analyze this special case using the results of the previous section.
6.1. Reduction to toric surfaces. Let m, y, and z be formal parameters, and set
χΛ(S,L) =
∑
k,n≥0
znmkχ(S[n],ΛkL[n]), χSym(S,L) =
∑
k,n≥0
znykχ(S[n], SymkL[n]).
For each n, the Hirzebruch-Riemann-Roch Theorem implies that χΛ and χSym can
be written in the form (1.5). To be precise, if {lni} are the Chern roots of L[n] and
{wnj} are the Chern roots of TS[n], we have
χΛ(S,L) =
∞∑
n=0
zn
∫
S[n]
n∏
i=1
(1 + yelni )
2n∏
j=1
wnj
1− e−wnj
and similarly
χSym(S,L) =
∞∑
n=0
zn
∫
S[n]
n∏
i=1
1
1− yelni
2n∏
j=1
wnj
1− e−wnj .
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By [EGL, Thm 4.2], there exist universal series Ai ∈ Q[m, z], for i = 1, . . . , 4 such
that
χΛ(S,L) = exp(c1(L)
2A1 + c1(L)c1(S)A2 + c1(S)
2A3 + c2(S)A4).
Set
γ(S,L) = (c1(L)
2, c1(L)c1(S), c1(S)
2, c2(S)) ∈ Z4.
If
γ(S, L) =
∑
i
aiγ(Si,Li)
for ai ∈ Z, then
χΛ(S,L) =
∏
i
(χΛ(Si,Li))
ai . (6.1)
Analagous results hold for χSym.
We conclude that χΛ and χSym can be determined for arbitrary (S,L) by their
values on any quadruple {(Si,Li)}i=1,...,4 for which the vectors {γ(Si,Li)} are Q-
linearly independent. Any set of generators {(Si,Li)} of the algebraic cobordism
ring (see [LP]) of surfaces equipped with a line bundle will satisfy this condition. In
particular, such (Si,Li) can be chosen to be toric. We use the 4 generators
(P2,O), (P2,O(1)), (P1 × P1,O), (P1 × P1,O(1)) (6.2)
considered in [EGL, Tz]. These satisfy
γ(P2,O) = (0, 0, 9, 3) γ(P1 × P1,O) = (0, 0, 8, 4)
γ(P2,O(1)) = (1, 3, 9, 3) γ(P1 × P1,O(1, 0)) = (0, 2, 8, 4).
As worked out in [Tz, Prop. 2.3], we have
γ(S,L) = a1γ(P2,O) + a2γ(P2,O(1)) + a3γ(P1 × P1,O) + a4γ(P1 × P1,O(1, 0))
where
a1 = −c1(L)2 + 4χ(OS)− c2(S), a3 = 2c1(L)2 − 2χ(OS)− χ(L) + c2(S)
a2 = c1(L)
2, a4 = −2c1(L)2 − χ(OS) + χ(L). (6.3)
6.2. Reduction to equivariant C2. For the remainder of this section, let T denote
the two-dimensional torus diag(t1, t2). Let S be a toric surface with T -action such
that ST consists of finitely many points and let L be an equivariant line bundle on
S. Then, the series χΛ(S,L) and χSym(S,L) can be read off from the equivariant
geometry near the fixed locus ST .
Namely, let {si} be the points of ST , and let Ui be a toric chart centered at si. Let
wi1 and wi2 denote the tangent weights at si, and let li denote the T -weight of the
fiber Lsi .
The T -action on S induces an action on S[n], and in particular, an action of T on
U
[n]
i for each Ui. The T -fixed points of S
[n] are given by products
∏
i Iλi of T -fixed
ideal sheaves Iλi ⊂ OUi with
∑ |λi| = n. The T -character of the Zariski tangent space
to
∏
i Iλi is ∑
i
Tλi(wi1 , wi2)
while the fiber of L[n] over
∏
i Iλi has torus character∑
i
∑
∈λi
liw
−b1
i1
w−b2i2 .
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Now, suppose T acts on C2 by scaling the coordinate axes by weights w1, w2,
and let O(l) denote the trivial bundle over C2 twisted by a torus weight l. Set
χΛ(C2,O(l))(w1, w2) to be the character of∑
n,k≥0
znmkχ(C2[n],ΛkO(l)[n])
and define χSym(C2,O(l))(w1, w2) analogously. Equivariant localization implies
χΛ(C2,O(l))(w1, w2) =
∑
λ
z|λ|
Λ•
(
T∨λ (w1, w2)
) ∏
∈λ
(1 +mlw−b11 w
−b2
2 ).
Applying equivariant localization to S[n], we obtain
χΛ(S,L) =
∑
{λi}
∏
i
z|λ
i|
Λ•
(
T∨
λi
(wi1 , wi2)
) ∏
∈λi
(1 +mliw
−b1
i1
w−b2i2 )
=
∏
i
∑
λi
z|λ
i|
Λ•
(
T∨
λi
(wi1 , wi2)
) ∏
∈λi
(1 +mliw
−b1
i1
w−b2i2 )
=
∏
i
χΛ(C2,O(li))(wi1 , wi2).
The resulting identity is an equality of equivariant Euler characteristics; to recover
the nonequivariant series, one specializes t1 = t2 = 1.
Again, analogous results hold for χSym.
6.3. Exterior powers. Using Proposition 1.3, we compute χΛ(S,L) for an arbitrary
surface.
Corollary 6.1. For a projective surface S with line bundle L, we have
χ(S[n],ΛkL[n]) =
(
n− k + χ(OS)− 1
n− k
)(
χ(L)
k
)
.
We remark that this result is a specialization of [Sc1][Thm 5.2.1], which specifies
the dimension of each of the individual cohomology groups H i(S[n],ΛkL[n]).
Proof. Let F be as defined in 1.6. We have
χΛ(C2,O(l))(w1, w2) = F (−zml,− 1
ml
, 0, 0, 0)(w1, w2).
Using Proposition 1.3, we compute
F (−zml,− 1
ml
, 0, 0, 0)(w1, w2) = exp
(∑
n>0
−(−zml)
n
n
1− (−1
ml
)n
(1− w−n1 )(1− w−n2 )
)
= exp
(∑
n>0
zn − (−zml)n
n(1− w−n1 )(1− w−n2 )
)
= Sym•
( z − zml
(1− w−11 )(1− w−12 )
)
.
Section 6.1 implies that it suffices to check the corollary when S is toric and L is
torus-equivariant. As in the previous section, let {si} be the torus-fixed points of S;
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let wi1 , wi2 be the tangent weights at si, and let li be the weight of Lsi . Then, as
equivariant series, we have
χΛ(S,L) =
∏
i
χΛ(C2,O(li))(wi1 , wi2)
=
∏
i
Sym•
( z − zmli
(1− w−1i1 )(1− w−1i2 )
)
= Sym•
(∑
i
z − zmli
(1− w−1i1 )(1− w−1i2 )
)
(6.4)
By equivariant localization, under the specialization t1 = t2 = 1, the expression (6.4)
becomes
Sym•
(
zχ(OS)− zmχ(L)
)
=
(1 + zm)χ(L)
(1− z)χ(OS) .

6.4. Symmetric powers. In contrast to exterior powers, there does not seem to be
a reasonable closed form for Euler characteristics of arbitrary symmetric powers of a
tautological bundle. Nonetheless, Theorem 1.2 and Proposition 1.3 are well-suited to
studying such symmetric powers.
We use Theorem 1.2 to rewrite χSym(S,L) as a fraction where the Segre
variable y enters the denominator in a controllable manner. Note that the series
χSym(C2,O(l))(w1, w2) can be obtained by extracting all terms of the series
F (z,m, 0, 0, yl)(w1, w2) of equal z-degree and m-degree. By Theorem 1.2 we have
F (z,m, 0, 0, yl)(w1, w2) =
F (z,m, 0, 0, 0)(w1, w2)
F (yl, 0, 0,m, 0)(w1, w2)
· F (yl, 0, 0,m, z)(w1, w2). (6.5)
The first term on the right hand side can be described using the plethystic exponential;
Proposition 1.3 implies
F (z,m, 0, 0, 0)(w1, w2) = Sym
•
( zm− z
(1− w−11 )(1− w−12 )
)
(6.6)
F (yl, 0, 0,m, 0)(w1, w2) = Sym
•
( −yl
(1− w−11 )(1− w−12 )
)
. (6.7)
By definition,
F (yl, 0, 0,m, z)(w1, w2) =
∑
λ
(yl)|λ|
Λ•
(
T∨λ (w1, w2)
) ∏
∈λ
1−mzw−b11 w−b22
z − wb11 wb22
. (6.8)
Let G(C2,O(l))(w1, w2) denote the series obtained by first extracting the terms of
(6.8) of equal z-degree and m-degree, and then setting m = 1; we have
G(C2,O(l))(w1, w2) =
∑
λ
(yl)|λ|
Λ•
(
T∨λ (w1, w2)
) ∏
∈λ
1− zw−b11 w−b22
−wb11 wb22
.
Consequently, extracting the terms of both sides of (6.5) of equal z-degree and m-
degree, and then setting m = 1 yields
χSym(C2,O(l))(w1, w2) = Sym•
( z + yl
(1− w−11 )(1− w−12 )
)
G(C2,O(l))(w1, w2).
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Suppose S is toric with equivariant line bundle L and let {si}, {wi1 , wi2} and {li}
be the torus-fixed points, tangent weights at fixed points, and weights of L at fixed
points, as before. As T -equivariant Euler characteristics, we have
χSym(S,L) =
∏
i
χSym(C2,O(li))(wi1 , wi2)
=
∏
i
Sym•
( z + yli
(1− w−1i1 )(1− w−1i2 )
)
G(C2,O(li))(wi1 , wi2)
= Sym•
(∑
i
z + yli
(1− w−1i1 )(1− w−1i2 )
)∏
i
G(C2,O(li))(wi1 , wi2).
Set
G(S,L) =
(∏
i
G(C2,O(li))(wi1 , wi2)
)∣∣∣∣
t1=t2=1
.
By equivariant localization,(∑
i
z
(1− w−1i1 )(1− w−1i2 )
)∣∣∣∣
t1=t2=1
= zχ(OS),(∑
i
yli
(1− w−1i1 )(1− w−1i2 )
)∣∣∣∣
t1=t2=1
= yχ(L);
we conclude that
χSym(S,L) =
1
(1− z)χ(OS)(1− y)χ(L)G(S,L). (6.9)
We use (6.9) to compute Euler characteristics of symmetric powers of tautological
line bundles.
In the special case when χ(OS) = 1, we have the following stability result.
Corollary 6.2. Let S be a projective surface with χ(OS) = 1, and let L be a line
bundle on S. Then, for n ≥ k, we have
χ(S[n], SymkL[n]) =
(
χ(L) + k − 1
k
)
;
in particular, the right hand side does not depend on n.
Proof. It suffices to check the result for toric S and equivariant L. As χ(OS) = 1, by
(6.9) we have
χSym(S,L) =
1
(1− z)(1− y)χ(L)G(S,L).
Now, fix k ≥ 0, and set Gk(S,L) to be the sum of all terms of G(S,L) of y-degree
less than or equal to k. As any monomial in G(S,L) has z-degree no larger than
y-degree, we may write
Gk(S,L) =
k∑
j=0
gj(S,L)z
j,
where gj(S,L) ∈ Z[y](t1, t2). Then, for any n ≥ k, the znyk-term of χSym(S,L) is the
yk-term of the expression
1
(1− y)χ(L)
k∑
j=0
gj(S,L) = (1− y)χ(L)Gk(S,L)|z=1.
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But
Gk(S,L)|z=1 = 1;
we conclude that χ(S[n], SymkL[n]) is the yk-coefficient of 1/(1− y)χ(L). 
When χ(OS) 6= 1, the computation in Corollary 6.2 implies that for for fixed k, the
series
∞∑
n=1
znykχ(S[n], SymkL[n])
is determined by Gk(S,L). We conclude the following.
Corollary 6.3. The series
∑∞
n=1 z
nykχ(S[n], SymkL[n]) is determined by its first k
coefficients.
We conclude with a computation of the series
∞∑
n=0
znykχ(S[n], SymkL[n])
for k ≤ 3. For any fixed value of k, the same approach can be used.
Consider the four pairs (6.2). Let (C×)2 act on P2 by
(t1, t2) · [z0, z1, z2] = [z0 : t1z2 : t2z2],
and on P1 × P1 by
(t1, t2) · ([x0 : x1], [y0 : y1]) = ([t1x0 : x1], [t2y0 : y1]);
these actions lift to the bundles O and O(1) on P2 and O and O(1, 0) on P1 × P1.
Let p0, p1 ∈ P1 denote the points [1 : 0] and [0 : 1], respectively. The torus-fixed
points {si}, corresponding tangent weights {wi1 , wi2} and bundle weights {li} for
these surface and bundle pairs are given in the following table.
(S,L) {si} {(wi1 , wi2)} {li}
(P2,O) {[1 : 0 : 0], [0 : 1 : 0], {(t1, t2), (t−11 , t−11 t2), {1, 1, 1}
[0 : 0 : 1]} (t−12 , t1t−12 )}
(P2,O(1)) {[1 : 0 : 0], [0 : 1 : 0], {(t1, t2), (t−11 , t−11 t2), {1, t−11 , t−12 }
[0 : 0 : 1]} (t−12 , t1t−12 )}
(P1 × P1,O) {(p0, p0), (p0, p1), {(t−11 , t−12 ), (t−11 , t2), {1, 1, 1, 1}
(p1, p0), (p1, p1)} (t1, t−12 ), (t1, t2)}
(P1 × P1,O(1, 0)) {(p0, p0), (p0, p1), {(t−11 , t−12 ), (t−11 , t2), {t−11 , t−11 , 1, 1}
(p1, p0), (p1, p1)} (t1, t−12 ), (t1, t2)}
Using these weights, we can compute G(S,L) up to any given degree in y. For
example, computing up to degree 4, we obtain
G4(P2,O) = 1− y + zy + z2y3 − z3y3 + 11z3y4 − 11z4y4
G4(P2,O(1)) = 1− 3y + 3zy + 3y2 − 3zy2 − y3 + zy3 − 6z3y4 + 6z4y4
G4(P1 × P1,O) = 1− y + zy + 2z2y3 − 2z3y3 + 5z2y4 − 8z3y4 + 3z4y4
G4(P1 × P1,O(1, 0)) = 1− 2y + 2zy + y2 − zy2 + 4z2y3 − 4z3y3
+ 15z2y4 − 51z3y4 + 36z4y4.
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Let S be an arbitrary projective surface with line bundle L. Recall the integers ai
from (6.3) defined in terms of the numerics of (S,L). By (6.1), we have
χSym(S,L) =
(G(P2,O))a1(G(P2,O(1)))a2(G(P1 × P1,O))a3(G(P1 × P1,O(1, 0)))a4
(1− z)χ(OS)(1− y)χ(L) .
Expanding up to degree 3 in y, we obtain
∞∑
n=0
znχ(S[n],OS[n]) =
1
(1− z)χ(OS) ,
∞∑
n=0
znχ(S[n],L[n]) =
1
(1− z)χ(OS)χ(L)z,
∞∑
n=0
znχ(S[n], Sym2L[n]) =
1
(1− z)χ(OS)
(
χ(L⊗2)z +
((χ(L) + 1
2
)
− χ(L⊗2)
)
z2
)
,
∞∑
n=0
znχ(S[n], Sym3L[n]) =
1
(1− z)χ(OS)
(
χ(L⊗3)z
+
(
χ(L⊗2)χ(L)− χ(L⊗3)− χ(TS∨ ⊗ L⊗3)
)
z2
+
((χ(L) + 2
3
)
− χ(L⊗2)χ(L) + χ(TS∨ ⊗ L⊗3)
)
z3
)
,
where we haved used the following consequences of the Hirzebruch-Riemann-Roch
theorem:
χ(L⊗k) = χ(OS) +
1
2
(k2c1(L)
2 + kc1(L)c1(S))
and
χ(TS∨ ⊗ L⊗3) = 2χ(L⊗3)− c2(S)− 3c1(L)c1(S).
We conclude the following.
Corollary 6.4. We have
χ(S[n],OS[n]) =
(
χ(OS) + n− 1
n
)
(6.10)
χ(S[n],L[n]) =
(
χ(OS) + n− 2
n− 1
)
χ(L) (6.11)
χ(S[n], Sym2L[n]) =
(
χ(OS) + n− 3
n− 1
)
χ(L⊗2) +
(
χ(OS) + n− 3
n− 2
)(
χ(L) + 1
2
)
(6.12)
χ(S[n], Sym3L[n]) =
(
χ(OS) + n− 3
n− 1
)
χ(L⊗3)
+
(
χ(OS) + n− 4
n− 2
)(
χ(L⊗2)χ(L)− χ(TS∨ ⊗ L⊗3))
+
(
χ(OS) + n− 4
n− 3
)(
χ(L) + 2
3
)
(6.13)
The individual cohomology groups of bundles SymkL[n] have also been studied in
connection with the strange duality conjecture for P2. Namely, equation (6.11) is
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shown in [EGL, Prop 5.6(ii)], and (6.12, 6.13) are consequences of [Sc2, Thm 5.25].
In the cases when n = 2 or 3, equation (6.12) is also a consequence of [Da, Thm 1.1,
1.2]. We remark that the methods of this section are equally well-suited to computing
the values χ(S[n], SymkL
[n]
1 ⊗DL2) studied for example in [Da, Sc2]; here, given a line
bundle L on S, the line bundle DL denotes the pullback under the Hilbert-Chow
morphism of the bundle Ln/Sn on SymnS.
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