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Abstract
In the present work we introduce a computational approach to the absolute
rovibrational quantum partition function using the path-integral formalism
of quantum mechanics in combination with the nested sampling technique.
The numerical applicability of path-integral nested sampling is demonstrated
for small molecules of spectroscopic interest. The computational cost of the
method is determined by the evaluation time of a point on the potential-
energy surface (PES). For efficient PES implementations, the path-integral
nested-sampling method can be a viable alternative to the direct Boltzmann
summation technique of variationally computed rovibrational energies, espe-
cially for medium-sized molecules and at elevated temperatures.
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Introduction
In order to build useful databases for the modelling of radiative and chemical pro-
cesses which take place under exotic conditions in the laboratory, on Earth, in the
interstellar space, or in the atmosphere of distant exoplanets, we need access to accu-
rate quantum partition functions and thermodynamic data for polyatomic molecules
over a wide temperature range.1–4 As Ref.2 points out “the [absolute] partition func-
tion is necessary to establish the correct temperature dependence of spectral lines
and their intensity”.
The quantum partition function of small molecular systems is usually calculated
as the Boltzmann sum of variationally computed rovibrational energies including
appropriate factors, which account for both the degeneracies and the spin-statistical
weights. Although, the direct variational solution of the rovibrational Schro¨dinger
equation5–8 provides all quantum dynamical information about the molecule, it is
computationally feasible only for the smallest systems. And even for these, converg-
ing the value of the partition function at elevated temperatures has been considered
as a challenging task,1–4 the variational computation of an increasing number of rovi-
brational energies is tedious, and near or beyond the lowest dissociation threshold
it is non-trivial.9
In order to overcome this problem, approximations to this rigorous approach can
be made, e.g., the quantum partition function is very often estimated within the
harmonic-oscillator-rigid-rotor model. However, the relative error of the quantum
partition function from this model is several percent10 in an ideal case, moreover,
this model is often qualitatively incorrect, e.g., for molecules with several torsional
degrees of freedom.
Instead of looking for approximate models, we can settle for certain integral
properties without explicitly computing the fully detailed quantum dynamical in-
formation. In this spirit, thermodynamic quantities of complex systems are usually
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calculated using the path-integral formalism of quantum mechanics.11,12 For the
theoretical description and understanding of many chemically interesting processes,
we need only relative quantities, e.g., free-energy differences, and there are efficient
approaches for computing a variety of these. Furthermore, corrections to simple
model systems can be determined. For example, anharmonic corrections in larger
systems (in which rotations are neglected or assumed to be separable) have been ob-
tained using path-integral Monte Carlo techniques and thermodynamic integration
starting from uncoupled quantum harmonic oscillators as a reference.13–16 Later,
not only anharmonicities but also the rotation-vibration coupling was fully included
in the path-integral computation of equilibrium isotope effects.17 In a series of pa-
pers18–22 Truhlar and co-workers elaborated on the Monte Carlo Fourier path integral
method which gives access to the absolute rotational-vibrational partition function
of molecules (with the full inclusion of anharmonicities and rotation-vibration cou-
pling). The separable rotations approximation was found to be in an error of 7 %
with respect to the exact result for small triatomic molecules.20 Most recently, fur-
ther developments of this method made it possible to compute the rovibrational
partition function of the methane molecule up to 3000 K.23,24 Ref.25 presented a
path-integral Monte Carlo computation of the quantum mechanical rovibrational
partition function and numerical results for the diatomic hydrogen molecule. It was
pointed out also in this work that path-integral based methods automatically include
contributions from unbound states, which can be accounted for by the variational-
Boltzmann summation technique only in a very approximate manner.
As to van-der-Waals complexes, in which contributions from unbound states are
significant already at moderate temperatures, a highly efficient path-integral Monte
Carlo approach was developed for the second virial coefficient,26 which is related to
the ratio of the dimer’s to the monomers’ partition function. Recent applications of
this method include the H2·CO dimer using a flexible spectroscopic PES.27
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In the present work we describe and present the first numerical applications
of path-integral nested sampling, a novel path-integral method which provides the
absolute rovibrational quantum partition function value (including all anharmonic
“effects” and rovibrational coupling) for molecular systems with an “arbitrary” con-
nectivity. Nested sampling28,29 has already been successfully used for a series of
different classical systems30–33 to compute absolute thermodynamic quantities with-
out having to have any a priori knowledge of the particular shape and location of
the important basins in the configuration space. In the numerical applications, we
focus on a temperature range (above a particular value – typically above 100 K)
in which the effect of the spin-statistical weights (SSW) can be accounted for by a
simple multiplication of the partition function computed without SSWs (more pre-
cisely, with equal SSWs),2,4 which is straightforwardly obtained with path-integral
nested sampling.
Quantum Hamiltonian and partition function
The quantum nuclear Hamiltonian of a molecule of N atoms (in atomic units) is
Hˆ ′ = −
N∑
i=1
∑
α
1
2mi
∂2
∂r2iα
+ V (|ri − rj|), (1)
where mi are the masses associated to the nuclei, α = 1(x), 2(y), 3(z) labels the
laboratory-frame (LF) axes, and V (|ri − rj|) is the potential energy surface (PES),
which depends on the relative positions of the nuclei for an isolated system. The
energy-spectrum of Hˆ ′ is continuous due to the overall translation of the system.
In the present work, we separate off the overall translation: subtract the kinetic
energy of the center of mass (TˆCM) and introduce Jacobi Cartesian coordinates,
xiα (i = 1, . . . , N − 1). We chose Jacobi coordinates because the corresponding
Hamiltonian has a simple form, similar to Eq. (1), without any derivative cross
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terms:
Hˆ = Hˆ ′ − TˆCM
= −
N−1∑
i=1
∑
α
1
2µi
∂2
∂x2iα
+ V (|ri − rj|) (2)
only the mi physical masses are replaced with the µi (i = 1, . . . , N − 1) reduced
masses corresponding to the selected Jacobi coordinate set (see Appendix). Eigen-
values of Hˆ are the rotation-vibration energies, Ei, and the corresponding rotation-
vibration partition function is
Q(β) = Tr
[
e−βHˆ
]
=
nmax∑
n=1
e−βEi , (3)
where the last equality holds if only bound states are populated at temperature
T = 1/(kBβ) (kB is the Boltzmann constant). Obviously, the partition function
corresponding to the full, laboratory-fixed Hamiltonian, Hˆ ′, is related to the rovi-
brational partition function, Eq. (3), as
Q′(β) = Tr
[
e−βHˆ
′
]
= Tr
[
e−β(Hˆ+TˆCM)
]
= Q(β) ·QCM(β), (4)
where QCM(β) is the translational partition function of the center of mass:
34
QCM(β) =
V
Λ3
with Λ = h
(
β
2piM
) 1
2
(5)
and M is the total mass. Since we use the Jacobi Hamiltonian, Eq. (2), in the present
work, we obtain to the rotational-vibrational partition function (without the QCM
term).
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Path-integral formalism
Using the path-integral formalism of quantum mechanics and the Trotter factoriza-
tion of an exponential function of two non-commutative (in this case the kinetic
and the potential energy) operators, we write the quantum partition function in the
form:
Q(β) =
∫
〈r(1)|e−βHˆ |r(1)〉 dr(1)
=
∫
〈r(1)|
(
e−βM Hˆ
)M
|r(1)〉 dr(1)
=
∫
〈r(1)|e−βM Hˆ |r(2)〉 . . . 〈r(M−1)|e−βM Hˆ |r(M)〉〈r(M)|e−βM Hˆ |r(1)〉 dr(1) . . . dr(M)
(6)
≈
∫
. . .
∫
〈r(1)|e−βM Vˆ /2e−βM Tˆ e−βM Vˆ /2|r(2)〉 . . .
〈r(M−1)|e−βM Vˆ /2e−βM Tˆ e−βM Vˆ /2|r(M)〉 . . .
〈r(M)|e−βM Vˆ /2e−βM Tˆ e−βM Vˆ /2|r(1)〉 dr(1) . . . dr(M), (7)
where βM = β/M , r
(j) labels the coordinates of the the path-integral beads
(j = 1, . . . ,M), and Tˆ and Vˆ are the quantum mechanical kinetic and potential
energy operators, respectively. Using the properties of the position eigenfunctions,
the integrals can be evaluated in the usual way12,35 and if the kinetic energy oper-
ator has a simple form (no cross terms and constant coefficients), we arrive to the
well-known ring-polymer expression of the quantum partition function
QM(β) =
(
1
2piβM
)fnM/2( fn∏
i=1
mi
)M/2
×
∫
. . .
∫
dr(1) . . . dr(M) exp
[
−βM
M∑
j=1
{
fn∑
i=1
1
2
miω
2
M(r
(j)
i − r(j−1)i )2 + V (r(j))
}]
,
(8)
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where the cyclic “boundary condition”, rM+1 = r1, is used to shorten the notation.
In Eq. (8), ωM = β
−1
M is the ring-polymer’s harmonic angular frequency, and fn is the
total number of physical degrees of freedom. For a molecule in the three-dimensional
space f = 3. If the molecular Hamiltonian is written in LF coordinates (see eq. (1)),
mi is the physical mass for the i = 1, . . . , n = N nucleus, while in the case of using
Jacobi coordinates (see Eq. (2)), the mi is replaced by the reduced mass, µi (see
Appendix), and n = N − 1 is the number of the Jacobi vectors.
The quantum partition function in Eq. (8) can be considered as a classical con-
figurational integral of an extended system, which includes M copies (beads) of
the original system in which the neighboring beads are connected with harmonic
springs of ωM = β
−1
M = M/β angular frequency. In short, this is an fnM dimen-
sional hypothetical classical system at βM inverse temperature with the potential
energy function
Vrp,tot(r
(1), . . . , r(M)) =
M∑
j=1
{
fn∑
i=1
1
2
µiω
2
M(r
(j)
i − r(j−1)i )2 + V (r(j))
}
. (9)
For the present discussion, it is an important difference from a truly classical system
that the potential energy of the ring-polymerized system, Vrp,tot, depends on the
temperature through the angular frequency of the ring-polymer springs, ωM = β
−1
M =
M/β.
Nested-sampling integration
The nested sampling technique had been originally introduced by Skilling,28,29
in the field of Bayesian probability and inference to sample high-dimensional spaces
and computing Bayesian evidences,
Z =
∫
L(θ)pi(θ) dθ, (10)
7
where L(θ) is a given likelihood and pi(θ) a given prior probability density function.
The method was later adapted to be used to sample the potential energy sur-
face of atomistic systems,30,32,33,36,37 thus allowing the calculation of the partition
function, which is normally inaccessible except for the simplest models.
The cornerstone of the method is the reduction of the many-dimensional integral
in Eq. (10) to a one-dimensional one. For this purpose, we define X(λ) as the amount
of prior mass with likelihood greater than some threshold λ,
X(λ) =
∫
L(θ)>λ
pi(θ) dθ,
which transforms Z into the integral (see also Figure 1)
Z =
∫ 1
0
L(X) dX. (11)
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Figure 1: Nested likelihood contours are sorted to enclosed prior mass X—likelihood
function with area Z.
At the beginning of the sampling we take K samples randomly from the prior pi,
this is going to be the initial sample set, then a series of iterations are performed.
At each iteration step, i, we choose the point with the lowest likelihood value, Li,
remove and replace it by a new point under the constraints that it has to be uni-
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formly drawn from the phase space, where the likelihood is larger than Li. Now,
one can approximate the evidence in Eq. (11) via a quadrature sum over the re-
moved points, Z ≈ ∑i∈removed points Li (Xi −Xi+1). Since the points are uniformly
distributed, the value of the prior mass in the ith iteration can be approximated as,
Xi ≈ [K/(K+1)]i.29 In terms of the atomistic PES, the likelihood is the Boltzmann
factor, exp(−βV (r)), thus, nested sampling is a “top-down” approach, starting from
the high-energy region of the PES and going towards the global minimum through
a series of nested energy levels. The iteration is stopped when the evidence is con-
verged, i.e. the contribution by the latest likelihood value is smaller than a given
pre-set tolerance.29 This stopping criterion highly depends on both the actual prob-
lem and the likelihood function, thus can be different for different purposes, however,
in our case, terminating the sampling when exp(−βV (rj))Xj < 10−5Z is sufficient.
The procedure of the method is also summarized in Figure 2.
1. Take K live points r(1), . . . , r(K) uniformly from the entire PES, and the
corresponding likelihoods exp(−βV (r(1))), . . . , exp(−βV (r(K))).
2. for i = 1, . . . , j
(a) record the lowest likelihood exp(−βV (ri))
(b) set Xi = [K/(K + 1)]
i and wi = Xi−1 −Xi,
(c) increment Z by wi exp(−βV (ri)),
(d) replace exp(−βV (ri)): draw a new sample r from the PES under the
constraint that exp(−βV (r)) > exp(−βV (ri)).
3. Increment Z by Xj [exp(−βV (r1)) + ...+ exp(−βV (rj))]K−1.
Figure 2: Nested-sampling computational procedure
Computational strategy to generate a new sample point
The initial samples are generated by randomly choosing K points within the entire
PES, i.e., generating configurations where the (Jacobi) position vectors are randomly
placed within the simulation cell. Due the fast shrinkage of the phase space volume at
lower energy levels, generating new configurations randomly in subsequent iterations
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quickly becomes impossible. To overcome this, new points are generated by cloning
a randomly chosen existing sample and performing a random walk until a point
is sufficiently independent from the parent configuration. The random walk is a
series of Monte Carlo steps, where the coordinates of the Jacobi position vectors are
changed, with each step accepted if the Boltzmann-factor of the new configuration
is lower than the current limit (exp(−βVi(r)) in the ith iteration). The step size is
adjusted throughout the sampling to have an acceptance ratio around 20%.
Parallelization
Similarly to earlier work on classical systems,32,33 we parallelize the nested sampling
algorithm by evolving as many sample configurations as the number of processors
(np) for an nw/np steps, instead of decorrelating the single cloned configuration alone
for nw steps. Thus, each configuration will be evolved through nw steps on average
before being recorded as the one with the lowest likelihood.
Classical vs. quantum mechanical applications
For classical interatomic potential models the energy function is independent of
the temperature, thus the partition function can be calculated for arbitrary β values
from a single nested-sampling calculation.30–33 On the contrary, the PES of the ring-
polymerized system is temperature dependent, Eq. (9), so it is necessary to carry
out independent nested sampling iterations for every temperature value. However,
the derivatives of the quantum partition function at a certain temperature could
be computed with no additional cost, which is an aspect to be explored in a future
work.
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Numerical results
Test system: A nine-dimensional integral
In order to test our implementation and check the applicability of nested sampling
for integrals similar to those of the (ro)vibrational partition function of polyatomic
molecules, we first computed
I9 =
∞∫
−∞
. . .
∞∫
−∞
exp
(
−
9∑
i=1
1
2
x2i
)
dx1 . . . dx9 (12)
=
 ∞∫
−∞
exp
(
−x
2
1
2
)
dx1
9 = [√2pi]9 ≈ 3906.69 (13)
as an explicit nine-dimensional integral. Numerical results are shown in Table 1,
calculated both with a relatively small (K = 1000) and with a large (K = 20000)
sample. We shall use similar sample sizes in exploratory and production runs, re-
spectively, for molecular systems (see next section).
Table 1: Test calculation using our nested-sampling implementation for the I9 in-
tegral defined in Eq. (13) and evaluated as an explicit nine-dimensional integral.
I9 = (2pi)9/2 ≈ 3906.69.
Ka I¯9b σI¯9b 1− I¯9/I9
1000 3911.5 54.5 0.12%
20000 3903.6 18.9 0.08%
a Number of sample points. Each initial sample point was generated from a uniform
continuous probability density over [−L/2, L/2] with L = 10. New sample points
were generated in an MCMC iteration including 800 steps and collective moves.
b I¯9 and σI¯9 : sample mean and sample variance of the mean calculated from 20
independent runs.
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Rotating-vibrating molecules
In order to demonstrate the applicability of the proposed path-integral nested sam-
pling method for real molecular systems, we have selected three polyatomic molecules
of spectroscopic interest: the parent isotopologue of magnesium hydride, water, and
ammonia. For these, both accurate (and cost-efficient) potential energy surfaces as
well as benchmark-quality quantum partition function values are already available
in the literature.
The rovibrational partition function values, calculated at several temperatures,
are collected in Table 2, and the number of sample points, K, the number of Markov
chain Monte Carlo (MCMC) steps, S, and the number of beads, M , necessary for the
current accuracy are also included. The number of nested-sampling iteration steps,
I, was between 5 ·105 and 1.5 ·106 (generally the number of necessary iteration steps,
I, increases linearly with the number of sample points, K).
The overall computational cost of path-integral nested sampling is determined
by the cost of a single PES call multiplied with the number of PES calls, the latter
being M × I ×K × S. Both the number of sample points, K, and MCMC steps, S,
has an effect on the accuracy, and as a rule of thumb, K ×S determines the quality
of the results (for sufficiently large K and S values).33
Looking at the results it is remarkable, that path-integral nested-sampling can
reproduce the Boltzmann sum of the variational energies with a less than 1 % relative
error. At a given temperature, the larger the number of beads is, the more accurate
the path-integral Trotter factorization becomes. However, at higher temperatures
fewer beads are sufficient to achieve high accuracy, and thus, in the region where
the variational technique becomes very expensive (or even unfeasible), path-integral
nested sampling remains a practical alternative.
For a start, we performed exploratory computations for the three systems studied
in this work using a small sample, K = 1000, and only S = 1600 MCMC steps. The
sample mean of the path-integral nested-sampling results agreed with the variational
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reference values within a few percent, although the sample variance was large. These
exploratory calculations took a couple of minutes on a laptop for NH3, for which
we made use of the very fast polynomial PES of Ref..38 The computations for the
smaller, triatomic, H2O molecule took longer than for NH3 due to the longer evalu-
ation time of the water monomer PES (we used MB-pol PES implementation,39,40
which includes the monomer PES of Ref.41). At the same time, we could use this
NH3 PES only up to ca. 3000 K. Beyond this temperature value a broader configura-
tion space give significant contribution to the integral, Eq. (8), for which unphysical
regions of the polynomial PES hindered the computations.
To obtain the more accurate path-integral nested sampling results of Table 2, we
used two larger parameter sets: one with K = 104 sample points and S = 6.4 · 103
MCMC steps, and a ca. four times larger one with K = 2 · 104 and S = 1.2 · 104.
The sample mean values of the two computations are in excellent agreement with
each other as well as with the variational reference values. We also note that by
increasing K and S the sample variance of the mean is significantly reduced.
In so far as it can be ascertained, the K sample size—necessary to converge the
integral—only slightly increases with the number of beads, and it has a very weak
dependence on the number of atoms, N (the “real” physical degrees of freedom).
Based on nested-sampling studies of classical systems,30–33 we think that a larger
K value might be necessary for systems with a large number of important basins
on the PES. The efficiency of generating a new live point (now, determined by the
number of MCMC steps, S) can perhaps be further improved by using total-energy
Hamiltonian Monte Carlo33 instead of all-atom Monte Carlo moves used here, which
is an aspect to be explored in future work.
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Table 2: Rovibrational partition function values of selected molecular systems for a
few representative temperatures: comparison of path-integral nested sampling (PI-
NS) with variational results. [All Q(T ) values, including the classical ones, corre-
spond to an energy scale for which the zero coincides with the lowest vibrational
energy eigenvalue, E0. ]
Classicala
Quantum mechanical
Boltzmann sumb PI-NSc
T/K Q¯cl(σQ¯cl) Qref/nSSW M Q¯(σQ¯) Q¯(σQ¯)
K = 2 · 104 K = 104 K = 2 · 104
S = 1.2 · 104 S = 6.4 · 103 S = 1.2 · 104
24MgH:d
1000 155.7(6) 142.4 9 143.0(1.5) 142.1(1.7)
2000 401.1(1) 404.1 5 402.4(4.7) 403.4(3.2)
3000 833.1(3) 804.8 3 809.9(28.8) 807.4(6.2)
H2
16O:e
1000 5.84(3)·103 6.09·102 12 6.01(36)·102 6.04(9)·102
2000 4.92(2)·103 2.64·103 6 2.62(11)·103 2.66(3)·103
3000 1.05(1)·104 7.98·103 3 8.04(13)·103 8.04(6)·103
4000 2.32(1)·104 1.99·104 3 1.98(2)·104 2.00(2)·104
NH3:
f
1000 4.24(3)·105 3.00·103 6 2.97(5)·103 3.02(4)·103
2000 1.62(1)·105 2.94·104 4 2.97(8)·104 2.95(3)·104
3000 4.10(2)·105 1.71·105 3 1.71(2)·104 1.72(2)·105
a Classical partition function values were obtained with PI-NS using a single bead,
M = 1.
b Boltzmann sum of variational rovibrational energy eigenvalues including the
appropriate degeneracy and spin-statistical weight factors.
c PI-NS: path-integral nested sampling. M is the number of beads. The initial
sample was generated from a uniform continuous probability density function over
[−L/2, L/2]. The sample mean, Q¯, and the sample variance of the mean, σQ¯, were
calculated from 20 independent runs.
d We used the atomic masses m(Mg) = 23.985 041 7 u and m(H) = 1.007 825 0 u
and the PES taken from Refs..9,42 L = 8; nSSW = 1.
e We used m(H) = 1.007 276 5, m(O) = 15.990 526; and the PES of Ref.;39,40 the
Qvar values were taken from Ref.;
10 L = 6; and nSSW = 2.
f We used m(N) = 14.003 074 u, m(H) = 1.007 825 0 u, and the PES of Ref..38 the
Qvar values were taken from Ref.;
43 L = 4; nSSW = 6.
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Summary and conclusions
In this work we present the implementation and the first numerical applications of
a direct computational approach for the absolute rovibrational quantum partition
function of small, polyatomic molecules of spectroscopic interest. The approach relies
on the combination of the path-integral formalism of quantum mechanics and the
nested sampling technique. Nested sampling is a multi-dimensional integration tech-
nique which can be efficiently used also for integrals which have regions which are
exponentially localized but give significant contributions. The computational cost
of the path-integral nested-sampling method is determined by the cost of a PES
call, the number of important basins in the configuration space (the computation of
fluxional systems is more demanding), and it scales linearly with the number of the
path-integral beads, the necessary number of which is approximately proportional
with the inverse temperature. Thereby, we expect path-integral nested sampling to
be a feasible alternative to the Boltzmann summation technique of variationally
computed energy levels for small, polyatomic systems at elevated temperatures, and
for larger systems for which the direct variational computation of a large number of
eigenvalues is not possible.
For the versatile applicability of the method, the development of new (or a boost
of existing) accurate and cost-effective potential energy surfaces is necessary. Since
we anticipate the high-temperature region (in which contributions also from unbound
states is important) particularly well suited for path-integral nested sampling, the
(accurate and cost-effective) PES should describe a sufficiently broad region of the
configuration space to be able to account for high-temperature (and high-energy)
phenomena, including dissociation.
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Appendix: Definition of the Jacobi vectors, Jacobi
Hamiltonian, and reduced masses
The N − 1 Jacobi vectors, x ∈ R(N−1)×3, and the position vector of the center of
mass, RCM ∈ R3 are constructed in a linear transformation of the laboratory-frame
(LF) Cartesian coordinates, r ∈ RN×3 as
 x
RCM
 = (U ⊗ I3)r, (14)
where the transformation matrix (see for example p. 10 of Ref.44) is
U =

1 −1 0 . . . 0
m1
m12
m2
m12
−1 . . . 0
...
...
m1
m12···N−1
m2
m12···N−1
. . . . . . −1
m1
m12···N
m2
m12···N
. . . . . . mN
m12···N

(15)
with m12···n =
∑n
i=1mi. Upon this linear transformation of the coordinates, the
Jacobi determinant is 1, and the Hamiltonian, Eq. (1), transforms to
Hˆ ′ = −
N−1∑
i=1
∑
α
1
2µi
∂2
∂x2iα
−
∑
α
1
2M
∂2
∂R2CM,α
+ V (x). (16)
where the reduced masses are
1
µi
=
1
mi+1
+
1
m1···i
(17)
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and M = m12···N is the total mass. After subtracting the kinetic energy operator of
the center of mass, the Jacobi Hamiltonian is obtained as
Hˆ = −
N−1∑
i=1
∑
α
1
2µi
∂2
∂x2iα
+ V (x). (18)
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