Motivated by the SO(3) Atiyah-Floer conjecture, we consider anti-self-dual instantons on two types of noncompact four-manifolds: the product of the real line with a three-manifold having a cylindrical end and the product of the complex plane with a compact surface. We prove a Gromov-Uhlenbeck type compactness theorem, namely, any sequence of such instantons with uniform energy bound has a subsequence converging to a type of singular objects which may have both instanton components and holomorphic curve components. This result is the first step towards constructing a natural bounding cochain proposed by Fukaya for the SO(3) Atiyah-Floer conjecture.
1. Introduction 1.1. Atiyah-Floer conjecture. In 1980s Floer [Flo88a] [Flo88b] [Flo89] introduced several important invariants of different types of geometric objects. These invariants are now generally called Floer homology. The Atiyah-Floer conjecture [Ati88] asserts that two such invariants, the instanton Floer homology of a three-dimensional manifold and the Lagrangian intersection Floer homology associated to a splitting of the three-manifold, are isomorphic. This conjecture has become a central problem in the field of symplectic geometry, gauge theory, and low-dimensional topology. There are two principal versions of the Atiyah-Floer conjecture, the SU (2) case and the SO(3) case, corresponding respectively to the two choices of the gauge group. The general cases of both versions are still open.
Let us briefly review the geometric picture behind the Atiyah-Floer conjecture. Let M be a closed oriented three-manifold. Let Σ ⊂ M be an embedded surface separating M into two pieces M − and M + which share the common boundary Σ (see Figure 1 .1). Let G be either SU (2) or SO(3). Consider a G-bundle P → M . The moduli space of flat connections on P | Σ , denoted by R Σ , is naturally a (singular) Kähler manifold. Inside R Σ there are two Lagrangian submanifolds L M − and L M + associated to the splitting, i.e., the set of gauge equivalence classes of flat connections on Σ which can be extended to a flat connection on P | M + resp. P | M − . Given such a manifold M , the differential map of the instanton Floer homology I(M ) is defined by counting solutions to the anti-self-dual equation (ASD equation) on R × M . This equation depends the metric on M while the resulting homology is independent of the metric. If one "stretches the neck," namely one chooses a family of metrics g T on M such that a fixed neighborhood of Σ is isometric to [−T, T ] × Σ, then one expects that solutions to the ASD equation converge as T → ∞ to holomorphic maps u : [−1, 1] × R → R Σ with boundary condition u({±1} × R) ⊂ L M ± -the counting of these holomorphic maps defines the differential map of the Lagrangian intersection Floer chain complex with resulting homology group HF (L M − , L M + ). In this paper we only consider the SO(3) case of the Atiyah-Floer conjecture, which has a crucial difference from the SU (2) case. Indeed, to define the instanton Floer homology I(M ) for G = SU (2), one takes a trivial SU (2)-bundle over P → M , in which case the moduli space R Σ of flat connections is singular, as the trivial or reducible connections form the singularities. This fact makes the Lagrangian Floer homology HF (L M − , L M + ) hard to define. One can see [Weh05c, Weh05a, Weh05b] [SW08] [DF18] for progress towards the SU (2) case over the past few decades. For G = SO(3), one should take a nontrivial SO(3)-bundle P → M . Then for suitable Σ the moduli space R Σ is smooth, which makes it easier to study the corresponding Atiyah-Floer conjecture. For example, Dostoglou-Salamon [DS94] proved the SO(3) case for mapping cylinders. Other progress has been made through the works [Fuk98, Fuk] .
Even in the SO(3) case where the ambient space R Σ is smooth, there is another issue about the regularity of the Lagrangians. If both L M + and L M − are embedded in R Σ and intersect transversely, then one can define HF (L M − , L M + ) in a standard way as in [Flo88b] [Oh93a, Oh93b] , as the two Lagrangians are both monotone. However, the natural maps L M ± → R Σ are not generally embeddings. After a generic perturbation, one can only achieve immersions L M ± → R Σ which satisfy the monotonicity condition in a weak sense. In this situation we need to apply the more complicated construction of immersed Lagrangian Floer homology developed by Akaho-Joyce [AJ10] with the appearance of obstructions. In fact one needs to correct the Lagrangian Floer chain complex in order to match with the instanton Floer chain complex.
A closer look at the neck-stretching limit process shows why a correction is needed. In the limit, the energy of the ASD instantons can be distributed in three parts, R × M − , R × M + , and R × [−T, T ] × Σ (corresponding to the left, the right, and the middle parts of the second picture of Figure 1 .1). The energy stored on the left and on the right can form ASD instantons on R ×M − and R ×M + , whereM ± is the completion of M ± by adding the cylindrical end Σ × [0, +∞). On the other hand, the energy stored in the middle part produces holomorphic strips in R Σ as predicted by the Atiyah-Floer conjecture. Hence a general limiting object could be a complicated configuration having components corresponding to either instantons over R ×M ± or holomorphic strips (see Figure 1 .1); we ignore bubbling of instantons over R 4 , instantons over C × Σ, and holomorphic spheres, as they happen in high codimensions. While in the case when L M ± are immersed, instantons over R × M ± may give nontrivial contributions which happen in codimension zero. The geometric picture discussed above suggests that to obtain a natural isomorphism between the instanton Floer chain complex and the Lagrangian Floer chain complex, one needs to count not only holomorphic strips bounding L M − and L M + , but also configurations containing both strips and ASD instantons over R ×M ± . This more complicated counting leads to a different Lagrangian Floer chain complex which we referred to as a correction of the original complex. The correction can be interpreted using the notion of bounding cochains. As introduced in [FOOO09] , for any cochain model chosen for the Lagrangian Floer theory (such as Morse cochains), a bounding cochain is a cochain of odd degree which can cancel all contributions from bubbling off holomorphic disks; these disk bubbles may obstructed d 2 = 0 in the original Floer chain complex. In a symplectic manifold, if L − , L + are Lagrangian submanifolds, then a choice of a pair of bounding cochains b − , b + leads to a deformed complex CF ((L − , b − ), (L + , b + )). The differential map of the deformed complex counts holomorphic strips with boundary "insertions," i.e., points on the two boundary components satisfying geometric constrains prescribed by the cochains b − and b + (see Figure 1 .1). Moreover, different choices of bounding cochains can give non-isomorphic homology groups.
The following conjecture summarizes the above discussion and motivates the work of the current paper. Conjecture 1.1. [Fuk18, Conjecture 6 .7] Let M be a 3-manifold with cylindrical end isometric to Σ × [0, +∞) and let P → M be an SO(3)-bundle whose restriction to every connected component of Σ is nontrivial. Let L M be the moduli space of (perturbed) flat connections over M . Suppose the natural map L M → R Σ is an immersion with transverse double points. Then "counting" instantons on R × M defines a bounding cochain
of the A ∞ algebra associated to the immersed Lagrangian L M → R Σ .
Indeed, for the situation of immersed Lagrangians considered in [AJ10] , the cochain model has summands corresponding to the double points of the immersion. Hence a priori a bounding cochain is in general a linear combination of ordinary cochains on L M and double points of the immersion. As observed by Fukaya [Fuk18] , due to certain monotonicity, the bounding cochain b M in the above conjecture is expected to be a linear combination of only double points.
A refined version of the SO(3) Atiyah-Floer conjecture can be stated as follows. Remark 1.3. There is an alternate strategy of proving the existence of a bounding cochain sketched in [Fuk] and [Fuk18] . Instead of considering instantons over R × M where M has a cylindrical end, Fukaya considers the ASD equation over R × M 0 where M 0 is the corresponding manifold with boundary, imposing the boundary condition given by a testing Lagrangian L ⊂ R Σ . The advantage of Fukaya's approach is that it can avoid certain difficult analysis associated to the ASD equation on R × M , while a simpler moduli space is enough to produce a chain map. However, it does not provide a direct comparison between the moduli space of instantons and moduli space of holomorphic strips as indicated by the straightforward neck-stretching argument. The method of considering ASD equation with Lagrangian boundary conditions are also used by for the SU (2) case by Salamon-Wehrheim (see [SW08] ) and Daemi-Fukaya (see [DF18] ).
1.2.
Main results of this paper. The purpose of this paper is to take the first step towards the resolution of Conjecture 1.1, namely, proving the compactness of the moduli space of ASD instantons over R × M where M is a three-manifold with cylindrical end. More precisely, given a sequence of ASD instantons A i over R × M with uniformly bounded energy, we study the possible limiting configurations as i → ∞. There are several phenomena preventing A i from converging to an ASD instanton. (i) As in the usual situation of the ASD equation, energy may concentrate in small scales and bubble off instantons on R 4 . (ii) Since R × M is noncompact, the energy may concentrate at different regions of the same scale which move apart from each other. This is similar to the situation in Morse theory, where a sequence of gradient lines converges to a broken gradient line. There can also be instantons over C × Σ appearing as energy may escape in the noncompact direction of M . (iii) A nontrivial amount of energy may escape from any finite region of R × M and spread over larger and larger domains; after rescaling such energy form either holomorphic spheres or holomorphic disks in R Σ . The general situation would be a combination of all these three phenomena.
One can see that the limiting configurations are very similar to objects appearing in the adiabatic limit of the symplectic vortex equation (see [GS05] and [Zil05, Zil14] for the closed case and [WX17] [WX] for the case with Lagrangian boundary condition). Combinatorially these objects are also similar to certain objects appearing in the compactification of pseudoholomorphic quilts studied by [WW15] and [BW18] . To describe such limiting objects, we need to define certain singular configurations which have components corresponding to energy concentrations in different scales (see [WX17, Section 4] and Section 5 of the current paper). Having this picture in mind, in this paper we define the notion of stable scaled instantons (see Definition 5.2) as expected limiting objects, and a Gromov-Uhlenbeck type convergence (see Definition 5.3). Then we can state our main theorem as follows.
Theorem 1.4. Let M be a three-manifold with cylindrical end and P → M be an SO(3)-bundle. Suppose (M, P ) satisfies assumptions of Conjecture 1.1. Then given a sequence of anti-self-dual SO(3) instantons on R × P → R × M with uniformly bounded energy, there is a subsequence which converges modulo gauge transformation and translation to a stable scaled instanton (in the sense of Definition 5.3).
Using the same method and more simplified argument, one can also prove a counterpart for instantons over C × Σ. Theorem 1.5. Let Σ be a compact Riemann surface (not necessarily connected) and Q → Σ be an SO(3)-bundle which is nontrivial over every connected component of Σ. Then given a sequence of anti-self-dual instantons on C × Q → C × Σ with uniformly bounded energy, there is a subsequence which converges modulo gauge transformation and translation to a stable scaled instanton.
From the argument of proving the above two compactness theorems it is relatively easier to prove a compactness theorem for the adiabatic limit associated to neck-stretching. This extension is left to interesting readers.
We remark that certain compactness problems in gauge theory with respect to adiabatic limit or neck-stretching which are of similar nature have been considered by other people, for example Chen [Che98] and Duncan [Dun13] . Compare to their works, one of the contribution of the current paper is to define the correct notion of singular configurations that may appear in the limit.
1.3. Counting instantons. The final goal of this project is to construct the bounding cochain (Conjecture 1.1) and apply it to the proof of the Atiyah-Floer conjecture (Conjecture 1.2). This requires a method of counting ASD instantons over the noncompact manifold M = R × M . There is a potential complexity in defining such countings. First, it is well-known that due to the existence of multiple covers, the moduli space of holomorphic curves cannot be made transverse using geometric perturbations. One usually applies the so-called "virtual technique" to count holomorphic curves. Second, one does not understand well enough the local structure of the Uhlenbeck compactification of instantons near the singular strata, while such a structure is crucial in constructing local models in applying the virtual technique. These two issues combined together call for a generalization of the usual notion of local models in all existing versions of the virtual technique. This framework will be considered in forthcoming papers. problem, for many stimulating discussions, and for his warm encouragement and generous support. The author would like to thank Simons Center for Geometry and Physics for creating a wonderful environment for mathematical research. This work is partially supported by the Simons Collaboration Grant on Homological Mirror Symmetry.
Preliminaries
In this paper we consider smooth SO(3)-bundles P → U where U is some smooth manifold of dimension at most four. Notice that the adjoint action of SO(3) on so(3) can be lifted to an action of SU (2). The conjugation of SO(3) can also be extended to an SO(3)-action on SU (2). A gauge transformation on P is regarded as SU (2)-valued, i.e., a map g : P → SU (2) satisfying
Such SU (2)-valued gauge transformations acts on SO(3)-connections in the usual way. In this paper, when there is no extra explanation, the sequential convergence of smooth objects are always regarded as convergence in the C ∞ loc topology. 2.1. Chern-Simons functional and the anti-self-dual equation.
2.1.1. The Chern-Simons functional. We start by reviewing certain topological facts. Let M be a smooth oriented four-manifold. Let P → M be a smooth SO(3)-bundle. By Chern-Weil theory the Pontryagin class can be represented by the differential form
for any smooth connection A on P . When M is closed, the integral of this differential form is an integer and is a topological invariant. On the other hand, suppose M has a nonempty boundary ∂M ≃ M where M inherits a natural orientation. Denote P = P | M . Then for any smooth connection A ∈ A(P ), for any smooth extension A of A to the interior, the Chern-Weil integral
only depends on the gauge equivalence class of A. This is called the Chern-Simons functional, denoted by F
are the restrictions of [A] ∈ A(P )/G(P ) to these components, we denote this action by
In particular, for a three-manifold N with an SO(3)-bundle P → N , for a reference connection A 0 and any A ∈ A(P ), denote the relative Chern-Simons action of A to be
where P = [0, 1] × P is the product bundle over [0, 1] × N . When A 0 is flat, the action is equal to
This coincides with the classical expression of the Chern-Simons functional. More generally, suppose M is a closed oriented three-manifold. Then M always bounds an oriented four-manifold M . For any SO(3)-bundle P → M and A ∈ A(P ), one can define the Chern-Simons functional of A as above. In this case, the value of the functional depends on the choice of M , but the ambiguity is always an integer. Hence one obtains a well-defined map
or equivalently, a well-defined closed 1-form dF cs on the affine space A(P ). Notice that for any tangent vector α ∈ Ω 1 (M, adP ), one has
Hence critical points of the Chern-Simons functional are flat connections.
2.1.2. The anti-self-dual equation. Suppose M is equipped with a Riemannian metric. A connection A ∈ A(P ) is called an anti-self-dual connection (ASD connection for short
Here F A is the curvature of A and * is the Hodge start operator on differential forms on M . When M is noncompact, we also impose the finite energy condition. Choose a bi-invariant inner product on so(3) which induces a metric on adP . Then define the Yang-Mills functional, also called the energy, of a connection A by
We always assume that ASD connections over M have finite energy. A particular case is when M = R 4 which is equipped with the standard Euclidean metric. We call an ASD connection over R 4 an R 4 -instanton. The ASD equation can be viewed as the gradient flow equation of the Chern-Simons functional. A direct consequence of this perspective is the following energy identity.
Lemma 2.1. Let M be a compact oriented four-manifold with boundary and P → M be an SO(3)-bundle. Then for any Riemannian metric on M and any ASD connection on P with respect to this metric, one has E(A) = F cs P (A| ∂M ). 2.1.3. Convergence and compactness. We discuss the topology in the space of connections. Let M be a manifold and P → M be a principal bundle. The convergence of smooth SO(3)-connections A i ∈ A(P ) towards a limit A ∞ ∈ A(P ) (in the C ∞ loc topology) means for any precompact open subset K ⊂ M , A i | K converges uniformly with all derivatives to A ∞ | K . We define the more general notion of convergence in the Uhlenbeck sense. Let M be a Riemannian four-manifold with bounded geometry. Let M i ⊂ M be an exhausting sequence of open subsets, meaning that every compact subset of M is contained in M i for sufficiently large i. Let P i → M i be SO(3)-bundles and A i ∈ A(P i ) be a sequence of ASD connections on P i . Let P ∞ → M be an SO(3)-bundle and A ∞ ∈ A(P ∞ ) be an ASD connection on P . Let m be a positive measure on M supported at finitely many points.
Definition 2.2. We say that A i converges to (A ∞ , m ∞ ) in the Uhlenbeck sense if 1 When the domain is R 4 or one of the two types of noncompact domains we are considering in this paper, we call an ASD connection an ASD instanton.
(a) the sequence of functions |F A i | 2 converge as measures to |F A ∞ | 2 + 2m ∞ , and (b) there are bundle isomorphisms ρ i :
This notion of convergence is independent of the choices of representatives in their gauge equivalence classes. Therefore if A i and (A ∞ , m ∞ ) satisfy conditions of Definition 2.2, we will say that [A i ] converges to ([A ∞ ], m ∞ ) in the Uhlenbeck sense. Further, the measure m ∞ in the limit, called the bubbling measure is nonzero at x ∈ M if and only if a nontrivial R 4 -instanton bubbles off in the limit. We know that the masses of m ∞ are in 4π 2 Z + . The convergence implies the following energy identity: for any compact subset K ⊂ M containing the support of m ∞ , there holds
We summarize the celebrated Uhlenbeck compactness theorem as follows.
Then there exist a subsequence (still indexed by i ), a positive measure m ∞ on M with finite support, an SO(3)-bundle P ∞ → M , and an ASD connection A ∞ ∈ A(P ∞ ), such that A i converges to (A ∞ , m ∞ ) in the Uhlenbeck sense.
In particular, there is a positive constant ǫ > 0 with the following property: if E(A i ) ≤ ǫ, then a subsequence of A i converges to a limiting ASD connection A ∞ without bubbling.
2.2. Dimensional reduction and vortex equation. The reduction from 4D gauge theory to 2D sigma model was observed by physicists [BJSV95] . Indeed Atiyah-Floer conjecture can be viewed as a consequence of this dimensional reduction. Consider the special case that M = S × Σ where S and Σ are oriented surfaces, equipped with a product metric. Let z = s + it and w = x + iy denote the local complex coordinates on S and Σ. Let Q → Σ be an SO(3)-bundle such that P → M is the pullback of Q via the projection M → Σ. Then we can write a connection A ∈ A(P ) as
where B : S → A(Q) is a smooth map and
Therefore d S + α can be viewed as a connection on the trivial bundle over S whose structure group is the group of gauge transformations G(Q). In local coordinates, α can be written as α = φds + ψdt, where φ(z), ψ(z) ∈ Ω 0 (Σ, adQ). Hence when S has a canonical global coordinate z = s + it, a connection on S × Q can be written as
We identify A with a triple (B, φ, ψ). Now we look at the ASD equation with respect to the product metric on S × Σ. Introduce
Then with respect to the product metric, the ASD equation can be written in the local form
Here * is the Hodge star on Σ.
Remark 2.4. The equation (2.4) can be viewed as an infinite dimensional version of the symplectic vortex equation introduced by Cieliebak-Gaio-Salamon [CGS00] and Mundet [Mun99, Mun03] . Indeed this perspective is the motivation of [CGS00] to propose the vortex equation.
2.3. Holomorphic curves. We recall a few basic facts about pseudoholomorphic maps from surfaces to almost complex manifolds. In this subsection, (X, J) always denotes a compact almost complex manifold. We fix a Riemannian metric h on X. Let S be a smooth Riemann surface with possibly nonempty boundary. A J-holomorphic map from S to X is a continuous map u : S → X which is smooth in the interior and satisfies the Cauchy-Riemann equation
Here z = s + it is a local holomorphic coordinate on S. In most cases we will consider in this paper, S is an open subset of either the complex plane C or the upper half plane H.
2.3.1. Epsilon regularity and diameter estimate. We recall a precise version of the ǫ-regularity property of pseudoholomorphic curves provided in [IS00] . We reformulate the statement in a simpler setting which is adapted to the current problem. For example, we can assume that the almost complex structure is smooth.
Notation 2.5. For each z ∈ C, let B r (z) ⊂ C be the radius r open disk centered at z and B + r (z) = B r (z) ∩ H. When z = 0, abbreviate them as B r and B + r .
Remark 2.6. Throughout this paper, C and ǫ denote positive constants which only depend on the background geometry. However we will use them ambiguously and do not distinguish their roles in different context.
Lemma 2.7. [IS00, Lemma 1.1] There exist constant ǫ > 0 and C > 0 which depend on X, J, h with the following property. For every J-holomorphic map u :
Corollary 2.8. There exist ǫ > 0 and C > 0 depending on X, J, h with the following property. For any domain S ⊂ C (bounded or unbounded), and any J-holomorphic map
Proof. There is an integer constant N > 0 (depending only on the dimension) such that, for any precompact open subset K ⊂ S, we can cover K by finitely many disks B r i (z i ) with B 2r i (z i ) ⊂ S such that each point in S is contained in at most N disks of these radius 2r i disks. Notice that the diameter and energy of u are both scaling invariant. Then by Lemma 2.7, one has
Then (2.5) follows.
2.3.2. Compactness. We would like to define the notion of convergence of J-holomorphic maps over a bordered surface without any appropriate boundary condition. Let S ⊂ H be an open subset and S i ⊂ S be an exhausting sequence of open subsets.
Definition 2.9. Let u i : S i → X be a sequence of J-holomorphic maps. Let u ∞ : S → X be another J-holomorphic map. Then we say that u i converges to u ∞ if u i converges to
. Now we recall a compactness result about holomorphic maps on bordered surfaces without imposing a boundary condition and give a proof.
Proposition 2.10. Let u i : S i → X be a sequence of J-holomorphic maps with
Assume there is no energy concentration, i.e., for all z ∈ S, one has
Then there exist a subsequence (still indexed by i) and a holomorphic map u ∞ : S → X such that u i converges to u ∞ in the sense of Definition 2.9.
Proof. Since there is no energy concentration, the standard argument shows that there exist a J-holomorphic map u ∞ : S ∩ IntH → X and a subsequence (still indexed by i) such that u i | S i ∩IntH converges to u ∞ in C ∞ loc (S ∩ IntH). We claim that u ∞ extends continuously to the boundary S ∩ ∂H. Indeed, choose z ∈ S ∩ ∂H and δ > 0. The condition (2.6) implies that there exists r > 0 such that for a subsequence (still indexed by i) there holds B 2r (z) ∩ H ⊂ S i and
We choose δ smaller than the ǫ of Corollary 2.8. Then Corollary 2.8 implies that
Then, for all z 1 , z 2 ∈ B r (z) ∩ IntH, for sufficiently large i, there holds
Since δ can be arbitrarily small, it follows that u ∞ has a limit at z. So u ∞ extends continuously to the boundary. It is not hard to use elementary argument to show that for all compact set K ⊂ S (which may intersect ∂H)
2.3.3. Immersed Lagrangian boundary condition. We fix a compact symplectic manifold (X, ω) together with a tamed almost complex structure J. A Lagrangian immersion is a smooth immersion ι : L → M such that ι * ω = 0 and such that dimX = 2dimL. We assume that L is compact and has only transverse double points. Namely, there is a finite subset
. . , n} and x 1 , . . . , x n are distinct.
(c) For each l, the restriction of ι to a neighborhood of p l and the restriction of ι to a neighborhood of q l intersect transversely at x l . Given a Lagrangian immersion ι : L → M as above, define
Each element of R L is called an ordered double point.
Now we define the notion of holomorphic curves with boundary lying in the immersed Lagrangian. One can see that this notion coincides with that in [AJ10] after ordering the set of marked points W . (a)
where V pw and V qw are disjoint neighborhoods of p w and q w respectively. On the other hand, let O w ⊂ S be a small neighborhood of w with a smooth coordinate (O w , w) ≃ (H, 0). Let ∂ ± O w be the interval corresponding to the negative/positive real axis. Then we require that
In particular, u(w) = x w .
Sometimes we simply say that u is a J-holomorphic map or a holomorphic curve when the boundary condition is understood from the context. If m : W → R + is a function, regarded as a positive measure on S whose support is contained in W , then we call the tupleũ = (u, W,W , γ, ν, m) a holomorphic curve with mass. When ∂S = ∅, we simplify the notations as u = (u, W ) andũ = (u, W, m).
2.4. Three-manifolds with cylindrical ends. Now we introduce the basic geometric objects we are going to consider in this paper. Let M 0 be a connected, oriented threemanifold with a nonempty boundary ∂M 0 ≃ Σ. Let M be the completion, i.e., a threemanifold diffeomorphic to M 0 ∪ Σ × [0, +∞). Here the two parts are glued along the common boundary. Then we always identify M 0 with a closed subset of M . Let P → M be an SO(3)-bundle. Let P 0 → M 0 be the restriction of P to M 0 ⊂ M and Q → Σ be the restriction of P 0 to Σ ≃ ∂M 0 . Let L M be the moduli space of gauge equivalence classes of flat connections on P 0 , i.e.,
Let R Σ be the moduli space of gauge equivalence classes of flat connections on Q, i.e.,
Both L M and R Σ have natural topology. There is a natural continuous map
induced by boundary restriction.
We will use the following facts about the space of connections on P 0 → M 0 .
Lemma 2.12. The space A(P 0 )/G(P 0 ) is Hausdorff with respect to the quotient topology.
Proof. Let A 1 , A 2 ∈ A(P 0 ) which are not gauge equivalent. We claim that for some δ > 0
Suppose this is not the case, then there exists a sequence of smooth gauge transformations
Since g i takes value in a compact group SU (2), this implies that a subsequence of g i converges to a continuous gauge transformation g on P 0 . Moreover, in the weak sense, g * A 1 = A 2 . Since both A 1 and A 2 are smooth, g is also smooth and hence A 1 is gauge equivalent to A 2 , which contradicts our assumption. Then define
They are disjoint open neighborhoods of [
2.4.1. Transversality assumption. Now we consider moduli spaces of flat connections on M and Σ. We impose certain extra conditions to guarantee that these moduli spaces are smooth. For any flat connection A ∈ A(P 0 ), the covariant derivative d A makes adP 0 a flat bundle with de Rham complex
When A| Σ = B, one can form the relative complex with
and differential d A,B , which is defined as
Here r * :
is the pullback. Then there is a long exact sequence (in real coefficients)
We assume the following conditions throughout this paper.
vanishes. This implies that the representation variety R Σ is a smooth manifold of dimension 6g − 6. (b) For any flat connection A on P 0 , the operator
is surjective. This implies that the moduli space L M of flat connections on P is smooth of dimension 3g − 3.
(c) For any flat connection A on P 0 whose boundary restriction is B, the map
Lemma 2.14. Item (a) of Hypothesis 2.13 holds if and only if Q is nontrivial over each connected component of Σ. In this case Σ is necessarily disconnected.
Proof. There are only two isomorphism classes of SO(3)-bundles over a connected surface, the trivial one and the nontrivial one, characterized by its second Stiefel-Whitney class. If Q is trivial over some component, then there exists reducible flat connections, i.e., there are flat connections B with H 0 (d B ) = 0. Hence Q is nontrivial over every component.
This contradicts the fact that this arrow sends w 2 (P ) to w 2 (Q) which is a nonzero class. 
Sobolev space of connections.
For the purpose of analysis, we introduce connections with Sobolev regularities. Let U be any smooth manifold. Let p ≥ 2 and k ≥ 0 be constants. Then for any smooth vector bundle E → U , the space of sections of W
for any smooth connection A 0 ∈ A(P ). The space of W k,p loc gauge transformations on P consists of gauge transformations g : P → G such that g −1 0 g = exp h for some smooth gauge transformation g 0 and some h ∈ W k,p loc (adP ). Now let U and E be equipped with metrics. Let ∇ E be a connection on E. Then together with the Levi-Civita connection on U , ∇ E extends to a connection on tensor fields with coefficients in E. Then for all s ∈ W k,p
loc (E) be the subset of sections whose norms defined above are finite.
loc (U ), though the norm depends on choices of metrics and the connection.
From now on, U will be a two, three, or four-dimensional manifold, on which a Riemannian metric will be given from the context. If A ∈ A k,p loc (P ) is a connection, then A induces a connection on adP (not smooth), denoted by ∇ A . Then the above formula defines a Sobolev norm, which depends on A when k ≥ 1. Lemma 2.16. Let p ≥ 2. There exist δ = δ p > 0 and C = C p > 0 satisfying the following properties. Let A be a smooth connection on
Then there exists a flat connection A * on P 0 of regularity W 1,p satisfying
Consider the linear operator
. This is Fredholm with index 3g − 3. We claim that there exist δ = δ p > 0 and 2.5. The representation variety. We look more carefully at the representation variety, i.e., the moduli space of flat connections on Q → Σ. The space A(Q) of smooth connections on Q is an affine space modelled on Ω 1 (adQ). There is a symplectic form defined by
One can define a compatible almost complex structure, i.e.,
where the Hodge star operator on 1-forms on Σ only depends on the complex structure. ω A(Q) and J A(Q) make A(Q) an (infinite dimensional) Kähler manifold. The space of gauge transformations G(Q) acts on A(Q) through gauge transformations. The action is Hamiltonian, with a moment map
The moduli space of flat connections on Q, defined as
is called in this paper the representation variety associated to Q. One can see that basic properties of finite dimensional symplectic reduction of Kähler manifolds extend to this situation. R Σ then inherits a Kähler structure. The associated Riemannian metric on R Σ is called the L 2 -metric.
2.5.1. Projection onto the representation variety. First we review the complexification of gauge transformations on connections on Q (see also discussions in [Fuk98] ). Take an open subset U ⊂ Σ over which Q can be trivialized. Then we can write B ∈ A(Q) as (2)). Then B can be viewed as a connection on a rank two complex vector bundle E → U equipped with a Hermitian metric. A purely imaginary gauge transformation on Q, written as
can be viewed as a change of metric on E. Then the Chern connection associated to this new metric reads
Here ∂ B + ∂ B is the covariant derivative on E associated to B. This definition extends globally to all sections h of adQ, and induces another SO(3)-connection on Q, denoted by g * B.
The infinitesimal version of this action is
Lemma 2.17. Let p ≥ 2. There exist constants δ = δ p > 0 and C = C p > 0 satisfying the following conditions. Let B ∈ A 1,p (Q) be a W 1,p -connection satisfying
Then there exists a unique complex gauge transformation of the form g = e ih where h ∈ W 2,p (Σ, adQ) such that
If B is smooth, so is h. Moreover one has
Proof. We apply the implicit function theorem. Consider the map
where g = e ih . Its linearization at h = 0 is the linear operator
This is a Fredholm operator of index zero. If B is flat, then Hypothesis 2.13 implies that ∆ B is invertible. Since ∆ B depends on B smoothly, and since R Σ is compact, there is a
Then when δ = δ p is sufficiently small, any W 1,p -connection B with F B L p ≤ δ is sufficiently close to a flat connection in the W 1,p -norm. It follows that
Then by applying the implicit function theorem, one obtains the unique h. The smoothness of h in case B is smooth follows from elliptic regularity.
Let R(Q) ⊂ A(Q) be the space of smooth flat connections on Q. For ε > 0 small, define
The above lemma induces a projection
Its composition with the projection R(Q) → R Σ is denoted by
Within the open set U ε (Q), the tangent bundle of A(Q) can be split as follows. Drop the ε from the notation temporarily. Consider the tangent map
Its kernel corresponds to complex gauge transformations, denoted by
whose fibre over B ∈ U (Q) is
Equip T A(Q) the L 2 metric. The orthogonal complement of GA(Q), i.e., space of harmonic 1-forms with respect to
be the projection with respect to the above decomposition.
The following results are crucial in comparing energy of instantons and energy of holomorphic curves.
Lemma 2.18. There exists C > 0 such that for all B ∈ U (Q) and
on the infinite dimensional principal bundle R(Q) → R Σ . Then within U (Q), one can verify that the symplectic form ω A(Q) defined by (2.7) can be written as
Then notice that θ A(Q) vanishes on HA(Q) and T preserves the complex structure, one sees that
Therefore, it remains to estimate the term
Indeed, to each tangent vector ξ ∈ T B R(Q), the 1-form θ A(Q) associates the Lie algebra element h ∈ Ω 0 (adQ) ≃ LieG(Q) which solves the equation
, we need to differentiate the above equation in B. Define
which is a smooth map from A C 0 (Q) × W 1,2 (adQ) to W −1,2 (adQ) (the Sobolev norms are taken with respect to some fixed reference connection on Q). Then the equation F ξ (B, h) = 0 defines an implicit function h = h ξ (B). Then we have
At B, we see that ∂F ξ /∂h = d * B d B which is an invertible operator from W 1,2 to W −1,2 . On the other hand, we check that if we deform B in the direction η ∈ Ω 0 (adQ), then one has
Then (2.13) follows.
Lemma 2.19. Let S ⊂ C be an open subset and A = d S + φds + ψdt + B be a smooth connection on S × Q satisfying the first equation of (2.4), i.e.
A s + * A t = 0.
Suppose for sufficiently small ε one has B(z) ∈ U ε (Q). Then the map z → S(B(z)) defines a holomorphic map u : S → R Σ . Furthermore, there is a constant C > 0 depending on ε such that
(2.14)
Proof. The complex gauge transformation is holomorphic, hence the projection of A is a holomorphic curve (this is the same as the case of vortex equation with Kähler targets). Therefore, A s + * A t = 0 implies u being holomorphic. Furthermore, (2.14) follows from Lemma 2.18.
2.5.2. Energy identity for pseudoholomorphic curves in the representation variety. Recall that we have a compact Kähler manifold R Σ and a Lagrangian immersion ι : L M → R Σ with only transverse double points. Consider a marked J-holomorphic map
from the unit disk D 2 to R Σ with boundary in the immersed Lagrangian ι(L M ) in the sense of Definition 2.11. In this subsection we may assume that W =W = {w 1 , . . . , w k }.
One can define a four-manifold with cylindrical ends out of such a holomorphic map. Indeed, define
where the two parts are glued along the common boundary ∂D 2 × Σ. Then N has k cylindrical ends diffeomorphic to [0, +∞)× N corresponding to the k boundary markings. On the other hand, one can also define a bundle Q → N by
Then one can define the Chern-Simons action
where A is any smooth connection on N which is asymptotic to A i at the i-th cylindrical end. Indeed, it suffices to take A to be piecewise smoothly, i.e., being continuous on N and smooth on each component in the union (2.15). The result we would like to prove is the following energy identity.
Proposition 2.20. The energy of u is equal to the Chern-Simons action F cs
2 by S, which has a global coordinate z = s + it. We define a piecewise smooth connection A on Q as follows. It is easy to see that one can a family of flat connections B(z) on Q parametrized smoothly by z ∈ D 2 , such that
Since R Σ is a free symplectic quotient, for each z ∈ S, there are unique φ(z), ψ(z) ∈ Ω 0 (adQ) such that
φ, ψ depend smoothly on z. Then define
which is a smooth connection on Q restricted to (S W ) × Σ. We see that since z → [B(z)] is holomorphic, one has
.Moreover, since the map HA(Q) → T R Σ is an isometry on R(Q), we have
On the other hand, for each boundary point z ∈ S W , using the map γ, one can find a family of flat connections A z on P 0 → M 0 parametrized smoothly by z such that
We can gauge transform A 1 so that on * (φds + ψdt)| ∂S W = 0. Then A 1 and A 2 together define a piecewise smooth connection A on Q which is asymptotic to a piecewise smooth flat connection on P N → N gauge equivalent to [A i ] at the i-th end.
We calculate the Chern-Simons action of A. Indeed, it is easy to see the integral of tr(F A ∧ F A ) over (∂S W ) × M 0 is zero. On the other hand, over (S W ) × Σ, we see
By (2.16), we see
Asymptotic Behavior
In this section we prove results about the asymptotic behaviors of ASD instantons. Recall that M is a three-manifold with cylindrical end and P → M is an SO(3)-bundle. Let the cylindrical end of M be isometric to (0, +∞) × Σ and the complement of the cylindrical end be M 0 with ∂M 0 ≃ Σ. Let P 0 → M 0 be the restriction of P to M 0 and Q → Σ be the boundary restriction of P 0 .
We consider two types of ASD instantons. The first one is over P := R × P which is the pullback of P over M := R × M . The second is over Q := C × Q which is the pullback of Q over C × Σ. M and C × Σ are equipped with the natural product metric induced from the Riemannian metric on M .
To describe the asymptotic behavior of such instantons, consider the quotient spaces A(Q)/G(Q) and A(P )/G(P ). Let them be equipped with the quotient topologies induced from the smooth topologies on A(Q) and A(P ). Then R Σ ⊂ A(Q)/G(Q) and L M ⊂ A(P )/G(P ) are closed subsets.
Theorem 3.1. Let A be an ASD instanton on M = R × M . Then there exist flat connections A ± ∈ A(P ) and a flat connection B ∞ ∈ A(Q) satisfying the following conditions.
(a) As |z| → ∞,
This theorem is proved in Subsection 3.1. Indeed, using the same argument for proving Item (a) above, one can prove the following result about the existence of limit at infinity for instantons over C × Σ. We skip its proof. By the above two theorems, for an ASD instanton A on either M or C × Σ, we define its evaluation at ∞ be the point [
We also need certain exponential convergence. In this paper we prove that the energy of an ASD instanton outside a compact set decays exponentially.
Theorem 3.3. There exists δ > 0 depending only on the three-manifold M with the following properties.
(a) Let A be an ASD instanton over
, where the two parts are glued along the common boundary ∂B
Another consequence of the isoperimetric inequalities is the energy quantization phenomenon of ASD instantons. An ASD instanton A is called trivial if E(A) = 0; otherwise it is called nontrivial.
Theorem 3.4. There is a positive number > 0 such that for every nontrivial ASD instanton A over M or C × Σ there holds E(A) ≥ .
Both Theorem 3.3 and Theorem 3.4 are proved at the end of this section, using the annulus lemma (Lemma 3.12 and Lemma 3.13).
3.1. Proof of Theorem 3.1.
3.1.1. Limit as z → ∞. We may assume that the three-manifold with boundary M 0 has a neighborhood of ∂M 0 which is isometric to Σ × (−1, 0]. Then for each z ∈ H, we may regard B 1 (z) × Σ is embedded in M . Consider the restriction To justify this claim, we write the restriction of A over H × Σ as the triple (B, φ, ψ) (see related notation in Subsection 2.2). Then we see
Hence when |z| is large, B(z) is in U ε (Q) (see (2.9)) for some ε > 0 and can be projected to R Σ . By Lemma 2.19, one obtains a holomorphic map u : H B + R → R Σ , R ≫ 1. Further, by (2.14) and (3.2) one has
Then by the diameter estimate of pseudoholomorphic curves (see Corollary 2.8), one has
It implies that u has a limit at infinity. On the other hand, it is easy to see that the limit must be [ 
, which is a contradiction. Therefore the sequential limit of A s as s → +∞ is unique up to gauge.
We have finished the proof of Theorem 3.1.
3.2. The isoperimetric inequality for paths. Let N be the closed three manifold obtained by "doubling" M . More precisely, N is the union of the following three pieces We would like to enlarge the space of smooth connection to certain piecewise smooth connections. To state the hypothesis we need a few more notations. Let A be a piecewise smooth connection on P N . Then over the neck region N 0 we can write
where for each t, η(t) ∈ Ω 0 (Σ, adQ) and B(t) ∈ A(Q). Hence we can identify a connection A over N 0 as a pair (η, B), whose curvature reads
This measurement has the following properties.
(a) When A is in temporal gauge, i.e., when η ≡ 0, l p (A) coincides with the length of the path B(t) with respect to the L p -metric on A(Q)
Lemma 3.6. There exist ǫ > 0 and C > 0 satisfying the following condition. Let A be a piecewise smooth connection on P N whose restriction to N 0 is identified with a path (η(t), B(t)). Suppose
Then there exists a smooth flat connection A 0 on P N whose restriction to
and sup
Remark 3.7. Indeed, to obtain (3.4) and (3.5), we only need F A L 2 (N ± ) < ǫ and l 2 (A) < ǫ. To obtain (3.6), we need in addition F A L p (N ± ) ≤ C ′ and l p (A) ≤ C ′ for some p > 2 and a constant C ′ as we need the Sobolev embedding W 1,p ֒→ C 0 in dimension two. The constant C of (3.6) would depend on the values of p and C ′ .
Proof of Lemma 3.6. Let C > 0 be a constant which is independent of A but may vary in the context. Let ǫ be smaller than the δ p of Lemma 2.16 for both p = 2 and p = 3. Then by Lemma 2.16 there exist flat W 1,3 -connections A ± on N ± such that
Let B ± be the boundary restrictions of A ± over ∂N ± ≃ Σ. Then
On the other hand, we can transform A such that its restriction to N 0 is in temporal gauge, i.e., A = d + B(t). Then for p = 2, 3, in L p norms, one has 
If (3.8) is true, then one can find a smooth flat connection A 0,− on M 0 and a gauge equivalent smooth connection A 0,+ such that
Similarly, if (3.9) is true, then one can find a pair of smooth flat connections A 0,− and A 0,+ which are not gauge equivalent such that (3.10) holds. In either case, the boundary restrictions of A 0,± , denoted by B 0,± , are gauge equivalent. Then in L 2 or L 3 norm,
Hence there exists a gauge transformation g = e h of regularity W 1,3 on Q such that Then A 0 is flat over N . Then (3.4) follows from (3.10) and (3.5) follows from (3.11) and (3.12). (3.6) follows from the assumption that A is in temporal gauge on N 0 and the Sobolev embedding W 1,3 ֒→ C 0 in dimension two.
Now we can define the local Chern-Simons action as follows. Let A be a connection on N satisfying (3.3) for the ǫ provided by Lemma 3.6 and let A 0 be the flat connection (which is not necessarily unique up to gauge transformation). Then define
Indeed F loc (A) is independent of the choice of the nearby flat connection A 0 hence is well-defined for smooth connections satisfying (3.3) and (3.3).
Theorem 3.8 (The isoperimetric inequality for paths). There exist ǫ > 0 and C > 0 satisfying the following conditions. Let ρ ≥ 1 and A be a piecewise smooth connection on P N . Suppose
Then one has
(3.14)
Proof. Using the notations from Lemma 3.6, one can see that
Using the Sobolev embedding W 1,2 ֒→ L 6 in dimension 3 and (3.4), one see the first term can be bounded as
Further, using (3.5), one obtains
Lastly, using (3.5) and (3.6), one has
Then (3.14) follows from the following fact.
This completes the proof.
Lemma 3.9. For any ε > 0, there exists δ with the following property. Let A be a piecewise smooth connection on P N whose restriction to N 0 is identified with a path (η(t), B(t)). Suppose
Notice that by the discussion after Lemma 3.6 the local Chern-Simons action of A is well-defined. Then one has |F loc (A)| ≤ ε.
Proof. Straightforward calculation.
3.3. The isoperimetric inequality for loops. Now we prove a similar isoperimetric inequality for a loop of connections over the surface. Consider smooth connections over S 1 × Q over S 1 × Σ, which can be written as d + η(t)dt + B(t). The proof of the isoperimetric inequality relies on the following technical result.
Lemma 3.10. There exist constants ǫ > 0 and C > 0 satisfying the following conditions. Let d + η(t)dt + B(t) be a smooth connection on S 1 × Q. Suppose
Then there exists a flat connection d + η 0 (t)dt + B 0 (t) on S 1 × Q such that
16)
and for all t ∈ S 1 ,
Proof. The proof is analogous to that of [GS05, Lemma 11.2]. First we consider the special case when η(t) ≡ 0. Let B 0 be the projection of B(0) via T (see (2.10)), which is a flat connection on Q. It then induces a flat connection A 0 = d + B 0 on S 1 × Q. Then (3.16) is true because η(t) ≡ η 0 (t) ≡ 0. Moreover, denoteB(t) = T (B(t)). Then one has
which gives (3.17). Here we used (2.8) for p = 2. For the general case when η(t) = 0, notice that (3.15), (3.16), and (3.17) are all gauge invariant conditions. Define a path g : [0, 2π] → G Σ by the ordinary differential equation
Then we have
To proceed we need the following claimed result. Claim. Then there exist ǫ > 0 and C > 0 satisfying the following conditions. Let B be a smooth connection on Q with F B L 2 (Σ) ≤ ǫ and g : Q → SU (2) be a smooth gauge transformation satisfying
Then there exists h ∈ Ω(adQ) such that g = e h and
Proof of the claim. Suppose this is not the case. Then for any given C > 0, there exist a sequence of connections B i ∈ A(Q) with F B i L 2 → 0 and a sequence of gauge transformations g i ∈ G Σ with B i − g * i B i L 3 → 0 with g i not satisfying the required condition for this given C. Then up to gauge transformation and taking subsequences, B i converges to a flat connection B ∞ in W 1,2 topology and g i converges to a gauge transformation in W 1,3 topology. Moreover, g ∞ is covariantly constant with respect to B ∞ , i.e., an automorphism of B ∞ . By Hypothesis 2.13, g ∞ must be the identity. Since W 1,3 embeds into C 0 , for i large enough, one can write g i = e h i for a section h i of adQ. Then h i converges to zero in W 1,3 topology. On the other hand, the operator
is injective for p = 2, 3. Then d B i is injective for i sufficiently large. This implies that for certain constant C > 0, when i is large, we have
for p = 2, 3. Notice that the right hand side is the first order approximation of g * i B i − B i . This contradicts the assumption. Hence there holds
End of the proof of the claim.
Now we see
The above claim implies the existence of h ∈ W 1,3 (Σ, adQ) satisfying
Choose a smooth nondecreasing function ρ : [0, 2π] → [0, 1] which is onto and whose derivative vanishes near 0 and 2π. Then definẽ
Theng is a smooth gauge transformation on S 1 × Q. Definẽ
hdt +B(t), whereB(t) =g(t) * B(t).
Therefore it suffices to consider theÃ instead of A.
Claim. There exist C > 0 and ǫ > 0 such that when (3.15) holds for this ǫ, there holds
Proof of the claim. By the Sobolev embedding W 1,3 ֒→ C 0 in two dimensions, there holds 
].) DenoteB(t) = g(t) * B(t). Then by (3.18) there holds
Therefore using (3.20) one has
On the other hand, using the compactness of R Σ and the fact that F B(t) L 2 (Σ) = FB (t) L 2 (Σ) ≤ ǫ, for each t, one can find an open cover {U α } of Σ and local trivializations of Q| Uα such that with respect to the trivialization over
Here C(ǫ) and the number of open sets in this open cover are independent of B(t). Over each U α we also identify h as a Lie algebra valued function h α . Then on U α , we havẽ
By (3.22) and the fact that the number of open sets is bounded, there holds
Combining (3.20), (3.21), and (3.23), we obtain (3.19).
Then defineÃ * = d t +B(t). It follows from the above claim that
Then by the special case we considered at the beginning of this proof, there exists a flat connection B 0 on Q such that for all t ∈ [0, π],
Define η 0 (t) ≡ 0 and A 0 = d t + η 0 (t)dt + B 0 . Then A 0 is a flat connection on S 1 × Q and by (3.20) one has
Similar to the case of paths, we can define a local Chern-Simons action as follows. Let A = d + η(t)dt + B(t) be a smooth connection on S 1 × Q satisfying (3.15). Let A 0 be the reference flat connection given by Lemma 3.10. Then define
One can then show that the above expression is independent of the choice of A 0 . Now we can state and prove the isoperimetric inequality for loops.
Theorem 3.11 (Isoperimetric inequality for loops). There exist constants ǫ > 0 and C > 0 satisfying the following conditions. For
The proof is similar to the proof of Theorem 3.8 and is left to the reader.
3.4. The annulus lemma. Now we apply the isoperimetric inequality to our situation. We first set up a few new notations. For all r ≥ 1, define
in a similar way as we define N . There is also a bundle P Nr → N r . We can view N r as a submanifold of M , though the embedding is not smooth at ∂N − and ∂N + . For any interval I ⊂ (0, +∞), let
For any smooth connection A ∈ A(P ), its restriction to N r is a piecewise smooth connection on P Nr . Restricted to [−πr, πr] × Σ ⊂ N r , A can be written as
One can always gauge transform A such that η(±πr) = 0. In this gauge one can identify A| Nr with a piecewise smooth connection A r on P N → N . Notice that we have
Lemma 3.12 (Annulus lemma for paths). There exist ǫ > 0, C > 0, and δ > 0 satisfying the following property. Let A be a solution to the ASD equation over
Then for all s > 0 with r 1 + 1 ≤ e s r 1 ≤ e −s r 2 ≤ r 2 − 1, one has
Proof. For ρ ∈ [r 1 , r 2 ], let A ρ be the restriction of A onto N ρ , identified with a piecewise smooth connection on P N → N . By Uhlenbeck compactness (see Theorem 2.3), when ǫ is small enough, the restriction of A to a compact subset, say M [r 1 +1,r 2 −1] , is close to a flat connection in C ∞ loc topology. Hence for certain constant C > 0, there hold sup
This guarantees that A ρ verifies (3.13) for possibly a different small ǫ. Hence the local Chern-Simons action F loc (A ρ ) can be defined for all A ρ with r 1 + 1 ≤ ρ ≤ r 2 − 1. This is a smooth function in ρ.
On the other hand, the ASD equation over M [r 1 ,r 2 ] can be viewed as the negative gradient flow equation of the Chern-Simons functional with respect to a varying family of L 2 -metrics. Hence one has
We first consider the case that
Then by the isoperimetric inequality (Theorem 3.8) and (3.24), one has
Hence the function ρ δ J(ρ) is nonincreasing. This implies that for some C > 0,
The case one or both F loc (A r 1 +1 ) and F loc (A r 2 −1 ) are negative can be treated similarly. Hence (3.25) is established.
One can prove the annulus lemma for loops similarly, using Lemma 3.10. We skip the detail.
Lemma 3.13 (Annulus lemma for loops). There exist ǫ > 0, C > 0, and δ > 0 satisfying the following condition. Let A be a solution to the ASD equation over A(r 1 , r 2 )× Σ where Then (3.1) follows. The case of instantons over C × Σ can be proved in the same way.
Proof of Theorem 3.4. Suppose A is a nontrivial ASD instanton over M whose energy is smaller than the ǫ of Lemma 3.12. We can choose R > 0 such that
Let ϑ T be the translation on M by T and A T = ϑ * T A, which is again an ASD instanton with energy less than ǫ. Then by Lemma 3.12, for T ≫ 1, one has
for some constant C > 0 independent of T . This contradicts (3.26). Hence there cannot be nontrivial ASD instantons with energy less than the ǫ of Lemma 3.12. Similar argument works for instantons over C × Σ. Hence Theorem 3.4 is true for an which is smaller than both the ǫ of Lemma 3.12 and the ǫ of Lemma 3.13.
Adiabatic Limit
In this section we show that a sequence of solutions to the ASD equation over a product of two surfaces with respect to a sequence of partially blown-up metrics converge modulo various types of bubbling to a holomorphic curve in the representation variety, provided that the sequence has a uniform energy bound.
Let us first fix a few notations. Let S ⊂ H be an arbitrary subset. Define
where the two parts are identified along (S ∩ ∂H) × Σ. Similarly, if S ⊂ C, then define
For each ρ > 0, denote ρS = {ρz | z ∈ S}. Then there is a biholomorphic map φ ρ : S → ρS inducing a diffeomorphism between M S and M ρS which is the rescaling in the zcoordinate on the part S × Σ and which is the rescaling in the s-coordinate on the part ∂S × M 0 . By abuse of notations, we denote the diffeomorphism still by
There is an SO(3)-bundle P S → M S obtained from P → M in a similar way. For ρ > 0, there is a bundle map between P S and P ρS covering the map (4.1). We still denote the map by φ ρ : P S → P ρS .
Compactness modulo energy concentration.
We shall prove a compactness theorem for rescaled ASD equation modulo bubbling.
Theorem 4.1. Let ρ i be a sequence of positive numbers diverging to infinity. Suppose A i is a sequence of ASD instantons on M with
Then there exist a subsequence (still indexed by i) and a holomorphic map
from H to R Σ with mass (see Definition 2.11) satisfying the following conditions. (a) For each z ∈ S, one has the convergence
is in the domain of the projection S : U (Q) → R Σ for all z ∈ φ ρ i (K) (see (2.9), (2.10), and (2.11)), hence projects down to a sequence of holomorphic maps u i :
converges to u ∞ | K in the sense of Definition 2.9. (c) There is no energy lost in the following sense:
We have an analogous theorem for instantons over the product of two surfaces. The proof (see Subsection 4.5) differs a little. 
Then there exists a subsequence (still indexed by i) and a holomorphic map
from S to R Σ with mass which satisfy the following conditions.
(a) For each z ∈ S, one has
(b) For any precompact open subset K ⊂ S W , for i sufficiently large, B i (z) is contained in the domain of the map S for all z ∈ K, hence A i induces a holomorphic map u i :
There is no energy lost in the following sense: for all precompact open subset
These two theorems motivates the following notion of convergence. 4.2. Threshold of energy concentration. As in the proof of Gromov compactness for pseudoholomorphic curves or symplectic vortices, one wishes to prove Theorem 4.1 by induction. A crucial point is the inductive argument is the energy quantization property, which guarantees the finiteness of the number of bubbles. Here we need an essentially equivalent property, namely there is a lower bound on the amount of energy which concentrate at one point (in a two-dimensional domain). 
The following lemma shows the existence of a positive threshold of energy concentration. 
Proof. We claim that the lemma holds for = ǫ 2 where ǫ is the one in the annulus lemma (Lemma 3.12 or Lemma 3.13). For (a), suppose there are ρ i , A i with energy concentration at w ∈ S with concentrated energy m < ǫ 2 . Then there exists a subsequence (still indexed by i), and r 0 > 0 such that
There is also a sequence r i → 0 such that
(4.5)
However, using the annulus lemma (Lemma 3.12) one sees that
The right hand side converges to zero, which contradicts (4.5). The case of (b) can be proved in the same way. 
Recall the notations introduced in (2.2) and (2.3). Then the ASD equation on A can be rewritten as the following equation on A
We call this equation the ρ-ASD equation. Define the rescaled energy density function
There are several important estimates derived by Dostoglou-Salamon [DS94] which were used to prove the Atiyah-Floer conjecture for mapping cylinders. Since we are going to use the revised versions of these estimates provided in [DS07] , we provide more details of the references in the proof. 
. (4.9)
Proof. Let K, S, and c 0 be given. By [DS94, Theorem 7.1], there exist C > 0 and T > 0 such that for
By the discussion at the beginning of [DS07, Section 1], the assumption of (4.10) can be weakened to (4.8). Then (4.9) follows from Cauchy-Schwarz inequality and the fact that S is bounded. 
Then (4.11) follows from Cauchy-Schwarz inequality and the fact that S is bounded. (4.12)
Then there holds sup
Proof. By [DS07, Lemma 2.1], there exist C > 0, T > 0 and δ > 0 with the following property. Let ρ ≥ T and
(4.14)
Then (4.13) holds. On the other hand, by Corollary 4.8 the condition (4.12) implies (4.14) when ρ is sufficiently large.
4.4.
Proof of Theorem 4.1. We first identify a subsequence for which energy concentration happens at only finitely many points. Consider the limit
for all z ∈ H. If this limit is positive for some w ∈ H, then we take a subsequence (still indexed by i) such that the same limit is positive if we replace lim sup by lim. Then consider the above limit at other points and choose subsequences if energy concentrates. By Lemma 4.6 and the uniformly energy bound, this process stops after taking finitely many times of subsequences. Then we obtains a positive measure on m ∞ supported at a finite subset W ∞ ⊂ H such that (4.2) holds. Now we construct the limiting holomorphic curve.
Lemma 4.10. For any compact subset K ⊂ H W ∞ , one has
Define
We first prove that the limit in (4.15) is finite. Suppose this is not the case, then for some subsequence (still indexed by i) F A i (x i ) blows up. Since K is compact, we may also assume that z i converges to some z ∈ K. For all R > 0, let B R ⊂ R 4 be the radius R open ball centered at the origin. Define φ i : B R → M by
By the standard bubbling analysis of ASD equations (see [DK90, Chapter 4 
This contradicts the assumption that no energy concentrate at z. Now we prove (4.15). Suppose this is not the case, then there exist a subsequence (still indexed by i) such that λ i converges to a positive number. We may as well assume that z i converges to z ∈ K. Suppose
First assume that for some subsequence (still indexed by i) x i converges to a limit x ∞ ∈ M . It follows that z ∈ ∂H ∩ K. Choose another precompact open subset K ′ ⊂ H W ∞ containing K in the interior. Define a sequence of translations on M by
Then for for all R > 0, for sufficiently large i, there holds
Consider the sequence of pullback instantons
. The finiteness of the limit in (4.15) we have just shown implies that for all R > 0,
Then A ′ i converges subsequentially to a limiting ASD instanton A ∞ over M . Moreover, A ∞ is not flat at (0, x ∞ ), hence A ∞ has positive energy. Therefore,
This contradicts the fact that no energy concentrates at z.
On the other hand, suppose x i does not converge in M . Let the imaginary part of z i be t i . It then follows that ρ i t i diverges to +∞. Then for all R > 0 and sufficiently large i, define φ i :
Then similar to the above situation, a subsequence of φ * i A i converges to a nontrivial ASD instanton A ∞ over C × Σ. Then
This again contradicts the fact that no energy concentrates at z. Therefore (4.15) holds.
Then away from the bubbling set one can project the instantons to holomorphic curves. Over H × Σ ⊂ M , one can write
Therefore for i sufficiently large, one can project the family of connections B i (z) to a holomorphic map u i :
We claim that as J-holomorphic curves, u ′ i has no energy concentration in K. Recall that the sequence A i has no energy concentration at any point in K ⊂ H W ∞ . Then by Lemma 2.19, u ′ i has no energy concentration at any point of K either. Therefore Proposition 2.10 implies that u ′ i converge subsequentially to a limiting holomorphic map u ∞ : K → R Σ . Let K exhaust H W ∞ . Then one obtains a holomorphic map u ∞ : H W ∞ → R Σ and a subsequence (still indexed by i) such that u ′ i converges to u ∞ .
4.4.1. The boundary map. Now we construct the boundary map
For every z ∈ ∂H W ∞ , since no energy is concentrated at z, we see
Then Uhlenbeck compactness (Theorem 2.3) implies that up to gauge transformation a subsequence of A i;z converges to a flat connection A z ∈ A(P 0 ). Moreover, we have shown that u
(4.16)
In particular, we see that
Lemma 4.11. There is a subsequence (still indexed by i) such that for all z ∈ ∂H W ∞ , the sequence [A i;z ] converges in A(P 0 )/G(P 0 ).
Proof. Pick one point z α ∈ I α for each connected component I α ⊂ ∂H W ∞ . Then for the finitely many chosen points z α , we can find a subsequence of A i , still indexed by i, such that [A i;zα ] converges to [A zα ] for all α. Then consider the sets
The lemma follows if we can show that I * α is both open and closed. We prove I * α is open. Suppose this is not the case. Then there exist z * ∈ I * α and a sequence z k / ∈ I * α with z k → z * . We claim that u ∞ (z * ) is a double point. If it is not the case, then since u ∞ is continuous, for large k, u ∞ (z k ) is not a double point. This contradicts (4.16) and the assumption that [A i;w k ] has two different subsequential limits. It also implies that 
. This contradicts the convergence u ′ i towards u ∞ . This proves the openness of I * α . We prove I * α is closed. Suppose this is not the case. Then there exists z * / ∈ I * α and a sequence z k ∈ I * α with
Then there must be a subsequence of z k (still indexed by k), and one of U ′ and U ′′ , say U ′ , such that for all k,
There must also be a subsequence of i (still indexed by i), such that
Then for each k, one can find i k such that
Choose a sequence i k such that i k+1 > i k . Then since U ′ and U ′′ are disjoint, one can find for each k a point w k between z * and z k with
Then (4.17) still holds and one derives the same contradiction. This proves the closedness of I * α . By the above lemma, there is a map γ ∞ : ∂H W ∞ → L M and a subsequence (still indexed by i) such that
Lemma 4.12. γ ∞ is continuous.
Proof. Left to the reader.
Energy is preserved.
We prove (4.3). To simplify the notations, assume that W ∞ contains only one point {0} ∈ ∂H and there is no energy lost at infinity, i.e.,
. The proof of the general case can be derived easily from the proof of the special case, which we are going to present.
Recall the closed three manifold N constructed in Subsection 3.2 and the SO(3)-bundle P N → N . For a small r, the restriction of A i to ∂M φρ i (B Now we prove (4.19). For any ε > 0, there exists r ε > 0 such that for all T > 0,
Since A i are all solutions to the ASD equation, by Uhlenbeck compactness (Theorem 2.3), for all s ∈ (0, r ε ), when i is large, one has
Then when ε is small enough, by Lemma 3.6, there exists a smooth flat connection A * i;s on P N → N satisfying (3.4), (3.5), and (3.6). Then the local Chern-Simons action of A i;s can be defined. We want to show that the local Chern-Simons action of A i;s coincides with the relative action in (4.19). Let L N be the set of gauge equivalence classes of flat connections on P N . Proof. Consider the space A 1,2 (P 0 ) of W 1,2 -connections on P 0 , which is acted by G 2,2 (P 0 ). Then L M ⊂ A 1,2 (P 0 )/G 2,2 (P 0 ) is a closed subset, and the subspace topology coincides with the smooth topology induced from A(P 0 )/G(P 0 ). Let 
On the other hand, by the definition of holomorphic curves with boundary in an immersed Lagrangian (see Definition 2.11), we have
Then by (4.18), we see that there is r 0 > 0 such that for all r ∈ (0, r 0 ], there holds
Fix such an r. Then by Lemma 3.6 and (3. 
Hence for i large enough, A i | φρ i (K)×Σ projects via the map S of (2.11) to a map
Lemma 2.19 implies that u i is holomorphic. Define the rescaling
Similar to the case of Theorem 4.1, the sequence u ′ i has no energy concentration. Then by the compactness of pseudoholomorphic curves (Proposition 2.10), a subsequence of u ′ i (still indexed by i) converges to a limiting holomorphic map u ∞ : K → R Σ in C ∞ loc (K). The diagonal argument selects a subsequence and a limiting holomorphic map u ∞ :
In the case of Theorem 4.2 we can prove the stronger result about energy preservation. Recall that by the rescaling φ ρ i , we can identify A i as a sequence of solutions A 
On the other hand, the p = ∞ case of Theorem 4.7 implies that for all z ∈ K, one has
Recall we have the splitting T U (Q) ≃ GA(Q) ⊕ HA(Q) (see (2.12)) and the projectioñ S onto the second component. Then we have
Using Lemma 2.19, (4.22), and (4.23), it follows that
i . The assertion of the lemma follows from this estimate and the fact that u ′ i converges in C ∞ loc to u ∞ . Now we show that the assumption of Lemma 4.15 indeed holds. Proof. Suppose (4.24) is not true. Then one can find a subsequence (still indexed by i) and a sequence z i ∈ K converging to z ∞ ∈ K such that
Lemma 4.14 implies that τ i grows slower than ρ i . Choose a sequence r i satisfying
Denote ν i = ρ i /τ i which diverges to infinity. Define
which is a solution to the ν i -ASD equation over B τ i r i × Σ. On the other hand, Then Lemma 4.15 implies that e ν i converges uniformly to the energy density function of u ′′ ∞ on any compact subset of C. This implies that u ′′ ∞ has finite energy, hence extends to a holomorphic sphere. On the other hand, (4.26) implies that the density function of u ′′ ∞ is positive somewhere, hence u ′′ ∞ is a nontrivial holomorphic sphere. Therefore, for the original sequence A i , with respect to ρ i , a nontrivial amount of energy is concentrated at z ∞ ∈ K, which contradicts the assumption that K ∩ W ∞ = ∅.
Combining Lemma 4.15 and Lemma 4.16, we see that e ρ i converges uniformly to the energy density function of u ∞ on all compact set of S W ∞ . Hence for any compact
Then u ∞ : S W ∞ → R Σ has finite energy. By the removability of singularities of pseudoholomorphic curves, u ∞ extends to a holomorphic map defined over S and one obtains (4.4). This finishes the proof of Theorem 4.2.
Stable Scaled Instantons
In this section we define the Gromov-Uhlenbeck convergence for ASD instantons. In fact we define a notion called stable scaled instantons, which is a combination of stable maps in symplectic geometry and "instantons with Dirac measures" in gauge theory. The combinatorial model of trees is also used in the study of the vortex equation (see for example [WX17] [WX] ) and holomorphic quilts (see [BW18] ). 5.1. Trees. Let us fix a few notations. A tree, usually denoted by Γ, consists of a set of vertices V Γ , a set of edges E Γ , and a set of leaves L Γ . One can associate to each tree a 1-complex whose 0-cells are vertices and whose 1-cells are edges, while leaves are regarded as combinatorial decorations. A rooted tree is a tree Γ together with a distinguished vertex v ∞ ∈ V Γ called the root. A rooted subtree of a rooted tree (Γ, v ∞ ) is a subtree which contains v ∞ . A ribbon tree is a tree Γ together with an isotopy class of embeddings of Γ into the closed disk D 2 . A based tree is a tree Γ with a rooted subtree Γ equipped with the structure of a ribbon tree. Γ is called the base of Γ. A rooted tree without specifying a base is called a baseless tree.
We only consider rooted trees and often skip the term "rooted." Notice that the root v ∞ ∈ V Γ induces a natural partial order ≤ among all vertices: v β ≤ v α if v β is closer to v ∞ . We write v α ≻ v β if v β ≤ v α and v β , v α are adjacent; in this case we denote the corresponding edge by e αβ ∈ E Γ . Definition 5.1. Consider the set {1, ∞} ordered as 1 ≤ ∞. A scaling on a based tree Γ is a map s : V Γ → {1, ∞} satisfying the following condition.
• Denote V 1 Γ = s −1 (1) and V ∞ Γ = s −1 (∞). Then V ∞ Γ forms a (possibly empty) rooted subtree of Γ and vertices in V 1 Γ are all disconnected from each other. A based tree Γ with a scale s is called a scaled tree.
Given a scaled tree Γ = (Γ, s) with possibly empty base Γ. For each v α ∈ V Γ , define
M β = C × Σ, S β = C, and S β = C ∪ {∞} ≃ S 2 . For each v α , there is an SO(3)-bundle P α → M α specified previously.
Definition 5.2. A stable scaled instanton modelled on a scaled tree (Γ, s) consists of a collection
where the symbols denote the following objects.
• For each v α ∈ V 1 Γ , a α is a gauge equivalence class of ASD instantons on P α → M α and m α is a positive measure on M α .
• For each edge e αβ ∈ E Γ , w αβ is a point in S β .
• For each β ∈ V ∞ Γ , W β is the subset of S β defined by
and u β is a holomorphic map from S β to R Σ with boundary in ι(L M ) (see Definition 2.11). These objects also satisfy the following conditions.
(a) If e αβ ∈ E Γ , then w αβ ∈ ∂S β . (b) For every v β ∈ V ∞ Γ , the collection of points defining W β are distinct. (c) For each edge e αβ ∈ E Γ , the evaluation at infinity of a α or u α (which is a point in R Σ ) is equal to u β (w αβ ).
Γ , Supp(m α ) has the same number of points as the number of leaves attached to v α . Moreover, the mass at each point is in 4π 2 Z. (e) (Stability) If a α has zero energy, then m α = 0; if v β ∈ V ∞ Γ and u β is a constant map, then the number of boundary nodal points plus twice of the interior nodal points attached to S β is at least two; if v γ ∈ V ∞ Γ V ∞ Γ and u γ is a constant map, then the number of nodal points on S γ is at least two.
A typical configuration of a stable scaled instanton is shown in Figure 5 .1.
One can see that on the combinatorial level a stable scaled instanton is very similar to a stable affine vortex over C (when Γ is baseless) or over H (when Γ has a nonempty base). These two constructions appeared in [Zil14] and [WX17] respectively. We can define a notion of equivalence among stable scaled instantons by incorporating the translation symmetry of ASD instantons and the conformal invariance of holomorphic maps. The details are left to the reader. It is then easy to check that the automorphism group of a stable scaled instanton is trivial.
5.2. Sequential convergence. Now we define in what sense a sequence of ASD instantons over M = R × M can converge (degenerate) to a stable scaled instanton. Let
be a stable scaled instanton modelled on a based scaled tree (Γ, s). For each v β ∈ V ∞ Γ , we have the set of nodes W β ⊂ S β defined by (5.1). Then we can define a measure m β on S β supported in W β as follows. For each w αβ ∈ W β , the mass m β at w βα is the sum of the energy of all components in C labelled by v γ ∈ V Γ with v γ ≥ v α . Denotẽ
which is a holomorphic curve with mass (see discussion after Definition 2.11).
Definition 5.3. Let a i = [A i ] be a sequence of gauge equivalence classes of ASD instantons on P → M . Let Γ be a based scaled tree. Let
be a stable scaled instanton. We say that a i converges (modulo gauge transformation) to C if the following conditions are satisfied.
(a) For each v α ∈ V 1 Γ , there exist a sequence of real translations φ i,α (z) = z + Z i,α such that φ * i,α a i converges in the Uhlenbeck sense to (a α , m α ) over the manifold
Γ , there exist a sequence of complex translations φ i,α (z) = z + Z i,α satisfying the following properties.
(i) ImZ i,α → +∞; (ii) Viewing φ i,α as a diffeomorphism from C × Σ to itself, for all sufficiently
Γ , there exists a sequence of real affine transformations φ i,β (z) = ρ i,β (z + Z i,β ) satisfying the following properties.
(i) ρ i,β ∈ R, Z i,β ∈ R, ρ i,β → +∞; (ii) Denoting the translation z → z + Z i,β by ψ i,β and viewing it as a diffeomorphism from M to itself, ψ * i,β a i converges toũ β along with {ρ i,β } in the sense of Definition 4.3.
there exist a sequence of complex affine transformations φ i,β (z) = ρ i,β (z + Z i,β ) satisfying the following properties.
(i) ρ i,β ∈ R, Z i,β ∈ C, ρ i,β → +∞, and ImZ i,β → +∞; (ii) Denoting the translation z → z+Z i,β to be ψ i,β and viewing it as a diffeomorphism from C ×Σ to itself, then for all sufficiently big R > 0, the sequence of pullbacks ψ * i,β (a i | φ i,β (B R )×Σ ), which are instantons over B ρ i,β R ×Σ, converge toũ β | B R along with {ρ i,β } in the sense of Definition 4.4. (e) For each edge e αβ ∈ E Γ , the map φ −1 i,β • φ i,α from S α to S β converges uniformly with all derivatives to the constant w αβ . (f) There is no energy lost, i.e.,
Now we state the precise form of the main theorem of this paper.
Theorem 5.4. Given a sequence of ASD instantons on R × M with uniformly bounded energy, there exists a subsequence which converges to a stable scaled instanton in the sense of Definition 5.3.
The rest of this paper provides a proof of Theorem 5.4.
Remark 5.5. It is easy to extend our definitions and our compactness theorem to the case of instantons over C × Σ. For example, when Γ is a baseless tree, the object defined in Definition 5.2 is a possible limiting configuration of a sequence of instantons over C × Σ. One can state and prove an analogue of Theorem 5.4 for such instantons in a routine way.
Proof of the Compactness Theorem
Now we start to prove the compactness theorem (Theorem 5.4). We first give a few remarks containing certain conventions and simplifications which we will follow in our proof. (6.1) (c) It is also convenient to fix the ambiguity caused by the translation invariance. For each i ≥ 1 and Z ∈ R, let R = R(Z) be the minimal real number satisfying
By the decay of energy, when Z approaches to ±∞, the R(Z) satisfying the above condition approaches to ∞. It is also easy to see that R(Z) depends on Z continuously. Then one can choose for each i a number Z i (which might not be unique) such that R i = R(Z i ) is smallest possible. Then by using a translation in the s-direction, we may assume Z i = 0 for all i. Hence one has
We need to construct a stable scaled instanton
where Γ = (Γ, s) is a scaled tree. We will also construct transformations φ i,α which satisfy conditions of Definition 5.3. Our construction is inductive, similar to what we did in [WX17] . We will first construct the root component v ∞ , which typically supports a holomorphic disk u ∞ from H to R Σ (unless we are in a special case where v ∞ supports an ASD instanton), together with the affine transformation φ i,∞ : H → H and the bubbling points W ∞ ⊂ H. Then at each w ∈ W ∞ where a positive amount of energy is left over, we use the "soft-rescaling" method to construct the next vertex attached to v ∞ . Whether this vertex supports an instanton or a holomorphic curve depends on the rate of energy concentration near the point w.
Now we start our construction of the limiting object. By taking a subsequence, we may assume that either R i stays bounded or diverges to infinity. We first prove that there is no energy concentrating in the area further away from M B Proof. Follows from the annulus lemma (Lemma 3.12).
6.1. Constructing the root component. Now we are going to construct the root component of the limiting object. A simple situation is when R i is bounded. Then by Theorem 2.3, a subsequence of A i converges to an ASD instanton A ∞ with a bubbling measure m ∞ in the Uhlenbeck sense. Then ([A ∞ ], m ∞ ) is the limiting object. Indeed, the scaled tree underlying this limiting object has only one vertex, and Proposition 6.2 is equivalent to the no-energy-lost condition of Definition 5.3. From now on we assume that R i is unbounded and we take a subsequence such that R i diverges to infinity. Then by applying Theorem 4.1 for R i and A i , one obtains a subsequence (still indexed by i) and a holomorphic curve with massũ ∞ = (u ∞ , m ∞ ) from H to R Σ such that A i converges toũ ∞ along with {R i } in the sense of Definition 4.3. Proposition 6.2 and (4.3) imply that
(6.4)
We would like to show that this limiting component is stable.
Lemma 6.3. If u ∞ is a constant map, the support of m ∞ contains either an interior point of H, or contains at least two points in the boundary of H. Since r i R i ≪ R i , this contradicts the choice of R i (see (c) of Remark 6.1).
6.2. Soft rescaling. What we have done is constructing the root component of the limiting stable scaled instanton. Next we inductively construct all other components using the "soft-rescaling" method. The soft-rescaling is similar to that of [MS04, Section 4.7], which was also used in [Fra08] and [WX17] . Let v ∞ denote the root component and m ∞ the bubble measure. Suppose
For each w k ∈ Suppm v , one has that Then for each w ∈ B r 0 (w k ) and i, one there exists r i (w) > 0 such that
Notice that the minimal r i (w) depends continuously on w. Therefore, one chooses w i,k ∈ B r 0 (w k ) such that r i,k := r i (w i,k ) = min w∈Br 0 (w k ) r i (w). (6.6)
Since energy concentrates at w 0 , w i,k converges to w k and r i (w i,k ) converges to zero. The point w i,k can be viewed as the point near w k where energy concentrates in the fastest rate (an analogue of the local maximum of the energy density). The following argument bifurcates in different cases. Suppose
By choosing a suitable subsequence, we are in one of the following situations. On the other hand, choose R 0 > 1 which is bigger than the limit of r i,k R i . Then one has
The conformal radius of B R i rǫ B R 0 diverges to infinity; one also has τ i /R 0 → ∞, τ ′ i /R i r ǫ → 0. Hence when ǫ is small enough, (6.9) contradicts the annulus lemma for loops (Lemma 3.13). Therefore the claim of the existence of τ ǫ satisfying (6.8) is true. Then one has
Since ǫ can be arbitrary small number, this lemma is proved.
The following lemma follows directly from Lemma 6.4.
Lemma 6.5. If A k is a trivial instanton, then m k = 0.
Case II. Suppose we are in the situation where
Then choose a sequence ρ i → ∞ but grows slower than R i . Define the sequence of real translations by φ i,k (z) = z + R i s i,k . In this case, choose a sequence ρ i → ∞ which grows faster than τ i,k but slower than R i . Then when i is large, the disk B ρ i (R i w i,k ) ⊂ C is contained in the upper half plane. Define a sequence of affine transformations φ i,k and a sequence of translations ψ i,k by
Via ψ i,k , the sequence of restrictions of A i to B ρ i (R i w i,k ) × Σ can be identified with a sequence A However we have τ i,k δ i R i = δ i (r i,k + t i,k ) ≪ r i,k , which contradicts the choice of r i,k (see (6.6)).
On the other hand, suppose lim i→∞ t i,k /r i,k = ∞. Then τ i,k ≫ r i,k R i . Still assume for simplicity that s i,k = Rew i,k = 0. Then for any r > 0, for i sufficiently large, the disk centered at R i w i,k = iR i t i,k of radius r i,k R i is contained in the disk centered at iτ i,k of radius rτ i,k . This implies that m k is supported at the single point i ∈ IntH.
The above discussion of four different cases allows us to inductively construct the limiting object. The process stops after finitely many steps due to the energy quantization phenomenon. This finishes the construction of a collection of ASD instantons with measures ([A α ], m α ), a collection of holomorphic maps u β from S β to R Σ with boundary lying in ι(L M ). They satisfy
Lemma 6.5, 6.6, 6.7, and 6.8 imply that the collection satisfies the stability condition of Definition 5.2. It remains to prove that this collection form a stable scaled instanton, i.e., proving "bubbles connect" or more precisely, condition (b) of Definition 5.2. Indeed, it follows from our construction that over each neck region, the conformal radius diverges to infinity and the total energy is bounded by the energy threshold for which one can apply the annulus lemma (Lemma 3.12 and Lemma 3.13). So the fact that bubbles connect follows. This finishes the proof of Theorem 5.4 for the case of instantons over M = R × M . As we have addressed previously, the case of instantons over C × Σ can be proved using a similar and more simplified method.
