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Present dissertation deals with the computational modeling of the phenomenon of a)
syntaxial overgrowth cementation and b) brittle anisotropic fracture propagation in sed-
imentary rocks, with the aid of phase-field approach.
In the first part of this research, a multiphase-field (MPF) model of cementation was
adapted to investigate the role of crack opening rates and cement growth rates on the de-
velopment of different calcite vein morphologies, as a result of bitaxial growth in syntaxial
veins in two dimensions (2-D). A geometric shift algorithm was developed to simulate the
incremental fracture opening under different boundary conditions. The numerical results
elucidate the transition of vein textures from fibrous to elongate-blocky forms, and finally
to open-space euhedrally-terminated crystal morphologies, for increasing crack opening
rates. For the first time, the formation mechanisms of uniform and non-uniform fibrous
veins depending upon the initial crack aperture is unravelled. A stark resemblance of the
numerically sealed vein microstructures with the natural vein samples demonstrates the
capabilities of the adapted MPF model in comprehending the growth dynamics of calcite
veins.
Next, the MPF model was adapted to study the syntaxial quartz cementation in
sandstones in 3-D. The impact of initial grain size of unicrystalline quartz aggregates on
the evolution of key petrophysical rock properties, i.e. porosity, permeability and pore
size distributions, during progressive quartz cementation was investigated. The dynamic
correlations between these properties were further established, and critically analysed in
comparison with the existing literature. During the course of this research, the MPF
model was extended to more rigorously account for the faceting-dependent growth ten-
dencies of quartz cements. Further, a systematic procedure was developed to generate
several digital grain packs comprising of different proportions of unicrystalline and poly-
crystalline aggregates, analogous to natural sandstones in terms of grain shapes, sizes and
depositional porosity. Utilizing these digital packs, the effect of polycrystallinity of grains
on the cement volumes, porosity and permeability of sandstones during progressive quartz
cementation was investigated. The simulated growth velocities along different facets un-
der undisturbed growth conditions show sound agreement with the analytical solution
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as well as previous studies. The numerically cemented microstructures of unicrystalline
and polycrystalline packs exhibit clear similarities with the corresponding natural sam-
ples in terms of crystal morphologies and remaining pore space. The numerically derived
relationships between the petrophysical properties and their variation in different sand-
stones during progressive cementation, while consistent with the previous experimental
findings and empirical laws, provide valuable insights on the dynamics of quartz growth
in sandstones.
In the last part, a separate MPF model of fracture was adapted to address the phe-
nomenon of brittle microfracturing in quartz sandstones. Two novel aspects of this model
are the formulations of I) anisotropic- and II) reduced interfacial crack resistance. While
the former accounts for preferred cleavage planes inside each quartz grain, the latter pro-
vides a reducible crack resistance along the grain boundaries in a continuous and smooth
manner, thereby enabling the model to simulate intergranular fracture growth. With
these ingredients, the model is able to simulate the competition between trans- and in-
tergranular modes of crack propagation, while exhibiting preferred fracturing directions
within each grain. The model can serve as a powerful tool to investigate complicated
fracturing processes in heterogeneous polycrystalline rocks comprising of grains of dis-
tinct elastic properties, cleavage planes and grain boundary attributes. The performance
and capabilities of the model are demonstrated through the representative numerical
examples.
Results of the present dissertation successfully demonstrate the feasibility and appli-
cability of the phase-field method in capturing the essential physics of these processes in
an efficient and elegant manner.
Kurzfassung
Die vorliegende Dissertation befasst sich mit der rechnerischen Modellierung des Phänomens
a) syntaktischer Überwuchszementierung und b) spröder anisotroper Bruchausbreitung
in Sedimentgesteinen, mithilfe des Phasenfeldansatzes.
Im ersten Teil wurde ein Multiphasenfeldmodell (MPF-Modell) für die Zementierung
angepasst, um die Rolle von Rissöffnungsraten und Zementwachstumsraten bei der En-
twicklung verschiedener Calcitvenenmorphologien als Ergebnis des bitaxialen Wachstums
in syntaxialen Venen in zwei Dimensionen (2-D) zu untersuchen. Ein geometrischer
Verschiebungsalgorithmus wurde entwickelt, um die inkrementelle Öffnungsweite unter
verschiedenen Randbedingungen zu simulieren. Die numerischen Ergebnisse erläutern
den bergang von Venentexturen von faserigen zu länglichen blockartigen Formen und
schließlich zu euhedrisch terminierten Kristallmorphologien im offenen Raum, zur Erhöhung
der Rissöffnungsraten. Zum ersten Mal wurden die Bildungsmechanismen gleichmäßiger
und ungleichmäßiger Faservenen in Abhängigkeit von der anfänglichen Rissöffnung ver-
standen. Die starke Ähnlichkeit der numerisch versiegelten Venenmikrostrukturen mit
den natürlichen Venenproben zeigt die Fähigkeit des angepassten MPF-Modells, die
Wachstumsdynamik von Calcitvenen zu erfassen.
Als nächstes wurde das MPF-Modell angepasst, um die syntaktische Quarzzemen-
tierung in Sandsteinen in 3-D zu untersuchen. Während der fortschreitenden Quarzze-
mentierung wurde der Einfluss der anfänglichen Korngröße von unikristallinen Quarzag-
gregaten auf die Entwicklung der wichtigsten petrophysikalischen Gesteinseigenschaften,
d. h. Porosität, Permeabilität und Porengrößenverteilung, untersucht. Die dynamis-
chen Zusammenhänge zwischen diesen Eigenschaften wurden weiter ermittelt und im
Vergleich zur vorhandenen Literatur kritisch analysiert. Im weiteren Forschungsverlauf
wurde das MPF-Modell erweitert, um die facettierungsabhängigen Wachstumstenden-
zen von Quarzzementen genauer zu berücksichtigen. Darüber hinaus wurde ein sys-
tematisches Verfahren entwickelt, um mehrere digitale Kornpackungen zu erzeugen, die,
analog zu natürlichen Sandsteinen und mit Hinblick auf die Kornformen, Größen und
Ablagerungsporositäten, aus unterschiedlichen Anteilen unikristalliner und polykristalliner
Aggregate bestehen. Unter Verwendung dieser digitalen Packungen wurde während der
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fortschreitenden Quarzzementierung der Einfluss der Polykristallinität von Körnern auf
das Zementvolumen, die Porosität und die Permeabilität von Sandsteinen untersucht. Die
simulierten Wachstumsgeschwindigkeiten entlang verschiedener Facetten, unter ungestörten
Wachstumsbedingungen, zeigen eine gute Übereinstimmung mit der analytischen Lösung
sowie früheren Studien. Die numerisch zementierten Mikrostrukturen von unikristalli-
nen und polykristallinen Packungen zeigen hinsichtlich der Kristallmorphologien und des
verbleibenden Porenraums deutliche Ähnlichkeiten mit den entsprechenden natürlichen
Proben. Die numerisch abgeleiteten Beziehungen zwischen den petrophysikalischen Eigen-
schaften und ihren Variationen in verschiedenen Sandsteinen, die auf der Grundlage der
anfänglichen Korngröße und des Anteils der polykristallinen Quarzaggregate während der
fortschreitenden Zementierung variieren, liefern im Einklang mit den vorherigen exper-
imentellen Befunden und empirischen Gesetzen wertvolle Einblicke in die Dynamik des
Quarzwachstums in Sandsteinen.
Im letzten Teil wurde ein separates MPF-Bruchmodell angepasst, um das Phänomen
der spröden Mikrofrakturierung in Quarzsandsteinen anzugehen. Zwei neue Aspekte
dieses Modells sind die Formulierungen von I) anisotroper und II) reduzierter Gren-
zflächenrissbeständigkeit. Während im ersteren Fall die bevorzugten Spaltungsebenen
in jedem Quarzkorn berücksichtigt werden, bietet der letztere Fall kontinuierlich und gle-
ichmäßig eine reduzierbare Rissbeständigkeit entlang der Korngrenzen, wodurch das Mod-
ell das intergranulare Bruchwachstum simulieren kann. Mit diesen Bestandteilen kann die
Konkurrenz zwischen trans- und intergranularen Rissausbreitungsmodi durch das Modell
simuliert und dabei bevorzugte Bruchrichtungen innerhalb jedes Korns aufgezeigt wer-
den. Das Modell kann als leistungsstarkes Werkzeug zur Untersuchung der komplizierten
Bruchprozesse in heterogenen polykristallinen Gesteinen dienen, die aus Körnern mit
unterschiedlichen elastischen Eigenschaften, Spaltungsebenen und Korngrenzattributen
bestehen. Die Leistung und Fähigkeiten des Modells werden anhand der repräsentativen
numerischen Beispiele verdeutlicht.
Die Ergebnisse der vorliegenden Dissertation zeigen erfolgreich, dass die Phasenfeld-
methode angewendet werden kann, um die wesentliche Physik dieser Prozesse effizient
und elegant erfassen zu können.
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Sandstones and limestones are two important sedimentary rocks, that account for more
than 50% of the world hydrocarbon reservoirs. The microstructure and petrophysical
characteristics (e.g. porosity, flow behavior) of reservoir rocks evolve with time due to
different processes such as cementation, fluid-flow, fracturing, among several others. Un-
derstanding these processes through experimental observation is an arduous task, as it
requires a three-dimensional representation of rock microstructure and an in situ observa-
tion of temporal evolution. Consequently, phenomenological computational models based
on the governing physics, that are able to simulate these processes and predict their im-
pact on rock microstructure and physical properties are adopted. In the hydrocarbon and
geothermal energy industry, computational approach offers fascinating tools for different
purposes. These include reservoir characterization, process controllability enhancement
and decision making on various engineering issues that arise during different stages of
evaluation, development and expansion of projects related to oil or gas recovery as well
as geothermal energy. The present dissertation focusses on addressing two important pro-
cesses, namely cementation and fracturing, in the context of reservoir rocks, by utilizing
a computational approach known as the phase-field method.
Process 1. Cementation: Cementation is broadly described as precipitation of new
minerals in the intergranular pore spaces, resulting in reduction of porosity and permeabil-
ity of rocks. The hydrothermal solutions or formation fluids, circulating in the pore spaces







Figure 1.1: a) Schematics of the syntaxial quartz cementation process: Quartz cements deposit
in optical continuity with the grains and the grains grow anisotropically such that they develop
flat facets and sharp corners according to their growth habit. The original grain shapes are
shown in brown lines. b) Thin-section microphotograph of a Rotliegendes sandstone sample
from North England visualized under the cross polarized light. The sample illustrates differently
oriented quartz grains (shown in different colors), optically continuous quartz cements (depicted
in same color as the grains), original grain boundaries (thin greyish lines and highlighted in
red for two grains) and the remaining pore space (black color). Thin-section image is adapted
from Prajapati et al. [1] in accordance with the permission policy of the original publisher,
American Geophysical Union.
a rock and the precipitating cement are the same mineral, cement deposition on the grain
surface occurs epitaxially. As a result, the grains grow anisotropically according to the
growth habit of the mineral, and this growth phenomenon in rocks is known as syntaxial
overgrowth cementation. During this particular process, cement growth occurs in optical
continuity with the original grains. The deposited cements manifest in the form of over-
growths on grains. For the quartz mineral exhibiting the prismatic growth habit (figure
2.1 of chapter 2), the quartz grains grow such that the overgrowths develop flat facets
and sharp corners, as schematically illustrated for quartz cement growth in sandstones
in figure 1.1a. Figure 1.1b depicts the thin-section image of a Rotliegendes sandstone
sample from North England. The sample illustrates quartz grains, optically continuous
quartz cement overgrowths, original grain boundaries and pore space. When cementa-
tion occurs in the open fractures of rocks, crack-seal morphologies, popularly known as
geological veins, are formed. For instance, two visibly distinct calcite vein morphologies,
formed due to syntaxial calcite cementation in open fractures of limestone under differ-
ent boundary conditions, are depicted in figure 1.2. The vein-textures carry enormous
amount of information about the crack-opening, cement growth and fluid-flow histories,
and therefore, have always been a topic of intensive research for the petrographers and
geophysicists. Thus, the work presented in the first part of this dissertation was carried







Figure 1.2: Thin-section microphotographs of two different calcite vein morphologies a) elongate-
blocky and b) euhedral, observed in the natural samples of Jurassic limestone from southern
England. The image is adapted from Prajapati et al. [2], in accordance with permission
policy of the original publisher, Springer.
tion, its implications on the resulting morphologies and different rock properties in calcite
limestone and quartz sandstone.
Process 2. Fracturing: In reservoir rocks, fractures may be classified as microfrac-
tures and macrofractures, based on the length scale [3]. Macrofracturing finds extensive
applications in a wide range of rock engineering problems (e.g. rock cutting, underground
excavations, etc.) particularly for the analysis of damage and crack-induced failure. On
the other hand, microfractures, that require microscopy for detection, are useful in pro-
viding key evidences about the stress states, processes of rock failure and anisotropies
at the grain scale. Microfractures serve as nucleation sites for macrofractures and con-
trol the physical properties such as strength, elastic wave velocities, and permeability of
rocks. Due to the above-mentioned reasons, a deep understanding of the process of mi-
crofracturing is imperative. At microscale, sandstones and limestones are heterogeneous
multiphasic materials, as they are composed of a large population of differently oriented
crystalline grains which are cemented together. In such heterogeneous multigrain sys-
tems, the grains may exhibit preferred cleavage planes arising due to crystallographic
direction-dependent material properties. Moreover, the tendency of a crack to propagate
along the grain boundaries may be higher or lower than through the grains, depending
upon e.g. the presence of second-phase particles, impurity or atom segregation at the
grain boundaries. Such heterogeneities and anisotropies at grain-scale render microfrac-
turing a highly complex phenomenon. In the context of polycrystalline reservoir rocks




Figure 1.3: Schematics illustrating different types of microfracturing in polycrystalline materi-
als: a) Intergranular, b) Transgranular and c) Mixed, with the fracture path shown in red color.
[4, 5] (see also figure 1.3a-c):
1. Intergranular : Fracture propagating along the grain boundaries.
2. Transgranular : Fracture propagating through the grains.
3. Mixed : Combination of intergranular and transgranular fracture.
In a strict sense, most of the natural samples undergo the mixed type of fracturing. The
work presented in the second part of this dissertation was carried out with a motivation
to formulate, adapt and extend a phase-field model that can describe the phenomenon of
brittle anisotropic microfracturing in polycrystalline rocks.
An increasing availability of computational resources has facilitated the numerical
investigations in delineating the intricacies of complex phenomena in the three dimen-
sions. Phase-field method is one such numerical approach, which is utilized in the present
dissertation for studying the two above-discussed processes in reservoir rocks. The phase-
field method has two characteristic features that distinguish it from other computational
approaches. One, in addition to the standard thermodynamic variables present in other
models, the phase-field method introduces a scalar variable, called phase-field, in order
to describe different phases of a system, differing in atleast one physical property (e.g.
strength, chemical composition, etc.). Two, the binary interfaces (e.g. grain boundaries,
fracture surface, solid-liquid interface), which are present in different systems, are de-
scribed as diffuse regions. These two features obviate the need for explicit tracking of the
interfaces, which is a strenuous aspect of the conventional sharp-interface computational
approaches (e.g. front tracking methods for crystal growth [6, 7], extended finite ele-
ment method for crack propagation [8], etc.). This unique quality renders the phase-field
method, a standout approach in modeling different processes like microstructure evolu-
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tion during phase-transitions [9–12], crack propagation [13, 14] and mineral growth in
geological systems [15–18].
1.2 Synopsis
The present dissertation is organized as follows. In chapter 2, a theoretical background
and literature review of the processes of cementation and fracturing in reservoir rocks
are presented. In the same chapter, a review of the computational methods for modeling
these processes leading up to the phase-field method is done. Subsequently, the general-
ized multiphase-field (MPF) formulations utilized for investigating the specific processes
of syntaxial overgrowth cementation and brittle anisotropic microfracturing are elabo-
rated in chapters 3 and 4, respectively. In chapter 3, the model utilized for the com-
putational fluid dynamic analysis, to compute the flow behavior of the rock structures,
is also outlined. In the subsequent chapters 5, 6, 7 and 8, the results of the numeri-
cal investigations carried out within the scope of this research work, along with their
analysis and discussions are presented in detail. The two-dimensional (2-D) numerical
results of syntaxial calcite cementation in bitaxial veins occurring in limestone are dis-
cussed in chapter 5. The investigations in this chapter were performed using the MPF
model introduced in chapter 3. Next, in chapter 6, the MPF model of cementation is
adapted for the simulation of syntaxial quartz cementation occurring in the intergranular
pore space of sandstones in 3-D. In particular, the role of initial grain size on the mor-
phological evolution and the dynamic relationships between porosity, permeability and
pore size distributions during quartz cementation in sandstones is studied. In chapter
7, the previous MPF model for quartz cementation is extended to capture the quartz
growth tendencies and intricacies of the process in a more rigorous manner. Moreover,
complete parameter set of the MPF model is determined for the temperature and pres-
sure matching common reservoir conditions. Finally, the extended model is utilized to
investigate the influence of polycrystallinity of quartz aggregates on the relationships
between cement volumes, porosity and permeability, in comparison with experimental
results as well as empirical equations. Chapter 8 presents the numerical results address-
ing the phenomenon of brittle anisotropic fracturing in sandstones based on the MPF
model for crack propagation introduced in the chapter 4. This investigation includes the
procedure to adapt the MPF crack model in accordance with the material properties of
polycrystalline sandstones at micro-scale, followed by a set of representative numerical
examples for the demonstration of the model predictions and performance. Finally, in
chapter 9, the dissertation is concluded with a brief summary of the findings, highlights
and achievements of this research work, followed by an outlook and possible directions
for the future.
Chapter 2
Background and literature review
Sedimentary rocks are formed as a result of complex physical, chemical and biological
changes that may occur at different time scales. The entire phenomenon of transformation
of freshly deposited sediments during the early periods to the present-day sedimentary
rocks is known as lithification. Lithification involves cementation and mechanical com-
paction as the two main processes, that result in loss of rock porosity, and thereby, the
flow-through behaviour. During cementation, authigenic cement phases (e.g. quartz, cal-
cite, etc.) precipitate from the circulating formation fluids and occlude the intergranular
pore space or fractures, ultimately altering the flow pathways in sedimentary rocks [19].
Mechanical compaction, driven by self-weight or other forms of loading, additionally re-
duces the pore volume [20]. As opposed to these two phenomena, fracturing is a process
that increases rock porosity due to the formation of new flow pathways. In reservoir rocks
(e.g. sandstones, limestones), the quality of a reservoir is evaluated based on petrophys-
ical characteristics such as porosity and permeability [21, 22]. Therefore, cementation,
mechanical compaction and fracturing are some of the main factors governing the qual-
ity of sandstone and carbonate reservoirs [19, 20, 23–32]. In addition to the purpose
of reservoir quality prediction, a deep understanding of these processes and their con-
trols is imperative for several other applications such as design of engineered geothermal
systems, laboratory synthesis of crystals and geological veins, rock mechanical analysis,
among others.
Present dissertation focusses on computational modeling and investigation of the fol-
lowing two specific physical processes in sedimentary rocks: I) syntaxial overgrowth ce-
mentation and II) brittle anisotropic microfracturing. A comprehensive review of the
relevant aspects of these processes is presented in sections 2.1 and 2.2. Subsequently,
a detailed review of the theoretical and computational advancements leading up to the
methodology adopted for this work is presented in section 2.3.
7
Chapter 2. 8
2.1 Syntaxial overgrowth cementation in sedimen-
tary rocks
Cementation is the precipitation of new minerals in the open spaces (i.e. intergranular
pore space and open cracks) of rocks from the circulating formation fluids. These fluids
supply the cementing minerals (e.g. quartz, calcite, dolomite, etc.) and are generally su-
persaturated with respect to the cement-forming solute [33, 34]. When the detrital grains
of a rock and the cements are the same mineral, the cements deposit in crystallographic
continuity with the grain, resulting in syntaxial (also referred as ‘epitaxial’) growth of
grains [33]. This particular process is known as syntaxial overgrowth cementation. The
deposited cements manifest in the form of overgrowths on detrital grains, and recreate
the growth habit of mineral when sufficient space is present. Syntaxial overgrowth ce-
mentation results in the evolution of microstructure as well as physical properties of
rocks. This phenomenon is also responsible for the formation of distinct crack-seal mi-
crostructures known as geological veins. A wide variety of vein textures (e.g. fibrous,
elongate-blocky, euhedral) are formed when cracks are filled with cements under different
boundary conditions [35].
In the upcoming parts of this section, the following two syntaxial growth processes are
discussed in more detail: I) quartz cementation in sandstones, and II) calcite cementation
in fractured limestones resulting in different vein morphologies.
2.1.1 Syntaxial quartz cementation in sandstones
When sandstones are exposed to supersaturated siliceous formation fluids at elevated
temperatures (i.e. above 75oC), quartz cements may precipitate epitaxially on detrital
quartz grains [26, 27, 36], subsequently reproducing the growth habit of quartz crystals
when enough space is present. Depending upon the source area, quartz crystals exhibit
a wide variety of growth habits (e.g. Cumberland, Dauphiné, Muzo, Needle, prismatic,
Tessin, among several others), see The Quartz Page [37], for example. Prismatic habit
is one of the most common growth morphology observed in nature [38, 39]. Figure 2.1
depicts the three dimensional (3-D) geometry of the euhedral form of quartz according to
prismatic growth habit. This growth form possesses one c-axis, three a-axes and families
of z {11̄01}, r {011̄1} and m {101̄0} facets (six in each family). Collectively, r- and z-
facets are also known as pyramidal facets, while m- facets are known as prismatic facets.
Epitaxially deposited quartz cements manifest in the form of overgrowths, with straight
edges and sharp corners, on detrital grains. For instance, figure 2.2a,b depicts the thin-














Figure 2.1: a) 3-D geometry of the euhedral form of quartz with one c-axis, three a-axes and
m-, r- and z-facets (total eighteen, six of each type), according to prismatic growth habit. b)
A symmetric 2-D projection of the 3-D geometry along with top view. Image was adapted from
Prajapati et al. [1], in accordance with the permission policy of the original publisher,
American Geophysical Union.
England, illustrating quartz grains, cement overgrowths and remaining pore space. The
pigmented hematite dust rims, shown by brownish grain outlines in figure 2.2a, distinguish
the detrital grains from optically continuous quartz cement overgrowths. These dust
rims provide information about the original shape of detrital grains in thin-sections. The
crystallographic orientations of overgrowths are same as those of the substrate grains,
as indicated by the same interference colors in figure 2.2b. A typical cross section of a
quartz crystal (i.e. hexagonal shape with prismatic faces when cut perpendicular to the
crystallographic c-axis) can also be observed in the epitaxial overgrowths, as highlighted
in figure 2.2a. Depending upon the time spent at elevated temperatures, also known as
thermal exposure, different sandstones may exhibit different cement volumes and porosity.
Figure 2.2c,d showcases thin-section microphotographs of a natural sample derived from
the Rotliegend sandstones of northern Germany [40]. In contrast to the sandstones from
north England with lesser amount of quartz cements and more retained porosity, the pore
space of sandstones from northern Germany is completely occluded by quartz cements,
due to a relatively higher thermal exposure in the latter case. The aforementioned samples
showcase the sandstones comprising of unicrystalline grains (i.e. aggregates that are
single crystals). However, many quartzarenites also contain polycrystalline detrital quartz
grains, depending upon the source area. A polycrystalline grain comprises of several
subdomains of quartz crystals, known as subgrains. Each subgrain possesses a distinct
crystallographic orientation differing from other subgrains within the same grain. Thus,
polycrystalline overgrowths form in optical continuity with individual subgrains that may
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Figure 2.2: a) Microphotograph of a Rotliegendes sandstone sample from North England.
Quartz cements developed crystal facets while still retaining porosity (stained with blue epoxy).
The original grain outlines are visualized by the reddish-brown pigmented hematite (iron-oxide)
rims. b) Microphotograph of the same sample in cross polarized light indicating the cements
grew in optical continuity of the substrate grain based on the same interference color of cement
and grain. c) Microphotograph of a Rotliegend sandstone sample from north Germany where no
visible porosity is retained (no blue epoxy is visible). The original grain outlines are marked by
reddish-brown pigmented hematite (iron-oxide) rims. d) Microphotograph of the same sample in
cross polarized light indicating that the complete pore space is occluded by quartz cements, grown
in optical continuity on substrate grains. Microphotographs are reused from Prajapati et al.
[1], in accordance with the permission policy of the original publisher, American Geophysical
Union.
attain the euhedral form depending upon the available space [25, 36, 41]. For instance,
figure 2.3a,b depicts the thin-section microphotographs of an aeolian sandstone [BQ1
from Busch et al. 42]. The sample, when seen under cross polarizers, reveals that the
detrital quartz grains are composed of unicrystalline as well as polycrystalline grains, see
figure 2.3b. In the same figure, it can also be deduced that the amount of quartz cements
deposited on unicrystalline grains is different from those on polycrystalline grains with
the same surface area.
Under identical thermal exposure, cement volume and growth rates are dependent
on the geometrical characteristics of quartz aggregates such as grain size and polycrys-
tallinity, among others. Heald and Renton [44], in their hydrothermal experiments,
reported that fine-grained sandstones are cemented faster as compared to the coarser




Figure 2.3: a) Microphotograph of an aeolian sandstone sample from Bowscar Quarry (BQ1)
illustrating quartz grains and cement (in white) along with pore space (in blue). The brownish
dust rims reveal the original grain shapes before cement deposition. b) Microphotograph of
the same sample under cross polarized light highlighting the unicrystalline and polycrystalline
grains with the optically continuous cement overgrowths. Microphotographs are reused from
Prajapati et al. [43], in accordance with the permission policy of the original publisher,
American Geophysical Union.
growth experiments of Lander et al. [36] further revealed that smaller grains attain
their euhedral form earlier as compared to the coarser ones, as they require lower over-
growth volume to reach their faceted shape. Heald and Renton [44] also found that
polycrystalline grains are cemented at a slower rate than unicrystalline ones and the rate
reduces with decreasing size of subgrains in the former case. This experimental observa-
tion is coherent with the petrographic analysis of natural samples of Nugget Sandstones
by James et al. [45], which reported that polycrystalline aggregates are less likely to
possess well-developed overgrowths in comparison with the unicrystalline counterparts.
Worden and Morad [30] explicated that the competitive growth of overgrowths on
differently oriented subgrains within each polycrystalline aggregate is responsible for the
common observation that overgrowths are more extensively developed on unicrystalline
grains than on polycrystalline aggregates. This essentially implies that for same-sized
polycrystalline aggregates with an identical crystal structure, the cement volume dif-
fers for different crystallographic orientations of subgrains, and decreases as the mutual
hindrance amongst the overgrowths on adjacent subgrains increases. Hence, sandstones
made up of larger populations of polycrystalline and chert grains are expected to have
lesser quartz cements.
In comprehending the intricacies associated with the phenomenon of quartz cemen-
tation, hydrothermal experiments have played a useful role [36, 44, 46–52]. Many ex-
perimental investigations have confirmed that quartz cement growth occurs most rapidly
along the c-axis in comparison with the a-axis [36, 50, 51]. Consequently, under the
undisturbed growth conditions when enough space is present, elongated quartz crystals
are formed. In the work of Ballmann and Laudise [52], the following order of growth
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rates (high to low) of the common quartz facets was determined: basal plane {0001} >
pyramidal r {011̄1} > pyramidal z {11̄01} > prismatic m {101̄0}. The slower growth of
z-facets than the r-facets has also been reconfirmed in the micro-infrared spectroscopic
analysis of quartz crystals [53] as well as in the laboratory synthesis [36]. Furthermore,
experiments of Lander et al. [36] found that the growth rate of quartz cements is
faster during the pre-euhedral phase (i.e. before complete faceting occurs) than the post-
euhedral stage, and reported that the growth rate reduces by a factor of about 20 as soon
as the facet formation is finished. Their results indicated that this growth behavior of
quartz cements is responsible for the overgrowths to grow more slowly on smaller grains
as compared to larger ones.
Sandstone is the most significant reservoir rock accounting for more than 50 % of
the petroleum reserves of the world [54]. Thus, the process of quartz cementation and
its implications on the microstructure and petrophysical properties of sandstones, have
been an important research area since several decades. This topic will be revisited in
section 2.3.1, where a detailed review of the empirical, theoretical and computational
advancements in the investigation of this process leading up to the method adopted for
the present work is discussed.
2.1.2 Syntaxial calcite cementation in fractured limestones: For-
mation of different vein morphologies
Geological veins are prevalent morphological entities in the earth’s crust, that carry a
wealth of information about the histories of fluid-flow, cementation and fracturing of
rocks [55–57]. In the open cracks exposed to formation fluids, when the geophysical con-
ditions (e.g. pCO2, pH, solution ionic composition, saturation state, reacting surface
area, presence of inhibiting substances, and solution hydrodynamics [58–61]) favor pre-
cipitation of cements, syntaxial fracture cementation takes place, consequently sealing
the cracks. In nature, diverse crack-seal vein microstructures are formed depending upon
the type of mineral (e.g. quartz, calcite, dolomite), directions of growth (e.g. syntaxial,
antitaxial), number of fracturing and sealing events, and the crack-opening trajectories
(e.g. elongate-blocky, fibrous, euhedral) as reported in literature [62–68].
An in-depth understanding of the intricacies associated with the vein growth process
and the morphological controls are highly pertinent for the analysis of naturally frac-
tured geothermal systems [69, 70] and hydrocarbon exploration and production [71–74].
In geothermal and hydrocarbon reservoirs, the presence of opens fractures enhances the
flow capacity and thereby the reservoir quality. Natural fractures can be formed due to
hydrofracturing (i.e. repeated fluid pressurization events), which result in an intermit-
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tant, non-continuous and episodic opening of cracks that might grow rapidly over human
time scales. However, recent petrographical studies related to fractured sandstone in
the Cretaceous Travis Peak formation [75] indicated the occurrence of a prolonged crack
growth driven by gas generation, at an estimated fracture-opening rate ranging between
16-23 µm/m.y. over a period of 48 m.y. (time unit m.y. denoting million year).
Due to a large number of possible boundary conditions for vein growth that may be
found in different geological settings, a specific vein morphology can result from different
mechanisms. For example, Taber [76], in his early work, proposed that fibrous veins are
developed when the mineral is deposited at the interface of wall rock and vein, without
any fracturing. Durney and Ramsay [62] coined this mechanism of vein growth as
antitaxial, that was subsequently reproduced in laboratory [77] as well as in numerical
simulations [78, 79]. Alternatively, Mügge [80] proposed that fibrous textures are formed
when the rate of cement growth is much faster than that of crack opening, when the frac-
tures are in their growth phase. Cementation contemporaneous with the crack opening
is called synkinematic cementation after Laubach [65]. Thus, regardless of the presence
of a crack-seal texture, any cement precipitated during the fracture opening stage is a
synkinematic deposit. The size of incremental crack opening can range from few microm-
eters to millimeters in nature [66]. In this range, accounts of precise incremental opening
sizes (or so-called gaps) have been further reported for quartz in Laubach et al. [81]
and for carbonate rocks in Hooker et al. [82]. During synkinematic cementation, a
complex interplay of the crack opening and syntaxial cement growth occurs, that govern
the textural patterns of the resulting veins based on the relative growth rates, and was
shown to influence the calcite-bearing veins [79], quartz veins [65, 83] and carbonate veins
in dolostones [84]. Carbonate vein morphologies can also be subject to an interplay of
synkinematic and postkinematic cement growth [85]. The analysis of different generations
of cements can be done by utilizing equipments such as a cathodoluminescence detector
mounted on a scanning electron microscope (SEM-CL) [85].
Figure 2.4a-d depicts the microphotographs of natural samples extracted from the
Jurassic limestones of southern England, exhibiting four distinct calcite vein textures.
Different calcite crystals in the vein samples possess distinct crystallographic orientations
as highlighted by different interference colors. Figure 2.4a showcases a fibrous vein mor-
phology, characterized by parallel grain boundaries due to the presence of thin fiber-like
calcite crystals of varying lengths and high length-to-thickness ratios. The elongate-blocky
vein texture depicted in figure 2.4b exhibits crystals with increasing width towards the
vein centre. The presence of larger number of smaller crystals near the vein-host rock
interface as compared to those reaching the vein centre indicates the occurrence of growth
competition during the initial stages of the vein formation. Elongate-blocky textures of-
ten occur as partially-open veins, with a possibility of euhedral crystals (with straight
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Figure 2.4: Microphotographs of natural calcite vein samples taken from the Jurassic limestones
of southern England obtained using transmitted microscopy and crossed polarizers. These sam-
ples exhibit the following four distinct vein morphologies: a) fibrous, b) elongate-blocky, c)
partially-open and d) euhedral. The host rock in the fibrous vein sample is located towards the
base of the microphotograph. Distinct crystals exhibit different crystallographic orientation vis-
ible in different interference colors. The microphotographs are reused from Prajapati et al.
[2], in accordance with permission policy of the original publisher, Springer.
edges and sharp corners) as highlighted in figure 2.4c. Lander and Laubach [83]
referred to one such texture as rind morphologies. There also exist the euhedral vein
textures comprising of faceted crystals in the open pore space (black color) of a crack,
shown in figure 2.4d.
Carbonate reservoirs account for over 40% of gas and 60% of oil reserves of the world.
Petrographical analysis of different veins textures occurring in these reservoir rocks, aided
with a sound understanding of the mechanisms of vein formation, can potentially provide
highly relevant information for hydrocarbon and geothermal explorations. Due to these
reasons, geological veins have always attracted the attention of petrographers, geologists
and reservoir engineers, and has been a topic of intensive research for almost a century.
With respect to the computational advancements in the modeling of vein formation lead-
ing up to the model adopted in the present work, this topic will be revisited in section
2.3.1.
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2.2 Brittle anisotropic microfracturing in sedimen-
tary rocks
Cracks are ubiquitously present in reservoir rocks [86] and originate when the stresses
exceed the rock strength. The stresses may arise due to a wide range of mechanical
boundary conditions, resulting in an isotropic or anisotropic fracture propagation depend-
ing upon the material properties of the rock. At microscale, sandstones are multiphase
systems comprising of large populations of crystalline quartz grains of different shapes
and sizes. These grains are cemented together due to the precipitation of cements (e.g.
quartz, calcite) resulting in a heterogeneous solid rock mass [30, 87, 88]. Each quartz
grain possesses a distinct crystallographic orientation which is different from its neigh-
boring grains, thereby resulting in the presence of grain boundaries. The grain material
properties vary depending upon the crystallographic directions. For the quartz grains of
prismatic growth habit (figure 2.1), the fracture toughness, and therefore the crack resis-
tance, has been experimentally found to vary along different crystallographic directions
[89–93]. Consequently, there exist preferred cleavage planes for crack growth within each
grain. Petrographic studies reveal that the intragranular cracks are frequently observed to
follow cleavage planes, resulting in the arrays of parallel fractures [chapter 4 in Guéguen
and Boutéca 4]. Moreover, the interaction of cracks with the grain boundaries depends
upon the fracture toughness at the grain-grain contact. When the grain boundaries offer
lesser crack resistance than the bulk region, due to e.g. corrosion by the chemically active
fluids at the grain-grain interface [94], intergranular fracture propagation may take place
[4, 5]. For instance, figure 2.5a,b depict the microphotographs of two sandstone samples,
namely ST sandstone type IIIB and SFGI sandstone type IVA, exhibiting different types
a) b)
Figure 2.5: Thin-section microphotographs of two different sandstone samples, a) ST sandstone,
Type IIIB and b) SFGI sandstone, Type IVA. Type IIIB sample shows intergranular fracturing,
whereas higher number of transgranular fracturing is observed in Type IVA sample. Micropho-
tographs adapted from Lin et al. [5] Copyright (2005), with permission from Springer Nature.
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of microfractures. While intergranular fracturing mostly occured in Type IIIB, Type IVA
sample exhibits a larger number of transgranular fractures.
Depending upon the geophysical conditions in the source area, the bulk region of
sandstone may also contain secondary phases e.g. rock fragments, clay and grain of
other minerals (such as k-feldspar) [95]. These phases with different material properties
further impact the fracture paths. Owing to all these heterogeneities and anisotropies
at the grain scale, microfracturing in sandstone is considered as a complex phenomenon.
Microfractures are the nucleation sites for macrofractures [3], and thereby govern the
rock strength, flow-through behavior and storage capacity for hydrocarbons and other
fluids. A thorough understanding of microfracturing is highly relevant for the analysis of
stress states and petrophysical properties of reservoir rocks. This topic will be revisited
with respect to the computational advancements in the modeling of crack propagation
at different length scales and the numerical method employed for the present work, in
section 2.3.2.
2.3 Numerical approaches
Conventional approaches, particularly rock sample petrography and experimental inves-
tigations have played a foundationary role in our current understanding of the phenom-
ena of cementation and fracturing in rocks. However, explicating the evolution of rock
microstructure due to these processes through in situ experimental observations is an ar-
duous task, mainly because the spatial distribution of the geological phases (e.g. grains,
rock fragments, other minerals) extends beyond the regular two-dimensional representa-
tion. Consequently, theoretical treatments are adopted to complement the experimental
and field observations for enhancing the understanding of the impact of these physical
processes on the rock properties. With the increase in availability of computational re-
sources, the contribution of numerical investigations has been expanding at an increasing
pace. The development of spatio-temporal models along with advanced data visualization
techniques have further enabled to gain insights of the microstructure evolution, both in
space and time, and comprehend the intricacies of underlying processes. As the present
work specifically focusses on the phenomena of cementation and fracturing in rocks, a
review of the numerical approaches utilized in investigating these processes is presented
in the following parts of this section.
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2.3.1 Numerical approaches for modeling cementation
Cementation results in the evolution of microstructure and loss of porosity as well as
permeability of rocks. For the estimation of porosity reduction during quartz cementa-
tion, several empirical laws relating porosity with other physical properties (e.g. grain
size, surface area, temperature, etc.) have been proposed in the literature [28, 96–98].
These laws, in the form of analytical equations, have been quite successful in the quan-
titative estimation of reservoir porosity [99–102]. Similarly, empirical equations for the
estimation of permeability as a function of porosity and other rock properties for dif-
ferent types of rocks, and the impact of physical processes on the same, have also been
proposed in several works, see the review articles [103–105]. Additionally, their exist dia-
genetic modeling tools such as Exemplar [100] and Touchstone [106] that perform quartz
cementation on the basis of input physical rock parameters (e.g. available surface area,
grain size distribution, nucleation discontinuities). The resulting changes in the available
intergranular pore volume due to cementation and also compaction is modeled over time.
Recently, these tools have been extended to include the influence of polycrystallinity of
quartz aggregates and a growth rate reduction after reaching euhedral faceting on the
overgrowth cement volumes [36]. These tools have also been proven as sound basis for
predrill predictions [107]. Despite the achievements of empirical equations and above-
mentioned diagenetic tools, they only take into account the globally averaged data for
modeling cementation. As the morphological aspects are not rigorously accounted, these
models do not provide any insights into the evolving microstructures as a result of syn-
taxial overgrowth cementation. For tracing the burial history and making accurate future
predictions, a comprehensive understanding of the underlying microstructural processes
is imperative. In this regard, spatio-temporal computational models, with the ability
to simulate the instantaneous changes locally, could certainly be advantageous and may
provide more trustworthy predictions.
2.3.1.1 Sharp interface models for cementation
In the previous decades, numerous spatio-temporal computational models based on the
front-tracking methods have been developed for simulating cementation under differ-
ent boundary conditions. They include the simulation packages like Fringe Growth [6],
Vein Growth [7, 79] and FACET [108]. With the capabilities to describe grains with
straight edges, and simulate the spatio-temporal evolution of grain boundaries according
to isotropic as well as anisotropic growth, the abovementioned packages elucidated the
complicated grain boundary interference and mechanisms of formation of different vein
textures in two dimensions 2-D. A comparative analysis of the algorithms of Vein Growth
and FACET, and their capabilities in recreating vein textures, has been presented by
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Nollet et al. [109]. The model of Fringe Growth was based on the algorithm of the
Vein Growth, and was utilized to simulate the incremental growth of crystal fibres in un-
deformed antitaxial strain fringes. Later on, based on the cellular automaton approach, a
software package known as Prism2D was developed by Lander et al. [36], who simu-
lated quartz overgrowth cementation in realistic 2-D grain packs under different boundary
conditions. Subsequently, Prism2D was also employed to simulate fracture cementation
and formation of crack-seal morphologies in quartz [83] and dolomite [84] veins. In the
experimental part of the work of Lander et al. [36], it was found that the growth rate
of quartz along the c-axis reduces by a factor of about 20 after the faceting is complete.
This particular growth tendency of quartz was also incorporated in Prism2D. The nu-
merical investigations of Lander et al. [36] using Prism2D reported that growth rates
of quartz cement are inversely dependent upon the grain size of aggregates. Moreover,
they were able to numerically reproduce the common observation of quartz overgrowths
to grow at slower rates on polycrystalline grains as compared to single crystals. These
results suggested that slower post-euhedral growth behaviour of quartz is majorly respon-
sible for this observation and the minor impact of mutual hindrance among neighboring
overgrowths is also present which predates the euhedral effect. Despite the achievements
of all the aforementioned solvers, one major limitation common to all of them was that
their scope was restricted to 2-D, owing to the modeling complexities that arise when
accounting the third dimension. Thus, these 2-D models can only render a limited un-
derstanding of the petrophysical properties such as permeability, which is determined by
the nature of the flow pathways in 3-D.
2.3.1.2 Phase-field models for cementation
In the past decade, the phase-field method has gained popularity in the computational
modeling of anisotropic mineral growth processes in 2-D as well as 3-D [15–18, 110].
Wendler et al. [110] utilized a multiphase-field (MPF) model to simulate the poly-
crystalline thin-film growth of MFI zeolite and studied the competitive crystal growth in
2-D and 3-D. In the work of Ankit et al. [16], they adapted a MPF model for simulating
the vein growth due to precipitation of the Potash Alum, and studied the impact of var-
ious parameters (e.g. crack wall roughness, crack opening rate, crack opening trajectory,
number of crystal nuclei, etc.) on the resulting vein textures in 2-D and 3-D. Subsequent
phase-field works [15, 17, 18] investigated the process of quartz cementation in crack-seal
veins under different boundary conditions. All the above-mentioned works have laid a
sound foundation for an entirely new generation of cementation models for sedimentary
basins and vein growth, based on the phase-field approach. Unlike the conventional front
tracking methods [7, 78, 79, 109], the phase-field method inherently captures the motion
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of interfaces through the governing equations, thereby obviating the need to track the
interfaces explicitly. This feature renders it as a powerful methodology in addressing
the boundary value problems in different scientific research fields, particularly materials
science [9–12, 111, 112], and others such as fracture mechanics [13, 14], fluid flow [113],
biology [114–118], among others. As the numerical investigations of syntaxial overgrowth
cementation in the present work are based on phase-field approach, a general overview of
the method and its adaptability in different moving boundary problems, are discussed in
section 2.3.3.
2.3.2 Numerical approaches for modeling fracture growth
Numerical approaches provide fascinating and powerful tools for describing fracture growth
and failure in different materials (e.g. metals, rubber, rocks, etc.), based on the funda-
mentals of fracture mechanics and materials science. In the geomechanical arena, com-
putational fracture mechanics (CFM) is employed in the predictive failure analysis for
a wide variety of rock engineering applications such as rock cutting, underground ex-
cavations, among others. CFM also assist in the investigation and characterization of
fractured hydrocarbon and geothermal reservoirs.
2.3.2.1 Sharp interface models for fracture
Different numerical approaches have been proposed to address the problem of fracturing
in geological systems. Zhang and Jeffrey [119] utilized the Boundary element method
for analysing the formation of fracture networks through fluid-driven crack growth in 2-D.
However, as only boundary is discretized in this approach, the method faces difficulties in
addressing heterogeneities and anisotropies of rocks. Using the Extended finite element
method, Wang et al. [120] simulated the interactions between hydraulic and natural
fractures, and the formation of fracture networks in 2-D. Moreover, 3-D investigations
were conducted by Virgo et al. [121–123] using the Discrete element method (DEM)
for analysing the interactions of veins and fractures. DEM based models treat material
as an accumulation of spherical particles and track each individual particle and its in-
teractions with the neighbouring particles over time. As an increase in the number of
particles n leads to higher computational costs (typically scaling as order of n), these
models are not well-suited for large scale numerical simulations. For a comprehensive
understanding of the computational methods in fracture mechanics for rocks, interested
readers are referred to recent review article by Mohammadnejad et al. [124]. In
the above-mentioned numerical approaches, the cracks are treated as sharp material dis-
continuities, placing these models in the category of so-called sharp interface models.
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Development of robust algorithms for the update of crack surfaces and their numerical
implementation based on the sharp interface approach is a tedious task, especially when
dealing with problems such as crack branching and merging and their extensions to 3-D.
2.3.2.2 Phase-field models for fracture
As previously mentioned (in section 2.3.1), phase-field method obviates the need to track
the interfaces explicitly. Therefore, phase-field approach to crack propagation has proved
to be an elegant methodology in describing brittle and ductile fracturing in different
homogeneous as well as heterogeneous materials. Over the past few decades, different
phase-field approaches for brittle fracturing have been developed independently in physics
[125–130] as well as mechanics [13, 131–137] communities. In physics community, models
were developed by adapting the formulation of Ginzburg and Landau [138]. While
models developed in mechanics community were based on the variational formulation of
Francfort and Marigo [139], later regularized by Bourdin et al. [131], extending
the classical Griffith’s theory of rupture [140]. For a complete review of the phase-field
methods for brittle fracturing, interested readers are referred to Ambati et al. [141].
In the field of ductile failure based on the phase-field method, several models have been
proposed [142–150]. These models can be cast into a common variational framework,
that is similar to the regularized functional of Bourdin et al. [131] but with additional
dissipation terms for plastic effects and their coupling with damage, which differ from
model to model. A critical comparative review of the above-mentioned phase-field based
ductile failure models has done by Alessi et al. [151].
In the geomechanical arena, numerous models coupling the phase-field fracture with
mechanics for brittle and ductile geological materials have been developed for addressing
different problems e.g. crystallization-induced deformation and fracture in porous ma-
terial containing crystals growing in pores [152], mixed mode fracture in brittle anisotropic
geo-materials [153], coupling of the phase-field fracture with the pressure-sensitive Drucker-
Prager plasticity model [154], crystal plasticity model with a phase-field for capturing cap-
ture the anisotropy of inelastic and damage behavior in single-crystal halite (rock-salt)
[155]. Moreover, several other recent works coupled the flow-physics with phase-field
fracture in order to simulate the hydraulic fracturing in porous media [156–161]. It is
noteworthy that the aforementioned works [152–154, 156, 157, 159–161], with the excep-
tions of [155, 158], focussed on fracturing in homogeneous geomaterials, in 2-D as well as
3-D.
In the heterogeneous materials composed of several phases that differ in atleast one
physical property (e.g. elastic constants, fracture toughness, anisotropy, etc.), one of the
earliest works was published by Wang et al. [162], who addressed the phenomenon
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of fracturing in polycrystalline systems. Subsequent works of Abdollahi and Arias
[163] and Oshima et al. [164] addressed the phenomenon of intergranular and trans-
granular crack propagation in polycrystalline materials, that hitherto largely remained
unaddressed. The aforementioned works [162–164] considered the isotropic crack resis-
tance of the crystal phases, and thereby, are not applicable to multigrain systems (e.g.
sandstones) where each grain has a different crystallographic orientation with preferential
cleavage planes due to the direction-dependent fracture toughness. This aspect was ad-
dressed in the work of Liu and Juhre [165], who utilized an anisotropy formulation of
Clayton and Klap [166]. An extension to this anisotropic formulation was proposed
by Nguyen et al. [167], who utilized the Cohesive zone modeling (CZM) approach in
the description of grain boundary decohesion, for simulating the intergranular and trans-
granular fracture. However, in the CZM, the crack paths become mesh dependent as the
cohesive surfaces can be present only along the edges of the finite element. Moreover, the
anisotropy formulation considered in Clayton and Klap [166], that was adopted in
several other works [153, 155, 165, 167], the anisotropy is incorporated only in the gra-
dient damage term of the fracture energy. This causes variable crack interface widths in
different crystals. The varying interface widths in different solid phases result in different
fracture surface energies, thereby leading to energetic deviations in comparison with the
sharp interface results. When the interface widths in different phases differ in orders of
magnitude, this further demands larger computational domains for the correct resolution
of all the interfaces, and thus, may incur higher computational expenditure. The last
part of the dissertation showcases a MPF model for simulating the brittle anisotropic
fracturing process in sandstones, with the following two novel aspects: a) the anisotropic
treatment of the fracture energy ensures that the crack interface widths remains invariant
in different phases, and b) the proposed formulation of interfacial crack resistance inter-
polation for grain boundary weakening. The complete MPF model is presented in chapter
4. In the next section 2.3.3, a general overview of the phase-field method is discussed.
2.3.3 Phase-field method: A general overview
Phase-field method has shown immense capabilities in describing various physical pro-
cesses, particularly those which involve moving boundaries (e.g. microstructure evolution
during phase transitions, crack propagation, multiphase flow, etc.). The method finds
a wide spectrum of applications related to morphological evolution and damage growth
in scientific research areas such as materials science, fracture mechanics, structural engi-
neering, geology, physics, biology, among others.
The main idea behind the formulation of a thermodynamically consistent phase-field
model is the optimization of a general objective quantity Q (either energy or entropy)
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of the system, that monotonically converges to its optimum value (i.e. minima in the
case of free energy minimization, and maxima in the case of entropy maximization).
For a multiphase system comprising of N phases, the general objective quantity can be
















where q(s) denotes the volumetric density and σ(s,nαβ) represents the surface density
of the objective quantity, locally. Here s denotes a set of state variables and, depending
upon the physical process being modeled, can include quantities such as temperature
T , composition c = (c1, . . . , cK) (for a K component system), chemical potential µ =
(µ1, . . . , µk), deformation field ∇u, among others. Vα denotes the volume of phase α,
while Γαβ represents the interface between phase α and β, as exemplarily illustrated for
a two-phase system in figure 2.6a. nαβ denotes a vector oriented perpendicular to the
interface Γαβ. In the moving boundary problems, depending upon the physics involved,
the interface motion occurs. The physical interface width in such systems may lie in
nanoscale or even lower. The discrepancies due to differing length scales of the bulk and
the interface regions pose restrictions during the computational treatment of the physical
process. In addressing these discrepancies, the regularization of the sharp discontinuities
using a diffuse interface description, as illustrated in figure 2.6b, is a convenient approach.






Figure 2.6: a) Sharp interface and b) diffuse interface descriptions of a two-phase system. The
phase α occupies the subdomain Ωα of volume Vα, and phase β occupies the subdomain Ωβ of
volume Vβ. In the sharp interface description, nαβ is the vector perpendicular to the boundary
Γαβ between the α and β phases. In the diffuse interface description, the interface of finite
diffuse interface thickness T is described by the phase-fields (φα = 1 − φβ), where ∇φα is the














known as Ginzburg-Landau functional [138]. In eq. (2.2), the sets of phase-fields φ(x, t) =
(φ1, . . . , φN) and their gradients ∇φ = (∇φ1, . . . ,∇φN) enter the formulation, N being
the number of phases in the system. Depending upon the physical process under con-
sideration, phase-fields may represent different physical quantities such as phase volume
fraction, composition, polarisation, density, among others. While, volumetric density
q(φ,s) in Ginzburg-Landau formulation (eq. (2.2)) is analogous to its sharp interface
description (eq. (2.1)), the quantities εa(φ,∇φ) and 1
ε
w(φ) represent gradient-type den-
sity and potential-type density of the system, which collectively account for the regu-
larization of interfaces. Diffuse interface thickness T (figure 2.6b) is controlled by the
length scale parameter ε. The phase-field variables can be conserved order parameters
(e.g. concentration, energy) or non-conserved parameters (e.g. phase-volume fractions).
The evolution of both, conserved and non-conserved order parameters can be formulated
based on variational principles. The evolution equation for conserved order parameters,








, (for α = 1, . . . , N). (2.3)
For the problems where the considered order parameter is non-conserved, the evolution






, (for α = 1, . . . , N). (2.4)
The quantities M(φ,∇φ,s) (eq. (2.3)) and µ(φ,∇φ,s) (eq. (2.4)) represent the effective
diffusion coefficient and effective mobility, respectively, and are formulated according to








, (for α = 1, . . . , N), (2.5)
where I denotes the integrand in eq. (2.2). Depending upon the maximization or miniza-
tion problem, the sign of eq. (2.4) is chosen. In the presence of a constraint of the form











, (for α = 1, . . . , N), (2.6)
where λ being the Lagrange multiplier for the constrained optimization problem. Evo-
lution eqs (2.3) and (2.4) describe the motion of interfaces. The physics corresponding
Chapter 2. 24
to different processes (e.g. diffusion, advection, momentum balance etc.) is incorporated
by coupling the phase-field evolution equation with those of the governing physics. As
no additional boundary conditions are required at the moving interfaces, explicit inter-
face tracking, which is an arduous aspect of sharp interface methods, is obviated in the
phase-field approach.
In the phase-field models for brittle fracturing, the coupled set of equations essen-
tially includes I) an evolution equation for the crack phase-field and II) a momentum
balance equation for the mechanical fields. Moreover, additional equations may be cou-
pled when addressing the multiphysics problems involving e.g. phase-transitions, thermal
or magnetic effects, during fracturing. Phase-field models of brittle fracture can be cast
into a common variational framework based on the Ginzburg-Landau type free energy
functional of the form
F(φc,∇φc, ε(u), . . .) =
∫
Ω














where minimization of the free-energy governs the process of crack propagation in accor-
dance with the classical Griffith’s theory of rupture [140]. The symbol (. . .) in arguments
of terms in eq. (2.7) signifies that other fields may appropriately enter the formulation
depending upon additional physics, heterogeneities and anisotropies being modeled. φc
denotes the crack phase-field and ε(u) represents the strain field as a function of displace-
ment field u. F(φc,∇φc, ε(u), . . .) is the free energy of the system, as a sum of an elastic
energy contribution and a regularized crack surface energy contribution. fel(φc, ε(u), . . .)
denotes the elastic energy density and Gc(. . .) is the crack resistance of material. In the
second contribution, the terms wc(φc) and a(φc,∇φc)) represent the potential-type and
gradient-type energetic contributions, respectively, regularizing the crack surface energy.
Length scale parameter εc controls the thickness of the transition zone of crack phase.
Elastic energy density fel(φc, ε(u), . . .) serves as a coupling term between crack phase-
field and deformation fields and is formulated such that it degrades the stress field in
the presence of crack phase, see e.g. Bourdin et al. [131]. Different types of frac-
turing behavior (e.g. anisotropic, elasto-plastic) in homogeneous (i.e. single phase) as
well as heterogeneous (i.e. multigrain/multiphase/polycrystalline) materials can be mod-
eled by suitably modifying the existing terms and/or adding new terms and fields in the
formulation (eq. (2.7)).
In the upcoming chapters, phase-field models and their adaptations with regards to
the processes of syntaxial overgrowth cementation and brittle anisotropic microfracturing




A multiphase-field model for
syntaxial overgrowth cementation
We consider a set of N ∈ N order parameters called the phase-fields φ(x, t) = [φ1(x, t),
. . . , φN(x, t)] in the spatial domain Ω ⊂ Rd, d ∈ {1, 2, 3} of the system. Each phase-field
φα : Ω×R+0 → [0, 1] describes the presence of a grain or liquid phase at the position x and
time t. The part of the domain solely occupied by a single phase α is called the α-bulk
and is mathematically expressed as Bα = {x ∈ Ω | φα(x, t) = 1}. The surface shared
between two phases α and β is described as a diffuse region called the α-β interface,
defined as Iαβ := {x ∈ Ω | φα(x, t) +φβ(x, t) = 1 and φα(x, t) 6= 0 and φβ(x, t) 6= 0}. The
value of the order parameter φα varies from 1 in the α-bulk to 0 in the β-bulk smoothly
and monotonically over the diffuse interface Iαβ. The location and geometry of the α-β
interface is determined by the set of spatial points {x ∈ Iαβ | φα(x, t) = φβ(x, t) = 0.5}.
The bulk B and interface I regions collectively compose the domain Ω, and are given
by B = ∪α∈NBα and I = Ω \ B, respectively. Figure 3.1 schematically illustrates the
sharp and diffuse interface descriptions of a binary solid-liquid system. In the diffuse
interface description (figure 3.1b), the spatial variation of the phase-fields for solid φs and
liquid φl phases in the bulk (i.e. Bs and Bl) and the diffuse interface (i.e. Isl) regions is
schematically illustrated.
For a multiphase system comprising of N distinct phases at a temperature T , the
Helmholtz free energy F is formulated in a generalized manner as









where c(x, t) = [c1(x, t), . . . , cK(x, t)] represents the set of molar concentrations of K dif-
ferent species. The terms f(φ, c, T ), εa(φ,∇φ), 1
ε
w(φ) denote the bulk free-, the gradient-



















Figure 3.1: a) Sharp interface description of a system with a solid phase dispersed in a liquid
phase. b) Diffuse interface description using the phase-fields φs(x, t) and φl(x, t) corresponding
to the solid and liquid phases, respectively. c) Smooth variation of the phase-fields from solid-





fα(c, T )h(φα) (3.2)
as an interpolation of the phase-specific bulk free energy densities fα(c, T ) of all the
phases. The interpolation function h(φα) should be chosen such that it is continuous and
monotonically increasing in the interval (0, 1) and fulfils h(0) = 0 and h(1) = 1. For




α − 15φα + 10)
was chosen. The difference in the bulk free energy densities between the solid and liquid
phases, i.e. ∆fsl(c, T ) = fs(c, T )−fl(c, T ), generates a driving force for the crystal growth.
In the present thesis, we assume a constant driving force of crystallization for the quartz
and calcite cement growth, i.e. ∆fsl = fs − fl. This modeling assumption is valid under
the following conditions: I) the solute attachment at the solid-liquid interface is much
slower than diffusion and advection, thereby maintaining a constant fluid supersaturation,
and II) crystal growth occurs at isothermal conditions. The gradient energy density term








where γαβ denotes the surface energy density of the α-β interface. The scalar ε is a length
scale parameter that controls the width of the diffuse interface. The vector quantity qαβ
is a measure of the phase-field gradient and is constructed as qαβ = φα∇φβ−φβ∇φα such
that it points in the direction perpendicular to the binary α-β interface. The capillary
anisotropy function acapαβ is utilized to model the equilibrium crystal shape attained as a
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result of surface energy minimization under vanishing driving forces. For the problem of
syntaxial overgrowth of quartz and calcite cements resulting in the crystals with sharp
edges and flat facets, a piece-wise anisotropy function [170] is utilized only for the solid-
liquid interfaces




, (k = 1, . . . , ncap), (3.4)
where n̂sl = qsl/|qsl| represents the unit vector perpendicular to the solid-liquid interface.
{ηcapk | k = 1, . . . , ncap} is the set of ncap vertex vectors of the capillary anisotropy shape
of the solid-liquid interface. For the solid-solid interfaces or the grain boundaries, an
isotropic surface energy was assigned, i.e. acapss = 1. A multiobstacle-type potential
















γαβδφαφβφδ if φ ∈ G,
∞ else
(3.5)
is utilized, where the Gibb’s simplex G = {φ |
∑N
α=1 φα = 1 and φα ≥ 0} enforces the
minima in the bulk regions of all the phases. This energy density contribution creates an
energetic barrier for the spontaneous phase transitions in the absence of driving forces.
The second term in eq. (3.5)1 (proportional to φαφβφδ) suppresses the occurrence of






− λ for α = 1, . . . , N ; (3.6)
where the kinetic coefficient τ is the reciprocal of the effective mobility (eq. (2.4) in
chapter 2) of the interfaces. In a multiphase/multigrain system, to assign an unequal
interface mobility for each α-β interfaces, different formulations can be employed, as
discussed in chapters 5 and 7 of this dissertation. Moreover, an anisotropic particle
attachment kinetics can be formulated in this term, please refer to the kinetic anisotropy
formulation utilized in the modeling of quartz cementation in the polycrystalline system




is the variational derivative
of the Helmholtz free energy with respect to the phase-field φα, I being the integrand
in eq. (3.1). The Lagrange multiplier λ is utilized to locally impose the summation
constraint
(∑N
α=1 φα = 1
)





)/N . Such a formulation
ensures that the Helmholtz free energy decreases monotonically with time, rendering
thermodynamic consistency to the model. On substituting the expression of eq (3.1) in



















for α = 1 . . . N . The system of PDEs is numerically solved using the finite difference
method. The time derivative is approximated using the explicit Euler scheme, and
the spatial derivatives are discretized using the second-order accurate central difference
scheme. The multiphase-field (MPF) model is implemented in a software package called
Pace3D [171] using the programming language C. The code is parallelized on the basis
of message passing interface and is optimized with the locally reduced order parame-
ter optimization that reduces the simulation time (O(N3) → O(1)) and memory usage
(O(N) → O(1)) per cell in the computational domain, where N denotes the number of
phases. The optimization and parallelization procedures facilitate large scale simulations
in multigrain systems. The general structure of the implemented code along with the
optimization and parallelization procedures are elaborated in Hoetzer et al. [172].
3.1 A simplified phase-field model for cementation
In this section, a simplified case of the generalized MPF model introduced in the previous
section is presented, for the sake of clarity. A two-phase system comprising of a solid and
a liquid phase is considered, such that the presence of solid and liquid phases can be
described by a single phase-field variable φ, where φ = φs = 1− φl, s and l denoting the
solid and liquid phases, respectively. Under the assumptions of isotropic and isothermal
growth of a solid crystal at the expense of liquid at a constant driving force of crystal-











The bulk free energy density of this system reads
f(φ) = fsh(φs) + flh(φl) = fsh(φ) + flh(1− φ) (3.9)
with h(φ) = φ3(6φ2 − 15φ + 10). The isotropic gradient energy density with acapsl = 1 is
given by
εa(∇φ) = εγsl|φs∇φl − φl∇φs|2 = εγsl|∇φ|2, (3.10)










γslφ(1− φ) if φ ∈ [0, 1]
∞ else.
(3.11)
Figure 3.2a depicts the plot of obstacle-type potential as a function of the phase-field
variable for γsl = 1, illustrating the minima at φ = 0 and φ = 1. The evolution equation
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γsl(1− 2φ)︸ ︷︷ ︸
II




It is worthy to note that the Lagrange multiplier λ does not enter the evolution eqs.
(3.12) because the summation constraint is already incorporated (as φs = 1− φl) in the
formulation. The terms I and II in eq. (3.12) represent the interfacial contributions.
Depending upon the chosen value of the scalar parameter ε, a diffuse interface is gener-
ated. The properties of the diffuse interface (e.g. profile, thickness) also depend upon
the chosen form of the potential-type energy density. In the term III, the difference in
the bulk free energies (i.e. ∆fsl = fs − fl) provides the driving force of crystallization
that results in the interface motion.
3.1.1 Thermodynamic equilibrium
Under the vanishing driving force (i.e. ∆fsl = 0), a thermodynamic equilibrium is at-
tained when the interface becomes stationary (i.e. ∂φ/∂t = 0). In this condition, the



























under the condition of vanishing gradient of the phase-field in the bulk region, i.e.











γslφ(1− φ)︸ ︷︷ ︸
potential energy density
(3.16)
As the gradient energy density and the potential energy density are equal at the thermo-


















Figure 3.2: a) Plot of obstacle-type potential w(φ)/ε with γsl = 1.0 as a function of phase-field
variable φ. b) Equilibrium phase-field profile using the obstacle-type potential in a 1-D domain
of length 2L = 100 for different values of length scale parameter ε. Diffuse interface thickness
T increases with increasing value of ε.
3.1.1.1 Interface properties at the thermodynamic equilibrium
On solving the ODE (eq. (3.16)) under the boundary conditions ∂φ/∂x < 0 and φ(x =
0) = 0.5, the equilibrium profile of the phase-field φ(x) is obtained as
φ(x) =















≤ x ≤ π
2ε
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Figure 3.2b depicts the equilibrium phase-field profile for different values of the length






Eq. (3.18) implies that that interface thickness increases linearly with increasing value
of ε, as also highlighted in figure 3.2b. At the thermodynamic equilibrium, utilizing eqs.





















On plugging the expression for the phase-field profile (eq. (3.17)) in the above eq. (3.19)
followed by definite integration, the interfacial energy of the solid-liquid interface is re-
covered as
γI = γsl. (3.20)
Eq. (3.20) showcases the energetic equivalence between the sharp and diffuse interfaces.
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3.2 Computational fluid dynamics analysis for the
determination of permeability
In order to estimate the flow behaviour of the progressively cemented rock microstruc-
tures, numerical data sets corresponding to the pore space of the cemented digital grain
packs are extracted at representative time stages. Computational fluid dynamics (CFD)
analysis is performed using the steady state Stokes equations, given by
µf∇2v(x, t)−∇p(x, t) + fb(x, t) = 0 (momentum balance)
∇ · v(x, t) = 0 (mass balance).
(3.21)
The eqs. (3.21) describe the motion of incompressible and viscous fluids undergoing
laminar flow under the assumptions of low Reynold number, i.e. Re << 1. The physical
quantities in eq. (3.21) are the dynamic viscosity µf, fluid velocity field v(x, t), pressure
p(x, t) and body force fb(x, t). For an applied pressure drop (∆p̄ = p̄2 − p̄1) in a given
direction (xi for i=1,2,3), the fluid velocity field is computed based on the free stream
boundary conditions [173], given by
p− µ∂nvn|Sk = p̄k, ∂nvτ |Sk = 0 for k = 1 and 2, (3.22)
where Sk represent the plane surface at which a constant pressure p̄k is applied, the
quantities vn and vτ are the normal and tangential components of the fluid velocity at
the plane surface Sk. At the boundaries of the computational domain in the lateral
directions, the no-slip conditions i.e.
v|lateral = 0, (3.23)
were applied. In the extracted geometrical data at different stages of time, the fluid
velocities in the solid grain phases are defined to be zero. At the interfaces between the
grains and pore space, the no-slip boundary condition is applied, which reads
v|interfaces = 0, (3.24)
Eqs. (3.21) are numerically solved using the finite difference method on a staggered
grid, see e.g. Harlow and Welch [174]. From the obtained fluid velocities, the





In eq. (3.25), v̄i and li denote the mean velocity and length of computational domain in
the direction of the applied pressure drop, respectively. The mean velocity v̄i is computed









The CFD equations are efficiently implemented in the software package Pace3D [171].
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A multiphase-field model for brittle
anisotropic fracture propagation
We consider a set of phase-fields φ(x, t) = [φs(x, t), φc(x, t)] in a domain Ω ⊂ Rd, d ∈
{1, 2, 3}. In this set, the subset φs(x, t) = [φ1(x, t), . . . , φN(x, t)] denotes the set of phase-
fields of N ∈ N solid phases, each φα ∀ α ∈ {1, . . . , N} describing the presence of the
corresponding phase α at position x and time t. In the multigrain system of sandstone
composed of e.g. N randomly oriented quartz grains, N solid phase-fields are needed to
assign different unique crystallographic orientations (and thereby the direction dependent
material properties such as elastic stiffness, fracture toughness, etc.) to distinct grains.
The crack is described as a separate phase represented by the crack phase-field φc. The
mathematical definitions of bulk B and interface I regions, the variation of phase-fields
φα, and the location of interfaces are omitted in this section, as they are discussed in
chapter 3. The interface I contains the diffuse regions describing the grain boundaries
(i.e. solid-solid interfaces) and the fracture surfaces (i.e. solid-crack interfaces) in the
complete domain. The crack phase-field φc serves as a damage indicator at a material
point x, where φc = 1 and φc = 0 imply a completely-damaged and completely-intact
material states, respectively. Values in the interval φc ∈ (0, 1) represent the partially
damaged states. The summation constraint for all the phase-fields, i.e.
∑N
α=1 φα = 1−φc,
is locally sustained at each material point x. Figure 4.1 schematically illustrates the sharp
and diffuse interface descriptions of a fractured specimen, along with the spatial variation
of the phase-fields φs and φc for the solid and crack phase, respectively. The total free




























Figure 4.1: a) Sharp interface description of a specimen with a preexisting crack. b) Diffuse
interface description using the phase-fields φs and φc corresponding to solid and crack phase,
respectively. Variation of the phase-fields in a diffuse manner.
where the phase-fields φ, the gradient of the crack phase-field ∇φc and the local elastic
strain tensor field ε(u) are the independent variables. Under the assumption of small





On the right hand side of eq. (4.1), Gc(φs,∇φc) denotes the effective crack resistance
and fel(φ,ε) is the effective elastic strain energy density. The curly-bracketed term,
comprising of the gradient term εc|∇φc|2 and the potential term wc(φc)/εc, describes the
energy density of the crack in a regularized manner. For the present work, a one-sided
well type potential of the form wc(φc) = kwφ
2
c is employed. In the free energy functional,
k = 1/2 and kw = 1 are the scalar constants whose values are determined by matching the
surface energies of the diffuse interface with the sharp interface results, as elaborated in
section 4.1.1.1. The scalar parameter εc controls the thickness of the solid-crack interface.







where hαs (φs) and G
α
c (∇φc) denote the interpolation function and the crack resistance of
solid phase α, respectively. The form of crack resistance Gαc (∇φc), well-suited to describe
fracture toughness anisotropy in quartz grains, is discussed in section 8.1.1 of chapter 8.







interpolates the crack resistance of different solid phases along the grain boundaries. In
order to model the grain boundary resistance which is lower than the crack resistance
Chapter 4. 36
of bulk phases, a reduced interfacial crack resistance interpolation is formulated, which
is discussed in section 8.1.2 of chapter 8. Similar to the effective crack resistance, the
effective elastic free energy density is given as an interpolation of the phase-specific elastic
free energy densities fαel(φ,ε








where εα are the phase-specific strains (i.e. corresponding to phase α). The evolution of

















where µc is a positive relaxation parameter and I denotes the integrand of eq. (4.1). The
relaxation parameter µc controls the crack propagation velocity. In the dynamic models
of fracture where the time derivatives of the displacement field in the momentum balance
equation are non-negligible, the crack velocity can be controlled by formulating µc in a
suitable manner. In the present work, a quasi-static fracture is assumed. Therefore, the
term µc serves as a constant relaxation parameter, chosen sufficiently large in magnitude





























The term ∂fel(φ,ε)/∂φc provides the elastic driving force for the crack growth. In order
to ensure that the crack does not propagate under compressive stress states, that may
otherwise result in physically unrealistic fracture patterns, following Miehe et al. [136],
a tension-compression split formulation is utilized
fαel(φc, ε












Example of unrealistic fracture patterns in compression is presented in e.g. Bourdin et
al. [131]. Different formulations of tension-compression split (e.g. [135, 136]) along with






± represent the positive and negative parts of the phase-specific elastic
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λα〈εα1 + εα2 + εα3 〉2± + µα(〈εα1 〉2± + 〈εα2 〉2± + 〈εα3 〉2±).
(4.9)
The term Cα = λα1 ⊗ 1 + 2µαI denotes the phase-specific isotropic stiffness tensor in
terms of the phase-specific Lame
′
parameters λα and µα. εαk for k=1,2,3 represent the
three principal strains. The operator 〈〉±, when applied on any scalar quantity s, yields
〈s〉± = (s±|s|)/2. The tension-compression split formulation of eq. (4.8) ensures that the
propagation of crack is driven solely by the tensile stress states, as only the positive part
of the elastic strain energy density enters the evolution equation of the crack phase-field.







for α = 1, . . . , N. (4.10)
For negligible body forces, the equation of balance of linear momentum under the quasi-
static assumption (i.e. neglecting the inertia) reads
∇ · σ̄ = 0, (4.11)






as a volumetric interpolation of the phase-specific stresses σα. The phase-specific stresses
are calculated as






εα : Cα : εα
]
= (1− φc)2 Cα : εα. (4.13)
In contrast to the crack driving force, the phase-specific stresses are computed by the
degradation of the total elastic strain energy density, in order to retain the linearity of
the momentum balance eq. (4.11). Thus, the present formulation is classified as a Hybrid
model after Ambati et al. [141]. Within the staggered algorithmic approach (as also
adopted in the present work, discussed in the next paragraph), hybrid models have shown
to predict similar fracture patterns compared to the models where the splitting is utilized
for the calculations of the crack phase-field and stresses, however, at lower computational
expenditure (by about one order) than the latter [141]. Due to these reasons, a hybrid
formulation is chosen for the present work. In the diffuse solid-solid interface regions,
the phase-specific stresses are obtained by satisfying the mechanical jump conditions
[176, 177].
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The phase-field evolution eqs. (4.6) and (4.10) along with the momentum balance
eq. (4.11) are solved in a staggered manner. The crack phase-field evolution eq. (4.6) is
solved using the finite difference method, where the time derivative is approximated using
the explicit Euler scheme and the spatial derivatives are discretized using the central dif-
ference scheme. The momentum balance equation, on the other hand, is solved implicitly
for the mechanical fields. For the discretization, a rotated staggered grid (RSG) is uti-
lized. The displacements are computed at the corners of the cell, whereas the phase-fields
and the stresses are stored at the cell centers. Thus, the present RSG is analogous to a
regular finite element mesh with same-sized Q1 elements using full integration. In each
time step ∆t, the mechanical and phase-fields are inputs for one another. The condition
φ̇c ≥ 0 is locally sustained at each time step. Moreover, in order to reduce the compu-
tational expenditure, a critical value of the crack phase-field φcritc = 0.9 was set, above
which a material point is considered as fully damaged (i.e. φc = 1). This numerical
treatment ensures that the values of the crack phase-field φc always remain in the range
of 0 to 1. It is worthy to mention that, in eq. (4.10), the solid phase-fields are updated
as the volumetric interpolation of the temporal update of the crack phase-field. This
essentially implies that the summation constraint (
∑N
α=1 φα = 1−φc) is retained at each
time step, provided the constraint is satisfied in the initial configuration of the computa-
tional domain. In one mechanical load increment, the balance of linear momentum (eq.
(4.11)) and the evolution of crack phase-field (eq. (4.6)) are solved for several relaxation
time steps until a steady state for the crack phase-field is reached, i.e. ∂φc/∂t < 10
−4.
This numerical treatment results in a minimal impact of the time step size ∆t and the
relaxation parameter µc on the simulation results. The multiphase-field (MPF) model for
brittle anisotropic crack propagation is implemented in the highly-parallelized software
package, Pace3D [171], using the programming language C. For the details of the general
structure and parallelization of the solver, interested readers are referred to Hoetzer
et al. [172].
4.1 A simplified phase-field model for fracture
In this section, a simplified case of the generalized MPF model that was introduced in
the previous section is presented, for the sake of clarity. A single phase material with
a preexisting fracture is considered, where the presence of the crack and solid phases is
described by a single phase-field variable φc, such that φc = 1− φs, c and s denoting the
crack and solid phases, respectively. Under the assumptions of a constant isotropic crack
resistance and utilizing the full degradation of the elastic energy density, the expression
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Figure 4.2a depicts the plot of the one-sided well type potential over the crack phase-field













− 2(1− φc)fel(ε)︸ ︷︷ ︸
III
 . (4.15)
As the terms I and II in eq. (4.15) represent the interfacial contributions for the diffuse
fracture surfaces, depending upon the chosen values of the scalar parameter εc, a diffuse
interface between the crack and the solid phase is generated. The properties of the dif-
fuse crack-solid interface (e.g. profile, thickness) also depend upon the chosen form of the
potential-type energy density wc(φc). Term III represents the elastic free energy density
of the loaded specimen, which is degraded by the crack degradation function (1− φc)2 in
the presence of the crack phase.
4.1.1 Thermodynamic equilibrium
Under the unloaded state (i.e. fel(ε) = 0), a thermodynamic equilibrium is attained when
the crack interface is stationary (i.e. ∂φc/∂t = 0). Under this condition, the evolution
b)
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Figure 4.2: a) Plot of one-sided well potential wc(φc)/εc with kw = 1 as a function of crack
phase-field variable φc. b) Equilibrium crack phase-field profile using the single well-type po-
tential in a 1-D domain of length 2L = 100 for different values of length scale parameter εc.
Diffusiveness of the crack phase-field profile increases with increasing value of εc.
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under the condition of vanishing gradient of the crack phase-field in the bulk of the solid














Eq. (4.19), showcasing the equality between the potential and the gradient energy density
at the equilibrium, represents the Principle of equipartition of the energy.
4.1.1.1 Crack interface properties at the thermodynamic equilibrium
On solving the ODE, i.e. eq. (4.19), with wc(φc) = kwφ
2
c under the boundary conditions











Figure 4.2b depicts the spatial variation of the crack phase-field profile for different values
of the length scale parameter εc for the crack phase. Irrespective of the chosen value
of εc, the crack phase-field tends to zero when x tends to infinity in the positive and
negative directions, thereby, implying an infinite crack interface width. However, with
the increasing value of εc, the diffusiveness of the crack interface profile also increases, as
illustrated in figure 4.2b. The magnitude of φc represents the extent of damage present
at a spatial point x. At the thermodynamic equilibrium, utilizing eqs. (4.14) and (4.19),



























On plugging the expression for the crack phase-field profile (eq. (4.20)) in the above eq.
(4.21) followed by definite integration over the whole interval in a piecewise manner, the




In order to fulfil the Griffith’s criterion [140], the crack interfacial energy in eq. (4.22)
should be equal to Gc. Griffith’s criterion is fulfilled for the following relation between







For the present work, the values of scalars k = 1/2 and kw = 1 are chosen.
Part III
Syntaxial overgrowth cementation in
sedimentary rocks
Chapter 5
Fracture cementation in calcite
limestone
Veins are crack-seal microstructures ubiquitously present in the sedimentary rocks, and
consist of the fillings of crystallized minerals in the fracture spaces. Veins carry valuable
information regarding the fracture opening, cement growth and fluid-flow histories. This
chapter deals with the investigation of the formation of different crack-seal vein mor-
phologies during syntaxial calcite cementation in bitaxial veins, using a multiphase-field
(MPF) model. In particular, the influence of varying crack opening rates and initial crack
aperture size is studied on the following: I) the growth competition between differently
oriented calcite crystals on the crack surfaces and II) the resulting vein textures. Finally,
the numerically obtained vein textures are compared with the natural calcite vein samples
and the structural similarities are discussed.
The chapter is organized as follows. In section 5.1, the numerical aspects of modeling
calcite cements, including the modeling assumptions, the numerical setup and the geo-
metric shift boundary condition, are presented. The geometric shift boundary condition
enables the incremental opening of fracture in the direction perpendicular to the crack
surface at adjustable opening rates, during calcite cementation in the fracture space. In
section 5.2, the simulation results providing insights on the formation mechanism and
growth dynamics of various vein textures are presented. Finally, the chapter is concluded
in section 5.3, by recapitulating the findings and highlights, along with a brief outlook




For the present numerical investigation, the MPF model described in the chapter 3 is
adapted. Section 5.1.1 outlines the modeling assumptions in the context of phase-field
modeling of syntaxial calcite cementation. The procedure to adapt the MPF model is
elaborated in section 5.1.2. The numerical setup and the algorithm of geometric shift
boundary condition are elaborated in sections 5.1.3 and 5.1.4, respectively.
5.1.1 Modeling assumptions
Syntaxial calcite cementation is a highly coupled chemo-thermo-hydro-mechanical phe-
nomenon. In order to constrain this complex process, the MPF model of chapter 3 is
adapted under certain assumptions. The assumptions and their relevance in the compu-
tational modeling of this process are as follows:
1. Carbonate rocks are known to exhibit heterogeneity at the grain scale [178, 179].
In these rocks, a wide variety of substrates (e.g. crystalline calcite grains, limestone
fragments, carbonate fossils and other minerals) can be found. These substrates
serve as the deposition sites for cements precipitating from the circulating fluids.
In the present work, it is assumed that the fracture surfaces only carry the seeds of
crystalline calcite grains, upon which the calcite cement growth takes place epitax-
ially. The pore space is entirely filled with the formation fluid.
2. During long-range calcite cementation, the fluid supersaturation with respect to
calcite may remain invariant when the formation fluids are continuously replenished
from other sources [33]. The present work assumes a constant supersaturation and
isothermal conditions, and thereby a constant driving force of crystallization at the
solid-liquid interface (∆fsl(c, T ) = ∆fsl). This assumption is admissible when the
solute attachment kinetics is significantly slower than diffusion and advection.
3. The crystal growth shapes result due to an interplay between the surface energy
anisotropy and the direction-dependent growth kinetics, under the control of in-
terfacial processes and long-range transport [180]. In the present work, a strong
faceted-type anisotropy in the interfacial energy (i.e. capillary anisotropy) is chosen
such that the crystal attains the rhombohedral geometry under surface energy min-
imization. In the absence of any reliable data on the particle attachment kinetics
for calcite, the growth kinetics is chosen to be isotropic. This essentially implies
that a crystal attains faceting according to the capillary anisotropy shape during
the early stages of growth, and further grows while maintaining the shape due to
isotropic growth kinetics.
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4. The modeling considers the thermal conditions that are sufficiently below the re-
crystallization temperature of calcite when the grain boundaries remain immobile.
Thus, the kinetic mobilities of the grain boundaries (i.e. µss = τ
−1
ss ) are chosen to




5.1.2 Modeling calcite cements in the multiphase-field frame-
work
Calcite crystals are observed to exhibit over 800 different growth forms that include acute
to obtuse rhombohedra, prisms, tabular, scalenohedral, among others [181]. The most
common crystal forms are rhombohedral and scalenohedral [182]. Thus, the present work
focusses on the syntaxial calcite cementation process that results in the formation and
growth of rhombohedral crystals, see figure 5.1a for the crystal geometry. For modeling
crystal growth such that the solid-liquid interface forms flat facets, sharp edges and
pointed corners according to the rhombohedral geometry, a faceted-type anisotropy is
incorporated in the interfacial energy using the piece-wise capillary anisotropy function
given in eq. (3.4) of chapter 3. The present analysis is restricted to two dimensions (2-
D). Therefore, three 2-D projections, namely asymmetric right-handed, symmetric and
asymmetric left-handed, are derived, as illustrated in figure 5.1b. For the present work,
the asymmetric left-handed projection is chosen so that the influence of asymmetricity
of calcite crystals is accounted in the modeling. The chosen set of vertex vectors for the
capillary anisotropy shape are
η1,2 = [0,±0.75] η3 = [1, 0.25] = −η4.
Figure 5.1c depicts the simulated crystal shape using the above-mentioned set of vertex
vectors, using the volume preservation algorithm [183]. In accordance with the assump-
tions 3 and 4 of section 5.1.1, disparate kinetic mobilities are assigned for the solid-solid












The choice of τss/τsl = 100 ensures that the grain boundaries remain immobile, and only
the solid-liquid interfaces are in motion when a crystallization driving force is present.






















Figure 5.1: a) 3-D Rhombohedral geometry with one c-axis and three a-axes. b) Symmetric and
asymmetric 2-D projections along with their top views. c) Validation of faceted-type interfacial
energy anisotropy formulation for the chosen set of vertex vectors. A spherical grain embedded
in liquid phase evolves to its equilibrium shape, while preserving its volume. At any given time,
the location and shape of the grain is determined by the phase-field variable φgrain, that varies
from 0 in the liquid phase to 1 in the grain phase.
Table 5.1: Values of phase-field model parameters used in the simulations
Model parameters Non-dimensional value
Grid size ∆x 1
Time-step size ∆t 0.07
Length scale parameter ε 6.5
Surface energy density γαβ, i.e. γss and γsl 1
Higher order parameter γαβδ 10
Kinetic coefficient for solid-solid interface τss 100
Kinetic coefficient for solid-liquid interface τsl 1
Crystallization driving force ∆fsl -0.15
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5.1.3 Numerical setup
We consider a 2-D computational domain of size 1000∆x × 1000∆x, filled with a grain
structure (in RGB colors) and the so-called barrier phase (in grey), see figure 5.2a. The
grain structure is generated using the voronoi diagram on the basis of a random set
of points. The barrier is treated as an inert phase where the phase-field equations are
not solved. A fracture is introduced in the first simulation time step, where the initial
crack aperture is given as an input parameter. This results in the formation of two
crack surfaces, each hosting the randomly oriented calcite grains, see figure 5.2b. The
space between these surfaces is filled with a calcite-supersaturated formation fluid, which
is illustrated in yellow color. The applied boundary conditions for the phase-fields are
shown in figure 5.2c. The geometric shift boundary condition, which is applied on the
lower crack surface, provides the opening increment for the lower crack surface, and is
elaborated in section 5.1.4. The crystal orientations of different calcite seed crystals are




























Figure 5.2: a) 2-D computational domain of the given size, filled with the calcite grain struc-
ture (in RGB colors) and an inert barrier phase (in grey color). b) A crack of a given aperture
is initially introduced, and is filled with liquid phase (in yellow color). c) The boundary condi-
tions applied on the edges of the domain. d) The colormap for identifying the crystallographic
orientation of all the calcite seed crystals on the crack surfaces.
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5.1.4 Geometric shift boundary condition
For the simulation of an incremental opening of a fracture, a geometric shift boundary
condition was implemented. The algorithm shifts the grain phases lying on the lower
crack surface by a given vertical displacement after a prescribed number of time steps,
and fills the new empty space with the liquid phase. In the diffuse interface region,
the phase fraction of liquid is assigned such that summation constraint (
∑N
α=1 φα = 1)
is sustained. In this shifting process, the barrier phase is continuously consumed. In
the case of crystal bridging or a complete vein closure, the algorithm ensures that the
fracture opens along the boundaries between the grains lying on the mutually opposite
crack surfaces.
5.2 Results and discussions
The simulation results are presented in sections 5.2.1 and 5.2.2. In particular, the impact
of different crack opening rates on the resulting vein textures and the time evolution of
porosity during calcite cementation is investigated in section 5.2.1. In section 5.2.2, the
influence of initial crack aperture on distinct fibrous vein textures is studied. Finally,
the numerically obtained vein morphologies are qualitatively compared with the natural
calcite vein samples in section 5.2.3.
5.2.1 Influence of crack opening rate
Utilizing the numerical setup of the computational domain described in section 5.1.3,
several simulations were performed for different crack opening rates, while the driving
force of crystallization was kept identical. In the physical sense, the crack opening rates
can be interpreted as the relative frequency of the episodic crack opening and cement
growth processes over geological time scales. the Three cases of the crack opening rates
are analysed which are referred as slow, moderate and fast opening rates. An initial
crack aperture, of about one order higher magnitude than the mean grain size of seed
crystals, is introduced. The numerical values of the crack opening rates and the initial
crack aperture are tabulated in table 5.2. All the simulations were performed until the
barrier phase is completely disappeared as a result of the downward opening motion of
the lower crack surface.
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Table 5.2: Crack opening rates and the initial crack aperture for three different cases.
Cases Crack opening rate Initial crack aperture
Slow opening rate ∆x/1000∆t 100∆x
Moderate opening rate ∆x/200∆t 100∆x
Fast opening rate ∆x/100∆t 100∆x
5.2.1.1 Vein textures
The temporal evolution of the simulated vein microstructures for the three cases is anal-
ysed as follows:
• Slow opening rate: In this case, the applied crack opening rate is observed to
be smaller than the minimum potential growth of calcite crystals. Different stages
of vein growth are depicted in figure 5.3b-d. In the early stages, the presence of
a large initial crack aperture for the free growth of crystals on both the surfaces,
results in the occurrence of growth competition among the differently oriented cal-
cite crystals, see figure 5.3b at t = 1190. Subsequently, at t = 3850 (figure 5.3c),
the growing crystals fill the crack completely. This stage marks the suppression of
growth competition, as the subsequent growth occurs such that almost all the crys-
tals grow equally into the fracture space introduced during each opening increment
(∆x). This increment-dependent growth results in the formation of the so-called
fibrous vein texture (figure 5.3d), comprising of elongated crystals (or fibers) of
nearly-constant width and the length parallel to the direction of crack opening
displacement, see figure 5.3e.
• Moderate opening rate: In this case, the applied crack opening rate is observed
to lie between the maximum and the minimum potential growth of calcite crystals.
Figure 5.3f-h illustrates the different stages of vein growth. Due to the availability of
sufficient pore space for a larger period of time as compared to the previous case, the
growth competition amongst the crystals lying on the same crack surface is intense.
It is worthy to mention that, as the aspect ratio of the calcite geometry is close to
one, the fastest growing grains do not exhibit any preferred orientation. The growth
of these grains is completely decided by their interactions with the neighbouring
crystals. Since the competitive crystal growth proceeds on both surfaces, crystal
bridges begin to form, as illustrated in figure 5.3f. Further growth is constrained
by the crystals growing on the mutually opposite surfaces, leading to the formation
of the so-called partially-open veins, as highlighted in figure 5.3g. At the final
stages, when complete pore space is occluded by calcite cements, the resulting vein
microstructures exhibit the well-known elongate-blocky textures, characterized by
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Figure 5.3: a) Simulation domain with a grain structure and an initial crack aperture of 100 ∆x.
Simulated bitaxial growth of crystals for b)-e) slow (∆x/1000∆t), f)-i) moderate (∆x/200∆t)
and j)-m) fast opening rates (∆x/100∆t).
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• Fast opening rate: In this case, the crack opening rate is larger compared to the
maximum potential growth of calcite crystals. Figure 5.3j-l depicts the different
stages of growth for one such case. Similar to the former cases, the initial growth
competition is present in this case. However, as the crystal bridging cannot occur,
the veins remain open at all stages of growth. This results in the appearance of
well-developed euhedral crystals, characterized by straight edges and sharp corners
in the pore spaces, as shown in figure 5.3l,m. The simulated texture exhibit struc-
tural similarities with the rind morphologies described in the work of Lander &
Laubach [83].
5.2.1.2 Porosity evolution
The phase-field simulations, in addition to elucidating the processes controlling the for-
mation of different vein morphologies based on the considered growth conditions, can
further be utilized to speculate the histories and future evolution of fracture porosities,
for different opening rates. In this section, we analyse the temporal evolution of porosity
for the simulations presented in section 5.2.1.1. An additional simulation corresponding
to the crack opening rate of ∆x/50∆t with the same initial crack aperture (i.e. 100∆x)
was performed resulting in euhedral vein textures, as expected. The porosity evolution
for this simulation is also analysed under the case of fast opening rate. The colored solid
lines in figure 5.4 depict the temporal evolution of porosity for different crack opening
rates. The dash-dotted plots correspond to the porosity evolution in the absence of crys-
tal growth, and are linear according to the constant crack opening rates. The initial and
final stages of simulation are illustrated for all the cases. We analyse each case one-by-one
as follows:
• Slow opening rate (crack opening rate = ∆x/1000∆t): The temporal evolution
of porosity exhibits a monotonically decreasing behavior. The early growth compe-
tition due to the presence of a large initial crack aperture leads to the slow initial
decrease of porosity. After the first complete sealing, somewhere near t = 3850
(simulation stage illustrated in figure 5.3c), the opening increment (∆x) of crack
takes place along the grain boundaries of the crystals lying on the opposite surfaces.
The subsequent porosity evolution is dependent upon the opening increment. As a
result periodic oscillatory behavior is exhibited by the porosity-time curve, owing
to the occurrence of alternative events of crack-opening and vein-sealing, depicted
in the zoomed inset image of figure 5.4.
• Moderate opening rate (crack opening rate = ∆x/200∆t): In the early stages,
the porosity increases monotonically with time due to a higher crack opening rate
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in comparison with the previous case. The initial growth competition leads to the
occlusion of unfavorably oriented crystals. Subsequent growth of the remaining
grains with a higher growth potential results in an increase in the overall crystal
growth rates. Thus, the porosity-time curve attains a maximum (at around t =
1225, highlighted in figure 5.43), eventually exhibiting a monotonically decreasing
behavior. In comparison with the previous case, the first complete crack sealing
(when the porosity drops to zero) occurs at a later stage in this case, due to a higher
opening rate.
• Fast opening rate (crack opening rate = ∆x/100∆t and ∆x/50∆t): The temporal
evolution of fracture porosity exhibits a monotonically increasing behavior with
respect to time. With further increase in the crack opening rates (e.g for the case
of ∆x/50∆t), the porosity-time plot becomes steeper. It is worthy to mention
that the upper bound for the porosity-time plot is defined by the dash-dotted lines
(when no crystal growth occurs) of figure 5.4. Thus, the porosity-time curves in
these cases, although exhibiting a monotonically increasing pattern, remain concave
with respect to time.


































Figure 5.4: Plots of fracture porosity over simulation time for different crack opening rates.
Linear dash-dotted lines, shown in same color as the solid lines, describe the fracture porosity
evolution in the absence of crystal growth. The inset pictures illustrate the simulated crystal
growth at initial and final stages for each case.
5.2.2 Influence of initial crack aperture
The case of slow crack opening rate presented in section 5.2.1 indicates that slow opening
rate suppresses the growth competition after vein sealing, leading to the formation of
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Table 5.3: Initial crack aperture and the crack opening rates for the simulations.
Cases Crack opening rate Initial crack aperture
Small crack aperture ∆x/1000∆t 5∆x
Large crack aperture ∆x/1000∆t 100∆x
fibrous veins. However, the presence of an initial large crack aperture (with magnitude one
order higher than the grain size) facilitates the growth competition among the crystals,
and thereby, the occlusion of unfavorably oriented grains. In this section, for decoupling
the impact of the initial crack aperture on the resulting fibrous textures during slow
opening rates, the following two cases are considered: I) small and II) large initial crack
apertures, with the numerical parameters given in table 5.3.
• Small crack aperture: In this case, the width of the open fracture space is of the
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Figure 5.5: Different stages of the simulated bitaxial calcite cementation for a) small crack aper-
ture (=5∆x) and b) large crack aperture (100∆x). The progression is shown at representative
vein-width (VW).
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same order as the mean grain size. Thus, the suppression of growth competition
occurs in the early stages itself, leading to the growth of a large fraction of the
initial grains, as depicted in figure 5.5a at t = 8400. As the cementation progresses,
the occlusion of less favorably oriented crystals occurs gradually, resulting in the
formation of so-called arrested fibers, at t = 31150 in figure 5.5a. The resulting
vein at t = 66220 exhibits non-uniform fibrous morphology, comprising of arrested
and survivor fibres of different lengths.
• Large crack aperture: As the magnitude of initial crack aperture in this case is
one order larger than the mean grain size, the initial growth competition occurs,
resulting in the occlusion of a higher number of less favorably oriented crystals in
the very beginning, see figure 5.5b at t = 1890. The remaining favorably oriented
survivor grains, shown in figure 5.5b at t = 24535, experience relatively less com-
petition for growth. This results in the formation of uniform fibrous vein textures,
comprising of almost all non-occluded fibers of nearly same length.
Figure 5.6a shows the plot of fracture porosity over time for the two cases. For the
case of small crack aperture, the crystal growth becomes dependent upon the opening
increment in the very beginning. As a result, the porosity-time curve begins to exhibit
a periodic behavior at an earlier stage as compared to the case of large crack aperture.
Figure 5.6b depicts the plot of number of survivor grains over vein-width. It is observed
that, for the case of large crack aperture, a lower number of survivor grains are present
at an initial stage (vein width = 200 ∆x) as compared to the small crack aperture, due
to the occurrence of an early growth competition in the former. For the case of large
crack aperture, as a higher number of unfavorably oriented grains are already occluded,
the subsequent reduction in the number of survivor grains is less steep, when compared
with the case of small crack aperture. It is worthy to mention that, at later stages, the
number of survivor grains is similar for both the cases. To this end, it is deduced that,
while slow crack opening rates is a mandatory condition for the formation of fibrous vein
morphologies, the presence of uniform vein fibers is indicative of the presence of large
crack apertures in the early growth stages. Similarly, the occurrence of fibers of different
lengths indicate that the crack apertures are small during all the stages.
5.2.3 Comparison of simulated vein textures with natural sam-
ples
Naturally occurring calcite veins exhibit a wide variety of textures that can be directly
linked with the simulated microstructures. Figure 5.7 demonstrate the resemblance of
the simulated vein textures with four different natural calcite vein samples from the
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Crack opening rate



























































Figure 5.6: a) Plots of fracture porosity over simulation time for different initial crack aper-
tures. The initial and final vein textures are illustrated in the inset pictures. b) Plots of the
number of survivor grains as a function of the vein-width for different initial crack apertures.
Jurassic limestones of southern England. The microphotographs of the natural samples
(shown in figure 2.4 in chapter 2) and their sketches in figure 5.7 were provided by Dr.
Benjamin Busch and Prof. Christoph Hilgers from the Institute of Applied Geosciences
(AGW-SGT) at the Karlsruhe Institute of Technology. The euhedral vein morphology,
exhibiting straight edges in the pore spaces, shows a good match between natural and
simulated examples. Further, the growth competition, as indicated by the occluded
grains near the host rock, is also recovered by the simulations. The partially-open vein
microstructure, formed during an intermediate stage of the simulation with the moderate
crack-opening rate, exhibits clear similarities with the respective natural sample. These
similarities include I) the competitive growth fabric near the host rock, II) irregular grain
boundary contacts between the bitaxial growth of crystals on opposite crack surfaces
and III) occasional open spaces with the possibility of euhedral facets, as depicted in
figure 5.7b. The simulated elongate-blocky texture at the final stages of the moderate
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opening rates, characterized by crystals with increasing width towards the pore, matches
well with the corresponding natural example, see figure 5.7c. The simulated non-uniform
fibrous crystals, under slow opening rates and small initial crack aperture, also show good
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Figure 5.7: Comparison of different vein textures obtained in the simulations with natural
calcite vein morphologies. The sketches illustrated in grey scale are drawn from the thin-section




In the recent years, several phase-field investigations have been conducted for the study of
quartz cementation process in sandstones (e.g. [15, 17, 18]). The present study is amongst
the first works, demonstrating the application of phase-field method in modeling calcite
cementation in limestones. Motivated from the earlier works of Bons [7] and Hilgers
et al. [79], the present study further adds to their analysis. The phase-field simulations
are able to recreate four important vein textures (i.e. euhedral, partially-open, elongate-
blocky and fibrous) that are extensively observed in the naturally occurring calcite veins,
while elucidating their growth dynamics and some of the boundary conditions that can
lead to their formation. In addition, the present study sheds light on the mechanisms of
formation of uniform and non-uniform fibrous vein textures depending upon the initial
crack apertures. All the simulated vein morphologies presented in this work show clear
similarities with the natural samples. With the aid of innovative post-processing tech-
niques, the present model allows to speculate the temporal evolution of fracture porosity.
In the presented examples, although a continuous crack opening is simulated, it is re-
marked that the geometric shift boundary condition, in its current form, is capable of
simulating the intermittent and episodic opening of fractures normal to crack surfaces.
The geometric shift boundary condition can be extended to simulate the shear opening of
fractures and other complex curved opening trajectories. Therefore, this work paves the
way for the exploration of different vein formation mechanisms depending upon the possi-
ble range of boundary conditions. The present work is restricted to 2-D. However, as the
phase-field approach doesnot require explicit tracking of interfaces, the model extension
to 3-D is fairly straight-forward, albeit with additional computational expenditure. With
extensions to 3-D, the simulated vein morphologies can be further utilized to study the
flow behavior through the analysis of the evolving physical properties (e.g. permeability,
tortuosity, pore size distributions). The model and the proposed extensions, can also
potentially assist in the the design and analysis of engineered geothermal energy systems.
Chapter 6
Pore space cementation in quartz
sandstone
In the present chapter, the dynamics of syntaxial quartz cementation in sandstones from
the supersaturated siliceous formation fluids is investigated using a multiphase-field model
MPF. First, a two-dimensional (2-D) euhedral shape of quartz is derived from the three-
dimensional geometry (3-D). Thereafter, 2-D unitaxial growth of quartz in open geological
fractures is simulated for assessing the impact of misorientations and the crystal c- to
a-axis ratio (c/a) in the formation of bridge morphologies that are extensively observed
in nature. On the basis of this sensitivity analysis and taking into consideration the
previous experimental findings, a realistic value of c/a was chosen for simulating the
syntaxial growth of quartz cements in the intergranular pore spaces of sandstones in
3-D. Under identical growth conditions, several simulations were performed for different-
sized grain packs. The simulated microstructures were qualitatively compared with the
thin-section microphotographs of natural sandstone samples. Thereafter, the generated
numerical data sets in the simulations were post-processed for analysing the impact of
grain size of quartz aggregates on the evolution of porosity, permeability and pore size
distributions and their dynamic correlations in comparison with the existing literature.
This chapter is organized as follows. Section 6.1 presents the numerical aspects of
modeling syntaxial quartz cements along with a procedure for the generation of 3-D
grain packs of different grain sizes. In section 6.2, the simulation results of quartz ce-
mentation and their discussions are presented. The chapter is concluded in section 6.3,




For the present numerical investigation, the MPF model discussed in the chapter 3 is
adapted for simulating syntaxial quartz cementation. Section 6.1.1 outlines the proce-
dure to adapt the MPF model, along with the considered growth conditions. In section
6.1.2, the preprocessing algorithm for the generation of different-sized digital grain packs,
analogous to sandstones, is elaborated.
6.1.1 Modeling quartz cements in the multiphase-field frame-
work
Depending upon the physical and geochemical conditions, quartz can exhibit a wide va-
riety of growth habits (e.g. Muzo, Trigonal, Hexagonal, Maderan, Cumberland, Needle),
see The Quartz Page [185] for example. In the present work, the Maderan crystal
habit, also called Prismatic or Normal habit, is considered as it is one of the most com-
mon morphologies observed in nature [38, 39]. Figure 6.1a depicts the 3-D geometry of
the prismatic habit possessing the so-called r {011̄1}, z {11̄01} and m {101̄0} facets. The
following three 2-D projections are derived for the 2-D investigations: asymmetric left-
handed, symmetric, and asymmetric right-handed, as shown in figure 6.1b. In the context
of phase-field method, in order to model the interfaces that form flat facets, sharp edges
and pointed corners, we assume a faceted-type anisotropy in the interfacial energy using
the formulations given in eq. (3.4) of chapter 3. Figure 6.1c depicts the simulated Asym-
metric right-handed 2-D shape, using the volume preservation technique [183]. Similar
to calcite cementation modeling formulation of chapter 5, an isotropic growth kinetics is
assumed in the present work by choosing a constant value of the inverse mobilities of the
solid-liquid interfaces τsl. The value of solid-solid interfacial inverse mobility is chosen
according to τss = 100τsl, such that the grain boundaries remain rigid. The inverse mobil-
ities are interpolated according to the formulation in eq. (5.1) of chapter 5. The chosen
set of phase-field parameters in the present study are given in table 6.1. The parameters
utilized in the fluid-flow simulations, for the computation of permeabilities, are also given
in table 6.1. The set of vertex vectors for the 2-D and 3-D euhedral shape, that were
chosen based on the sensitivity analysis presented in section 6.2.1, are given in sections
6.2.1 and 6.2.2, respectively.
6.1.2 Generation of 3-D grain packs
A 3-D periodic distribution generator tool [186] was developed to generate a distribution



































Figure 6.1: a) 3-D Euhedral shape of the prismatic growth habit of quartz. The different
families of facets, i.e. z-, r- and m- facets, are shown in different shades of grey. b) Schematics
illustrating the procedure of deriving the 2-D equilibrium shapes, i. e. Asymmetric left-handed,
Symmetric and Asymmetric right-handed, from the 3-D geometry, for the 2-D simulations. c)
Validation of the faceted-type interfacial energy anisotropy formulation. An initial spherical
quartz grain (yellow) embedded in a liquid phase (navy blue), evolves to its euhedral shape
(Asymmetric right-handed projection in this case) with diffuse interface, while preserving its
volume. The grain phase-field φgrain varies from 0 outside the grain to 1 inside the grain over
a diffuse interface region.
tool generates the coordinates of the centre of spheres that represent quartz grains, using
a random number generator. The spheres at the edges or corners of the domain are
generated in a periodic manner such that the part of a grain lying outside of the domain
Chapter 6. 61
Table 6.1: Non-dimensional phase-field parameters and their dimensional values used in the
simulations
Parameter Symbol Non-dim. value Dim. value
Phase-field simulations
Grid cell size ∆x 1.0 1µm
Time step size ∆t 0.07 81s
Length scale parameter ε 6.5 6.5µm
Interface energy density γαβ 1.0 0.36J/m
2
Higher order parameter γαβδ 10.0 3.6J/m
2
Solid-liquid interfacial kinetic coefficient τsl 1.0 4.18× 1014J-s/m4
Solid-solid interfacial kinetic coefficient τss 100.0 4.18× 1016J-s/m4
Driving force for crystallization ∆fsl −0.3 −105J/m3
Fluid-flow simulations
Pressure drop ∆p 0.2 8Pa



















Figure 6.2: a) Cubic computational domain of size 300∆x× 300∆x× 300∆x consisting of 265
identical spherical grains of diameter 40∆x. b) Schematics illustrating the Euler angle rotations
of a quartz crystal for the assignment of a distinct crystallographic orientation to each grain in
the domain.
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appears on the opposite edges or corners of the domain. During the generation process,
the spheres that overlap the already generated ones are filtered out. This process of
generation and filtering out continues until there is no more possibility of inserting a new
sphere in the computational domain. As a result, the numerical data set representing a
distribution of touching (or nearly touching) spherical grains is obtained. Utilizing this
tool, a 3-D grain pack comprising of 265 grains of grain size (or grain diameter) 40 ∆x
in a cubic domain of size 300∆x× 300∆x× 300∆x (∆x being the grid size) is generated,
as shown in figure 6.2a. The remaining space of the domain is filled with the liquid
phase that represents a supersaturated siliceous formation fluid. Each quartz grain in
the pack is assigned a random crystallographic orientation that is defined by the Euler
angle rotations (θ1, θ2, θ3), as depicted in figure 6.2b. Moreover, based on this grain pack,
four additional geometrically similar grain packs composed of grains with an initial grain
size of 50∆x, 60∆x, 70∆x and 80∆x were generated, see figure 6.3. For maintaining an
identical relative position of the grains in the grain packs for different grain sizes, the
coordinates of centre of the spherical grains were scaled in proportion to the initial grain
size. That is, if the coordinates of the centre of a spherical grain of diameter (or initial
grain size) d∆x in a grain pack of edge length N∆x are (x, y, z), than for a grain pack
with an edge length of 2N∆x and an initial grain size of 2d∆x, the coordinates of the
corresponding grain are (2x, 2y, 2z).
Increasing domain size with grain size
Figure 6.3: Five geometrically similar digital grain packs, each comprising of 265 grains, for
different grain sizes. The crystallographic orientation of each grain Gn in all the digital grain
packs is kept identical.
6.2 Results and discussions
This section is divided into two parts. The first part deals with the 2-D numerical studies
of unitaxial quartz cement growth in an open fracture space, presented in section 6.2.1.
The numerical setup for this study is described in subsection 6.2.1.1. The role of c- to a-
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axis ratio of the equilibrium crystal shape of quartz, on the formation of quartz bridge
structures during unitaxial growth in veins, is studied in subsection 6.2.1.2. Based on
the numerical results obtained in this part, the 3-D geometrical parameters pertaining to
the capillary anisotropy are chosen in the MPF model. In the second part of the results
presented in section 6.2.2, the calibrated MPF model is employed to investigate syntax-
ial quartz overgrowth cementation in the intergranular pore spaces of sandstones. As a
model test case, in subsection 6.2.2.1, the unrestricted growth of different-sized spherical
crystals was simulated for analysing the model-predicted growth tendencies of quartz,
in comparison with the existing literature. There after, in subsection 6.2.2.2, quartz
cementation was simulated in a multigrain digital grain pack, analogous to sandstone,
and the simulated crystal morphologies were qualitatively analysed in comparison with
the thin-section microphotographs of natural samples, provided by Dr. Benjamin Busch
and Prof. Christoph Hilgers from the Institute of Applied Geosciences (AGW-SGT) at
the Karlsruhe Institute of Technology. Further, numerous simulations were performed in
geometrically similar, but different-sized digital grain packs, for analysing the impact of
initial grain size on the evolution of different rock properties. The impact of grain size on
the porosity loss and sealing kinetics is discussed in subsection 6.2.2.3. The implications
on the pore size statistics are elaborated in subsection 6.2.2.4. Finally, in subsection
6.2.2.5, a relationship between porosity and permeability is numerically established for
different grain sizes, and analysed in comparison with the existing literature and a pre-
viously proposed empirical law.
6.2.1 Unitaxial quartz growth in open fractures in 2-D
Quartz bridge morphologies are extensively observed in the natural crack-seal veins [68],
and have been discussed in the numerical investigations of [15, 17, 83]. With the aim of
calibrating the capillary anisotropy shape in the phase-field model based on the crystal
bridging tendency during unitaxial growth, 2-D simulations were performed for different
values of the crystal c- to a-axis (c/a) ratio of the shape, hereafter denoted by the symbol
Rc/a. The vertex vectors for the 2-D simulations were chosen such that the internal
angles of the equilibrium shape are preserved for different values of Rc/a. The chosen set
of vertex vectors in terms of Rc/a is tabulated in table 6.2.
6.2.1.1 Numerical setup
A 2-D computational domain of size 2500∆x×200∆x comprising of 50 randomly oriented
spherical quartz grains lying on the lower edge was considered, see figure 6.4a. The
colormap (figure 6.4b) describes the crystallographic orientation of each grain. The rest
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Table 6.2: Set of vertex vectors for the 2-D right-handed euhedral shape of quartz as a function
of the c- to a-axis ratio Rc/a .
Vertex x y
1 0.432 0.5Rc/a − 0.377
2 0.187 0.5Rc/a − 0.094
3 0.0 0.5Rc/a
4 −0.432 0.5Rc/a − 0.475
5 −0.432 −0.5Rc/a + 0.377
6 −0.187 −0.5Rc/a + 0.094
7 0.0 −0.5Rc/a
8 0.432 −0.5Rc/a + 0.475
of the space is filled with the liquid phase (in white color). The boundary conditions
applied on the edges of the domain are illustrated in figure 6.4a. A moving boundary
condition is applied at the upper edge of the domain, using a boundary shifting algorithm.
This algorithm begins to add new horizontal layers of cells filled with the liquid phase
on the top of the existing domain as soon as a growing crystal reaches the upper edge.








Figure 6.4: a) The computational domain filled with quartz grains (RGB colors) and liquid
phase (white), along with the applied boundary conditions. b) Schematics and colormap deter-










Figure 6.5: Simulated unitaxial quartz growth for Rc/a = 3. The progression is shown at
representative growth stages. The moving boundary condition on the upper edge of the simulation
domain leads to the vertical shift of the upper edge of the domain.
computational efficiency, as it allows to choose smaller initial domains and imparts the
flexibility of increasing the dimensions of the domain based on the crystal growth. Using
the phase-field simulation parameters provided in table 6.1 , simulations were performed
for different values of the c/a ratio. Figure 6.5 depicts the different stages of unitaxial
quartz growth for the case Rc/a = 3, highlighting the temporal evolution of the domain
height (= initial height + vertical shift) with the growth of crystals.
6.2.1.2 Impact of c- to a-axis ratio of the capillary shape of quartz
Figure 6.6a-f depicts the simulated unitaxial quartz growth for different values of the c/a
ratio Rc/a after an equal amount of time t = 7000. The plot of domain height over Rc/a is
shown in figure 6.7. When the c/a ratio is close to unity, a distinct crystal-liquid growth
front is observed to evolve irrespective of the distinct crystallographic orientations of the
grains, as highlighted in figure 6.6a. Moreover, in this case, the final height of domain (at
t = 7000), which is directly proportional to the maximum vertical reach of the crystals












Figure 6.6: a)-f) Simulated unitaxial quartz growth at the time t = 7000 for different values of
c/a ratios (Rc/a)
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Figure 6.7: Plot of domain height [×∆x] over c/a ratio (Rc/a) for the simulations presented in
subsection 6.2.1.2.
3.0, the following growth behavior is observed, see also figure 6.6a-d: I) the front forming
tendency decreases due to the increasing growth competition between the neighbouring
crystals and II) final height of the domain increases. At Rc/a = 3, the tendency of the
surviving crystals to form the so-called quartz bridges (between the fracture space) is
observed to be intense. Moreover, for this case, the height of domain attains a maximum,
as highlighted in figure 6.6d. Further increasing the c/a ratio results in a reduction in
the crystal bridging tendency as well as the domain height. Lander and Laubach
[83], based on the hydrothermal experiments [36], reported the ratio of growth rates of
quartz along the non-euhedral c- and a-axis growth surfaces of 1/0.31 ≈ 3.2. In a different
set of hydrothermal experiments pertaining to the laboratory synthesis of quartz veins,
Okamoto and Sekine [48] reported an average value of 2.9 for the aspect ratio of the
well-grown quartz crystals that bridged the fracture, regardless of the grain size. The
simulation results presented in this section provide a fair understanding of the role of
crystal geometry on the bridging behavior in quartz. Further, on analysing the different
stages of simulated growth for Rc/a = 3, as shown in figure 6.5, it is deduced that
the growth competition causes the occlusion of grains with c-axis parallel to the crack
surface (i.e. greenish and pinkish), while the survivor or bridging crystals are mostly
subnormal to the crack surface (i.e. bluish). These results are in qualitative agreement
with the petrographic investigation of natural samples [187] and laboratory-synthesized
quartz veins [83], who suggested that the bridge forming crystals were those with c-
axis orientation nearly perpendicular to the vein-wall. On the basis of these simulation
results and their link with the previous experimental and field findings [36, 48, 83, 187],
it is reasonable to choose the value of Rc/a = 3 for the modeling of syntaxial overgrowth
quartz cementation in the intergranular pore spaces of sandstones.
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6.2.2 Syntaxial quartz overgrowth cementation in sandstone
The 3-D simulation studies presented in this section are performed using the phase-
field parameters listed in table 6.1. Based on the 2-D analysis of section 6.2.1.2, a c/a
ratio of 3.0 is chosen for the 3-D capillary anisotropy shape. Figure 6.8 depicts the
simulated capillary Wulff shape using the volume preservation technique [183], along with
the anisotropy function plot illustrating the variation of the surface energy in different
spatial directions. The set of vertex vectors used to generate the simulated shape and











Figure 6.8: a) Simulated capillary Wulff shape
of the prismatic habit of quartz using the vol-
ume preservation technique in 3-D. Different
facets are depicted in different colors based on
the surface normal direction, for the sake of
visualization. b) The 3-D capillary anisotropy
function plot in spherical coordinate system.
Vertex x y z
1,2 0.000 0.000 ±1.500
3,4 ± 0.152 -0.088 1.389
5 0.000 0.175 1.389
6 0.000 -0.175 -1.389
7,8 ± 0.152 0.088 -1.389
9,10 ± 0.152 0.437 1.056
11, 12 ± 0.455 -0.088 1.056
13,14 ± 0.303 -0.350 1.056
15,16 ± 0.152 -0.437 -1.056
17,18 ± 0.455 0.088 -1.056
19, 20 ± 0.303 0.350 -1.056
21, 22 ± 0.505 0.000 0.944
23, 24 0.253 ± 0.437 0.944
25, 26 -0.253 ± 0.437 0.944
27, 28 ± 0.505 0.000 -0.944
29, 30 0.253 ± 0.437 -0.944
31, 32 -0.253 ± 0.437 -0.944
Table 6.3: Chosen set of vertex vectors for the
3-D capillary Wulff shape of quartz with a c-
to a-axis ratio Rc/a = 3.0 .
6.2.2.1 Formation of crystal facets during unrestricted cement growth
Hydrothermal experiments [36] suggest that for a given initial grain shape, the rate
of facet formation of quartz aggregates as a result of syntaxial quartz cementation is
strongly dependent upon the grain size. Coarse grains attain their euhedral shape at a
slower rate in comparison to the finer ones, as the overgrowth volume needed to achieve
complete faceting is directly proportional to the initial grain size. As a model validation,
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Table 6.4: Initial grain size (i.e. diameter) and domain size for the unrestricted single grain
growth.
Case Grain size Domain size
fine 40∆x 200∆x× 200∆x× 200∆x
medium 60∆x 300∆x× 300∆x× 300∆x
coarse 80∆x 400∆x× 400∆x× 400∆x
simulations pertaining to undisturbed growth of single crystals were performed for three
different-sized spherical grains. For the sake of convenience, these grains are referred as
fine, medium and coarse. For the chosen grain size (or diameter) and domain size listed
in the table 6.4, the initial volume fraction of liquid Fliquid in the computational domain
remains the same in all the three cases. Figure 6.9 depicts the temporal evolution of
liquid volume fraction for different cases. The initial (t = 0) and final (t = 175) stages of
growth are presented as the inset pictures. The colormap at the final stage describes the
curvature of the grain-liquid isosurface, numerically computed as κc = ∇· (qαβ/|qαβ|). It
is observed that the fine grain has attained its euhedral form, as indicated by the sharp
edges (reddish) and corners (yellowish), whereas the coarser ones have flattened edges
and blunt corners (bluish) and require more time to reach the euhedral shape. With the
increasing grain size, the rate of loss of liquid volume fraction decreases, as indicated in
the plot of figure 6.9. These plots along with the simulation results essentially imply
that finer grains attain their equilibrium shape more rapidly as compared to coarser
ones, in qualitative agreement with previous experiments [36]. In the present phase-field
simulations, the grains growth is governed by a crystallization driving force, that can be
directly related to the fluid supersaturation. For the chosen value of the crystallization
driving force (i.e. ∆fsl = −0.3), the opposing model-inherent curvature-induced force
[188] is significantly smaller. Therefore, the motion of interfaces in the direction of growth
is nearly independent of the initial grain size for the considered growth condition and the
size of aggregates. As the overgrowth volume and the distance from the initial interface
location required to achieve the faceting is higher for coarser grains, they need more time
to reach their euhedral shape.
6.2.2.2 Formation of crystal morphologies during restricted cement growth
in multigrain systems
A 3-D computational domain of size 300∆x× 300∆x× 300∆x comprising of 265 spher-
ical grains of diameter 40∆x each was considered, as shown in figure 6.2a. The domain
was generated by utilizing the 3-D periodic distribution generator tool [186], described in





































Grain size = 40
Grain size = 60
Grain size = 80
F       liquid  
t = 175
Figure 6.9: Temporal evolution of liquid volume fraction Fliquid for the simulated unrestricted
quartz cement growth for spherical grains with different initial grain sizes. The inset pictures
depict the initial and final grain geometries. The colormap describes the curvature κc of the
interfaces, and thus determines the sharpness of corners and edges of the crystals. Fine grains,
with flat facets, pointed corners and sharp edges, attain their euhedral shape faster when com-
pared to coarser ones, as illustrated at t = 175.
exhibit periodicity. All the boundaries of the computational domain were rendered as pe-
riodic with respect to the phase-fields. Each grain was assigned a random crystallographic
orientation, defined by the Euler angle rotations (θ1, θ2, θ3), schematically illustrated in
figure 6.2b. Syntaxial quartz cementation was simulated in this digital grain pack, us-
ing the phase-field simulation parameters given in table 6.1. Representative stages of
the simulated growth (in BRY colors) and the pore space (in gray) are depicted in figure
6.10a,b. We analyze the simulated crystal morphologies along a central plane of the grain
pack at two different stages, as shown in figure 6.10c. The intermediate stage exhibits
clear microstructural similarities with the natural sandstone sample from north England
in terms of crystal morphologies and the remaining pore space, as highlighted in figure
6.10c at t=245. In particular, the following three characteristic similarities are drawn:
1. Well-developed facets (pyramidal and prismatic) according to the euhedral shape
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Figure 6.10: a) Simulated syntaxial quartz cementation in multigrain digital grain pack at rep-
resentative stages. The different grains are shown in different BRY colors. b) Evolution of pore
space at the corresponding stages in gray. c) Visualization of the simulated crystal growth along
the central plane for qualitative comparison with the natural samples of Busch et al. [42].
2. When enough pore space is not present, constrained cement growth occurs due to
the mutual interference amongst the neighboring overgrowths, consequently result-
ing in randomly shaped crystals.
3. The pore space in a thin-section is also occluded by overgrowths growing on the
grains lying in the adjacent planes. This morphological attribute can only be cap-
tured in the 3-D simulations.
At later stages, when the pore space cementation has extensively occurred, the facets
are no longer distinguishable, both in the 3-D simulation and the 2-D thin section of the
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Table 6.5: Initial grain sizes (or diameter) and the corresponding domain sizes of the five digital
grain packs.
Initial grain size Domain size
40∆x 300∆x× 300∆x× 300∆x
50∆x 375∆x× 375∆x× 375∆x
60∆x 450∆x× 450∆x× 450∆x
70∆x 525∆x× 525∆x× 525∆x
80∆x 600∆x× 600∆x× 600∆x
natural sample of sandstone from north Germany, as illustrated in figure 6.10c at t=525.
The aforementioned similarities between the simulations and the natural samples demon-
strate that the adapted MPF model is capable of recreating the syntaxial overgrowth
textures and their temporal evolution in optical continuity with the substrate grains.
6.2.2.3 Impact of initial grain size on the rate of porosity loss
In this section, the influence of initial grain size of quartz aggregates on the rates of
cementation and porosity reduction is investigated, and discussed in comparison with
the existing literature. Five geometrically similar digital grain packs generated using the
procedure discussed in section 6.1.2 were considered for this analysis. The grain size
and domain sizes of the digital grain packs are listed in table 6.5. The initial porosity of
these grain packs is around 67%, which is higher than the naturally observed depositional
porosities (39-47% for eolian sediments [189]). However, it is remarked that under the
geometrically similar setting of digital grain packs, the impact of the initial grain size on
the kinetics of pore space sealing can be safely extracted, without significant effects of
the initial porosity. For the numerical parameters given in table 6.1, quartz cementation
simulations were performed in these grain packs. Figure 6.11 depicts the plot of porosity
over time for different grain sizes. The porosity-time curves are observed to be convex
with respect to time, as also suggested by Wangen [97]. Moreover, the rate of porosity
loss decreases with the increasing initial grain size. This essentially implies that coarse-
grained samples are cemented at slower rates as compared to the finer ones, in agreement
with the hydrothermal experiments [36, 44]. In order to analyze the growth of grains
in the digital grain packs, we visualize the evolution of six neighboring grains, namely
G1-G6, in isolation with the rest of the grain pack for the grain sizes 40∆x and 80∆x.
Different stages of the evolution are shown in figure 6.12. It is observed that:
1. At t = 0, the relative configuration of the grains in both the packs is identical.
2. At t = 105, two non-interacting neighbouring grain pairs (G3-G4, G5-G6) are present
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Figure 6.11: Plot of porosity over simulation time for different grain sizes (or diameter). The
rate of reduction of porosity increases with decreasing initial grain size.
in the coarse-grained pack, whereas the fine-grained pack has one non-interacting
neighbouring grain pair (G5-G6).
3. At t = 455, coarse-grained pack has one non-interacting neighbouring grain pair
(G5-G6), while the visualized grains in the fine-grained pack form a closed loop.
4. At t = 1050, a closed loop is established in both the cases, resulting in nearly similar
spatial grain configurations.
In order to quantify the similarity of the numerically cemented grain packs at different
stages of growth, a similarity index [190] is utilized for the comparison between the two
simulation data sets, which is given by
Similarity index =
Number of matching grid points
Total number of grid points
. (6.1)
A similarity index of one implies a perfect match of all the grid points, while the value of
zero indicate a complete mismatch at all the grid points of the numerical domain. Figure
6.13 shows the plot of temporal evolution of similarity index obtained by the comparison
of simulated cementation in the digital grain packs with the initial grain sizes of 40∆x
and 80∆x. Since the computational domain of the coarse-grained pack is 8 times larger
(2 times in each dimensions) as compared to the fine-grained pack, every second grid
point in the former case is compared with each grid point of the latter. Starting with
an initial value of about 0.95, the similarity index drastically decreases and attains a
minimum, indicating a significant difference in the sealing kinetics, as also observed in
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Grain size = 40
























Figure 6.12: Evolution of 6 neighbouring grains of the grain packs for grain sizes a) 40∆x and b)
80∆x at four representative stages of growth. The red dotted circles highlight the non-interacting
neighbouring grain pairs. At intermediate stages (t=105 and t=455), a significant difference is
observed in the evolution of grains for different grain sizes, as illustrated in the inset pictures
in the blue boxes.
figure 6.12 at t = 105. With further time, the similarity index increases monotonically and
converges towards one, thereby indicating a near-similarity in the numerically cemented
grain packs, as also inferred in figure 6.12 at t = 1050. The plots in figure 6.11 and 6.13
suggest that the impact of initial grain size on the kinetics of pore space sealing is intense
in the intermediate stages, and dwindles at the later stages. The pore space sealing
behavior described in the figure 6.11 can be rationalized on the basis of the arguments
of unrestricted growth (subsection 6.2.2.2). The additional complexities arising due to
the interference of overgrowths in a multigrain system do not impact the direction of
movement of the solid-liquid interfaces (that move such that the grains grow). Thus,
although the kinetics may differ due to these complexities, but the principle behavior of



























Figure 6.13: Plot of similarity Index over simulation time for the numerically cemented digital
grain packs with the initial grain sizes of 40∆x and 80∆x.
6.2.2.4 Impact of syntaxial overgrowth cementation on pore size distribu-
tions
For the simulation of syntaxial quartz cementation in the digital grain pack of initial grain
size of 40∆x (section 6.2.2.3), numerical data sets of the digital pore space were extracted
at five representative stages of time. The chosen stages are highlighed by different colored
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Figure 6.14: Five representative data points (in different colors) on the porosity-time curve
for the digital grain pack with an initial grain size 40∆x where the digital pore space data was
analysed. b) Temporal evolution of the relative pore size distribution (as colored histograms) and
cumulative pore size distribution (smoothed curves in grey). The color of the each histogram
corresponds to the time stage depicted in the same colored point on the porosity-time plot.
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of Pace3D [171, 172], the medial axis transform (MAT) was computed for each digital
pore space. This numerical technique generates the complete set of discretization grid
points lying on the medial axis, and assigns the radius of the largest pore that can
be inserted at that grid point. This MAT data was utilized to estimate the pore size
distribution of the porous rock structures. Figure 6.14b depicts the plots of relative
and cumulative (smoothed) pore size frequency distributions at different stages of time.
The color of each plot corresponds to the time highlighted by the same colored points
in figure 6.14a. Figure 6.15a,b depict the combined plots (with smoothing) of relative
and cumulative pore size frequency distributions. The relative pore size distribution
for the initial pore geometry (t = 0), corresponding to the spherical grains, exhibits a
‘bell-shaped’ curve. Such a normal distribution is expected for clean and well-sorted
sandstones, as suggested by Netto [191]. As the cementation progresses, the pore sizes
reduce. At t = 70, a bimodal relative frequency distribution is observed, where a second
peak appears near a smaller value of pore radius, indicating a significant fraction of
smaller pores. Further, the first peak lying at a higher pore radius also shifts towards the
left, signifying the decrease in the overall pore sizes due to cementation. Subsequently
at t = 175, 315 and 525, the fraction of smaller pores increases, as indicated by the
second peak in figure 6.15a and reflected in the cumulative frequency plot in figure 6.15b.
The relative pore size distribution eventually evolves into a log-normal kind of pattern
(t = 525), generally exhibited by the reservoir sandstones [191]. In the presented set of
simulations in section 6.2.2.3, at a given porosity, the pore size statistics of the digital
grain pack with the initial grain size of 80∆x can be directly inferred by scaling the
pore-radius axis by a factor of 2, and accordingly for other intermediate packs. As these
packs are geometrically similar, the evolution of pore size distributions for rest of the
cases (i.e. grain size 50∆x− 80∆x) will follow the exact same path illustrated by arrows
in figure 6.14b, and the rates of evolution will decrease with the increasing grain size in
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t = 0, porosity = 0.67
Figure 6.15: Smoothed plots of relative and cumulative pore size frequency distributions at five
representative stages of time.
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accordance with the kinetics of pore space sealing.
6.2.2.5 Impact of syntaxial overgrowth cementation on permeability-porosity
relationships
For the simulations of syntaxial quartz cementation in different-sized grain packs reported
in the section 6.2.2.3, data sets of the digital pore space were extracted at different stages
of time. With an objective to compute the numerical permeabilities during progressive
cementation, viscous fluid flow was numerically simulated through the digital pore space.
The utilized fluid dynamical model is elaborated in section 3.2 of chapter 3. For each
simulation, a constant pressure drop was applied on the basis of the free-steam boundary
conditions (eq. (3.22) in chapter 3) at the 2-D faces of the computational domain in the
x-direction. The numerical values of the flow parameters are given in table 6.1. With the
vanishing body force (i.e. fb(x, t) = 0 in eq. (3.21)), the velocity fields were computed.
Figure 6.16a,b depicts the velocity stream lines at three different stages of cementation
in the digital grain packs with initial grain sizes of 40∆x and 80∆x, respectively. The











Figure 6.16: Stream lines depicting the magnitude of velocity in the flow simulations at three
different stages of quartz cementation in digital grain packs of initial grain size a) 40 ∆x and
b) 80 ∆x.
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Figure 6.17: Plots of a) permeability versus simulation time and b) permeability versus porosity
(in semi-log scale) for digital grain packs with different initial grain sizes.
due to a lower pore space volume in the former. Thus, at each stage of time, the per-
meabilities of coarser packs are higher than those of the finer ones, as depicted in the
permeability-time plots in figure 6.17a. For the chosen length scale, the computed numer-
ical permeabilities in the simulations lie in the range of 5− 7200 mD. Utilizing the data
sets shown in figures 6.11 and 6.17a, permeability-porosity relationships were derived for
different initial grain sizes, see figure 6.17b. Experiments [192] suggest that finer sands
are less permeable than the coarser ones at same porosities. The porosity-permeability
relationship obtained in the simulations (figure 6.17b) are in qualitative agreement with
these experimental investigations. Based on the analysis and fitting of the experimental
data of natural samples from different geological settings, several empirical equations (e.g.
Kozeny-Carman, Timur’s, etc.) relating permeability with porosity and other physical
rock properties (e.g. mean grain size, surface area, sorting, irreducible water saturation)
have been proposed, see the review article [103] for a detailed analysis. Many models in-
cluding the Timur’s model [193] suggest a power-law relationship between the porosity ϕ
and permeability κ (i. e. κ ∝ ϕn, n being an empirical constant) and additional physical
parameters. Thus, for the numerically obtained permeability-porosity data of the present
work, a power-law fitting (κ = aϕn) was employed. For different initial grain sizes, the
Table 6.6: Fitting parameters for the permeability-porosity data corresponding to the power-law
fitting.







Figure 6.18: Numerical permeability-porosity data (discrete points) along with the fitted curves
(continuous lines) in semi-log scale.
values of the proportionality constant a and the exponent n generating the best fit are
tabulated in table 6.6. The fitted curves along with the numerical data are plotted in a






mathematically relates the permeability κ with porosity ϕ, irreducible water saturation
Swi and two empirical constants k1 and n. Timur reported that the exponent varies
between 3 − 5 depending upon the data and still produces good fits. Although Swi
cannot be constrained separately in the present numerical approach, it is reasonable to
assume that the power-law behavior is valid. It is noteworthy that the exponent n (see
table 6.6) lie within the range proposed by Timur.
6.3 Concluding remarks
In this work, a MPF model was adapted to simulate the syntaxial quartz cementation
in sandstones. The 2-D numerical experiments of unitaxial quartz cement growth in an
open fracture indicate that the bridge structures are formed for the crystals possessing
a c/a ratio of about 3.0 under undisturbed growth conditions and most of the bridging
crystals are oriented sub-normal to the fracture surface, coherent with the hydrothermal
experiments [36] as well as other numerical investigations [83, 187]. Utilizing this value of
the c/a ratio in the model, 3-D phase-field simulations were performed for investigating
the impact of syntaxial pore space cementation on the evolving rock properties of quartz
sandstones. Based on the analysis of the simulation results, the following inferences are
drawn:
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1. Unrestricted quartz cement growth simulations on the single spherical crystals of
different initial grain sizes indicate that coarse grains attain their euhedral shape
at a slower rate in comparison to finer ones, in agreement with the experimental
findings [36].
2. Simulated quartz cementation in the digital grain packs, when visualized along
a central plane exhibits similarities with the thin sections of natural sandstone
samples from Busch et al.[42]. Based on this analysis, the following inferences
about the formation of crystal morphologies and pore geometries are drawn:
(a) Flat facets, sharp edges and pointed corners are formed according to the euhe-
dral shape of quartz, when sufficient pore space is present for the overgrowths.
(b) Randomly shaped grains are formed in the absence of enough pore space, as
the interference of neighbouring overgrowth leads to constrained growth.
(c) Pore space as visible in a 2-D plane is also occluded by the overgrowths growing
from adjacent planes, advocating the advantage of 3-D numerical studies over
the 2-D counterparts.
3. Simulated quartz overgrowth cementation in the digital packs comprising of same-
sized spherical grains within each pack but distinct initial grain sizes in different
packs, elucidate two important aspects about the rates of porosity loss in sand-
stones:
(a) The temporal reduction of porosity for each digital grain pack exhibits a convex
behavior with respect to time, as also suggested in the work of Wangen [97].
(b) The porosity reduces at a slower rate in the coarse-grained packs as compared
to the finer ones. This essentially implies that finer sands are cemented faster
than the coarser ones, in agreement with the previous experimental findings
[36, 44].
4. The pore size statistics, analysed at different stages of the numerically cemented
grain packs, reveal that the relative pore size distribution evolves from an initial
bell-shaped curve to lognormal patterns at the later stages.
5. The permeabilities, that were computed through the flow simulations of the digital
pore space at different stages of cementation, elucidate two important aspects about
the permeability-porosity relationships:
(a) At same porosity, fine-grained sandstones possess lower permeabilities than
the coarser ones, in agreement with the existing literature [192].
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(b) The numerically obtained permeability-porosity relationships follow a power-
law relationship with the exponents lying in the range of 3−5, as also suggested
by the empirical relation of Timur [193].
Chapter 7
Towards more accurate quartz
cementation models
Despite the achievements of the adapted multiphase-field model (MPF) in the previous
chapter 6 in recreating the realistic cement textures and capturing several aspects of the
quartz cementation process in sandstones, the model suffered from the following two main
limitations:
1. The euhedral shape was generated by considering a faceted-type anisotropy in the
interface energy, while the kinetics was assumed to be isotropic. This essentially im-
plies that a quartz crystal achieves the faceting in the initial growth phase according
to the capillary anisotropy shape. Once this shape is attained, the crystal further
grows while maintaining that shape due to isotropic growth kinetics. However, it
has been found that different facets of the prismatic quartz grow at different rates
relative to each other [52]. Further, the growth along the c-axis is more rapid as
compared to the a-axis [46, 50]. Moreover, the hydrothermal growth experiments
of Lander et al. [36] reported that the growth of quartz cements occur at dif-
ferent rates during the pre- and the post-euhedral stages. All the above quartz
growth tendencies cannot be rigorously accounted by considering the anisotropy in
the interfacial energy alone.
2. A simple interpolation of the inverse mobilities of the solid-solid τss and solid-





the mobilities differ in orders of magnitude, this interpolation creates an artificial
pinning of the triple-junctions shared between two solid and one liquid phase.
In order to overcome the above-mentioned limitations, the previous MPF model is ex-
tended in this chapter, based on the work of Wendler et al. [15]. Further, the
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phase-field parameter set is determined at the temperature and pressure that corresponds
to common reservoir conditions. Moreover, a novel procedure to generate realistic 3-D
digital grain packs, that represent natural sandstones in terms of grain shapes, size dis-
tributions and depositional porosity, is presented. The obtained digital grain packs are
then utilized for the simulation of syntaxial quartz cementation in the digital grain packs
varying in the fraction of polycrystalline grains. Finally, the numerical data sets are
post-processed and analysed to study the impact of quartz cementation and polycrys-
tallinity of the aggregates on the cement volumes, porosity and permeability of the rock
structures, in comparison with the measured permeability of the reference natural sam-
ple (experimental data provided by Dr. Benjamin Busch and Prof. Christoph Hilgers,
Institute of Applied Geosciences (AGW-SGT) at Karlsruhe Institute of Technology) as
well as the exisiting empirical, experimental and numerical literature.
This chapter is organized as follows. Section 7.1 includes the petrographic and petro-
physical analysis of a natural sample that was used as a reference for the present numerical
investigations. Moreover, the methodologies utilized for extracting the rock sample infor-
mation are elaborated. Section 7.2 presents the numerical aspects of modeling syntaxial
quartz cements. In this section, the procedure utilized to determine the phase-field pa-
rameter set, and the growth conditions they correspond to, is elaborated. Further, in
the same section, the preprocessing methodology for generating realistic 3-D digital grain
packs is elaborated. In section 7.5, the simulation results of quartz cementation and their
discussions are presented. The chapter is concluded by recapitulating the findings and
insights derived from the present investigation in section 7.6.
7.1 Analysis of a natural sample: Methodology and
information
To support the numerical investigations presented in this chapter, the petrographical and
petrophysical information of a natural sandstone sample (BQ1 of Busch et al. [42])
was provided by Dr. Benjamin Busch and Prof. Christoph Hilgers from Institute of
Applied Geosciences (AGW-SGT) at Karlsruhe Institute of Technology. A thin section
microphotograph of the sample is shown in figure 7.4a. The rock sample was extracted
from the dune foreset in Bowscar Quarry, north of Penrith, and was a part of a Permian
aeolian sandstone from the Penrith Sandstone Formation, outcropping in the Vale of
Eden, Cumbria, North England. Sample’s detrital composition was determined using
point counting (300 steps) on a grid adjusted to the largest grain size. The grain sizes
were petrographically determined as the long axis of atleast 100 grains per sample. Sorting
was computed after Trask [194]. Helium pycnometry (micromeritics AccuPyc II 1340)
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was utilized for measuring the porosity. For the permeability measurements, a Westphal
air permeameter was employed at a 1.2 MPa confining pressure.
The sample exhibits pinstripe lamination which is a sedimentary characteristic aris-
ing due to the deposition of finer and coarser grains in distinct layers in the eolian dune
deposits [195]. The sand is moderately sorted and the average grain size is 0.349 mm.
Based on the grain percentage, the sample contains 68.3 % quartz grains, 2.7 % K-
feldspar grains, and 0.3 % volcanic rock fragments. Amongst the quartz grains, 77.07%
are unicrystalline, while the rest are polycrystalline aggregates. The authigenic miner-
als in the sample include 20.7 % quartz cement, 0.3 % K-feldspar cement, and 2.3 %
replacements after K-feldspar (illite and kaolinite). On the basis of grain composition,
the sandstone comprises of 95.8 % quartz, 3.8 % K-feldspar, and 0.4 % volcanic rock
fragments. The rock sample falls in the category of quartzarenite after Folk [196]. As
the sample contains a major portion of detrital quartz grains, both single crystals as well
as polycrystalline aggregates, this sandstone is a suitable natural example for the present
numerical investigation. The petrophysically determined porosity of the sample is 19.8%
and the Klinkenberg-corrected permeability is 1044 mD.
7.2 Numerical aspects
Section 7.3 delineates the procedure of adapting the MPF model (discussed in chapter
3) for the simulation of quartz cementation. In section 7.3.1, the phase-field parameter
set along with the methodology employed to generate them at the considered growth
conditions (p, c, T ) is presented in a systematic manner. Finally, the preprocessing
procedures for the generation of realistic 3-D digital grain packs composed of different
fractions of unicrystalline and polycrystalline grains is discussed in section 7.4.
7.3 Modeling quartz cements in the multiphase-field
framework
Like the previous chapter 6, the prismatic growth habit of quartz is also considered
in the present chapter. However, as delineated in the beginning of this chapter, the
modeled quartz cementation in the previous chapter was devoid of some important quartz
growth tendencies. In order to address those limitations, the following extensions were
incorporated in the MPF model. Firstly, in addition to a faceted-type anisotropy in
the interfacial energy using the piece-wise function acapsl for the solid-liquid interfaces
(eqs. (3.3) and (3.4) in chapter 3), an anisotropic growth kinetics was incorporated by
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formulating the effective kinetic mobility µ [which is related to the kinetic coefficient τ








Here µ0αβ denotes the kinetic mobility of the α-β interface. a
kin
αβ (qαβ) represents a kinetic

















, (k = 1, . . . , nkin). (7.2)
Here n̂ = qsl/|qsl| is the unit vector perpendicular to the solid-liquid interface, {ηkink | k =
1, . . . , nkin} denotes the set of nkin vertex vectors of the resulting kinetic anisotropy shape
of the solid-liquid interface. maxk and maxk−1 are the functions, that take the input of
the inner product [denoted by the symbol (·)] of two vectors, and return the largest and
second largest argument in the braces, respectively. δ is the kinetic anisotropy strength
parameter that controls the pre-euhedral growth of a crystal. The kinetic anisotropy
function (eq. (7.2)) serves the following dual purposes:
1. When the chosen set of vertex vectors ηkink for the kinetic anisotropy shape are
compatible with the corresponding set ηcapk for the capillary anisotropy shape, the
kinetic anisotropy accounts for the different relative growth rates of distinct facets
during the post-euhedral growth phase (i.e. after the faceting is complete).
2. The kinetic anisotropy strength parameter δ provides an adjustable growth rate
prior to faceting (i.e. during pre-euhedral growth stage) and can be calibrated to
match the known pre-euhedral growth tendencies of any mineral.
The interpolation function gαβ(φ) is formulated as [15]
gαβ(φ) =







in order to prevent the artificial pinning of the triple junctions between the two solid and
a liquid phase, when the mobilities of the solid-solid and solid-liquid interfaces differ by
orders of magnitude. Figure 7.1a depicts the schematics of a diffuse three-phase region
with two solid phases and a liquid phase. The variation of effective kinetic mobility along
the red line (in figure 7.1a) according to the previous interpolation of Vondrous et al.
[184] (eq. (5.1) of chapter 5, also utilized in chapter 6) and the present interpolation of
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Figure 7.1: a) Schematics illustrating the three-phase diffuse region (grey triangle) for a solid-
solid-liquid system, where all the three phase-fields (i.e. φsolid1, φsolid2 and φliquid) are non-zero.
b) The variation of mobility along the red line with the liquid phase-field for the interpolations
proposed by Vondrous et al. [184] and Wendler et al. [15], for the case µsl/µss = 100
and akinsl (qsl) = 1.
Wendler et al. [15] (eq. (7.3)) for the case of µsl/µss = 100 and a
kin
sl (qsl) = 1 is plotted
in figure 7.1b. Clearly, the mobilities along the red line in the three-phase region computed
using the present interpolation function [15] are significantly higher as compared to the
previously used formulation [184]. The utility of the present interpolation is illustrated
in the numerical example presented in section 7.5.1.3.1. Finally, the anisotropic kinetic











The chosen set of the vertex vectors for the capillary and kinetic anisotropy functions are
provided in the upcoming section 7.3.1.4.
7.3.1 Determination of phase-field parameters for quartz growth
In this section, the method utilized to generate the parameter set for the MPF model along
with their mapping to the corresponding physical values is elucidated. A temperature of
423 K (150oC) is considered, as all the required physical parameters of quartz growth are
readily available in the literature [49]. With the increasing depth from the earth’s surface,
the temperature increases at about 30oC/km [197]. Therefore, in a geological system, a
temperature of 423 K is expected at the depth of 4.5 Km, when a surface temperature
of 298 K is assumed. The expected hydrostatic pressure at such depths is about 44
MP, according to Bourgoyne et al. [198] (equation 4.2b in the book chapter 4.1).
Hence, in the present work, the above-mentioned temperature and pressure conditions
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are chosen for the quartz cementation. For a detailed discussion about the equations that
are presented in the following part of this section, their assumptions and applicability,
the interested readers are referred to Wendler et al. [15] and the references therein.
7.3.1.1 Surface energies
The interfacial energy of the quartz-water interface is chosen to be γsl = 0.36 J/m
2 from
Parks [199], where s and l denote the solid (quartz in this case) and liquid phases,
respectively. The grain boundary energy or the solid-solid interface energy γss is related
to γsl and the dihedral angle ϕd through the equation of textural equilibrium, known as










Holness [200] reported a linear relationship between the dihedral angle and temperature,
with ϕd = 80
o at T = 600oC and ϕd = 60
o at T = 400oC. Hence, at a temperature of 150oC
(or 423 K), the ratio γss/γsl = 1.91 and the grain boundary energy γss = 0.6876J/m
2 are
obtained.
7.3.1.2 Crystallization driving force
Quarz growth is phenomenologically governed by the precipitation and dissolution of
silica (SiO2), that is given by the chemical reaction
SiO2(s) + 2H2O(l)↔ H4SiO4(aq), (7.6)
where (aq) denotes the dissolved phase. The Gibbs free energy change during the crys-
tallization of one mole of quartz from the solution is given by [201]
∆G = RT lnS, (7.7)
where R is the Gas constant, T denotes the temperature in Kelvins and S represents the
fluid supersaturation index S with respect to silica. The crystallization driving force is
calculated as [15]













RT (S − 1) lnS
V H2Om
(7.9)
where cH4SiO4 and c
eq
H4SiO4
denote the molar and equilibrium concentrations of orthosilicic
acid (H4SiO4), respectively. V
H2O
m represents the molar volume of water. The equations
(7.8) and (7.9) are based on the following approximations:
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• The mechanical work (i.e. p∆V = ∆G −∆F) of the process is negligible in com-
parison with the Gibb’s free energy change, such that it is admissible to directly
utilize eq. (7.7) in deriving the driving force expression, which in the phase-field
model is based on the Helmholtz free energy F .
• The fluid possesses a low salinity and its behavior can be well-estimated with that of





The equilibrium concentration of silica at a temperature of 423 K is ceqH4SiO4 = 60.8 ppm
[from Table A1 in Okamoto et al. 49]. The mechanical work during the crystalliza-
tion at a pressure of p = 44 MPa is p∆V = p(V Qtzm -V
H4SiO4(aq)
m ) ≈ 206 J/mol, where
V Qtzm and V
H4SiO4(aq)
m denote the molar volumes of quartz and aqueous orthosilicic acid
solution, respectively. At a supersaturation index of S = 1.1 (or cH4SiO4 = 66.88 ppm,
a Gibb’s free energy change of ∆G = 335.2 J/mol is calculated. For this case, the me-
chanical work and the Gibb’s free energy change are comparable in magnitude, and the
mechanical work should be included in the calculation of the driving force. Taking the
contribution of mechanical work into account, a driving force of 43 J/m3 is obtained. In
the present modeling, as an explicit time update scheme is utilized for computing the
phase-fields, the scheme is conditionally stable. Thus, there is an upper limit on the
choice of the numerical time step width ∆t above which the simulations become unsta-
ble. As the value of kinetic mobility increases, the maximum allowable time step width
decreases. Moreover, in the present model, the mobility formulation is dependent upon
the the kinetic anisotropy strength parameter δ that is calibrated through the simula-
tions. At δ = 115, the experimentally reported pre- and post-euhedral growth behavior
of quartz cements is recovered, which is discussed in detail in section 7.5.1.1. At this
value of δ, the value of the maximum allowable time step width of ∆t = 0.0058 is found.
For a fluid supersaturation of S = 1.1 and δ = 115, the simulation time required to carry
out the desired amount of quartz cementation in the digital grain packs (i.e. reduction
of porosity from 38 % to <10 %) is unfeasibly large. In order to deal with this com-
putational limitation, the fluid supersaturation can be increased that would cause more
rapid cementation. It should be noted that, at higher fluid supersaturations, the role
of the model-inherent curvature effects, which account for the inability of the crystals
above a certain curvature to grow at a given fluid supersaturation, is suppressed. As
a consequence, at higher supersaturations, the microquartz and chert grains might also
grow, that would otherwise stop growing or even dissolve at lower supersaturations. To
the best of my knowledge, the extent to which this curvature-dependent driving force
influences the crystal morphologies in polycrystalline sandstones is not reported in the
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literature. Thus, in the absence of any reliable data and for the computational feasibility,
a supersaturation index S = 6 (cH4SiO4 = 364.8 ppm) is selected for the present work,
and the fluid is assumed to follow the ideal solution behavior. At this growth condition,
i.e. p = 44 MPa, cH4SiO4 = 364.8 ppm and T = 423 K, a driving force of around 10
5 J/m3
is obtained. It is remarked that such high values of the fluid supersaturation may be
found in the lower crust under supercritical conditions, and are less likely to be present
in the upper crust. Further, the physical time scale of the quartz cementation process
decreases by a factor of about 18 at S = 6 in comparison with the corresponding value at
S = 1.1. Finally, it is worth mentioning that pore waters during quartz cementation may
be highly saline [202], when the low salinity approximation (eq. (7.10)) will no longer
be applicable. Hence, when accounting for the real solution behavior, the driving force
formulation should be appropriately modified.
7.3.1.3 Kinetic mobilities
The solid-liquid interface velocity vsl during quartz crystal growth is given by [201]
vsl =
V Qtzm k−(S − 1)
As/M
, (7.11)
as a function of reaction rate constant k− of the system comprising of 1 kg solute and 1
m2 of quartz surface area, and the area to mass ratio As/M at a given temperature. At
higher supersaturations, when the curvature effects in the phase-field model are negligible











The values of all the parameters in eq. (7.12) at a temperature of T = 423 K are
given in Okamoto et al. [49]. Thus, the kinetic mobility of the solid-liquid interface
µ0sl = 4.65×10−17 m4/(J-s) is obtained. For ensuring immobile grain boundaries, a two
order lower value for the kinetic mobility of the solid-solid interface is chosen, i.e. µ0ss =
4.65×10−19 m4/(J-s).
7.3.1.4 Set of vertex vectors for the anisotropy functions
The complete set of vertex vectors for quartz growth was determined by Wendler et
al. [15], on the basis of a detailed analysis of their experimental sample. They chose the
z-facet as their reference for which acapsl (z) = a
kin
sl (z) = 1 was set, and the values of the
anisotropy functions in other directions were varied based on the set of vertex vectors.











Figure 7.2: a) Capillary anisotropy function
(squared) plot in spherical coordinate system.
b) Simulated 3-D capillary anisotropy shape
using the volume preservation technique. For
the sake of visualization, different facets are
depicted in different colors based on the sur-
face normal direction.
x y z
0 0 ± 1.6165
0.4536 0.7856 ± 0.6187
-0.4536 0.7856 ± 0.6187
-0.9072 0 ± 0.6187
-0.4536 -0.7856 ± 0.6187
0.4536 -0.7856 ± 0.6187
0.9072 0 ± 0.6187
Table 7.1: Chosen set of vertex vectors for the
3-D capillary anisotropy shape.
invariant with respect to the physical growth conditions of (p, c, T ), in the present work,
the sets of 3-D vertex vectors for the capillary and kinetic anisotropy shape are adopted
from Wendler et al. [15]. The set of vertex vectors for the capillary and kinetic
anisotropy shape are given in tables 7.1 and 7.2. The 3-D polar plot of the capillary
(squared) and kinetic anisotropy functions in the spherical coordinate system and the
corresponding crystal shapes simulated using the volume preservation technique [183] are
depicted in figures 7.2 and 7.3.
7.4 Work-flow for generating realistic 3-D digital grain
packs
Natural and experimental samples of rocks can be broadly characterized based on I) grain
shapes and II) size distributions. In this section, a preprocessing procedure to generate
the digital grain packs is presented, which takes into account the above-mentioned pa-
rameters. For the characterization of grain geometry from a thin section of the same












Figure 7.3: a) Kinetic anisotropy function
plot in spherical coordinate system for differ-
ent values of the strength parameter δ. b) Sim-
ulated 3-D kinetic anisotropy shape using the
volume preservation technique. For the sake
of visualization, different facets are depicted






0 ± 0.2546 ±1.4549
0.0262 ± 0.3 ±1.3971











Table 7.2: Chosen set of vertex vectors for the
3-D kinetic anisotropy shape.
(as revealed by the reddish dust rims) were reconstructed from a segment of the thin
section, see figure 7.4b. Next, four different digital grain geometries were chosen from a
repository of 3-D digital grains, that fairly represent the quartz grains in the thin section,
when projected in a 2-D plane. The digital grains in the repository were obtained using
a preprocessing algorithm which generates different-sized spheres in close vicinity based
on a random function generator, followed by extraction of the inner overlapping region
and finally a smoothening of the 3-D surface, resulting in randomly shaped 3-D grains.
Next, a representative grain size distribution was obtained by measuring the maximum
distance between the two points lying on the grain boundary in the thin section, and
was approximated using a lognormal distribution, as illustrated in figure 7.4c. With the
parameters of the lognormal distribution and the four digital grain geometries at hand, a
simplified grain deposition (i.e. free fall) was simulated by utilizing the software package
Blender [203], using the following four-step preprocessing algorithm:
1. Implementation of the mathematical function for the grain size distribution.






















































Figure 7.4: Schematics of the work flow for generating a realistic digital grain pack compris-
ing of unicrystalline grains. a) Thin-section microphotograph of the natural sample, BQ1 from
Bowscar Quarry, provided by Dr. Benjamin Busch and Prof. Christoph Hilgers. b) A repre-
sentative segment of the microphotograph was analysed for deriving the information of grain
shapes. Four digital 3-D grain geometries referred as G1,G2,G3 and G4 were selected, such that
when projected in a 2-D plane, they resemble the grains that are visible in the thin-section. c)
The grain size distribution was derived based on the measurements of about 500 grains of the
thin-section.
3. Random assignment of the four selected digital grain geometries to particles.
4. Simulation of deposition of grains driven by gravity.
The generated particle distribution comprises of the digital grains (with the geometries
randomly assigned from the four digital geometries) and satisfies the grain size distribu-
tion corresponding to the mathematical distribution function. Deposition was simulated
by allowing this particle distribution to fall in a 3-D domain of a fixed base area under
the action of gravity. During this simulation, the grains were further allowed to rearrange
via tilting and rotation after colliding with each other at the bottom, until a steady state
is attained. As a result, an unconsolidated digital grain pack comprising of unicrystalline
grains is obtained, see figure 7.5a. Further, a representative cubic volume of size 425 µm
× 425 µm × 425 µm (Figure 7.5b) was cut out for the sake of computational feasibility.
The numerical data was converted to the phase-field compatible data such that each grain
in the pack was assigned a phase-field with a unique phase-index. After this process, the
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Figure 7.5: a) The created digital pack through the simulation of deposition. b) A representative
cubic portion, extracted from the digital pack and post-processed into the phase-field compatible
data where c) the simulation domain comprises of 165 grain phases each having a unique phase-
field and phase-index.
final digital grain pack shown in figure 7.5c consists of 165 grains and exhibits a porosity
of about 38 % (close to the observed porosities of 39-47 % for the eolian sediments at the
time of deposition [189]). In order to study the influence of polycrystallinity of quartz
grains on the dynamics of quartz cementation, two separate digital grain packs, namely
polycrystalline and mixed packs, were generated by preprocessing the unicrystalline grain
pack and a voronoi structure, as shown in figure 7.6. The obtained polycrystalline pack
comprises of quartz polycrystals with an average subgrain size of about 25µm. The
mixed pack represents an intermediate case of the other two packs, as it comprises of an
equal number of unicrystalline and polycrystalline grains. The three digital grain packs
possess an identical particle distribution, and thereby, a same initial pore structure as
well as porosity. In the upcoming section 7.5, these three digital grain packs are utilized
for the simulation of syntaxial quartz cementation followed by a detailed analysis of the
generated data sets.
7.5 Results and discussions
Through the analysis presented in section 7.3.1, the set of phase-field parameters for the
simulations was determined, as listed in table 7.3. The non-dimensional values of some
parameters are not given because they are only used for calculating the driving force
of crystallization and the kinetic mobility of the interfaces. The simulation results of
syntaxial quartz cementation are elaborated in the sections 7.5.1 and 7.5.2. In section
7.5.1, the simulation results of undisturbed cement growth on single unicrystalline and
















Figure 7.6: Work flow illustarting the procedure for the generation of polycrystalline and mixed
digital grain packs. By preprocessing the numerical data of a) the 3-D voronoi structure and
b) the previously obtained unicrystalline digital grain pack, c) a polycrystalline pack is created,
Using the numerical data of the unicrystalline and polycrystalline grain packs, d) a mixed pack
is obtained.
investigating the impact of syntaxial overgrowth cementation and polycrystallinity of
quartz grains on the development of crystal morphologies and the evolving rock properties
such as porosity, overgrowth cement volumes and permeability.
7.5.1 Simulation study: Unrestricted syntaxial quartz cement
growth
Quartz grains in natural sandstones rarely achieve fully euhedral forms owing to the lim-
ited pore space for growth and the underlying mutual hindrances amongst the overgrowths
originating on the neighboring grains. Numerical simulations of unrestricted growth on
single crystals can be utilized for the parameter calibration and model validation. Uti-
lizing an identical set of phase-field model parameters given in table 7.3, simulations of
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Table 7.3: Parameter set used for the present work.
Model parameters Symbol Non-dim. value Dim. value
For Phase-field Simulation
Grid cell size ∆x 1.0 1 µm
Time step size ∆t 0.0058 350 s
Length scale parameter ε 5.5 5.5 µm
Solid-liquid interface energy density γsl 1.0 0.36 J/m
2
Solid-solid interface energy density γss 1.91 0.6876 J/m
2
Higher order parameter γαβδ 25.0 9.0 J/m
2
Driving force for crystallization ∆fsl −0.294 −1.0× 105 J/m3
Solid-liquid interface mobility µ0sl 1.0 4.65× 10−17 m4/J-s
Solid-solid interface mobility µ0ss 0.01 4.65× 10−19 m4/J-s
Pressure p 44 MPa




H4SiO4 concentration of the solution cH4SiO4 364.8× 10−6
Precipitation rate coefficient for quartz k−(T) 7.62× 10−7 1/s
Quartz surface area to mass ratio As/M 17.5 m
2/kg
Temperature T 150 oC
For Fluid flow simulations
Pressure drop ∆p 0.2 8 Pa
Dynamic viscosity µ 0.90876 0.0011004 Pa-s
undisturbed syntaxial overgrowth cementation were performed for different types and
sizes of grains that are tabulated in table 7.4. The physical size of the computational
domain for each simulation is also listed in the same table. Each domain was discretized
into a regular 3-D grid of cell size ∆x = 1µm. As a starting point, the impact of kinetic
anisotropy strength on the growth tendencies of quartz grains is investigated. Based
on comparison of the simulation results with the experimentally reported quartz growth
behaviour, the strength parameter δ is determined. After this calibration procedure, the
complete set of phase-field parameters is utilized to study the influence of initial grain
size and the polycrystallinity of aggregates on the growth tendencies of quartz cements.
7.5.1.1 Effect of kinetic anisotropy strength
The numerical setup comprises of a spherical unicrystalline grain of diameter 90µm in a
computational domain of size given in table 7.4, as shown in figure 7.7 at t = 0. The
liquid phase occupies rest of the domain and is not shown for the sake of visualization.
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Table 7.4: Details of the numerical setup for the unrestricted cement growth simulations on
various types of grains.
Grain type Grain size (diameter) Computational domain size
1. Unicrystalline
a) Small 32 µm 75 µm × 75 µm × 200 µm
b) Medium 90 µm 150 µm × 150 µm × 400 µm
c) Large 130 µm 200 µm × 200 µm × 400 µm
2. Bicrystalline
a) Orientation difference 180o 130 µm 200 µm × 200 µm × 400 µm
b) Orientation difference 135o 130 µm 250 µm × 180 µm × 300 µm
c) Orientation difference 90o 130 µm 350 µm × 175 µm × 300 µm
3. Polycrystalline (all cases) 130 µm 300 µm × 300 µm × 300 µm
Figure 7.7: Simulated unrestricted quartz growth on a spherical grain of size 90µm for the kinetic
anisotropy strength parameter δ = 115. The progression is shown at representative stages of
time, also highlighted in figure 7.8.
By utilizing the phase-field parameter set of table 7.3 and the set of vertex vectors for the
capillary and kinetic anisotropy given in tables 7.1 and 7.2, simulations were performed
for different value of the kinetic anisotropy strength parameter δ. The evolution of
velocity along the crystallographic c-axis of the grain with respect to time is plotted in
figure 7.8a. In the initial stages (i.e. < 10 days) for all cases, the velocity along the c-axis
exhibits a maximum value, and magnitude of the peak increases with increasing value
of δ. After a growth period of about 20 days in the simulations, a constant velocity of
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6.3×10−4 mm/day along the c-axis is achieved for all the cases. The pictures of figure
7.7 depict the simulated unrestricted growth of a single spherical grain for the case of
δ = 115 at five representative stages of time. As the syntaxial overgrowth cementation
proceeds, the facets begin to appear (t = 3.4 days) and the velocity along the c-axis
reduces. As soon as complete faceting occurs (somewhere close to t = 20.7 days), the
velocity reaches a constant value. Hydrothermal experiments [36] report that the growth
rate along the c-axis drops by a factor of around 20 when faceting is complete. In the
present set of simulations, this growth behaviour of quartz is recovered for δ = 115 at
the growth conditions (table 7.3) considered in this work. Values of the initial velocity
along the non-euhedral c-face and the post-euhedral velocity are 1.24 × 10−2 mm/day
and 6.3 × 10−4 mm/day, respectively. The velocities of different directions/facets are
listed in table 7.5. The simulated growth velocity of the reference z-facet matches well
(around 7% difference) with the expected theoretical value determined using eq. (7.11)
at the considered growth conditions. Due to the chosen set of vertex vectors for the
kinetic anisotropy (from Wendler et al. [15]), that corresponds to a 3-D quartz
crystal of prismatic habit having r-, m- and z- facets with a high-aspect ratio, the fastest
growth is obtained along the c-axis, in coherence with the reported literature [50–52].
Consequently, an elongated crystal measuring 0.37 mm along the c-axis and 0.136 mm
along the a-axis is obtained after around 180 days. Moreover, the anisotropy in kinetics,
which accounts for the non-equivalent pyramidal facets (i.e. r- and z- facets) leads to the
appearance of these facets at later stages due to a faster growth of r-facet as compared
to the z-facet. This tendency of the pyramidal facets (i.e. higher growth rate of r-facet
Figure 7.8: a) Plot of solid-liquid interface velocity along the c-axis over time in the simulated
quartz crystal growth for different values of kinetic anisotropy strength parameter δ. A velocity
drop by a factor of about 20 is obtained for δ = 115. The highlighted points on the plot correspond
to different stages of simulation shown in figure 7.7. b) Plot of overgrowth cement volume over
time for different values of δ. Cement growth rate and volume increases with increase in the
value of δ.
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than z-facet) was reported in the early work of Ballman and Laudise [52] and later
confirmed in the micro-infrared spectroscopic studies of Ihinger and Zink [53] and
the hydrothermal experiments of Lander et al. [36]. Furthermore, the simulated
quartz growth for δ = 115 is in quantitative agreement with the theoretical value and
the sequence of growth velocities is in qualitative agreement with the existing literature
[36, 50–53].
In contrast to the unrestricted cement growth, overgrowths in the pore spaces mostly do
not have sufficient distance for growth before reaching their euhedral form. Thus, the
choice of δ, which controls the pre-euhedral growth in the simulations, plays a crucial
role in predicting cement volumes in multigrain systems. Figure 7.8b depicts the plot
of overgrowth cement volume over time for different values of δ, during free growth. As
expected, an increase in the value of δ increases the overgrowth volume and the growth
rate. This influence may increase in the multigrain systems where overgrowths on a large
number of quartz grains grow simultaneously, while interfering with each other. Hence,
the value of δ = 115 is chosen for the remaining simulation studies in the forthcoming
sections. The numerical time step ∆t in table 7.3 is the maximum allowable value for
δ = 115, at which the simulations are numerically stable.
Table 7.5: Growth velocities predicted by the present phase-field model for δ = 115.
Crystal facet or direction velocity [×10−4mm/day]
During pre-euhedral growth phase
1. Non-euhedral c-face 124
During post-euhedral growth phase
2. along c-axis 6.3
3. m {101̄0} 0.87
4. r {011̄1} 4.1
5. z {11̄01} 3.9
Theoretical
6. z {11̄01} (eq. (7.11)) 4.1
7.5.1.2 Effect of grain size
The hydrothermal experiments of Lander et al. [36] reported that quartz cementation
takes place at a slower rate on fine grains as compared to the coarser ones. The over-
growths on finer grains require lesser amount of cement volume and smaller distance to
grow before reaching their euhedral shape. Therefore, smaller grains have a disadvantage
of a shorter duration of growth on the faster growing non-euhedral surfaces, resulting
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Figure 7.9: Undisturbed quartz cement growth simulations of spherical grains of different grain
sizes. Different colored isosurfaces are shown at different stages of time. Plots depicting the
temporal evolution of b) absolute and c) relative overgrowth cement volumes for different grain
sizes.
in this size-dependency of growth rates. Under identical growth conditions, quartz ce-
mentation was simulated on two different-sized spherical grains as shown in figure 7.9a.
Different stages of growth are shown in different colored isosurfaces for the two grains.
The plots of temporal evolution of absolute and relative overgrowth cement volume are
depicted in figure 7.9b,c. The relative overgrowth cement volume is defined as the over-
growth cement volume scaled by the initial volume of the grain. From the simulation
results, the following inferences are drawn:
1. After 3.4 days, faceting is finished in the smaller grain while the larger one needs
more time to develop flat facets.
2. As the quartz cementation proceeds, the gap between the overgrowths on the smaller
and larger grain increases, as illustrated by the colored arrows in figure 7.9a.
3. The quartz cement growth rate and the overgrowth cement volumes decreases with
decreasing grain size, as depicted in figure 7.9b.
4. The relative cement growth rate and the relative overgrowth cement volumes in-
creases with decreasing grain size, see figure 7.9c. As the grain size decreases, the
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surface area per unit volume increases at a rate that outstrips the rate reduction
as a result of earlier faceting of smaller grains.
These numerical results demonstrate that the present model is capable of capturing the
size-dependent growth behavior of quartz cements reported in the experiments [36].
7.5.1.3 Effect of polycrystallinity
Polycrystalline quartz aggregates are composed of multiple subdomains of quartz crystals
known as the subgrains. Each subgrain possesses a distinct crystallographic orientation.
In this section, the role of the crystallographic orientations of subgrains on the polycrys-
talline cement overgrowth volumes and growth rates is numerically analysed. For this
purpose, the following two sets of quartz cement growth simulations were performed:
spherical polycrystalline grains composed of I) two and II) eight equal subgrains. The
simulated growth of these polycrystalline aggregates is then compared with that of an
equal-sized unicrystalline grain.
7.5.1.3.1 Role of c-axis orientations of subgrains: Unicrystalline versus bicrys-
talline grains A single spherical grain and a bicrystalline grain with equal-sized sub-
grains differing in the c-axis orientations were considered. For the growth of bicrystalline
grain, the following three different cases of the c-axis orientation difference (COD) of the
subgrains were studied:
1. COD = 180o: C-axes are anti-parallel to each other when the least possible hin-
drances can be expected. This system physically corresponds to the case of mis-
aligned a-axis and parallel c-axes resulting in a grain boundary between the sub-
grains.
2. COD = 90o: C-axes are perpendicular to each other when maximum interference
is expected.
3. COD = 135o: Intermediate case between the above two.
The isosurfaces at four representative stages of the simulated growth are shown in figure
7.10a-d, where the time lapsed at each stage in all the cases is highlighted in figure 7.10d.
Figure 7.11 shows the plot of temporal evolution of overgrowth cement volume for all
the cases. It is observed that the volume of overgrowth cement on the unicrystalline and
the bicrystalline grain with anti-parallel c-axes is almost equal, see figures 7.10a,b and
7.11. In the latter case, the difference in the solid-solid and solid-liquid interface energies
(i.e. γss = 1.91γsl) results in the presence of local curvatures near the triple-junctions
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Figure 7.10: Undisturbed quartz cementation simulated on spherical a) unicrystalline and b)-d)
three bicrystalline grains of same-sized subgrains possessing distinct c-axes orientations as given
in the figure.
between the two solids and liquid phase, as highlighted in the zoomed inset picture of
figure 7.10b. Nevertheless, the impact of curvatures on the overgrowth cement volumes
is negligible, as reflected in the plot of figure 7.11. On comparison of the cement volumes
for the three bicrystalline cases, a small but systematic deviation is observed. For the
grain with the COD of 90o, the cement volume is lower in the initial stages as compared
to the one with a COD of 135o. At later stages, this trend reverses, as depicted in
the inset pictures of figure 7.11. The above-mentioned behavior can be rationalized on
the basis of two opposing factors which are: I) level of mutual interference and II) the
area of unhindered pyramidal facets (r- and z-facets). While the first factor causes the
suppression of cement growth, the second one facilitates growth as the pyramidal facets












































Figure 7.11: Temporal evolution of overgrowth cement volume for the undisturbed quartz cemen-
tation simulations for unicrystalline and bicrystalline grains. The cement volume is controlled
by the mutual interference between the subgrains and the area of the unhindered pyramidal facets.
time (figure 7.11) indicate that the impact of mutual interference is intense in the early
stages, resulting in a growth rate retardation when the c-axis are perpendicular to each
other. On a comparative analysis of the simulated growth of the third (COD = 135o)
and the last case (COD = 90o), it is further deduced that despite the occurance of a
higher level of mutual hindrance in the last case, the impact of a higher number of freely
growing pyramidal facets outstrips the rate retardation effect of the mutual hindrance,
thereby resulting in a larger cement volume at the later stages in the last case. The
simulation results reveal that an interplay of the two factors control the cement volumes
on bicrystalline aggregates, and the cement volumes on some bicrystals might even be
higher than on single crystals if the impact of the growth facilitating factor dominates
the effect of growth retarding one.
7.5.1.3.2 Role of c-axis orientations of subgrains: Unicrystalline versus poly-
crystalline grains For a spherical polycrystalline grain composed of eight equal sub-
grains, the following three cases of the c-axis orientations of the subgrains were considered:
1. Favorably oriented: All subgrains can grow with the least possible hindrance from
their neighbors.
2. Unfavorably oriented: All subgrains experience the maximum possible hindrance
from their neighbors.
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Figure 7.12: Temporal evolution of overgrowth cement volume for the simulations of undisturbed
quartz cementation on the same-sized spherical I) unicrystalline and II) polycrystalline grains
with eight equal subgrains for the cases of a) favorable, b) random and c) unfavorable orientation
states of the subgrains. For the sake of visualization, different subgrains are illustrated in distinct
colors and the liquid is not shown.
3. Randomly oriented: An intermediate configuration with randomly chosen c-axis
orientation for all the subgrains.
Figure 7.12 depicts the plot of overgrowth cement volume versus time for the three poly-
crystalline cases along with a same-sized unicrystalline grain. The initial and final stages
of the simulated growth for all the cases are depicted as inset pictures. It is observed that
the cement volume for the favorable polycrystal is significantly higher than that of the
unfavorable case. For the favorable case, the mutual hindrances are lowest and the surface
area of more rapidly growing pyramidal facets is the largest, collectively accounting for
the fastest quartz cement growth rate (therefore, the highest cement volume), and vice
versa for the unfavorable case. As compared to the bicrystalline grain, for the polycrys-
talline grain, the difference in the cement volume and growth rate between the favorable
and unfavorable cases is significantly larger. It can be deduced that, depending on the
mutual hindrance and the area of unhindered faster growing surfaces, the growth rate
and cement volume of all the intermediate orientation states of the subgrains, including
the presented case of random configuration, would lie between the bounds defined by
the favorable and unfavorable cases. The blue region in figure 7.12 depicts the regime
of all the intermediate states. It is worthy to note that despite a higher pre-euhedral
growth of the unicrystalline grain as compared to that on the relatively smaller individ-
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ual subgrains of a same-sized polycrystalline one, the model-predicted growth rate of the
favorable polycrytalline case is higher than the single crystal. This result indicates that
the impact of a large number of faster growing surfaces outstrips the influence of higher
pre-euhedral growth rate in the single crystal. Finally, on comparing the simulation re-
sults of bicrystalline and polycrystalline grains, it can be concluded that the maximum
possible deviation in the overgrowth cement volume and the growth rate, originating
due to the difference in the subgrain orientations, increases with increasing number of
subgrains.
7.5.2 Simulation study: Quartz cementation in sandstones
Unlike free growth, syntaxial overgrowth quartz cementation in natural sandstones oc-
curs in a complex manner, as it involves the interference of overgrowths growing on the
neighbouring grains. For the sandstones containing polycrystalline grains, the additional
interference of overgrowths growing on the subgrains of the same aggregate is also present.
In order to evaluate the impact of cementation and polycrystallinity of aggregates on the
evolving physical properties of sandstones, simulations were performed in three digital
grain packs, namely unicrystalline, polycrystalline and mixed packs. For the simulations,
identical parameters were chosen, see table 7.3. These packs were generated through the
procedure elaborated in section 7.4. Figure 7.13 depicts the simulated microstructures
visualized along a 2-D plane at three representative stages of growth. The colormap
showing the axial tilt of the c-axis of each grain with respect to the positive z-axis is
illustrated in figure 7.13l. The crystallographic orientations of the grains in the mixed
pack are same as the corresponding grains of the unicrystalline and polycrystalline packs.
The crystal morphologies and pore geometries for the three packs are analysed at an
intermediate stage (t = 20.7 days). Cement growth on the unicrystalline grains results
in the flat-faceted crystals surrounding the pores, see figure 7.13j. While, in the poly-
crystalline pack, overgrowths resulting in the partially as well as fully developed euhedral
forms on the subgrains surround the pores, see figure 7.13k. Moreover, when the crystal-
lographic orientations of two subgrains of the adjacent polycrystalline grains are identical,
their overgrowths merge with each other without any grain boundary, as depicted in the
growth of grains 1 and 2 in figures 7.13d-f,k. In the mixed packs, depending upon the
crystalline structure of the neighboring grains, pores surrounded by the overgrowths of
both unicrystalline as well as polycrystalline grains are present, see figure 7.13n. The
simulated microstructures of the unicrystalline and mixed packs at the shown intermedi-
ate stage exhibit clear similarities with the natural textures (samples BQ1 and BQ2 from
Busch et al. [42]) in terms of crystal morphologies and the remaining pore space, as
highlighted in figure 7.13m,n. Figure 7.13n further illustrates a grain appearing from an
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Figure 7.13: Visualization of the simulated textures along a 2-D plane for a)-c) unicrystalline,
d)-f) polycrystalline and g)-i) mixed pack at three representative stages of growth. At the initial
stage, all the grain packs exhibit an identical particle distribution, but different crystalline struc-
ture of grains. After 20.7 days, overgrowths on j) unicrystalline grains results in flat-faceted
crystals, while in the k) polycrystalline pack, partially and fully euhedral overgrowths on individ-
ual subgrains are present. Overgrowths growing on neighbouring crystals merge with each other
when their crystallographic orientations are identical. Due to a higher number of mutual inter-
ference and grain boundary interactions, polycrystalline pack exhibit a lower volume of cements
than the unicrystalline pack at same stage of time, while the cement volume in mixed packs lie
between the other two packs. l) Colormap defining the c-axis tilt or the axial-tilt of the grains.
m)-n) Comparison of the simulated textures with the thin-section microphotographs of natural
samples.
adjacent plane in the thin-section, that cannot be realised in similar 2-D studies, thereby
advocating the utility of 3-D numerical investigations.
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7.5.2.1 Impact on porosity and cement volumes
From the numerical data sets generated in the simulations reported in section 7.5.2, the
temporal evolution of overgrowth cement volume and porosity for different grain packs
is plotted in figure 7.14. The cement volume and porosity reduction are found to be
inversely related to the polycrystalline composition of the packs. For an identical particle
distribution, sandstones containing polycrystalline grains have a larger number of dif-
ferently oriented crystals than the unicrystalline counterparts. Therefore, a higher level
of mutual interference is expected in polycrystalline sandstones than unicrystalline ones,
due to a larger number of grain boundary interactions in the former case. More rapid
pre-euhedral cement growth on coarser grains may further account for the higher cement
volumes on larger single crystals of unicrystalline sandstones in comparison with the indi-
vidual overgrowths on relatively smaller subgrains of polycrystalline aggregates. Even if
the total surface area of the unhindered faster growing pyramidal facets in the polycrys-



























































Figure 7.14: Temporal evolution of a) overgrowth cement volume and b) porosity for the unicrys-
talline, polycrystalline and mixed packs. The rate of porosity loss and cement growth are observed
to be inversely dependent on the number of mutually interfering overgrowths. The porosity and
cement volume of all the intermediate packs lie within the limits imposed by the unicrystalline
and polycrystalline packs, as highlighted by the blue regions.
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a limited distance to grow in the multigrain systems in order to outstrip the impact of
the growth inhibiting factors. Owing to these reasons, the numerically cemented unicrys-
talline pack exhibits higher overgrowth cement volumes and thereby lower porosities than
the polycrystalline one at all the stages of time. The abovementioned temporal behavior
is in qualitative agreement with the hydrothermal experiments of quartz cementation in
unicrystalline and polycrystalline sands performed by Heald and Renton [44]. It can
be directly rationalized that in all the grain packs exhibiting an identical particle distri-
bution but differing in the fraction of polycrystalline aggregates, the temporal evolution
of the overgrowth cement volume and the porosity would lie within the grey regions of
figures 7.14a,b. The presented mixed pack is one such case. Moreover, it is worthy to
note that the curves of cement volume versus time exhibit a concave and monotonically
increasing behavior. Previous numerical investigations of Lander et al [36] reported
similar patterns in their results of quartz cements versus time for different-sized grain
packs. The present work, additionally reveals that a similar kinetic behavior is expected
for sandstones comprising of polycrystalline aggregates, but at lower cement volumes
than the unicrystalline ones.
7.5.2.2 Impact on porosity-permeability correlations
In order to compute the permeability of the progressively cemented packs, digital pore
structure was extracted at selected time stages by post-processing the numerical data sets
of cement growth in the digital grain packs, generated in section 7.5.2. For each digital
pore structure, fluid-flow simulation was performed using the Stokes equations (outlined
in section 3.2 of chapter 3). From the computed fluid velocity field in the direction of
the applied pressure drop, and utilizing the Darcy’s law, permeability of each structure
was obtained. Figure 7.15a depicts the temporal evolution of permeability for the three























































Figure 7.15: a) Permeability versus time and b) permeability versus porosity for the simulated
quartz cementation in unicrystalline, polycrystalline and mixed packs. At equal porosity, packs
with higher fraction of polycrystalline aggregates exhibit lower values of permeability.
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digital grain packs. The rate of permeability reduction in response to cementation is
found to be inversely related to the fraction of polycrystalline aggregates in the pack,
consistent with the model predicted patterns for porosity versus time in figure 7.14b.
In figure 7.15b, the plot of permeability versus porosity is shown for the three digital
grain packs, where the permeability is plotted in logarithmic scale. The simulated quartz
cementation causes a porosity reduction from an initial value of about 38 % in all the
packs to different final values. The corresponding permeabilities are reduced from 7523
mD for the initial pore structure to the lowest values of about 10 mD. For the BQ1 sample
with about 77.07% unicrystalline and remaining polycrystalline grains (figure 7.4a), the
experimentally measured porosity and permeability are 19.8 % and 1044 mD, respectively.
The present numerical results suggest that at the above grain composition and porosity,
the permeabilities of the grain pack are expected to lie between 922 mD (for mixed pack
with 50% polycrystals) and 1222 mD (unicrystalline pack). For the sandstones with no






based on the data fitting analysis of 66 Norwegian continental shelf samples. In eq.
(7.13), κ represents the permeability in milli Darcy (mD), ϕ denotes the porosity in
percentage (%) and d is the grain size in millimeter (mm). For the BQ1 sample with
a porosity of 19.8 % and a mean grain size of 0.349 mm, a permeability of 1176 mD is
predicted by eq. (7.13). It is worthy to note that, although the modified Kozeny equation
does not take into account the impact of polycrystallinity of the aggregates, the sample
permeability is well-estimated by this equation. These results show agreement between
the permeability values predicted by experiments, simulations and the empirical modified
Kozeny relation, thereby underpinning the efficacy of the procedure for generating the
digital grain packs and the cementation modeling approach. From the plot shown in
figure 7.15b, it is further deduced that at same porosity, sandstones composed of smaller
number of polycrystalline aggregates are expected to be more permeable than those with
a larger polycrystalline grain population. The same inference can also be derived from
the fluid velocity fields for the three digital grain packs at similar porosity (i.e. 20-22.5
%), see figure 7.16. At same porosity, the permeability of a structure depends upon the
geometrical parameters such as surface area, pore connectivity and tortuosity of the flow
pathways. The porosity-permeability patterns observed in figure 7.15b are a result of the
difference in the connected pore geometries of the progressively cemented packs.
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Figure 7.16: Visualization of the fluid velocity field component in the direction of the applied
pressure drop for the three packs at 20-22.5 % porosity. Fluid velocities are higher for unicrys-
talline pack and decreases with increasing fraction of polycrystalline grain population.
7.6 Concluding remarks
Present work demonstrates a systematic approach of constraining the process of syn-
taxial quartz overgrowth cementation in sandstones which are composed of aggregates
exhibiting a wide range of sizes, geometries and polycrystalline content at grain scale.
As a starting point, the set of phase-field parameters was determined for the tempera-
ture and pressure matching the common reservoir diagenesis. In order to expedite the
cementation in the simulations, the fluid supersaturation with respect to silica was cho-
sen significantly higher than the actual values (i.e. close to unity), as the simulation
time at the values close to unity was impractically large. The geometrical parameters
controlling the quartz crystal shape and the relative growth rates of different facets were
adopted from Wendler et al. [15]. From the unrestricted growth simulations on sin-
gle crystals, a pre-euhedral to post-euhedral growth rate ratio of about 20 (as reported
in the hydrothermal experiments of Lander et al. [36]) was recovered for the ki-
netic anisotropy strength parameter δ = 115. The z-facet velocity obtained during the
post-euhedral growth phase in the simulation matches well (∼ 7% difference) with the
theoretical value. Moreover, the sequence of the growth velocity of different facets of
quartz is consistent with the existing literature [36, 50–53]. The present model while
accounting for the pre-euhedral growth tendency of the quartz cements is able to cap-
ture the influence of grain size on the grain rates. Based on the simulation results of
undisturbed growth on bicrystalline and polycrystalline aggregates for different cases of
crystallographic orientations of subgrains, it is found that the net overgrowth cement
volume is controlled by an interplay of two opposing factors. One, the mutual hindrance
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originating due to the difference in the crystallographic orientations of the neigbouring
crystals, suppressing the growth. Two, the area of unhindered faster growing pyrami-
dal facets, that facilitates the growth. In the polycrystalline quartz aggregates, as the
number of subgrains increases, the maximum possible difference in the net cement vol-
ume for different crystallographic orientations also increases. Analysis of the simulated
unrestricted cement growth on same-sized unicrystalline and the favorably oriented poly-
crystalline grain reveal that, in spite of the impact of grain size that causes more rapid
cementation of larger single crystals than the relatively smaller individual subgrains of
a polycrystalline aggregate, the net cement volume on the latter might be higher if the
subgrains are favorably orientated.
In the next part, a systematic methodology was presented for the generation of digital
grain packs analogous to natural sandstones in terms of grain geometries, size distribution
and depositional porosity. Simulations of syntaxial quartz cementation in these grain
packs are able to recover several petrophysical and petrographical aspects of the process
in natural sandstones, which are summarized as follows:
1. Microstructures of the numerically cemented digital grain packs show clear sim-
ilarities with the natural samples [42] in terms of crystal morphologies and pore
geometries.
2. Quartz cement growth rate decreases with increasing fraction of the population of
polycrytalline quartz aggregates in sandstone, consistent with the previous exper-
imental findings [44]. In the grain packs comprising of polycrystalline aggregates,
the cement overgrowths have to compete with those growing on the same as well
as the neighboring grains. The present simulation results indicate that two impor-
tant growth inhibiting factors collectively contribute to the slower cementation in
polycrystalline sandstones, which are as follows: I) mutual interference among the
overgrowths and II) earlier attainment of euhedral shape of relatively smaller sub-
grains in polycrystalline aggregates. During the post-euhedral growth stages, even
if the polycrystalline overgrowths possess a larger net surface area of unhindered
faster growing pyramidal facets, these surfaces will have a limited intergranular
space to grow in order to surpass the impact of the above-mentioned growth re-
tarding factors.
3. For the simulated quartz cementation in the digital grain packs, the obtained ce-
ment volume versus time plots exhibit a concave non-linear behavior for all the
packs. Previous numerical investigations of Lander et al. [36] predicted con-
cave patterns in the temporal evolution of quartz cements for unicrystalline packs.
The present work further reveals that similar concave patterns are expected for
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sandstones composed of different populations of polycrystalline aggregates, albeit
at lesser cement volumes.
The fluid-flow simulations through the digital pore space of the packs for computing the
permeabilites at different stages of time, reveal that:
1. Sandstones composed of larger fractions of single crystals are more permeable than
equally porous sandstones that contain larger populations of polycrystalline aggre-
gates, which can be attributed to the complex pore geometries in the latter case.
2. The calculated porosity and permeability values of the numerically cemented digital
grain packs are in agreement with the experimentally obtained values corresponding
to the natural sample.
The present model, in its current form, can be utilized to simulate the growth of different
minerals (e.g. alum, calcite, etc.), while accounting for the impact of inert surfaces (e.g.
clay coats etc.). As the employed explicit time update scheme for the phase-fields is
conditionally stable thereby imposing the computational constraints, it is imperative to
develop unconditionally stable schemes that may relax the restriction on the choice of
numerical time step. This would, in turn, allow the setting of lower and more realistic
fluid supersaturations in the phase-field model. Moreover, the model is presently devoid
of the impact of fluid salinity, and can be extended by modifying the driving force of
crystallization in an appropriate manner such that the deviation of the fluid from the ideal
solution behavior is accounted. The above-mentioned extensions, when implemented in
the MPF model, would enable the simulation of quartz cementation at realistic fluid
supersaturations in the sandstones comprising of large number of microquartz and chert
grains. With these future directions, the present work paves the way for more advanced
cementation models for the purpose of reservoir quality modeling prediction.
Part IV




At microscale, quartz arenites are majorly composed of detrital quartz grains along with
a minor fraction (usually less than 10%) of other minerals (e.g. feldspar, lithic fragments)
[205]. These grains and other minerals are cemented together due to the precipitation of
authigenic cement phases (e.g. silica, calcite) [30, 87, 88]. Each quartz grain exhibits a
unique crystallographic orientation, thereby resulting in the presence of grain boundaries
between differently oriented grains. The material properties of quartz vary depending
upon the crystallographic direction. For the quartz crystals exhibiting the prismatic
growth habit (figure 8.1a) the fracture toughness has been experimentally reported to
differ along the c-axis and the a-axes [89–93], thereby resulting in the presence of pre-
ferred cleavage planes for fracture growth within each quartz grain [see e.g. chapter 4 of
Guéguen and Boutéca 4]. Moreover, when the grain boundaries between different
grains offer a lower resistance for the crack propagation due to e.g. grain boundary cor-
rosion from the chemically active fluids [94] or the presence of a weaker binding mineral,
intergranular fracture propagation may take place. Thus, as the crack tip reaches a grain
boundary, based on the local stress state and the fracture toughness in the locality of the
tip, the following three types of fracturing may occur [4, 5, 94]:
1. Intergranular: Fracturing along the grain boundaries.
2. Transgranular: Fracturing through the grains.
3. Mixed: Combination of the above two modes.
Crack pathways are also affected by the presence of other mineral phases exhibiting differ-
ent material properties. Owing to these material heterogeneities and anisotropies at grain
scale, the process of microfracturing in sandstones is a highly complicated phenomenon.
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In this chapter, a multiphase-field (MPF) model is adapted for simulating the process
of brittle and anisotropic crack propagation in quartz sandstones at micro-to-mesoscopic
length scales. In this phase-field based approach, the grain boundaries between the
different geological solid phases (i.e. quartz grains, other minerals) and the crack surfaces
are treated as diffuse interfaces. The two novel aspects of the present work include the
formulations of anisotropic and reduced interfacial crack resistance. The anisotropic
crack resistance formulation accounts for preferred cleavage planes for fracture growth
within the bulk region of each quartz grain, and the relevant parameters are calibrated
based on fracture toughness values along the c-axis and the a-axes, which are provided in
literature [91, 92]. Moreover, in order to assign lower fracture toughness along the grain
boundaries, the reduced interfacial crack resistance formulation is incorporated, that may
result in intergranular fracturing. With these two novelties, the present MPF model of
fracture is able to simulate the competition between intergranular and transgranular
crack propagation, depending upon the grain boundary attributes, while also exhibiting
preferential cleavage planes for fracture growth within each grain. The present MPF
model, in the full parameter space, can serve as a powerful computational tool for the
analysis of complex crack propagation processes in polycrystalline systems composing of
grains with distinct elastic properties, fracture toughness, cleavage planes and nature of
grain boundaries. The capabilities of the present model are demonstrated in a systematic
manner through a set of representative numerical examples.
The present chapter is organized as follows. In section 8.1, the numerical aspects
of modeling fracture propagation within the MPF framework, including the anisotropic
and the reduced interfacial crack resistance formulations, are elaborated. The set of
representative numerical examples showcasing the performance and capabilities of the
two above-mentioned formulations are presented in section 8.2. The chapter is concluded
in section 8.3 with a brief summary of the present numerical investigation and an outlook
on the directions for further work.
8.1 Numerical aspects
For the numerical investigations of this present chapter, the MPF model of fracture
discussed in chapter 4 is adapted. The material parameters of quartz utilized in the
simulations are listed in table 8.1. Quartz exhibits an elastic anisotropy as reported in
literature [206, 207]. However, for the present work, in order to account for the tension-
compression split [136] which was formulated for the materials obeying isotropic elastic
behavior, the quasi-isotropic elastic constants, determined by Heyliger et al. [206],
were chosen. The Lamé’s parameters λα and µα, which enter the computation of phase-
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Table 8.1: Quartz material parameters
Parameter Symbol Value Reference
Young’s modulus E 99.45 GPa [206]
Poisson’s ratio ν 0.06 [206]
Lamé’s first parameter for quartz λQtz 6.39 GPa -
Lamé’s second parameter for quartz µQtz 46.91 GPa -
Fracture toughness along c-axis Kc-axisIc 2.4 MN m
−3/2 [91]
Fracture toughness along a-axis Ka-axisIc 2.14 MN m
−3/2 [92]
Crack resistance along c-axis Gc-axisc 57.71 × 10−6 J/mm2 -
Crack resistance along a-axis Ga-axisc 45.87 × 10−6 J/mm2 -
specific isotropic stiffness tensor Cα, are calculated as λα = Eν/[(1 + ν)(1 − 2ν)] and
µα = E/[2(1 + ν)]. For keeping the computational costs low, the present investigation
is limited to 2-D. All the simulations were performed under the plane-strain assumption.
Therefore, the crack resistance Gc is computed as Gc = K
2
Ic(1 − ν2)/E. The phase-field
parameter set utilized for the simulations is given in table 8.2. The anisotropic crack
resistance formulation, its suitability for the multigrain system of quartz sandstones, and
adaptation procedure are elucidated in section 8.1.1. Section 8.1.2 elaborates the reduced
interfacial crack resistance formulation for controlling the fracture toughness along the
grain boundaries.
8.1.1 Anisotropic crack resistance formulation
In the quartz grains of prismatic growth habit (with one c-axis, three a-axes and the
families of m{101̄0} z{11̄01} and r{011̄1} facets, see figure 8.1a), the fracture tough-
Table 8.2: Numerical and phase-field model parameters.
Parameter Symbol Value
Grid spacing ∆x 1.0
Time step width ∆t 1.0
Length scale parameter for crack surface εc 4.0
Relaxation parameter µc 2166.0
Critical crack phase-field φcritc 0.9
Scalar constant 1 k 0.5















































Figure 8.1: a) 3-D geometry of the euhedral form of a quartz crystal according to the prismatic
growth habit, along with its symmetric 2-D projection. This geometry contains one c-axis, three
a-axes and families of m-, z- and r-facets (six in each family). Polar plots of normalized crack
resistance (Gαc (∇φc)/Gαc,0) for different values of the anisotropy strength factor fα in b) 2-D
and c) 3-D. The lowest values of the normalized crack resistance are found in the x-y plane for
the 3-D plots (along the x-axis for the 2-D plots), which correspond to the a-axes plane of the
prismatic quartz crystal in 3-D (a-axis direction in 2-D).
ness has been reported to vary with the crystallographic direction [89–93]. Table 8.1
lists the values of fracture toughness and crack resistance along the c- and the a-axis of
quartz, provided in the works of Norton & Atkinson [91] and Ferguson et al.
[92], respectively. As this growth form of quartz possesses three a-axes lying in a plane
perpendicular to the c-axis, an isotropic crack resistance is assumed in the a-axes plane.
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In order to model this transversely anisotropic behavior, an anisotropy function of the
following mathematical form is chosen for the spatial variation of the crack resistance
within each quartz grain:















Here, the prefactor Gαc,0 represents the crack resistance of phase α and the term in square
brackets incorporates the crack resistance anisotropy in phase α. In this term, nαc,x(∇φc),
nαc,y(∇φc) and nαc,z(∇φc) denote the x-, y- and z- components, respectively, of the rotated
unit vector nαc (∇φc), which is computed as




In eq. (8.2), Qα denotes the phase-specific rotation matrix that describes the solid-phase
anisotropy according to the crystallographic orientation of each quartz grain. The scalar
parameters fαd ,∈ [0, 1] for d = x and y represent the phase-specific anisotropic strength
factors. These factors, when chosen in the range (0,1), reduce the crack resistance in




(0, 1) lowers the crack resistance isotropically in the x-y plane (or x-axis in case of 2-D)
that corresponds to the a-axes plane (or along the a-axis direction in case of 2-D) of a
randomly orientated quartz grain. The choice Gα,c-axisc = G
α
c,0 along the c-axis results
in a crack resistance value of Gα,a-axisc = f
αGαc,0 in the a-axes plane, leading to preferred
directions for fracture propagation. For different values of the anisotropic strength factor
fα, the 2-D and 3-D polar plots of the normalized crack resistance Gαc (∇φc)/Gαc,0 are
depicted in figures 8.1b and 8.1c-f, respectively. The choice fα = 1 represents the case of
isotropic crack resistance with the value Gαc,0 in all the crystallographic directions, and
the normalized polar plot for this case would represent a sphere of unit radius. The
choice fα=0.795 corresponds to the case of Brazilian quartz calculated using the reported










In contrast to the works of Nguyen et al. [167] and Liu and Juhre [165], the present
formulation (eq. (8.1)) introduces an anisotropy in both, potential and gradient, terms
of the diffuse crack surface energy, thereby resulting in a near-uniform interface width in
different anisotropic solid phases. For the present case, where a non-zero crack phase-
field is expected in the entire computational domain (due to the chosen one-sided well
potential), if the interface width is defined between the isosurfaces (isolines in case of 2-D)
φc = 0.15 and φc = 0.85, the presented anisotropic formulation ensures a near-constant
interface width.
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8.1.2 Reduced interfacial crack resistance formulation
In a diffuse α-β interface, the normal interpolation according to eqs. (4.3) and (4.4) in
chapter 4 yields the following expression for the effective crack resistance
Gc(φα, φβ,∇φc) = φαGαc (∇φc) + φβGβc (∇φc)
= Gαc (∇φc) + (Gβc (∇φc)−Gαc (∇φc))φβ
(8.4)
in terms of the crack resistances Gαc (∇φc) and Gβc (∇φc) of the α and β phase, respectively.
For the spatial variation of the phase-fields φα and φβ (figure 8.2a), a sinusoidal profile
was utilized, as illustrated in figure 8.2b. In order to model a lower crack resistance along
the grain boundaries, a modified interpolation of the following mathematical form







Gαc (∇φc) +Gβc (∇φc)
}]
(8.5)
is incorporated. The modified interpolation (eq. (8.5)) renders the crack resistance a third


































Figure 8.2: a) A two-phase specimen comprising of solid phases α and β with a diffuse grain
boundary. b) Spatial variation of solid phase-fields φα and φβ along the line joining the points
I and II, illustrating a smooth and monotonic transition in the diffuse interface region (in
blue). Spatial variation of the normalized crack resistance φα and φβ for different values of the
interfacial crack resistance reduction factor ζ along the line I-II for the case of c) Gβc /Gαc =1.0
and d) Gβc /Gαc =0.795.
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that determines the magnitude of the crack resistance along the isosurface φα = φβ = 0.5
of the α-β interface. For different values of ζ, the plot of normalized crack resistance
Gredc (φα, φβ,∇φc)/Gαc (∇φc) along the line I-II (of figure 8.2a) according to eq. (8.5),
when Gβc /G
α
c =1, is depicted in figure 8.2c. The reduced interfacial interpolation for
the case of quartz, where the maximum difference in the crack resistance between the
two different grains can be 0.795 (as elaborated in section 8.1.1), is depicted in figure
8.2d. The variation of the normally interpolated crack resistance according to eq. (8.4)
is also depicted in black color in figure 8.2d. In the present work, a reduction of the
interfacial crack resistance, in a smooth and continuous manner, is realized due to the
diffuse interface description of the grain boundaries, thereby highlighting the utility of
the MPF approach with separate phase-fields for each grain.
8.2 Representative numerical examples
Section 8.2.1 presents a detailed analysis of the simulation results of crack propagation in
a two-phase specimen with different but isotropic crack resistances. In the next section
8.2.2, the numerical results showcasing the performance of the crack resistance anisotropy
formulation are presented. Subsequently, the impact of lower grain boundary resistance
based on the reduced interfacial crack resistance formulation of section 8.1.2 is elucidated
through the simulations in section 8.2.3. Finally, in section 8.2.4, applications of the
two formulations for simulating fracture growth in exemplary geological structures are
presented. In the numerical settings of all the presented examples, the solid and crack
phase-fields are initialized such that the summation constraint
(∑N




8.2.1 Two-phase specimen with unequal isotropic crack resis-
tances
A two-phase specimen with a pre-existing crack is considered as shown in figure 8.3a.
At the upper edge of the computational domain, an incremental displacement loading is
applied. The two solid phases of the specimen, namely α and β, differ in magnitude of
crack resistance, while their elastic properties (i.e. E and ν) are assumed to be identical
and are same as those given in table 8.1. The crack is described using a diffuse crack




2(1 − ν2)/E = 57.71 × 10−6 J/mm2, corresponding to the c-axis fracture
toughness of quartz. For varying values of the crack resistance Gβc of phase β, simulations



























crack resistance   >1
  <1
Diffuse crack
Figure 8.3: a) Geometry and boundary conditions of the two-phase specimen with a preexisting
crack under uniaxial tension. b) Diffuse interface description of fracture using crack phase-field
φc ∈ [0, 1]. c) Diffuse interface description of grain boundary along which the crack resistance
varies from Gαc in phase α to G
β
c in phase β, smoothly and monotonically.
is defined for the present set of simulations. For the variation of the crack resistance
along the diffuse grain boundary, a sinusoidal profile was generated, see figure 8.3c. For
different values of Rc, the crack growth occurs along a horizontal straight line, which
is perpendicular to the direction of the applied displacement loading, see figure 8.4a.
When the fracture tip reaches the position (III) during propagation, the contour plots of
displacement, crack driving force and stress fields are shown in figure 8.4b-f. As the crack
resistance is isotropic in both the phases, all the above-mentioned fields remain symmetric
with respect to the line passing through the fracture path (i.e. white dashdoted line in
figure 8.4a) at all the stages of propagation. At any stage, in all the simulations, the
following inferences regarding the above-mentioned fields are drawn:
1. The displacement field u22, in figure 8.4b, exhibits a sharp transition between the
separated parts (i.e on the left side of the fracture tip), whereas it varies smoothly
on the unfractured side (i.e. on the right of fracture tip).
2. A symmetric crack driving force field is sustained near the fracture tip, causing the
crack to follow a horizontal path, as shown in figure 8.4c.
3. The normal components of the stress, i.e σ11 and σ22 in figure 8.4d-e, exhibit peak
values near the fracture tip.
4. Magnitude of the shear component of stress, i.e. σ12 in figure 8.4f, exhibits peak
values just above and below the fracture tip.
When the crack is about to propagate while the fracture tip is still at its initial position





















Figure 8.4: a) Fracture growth occurs along a straight horizontal path from phase α to phase β
due to isotropic crack resistance of both the phases. For the case of Rc = 3, the contour plots
of b) displacement field u22 in the direction of the applied loading (i.e. y direction), c) crack
driving force field and the stress components: d) normal stress σ11 in x-direction, e) normal
stress σ22 in y-direction, and f) shear stress σ12, when the fracture tip is located it at position
(III).
dash-dotted line (highlighted in figure 8.4a), and b) the shear stress component along the
green dash-dotted line (figure 8.4a), is analysed as shown in figure 8.5a-c. For different
values of Rc, the location and magnitude of the peaks for all the stress components are
found to be invariant. The magnitude of normal stress components in phase β increases
with increasing value of Rc. The variation of shear stress component along the green
dash-dotted line shows negligible dependency on the crack resistance of phase β. Figure
8.5d depicts the load-displacement response for different values of Rc. The following two
regimes are observed:
1. Green regime for Rc ≤ 1: As displacement increases, the load increases mono-
tonically while the fracture tip is still at its initial location (i.e. (I) in figure 8.4a).
When crack growth is about to begin, the load-displacement curves attain their first
maxima, i.e. (I) in figure 8.5d. As Rc decreases, the softening tendency of the load-
displacement curve increases due to the crack resistance-dependent normal stress
components (shown in figure 8.5a,b). As soon as fracture growth commences, the
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load immediately drops to zero without any additional displacement increment.
2. Brown regime for Rc > 1: A monotonically increasing load-displacement behavior
is observed until a maximum is attained (at (I)) followed by a drop in the load
when the crack growth begins, similar to the case of Rc ≤ 1. However, the lowering
of load stops as soon as the fracture tip reaches the α-β interface at position (II)
in figure 8.4a. At this stage, as the crack resistance of the phase β is higher for
these cases, the fracture growth temporarily stops while the load begins to increase
monotonically with the displacement increments, until it attains a second maximum
(i.e. (II) in figure 8.5d). Finally, as soon as the crack growth begins in phase β, the
load drops to zero without further displacement increments. Moreover, as expected,
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Figure 8.5: When the fracture tip is located at position (I), plots of the normalized stress compo-
nents a) σ22/σ22,max, b) σ11/σ11,max along the white dash-dotted line and c) σ12/σ12,max along
the green dash-dotted line (highlighted in Fig. 8.4a) for different values of the crack resistance
ratio Rc = G
β
c /Gαc . d) Plot of the load-displacement response for different values of Rc.
8.2.2 Anisotropic crack resistance
Figure 8.6a-b depicts the numerical setup of a single phase specimen with a pre-existing
































Figure 8.6: a) Geometry and boundary conditions for a fractured single phase specimen with
anisotropic crack resistance. b) Diffuse interface description of crack using the crack phase-
field φc. c) An intermediate state of the simulated fracture growth for the case of phase-specific
anisotropy strength factor fα = 0.5. d) Zoomed inset picture of the crack driving force field
developed in the vicinity of fracture tip when it was at position (I) just before the commencement
of crack propagation. Contour plots of e) displacement field u22, the stress components f) σ22,
g) σ11 and h) σ12, showing asymmetricity as a result of anisotropic crack resistance.
discussed in section 8.1.1. The chosen values of elastic constants (i.e. E and ν) for the
specimen are given in table 8.1. The crystallographic orientation of the specimen is set
such that the direction of lowest crack resistance is inclined at an angle of −45o with
respect to the horizontal, see figure 8.6a. Crack resistance in the direction perpendicular
to that of minimum crack resistance is set to Gc = 57.71 × 10−6 J/mm2, corresponding
to the value along the c-axis for quartz. For the case of fα = 0.5, figure 8.6c depicts the
simulated fracture path along the preferred plane at an intermediate stage. The path of
fracture is governed by the crack driving force field developed in the vicinity of fracture
tip, which is dependent upon the stress state and the crack resistance along different crys-
tallographic directions at a material point. As the crack resistance anisotropy is present
in the specimen, the driving force field developed near the crack tip is asymmetric, see
figure 8.6d. Fracturing takes place in the direction pointed out by this field. At the
above-mentioned intermediate stage when the crack tip is at position (II), the displace-
ment in the direction of loading (i.e. u22) and the stress component fields (i.e. σ11, σ22
and σ12) are depicted in figure 8.6e-h. Due to the crack resistance anisotropy, all the
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Figure 8.7: Simulation results of fracture propagation and the polar plots of anisotropic crack
resistance for a) fα = 0.9, b) fα = 0.795 (for quartz), c) fα = 0.5 and d) fα = 0.3. First column:
The simulated fracture geometries. Second column: Driving force field developed in the vicinity
of the crack tip when the tip is at position (I) and the fracture growth is about to commence.
Third column: The polar plots of the anisotropic crack resistance Gc. Increasing the value of
fα increases the asymmetricity of the developed crack driving force field near the fracture tip,
thereby leading to increase in the angle of deflection of the crack.
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fields exhibit an asymmetricity.
Using the numerical setup of figure 8.6a-b, several simulations were performed for dif-
ferent values of the phase-specific anisotropy strength factor fα, while keeping the other
parameters identical. For different cases, the model-predicted fracture paths are shown in
the first column of figure 8.7. The crack driving force field developed next to the fracture
tip, right before the beginning of fracture growth, is shown in the second column of figure
8.7. As the strength of anisotropy increases (i.e. with the decreasing value of fα), the
asymmetricity of the crack driving force field also increases, thereby leading to a larger
deflection in the fracture path. The 2-D polar plots of the crack resistance and the angle
of crack deflection for different values of fα are shown in the third column of figure 8.7.
In all the cases, a mean crack interface width, determined between the isolines φc=0.15
and φc=0.85, of about 9-10 cells is obtained. For the case of quartz, the phase-specific
anisotropy strength parameter fα is computed using the reported values of the fracture










For this value, small crack deflections are expected within each quartz grain in sandstones

































Figure 8.8: a) Geometry and boundary conditions of a two-phase specimen with an existing
crack. The grain boundary is inclined at an angle of 20o from the horizontal. Diffuse interface
description of 1) the crack using the crack phase-field φc and 2) the grain boundary where the
crack resistance is reduced in a smooth and continuous manner. c) Schematics illustrating the
spatial variation of crack resistance with a reduction factor ζ, along the line (I)-(II) passing
through the solid-solid interface
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8.2.3 Reduced grain boundary resistance
A two-phase specimen with an inclined grain boundary and a pre-existing crack is consid-
ered, see the numerical setup in figure 8.8a. The crack is described by a crack phase-field
φc, see figure 8.8b. Crack resistance in the bulk regions of phase α and β are chosen
to be isotropic and equal to the value along the c-axis of quartz, i.e. Gαc = G
β
c = Ḡc=
57.71× 10−6 J/mm2. Crack resistance of the grain boundary is lowered in a smooth and
continuous manner (see figure 8.8b-c) by utilizing the reduced crack resistance formula-
tion elaborated in section 8.1.2. The chosen elastic properties (i.e. Young’s modulus E
and Poisson’s ration ν) correspond to quartz and are given in table 8.1.
For different values of reduction factor ζ, the simulated fracture paths are shown in the
first row of figure 8.9. When fracture tip reaches the diffuse grain boundary region, the
developed crack driving force field in the tip’s vicinity is shown as inset pictures in the
second row of figure 8.9. Decreasing the value of ζ increases the asymmetricity of crack
driving force field in the interface region, consequently resulting in a transition from
transgranular to intergranular mode of fracturing. When the reduction factor is close
to unity (ζ = 0.9), the driving force field is nearly symmetric, and therefore, no visible
deflection in the fracture path is observed, see figure 8.9a. On decreasing the value of
ζ, a transition to the mixed mode of fracturing is observed, due to the increase in the
asymmetricity of the driving force field that, in turn, increases the tendency of crack to
deflect along the grain boundary. As a result, partial crack deflections are observed along
the grain boundary for the cases of ζ = 0.5 and 0.25, as shown in figure 8.9b-c. For
ζ = 0.15, a complete deflection along the grain boundary is observed, thereby resulting
in an intergranular mode of fracturing, see figure 8.9d. It is worthy to mention that the
crack interface width of about 9− 10 cells is maintained in all the simulations.
8.2.4 Fracture growth in exemplary geological structures
A multigrain system analogous to a geological vein structure with 10 crystals is considered.
The digital vein structure was taken from Prajapati et al. [2]). The elastic properties
(i.e E and ν) of all the vein crystals are set to the corresponding values for quartz, given
in table 8.1. For demonstrating the performance of the two crack resistance formulations
discussed in sections 8.1.1 and 8.1.2, the following four cases of the crack resistance field
in the computational domain are considered:
1. Domain I: Isotropic crack resistance in the complete simulation domain comprising
of quartz grains and the grain boundaries, see figure 8.10a. The grain boundaries
are shown in grey color for the sake of visualization. Value of the crack resistance
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Figure 8.9: Simulation results of fracture propagation for different values of the reduction factor
ζ. First column: Simulated fracture path. Second column: Driving force field developed in the
vicinity of the fracture tip when the tip is in the grain boundary region. A transition from
intragranular to mixed fracturing and finally to intergranular mode is observe for decreasing
values of ζ.
2. Domain II: Isotropic crack resistance of same magnitude for all the grains, but a
lower grain boundary crack resistance by setting a reduction factor of ζ = 0.2, as
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Figure 8.10: Exemplary geological structure comprising of several quartz grains with a) isotropic
crack resistance, b) isotropic crack resistance of bulk phases and weaker grain boundaries, c)
anisotropic crack resistance of grains and d) anisotropic crack resistance of grains with weaker
grain boundaries. All the structures possess an initial fracture illustrated in grey scale. In the
fourth case, the crack resistance reduction is applied in the diffuse interface region illustrated by
the grey lines parallel to the grain boundaries.
is determined by the crack resistance colormap.
3. Domain III: Anisotropic crack resistance with an anisotropy strength factor fQtz =
0.795 for each randomly oriented quartz grain. The crystallographic orientation of
each grain is determined by the orientation colormap, see figure 8.10c.
4. Domain IV: Anisotropic crack resistance with fQtz = 0.795 for each randomly ori-
ented quartz grain, and reduced grain boundary crack resistance with the reduction
factor ζ = 0.2, as depicted in figure 8.10d. Here also, the crystallographic orienta-
tion of each grain is determined by the same orientation colormap. The reduction
of crack resistance is applied along the diffuse interface region lying between the
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grey lines parallel to the grain boundaries, as shown in the figure.
The size of computational domains for all the above cases is 238∆x × 238∆x × 1∆x.
Similar to the previous numerical examples, identical boundary conditions of uniaxial
tension are applied in all the simulations, and an initial crack phase is present shown in
grey scale in all the domains in figure 8.10. Different representative stages of the simulated
fracture growth are depicted in figure 8.11. The inset pictures in the intermediate stages
showcase the crack driving force field developed next to the fracture tip. For the first case
with a homogeneous crack resistance, as the crack driving force field remains symmetric
at all the stages, fracturing occurs along a straight line perpendicular to the direction of
loading, see figure 8.11a. In the second case, a lower value of crack resistance along the
grain boundaries than the bulk of grains induces an asymmetricity in the crack driving
force field when the fracture tip is in the diffuse grain boundary regions, see the inset
pictures in figure 8.11b. As a result, both partial as well as complete crack deflections
occur at different spatial points in the computational domain along the grain boundaries,
as highlighted at the last stage in figure 8.11b. In the third case with an anisotropic
crack resistance shown in figure 8.11c, the fracture deflects in the direction of lowest
crack resistance, according to the crystallographic orientation of each grain. As the
anisotropy strength of quartz is weak (i.e. with fα = 0.795), the observed deflections in
different grains are small. It is worthy to note that, in different grains, a nearly constant
crack interface width (calculated between the isolines φc = 0.15 and φc = 0.85) of about
16-18 cells is maintained as shown in the last stage of figure 8.11c. For the final case with
an anisotropic crack resistance of the grains and a lower crack resistance in the grain
boundaries according to the reduction factor ζ = 0.2, the crack driving force field and
the crack path are controlled by the interplay of both the factors.
8.3 Conclusion and outlook
The present work showcases a generalized and rigorous MPF model for fracture prop-
agation in polycrystalline systems based on the Griffith’s theory of rupture [140]. The
MPF model was adapted to address the phenomenon of brittle anisotropic microfractur-
ing in sandstones. To this end, two novel formulations, namely anisotropic and reduced
interfacial crack resistance, were proposed for simulating the interplay of intergranular
and transgranular crack propagation, while accounting for the preferred cleavage planes
within each randomly oriented quartz grain for intragranular fracturing. With the in-
corporated anisotropy in the crack resistance, a nearly constant crack interface width
is ensured in all the quartz grains. The reduced interfacial crack resistance formulation





















Figure 8.11: Simulated fracture path in exemplary geological vein structures with a) isotropic
crack resistance, b) isotropic crack resistance with weaker grain boundaries, c) anisotropic crack
resistance and d) anisotropic crack resistance with weaker grain boundaries. The driving force
field developed near the fracture tip is shown in the inset pictures at all the intermediate stages.
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grain boundaries in a smooth and continuous manner. Using the full parameter space
of the two crack resistance formulations, more complex anisotropies in the bulk region
and along the grain boundaries can be incorporated. In order to demonstrate the model
performance, a uniaxial load was applied in all the presented numerical examples. The
following conclusions are drawn from the simulation results:
1. The crack driving force field developed near the tip of fracture governs the crack
path. This field is dependent upon the stress state and the crack resistance at a
material point.
2. In materials with an anisotropic crack resistance, the crack driving force field ex-
hibits an asymmetricity pointing in the direction of lowest crack resistance, and
thus accounts for preferred cleavage planes within the bulk region of a material.
3. In the polycrystalline materials exhibiting a lower crack resistance along the grain
boundaries, the crack driving force field points along the grain boundary, thereby,
facilitating intergranular fracture propagation.
Simulated fracture patterns in the numerical examples show consistency with respect to
the variation of relevant parameters, which is elucidated as follows:
1. With a decreasing crack resistance along the grain boundaries, the tendency of
fracture to propagate along the grain boundaries increases.
2. With an increasing crack resistance anisotropy strength in a prescribed direction,
the magnitude of crack deflection in the direction of lowest crack resistance in-
creases.
In the present work, the chosen set of material parameters corresponds to quartz, and
was adopted from the previous literature [91, 92, 206]. However, it is remarked that the
model parameters are chosen keeping into consideration the computational costs and the
numerical stability, and may not correspond to real geological systems. The present work,
although limited to 2-D, can be extended to 3-D in a fairly straight-forward manner, the
analyses of which would essentially require more computational resources. Future works
would aim at extending the model that can account for fracturing under more complex
mechanical boundary conditions (e.g. fluid pressurization and hydraulic fracturing). In
loading states where a large portion of the material is expected to be in compressive
stress states, the irreversibility condition for the crack phase-field (i.e. φ̇c ≥ 0) should
be relaxed and suitable conditions for the crack closure must be implemented. When
precise information is available about the rock structures, material properties at grain
scale, anisotropic behavior, loading conditions in e.g. experiments, the model parameters
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can be calibrated to precisely imitate real fracture patterns in multigrain/polycrystalline
systems. The present MPF model can also be applied to simulate fracture propagation
at macroscopic length scales in the materials comprising of large regions of different solid
phases. At this point, a coupling of present model with the macrosopic plasticity models
(e.g. von Mises, Mohr-Coulomb, Drucker-Prager, etc. can be done, so as to describe the
plastic flow behavior of certain phases in a multiphase system.
Chapter 9
Conclusion
In section 9.1, a concise summary of the findings, highlights and the objectives fulfilled in
this research work is presented. Finally, the dissertation is concluded in section 9.2 with
a brief outlook on the future directions and possible extensions of the presented work.
9.1 Summary
In this work, two different geophysical processes in sedimentary rocks, namely syntaxial
overgrowth cementation and brittle anisotropic microfracturing, were studied. To this
end, two multiphase-field (MPF) models were adapted. The feasibility of the phase-field
method in capturing the essential physics of the two problems and tackling the mi-
crostructure evolution efficiently and elegantly was amply demonstrated. The results of
syntaxial overgrowth cementation, while reproducing the previously known microstruc-
tural patterns, significantly enhance our current understanding of the process controls
and their implications on the petrographical and petrophysical rock properties. More-
over, the results of fracturing advocate the versatility and robustness of the adapted MPF
model of fracture in capturing the impact of grain-scale heterogeneities and anisotropies
of sedimentary rocks on the crack geometries. The findings, highlights and the objectives
fulfilled in the present dissertation are summarized as follows:
In chapter 5, the effect of physical boundary conditions such as the relative crack
opening rates and initial crack aperture in modulating the morphologies of calcite veins
in limestones was studied. For this purpose, a MPF model based on the time-dependent
Ginzburg-Landau (TDGL) theory was employed. Although the model is phenomeno-
logical in a sense that it lacks the details of the molecular interactions, it is now well-
established that the crystal morphologies observed experimentally and in naturally occur-
ing rocks can be reproduced by the methodology [15–18, 110]. The numerically obtained
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vein textures in two dimensions 2-D were qualitatively compared with the natural calcite
vein samples with good agreement. Although the role of the interplay of crack opening
rates and cement growth rates in the formation of different vein textures was first pro-
posed by Mügge [80], and later numerically explored using a front tracking approach by
Hilgers et al. [79], the results presented in chapter 5 serve as the first report elucidat-
ing a novel transition from uniform to non-uniform fibrous vein morphologies based on
the initial crack apertures. The numerical results and the studied boundary conditions
can further serve as a guideline regarding the appropriate selection of process parameters
for the experimentalists as well as in the development projects of engineered geothermal
systems.
In chapter 6, the MPF model of cementation was adapted for simulating the anisotropic
quartz cement growth in sandstones in three dimensions (3-D). The numerical data sets
generated in the phase-field simulations were utilized to study the role of grain size of
unicrystalline quartz aggregates on the evolving physical properties of sandstones during
cementation. As a direct extension to this study, the impact of quartz cementation in
sandstones composing of varying fractions of polycrystalline quartz aggregates on the
physical properties was investigated in chapter 7. To this end, the MPF model utilized
in the previous chapter 6 was extended based on the work of Wendler et al. [15].
With the extensions, the faceting-dependent growth tendencies of quartz cements were
more rigorously accounted. Further, a phenomenologically more appropriate prescrip-
tion for the motion of triple junctions (shared between the solid-solid-liquid phases) was
adopted, as it plays an important role in modulating the polycrystalline cement mor-
phologies. Moreover, the set of phase-field parameters was determined at a temperature
and pressure matching the common reservoir conditions, based on the procedure pro-
posed by Wendler et al. [15], while a previously unknown kinetic parameter was
calibrated using the simulations of unrestricted growth and an experimentally reported
growth tendency of quartz cements [36]. Furthermore, a novel procedure for generating
the realistic 3-D digital grain packs that fairly represent natural sandstones in terms of
grain shapes, size distributions and depositional porosity was presented. The numeri-
cal data sets generated through the simulated quartz cementation in these packs were
postprocessed and analysed for the role of polycrystallinity of quartz aggregates on the
evolving physical properties of sandstones. The phase-field simulations of chapters 6
and 7, while producing unicrystalline as well as polycrystalline quartz cement textures
that exhibit clear similarities with the corresponding morphologies observed in the thin-
section microphotographs of natural sandstone samples, recovered several petrophysical
aspects of the process. In particular, the numerically derived relationships between the
petrophysical properties (such as cement volumes, porosity, permeability and pore size
distributions) and their variation in sandstones, differing on the basis of the grain size and
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fraction of polycrystalline quartz aggregates, showed good agreement with the previous
hydrothermal experiments [36, 44] and the empirical equations [193, 204].
In chapter 8, a separate MPF model of fracture, also based on the TDGL theory, was
adapted to simulate the brittle anisotropic microfracturing in sandstones. To this end,
two novel formulations, namely a) anisotropic and b) reduced interfacial crack resistance,
were proposed and incorporated for simulating the interplay of intergranular and trans-
granular fracturing, while exhibiting preferred cleavage planes within each quartz grain.
It was shown that the MPF model with these formulations predicted consistent fracture
patterns in the multigrain sandstones. Within the full parameter space of the two formu-
lations, the presented MPF model can simulate more complex material behavior based
on fracture toughness (e.g. other directional dependencies in the bulk of grains, stiffer
grain boundaries).
9.2 Future directions
Although the work presented in this dissertation is complete in its own right, several
interesting extensions are possible.
The work in chapter 5 explores only the bitaxial crack-seal mechanism in syntaxial
calcite veins under normal crack opening increments in 2-D. However, a whole range of
vein growth mechanisms based on different combinations of growth directions (e.g. uni-
taxial, antitaxial), location of new fractures (e.g. ataxial), cement type (e.g. calcite,
quartz, dolomite), relative frequency of crack and seal events (e.g. elongate-blocky, fi-
brous, euhedral) and crack opening trajectories (e.g. curved, blade-like crystals) [35] can
be readily investigated in a straightforward manner, even in 3-D [15, 17, 18]. Numerical
studies of vein growth in 3-D would further allow the investigation of flow properties of
different vein structures and their controlling factors [208]. The systematic work-flow of
chapters 6 and 7 can be extrapolated, while adapting and improvising the model formula-
tion, for computationally investigating the impact of other relevant factors such as grain
coatings [209] and hetergeneities arising due to other mineral phases on the evolving rock
morphologies and physical properties.
In the scope of this thesis, a constant fluid supersaturation was considered, which is
a reasonable assumption when a) the particle attachment kinetics is much slower than
diffusion and advection, b) the fluid is continuously replenished with solute and c) the
temperature is invariant. However, in physical systems where the above-mentioned con-
ditions are not met, a coupling with diffusion, temperature and/or flow equations needs
to be incorporated. From the algorithmic point of view, numerical computations in the
adapted MPF models of cementation in chapters 5, 6 and 7 were performed based on the
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explicit time update of phase-fields, which renders the algorithm as conditionally stable,
thereby imposing an upper bound on the choice of numerical time step width. This con-
straint may be relaxed with effective and efficient implementation of implicit schemes,
that would subsequently allow numerical investigations at more realistic fluid supersat-
urations (in case of quartz), which is currently not possible with the present modeling.
These extensions, when effectively implemented, will accentuate a faster bridging between
simulations, experiments and reservoir quality prediction.
The work in chapter 8 showcases a rigorous and generalized MPF model of fracture,
adapted specifically for modeling the brittle crack growth in sandstones, which are essen-
tially anisotropic polycrystalline systems at grain-scale. However, application to other
multiphase / multigrain / polycrystalline systems at different length scales, where distinct
phases may differ in terms of elastic properties, crack resistance in the bulk region and
along the grain boundaries along with their associated anisotropies, is fairly straightfor-
ward. When addressing the process at macroscopic scale, the model can be extended to
account for inelastic response of certain phases of a multiphase system, based on different
plasticity models (e.g. Drucker-Prager, von Mises, Mohr-Coulomb). Further, the model
should be extended to account for large deformations using e.g. the logarithmic strain
space formulation [210]. From the algorithmic point of view, the update of mechanical
and phase-fields in the present MPF model of fracture is performed in a staggered manner.
Efforts in the direction of development of faster monolithic schemes, where these fields
are updated simultaneously in each time increment [see e.g. 211], in the MPF framework
could be beneficial with respect to the convergence characteristics, while addressing the
aforementioned model extensions.
The work-flow, results and analysis procedures demonstrated in this thesis can serve
as guidelines for the proposal, development and execution of multidisciplinary research
projects, where experimental investigations are conducted in parallel to numerical simu-
lations. With the availability of exact experimental data which can then be utilized to
extend, calibrate and validate the MPF models, a more precise and quantitative modeling
of these processes can be achieved.
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[192] H. Füchtbauer. Sandsteine. In Sedimente und Sedimentgesteine, Sediment Petrolo-
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