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RESUMEN 
En este trabajo se analizan problemas de optimización multi-objetivo en situaciones en 
que las preferencias del agente decisor pueden representarse por funciones aditivas y 
solo se dispone de información parcial sobre los pesos de importancia de los objetivos. 
Este análisis puede interpretarse también en términos de decisión en grupo, cuando 
distintos agentes proporcionan pesos distintos para los objetivos, y a partir de ahí hay 
que llegar a un consenso sobre la solución a elegir. En este contexto de información 
parcial se introduce una clase de soluciones que pueden considerarse un compromiso 
entre las soluciones del tipo maximin y las soluciones utilitarias. También se analizan 
algunas de sus principales propiedades 
Palabras claves: Problemas multi-objetivo, pesos de importancia, información 
parcial, conceptos de solución. 
 
ABSTRACT 
We analyze multiple objective optimization problems in situations in which the 
preferences of the decision maker can be represented by additive functions and only 
partial information about the importance of the objectives is available. This analysis can 
also be interpreted in terms of group decision-making when different agents provide 
different weights for the objectives, and a consensus about the solution to choose has to 
be reached. In this context of partial information we introduce a class of solutions that 
can be considered as a compromise between the solutions based on a maxmin criterion 
and the utilitarian solutions. We also analyze some of their main properties. 
Keywords: Multi-objective problems, importance weights, partial information, 
solution concepts 
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1.- Introduccio´n
Con objeto de motivar el ana´lisis del problema multi-objetivo y las soluciones que
se presentan a continuacio´n, comenzamos este trabajo con un ejemplo ilustrativo.
Ejemplo 1: Un modelo de produccio´n con incertidumbre sobre los precios.
Consideremos una empresa que fabrica dos productos, Z1 y Z2, de acuerdo a una
tecnolog´ıa que le permite producir en un conjunto de produccio´n posible (CPP) como
el representado en la Figura 1.
Figura 1: CPP en un ejemplo con dos productos.
Z1
Z2
CPP
Supondremos que el CPP es compacto (las producciones esta´n acotadas y adema´s
las combinaciones de productos en la frontera del CPP son producibles en la tec-
nolog´ıa considerada), comprehensivo (si la combinacio´n de productos z = (z1, z2) se
puede producir, tambie´n se puede producir cualquier combinacio´n z′ = (z′1, z
′
2), con
z′1 ≤ z1 y z′2 ≤ z2) y convexo (cualquier combinacio´n convexa de dos posibles puntos
en el CPP pertenece tambie´n al CPP). Estos supuestos son habituales en distintos
modelos de negociacio´n y de produccio´n existentes en la literatura.
El problema que se plantea es elegir, de entre las alternativas en el CPP, la
produccio´n que maximice una determinada funcio´n de utilidad que esta´ basada
en los precios. Si se conocieran los ma´ximos precios, λ1 y λ2, que el mercado
es capaz de absorber para los productos Z1 y Z2 respectivamente, la produccio´n
o´ptima estar´ıa automa´ticamente determinada al maximizar la funcio´n de utilidad
f(z) = λ1z1 + λ2z2. Esta solucio´n es conocida en la literatura como la solucio´n
utilitaria. La denotamos por Su y la representamos en la Figura 2.
Figura 2: Solucio´n utilitaria.
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Normalmente es dif´ıcil predecir los precios que el mercado absorbera´, pero, en
muchos casos s´ı se puede asumir cierta informacio´n imprecisa sobre dichos precios.
En este ejemplo supondremos que se sabe que el producto Z1 es ma´s caro o a lo
sumo tiene el mismo precio que el producto Z2 y que, por otro lado, el precio del
producto Z1 a lo ma´s duplica el precio del producto Z2.
1
En este trabajo, con la informacio´n imprecisa facilitada, deﬁniremos una nueva
solucio´n que llamaremos solucio´n utilitaria de compromiso (SUC) y denoretamos
por Suc. Esta´ basada en un principio conservador segu´n el cual, se asigna a cada
combinacio´n de productos factible la peor de las valoraciones posibles, teniendo en
cuenta todos los precios admisibles incluidos en el conjunto de informacio´n, y se
elige entonces, la produccio´n que maximiza estas peores valoraciones.2
Gra´ﬁcamente, la SUC en este ejemplo, considerando la informacio´n mencionada,
se representa en la Figura 3.
Figura 3: CPP con informacio´n imprecisa sobre los precios.
Z1
Z2
CPP
Suc = z∗ = (z∗1 , z∗2)
El nombre de solucio´n utilitaria de compromiso se justiﬁca porque puede ser
considerada un compromiso entre la solucio´n utilitaria, Su, de la Figura 2 y la
solucio´n maximin basada en un principio igualitario (Rawls, 1971), que aconseja
producir la misma cantidad de cada producto. Si los precios que el mercado es capaz
de absorber son conocidos, la SUC coincide con la solucio´n utilitaria; en cambio, si
no hay ninguna informacio´n sobre dichos precios hay que considerar como poliedro
de informacio´n todo el simplex y la SUC coincide con la solucio´n maximin, que
denotamos por Sm. En la Figura 4 se representan, para el ejemplo considerado, las
tres soluciones: La solucio´n maximin, la SUC y la solucio´n utilitaria.
1Si los precios los suponemos normalizados para pertenecer al simplex ∆1 = {λ = (λ1, λ2) |λ1 ≥
0, λ2 ≥ 0, λ1 + λ2 = 1}, la informacio´n imprecisa disponible en este caso puede representarse
mediante el poliedro Λ = {λ ∈ ∆1 |λ1 ≥ λ2, λ1 ≤ 2λ2}, que llamaremos poliedro de informacio´n.
Los puntos extremos de este poliedro de informacio´n son λ1 = (1/2, 1/2) y λ2 = (2/3, 1/3).
2Un punto z = (z1, z2) del CPP es preferido a otro z′ = (z′1, z
′
2), con respecto al poliedro
de informacio´n Λ, si minλ∈Λ λ1z1 + λ2z2 ≥ minλ∈Λ λ1z′1 + λ2z′2. Esto es equivalente a imponer la
desigualdad para los puntos extremos de Λ, es decir, 1/2z1+1/2z2 ≥ 1/2z′1+1/2z′2 y 2/3z1+1/3z2 ≥
2/3z′1 + 1/3z
′
2.
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Figura 4: SUC, solucio´n utilitaria y solucio´n maximin.
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Z2
CPP Suc
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Obse´rvese que a medida que se incorpora informacio´n sobre los precios la SUC
se adapta mejor a la tecnolog´ıa de cada problema, es decir, toma en consideracio´n
la forma que tiene el CPP. En los dos ejemplos que se representan en la Figura 5, la
solucio´n maximin no tiene en cuenta la capacidad que tiene la empresa de producir
de un producto ma´s que del otro. Sin embargo, con la informacio´n sobre los precios
facilitada, la SUC tiene en cuenta que en estos problemas es posible una pequen˜a
disminucio´n en la fabricacio´n de un producto a cambio de un incremento mayor en
la produccio´n del otro.
Figura 5: SUC en dos CPP correspondientes a tecnolog´ıas diferentes.
Z1
Z2
CPP
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En este Ejemplo 1, con el que hemos decidido comenzar la redaccio´n del trabajo,
estamos ignorando el ana´lisis econo´mico del problema, centra´ndonos en en problema
matema´tico de maximizacio´n de ambas producciones (objetivos) dentro de un con-
junto factible y utilizando los precios como pesos de importancia de los dos objetivos
considerados que se agregan en una funcio´n de utilidad lineal a trozos.
Este es el marco en el que se desarrolla el trabajo: problemas de decisio´n multi-
objetivo en situaciones en las que las preferencias del agente decisor pueden repre-
sentarse por funciones aditivas, y donde se permite imprecisio´n en los pesos de los
objetivos; ma´s concretamente, se dispone de informacio´n parcial sobre los pesos de
los objetivos que se formaliza por medio de restricciones lineales.
El ana´lisis que se presenta en este trabajo puede interpretarse tambie´n en te´rminos
de decisio´n en grupo, cuando un grupo de agentes decisores tiene que resolver un
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problema multi-objetivo y cada uno de ellos proporciona un vector de pesos difer-
ente, la falta de consenso en estas situaciones puede interpretarse como informacio´n
parcial sobre la importancia de los objetivos.
Los trabajos previos sobre el tratamiento de problemas multi-objetivo con in-
formacio´n parcial tratan principalmente de la reduccio´n del conjunto de soluciones
Pareto-o´ptimas, de acuerdo con la informacio´n disponible (ve´ase, por ejemplo, We-
ber (1987), Carrizosa et al. (1995), Ma´rmol et al. (2002)). Hay tambie´n bastante
literatura sobre problemas lineales multi-objetivo en los que los coeﬁcientes de la
funcio´n objetivo no esta´n perfectamente determinados, sino que vienen dados por
intervalos o por medio de relaciones lineales ( por ejemplo, Ma´rmol y Puerto (1997),
Hansen y otros (1989) y Wendell (1985, 2004)). La mayor´ıa de estos trabajos se cen-
tran en analizar la sensibilidad de una solucio´n dada ante cambios factibles en los
para´metros. En un sentido diferente Hinojosa y Ma´rmol (2009) investigan las solu-
ciones que surgen para problemas de decisio´n multi-objetivo con informacio´n parcial
cuando las preferencias del agente decisor se representan por funciones utilitarias o
igualitarias y estudian los principios de racionalidad que los sustentan.
En el presente trabajo se supone que las preferencias del agente decisor pueden
representarse mediante una funcio´n aditiva y desde un punto de vista conservador,
se proponen la soluciones utilitarias de compromiso (SUC) para problemas multi-
objetivo con informacio´n parcial. En nuestro modelo, la informacio´n parcial se
representa mediante un conjunto de informacio´n polie´drico formado por los pesos
de los objetivos que se pueden considerar en la funcio´n utilitaria.
Presentamos tambie´n la caracterizacio´n de la SUC para problemas lineales multi-
objetivo mediante la resolucio´n de un problema escalar lineal.
El resto del trabajo se estructura como sigue: En la Seccio´n 2 se formaliza el
modelo lineal continuo de optimizacio´n multi-objectivo y se deﬁnen formalmente las
soluciones SUC. En la Seccio´n 3 se estudian algunas propiedades que cumple dicha
solucio´n. Finalizamos el trabajo con unos comentarios a modo de conclusiones.
2.- Soluciones utilitarias de compromiso en proble-
mas multi-objetivo con informacion parcial
Consideremos un problema de optimizacio´n con s objetivos que reﬂejan los propo´sitos
diferentes del agente decisor. Este problema lo representamos en su forma general
como sigue:
max z = f(x) = [f1(x), . . . , fr(x), . . . , fs(x)]
s.t : x ∈ Ω
donde Ω es el conjunto factible en el espacio de decisio´n, Ω ⊆ IRn, que consideramos
compacto, comprehensivo y convexo, y f es una funcio´n, f : IRn → IRs, donde fr,
r = 1, 2, . . . , s, son funciones objetivo continuamente diferenciables. Asumimos, sin
pe´rdida de generalidad, que todos los objetivos son de maximizacio´n. Si consider-
amos problemas lineales multi-objetivo, entonces fr, r = 1, 2, . . . , s, son funciones
lineales de x y Ω y f(Ω) = { z ∈ IRs | z = f(x), x ∈ Ω } son conjuntos polie´dricos.
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Un problema multi-objetivo (PMO) lo denotamos por un par (Ω, f). Un punto
x ∈ Ω se denomina una solucio´n factible del problema. Se trata de seleccionar un
subconjunto de soluciones factibles (preferiblemente una u´nica) que sea considerada
deseable por el agente decisor o por el grupo de agentes decisores.
El requisito de Pareto-optimalidad es ba´sico para las soluciones en los problemas
multi-objetivo. Una solucio´n factible es Pareto-o´ptima si los valores de los objetivos
no pueden mejorarse componente a componente.3
Deﬁnicio´n 2.1. Una solucio´n factible x∗ ∈ Ω es Pareto-o´ptima o eﬁciente si no
existe otra, x ∈ Ω, tal que fr(x) > fr(x∗) para todo r = 1, . . . , s. Una solucio´n
factible x∗ ∈ Ω es fuertemente Pareto-o´ptima o fuertemente eﬁciente si no existe
ninguna otra solucio´n factible , x ∈ Ω, tal que fr(x) ≥ fr(x∗) para todo r = 1, . . . , s,
con al menos una desigualdad estricta.
Para cada PMO (Ω, f), el conjunto de soluciones Pareto-o´ptimas (fuertemente
Pareto-o´ptimas) lo denotamos por PO(Ω, f) (FPO(Ω, f)).
En la literatura hay distintos procedimientos para generar soluciones eﬁcientes
(ver, por ejemplo, Chankong y Haimes(1983) y Yano y Sakawa(1989)). La escalar-
izacio´n mediante una suma ponderada es uno de los mas extendidos. No obstante,
en la pra´ctica, el conjunto de soluciones eﬁcientes de un PMO suele contener de-
masidas alternativas para permitir al agente decisor realizar la eleccio´n de la ma´s
preferida. En nuestro contexto, asumiremos inicialmente que las preferencias del
agente decisor (o agentes decisores) se pueden representar por una funcio´n adi-
tiva4, λ · f(x) = ∑sr=1 λrfr(x), y por lo tanto, es posible seleccionar soluciones
eﬁcientes maximizando una funcio´n lineal de las funciones objetivo. En este caso,
los para´metros, λr, se pueden interpretar como pesos de importancia de los objetivos
y el conjunto completo de soluciones Pareto-optimas puede generarse considerando
todos los pesos en el IRs-simplex ∆s−1 =
{
λ ∈ IRs+ |
∑s
r=1 λr = 1
}
.
Cuando se puede determinar un u´nico vector de pesos, λ ∈ ∆s−1, el PMO
es un problema con informacio´n completa y se representa por la terna (Ω, f, λ).
Resolviendo el problema ponderado correspondiente se obtiene un subconjunto de
puntos eﬁcientes (en muchos casos un u´nico punto). La solucio´n obtenida, que se
deﬁne formalmente a continuacio´n, se denomina solucio´n utilitaria.
Deﬁnicio´n 2.2. La solucio´n utilitaria, Su, selecciona para cada problema (Ω, f, λ)
el conjunto
Su(Ω, f, λ) = arg max
x∈Ω
λ · f(x).
Ejemplo 2: Consideremos dos problemas bi-objetivo con informacio´n completa,
(Ω, f, λ1) y (Ω, f, λ2). En el primero, el primer objetivo se considera el doble de
importante que el segundo, es decir, λ1 = (2/3, 1/3)t, y en el segundo se da la
misma importacia a ambos objetivos, es decir, λ2 = (1/2, 1/2)t. Entonces
3Usaremos el te´rmino Pareto-o´ptimo y tambie´n el te´rmino eﬁciente para referirnos a las solu-
ciones en el espacio de decisio´n, Ω. Cuando no haya lugar a confusio´n, usaremos tambie´n el te´rmino
eﬁciente para referirnos a los correspondientes valores en el espacio de objetivos.
4Dados z1, z2 ∈ IRs, denotamos por z1 · z2 al producto escalar de z1 y z2, es decir, z1 · z2 =∑s
r=1 z
1
rz
2
r .
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Su(Ω, f, λ
1) = arg max
x∈Ω
{(2/3)f1(x) + (1/3)f2(x)},
Su(Ω, f, λ
2) = arg max
x∈Ω
{(1/2)f1(x) + (1/2)f2(x)}.
En la Figura 6 se representan las soluciones a dichos problemas en el espacio de
objetivos.
2f1(x) + f2(x) = K
f1(x)
f(Ω)
Su(Ω, f, (2/3, 1/3))
Su(Ω, f, (1/2, 1/2))
f1 + f2 = T
Figura 6: Solucio´n utiltaria.
f2(x)
Sin embargo, el problema de la determinacio´n de los pesos dista bastante de ser
trivial. De ahora en adelante vamos a considerar situaciones en las que la importan-
cia de los objetivos no esta establecida de manera precisa, pero el agente decisor es
capaz de proporcionar un conjunto de informacio´n en el que deben estar los pesos de
los objetivos. Sea Λ un poliedro de pesos que representa la informacio´n disponible
sobre la importancia de los objetivos, Λ ⊆ ∆s−1. Un problema multi-objetivo con
informacio´n parcial es una terna (Ω, f,Λ).
En este tipo de problemas con informacio´n parcial, vamos a extender la nocio´n
de solucio´n utilitaria deﬁniendo una solucio´n de compromiso, que esta´ basada en la
siguiente relacio´n de dominancia en el espacio de objetivos.
Deﬁnicio´n 2.3. Dados z1, z2 ∈ IRs, z1 domina a z2 con respecto a la relacio´n de
dominancia 
Λ, z1 
Λ z2, si minλ∈Λ λ · z1 > minλ∈Λ λ · z2.
Deﬁnicio´n 2.4. El punto z∗ ∈ f(Ω) es no dominado respecto a 
Λ si no existe
otro, z ∈ f(Ω), que lo domine con respecto a dicha relacio´n.
Deﬁnicio´n 2.5. La solucio´n utilitaria de compromiso, Suc, selecciona para cada
problema (Ω, f,Λ) los puntos factibles correspondientes a las soluciones no domi-
nadas respecto de 
Λ, es decir,
Suc(Ω, f,Λ) = arg max
x∈Ω
mΛ(x),
donde mΛ(x) = minλ∈Λ λ · f(x).
Sean λ1, λ2, . . . , λk, los puntos extremos del poliedro Λ. En el siguiente resultado
se prueba que la relacio´n de dominancia 
Λ puede establecerse en funcio´n de los
puntos extremos del poliedro Λ.
Proposicio´n 2.6. z1 
Λ z2 si, y solo si, minh=1,... ,k{λh · z1} > minh=1,... ,k{λh · z2}.
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Demostracio´n: Vamos a probar que minh=1,... ,k{λh · z} = minλ∈Λ λ · z.
En primer lugar, es fa´cil ver que minh=1,... ,k{λh · z} ≥ minλ∈Λ λ · z. Sea ahora
λ∗ ∈ Λ, tal que λ∗ · z = minλ∈Λ λ · z. Se cumple λ∗ =
∑k
i=1 αiλ
i, con 0 ≤ αi ≤ 1 y∑k
i=1 αi = 1. Por tanto,
λ∗ · z =
(
k∑
i=1
αiλ
i
)
· z =
k∑
i=1
αi
(
λi · z) ≥ k∑
i=1
αi min
h=1,... ,k
{λh · z} = min
h=1,... ,k
{λh · z}.
De donde se sigue la igualdad. ✷
Como consecuencia, se obtiene una representacio´n alternativa de la funcio´n mΛ,
como mΛ(x) = min{λ1 · f(x), λ2 · f(x), . . . , λk · f(x)}.
Como se comento´ en el Ejemplo 1, en el caso de ma´xima informacio´n sobre los
pesos de importancia de los objetivos, cuando el conjunto de informacio´n consiste
en un u´nico vector de pesos, la SUC coincide con la solucio´n utilitaria. En el caso
en que no hay ninguna informacio´n sobre dichos pesos de importancia, el conjunto
de informacio´n consiste en todos los pesos posibles en el simplex s-dimensional, ya
que la ausencia de informacio´n no permite descartar ninguno. En este caso la SUC
coincide con la solucio´n maximı´n del problema multiobjetivo.
En este sentido la SUC se considera un compromiso entre la solucio´n utilitaria
y la nocio´n igualitaria que subyace en la solucio´n maximin. Obse´rvese que dicho
compromiso pueder forzarse para que sea un compromiso entre la solucio´n maximin
ponderada por el vector p y la solucio´n utilitaria. Este vector p representa la di-
reccio´n que dirige la solucio´n maximin ponderada con la que coincide la SUC en
ausencia de informacio´n. Puede considerarse como una ponderacio´n a priori que
determina el rayo en el que conﬂuyen las curvas de nivel lineales a trozos que dirigen
la SUC. Dado un vector de componentes estrictamente positivas, p, que llamare-
mos de ponderacio´n a priori, el concepto de solucio´n utilitaria de compromiso puede
generalizarse de la siguiente forma:
Deﬁnicio´n 2.7. La solucio´n utilitaria de compromiso con ponderacio´n a priori p,
que denotamos por Spuc(Ω, f,Λ), es para cada problema (Ω, f,Λ)
Spuc(Ω, f,Λ) = arg max
x∈Ω
mpΛ(x),
donde mpΛ(x) = min
{
λ1·f(x)
λ1·p ,
λ2·f(x)
λ2·p , . . . ,
λk·f(x)
λk·p
}
.
Ejemplo 1 (Continuacio´n): Supongase que en el modelo de produccio´n con incer-
tudumbre sobre los precios del Ejemplo 1, el agente decisor quiere que la produccio´n
se mantenga en el ratio que se viene haciendo en campan˜as anteriores, dos unidades
del producto 1 por cada unidad producida del producto 2, a no ser que la infor-
macio´n imprecisa sobre los precios de mercado aconseje otra cosa. Por tanto, la
ratio p = (2, 1) se considera una ponderacio´n a priori, que debe respetarse en ausen-
cia de informacio´n. En la Figura 7 se observa co´mo con el mismo conjunto de
informacio´n propuesto en el Ejemplo 1, que representa los posibles precios que el
mercado puede absorber, la utilizacio´n de la SUC no aconseja modiﬁcar, en este
ejemplo, el ratio de produccio´n p = (2, 1).
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Figura 7: SUC con informacion imprecisa sobre los precios y ponderacio´n a priori.
f1(x)
Ω Spuc(Ω, f,Λ)
p = (2, 1)
f2(x)
El siguiente resultado caracteriza la SUC como la solucio´n de un problema de
optimizacio´n uni-objetivo que depende de los puntos extremos del poliedro de pesos
de importancia de los objetivos. Obse´rvese que este problema es lineal siempre que
el conjunto de soluciones factibles, Ω, sea un poliedro y f sea lineal.
Proposicio´n 2.8. Dado el poliedro Λ ⊆ ∆s−1, con puntos extremos λj, j = 1, 2, . . . , k
y la ponderacio´n a priori p. El punto factible x∗ es una solucio´n utilitaria de com-
promiso, x∗ ∈ Spuc(Ω, f,Λ), si, y solo si, existe t∗, tal que (t∗, x∗) es solucio´n del
problema de optimizacio´n:
max t
s.a : λ
j ·f(x)
λj ·p ≥ t j = 1, 2, . . . , k
x ∈ Ω

 .
Demostracio´n: Es consecuencia de que mpΛ so´lo depende de los puntos extremos
de Λ, esto es, mpΛ(x) = min
{
λ1·f(x)
λ1·p ,
λ2·f(x)
λ2·p , . . . ,
λk·f(x)
λk·p
}
. ✷
El siguiente ejemplo ilustra el procedimento de obtencio´n de estas soluciones.
Ejemplo 3: Una empresa fabrica los productos P1 y P2 con los recursos R1 y R2
de forma que x unidades del recurso R1 e y unidades del recurso R2 proporcionan
respectivamente 5x−y unidades del producto P1 y 3y unidades del producto P2. Si
las restricciones te´cnicas del problema son y ≤ 5x, x ≤ 1 y x + y ≤ 2, el problema
para maximizar la produccio´n es:
max (f1(x, y) = 5x− y, f2(x, y) = 3y)
s.a : y ≤ 5x
x ≤ 1
x + y ≤ 2
x, y ≥ 0


.
En la Figura 8 se representa la regio´n factible en el espacio de decisio´n y el corre-
spondiente CPP en el espacio de objetivos:
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Figure 8: Region factible en el espacio de decisio´n y en el espacio de objetivos.
R1
f(Ω)
P2
P1
R2
(4, 3)
(5, 0)
(0, 5)(1, 1)
(1, 0)
(13 ,
5
3)
Ω
Cualquier solucio´n factible en los segmentos que unen los puntos (1/3, 5/3) y (1, 1)
y (1, 1) y (1, 0) respectivamente proporcina una produccio´n eﬁciente. Una manera
de elegir entre ellas es tener en cuenta los precios de los productos sobre los que
vamos a imponer distintos grados de incertidumbre:
Caso 1: Se supone el mismo precio para los dos productos. En este caso la SUC
coincide son la solucio´n utilitaria cuando λ = (1/2, 1/2). En la Figura 9 se representa
la solucio´n en el espacio de objetivos. En el espacio de decisio´n la solucio´n es x = 1,
y = 1, lo que lleva a producir 4 unidades del primer producto y 3 del segundo.
Figure 9: Solucio´n utilitaria.
f(Ω)
P2
P1
(4, 3)
(5, 0)
(0, 5)
max 52x + y
s.a : y ≤ 5x
x ≤ 1
x + y ≤ 2
x, y ≥ 0
Caso 2: Se espera que el producto P1 tenga, por lo menos, el mismo precio que el
producto P2. En este caso el conjunto de informacio´n sobre los precios, Λ, tiene
dos puntos extremos, λ = (1, 0) y λ = (1/2, 1/2). El problema lineal a resolver y
la representacio´n gra´ﬁca de la solucio´n en el espacio de objetivos se muestran en la
ﬁgura 10. Obse´rvese que con esta informacio´n la solucio´n coincide con la solucio´n
utilitaria.
Figure 10: SUC cuando λ1 ≥ λ2.
f(Ω)
P2
P1
(4, 3)
(5, 0)
(0, 5)max t
s.a : 5x− y ≥ t
5
2x + y ≥ t
y ≤ 5x
x ≤ 1
x + y ≤ 2
x, y ≥ 0
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Caso 3: Se espera que el producto P2 tenga, por lo menos, el mismo precio que el
producto P1. En este caso el conjunto de informacio´n sobre los precios, Λ, tiene
dos puntos extremos, λ = (0, 1) y λ = (1/2, 1/2). El problema lineal a resolver y
la representacio´n gra´ﬁca de la solucio´n en el espacio de objetivos se muestran en
la ﬁgura 11. La solucio´n es x = 8/9 e y = 10/9 y lleva a producir 10/3 de cada
producto.
Figure 11: SUC cuando λ2 ≥ λ1.
f(Ω)
P2
P1
(103 ,
10
3 )
(5, 0)
(0, 5)max t
s.a : 3y ≥ t
5
2x + y ≥ t
y ≤ 5x
x ≤ 1
x + y ≤ 2
x, y ≥ 0
Por u´ltimo, vamos a replantear los Casos 2 y 3 imponiendo que la produccio´n se
mantenga en la ratio dos unidades del producto P1 por cada unidad fabricada de
P2, siempre que la informacio´n sobre los precios no aconseje otra cosa.
Caso 2’: El problema lineal a resolver y la representacio´n gra´ﬁca de la solucio´n en
el espacio de objetivos se muestran en la ﬁgura 12. Solucio´n x = 1, y = 5/7.
Figure 12: SUC cuando λ1 ≥ λ2.
f(Ω)
P2
P1
(307 ,
15
7 )
(5, 0)
(0, 5)max t
s.a : 52x− 12y ≥ t
5
3x +
2
3y ≥ t
y ≤ 5x
x ≤ 1
x + y ≤ 2
x, y ≥ 0
Caso 3’: El problema lineal a resolver y la representacio´n gra´ﬁca de la solucio´n en
el espacio de objetivos se muestran en la ﬁgura 13. Obse´rvese que de nuevo, en este
caso la SUC coincide con la solucio´n utilitaria.
Figure 13: SUC cuando λ2 ≥ λ1.
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P1
(4, 3)
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3.- Propiedades
Los distintos conceptos de solucio´n en problemas de decisio´n multi-objetivo se basan
en ciertos principios de racionalidad comu´nmente aceptados. Pareto-optimalidad es
un principio ba´sico, otros requisitos resultan deseables en determinadas situaciones
y en funcio´n de ellos el agente decisor puede realizar la eleccio´n del concepto de
solucio´n ma´s apropiado.
Denotemos por P al conjunto de los PMO con informacio´n parcial. De una
forma general, una solucio´n, S, en P es una correspondencia que a cada problema
(Ω, f,Λ) ∈ P le asigna un subconjuto de puntos de Ω.
En lo que sigue vamos a enumerar algunos de los requisitos y propiedades que
pueden o deben cumplir las soluciones de los problemas multi-objetivo.
Pareto optimalidad: Para cada problema (Ω, f,Λ) ∈ P,
S(Ω, f,Λ) ⊆ PO(Ω, f).
Pareto optimalidad fuerte: Para cada problema (Ω, f,Λ) ∈ P,
S(Ω, f,Λ) ⊆ FPO(Ω, f).
La propiedad que introducimos ahora en este contexto de decisio´n multi-objetivo
con informacio´n parcial requiere que el resultado sea independiente de las reduc-
ciones del conjunto de soluciones factibles, es decir, si el conjunto de puntos obtenidos
con la regio´n factible Ω′ tiene elementos en comu´n con un subconjunto suyo com-
pacto, comprehensivo y convexo, Ω, Ω ⊂ Ω′, entonces dichos elementos en comu´n
deben ser tambie´n los puntos obtenidos con la solucio´n para el problema con regio´n
factible Ω. De esta forma las decisiones irrelevantes se pueden descartar de la
solucio´n. En el contexto de la teor´ıa de la negociacio´n, esta propiedad se conoce
como el Axioma de eleccio´n de Arrow y coincide con la propiedad de Indepencia de
las Alternativas Irrelevantes de Nash (Nash (1950)) para soluciones que asignan a
cada problema un u´nico elemento en el conjunto factible.
Independencia de decisiones irrelevantes: Para todo (Ω, f,Λ), (Ω′, f,Λ) ∈ P,
si Ω ⊆ Ω′ y S(Ω′, f,Λ) ∩ Ω = ∅, entonces S(Ω, f,Λ) = S(Ω′, f,Λ) ∩ Ω.
Proposicio´n 3.1. En la clase de problemas multi-objetivo con informacio´n parcial
P, Spuc cumple Pareto-optimalidad e Independencia de Decisiones Irrelevantes para
cualquier p de componentes positivas.
Demostracio´n: Spuc es Pareto-o´ptima porque si para un problema (Ω, f,Λ) ∈ P
existiera x ∈ Spuc(Ω, f,Λ) \ PO(Ω, f), entonces existir´ıa y ∈ Ω tal que fr(y) > fr(x)
para todo r = 1, 2, . . . , s y, por tanto:
min
λ∈Λ
{
λ · f(y)
λ · p
}
=
λ∗ · f(y)
λ∗ · p >
λ∗ · f(x)
λ∗ · p ≥ minλ∈Λ
{
λ · f(x)
λ · p
}
y esto contradice la deﬁnicio´n 2.7.
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Para probar que Spuc veriﬁca Independencia de Decisiones Irrelevantes, considere-
mos Ω ⊆ Ω′ y x ∈ Spuc(Ω′, f,Λ) ∩ Ω. Como mpΛ(x) = maxy∈Ω′ mpΛ(y) y x ∈ Ω,
entonces mpΛ(x) = maxy∈Ω m
p
Λ(y) y x ∈ Spuc(Ω, f,Λ). Por lo tanto, Spuc(Ω′, f,Λ)∩Ω ⊆
Spuc(Ω, f,Λ).
Rec´ıprocamente, consideremos x ∈ Spuc(Ω, f,Λ). Obviamente se veriﬁca que mpΛ(x) =
maxy∈Ω m
p
Λ(y) ≤ maxy∈Ω′ mpΛ(y). Pero como Spuc(Ω′, f,Λ)∩Ω = ∅, entonces mpΛ(x) =
maxy∈Ω′ m
p
Λ(y) y x ∈ Spuc(Ω′, f,Λ, p). Por lo tanto, Spuc(Ω, f,Λ) ⊆ Spuc(Ω′, f,Λ) ∩ Ω
y se tiene el resultado. ✷
La siguiente es una propiedad de simetr´ıa. La Neutralidad requiere que si
i) el agente decisor es neutral con respecto a los objetivos, de forma que si se da
una cierta relacio´n entre la importancia de e´stos, la relacio´n se sigue mante-
niendo si los objetivos se renombran. Esto se traduce en que el conjunto de
informacio´n es sime´trico5, y
ii) si puede obtenerse una determinada combinacio´n de valores de los objetivos,
tambie´n puede obtenerse cualquier permutacio´n de ella, es decir, el conjunto
factible en el espacio de objetivos es sime´trico,
entonces, la solucio´n debe proporcionar un punto donde todos los objetivos alcanzan
el mismo valor.
Neutralidad Para cada (Ω, f,Λ) ∈ P, tal que f(Ω) y Λ sean sime´tricos y Λ tenga
ma´s de un elemento, si x ∈ S(Ω, f,Λ), entonces fr(x) = fl(x) para todo r, l =
1, . . . , s.
Proposicio´n 3.2. El la clase de problemas multi-objetivo con informacio´n parcial
P, Spuc cumple la propiedad de Neutralidad si, y so´lo si, p = αe para algu´n α > 0.6
Demostracio´n: Supongamos, en primer lugar, que Spuc es neutral y consideremos un
problema (Ω∗, f,Λs−1) ∈ P donde f(Ω∗) = {z ∈ IRs+ |
∑s
1 zr ≤ k}, k > 0. Como el
simplex s-dimensional es sime´trico y f(Ω∗) tambie´n lo es, por la neutralidad de Spuc,
si x ∈ Spuc(Ω∗, f,Λs−1), entonces f(x) = βe, para algu´n β > 0. Como, por otro lado,
al no haber informacio´n sobre los pesos de importancia de los objetivos, el resultado
coincide con el obtenido por la solucio´n maximin, es decir, Spuc(Ω
∗, f,Λs−1) = {x}
con f(x) = γp, para algu´n γ > 0, se sigue que p = αe, para algu´n α > 0.
Consideremos ahora p = αe, para algu´n α > 0. No´tese que si p = βq, con β > 0,
entonces Spuc ≡ Squc. Por tanto, basta probar la neutralidad de Seuc. Obse´rvese que si
Λ es sime´trico, dado un punto extremo de Λ, todas sus permutaciones esta´n tambie´n
en Λ. Consideremos x ∈ Seuc(Ω, f,Λ). Existe un punto extremo de Λ, λ ∈ Λ, tal que
meΛ(x) = λ · f(x). No´tese que, como Λ tiene mas de un elemento, λ tiene al menos
dos componentes distintas, pues en otro caso λ ser´ıa el u´nico punto extremo de Λ.
5Si un vector de ponderaciones pertenece al conjunto de informacio´n, cualquier otro vector que
se obtenga permutando sus componentes tambie´n esta´ en el conjunto de informacio´n.
6Denotamos por e ∈ IRs, al vector e = (1, 1, . . . , 1).
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Supongamos, por reduccio´n al absurdo, que para algu´n i, j, fi(x) = fj(x). Por la
simetr´ıa de f(Ω)7, f(x)π ∈ f(Ω) para toda permutacio´n π ∈ Π. Como la combi-
nacio´n convexa de todos los vectores anteriores esta´ tambie´n en f(Ω) existe x∗ ∈ Ω
tal que
f(x∗) =
1
n!
∑
π∈Π
f(x)π.
Probaremos que meΛ(x) = λ · f(x) < λ · f(x∗), y esto contradice el hecho de que
x ∈ Seuc(Ω, f,Λ). Obse´rvese que
λ · f(x∗) = 1
n!
n∑
i=1
λi
(∑
π∈Π
(f(x)π)i
)
=
1
n!
n∑
i=1
fi(x)
(∑
π∈Π
(λπ)i
)
=
1
n!
∑
π∈Π
λπ · f(x).
Como λπ tiene al menos dos componentes diferentes, entonces
1
n!
∑
π∈Π
λπ · f(x) > min
π∈π
{λπ · f(x)} = λ · f(x) = meΛ(x).
Por lo tanto, si x ∈ Seuc(Ω, f,Λ) entonces fi(x) = fj(x) para todo i, j, y por lo tanto
Seuc satisface Neutralidad. ✷
4.- Comentarios ﬁnales
La principal ventaja de las soluciones utilitarias de compromiso para problemas de
optimizacio´n multi-objetivo que se presentan en este trabajo, es que seleccionan
soluciones factibles Pareto-o´ptimas a partir de la informacio´n proporcionada por
el agente decisor o agentes decisores, de la misma manera que lo hace una solucio´n
utilitaria y por lo tanto, el conjunto de soluciones factibles Pareto-o´ptimas utilitarias
de compromiso suele ser bastante reducido, siendo, en muchos casos, una u´nica
solucio´n.
Otra importante ventaja de la SUC es que para su implementacio´n so´lo es nece-
sario solicitar del centro decisor informacio´n parcial sobre la importancia de los
objetivos. Esta informacio´n, que se formaliza mediante restricciones lineales entre
los pesos, es mas fa´cil de obtener que una informacio´n de tipo cardinal.
Adema´s, cuando esta informacio´n sobre los pesos es escasa o demasiado difusa, la
SUC permite incorporar una ponderacio´n a priori que represente las preferencias del
centro decisor, de forma que la solucio´n conserve cierta proporcionalidad en ausencia
de suﬁciente informacio´n, en el espacio de objetivos.
Esta doble incorporacio´n de informacio´n que permite la SUC, para la bu´squeda
de la solucio´n Pareto-o´ptima ma´s preferida de entre todas las soluciones factibles
Pareto-o´ptimas, hace que este concepto de solucio´n tenga una gran potencialidad
de cara a la resolucio´n en la pra´ctica de problemas reales. En el caso de conjuntos
7Una permutacio´n del conjunto {1, 2, . . . , s}, π, es una biyeccio´n de {1, 2, . . . , s} en {1, 2, . . . , s}.
Al conjunto de todas las permutaciones del conjunto {1, 2, . . . , s} lo denotamos por Π. Denotemos,
as´ımismo, por zπ al vector (zπ(1), zπ(2), . . . , zπ(s)).
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factibles polie´dricos y funciones objetivo lineales, la SUC se obtiene simplemente me-
diante la resolucio´n de un problema lineal uni-objetivo. En particular, la utilizacio´n
de estas soluciones apuntan ventajas en los modelos de Ana´lisis Envolvente de Datos
(DEA) de cara a establecer puntos de referencia mas realistas que tengan en cuenta
las preferencias parcialmente especiﬁcadas por un decisor o por los miembros de un
grupo de decisores.
Entre los inconvenientes de la SUC, vamos a destacar que esta solucio´n, al
igual que el resto de las soluciones basadas en nociones utilitarias, no cumple una
propiedad deseable en determinadas situaciones, la Monoton´ıa. Esta propiedad re-
quiere que si se ampl´ıa el conjunto factible en un PMO, en la solucio´n del problema
con regio´n factible mayor deber´ıan poderse encontrar soluciones factibles con to-
dos los objetivos mejores o iguales. La Figura 8 ilustra el hecho de que la SUC
no satisface la propiedad de monoton´ıa. Obse´rvese que cuando el conjunto factible
se ampl´ıa, el segundo objetivo alcanza valores mas bajos en todos los puntos que
proporciona la SUC.
Spuc(Ω, f,Λ)
Figura 14: Spuc no es mono´tona
f1(x)
Spuc(Ω′, f,Λ)
p
f(Ω)
f2(x)
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