The number of people affected by speech problems is increasing as the modern world places increasing demands on the human voice via mobile telephones, voice recognition software, and interpersonal verbal communications. In this paper, we propose a novel methodology for automatic pattern classification of pathological voices. The main contribution of this paper is extraction of meaningful and unique features using Adaptive time-frequency distribution (TFD) and nonnegative matrix factorization (NMF). We construct Adaptive TFD as an effective signal analysis domain to dynamically track the nonstationarity in the speech and utilize NMF as a matrix decomposition (MD) technique to quantify the constructed TFD. The proposed method extracts meaningful and unique features from the joint TFD of the speech, and automatically identifies and measures the abnormality of the signal. Depending on the abnormality measure of each signal, we classify the signal into normal or pathological. The proposed method is applied on the Massachusetts Eye and Ear Infirmary (MEEI) voice disorders database which consists of 161 pathological and 51 normal speakers, and an overall classification accuracy of 98.6% was achieved.
Introduction
Dysphonia or pathological voice refers to speech problems resulting from damage to or malformation of the speech organs. Dysphonia is more common in people who use their voice professionally, for example, teachers, lawyers, salespeople, actors, and singers [1, 2] , and it dramatically effects these professional groups's lives both financially and psychosocially [2] . In the past 20 years, a significant attention has been paid to the science of voice pathology diagnostic and monitoring. The purpose of this work is to help patients with pathological problems for monitoring their progress over the course of voice therapy. Currently, patients are required to routinely visit a specialist to follow up their progress. Moreover, the traditional ways to diagnose voice pathology are subjective, and depending on the experience of the specialist, different evaluations can be resulted. Developing an automated technique saves time for both the patients and the specialist and can improve the accuracy of the assessments.
Our purpose of developing an automatic pathological voice classification is training a classification system which enables us to automatically categorize any input voice as either normal or pathological. The same as any other signal classification methods, before applying any classifier, we are required to reduce the dimension of the data by extracting some discriminative and representative features from the signal. Once the signal features are extracted, if the extracted features are well defined, even simple classification methods will be good enough for classification of the data. There have been some attempts in literature to extract the most proper features. Temporal features, such as, amplitude perturbation and pitch perturbation [3, 4] have been used for pathological speech classification; however, the temporal features alone are not enough for pathological voice analysis. Spectral and cepstral domains have also been used for pathological voice feature extraction; for example, mean fundamental frequency and standard deviation of the frequency [4] , energy spectrum of a speech signal [5] , mel-frequency cepstral coefficients (MFCCs) [6] , and linear prediction cepstral coefficients (LPCCs) [7] have been used as pathological voice features. Gelzinis et al. [8] and Sáenz-Lechón et al. [9] provide a comprehensive review of the current pathological feature extraction methods and their outcomes. We mention only few of the techniques which reported a high accuracy; for example, Parsa and Jamieson in [10] achieves 96.5% classification using four fundamental frequency dependent features and two independent features based on the linear prediction (LP) modeling of vowel samples. In [7] , GodinoLlorente et al. feed MFCC coefficients of the vowel /ah/ from both normal and pathological speakers into a neuralnetwork classifier, and achieve 96% classification rate. In [11] , Umapathy et al. present a new feature extraction methodology. In this paper, the authors propose a segment free approach to extract features such as octave max and mean, energy ratio and length, and frequency ratio from the speech signals. This method was applied on continuous speech samples, and it resulted in 93.4% classification accuracy.
In this paper, we study feature extraction for pathological voice classification and propose a novel set of meaningful features which are interpretable in terms of spectral and temporal characteristics of the normal and pathological signals. In Section 2, we explain the proposed methodology. Section 3 provides an overview of the desired characteristics of the selected signal analysis domain and chooses a signal representation which satisfies the criteria. Section 4 describes nonnegative matrix factorization (NMF) as a part-based matrix decomposition (MD). In Section 5, we propose a novel temporal and spectral feature set and apply a simple classifier to train the pattern classifier. Results are given in Section 6, and conclusion is described in Section 7.
Methodology
In this paper, we propose a novel approach for automatic pathological voice feature extraction and classification. The majority of the current methods apply a short time spectrum analysis to the signal frames, and extract the spectral and temporal features from each frame. In other words, these methods assume the stationarity of the pathological speech over 10-30 milliseconds intervals and represent each frame with one feature vector; however, to our knowledge, the stationarity of the pathological speech over 10-30 milliseconds has not been confirmed yet, and as a matter of fact, our observation from the TFD of abnormal speech evident that there are more transients in the abnormal signals, and the formants in pathological speech are more spread and are less structured. Another shortcoming of the current approaches is that they require to segment the signal into short intervals. Using an appropriate signal segmentation has always been a controversial topic in windowed TF approaches. Since the real world signals have nonstationary dynamics, segmentation at nonstationarity parts of the signal could loose the useful information of the signal. To overcome these limitations, we propose a novel approach to extract the TF features from the speech in a way that it captures the dynamic changes of the pathological speech. Figure 1 is a schematic of the proposed pathological speech classification approach. As shown in this figure, a joint TF representation of the pathological and normal signals is estimated. It has been shown that TF analysis is effective for revealing non-stationary aspects of signals such as trends, discontinuities, and repeated patterns where other signal processing approaches fail or are not as effective. However, most of the TF analyses have been utilized for visualization purpose, and quantification and parametrization of TFD for feature extraction and automatic classification have not been explicitly studied so far. In this paper, we explore TF feature extraction for pathological signal classification. As we mention in Section 3, not every TF signal analysis is suitable for our purpose. In Section 3, we explain the criteria for a suitable TFD and propose Adaptive TFD as a method which successfully captures the temporal and spectral localization of the signals components.
Once the signal is transformed to the TF plane, we interpret the TFD as a matrix V M×N and apply a matrix decomposition (MD) technique to the TF matrix as given below
w i h i (1) where N is the length of the signal, M is the frequency resolution of the constructed TFD, and r is the order of MD. Applying an MD on the TF matrix V , we derive the TF matrices W and H, which are defined as follows:
In (1), MD reduces the TF matrix (V ) to the base and coefficient vectors ({w i } i=1,...,r and {h i } i=1,...,r , resp.) in a way that the former represents the bases components in the TF signal structure, and the latter indicates the location of the corresponding base vectors in time. The estimated base and coefficient vectors are used in Section 5 to extract novel joint time and frequency features. Despite the window-based feature extraction approaches, the proposed method does not take any assumption about the stationarity of the signal, and MD automatically decides at which interval the signal is stationarity. In this paper, we choose nonnegative matrix factorization (NMF) as the MD technique. NMF and the optimization method are explained in Section 4. Finally, the extracted features are used to train a classifier. The classification and the evaluation are explained in Section 5.3.
Signal Representation Domain
The TFD, V (t, f ), that could extract meaningful features should preserve joint temporal and spectral localization of the signal. As shown in [12] , the TFD that preserves the time and frequency localized components has the following properties:
(1) There are nonnegative values.
In order to produce meaningful features, the value of the TFD should be positive at each point; otherwise the extracted features may not be interpretable, for example, Wigner-Ville distribution (WVD) always gives the derivative of the phase for the instantaneous frequency which is always positive, but it also gives that the expectation value of the square of the frequency, for a fixed time, can become negative which does not make sense [13] . Moreover, it is very difficult to explain negative probabilities.
(2) There are correct time and frequency marginals.
where V (t, f ) is the TFD of signal x(t) with Fourier transform of X( f ). The TFD which satisfies the above criteria is called positive TFD [13] . A positive TFD with correct marginals estimates a cross-term free distribution of the true joint TF distribution of the signal. Such a TFD provides a high TF localization of the signal energy, and it is therefore a suitable TF representations for feature extraction from non-stationary signals. In this study, we use a TFD that satisfies the criteria in (5) However, the shortcoming of MP-TFD is that it does not necessarily satisfy the marginal properties. As described by Krishnan et al. [14] , we apply a crossentropy minimization to the matching pursuit TFD (MP-TFD) denoted by V (t, f ), as a prior estimate of the true TFD, and construct an optimal estimate of TFD, denoted by V (t, f ) in a way that the estimated TFD satisfies the time and frequency marginals, m 0 (t) and m 0 ( f ), respectively.
The Adaptive TFD is iteratively estimated from the MP-TFD as given below.
(1) The time marginal is satisfied by multiplying and then dividing the TFD by the desired and the current time marginal:
where p(t) is the time marginal of V (t, f ). At this stage, V (0) (t, f ) has the correct time marginal. (2) The frequency marginal is satisfied by multiplying and then dividing the TFD by the desired and the current frequency marginal:
where
At this stage V (1) (t, f ) satisfies the frequency marginal condition, but the time marginal could be disrupted. (3) It is shown that repeating the above steps makes the estimated TFD closer to the true TF representation of the signal.
Matrix Decomposition
We consider the TFD, V (t, f ), as a matrix, V M×N , where N is the number of samples, and M is the frequency resolution of the constructed TFD, for example, given an 81.92 ms frame with sampling frequency of 25 kHz, N is 2048 and the highest possible frequency resolution, M, is 1024, which is half of the frame length. Next, we apply an MD technique to decompose the TF matrix to the components, W M×r and H r×N , in a way that V ≈ WH. W and H matrices are called basis and encoding, matrices respectively, and r < N is the number of the decomposition. Depending on the utilized matrix decomposition technique, the estimated components satisfy different criteria and offer variant properties. The MD techniques that is suitable for TF quantification has to estimate the encoding and base components with a high TF localization. Three well-known MD techniques are Principal Component Analysis (PCA), Independent Component Analysis (ICA), and Nonnegative Matrix Factorization (NMF). PCA finds a set of orthogonal components that minimizes the mean squared error of the reconstructed data. The PCA algorithm decomposes the data into a set of eigenvectors W corresponding to the first r largest eigenvalues of the covariance matrix of the data, and H, the projection of the data on this space. ICA is a statistical technique for decomposing a complex dataset into components that are as independent as possible. If r independent components w 1 · · · w r compose r linear mixtures v 1 · · · v n as V = WH, the goal of ICA is estimating H, while our observation is only the random matrix V . Once the matrix H is estimated, the independent components can be obtained as W = VH −1 . NMF technique is applied to a nonnegative matrix and constraints the matrix factors W and H to be nonnegative. In a previous study [15] , we demonstrated that NMF decomposed factors promise a higher TF representation and localization compared to ICA and PCA factors. In addition, as it was mentioned in Section 3, the negative TF distributions do not result in interpretable features, and they are not suitable for feature extraction. Therefore, in this paper, we use NMF for TF matrix decomposition.
NMF algorithm starts with an initial estimate for W and H and performs an iterative optimization to minimize a given cost function. In [16] , Lee and Seung introduce two updating algorithms using the least square error and the Kullback-Leibler (KL) divergence as the cost functions:
Least square error
In these equations, A · B and A/B are term by term multiplication and division of the matrices A and B.
Various alternative minimization strategies have been proposed [17] . In this work, we use a projected gradient bound-constrained optimization method which is proposed by Lin [18] . The optimization method is performed on function f = V − WH and is consisted of three steps.
(1) Updating the Matrix. W In this stage, the optimization of f H (W) is solved with respect to W, where f H (W) is the function f = V − WH, in which matrix H is assumed to be constant. In every iteration, matrix W is updated as
where t is the iteration order, ∇ f H (W) is the projected gradient of the function f , while H is constant, and α t is the step size to update the matrix. The step size is found as α t = β Kt . Where β 1 , β 2 , β 3 , . . . are the possible step sizes, and K t is the first nonnegative integer for which
where the operator ·, · is the inner product between two matrices as defined
In [18] , values of σ and β are suggested to be 0.01 and 0.1, respectively. Once the step size, α t , is found, the stationarity condition of function f H (W) at the updated matrix is checked as
where ∇ f H (W 1 ) is the the projected gradient of the function f H (W) at first iteration (t = 1), is a very small tolerance, and ∇ P f H (W) is the projected gradient defined as
If the stationary condition is met, the procedure stops, if not, the optimization is repeated until the point W t+1 becomes a stationary point of f H . 
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The gradient-based NMF is computationally competitive and offers better convergence properties than the standard approach, and it is, therefore, used in the present study.
Feature Extraction and Classification
In this section, we extract a novel feature set from the decomposed TF base and coefficient vectors (W and H). Our observations evident that the abnormal speech behaves differently for voiced (vowel) and unvoiced (constant) components. Therefore, prior to feature extraction, we divide the base vectors into two groups: (a) Low Frequency (LF): the bases with dominant energy in the frequencies lower than 4 kHz, and (b) High Frequency (HF): the bases with major energy concentration in the higher frequencies.
Next, as depicted in Figure 2 , we extract four features from each LF base and five features from each HF base while only two of these two feature sets are the same. In order to derive the discriminative features of normal and abnormal signals, we investigate the TFD difference of the two groups. To do so, we choose one normal and one pathological speech and construct the Adaptive TFD of each 80 ms frame of the signals. The sum of the TF matrices for each speech is shown in Figure 3 . We observed two major differences between the pathological and the normal speech: (1) the pathological signal has more transient components compared to the normal signal, and (2) the pathological voice presents weaker formants compared to the normal signal.
Base on the above observations, we extract the following features from the coefficient and base vectors.
Coefficient Vectors.
It is observed that the pathological voice can be characterized by its noisy structure. The more transients and discontinuities are present in the signal, the more abnormality is observed in the speech. Two features are proposed to represent this characteristic of the pathological speech. 
The above function is unity if and only if h i contains a single nonzero component and is zero if and only if all the components are equal. The sparsity measure in (15) has been used for applications such as NMF matrix decomposition with more part-based properties [19] ; however, it has never been used for feature extraction application. The next proposed feature differentiates the discontinuity characteristics of the pathological speech from the normal signal.
Sum of Derivative. We have
D hi captures the discontinuities and abrupt changes, which are typical in pathological voice samples.
Base Vectors.
The base vectors represent the frequency components present in the signal. The dynamics of the voice abnormality varies between HF and LF-bases groups. Hence, we extracted different frequency features for each group.
Moments.
Our observation showed that in the pathological speech, the HF bases tend to have bases with energy concentration at higher frequencies compared to the normal signals. To discriminate this abnormality property, we extract the first three moments of the base vectors as the features:
where MO 1 , MO 2 , and MO 3 are the three moments, and M is the frequency resolution. The moment features are extracted from HF bases; the higher are the frequency energies, the larger will the feature values be. Although these features are useful for distinguishing the abnormalities of ) is constructed using adaptive TFD with Gabor atoms, 100 MP iterations and 5 MCE iterations. As evident in theses figures, the pathological signal has more transient components specially at high frequencies. In addition, the TF of the pathological signal presents weak formants, while the normal signal has more periodicity in low frequencies, and introduces stronger formants.
the HF components, there are not useful for representing the abnormalities of the LF bases. The reason is that the major frequency changes in the LF components is dominated by the difference in pitch frequency of speech from one speaker to another speaker, and it does not provide any discrimination between normality or abnormality of the speech. Two features are proposed for LF bases.
Sparsity.
As is known in literature, it is expected to observe periodic structures in the low frequency components of the normal speech. Therefore, when a large amount of scattered energy is observed in the low frequency components, we conclude that a level of abnormality is present in the signal. To measure this property, we propose the sparsity of the base vectors {w i } i=1,...,M as given below:
For normal signals we expect to have higher sparsity features, while pathological speech signals have lower sparsity values.
Sharpness.
S wi measures the spread of the components in low frequencies. In addition, we need another feature to provide an information on the energy distribution in frequency. Comparing the LF bases of the normal and the pathological signals, we notice that normal signals have strong formants; however, the pathological signals have weak and less structured formants.
For each base vector, first we calculate the Fourier transform as given
where M is length of the base vector, and W i (ν) is the Fourier transform of the base vector w i . Next, we perform a second Fourier transform on the base vector, and obtain W i (κ) as follows:
Finally, we sum up all the values of |W (κ)| for κ more than m 0 , where m 0 is a small number:
In Appendix B, we demonstrate that SH wi is a large value for bases representing strong formants, such as in normal speech, but is a small value for distorted formants, such as in pathological speech. Figure 1 , once the features are extracted, we feed them into a pattern classifier, which consists of a training and a testing stage.
Classification. As it is shown in

Training Stage.
Various classifiers were used for pathological voice classification [8] , such as, the linear discriminant analysis, hidden Markov models, and neural networks.
In the proposed technique, we use K-means clustering as a simple classifier. K-means clustering is one of the simplest unsupervised learning algorithms. The method starts with an initial random centroids, and it iteratively classifies a given data set into a certain number of clusters (K) by minimizing the squared Euclidean distance of the samples in each cluster to the centroid of that cluster. For each cluster, the centroid is the mean of the points in that cluster C i .
EURASIP Journal on Advances in Signal Processing
Since separate features are extracted for LF and HF components, we have to train a separate classifier for each group: C LF and C HF for LF and HF components, respectively. Once the clusters are estimated, we count the number of abnormality feature vectors in each cluster, and the cluster with a majority of abnormal points is labeled as abnormal clusters; otherwise, the cluster is labeled as normal
where f Ck abn and f Ck n are the total number of abnormality and normality features in the cluster C k , respectively. We found the value of α equal to 1.2 to be a proper choice for this threshold.
In (23), we choose the classes that represent the abnormality in the speech. The equation distinguishes a cluster as abnormal if the number of the features estimated from the pathological voice is more than features derived from the normal speech. The abnormality clusters are denoted as C LF abn and C HF abn for LF and HF groups, respectively.
Testing Stage.
In this stage, we test the trained classifier. For a voice sample, we find the nearest cluster to each of its feature vectors using Euclidean distance criterion. If the number of the feature vectors that belong to the abnormality clusters is dominant, the voice sample is classified as a pathological voice; otherwise, it is classified as a normal speech. 
where Th patho is the abnormality threshold, and L abnormality is the number of the abnormality features in the voice sample:
If the criterion in (26) is not satisfied, the signal is classified as a pathological speech. Figure 5 : The normalized projected energy (NPE) at each iteration is plotted for one normal (a) and one pathological signal (b). As it can be observed in this figure, most of the coherent structure of the signal is projected before 100 iterations, and the remaining energy is negligible.
Results
The proposed methodology was applied to the Massachusetts Eye and Ear Infirmary (MEEI) voice disorders database, distributed by Kay Elemetrics Corporation [20] . The database consists of 51 normal and 161 pathological speakers whose disorders spanned a variety of organic, neurological, traumatic, and psychogenic factors. The speech signal is sampled at 25 kHz and quantized at a resolution of 16 bits/sample. In this paper, 25 abnormal and 25 normal signals were used to train the classifier.
MP-TFD with Gabor atoms is estimated for each 80 ms of the signal. Gabor atoms provide optimal TF resolution in the TF plane and have been commonly used in MP-TFD. To acquire the required iterations (I) in the MP decomposition, we calculate the energy of the projected signal at each iteration, R i x, g γi in (A.2). Figure 5 illustrates the mean of the projected energy per iteration for one normal and one pathological signal. As evident in this figure, most of the coherent structure of the signal is projected before 100 iterations. Therefore, in this paper, MP-TFD is constructed using the first 100 iterations and the remaining energy is ignored. As explained in Section 3.1, the Adaptive TFD is constructed by performing MCE iterations to the estimated MP-TFD. It can be shown that after 5 iterations, the constructed TFD satisfies the marginal criteria in (5) .
Next, we apply NMF-MD with base number of r = 15 to each TF matrix and estimate the base and coefficient matrices, W and H, respectively. Each base vector is categorized into either LF or HF group a base vector is grouped as LF component if its energy is concentrated more in the frequency range of 4 kHz or less; otherwise, it is grouped as HF component. We extract 4 features (S h , D h , S w , SH w ) from each LF base vector w and its coefficient vector h, and
w MO (2) w MO vector and its coefficient vector. In order to obtain the role of each feature in the classification accuracy, we calculate the P-value of each feature using the Student's t-test. The feature with the smallest P-value plays the most important role in the classification accuracy. Figure 6 demonstrates the relative importance of each 9 features. As shown in this figure, D h and SH w from LF features, and S h , MO (2) w and MO (3) w from HF features play the most significant role in the classification accuracy.
Finally, we apply the K-means clustering to the logarithm of the derived feature vectors, and define the abnormality clusters. Figures 7 illustrates the application of the proposed methodology for a pathological voice sample which is shown in Figure 7 (a). As explained in Section 5.3, the test procedure determines the feature vectors that belong to the abnormality clusters. We use the base and coefficient matrices, W abn and H abn , corresponding to the abnormality feature vectors to reconstruct the abnormality TF matrix, V abn , as V abn = W abn H abn . Figure 7 (b) depicts the reconstructed TF matrix. As it is expected, the proposed method successfully distinguishes transients, high frequency components, and week formants as abnormality.
In the test stage, the trained classifier is used to calculate the measure of abnormality (L abnormality in (27)) for each voice sample. Figure 8 shows the abnormality measure for 51 normal and 161 pathological speech signals in MEEI database. As evident in this figure, the pathological samples have higher abnormality measure compared to the normal samples. Each signal is classified as normal if its abnormality measure is smaller than a threshold (Th patho in (26)); otherwise it is classified as pathological. In order to find the abnormality threshold, receiver operating curves (ROCs) of L abnormality are computed with the area under the curve indicating relative abnormality detection ( Figure 9 ). Based on the ROC, the cut point of 0.59 is chosen as the abnormality threshold (Th patho = 0.59). Table 1 Figure 4 is applied to the TF matrix of a pathological speech shown in (a), and the estimated abnormality TF matrix is shown in (b) . As evident in this figure, the abnormality components are mainly transients, high frequency components, and week formants.
as pathological and only 2 were misclassified as normal. The total classification accuracy is 98.6%. As it can be concluded from the result, the extracted features successfully discriminate the abnormality region in the speech. In Figure 9 and Table 1 , we utilized MD with decomposition order (r) of 15. We repeated the proposed method using different decomposition orders. Our experiment showed that the decomposition order of 5 and higher is suitable for our application. Table 2 shows the P-values of three decomposition orders obtained with the Student's t-test.
As explained in Section 2, our proposed feature extraction methodology performs a longer term modeling compared to the current methods. The pathological speech classification is conventionally performed on 10-30 ms of signal. At sampling frequency of 8 kHz, the number of sample is 80-240 samples per segment. In this paper, we Figure 9 : Receiver operating curve for the pathological voice classification is plotted. In this analysis, pathological speech is considered negative, and normal is considered positive. The area under the ROC is 0.999, and the maximum sensitivity for pathological speech detection while preserving 100% specificity is 98.1%. use 80 ms of speech at sampling frequency of 25 kHz. As a result, we are working with 2048 samples/frame which is 10 times the conventional length. The results shown in this section demonstrate that the proposed methodology successfully discriminates the pathological characteristics of the speech. In addition to the high accuracy rate, the advantage of our proposed methodology can be concluded in 3 points. (1) By performing MP on the speech signal, we project the most coherent structure of the signal. The 
Conclusion
TF analysis are effective for revealing non-stationary aspects of signals such as trends, discontinuities, and repeated patterns where other signal processing approaches fail or are not as effective; however, most of the TF analysis are restricted to visualization of TFDs and do not focus on quantification or parametrization that are essential for feature analysis and pattern classification. In this paper, we presented a joint TF and MD feature extraction approach for pathological voice classification. The proposed methodology extracts meaningful speech features that are difficult to be captured by other means. TF features are extracted from a positive TFD that satisfies the marginal conditions and can be considered as a true joint distribution of time and frequency. The utilized TFD is a segment free TF approach, and it provides a high-resolution and cross-term free TFD.
The TF matrix was decomposed into its base (spectral) and coefficient (temporal) vectors using nonnegative matrix factorization (NMF) method. Four features were extracted from the components with low frequency structure, and five features were derived from the bases with high frequency composition. The features were extracted from the decomposed vectors based on the spectral and temporal characteristics of the normal and pathological signals. In this study, we performed K-means clustering to the proposed feature vectors, and we achieved an accuracy rate of 98.6% for the MEEI voice disorders database, including 161 pathological and 51 normal speakers.
Appendices
A. Matching Pursuit TFD
Matching pursuit (MP) was proposed by Mallat and Zhang [21] where γ i represents the set of parameters (s i , p i , f i , φ i ). The MP dictionary is consisted of Gabor atoms with durations (s i ) varying from 2 samples to N (length of the signal x(t)), and it therefore is a very flexible technique for non-stationary signal representation. At each iteration, the MP algorithm chooses the Gabor atom that best fits to the input signal. Therefore, after I iterations, MP procedure chooses the Gabor atoms that best fit to the signal structure without any preassumption about the signal's stationarity. Components with long stationarity properties will be represented by long Gabor atoms, and transients will be characterized by short Gabor atoms. At each iteration, MP projects the signal into a set of TF atoms as follows: where R i x , g γi is the expansion coefficient on atom g γi (t), and R I x is the decomposition residue after I decomposition. At this stage, the selected components represent coherent structures and the residue represents incoherent structures in the signal. The residue may be assumed to be due to random noise, since it does not show any TF localization. Therefore, the decomposition residue in (A.2) is ignored, and the Wigner-Ville distribution (WVD) of each I components is added in the following: where Wg γi (t, f ) is the WVD of the Gabor atom g γi (t), and V (t, f ) is called the MP-TFD. Wigner distribution is a powerful TF representation; however when more than one component is present in the signal, the TF resolution will be confounded by cross-terms. Nevertheless, when we apply the Wigner distribution to single components and add them up, the summation will be a cross-term free TFD.
B. Analysis of sharpness feature
In order to demonstrate the behavior of feature SH w , we assume that the base vector, w i , has two components at frequencies samples m 1 From the above explanation, we conclude that the small values of SH wi represent pathological formants, in which the components' energies are very small compared to the energy of the main frequency (β/α ≈ 0 or α/β ≈ 0), and the large values of SH wi show the strong formants in speech (β/α ≈ R, R / = 0).
