Following the work done in [O] for groups, we describe, for a given semigroup S, which functions l : S → N can be realized up to equivalence as length functions g → |g|H by embedding S into a finitely generated semigroup H. We also, following the work done in [O2] and [OS], provide a complete description of length functions of a given finitely generated semigroup with enumerable set of relations inside a finitely presented semigroup.
Introduction

Preliminaries
Let S be an arbitrary semigroup (without signature identity element) with a finite generating set A = {a 1 , . . . , a m }. Definition 1.1. The length of an element g ∈ S is |g| = |g| A is the length of the shortest word over the alphabet A which represents the element g, where for any word W in A we define its length ||W || to be the number of letters in W .
Observe that if the semigroup S is embedded into another finitely generated semigroup H with a generating system B = {b 1 , . . . , b k }, then for any g ∈ S we have |g| B ≤ c|g| A
with the constant c = max{|a 1 | B , . . . , |a m | B } independent of g. Motivated by inequality (1), we introduce the following notion of equivalence.
The discussion above implies that the word length in S does not depend up to equivalence on the choice of finite generating set.
We will also be considering a semigroup analogue of the notion of distortion. This idea was first introduced for groups by Gromov, in [G] . We say that an embedding of one semigroup H with finite generating system B into another semigroup R with finite generating system T is undistorted if
Otherwise, the embedding is distorted. The notion is clearly independent of the choice of finite generating sets B and T .
Statement of Main Results
The main goal of this note is to prove an analog of Theorem 1 in [O] for semigroups. The necessary conditions for distortion functions of semigroups are as follows. The main result of this article is the sufficiency of said conditions. Lemma 1.3. Let S be a semigroup and l : S → N a function defined by some embedding of the semigroup S into a semigroup H with a finite generating system B = {b 1 , . . . , b k }; that is, l(g) = |g| B . Then (D1) l(gh) ≤ l(g) + l(h) for all g, h ∈ S; (D2) There exists a positive number a such that card{g ∈ S : l(g) ≤ r} ≤ a r for any r ∈ N.
Proof. The condition (D1) is obvious. To prove the condition (D2) it will suffice to take a = k + 1. This follows because the number of all words in B having length ≤ r is not greater than (k + 1) r .
We establish the notation that the (D) condition refers to conditions (D1) and (D2) of Lemma 1.3. Theorem 1.4.
1. For any semigroup and any function l : S → N satisfying the (D) condition, there is an embedding of S into a 2-generated semigroup H with generating set B = {b 1 , b 2 }, such that the function g → |g| B is equivalent to the function l.
For any semigroup S and any function
condition, there is an embedding of S into a finitely generated semigroup K with finite generating set C such that the function g → |g| C is equal to the function l.
Corollary 1.5.
Let g be an element such that g generates as infinite subsemigroup in a semigroup H with finite generating set
(C2) There exists a positive number a such that card{i ∈ N : l(i) ≤ r} ≤ a r for any r ∈ N.
2. For any function l : N → N, satisfying conditions (C1) and (C2), there is a 2-generated semigroup H and an element h ∈ H such that |h i | H ≈ l(i).
3. For any function l : N → N, satisfying conditions (C1) and (C2), there is a finitely generated semigroup K and an element k ∈ K such that
We observe that the main result of [O2] also holds for semigroups. 
Theorem 1.6 fails to provide a complete description of length functions of a given finitely generated semigroup with enumerable set of relations inside finitely presented semigroups. In [OS] , the corresponding question was answered for groups, by extending the (D) condition. We obtain a semigroup analog of the main result in [OS] as follows.
We use the notation that F m is an absolutely free semigroup of rank m. Given an m-generated semigroup S, and a function l : S → N, we may obtain the natural lift function l * : F m → N.
Definition 1.8. Let S be an m-generated semigroup, and l : S → N. We say that l satisfies condition (D3) if there exists a natural number n and a recursively enumerable set T ⊂ F m × F n such that 
We observe that the following result of [OS] also holds in the semigroup setting. In fact, the proof uses no special properties of groups such as existence of identity element or inverses and so goes through immediately and directly. Theorem 1.11. Let S be a finitely generated semigroup with decidable word problem. Then the function l : g → |g| H given by an embedding of S into a finitely presented semigroup H satisfies the conditions (D1) − (D2) as well as the following condition:
The set of pairs above the graph of l * is recursively enumerable.
Conversely, for every function l : S → N satisfying (D1), (D2) and (D3 ′ ), there exists an embedding of S into a finitely presented semigroup H such that the corresponding length function on S is equivalent (in the sense of Definition 1.2) to l.
The following Corollary follows from Theorem 1.11 and reminds us of the statement of Corollary 1.5. Corollary 1.12.
Let g be an element generating an infinite subsemigroup in a finitely presented semigroup H with generating set
(C3) The set of natural pairs above the graph of l is recursively enumerable.
Conversely, For any function
there is a finitely presented semigroup H and an element g ∈ H such that
Exponential Sets of Words
Definition 2.1. Let X be a set of words over the alphabet A = {a 1 , . . . , a m }. We call X exponential if there are constants N and c > 1 
where ≡ represents letter-for-letter equality. 1 can occur in a word in M is at the very beginning. Therefore, W 1 is empty. Similarly, W 2 is empty. Condition (3) is satisfied because if Y ≡ U V and Z ≡ W U then the prefix of U must be b 1 and the suffix of U must be b 2 , say
2 , for some V ′′ which implies that both V and W are empty. We will verify that M is an exponential set. Consider the set
2 where β j ∈ {0, 1} for j = 1, 2 and α j ∈ {1, 2} for j ∈ {1, . . . , n}, and n = i−10 2 . Such a word has ||x|| ≤ 10 + 2n = i so x ∈ M i . If i > N = 12, then there exists c > 1 satisfying 2
Lemma 2.4. Let M be an exponential set satisfying the overlap property. Sup-
T is letter-for-letter equality, we know that the first letter, u, in Y 1 also occurs in X i for some i. We proceed by considering cases. If u is also the first letter in X i then either X i is a subword of Y 1 or vice-versa. In either of these cases, by condition (2), we have that X i ≡ Y 1 . Now suppose that u is not the first letter in X i . If Y 1 is a subword of X i then we apply condition (2) again. Otherwise, a suffix of X i must equal a prefix of Y 1 , which implies by condition (3) that X i ≡ Y 1 . Now consider Y 2 . We know that the first letter of Y 2 must also be the first letter of X i+1 . Therefore, one is a subword of the other, so by condition (2) we obtain that Y 2 ≡ X i+1 . The same argument shows that Y j ≡ X −1+i+j for j = 1, . . . , m hence T ≡ X i+m · · · X t and S ≡ X 1 · · · X i−1 .
Lemma 2.5. Let M be an exponential set of words over a finite alphabet {a 1 , . . . , a m }. Then for a given function l :
Proof. A proof can be found in [O] for the case where words are considered in a positive alphabet and hence it holds for semigroups as well.
Constructing the Embedding
We begin by fixing some notation. Let M be the exponential set of words in the alphabet B = {b 1 , b 2 } obtained in Lemma 2.3. Let S be a semigroup and l : S → N a function satisfying the (D) condition. Let d = d (M, l) and X = {X g } g∈S ⊂ M be the constant and exponential subset guaranteed by Lemma 2.5 and satisfying the inequality (4). The semigroup S is a homomorphic image of the free semigroup F S with basis A = {x g } g∈S under the epimorphism ε : x g → g. Let ρ = ker(ε). Therefore, S ∼ = F S /ρ, and ρ provides all relations which hold in S. Let
Then R represents the relations of S arising from its multiplication table. The proof of the following Lemma is elementary so we omit it.
Lemma 3.1. The semigroup S has presentation A|R .
Consider the following commutative diagram:
where ξ is the unique smallest congruence relation on the free semigroup
′′ in S} of defining relations of H, and ε is the natural epimorphism. Observe that γ may be well-defined by the formula γε = εβ; i.e. γ := εβε −1 . This definition is independent of the choice of ε −1 (g) for g ∈ S; in particular, we may select representative ε −1 (g) = x g . This is because if we have two representatives,
By induction, we may assume that (X g1 · · · X gn−1 , X g1···gn−1 ) ∈ ξ. Then because ξ is left compatible, we have that (X g1 · · · X gn , X g1···gn−1 X gn ) ∈ ξ. By definition of βR we also have that (X g1···gn−1 X gn , X g ) ∈ ξ. Therefore, (X g1 · · · X gn , X g ) ∈ ξ as required.
Lemma 3.2. The map β is injective.
Because X g1 · · · X gn and X h1 · · · X hm are words in the free group F (b 1 , b 2 ) the equality must in fact be letter-for-letter. Therefore by Lemma 2.4, we have that n = m and X gi ≡ X hi for i = 1, . . . , n. By Lemma 2.5 the map
Lemma 3.3. The map γ is injective.
Proof. Suppose that g, g ′ ∈ S and γ(g) = γ(g ′ ). We will show that g = g ′ . Since γ = εβε −1 , we have that εβx g = εβx g ′ which implies that εX g = εX g ′ . Thus by definition of ε we have that (X g , X g ′ ) ∈ ξ which means that there is a finite chain
where each → is obtained by applying a defining relation. Every X ki is a product of elements of the form X h where h ∈ S. Each time we apply a defining relation, we replace one X h with X h ′ X h ′′ or vice-versa, where h = h ′ h ′′ in S. Therefore, for each X ki , the product of subscripts equals the same element of S; in particular, g = g ′ as required.
Let H S be the free subsemigroup of F (b 1 , b 2 ) with free generating set {X g } g∈S . We know that H S is free by Lemma 3.2, because H S = imβ ∼ = F S / ker β ∼ = F S . As ε is an epimorphism, we can consider the system B = {b 1 , b 2 } to be a generating set for the semigroup H which contains the isomorphic copy γ(S) of S, by Lemma 3.3.
By an H S -word we mean any word of the form W (X g , . . . , X h ). Any H Sword can be rewritten as a word in the letters b 1 and b 2 .
The following is an important ingredient in the proof of Theorem 1.4 Part (1).
Lemma 3.4. For any H S -word U , there is an H S -word V such that ε(V ) = ε(U ) and ||V || ≤ ||W || for any word W with ε(W ) = ε(U ).
Proof. It suffices to show that if a word W satisfies ε(W ) = ε(U ) then W must be an H S -word. Because W = U in H there is a finite chain
where each → is obtained by applying a defining relation in H. Suppose by induction that at the n th step we have U n → U n+1 where the H S -word U n ≡ X l1 · · · X lt for l 1 , . . . , l t ∈ S. Therefore we have that
for some words T, T ′ where the defining relation applied was
By Lemma 2.4, both T and T ′ are H S -words. Thus so is U n+1 , and by induction, W .
Proof. of Theorem 1.4 Part 1: By Lemma 3.3 we may identify S with its image γ(S) ⊂ H. The equalities
and the inequalities (4) yield
for d > 0 and for any g ∈ S ⊂ H. To obtain the opposite estimate, we consider an element g ∈ S and apply Lemma 3.4 to the H S -word U ≡ X g . For a word W of minimum length representing the element X g , and for the H S -word V from Lemma 3.4, we have
By definition of H S there exists a unique decomposition of the H S -word V as a product V ≡ X g1 X g2 · · · X gs for some g j ∈ S. Because V = W in H we have that (X g1 · · · X gs , X g ) ∈ ξ which implies by previous arguments that g = g 1 · · · g s in the subsemigroup S of H. Taking into account the inequalities (4) we conclude that ||X gj || ≥ l(g j ). Hence, by the condition (D 1 ) we have that
Therefore, |g| B ≥ l(g), by (6). This, together with inequality (5), completes the proof.
The following Lemma will essentially prove Theorem 1.4 Part 2. We fix notation as in the Theorem: S is a finitely generated semigroup, and l : S → N satisfies the (D) condition.
Lemma 3.5. There is an exponential set of words N over a finite alphabet C satisfying the overlap property such that there is an injection S → N : g → X g satisfying l(g) = ||X g ||.
Proof. Let a be the integer arising from condition (D2) for the given function l. Let C = {c 1 , . . . , c a+2 }. It suffices to produce a set of words N satisfying the overlap property and subject to card{y ∈ N : ||y|| = i} ≥ a i .
For if this is satisfied, then for every g ∈ S we may find a distinct word of length l(g) from our exponential set satisfying the overlap property. The same argument as that given in the proof of Lemma 2.3 shows that the set
where v is an arbitrary word in c 2 , . . . , c a+1 does satisfy the required properties. 
Embedding to Finitely Presented Semigroups
In this section we will prove Theorems 1.6 and 1.9. We begin with an undistorted analogue of Murskii's embedding theorem. Observe that Theorem 1.6 follows immediately from Theorem 1.4, Part 1, Theorem 4.1 and the assumption that S has recursively enumerable set of defining relations.
Although an undistorted semigroup analog of Murskii's embedding appears in [B] , that Theorem makes additional assumptions regarding time complexity of the word problem in H. It is not clear to the author whether a simple proof of Theorem 4.1 may be extracted from [B] .
To prove Theorem 4.1 we will instead use such an embedding which was invented in [M] , and show that it is undistorted.
Proof. of Theorem 4.1. Let P ∈ H and W is a word representing the image of P in R under the embedding. We have by [M] Lemma 3.3 that if a word P in the alphabet B is equal in R to a word W in the alphabet T then it is possible to represent W in the form
2. One can delete some subwords from every U i and obtain a word U ′ i , which by Lemma 3.1 in [M] has subwordR i , where R i are words in the alphabet B andR i is are not words in the alphabet B, but ||R i || = ||R i || for all i.
3. The word P 0 R 1 P 1 · · · R l P l is equal to P in H.
This implies that
Since W is any word equal to P in R, the above inequalities hold in particular when ||W || = |P | T so we have that |P | B ≤ |P | T , which shows that the embedding is undistorted.
We proceed with consideration of Theorem 1.9, in particular towards establishing notation to be used in the proof.
Let S be a finitely generated semigroup with generating set A = {a 1 , . . . , a m }. For any k > 0, let F k denote the free semigroup of rank k.
Suppose that a function l : S → N satisfies conditions (D1) − (D3). Let π : F m → S be the natural projection. By hypothesis, there exists a recursively enumerable set T satisfying Properties (1), (2), and (3) of Condition (D3). Let U be the natural projection of T onto and (v, u) is the first pair in the enumeration of T whose second component is u.
By Lemma 2.3 there exists an exponential set of words M over the alphabet {x 1 , x 2 } satisfying the overlap condition of Definition 2.2. For the word length function F n → N, there exists by Lemma 2.5 a constant d and an injection ψ :
We may chose the function ψ to be recursive. Begin by putting an order (e.g. ShortLex) on U . Then for every u starting with the shortest we select the smallest word X u satisfying equation (8) and such that X u = X u ′ if u ′ < u. Let F (V ) be the free semigroup with basis V = {x v } v∈Fm . Consider the natural epimorphism defined on generators by ζ : u) . Then the product ε = ζη is an epimorphism because by Parts (1) and (2) of Condition (D3), for any v ∈ F m there is (v
Define a homomorphism β :
Let ξ be the unique smallest congruence relation on the free semigroup F 2 containing the set
Consider the commutative diagram defined by all these maps: possible w, w ′ , v 1 , . . . , v ′ t are bounded by the length of the given relation of S. To complete the proof it suffices to compare these two lists to obtain a list of all pairs (w, w ′ ) satisfying equation (9).
Proof. of Theorem 1.9.
We first suppose that S is a semigroup with finite generating set A = {a 1 , . . . , a m } and that a function l : S → N satisfies conditions (D1) − (D3). Lemmas 4.3 and 4.4 show that there is an embedding S → H to a recursively presented and 2-generated semigroup. By Theorem 4.1, it suffices to prove that the function l : S → N is equivalent to the word length on H restricted to S. Let g = π(v) ∈ S. By Part (3) of Condition (D3), there exists a word u ∈ F n such that ||u|| = l(g). Let v ′ = φ(u). We have that π(v) = π(v ′ ) by Part (1) of Condition (D3) and by the definition of φ. Then ε(y u ) = π(φ(u)) = π(v ′ ) = π(v) = g. Therefore, by definition we have that γ(g) = εβ(y u ) = ε(X u ), and so |γ(g)| H ≤ ||X u || ≤ d||u|| = dl(g).
The reverse inequality follows exactly from the arguments of the Proof of Theorem 1.4 Part (1), which only uses the overlap property, Lemma 4.2 and the replacing of inequalities (4) by (11) and the definition of H S by the free semigroup {X u } u∈U .
To prove the converse, suppose that S is a subsemigroup of H with generating set B = {b 1 , . . . , b m }. We must show that l : S → N : l(g) = |g| B satisfies condition (D3). Since H is finitely presented, the collection T ⊂ F m ×F n defined by T = {(v, u) : v(a 1 , . . . , a m ) = u(b 1 , . . . , b n ) in H} is recursively enumerable. Condition (D3) Part (1) is satisfied because if (v 1 , u), (v 2 , u) ∈ T then v 1 (a 1 , . . . , a m ) = u(b 1 , . . . , b n ) in H, and v 2 (a 1 , . . . , a m ) = u(b 1 , . . . , b n ) in H. Therefore, since the map S → H is an injection, we have that v 1 (a 1 , . . . , a m ) = v 2 (a 1 , . . . , a m ) in S. To see that Condition (D3), Part (2) is satisfied, suppose v 1 = v 2 in S and let v 1 (a 1 , . . . , a m ) ∈ H. Then we may write v 1 with respect to the generating set B of H; that is, there exists u ∈ H with v 1 (a 1 , . . . , a m ) = u(b 1 , . . . , b n ). Now consider words u(x 1 , . . . , x n ) ∈ F n , v 1 (y 1 , . . . , y m ) ∈ F m , where F n has basis {x 1 , . . . , x n } and F m has basis {y 1 , . . . , y n }. We have that (v 1 , u), (v 2 , u) ∈ T because u(b 1 , . . . , b n ) = v 1 (a 1 , . . . , a m ) = v 2 (a 1 , . . . , a m ). To see that condition ( 
