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SUMMARY
Traditional seismic acquisition systems are dependent on the use of cables for conduct-
ing oil and gas exploration. Although cabled systems provide reliable seismic data transfer,
they suffer from high maintenance and logistics costs. A novel wireless geophone network
architecture is described in this thesis, which makes use of the IEEE 802.11af standard.
By operating in television white space bands, a significantly high transmission range is
obtained. A data collection scheme is also proposed and its performance is evaluated in
comparison to the default IEEE 802.11 channel access schemes. The proposed Geophone-
Polling (GP) scheme is standards-compliant, thereby facilitating wireless acquisition in
seismic surveys with off-the-shelf hardware. The problem of hexagonal clustering for or-
thogonal deployment of geophones is also considered, and the impact of co-channel inter-
ference is analyzed. Furthermore, power-saving schemes are analyzed to extend the battery
life of the geophones. The proposed scheme outperforms the default standard in terms of
both throughput and power consumption, and provides a realistic solution for deploying




Seismic surveys are conducted over large areas to scout for oil, gas, and mineral deposits.
Given that the global economy is highly dependent on these natural resources, innovation
in the domain of exploration techniques has become crucial. As the demand for oil and
gas continues to rise, the need for expedited high-quality seismic acquisition has risen
worldwide. Consequently, seismic surveys are witnessing an increase in their coverage
area, density, and overall cost.
For on-shore seismic surveys (land-seismic), an energy source (either vibroseis or ex-
plosives) generates a variable-frequency wave that propagates into the subsurface layers of
the earth. Geophones are devices that can record seismic waves emanating from beneath
the ground. The data recorded by the geophones is digitized, amplified, multiplexed, and
then transmitted to a data collection center to view recorded seismic data within seconds
of the shot for Quality Control (QC). The exact placement of the geophones is carefully
planned prior to the data collection process. After collecting and processing the data, a
visual image of the Earth’s subsurface is obtained.
The topics of 2-D and 3-D seismic survey design and planning are elucidated in [1, 2,
3]. A typical land seismic survey deployment consists of 10,000 to 30,000 geophones, with
typical densities of 200 geophones/km2. Given a minimum seismic wavefield sampling
time of 0.5 ms, a geophone with a 24-bit Analog-to-Digital Converter (ADC) will generate
data at a rate of 48 kbps. Three-component geophones, would generate thrice the amount
of data, at a rate of 144 kbps. Although the data rate per seismic channel is small, the
aggregate data rate with nearly 30,000 geophones is on the order of 4 Gbps. Clearly, these
parameters are not akin to those that occur in typical sensor networks, wherein the distance
between sensors and the amount of data transmitted are relatively much smaller.
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While cabled systems are reliable and effective in relaying such a vast amount of data,
they account for nearly 50% of the cost and 75% of the equipment weight [4]. Given
the sheer magnitude of the survey area, hundreds of kilometer of cable and thousands of
connectors would be required to connect the geophones. A significant amount of time is
spent in trouble-shooting problems pertaining to the cables and connectors. Logistics costs
are increased substantially since more vehicles and manpower are required to transport and
deploy the cable by hand. Cables often impose constraints on the geographical deployment
of the geophones, owing to factors such as the terrain. Moreover, the use of cables has a
direct impact on the flora and fauna of the region.
The objective of the proposed research is to design a novel wireless geophone net-
work architecture for seismic data acquisition. The elimination of cables translates to a
reduction in the overall cost, in terms of logistics, maintenance, and manpower. Wireless
acquisition can also enable seismic surveys to be conducted in difficult terrain. The use of
a wireless scheme is more environment-friendly as well. However, there are several chal-
lenges to be tackled in a wireless system. Firstly, given the sheer area of a seismic survey,
a wireless architecture with sufficiently long range must be chosen. This has to be done
in a cost-effective and spectrally-efficient manner, without compromising the reliability of
data transfer. Secondly, the architecture must be able to support high data rates in order to
transfer a large amount of seismic data within a short duration of time. Finally, power con-
servation is of significant importance, as the inclusion of radios further contributes to the
total amount of power consumed by each geophone. Extension of the lifetime of a seismic
survey forms a significant component of the overall budget.
1.1 Prior Work
There are several authors in literature who have studied the topic of wireless acquisition
of seismic exploration data. Savazzi and Spagnolini in [4] have proposed a hierarchical
network architecture that consists of short-range and long-range links for high-density land
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seismic acquisition. They overview the application of a mixture of wireless technologies
such as ZigBee, Bluetooth, Impulse-Radio Ultra-Wideband (IR-UWB), WiFi, and WiMax
in terms of power consumption, localization, and synchronization. Savazzi et al. have
discussed design requirements for a wireless geophone network and the adoption of Multi-
Band Orthogonal Frequency Division Multiplexing (MB-OFDM) radio transmission based
on the IEEE 802.15.4 standard [5]. However, a large number of gateways may be required
to support data rates that are favorable for seismic data acquisition.
In [6], a wireless architecture is described wherein seismic data is relayed serially
through geophones using multiplexing schemes such as frequency division multiplexing,
until larger relays accumulate all the information. While this approach is simple to imple-
ment, acquisition time may be high and uniform power consumption among the geophones
is a cause for concern. A hybrid approach that combines cable and cable-free systems is re-
ported by Ellis [7]. He discusses an architecture proposed by Sercel (X-Tech), that reduces
the down-time due to malfunction along with the carbon footprint. However, the architec-
ture is not solely wireless. In [8], a seismic acquisition system based on a mesh network
is proposed, but scalability issues in large seismic surveys are not addressed. Moreover,
the above works do not provide quantitative results in terms of the achievable through-
put and power consumption. The proposed schemes may also combine the use of several
independent standards, thereby resulting in expensive commodity hardware.
There are several additional works [9, 10, 11, 12, 13, 14, 15] that have proposed wireless
systems for seismology-related applications, albeit for less data intensive scenarios. In [9],
an early earthquake-warning system is described which makes use of GPRS-equipped sta-
tions for data transfer. Although it can serve as a feasible choice in terms of the transmission
range, it would be far too expensive with a high cost and power consumption, making this
an impractical choice for deployment in geophone networks. A wireless architecture based
on IEEE 802.11g is proposed in [10] for data collection from the seismic vibrator groups,
but not from the geophones themselves. Similar architectures based on WLAN [11] and
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self-organizing sensor networks [12, 13] are described for seismic applications but not for
data-intensive geophone networks. A low cost seismic noise array measurement system
using several GFZ Wireless Sensing Units (WSUs) is described in [14], but consider low
data generation rates on the order of 2 Kbps, far lesser than what is observed in typical
geophone network deployments. A similar low-rate (∼1 Kbps) WSN-based architecture
for volcano-seismic signals is described in [15].
A primary aspect about wireless geophone networks that is to be considered is the sheer
distance between the geophones and any gateway node (or sink) that may be present. CW
Chen et al. proposed a network architecture for long-range chain-type sensor networks
[16], which involves the deployment of sensors along narrowly elongated geographical ar-
eas. This comes at the cost of increased power consumption of the cluster heads. An energy
efficient MAC is also proposed that is based on synchronized TDMA scheduling, in order
to minimize delay and energy consumption. However, several relays are required in this ar-
chitecture, which would exert additional power demands on certain geophones. Zennaro et
al. carried out measurements in Los Monegros Desert near Huesca, Spain using Waspmote
family of WSNs based on the IEEE 802.15.4 standard in 900 MHz and 2.4 GHz bands [17].
They also present simulation results on Radio Mobile and compare it to real-world mea-
surements. They show that a realistic platform is possible using the Waspmote family of
WSNs across various frequency bands over long distances. However, the data rates pro-
vided by the IEEE 802.15.4 standard are not suitable for rapid seismic data transfer [18].
Toledano-Ayala et al. also present hardware measurements using the PIC series of micro-
controllers over long distances for weather monitoring [19]. However, the presence of large
base stations will introduce costs pertaining to the required infrastructure, logistics, and in-
creased power consumption. An economical low-power architecture is proposed in [20] for
seismic quality control (QC) in wireless geophone networks. Although the issues of scal-
ability and power consumption are well handled through the use of Long Range (LoRa)
technology, the data generation rates are on the order of 14 Kbps and a sparse deployment
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of geophones is considered for the QC application.
Generally, antennas in wireless geophones are located near the ground, with a height
less than 1 m. This calls for an accurate channel model for near-ground radio wave prop-
agation in the seismic field. There are some research works on channel measurements for
near-ground radio-frequency (RF) propagation. Larsson et al. in [21] have measured prop-
agation loss at Ultra-High Frequency (UHF), for antenna heights between 0.3 m and 1.5 m.
Their results show a good agreement with the Two-Ray RF propagation model. In [22],
Joshi et al. have obtained narrowband and wideband channel measurements at 300 MHz
and 1900 MHz for near-ground propagation for different antenna heights. They observed
that as the antenna heights decrease, multipath effects become more significant, and provide
appropriate propagation models. In [23], Torabi et al. present a channel model based on
diffraction zones and calculate break and critical distances according to the fresnel zones.
1.2 Seismic Survey Process
The working of a typical cable-based seismic survey is shown in Fig. 1.1a. A seismic
source is used to transfer energy into the earth in the form of waves, across a range of
frequencies. The most common types of seismic energy generators used are dynamite and
seismic vibrators. Dynamite provides impulsive power, which creates a compact wave
and produces greater signal-to-noise ratio [3]. However, its impact on the environment is
severe, and it requires the drilling of holes across the survey area which is a laborious task.
Seismic vibrators see much more widespread use today, wherein a large baseplate is used
to send variable-frequency waves that propagate into the subsurface layers of the earth.
The reflected waves are detected by geophones, and then transmitted to a data collection
center. After collecting and processing the data, a visual image of the earth’s subsurface is
obtained.
As mentioned earlier, a dense network of geophones is necessary to ensure high-quality



















Figure 1.1: A Typical Cable-Based Seismic Survey.
straight lines, called the Receiver Lines (RLs). Vibroseis trucks move along Source Lines
(SLs), which are perpendicular to the RLs. The trucks generate seismic waves over a range
of frequencies, known as a sweep or a shot. A sweep lasts for a typical duration of 8-
12 s, called the sweep length. At the end of the sweep, the geophones record signals from
subsurface reflectors for a duration of 4-6 s, known as the listen time. During the same
time, the trucks ‘move-up’ to the next point where a sweep will be conducted. This period
of time is called the move-up time, and usually lasts for a period of 8-10 s.
A single-fleet operation refers to the process in which a single vibroseis truck conducts
sweeps in an area. To improve productivity, multiple seismic vibrators can be employed
to conduct overlapping sweeps. Flip-flop operations involve a pair of trucks, wherein the
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second truck begins a sweep immediately after the listen time of the first truck’s sweep. The
sweep, listen, and move-up operations are repeated periodically across the survey area, as
illustrated in Fig. 1.1b. For single-fleet operations, data collection from the geophones can
be done from the beginning of the listen time, and extend into the sweep length of the next
sweep. In flip-flop operations, data collection can only begin at the end of the listen time




This section provides a description of the proposed wireless architecture that can be em-
ployed in seismic data acquisition. It is known that the power consumption is significantly
higher in IEEE 802.11 deployments, as compared to sensor network protocols. An empha-
sis has to be laid on conserving power while tackling the above problem of contention in
wireless geophone networks. A higher power consumption results in frequent replacement
or recharging of the batteries, which in turn increases the overall cost of the survey.
Although there may be several channels available for use in rural areas, the proposed
architecture must nevertheless be spectrally efficient. Maximization of the system capacity
with limited spectrum forms an important component of the architecture design.
Keeping the above design challenges in mind, a wireless geophone network architecture
is described and evaluated in terms of the time taken for data delivery in addition to the
power consumption.
2.1 IEEE 802.11af Overview
The IEEE 802.11af standard is an attractive option for deployment in seismic surveys [24].
The standard operates in the TVWS (Television White Space) bands, which are unallo-
cated frequencies that are otherwise used for digital television broadcast transmissions. The
TVWS bands lie between 50 MHz and 700 MHz in North America, and between 54 MHz
and 698 MHz in Europe [24]. Owing to lower frequencies, the transmission range is sig-
nificantly increased as compared to the 2.4 GHz ISM band. This increase in transmission
range can be exploited to provide coverage over large areas with minimal number of gate-
way devices. Seismic surveys for oil and gas exploration are usually carried out in remote
locations, where white space channels would be plentiful, hence allowing operation with a
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large amount of bandwidth. The IEEE 802.11af standard [24, 25] operates in the TVWS
bands, in addition to the IEEE 802.15.4m, ECMA-392, and IEEE 802.22 standards. Com-
paratively, the IEEE 802.11af standard is easier to set up, and offers better performance in
terms of throughput [18, 26, 27]. The IEEE 802.15.4m standard offers a popular scheme
for sensor networks, but conceives a comparatively slower data rate of 250 Kbps [18].
2.1.1 Architecture
The IEEE 802.11af standard makes use of several components for geolocation and white
space information [24].
• Geolocation Database (GDB): The GDB is a database that maps geographic loca-
tions to available channels in the area and fulfills regulatory requirements in the TV
spectrum. Stations query the GDB to identify and use permitted channels.
• Registered Location Secure Server (RLSS): The RLSS acts as a local database that
contains the operating parameters for a small number of Basic Service Sets (BSSs).
• Geolocation Database Dependent (GDD) Entities: The term GDD is used to refer
to those components of the architecture that are influenced by the GDB.
• GDD Enabling Station: This component is equivalent to that of a simple access
point. It obtains white space information from the GDB or RLSS, and controls the
operation of the stations in its BSS accordingly.
• GDD Dependent Station: A GDD Dependent Station can be recognized as a station
that is controlled by the GDD Enabling Station.
Fig. 2.1 illustrates the interaction between the various components of the IEEE 802.11af
architecture. Note that communication between the GDD enabling stations and the RLSS
and GDB is outside the scope of the IEEE 802.11af standard. GDB access techniques form
an independent body of work, with some scenarios requiring an update from the GDB
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Figure 2.1: IEEE 802.11af Architecture.
every few minutes, such as in an urban environment, whereas in other scenarios such as
rural areas, a GDB update is required only every few hours, or in some instances, every
few days [24, 25].
2.1.2 Physical Layer
The IEEE 802.11af standard is based on the Television Very High Throughput (TVHT)
PHY [24]. The possible channel bandwidths are 6, 7, and 8 MHz. Channel bonding can
occur between contiguous or non-contiguous channels, each of width W , to yield channel
bandwidths of 2W or 4W .
2.2 A Hierarchical Architecture for Seismic Acquisition
Although the IEEE 802.11af standard can help provide coverage over large areas, a primary
concern is the problem of contention that accompanies dense network deployments. The
standard employs Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
as the default channel access scheme, which can lead to severe contention between the













Figure 2.2: Proposed Network Architecture.
of the proposed architecture is to tackle the problem of providing contention-free access in
such a scenario.
Fig. 2.2 provides an illustration of the proposed architecture based on the IEEE 802.11af
standard. A Wireless Gateway Node (WGN) collects data from all the geophones within its
range. A star topology is preferable, as the geophones would not have to spend additional
energy on relaying information through a multi-hop network. The WGNs can be provided
with larger storage and energy capabilities. Furthermore, an infrastructure BSS can of-
fer a synchronization accuracy of up to 4 µs using the Timing Synchronization Function
(TSF) [28], which is well within the maximum tolerable timing skew of 10 µs in seismic
acquisition [5]. The collected information is then relayed to the Data Collection Center
(DCC), which is supported by a taller antenna. Abiding by the conventions laid out by
the IEEE 802.11af standard, the DCC would act as the RLSS, the WGNs would be GDD
Enabling Stations, and the geophones would be GDD Dependent Stations.
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Figure 2.3: Hexagonal Pattern of WGNs with an Orthogonal Deployment of Geophones.
2.3 Frequency Reuse
As in most analyses of geophone networks, the orthogonal geometry is assumed [1]. In this
type of arrangement, the RLs and SLs are perpendicular to one another. Fig. 2.3 depicts
a topology that specifies an inter-geophone distance of 25 m along the RL, and an inter-
RL distance of 200 m. There are a total of 30 RLs, each comprising 480 geophones.
This amounts to a total of 14,400 geophones, that map an area of approximately 72 km2.
Wireless coverage can be provided throughout the entire area by dividing it into tessellating
hexagonal cells, with each cell being serviced by a single WGN. Note that several other
possibilities for orthogonal deployment exist; Fig. 2.3 merely depicts one such case. Let
R be the radius of the hexagonal cells, X be the number of geophones placed in a single
RL, Y be the total number of RLs, ∆x be the spacing between geophones, and ∆y be the































WGN Cell Radius (m)
Maximum number of geophones serviced by a WGN
Total number of WGNs
Figure 2.4: Total Number of Required WGNs as a function of the WGN Cell Radius.
then be computed as:
N =

2dycebxcc+dyce {yc} ≤ 1/2, {xc} ≤ 1/3
2dycedxce {yc} ≤ 1/2, {xc} > 1/3
(2dyce+1)bxcc+dyce {yc} > 1/2, {xc} ≤ 1/3




(Y − 1) ·∆y√
3 ·R
, xc =
(X − 1) ·∆x
3 ·R
,
and dαe, bαc, {α} denote the ceiling, floor, and fractional part of α respectively. dyce
denotes the number of cells that would occur in a single vertical ‘column’ of cells, as
illustrated in Fig. 2.3. Similarly, 2dxce denotes the number of cells that would occur in
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a single horizontal ‘row’ of cells. Note that 2 adjacent cells are contained in a horizontal
span of 3R. The hexagon is an ideal choice for the cell shape, as it closely approximates a
circle and provides a range of tessellating frequency reuse cluster sizes [29]. Naturally, the
number of available channels would determine the cluster size. A major drawback of using
such an approach is co-channel interference, which increases the probability of outage.
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CHAPTER 3
A GEOPHONE-POLLING SCHEME FOR CONTENTION-FREE ACQUISITION
An architecture based on the IEEE 802.11af standard allows for scalable coverage of large
seismic survey areas. However, an indirect consequence arises wherein a single WGN is
required to operate a large number of geophones. The IEEE 802.11 protocol is known
to have several shortcomings when burdened by a large number of stations. An improve-
ment in the access protocol is required in terms of interference management and power
consumption as well. A Geophone-Polling (GP) scheme is proposed for data collection
from the geophones, as illustrated in Fig. 3.1. Its key features and operation are elucidated
below.
3.1 Key Features
Several advantages are obtained by employing the GP scheme.
3.1.1 Providing Contention-Free Access
The default channel access scheme is provided by the Distributed Coordination Function
(DCF) [30]. DCF allows stations to access the medium through the Carrier Sense Multiple
Access with Collision Avoidance (CSMA-CA) scheme along with binary exponential back-
off. At each transmission attempt, the backoff time b depends on the Contention Window
(CW) size and the slot time (aSlotTime) -
b = Rand()× aSlotTime (3.1)
where Rand() denotes a random integer in the interval [0, CW-1]. The CW size has a
maximum value of 1024. For a large number of geophones that are serviced by a single
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WGN, the CW quickly doubles in size, and the backoff time becomes relatively long. The
polling-based scheme that is implemented in the Point Coordination Function (PCF) [30],
can help reduce the delay associated with large backoff times, by providing contention-free
access. The Access Point acts as a Point Coordinator (PC) by designating a Contention
Period (CP) where DCF is used, and a Contention-Free Period (CFP) where PCF is used.
During the CFP, the PC polls each station with a CF-POLL frame, thereby granting it
channel access. However, a major drawback in PCF is excessive control signalling. The
PC also polls stations that have already transmitted their data, which simply respond with
a CF-ACK frame. This creates a delay for stations that have data to send and appear much
later in the polling list. Let d be the delay associated with the ith station on the polling list,
before it can send a data frame.
d ≥ (i− 1)× [TCF−POLL + TCF−ACK ] (3.2)
where TCF−POLL and TCF−ACK denote the time taken to transmit the CF-POLL and CF-
ACK frames respectively. Equation (3.2) becomes an equality when all the previous (i−1)
stations have no data to send. Clearly, for a large number of geophones, the polling list
becomes longer and d attains relatively large values. Note that d characterizes the delay
associated with just one frame; complete data transfer would involve the transmission of
several frames from each station.
The proposed GP scheme mitigates the above problems associated with large values
for b and d, by offering each geophone a designated amount of contention-free time with
minimal overhead.
3.1.2 Favorable for Deterministic Traffic
The nature of traffic generated in geophone networks is deterministic in the sense that the
total amount of data required from each geophone is known. For instance, a data generation
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rate of 144 kbps over the duration of the listen interval (6 s) amounts to a total of 864 Kb per
geophone. The GP scheme requires this information a-priori, and accordingly assigns all
the bandwidth to each geophone at a time. Although quality-of-service (QoS) and fairness
performance may be compromised through this approach, it can be noted that these are not
of vital importance in geophone networks, as the data recorded by all geophones is of equal
importance, and can be collected in any sequential order.
After a sweep is completed, the geophones record the reflected waves for a typical listen
interval of 6 s. At the end of the listen interval, all the collected data is relayed to the WGN
by all the geophones simultaneously. In the scenario shown in Fig. 2.2, a single WGN
would be overwhelmed by a burst of data from all the geophones. The GP scheme is able
to handle this burst of data without a severe loss in the overall throughput. Ideally, the data
is successfully transmitted within the length of the next sweep, for the following reasons:
• Reducing the minimum required storage capacity of the geophones.
• Reusing the channels for data transfer at the upper layers of the proposed architecture.
• Avoiding inter-source seismic interference, in the case of multiple seismic vibrators.
• Enabling real-time acquisition of seismic data.
3.1.3 TCP Fairness
Assuming that TCP is used for data transfer, the problem of TCP fairness is of significant
concern in DCF and PCF, as there are several flows sharing the bandwidth [31]. However,
in the proposed GP scheme, there is only a single TCP flow, at any point of time.
3.1.4 Open Standard
All functionality has been implemented at the application and transport layers. A primary
feature of the proposed architecture is to be standards compliant and, hence, the IEEE
802.11af PHY/MAC is retained without any changes.
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3.1.5 Power Saving
The GP scheme conserves power by letting the geophones enter deep-sleep mode (transceiver
is switched off) in order to avoid idle listening (listening to the channel when there are
no ongoing transmissions) and packet overhearing (listening to ongoing transmissions be-
tween other stations). For instance, a geophone can enter deep-sleep after its data has been
successfully transmitted.
3.2 Operation
The proposed GP scheme operates through the services of the Distribution Coordination
Function (DCF) [30], by making use of small User Datagram Protocol (UDP) packets for
signalling the individual geophones. A single UDP packet would indicate the start of data
transmission from a geophone, unlike the case in Point Coordination Function (PCF) [30],
where a CF-POLL frame is required for every data frame. The UDP packets do not con-
sume much bandwidth, since the packet size is on the order of a few bytes. They also do
not require an acknowledgment from the recipient at the transport layer. The GP scheme
is standards compliant as there are no modifications made to the IEEE 802.11af firmware.
Power saving is achieved by letting the geophones enter deep-sleep mode (transceiver is
switched off) in order to avoid idle listening (listening to the channel when there are no on-
going transmissions) and packet overhearing (listening to ongoing transmissions between
other stations).
1. The geophones are polled in order of a schedule created by the WGN.
2. A UDP packet, Us, is sent to the geophone GA from which the WGN wishes to
receive data.
3. Upon receiving Us, GA begins to transmit its data via TCP to the WGN. When the
WGN receives the first data packet from GA, it stops sending Us packets to GA.
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4. All other geophones that can hear the RTS/CTS exchange between the WGN and
GA, update their NAV counter accordingly. They enter deep-sleep mode with a sleep
duration equal to the NAV duration. This idea has been previously studied in [32, 33,
34].
5. Once data transfer is complete, the WGN closes the TCP connection with GA. It
then sends a Us packet to the next scheduled station (GB). Thus, only a single TCP
connection is open at any point of time, which in turn eliminates TCP congestion
over DCF channel access [31].
6. The WGN also transmits a UDP packet, Usl, to GA indicating it to enter deep sleep,
and to wake up in time for the next sweep. GA responds with a UDP packet, Usla,
after which the WGN stops sending Usl packets to GA.
Steps (2-6) are repeated until data from all the geophones has been received. A unique
schedule is drawn from the uniform distribution for each sweep. This can ensure uniform
power consumption across all the geophones in the BSS over several sweeps.
The above operation can be visualized for three geophones through Fig. 3.1-3.4. In
Fig. 3.2, geophone Ga first transfers its data, while the geophones Gb and Gc enter sleep
mode using the status of the NAV timer. Subsequently, in Fig. 3.3, Gb carries out its data
transfer, while Ga has entered sleep mode for the rest of the data collection period (until
the start of the next sweep) and Gc continues to make use of the NAV timer to compute the
duration of its sleep periods. Finally, Gc completes its data transfer in Fig. 3.4. The timing










































































Figure 3.2: GP Scheme - Step A
Figure 3.3: GP Scheme - Step B
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Figure 3.4: GP Scheme - Step C
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CHAPTER 4
DISCUSSION AND PERFORMANCE EVALUATION
The performance of the proposed GP scheme is now compared to the DCF and PCF channel
access schemes, for a single cell over several sweeps.
4.1 Simulation Setup
The ns-3 simulator is used for evaluation [35]. The simulation parameters are listed in
Table 4.1. An open-area flat-land environment is considered, and the two-ray propagation
loss model is used [21]. The short guard interval (2.25 µs for a bandwidth of 8 MHz) field
is enabled, since the delay spread is typically small in open area environments.
4.2 Results Obtained
Fig. 4.1-4.3 describes the performance of the GP scheme, in comparison to the DCF and
PCF schemes. In Fig. 4.1, the time taken by the DCF scheme grows exponentially with an
increase in the number of geophones per cell, which is expected. The PCF scheme grows
Table 4.1: Simulation Parameters
Parameter Value Parameter Value
Operating Frequency 470 MHz Beacon Interval 102.4 ms
Bandwidth 8 MHz CFP Duration 80 ms
Listen Interval 6 s SIFS 90 µs
Geophone Data Rate 144 kbps PIFS 110 µs
WGN Antenna Height 3 m DIFS 130 µs
Geophone Antenna Height 1 m RTS/CTS Signalling Enabled
Max Transmit Power 20 dBm Short Guard Interval Enabled
Receiver Sensitivity -87 dBm Current (Idle Mode) 273 mA
CCA Sensitivity -87 dBm Current (Transmit Mode) 380 mA
Noise Figure 6 dB Current (Receive Mode) 313 mA
Max PHY Data Rate 35.6 Mbps Current (Sleep Mode) 33 mA
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more linearly, but is still inferior to the proposed GP scheme. As the cell radius increases,
the polling list becomes larger, and the WGN must poll several ‘empty’ geophones be-
fore interacting with the geophones that have data to transmit. Furthermore, the geophones
experience severe contention during the CP. As the cell radius increases, the number of geo-
phones assigned to a single WGN increases, consequently resulting in reduced throughput,
as seen in Fig. 4.2.
In Fig. 4.3, the power consumption for the GP scheme grows with the cell radius. The
last few geophones that are signalled would have to endure a larger number of switches
between the transmit and receive states, thereby increasing power consumption. These
geophones would also be more susceptible to idle listening and packet overhearing.
4.3 Impact of Co-Channel Interference
An antenna height of 3 m for the WGN creates a severely interference limited system. Suit-
able antenna heights for the WGN and geophones can be derived, such that the interference






Ps > Rs (4.2)∑
Pwgn < CCAs (4.3)∑
Pg < CCAs (4.4)
where SINRmin is the minimum required SINR for reliable communication,
∑
Pwgn is the
total worst-case interference power from the surrounding WGNs,
∑
Pg is the total worst-
case interference power from the surrounding geophones, Ps is the signal power from the
WGN of interest,Rs is the Receiver Sensitivity, and CCAs is the Clear Channel Assessment
(CCA) sensitivity. Equations (4.3) and (4.4) ensure that the contention space for a given
cell is not encroached upon by the surrounding interferers.
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The GP scheme is evaluated in Fig. 4.4-4.6 in the presence of co-channel interference,
for a cluster size of 4, and possible channel bandwidths of 8 MHz (4 available channels)
and 16 MHz (8 available channels). In Fig. 4.4 and 4.5, the performance is reduced due to
an increased number of collisions and a lower SNR, as compared to having no co-channel
interference. In Fig. 4.6, the antenna height for the geophones increases considerably when
a larger bandwidth is used, but does not vary much for an increase in the geophone data
rate. If three-component geophones (data rate of 144 kbps) with a maximum height of 1 m
are used with 4 channels, a radius of 400 m can acquire all data in a duration of 8 s. From
(2.1), this amounts to the deployment of around 180 WGNs, for an area of 72 km2.
4.4 Overall Cost Comparison
A cost model is developed that is a function of the average power consumption and the
total number of gateway devices. In this analysis, a cost comparison is undertaken for the
bottommost layer, i.e. the layer at which the geophones interact with the gateway devices.
The use of GPS is not included in the cost model since it can be assumed that all existing
systems employ the use of GPS for exact positioning, i.e. localization performance is not
considered. The comparison is made between the proposed architecture and two of the
most relevant prior works [5, 6].
The various metrics for comparison between the architectures under consideration are
shown in Table 4.2. The total initial cost can be computed by summing the costs for each
of the geophones and the required number of gateway devices. In this study, the number
of gateway devices is chosen so as to deliver real-time acquisition for flip-flop operations.
The following formulations can be made for each of the schemes.
CostGP = 14, 400× Cost802.11 + 180× (2 · Cost802.11)
Cost[5] = 14, 400× Costuwb + 120× (Costuwb + Cost802.11)
Cost[6] = 14, 400× Cost802.11 + 60× (2 · Cost802.11)
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Table 4.2: Cost Comparison




















726,000 203.57 120 2
Receiver Line Relaying with
Hybrid Time/Frequency
Division Multiple Access [6]
289,200 848.96 60 8
where Cost802.11 and Costuwb denote the cost of an 802.11 device and a UWB device
respectively. For ease of analysis, the cost of both 802.11af and 802.11n devices is assumed
to be equal to∼ 20$. Although the cost of a UWB device is∼ 15$, a significant addition to
the cost arises from the need for integrating features from the IEEE 802.15.4 standard into
the ECMA-368 standard [5]. Such a customized MAC would require deliberate design,
validation, and manufacturing, as compared to standards-compliant off-the-shelf hardware.
For this reason, Costuwb is taken to be∼ 50$, and the corresponding values for the total cost
are shown in Table 4.2. Evidently, the initial cost for architecture in [5] is the highest due to
tailor-made hardware, while the one in [6] is the lowest since the geophones themselves are
employed in the relaying process. The initial cost of the proposed architecture is marginally
higher as compared to [6], due to the need for additional WGNs.
In addition to the initial device costs, there exists a finite cost ‘CostPower’ for every seis-
mic survey that is associated with the power consumption of the devices and the subsequent
recharging of the batteries.
CostPower = 14, 400× Number of Recharges× CostPer Recharge
Although the scheme in [6] has a low initial cost, the average power consumption is sig-
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nificantly higher which in turn leads to a higher cost during subsequent seismic surveys as
a result of a larger number of required charging cycles. The scheme in [5] and the proposed
architecture observe similar power consumption per geophone.
Hence, the overall performance of the proposed architecture attains a balance between
the short-term initial cost and the long-term battery costs. Moreover, this performance is
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Wireless geophone networks offer an attractive solution for oil, gas, and mineral explo-
ration by minimizing the overall cost and by also conducting seismic surveys in a more
environment-friendly manner. A wireless geophone network architecture based on the
IEEE 802.11af standard and the geophone-polling (GP) scheme is described and evalu-
ated in this thesis. The proposed GP scheme is able to tackle not only a large area, but
also a densely populated network. Its performance is superior to the default DCF and PCF
schemes, in terms of both the throughput and power consumption, by providing contention-
free access with minimal overhead. A primary performance gain is obtained by taking ad-
vantage of the delay-tolerant and homogeneous nature of the traffic generated in geophone
networks.
Quantitative results are obtained under the impact of co-channel interference for the
total time required for data collection, the throughput, and the average power consumption
of the geophones. A total of 180 WGNs are sufficient to map an area as large as 72 km2,
even if data-intensive three-component geophones (data rate of 144 kbps) are deployed in
a dense topology across the seismic survey area.
Overall, the GP scheme working in conjunction with the IEEE 802.11af standard can
help solve the major challenges imposed by dense wireless geophone networks, while
maintaining a standards-compliant architecture. Building upon the stated results will pave
the way for a solely wireless-based scheme for seismic data acquisition in future surveys.
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• V. A. Reddy, G. L. Stüber and S. I. Al-Dharrab, “Energy Efficient Network Architec-
ture for Seismic Data Acquisition via Wireless Geophones,” 2018 IEEE International
Conference on Communications (ICC), Kansas City, MO, 2018, pp. 1-5.
31
REFERENCES
[1] G. Vermeer, 3D Seismic Survey Design, 2nd ed. Society of Exploration Geophysi-
cists, 2012.
[2] A. Cordsen, M. Galbraith, and J. Peirce, Planning Land 3-D Seismic Surveys. Soci-
ety of Exploration Geophysicists, 2000. eprint: https://library.seg.org/
doi/pdf/10.1190/1.9781560801801.
[3] C. Bagaini, T. Bunting, A. El-Emam, and A. Laake, “Land seismic techniques for
high-quality data,” Oilfield Review, vol. 22, no. 2, 2010. eprint: https://library.
seg.org/doi/pdf/10.1190/1.9781560801801.
[4] S. Savazzi and U. Spagnolini, “Wireless geophone networks for high-density land
acquisition: technologies and future potential,” The Leading Edge, vol. 27, no. 7,
pp. 882–886, 2008.
[5] S. Savazzi, U. Spagnolini, L. Goratti, D. Molteni, M. Latva-aho, and M. Nicoli,
“Ultra-wide band sensor networks in oil and gas explorations,” IEEE Communica-
tions Magazine, vol. 51, no. 4, pp. 150–160, 2013.
[6] Douglas B. Crice, “Systems and methods for seismic data acquisition,” U.S. Patent
9,291,732, 2016.
[7] R. Ellis, “Current cabled and cable-free seismic acquisition systems each have their
own advantages and disadvantages is it possible to combine the two?” First Break,
vol. 32, no. 1, pp. 91–96, 2014.
[8] Bao Q. Tran, “Wireless sensor data processing systems,” U.S. Patent 7,224,642,
2007.
[9] E. Weber, V. Convertito, G. Iannaccone, A. Zollo, A. Bobbio, L. Cantore, M. Cor-
ciulo, M. Di Crosta, L. Elia, C. Martino, A. Romeo, and C. Satriano, “An advanced
seismic network in the southern apennines (italy) for seismicity investigations and
experimentation with earthquake early warning,” Seismological Research Letters,
vol. 78, no. 6, p. 622, 2007. eprint: /gsw/content_public/journal/srl/
78/6/10.1785_gssrl.78.6.622/3/622.pdf.
[10] A. R. Gana, “Wireless communication system for land seismic operations: a fea-
sibility study,” Master’s Thesis, Norwegian University of Science and Technology,
2008.
32
[11] A. Husker, I. Stubailo, M. Lukac, V. Naik, R. Guy, P. Davis, and D. Estrin, “Wilson:
the wirelessly linked seismological network and its application in the middle amer-
ican subduction experiment,” Seismological Research Letters, vol. 79, no. 3, p. 438,
2008. eprint: /gsw/content_public/journal/srl/79/3/10.1785_
gssrl.79.3.438/1/438.pdf.
[12] J. Fischer, F. Khnlenz, K. Ahrens, and I. Eveslage, “Model-based Development of
Self-organizing Earthquake Early Warning Systems,” in Proceedings MathMod Vi-
enna 2009, I. Troch and F. Breitenecker, Eds., ser. Argesim Report, ISBN 978-3-
901608-35-3, Vienna University of Technology, Feb. 2009.
[13] K. Fleming, M. Picozzi, C. Milkereit, the SAFER, E. working groups, F. Kuhnlenz,
the SAFER, E. working groups, B. Lichtblau, the SAFER, E. working groups, J.
Fischer, the SAFER, E. working groups, C. Zulfikar, the SAFER, E. working groups,
O. Ozel, the SAFER, and E. working groups, “The self-organizing seismic early
warning information network (sosewin),” Seismological Research Letters, vol. 80,
no. 5, p. 755, 2009. eprint: /gsw/content_public/journal/srl/80/5/
10.1785_gssrl.80.5.755/3/755.pdf.
[14] M. Picozzi, C. Milkereit, S. Parolai, K.-H. Jaeckel, I. Veit, J. Fischer, and J. Zschau,
“ gfz wireless seismic array (gfz-wise), a wireless mesh network of seismic sen-
sors: new perspectives for seismic noise array investigations and site monitoring,”
Sensors, vol. 10, pp. 3280–3304, 2010.
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