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ABSTRACT
In the first part of this thesis, we consider a proposed Quality of Service
(QoS) model in which a set of clients require their own timely-throughput
from an access point, with packet deadlines restricted to be in one period. It is
known that two debt-based policies, including time-based debt and weighted
delivery-based debt, are feasibility optimal in the sense that they can fulfill
the requirements of all sets of feasible clients. We analyze why these poli-
cies are optimal by considering a class of periodwise static priority policies.
We prove that this latter class of policies can achieve whatever a history-
dependent policy can, i.e., it suffices to consider only this class of policies
for such a scheduling problem. Our approach proceeds by investigating the
submodularity of the complement of the idle time function. We thereby show
that the set defined by the timely-throughput constraints is a polymatroid,
from which the optimality within the class of periodwise static priority poli-
cies follows.
The second part of the thesis analyzes the convergence of an algorithm
for the problem of learning with expert advice. At the present time, several
web-based recommendation systems use votes from experts or other users to
recommend objects to other customers. We apply the ‘learning from expert
advice’ framework for this system, and propose a recommendation algorithm
that uses a weighted update rule. Often, recommendation algorithms make
assumptions that do not hold in practice, such as requiring a large number of
good objects, presence of experts with the identical taste as the user receiving
the recommendation, or experts who vote on all or a majority of objects. Our
algorithm relaxes these assumptions by allowing an arbitrary proportion of
bad objects as well as arbitrary tastes of experts. Moreover, it can deal with
the issues that arise because of the existence of sleeping-experts, i.e., experts
who are not available for voting at all rounds. A key attribute of our approach
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is to define the concept of the best expert on the basis of both availability
and accuracy of experts. We then prove that the algorithm converges almost
surely to the best expert(s) regardless of whether the predictions of experts
are binary or continuous valued. Moreover, we derive an upper bound on
loss of the proposed algorithm by comparing it to the loss of an appropriately
defined ‘current best’ and show that the regret of our algorithm is logarithmic
in the number of experts. Besides theoretical performance guarantees, we
present simulation results that show the proposed algorithm outperforms
Dsybil, the current state-of-the-art recommendation algorithm.
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CHAPTER 1
INTRODUCTION
QoS is of increasing demand in current networks due to the emergence of
many real-time applications such as video streaming or Voice over Internet
Protocol (VoIP). In wireless networks, this requires even more attention due
to the intrinsic unreliability of the channels. One of the problems of cur-
rent interest is to find scheduling policies to serve a set of clients when there
are multiple clients in use at the same time. A previous work [1] intro-
duced a QoS model that takes into account both channel unreliabilities and
deadline constraints. It was established there that two debt-based policies,
namely, time-based debt and weight-based debt, can satisfy the requirement
on the average number of packets delivered in each period, under the above
constraints. These polices were proven to be feasibility optimal, i.e., they
can achieve all long-term timely-throughputs that the more general class of
history-dependent policies (defined below in Definition 5) can. In fact, these
policies belong to a class of policies that we call periodwise static priority
policies (see Definition 4). In this thesis, we study why such a class must
necessarily contain an optimal policy. We answer this by showing that the
set of feasible timely-throughput vectors is a polymatroid because of the sub-
modularity of the complement of the unavoidable idle time function.
In the second part of this thesis, we turn to the problems posed by recom-
mendation systems. In recent years, online learning algorithms have gained
popularity through the widespread usage of online recommendation systems,
such as Netflix, Digg, or Rotten Tomatoes. These systems solicit opinions
from users on items such as movies or news articles. We refer to the users,
who vote for items, as “experts,” and the items under consideration as “ob-
jects.” Usually, recommendation systems offer a satisfaction scale (e.g., a
five-star rating scale in Rotten Tomatoes) from which an expert can choose
to make a prediction about a particular object. After receiving the ratings of
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experts for an object, the system calculates its own recommendation score.
For example, Rotten Tomatoes releases an average rating of experts voting
for an object. In our formulation of the problem, after a consumer, say Alice,
consumes the object, her feedback (outcome) is used to update the weights
of the experts. The weight evolution is a crucial aspect of a recommenda-
tion system. Many weight updating rules have been proposed in the learning
literature, and the performance of the algorithms is evaluated by proving
bounds on their regret [2–5].
In the second part of this thesis, we address the problem of designing a
provably-good recommendation system. Our contributions are as follows:
• We suggest a recommendation algorithm that uses a weighted average
updating of experts’ weights similar to that of [6]. We prove that this
updating rule will converge to the best expert whenever there is one
such expert. Alternately it will switch between the best experts, if
multiple equally good best experts are present. Moreover, we derive
an upper bound on the loss of the proposed algorithm. Unlike a lead-
ing recommendation algorithm, Dsybil [7], we do not require that a
high fraction of objects in the voting pool be good in order to obtain
performance guarantees.
• While in the setup of Dsybil [7], experts can only cast positive, dis-
cretely valued votes, we allow experts to rate an object with any con-
tinuous value in [0,1]. The majority of common learning algorithms
assume that all experts are available at all rounds. Our algorithm al-
lows experts to refrain from voting at some rounds as this is a more
realistic assumption for online recommendation systems.
• While for the proof of convergence of our algorithm, we make some
assumptions on the availability and prediction distribution of experts,
these assumptions are relaxed in the simulation results. In fact, our
simulations show that the proposed algorithm outperforms the current
state-of-the-art algorithm, Dsybil, in more general settings than were
assumed in the derivation of the convergence proofs.
The rest of this thesis is organized as follows: Chapter 2 describes some
related work on scheduling in networks. Chapter 3 presents the QoS model
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in detail and some definitions, as well as previous results on the two optimal
priority policies. Chapter 4 establishes that there indeed exists a periodwise
static priority policy that is optimal. Chapter 5 begins the second part of the
thesis by presenting some preliminary concepts and definitions on learning
with expert advice. Chapter 6 summarizes some previous work, covering a
variety of frameworks and settings for this kind of problem. We then describe
our problem setup in Chapter 7, including the loss function and the updat-
ing rule. In Chapter 8, convergence results, based on an analysis of weight
evolution, are derived. Subsequently, Chapter 9 presents an upper bound
on the loss of the algorithm, and simulation results are given in Chapter 10.
Finally, we summarize both parts in Chapter 11.
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CHAPTER 2
RELATED WORK
The problem of scheduling wireless networks to support Quality of Service
(QoS) has been studied by two approaches. In the first one, the objective
is to minimize the mean delay. Dua and Bambos [8] introduced a ‘switch-
over’ policy to minimize the expected cost of buffering or dropping packets,
solvable by a dynamic programming framework. Shakkottai and Srikant [9]
considered the optimality vis-a`-vis the number of packets lost. They proposed
a modified policy from Earliest Due Date (EDD) policy, namely Feasible
Earliest Due Date (FEDD), and pointed out that it is optimal for the case
of a deterministic arrival process. In another approach, the maximization
of throughput is taken into account. Tassiulas and Ephremides [10] have
proposed a maximal throughput policy for multiple queues served by only one
server. The decision of choosing which queue to serve is based on the change
of connectivity of queues with the server and queue lengths. They have shown
that this policy minimizes delay if the queues are symmetric. Considering
a model featuring multi-services, Whittle [11] has considered a problem of
allocating activities under an index system, with different objective functions
and constraints.
Hou, Borkar and Kumar [1] have proposed a framework for a QoS model
in which a vector of timely-throughputs is required by a set of clients, where
packets are counted towards the throughput only if they are delivered within
a certain deadline, all under unreliable channels. They introduced two debt-
based policies that are proven to be optimal in the sense that they satisfy
all feasible requirements. It turns out that these policies belong to the set of
static priority policies, but the authors do not address the broader question
of why this class is optimal in terms of realizing any vector that is achievable
in the general class of history-dependent policies. Yao [12] has examined the
problem of optimization of a linear objective over a polymatroid. Motivated
by the above-mentioned open problem, in this thesis, we exploit the poly-
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matroid property of the set of feasible timely-throughputs and establish the
optimality of the class of the static priority policies.
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CHAPTER 3
MODEL OF QUALITY OF SERVICE
In this section, we describe the QoS model defined in [1], for which we will
prove the optimality of a class of policies. The model is that of a wireless
network containing a set of N clients and an access point. Each client has
an application to be served by the access point. In a noise susceptible en-
vironment, it is natural to assume that every channel between clients and
access point is unreliable, i.e., each transmitted packet is not always success-
ful. Each client i has a probability of successful transmission, denoted by
pi, which can be different from that of other clients. We suppose that time
slots are divided into periods, each of length τ , and each packet has a dead-
line of τ . At the beginning of each period, each client generates a packet.
The access point then chooses a packet among them to serve. In each pe-
riod, only after it succeeds in transmitting that packet, does the access point
choose one of the other remaining packets to serve next. If at the end of the
period, a packet has not been delivered, it is discarded. Besides the delay
constraint, each client requires a delivery ratio qi, for 1 ≤ i ≤ N , defined
as the long-term average of the number of packets delivered per period. For
such unreliable channels, the access point seeks a strategy to fulfill all clients’
requirements.
Definition 1. A client set {1, 2, ..., N} is feasible if its required delivery ratios
are satisfied by some scheduling policy, i.e., the time average delivery ratio
vector is at least [qi], with probability 1.
Definition 2. A scheduling policy is feasibility optimal if it can fulfill all
feasible sets of clients.
Definition 3. A work-conserving (or non-idling) policy is a policy which
attempts to deliver all packets without resting whenever there is a still unde-
livered packet.
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Without loss of generality, we consider only work-conserving policies in
this thesis. However, even under a work-conserving policy, the access point
is forced to be idle for a certain fraction of time, which happens after all
clients have been served (i.e., all packets are delivered), and there is no more
work in the system. We define the expected fraction of idle time for a set of
clients S as follows:
I(S) := E{1
τ
(τ −
∑
i∈S
γi)
+},
where γi is Geom(pi), a random variable representing the number of time
slots needed by client i in order for its packet to be successfully transmitted.
Let us define the busy time B(S) := τ − I(S) as the complement of the
idle time, and note that the total busy time of all clients cannot exceed the
busy time of the system. Hou, Borkar and Kumar in [1] obtain the following
necessary and sufficient condition for a set of clients to be feasible:
Theorem 1. The necessary and sufficient condition for a feasible set is:∑
i∈S
qi
τpi
≤ 1− I(S) for all S ⊆ {1, 2, ..., N}.
Note that the left-hand side above denotes the expected total fraction of
time that the access point needs to devote to the set of clients S.
We now consider the class of debt-based policies. These policies calculate,
at the beginning of each period k, the “debts” that the access point owes
clients. For the case of time-based debt, the debt of client i is defined as
the difference between the implied workload, wi =
qi
τpi
, and the actual aver-
age number of time slots given to client i, before period k. For the case of
weight-delivery-based debt, the debt of client i is the difference between the
required delivery ratio qi and the actual average number of packets delivered
in each period, weighted by 1
pi
. In debt-based policies, the set of clients is
arranged (at the beginning of each period) in the descending order of debts
to be served.
Theorem 2. The above debt-based policies are feasibility optimal.
It is worth noting that these debt-based policies are contained in the fol-
lowing class of periodwise static priority policies.
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Definition 4. A periodwise static priority policy is a policy which maintains
the priority order of the clients throughout one period regardless of the trans-
mission of packets in that period. When a packet is delivered, it is dropped
from the priority order. However, the order is revised at the beginning of the
next period, possibly based on the entire previous history of packet transmis-
sions and deliveries.
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CHAPTER 4
OPTIMALITY OF PERIODWISE STATIC
PRIORITY POLICIES
So far, the reason for feasibility optimality of the class of periodwise static
priority policies is not well understood. By this we mean that a policy in this
class can attain at least as much, componenentwise, as any throughput vector
that is achievable in the more general class of history-dependent policies:
Definition 5. A history-dependent policy is a policy which uses the informa-
tion of the clients from the past to the current time, to decide which packet
is to be served in any slot.
We note that a history dependent policy can keep reevaluating actions
during a period, and can, for example, change the order of clients within
that period if some clients have had unsuccessful attempts.
Yao [12] has examined the problem of linear optimization over a polyma-
troid.
Definition 6. ( [12]) The polytope
P =
{
x ≥ 0,
∣∣∣∣∑
i∈S
xi ≤ f(S),∀S ⊆ X
}
is a polymatroid if function f satisfies the following properties:
(a) f(φ) = 0.
(b) f is non-decreasing.
(c) f is submodular, i.e., if E,F ⊆ S, then f(E)+f(F ) ≥ f(E∪F )+f(E∩
F ).
Note that, if we reverse all the above inequalities, then we say that the
function f is supermodular.
For the problem of optimizaton of a linear function over a polymatroid,
there is a simply defined “priority” policy that is optimal.
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Theorem 3. ( [12]) xpi defined below is the optimal solution for the linear
maximization problem over a polymatroid.
xpi1 = f({pi1}),
xpi2 = f({pi1, pi2})− f({pi1}),
...
xpiN = f({pi1, pi2, ..., piN})− f({pi1, pi2, ..., piN−1}).
Returning to the problem of supporting timely-throughput under reliabil-
ity, in order to prove the optimality of periodwise static priority policies, it
suffices to show that the convex set of expected throughputs that is achiev-
able in a period is a polymatroid. The reason is that any long-term average
of throughput vectors must also lie in this convex set. Therefore, our goal in
this part of the thesis is to prove that the following set of vectors is indeed a
polymatroid:
P =
{
(q′1, q
′
2, ..., q
′
N)
∣∣∣∣∑
i∈S
xi ≤ f(S),∀S ⊆ {1, 2, . . . , N}, xi = q
′
i
τpi
, and xi ≥ 0,∀i,
}
.
From above, f(S) := 1− I(S).
We will show that this set is indeed a polymatroid by demonstrating a
submodular property of the complement of the idle time function.
Theorem 4. The function f(S) := 1−I(S) satisfies the following properties:
(a) f(φ) = 0.
(b) f is non-decreasing.
(c) f is submodular, i.e., if E,F ⊆ S, then f(E)+f(F ) ≥ f(E∪F )+f(E∩
F ).
The first property is obvious for f . The second property follows from the
fact that the idle time function I(·) is a non-increasing function. Thus, it
remains only to check property (c) to establish the submodularity of f .
Proof. Since f(S) is the complement of I(S), it turns out that we need to
prove the supermodularity of the expected idle time function, i.e.,
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I(E ∪ F ) + I(E ∩ F ) ≥ I(E) + I(F ), for all E,F ⊆ S. (4.1)
We will prove this using induction. The base case is when the set of clients
is a singleton: S = {i}. The only possible subsets of S are {i} and φ, and
the supermodularity is obvious.
Assuming that the supermodularity holds for any set of N clients, we need
to prove it also holds for any set of N + 1 clients. First, note that, as in the
base case, the proof is trivial when any one of the two possible sets, namely E
and F , is φ or the whole set. The proof also holds when E∪F ⊆ {1, 2, ..., N},
by the induction assumption. Therefore, we only need to consider the cases
when E ∪ F = {1, 2, ..., N + 1}.
1. Suppose E ∩ F = φ.
For simplicity, assume that E = {1, 2, ..., k} and F = {k + 1, k +
2, ..., N+1}. Suppose client i requires ti slots in order to be successfully
delivered, for 1 ≤ i ≤ N + 1. Note that ti is a random variable.
Denote the version of the right-hand side of (4.1), where instead of the
expected idle time we take the random idle time, by simply RHS, and
similarly, the analog of the left-hand side of (4.1) by LHS. Also denote
h({1, 2, ..., k}) as the idle time if the only clients are the set {1, 2, ..., k}.
Suppose
N+1∑
i=1
ti ≤ τ . Then
RHS = h({1, 2, ..., k}) + h({k + 1, k + 2, ..., N + 1})
= τ −
k∑
i=1
ti + τ −
N+1∑
i=k+1
ti
= τ −
N+1∑
i=1
ti + τ
= h({1, 2, ..., N + 1}) + h(φ)
= LHS.
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Suppose
N+1∑
i=1
ti > τ and
k∑
i=1
ti ≤ τ
RHS = h({1, 2, ..., k}) + h({k + 1, k + 2, ..., N + 1})
= τ −
k∑
i=1
ti +
[
τ −
N+1∑
i=k+1
ti
]+
≤ τ −
k∑
i=1
ti +
[ k∑
i=1
ti
]+
= τ
= h({1, 2, ..., N + 1}) + h(φ)
= LHS.
Suppose
N+1∑
i=1
ti > τ and
k∑
i=1
ti > τ
RHS = h({1, 2, ..., k}) + h({k + 1, k + 2, ..., N + 1})
= 0 + I({k + 1, k + 2, ..., N + 1})
≤ τ
= h({1, 2, ..., N + 1}) + h(φ)
= LHS.
2. Suppose E ∩ F = {1, 2, ...,M}, i.e., they have M clients in common,
with 1 ≤M ≤ N−1. For simplicity, assume that E = {1, 2, ...,M,M+
1, ..., k} and F = {1, 2, ...,M, k + 1, k + 2, ..., N + 1}, then E ∩ F =
{1, 2, ...,M}.
As above, consider first the case
N+1∑
i=1
ti ≤ τ , then
RHS = h({1, 2, ...,M,M + 1, ..., k})
+ h({1, 2, ...,M, k + 1, k + 2, ..., N + 1})
= τ −
k∑
i=1
ti + τ −
∑
i∈{1,2,...,M}∪{k+1,k+2,...,N+1}
ti
= τ −
N+1∑
i=1
ti + τ −
M∑
i=1
ti
= h({1, 2, ..., N + 1}) + h({1, 2, ...,M})
= LHS.
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Suppose
N+1∑
i=1
ti > τ and
k∑
i=1
ti ≤ τ
RHS = h({1, 2, ...,M,M + 1, ..., k})
+ h({1, 2, ...,M, k + 1, k + 2, ..., N + 1})
= τ −
k∑
i=1
ti +
[
τ − ∑
i∈{1,2,...,M}∪{k+1,k+2,...,N+1}
ti
]+
≤ τ −
k∑
i=1
ti +
[ k∑
i=M+1
ti
]+
= τ −
M∑
i=1
ti
= h({1, 2, ..., N + 1}) + h({1, 2, ...,M})
= LHS.
Suppose
N+1∑
i=1
ti > τ and
k∑
i=1
ti > τ and
M∑
i=1
ti ≤ τ
RHS = h({1, 2, ...,M,M + 1, ..., k})
+ h({1, 2, ...,M, k + 1, k + 2, ..., N + 1})
=
[
τ − ∑
i∈{1,2,...,M}∪{k+1,k+2,...,N+1}
ti
]+
≤
[
τ −
M∑
i=1
ti
]+
= τ −
M∑
i=1
ti
= h({1, 2, ..., N + 1}) + h({1, 2, ...,M})
= LHS.
Suppose
N+1∑
i=1
ti > τ and
k∑
i=1
ti > τ and
M∑
i=1
ti > τ
RHS = h({1, 2, ...,M,M + 1, ..., k})
+ h({1, 2, ...,M, k + 1, k + 2, ..., N + 1})
= 0
= LHS.
Note that since the above proof holds for random variables ti, for 1 ≤ i ≤
N+1, it also holds for the expected values, and so the proof of submodularity
is complete.
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Next, we define the following class of policies:
Definition 7. A randomized periodic static priority policy is a periodwise
static priority policy which, at the beginning of each period, chooses randomly
an order, according to a fixed distribution, for all clients and keeps that order
for that period.
Our main result is Theorem 5 which proves the existence of a randomized
periodwise static priority policy.
Theorem 5. If there exists a history-dependent policy which is feasibility
optimal, then there exists a randomized periodic static priority policy, which
is also feasibility optimal.
Proof. Let C be the convex hull defined by the constraints describing the
polytope P . Consider an ordering, which could be any permutation over the
N clients, pi = [pi1, pi2, ..., piN ]. In this order, client pi1 is served first, and client
pin is served last. If the randomized periodwise static priority policy (here,
we only consider work-conserving policies) picks this order, its expected busy
times spent on the client sets are described by the following equalities:
xpi1 = f({pi1}),
xpi2 = f({pi1, pi2})− f({pi1}),
...
xpiN = f({pi1, pi2, ..., piN})− f({pi1, pi2, ..., piN−1}).
Because the number of time slots available for clients is bounded by τ , C is a
closed and bounded convex set. It follows that if every extreme point of the
polytope is some periodwise static priority policy, then the randomized pe-
riodwise static priority policy class can realize any history-dependent policy
by time sharing. We therefore only need to show that every extreme point
of C is some static priority policy xpi. As noted in Theorem 3, it is shown
in [12] that, for a polymatroid, every extreme point indeed corresponds to a
static priority policy, proving the result.
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CHAPTER 5
BACKGROUND ON LEARNING FROM
EXPERTS
We now turn to problems of learning with experts, which arise, for exam-
ple, in learning literature and have applications in current online prediction
systems such as Netflix, where users receive recommendations on movies to
rent based on votes from consumers. The overall system consists of experts
and a (master) algorithm. The task of experts is to make predictions on the
quality of objects, and the algorithm attempts to evaluate an object for a
user based on the ratings of the experts.
For instance, in the case of movies, experts are users who vote for movies
they have watched, and the items under consideration are naturally the
movies. The goal of the algorithm is to give rating predictions for movies for
each user based on the prediction of experts and the compatibility of their
former predictions with user’s taste.
Formally, the framework can be summarized as follows. Let us assume that
the predictions lie in a set X . These predictions can be binary or continuous
valued. In each round t, each expert i provides his prediction xit for a given
object. Based on predictions of experts, the algorithm decides which value
yˆt ∈ X to predict for that object. After consumption, the user reveals his
rating yt in the set Y . This rating (called outcome) is used to calculate losses
of experts and the algorithm. The performance of each expert is a function
of his aggregate loss so far and is used to weigh his prediction in the future.
Loss of each predictor (the expert or the algorithm) is defined as a non-
negative function ` : X × Y → R+ of the outcome and the prediction value.
Moreover, loss function is usually chosen to be a convex function. Some
popular loss function choices are:
(i) Absolute loss: `(yˆt) = |yˆt − yt|.
(ii) Squared loss: `(yˆt) = (yˆt − yt)2.
(iii) Relative entropy loss: `(yˆt) = (1− yt) ln
(
1−yt
1−yˆt
)
+ yt ln
(
yt
yˆt
)
.
(iv) Hellinger loss: `(yˆt) =
1
2
(
(
√
1− yt −
√
1− yˆt)2 + (√yt −
√
yˆt)
2
)
.
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The prediction of the algorithm is based on the level of trust it has in the value
of the prediction of each expert for a particular user. This trust value for an
expert i is called his weight and is denoted by pit ∈ W . The larger the weight
of an expert, the larger is his influence on the prediction of the algorithm. At
each round after calculating loss, the algorithm updates weights for experts.
These steps are summarized as follows:
for t = 1→ ... do
Experts provide predictions xit ∈ X .
Algorithm computes its prediction yˆt ∈ X based on xit, pit, for all i.
Outcome yt ∈ Y is revealed.
Loss update: Algorithm and experts update losses `(yˆt), `(x
i
t), respec-
tively.
Weight update: Weights get updated according to pit+1 = f(p
i
t, `(yˆt), `(x
i
t)).
end for
Often the weight update rule takes either the multiplicative or additive form.
In the former, the weight of an expert is multiplied by a factor smaller than
one to reduce the trust in him if his prediction was off, i.e., he incurred a big
loss, or the weight remains unchanged if experts had a reliable prediction.
Thus, good experts obtain bigger weights than poor ones as time progresses.
Similarly the algorithm can use an additive rule to update rules.
The goal of research in learning with expert advice is to find an algorithm,
i.e., predictor, whose loss is not much greater than the loss of the “best
expert,” defined as the one whose loss is minimal over the set of experts for
a time horizon of interest. Define “current regret” as the difference between
the algorithm’s loss and an expert’s loss at round t, r(xit) := `(yˆt)−`(xit) and
“cumulative regret” as the accumulated difference up to time n:
Rin :=
n∑
t=1
(
`(yˆt)− `(xit)
)
. (5.1)
Thus, the target is to guarantee that the regret with respect to the best ex-
pert remains as small as possible. Specifically a vanishing per round regret
is desirable, where per round regret is the averaged cumulative regret over
n rounds. A common approach for designing the predictor is the weighted
majority decision rule established by Littlestone and Warmuth [13]. This
algorithm uses as its prediction a value equal to the weighted average pre-
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dictions of experts. A different strategy is to follow the best expert. In each
round, the algorithm calculates the loss of each expert and selects the expert
with minimum current loss (ties are arbitrarily broken). We now present a
simple example to see how these strategies work.
In the movie rating system, assume that predictions and outcomes are
binary, i.e., X = Y = {0, 1}. Specifically, 1 represents a good rating
and 0 represents a bad rating. Moreover, assume an absolute loss function
Lin :=
n∑
t=1
|xit − yt| is in place. At the beginning, all experts are given equal
weight. Subsequently, the weight of expert i at round n is calculated by the
multiplicative rule pin = β
Linpin−1, where β < 1 is the factor to punish experts
with poor performance. Given predictions xit and weights p
i
t of all experts,
the weighted majority algorithm first calculates yˆt as
yˆt =
∑
i
pitx
i
t∑
i
pit
.
The algorithm then predicts 1 if yˆt > 1/2 or 0 otherwise. The special case
where β = 0 is called the “halving” algorithm. At each round, experts
with bad predictions have weights taken off. The algorithm needs to only
follow the rest of the experts in the next rounds by forming an average
(weighted majority), or follow an arbitrarily expert chosen among the good
ones (follows the best expert). Either way, after some rounds, weights of all
experts except the best expert (assumed to exist) will be eliminated, and the
algorithm follows the best expert thereafter.
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CHAPTER 6
RELATED WORK
In most of the existing literature on learning with experts, it is assumed
that all experts are available at all rounds [4, 5, 13]. With this assumption,
the first class of predictors is based on the weighted majority algorithm,
introduced in the pioneering work of Littlestone and Warmuth [13]. This
algorithm follows the group of experts whose sum of their weights exceeds
that of the rest, and, if there is a bad prediction, it punishes all members
of that group by scaling their weights with a factor smaller than one. This
algorithm was later extended by Bianchi et al. [5] to a weighted average
prediction rule, and the scaling factor for weight updates could be flexibly
chosen from a wide range of values. Bianchi and Lugosi [14] proposed a
framework for design and analysis of prediction algorithms using the concept
of potential function. Their framework includes special cases of polynomially
weighted average and exponentially weighted average predictors mentioned
in the framework of Littlestone and Warmuth [13].
Another way to formulate the problem of learning from experts’ advice is
by use of competitive online learning in which the algorithm is compared to a
class of prediction strategies. One such method is aggregated forecaster, in-
troduced by Vovk [4]. This forecaster makes predictions so that the potential
function of the accumulated regret is non-increasing, or equivalently, its loss
is no more than an exponential potential function. A simpler version of such
a predictor was presented by Kivinen and Warmuth [15]. A weighted average
model is deployed in this version, and interestingly, it coincides with the ag-
gregated forecast if the loss function is logarithmic. Yet another such method
is a defensive forecaster also proposed by Vovk [16]. This forecaster (predic-
tor) makes predictions so that a law of probability (e.g., law of large numbers)
describing the agreement between the predictions and the outcomes is satis-
fied. A comparison between the aggregate forecaster and defensive forecaster
was given by Chernov et al. [17] under two different settings.
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The above results however do not directly apply to online recommendation
systems where the assumption that all experts are always available does
not hold true. Specifically, most of classic approaches, e.g., Littlestone and
Warmuth [13], discount the weight of an expert any time he makes a mistake,
and leave it unchanged only if he makes a correct prediction. Thus, a good
expert attending most of the rounds may end up with a lower weight than a
poor expert participating in just a few rounds.
To avoid this, Yu et al. [7] encourage participation of the experts in voting
by increasing their weights when they provide good advice. Moreover, they
reward experts who vote on objects with fewer votes, as opposed to safe-
playing experts who only vote for already popular objects. Yu et al. [7]
provide an upper bound on the expected loss of their algorithm. However,
their analysis is carried out under some strong assumptions such as that a
high percentage of objects in the recommendations system are good (Alice
likes them), and a small number of good experts have voted on a large fraction
of good objects. The requirement of having a high percentage of good objects
is partially due to the fact that their suggested algorithm does not incorporate
negative feedback in updating the weights of experts.
In the setting where experts are not necessarily available all the time,
Freund et al. [6], Kleinberg et al. [18], and Blum and Mansour [2] have
considered so-called specialized experts or sleeping experts. Freund et al.
[6] presented an average update rule in which the weight of each available
expert is updated according to the quality of his prediction and the weighted
prediction of the algorithm. In effect, the algorithm finds a pseudoexpert
(average expert) whose loss is equal to the average loss of available experts
and follows his prediction. This algorithm is actually a kind of mixture
forecaster corresponding to a distribution over the set of experts, and its
goal is to find a distribution that minimizes the regret. Kleinberg et al. [18]
assumed that in each round, all available experts have an unknown but fixed
payoff distribution. The algorithm then chooses the best expert based on
the ordered arrangement of the expected payoffs. They propose algorithms
that achieve nearly optimal regret bounds, i.e., optimal up to a constant
or a sublogarithmic factor. Blum and Mansour [2] proposed time selection
functions and modification rules to convert an external regret (i.e., regret of
the algorithm with respect to best expert) to an internal regret (i.e., regret
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of the algorithm choosing an expert when another expert was chosen). The
time selection function [6] is indeed the indicator function with value equal
to one when the expert under consideration is available. They also derived
an upper bound on external regret, though this regret was only considered
within a fraction of time depicted by a selection function.
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CHAPTER 7
SETTING AND MODEL
We now present the mathematical model and our notation. The set of all
experts is denoted by E = {1, 2, ..., N}. At each round t, the set of available
experts is denoted by Et, where Et ⊆ E. We assume that Et is stationary
and that the probability distribution of available experts is symmetric, i.e.,
it is invariant under permutations. (Note that, in the simulations, we relax
this assumption and consider different availabilities for experts.)
At the beginning, each expert is given equal weight, i.e., pi0 = p
j
0 for all i 6=
j. As described in Chapter 5, the weight of expert i at time t is denoted by
pit ∈ [0, 1], and his prediction for a given object is xit ∈ [0, 1]. Here, we assume
that Et and xt are independent of each other, which is a reasonable assump-
tion since the correctness of an expert has no relation to his availability.
At time t, knowing the predictions (i.e., opinions) of awake experts for an
object, the algorithm calculates the weighted prediction for that object, yˆt,
as follows
yˆt =
∑
i∈Et
pitx
i
t∑
i∈Et
pit
. (7.1)
Thereby, the system provides a rating for every object (rated by the experts).
Recommendations are user specific, and to serve different users, the system
maintains different weights for the experts, based on the feedback of the
corresponding user.
Upon consumption of an object, the user, say Alice, provides her feedback
yt to the system, indicating her opinion about the object. Throughout this
paper, yt is assumed to be binary 0 or 1, corresponding to a bad or good
rating, respectively.
After obtaining Alice’s feedback, the weights of experts are updated as
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follow:
pit+1 =

pit
xit
yˆt
if i ∈ Et, yt = 1,
pit
1−xit
1−yˆt if i ∈ Et, yt = 0,
pit if i /∈ Et.
(7.2)
It is worth noting that in (7.2) only weights for available experts, i.e., the ones
in Et, are updated. For experts not in Et, their weights remain unchanged.
Let us consider the case when we have a good object (according to Alice,
of course). For such an object, a good prediction algorithm is supposed to
recommend a value greater than a half. Therefore, the update rule of (7.2)
increases the weight of an expert if he has a recommendation better than the
average. A similar explanation holds for the case of bad objects.
In this thesis, we use the relative entropy log loss, that is, the natural
logarithm of the difference between the outcome and the predicted value:
Lt = −I{yt = 1} ln yˆt − I{yt = 0} ln(1− yˆt). (7.3)
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CHAPTER 8
CONVERGENCE OF THE ALGORITHM
In this chapter, we analyze the weight evolution and the convergence of the
algorithm. We start with experts making binary predictions and then proceed
to the continuous case.
Let us rewrite the update rule in (7.2) in matrix form. Let
pt =

p1t
p2t
...
pNt
 .
Then pt+1 = Dtpt, where
Dt =

d1t 0 . . . 0
0 d2t . . . 0
...
...
. . .
...
0 0 . . . dNt
 .
Since each expert updates his weight depending on his previous weight only,
Dt is a diagonal matrix. Each diagonal element is given by (7.2), i.e.,
dit = I{i /∈ Et}+ I{i ∈ Et}
[
I{yt = 1}x
i
t
yˆt
+ I{yt = 0}1− x
i
t
1− yˆt
]
.
Define
qit := I{i /∈ Et}+ I{i ∈ Et}
[
I{yt = 1}xit + I{yt = 0}(1− xit)
]
,
and the corresponding normalization factor
q¯it := I{i /∈ Et}+ I{i ∈ Et}
[
I{yt = 1}yˆt + I{yt = 0}(1− yˆt)
]
.
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Note that dit =
qit
q¯it
. Hence, Dt = QtQ¯t, with
Qt =

q1t 0 . . . 0
0 q2t . . . 0
...
...
. . .
...
0 0 . . . qNt
 ,
and
Q¯t =

1
q¯1t
0 . . . 0
0 1
q¯2t
. . . 0
...
...
. . .
...
0 0 . . . 1
q¯Nt
 .
Since Qt and Q¯t are diagonal matrices, by induction,
pt =
( t−1∏
m=0
QmQ¯m
)
p0.
Now, consider the ratio between the weights of experts i and j at time t,
ξijt :=
pit
pjt
=
( t−1∏
m=0
qim
1
q¯im
)
pi0
( t−1∏
m=0
qjm
1
q¯jm
)
pj0
.
We have,
ln ξijt = ln
pi0
pj0
+
t−1∑
m=0
(ln qim − ln qjm) +
t−1∑
m=0
(ln q¯jm − ln q¯im).
The following lemma is important for our main results.
Lemma 1. Given the above settings and assumptions, if E(ln qim) > E(ln q
j
m)
for i 6= j, then pjt → 0 a.s. and pit → 1 a.s.
Proof. Taking the limit of 1
t
ln ξijt as t→∞, using the law of large numbers,
with the assumptions that {qim}∞1 and {qjm}∞1 are i.i.d., as are {q¯im}∞1 and
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{q¯jm}∞1 , we obtain
1
t
ln ξijt → E(ln qim)− E(ln qjm) + E(ln q¯jm)− E(ln q¯im).
However, since we have assumed that the distribution of available experts
is symmetric, q¯im and q¯
j
m have the same distribution. Hence, E(ln q¯
i
m) =
E(ln q¯jm). Therefore,
1
t
ln ξijt → E(ln qim)− E(ln qjm).
It follows that if E(ln qim) > E(ln q
j
m), then ln ξ
ij
t → ∞, i.e., p
i
t
pjt
→ ∞. Note
that from the update rule (7.2),
∑n
i=1 p
i
t = 1 for every t. Therefore,
pjt → 0 a.s. and pit → 1 a.s. (8.1)
Now, we consider whether the above inequality, E(ln qim) > E(ln q
j
m),
holds. Define the time proportion of occurrence of a set of experts A as
follows:
Γ(A) := lim
T→∞
1
T
T∑
t=1
I{Et = A} ∀A ⊆ {1, 2, ..., N}.
Note that Γ is a probability measure and that the above definition is well
defined since Et is stationary. Define the accuracy of expert i, µ
i, to be the
probability of correct predictions, with respect to user Alice.
8.1 Binary predictions
We first analyze the algorithm where xit is allowed to take only two values, ε
and 1− ε, depending on the values of outcome yt. Here, ε is a small positive
value to guarantee that ln ε does not diverge to infinity. Consider the case
when expert i is correct, which happens with probability µi. If yt = 1, then
xit = 1− ε, and qit = 1− ε. Similarly, if yt = 0, then xit = ε, and qit = 1− ε.
A similar derivation holds for the case when the expert is not correct. It
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follows that, if i ∈ Et
qim =
{
1− ε w.p µi,
ε w.p 1− µi.
So, the expected value of ln qim is given by
E(ln qim) =
∑
A:i∈A
Γ(A)
(
µi ln(1− ε) + (1− µi) ln ε
)
=
( ∑
A:i∈A
Γ(A)
)(
µi ln(1− ε) + (1− µi) ln ε
)
. (8.2)
Let us define the availability of expert i as the proportion of time that expert
i is available, which is the first factor of (8.2)). Also define the “index” of
an expert i as the second factor in the right-hand side in (8.2), which is a
non-decreasing function of his accuracy. The best expert is then defined as
the expert whose index is highest, i.e., E(ln qim) > E(ln q
j
m) for all j 6= i. Our
main results for the binary case is as follows.
Theorem 6. In the binary setting, if there is only one best expert, then the
algorithm converges to that expert. If there exists more than one best expert,
then the algorithm alternates between those experts.
Proof. 1. We begin with the first case when there is only one expert at-
taining the highest index. From Lemma 1, the weight of expert j
converges to zero for all j 6= i, while the weight of expert i converges
to 1. The algorithm then follows that best expert. Note that from
(8.2), the performance of an expert depends on both his accuracy and
availability. In our convergence analysis, it has been assumed that the
distribution of available experts is symmetric and hence all experts are
equally available. Therefore, the algorithm will follow the most accu-
rate expert.1
2. For the second case, without loss of generality, assume that there exists
more than one expert who achieves the maximum value in (8.2), i.e.,
1In the simulation results, we present a more interesting comparison of the performance
of our algorithm where both availability and accuracy are taken into account. There, the
index is redefined as the product of accuracy and availability of an expert. The “best”
expert must achieve the highest product. Thus, this index encourages experts to vote for
objects, since it prefers experts who both participate in voting as well as provide correct
recommendations.
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there exist experts i, j such that E(ln qim) = E(ln q
j
m) > E(ln q
k
m) for
all k 6= i, j. The proof is based on the law of the iterated logarithms.
We recall the law of iterated logarithm (LIL): Given Xn i.i.d., variance
σ2, let
Sn :=
n∑
m=1
Xm.
Then,
lim sup
n→∞
Sn√
n log log n
=
√
2σ a.s.
Also,
lim inf
n→∞
Sn√
n log log n
= −
√
2σ a.s.
Thus, the sum Sn will change signs infinitely often. Applying LIL for
Xm = ln q
i
m, along with the fact that Prob{pit = pjt} = 0, one can see
that (ln qim− ln qjm) > 0 or (ln qim− ln qjm) < 0 alternately. Therefore the
scheme will switch between the two experts infinitely often. However,
Sn can change only by a bounded amount in each step, from which it
follows that the switchings become rarer and rarer, i.e., the algorithm
stays with the same expert for longer and longer times.
8.2 Continuous predictions
When xit can take continuous values in [0, 1], µi needs to be analyzed to a
finer degree. For a given tolerance a, define the corresponding accuracy µi(a)
of an expert i as the percentage of time that his recommendations lie within
a distance a from Alice’s feedback, i.e.,
|xit − yt| < a.
Suppose first that expert i is correct. If yt = 1, then x
i
t is not far from 1 by
a distance greater than a, i.e., xit > 1− a, and xit is assumed to be uniformly
distributed in [1− a, 1]. It follows that qit = xit and qit has the same distribu-
tion in this interval. Similarly, if yt = 0, then x
i
t < a, and x
i
t is assumed to
be uniformly distributed in [0, a]. Therefore, qit = 1− xit and qit has uniform
distribution in [1− a, 1].
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The similar derivation holds for the case when expert i is not correct. Specif-
ically, if yt = 1, then x
i
t < 1 − a, qit = xit and xit is assumed to be uniformly
distributed in [1− a, 1]. If yt = 0, then xit > a, qit = 1− xit and xit is assumed
to be uniformly distributed in [0, a].
So far, our assumption on the prediction of expert i, xit, is that it is piece-
wise uniformly distributed2 as depicted in Figure 8.1.
Figure 8.1: Distribution of predictions of expert i. (a-d) correspond to the
conditional distributions given that expert i is right or wrong and the value
of the outcome is 0 or 1; (e) corresponds to the distribution of expert i.
Note that from this figure, the distributions of experts’ predictions are
different from each other due to the values of h1, h2.
h1 =
µi
2a
+
1− µi
2(1− a) ,
h2 =
1− µi
1− a .
2In the simulation, we also investigated some other distributions such as Poisson or
exponential, with random variables taking values only on [0,1].
28
For experts whose predictions are usually good, the corresponding values of
h2 are small and, consequently, those of h1 are large.
From the above, the probability distribution function of qit is derived as
fqi(x) =
{
1−µi(a)
1−a if x ∈ [0, 1− a],
µi(a)
a
if x ∈ [1− a, 1].
The index of expert i is given by
E(ln qit) =
( ∑
A:i∈A
Γ(A)
)(
µi(a)
a
∫ 1
1−a lnxdx+
1−µi(a)
1−a
∫ 1−a
0
lnxdx
)
. (8.3)
The same results as in Theorem 6 can be applied for this case with continuous
values. Note that the argument holds since the index of expert i is a non-
decreasing function of accuracy for that expert µi. We will prove this by
showing the positivity of the first derivative of E(ln qit) with respect to µ
i.
Indeed, because
∫
lnx = x lnx− x,
∂E(ln qit)
∂µi
=
1
a
1∫
1−a
lnxdx− 1
1− a
1−a∫
0
lnxdx
=
1
a
[−1− (1− a) ln(1− a) + 1− a]− 1
1− a [(1− a) ln(1− a)− (1− a)]
= −1
a
+ [1− a− (1− a) ln(1− a)]
[
1
a
+
1
1− a
]
= −1
a
+ [1− ln(1− a)] 1
a
= − ln(1− a)
a
> 0,
as desired.
29
CHAPTER 9
UPPER BOUND ON LOSS
In this chapter, we analyze the loss of the algorithm, which is defined by a
logarithmic function according to (7.3). Let us rewrite the update rule in
(7.2),
pit+1 = p
i
t
[
I{i /∈ Et}+ I{i ∈ Et}
(
I{yt = 1}x
i
t
yˆt
+ I{yt = 0}1− x
i
t
1− yˆt
)]
= pitf(x
i
t, yt).
By induction, the weight of expert i at time n is
pin = p
i
0
n∏
t=1
f(xit, yt)
=
1
N
n∏
t=1
f(xit, yt), (9.1)
where the second equality follows from the original uniformity of weights of
experts.
Now, define the ‘current best’ expert by i∗t = arg maxi∈Et α
i
tβ
i
t , where
αit =
t∑
t′=1
I{i ∈ Et′}
t
,
βit =
t∑
t′=1
[I{yt′ = 1} lnxit′ + I{yt′ = 0} ln(1− xit′)]
t∑
t′=1
I{i ∈ Et′}
.
Intuitively, αit is the availability accumulated up to time t, or the number
of occurrences of expert i over t rounds. βit is the accuracy accumulated
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up to time t of expert i, calculated by his performance over the number of
predictions up to t. By this definition, the ‘current best’ expert is the one
who is currently available, and whose product of accumulated availability and
accuracy up to time t is largest. We will compare the loss of the algorithm
to that of the ‘current best’ expert by deriving the regret as in (4.1).
n∑
t=1
l(yˆt)−
n∑
t=1
l(x
i∗t
t ) =
n∑
t=1
[−I{yt = 1} ln yˆt − I{yt = 0} ln(1− yˆt)]
−
n∑
t=1
I{i∗t ∈ Et}
[
−I{yt = 1} lnxi
∗
t
t − I{yt = 0} ln(1− xi
∗
t
t )
]
=
n∑
t=1
I{i∗t ∈ Et}
[
I{yt = 1} ln x
i∗t
t
yˆt
+ I{yt = 0} ln 1− x
i∗t
t
1− yˆt
]
=
n∑
t=1
ln f(x
i∗t
t , yt)
= ln
n∏
t=1
f(x
i∗t
t , yt) + ln p0 − ln p0
= ln p0
n∏
t=1
f(x
i∗t
t , yt)− ln p0,
= ln
1
N
n∏
t=1
f(x
i∗t
t , yt) + lnN, (9.2)
where p0 is the initial weight of the ‘current best’ expert, which is 1/N .
Without loss of generality, assume that the set of experts ranked by the
descending order of accuracy is {1, 2, ..., N}. Obviously, if expert 1 is always
present, then the current best expert is expert 1. Otherwise, the current
expert could be any expert whose accumulated product is currently highest.
Thus, this current best expert need not be expert 1.
Now assume that expert 1 is always available. Recall that the weight of
each expert is always less than one, so ln p1n ≤ 0, or equivalently, from (9.1)
ln
1
N
n∏
t=1
f(x1t , yt) ≤ 0.
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From the above observation,
ln
1
N
n∏
t=1
f(x
i∗t
t , yt) ≤ ln
1
N
n∏
t=1
f(x1t , yt) ≤ 0.
From (9.2),
n∑
t=1
l(yˆt)−
n∑
t=1
l(x
i∗t
t ) ≤ lnN.
One can see that by applying the average update rule (7.1), the algorithm
suffers an amount of loss no more than the loss of the ‘current best’ expert
plus the term lnN .
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CHAPTER 10
SIMULATION RESULTS
We consider a data set consisting of 20 objects, 10 experts and 1000 rounds.
So, each object has a 1000 × 10 rating table containing the votes of the 10
experts over 1000 rounds.
Table 10.1: Recommendations of experts for an object.
Outcome E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
1 0.15 0.2 0.85 0.23 0.6 0.9 0.95 0.7
1 0.5 0.8 0.4 0.83 0.2 0.5 0.6 0.9
0 0.4 0.1 0.15 0.06 0.5 0.8 0.5 0.4
...
...
...
...
...
...
...
...
...
...
...
Table 10.1 gives an example of the recommendations for an object. The
predictions of experts take values in [0, 1], while outcomes (user’s feedback
after consumption) take only two values, 0 or 1. In our simulation, we at-
tempt to create different scenarios for the distribution of experts’ predictions.
In addition, we change the accuracy and availability of experts, as well as
the fraction p of bad objects. We compare our algorithm with Dsybil, the al-
gorithm proposed in [7]. One of the problems in comparing these algorithms
is that the definitions of loss for each algorithm are different. We therefore
consider the following common definition, the total number of mistakes that
the algorithm makes:
Lt =
t∑
v=1
|yv − round(yˆv)|.
Above, “round” is a function that approximates a real number by its nearest
integer. In Dsybil, round(yˆv) = yˆv since yˆv is 0 or 1.
In the simulations, we consider the following two cases. In the first case,
there is one expert who is always correct. That expert is not necessarily awake
at all times, but whenever he is, he provides the right recommendation. In the
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Figure 10.1: Comparison of loss with one honest expert and 0% of bad
objects.
Figure 10.2: Comparison of loss with one honest expert and 10% of bad
objects.
second case, there are two best experts who are correct almost (at very high
accuracy) always. Figure 10.1 shows the comparison of the losses when there
is no bad object, for the case of a single best expert. In this case, Dsybil and
our algorithm only need to follow the best expert, and both have the same
performance. However, if the percentage of bad objects is increased (to 10%
in Figure 10.2 and 30% in Figure 10.3), while still assuming a single correct
expert, our algorithm outperforms Dsybil due to the following explanation.
In our algorithm, all experts express their opinions regardless of the quality
of the object, while in Dsybil, the experts only vote on good objects, and do
not provide any recommendations for the bad objects. Thus, our algorithm
still follows the “best” expert (the one with recommendation close to 0) and
does not suffer any additional loss. In contrast, knowing that the object is
bad, the “best” experts in Dsybil do not provide their opinion concerning the
object. Dsybil therefore must depend on other experts (who are usually not
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Figure 10.3: Comparison of loss with one honest expert and 30% of bad
objects.
honest experts) rather than the “best” experts, and the recommendations will
consequently follow the opinions of others. The additional loss is partially
induced by this shortcoming of Dsybil. Therefore, for Dsybil to perform
acceptably, a high percentage of the objects must be good. Clearly, such a
requirement is quite unrealistic for an online recommendation system.
Figure 10.4: Comparison of loss with two best experts and 20% of bad
objects.
In Figure 10.4, we analyze the case where two best experts have 95% ac-
curacy and 95% availability. Our algorithm still outperforms Dsybil because
it converges faster to one of the best experts. Figure 10.5 and Figure 10.6
show that Dsybil keeps switching between the two experts and thus suffers
a higher loss, while our algorithm tracks one of the best experts after some
number of rounds.
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Figure 10.5: Evolution of weights in Dsybil with two best experts.
Figure 10.6: Evolution of weights in our algorithm with two best experts.
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CHAPTER 11
CONCLUDING REMARKS
In the first part, we address the feasibility optimality of the class of period-
wise static priority policies for the problem of providing QoS in unreliable
wireless networks. When the deadline is limited to one period, by establishing
the submodularity of the busy time function, we have shown that it is enough
to consider that class, instead of the more general class of history-dependent
policies. For the general problem where packet deadlines are greater than
one period, the existence of a feasibility optimal randomized stationary pe-
riodwise static priority policy remains an open problem.
In the second part, we have considered the problem of designing an online
recommendation system. We have proposed a recommendation algorithm
that uses an average-weight update rule and proved its convergence to the
best expert. Moreover, we derived an upper bound on its loss. A key advan-
tage of our algorithm, besides the theoretical guarantees, is that we have re-
laxed many of the assumptions commonly made by recommendation systems
that do not hold in practice. For instance, these algorithms often require a
large fraction of good objects in the voting pool, the presence of experts with
the same taste as the user receiving the recommendation, or experts who vote
on all or majority of objects. Our simulation results show that the proposed
algorithm outperforms the current state-of-art recommendation algorithm,
Dsybil [7], even in a more general setting.
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