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Zusammenfassung
Schwarze Löcher hoher Symmetrie sind mögliche Endprodukte eines Sternenkol-
lapses und werden im Rahmen der Allgemeinen Relativitätstheorie (ART) beschrie-
ben. Die Ernstgleichung ist die wesentliche Feldgleichung der ART im Falle einer
stationären und axialsymmetrischen Vakuumraumzeit.
Die Grundlage der vorliegenden Arbeit bildet das von Gernot Neugebauer entwik-
kelte Lineare Problem für die Ernstgleichung. Mit dessen Hilfe können die Ein-
steingleichungen für eine stationäre und axialsymmetrische Vakuumraumzeit als
Randwertproblem formuliert und für einfache Randbedingungen analytisch gelöst
werden. Ein konstruktiver Eindeutigkeitsbeweis für das nicht entartete, stationär
rotierende Schwarze Loch (Kerr-Metrik) konnte auf diese Weise von den beiden
Autoren Reinhard Meinel und Gernot Neugebauer gegeben werden. Ziel dieser
Arbeit ist es, den vorhandenen Eindeutigkeitsbeweis so abzuändern, daß er auf
einen entarteten Horizont angewendet werden kann. In diesem Fall erhält man die
extreme Kerrlösung. Um dieses Resultat in die Reihe der existierenden Existenz-
und Eindeutigkeitsbeweise für stationäre und asymptotisch ﬂache Vakuumlösun-
gen mit Schwarzen Löchern einzordnen, sind weitere Schritte nötig. Diese werden
diskutiert und erste Resultate werden bewiesen.
Neben der Darstellung der Resultate werden sowohl das Lineare Problem als auch
Symmetrien von Raumzeiten und Schwarze Löcher ausführlich diskutiert.
Die Arbeit ist in englischer Sprache angefertigt.
Abstract
Black Holes are considerd to be possible ﬁnal states of massive stellar objects and
are described in the context of General Relativity. In the case of a stationary and
axisymmetric vacuum spacetime, the ﬁeld equations essentially reduce to the Ernst
equation.
Starting from the Linear Problem for the Ernst equation, which was developed by
Gernot Neugebauer, a boundary value problem can be formulated for the Ernst
equation and in simple cases analytical solutions can be obtained. In this way a
constructive uniqueness proof for the non-degenerate stationarily rotating Black
Hole (the Kerr solution) could be obtained by Reinhard Meinel and Gernot Neuge-
bauer. In this thesis the proof shall be extended to the case of a single degenerate
horizon, which will lead to the extreme Kerr Black Hole. Further propositions are
necessary to turn this statement into a uniqueness proof for a class of stationary
vacuum Black Holes. These are discussed and a ﬁrst step is proved.
Apart from the presentation of the results, the Linear Problem will be discussed
extensively as well as spacetimes with symmetries and Black Holes in general.
This thesis is written in English.
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Introduction
More than 90 years ago, Albert Einstein published his celebrated theory of General
Relativity, a work of genius which still today is very demanding to anyone. It
relates the geometrical properties of the world to its energy and matter content
and includes Special Relativity, which he had developed ten years earlier.
It gives a deeper meaning to the principle of equivalence which arises in Newton's
theory of gravity and it was inspired by Mach's ideas on relative motion. Although
the theory is physically motivated, it requires a very demanding mathematical
framework, the calculus of Lorentzian manifolds. These objects are the models
of spacetime which emerge from the theory. They are curved four-dimensional
manifolds and the metric on them allows the distance between two diﬀerent points
(events) to be zero, which means that a light-ray can travel between them in zero
proper time.
From his theory, Einstein successfully derived a formula for Mercury's excess pre-
cession, a discrepancy which could not be explained by the classical gravitational
perturbation theory. His theory also predicts an angle of deﬂection of light which
passes the sun which is two times bigger than the value that is derived in the semi-
classical photon picture.
Due to its predictions that cannot be described with common terms from every-
day life, it is still controversially discussed from all walks of life and of course
state-of-the-art experiments have been conducted at all times to seek for empirical
justiﬁcation.
The detection of gravitational waves by the inteferometers GEO600 or LISA (plan-
ned) and the gyroscope satellite `Gravity Probe B' are examples of current research
on General Relativity. Many applications of eﬀects from General Relativity can
be found in the Global Positioning System (GPS). The clocks of 24 earth-orbiting
satellites have to be synchronized very precisely and for example time delation
eﬀects due to the mass of the earth must be taken into account.
There are many other facets of this theory, both theoretical and practical ones.
As examples we mention the prediction of gravitational waves, the possibility to
describe the universe as a whole (relativistic cosmology) and the objects that ﬁre
our imagination: Black Holes.
A Black Hole is a region in spacetime with no escape. No information or matter
can leave the Black Hole region. They exist in the theory of General Relativity and
some very massive dark objects in the central regions of some galaxies, including
our own, are expected by the scientiﬁc community to be supermassive Black Holes.
This thesis is about a special class of spacetimes, namely those containing a single
Black Hole and which are stationary, that is invariant unter time translation. If
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symmetries are present, it is considerably easier to handle Einstein's equations.
Stationary isolated Black Holes are believed to be possible ﬁnal states of stars with
a mass of more than around eight times the mass of the sun at the beginning of
their collapse. In particular there is a considerable interest in objects with non--
vanishing angular momentum as it is rather unlikely that a star will loose all its
angular momentum during its collapse. The star will shrink from an object that is
far bigger that its Schwarzschild radius to a Black Hole.
They have a fascinating property, which is known as the `no-hair-theorem': The
metric of stationary vacuum Black Hole spacetimes is completely determined by
three parameters: the total mass, the total angular momentum and the net elec-
tric charge. Without quantum mechanical theories there is no other information
obtainable. However its proof is not yet complete, which is the motivation for this
thesis.
The `no-hair-theorem' is a consequence of the Black Hole uniqueness theorems.
They name all stationary Black Hole solutions of Einstein's equations.
The main task of the uniqueness program is to show that the static electrovac
Black Hole space-times are described by the Reissner-Nordström metric, while the
circular ones are represented by the Kerr-Newman metric. (Markus Heusler)
Till this day there are serious gaps in the proofs of the uniqueness theorems and
this thesis will help to ﬁll some of them.
A lot of mathematical tools have been developed to handle stationarily rotating
Black Holes. In the case of stationarity and axisymmetry one can introduce a
special coordinate system, the Weyl coordinates. Einstein's equation simplify re-
markably in the presence of two symmetries. Indeed there is only one second order
partial diﬀerential equation for a complex function remaining, the Ernst equation.
It inherits the most intriguing property of Einstein's equations, the nonlinearity.
Diﬀerent solutions of nonlinear equations cannot be superposed, which has made
it impossible to date to give a general theory of their solutions.
A typical example for a nonlinear system is the Korteweg de-Vries equation. It was
derived in the 1890's from the Navier-Stokes equations of hydrodynamics to model
solitons in ﬂat water.
In the ﬁfties a very remarkable link was found which relates the one-dimensional
time dependent Schrödinger equation with an external potential to several nonlin-
ear equations.
It was found that if the time dependence of the potential is given by the Korteweg
de-Vries (KdV) equation, then there is a rather simple analytic solution for the
time development of the scattering data of the wave function. Thus one can solve
the Cauchy problem of the KdV-equation by solving three linear diﬀerential equa-
tions: the calculation of the Schrödinger scattering data from the potential at time
zero, their time development and the 'inverse scattering method', that is the cal-
culation of the potential out of the scattering data at a later time. A large number
of similar methods have been developed in the past ﬁfty years to obtain solutions
to nonlinear equations by using Linear Problems. These are linear matrix-valued
diﬀerential equations which depend on a further variable, the spectral parameter,
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and which contain several unspeciﬁed functions. Their integrability condition, that
is the commutation of the second order partial derivative operators, is a power se-
ries in the spectral parameter. The coeﬃcients of the series, which are diﬀerential
equations for the unspeciﬁed functions, may be nonlinear. Each nonlinear equa-
tion is related to a special choice of a part of these functions. The rest of them
enter into the Linear Problem as `coeﬃcients'. If one is able to solve the Linear
Problem, one can then determine the coeﬃcients and thus one obtains a solution
of the nonlinear equations. Because of the above examples they are usually called
'Inverse (Scattering) Methods' or 'Linear Problems'.
This short discourse brieﬂy portrays the background of the solution technique for
the Ernst equation which will be used in this thesis. There is a linear matrix diﬀer-
ential equation whose solutions can be related to the ones of the Ernst equation. In
the particular form which is used in this thesis it was found by Gernot Neugebauer.
It is possible to impose boundary conditions and to derive solutions which respect
them. We will make use of this concept when we solve the Linear Problem for a
single Black Hole.
This procedure allows one to give constructive uniqueness proofs for certain classes
of spacetimes. Reinhard Meinel and Gernot Neugebauer were able to construct the
family of non-extreme Kerr Black Holes uniquely from boundary conditions. In
this thesis this proof will be extended to the extreme Kerr Black Hole. Together
with the Rigidity theorem which roughly states that stationary Black Holes are ei-
ther static or axisymmetric, the above mentioned authors have found a uniqueness
proof for the family of stationary and axisymmetric vacuum Black Holes with non-
degenerate horizon. It must be mentioned that the proof of the Rigidity theorem
in the version that has to be applied here is not considered complete for spacetimes
with ergoregions such as the Kerr Black Hole.
The results of this thesis together with a not yet existing version of the Rigidity
theorems that includes degenerate horizons will lead to the extension of the unique-
ness proof of stationary vacuum Black Holes to the case of a degenerate horizon.
The extension of the existing proof is technical and its main purpose is to ﬁll a
gap, as in the available proofs degenerate horizons are excluded.
We hope that the comprehensive general considerations will help the reader towards
a better understanding of General Relativity and the mathematics behind it and
further we are of the opinion that the detailed description of the proof of Meinel
and Neugebauer and its extension will be useful to appreciate the concept of these
powerful methods.
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Now we turn to the mathematical aspects of General Relativity. The concepts of
absolute time and absolute space are replaced by a four-dimensional spacetime with
a causal structure. In order to make reasonable statements in this framework one
has to ﬁnd precise mathematical notions of physical concepts. This way one can
ﬁnd one's way in this strange world which is supposed to model the gravitational
ﬁeld on large scales.
A spacetime (M, g) is a 3+1-dimensional manifoldM with a Lorentzian metric gab
deﬁnded on it.1 The metric locally can be transformed to the Minkowski metric,
such that at any point of M the transformed metric equals the Minkowski metric
and the ﬁrst order partial derivatives with respect to the coordinates vanish. This
is the mathematical implementation of the principle of equivalence. The tangent
space TpM at each p ∈M is isomorphic to the Minkowski space R3+1.
In the theory of Special Relativity test particles move on straight lines. In a
curved spacetime test particles are supposed to move on geodesics, the most natural
generalisation of straight lines: A geodesic is a curve whose curvature in the tangent
space vanishes. If such a curve is given by a parametrization xa = xa(s) (the xa 's
are a coordinate system) it has to fulﬁll the
geodesic equation
d2xa
ds2
+ Γabc
dxb
ds
dxc
ds
= λ
dxa
ds
,
where λ is a constant2 and Γabc is the metric connection or the Christoﬀel symbols
Γabc =
1
2
gad(∂bgdc + ∂cgbd − ∂dgbc).
One can say that the Christoﬀel symbols represent the gravitational ﬁeld, as they
imply that there is a 'force' which acts on test particles (see the geodesic equation)
which leads to a deviation of the straight motion relative to the coordinates. How-
ever there is no absolute (coordinate-independent) meaning of the term 'force' in
General Relativity.
The metric determines the motion of all test particles via the metric connection.
The information on the curvature of the manifold is contained in the Riemann
tensor
R dabc = ∂bΓ
d
ac − ∂aΓdbc + ΓeacΓdeb− ΓebcΓdea.
This tensor does not only allow one to extract curvature data, it is also the gateway
to Einstein's equations of gravitation.
From the Riemann tensor one obtains tensors of lower grade which contain reduced
information on curvature. The Ricci tensor Rab is deﬁned as
Rab := R
c
acb ,
and a further simpliﬁcation occurs if one considers the scalar curvature
R := R aa .
1The signature of the metric is (,+,+,+) throughout this text.
2If λ = 0 the parametrization is called aﬃne.
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Einstein's idea was to establish a link between the curvature of the spacetime and
all matter or energy contained in it.
The matter or energy determines the curved metric and the metric tells
the matter how to move.
In a curved spacetime matter and energy ﬁelds are described by the stress energy
tensor Tab. Its form depends on the kind of matter ﬁeld and has to be determined
by correspondency considerations. In particular the stress energy tensor fulﬁlls
a divergence indentity which is the covariant generalization of both the classical
conservation equations and the classical equation of motion for the ﬁeld without
sources:
∇aTab ≡ 0.
From the curvature tensor Einstein then constructed a new tensor which fulﬁls an
analogous identity. By setting them to be proportional he wrote down his famous
equations which identify all energy and matter as causes of curvature. Since then
these equations are believed to describe the nonlocal structure of space and time
at scales far bigger than the Planck scale in a correct way. They are still being
tested with high precision in a few experiments (see above). Till this day the
physical, mathematical and philosophical interpretation of this theory presents a
big challenge for everyday thinking and scientiﬁc work.
The aforementioned `new tensor' is the Einstein tensor Gab which is deﬁned as
Gab = Rab − 1
2
Rgab.
Its most important property is that it fulﬁlls the contracted Bianchi identities
∇aGab ≡ 0,
which led Einstein to the conjecture that it might be precisely this tensor that
is proportional to the stress energy tensor. The proportionality factor can be
determined by considering the case of a very weak ﬁeld.
Einsteins' equations for a metric on M read
Rab − 1
2
Rgab =: Gab = 8piTab.
(Throughout this text we work with relativistic units G = 1, c = 1. The factor in
nonrelativistic quantities is 8piG
c2
instead of 8pi.) During this thesis we will concen-
trate on stationary and axisymmetric vacuum spacetimes and on a special method
to obtain exact solutions of Einstein's equations. These will simplify to a nonlinear
equation for a complex scalar, the Ernst equation.
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Chapter 1
Stationary and axisymmetric
Black Holes
The aim of this chapter is to summarize mathematical concepts which are currently
used to handle Black Holes and to link them with the physical background. More-
over the chain of arguments from Einstein's equations to the existing Black Hole
uniqueness theorems will be made comprehensive. The argumentation roughly fol-
lows the book of Heusler [Heusler(1996)], but here the focus lies more on physical
motivations rather than on mathematical strictness.
After a brief introduction of spacetime symmetries we discuss stationary and axi-
symmetric spacetimes in detail. This will lead us to the deﬁnition of a Killing
vector ﬁeld as well as to the Ernst equation and to Weyl coordinates. The latter
two will turn out to be a convenient tool to handle this class of spacetimes.
As already mentioned in the introduction, there are two main pillars of the proof
which is presented in this thesis. The ﬁrst one is the link between the global con-
cept of Event Horizons in a spacetime and the local concept of a Killing horizon.
This link is established by the Rigidity theorems, which in their original version
were found by Hawking and Carter. They are presented in section 1.3.1. Also
given is a short summary of present research on this topic. The second pillar is
the Linear Problem, a method to solve Einstein's equation with certain symmetries
(stationarity and axisymmetry) by a boundary value problem, which is dicussed in
chapters 2 and 3.
1.1 Spacetimes with symmetries and Killing vec-
tors
Symmetries make it much easier to solve physical problems. For nonlinear equations
it is often the easiest way to obtain exact nontrivial solutions. In General Relativity
one need think only of the inner and outer Schwarzschild solution or the Friedmann-
Robertson-Walker isotropic universes which are both highly symmetric.
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We give a mathematical notion of spacetime symmetries. This will lead to the
introduction of Killing vectors1. The arguments are taken from chapter 7.7 of
[d'Inverno(1995)].
The physics behind General Relativity is invariant under arbitrary (regular) co-
ordinate transformations which is automatically fulﬁlled by the use of the tensor
calculus. This is the mathematical expression of the principle that non-inertial
observers are also able to explore the geometry of spacetime.
1.1.1 Mathematical notion of symmetry
There may be transformations which leave the form of the metric tensor invariant,
which means that the transformed components of g are the same functions of
the new coordinates as are the untransformed components of the old ones. Such
a transformation is called an isometry. If one considers inﬁnitesimal coordinate
transformations of the form x′a = xa + Xa where the vector X is the generator of
the transformation, one can derive a mathematical condition for an isometry:
A coordinate transformation is an Isometry if and only if its inﬁnitesimal generator
X is a Killing vector, that is if the Lie derivative of gab with respect to X vanishes:
LXgab = ∇aXb +∇bXa = 0. (1.1)
This is the Killing equation for a Killing vector X. It allows the determination of the
symmetries of a given metric. (The metric may be written down in `inappropriate'
coordinates and one may be unable to `see' the symmetries.)
In the following chapters we will assume the existence of Killing ﬁelds and we will
try to solve Einstein's equations under the assumption of symmetries.
The Killing ﬁelds will turn out to be the key to the characterization of Event
Horizons of stationary and axisymmetric Black Holes. Therefore it is necessary to
deduce some identities for vectors, Killing vectors and their corresponding forms.
1.1.2 Properties of vectors and Killing vectors
For an arbitrary diﬀerentiable vector ﬁeld a, its norm N = (a|a) and its twist
ω = 1
2
∗ (a ∧ da) one ﬁnds
• Laa = 0.
As the Lie derivative is a partial derivative with parallel transport along a
given vector ﬁeld, of course, the components of aµ remain constant on the
integral curves of a. The calculation is Laaµ = aν∂νaµ − anu∂νaµ = 0.
• (a|dN) = (a|d(a|a)) = LaN = La(a|a) 6= (!)0.
For Killing vectors further properties can be proved. Contrary to an arbitrary vec-
tor a, a Killing vector will be denoted by K. As by deﬁnition K fulﬁls the Killing
1Killing vectors are named after the German mathematician Wilhelm Killing (1847-1923)
who is said to have developed the theory of Lie groups independently from Sophus Lie.
(http://en.wikipedia.org/)
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equation, K is always diﬀerentiable. The norm of K will again be called N . Note
that for manifolds with vanishing torsion, the Christoﬀel symbols are symmetric in
their lower indices. This implies that
both the Lie derivative and the exterior derivative can be calulated with any deriva-
tive operator ([Wald(1984)], pp 429, 441).
• LKgab = ∂aKb + ∂bKa = 0, (the Killing equation).
• LK = d ◦ iK + iK ◦ d (Proof omitted).
• LK |g| = 0 : LK |g| = Ka∂a|g| = Ka4µν∂agµν = Ka4µν∇agµν = 0.
• LKN = 0 : LK(K|K) = Kµ∂µKνKν = Kµ(Kν∂µKν + Kν∂µKν) =
2KµKν∂µKν = −2KµKν∂µKν = 0.(2)
• The Hodge dual commutes with the Lie derivative: LK ∗α = ∗LKα. This is
a straight forward calculation.
• ∇(µ)K(µ) = 0: part of the Killing equation.
• ∇µKµ = 0 :
∑
a∇aKa = 0 =
∑
a∇agaµKµ =
∑
a gaµ∇aKµ = ∇µKµ.
• d†K = 0 : d†K = − 1√|g|∂µ(
√|g|Kµ) = − 1√|g|∇µ(√|g|Kµ) = −∇µKµ = 0.
• The Lie derivative of the twist of K vanishes, LKωK = 0 :
LKωK = −12 ∗
(
K ∧ d†(K ∧ dK) + d†(K ∧K ∧ dK)
)
= −1
2
∗
(
K ∧ (d†K ∧ dK −K ∧ d†dK)
)
= 1
2
K ∧K ∧ d†dK = 0.
1.1.3 Stationary and axisymmetric (s&a) spacetimes
Stationary ﬁnal states of Black Holes are `invariant under time translations'. How-
ever it turns out that there are spacetimes which allow stationary observers only in
some regions.3 When speaking of stationarity we thus have `asymptotic stationar-
ity' in mind. The aim of this work is to ﬁnd spacetimes which contain a stationary
Black Hole. One may therefore assert a symmetry in analogy to the Newtonian
theory. However the notion of symmetries in General relativity cannot be one-to-
one, as one considers a spacetime rather than space and time. There is no absolute
time, and hence the concept of time translation is obsolete in the strict sense. As
we know that symmetries are related to Killing ﬁelds we deﬁne a spacetime to be
stationary if it is invariant under a transformation with asymptotically timelike
orbits, that is if there exists an asymptotically timelike Killing vector ξ. Let us
now have a short look at asymptotic ﬂatness and stationarity.
2For vector ﬁelds a this is in general not true. Consider for example the manifold R2 with
cartesian coordinates (x, y) and the vector aµ = ((x, 0)T )µ.
3Consider for example the Kerr Black Hole. In the ergoregion the asymptotic timelike Killing
vector is spacelike and hence no observer at inﬁnity can ever see a stationary test particle in this
region.
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Asymptotically ﬂat s&a spacetimes There is an intuitive picture of asymp-
totic ﬂatness: Far away from matter distributions the metric tensor becomes ﬂat.
But given a special coordinate system, how can one know where one has to look
for 'inﬁnity'? And how fast should the metric converge to the Minkowski metric?
There are two ways to handle asymptotical ﬂatness:
• There is a precise deﬁnition via Penrose diagramms ([Wald(1984)], chapter
11).
• If a coordinate system with well known properties is used it will be clear how
'inﬁnity' can be reached.
In both approaches one follows future directed causal geodesics.
Fortunately the Weyl coordinates are a regular coordinate system on the whole
domain of outer communication4 of M and spatial inﬁnity is well deﬁned.
Now let us return to stationary spacetimes:
Deﬁnition: An asymptotically ﬂat spacetime is called stationary if it contains an
asymptotically timelike Killing vector ﬁeld ξ.
This allows an observer to remain stationary, if he moves in a way that his time
direction is always parallel to the trajectories of ξ. The deﬁnition admits regions
where ξ is spacelike or null. In these regions an observer cannot remain stationary.
On a ﬁrst glance there is no reason to assume the existence of further symmetries
for stationary Black Holes. However the Rigidity theorem (section1.3.1) states that
for a certain class of spacetimes - stationary Black Holes - there must exist an ad-
ditional axial symmetry. For this reason axisymmetry has to be taken into account
from the beginning on:
Deﬁnition: A spacetime is called axisymmetric if it is invariant und the action
of a 1-parameter group G = SO(2) and if there is an nonempty set of ﬁxed points
of G, the rotation axis.
This deﬁnition introduces a further Killing vector η which is spacelike everywhere
exept along the axis, where it is zero.
Deﬁnition: A spacetime is called 'stationary and axisymmetric' (abbreviated:
s&a) if the Killing vectors which generate the above symmetries commute with
each other.
1.1.4 The cirularity theorem
In order to ﬁnd coordinates which reﬂect the symmetry it is necessary to gain
information about possible foliations of spacetime. In the case of s&a spacetimes
we are interested in knowing whether the two Killing ﬁelds are integrable, i.e.
whether there is a hypersurface which is at each point spanned by the Killing
vectors. In our case this is ensured by the circularity theorem. It is also known as
the theorem of Kundt and Trümper.
4The domain of outer communication is the part of a spacetime from where causal geodesics
can escape to inﬁnity.
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Theorem: Stationary and axisymmetric spacetimes admit 2-spaces orthogonal
to the Killing ﬁelds iﬀ
ξ ∧ η ∧R(η) = 0 = ξ ∧ η ∧R(ξ), (1.2)
where R(X) is the Ricci-tensor contracted with a vector X or the corresponding
form:
R(X)µ = RµνX
ν . (1.3)
As we intend to consider a vacuum solution, Rµν = 0, and the foliation exists.
As already mentioned in the introduction, spacetimes with this high degree of
symmetry are of interest for both theoretical physicists and astronomers, as they
are considered as possible ﬁnal states of astrophysical bodies and they they can
be handled with moderate eﬀort. There is a number of s&a solutions available
and there are also uniqueness theorems for vacuum spacetimes, the Black Hole
uniqueness theorems.
All results of this thesis are about spacetimes that are stationary and axisymmetric
and that are asymptotically ﬂat.
1.2 Weyl coordinates and the Ernst equation
For s&a spacetimes there will be a remarkably simple - but still hard to solve -
nonlinear equation for a complex scalar f which can be derived from Einstein's
equations. There are coordinates for any s&a vacuum spacetime which are valid
on the whole domain of outer communication. In one of these maps, the Weyl
coordinates, the metric tensor takes a simple form. We start our investigation with
a corollary from Heuslers book ([Heusler(1996)], p. 38):
Corollary: Consider an asymptotically ﬂat, stationary and axisymmetric space-
time (M,(4) g) admitting a foliation by integrable 2-surfaces orthogonal to the
Killing ﬁelds. Then locally M =⊥ × © and (4)g = τ ⊗ σ (See also page 70).
We call ⊥ the orthogonal and © the orbit manifold. Each of them has locally a
separate metric. For σ we have coordinates t, φ which are adapted to the Killing
vector ﬁelds:
−ξiξi = −gtt =: e2U ;−ηiξi = −gφt =: ae2U ; ηiηi = gφφ =: −a2e2U +W 2e−2U . (1.4)
We have written down σ in terms of the three functions e2U , a and W . Note that
W is the determinant of σ.
Now we fokus our attention to ⊥. One can show (for example [Ansorg(1998)]) that
it is always possible to ﬁnd coordinates in which τ is conformally equivalent to the
ﬂat metric, τ = Ω2I. Now consider a change in coordinates which does not change
the form of τ . Denote the old coordinates by (x,y) and the new ones by (a,b),
and the conformal factors Ω2 and ω2, respectively. Then we can write down the
transformation law for the metric tensor:
1
ω2
δαβ = τ
′αβ =
∂x
′α
∂xγ
∂x
′β
∂xδ
τ γδ =
∂x
′α
∂xγ
∂x
′β
∂xδ
1
Ω2
δγδ.
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If J denotes the Jacobi matrix of the transformation, the upper equation states
that J · J t = I which reads
J =
(
a,x a,y
b,x b,y
)
, J · J t =
(
a,2x+a,
2
y a,x b,x+a,y b,y
a,x b,x+a,y b,y b,
2
x+b,
2
y
)
∝ I. (1.5)
Note that any two C1-functions satisfying
a,x= b,y ; a,y = −b,x (1.6)
leave the form of the metric unchanged.
Now consider the function ρ = W (x, y) :=
√−|σ|. The Einstein equation for
ρ turns out to be 4⊥ρ = 0, and one can argue that for this reason ρ has no
critical points in the domain of outer communications and hence can be chosen
as a coordinate on Σ (see [Heusler(1996)] p. 39). Now consider the `conjugate
harmonic function' ζ which satisﬁes (1.6) (with a = ρ and b = ζ) and thus4⊥ζ = 0.
We choose ρ and ζ as coordinates on Σ and have then (dρ|dρ)⊥ = (dζ|dζ)⊥ and
(dρ|dζ)⊥ = 0. The metric has now the following form:
g =

e−2Ue2k 0 0 0
0 e−2Ue2k 0 0
0 0 e−2Uρ2 − e2Ua2 −e2Ua
0 0 −e2Ua −e2U
 . (1.7)
This is the metric tensor of a stationary, axisymmetric spacetime in Weyl's canon-
ical coordinates. Troughout the text we will name them Weyl coordinates.
(The conformal factor ω2 of g⊥ was split into e2U and the function e2k.)
1.2.1 The derivation of the Ernst equation
The line element of a stationary and axisymmetric spacetime in Weyl coordinates
has the form
ds2 = e−2U(e2k(dρ2 + dζ2) + ρ2dφ2)− e2U(dt+ adφ)2. (1.8)
It is a long, but straightforward calculation to write down Einstein's equations with
respect to this special line element. After the introduction of complex coordinates
z = ρ+ iζ the equations read for W ≡ ρ [Meinel(1991)]:
(ρU,z ),z¯ +(ρU,z¯ ),z = −e
4U
ρ
a,z a,z¯(e4U
ρ
a,z
)
,z¯ +
(e4U
ρ
a,z¯
)
, z = 0
k,z = 2ρ(U,z )
2 − e
4U
ρ
(a,z )
2. (1.9)
Once one has determined U and a from the ﬁrst two equations, k can be calculated
from the third by a line integration because the ﬁrst to equations contain the
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integrability conditions for the k-equation. The second equation can formally be
solved by introducing a new variable b and by setting
b,z := −ie
4U
ρ
a,z .
The second equation then reads
(ρe−4Ub,z ),z¯ +(ρe−4Ub,z¯ ),z = 0.
Now one deﬁnes the complex quantity
f := e2U + ib
and ﬁnds that the remaining two equations are equivalent to the Ernst equation
<f
(
(ρf,z¯ ),z +(ρf,z ),z¯
)
= 2ρf,z f,z¯ (1.10)
or - in ρ and ζ:
<f
(
f,ρρ+f,ζζ +
1
ρ
f,ρ
)
= (f,2ρ+f,
2
ζ ). (1.11)
f is usually called Ernst potential. All three metric functions can be determined
from f :
• e2U is the real part of f .
• a can be determined by a line integral: a,ρ= ρe−4Ub,ζ ; a,ζ = −ρe−4Ub,ρ.
• k also is obtained by a line integral:
k,ρ=
ρ
4
e−4U(e2U ,2ρ+e
2U ,2ζ +b,
2
ρ+b,
2
ζ ); k,ζ =
ρ
2
e−4U(e2U ,ρ e2U ,ζ +b,ρ b,ζ ).
The latter two formulas are just the ones written down above, but in ρ and ζ-
coordinates.
1.3 Black Holes
Event Horizons in General Relativity can be deﬁned globally and locally as well.
The Black Hole region is the interior of the Event Horizon.
Event Horizons as trapped surfaces A brief summary will explain how the
concept of an Event Horizon as 'region of no escape' can be formulated more pre-
cisely. An asymptotically ﬂat spacetime M without naked singularities posesses a
Black Hole region if the causal past J− of future null inﬁnity J + does not cover
the hole spacetime.5 This means that there is a region inM from where no causal
(= timelike or null) curve can reach the `outside', the domain of outer communi-
cation. This region
B :=M\ J−(J +) (1.12)
5These terms are deﬁned in [Wald(1984)], chapter 8.
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is called the Black Hole region and its boundary H in M
H := ∂
(
M\ J−(J +)
)
= ∂(J−(J +)) ∩M (1.13)
is called the Event Horizon or just horizon. This abstract deﬁnition only makes
use of causality considerations.
Killing Horizons There is also a local concept to deﬁne an Event Horizon which
has at a ﬁrst glance not much to do with the abstract global formulation above. For
stationary spacetimes it is possible to deﬁne the horizon locally: A Killing horizon
is a null hypersurface with a Killing ﬁeld normal to it. To be more precise:
Deﬁnition: Consider the set of points where a given Killing vector χ is null
but not zero. Any union H(χ) of connected components of the hypersurfaces
(χ|χ) = 0, χ 6= 0 is called a Killing Horizon.
The Rigidity Theorem (cf. 1.3.1) states that for analytic spacetimes the Event
Horizon is a Killing horizon. Of course it is much easier to obtain the behaviour
of metric functions with a locally deﬁned horizon. The theorem even states that
a further axial symmetry exists und thus it allows one to classify all stationary
asymptotically ﬂat vacuum Black Hole spacetimes.
In particular it distingiushes between rotating and non-rotating Black Holes.
A non-rotating Black Hole is described by the fact that the horizon-deﬁning Killing
vector coincides with stationary Killing ﬁeld ξ, which refers to time translation
symmetry in the outside. If there exist two other axial Killing vectors, the spacetime
is spherically symmetric an thus is static in the outside. This is the statement of
Birkhoﬀ's theorem.
If the spacetime is asymptotically ﬂat and there is a Killing Horizon, it is called a
`rotating Black Hole spacetime' or `rotating Black Hole'. Another consequence of
asymptotic ﬂatnes is the fact that ξ and η commute, [ξ, η] = 0, which was shown
by Carter [Carter(1970)].
The Killing horizon of a rotating Black Hole The Killing ﬁeld which deﬁnes
the horizon must be a linear combination of ξ and η. From the Rigidity Theorem
(1.3.1) we know that in the non-static case we do have two Killing vectors and the
Generator of the horizon is given by
χ := ξ + ΩHη. (1.14)
This the generator of the horizon of a rotating Black Hole which will be used from
now on. ΩH is called the `angular velocity' of the horizon. The horizon H(χ) itself
is invariant under symmetry transformations generated by ξ and η. They both
are tangent to H(χ). Since a tangential null vector is also normal to H(6), we can
calculate the angular velocity ΩH on the horizon.
(χ|χ)|H = 0, (χ|ξ)|H = 0, (χ|η)|H = 0. (1.15)
6It is tangential in the pictorial sense and normal with respect to the inner product.
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This provides us two formula for ΩH :
Ω = − (ξ|ξ)
(ξ|η) = −
(ξ|η)
(η|η) , ΩH = Ω|H. (1.16)
Thus, (ξ|ξ)(η|η)− (ξ|η)2 H= 0.
From now on, ΩH denotes the value of the function Ω on a given point of H. It is
constant on H, as will be shown later on. The Killing-2-form of a rotating Black
Hole is deﬁned as the wedge product of ξ and η, and for its norm σ one ﬁnds
σ := 2(ξ ∧ η|ξ ∧ η) (1.17)
= 2(
1
2
(ξ ⊗ η − η ⊗ ξ)|(1
2
(ξ ⊗ η − η ⊗ ξ))
=
1
2
(2 · (ξ|ξ)(η|η)− 2 · (ξ|η)2)
H
= 0.
Note that σ = −ρ2 (cf. 4.7), which means that on H one has always
ρ
H
= 0. (1.18)
Properties of Ω on the horizon Among several properties of Ω on H, we will
give a proof of the outstanding feature dΩ
H
= 0.
ΩHη is a Killing vector: Consider the Lie-derivative of the metric tensor with
respect to the Killing vector χ,
0 = Lχgab = Lξgab + LΩHηgab = LΩHηgab.
The Lie-derivative of the metric with respect to ΩHη vanishes, which means that
ΩHη is a Killing vector.
LηΩH vanishes: First of all let us write down the Killing equation for ΩHη:
0 = LΩHηgab = ∇bΩHηa +∇aΩHηb
Leibnitzrule
= ΩH · (∇bηa +∇aηb) + ηa∇bΩH + ηb∇aΩH
= 0 + ηa∂bΩH + ηb∂aΩH .
The Killing property of η and the equality of partial and covariant derivative for
scalars have been used in the last step. Now we contract the last line with ηaηb:
0 = ηaηb(ηa∂bΩH + ηb∂aΩH)
0 = (η|η)(ηb∂b + ηa∂a)ΩH
0 = ηa∂aΩH = LηΩH . (1.19)
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The gradient of Ω, dΩ, vanishes on H: We contract the Killing equation for ΩHη
with ηa:
0 = (η|η)∂bΩH + ηbηa∂aΩH = (η|η)∂bΩH + ηbLηΩH
As (η|η) does not vanish oﬀ the axis, we obtain
∂bΩH = 0
or, in an invariant way,
dΩ
H
= 0. (1.20)
The quantity Ω = − (ξ|ξ)
(ξ|η) = − (ξ|η)(η|η) is constant on the 3-dimensional hypersurfaceH. The rigid rotation of the horizon has lead to the name `Rigidity theorem', as
this statement is a direct consequence of the theorem.
1.3.1 The Rigidity Theorems and their consequences
The theorems and sketches of their proofs can be found in Heusler's book, chapter
6.2. [Heusler(1996)]. We will brieﬂy recapitulate them here and provide a few
comments about the state of the full proof.
Strong Rigidity theorem
(1) The event horizon of a stationary vacuum Black Hole spacetime is a Killing
horizon, provided that spacetime is analytic, the fundamental matter ﬁelds obey
well behaved hyperbolic equations and the stress-energy tensor fulﬁl the weak en-
ergy condition.
(2) The Horizon Killing ﬁeld χ either coincides with the stationary Killing ﬁeld ξ,
or the spacetime admits at least one axial Killing ﬁeld
A more precise version with a corrected proof can be found in [Chru±ciel(1996)],
with analyticity still required. This fundamental result relates the global concept
of an Event Horizon with that of a Killing horizon in a stationary spacetime. The
main obstacle for a wider application of this theorem is the required analyticity of
the metric, especially in the case of ergoregions this is diﬃcult to show.
There is a weaker version of the above theorem, where the existence of a further
Killing vector is assumed, the weak Rigidity Theorem:
Weak Rigidity theorem
Consider a circular spacetime, λ = ξ+ωη, ω = − (ξ|ξ)
(ξ|η) and S[λ] the surface (λ|λ) = 0.
Then ω is constant on S[λ], λ is a Killing vector on S[λ] and S[λ] is a stationary
null surface: S[λ] = H[λ].
Vacuum s&a spacetimes are always circular (See 1.1.4). As we only calculate
solutions of the Ernst equation with the help of the Linear Problem we can apply
the weak Rigidity Theorem. This is a big advantage, as the analyticity of the
metric is no longer required. It states that the Killing Horizon which is generated
by λ = ξ+ωη is an Event Horizon. However it gives us no classiﬁcation of stationary
spacetimes. The existence of an axial symmetry has to be assumed.
Recently, I. Rácz published a version of the theorem which requires the existence
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of a smooth rather than an analytic spacetime [Rácz(2007)]. The degenerate case
is still excluded.
1.3.2 The topology of the horizon
If we intend to solve the Ernst equation via a boundary value problem we have to
ﬁnd reasonable boundary conditions ﬁrst. Here the question of the connectedness
of the horizon is tackled.
The topology theorem Black Holes of a certain symmetry may still diﬀer in
their topological properties. One would like to know whether there are ﬁxed topo-
logical attributes of the horizon like its Euler characteristic or the degree of its
connectedness.
For stationary spacetimes the topology theorem, which goes back to Hawking, is
available. Its proof is considered complete [Heusler(1998)], ch. 1.1; [Chru±ciel(1996)].
The aim is to show that any connected component of an Event Horizon has the
topology R × S2 and that the domain of outer communication is simply con-
nected. There is a generalized result available, which was proved by Galloway
[Galloway(1995)].
Topology of the domain of outer communication, (G. Galloway) Consider an asymp-
totically ﬂat globally hyperbolic spacetime with its null inﬁnity satisfying the reg-
ularity condition. If
RµνX
µXν ≥ 0
for all null vectors Xµ, then every globally hyperbolic domain of outer communi-
cation is simply connected.
The topology of the horizon is a consequence of this theorem, but is has been
proven earlier by P.T. Chru±ciel and R.M. Wald [Chru±ciel and Wald(1994)]:
The asymptotically timelike Killing vector generates a one-parameter group of
isometries. Thus there is a family of achronal, asymptotically ﬂat slices of the
domain of outer communication. Each slice intersects the Event Horizon, and
the intersection is homeomorphic to a 2-sphere. This holds for any value of the
parameter of the isometry.
Now that we know about the topological properties of the horizon we can apply
these results to Weyl coordinates.
The Event Horizon in Weyl coordinates The horizon it is invariant under
the action of the two Killing vectors. There is only one direction in the tangent
space of a p ∈ H which also lies in the tangent space of ⊥ in p. Locally, the horizon
will be an interval in Weyl coordinates. We will see in chapter 4 that ρ = 0 on H.
There we will prove that the gradient of ζ on a connected component of the horizon
will be zero if and only if the horizon is degenerate. In the non-degenerate case
we can conclude that a non-degenerate single horizon is an interval on the ζ-axis.
This is a condition for the boundary value problem of the Ernst equation.
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1.4 Black Hole uniqueness
We brieﬂy summarize the available uniqueness theorems for Black Holes. The gap
in the Rigidity Theorem is taken into consideration. Then we list the arguments
that are necessary to obtain a uniqueness statement for the extreme Kerr Black
Hole.
The most remarkable consequence of the uniqueness theorems is that they make
very precise statements about the ﬁnal states of isolated Black Holes.
The established uniqueness theorems The Rigidity theorem classiﬁes the
stationary vacuum Black Holes: Non-degenerate stationary analytic electrovac Black
Holes are either static, or axisymmetric. (This is the rough version of the theorem
from [Chru±ciel(1996)].) This allows one to consider only spacetimes with Killing
horizons. From this point the following uniqueness theorems for non-degenerate
electrovac spacetimes have been proved (same reference as above):
The Reissner-Nordström non-degenerate Black Holes exhaust the family of static
non-degenerate electrovac Black Holes.
The non-degenerate Kerr-Newman Black Holes exhaust the family of non-degenerate
stationary and axisymmetric electrovac Black Holes.
For the uncharged Kerr Black Hole there is a constructive uniqueness proof by
Meinel and Neugebauer which is explained in detail in chapter 3.
Outline on the results of this thesis In chapter 4 the following extension to
the already existing constructive uniqueness proofs will be given:
• The extreme Kerr Black Hole is the only degenerate stationary and axisym-
metric vacuum Black Hole with connected horizon.
To make a uniqueness statement for a stationary family of Black Holes out of this
fact one ﬁrst has to ﬁnd a version of the Rigidity theorem that also holds in the
case of degenerate horizons. Then the statement would be
• The Kerr Black Holes exhaust the family of stationary and axisymmetric
vacuum Black Holes with single horizon.
First we will show that for s&a vacuum spacetimes a simply connected degenerate
Horizon is a point (0, ζ0) on the ζ-axis in Weyl coordinates. Using the Linear
Problem we then construct a unique solution of the Ernst equation for such a
horizon. With an extended version of the Rigidity theorem one could conclude
that stationary vacuum Black Holes even with degenerate horizon are either static
or axisymmetric. In case of axisymmetry and a simply connected Event Horizon
the statement of this thesis would follow.
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Inverse Scattering Methods for
nonlinear equations
This short chapter shall brieﬂy summarize the basic ideas of the Inverse Scat-
tering Method which can be used to solve nonlinear equations. Further on, the
link between this method and the work of G. Neugebauer and R. Meinel shall be
explained. We give an outline of how Bäcklund transformations and Riemann-
Hilbert-problems are used to obtain stationary and axisymmetric solutions of Ein-
stein's equations.
We intend to embed the chain of arguments which lead to the constructive unique-
ness proofs which were found by Neugebauer and Meinel
[Neugebauer and Meinel(2003)] in a wider context. Many details on this topic can
be found in the above cited article and in the book [Meinel(1991)]. Here only the
rough structure shall be sketched in order to link several topics that do not seem
to have much in common at ﬁrst glance.
2.1 Introductory example
The origin of the Inverse Scattering Method (ISM) The term Inverse
Scattering Method itself has nothing to do with nonlinear equations. It arises in
quantum mechanics if one wants to solve the inverse problem of the Schrödinger
equation, that is to determine the classical potential V (x) from the scattering data.
These data include information which are determined by scattering experiments.
They consist of the energy-dependent reﬂection coeﬃcient, the energy eigenvalues
and the asymptotic behaviour of the energy eigenfunctions. If V varies with time,
V = u(x, t), it is in general impossible to ﬁnd analytic solutions for the time
dependent scattering data. However there are remarkable exeptions, one of them is
described in [Novikov et al.(1984)], Page 23: If the time dependence of the potential
is given by the Korteweg-de-Vries (KdV) equation,1
Vt ≡ ut = 6u · ux − uxxx, (2.1)
1The KdV equation has its origin in hydrodynamics where it is a model for solitons in ﬂat
water basins.
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Figure 2.1: Solving the KdV equation using linear problems.
a rather simple solution for the evolution of the scattering data can be obtained.
This allows one to solve the Cauchy problem (evolution from u(x, 0) to u(x, t))
for the KdV equation: First one solves the direct problem for the one dimensional
Schrödinger equation for the potential V (x) = u(x, 0). This provides the scatter-
ing data S(0). Then one calculates the data S(t) at a later time by solving the
linear time-dependent Schrödinger equation. The third step is the inverse problem:
Calculating u(x, t) ≡ V (x, t) from the scattering data S(t) gives a new solution of
the KdV equation. Thus one can ﬁnd the nonlinear time evolution of a soliton by
solving in turn three linear diﬀerential equations.
2.2 The ISM and Linear Problems
Starting from this important example one wishes to know wether there is a more
systematic way to arrive at linear equations that can help to solve the Cauchy
problem for associated nonlinear equations. Some details can be found in
[Novikov et al.(1984)], chapter III.
For a wide class of nonlinear partial diﬀerential equations there is a linear matrix
problem whose integrability condition (the equality of second order partial deriva-
tives) can be made equivalent to the nonlinear equation. This is achieved by the
introduction of a further complex variable λ, the so-called spectral parameter. Af-
ter one has determined the structure of the Linear Problem one can write down the
integrability condition. This is a power series in λ, and the coeﬃcients which have
to be zero for arbitrary but ﬁxed x and t will be directly related to a diﬀerential
equation. The focus lies on those problems in which the related diﬀerential equa-
tions in (x, t) are nonlinear. Sometimes complex variables z = x + it, z¯ = x − it
are used instead of x and t. A typical structure of a Linear Problem as it is widely
used is the following:
Φ,z = UΦ; Φ,z¯ = V Φ, (2.2)
where Φ, U and V are complex 2× 2-C2-matrices depending on x, t and λ. The
corresponding integrability condition is(
UΦ
)
,z¯ =
(
V Φ
)
,z ⇐⇒ U z − V z¯ + [U ,V ] = 0. (2.3)
The procedure of the ISM is to consider Φ for arbitrary but ﬁxed z, z¯ as holomor-
phic functions in λ or K and to determine the coeﬃcients of the Linear Problem
afterwards from Φ(z, z¯, λ).
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2.3 How to solve a Linear Problem - an outline
We brieﬂy want to explain how several techniques are used to solve a Linear
Problem. We focus on three ways which are used by Meinel and Neugebauer
[Neugebauer and Meinel(2003)]:
• Integration of the Linear Problem along certain paths
• The polynomial Bäcklund transformation
• The Riemann-Hilbert problem
2.3.1 Integration
By line integration the Linear Problem can be solved on special curves in the (z, z¯)-
plane as there may be boundary conditions which simplify the calculation. One
gets Φ(z, z¯, λ) and the coeﬃcients of the Linear Problem on a certain curve. This
procedure is called the direct problem of the ISM ([Neugebauer and Meinel(2003)]).
One then may be able to extend the solution to all values of z and z¯ by using other
techniques and by comparison with the solution on the curve. In chapter 3 we will
describe a detailed calculation of this kind, which will lead to the Kerr metric. As
this calculation gives the solution on a certain curve only, other techniques have
to be used in order to determine the matrix Φ everywhere. Thus this method is
useful only under special circumstances.
2.3.2 The polynomial method of the Bäcklund Transforma-
tion
The term Bäcklund Transformation is used in this text to desribe a transformation
of a function which fulﬁlls a certain diﬀerential equation, to another function in
order to obtain a solution to a perhaps diﬀerent equation. As an example2 we
consider the ordinary Laplace equation: Let u be a solution of the Laplace equation
on R2. Then a function v related to u by the Cauchy Riemann equations
u,x= v,y ; u,y = −v,x
is again a solution of the Laplace equation, due to the integrability condition for u.
No systematic way to ﬁnd such transformations is known yet. However it is possible
to ﬁnd Bäcklund transformations for some classes of Linear Problems. This can be
done by the polynomial method [Meinel(1991)], chapter 4.3.:
Given a known solution Φ0 of the Linear Problem, which may be obtained by
considering a trivial solution of the nonlinear equation,3 deﬁne a new matrix Φ by
Φ = TΦ0,
2cited from http://en.wikipedia.org/wiki/B%C3%A4cklund_transformation (sic!)
3For example the Minkowski space as trivial solution of the Ernst equation.
27
Chapter 2. ISMs for nonlinear equations
f 0
unknown
Bäcklund transform
Φ
in
verse
L
.P
.
f
Φ0
L
.P
.
Polynom Bäckl.
Figure 2.2: Scheme of the polynomial Bäcklund Transformation, f fullﬁlls the
nonlinear equation.
where
T =
N∑
j=0
Cj(ρ, ζ)
λj
= C0 +C1 · 1
λ
+ ...+CN · 1
λN
.
From this ansatz one can calculate new matrices U and V wich lead to new solu-
tions of the same nonlinear equation, which is the main consequence of Theorem
4.1 in [Meinel(1991)]:
Theorem 4.1 from Solitonen: Let U 0 and V 0 be rational matrix valued
functions of the complex spectral parameter λ , then U and V are again rational
matrix valued functions, and U has exactly the same poles as U 0. The same holds
for V and V 0.
The matrices U and V are now
U ≡ ΦxΦ−1 = T xT−1 + TU 0T−1
V ≡ ΦtΦ−1 = T tT−1 + TV 0T−1.
Once one has determined U and V one can calculate the Bäcklund transformed
solution from the coeﬃcients of the transformed Linear Problem.
An example for the polynomial method is the derivation of the Kerr metric by a
Bäcklund transform of the Minkowski space [Neugebauer and Meinel(2003)]. The
Linear Problem is integrated along the axis and the resulting axis potential can be
uniquely matched to one of the several global solutions from the Bäcklund method.
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2.3.3 Riemann-Hilbert problems
<γ
=γ
Γ
Φ1
Φ2
Figure 2.3: The setting of the Riemann Hilbert Problem.
We sketch how Riemann-Hilbert problems can be used to solve the Linear Problem.
On the complex λ-plane let a closed contour Γ - which may extend to inﬁnity - be
given. Let a matrix valued function G(λ) be given. Now one wants to construct
a matrix function Φ1(λ) which is analytic inside Γ and a Φ2(λ) which is analytic
outside Γ, such that
Φ1(λ) · Φ2(λ) = G(λ) |Γ. (2.4)
One can also consider the form
Φ˜1(λ)− Φ˜2(λ) = G(λ) |Γ, (2.5)
because Φ1(λ) · Φ2(λ) ≡ Φ1(λ) · (1+ Φ2(λ)− 1) = Φ1(λ)− Φ1(λ)(1− Φ2(λ)), one
can write Φ˜1(λ) ≡ Φ1(λ) and Φ˜2(λ) ≡ Φ1(λ)(1 − Φ2(λ)). The possible solutions
are not unique, but uniqueness can be established if one ﬁxes Φ1 and Φ2 at one
point in their domain of analyticity. A regular Riemann-Hilbert Problem can be
reformulated as an ordinary linear integral equation.
Application to the ISM The idea is to solve the Linear Problem with the help
of a Riemann-Hilbert problem for Φ. Therefore one has to motivate the choice of
the curve Γ where Φ has a jump. Of course then the Linear Problem has to fail
on Γ. This can be motivated physically, as we will explain in the case of the Ernst
equation (see following section).
2.4 The Ernst equation and the Inverse Scattering
Method
First we want to show how the above mentioned techniques are used in the case
of Einstein's equations in the stationary and axisymmetric case, that is the Ernst
equation. Then we want to prepare the solution of the Ernst equation for a rotating
Black Hole via the Linear Problem in the next chapter.
There are several Linear Problems for the Ernst equation: ([Maison(1978)],
[Belinski and Zakharov(1978)], [Harrison(1978)], [Neugebauer(1978)],
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[Hauser and Ernst(1979)], [C. Hoenselaers and Xantopolous(1979)]);
we use the one of G. Neugebauer [Neugebauer and Kramer(1983)]:
Φ,z =
{(
B 0
0 A
)
+ λ
(
0 B
A 0
)}
Φ (2.6)
Φ,z¯ =
{(
A¯ 0
0 B¯
)
+
1
λ¯
(
0 A¯
B¯ 0
)}
Φ.
Φ is a complex valued 2 × 2-matrix, A(z, z¯) and B(z, z¯) are functions which map
C2 onto C. λ is the spectral parameter. In this form it has been used by Meinel
and Neugebauer [Neugebauer and Meinel(2003)]. Further details are presented in
chapter 3. Using the Linear Problem, Meinel and Neugebauer have obtained several
nontrivial solutions to the Ernst equation. The three above mentioned techniques
to solve the Linear Problem have been used by them, the integration of the Linear
Problem along certain paths, the Polynomial Bäcklund transformation and the
Riemann Hilbert problem.
2.4.1 Boundary value problems
An important step is to set boundary conditions to possible solutions. One restricts
oneself to a certain class of spacetimes, e.g. stationary and axisymmetric vacuum
Black Holes or discs of dust. This leads to constraints to the Ernst potential and
thus to the solution of the Linear Problem.
Integration of the Linear Problem with constraints From more general
considerations many properties of the Ernst potential can be found for special
classes of spacetimes. In turn they can be used as constraints to ﬁnd solutions
which belong to these classes. In some cases - e.g. a rotating Black Hole - the
Linear Problem becomes so simple that an analytic solution can be found with
moderate eﬀort. The resulting solution then has to be extended to the whole space.
Therefore one makes use of the fact that the previously determined asymptotically
smooth axis potential determines the Ernst potential everywhere. ([Geroch(1970)],
[Hansen(1974)], [Thorne(1980)]) From a C∞-axis potential one is able to calculate
the multipole moments of any order. As the spacetime is asymptotically ﬂat and
stationary, the multipole moments uniquely determine the metric tensor of the
vacuum spacetime.
Riemann Hilbert Problems and the Ernst equation The Linear Problem
fails if its coeﬃcients become singular. Let us consider the case where λ approaches
zero or to inﬁnity. There has to be a physical reason for the failure, as the Ernst
equation holds everywhere in the vacuum region. As we consider only asymptoti-
cally ﬂat spacetimes, a possible physical reason for the failure is that the surface of
a body of ﬂuid or dust is reached. Then the Ernst equation and the Linear Problem
fail and this curve is a natural candidate for the jump curve Γ. It is important to
note that the exterior solution found in this way may also be regular beyond this
curve. But it is cut in its domain of validity and matched to an interior solution.
In the case of a rotating disk of dust the contour Γ is an interval on the ρ-axis. The
Ernst potential on the axis can be determined by solving a regular Riemann Hilbert
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problem. The complete solution is obtained by solving a more general Riemann
Hilbert problem.
There is no systematic way known yet how to obtain physically reasonable solutions
from the Linear Problem. However some combinations of the above mentioned
methods lead to remarkable success. We will give some examples:
2.4.2 Examples of exact solutions obtained by the Linear
Problem
Rotating Black Holes - the Kerr solution It is not a priori clear in which
way the Black Hole solution can be obtained from the Linear Problem. But it turns
out that a twofold Bäcklund transformation of the trivial solution f ≡ 1 (Minkowski
space) can be matched with the Ernst potential on the axis. The transformation
itself has several solutions, but only one ﬁts to the independently calculated axis
value of the Ernst potential f . This solution is unique as its axis potential is the
one that has been calculated independently. This constructive uniqueness proof was
carried out in [Neugebauer and Meinel(2003)]. In chapter 4 it shall be extended to
a Black Hole with degenerate horizon.
Other objects The rotating disk of dust has already been mentioned. As its
extent in ζ-direction is zero the Linear Problem holds everywhere in the (ρ, ζ)-
plane exept on an interval on the ρ-axis. It is rather easy to argue that a regular
Riemann-Hilbert problem leads to the Ernst potential on the axis
[Neugebauer and Meinel(2003)] but it requires more ingenuity to embed it in a
more general Riemann-Hilbert problem which then leads to the complete solution.
Multiple Black Holes can be constructed in a straightforward manner according to
the method in chapter 3. From given boundary conditions, the Ernst potential on
the axis can in principle be determined. In particular it turns out that a spacetime
with two non-degenerate event horizons on the ζ-axis can be generated by a Bäck-
lund transformation. Although it is widely expected that this Double Kerr solution
is not regular (not all metric functions have the right properties which might be an
indication for the presence of strange matter), a rigorous proof is still missing.
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Chapter 3
Solving the Ernst equation via a
Linear Problem
We introduce the Linear Problem for the Ernst equation as it is used by Neuge-
bauer und Meinel [Neugebauer and Meinel(2003)]. This section is very technical
as many calculations are performed.
One the one hand's side the Ernst equation is a part of Einstein's equations in a
stationary and axisymmetric spacetime, as shown in Chapter 1. Due to symmetry
the 'rest' of Einstein's equation can automatically be fulﬁlled. The Ernst equation
is nonlinear which is a fundamental property of the equations of General Relativ-
ity.1
On the other hand's side it is an alternative formulation of the integrability condi-
tion of a linear matrix problem. If the Ernst equation holds, this Linear Problem
can be solved by line integration. This provides an elegant way to solve the Ernst
equation via a linear boundary value problem, which is demonstrated in the course
of this chapter. We focus on a stationary and axisymmetric vacuum spacetime
which contains a Black Hole with a single horizon. It is shown how physically mo-
tivated boundary conditions lead to a solution of the Linear Problem on the axis of
symmetry. After a longer calculation we will arrive at the Ernst potential on the ζ-
axis. In a second step which is not presented here [Neugebauer and Meinel(2003)]
a number of global solutions will be obtained by a Bäcklund transform, and one of
them will ﬁt to the axis potential. Finally the Kerr Black Hole results, excluding
the extreme case.
The last section (3.4) deals with coordinate independent formulations of both the
Ernst equation and the Linear Problem. Thus Einstein's equations in an s&a
vacuum spacetime M can be solved everywhere on M with the help of the Linear
Problem. Due to the choice of Weyl coordinates the singularity of the Kerr metric
is not covered by this system. Any further 'singularity' which occurs in the context
of the Linear Problem in Weyl coordinates will be a coordinate singularity. Thus
we make sure that our attempt of the uniqueness proof in Weyl coordinates is
physically reasonable and the singularities that occur are due to a defect of these
coordinates on the degenerate horizon and not due to physical reasons.
1A rotating Black Hole spacetime cannot be obtained by transforming the Schwarzschild so-
lution into a rotating frame!
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3.1 The Linear Problem for the Ernst equation
The subsequent three sections are very close to the review article of Neugebauer
and Meinel [Neugebauer and Meinel(2003)]. However many of the details that have
been omitted in this article are presented here.
3.1.1 The Linear Problem
The following linear matrix problem is associated with the Ernst equation:
Φ,z =
{(
B 0
0 A
)
+ λ
(
0 B
A 0
)}
Φ (3.1)
Φ,z¯ =
{(
A¯ 0
0 B¯
)
+
1
λ¯
(
0 A¯
B¯ 0
)}
Φ.
Here the complex variable z := ρ+ iζ has been introduced. Φ depends on z, z¯ and
λ and it is a complex-valued 2× 2-matrix. A(z, z¯) and B(z, z¯) are functions which
map C2 onto C. λ is a further variable and is called spectral parameter. It plays an
important role. The idea of the Inverse Scattering method (the Linear Problem)
is to consider Φ for ﬁxed, but arbitrary (z, z¯) as holomorphic function in λ and to
calculate A, B and f afterwards.
For some purposes it is useful to introduce a further parameter K:
λ(z, z¯,K) =
√
K − iz¯
K + iz
,
from which one obtains
λ,z =
λ
4ρ
(λ2 − 1); λ,z¯ = 1
4ρλ
(λ2 − 1).
A and B do not depend on K.
Sometimes we will use the common abbreviation
Φ,z = UΦ; Φ,z¯ V Φ
for the Linear Problem. One is interested in C2-solutions which fulﬁl the integra-
bility condition
Φ,zz¯ = Φ,z¯z .
In this case, the problem can be solved by line integration, which is of big impor-
tance for the Inverse Scattering Method. In terms of U and V , the integrability
condition reads
UV+ U,z¯ = VU+ V,z .
Now we can express the integrability condition in terms of A and B and their
derivatives, just by calculating the second order partial derivatives of Φ. The
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result is a 2×2 matrix equation which can be regarded as a system of four complex
equations. They must hold for any λ ∈ C. After eliminating A¯,z, B¯,z and the
derivatives of λ we arrive at
A,z¯ = A(B¯ − A¯)− 1
4ρ
(A+ B¯); B,z¯ = B(A¯− B¯)− 1
4ρ
(B + A¯).
This is a system of ﬁrst order diﬀerential equations for A and B. Now we introduce
another complex function f and choose for A and B:
A =
f,z
f + f¯
; B =
f¯ ,z
f + f¯
, (3.2)
hence
A¯ =
f,z
f + f¯
; B¯ =
f¯ ,z
f + f¯
.
By resubstitution in the system and after rearrangement one gets:
Equation from A, z:
2<f(f,zz¯ + 1
4ρ
(f,z +f¯ ,z)) = f,z (f,z¯ +f¯ ,z¯ +f¯ ,z − f,z), (3.3)
equation from B, z:
2<f(f,zz¯ + 1
4ρ
(f,z + f¯ ,z )) = f¯ ,z (f,z¯ +f¯ ,z¯ +f,z − f¯ ,z). (3.4)
Now we introduce new variables, ρ and ζ:
z = ρ+ iζ; z¯ = ρ− iζ ⇐⇒ ρ = z + z¯
2
; ζ =
z − z¯
2i
.
One can express the derivatives by z and z¯ through those by ρ and ζ.
∂
∂z
=
1
2
∂
∂ρ
− i
2
∂
∂ζ
;
∂
∂z
=
1
2
∂
∂ρ
+
i
2
∂
∂ζ
.
This replacement of variables has nothing to do with complex analysis. Because the
map z −→ z¯ is not holomorphic, they both are indeed two independent variables.
It will turn out that the two equations above are complex conjugate to each other.
For f = u+ iv we ﬁnd for the derivatives
f, z =
1
2
u,ρ+
i
2
v,ρ− i
2
u,ζ +
1
2
v,ζ =⇒ f,z = ... (3.5)
f¯ ,z =
1
2
u,ρ− i
2
v,ρ− i
2
u,ζ −1
2
v,ζ =⇒ f¯ ,z = ...
f,z¯ =
1
2
u,ρ+
i
2
v,ρ+
i
2
u,ζ −1
2
v,ζ =⇒ f,z¯ = ...
f¯ ,z¯ =
1
2
u,ρ− i
2
v,ρ+
i
2
u,ζ +
1
2
v,ζ =⇒ f¯ ,z¯ = ...
Now it is clear that
f,z 6= f¯ ,z but that f,z¯ = f¯ ,z and f,z = f¯ ,z¯ .
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With the help of this array of equations one can reformulate the expressions in
equations (3.3) and (3.4). What one ﬁnds is that equation (3.3) is the complex
conjugate of equation (3.4). Writing f,zz¯ in terms of ρ and ζ one arrives at
2<f(1
4
(f,ρρ+f,ζζ ) +
1
4ρ
f,ρ ) =
1
2
(u,ρ+iv,ρ−iu,ρ+v,ρ ) · (u,ρ+iv,ρ+iu,ζ −v,ζ )
=
1
2
(f,2ρ+f,
2
ζ ),
which is the Ernst equation in Weyl coordinates:
<f(f,ρρ+f,ζζ +1
ρ
f,ρ ) = f,
2
ρ+f,
2
ζ . (3.6)
3.1.2 Towards the solution of the Linear Problem on the
axis and the horizon of a stationary and axisymmetric
spacetime
One can make further assumptions on the structure of Φ without loss of generality.
(No proofs of the results of this subsection are provided here.)
Φ always can be chosen to look like
Φ =
(
ψ(ρ, ζ, λ) ψ(ρ, ζ,−λ)
χ(ρ, ζ, λ) −χ(ρ, ζ,−λ)
)
, (3.7)
with complex C2-functions ψ and χ. Note that both columms of Φ are independent
solutions of the Linear Problem. Moreover one can replace ψ by χ and vice versa:
ψ¯(ρ, ζ,
1
λ¯
) = χ(ρ, ζ, λ).
Normalisation of ψ and χ: For K −→∞, λ = −1 one can ﬁx ψ and χ:
ψ(ρ, ζ,−1) = χ(ρ, ζ,−1) = 1. (3.8)
For the other branch of the Riemann surface (λ = +1) one can calculate the
behaviour from the Linear Problem:
ψ(ρ, ζ, 1),z
<ψ(ρ, ζ, 1) =
f¯(ρ, ζ),z
<f(ρ, ζ)
χ(ρ, ζ, 1),z
<χ(ρ, ζ, 1) =
f(ρ, ζ),z
<f(ρ, ζ) .
These equations allow any solution of the form
ψ(ρ, ζ, 1) = af¯ + ib, χ(ρ, ζ, 1) = cf + id
with a, b, c, d ∈ R. They are chosen in a way that
ψ(ρ, ζ, 1) = f¯(ρ, ζ), χ(ρ, ζ, 1) = f(ρ, ζ). (3.9)
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The corotating Linear Problem The metric of a stationary and axisymmetric
spacetime retains its form if one transforms to a corotating system by
t′ = t φ′ = φ− ωt; =⇒ ξ′i = ξi + ωηi η′i = ηi.(2) (3.10)
The line element
ds2 = e2U(e2k(dρ2 + dζ2) + ρ2dφ2)− e2U(dt+ adφ)2
keeps its form under the transformation (3.10). One can rearrange the terms to
new metric functions U˜ , a˜, k˜:
ds2 = e2U˜(e2k˜(dρ2 + dζ2) + ρ2dφ2)− e2U˜(dt+ a˜dφ)2
where the tilded functions are given as follows:
e2U˜ = e2U + 2a · e2Uω + (e2U · a2 − ρ2 · e−4U)ω2 (3.11)
a˜ = (a · e2U + a2 · e2Uω − ρ2 · e−2Uω)e−2U˜ (3.12)
=
1
ω
(
1− (1 + aω)e
2U
e2U + 2a · e2Uω + (e2U · a2 − ρ2 · e−2U)ω2
)
=
1
ω
(
1− (1 + aω)
1 + 2a · ω + (a2 − ρ2 · e−4U)ω2
)
(3.13)
e2k˜ = e2(k−U) · e2U˜
= e2k(1 + 2a · ω + (a2 − ρ2 · e−4U)ω2).
(3.14)
The Ernst equation remains in the same form, but now it is an equation for f˜ :
(<f˜)4f˜ = (∇f˜)2, with f˜ = e2U˜ + ib˜,
where b˜ is related to a˜ by
b˜,ρ= −1
ρ
e4U˜ a˜,ζ ; b˜,ζ =
1
ρ
e4U˜ a˜,ρ .
The Linear Problem also remains form invariant, with new functions Φ˜, A˜ and B˜.
One ﬁnds that [Neugebauer and Meinel(2003)]
Φ˜ = RΦ,
where
R =
{(
1 + aω − ρe−2Uω 0
0 1 + aω + ρe−2U
)
+ i(K + iz)ωe−2U
( −1 −λ
λ 1
)}
.
This for example can be proven in a straight forward calculation with the help of
a computer.
It has become clear how the Ernst potential is related to the given Linear Problem.
The next step will be that we integrate the Linear Problem along the axis of
symmetry, which can be carried out with moderate eﬀort. The result is valid for
any s&a asymptotically ﬂat vacuum spacetime. In addition there is also a Linear
Problem in the co-rotating frame. This will also be evaluated, as in this system
the boundary condition for a Black Hole horizon can be expressed in a simple way.
2The change of sign in the transformation formula of the vectors occurs because the coordinates
transform like components of forms (covectors), namely covariant.
37
Chapter 3. Solving the Ernst equation
3.2 The integration of the Linear Problem
B
C
ζ
ρ
A+
A−
0
Figure 3.1: The path of integration in the (ρ-ζ)-plain.
Now the task is to ﬁnd a suﬃciently general solution of the Linear Problem on
a certain path. Due to the integrability conditions one has the choice of a path
whichis convenient to handle. This is of course the axis of symmetry, where ρ = 0
and thus λ = ±1, see ﬁgure 3.1. As we only deal with asymptotic vacuum solutions
(for suﬃciently large ρ and ζ there stress-energy tensor vanishes), this integration
has to be carried out only once and will be valid for any isolated object. Some-
where on the axis, for convenience symmetric to ζ = 0, the `body' is situated, that
is the object that shall be modeled. Both parts of the axis of symmetry lead to
independent fundamental systems for Φ, which have to be interconnected on the
path C at inﬁnity. On the surface B of the body - this may be the surface of a
star or a Black Hole horizon - there are physical constraints whichyield a special
solution. The shape of the body and the constraints can be various, which makes
it impossible in the general case to give an analytic solution.
In the following section we give the details of the calculation for one Black Hole
horizon as it is shown in [Neugebauer and Meinel(2003)]. The constraints are illus-
trated in ﬁgure 3.2 and are explained in section 3.2.2. This is the simplest possible
case apart from the trivial solution, the Minkowski space.
B = H
C
ζ
ρ
A+
A−
0
Figure 3.2: The path of integration for a Black Hole.
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3.2.1 Integration of the Linear Problem along the axis A+CA−
On the axis one only has to consider the ζ-derivative. One can rewrite the problem
and replace A and B by (3.2). The result is
Φ,ζ =
1
f + f¯
(
f¯ ,ζ f¯ζ
f,ζ f,ζ
)
Φ; for λ = 1.
One ﬁnds two linearly independent solutions that establish a fundamental system.
L1 =
(
1
−1
)
; L2 =
(
f¯
f
)
.
The general solution contains four unspeciﬁed functions of K,
Φ =
(
f¯ 1
f −1
)(
F (K) H(K)
G(K) I(K)
)
.
This solution consists of the ζ-depending fundamental system and of K-depending
'integration constants'. We choose the following initial values: On A+, λ = −1, ψ
and χ are set equal to 1 for a ζ0. Writing down Φ(ζ0, K), we see that the right
column can only be (1,−1)T if H is zero and I is equal to 1 for any K. The solution
on A+ then reads
A+) Φ(ζ) =
(
f¯(ζ) 1
f(ζ) −1
)(
F (K) 0
G(K) 1
)
. (3.15)
Interconnection with A− via spatial inﬁnity (curve C) For ζ −→ +∞, A
and B tend to zero and Φ becomes a function of K, or λ only. If one introduces a
parametrization of ρ and ζ given by
ζ = r · cos(φ), ρ = r · sin(φ).
λ can be written as
λ =
√
K − ζ − iρ
K − ζ + iρ =
√
K − r × eiφ
K − r × e−iφ
K
r
≈K
ζ
−→0−→
√
e2iφ
∗
= eiφ.
The last equality sign refers to λ = +1 for ζ −→ +∞. Now, if φ goes from 0 to
pi, λ = 1 turns into λ = −1. Thus along C the sheets of the Riemannian surface of
the function λ are exchanged.
Now one makes a similar ansatz for the general solution on A−, with new functions
M , N , O and P of K:
Φ =
(
f¯(ζ) 1
f(ζ) −1
)(
M(K) N(K)
P (K) Q(K)
)
=
(
f¯M(K) + P (K) f¯N(K) +Q(K)
fM(K)− P (K) fN(K)−Q(K)
)
If one travels along C, the components of Φ do not change. Hence we can compare
the two solutions for A+ and A−. But one has to respect two properties of Φ: As
λ −→ −λ on C, one has to compare the right column of Φ|A+ (for λ = −1) with
the left column of Φ|A− (for λ = 1) and vice versa. And one further has to keep in
mind that Φ22 and Φ21 cange their sign as χ remains unchanged. For large values
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of r, f tends to 1. In the limit of a very large r, we now can compare the two
solutions for A+ and A−:(
F (K) +G(K) 1
F (K)−G(K) −1
)
!
=
(
N(K) +Q(K) M(K) + P (K)
−(N(K)−Q(K)) −(M(K)− P (K))
)
,
whence
P (K) ≡ 0; M(K) ≡ 1 Q(K) ≡ F (K) N(K) ≡ G(K).
The general solution is now
A−) Φ(ζ,K) =
(
f¯(ζ), 1
f(ζ) −1
)(
1 G(K)
0 F (K)
)
. (3.16)
This prodcedure is discussed in detail in [Meinel and Neugebauer(1995)]. For solv-
ing the boundary value problem it is helpful to consider the Linear Problem in the
corotating system as well. On the axis the metric function a is equal to zero and ρ
is zero anyway, and one can write down the co-rotating general solutions
A+) Φ˜ =
[
12 + i(K − ζ)ωe−2U
( −1 −1
1 1
)][(
f¯(ζ) 1
f(ζ) −1
)(
F (K) 0
G(K) 1
)]
,
(3.17)
A−) Φ˜ =
[
12 + i(K − ζ)ωe−2U
( −1 −1
1 1
)][(
f¯(ζ) 1
f(ζ) −1
)(
1 G(K)
0 F (K)
)]
.
(3.18)
Φ is a unique function of λ but a twofold one of K. At the branch points KB = ζ
however, λ is unique and thus are ψ and χ. Hence there exists an analytical
continuation of the Ernst potential on the axis from which F (K) and G(K) can be
calculated. Vice versa, f(ζ) follows from F and G for K = ζ:
A+, (Kb = ζ) : Φ(ζ) =
(
ψ ψ
χ −χ)
)
=
(
f¯(ζ), 1
f(ζ) −1
)(
F (ζ) 0
G(ζ) 1
)
,
(3.19)
A−, (KB = ζ) : Φ(ζ) =
(
ψ ψ
χ −χ)
)
=
(
f¯(ζ), 1
f(ζ) −1
)(
1 G(ζ)
0 F (ζ)
)
,
(3.20)
whence
A+ : F (ζ) = 2
f(ζ) + f(ζ)
, G(ζ) =
f(ζ)− f(ζ)
f(ζ) + f(ζ)
, (3.21)
A− : F (ζ) = 2f(ζ)f(ζ)
f(ζ) + f(ζ)
, G(ζ) =
f(ζ)− f(ζ)
f(ζ) + f(ζ)
. (3.22)
Conclusion On the regular parts of the axis Φ and Φ˜ can explicitly be expressed
by the Ernst potential on the axis f(ζ) and its analytic continuations F (K) and
G(K). The crucial point is the integration along B, the surface of the considered
object. Here, the physical nature of the problem - apart from symmetries - is
speciﬁed. In some situations it is possible to ﬁnd analytic solutions for F and
G. One example is a rotating Black Hole spacetime and another one is a rigidly
rotating disk of dust.
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3.2.2 The Linear Problem on the surface of a Black Hole
As we consider asymotically ﬂat spacetimes, we can always use the general solution
along A+CA− , which has to be matched to a solution on B which satisﬁes physical
boundary conditions. After the choice of the body (a model of an astrophsical or
abstract object) one has to look for constraints of the metric functions U, a, k and
U˜ , a˜, k˜ on its surface. Then one has calculate a suﬃciently general solution on B
with respect to the valid constraints. The solution on B is then matched to the
general solution on A+CA− by assuming that Φ is continous at the meeting points
of B with the axis. This brings about some problems as in some cases there is no
continuity. As we will see, in the case of an extreme Kerr Black Hole the horizon
is hidden within a point and thus Φ does not exist on H in Weyl coordinates.
It was shown by Hu Hesheng ([Hesheng(1990)] that the Linear Problem can be
written in terms of diﬀerential forms. It holds in any valid coordinate system. If
the coordinate description of the manifold turns pathologic at some region, then
of course there will be serious problems if one is restricted to special coordinates.
When coordinates are chosen in a way that they reﬂect symmetries, problems occur
when the physical interpretation does not accord with mathematical properties
anymore. An example is the Killing vector ξ in a rotating Black Hole spacetime.
Normally it is related to time translation symmetry. But this can only be done,
if (ξ|ξ) is timelike. However ξ can become null or spacelike if a horizon or an
ergosurface occurs in the spacetime. Unfortunately on these surfaces the metric
becomes singular when it is written down in symmetry-adapted coordinates. These
so called coordinate singularities are due to the choice of the coordinate system and
that they can be removed by the choice of a valid coordinate system. The do not
question the validity of General Relativity at these places.
In the uniqueness theory of Black Holes one encounters a further diﬃculty: One
cannot discuss the solutions which ﬁrst have to be found. One rather has to make
reasonable assumptions on boundary conditions from which one can try to deduce
unique solutions. The `surface' of a Black Hole is such a place. We already know the
Kerr solution and can wonder wether one should consider the horizon or the ergo-
surface as the `surface of the body' which enters into the Linear Problem. However
this is not necessary. As the Inverse Scattering Method is purely mathematical,
one can choose the simplest `surface' ! Without any doubt this is the horizon, as it
lies on the axis:
H : ρ = 0; K1 ≥ ζ ≥ K2; e2U˜ = 0; =⇒ a = 1
ΩH
= const|H.
The transfer matrix R under these conditions reads (λ = 1)
R = i(K − ζ)ΩHe−2U
( −1 −1
1 1
)
.
Following the procedure of ﬁnding Φ on the axis once again we ﬁnd an ansatz with
unspeciﬁed functions U, V,W,X of K:
B = H : Φ(ζ,K) =
(
f¯(ζ), 1
f(ζ) −1
)(
U(K) V (K)
W (K) X(K)
)
, (3.23)
B = H : Φ˜(ζ,K) = 2iΩH(K − ζ)
( −1 0
1 0
)(
U(K) V (K)
W (K) X(K)
)
.(3.24)
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3.3 The Ernst potential everywhere on the axis
3.3.1 Matching the solutions
We have derived several solutions of the Linear Problem which are valid on a
certain interval only. To get a unique solution everywhere on the (ρ = 0) - curve
the imcomplete solutions have to be matched. Therefore we assume that in the
matching points K1 and K2, Φ and Φ˜ are both continous (for detailed arguments,
cf. 4.3).
We have four matrix equations, two for K1 and K2 and two for Φ and Φ˜. The aim
is to eliminate the
(
U(K) V (K)
W (K) X(K)
)
-matrix. The system is not overdetermined
as each of the four matrix equations contains a matrix prefactor of determinant
0. Thus one has to consider linear combinations of the equations in order to
eliminate the prefactor. One possible reduction is the following system of two
matrix equations:
[
f1 −1
f1 + 2iΩH(K −K1) −1
] [
F (K) 0
G(K) 1
]
=
[
f1 −1
2iΩH(K −K1) 0
] [
U(K) V (K)
W (K) X(K)
]
,[
f2 −1
f2 + 2iΩH(K −K2) −1
] [
1 G(K)
0 F (K)
]
=
[
f2 −1
2iΩH(K −K2) 0
] [
U(K) V (K)
W (K) X(K)
]
,
where f1 = f(ζ = K1) and f2 = f(ζ = K2). f1 and f2 are imaginary: On the
horizon e2U˜ = 0 and ρ = 0. While approaching the axis, a discontinuity occurs, as
aaxis = 0, but aH = const 6= 0. The Ernst potential f is not aﬀected by this defect,
which leads to the condition e2U |H∩axis = 0. This means that the horizon and the
ergosurface lead in the same direction into the axis. At the matching points, f is
imaginary.
The next step is the elimination of the (U, V ;W,X) matrix. This can easily be
done because the matrices left of (U, V ;W,X) are invertible. We introduce the
abbreviations
α1 = 2iΩH(K −K1); α2 = 2iΩH(K −K2).
The resulting matrix equation
(
(1 + f1
α1
)F − G
α1
− 1
α1
f21
α1
F + (1− f1
α1
)G 1− f1
α1
)
=
(
(1 + f2
α2
) (1 + f2
α2
)G− F
α2
f22
α1
f22
α2
G+ (1− f2
α2
)F
)
(3.25)
consists of four scalar equations which have to be satisﬁed for any K. One can
solve two of these equations for F and G, which turn out to be rational functions
in K. Then we replace them both in the remaining two equations. This leads to a
ﬁrst order polynomial in K. The coeﬃcients have to vanish, whence
f 21 = f
2
2 ; ΩH =
i(1 + f 21 )(f2 − f1)
2(1− f 21 )(K2 −K1)
. (3.26)
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If f1 = f2, ΩH would be zero, which contradicts our assumptions as it leads back
to the nonrotating case. The constraints read then
f1 = −f2; ΩH = if1(1 + f
2
1 )
(1− f 21 )(K1 −K2)
. (3.27)
We set the horizon on a symmetric position and chooseK1 = −K2. The constraints
simplify the expressions for F and G:
F (K) =
4Ω2H(K
2 −K21) + 4iΩHf1K − 2f 21
4Ω2H(K
2 −K21)
, G(K) =
4iΩHK1 + 2f1
4Ω2H(K
2 −K21)
. (3.28)
Now we are able to calculate f by setting K = ζ. On A+ we ﬁnd from (3.21)
A+) f(ζ) = G+ 1
F
|K=ζ = ζ(1 + f
2
1 ) + (f
2
1 − 1 + 2f1)K1
ζ(1 + f 21 ) + (1− f 21 + 2f1)K1
. (3.29)
This is the Ernst potential on the axis for positive ζ. The result for negative ζ
is obtained by 3.22. (Here, f = F
G+1
.) The integration of the Linear Problem on
the axis is now complete.
3.3.2 Asymptotic behaviour of f
Interpretation of the solution Of course we still have to relate the parameters
f1 and K1 to more common physical quantities. This is done by the calculation of
the multipole moments of f which is a Taylor expansion in ζ-direction. Once we
have calculated them, we can interpret the potential on the axis and can compare
it to known solutions of the Ernst equation.
Newtonian limit In the case of asymptotic ﬂatness one can compare the asymp-
totic form of the metric on the ζ-axis with the one of the Newtonian limit,
gab ∼= ηab − 2φ = −1− 2(−M
r
) =⇒ gtt = −e2U ∼= −1− 2U ∼= −1 + 2M
r
.
One can see that far away from the horizon U can be considered as gravitational
potential. From a Taylor expansion of f in ζ one ﬁnds that
M =
1− f 21
1 + f 21
K1.
M is the total mass of the spacetime which is well deﬁned for a stationary asymp-
totically ﬂat spacetime. As we solved the vacuum equations, M must lie within
the horizon.
The angular momentum The asymptotic expansion of b is
b ∼= 0 + 0− 4if1K21
1− f 21
(1 + f 21 )
2
1
ζ2
= −4M if1K1
1 + f 21
1
ζ2
.
We assume that b contains information about the angular momentum. If we com-
pare f with the Kerr solution, we also can expand b to
b ∼= −2J
ρ2
=⇒ J = 2M if1K1
1 + f 21
.
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A stronger evidence can be provided if we use the fact that the 1
ρ
-term of gtφ
indicates the presence of angular momentum. a denotes the angular momentum
per mass and is a common abbreviation:
a :=
J
M
=
2if1K1
1 + f 21
.
The ﬁnal result is the Ernst potential of rotating Black Hole on the axis in terms
of its mass and angular momentum.
f(ζ) =
ζ −M − i J
M
ζ +M − i J
M
= 1− 4M
2ζ + 2M − 2i J
M
(3.30)
This is the Ernst potential of the Kerr metric on the axis. By the help of the
Linear Problem Meinel and Neugebauer were able to show that the only physically
reasonable stationarily rotating vacuum Black Hole spacetimes with non-degenerate
horizon are the family of Kerr Black Holes with an angular momentum 0 6= J < M2.
If we calculate the axis potential for the case J −→M2 by applying the rule of de
l'Hospital to the ﬁnal result, we ﬁnd that in this case K must turn to zero, or in
other words that a horizon that is situated at ζ = 0 is related to the extreme Kerr
Black Hole.
This Black Hole is the one with maximal angular momentum, J = ±M2. It is
not included in this proof, as many formulas become senseless for J =⇒ M2. In
between it was assumed that the horizon is a non-empty intervall on the ζ-axis.
In chapter 4 we will deal with the extreme Kerr Black Hole and the proof of this
chapter will be extended to the case of the degenerate horizon.
3.3.3 The Ernst potential everywhere
The Ernst potential on the axis uniquely determines the Ernst potential every-
where. (See chapter 2). Now the question arises how the Ernst potential on the
(ρ, ζ)-plain can be determined. As already mentioned, it turned out that the poly-
nomial Bäcklund transform yields a solution that can be matched to the given axis
potential.
In [Neugebauer and Meinel(2003)] the transformation looks a bit diﬀerent than the
one in chapter 2:
Φ˜ = ΦT ,
where
T (K) =
K2 + α2 −M2
K((K +M)2 + α2)
·
(
K +M iα
iα K +M
)
.
One then concludes that Φ˜ is a matrix polynomial in λ and from this insight f can
eventually be calculated. The solution on the axis is used to choose the solution of
the Linear Problem from the variety of solutions that emerge from the Bäcklund
transform. They diﬀer in the sign of some terms which is due to some square roots.
The constructive uniqueness proof of the non-extreme Kerr Black Hole now is
complete. One can formulate the theorem:
Provided that the stronger version of the Rigidity theorem holds (see chapter 1),
a stationary and axisymmetric vacuum Black Hole with non-degenerate horizon is
always a non-extreme Kerr Black Hole.
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3.4 Coordinate independent formulation of the Ernst
equation and the Linear Problem
3.4.1 The Ernst equation holds everywhere on M
Einstein's equations can be formulated in a coordinate invariant way, which means
that the are fullﬁlled everywhere on the spacetime manifoldM. (Spacetime singu-
larities do not belong to M).
Now we formulate the Ernst equation as a coordinate invariant equation: There-
fore we multiply the Ernst equation in Weyl coordinates from both sides with the
conformal factor of g⊥ , 1
Ω2
= e(2U−2k) of ⊥, and reformulate:
<f 1
Ω2
(f,ρρ+f,ζζ +
1
ρ
f,ρ ) =
1
Ω2
(f,2ρ+f,
2
ζ )
<f4(g)f = ( 1
Ω2
∂ρf · ∂ρf + 1
Ω2
∂ζf · ∂ζf)
= gµν(df)µ(df)ν
<f4(g)f = (df |df)⊥. (3.31)
Here we have replaced the derivatives in ρ and ζ by the Laplacian of the full
metric on the left side and by the square of the gradient of f (with respect to ⊥)
on the right side. The latter formulation is explicitly coordinate independent, as
<f is a scalar with respect to coordinate transformations as it can be written as
<f = e2U = (ξ|ξ).
Thus the Ernst equation is valid all over M, it replaces Einstein's equations ev-
erywhere. Given an arbitrary p ∈ M, it follows from the deﬁning properties of a
manifold that there is an open neighbourhood of p and local coordinates, such that
the Ernst equation written down in this system is valid.
3.4.2 The Linear Problem in invariant formulation
Next to the Inverse Scattering Method in form of the Linear Problem, the calculus
of diﬀerential forms is a main pillar of the attempt of the proof of the uniqueness
of the extrem Kerr Black Hole. By formulating the problem in an invariant way
we make sure that it holds all over M.
The Linear Problem in the language of forms Once more we write down
the problem in z and z¯:
Φ,z = UΦ, Φ,z¯ = V Φ.
The integrability condition then reads
UV +U ,z¯ = V U + V , z
or
U ,z¯ −V ,z +[U ,V ] = 0.
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Now a matrix valued diﬀerential form Ω is deﬁned:
Ω := Udz + V dz¯. (3.32)
At any time one can substitute z and z¯ by ρ and ζ. Due to the dimension of the
problem, the manifold where Ω is deﬁned is L(2,C). We obtain for the exterior
derivative
dΩ = U ,z¯ ·dz¯ ∧ dz + V ,z dz ∧ dz¯. (3.33)
And for dΦ:
dΦ = Φ,z dz +Φ,z¯ dz¯
= UΦdz + V Φdz¯
= (Udz + V dz¯)Φ
= ΩΦ
dΦ = ΩΦ. (3.34)
The latter equation is the desired formulation. In the language of forms, the inte-
grability condition of the problem reads
d2Φ = 0. (3.35)
Written out in components, this equation states that all second partial derivatives
commute. We still have to check wether this is equivalent to the integrability
condition in matrix form.
d2Φ = ddΦ
= d(ΩΦ)
= dΩ ·Φ−Ω ∧ dΦ
= dΩ ·Φ−Ω ∧ΩΦ
= (dΩ−Ω ∧Ω)Φ
= (U ,z¯ ·dz¯ ∧ dz + V ,z dz ∧ dz¯ − (Udz + V dz¯) ∧ (Udz + V dz¯))Φ
= (V ,z −U ,z¯ −U · V + V ·U ) · dz ∧ dz¯ ·Φ
= (V ,z −U ,z¯ +[V ,U ]) · dz ∧ dz¯ ·Φ
= −
(
U ,z¯ −V ,z +[U ,V ]
)
· dz ∧ dz¯ ·Φ
= 0.
All in all the Linear Problem can be formulated in a coordinate independent way.
With a matrix valued form Ω = Udz + V dz¯ it reads
dΦ = ΩΦ (3.36)
d2Φ = (dΩ−Ω ∧Ω)Φ = 0. (3.37)
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The formulation of the Linear Problem in terms of forms states that f can be
determined everywhere on M via the integration of the matrix problem. We can
conclude that all defects (discontinuities or worse) result from coordinate defects.
Why Weyl coordinates? So far, all calculations have been carried out in Weyl
coordinates. If they are not used there is a further equation next to the Ernst
equation for the metric function W [Meinel(1991)]:
W, zz¯ = 0
It can always be solved by setting W = ρ where ρ := z+z¯
2
. However if one wants to
work in a diﬀerent system and this choice shall be avoided, W enters all equations
that lead to the other metric functions. Due to this complications till this day
there have been no attemps in the work of the group of Neugebauer and Meinel to
use another coordinate system.
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Chapter 4
The degenerate horizon and the
constructive uniqueness proof of the
extreme Kerr Black Hole
We start with the introduction of the concept of the surface gravity, a quantity
which is used to characterize the degeneracy of the horizon.
Then we conclude the argumentation given in the course of the previous chapters.
Many analytical properties of a degenerate horizon are derived. Finally, we demon-
strate how the concepts from above are used to prove two statements: The ﬁrst one
is about the degenerate horizon in Weyl coordinates, and the second one about how
the constructive uniqueness proof presented in [Neugebauer and Meinel(2003)] can
be extended to the case of a degenerate horizon, which will lead to the extreme
Kerr Black Hole.
4.1 The surface gravity
The surface gravity will be a key concept when we want to deal with Black Holes
that have a degenerate horizon. Some possibilities of how this quantity can be
calculated from a given Black Hole spacetime are provided. Moreover we explain
the physical meaning of this term by giving an interpretation. The surface gravity
κ of a Black Hole horizon is a scalar with respect to coordinate transformations
and it is deﬁned on H only.
4.1.1 Deﬁnition
If one is given two diﬀerent null vectors a and b with (a|b) = 0 then a is proportional
to b. This is the case at a Killing horizon. The norm of χ vanishes as well as the
norm of the gradient of N = (χ|χ). Further on, (χ|dN) = LχN = 0 (cf. 1.1.2).
Thus, both vectors are proportional on the horizon. The surface gravity κ is deﬁned
as follows:
dN = −2κχ|H. (4.1)
However this formula is useful only in situations where on works with a coordinate
system which is valid on the horizon. In Schwarzschild-, Weyl- or Boyer-Lindquist
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coordinates this equation makes no sense on the horizon.1 Therefore one would
like to solve equation 4.1 for κ. This is done in [Heusler(1996)]. The calculation is
carried out in terms of forms:
(dχ|dχ) ∗ χ = (dχ|dχ)iχη
= iχ((dχ|dχ)η)
= iχ(dχ ∧ ∗dχ)
L.r.
= iχdχ ∧ ∗dχ+ dχ ∧ iχ ∗ dχ
Lχχ=0
= −diχχ ∧ ∗dχ+ dχ ∧ ∗(dχ ∧ χ)
= −diχχ ∧ ∗dχ− 2dχ ∧ ωχ
H
= −dN ∧ ∗dχ+ 0
H
= 2κχ ∧ ∗dχ
H
= 2κ(−) ∗ iχdχ
H
= −2κ ∗ (−)dN
H
= −2κ ∗ (−)(−)2κχ
H
= −4κ2 ∗ χ.
Here, the deﬁnition of ωχ, the Lie property of χ and the identity A-13 have been
used. The result is
κ2 = −1
4
(dχ|dχ)|H(K). (4.2)
An even more useful expression for κ is
κ2 = −1
4
4N |H(K). (4.3)
This is deduced by applying the operator (χd†+d ◦ iχ) to the deﬁning identity for
κ:
(χd† + d ◦ iχ)dN = −2(χd† + d ◦ iχ)κχ |H
χd†dN + d ◦ iχdN = −2χd†κχ− 2d ◦ iχκχ |H
−χ4N + d(LχN) = −2χκd†χ− 2χ(d†κ)χ− 2Ndκ− 2κdN |H
−χ4N + 0 = 0− 2(χ|χ)(d†κ)− 2Ndκ− 2κdN |H
−χ4N = −2(χ|χ)(d†κ)|H − 2Ndκ|H − 2κdN |H
−χ4N = 0 + 0− 2κ(−2κχ)|H
4N = −4κ2|H.
1In Weyl coordinates one ﬁnds dN = de2U˜ =

e2U˜ ,ρ
e2U˜ ,ζ
0
0
 ?= −2κ

0
0
ΩH
1
. This makes no
sense at all and demonstrates the diﬃculties one encounters if coordinate defects are present.
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The surface gravity of a Kerr Black Hole With formula 4.3 one now can
calculate κ for a Kerr Black Hole.
4N = = 1√|g|∂ν(√|g|gνµ∂µN) |H
=
1
ρ
e2(U−k)∂ρN + e2(U−k)(∂ρρ + ∂ζζ)N |H
= (
1
ρ
e2(U−k)∂ρ + e2(U−k)(∂ρρ + ∂ζζ))(−e−2Uρ2ω2 + e2U(1 + aω)2) |H
= − 4
a2
e−2k, |H
and thus
κKerr−b.h. =
e−k
a
. |H (4.4)
With the formulas for e−2k and a from the appendix one is able to write down the
value of κ in terms of M and J .
κKerr−b.h. =
√
M2 − J2
M2
2M
(
M +
√
M2 − J2
M2
) . (4.5)
In the limit of the extreme Kerr Black Hole, the square root vanishes, and
κeKbh = 0. (4.6)
4.1.2 The meaning of the term `surface gravity'
The term `surface gravity' is used in astronomy to denote the gravitational acceler-
ation on the surface of a planet or a star in Newton's theory of gravity. The use in
General Relativity can be understood in the following paragraph: It is the force to
keep a locally nonrotating observer in place, measured by an observer at inﬁnity.
It does not matter whether there is a horizon or not. From this point of view a
horizon behaves like a massive body without horizon.
Surface gravity as acceleration to hold a test mass in place, seen from
an inﬁnite observer This calculation is similar to [Wald(1984)], chapter 12.5
and chapter 6: It starts with the evaluation of the term (χ ∧ dχ|χ ∧ dχ):
3(χ ∧ dχ|χ ∧ dχ) = (χ|χ)(dχ|dχ) + 2χa(∂bχc)(∂aχb)χc
This expression is evaluated on the horizon. Provided that κ 6= 0, we divide by
(χ|χ) and evaluate the limit of the resulting equation as we approach the horizon.
The left side is then undeﬁned, but de l'Hospital's rule can be applied and gives
the limit zero, as χ ∧ dχ is zero over the whole horizon and the gradient of (χ|χ)
does not become zero due to the assumption κ 6= 0. (dχ|dχ) can be replaced by
the deﬁnition of κ, formula 4.2:
κ2 =
1
2
lim
(H)
(χa∂aχ
c)(χb∂bχc)
(χ|χ) .
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The term χ
a∂aχc
(χbχb)
can be considered as the acceleration of an orbit of χ (cf. geodesic
equation). In the case of a static Black Hole, χ = ξ and the quantity 1√−ξaξa is
the redshift factor as seen from inﬁnity. The product κ of acceleration and redshift
factor is the force per mass that holds a test mass in place as seen from inﬁnity.
Note that the local acceleration becomes inﬁnite on the horizon.
In the case of a rotating Black Hole it is impossible to hold a test mass in place
near the horizon, as no stationary particles can exist in the ergoregion. But the
term `surface gravity' is still used.
Important pioneering work in the combination of General Relativity and quantum
mechanics has been done by Stephen Hawking. In his picture a Black Hole emits
particles with a Black Body spectrum, and κ is a measure for the temperature T
of the horizon:
T =
κ
2pi
(
=
~κ
2pi
)
.
A Black Hole with a degenerate horizon thus has zero temperature.
(cf. [Heusler(1996)], chapter 7.)
4.2 The degenerate horizon in Weyl coordinates
We discuss the form of stationary and axisymmetric Killing Horizons in Weyl co-
ordinates, with focus on the degenerate horizon. In the review article
[Neugebauer and Meinel(2003)] the Event Horizon of a stationary and axisymmet-
ric Black Hole is an interval on the ζ-axis at ρ = 0. In the following section the
Linear Problem will be solved for a Black Hole whose horizon is a point on the
ζ-axis. To justify this seemingly pathological choice we prove the following state-
ment:
The horizon of a stationary and axisymmetric Black Hole is situated at the point
(ρ = 0, ζ = ζ0) in Weyl-coordinates if and only if the horizon is degenerated.
In Weyl coordinates, a simply connected Killing Horizon appears in two forms:
• A non-degenerate Killing Horizon is an interval on the ζ-axis.
• A degenerate Killing Horizon is an isolated point on the ζ-axis.
4.2.1 Degenerate horizons
The Killing Horizon is deﬁned as the hypersurface on which the norm of a certain
Killing vector ﬁeld χ vanishes. Usually, the gradient of the norm of the Killing
vector does not vanish on the horizon, which ensures that this Killing vector will
be spacelike at least locally inside the horizon. In this case we speak of a non-
degenerate horizon (n-hor). If this is not the case, the horizon is called degenerate
(d-hor). It could not be found out by the author which one of the below-mentioned
features led to the term `degeneracy'.
Below we give several mathematical conditions for a d-hor.
First, the deﬁning condition: We denote the norm of the Killing vector χ by (χ|χ) =
e2U˜ .
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• A killing horizon is degenerate :⇐⇒ de2U˜ |H = 0.
As de2U˜ |hor = κe2U˜ , this leads to
• The horizon is degenerate if and only if κ = 0.
Let η denote the Killing vector which generates axisymmetry. For a further con-
dition, we consider the Killing 2-form σ = ((χ|χ)(η|η) − (χ|η)2) (cf. 1.17). This
function vanishes on the horizon, as (χ|χ) vanishes and as χ on the horizon is
orthogonal to η. In Weyl coordinates, we can express σ through metric functions,
σ = e2U˜gφφ − gtφ2 − 2Ωhgtφgφφ − Ωh2gφφ2
= gttgφφ + 2Ωhgtφgφφ + Ωh
2gφφ
2 − gtφ2 − 2Ωhgtφgφφ − Ωh2gφφ2
= (gttgφφ − gtφ2) (4.7)
= detgtφ
= −ρ2
= 0|hor.
σ turns out to be the square of ρ. Thus on a Killing Horizon one always has ρ = 0.
On the axis η = 0 and therefore also ρ = 0. But these two regions can be well
distinguished by the values of e2U˜ and a.
Now consider the function dσ:
dσ = 2(χ|η)d(χ|η)− de2U˜ · (η|η)− e2U˜ · d(η|η).
The norm of η is a well behaved function, which is zero only on the axis. If the
total massM of the s&a Black Hole spacetime is greater than 0, the Event Horizon
is a non-degenerate hypersurface in M and the intersection of H with the axis of
symmetry will contain single points only. Everywhere else on H the function (η|η)
does not equal zero. One can now write down the gradient of σ on the horizon.
=⇒
{
dσ|n−hor = −(η|η) · de2U˜ |hor
dσ|d−hor = 0
The latter line is a further characterisation of a degenerate horizon.
One is tempted to write dρ2 = 2ρdρ, but this cannot be true on a n-hor, as in this
case the left side is not equal to zero, while the right side would be. We thus can
conclude that
The 1-form dρ exists on the horizon if and only if the horizon is degenerate:
ρ · dρ→ 0 for ρ −→ 0 ⇐⇒ d− hor (4.8)
ρ · dρ9 0 for ρ −→ 0 ⇐⇒ n− hor (4.9)
In other words, we have obtaind still another characteristic of a d-hor:
Given a Killing Horizon, then dρ is a regular 1-form at the horizon if and only if
the horizon is degenerate.
Practically speaking, this means that in any suitable coordinate system some partial
derivatives of ρ at the horizon will be divergent in the case of a normal and bounded
in the case of a degenerate horizon.
Now we derive the form of a degenerate horizon in Weyl coordinates.
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4.2.2 The proof
The proof consists of three parts. In the ﬁrst part we derive a condition equivalent
to ζ is constant on the horizon. In the second part we write down some relevant
identities for a degenerate horizon. The third part utilizes the ﬁrst two to arrive
at a proof.
We start with assumptions on the horizon: We assume the part of the horizon that
lies in ⊥ to be a compact subset of ⊥ and that any one-dimensional volume of
the union of the horizon with the axis of symmetry will give zero. (The horizon
shields a part of the axis.). Locally this intersection H ∩ ⊥ is an intervall I on
the ζ-axis. Now we introduce local coordinates h, t, φ on I × R × [0, 2pi]. These
coordinates shall form a basis:
(dh|dh)⊥ 6= 0; (dt|dt)⊥ 6= 0; (dφ|dφ)⊥ 6= 0; (4.10)
(dh|dt)⊥ = 0; (dh|dφ)⊥ = 0; (dt|dφ)⊥ = 0.
h is an inextendible coordinate on H, but can be also considered as a function on
⊥. If one now considers the line
ζ0(h) := ζ(h)|H
one sees that on the horizon
dζ = ζ,h dh|H. (4.11)
Whether ζ is constant on H or not can be seen by whether ζ,h is zero or not. This
in turn can be expressed in the following way:
(dρ|dρ)⊥ = (dζ|dζ)⊥ H= (ζ,h dh|ζ,h dh)⊥
= (ζ,h )
2(dh|dh)⊥. (4.12)
Thus we can express ζ,h through the gradient of ρ, and because ⊥ is Riemannian:
ζ,h= 0⇐⇒ (dρ|dρ)⊥|H = 0⇐⇒ dρ|H = 0. (4.13)
So far we only know something about the gradient of dρ2, namely
dρ2|H = 0⇐⇒ d− hor.
and the formula
dρ2 = 2ρdρ|H
is valid if and only if the horizon is degenerate. The key to the proof will be the
Einstein equation for ρ:
4⊥ρ = 0.
Note that the odd Laplacian satisﬁes the Leibnitz rule. Therefore we also have
4⊥ρ2 = 0.
(The opposite would in general not be true: if a real function f is C2, its square
root (if it exists at all) may not be. Just take f(x) = x.)
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Now we conclude the proof:
⇐=: If ζ is constant on the Horizon, ζ,h= 0 and thus dρ|H = 0 and the horizon
is degenerate.
=⇒: We start with the Laplace equation for ρ and ρ2, respectively, and we express
4⊥ as 4⊥ = ∗d ∗ d. (We should write d⊥ instead of d, but this is omitted up to
the ﬁnal result.)
4⊥ρ = ∗d ∗ dρ = 0; 4⊥ρ2 = ∗d ∗ dρ2 = 0
⇐⇒ d ∗ dρ = 0 = d ∗ dρ2. (4.14)
Now we consider a degenerate horizon. Then, and only then we can make use of
the equation dρ2 = 2ρdρ|H, for substituting dρ2:
0 = d ∗ dρ2
= d ∗ 2ρdρ
= 2d(ρ ∗ dρ)
L.r.
= 2dρ ∧ ∗dρ+ 2ρd ∗ dρ.
The second term vanishes on H, and we can write down the ﬁnal condition
dρ ∧ ∗dρ = 0|d−hor (4.15)
As we calculated 4⊥ρ, we have to consider a two-dimensional Riemannian space
rather than a (3+1)-Minkowski space. In general, the Laplacian for an arbitrary
p−form is deﬁned as
4 := −[d† ◦ d+ d ◦ d†].
The correct ﬁnal condition reads
d⊥ρ ∧ ∗d⊥ρ = 0|d−hor. (4.16)
This term is a 2-form and it depends only on one scalar function, which turns out
to be (dρ|dρ)⊥:
d⊥ρ ∧ ∗d⊥ρ = 0
= (d⊥ρ)adxa ∧
√
|τ |fb(d⊥ρ)f · dxb
= (d⊥ρ)a(d
⊥ρ)f ·
√
|τ |fb · dxa ∧ dxb
= 2
√
|τ | · (d⊥ρ)a( d⊥ρ)a · dx1 ∧ dx2
= 2
√
|τ | · (dρ)|dρ)⊥ · dx1 ∧ dx2. (4.17)
Now we know that only in the degenerate case we do have
(dρ|dρ)⊥|d−hor = 0,
and thus (by equation 4.12)
dζ|d−hor = 0,
which means that ζ is constant on the horizon.
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4.3 The constructive uniqueness proof
Continuity in Weyl coordinates The Linear Problem in terms of forms reads
dΦ = ΩΦ
(see chapter 3). This formulation is coordinate independent, and for each p ∈ M
there is at least one chart (coordinate system) for which both equations hold in a
neighbourhood of p when written down in this system. Then, Φ is a C2-function,
and the Ernst equation will also hold in a certain neighbourhood, as it is the inte-
grability condition of the Linear Problem. Thus in this system we have a unique
C2-Ernst potential and a C2-Φ.
First we introduce the half-side axis Ernst potential which will be used to deﬁne f
on a degenerate horizon in Weyl coordinates.
The Ernst potential is a scalar and thus remains unchanged under a regular coordi-
nate transform. But its derivatives will change. Now let a s&a vacuum spacetime
with a degenerate horizon at (0, 0) be given. On the axis, f is continous and we
split the axis potential into
f(ζ) = f+ + f−, where f+ =
{
f, ζ ∈ A+
0, ζ ∈ A− , and f− =
{
0, ζ ∈ A+
f, ζ ∈ A− ,
(4.18)
with both f+ and f− half-side-continous in (0, 0). In the degenerate case f is not
deﬁned on the horizon in Weyl coordinates, and continuity cannot be established
by deﬁning f in (0, 0), because this leads to Minkowski space. We conclude that
f in Weyl coordinates is not continous on H and thus the limits of f+ and f− at
(0, 0) must be diﬀerent from another and we denote these two limits by f1 (limit
of f+) and f2 (limit of f−). Furthermore they are both imaginary, because e2U has
to vanish, if one approaches the horizon on the axis.
Second let (µ, ν) be local coordinates at one junction of H with the axis in which
the Linear Problem holds. Then we consider Φ(ρ(µ, ν), ζ(µ, ν)). The junction of
H with the axis can be deﬁned invariantly as `(η = 0) ∩ (e2U˜ = 0) ∩ (χ 6= 0)'.
The path A+BA− in M has a coordinate independent meaning as well. On this
path A+BA−, Φ is C2 in local coordinates . The transformation to Weyl coor-
dinates contracts the degenerate horizon into a single point, but during the sub-
sequent calculation we refer to the underlying invariant parametrisation of the
horizon. As in the case of f , the quantity Φ(ρ = 0, ζ = 0) is not deﬁned on a
d-hor, but we can give meaning to the directional limits Φ(direction)(ρ = 0, ζ = 0)
(coming from the horizon or from the axis) via the underlying C2-structure and
because of the invariance of A+BA−. These directional limits are suﬃcient for the
subsequent calculation, which is performed only on A+BA−.
The Linear Problem and the degenerate horizon Now, let us assume that
Φ and Φ˜ are continous from one side only. Via the underlying structure, we have
the same matrix conditions as in the nondegenerate case. But now K1 = 0 = K2
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hence α1 = α2 = 2iΩhK =: α(K). The formulas for F and G become (cf. 3.28):
F =
(α+ f2)
2 − 1
(α+ f1)(α+ f2)− 1; G =
f2 − f1
(α+ f1)(α+ f2)− 1 . (4.19)
The modiﬁed conditions 3.27 apply again, which leads to several constraints since
the equation must hold for every power of α:
(α−f1)(α+f1)(α+f2)−(α−f1) = f 22 (α+f2)−f 22 (α+f1)(α−f2)(α+f2)2−(α−f2),
(4.20)
for all α. From that we have: α1 : f 21 = f
2
2 and α
0 : (f1 − f2) = −f 21 (f1 − f2).
These constraints for the fis have three possible solutions:
a) f1 = 0 = f2,
b) f1 = f2 6= 0,
c) f1 = −f2 6= 0.
Now one considers the Ernst potential for positive ζ.
A+) f =
G+ 1
F
=
f2 − f1 − 1 + (α+ f1)(α+ f2)
(α+ f2)2 − 1 . (4.21)
If one chooses the fis as in a) or b) the Ernst potential f turns out to be identically
one, which describes the Minkowski space. But this situation must be excluded.
Thus constraint c) must hold. From the α0-equation we get f 21 = −1 and hence
f1 = ±i, f2 = ∓i. (4.22)
If one substitutes these values into f, one obtains
f(1)/(2)(K) =
α+ 1± i
α+ 1∓ i . (4.23)
The solutions are reciprocal to each other. It is a general result that, if f is a given
solution of the Ernst equation, 1/f is also a solution, provided it is deﬁned. This
can be seen by a straightforward calculation (apply the Ernst equation to 1/f and
rearrange the terms).
Via analytic continuation we replace K by ζ and obtain the Ernst potential for the
upper part of the axis:
f(1)/(2)(ζ) =
ζ − i
2Ω
± 1
2Ω
ζ − i
2Ω
∓ 1
2Ω
. (4.24)
Note that Ω is the only remaining parameter of the two solutions. We have found
f in terms of the angular velocity of the horizon of the Black Hole. An asymptotic
expansion of f leads - as is has been carried out in the nondegenerate case - again
to an algeabric connection between the total mass M and Ω. One ﬁnds
M = ± 1
2Ω
. (4.25)
Since M must be positive, not all ranges of Ω lead to a physically reasonable
solution. To get a positive M , we have to choose a negative Ω for f(1) and a
positive Ω for f(2).
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Ω > 0 Ω < 0
f(1)
f(2)
M < 0
not allowed
M > 0
M > 0 M < 0
not allowed
Figure 4.1: Physically reasonable ranges of Ω.
Finally, we have for positive ζ:
f(1)/(2)(ζ) =

ζ−M+iM
ζ+M+iM
, Ω ≤ 0
ζ−M−iM
ζ+M−iM , Ω ≥ 0
ζ > 0. (4.26)
The Ernst potential for negative ζ is analogously determined by making use of the
formulas for A−. These two solutions are the only possible axis values of the Ernst
potential which lead to a stationary, axisymmetric Black Hole with positive total
mass. Of course these solutions are known as the extreme Kerr Black Holes with
the angular momentum J = ±M2. The knowledge of the axis potential uniquely
determines the Ernst potential everywhere (cf. chapter 2). The global solution can
be calculated by a Bäcklund transformation, in the same way as it has been done
in the non-degenerate case.
4.4 Towards a uniqueness theorem
The result of the previous section can be summarized as follows:
If a single point on the ζ-axis is set as Killing Horizon in an s&a vacuum space-
time, then there is a unique physically reasonable solution, the extreme Kerr Black
Hole.
Starting from boundary conditions we could derive a Black Hole spacetime which
respects them. To obtain this result, the existing proof of Neugebauer and Meinel
[Neugebauer and Meinel(2003)] had to be modiﬁed.
One has to ask the question whether the assumption of a single-point-horizon in
Weyl coordinates is reasonable. Of course the choice is aﬃrmed by the result, but
it is desirable to know it a priori. This could be achieved by proving, that a Killing
Horizon in a s&a spacetime is degenerate if and only if it is a point on the ζ-axis
in Weyl coordinates.
The ﬁnal step is then to prove, that
an Event Horizon of a stationary spacetime is a Killing Horizon.
This means that the case of a degenerate Horizon has to be included in the rigidity
theorem.
To establish a uniqueness theorem for the extreme Kerr Black Hole, the order of
these three statements has to be reversed (cf. conclusion).
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Conclusion
The quest for spacetimes which possess symmetries led to the concept of a Killing
vector ﬁeld. It also turned out to be a crucial concept for the description of a
stationary Black Hole horizon. For stationary vacuum spacetimes the existing
uniqueness theorems classify almost all known Black Hole solutions.
To take a step towards the completion of these theorems we introduced a special
coordinate system, the Weyl coordinates, and Einstein's equations in this system,
the Ernst equation. With them and with the Linear Problem we explained many
details of the construction of a stationary and axisymmetric solution to Einstein's
equation, the non-degenerate Kerr Black Hole.
This constructive uniqueness proof could be extended to a stationary and axisy-
metric vacuum Black Hole with a degenerate horizon:
The extreme Kerr Black Hole is the only stationary and axisymmetric vacuum
Black Hole with a simply connected degenerate horizon.
However more work has to be done in order to introduce this proof into the family
of uniqueness theorems for stationary Black Holes.
A ﬁrst result on this way is that a single degenerate Killing horizon is always rep-
resented by a point on the ζ-axis in Weyl coordinates. This could be proved in
this thesis. Further on, an extended version of the Rigidity theorem  including
degenerate horizons  has to be proved. Then the statements of the uniqueness
proof read as follows (For the italic statements a proof has been given in this thesis.):
• The Event Horizon of a stationary, degenerate vacuum Black Hole is a Killing
Horizon. The spacetime is either static or axisymmetric (Rigidity theorem).
• In the axisymmetric case a simply connected degenerate Killing Horizon is a
single, isolated point on the ζ-axis in Weyl coordinates.
• From the solution of a Linear Problem and from a Bäcklund transformation
of the Minkowski space it follows that the extreme Kerr Black Hole is the only
solution of the Ernst equation in the case of a single point Killing Horizon.
We should note that the chain of arguments that leads to the extension of the
uniqueness theorems is expected to be true, but that is has happened often that
both nature and mathematics turn out to be more complicated than one anticipates.
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Diﬀerential forms - mathematical and intuitive as-
pects
The mathematical origin of diﬀerential forms is brieﬂy introduced, the description
is intended to be more instructive than rigorous. Some examples of application
and suggestions for imagination follow. Many important initial contributions to
this topic were made in the beginning of the last century by Elie Cartan (1869-
1951), a french mathematician. Sometimes this topic is called exterior calculus
which refers to the fact that vectors, tensors and other objects lie in the tangent
bundle rather than on the manifold itsself.
In conjunction with usual techniques and notations of diﬀerential geometry the
calculus of diﬀerential forms provides a powerful tool in both, calculation and
imagination.
Basic notations and deﬁnitions
Vectors and covectors Vector ﬁelds on a manifold M can be considered as
directional derivatives that lie in the tangent bundle TM. At any given q ∈ M
they map covectors into numbers. All vectors at q live in the tangent space at q,
TqM, which in this report is a vector space with Euklidean metric (for Riemann
manifolds) or with Lorentzian metric (for Einstein manifolds), respectively. Let
{e1, e2, ...en} be a vector basis in TqM. Then one can introduce the dual basis
{dx1,dx2, ...dxn} of covectors in TqM. The basic relation between vector and
covector basis is their scalar product (.|.) (interior product) on M,
(dxi|ej) = δij. (A-1)
Vectors are usually illustrated as arrows pointing in a certain direction, and co-
vectors can be considered as a stack of hypersurfaces with orientation. The interior
product between both, vector and covector, can be considered as the number of
slices pieced by the vector. But of course this must not be taken literally as neither
the length (not the norm!) of a vector nor the number of slices of a covector have
a physical and coordinate independent meaning. The metric has not played a role
so far. It is not needed for the calculation of the interior product of a vector with
a covector. But of course the metric can be used to calculate the correspondig
covector to a given vector and vice versa. (See next paragraph.) Arbitrary vectors
and covectors are obtained by linear combinations of the basic (co)vectors. Co-
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x1
dx1
Figure 2: How one can imagine a basic co-vector (1-form).
vectors are typical examples of diﬀerential forms. All 1-forms are covectors. In the
following paragraph we will see how more general forms are constructed.
Diﬀerential forms in general
The wedge product Sometimes it is very helpfull to think of a vector as a map
which maps covectors into R and to think of a covector as a map which maps
vectors into R. As there is a tensor product for vectors, there is also a tensor
product for covectors, here is an example of the basis of (co)vectors:
(dxi ⊗ dxj ⊗ dxk|el ⊗ em ⊗ en) = (dxi|el)(dxj|em)(dxk|en) = δilδjmδkn.
The basic covectors live in the dual of the tangent bundle, T ∗M. To construct
an eﬀective tool for manipulations of tensor equations, the antisymmetric tensor
product or wedge product ∧ for basic covectors is introduced:
dxi ∧ dxj := 1
2
(
dxi ⊗ dxj − dxj ⊗ dxi
)
(2). (A-2)
An immediate consequence is
dxi ∧ dxi ≡ 0. (A-3)
For the wedge product of p factors one considers all permutations of tensor products
and sums them up by respecting the order of the permutation, in the same way as
it is done for a matrix determinant. Now we have constructed the basic p-forms.
The linear hull of them constitutes the space of p-forms. Due to the antisymmetry,
the highest possible degree of a form is n, the dimension of the Manifold. Forms
of higher degree are set zero by deﬁnition. A 0-form is a scalar with respect to
coordinate transformations by deﬁnition. The degree p of a form is the number of
basic forms in the wedge product.
2The prefactor may diﬀer from author to author.
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The components of p-forms Now that we have introduced the basic forms,
let us draw our attention to their components. First an example: From the three
covectors a = aµdx
µ, c = bµdx
µ and c = cµdx
µ we construct the 3-form
a ∧ b ∧ c = aµbνcρ dxµ ∧ dxν ∧ dxρ.
Any permutation of µ, ν and ρ gives - up to sign - the same term, and in cases
where the three indices are not totally diﬀerent from another, this term does not
contribute to the form. Thus one can write
a ∧ b ∧ c = a[µbνcρ] dxµ ∧ dxν ∧ dxρ .
One can also say that a p−form is a completely antisymmetric covariant tensor
ﬁeld of rank p. But this is only one side of the medal, on the other side there are
the basic forms.
Examples of forms of higher degree
• The electromagnetic ﬁeld tensor F is antisymmetric and can thus be consid-
ered as a 2-form.
• The 3-form of charge density ∗j in the Maxwell theory: It is an expression
of electric charge and currents in spacetime in terms of forms.
• The totally antisymmetric -symbol is a simple example of a n-form, another
one is the volume-n-form
ηµ1µ2...µn =
√
|g|µ1µ2...µn .
Troughout this text, forms are written in bold symbols, however the components
are written normally. An exeption is made for 1-forms, as on manifolds with metric
any 1-form can be written as a vector and vice versa.
The calculus of p-forms
Here we want to demonstrate the diﬀerential calculus of forms and other manipu-
lations.
The interior multiplication Consider a p-form as a map of p vectors into R (or
C). If one instead maps only one vector, the remaining object will be a p− 1-form.
We deﬁne the interior multiplication iX of a p-form α with a vector X as
(iXα)(X1, X2, ..., Xn) := α(X,X1, X2, ..., Xn). (A-4)
On manifolds with metric one can express the norm of a vector X as an interior
multiplication:
g(X,X) = XµXµ = (X|X) = iXX. (A-5)
The interior multiplication of a vector with a scalar (0-form) is zero by deﬁnition.
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The exterior derivative The partial derivative of a form neither respects the
degree of a form nor its antisymmetry nor the independence of coordinates. How-
ever there is a proper derivative operator for forms with remarkable properties, the
exterior derivative. It increases the degree of the form by 1. The exterior derivative
of a scalar φ is given by
dφ := ∂µφ dx
µ. (A-6)
and by the help of this deﬁnition one can denote the exterior derivative for a p-form
α = αν1ν2...νpdx
ν1 ∧ dxν2 ∧ ... ∧ dxνp :
dα := ∂µαν1ν2...νp dx
µ ∧ dxν1 ∧ dxν2 ∧ ... ∧ dxνp . (A-7)
Hence the exterior derivative of a n-form is zero.
On manifolds without torsion one can show ([Wald(1984)], S. 429), that
any derivative operator onM can be used to calculate the (unique) exterior deriva-
tive.
This is due to the fact that vanishing torsion is equivalent to a symmetric aﬃne
connection, and symmetric objects summed up with antisymmetric ones give zero.
Hence it does not matter which derivative operator is used.
For the same reason the exterior derivative, when applied twice, gives zero (Con-
sider for example a C2-1-form α):
d ◦ dα = d
(
∂µαν dx
µ ∧ dxν
)
= ∂ρ∂µαν dx
ρ ∧ dxµ ∧ dxν
= ∂µ∂ραν dx
ρ ∧ dxµ ∧ dxν
= 0. (A-8)
This provides an elegant way to express the integrability condition of a Linear
Problem in a coordinate independent way. (See chapter 3.4)
The dual form and the co-derivative Up to this point all operations can be
performed even on manifolds without metric. The dual of a form however requires
a metric tensor on M. Let s denote the number of negative eigenvalues of the
metric. To every p-form α one can assign its Hodge dual, a (n− p)-form ∗α which
reads in components
(∗α)µp+1...µn =
1
p!
ηµ1...µnα
µ1...µp . (A-9)
Important relations that include the Hodge dual are
∗1 = η; ∗K = iK ∗ 1 = iKη,
where K is a vector or its assigned 1-form. Consider for example Maxwell's equa-
tions which contain the Faraday tensor as well as its dual:
dF = 0,
d ∗ F = 4pi∗j.
An interpretation will be given below.
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d† α ∝ ∗ d ∗ α
p
p− 1
p
n− p
n− p+ 1
n− (n− p+ 1) = p− 1
Figure 3: The degrees during the calculation of d†α.
With the help of the co-derivative d† one can reduce the degree of a form by 1. It
is deﬁned by taking in turn the exterior derivative d and twice the dual ∗, and for
a p−form α it is
d†α := −(−1)n(p+1)+s) ∗ d ∗α. (A-10)
Here
• n denotes the dimension of the manifold,
• p is the degree of the form α and
• s is the number of negative eigenvalues of the metric.
Let α be a p− 1-form and β be a p-form. Then d† is the adjoint of d with respect
to the inner product
〈 . , . 〉 =
∫
M
( . | . )η : 〈dα,β〉 = 〈α,d†β〉. (A-11)
We will make use of two cases:
• a) The (3+1)-Minkowski space, n = 4 and s = 1, hence
d†α := −(−1)4(p+1)+1) ∗ d ∗α = ∗d ∗α.
• b) The 2-dimensional Riemann space, where n = 2 and s = 0, and hence
d†α := −(−1)2(p+1)+0) ∗ d ∗α = − ∗ d ∗α.
An application of this deﬁnition is the expression for the Laplacian of a scalar φ in
coordinates:
4φ := −[d† ◦ d+ d ◦ d†]φ
d†φ=0
= d† ◦ dφ
= (−)(−)(−)n+s ∗ d ∗ dφ
= (−)n+s ∗ d ∗ dφ
=
1√|g|∂µ
(√
|g|∂µφ
)
. (A-12)
Finally we denote some identities for a vector X and a p-form α that contain the
operations that have been discussed so far.
iXα = − ∗ (X ∧ ∗α); iX ∗α = ∗(α ∧X). (A-13)
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Integration of a form Let M be an orientable n-dimensional manifold and let
U be a part of M where there is a map ψ : U −→ Rn. Then the integral of a
n-form α = α · dx1 ∧ dx2 ∧ ... ∧ dxn on U is deﬁned as∫
U
α :=
∫
ψ[U ]
αdx1dx2...dxn. (A-14)
The right side is the Riemann or Lebesgue integral of the function α on the image
ψ[U ] which is a subset of Rn. This deﬁnition is invariant of the choice of the
coordinate system. If the degree is smaller than n, the dimension of the volume
also has to be reduced. A covector can be integrated along a curve, a 2-form over
a 2-surface and so on. The result can be interpreted as length, as ﬂow, as charge
and so on.
The intuitive aspect of diﬀerential forms
Most of the concepts presented here can be found in
[Charles W. Misner and Wheeler(2000)].
x1
dx1
Figure 4: How one can imagine the gradient of the coordinate x1.
1-forms A 1-form dφ represents both, the unspeciﬁed directional derivative and
a precise mathematical notion of the `diﬀerential' of a function φ, as it is often used
by physicists.
Given a scalar ﬁeld f and vector ﬁeld v, then the directional derivative of f with
respect to v is given by
∂vf := (∂µf)v
µ ≡ (df |v).
The exterior derivative of a scalar is its unspeciﬁed directional derivative, also called
the gradient, because its components are ∂µf . On the other side one can consider
a vector as directional derivative for a special direction.
The basic 1-forms {dxi} of the coordinates are their directional derivatives, and
any 1-form can be written as linear combination of them. A common picture of
the gradient is a stack of orientated hypersurfaces.
([Charles W. Misner and Wheeler(2000)], or ﬁgure 4.)
Now consider a particle on the x-axis on which a force F (x) acts. Then the ener-
gy E that the particle gains from the force ﬁeld when traveling from a to b is
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E =
∫ b
a
F (x)dx. Now one can use the calculus of forms and deﬁne a work form
w := F (x) · dx and hence
E =
∫ b
a
F (x)dx =
∫
[a,b]
w.
Now compare the two expressions
dE = F (x)dx; w := F (x) · dx.
The ﬁrst one is not deﬁned while the second one is. Both expressions can be
interpreted in the same way. The corresponding integrals are both deﬁned.
This is a way to handle 'diﬀerentials'. The basic 1-forms are in this sense the
sucessors of the diﬀerentials dx1 ... dxn.
Figure 5: The picture of a 2-form.
Forms of higher degree The basic forms with a degree greater than 1 are the
wedge products of the coordinate diﬀerentials {dxi}. One can imagine a basic
2-form as a set of orientated tubes ﬁeld lines, as it is shown in ﬁgure 5. It is
important to note that the shape of the tubes has no meaning, just their density
and their orientation is of signiﬁcance: One can always write
dx1 ∧ dx2 ≡ (2 · dx1) ∧ (1
2
· dx2).
An important example is the already mentioned Faraday tensor F and its dual
∗F . They contain all information on the electromagnetic ﬁeld, and the corre-
sponding picture is that of orientated ﬁeld lines or ﬁeld tubes. Now we can give an
interpretation of Maxwell's equations:
• dF = 0: The tubes of the Faraday tensor never end.
• d ∗ F = 4pi∗j: The tubes of the Maxwell tensor end in charges or currents.
A 3-form, for n ≥ 3, can be imagined as a stack of orientated cubes. A physical
application is the notion of the dual charge density ∗j in electrodynamics. The
integration of this 3-form over a 3-dimensional hypersurface gives the total electric
67
Appendix A
charge in this volume. Another important n-form on a manifold is the volume form
η. In terms of the determinant
√|g| it reads
η =
√
|g| ·  =
√
|g| · dx1 ∧ dx2 ∧ ... ∧ dxn.
It is used to calculate volumes. There are two reasons: From the Riemann integral
one knows that the 'volume element' dx1...dxn is not invariant under change of
coordinates. A prefactor occurs which is compensated by the prefactor of
√|g|.
(The volume element is a scalar density of weight −1 while √|g| has the weight
+1.) The other reason is that in the case of embedded manifolds one can intuitively
deduce a volume element which turns out to be proportional to
√|g|.
As instructive example of the calculus of forms we refer to page 72.
Frobenius' theorem
We give some information on the background of Frobenius' theorem. It follows the
argumentation of [Wald(1984)], Appendix B.3.
Introduction An issue which is somewhat related to forms - as it deals with
hypersurfaces - is the question of the integrability of surfaces. What is meant by
this term will ﬁrst be explained by an introductory example: Consider a manifold
M with metric g and a vector ﬁeld ξ deﬁned on it. At a given point p ∈ M,
ξ deﬁnes a direction in the tangent space TpM and thus a (n − 1)-dimensional
subspace Wp ⊂ TpM which is orthogonal to ξ in p. One may wish to know
whether ξ is orthogonal to a family of hypersurfaces. This is the case if there is
a 1-parameter family of curves xa = xa(s) whose tangent vector ﬁeld is given by
ξ. Then the vector ﬁeld is called integrable. Thus one has to solve the ordinary
diﬀerential equation
dxa
ds
= ξa
for the vector ﬁeld xa. This is an ordinary diﬀerential equation and the existence of
a solution is guaranteed by the theorem of Picard-Lindelöf for a Lipschitz-continous
ξ.
The theorem and its proof The aim of the Frobenius theorem is to make
statements on the existence of integral submanifolds for a system of more than one
orthogonal vector ﬁelds (or 1-forms). Let their number be m.
The question is wether the familyW of all (n−m)-dimensionalWp is integrable, this
means, wether there is an embedded submanifold S ⊂M with ∀p ∈ S : TpS = Wp.
This can imply that a manifold can locally be written as a product manifold, con-
sider e.g. the metric of a Kerr Black Hole.
Let us ﬁrst assume that there exists such a submanifold. Then we locally could ﬁnd
coordinate vector ﬁelds x1, ...xm on M which for each p in an open neighborhood
of a p0 span the subspace Wp and the commutators of all xi lie in the span of the
xi: [xi, xj] =
∑
k Cijkxk.
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Any two vector ﬁelds y and z can be written as linear combinations of the xi, and
for the commutator [y, z] one ﬁnds:
[y, z] = [
∑
µ
aµxµ,
∑
ν
bνxν ] =
∑
µν
aµbν
∑
ρ
Cµνρxρ =
∑
ρ
(
∑
µν
aµbνCµνρ)xρ ∈ W.
The property of W , that for all vector ﬁelds the commutator of two of them lies
again in W , is called involutivity. It is a neccessary property of W to possess an
integral submanifold. This condition is also suﬃcient, which is the statement of
Frobenius' theorem:
Frobenius theorem, vector form: A smooth speciﬁcation3 W of m-dimensional sub-
spaces in each p ∈M possesses an integral submanifold if and only ifW is involute,
that is, if and only if ∀y, z ∈ W : [y, z] ∈ W .
Now we want to reformulate the theorem in terms of forms.
For ﬁxed p we consider the annihilator W ∗p of Wp in T
∗
pM with elements ω such
that
(ω|X) = ωaXa = 0
for all Xa ∈ Wp. Each Wp deﬁnes such a (n−m)-dimensional annihilator and vice
versa. Now we reformulate the above question:
When does a smooth speciﬁcation W ∗ of (n−m)-dimensional subspaces of 1-forms
have the property that their annihilators W admit integral submanifolds?
Frobenius' theorem states that W is integrable if and only if [y, z] ∈ W . Then,
ω([y, z]) = ωρ(
∑
µν
aµbνCµνρ)xρ = 0.
As y and z are linear combinations of the xi, one has ωay
a = 0; ωaz
a = 0. On a
manifold with vanishing torsion, one can express the commutator of two arbitrary
vector ﬁelds X and Y by any derivative operator:
X = Xa∂a =⇒ [X, Y ]a = (Xb∂bY c∂c − Y b∂bXc∂c)a = (A-15)
((Xb∂bY
c − Y b∂bXc)∂c)a = Xb∂bY a − Y b∂bXa.
Now we can calculate the consequences for ωi:
0 = ωa[y, z]
a
= ωa(y
b∂bz
a − zb∂bya)
∂bωaya=0= −zayb∂bωa + zbya∂bωa
= 2yazb∂[bωa].
(A-16)
The terms ∂[bωa] are the components of the the 2-form dω. It follows
dω(y, z) = 0.
3`smooth speciﬁcation': The subspaces Wp at each p ∈ M vary smoothly with p, that means
that for any p ∈ M there is an open neighbourhood U of p such that for all q ∈ U the Wq are
spanned by C∞-vector ﬁelds.
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y and z are elements of W , while ω is an element of the annihilator of W . This is
possible if and only if one can write dω as
dω =
∑
α
µα ∧ να,
where µα ∈ T ∗ and να is an arbitrary 1-form. This is the
Dual formulation of Frobenius' theorem: Let T ∗ be a smooth speciﬁcation of a
(n −m)-dimensional subspace of one-forms. Then the annihilator W ⊂ T admits
an integral submanifold if and only if
∀ω ∈ T ∗ : dω =
∑
α
µα ∧ να, µα ∈ T ∗ and ναarbitrary.
Applications As a ﬁrst example we consider the question wether a given vector
ﬁeld ξ is orthogonal to a family of hypersurfaces. At p ∈ M, the tangent space
TpM and its dual T ∗pM are one dimensional. The form ξa = gabξa is a basis of T ∗.
In one dimension the number of forms µα reduces to one and can be set equal to
ξ. We have dξ = ξ ∧ ν. One can eliminate ν by showing that this condition is
equivalent to
ξ ∧ dξ = 0
or the more familiar expression in components
ξ[a∂bξc] = 0.
Here the dual version of the theorem has been used.
Another example occurs in a stationary and axisymmetric spactime M which is
asymptotically ﬂat. There are two Killing vectors, a timelike one ξ and a spacelike
one η with closed orbits. Of each of them one can determine the integral curves
separately. As a consequence of asymptotic ﬂatness both vectors commute, [ξ, η] =
0. At each point p ofM, consider the two-dimensional subspace W of TpM which
is spanned by ξ and η. As ξ and η commute, we have ∀y, z ∈ W : [y, z] ∈ W .
From the vector version of Frobenius's theorem we can conclude that
there is an embedded submanifold S ⊂ M whose tangential space is spanned by ξ
and η at each point. Further on, this allows us to foliate the spacetime locally:
(M, g) = (©, σ)× (⊥, τ) (A-17)
Here, the two-dimensional manifold © is called orbit manifold and is pseudo-
Riemannian, that means that its metric has signature 1. It's tangent bundle is
spanned by ξ and η. One can further parametrize it as © = R × SO(2) which
reﬂects the time translation symmetry and the invariance under rotations. The
symmetry adapted coordinates t and φ refer to the Killing vectors
ξ
∗
=
∂
∂t
, η
∗
=
∂
∂φ
.
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⊥ is called the orthogonal manifold. It is two-dimensional and Riemannian.
One can therefore split the calculation of derivatives and other operations into a
part on© and a one on ⊥.
Because of stationarity and axisymmetry all functions onM do not depend on©.
The determinant |g| is a product |g| = |σ| · |τ | which also only depends on ⊥.
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The multiplication law for matrix determinants
As an application of the calculus of diﬀerential forms, one can give a short proof
of the multiplication property of matrix determinants.
As manifold we choose Rn with cartesian coordinates (x(1), x(2), ..., x(n)). A matrix
B is then considered as a linear operator which transforms to new coordinates:
x′i = Bijx
j. Its determinant can be written as |B| = B1a1 · B2a2 · ... · Bnan · a1a2...an .
Consider two matrices A,B which transform the unprimed into primed and further
to double-primed coordinates:
(x)
B−→ (x′) A−→ (x′′).
Now one can deﬁne special (n− 1)-forms in each of these systems
x′′ := x′′(1) · dx′′(2) ∧ dx′′(3) ∧ ... ∧ dx′′(n)
x′ := x′(1) · dx′(2) ∧ dx′(3) ∧ ... ∧ dx′(n)
x := x(1) · dx(2) ∧ dx(3) ∧ ... ∧ dx(n).
x′′ can be expressed in primed coordinates
x′′ = x′′1 · dx′′(2) ∧ dx′′(3) ∧ ...∧ dx′′(n) = A1a1 · x′a1 ·A2a2 · dx′(a2) ∧ ...∧Anandx′(an).
Analogously for x′. Note that both the coordinates and the basic forms (the
`coordinate diﬀerentials') are contravariant objects. Now one calculates the exterior
derivative dx′′:
dx′′ = dx′′(1) ∧ dx′′(2) ∧ ... ∧ dx′′(n)
= A1a1 · A2a2 · ... · Anan · dx′(a1) ∧ ... ∧ dx′(an)
= A1a1 · A2a2 · ... · Anana1a2...an · dx′(1) ∧ ... ∧ dx′(n)
= |A| · dx′.
By means of this construction one obtains a formula where |A| occurs in a natural
way. Analogously, we get dx′ = |B| · dx. One can consider the changes in coor-
dinates (x) −→ (x′′) as two successive transforms and also as a single one, carried
out by A ·B: x′′i = AijBjkxk = (A ·B)ikxk. This reﬂects the associative law of matrix
multiplication.
Finally, we have
dx′′ = |A ·B| · dx
dx′′ = |A| · dx′
= |A| · |B| · dx.
and ﬁnally
|AB| = |A||B|.
This demonstrates the eﬀectivity of some calculations with diﬀerential forms.
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Stationary and axisymmetric spacetimes in Weyl co-
ordinates
For purposes of completeness and for review we compile some notation of the s&a
line element in Weyl coordinates and some metric functions of the Kerr Black Hole.
The line element in Weyl coordinates
ds2 = e−2U(e2k(dρ2 + dζ2) + ρ2dφ2)− e2U(dt+ adφ)2 (B-1)
It depends on three metric functions U, a, k which depend only on (ρ, ζ). The
metric tensor is
gab =

e−2Ue2k 0 0 0
0 e−2Ue2k 0 0
0 0 ρ2e−2U − a2e2U −ae2U
0 0 −ae2U −e2U

ab
. (B-2)
The inverse metric tensor reads:
gab =

e2Ue−2k 0 0 0
0 e2Ue−2k 0 0
0 0 e
2U
ρ2
−ae2U
ρ2
0 0 −ae2U
ρ2
a2e2U
ρ2
− e−2U

ab
. (B-3)
The Ernst equation
In this special coordinate system Einstein's equations reduce to the Ernst equation
for the Ernst function (or 'Ernst potential') f :
<f(f,ρρ+f,ζζ +1
ρ
f,ρ ) = f,
2
ρ+f,
2
ζ , (B-4)
or independently from the choice of coordinates
<f4(g)f = (df |df)⊥, (B-5)
where
f(ρ, ζ) := e2U + ib.
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b replaces a via the system
a,ρ= ρe
−4Ub,ζ ; a,ζ = −ρe−4Ub,ρ , (B-6)
and k can be calculated by
k,z =
ρ
2
e−4U(f,z f,z¯ ). (B-7)
The Kerr metric
The Kerr solution depends on two parameters. Here we choose the massM and the
angular momentum J of the Black Hole. (One could also take the angular velocity
of the horizon and the expansion of the horizon on the ζ-axis, for example.) For
the rotating Black Hole spacetime one often uses the Boyer-Lindquist-coordinates
(r, θ) instead of (ρ, ζ) on the orthogonal manifold. They are related by
ρ =
√
r2 − 2Mr + J
2
M2
· sin θ; ζ = (r −M) cos θ. (B-8)
The metric funtions now read
e2U =
r2 − 2Mr + J2
M2
cos θ2
r2 + J
2
M2
cos θ2
, (B-9)
a =
2Jr sin θ2
r2 − 2Mr + J2
M2
cos θ2
, (B-10)
b =
−2J cos θ
r2 + J
2
M2
cos θ2
, (B-11)
e2k =
r2 − 2Mr + J2
M2
cos θ2
r2 − 2Mr + J2
M2
cos θ2 +M2 sin θ2
. (B-12)
In Weyl coordinates however the Kerr metric looks more complicated. With the
abbreviation
r± :=
√
ρ2 +
(
ζ ±
√
M2 − J
2
M2
)2
,
the Ernst potential reads
f(ρ, ζ) = 1− 4M
r+ + r− + 2M − iJ(r+−r−)√M4−J2
. (B-13)
The Ernst potential in a rotating frame
Under a one-parameter coordinate transformation
ρ′ := ρ; ζ ′ := ζ; t′ := t; φ′ := φ− ωt
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the metric remains form-invariant. The tilded, new metric functions are related to
the untilded by
e2U˜ = e2U + 2a · e2Uω + (e2U · a2 − ρ2 · e−4U)ω2,
a˜ = (a · e2U + a2 · e2Uω − ρ2 · e−2Uω)e ˜−2U ,
e2k˜ = e2(k−U) · e2U˜ = e2k(1 + 2a · ω + (a2 − ρ2 · e−4U)ω2).
The corotating Ernst potential of the Kerr metric can be determined to
f = e2U + (2a · e2U)ω + (e2U · a2 − ρ2 · e−4U)ω2
+ i
( −2J cos θ
r2 + J
2
M2
cos θ2
+
(
− 2 cos θ(r −M) + 4M cos θ r
2 + J
2
M2
r2 + J
2
M2
cos θ2
)
ω
+
(
J(2 cos θ3 − 6 cos θ)− J
J2
M2
sin θ4 cos θ
r2 + J
2
M2
cos θ2
)
ω2
)
.
The surface gravity of a Kerr Black Hole
The surface gravity κ of a stationarily rotating Black Hole reads
κKerr−b.h. =
√
M2 − J2
M2
2M
(
M +
√
M2 − J2
M2
) . (B-14)
For an extreme Kerr Black Hole the surface gravity vanishes
κeKerr−b.h. = 0. (B-15)
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