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Abstract
Optimal Control and Coordination of Small UAVs for
Vision-based Target Tracking
by
Steven Andrew Provencio Quintero
Small unmanned aerial vehicles (UAVs) are relatively inexpensive mobile
sensing platforms capable of reliably and autonomously performing numerous
tasks, including mapping, search and rescue, surveillance and tracking, and real-
time monitoring. The general problem of interest that we address is that of
using small, fixed-wing UAVs to perform vision-based target tracking, which en-
tails that one or more camera-equipped UAVs is responsible for autonomously
tracking a moving ground target. In the single-UAV setting, the underactuated
UAV must maintain proximity and visibility of an unpredictable ground target
while having a limited sensing region. We provide solutions from two different
vantage points. The first regards the problem as a two-player zero-sum game
and the second as a stochastic optimal control problem. The resulting control
policies have been successfully field-tested, thereby verifying the efficacy of both
approaches while highlighting the advantages of one approach over the other.
xv
When employing two UAVs, one can fuse vision-based measurements to im-
prove the estimate of the target’s position. Accordingly, the second part of
this dissertation involves determining the optimal control policy for two UAVs
to gather the best joint vision-based measurements of a moving ground target,
which is first done in a simplified deterministic setting. The results in this set-
ting show that the key optimal control strategy is the coordination of the UAVs’
distances to the target and not of the viewing angles as is traditionally assumed,
thereby showing the advantage of solving the optimal control problem over us-
ing heuristics. To generate a control policy robust to real-world conditions, we
formulate the same control objective using higher order stochastic kinematic
models. Since grid-based solutions are infeasible for a stochastic optimal control
problem of this dimension, we employ a simulation-based dynamic programming
technique that relies on regression to form the optimal policy maps, thereby
demonstrating an effective solution to a multi-vehicle coordination problem that
until recently seemed intractable on account of its dimension. The results show
that distance coordination is again the key optimal control strategy and that
the policy offers considerable advantages over uncoordinated optimal policies,
namely reduced variability in the cost and a reduction in the severity and fre-
quency of high-cost events.
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Chapter 1
Introduction
Small autonomous agents are relatively inexpensive mobile robots capable of
reliably performing numerous tasks without any dependency on a human oper-
ator. Such tasks include exploration and mapping, search and rescue, surveil-
lance and tracking, and real-time monitoring, to name a few. Moreover, an
autonomous agent is a ground, aquatic, or aerial robot used to perform a task
that requires a significant amount of information gathering, data processing, and
decision making without explicit human interaction.
One common practice is to use autonomous agents as sensing platforms to
gather the best (most accurate) measurements of a moving object or a dy-
namic environment. In the former scenario, an unmanned aerial vehicle (UAV)
equipped with a gimbaled video camera might be tasked with tracking a ran-
domly moving ground target [41] while in the latter scenario a UAV might be
tasked with monitoring severe local storms using mobile Doppler radar [13].
1
Chapter 1. Introduction
In either case, the autonomous agent must make optimal decisions concerning
its motions to minimize measurement uncertainty while being robust to process
noise. Such process noise may not only be random, but also strategically adverse,
as it can arise from either the moving object of interest, the dynamic environ-
ment, any unmodeled dynamics, or some combination of the preceding sources.
It is precisely this problem of optimal decision making for measurement gather-
ing with robustness to dynamical uncertainty that is the primary theme of this
work. This decision making takes place at the guidance-layer of the autonomous
agent, which entails that the control inputs under consideration affect an agent’s
kinematics. Hence, there is an implicit assumption that autonomous agents have
an autopilot (or onboard guidance computer) running low-level feedback loops
that regulate motor speeds and control surface deflections to achieve the desired
guidance commands, thus allowing the control designer to focus on agent kine-
matics. Moreover, we focus on generating optimal feedback laws that determine
the setpoints for the autopilot’s low-level control loops, which directly govern
an agent’s kinematics. Thus, the guidance controller onboard an autonomous
agent will determine setpoints such as wheel speed for wheeled mobile robots
(WMRs), turn rate or turn acceleration for an autonomous underwater vehicle
(AUV), or bank and pitch angles of a UAV.
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A common practice in designing controllers for autonomous agents is that
simplifications are often made concerning the kinematic models of the platforms
that can pose a hindrance to a real-world implementation. As an illustration,
AUVs and UAVs are often modeled as constant-speed planar kinematic unicy-
cles with first order rotational dynamics. More specifically, the control input to
such vehicles is the rate of change of the velocity orientation; however, a more
appropriate model may instead utilize the angular acceleration of the velocity
orientation as the control input [31]. This entails that the kinematic model is
fourth order rather than third. While a fourth order model is closer to reality,
an autonomous vehicle’s kinematics are most accurately described using a model
with six degrees of freedom, which comprise the vehicle’s three-dimensional posi-
tion and orientation (described using an Euler angle sequence) relative to a fixed
external coordinate frame. However, such a model is generally intractable for ei-
ther analytical or optimization-based control approaches. Thus, to mitigate the
effects of both modeling errors and external disturbances, one may incorporate
process noise into the reduced-order kinematic model for added robustness. Sim-
ilarly, one may add disturbance variables and perform a Min-Max optimization.
We demonstrate the utility of both approaches in practice.
From an economic standpoint, it is desirable to utilize commercial off-the-
shelf (COTS) autonomous vehicles with their existing sensor suite. This gener-
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ally entails that the comparatively inexpensive sensors will have limited capa-
bilities. For example, UAVs are often equipped with electro-optical (EO) video
cameras, yet these cameras may be in a fixed orientation onboard the aircraft.
If a camera is in fact gimbaled, it may be that the gimbal mechanism is not ca-
pable of continuous pan-tilt motion. In either case, blind spots will exist in the
aircraft’s visibility region, thereby limiting the trajectories that an agent must
make to successfully track or survey an object or region of interest. Hence, an
analytical control design becomes more challenging, yet, in a dynamic optimiza-
tion, one can treat such limitations as soft constraints in the control problem by
incorporating the sensor restrictions and limitations into the cost function. This
work demonstrates the effectiveness of such an approach in the field.
When using small autonomous agents to gather measurements, one may em-
ploy multiple agents to perform a task cooperatively, as such platforms are be-
coming increasingly common and inexpensive. In this setting, the agents work
together to provide synoptic coverage of the desired object or environment of in-
terest, and they can coordinate their behavior to further improve measurement
gathering with the existing sensor suite. For example, in hurricane sampling ap-
plication with N UAVs, the N agents may traverse a quadrifolium (a polar rose
with 4 petals) to sample each quadrant of the storm [8]. In an ocean sampling
application with N AUVs in a steady underwater current, the agents may stabi-
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lize to a circular formation around a point of interest with a constant revisit rate
at any point along the circular path in order to provide a diverse set of samples
[35]. However, one aspect of multi-agent, and even single-agent applications, is
that heuristics are often employed in control designs rather than dynamic opti-
mizations. For example, nonlinear feedback laws or Lyapunov guidance vector
fields are often used to stabilize temporal or spatial configurations that should
improve some metric of the measurements taken for a particular mission. Of
course, tools used to solve dynamic optimizations, e.g., dynamic programming,
generally do not scale well with dimensionality of the problem and hence can
only address a small number of agents. Nonetheless, a given mission may require
only a few agents for satisfactory performance, and consequently, it is worth in-
vestigating whether proposed heuristics are truly optimal for a given metric of
mission performance. This is the secondary theme of this work, as we show that
traditional control strategies for a particular application are quite suboptimal
when certain restrictions on agent motion are removed.
Finally, this work focuses on optimally controlling and coordinating au-
tonomous agents modeled as constant-speed nonholonomic vehicles that main-
tain a fixed altitude or depth. Nonetheless, the approaches taken here are cer-
tainly amenable to vehicles that traverse 3-dimensional trajectories, as well as
those that have the ability to stop, including quad-rotors, WMRs, and possibly
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even flapping-wing Micro Air Vehicles (MAVs). Since the fixed-speed nonholo-
nomic vehicles under consideration have first (or higher) order heading dynamics,
associated dynamic optimizations generally require a moderate to long planning
horizon for good performance because the benefit of a control action is typi-
cally not realized immediately. Moreover, greedy approaches or receding horizon
approaches with short panning horizons are often inadequate for satisfactory
performance. Dynamic programming is an optimal control methodology that is
a powerful tool for solving problems with long planning horizons, and hence it
plays a vital role in this work. Moreover, we demonstrate its utility throughout
this dissertation, and even demonstrate a simulation-based dynamic program-
ming technique that is able to provide approximate solutions to a 9-dimensional
stochastic optimal control problem that only until recently seemed to be in-
tractable on account of its dimension.
We now turn our attention to the particular application of interest, namely
vision-based target tracking with small, fixed-wing UAVs. This particular appli-
cation embodies all of the aforementioned themes and design principles while
possessing certain properties unique to the particular onboard sensor and au-
tonomous agent platform.
6
Chapter 1. Introduction
1.1 Vision-based Target Tracking
The task of vision-based target tracking with a single, small UAV entails
that an autonomous camera-equipped agent is responsible for gathering the best
vision-based measurements of a vehicle moving unpredictably in the ground
plane. The qualifier “best” refers to measurements with the least amount of
uncertainty, or those whose errors have the smallest covariance. The class of
UAVs under consideration in this dissertation are hand or catapult launched
fixed-wing aircraft that fly at a constant altitude and are equipped with a global
positioning system (GPS), an inertial navigation system (INS), and a gimbaled
electro-optical video camera. Additionally, we assume a UAV has an autopilot
that regulates airspeed, altitude, and either turn rate or roll angle to the desired
setpoints through internal feedback loops. This UAV platform is quite popular
due to its well-understood dynamics, comparatively simple design, speed, and
endurance. In addition, video cameras are very common sensors that typically
come standard in commercially available UAVs due to their light weight, low
cost, and ability to provide information about distant objects.
In vision-based target tracking, image processing software determines the
centroid pixel coordinates of a ground target moving in the image frame. Given
these pixel coordinates, the intrinsic and extrinsic camera parameters, and the
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terrain data, one can estimate the three-dimensional location of the target in
inertial coordinates and compute the associated error covariance. This is the
process of geolocation for video cameras [30]. The geolocation error is highly
sensitive to the relative position of a UAV with respect to the target. As the
UAV’s planar distance from the target increases, the associated error covariance
grows and becomes significantly elongated in the viewing direction. The smallest
geolocation error comes when the UAV is directly above the target, in which case
the associated covariance is circular. Thus, a UAV would ideally hover directly
above the target, but the relative dynamics between a UAV and target typically
preclude this viewing position from being maintained over a period of time. Thus,
the control objective becomes having the UAV minimize its distance to the target
over time. If, in addition, the UAV has a limited field of regard, or sensing region,
then it must maneuver to keep sight of the target. The challenging aspect of this
problem is that the underactuated UAV be robust to target maneuvers that are
unpredictable and possibly even evasive.
To mitigate the effects of a single UAV’s inability to maintain close proximity
to the target, one can employ multiple UAVs to gather the best joint measure-
ments. In this scenario, the objective is to minimize the fused geolocation error
covariance of the target position estimate obtained by fusing the individual ge-
olocation measurements. Thus, as in the majority of work on UAV coordination,
8
Chapter 1. Introduction
we seek optimally coordinated behavior aimed at improving the estimate of the
target state. The problem of optimally controlling one or more UAVs to improve
target state estimation directly yields a partially observable Markov Decision
Process (POMDP), which has an infinite dimensional state space (see §4 of [32])
and is hence avoided.
1.2 Organization and Contributions
This dissertation addresses the aforementioned target tracking scenarios and
generates robust, practical control policies in each case. Namely, in Chapter 2, we
address the scenario in which a single, camera-equipped UAV with a limited field
of regard (visibility region) tracks a ground target that moves unpredictably. In
this situation, the UAV must maintain close proximity to the ground target to re-
duce measurement uncertainty and simultaneously keep the target in its camera’s
field of regard. To achieve this objective robustly, two novel optimization-based
control strategies are developed. The first addresses the problem as a two-player
zero-sum game with the UAV as the minimizer and the target as the maximizer.
The second addresses the problem in the framework of stochastic optimal control,
where the target is modeled as a nonholonomic vehicle with stochastic control
inputs. Moreover, the first assumes an evasive target motion while the second
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assumes a stochastic target motion. In both approaches, dynamic programming
is used to generate optimal control policies oﬄine that minimize the expected
total cost over a finite horizon, where the individual stage cost is a function of
the viewing geometry. The resulting optimal control policies have been success-
fully flight tested, thereby demonstrating the efficacy of both approaches in a
real-world implementation and highlighting the advantages of one approach over
the other.
In Chapter 3, we focus on optimally coordinating two UAVs to gather the
best joint measurements of a moving ground target without any restrictions on
sensor visibility. Much work has been proposed for coordinated target tracking
without explicitly considering minimization of vision-based geolocation error.
Hence, we provide an explicit derivation of the geolocation error covariance us-
ing a flat-Earth approximation, following and refining the exposition in [30].
More specifically, we show how errors in the sensor attitude matrix, which re-
lates measurements in the sensor frame to the topographic coordinate frame,
amplify errors in the estimate of the target’s position in the ground plane. To
perform a preliminary analysis of the optimal trajectories free from the effects of
stochasticity and higher order dynamics, we model the UAVs as Dubins vehicles
and the target as a constant-velocity unicycle and compute the optimal control
policies that minimize the fused geolocation error covariance over a long plan-
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ning horizon. A surprising result, and the main contribution of this work, is that
the dominant factor governing the optimal UAV trajectories is coordination of
the distances to the target and not of the viewing directions, as is traditionally
assumed.
In Chapter 4, we consider the objective of the previous chapter, but address
the problem with a higher degree of realism by using stochastic kinematic mod-
els similar to those in Chapter 2. The goal is to remedy the limitations of work
that employs heuristics to approximate the results of Chapter 3, as such work is
generally non-robust to stochastic target motion and only employs a single tra-
jectory type rather than a mixture of the orbital and sinusoidal trajectories that
compose the optimal trajectories. Moreover, the advantage of this approach is
that the solution yields a control policy that is robust to real-world phenomenon,
readily implemented in the field, and automatically adapts the UAV trajectories
to unpredictable target maneuvers. However, this problem formulation yields a
9-dimensional stochastic optimal control problem for which grid-based solutions
are infeasible. In order to circumvent this challenge, we present a policy genera-
tion technique derived from the simulation-based policy iteration scheme known
as regression Monte Carlo, as well as a partitioned robust regression scheme that
lies at the heart of the algorithm. We again recover the distance coordination
11
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behavior of the simplified problem formulation and show the advantages of this
approach over common alternatives.
In Chapter 5, we summarize our results and contributions and discuss the un-
derlying design principles that we have emphasized and demonstrated through-
out this work. We also discuss a number of avenues for interesting future re-
search.
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Chapter 2
Optimal Control of a Small UAV
for Vision-based Target Tracking
In this chapter, we detail the design of two different control policies that
enable a small, fixed-wing unmanned aerial vehicle (UAV), equipped with a pan-
tilt gimbaled camera, to autonomously track a moving ground vehicle (target).
The specific control objective is best described by Saunders in §4.1 of [40], where
he defines vision-based target tracking as “maintaining a target in the field-of-view
of an onboard camera with sufficient resolution for visual detection.”
Specific to the fixed-wing UAV used in the flights experiments is a mechanical
limitation of the pan-tilt gimbal mechanism that requires the UAV to keep the
target towards its left-hand side for visibility. Nonetheless, by adjusting the cost
function of the dynamic optimization, this work can be adapted to the fixed-
camera scenario that is common on smaller platforms such as Micro Air Vehicles
(MAVs). The sensor visibility constraint coupled with uncertain target motion
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and underactuated UAV dynamics compose the control challenge for which two
novel solutions are presented.
2.1 Overview
Two different styles of optimization-based control policies are developed to
enable a small UAV to maintain visibility and proximity to target in spite of
sensor blind spots, underactuated dynamics, and evasive or stochastic nonholo-
nomic target motion. The first is a game theoretic approach that assumes evasive
target motion. Hence, the problem is formulated as a two-player, zero-sum game
with perfect state feedback and simultaneous play. The second is a stochastic
optimal control approach that assumes stochastic target motion. Accordingly,
in this approach, the problem is treated in the framework of Markov Decision
Processes (MDPs). In both problem formulations, the following are key features
of the control design:
1. The UAV and the target are modeled by fourth-order discrete-time dy-
namics, including simplified roll (bank) angle dynamics with the desired
roll angle as the control input.
2. The UAV minimizes an expected cumulative cost over a finite horizon.
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3. The cost function favors good viewing geometry, i.e., visibility and prox-
imity to the target, with modest pan-tilt gimbal angles.
4. The dynamic optimization is solved oﬄine via dynamic programming.
Both approaches incorporate roll dynamics because the roll dynamics can be
on the same time scale as the heading dynamics, even for small (hand-launched)
UAVs. Accordingly, this work directly addresses the phase lag in the heading
angle introduced by a comparatively slow roll rate that would otherwise be detri-
mental to the UAV’s tracking performance. Additionally, for small aircraft, the
range of permissible airspeeds may be very limited, as noted in [7], while frequent
changes in airspeed may be either undesirable for fuel economy or unattainable
for underactuated aircraft. Thus, both control approaches assume a constant air-
speed and treat the desired roll angle of the aircraft as the sole control input that
affects the horizontal plant dynamics. The target is modeled as a nonholonomic
vehicle that turns and accelerates.
In order to determine control policies (decision rules for the desired roll angle)
that facilitate good viewing geometry, a cost function is introduced to penalize
extreme pan-tilt angles as well as distance from the target. Dynamic program-
ming is used to compute (oﬄine) the optimal control policies that minimize the
expected cumulative cost over a finite planning horizon. The control policies are
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effectively lookup tables for any given UAV/target configuration, and hence they
are well suited for embedded implementations onboard small UAVs. These con-
trol policies have been successfully flight tested on hardware in the field, thereby
verifying their robustness to unpredictable target motion, unmodeled system
dynamics, and environmental disturbances. Lastly, although steady wind is not
directly addressed in the problem formulation, high fidelity simulations were per-
formed that both verify and quantify the policies’ inherent robustness to light
and even moderate winds.
2.1.1 Related Work
Significant attention has been given to the target tracking problem in the
past decade. Research groups have approached this problem from several dif-
ferent vantage points, and hence notable work from these perspectives is now
highlighted. One line of research proposes designing periodic reference flight
trajectories that enable the UAV to maintain close proximity to the target as it
tracks the reference trajectories via waypoint navigation [23] or good helmsman
steering [19]. Although one reference trajectory is typically not suitable for all
target speeds, one can optimally switch between them based on UAV-to-target
speed in order to minimize the maximum deviation from the target [3]. A par-
ticularly unique line of work on target tracking is that of oscillatory control of
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a fixed-speed UAV. In this approach, one controls the amplitude and phase of
a sinusoidal heading-rate input to a kinematic unicycle such that the average
velocity along the direction of motion equals that of the ground target, which is
assumed to be piecewise constant [22, 38]. None of the preceding works, however,
consider any limitations imposed by miniature vision sensors that are common
on small, inexpensive UAVs.
Perhaps the greatest amount of research in the general area of target tracking
is devoted to solving the specific problem of standoff tracking. The control ob-
jective for this problem is to have a UAV orbit a moving target at a fixed, planar
standoff distance. To achieve this goal, a number of approaches utilize nonlinear
feedback control of the UAV’s heading rate, wherein vision-sensor requirements
are addressed. Dobrokhodov et al. develop control laws for controlling both a
UAV and its camera gimbal [11]. The authors design nonlinear control laws
to align the gimbal pan angle with the target line-of-sight (LOS) vector and
the UAV heading with the vector tangent to the LOS vector; however, only
uniform ultimate boundedness is proved. Li et al. advance the previous work
by reformulating the control objective, adapting the original guidance law, and
proving asymptotic stability of the resultant closed-loop, non-autonomous sys-
tem [26]. The authors of [26] further adapt this newly designed control law to
achieve asymptotic stability for the case of time-varying target velocity, although
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it comes at the high cost of requiring airspeed control as well as data that is non-
trivially acquired, namely the target’s turn rate and acceleration. Saunders and
Beard consider using a fixed-camera MAV to perform vision-based target track-
ing [41]. By devising appropriate nonlinear feedback control laws, they are able
to minimize the standoff distance to a constant-velocity target, while simultane-
ously respecting field of view (FOV) and max roll angle constraints.
Anderson and Milutinović present an innovative approach to the standoff
tracking problem by solving the problem using stochastic optimal control [2].
Modeling the target as a Brownian particle (and the UAV as a deterministic
Dubins vehicle), the authors employ specialized value iteration techniques to
minimize the expected cost of the total squared distance error discounted over
an infinite horizon. As no penalty is imposed on the control value, the resulting
optimal control policy is a bang-bang turn-rate controller that is highly robust
to unpredictable target motion. However, the discontinuous turn rate and ab-
sence of sensor limitations render the control policy infeasible in a real-world
implementation.
Others have also employed optimal control to address the general target
tracking problem, wherein the optimization criterion is mean-squared tracking
error. Ponda et al. consider the problem of optimizing trajectories for a single
UAV equipped with a bearings-only sensor to estimate and track both fixed and
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moving targets [36]. By performing a constrained optimization that minimizes
the trace of the Cramer-Rao Lower Bound at each discrete time step, they show
that the UAV tends to spiral towards the target in order to increase the angular
separation between measurements while simultaneously reducing its distance to
the target. While Ponda’s approach is myopic, i.e., no lookahead, and controls
are based on the true target position, Miller et al. propose a non-myopic solu-
tion that selects the control input based on the probability distribution of the
target state, where the distribution is updated by a Kalman filter that assumes
a nearly constant velocity target model [32]. Moreover, Miller poses the target
tracking problem as a partially observable Markov decision process (POMDP)
and presents a new approximate solution, as nontrivial POMDP problems are
intractable to solve exactly [44].
None of the preceding works have considered a target that performs evasive
maneuvers to escape the camera’s FOV, yet similar problems have been ad-
dressed long ago in the context of differential games [20]. In particular, Dobbie
characterized the surveillance-evasion game in which a variable-speed pursuer
with limited turn radius strives to keep a constant-speed evader within a speci-
fied surveillance region [10]. Lewin and Breakwell extend this work to a similar
surveillance-evasion game wherein the evader strives to escape in minimum time,
if possible [24]. While the ground target may not be evasive, treating the prob-
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lem in this fashion will produce a UAV control policy robust to unpredictable
changes in target velocity.
In all of the preceding works, at least one or more assumptions are made that
impose practical limitations. Namely, the works mentioned thus far assume at
least one of the following:
1. Input dynamics are first order, which implies that roll dynamics have been
ignored.
2. Changing airspeed quickly / reliably is both acceptable and attainable
3. Target travels at a constant velocity.
4. Sensor is omnidirectional.
5. Sinusoidal/orbital trajectories are optimal, including those resulting from
standoff tracking.
The work presented here removes all of these assumptions to promote a practical,
robust solution that can be readily adapted to other similar target tracking
applications that may have different dynamics and hardware constraints. The
policies also possess an inherent robustness that allow them to even track an
unpredictable target in the presence of light to moderate steady winds.
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2.1.2 Chapter Outline
The remainder of this chapter is organized as follows. Sections 2.2 and 2.3
detail the game theoretic and stochastic optimal control approaches to vision-
based target tracking, respectively. These sections discuss the specific UAV and
target dynamical models, the common cost function, and the individual dynamic
programming solutions. Section 2.4 describes the experimental hardware setup
and also presents the flight test results for each control approach. Furthermore,
this section also provides a quantitative comparison of the two approaches and
draws conclusions concerning the preferred control approach. Section 2.4 con-
cludes by studying the effects of wind on the performance of the policies in a
high fidelity simulation environment to quantify practical upper limits on the
wind speeds that can be tolerated. Finally, Section 5 provides conclusions of the
overall work and discusses venues for future work.
2.2 Game Theoretic Control Design
This section details the game theoretic approach to vision-based target track-
ing. The key motivations for this approach are to remedy the usual constant-
velocity target assumption seen in much of the literature and also to account
for sensor visibility limitations. This is done by assuming the target performs
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evasive maneuvers, i.e., it strives to enter the sensor blind spots of the UAV
according to some control policy optimized to play against that of the UAV.
Accordingly, the problem is posed as a multi-stage, two-player, zero-sum game
with simultaneous play and solved with tools from noncooperative game theory.
The two main elements of a game are the actions available to the players and
their associated cost. Thus, the players’ actions at each stage are first described,
along with their respective dynamics. The cost function of the viewing geometry
is presented next and is the same as that used in the stochastic approach. Lastly,
this section presents the formal problem statement and the dynamic program-
ming solution that generates a control policy for each player.
2.2.1 Game Dynamics
While the majority of work on target tracking uses continuous time motion
models, this work treats the optimization in discrete time. Thus, each vehicle
is initially modeled by fourth-order continuous-time dynamics, and then a Ts-
second zero-order hold (ZOH) is applied to both sets of dynamical equations to
arrive at the discrete-time dynamics of the overall system.
The UAV is assumed to have an autopilot that regulates roll angle, airspeed,
and altitude to the desired setpoints via internal feedback loops. In the model,
the aircraft flies at a fixed airspeed sa and at a constant altitude ha above the
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ground. The UAV’s planar position pxa, yaq P R2 and heading ψa P S1 are
measured in a local East-North-Up (ENU) earth coordinate frame while its roll
angle φ P S1 is measured in a local North-East-Down (NED) body frame. In the
latter coordinate frame, the x-axis points out of the nose, the y-axis points out
of the right wing, and the z-axis completes the right-handed coordinate frame.
Throughout this monograph, the roll/bank angle of the aircraft will be the
sole control input that affects the horizontal plant dynamics. Furthermore, we
will be controlling the roll angle through setpoint control, which entails that
a given control policy will determine the desired roll angle that is provided to
the autopilot’s low-level control loops. In reality, the roll angle is a continuous
quantity; however, for the purpose of computing the optimal control policy, it
will be advantageous for us to work with a quantized roll angle r that is discrete
both in time and in value. Thus, at discrete time instances t “ kTs seconds,
where k P Zě0, the discrete (or quantized) roll angle rk “ rpkTsq is related to
the true roll angle φk “ φpkTsq as follows:
rk :“ qpφk, Cq, (2.1)
where C is a finite set of quantization values and, for s P Rn and a set X Ă Rn,
qps,Xq :“ arg min
xPX
}s´ x}1. (2.2)
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Hence qpφk, Cq maps φk to the nearest value in C, and we let
C :“ t0,˘∆,˘2∆u , (2.3)
where ∆ ą 0 is the maximum allowable change in the discrete roll angle r
from one ZOH period to the next. We define the overall UAV state as ξ :“
pxa, ya, ψa, rq.
As noted in [41], typical roll dynamics for a small UAV can be modeled as
the following first order system:
d
dτ
φ “ ´αφpφ´ pr ` uqq, (2.4)
where 1{αφ ą 0 is the time constant corresponding to the autopilot control loop
that regulates the actual roll angle φ to the current roll-angle setpoint r`u. We
shall adopt this model for the purpose of game theoretic control of a small UAV.
Also, we shall henceforth denote by r¯ the current roll-angle setpoint, or current
roll command, which is defined as r¯ :“ r ` u. Furthermore, in this framework,
we apply a Ts-second ZOH to both the discrete roll angle r and the control input
u, which represents the change in r at the end of the ZOH period. Thus, the
solution to this system is
φpτ, r, uq :“ r¯p0q ` pφp0q ´ r¯p0qq expp´αφτq, (2.5)
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where τ P r0, Tss. This corresponds to the discrete-time system
φk`1 “ r¯k ` pφk ´ r¯kq expp´αφTsq. (2.6)
We stipulate that the control input u belongs to the roll-angle action space Uprq,
where
Uprq :“ tu P U : pr ` uq P Cu (2.7)
and
U :“ t0,˘∆u. (2.8)
This allows roll commands to change by at most ∆ and avoids sharp changes
in roll that would be detrimental to image processing algorithms in the target
tracking task [7].
We note that, for αφTs large enough, the roll angle approximately achieves
the roll-angle setpoint r¯k “ rk`uk according to (2.6). Moreover, φk`1 « rk`uk,
where prk ` ukq P C, since uk P Uprkq. Assuming |φk`1 ´ prk ` ukq| ă ∆{2,
we also have qpφk`1, Cq “ qprk ` uk, Cq “ rk ` uk. And furthermore, since
rk`1 :“ qpφk`1, Cq, we have
rk`1 “ rk ` uk. (2.9)
Hence, r can be regarded as being natively discrete, both in time and in value.
Figure 2.1 illustrates the previous aforementioned quantities φ, r, and r¯ and their
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Figure 2.1: Setpoint control of roll angle with dynamics given by (2.4) with
αφ “ 2 and φp0q “ rp0q “ 15˝. Once every Ts “ 2 seconds the discrete roll angle
rk is changed by uk P Uprkq, where uk is chosen randomly and each element
occurs with equal probability. Here, the maximum allowable change in roll angle
is ∆ “ 15˝.
relationship to one another. The key feature of this plot is that r approximates
φ well at the discrete time instances of t “ kTs seconds.
The UAV’s pose (position and heading) dynamics are those of a planar
kinematic unicycle. For convenience, we shall define the UAV’s pose as p :“
pxa, ya, ψaq, and the corresponding pose dynamics are
dp
dτ
“
¨˚
˚˚˚˚
˚˝
sa cosψa
sa sinψa
´pαg{sq tanφpτ, r, uq
‹˛‹‹‹‹‹‚, (2.10)
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where αg ą 0 is the acceleration due to gravity and φpτ, r, uq is given by (2.5).
Moreover, applying a Ts-second ZOH to the UAV subsystem produces a discrete-
time system ξk`1 “ f1pξk, ukq, where rk`1 is given by (2.9) and pk`1 is the implicit
solution to the system of differential equations (2.10) at the end of the ZOH
period with initial condition pk and φp0q “ rk in (2.5).
Most work in this area assumes that αφ is large enough so that there is a
separation of time scales between the heading dynamics 9ψa in (2.10) and the
controlled roll dynamics of (2.4), and consequently, the roll dynamics can be
ignored. However, when this assumption does not hold, the resultant phase lag
introduced into the system can prove detrimental to target tracking performance.
This is the case for small UAVs, like the one used in the experimental work of the
present monograph, and hence such a simplifying assumption is avoided. More-
over, the planar kinematic unicycle model used here has second-order rotational
dynamics rather than first, the latter of which are encountered more often.
The target is assumed to be a nonholonomic vehicle that travels in the ground
plane and has the ability to turn and accelerate. Its state comprises its planar
position pxg, ygq P R2, heading ψg P S1, and speed v P Rě0 and is hence defined
as η :“ pxg, yg, ψg, vq. The target’s dynamics are those of a planar kinematic
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unicycle, i.e.,
9η “ d
dt
¨˚
˚˚˚˚
˚˚˚˚
˚˝
xg
yg
ψg
v
‹˛‹‹‹‹‹‹‹‹‹‚
“
¨˚
˚˚˚˚
˚˚˚˚
˚˝
v cosψg
v sinψg
ω
a
‹˛‹‹‹‹‹‹‹‹‹‚
, (2.11)
where ω and a are the turn-rate and acceleration control inputs, respectively.
Applying a Ts-second ZOH to the target’s control inputs produces a discrete-
time system ηk`1 “ f2pηk, dkq, which is the solution to (2.11) at the end of
the ZOH period with initial condition ηk and dk :“ pω, aq. To describe the
target’s action space, the set of admissible target speeds W is first introduced,
along with the target’s maximum speed v¯, which is assumed to be less than the
UAV’s airspeed. Denoting the target’s maximum acceleration by a¯, the target’s
acceleration a is assumed to belong to the following set:
Dapvq :“
$’’’’’’’’&’’’’’’’’%
t0, a¯u, v “ 0
t´a¯, 0, a¯u, v P W zt0, v¯u
t´a¯, 0u, v “ v¯.
(2.12)
Furthermore, with W “ t0, a¯T, 2a¯T, . . . , v¯u, the set W is invariant in the sense
that v P W and a P Dapvq implies v` P W , as v` “ aT ` v. This property not
only enforces speed bounds, but also improves the accuracy of the solution to
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the dynamic optimization. Denoting the target’s maximum turn rate by ω¯, the
target’s turn-rate ω is assumed to take on values in the following set:
Dωpvq :“
$’’’&’’’%
t0u , v P t0, v¯u
t´ω¯, 0, ω¯u , v P W zt0, v¯u
. (2.13)
This restriction on the turn rate implies that the target vehicle cannot turn
while stopped nor while traveling at its maximum speed v¯. Otherwise, it has the
ability to turn left, go straight, or turn right using its maximum turn rate. The
target’s overall action space is defined as
Dpvq :“ Dωpvq ˆDapvq, (2.14)
and hence d P Dpvq. Accordingly, depending on its current speed v, the target
has anywhere from 2 ´ 9 action pairs from which to choose at a given stage of
the game.
The overall 5-dimensional state of the game is denoted by z and is a combi-
nation of the UAV and target states. In particular, the first three components of
z are relative quantities in a target-centric coordinate frame, and the remaining
two are absolute. With the relative planar position r P R2 in the target-centric
coordinate frame given by
r “
»——– cosψg sinψg
´ sinψg cosψg
fiffiffifl
»——– xa ´ xg
ya ´ yg
fiffiffifl , (2.15)
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the overall state vector is defined as
z :“ pr, ψa ´ ψg, r, vq. (2.16)
Hence, z belongs to the state space Z, which is defined as
Z :“ R2 ˆ S1 ˆ C ˆ Rě0, (2.17)
The overall dynamics of the game, zk`1 “ fpzk, uk, dkq, are given implicitly by
f1pξk, ukq and f2pηk, dkq and the preceding transformations of the states in (2.15)
and (2.16). Note that since the fourth state is the roll angle r that takes on a
finite number of discrete values, we sometimes refer to the state space as being
“partially discrete.”
2.2.2 Cost Objective
Small, inexpensive UAVs performing vision-based target tracking commonly
carry miniature pan-tilt gimbal mechanisms that have limited sensing regions
similar to the one depicted in Figure 2.2. The most prominent feature of this
diagram is that there is a large blind spot extending from the right side of the
UAV to its back, and hence a UAV with this particular field of regard would
have to keep the target to its left for visibility.
Typical tilt angle limitations for a miniature pan-tilt gimbal mechanism are
illustrated in Figure 2.3. While the mechanical tilt angle limitations shown in
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FOV
FOR
Figure 2.2: The camera’s instantaneous field of view (FOV) and total field of
regard (FOR) are indicated by the dark and light gray regions, respectively. The
FOR is the total area visible to the camera as the gimbal is panned from its lower
mechanical limit θ` to its upper mechanical limit θu. The “5” superscript on each
axis denotes the UAV’s local North-East-Down body frame. The azimuth angle
of the line-of-sight vector to the target in this body frame is indicated by ϑ, and
if it lies within the upper and lower FOR bounds, ϑu and ϑ`, respectively, then
the target is in the UAV’s field of regard. Although the camera’s pan angle is
not explicitly shown, it is assumed to equal the azimuth angle ϑ when ϑ P rθ`, θus
and otherwise be saturated at either θ` or θu.
Figure 2.3 do not create blind spots in the down-looking direction, there are still
reasons to avoid extreme tilt angles. In particular, a tilt angle close to 0˝ usually
means that the UAV airframe is visible to the camera, which can block visibility
of the target and/or generate false detections in image processing software. On
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Figure 2.3: The range of tilt angles is indicated by the shaded region. The
elevation angle of the line-of-sight vector to the target is denoted by ϕ and is
measured in a positive sense from the px5, y5q plane of the aircraft. For simplicity,
the camera’s tilt angle is taken to be the same as ϕ.
the other hand, a tilt angle close to 90˝ results in unpredictable movement of
the gimbal, as this represents a singularity point in the gimbal geometry, i.e.,
the pan angle is not unique [7].
Based on these sensing limitations, which this work treats as soft constraints,
the game objective for the UAV will be to maintain a good viewing geometry
with respect to the ground target while the target’s objective is the opposite.
This means that the UAV wants to be as close to the target as possible while
simultaneously avoiding extreme gimbal angles. This can be captured by a cost
objective for the game to be minimized by the UAV and maximized by the target
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given by
gpzq “ g1pϑq ` g2pϕq ` g3pρq, (2.18)
where ϑ is the azimuth angle in Figure 2.2, ϕ is the elevation angle in Figure 2.3,
ρ “apxa ´ xgq2 ` pya ´ ygq2, and
g1pϑq “
`
λ1 maxtϑ´ ϑ, 0, ϑ´ ϑ¯u
˘2
g2pϕq “ λ22pϕ´ pi{4q2 (2.19)
g3pρq “ pλ3ρq2
with λi ą 0 and ϑ¯ ě ϑ. An example of g1pϑq is given in Figure 2.4 with
ϑ “ ´90˝, ϑ¯ “ ´30˝, and λ1 “ 16pi. The plot depicts the zero-cost interval of
azimuth angles as well as the quadratic penalization that occurs as the azimuth
angles leave this range and approach the extremities. Since the actions available
to each player and cost objective have been described, the gameplay setup and
associated dynamic programming solution are presented next.
2.2.3 Game Setup and Objective
Although the dynamics of each agent were introduced in continuous-time,
each agent chooses its control action at discrete time steps and applies the control
action over the Ts-second ZOH period. Thus, the two-player, zero-sum dynamic
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Figure 2.4: The azimuth cost function g1pϑq. In this particular instance, the
pan angle limitations, θ` and θu, are indicated by the horizontal dashed lines at
ϑ “ ´135˝ and ϑ “ 15˝, respectively.
game is played on a finite time interval of lengthK according to the discrete-time
dynamics described in Section 2.2.1. At stage (time-step) k P t0, . . . , K ´ 1u,
the UAV’s action uk belongs to the action space Uprkq defined in (2.7), and the
target’s control action pair dk belongs to the action spaceDpvkq defined in (2.14).
The game is played with a perfect state-feedback information structure, i.e.,
the players have access to the entire state, uncorrupted by noise, in order to de-
cide on their actions. Furthermore, each player decides control actions according
to a behavioral policy, which is a decision rule that associates to each state z P Z
at stage k a probability distribution over the possible actions available to that
player (see [17], Chapter 8). Therefore, when a player finds itself in a particular
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state z P Z, it selects an action randomly according to the probability distri-
bution given by the behavioral policy for z. The probability distributions over
the UAV actions and target actions will belong to the following state-dependent
probability simplexes:
Aprq “
#
α P Rmprq :
ÿ
i
αi “ 1, αi ě 0 @i
+
(2.20)
Bpvq “
#
β P Rnpvq :
ÿ
j
βj “ 1, βj ě 0 @j
+
, (2.21)
respectively, where mprq “ |Uprq| is the number of actions available to the UAV
and npvq “ |Dpvq| is the number of action pairs available to the target. Accord-
ingly, the behavioral policies for the UAV and target comprise time-dependent
mappings γk : Z Ñ Aprq and κk : Z Ñ Bpvq, respectively, and the control
actions are realizations of state-dependent probability distributions defined by
the behavioral policies:
uk „ γkpzq, dk „ κkpzq, @k P t0, . . . , K ´ 1u.
A particular behavioral policy of the UAV is denoted by γ and belongs to the
action space Γ1, which is the set of admissible behavioral policies for the UAV,
i.e., the set of all length K sequences of mappings from Z to Aprq. Similarly,
a particular behavioral policy for the target is denoted by κ and belongs to the
action space Γ2, which is the set of admissible behavioral policies for the target,
i.e., the set of all length K sequences of mappings from Z to Bpvq.
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Because the state of the game evolves stochastically, the function for the
UAV to minimize and the target to maximize is
Jpγ, κq “ E
«
Kÿ
k“0
gpzkq
ˇˇˇˇ
ˇ z0
ff
,
where z0 P Z and Er¨s denotes expectation. Finally, the goal is to determine a
saddle-point pair of behavioral policies pγ˚, κ˚q such that
Jpγ˚, κq ď Jpγ˚, κ˚q ď Jpγ, κ˚q, @γ P Γ1, @κ P Γ2
for all initial conditions z0 P Z. From the first condition, if the UAV is playing
optimally with γ˚, the target (maximizer) can do no better (and may do worse)
if it plays with any other admissible policy besides κ˚. And from the second
condition, if the target is playing optimally with κ˚, the UAV (minimizer) can
do no better (and may do worse) if it plays with any other admissible policy
besides γ˚. Thus, pγ˚, κ˚q constitutes a saddle-point pair of equilibrium policies
from which no player will deviate, lest it do strictly worse.
2.2.4 Dynamic Programming Solution
Dynamic programming can be used to determine the optimal policies γ˚, κ˚
and the corresponding value of the game Jpγ˚, κ˚q through value iteration as pre-
sented in Chapter 16 of [17]. This method centers on the value function Vkpzq,
which is also referred to as the cost-to-go from z P Z at time k P t0, 1, . . . , Ku.
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The value function is initialized at the final time as VKpzq “ gpzq. To de-
termine the value function at the remaining times, an intermediate time and
state-dependent matrix Gpk, zq P Rmprqˆnpvq is first introduced and is given by
rGijpk, zqs :“ gpzq ` Vk`1pfpz, upiq, dpjqqq, (2.22)
where fp¨q refers to the dynamics of Section 2.2.1, and upiq and dpjq are the
ith and jth elements of the action spaces Uprq and Dpvq, respectively. For
k P t0, 1, . . . , K´1u, the cost-to-go is computed (oﬄine) in reverse chronological
order according to the following recursion
Vkpzq “ min
αPAprq
max
βPBpvq
αJGpk, zqβ
“ max
βPBpvq
min
αPAprq
αJGpk, zqβ,
(2.23)
where the second equality holds due to the Minimax Theorem (see [17], Chap-
ter 5). As the optimizations in (2.23) are performed, the behavioral control
policies are formed as
γ˚k pzq “ arg min
αPAprq
max
βPBpvq
αJGpk, zqβ (2.24)
κ˚kpzq “ arg max
βPBpvq
min
αPAprq
αJGpk, zqβ, (2.25)
and the procedure yields Jpγ˚, κ˚q “ V0pzq, @z P Z.
For computational feasibility, the computation of the value function is limited
to a finite number of points through the introduction of Z Ă Z, which is a finite
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subset of the state space having Ns distinct elements. Computation of the value
function is approximated by first redefining Gpk, zq as
rGijpk, zqs :“ gpzq ` Vk`1
`
q
“
fpz, upiq, dpjqq, Z‰˘ , (2.26)
where qp¨q is given by (2.2) and then computing the value function according to
(2.23) only for z P Z. Similarly, the behavioral policies are computed for z P Z
according to (2.24) and (2.25), but with Gpk, zq as defined in (2.26), instead
of(2.22). In practice, the control policies for z P ZzZ at time k are evaluated
using γk˚ pqpz, Zqq and κk˚pqpz, Zqq.
In general, determining (2.23) requires solving a linear program, which can
be computationally burdensome for large Ns. However, when
min
i
max
j
Gijpk, zq “ max
j
min
i
Gijpk, zq, (2.27)
where i P t1, 2, . . . ,mprqu and j P t1, 2, . . . , npvqu, then one does not have to
solve a linear program, as a saddle-point equilibrium exists in pure policies, and
one can set
γ˚k pzq “ ei , i :“ arg min
i
max
j
Gijpk, zq (2.28)
κ˚kpzq “ ej , j :“ arg max
j
min
i
Gijpk, zq, (2.29)
where ei and ej are the ith and jth vectors of the canonical basis of Rmprq and
Rnpvq, respectively.
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The optimization for the hardware experiments was performed with the pa-
rameter data included in Tables 2.1, 2.2, and 2.3. Note that each state is uni-
formly sampled over a bounded interval (Table 2.3), and the discrete state space
Z comprises the Cartesian product of the resulting discrete sets. This entails
that no intuition regarding the nature of the optimal solution is exploited, e.g.,
discarding regions of the state space wherein the target is on the right-hand side
of the UAV. Thus, the dynamic programming solution remains quite general,
and, even for target tracking problems with no gimbal constraints, i.e., those in
which λ1 “ λ2 “ 0 in (2.19), the computational effort remains the same.
To gain insight into the nature of the corresponding control policy, consider a
projection of the state space onto the pz1, z2q-plane with pz3, z4, z5q “ p0, 0, 8q in
Figure 2.5. Thus, this picture depicts the control actions for any position of the
UAV relative to that of the target when the relative heading between the UAV
and target is zero, the UAV’s discrete roll angle r is zero (hence r¯ “ u), and the
target is traveling at 8 m/s, which is just under half of the UAV’s speed. The
line of states in the first quadrant that corresponds to mixed control policies
and u “ 0˝ likely arises from the angular argument of g1pϑq in (2.19) being
wrapped to the interval r´pi, piq. Otherwise, the first quadrant primarily depicts
the UAV beginning a left turn (u “ ´15˝) in order to perform a counterclockwise
loop around target. In the upper-leftmost parts of the first, second, and third
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Table 2.1: Optimization Parameters
Parameter: ϑ ϑ¯ λ1 λ2 λ3 ha K
Value: ´pi{2 ´pi{6 16{pi 20{pi 3{200 170 15
Units: rad. rad. rad.´1 rad.´1 m´1 m -
quadrants, the UAV turns right (u “ `15˝), to get behind the target and to its
right. There is also a significant portion of the state space in the third quadrant
for which the UAV simply continues its course (u “ 0˝). Supposing the target
holds its velocity and the UAV holds its course, the UAV will eventually cross
over into the fourth quadrant due to the ground speed differential, wherein it
begins turning left sooner if it is either too close or too far from the target. In
any case, when z1 ě 56 [m], the UAV needs to turn left in order to loop around
the target in the counterclockwise direction. Lastly, Figure 2.5 illustrates the
fact that a vast majority of the UAV control actions in the discrete state space
Z are deterministic, as the white area corresponding to mixed policies is small.
In fact, (2.27) holds for more than 95% of the states in Z, which greatly reduces
the number of linear programs that need to be solved.
2.3 Stochastic Optimal Control Design
This section presents the stochastic optimal control approach to vision-based
target tracking with a single small UAV, which is an attractive alternative to
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Table 2.2: Parameters in UAV and Target Dynamics
Parameter Description Value Units
sa airspeed 18 m/s
αg gravitational acceleration 9.81 m/s2
αφ inverse roll time constant 2 s´1
∆ max roll change 15 deg.
ω¯ max turn rate 2pi{24 rad./s
v¯ max target speed 14 m/s
Ts zero-order hold period 2 s
Table 2.3: Sets for State Space Discretization
Set Description Value Units
X relative positions t´192,´188, . . . , 192u m
Ψ relative headings t0, 15, . . . , 345u deg.
C roll commands t0,˘15,˘30u deg.
W target speeds t0, 2, . . . , 14u m/s
Z discrete state space X2 ˆΨˆ C ˆW -
the computationally intensive game theoretic control design in Section 2.2. This
approach utilizes more detailed models of the UAV and target to better charac-
terize the actual dynamics encountered in a real-world implementation.
In Section 2.2, the UAV was modeled as a kinematic unicycle with first-order
roll dynamics. In practice, the UAV’s roll dynamics are far more complex, and
the UAV’s airspeed typically experiences significant stochasticity. To capture the
effects of both of these observed characteristics, stochasticity is introduced into
the UAVmodel without adding additional states beyond those encountered in the
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Figure 2.5: Control surface for game theoretic control policy projected onto the
pz1, z2q plane with pz3, z4, z5q “ p0, 0, 8q. Any points that appear to be missing
are those for which the control action is not deterministic, i.e., the control policies
are mixed and not pure. Note that the current roll-angle setpoint is r¯ “ r`u “ u,
as r “ 0˝ in this particular case.
game theoretic control design. This leads to a stochastic optimal control problem
that is solved over a finite planning horizon using dynamic programming.
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2.3.1 Overview of Stochastic Dynamics
The UAV and target states are assumed to evolve stochastically according
to discrete-time Markov Decision Processes, whose states are described in Sec-
tion 2.2.1. Accordingly, the probability of transitioning from the current UAV
state ξ to the next UAV state ξ1 under the change u in r is given by the con-
trolled state transition probability function papξ1 | ξ, uq. Likewise, the probability
of transitioning from the current target state η to the next target state η1 is given
by the state transition probability function pgpη1 | ηq.
Rather than deriving explicit formulas for these state transition probabilities,
empirical characterizations of the individual agent kinematics are developed that
allow one to draw Monte Carlo samples ξ˜pi,uq and η˜piq, i P t1, 2, . . . , Npu, from
appropriate conditional probability density functions. (The quantity ξ˜pi,uq de-
notes the sampled UAV state when control action u is applied to the UAV’s
initial state ξ.) To generate sample trajectories of the combined state z, one
simply combines ξ˜pi,uq and η˜piq according to equations (2.15) and (2.16). This
provides an empirical characterization of the overall stochastic dynamics that
evolve according to a controlled state transition probability function ppz1 | z, uq.
The ability to sample this state transition probability will suffice to effectively
approximate the dynamic programming solution.
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2.3.2 Stochastic UAV Kinematics
In practice, UAVs are subject to environmental disturbances, such as wind
gusts, that introduce stochasticity into the dynamics. Although a real UAV’s
kinematics are most accurately captured by an aircraft model with 6 degrees
of freedom (a 6-DoF model), this work uses a 4-state stochastic model of the
kinematics, in which stochasticity accounts for the effects of both unmodeled
dynamics (arising from the reduced 4th order model) and environmental distur-
bances. The UAV state is the same as that in the game theoretic control design
of Section 2.2.1.
To develop the stochastic discrete-time kinematic model, the deterministic
continuous-time model of (2.10) is used, but with a much more detailed model
for the controlled roll dynamics. As in the game theoretic case, a Ts-second
zero-order hold (ZOH) is applied to the control input u, which again represents
the change in the discrete roll angle r. Again, the maximum allowable change in
roll angle is ∆. Finally, r and u belong to the sets C and Uprq defined in (2.3)
and (2.7), respectively.
To draw Monte Carlo samples from an appropriate state transition proba-
bility function for the UAV for each possible roll action, roll trajectories are
sampled using Monte Carlo simulations from the high-fidelity flight simulator
Aviones [1], which utilizes a 6-DoF aircraft model. In particular, at each discrete
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Figure 2.6: Monte Carlo simulations to sample roll trajectories. Once every
Ts “ 2 seconds the discrete roll angle is randomly changed by uk P Uprkq, where
each element occurs with equal probability. Also, the maximum allowable change
in the discrete roll angle r is ∆ “ 15˝.
time instance of t “ kTs seconds, where k P Zě0, a control action uk P Uprkq
is selected randomly, where each element of Uprkq occurs with equal probability
and rk “ qpφk, Cq. The roll-angle setpoint r¯ptq “ rptq ` uptq is held constant
over each ZOH period, i.e., @t P rkTs, kTs`Tsq. This process (illustrated in Fig-
ure 2.6) is continued until families of Np roll trajectories are collected for each
possible change u P U. Corresponding to this collection of roll trajectories is
the collection of reference tracking error trajectories teipτ, uqu, i P t1, 2, . . . , Npu,
where each error trajectory takes the form eipτ, uq “ φptq´ r¯ptq for some t P Rě0,
with τ “ t ´ tt{TsuTs and t¨u denoting the floor function. Since k “ tt{Tsu, we
have that τ P r0, Tsq. For τ to be defined on the closed interval r0, Tss, we take
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Figure 2.7: One hundred error trajectories over a Ts “ 2 second ZOH period
resulting from an increase of u “ ∆ “ 15˝ in the discrete roll angle r. Note that
each initial condition is eip0, uq “ φpkiTsq´ r¯pkiTsq for some ki P Zě0, and hence
these initial conditions need not be zero.
eipTs, uq :“ φppk ` 1qTsq ´ r¯pkTsq. Figure 2.7 shows a collection of reference
tracking error trajectories, teipτ, uqu, τ P r0, Tss, over the Ts-second ZOH period
corresponding to Np “ 100 increases of u “ ∆ in r.
The collection of these Monte Carlos simulations provides a large sample
of roll-angle trajectories. In particular, to generate a sample roll trajectory
φipτ, r, uq, τ P r0, Tss, corresponding to an change of u in the discrete roll angle
needed to reach the reference roll-angle setpoint r¯ P C, one takes φipτ, r, uq “
eipτ, uq ` r ` u. For example, if r “ ´15˝ in Figure 2.7, then φipτ,´15˝, 15˝q “
eipτ, 15˝q. Since φipTs,´15˝, 15˝q ă p∆{2q “ 7.5˝ for all i P t1, 2, . . . , Npu, we
have qpφipTs,´15˝, 15˝q, Cq “ 0 “ r¯, which entails the roll angle approximately
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Figure 2.8: Sample trajectories generated from the stochastic kinematic model
for the UAV with s „ N p10, 16{25q, Ts “ 2 seconds, and ∆ “ 15˝. The initial
UAV state is identically zero. For each u P Up0˝q “ t0˝,˘15˝u, 1, 000 sample
trajectories were generated. For each command, the vertical spread in final UAV
positions is due to sampling different roll trajectories while the horizontal spread
results from stochastic airspeed.
achieves the setpoint r¯ “ r ` u in each of the illustrated cases. In like manner,
all of the roll trajectories used in the model approximately achieve the roll-
angle setpoint at the end of the ZOH period; consequently, rk`1 “ rk ` uk, as
in the case of first-order roll dynamics. In the sequel, Φpr, uq will denote the
collection of all the sample roll-angle trajectories so generated for each roll angle
r P C and control action u P Uprq. Moreover, Φpr, uq :“ tφipτ, r, uqu, where
i P t1, 2, . . . , Npu and τ P r0, Tss.
To make the aircraft model more realistic, stochasticity is also introduced
into the airspeed sa, which is taken to be normally distributed about a nominal
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value s¯, with variance σ2s . Furthermore, the airspeed sa in (2.10) is assumed to
be constant over each ZOH period.
This modeling technique results in samples for the “next” state ξ˜pi,uq at dis-
crete time k`1, given the “current” state ξ at time k and change u in the discrete
roll angle r. Specifically, the first three components of ξ˜pi,uq are the implicit so-
lution to (2.10) at the end of the Ts-second ZOH period with initial condition ξ,
sa „ N ps¯, σ2sq, and φpt, r, uq P Φpr, uq; the fourth component of ξ˜pi,uq is deter-
ministic and is simply r` u. The samples thus have two sources of randomness:
stochasticity in the roll-angle dynamics captured by the collection of roll-angle
trajectories Φpr, uq and stochasticity in the airspeed. Figure 2.8 illustrates the
stochastic UAV model.
2.3.3 Stochastic Target Kinematics
To model the behavior of an operator driving the ground vehicle safely and
casually, yet unpredictably, the same nonholonomic ground vehicle model given
in Section 2.2.1 is used, where the continuous time dynamics are those given by
(2.11) and each target control input is still held constant for Ts seconds. However,
since evasive action is no longer assumed, control actions for the target are now
drawn from continuous probability density functions that are independent of the
UAV state.
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While the target’s acceleration is assumed to be a zero-mean Gaussian with
fixed variance σ2a, its turn rate is generated from a more complex model. Specif-
ically, the target’s turn rate begins as a zero-mean Gaussian random variable
whose variance depends on the current target speed v according to σ2ωpvq “
h2pv{v¯q, where v¯ is the maximum target speed and
hpνq “
$’’’’’’’’&’’’’’’’’%
pσ¯{2q r1` cos ppipν ´ ν1q{ν1qs 0 ď ν ă ν1
σ¯ ν1 ď ν ă ν2
σ¯ ´ σf
2
”
1` cos `piν ´ ν2
1´ ν2
˘ı` σf ν2 ď ν ă 1,
which is an asymmetric cosine-tapered window with maximum value σ¯, final
value σf , and parameters ν1 and ν2 describing the beginning and end points
of the window with 0 ă ν1 ă ν2 ă 1. This is illustrated in Figure 2.9 with
the parameters included in Table 2.4. The fact that σ2ωp0q “ 0 captures the
assumption that the target is a nonholonomic vehicle that does not turn in
place. Furthermore, as the target’s speed increases from zero, it makes sharper
turns more frequently, and there is even a range over which this frequency of
sharp turns remains constant. Beyond this range, as its speed increases, the
target makes softer turns in order to avoid losing traction/control. Thus, the
normally distributed stochastic turn rate with speed-dependent variance models
safe casual driving of the ground vehicle.
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Figure 2.9: The speed dependent standard deviation of the normally dis-
tributed turn rate.
Table 2.4: Stochastic target motion parameters
Parameter: σa v¯ σ¯ σf ν1 ν2 %
Value: 0.5 18 0.5 0.1 1{8 1{2 7
Units: m/s2 m/s rad./s rad./s - - m
To add another degree of realism, the zero-mean Gaussian random variable
with variance σ2ωpvq “ h2pv{v¯q used to generated the turn rate ω is “saturated”
to enforce a minimum turn radius %. Specifically, suppose that an acceleration
sample ai and turn rate sample ω˜i are drawn from N p0, σ2aq and N p0, σ2ωpvqq,
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respectively. The turn rate ωi that is actually used is given by
ωi “
$’’’’’’’’&’’’’’’’’%
ωi, ω˜i ą ωi
ω˜i, ´ωi ď ω˜i ď ωi
´ωi, ω˜i ă ´ωi
.
where ωi :“ mintv1i{%, v{%u is the maximum turn rate consistent with a minimum
turn radius %, and v1i “ aiT ` v is the target speed at the end of the ZOH
period. Figure 2.10 illustrates the stochastic target model with the parameters
of Table 2.4 for two different initial conditions. In this figure, the scenario for the
slower initial target speed has a final position distribution with a higher radius
of curvature, which entails that the target makes sharper turns. The saturation
on the tails of the turn-rate distribution becomes evident as well.
2.3.4 Control Objective and Dynamic Programming Solu-
tion
The stochastic optimal control problem is to determine the optimal control
feedback control policy µk˚ : Z Ñ U, k P t0, 1, . . . , K ´ 1u, that minimizes
Jpz0q “ E
«
Kÿ
k“0
gpzkq
ˇˇˇˇ
ˇ z0
ff
, @z0 P Z, (2.30)
where K P N, Er¨s denotes expectation, gpzq is given by (2.18), and the state z is
a Markov Decision Process that evolves according to the transition probability
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Figure 2.10: Sample trajectories generated from the stochastic target motion
model. The two initial target states depicted with different colors correspond to
identical initial positions at the origin, but two distinct initial speeds of 8 and
16 [m/s]. For each initial condition, Np “ 1, 000 samples are generated.
ppz1 | z, uq determined by the models in Section 2.3.2 and Section 2.3.3, under the
feedback law uk “ µk˚pzkq. Note that the state transition probability ppz1 | z, uq
can also be written as ppzk`1 | zk, ukq.
Similar to the first control design, dynamic programming is used to minimize
the criterion (2.30) using value iteration as presented in [44]. The method hinges
on the value function, or cost-to-go from state z P Z at time k P t0, 1, . . . , K´1u,
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which is defined as
Vkpzq :“ min
uk,uk`1,...,uK´1
E
«
Kÿ
`“k
gpz`q
ˇˇˇˇ
ˇ zk “ z
ff
.
For k “ K, one takes VKpzq “ gpzq, and the cost-to-go for k P t0, 1, . . . , K ´ 1u
is computed (oﬄine) in reverse chronological order according to the following
recursion
Vkpzq “ gpzq ` min
uPUprq
E rVk`1pz1q| z, us
“ gpzq ` min
uPUprq
ż
Vk`1pz1qppz1 | z, uqdz1, (2.31)
which holds due to Bellman’s principle of optimality (see [25], Chapter 6). As
the minimization is performed, the optimal control policy is also formed as
µ˚kpzq “ arg min
uPUprq
´
gpzq ` E rVk`1pz1q| z, us
¯
. (2.32)
Performing the sequence of computations in (2.31) for k P tK ´ 1, K ´ 2, . . . , 0u
ultimately yields J˚pzq “ V0pzq, @z P Z, where J˚pzq is the minimum value of
(2.30) under the feedback law (2.32). The main hurdle in computing (2.31)
is the expectation, i.e., the integral over the implicitly specified state transition
probability ppz1 | z, uq,which is overcome in this work through a replacement with
an empirical average computed using samples drawn according to the stochastic
UAV and target models developed in Sections 2.3.2 and 2.3.3:
Vkpzq « gpzq ` min
uPUprq
1
Np
Npÿ
i“1
Vk`1
`
z˜pi,uq
˘
, (2.33)
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where z˜pi,uq „ ppz1 | z, uq. As in Section 2.2.4, the computation of the value func-
tion is limited to a finite number of points in a set Z Ă Z that has Ns elements.
Accordingly, with the quantization function qp¨q from (2.2), the computation of
the value function and optimal policy is approximated by
Vkpzq « gpzq ` min
rPUprq
1
Np
Npÿ
i“1
Vk`1
`
qpz˜pi,uq, Zq˘
µ˚kpzq “ arg min
rPUprq
´
gpzq ` 1
Np
Npÿ
i“1
Vk`1
`
qpz˜pi,uq, Zq˘¯,
which only requires the evaluation of the value function over the finite set Z. In
practice, the optimal control action uk for a state z P ZzZ is determined using
uk “ µk˚
`
qpz, Zq˘.
Dynamic programming was performed for the hardware experiments with the
parameters given in Tables 2.1, 2.4, 2.5, and 2.6, whereNp “ 1, 000 sample points
were used to approximate the expectation in (2.31) and (2.32). Note that, as in
the solution for the game theoretic approach, each state is uniformly sampled
over a bounded interval, and the overall discrete state space Z comprises the
Cartesian product of the resulting discrete sets, as indicated in Table 2.6. Thus,
no intuition into the nature of the optimal solution is exploited, and the dynamic
programming solution to the stochastic optimal control problem remains quite
general, requiring no additional computational effort even when there are no
gimbal constraints, i.e., when λ1 “ λ2 “ 0 in (2.19).
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To understand the nature of the resultant UAV control policy, consider a
projection of the state space onto the pz1, z2q-plane with pz3, z4, z5q “ p0, 0, 8q,
which is shown in Figure 2.11. In the first quadrant, roughly below the line
z2 “ p13{27qz1 ` 117 (dashed), the UAV begins turning left (u “ ´15˝) to
perform a counterclockwise loop about the target, which is a costly maneuver
as the distance will increase significantly during this act. However, if the UAV
is above the said line, it rather begins turning right (u “ `15˝) to move behind
the target and to its right. The UAV does this same maneuver if it is in the
left half of the second quadrant or the upper left corner of the third quadrant.
Furthermore, the large region in the third quadrant wherein the UAV maintains
a straight course (u “ 0˝) extends neither below z2 “ ´154 nor to the right of
z1 “ 0, which is not true for the game theoretic control policy γ˚. Since the
UAV turns left below z2 “ ´154, it is prevented from straying too far from the
target. Supposing the UAV holds its course in the third quadrant and the target
maintains its velocity, the UAV will cross into the fourth quadrant, where it
begins turning left immediately to perform a counterclockwise turn about the
target. This characteristic results in the UAV turning sooner than in the first
control design and results in noticeably different behavior, which will become
evident in the flight test results.
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Table 2.5: Parameters in Stochastic UAV dynamics
Parameter Description Value Units
s¯ nominal airspeed 18 m/s
σ2s airspeed variance 16{25 m2/s2
αg gravitational acceleration 9.81 m/s2
∆ max roll change 15 deg.
Ts zero-order hold period 2 s
Table 2.6: Sets for State Space Discretization
Set Description Value Units
X relative positions t´252,´248, . . . , 252u m
Ψ relative headings t0, 15, . . . , 345u deg.
C roll commands t0,˘15,˘30u deg.
W target speeds t0, 1, . . . , 17u m/s
Z discrete state space X2 ˆΨˆ C ˆW -
2.4 Hardware Setup and Flight Test Results
This section presents field test results of a single camera-equipped UAV per-
forming vision-based target tracking with the control policies described in Sec-
tions 2.2 and 2.3. It begins with a description of the hardware setup for the field
experiments whereby both the game theoretic and stochastic optimal control
policies were tested. Next, it highlights representative flight test results to illus-
trate the behavior and performance of each control policy. Finally, the section
concludes with a quantitative comparison of both control policies to objectively
determine the preferred method for a real-world implementation.
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Figure 2.11: Control surface for stochastic optimal control policy projected
onto the pz1, z2q plane with pz3, z4, z5q “ p0, 0, 8q.
2.4.1 Experimental Setup
A flight experiment was conducted in February, 2012 with a single UAV at
the McMillan Airfield, Camp Roberts, CA. Toyon Research Corporation was
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responsible for launching, monitoring, and landing the UAV as well as driving
the target ground vehicle.
A Unicorn/Zagi flying wing was used to test the vision-based target tracking
control policies. This particular UAV platform is depicted in Figure 2.12 with
its main payload, which is a gimbaled video camera. The particular pan and tilt
limitations are those described in Figures 2.2 and 2.3, respectively, wherein the
particular pan limits of the gimbal mechanism are θ` “ ´135˝ and θu “ 15˝. The
corresponding FOR limits are ϑ` “ ´152˝ and ϑu “ 32˝. Note that throughout
this section the azimuth angle ϑ, and consequently the viewing geometry cost
gpzq, is computed using the continuous roll angle φ reported by the autopilot
rather than the discretized roll angle r.
The UAV’s autopilot adjusts the throttle and two elevons to maintain air-
speed, altitude, and the commanded roll angle. The particular ZOH time of
Ts “ 2 seconds was chosen to be roughly the settling time for the Unicorn’s roll
dynamics. The number of discrete time steps in each dynamic optimization was
chosen to make the planning horizon (KTs “ 30 seconds) longer than the time
the UAV would spend in an orbit around the target (« 20 seconds) at max bank.
Furthermore, since both types of control policies were tested on the same sortie
for a minimum of 15 minutes each, the limited planning horizon of 30 seconds
was addressed by applying the control policies in a receding horizon fashion.
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Figure 2.12: The Unicorn comprises a 602 expanded polypropylene foam wing
that houses four lithium polymer batteries driving an electric motor attached to
a push propeller.
This entails that, in the game theoretic case, uk „ γ0˚ pzq, @k P Zě0, and in the
stochastic optimal control case, uk “ µ0˚pzq, @k P Zě0. In this manner, the UAV
considered the impact its control decisions had on the viewing geometry(2.18)
up to 30 seconds into the future, which proved beneficial for good long term
performance.
During the tracking experiment, a human operator drove the ground vehi-
cle casually, yet unpredictably, along the dirt roads of Camp Roberts, while
the UAV was controlled by a ground control station (GCS). This is illustrated
in Figure 2.13. Although the target remained on the roads for the duration
of the tracking experiments, this did not benefit the tracking algorithm since
the UAV’s control policies were computed with no information regarding road
networks. The UAV’s control actions were computed using MATLAB R©, which
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communicated with the GCS and the GPS receiver onboard the truck to acquire
the UAV telemetry and target data and to determine the roll command accord-
ing to the particular control policy being tested on the UAV. The roll command
was then sent back to the GCS and relayed to the UAV.
In real-world conditions, steady winds are often encountered having speeds
that constitute a significant portion of a small UAV’s airspeed. While the policies
presented do not address heavy winds that alter the UAV’s kinematics (projected
onto the ground) significantly, light to moderate winds can be addressed in
an approximate manner by altering the target’s apparent ground velocity. In
particular, Saunders notes in [41] that a constant target velocity and steady
wind can be generalized to just a steady wind. We take a similar approach
and combine the wind and target velocity to form the target’s apparent ground
velocity, since the coordinate frame defined by (2.15) and (2.16) is centered on
the target. More specifically, denoting the wind by w P R2, one can take the
target’s apparent heading ψˆg and speed vˆ to be the following:
ψˆg “ atan2pv sinψg ´ w2, v cosψg ´ w1q (2.34)
vˆ “
b
pv cosψg ´ w1q2 ` pv sinψg ´ w2q2, (2.35)
where atan2 is the four-quadrant inverse tangent function. One then uses ψˆg
and vˆ in place of ψg and v in (2.15) and (2.16) to determine z.
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Figure 2.13: A single UAV tracks the unpredictable ground target at Camp
Roberts, CA with one of the optimized-based control policies. This image was
captured by an independent UAV flying at a higher altitude and illustrates the
typical imagery sent to the ground control station for video processing.
While this approximation was employed during the flight tests, its effects
were quite negligible, as the average wind speed (as measured by the UAV) was
less than 0.5 [m/s] over each 15-minute experiment. Since wind speeds are often
greater than those that were experienced during this particular experiment, we
address the issue of the control policies’ robustness to steady winds at the end
of the section and keep our focus on robustness to unpredictable target motion.
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Figure 2.14: Trajectory of the UAV over 3 minutes as it tracks the target with
the game theoretic control policy. An “S” indicates a starting position and “E”
an ending position.
2.4.2 Game Theory Results
Three representative minutes of flight are now presented to highlight the key
features of vision-based target tracking with the game theoretic control policy γ˚.
The target and UAV trajectories during this window are provided in Figure 2.14.
In the figure, the UAV keeps to the right of the target and occasionally makes
counterclockwise turns about the target. Such behavior enables the UAV to
62
Chapter 2. Optimal Control of a Small UAV for Vision-based Target Tracking
stay close to the target in spite of the speed differential and simultaneously keep
the target in its FOR. Another characteristic of the UAV’s trajectory is that it
never passes over the target, which would minimize the distance to the target
but lead to an elevation angle close to 90˝. Such behavior illustrates the tradeoff
between minimizing the distance to the target and avoiding a large elevation
angle. Overall, the UAV exhibits standoffish behavior with the game theoretic
control policy, meaning that it appears reluctant to perform loops that would
likely make it vulnerable to an evasive target.
Figure 2.15 highlights the critical components of the viewing geometry. The
azimuth angle was kept within the mechanical limits of the gimbal mechanism,
and hence the target was kept within the FOV during this entire 3 minute
window. However, the azimuth varies significantly in this window, as it takes
on values near both extremes. This is quite visible in the time interval from
t “ 60 to t “ 75 seconds when the gimbal slews from the back left of the UAV
to the front. The gimbal also nearly hit its lower mechanical limit near t “ 140
seconds. Another feature of the viewing geometry is that the planar distance to
target oscillates a fair amount, as it varies between roughly 100 and 200 meters
during this 3-minute window.
Lastly, Figure 2.16 illustrates the roll command sequence under the game
theoretic policy γ˚. One immediately apparent characteristic of this plot is
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Figure 2.15: Critical components of the viewing geometry performance with
the game theoretic control policy: azimuth ϑ and 2-D distance to target ρ. The
mechanical limits of the gimbal, θ` and θu, are indicated by dashed lines in the
plot of azimuth angle.
that the maximum roll command of `30˝ is never used; however, the positive
roll command of 15˝ is employed to achieve the standoffish behavior shown in
Figure 2.14. Note how the roll-angle action space of (2.7) limits changes in roll
to ∆ “ 15˝ degrees, and hence chattering between roll commands of opposite
polarity is avoided.
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Figure 2.16: Roll command sequence under the game theoretic control pol-
icy γ˚.
2.4.3 Stochastic Optimal Control Results
Three representative minutes of flight during which roll commands were gov-
erned by µ˚ are now presented to highlight the salient features of vision-based
target tracking with the stochastic optimal control policy µ˚. The UAV and
target trajectories are depicted in Figure 2.17. As with the game theoretic con-
troller, the UAV keeps to the right of the target, and performs loops as necessary
to compensate for the speed differential between itself and the target vehicle.
One immediate difference between the two control policies is that during the
same time window the UAV performed twice as many loops under the stochastic
optimal control policy. One might attribute this noticeable difference to the
65
Chapter 2. Optimal Control of a Small UAV for Vision-based Target Tracking
−800 −600 −400 −200 0 200 400−1400
−1200
−1000
−800
x [m]
y
[m
]
 
 
S
E
S
E
UAV
Target
Figure 2.17: Trajectory of the UAV over 3 minutes as it tracks the target with
the stochastic optimal control policy. An “S” indicates a starting position and
“E” an ending position.
target speed profile over the 3 minute window for both cases; however, the
target traveled nearly 1, 739 [m] in the game theoretic case and 1, 562 [m] in
the stochastic optimal control case at average speeds of about 9.77 [m/s] and
8.83 [m/s], respectively. The average speed difference of just under 1 [m/s] is
unlikely the primary source of this feature. Rather, this behavioral differences is
best explained by the differences in the control policies themselves. In particular,
as noted earlier in the discussion of the stochastic optimal control policy, the
UAV makes loops earlier when it is traveling to the right of the target with zero
roll and zero relative heading, as shown in the fourth quadrant of the control
surface in Figure 2.11. With the game theoretic control policy, the UAV takes
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a more precautionary stance against the target (assumed to be evasive), and
accordingly, exhibits a reluctance to perform loops around the target.
Figure 2.18 illustrates the critical components of the viewing geometry, namely
the azimuth angle and planar distance to target. One immediately noticeable
feature of the azimuth angle ϑ is that it oscillates very little in comparison to
that of the game theoretic case. Furthermore, the gimbal never slews from one
extreme to the next, nor does it come close to either extreme.
Concerning the planar distance to target ρ, there is one instance where it
reaches nearly 200 [m], yet for the majority of the time window, the distance
oscillates between 100 and 150 [m]. Moreover, the amplitude of the oscillations
is nearly half that of the game theoretic case, and both the average value and
variance of ρ are also significantly smaller.
Finally, Figure 2.19 depicts the roll command sequence under the stochastic
optimal control policy µ˚. The most prominent feature of this figure is that
no positive roll commands are ever employed. Rather, one will notice a slight
chattering behavior between r¯ “ 0˝ and r¯ “ ´15˝. Also, during this particular
3-minute time window, anytime the roll command r¯ “ ´30˝ degrees is used
the UAV is performing a left turn, which cannot be said of the game theoretic
control policy γ˚.
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Figure 2.18: Critical components of the viewing geometry performance with
the stochastic optimal control policy: azimuth ϑ and 2-D distance to target ρ.
The mechanical limits of the gimbal, θ` and θu, are indicated by dashed lines in
the plot of azimuth angle.
2.4.4 Quantitative Comparison
Quantitative statistics are now presented to solidify the advantages of one
technique over the other. Since each approach was tested in flight for a min-
imum of 15 minutes, statistics are presented for select quantities over a whole
15 minute window for the purpose of an objective comparison. The statistics
for critical parameters resulting from both control approaches are presented in
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Figure 2.19: Roll command sequence under the stochastic optimal control
policy µ˚.
Table 2.7: Statistics over 15 minute window
Statistic γ˚ µ˚ Units
minϑ ´166.7 ´140.3 deg.
maxϑ 16.63 20.19 deg.
varϑ 1026.8 663.3 deg.2
avg ρ 150.9 131.8 m
var ρ 2, 104 1, 372 m2
avg gpzq 10.76 7.753 N/A
Table 2.7, where the game theoretic approach is represented by its corresponding
control policy γ˚ and the stochastic optimal control approach is represented by
its corresponding control policy µ˚.
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The first parameter to consider is the azimuth angle ϑ. Both approaches
caused the gimbal to saturate and hit each of its mechanical limits of ´135˝ and
15˝ at least once, as indicated by the min and max statistics for ϑ. However,
the azimuth angle never exceeded the FOR limits of ´152˝ and 32˝ with the
optimal control policy µ˚, though it exceeded the lower bound once with the
game theoretic control policy γ˚. Moreover, the UAV never lost sight of the
target with µ˚ and lost sight of it just once with γ˚. As noted in the previous
section, the azimuth angle varied considerably more with the game theoretic
approach than with the stochastic approach, which is indicated by the variance
statistic of the said parameter.
Now consider the planar distance to target ρ. Its average value was nearly
18 [m] less with µ˚ than with γ˚, and its variance was also significantly less with
µ˚. Coincidently, the stochastic optimal control approach also offered a near
35% reduction in the variances of both the azimuth and distance parameters,
and finally, it also achieved the lower average viewing geometry cost.
From the quantitative results of Table 2.7, the stochastic optimal control
approach proves to be the superior method for the application of vision-based
target tracking, as it performed better on all fronts and yielded significantly lower
variances for both the azimuth and distance parameters. The most noteworthy
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feature of this approach is that it never lost sight of the target even once in its
15 minutes of flight time while maintaining proximity to the target.
Posing the problem of vision-based target tracking as a two-player zero-sum
game is a natural way to address the problem when one wishes to ensure robust-
ness to worst-case / evasive target motion. However, for a more casual target
vehicle, the precautionary behavior from the behavioral control policy may re-
duce viewing geometry performance. Another plausible contributor to reduced
performance is the fact that the construction of the game theoretic policy as-
sumed first-order roll dynamics, whereas the stochastic approach incorporated
a more realistic model of the roll dynamics (Figures 2.6 and 2.7) by treating
them as a source of stochasticity. Thus, to improve performance with the game
theoretic approach, one could incorporate a second-order model for the roll dy-
namics of the UAV. Nevertheless, having lost sight of the target only once in
15 minutes, the current game theoretic control policy is still an effective means
of vision-based target tracking and potentially much more robust for an evasive
target.
2.4.5 Wind Considerations
While there was relatively little wind during flight testing, steady wind gener-
ally constitutes a significant portion of a small UAV’s airspeed, thereby altering
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the aircraft’s ground speed significantly. Hence, we performed high fidelity sim-
ulations of the existing policies in steady winds to determine their robustness
margins to such wind. In particular, the UAV was simulated using the high
fidelity flight simulator Aviones while the target trajectory was that encountered
during the flight test for the stochastic optimal control policy. Moreover, we
conducted multiple 15-minute experiments to test each policy’s performance for
various constant-speed winds. Since the target’s primary direction of travel was
west, we simulated steady winds to the east in the flight simulator for the dura-
tion of each experiment. Moreover, the UAV primarily experienced a headwind
while tracking the target in each experiment. Wind was incorporated into each
controller using the approximation described at the end of Section 2.4.1.
The results for the game theoretic control policy and the stochastic optimal
control policy are provided in Tables 2.8 and 2.9, respectively, where the middle
four columns indicate the absolute wind speed of each scenario. From Table 2.8,
the game theoretic policy γ˚ exceeded both upper and lower FOR limits in all
of the cases that were tested. In addition, the last four quantities in the fourth
column (6-m/s scenario) are significantly greater than their counterparts in the
third column (4.5-m/s scenario). Hence, even though the increase in wind speed
was only 1.5 [m/s], the upper limit of the game theoretic control policy’s ability
to track in steady wind was crossed as the wind was increased from 4.5 to 6 [m/s].
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Thus, γ˚ was not tested in 7.5-m/s wind. From Table 2.9, the stochastic optimal
control policy µ˚ fared quite well in the first 3 cases, never losing sight in the
first two cases and losing sight of the target only once in the third case, though
the target exited the FOR by less than 1 degree, as seen in the first row of the
fourth column. In the fourth scenario of 7.5-m/s wind, the last four quantities
in the fifth column made significant jumps, which indicated that the boundaries
of this policy’s capabilities were being crossed, even though the policy lost sight
of the target only twice.
Based on these studies, the conservative upper limits for wind speeds that
can be tolerated by the policies are 4.5 [m/s] (1{4 of the UAV’s airspeed) for
the game theoretic case and 6 [m/s] (1{3 of the UAV’s airspeed) for the stochas-
tic optimal control case. One would surely improve the UAV’s performance in
the wind speeds that were tested and perhaps even greater wind speeds by in-
corporating wind velocity into the models; however, the dimensionality of the
problem would grow, thereby presenting considerable computational challenges
for basic dynamic programming techniques. Another issue that arises by ad-
dressing heavy winds is that the range of target speeds that can be tracked is
reduced, as we must have that the combined wind / target speed given by (2.35)
must be strictly less than the UAV’s airspeed for the tracking problem to be well
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Table 2.8: Statistics for game theoretic policy in steady wind over 15 minute
window
Statistic 3 m/s 4.5 m/s 6 m/s 7.5 m/s Units
minϑ ´165.5 ´164.6 ´172.3 - deg.
maxϑ 61.09 55.16 86.15 - deg.
varϑ 1, 378 1, 273 2, 318 - deg.2
avg ρ 158.5 182.4 217.5 - m
var ρ 2, 967 5, 890 9, 415 - m2
avg gpzq 12.28 14.81 23.74 - N/A
Table 2.9: Statistics for stochastic optimal control policy in steady wind over
15 minute window
Statistic 3 m/s 4.5 m/s 6 m/s 7.5 m/s Units
minϑ ´132.0 ´136.1 ´152.6 ´131.5 deg.
maxϑ 8.688 20.22 30.5 45.52 deg.
varϑ 634.7 954.6 927.3 1, 529 deg.2
avg ρ 138.8 140.0 146.3 190.8 m
var ρ 1, 692 2, 385 2, 542 8, 181 m2
avg gpzq 7.813 8.846 9.244 15.82 N/A
posed. Moreover, there is a tradeoff between the speed of the vehicle that can
be tracked and the amount of wind that can be tolerated.
2.5 Conclusion
While the existing literature offers methods for target tracking using continuous-
time feedback control laws [22, 38, 14, 43, 11, 26, 41] or optimization based meth-
ods [2, 36, 32], these individual works make assumptions that simplify the UAV
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dynamics, target motion, and/or sensor visibility constraints, thereby hindering
the feasibility of a real-world implementation with actual hardware. This chapter
has detailed the design of two optimization-based control policies for vision-based
target tracking, where strict trajectories must be flown by an underactuated UAV
to maintain visibility and proximity to an unpredictable ground target. Both
control policies have been flight tested, thereby verifying their robustness to envi-
ronmental disturbances, unpredictable target motion, and unmodeled dynamics.
The approach based on stochastic optimal control proved most effective
through an appropriate design choice of a cost function to facilitate good view-
ing geometry and also by directly addressing the nontrivial roll dynamics shown
in Figure 2.6 and the unpredictable changes in target velocity illustrated in
Figure 2.10. This chapter has shown that, with an appropriate choice of cost
function, one can use relatively simple kinematic models for motion planning
under uncertainty so long as one incorporates sufficient stochasticity into the
model.
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Optimal UAV Coordination for
Vision-based Target Tracking
In this chapter, we study the nature of the optimal coordination strategy
for two UAVs performing vision-based target tracking of a moving ground tar-
get. More specifically, we investigate the problem of two camera-equipped UAVs
tasked with gathering the best joint vision-based measurements of the ground
target. In this problem formulation, the UAVs travel at a constant altitude and
fixed nominal airspeed, which we take to be greater than that of the target. In
the previous chapter, we considered only one UAV with sensor visibility con-
straints and penalized distance in the viewing geometry cost to incorporate the
objective of minimizing the geolocation (target localization) error covariance,
albeit in a simplified manner. Here we remove the sensor visibility constraint
and focus on directly minimizing the geolocation error covariance. Moreover,
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one can assume the UAVs are equipped with either an omnidirectional camera
or a gimbaled camera with continuous pan-tilt.
3.1 Introduction
In vision-based target tracking, image processing software determines the cen-
troid pixel coordinates of a ground target moving in the image frame. With these
pixel coordinates and the intrinsic camera parameters, e.g., focal lengths, skew
and image distortion coefficients, etc., one can determine a unit-length line-of-
sight vector to the target in the sensor (camera) frame. We assume this vector
is provided without noise, as such noise generally constitutes a comparatively
small amount of geolocation error [30]. Rather, we focus on the geolocation er-
ror arising from the errors in the estimates of the sensor’s position and attitude,
the latter of which constitutes the dominant source of geolocation error since it
is used in a nonlinear fashion to transform the line-of-sight vector from sensor
coordinates to topographical coordinates. In addition, since the terrain elevation
is used in the flat-Earth approximation to determine the 3-dimensional range to
the target by intersecting the UAV’s line-of-sight vector (to the target) with the
ground plane, errors in the estimate of the terrain elevation also propagate into
the geolocation estimation error. Hence, in this chapter, we assume the afore-
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mentioned sources of error and provide an analytic expression for an individual
UAV’s geolocation error covariance (GEC) following the work in [30] and show
that the size of the GEC matrix grows nonlinearly as the 3-dimensional distance
from the target increases. Thus, for a UAV traveling at a constant altitude, the
smallest geolocation error occurs when the UAV is directly above the target,
in which case the associated confidence ellipse is circular. However, when the
UAV travels away from the target, the GEC grows and the associated confidence
ellipse becomes elongated in the viewing direction. Moreover, a UAV would ide-
ally hover above the target, but in general the kinematics of a fixed-wing aircraft
prevent this position from being maintained over a period of time.
To mitigate the effects of a single UAV’s inability to maintain close proximity
to the target, one can employ two UAVs to gather the best joint measurements.
In this scenario, the objective is to minimize the fused geolocation error covari-
ance. Typically the fused geolocation error has the property that it is small
when at least one UAV is close to the target and only slightly less when both
aircraft are directly above the target. When both UAVs are far from the target
relative to their altitudes, the fused geolocation error is greatly reduced when
the UAVs have orthogonal viewing angles, though this fused geolocation error is
still significantly greater than when at least one UAV is on top of the target. Of
course, these configurations are static, and accordingly we formulate an optimal
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control problem to determine the nature of the optimal trajectories with the
kinematic constraints of fixed-speed aircraft.
3.1.1 Related Work
Much research has proposed coordinated target tracking controllers in a de-
terministic setting without directly optimizing mission performance with respect
to a desired objective function. For two UAVs, a generally accepted practice is to
have the UAVs orbit the target at a nominal standoff distance (to remain outside
a critical threat range) and maintain an angular separation of 90˝. The 90˝ sep-
aration angle minimizes the fused geolocation measurement error for the given
standoff distance, as the individual measurement error ellipses are orthogonal
[15]. These principles give rise to what is henceforth referred to as cooperative
(or coordinated) standoff tracking, which constitutes the majority of the work
in the general area of coordinated target tracking. When more than two UAVs
are considered, the goal generally becomes having the group achieve a uniform
angular separation on a circle centered at the target.
Standoff tracking has been a longstanding goal in the general area of target
tracking. In [45], Wheeler et al. employ “Good Helmsman” steering guidance
laws developed by Rysdyk (cf. [39]) to achieve coordinated standoff tracking.
Frew et al. use Lyapunov guidance vector fields (LGVFs) in [14] to achieve stand-
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off tracking with heading-rate control of a single UAV and further use airspeed
control to achieve the desired phase separation among multiple UAVs. Summers
builds upon the work of Frew in [43] and further assumes that the target and
wind speeds are unknown. Using the LGVF approach and adaptive estimates of
the combined wind and target velocity, Summers provably achieves the coordi-
nated standoff tracking objective in a decentralized fashion while simultaneously
respecting kinematic constraints, e.g., heading rate and airspeed.
Cooperative standoff tracking has received considerable attention in recent
years as well. Ma and Hovakimyan provide feedback control laws using turn-rate
control to achieve balanced circular formations around a moving ground target
under various communication topologies [29]. The uniform angular separation
around the target is achieved asymptotically while the standoff distance is uni-
formly ultimately bounded. In [33], Oh et al. propose a tangent vector field
guidance strategy for coordinated standoff tracking with multiple UAVs wherein
they employ sliding mode control with adaptive terms in order to mitigate the ef-
fects of disturbances and modeling uncertainty in the turn-rate dynamics. With
estimates of the target state from a decentralized information filter, the UAVs
achieve a desired angular separation in a decentralized fashion under various
information / communication architectures by using either airspeed control or
orbit radius change.
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Since multiple fixed-speed aircraft cannot maintain a uniform angular spread
at a fixed distance from a constant velocity target, some works have explored
the notion of spreading agents uniformly in time along a periodic trajectory at
a fixed distance from the moving target. In [21], Kingston developed a coordi-
nated controller to achieve a time-splay configuration using sliding mode control.
Peterson and Paley achieved the same goal in [35] by assuming an all-to-all com-
munication topology and developing theoretically justified decentralized control
laws that achieve time splay configurations for not only a constant velocity tar-
get, but also a constant-speed target turning at a constant rate. Bounds on the
maximum turn rate for such controllers are also provided.
With the exception of [35], all of the preceding works utilize either nonlinear,
adaptive, or LGVF control techniques and either assume a constant velocity for
the target or make no explicit considerations of maximum control input (either
turn-rate or bank angle) for the UAV. However, a number of approaches have
employed stochastic optimal control to mitigate the effects of stochastic target
motion and optimally estimate the target state while respecting a maximum
turn rate. Miller et al. pose the target tracking problem as a partially observ-
able Markov decision process (POMDP) in [32] and present a new approximate
solution, as nontrivial POMDP problems are intractable to solve exactly [44].
In particular, the authors consider the case of multiple UAVs tracking multi-
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ple targets and employ heuristics in evaluating the Q-value (expected cost for a
particular control action) to overcome the limitations of short planning horizons
in the presence of occlusions. Stachura et al. [42] studied the problem of two
variable-airspeed UAVs tracking a stochastic ground target using bearing-only
sensors in the presence of packet losses when communicating with the base sta-
tion, where target state estimation takes place. The solution involved an online
receding horizon controller that maximized the expected information over a short
planning horizon, showing that one UAV will act as a relay to the base station
when the target is far from the base. In [9], Ding et al. studied the problem of
optimally coordinating two camera-equipped Dubins vehicles with bang-off-bang
turn-rate control to maximize the geolocation information of a stochastic ground
target over a short planning horizon. The results showed that a 90˝ separation
in the viewing angle was essential in the case of terrestrial pursuit vehicles and
less pronounced when the pursuit vehicles were airborne.
We emphasize the fact that the preceding optimal control approaches illus-
trate a trend among optimization-based coordination strategies. Namely, shorter
planning horizons are often considered so that one can employ online receding-
horizon control strategies and avoid the challenges associated with dynamic pro-
gramming. While this is easily justified from a pragmatic standpoint, short
horizons are not adequate for the cost function considered here.
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While the literature review presented here is by no means an exhaustive list
of coordinated target tracking techniques, it is certainly representative of the
state of the art. However, in all of the preceding works, at least one or more
assumptions are made that impose severe practical limitations. Namely, the
works mentioned thus far assume at least one of the following:
1. Coordinated circular trajectories are optimal, namely those resulting from
standoff tracking.
2. Short/greedy planning horizons are adequate for optimal tracking.
3. Airspeed can be changed quickly and reliably over a significant range.
4. Input dynamics are first order, which implies that roll dynamics have been
ignored.
5. Target motion is predictable.
The work presented in this chapter address the first three of the preceding points
in an ideal, deterministic setting in order to study the nature of the optimal tra-
jectories without the effects of stochasticity and higher order nonlinear dynam-
ics. In particular, we consider two UAVs modeled as Dubins vehicles tracking a
constant-velocity target with no restrictions on the motion of the agents other
than kinematics. The stochastic optimal control problem involving fourth-order
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stochastic kinematic models similar to those of Chapter 2 will be covered in the
next chapter, as the dimensionality of the problem renders grid-based dynamic
programming solutions, such as the ones considered here and in the previous
chapter, infeasible. Consequently, the next chapter will address all five of the
listed assumptions by providing a regression-based dynamic programming so-
lution to a more practical problem formation involving higher order stochastic
dynamics with explicit input constraints, thus yielding optimal coordination un-
der more realistic conditions. The present work is rather focused on deriving
an analytical expression for the geolocation error covariance and studying the
behavior of two UAVs tracking a moving ground target in an ideal setting.
3.1.2 Organization of Chapter
The remainder of this chapter is organized as follows. Section 3.2 provides a
discussion of the system dynamics, the derivation of the geolocation error covari-
ance, and finally a description of the dynamic programming solution. Section 3.3
presents simulations results for multiple scenarios and characterizes the nature
of the optimal solution. It concludes by comparing the performance of the op-
timal controller to that of a coordinated standoff tracking controller. Finally,
Section 3.4 summarizes the results.
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3.2 Problem Formulation
Consider a group of two UAVs tasked with gathering the best joint vision-
based measurements of a moving ground target. The UAVs fly at a fixed forward
speed while maintaining a constant altitude. The target vehicle moves on the
ground, and has a forward speed that can be significantly slower than that of
the UAVs. Each UAV makes measurements of the target using a gimbaled video
camera. The main objective is to optimize the coordination of the UAVs with
respect to the fused geolocation (target localization) error covariance. In this
section, we first describe the Dubins vehicle model for the UAVs, as well as the
overall state space. We then discuss the measurement model and the resulting
geolocation error covariance.
3.2.1 Vehicle Modeling
The Dubins vehicle is a planar vehicle that moves forward at a fixed speed and
has a bounded turning radius and is commonly used to provide a simple model
for UAVs flying at a fixed altitude. We assume that UAV j, where j P t1, 2u, flies
at a constant speed sj and at a fixed altitude hj, and it has a bounded turning
rate uj with maximum absolute upper bound u¯ P Rą0, which is the same for
both agents. Accordingly, u P U Ď r´u¯, u¯s ˆ r´u¯, u¯s. Let pxj, yjq P R2 denote
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agent j’s planar position while ψj P S1 denotes its heading. We define UAV j’s
pose as pj :“ pxj, yj, ψjq. Then the kinematics of UAV j are given by
dpj
dτ
“
¨˚
˚˚˚˚
˚˝
sj cosψj
sj sinψj
uj
‹˛‹‹‹‹‹‚. (3.1)
The optimization will again be done in discrete time, and hence we apply
a Ts-second zero-order hold (ZOH) to each control input uj. For uj ‰ 0, the
equations of motion become
p`j “
¨˚
˚˚˚˚
˚˝˚
sj
uj
psinpujTs ` ψjq ´ sinpψjqq
sj
uj
pcospψjq ´ cospujTs ` ψjqq
ujTs
‹˛‹‹‹‹‹‹‚
` pj (3.2)
whereas for uj “ 0, we have
p`j “
¨˚
˚˚˚˚
˚˝
sjTs cospψjq
sjTs sinpψjq
0
‹˛‹‹‹‹‹‚` pj. (3.3)
In general we assume the target is a nonholonomic vehicle with planar po-
sition pxg, ygq P R2 and heading ψg P S1. Hence, we define the target’s pose as
pg :“ pxg, yg, ψgq. In the present chapter, the target is assumed to be traveling
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at a constant velocity with speed v , and hence, without loss of generality, its
dynamics are simply
dpg
dτ
“
¨˚
˚˚˚˚
˚˝
v
0
0
‹˛‹‹‹‹‹‚, (3.4)
with ygp0q “ 0 and ψgp0q “ 0.
The equivalent discrete-time dynamics with a Ts-second ZOH are simply
p`g “
¨˚
˚˚˚˚
˚˝
vTs
0
0
‹˛‹‹‹‹‹‚` pg. (3.5)
We denote the overall state space by Z Ď R2ˆS1ˆR2ˆS1, and its elements
are defined as
z :“ pp1 ´ pg, p2 ´ pgq. (3.6)
The overall dynamics are thus given by
z` “ fpz, uq :“
¨˚
˚˝ p`1 ´ pg`
p`2 ´ pg`
‹˛‹‚. (3.7)
3.2.2 Geolocation Error Covariance
Each UAV has a video sensor that makes image-plane measurements of the
target. The geolocation error arises from the errors in the estimates of sensor
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Figure 3.1: Illustration of attitude error propagation. In this plot, the known
UAV position is p0, hq while the target’s true position to be estimated is pρ, 0q.
Suppose the measured sensor attitude θ is corrupted by zero-mean Gaussian
noise θ˜ with variance σ2θ , leaving us with an estimate of the sensor attitude given
by θˆ “ θ ` θ˜. Then one can take ρˆ “ h tanpθˆq, and show that linearizing about
θ˜ “ 0 yields Varpρˆq “ ph sec2 θq2σ2θ , which is very nonlinear for ρ " h.
attitude, sensor position, and terrain height. As noted in [30], the dominant
source of geolocation error stems from the error in the sensor attitude matrix that
relates the line-of-sight vector in the sensor frame (centered at the UAV position)
to that in the topographic coordinate frame [30]. We provide an intuitive one
dimensional example in Figure 3.1 and note that the techniques used to derive
the geolocation error in 3 dimensions are similar.
We relate each UAV’s image-plane measurements to topographical coordi-
nates following the work of Mallick [30] and include all three sources of error in
the derivation of the geolocation error covariance. This work is presented not
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only for completeness, but also for improved clarification of the exposition. In
following Mallick’s work, we also use boldface notation in this section and note
that such quantities should be distinguished from their non-boldface counter-
parts elsewhere.
Video tracking uses two main coordinate frames: the topographic coordinate
frame (T frame) and the sensor coordinate frame (S frame). The T frame is the
primary coordinate frame, and its x, y, and z axes are along the East, North,
and upward directions, respectively. The S frame is the secondary frame and has
its origin at the optical center of the camera. In the S frame, the z-axis is along
the optical axis and is pointed in the general downward direction toward the
Earth. Also, superscript “S” denotes a quantity in the sensor coordinate frame;
however, we omit the superscript “T ” on vector quantities in the topographic
coordinate frame, as this is the assumed primary coordinate frame.
To perform the coordinate transformation from the T frame to the S frame,
one uses the orthogonal attitude matrix T ST pθq, which is a nonlinear function of
the 3-2-1 Euler-angle sequence of yaw, pitch, and roll denoted by θ P R3. We
note that the Euler angles are those of the camera sensor and not the aircraft.
Furthermore, the inverse transformation is denoted by T TS pθq and is equal to the
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following matrix:»——————–
cθ2sθ1 cθ3cθ1 ` sθ3sθ2sθ1 ´sθ3cθ1 ` cθ3sθ2sθ1
cθ2cθ1 ´cθ3sθ1 ` sθ3sθ2cθ1 sθ3sθ1 ` cθ3sθ2cθ1
sθ2 ´sθ3cθ2 ´cθ3cθ2
fiffiffiffiffiffiffifl , (3.8)
where cθi “ cos θi and sθi “ sin θi. Finally, we assume that image tracking
software is available to control the camera’s gimbal platform and keep the target
in the camera’s field of view, as in [18]. Moreover, image tracking software
determines and reports the Euler-angle sequence θ.
Let s P R3 and o P R3 represent the true sensor and ground target positions,
respectively, measured from the T -frame origin. Throughout this monograph, we
take the sensor position to be equal to the UAV position. Moreover, for a UAV
with planar position px, yq and altitude h in the T frame, we take s “ px, y, hq.
The relationship between the object and image point is defined through the
attitude matrix,
rS :“ oS ´ sS “ T ST pθqpo´ sq, (3.9)
and we let d :“ }rS}2 and uS :“ rS{d. Here, d is the 3-dimensional distance from
the S-frame origin to the target position, and uS P R3 is the unit vector along
the camera’s line-of-sight.
The relation between the sensor and target positions can be estimated as
oˆ “ sˆ` dˆT TS pθˆquS. (3.10)
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The quantity dˆ is estimated using the flat-Earth approximation. In practice, uS
can be determined from the observed pixel coordinates and camera parameters
and is not treated as a source of error in this work, though it can certainly be
incorporated into the model presented here.
The quality of a particular measurement depends on the location of the UAV
with respect to the target. When the UAV is far from the target, relative to
its height, the estimation error covariance is intuitively elongated and we now
quantify this covariance for the video measurements according to [30]. The
main, uncorrelated sources of error arise from the estimates for sensor position
(sˆ), sensor attitude angles (θˆ), and terrain height (hˆ0). Hence, the error models
are:
sˆ “ s` s˜, s˜ „ N p0, Rs˜q,
θˆ “ θ ` θ˜, θ˜ „ N p0, Rθ˜q,
hˆ “ h0 ` h˜0, h˜0 „ N p0, σ2h˜q.
(3.11)
Given the estimated geolocation in (3.10), the corresponding geolocation er-
ror can be written as
o˜ :“ oˆ´ o « s˜` uˆd˜` dˆu˜, (3.12)
where we have ignored the higher order term d˜u˜. Also, uˆ “ T TS pθˆquS. We now
seek to transform this expression into one that is linear in the random variables /
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vectors given in (3.11) in order for the geolocation error to be fully characterized
by a (state-dependent) normal distribution. To this end, we begin by linearizing
the estimated attitude matrix T TS pθˆq about the operating point θˆ “ θ to obtain
uˆ “ T TS pθ ` θ˜quS « T TS pθquS ` ApuS,θqθ˜, (3.13)
where
ApuS,θq “ BBθ
`
T TS pθquS
˘
. (3.14)
Thus, in (3.12), we have
u˜ “ uˆ´ u “ ApuS,θqθ˜ (3.15)
Next we need to define a relationship for the term d˜ in (3.12). Starting from
the definition for the estimated object position (3.10), and using the flat-Earth
approximation,
dˆ “ hˆ0 ´ sˆ3
uˆ3
. (3.16)
By substituting h0 ` h˜0 for hˆ0, s3 ` s˜3 for sˆ3, and u3 ` u˜3 for uˆ3, we obtain
d˜ “ h˜0 ´ s˜3
u3 ` u˜3 ´
ˆ
h0 ´ s3
u3
˙ˆ
u˜3
u3 ` u˜3
˙
. (3.17)
Treating d˜ as a function of ζ :“ ph˜0, s˜3, u˜3q, and linearizing about ζ ” 0 yields
d˜ “ h˜0 ´ s˜3
u3
´ h0 ´ s3
u23
u˜3. (3.18)
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By substituting (3.15) and (3.18) into (3.12), we obtain
o˜ “ Bs˜` u
u3
h˜0 ` dBA
`
uS,θ
˘
θ˜, (3.19)
where
B :“ I3ˆ3 ´ u
„
0 0 1{u3

. (3.20)
By computing the covariance of (3.19), we arrive at the geolocation error
covariance (GEC),
Po˜ “ BRs˜BJ ` 1
u23
uuJσ2
h˜
` . . . (3.21)
` d2BA `uS,θ˘Rθ˜AJ `uS,θ˘BJ, (3.22)
where Rs˜, σ2h˜, and Rθ˜ are given in (3.11).
The dominant source of error arises from the uncertainty in the sensor atti-
tude angles. Moreover, we let Rs˜ ” 0 and σ2h˜ “ 0, in which case the GEC from
(3.22) simplifies to
Po˜ “ d2BA
`
uS,θ
˘
Rθ˜A
J `uS,θ˘BJ. (3.23)
Finally, because tracking will be done in the ground plane, only the 2ˆ2 upper-
left submatrix of Po˜ is relevant, and for UAV j, we take
Pj :“
»——– Po˜:1,1 Po˜:1,2
Po˜:2,1 Po˜:2,2
fiffiffifl . (3.24)
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Figure 3.2: Trace of the GEC as a function of planar distance ρ for an individual
UAV with the target fixed at the origin (o “ 0) in the T -frame. Moreover, the
UAV’s position in the T frame is s “ pρ, 0, 40q, which yields Po˜:1,2 “ Po˜:2,1 “ 0.
Hence the plot depicts the nonlinear growth of the total variance.
Without loss of generality we assume Rθ˜ “ 9I3ˆ3, which has units of degrees
squared. The standard deviation of 3 degrees for each Euler angle is in the middle
of the range considered in [30]. The nonlinear growth of the total uncertainty
for a single UAV is depicted in Figure 3.2.
With the UAVs collecting independent measurements of the target, the fused
GEC P can be computed according to the following relationship
P´1 “
ÿ
j
P´1j . (3.25)
The nature of the error covariances, both individual and fused, is illustrated
in Figure 3.3. Note that the fused covariance is determined by three degrees of
freedom, namely the planar distances from the target denoted by ρj for j P t1, 2u
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and the separation angle γ. By denoting UAV j’s planar position relative to the
target as rj P R2 , i.e.,
rj :“ pxj ´ xg, yj ´ ygq, (3.26)
the separation angle is given implicitly as
rJ1 r2 “ ρ1ρ2 cos γ, (3.27)
where ρj “ }rj}2. We take γ to be zero when either ρ1 “ 0 or ρ2 “ 0. Note
that z “ pr1, ψ1, r2, ψ2q, and the line-of-sight vector from UAV j to the target is
rj “ p´rj,´hjq, where we have assumed the terrain height is h0 “ 0 [m].
When performing a minimization involving a matrix, a common practice is
to instead minimize a corresponding real-valued scalar objective function. While
the specific choice of matrix scalarization is debatable, we opt for minimizing the
trace of the GEC in this work, as it is equivalent to minimizing the average vari-
ance in all directions [36]. One can certainly employ alternative matrix scalar-
izations as desired. Thus, utilizing the state space definition of Section 3.2.1, we
take the objective function of the optimal control problem to be
gpzq :“ tracepPq, (3.28)
which has units of meters squared.
The nature of this cost function is illustrated in Figure 3.4 for two UAVs.
Note that if the second UAV’s position is on the x-axis, then the UAVs are
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Figure 3.3: Individual error ellipses P1 and P2 corresponding to the vision mea-
surements from the blue and red UAVs having px, y, zq coordinates (in meters)
of p´100, 0, 40q and p0, 100, 45q respectively, where the latter UAV is not shown.
Also depicted is the error ellipse P corresponding to the combination (fusion) of
the measurements obtained from both UAVs, and the separation angle γ.
collinear, which entails that the major axes of their error ellipses are perfectly
aligned. If however, its position is on the y-axis, then the UAVs have orthogonal
viewing angles. Thus, one can see that the UAVs certainly benefit from having
orthogonal viewing angles. One should also note how the trace of the first UAV’s
individual GEC is above 180 [m2] per Figure 3.2 while that of the fused covariance
is drastically lower for certain positions of the second UAV. In particular, if the
second UAV’s px, yq-position is p0, 90q, such that the UAVs have orthogonal
viewing angles, then tracepPq « 46 [m2]. If, however, the second UAV is on
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Figure 3.4: Cost function gpzq “ tracepPq with the target located at the origin
and the first UAV located at three dimensional position px, y, zq “ p90, 0, 40q.
Note that the first UAV’s individual GEC is the same as that in Figure 3.2 for
ρ “ 90 [m]. The second UAV has an altitude of 45 [m], and the px, yq coordinates
in the plot represent its planar position.
top of the target, then tracepPq « 10 [m2]. Thus, an effective coordination
strategy would be to have at least one UAV close to the target (if possible),
as a UAV’s individual GEC is smallest in this setting and will dominate the
cost through (3.25). Hence, we now formulate the optimal control problem
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whose solution will determine what is indeed possible when vehicle dynamics are
involved.
3.2.3 Problem Statement and Solution
The optimal control problem is to determine the optimal feedback control
policy µk˚ : Z Ñ U , k P t0, 1, . . . , K ´ 1u, that minimizes
Jpz0q “
Kÿ
k“0
gpzkq, @z0 P Z, (3.29)
where zk “ zpkTsq, K P N, gp¨q is given by (3.28), and z evolves deterministically
according to fpz, uq defined by (3.7) under the feedback law uk “ µk˚pzq. To solve
this problem, we employ value iteration in a deterministic setting.
In the deterministic case, the value function, or cost-to-go from state z P Z
at time k P t0, 1, . . . , K ´ 1u, is defined as
Vkpzq :“ gpzq ` min
uk,uk`1,...,uK´1
Kÿ
`“k`1
gpz`q. (3.30)
For k “ K, one takes VKpzq “ gpzq, and the cost-to-go for k P t0, 1, . . . , K ´ 1u
is computed (oﬄine) in reverse chronological order according to the recursion
Vkpzq “ min
uPU
´
gpzq ` Vk`1pfpz, uqq
¯
, (3.31)
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which holds due to Bellman’s principle of optimality (see [25], Chapter 6). As
the minimization is performed, the optimal control policy is also formed as
µ˚kpzq “ arg min
uPU
´
gpzq ` Vk`1pfpz, uqq
¯
. (3.32)
Moreover, if one knows the optimal policy from time k ` 1 onward, and hence
the value function at time k ` 1, one can extend it to the previous time k by
performing the minimization in (3.31). Performing the sequence of computations
in (3.31) for k P t0, 1, . . . , K´1u ultimately yields J˚pzq “ V0pzq, @z P Z, where
J˚pzq is the minimum value of (3.29) under the feedback law (3.32).
Time-optimal Dubins vehicle trajectories comprise three motion primitives,
namely turning left at the maximum allowable turn rate puj “ ´u¯q, going
straight pu “ 0q, or turning right at the maximum allowable turn rate puj “ u¯q.
Accordingly, we assume u P U :“ t0,˘u¯uˆt0,˘u¯u. To limit the computation of
the value function to a finite number of points, one works with a finite subset Z
of the state space Z having Ns distinct elements and the quantization function
qpz, Zq given by (2.2). Based on these, one approximates the computation of
the value function and optimal policy by
Vkpzq « gpzq `min
uPU Vk`1
`
q
`
fpz, uq, Z˘˘ (3.33)
µ˚kpzq “ arg min
uPU
”
gpzq ` Vk`1
`
q
`
fpz, uq, Z˘˘ı, (3.34)
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which only require the evaluation of the value function over the finite set Z.
In practice, to lookup the optimal command uk for a state z P ZzZ, one takes
uk “ µk˚
`
qpz, Zq˘.
3.3 Simulation Results
We now present and study the simulation results for multiple dynamic opti-
mizations with the parameters of Table 3.1 in order to understand the nature of
the optimal UAV trajectories for various target speeds and at different altitudes.
In particular, we first demonstrate the effect altitude has on the importance of
maintaining a 90˝ separation angle by presenting the results for the baseline al-
titudes presented in Table 3.1 as well as the results obtained with each of the
altitudes doubled. Secondly, we demonstrate results for target speeds that are
30%, 331
3
%, and 70% of the UAV’s airspeed, which we take to be equivalent to
its ground speed in an ideal setting of zero wind. The lower two target speeds
are similar and demonstrate how the nature of the optimal trajectories switches
from circular orbits at lower speeds to sinusoids or “S” turns at higher speeds.
The fastest target speed illustrates the nature of the optimal trajectories as the
target speed approaches that of the UAV. We conclude the study with a com-
100
Chapter 3. Optimal UAV Coordination for Vision-based Target Tracking
Symbol Description Value Units
ph1, h2q UAV altitudes p40, 45q m
ps1, s2q UAV airspeeds p15, 15q m/s
v target speeds t4.5, 5, 10.5u m/s
K planning horizon 60 -
Ts sampling time 1 s
Rθ˜ sensor attitude cov. 9I3ˆ3 deg
2
u¯ max turn rate 22.5 deg./s
X relative positions t´100,´95, . . . , 100u m
Ψ relative headings t0, 22.5, . . . , 337.5u deg.
Z discrete state space X2 ˆΨˆX2 ˆΨ -
Table 3.1: Simulation Parameters
parison of the performance of the optimal controller with that generated by the
splay-state controller of Kingston [21].
3.3.1 Study of Simulation Results
We begin by examining the optimal trajectories for the slowest target speed
of v “ 4.5 [m/s]. The target begins at the origin of the xy plane and the initial
condition for the relative coordinates is z0 ” 0. This particular initial configu-
ration will be the same for all simulations presented in this section. The UAV
trajectories for the present scenario are plotted in Figure 3.5 while corresponding
performance metrics are provided in Figure 3.6. From Figure 3.5, we observe the
UAVs performing circular orbits in the same direction that also pass through the
target’s paths. By inspecting the distance plot of Figure 3.6, one can observe
101
Chapter 3. Optimal UAV Coordination for Vision-based Target Tracking
0 100 200 300 400 500−100
−50
0
50
100
x [m]
y
[m
]
 
 
T
A1
A2
Figure 3.5: UAV trajectories over a two-minute window for a target speed of
v “ 4.5 [m/s] and an initial condition of z0 “ 0. The UAV trajectories comprise
quasi-periodic circular orbits of alternating direction that pass over or near to
the target. The passes over the target are coordinated to be out of phase, as
indicated by the distance curves of Figure 3.6.
that the UAV’s pass over (or close) to the target along quasi-periodic trajecto-
ries. Furthermore, one should note that when the second UAV (A2) achieves its
minimum relative distance, e.g., at times t P t23, 48, 73, 97u, the first UAV (A1)
is near its peak distance. Moreover, distance coordination is evident. During the
initial transient phase both UAVs become relatively far from the target and ex-
perience a noticeable benefit from orthogonality at t “ 9 [s], at which time a 90˝
separation angle prevented the peak cost from exceeding 30 [m2]. One will also
notice that though the UAVs do not hold a 90˝ separation angle γ continually,
the separation angle does intermittently remain close to 90˝ for moderate lengths
of time, e.g., when t P r30, 40s and t P r83, 95s. Accordingly, the optimal trajec-
tories exhibit angle coordination as well for this particular speed and altitude
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Figure 3.6: Cost function gpzq “ tracepPq, planar distances ρ1 and ρ2, and
separation angle γptq for a target speed of v “ 4.5 [m/s] and zero initial condition.
The minimum distance % :“ mintρ1, ρ2u is indicated by the dashed (cyan) line
in the second subplot.
combination. Nonetheless, the cost function primarily resembles the minimum
distance curve % “ mintρ1, ρ2u, though orthogonal viewing angles do offer some
benefit for minimizing the fused GEC in this scenario.
To observe the effect of altitude on the optimally coordinated UAV trajec-
tories, we again consider the slowest target speed of v “ 4.5 [m/s] but double
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Figure 3.7: UAV trajectories over a two-minute window with a target speed
of v “ 4.5 [m/s], an initial condition of z0 “ 0, and the baseline altitudes dou-
bled. The UAV trajectories comprise quasi-periodic circular orbits of alternating
direction that pass over or near to the target. The passes over the target are
coordinated to be out of phase, as indicated by the distance curves of Figure 3.8.
each of the baseline UAV altitudes, i.e., we observe the optimal trajectories with
h1 “ 80 [m] and h2 “ 90 [m]. The UAV trajectories are plotted in Figure 3.7
while the corresponding performance metrics are provided in Figure 3.8. By ob-
serving the trajectories, one should immediately notice how the UAVs no longer
turn in the same direction, which is necessary to maintain a 90˝ separation an-
gle. Rather, the UAVs make their loops in opposite directions, and hence we
no longer observe the separation angle oscillating about γ “ 90˝. However, the
orbital trajectories remain the same in that they periodically pass over or near
the target. Additionally, distance coordination yet again appears, as A2 achieves
its minimum relative distance at time instances close to those when A1 achieves
its peak relative distance, i.e., at times t P t49, 75, 100u. The distance curves are
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Figure 3.8: Cost function gpzq “ tracepPq, planar distances ρ1 and ρ2, and
separation angle γptq with a target speed of v “ 4.5 [m/s], zero initial condition,
and the baseline altitudes doubled. The minimum distance % :“ mintρ1, ρ2u is
indicated by the dashed (cyan) line in the second subplot.
quite out of phase for t “ 23 [s] as well. The final point we wish to make is that
the fused GEC now has a higher bias since the individual GEC is a function of
3D distance. In fact, taking the average over the steady state costs, i.e., setting
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g¯ “ p1{100qř120k“21 gpzkq, the lower altitude scenario yields a steady-state cost of
g¯ « 13.12 [m2] while the higher altitude scenario yields g¯ « 28.40 [m2].
To understand why the importance of the separation angle vanishes with
altitude, we have provided the plots of Figure 3.9 and 3.10 to be compared with
one another, where the cost is plotted as a function of the separation angle γ
and the minimum distance % :“ mintρ1, ρ2u with ρ1 “ ρ2. In Figure 3.9, the
cost is computed with the baseline altitudes of Table 3.1 while in Figure 3.10
the cost is computed with the baseline altitudes doubled. From the surface plot
of Figure 3.9, one can see how for % ď 45 [m], the function decreases relatively
little (less than 13%) as the separation angle increases from γ “ 0˝ to γ “ 90˝.
In the case of Figure 3.10, the function decreases less than 8% for % ď 75 [m]
as the separation angle increases from γ “ 0˝ to γ “ 90˝. We note that at
% “ 90 [m], having orthogonal viewing angles (γ “ 90˝) offers a 48% reduction in
the cost over collinear viewing angles (γ “ 0˝) at the baseline altitude; however,
with the baseline altitudes doubled, orthogonality only offers a 13% reduction
in the cost over collinear viewing angles for % “ 90 [m]. Lastly, we point out
that the minimum value of tracepPq is approximately 5 [m2] in Figure 3.9 and
approximately 19.5 [m2] in Figure 3.10.
We now turn our attention to a scenario involving a slightly faster target
speed of v “ 5 [m/s] and the original UAV altitudes of Table 3.1. UAV trajec-
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Figure 3.9: tracepPq as a function of separation angle γ and minimum distance
% :“ mintρ1, ρ2u with ρ1 “ ρ2 and with the altitudes of Table 3.1. Temporarily
denoting the cost as ϕpγ, %q, we note that ϕpγ, %q “ ϕppi ´ γ, %q, where γ is in
radians and γ P r0, pi{2s. Moreover, the cost function is reflective about γ “ pi{2,
and hence we do not plot the cost for γ P ppi{2, pis.
tories are plotted in Figure 3.11 while corresponding performance metrics are
provided in Figure 3.12. One will notice that, although the target speed has
only increased by 1{2 [m/s] from the previous two scenarios, the UAVs no longer
perform full circular orbits that periodically pass through the target. Rather, the
agents perform out-of-phase sinusoidal trajectories, where the sinusoidal nature
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Figure 3.10: tracepPq as a function of separation angle γ and minimum distance
% :“ mintρ1, ρ2u with ρ1 “ ρ2 and with the baseline altitudes of Table 3.1
doubled. Temporarily denoting the cost as ϕpγ, %q, we note that ϕpγ, %q “
ϕppi ´ γ, %q, where γ is in radians and γ P r0, pi{2s. Moreover, the cost function
is reflective about γ “ pi{2, and hence we do not plot the cost for γ P ppi{2, pis.
is illustrated by Figure 3.11 while the phase is indicated by the distance curves
of Figure 3.12. One will notice that, beginning at t “ 30 [s], the distance curves
resemble full-wave rectified sinusoids that are out of phase. These particular
trajectories enable the UAVs to approximately match their average speed along
the direction of travel with that of the target, where the phase separation further
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keeps the minimum distance from the target relatively small. In addition, the
separation angle curve certainly passes through 90˝ a number of times, but does
not hover near this value as in the case when v “ 4.5 [m/s] with the baseline
altitudes. As the separation angle has less influence over the cost function at
higher altitudes, we do not investigate a higher altitude scenario at this target
speed.
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Figure 3.11: UAV trajectories over a two-minute window for a target speed of
v “ 5 [m/s] and an initial condition of z0 “ 0. The UAV trajectories comprise
quasi-periodic sinusoidal orbits that pass over or near to the target. The passes
over the target are coordinated to be out of phase, as indicated by the distance
curves of Figure 3.12, as well as the terminal positions indicated by an “ˆ.”
From the previous two scenarios wherein the altitudes were h1 “ 40 [m] and
h2 “ 45 [m], the speed ratio λ “ v{s at which the trajectories switch from circular
orbits to sinusoids lies somewhere in between λ “ 4.5{15 “ 3{10 and λ “ 5{15 “
1{3. Coincidently, in [3] Beard determines the optimal speed ratio pv{sq at which
a UAV (modeled as a Dubins vehicle) should switch between periodic orbital (or
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Figure 3.12: Cost function gpzq “ tracepPq, planar distances ρ1 and ρ2, and
separation angle γptq for a target speed of v “ 5 [m/s] and zero initial condition.
The minimum distance % :“ mintρ1, ρ2u is indicated by the dashed (cyan) line
in the second subplot.
circular) trajectories and periodic longitudinal (or sinusoidal) trajectories so as to
minimize the maximum deviation from the target along such periodic orbits. The
optimal speed ratio for switching from orbital trajectories (preferred for lower
target speeds) to sinusoidal trajectories (preferred for higher target speeds) was
found to be λ˚ “ 0.3205. Of course, the orbital trajectories considered in [3]
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do not intersect the target trajectory as they do here for v “ 4.5 [m/s] while
Figure 3.6 shows that the maximum distance is not the most important feature
of the optimal trajectories. Rather, the coordination of distances is the common
key feature of the optimal behavior in the preceding two scenarios, as the cost
function is primarily dependent on the minimum of the two distances relative to
the target.
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Figure 3.13: UAV trajectories over a two-minute window for a target speed of
v “ 10.5 [m/s] and an initial condition of z0 “ 0. The UAV routes comprise
sinusoidal trajectories that pass over or near to the target. The passes over the
target are coordinated to be out of phase, as indicated by the distance curves of
Figure 3.6, as well as the terminal positions indicated by an “ˆ.”
For the final scenario, we consider a speed ratio of λ “ 10.5{15 “ 7{10
with the remaining parameters provided in Table 3.1. Moreover, we investi-
gate the nature of the optimal trajectories and performance as the target speed
approaches the UAV speed. UAV trajectories are plotted in Figure 3.13 while
corresponding performance metrics are provided in Figure 3.14. The optimal
UAV routes comprise sinusoidal trajectories with occasional straight-line paths
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Figure 3.14: Cost function gpzq “ tracepPq, planar distances ρ1 and ρ2, and
separation angle γptq for a target speed of v “ 10.5 [m/s] and zero initial condi-
tion. The minimum distance % :“ mintρ1, ρ2u is indicated by the dashed (cyan)
line in the second subplot.
that are most likely the result of the UAVs aiming to keep the peak distances
out of phase, which can be seen in the plot of performance metrics. Thus, the
routes again illustrate the UAVs aiming to match their average speed along the
direction of travel with that of the target. In observing the performance metrics,
one should notice how the cost is kept below 10 [m2] after t “ 20 seconds, which
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cannot be said of the previous scenarios. The distance curves yet again have
alternating peaks, which further corroborates the previous assertions of distance
coordination. The separation angle γ certainly passes through γ “ 90˝ a num-
ber of times; however, the curve does not remain close to 90˝. Again, since the
separation angle has less influence over the cost function at higher altitudes, we
do not investigate a higher altitude scenario at this target speed.
3.3.2 Comparison with Standoff Tracking
As noted in the related work, coordinated standoff tracking has been a long-
standing goal in the general area of target tracking with a fair amount of work in
recent years as well. As noted in [34], multiple fixed-speed UAVs cannot main-
tain a 90˝ separation angle at a fixed radius from a moving target. Hence, for the
purpose of comparison, we focus on a splay-state controller that spreads UAVs
uniformly in time along a periodic trajectory. The lower bound for the nominal
standoff distance, %s, as imposed by a maximum roll angle φmax, is given by
Equation 5.37 in [21] as follows:
%s ě pv ` sq
2
αg tanφmax
, (3.35)
where v, s, and αg denote target speed, UAV airspeed, and gravitational acceler-
ation, respectively. To determine this upper bound in terms of a maximum turn
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rate u¯, one can use the relationship u¯ “ pαg{vq tanφmax from (2.10) to obtain
%s ě pv ` sq
2
su¯
. (3.36)
With the target traveling at the slowest speed of 4.5 [m/s] and the remaining
parameters given in Table 3.1, we have
%s ě p4.5` 15q
2
15 ¨ 2pi{16 « 64.55 [m]. (3.37)
Hence we set %s “ 65 [m], and run simulations beginning beginning in steady-
state using the splay-state controller described in Chapter 5 of [21]. The tra-
jectories and performance metrics are shown in Figures 3.15 and 3.16, respec-
tively, with the sensor attitude covariance and UAV altitudes of Table 3.1. One
can see that the separation angle oscillates around 90˝, however, the cost ex-
hibits only slight fluctuations about 25.5 [m2]. In fact, if one evaluates the cost
function at the ideal configuration of ρ1 “ ρ2 “ 65 [m] and γ “ 90˝, then
tracepPq « 25.5 [m2]. To obtain a fair comparison, we run the optimal control
policy for v “ 4.5 [m] over a window of 5 minutes (to mitigate the effects of
initial conditions) and set g¯ “ p1{270qř300k“31 gpzkq. Moreover, we are truncat-
ing the effects of the initial conditions over the first 30 [s] in Figure 3.6 and
averaging the cost over the remaining times to obtain the average steady-state
cost g¯, which is approximately 13.3 [m2] in this case. Moreover, the optimal
coordination strategy offers a near 48% reduction in the steady-state cost.
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Figure 3.15: UAV trajectories with splay-state controller over a two-minute
window for a target speed of v “ 4.5 [m/s] and a nominal distance of %s “ 65 [m].
The UAV trajectories comprise periodic circular orbits that are spread uniformly
in time. The starting positions of all vehicles are indicated by an “˝” while the
ending positions are indicated by an “ˆ.”
To gain additional insight into the significant gap between the two strategies,
we revisit Figure 3.9 where the cost is plotted as a function of separation angle
γ and minimum distance % :“ mintρ1, ρ2u with ρ1 “ ρ2. While the function
changes relatively little with respect to the separation angle for % ď 45 [m], at
% “ 65 [m], orthogonality does provides a significant advantage, as the cost is
approximately 25.5 [m2] for γ “ 90˝ versus 36 [m2] for γ “ 0˝. However, by
observing Figures 3.6, 3.12, and 3.14, one can see how the steady-state (t ě
20 [s]) minimum distance varies roughly between 5 and 50 [m] with the optimal
control policy. Thus, a 90˝ separation angle offers little advantage, even in the
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Figure 3.16: Performance metrics for splay-state controller tracking a target
target traveling at 4.5 [m/s], including cost gpzq “ tracepPq at discrete times in-
stances t P t0, 1, . . . , 60u and separation angle γptq for t P r0, 60s. The individual
distances are not shown since they remained within three meters of the nominal
standoff distance %s “ 65 [m].
higher range of the said distance interval. Moreover, while angle coordination is
observed intermittently for v “ 4.5 [m/s] with the optimal coordination policy,
this seems to have relatively little impact on the cost, as the cost rather seems
to resemble the minimum distance curve. In any case, for faster target speeds,
any semblance of angle coordination vanishes, as such a benefit is overshadowed
by that of having the UAVs coordinate their distances to the target so as to keep
the minimum distance to the target low.
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One should notice that according to (3.36), the minimum standoff distance
grows quadratically with the target speed v, and hence the cost function will
increase significantly as well, since it is a nonlinear function of this minimum
distance. Conversely, the average steady-state cost obtained with the optimal
control policy decreases as the target speed increases (up to the UAV speed) as
shown in Figure 3.14, as the UAV’s are able to better match their average speed
along the direction of travel with the target’s speed by performing “S” turns
or sinusoids over the target’s path. Moreover, the performance gap will grow
significantly for faster target speeds.
3.4 Conclusion
We have shown that for two small fixed-wing UAVs performing vision-based
target tracking, the key optimal control strategy for gathering the best joint
vision-based measurements is coordination of the distances to the target rather
than pure viewing-angle coordination, which is the most prevalent control strat-
egy for target tracking, even in recent years. This stems from the fact that
fused geolocation error covariance is a function of the separation angle and the
individual UAV distances from the target, where the minimum of the two dis-
tances is the dominant factor. Nonetheless, at the lowest target-UAV speed
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ratio considered, the optimal control strategy comprised a mixture of both dis-
tance viewing angle coordination and distance coordination. However, by either
increasing the altitude or increasing the speed ratio slightly, any semblance of
angle coordination vanished.
In comparing the optimal controller with a standoff tracking controller at
the lowest considered target speed, we found that the optimal controller outper-
formed the standoff tracking controller by nearly 48% in steady state. The reason
for the large performance gap stems from the fact that the optimality criterion
of fused geolocation error covariance is a function of three quantities, namely
separation angle and individual planar distances from the target. A coordinated
standoff tracking controller focuses on angle coordination at a fixed-nominal dis-
tance whose lower bound (set by the minimum turning radius) is proportional to
the sum of the UAV and target speed squared. Moreover, for increasing target
speed, the minimum allowable standoff distance increases quadratically. Since
the minimum of the two UAV distances to the target is the dominant factor
in the fused GEC, the cost of standoff tracking naturally increases nonlinearly
with target speed. Thus, if one wishes to design scalable heuristic controllers for
vision-based target tracking with small UAVs, one should focus on coordinating
the distances to the target such that at least one UAV is never very far from the
target.
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Stochastic Optimal UAV
Coordination for Target Tracking
In the previous chapter, we saw that the optimal trajectories of two UAVs
gathering the best joint vision-based measurements of a moving ground target
were characterized by distance coordination, as the dominant factor in the fused
geolocation error covariance is the minimum distance to target. Moreover, the
UAVs coordinate their routes such that one UAV is never very far from the
target. A number of heuristics have been proposed to approximate this optimal
behavior at higher speeds using sinusoidal turn-rate control inputs. In particular,
Lalish and Morgansen [22] propose oscillatory control of a constant-speed unicy-
cle that generates sinusoidal trajectories whose average speed in the direction of
travel matches that of a (piecewise) constant-velocity target. Furthermore, by
setting a phase variable in the sinusoidal controller, one can have multiple uni-
cycles generate sinusoidal trajectories that are out of phase, thereby emulating
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distance coordination. In [38], Regina and Zanzi further refine the exposition of
Lalish and Morgansen, provide an alternative outer-loop control algorithm that
stabilizes the time-averaged system to the target trajectory, and corroborate the
feasibility of the proposed control strategy by presenting simulation results using
a 6-DoF flight simulator and a mild target motion. In the author’s own inves-
tigation, the proposed oscillatory control strategies are non-robust to stochastic
target motion. Additionally, roll dynamics are not considered while the use of a
single type of trajectory to track the target can be quite suboptimal, as the pre-
vious chapter has shown that at slower target speeds circular trajectories (that
occasionally pass over or near the target) are optimal while at higher speeds
sinusoidal trajectories are optimal.
Of course, even the optimal control policies presented in the previous chapter
were obtained for individual target speeds under ideal settings. In particular,
the UAVs were modeled as Dubins vehicles with bang-off-bang turn-rate con-
trol while the target was modeled as a unicycle with a constant velocity. In
general, UAVs are not only not capable of instantaneous changes in turn rate,
but they are also subject to roll dynamics. Furthermore, even if one utilizes a
fourth-order model as in Chapter 2, a real UAV will exhibit phenomenon not
captured by the model due to the reduction from the fully realistic 6-DoF model.
Additionally, environmental disturbances, e.g., wind gusts, will almost certainly
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be encountered as well. Another important factor from a pragmatic standpoint
is the fact that real target motion is unpredictable. By formulating the opti-
mal coordination problem in a stochastic framework as in Chapter 2, one can
obtain a control policy that optimally coordinates two UAVs with roll dynamics
while being robust to stochastic target motion, environmental disturbances, and
unmodeled UAV dynamics.
The purpose of this chapter is thus to present and study an effective solution
to the problem of optimally coordinating two UAVs to track a moving ground
target under fairly realistic conditions, thereby remedying all of the limiting
assumptions listed at the end of Section 3.1.1. Namely, two camera-equipped
UAVs must gather the best joint vision-based measurements of a randomly mov-
ing ground target whilst themselves being subject to limited control effort and
experiencing stochasticity in their dynamics. Due to the success of the stochastic
approach in Chapter 2, we will utilize fourth-order stochastic models similar to
those in that chapter and formulate the problem in the framework of stochastic
optimal control. This will produce a control policy robust to real-world phe-
nomenon and will allow us determine what aspect of the results will remain the
same under realistic settings. Of course, utilizing fourth-order models for all ve-
hicles renders the grid-based basic Monte Carlo solution of Chapter 2 intractable,
and hence a significant portion of this chapter will be devoted to presenting a
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regression-based dynamic programming solution to the problem. As the litera-
ture review from the previous chapter on coordinated target tracking pertains
to the present discussion, we immediately present the problem formulation.
4.1 Problem Formulation
Consider a group of two UAVs tasked with autonomously tracking an unpre-
dictable moving target vehicle using gimbaled video sensors. The UAVs fly at
a constant altitude and fixed nominal airspeed yet experience stochasticity in
their dynamics. The target is a nonholonomic ground vehicle that moves on the
ground and exhibits stochastic turning and acceleration. The main objective is
to optimize the coordination of the UAVs to gather the best joint vision-based
measurements of the target. Since all vehicles experience stochasticity in their
dynamics, the dynamic optimization is inherently a stochastic optimal control
problem, whose key components are a description of the stochastic evolution of
the states and the cost associated with each state. As the cost function is the
geolocation error covariance described in Section 3.2.2, we need only describe
the stochastic kinematic models for both the UAVs and target along with the
corresponding state space description.
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4.1.1 Stochastic Vehicle Dynamics
We utilize the UAV and target state definitions of Section 2.2.1 and assume
they evolve stochastically according to discrete-time Markov Decision Processes,
as in the stochastic optimal control design of Section 2.3. Thus, for j P t1, 2u,
the probability of transitioning from the current UAV state ξj to the next UAV
state ξ1j under the change uj in rj is given by the controlled state transition
probability function papξ1j | ξj, ujq. Moreover, we utilize the same state transition
probability for both UAVs, though one can certainly consider heterogeneous
teams. Furthermore, throughout this chapter, we shall denote by j P t1, 2u the
UAV index, and hence all UAV-related quantities from Chapter 2 are subscripted
with j to distinguish the individual agents. The probability of transitioning
from the current target state η to the next target state η1 is given by the state
transition probability function pgpη1 | ηq.
As in Section 2.3, we develop empirical characterizations of the individual
agent kinematics that allow one to draw Monte Carlo samples ξ˜pi,u1q1 , ξ˜
pi,u2q
2 , and
η˜piq, where i P t1, 2, . . . , Npu, from appropriate conditional probability density
functions rather than derive explicit formulas for state transition probabilities.
To generate sample trajectories of the combined state z, one simply combines
ξ˜
pi,u1q
1 , ξ˜
pi,u2q
2 , and η˜piq according to transformations (similar to equations (2.15)
and (2.16)) that place the UAVs in a 9-dimensional target-centric state space Z.
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Thus, with u “ pu1, u2q and z P Z, this provides an empirical characterization of
the overall stochastic dynamics that evolve according to a controlled state tran-
sition probability function ppz1 | z, uq. The ability to sample this state transition
probability will suffice to effectively approximate the dynamic programming so-
lution.
We utilize the stochastic kinematic model for the UAV given in Section 2.3.2
with the exception that the stochastic airspeed is now drawn from a symmetric
triangle distribution rather than a normal distribution. This distribution is also
characterized by its mean s¯ and variance σ2s . As we are now working with 2
UAVs, we take r :“ pr1, r2q and u :“ pu1, u2q. Since, for j P t1, 2u, rj P C, where
C is given by (2.3), we have r P C2. Also, since uj P Uprjq, with Uprjq given by
(2.7), we have u P Uprq, where this new 2-dimensional roll-angle action space is
given by
Uprq :“ Upr1q ˆ Upr2q. (4.1)
The initial continuous-time kinematic model for the target is that of a planar
kinematic unicycle with turn rate and acceleration control inputs and is given
by (2.11). We again model the behavior of an operator driving the ground
vehicle safely and casually, yet unpredictably; however, we now use a more refined
model that generates milder and arguably more realistic target motion. This
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model also has the advantage that the designer can set the bounds on the target
speed such that the target speed both naturally and stochastically evolves within
these bounds. These bounds are chosen to keep the problem both interesting
(no stopped targets) and well posed (the maximum target speed less than the
UAV’s airspeed). As in Section 2.3.3, the control inputs for the target are drawn
from continuous probability density functions, and they are assumed to be held
constant over a Ts-second ZOH period synchronized with the UAV’s.
Concerning the target’s speed, we assume that it is bounded below by v and
above by v¯, where the former quantity is nonnegative and the latter is strictly
less than the UAV’s airspeed sa. Since the target’s speed at the end of the ZOH
period is v1 “ v ` aTs, we enforce the speed bounds, as well as a maximum
acceleration α ą 0, by assuming the acceleration is drawn from a symmetric
triangle distribution with lower bound a “ maxtpv ´ vq{Ts,´αu and upper
bound a¯ “ mintpv¯ ´ vq{Ts, αu.
We assume the target vehicle is subject to a minimum turning radius %g ą 0,
and we take the corresponding maximum turn rate to be ω¯% “ mintv{%g, pv `
aTsq{%gu. Furthermore, if the maximum allowable turn rate is ω¯a, then we take
the overall maximum turn rate to be ω¯ “ mintω¯%, ω¯au. The quantity ω¯a is typ-
ically less than ω¯% at moderate to high speeds and is used to further govern
the target’s turning behavior beyond the inherent minimum turning-radius lim-
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Table 4.1: Stochastic target motion parameters
Parameter: α v v¯ %g ω¯a Ts
Value: 0.5 4.5 12.5 7 0.2 2
Units: m/s2 m/s m/s m rad./s s
itation. We then take the target’s turn rate to be distributed according to a
symmetric triangle distribution with lower bound ´ω¯ and upper bound ω¯. Fi-
nally, the discrete-time stochastic kinematic model is the solution of (2.11) at
the end of the Ts-second ZOH period with the acceleration and turn rate having
been drawn from their respective triangle distributions at the start of the ZOH
period. This kinematic model is illustrated in Figure 4.1 with the parameters in
Table 4.1.
4.1.2 Target-Centric State Space
We consider a 9-dimensional target-centric state space Z. For j P t1, 2u, we
denote by rj the relative position of UAV j, which is given by
rj :“
»——– cosψg sinψg
´ sinψg cosψg
fiffiffifl
»——– xa,j ´ xg
ya,j ´ yg
fiffiffifl . (4.2)
Also, as in the previous chapter, we define the UAV j’s pose (position and
heading) relative to the target as pj :“ prj, ψr,jq P R ˆ r´pi, piq, where ψr,j “
atan2psinpψa,j´ψgq, cospψa,j´ψgqq and atan2 is the four-quadrant inverse tangent
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Figure 4.1: Sample positions generated from the stochastic target motion
model. The two initial target states depicted with different colors correspond to
identical initial positions at the origin, but two distinct initial speeds of 6 and
12 [m/s]. For each initial condition, 1, 000 samples are generated.
function. The state vector z P Z Ă R9 is thus given by
z :“ pp1, r1, p2, r2, vq. (4.3)
The overall state transition probability ppz1 | z, uq, where u P Uprq, is given
implicitly by combining the stochastic kinematic models for the vehicles with
the preceding description of the components of the states in Z.
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4.1.3 Stochastic Optimal Control Objective
The stochastic optimal coordination problem is to determine the optimal
feedback control policy µk˚ : Z Ñ U2, k P t0, 1, . . . , K ´ 1u, that minimizes
Jpzq “ E
«
Kÿ
k“0
gpzkq
ˇˇˇˇ
ˇ z0 “ z
ff
, @z P Z, (4.4)
where zk “ zpkTsq, K P N, Er¨s denotes expectation, gp¨q is given by (3.28), U
is given by (2.8), and z0:K is a Markov Decision Process that evolves according
to the transition probability ppz1 | z, uq determined by the models described in
Section 4.1.1 and the state definitions in Section 4.1.2, under the feedback law
uk “ µk˚pzkq. Note that the state transition probability ppz1 | z, uq can also be
written as ppzk`1 | zk, ukq. Henceforth throughout this chapter, for some w P Rn,
we shall denote by w0:K the ordered sequence of vectors pw0, w1, . . . , wKq. To
solve this problem, we present a novel optimal policy generation algorithm based
upon the policy iteration technique known as regression Monte Carlo.
The basic Monte Carlo method of Section 2.3.4 method is suitable for smaller
stochastic optimal control problems, such as the single-UAV target tracking sce-
nario for which the state dimension n is 5, as demonstrated in Chapter 2. We
will however utilize this method later to generate a baseline control strategy for
comparison in which two UAVs are performing target tracking independently.
However, such a grid-based solution is simply infeasible for larger state spaces,
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such as that corresponding to the present two-UAV scenario wherein the state di-
mension is n “ 9; as a result, one must employ more sophisticated techniques to
determine an approximately optimal policy. Our goal is not to provide a broad
overview of possible solution techniques, but rather to focus on a particular
method that is effective for solving the present discrete-time, discrete-decision,
stochastic optimal control problem over a finite planning horizon. Thus we sim-
ply note that [4] and [37] are textbooks addressing multiple classes of stochastic
optimal control problems and proceed to describe the simulation-based policy
iteration technique known as regression Monte Carlo, which is well-suited for
the present application and further adapted into a policy generation algorithm
to remove the need for an initial policy map.
4.2 Regression Monte Carlo
Regression Monte Carlo (RMC) is a simulation-based policy iteration algo-
rithm that was introduced to stochastic control by Longstaff and Schwartz [27]
in the context of optimal stopping and more formally by Egloff [12]. It is suitable
for moderate dimensional stochastic optimal control problems, e.g., those hav-
ing state dimension 1´ 10, wherein one may not have an analytic expression for
the state transition probability but can easily generate samples. The power and
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versatility of RMC is underscored by its use in determining optimal policies for
managing influenza outbreaks in [28], as well as optimal policies for autonomous
vehicle coordination in the current setting. Here we present the method in the
general setting following the description of [28].
4.2.1 Standard Technique
This work utilizes the Q-value (referred to as the continuation cost in [28],
or perhaps more commonly as the Q-factor [4]), which is defined as
Qkpz, uq :“ min
uk`1:K´1
E
«
Kÿ
`“k
gpz`q
ˇˇˇˇ
ˇ zk “ z, uk “ u
ff
. (4.5)
The Q-value is the expected cumulative (or pathwise) cost of being at a state z
at time k, applying control action u P Upzq at that time, and then applying an
optimal policy from time k` 1 onward. Here, Upzq denotes the state-dependent
action space, which we assume is finite for all z P Z. Also note that since
for t P tk ` 1, k ` 2, . . . , K ´ 1u, ut is a feedback policy, i.e., ut “ µtpztq, the
optimization is not over a fixed sequence but over the sequence of mappings
tµtpztquK´1t“k`1.
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Accordingly, the Q-value and the value function of Section 2.3.4 are related
as follows:
Qkpz, uq “ gpzq ` E rVk`1pz1q| z, us
“ gpzq `
ż
Vk`1pz1qppz1 | z, uqdz1, (4.6)
and
Vkpzq “ min
uPUpzq
Qkpz, uq. (4.7)
Thus, the optimal control policy is also formed as
µ˚kpzq “ arg min
uPUpzq
Qkpz, uq. (4.8)
The main idea of RMC methods is to determine µk˚pzq from (4.8) for k P
tK ´ 1, K ´ 2, . . . , 0u, by approximating Qkpz, uq through Monte Carlo simula-
tions of the right-hand-side of (4.6) for each z P Z and for each u P Upzq. This
is done on a stochastic mesh corresponding to a collection of simulated paths 
z
piq
0:K
(
, where i P t1, 2, . . . ,Mu, that are generated with initial policy µp0qk pzq
starting from a collection of initial conditions
 
z
piq
0
(
. In certain RMC applica-
tions, one is interested in starting from a single initial condition, in which case
the initial condition set containsM copies of the same initial state. However, in a
receding-horizon application wherein one always implements µ0˚pzq, one will need
to estimate Q0pz, uq over a considerable portion of the state space. Accordingly,
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tzpiq0 u may comprise samples of a distribution over the state space that reflects
where steady state trajectories are likely to evolve. In any case, each trajectory
z
piq
0:K is a realization of the Markov Decision Process z0:K with initial condition
z
piq
0 and feedback law µ
p0q
k pzq. Also, to simplify the introductory discussion of
RMC, we will assume for now that the control action space Upzq is the same for
all z P Z and hence refer to it simply as U .
In a basic Monte Carlo method, one estimates the expectation in (4.6) by
generating Ns scenarios for a given state z and control action u at time k and
then taking the empirical average. For example, with VKpzq “ gpzq, one can
estimate QK´1pz, uq as follows
QK´1pz, uq « gpzq ` 1
Ns
Nsÿ
i“1
g
`
z˜pi,uq
˘
, (4.9)
where the sample point is taken from the state transition probability function,
i.e., z˜pi,uq „ ppz1 | z, uq. While this is reasonable for a single point, it would be
impractical to do so for each control action in U and point zpiqK´1 in the stochastic
mesh, as this would require NuMNs Monte Carlo simulations, where Nu “ |U |.
Thus, in RMC, one simply generates a single realization of the cumulative cost
for each point in the stochastic mesh and for each control action in U and then
carries out cross-sectional regression to fit the entire map pz, uq ÞÑ QK´1pz, uq.
Moreover, for each u P U , one generates a cumulative cost realization q˜pi,uqK´1 given
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by
q˜
pi,uq
K´1 “ g
´
z
piq
K´1
¯
` g
´
z˜
pi,uq
K
¯
, (4.10)
and then regresses
 
q˜
pi,uq
K´1
(
onto statistics derived from
 
z
piq
K´1
(
in order to gen-
erate an approximation to the corresponding continuation cost QˆK´1pz, uq. As
the regression step is crucial to the performance of RMC, this will be addressed
in one of the following sections.
The new policy at time K ´ 1 is then given by
µ
p1q
K´1pzq “ arg min
uPU
QˆK´1pz, uq (4.11)
Also, while one might be inclined to take
VˆK´1pzq “ min
uPU QˆK´1pz, uq (4.12)
and repeat the same procedure for k “ K´2 by substituting VˆK´1pzq for VK´1pzq
in (4.6), this practice generally leads to rapid error accumulation. Rather RMC
focuses on approximating the policy map µp1qk pzq rather than the continuation
cost. More specifically, at time k one re-simulates a single trajectory z˜pi,uqk`1:K
for each point zpiqk in the stochastic mesh using control action u at time k and
implementing future controls based on the newly constructed policy map µp1qt pzq,
where t P tk ` 1, k ` 2, . . . , K ´ 1u. Summing the associated stage costs yields
q˜
pi,uq
k , which is a realization of the pathwise cost and is exact for this scenario with
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the exception of incorrect future policy decisions. Therefore, the approximation
of (4.6) only contributes an error when it provides an incorrect ranking of future
optimal control actions.
The general algorithm for k P t0, 1, . . . , Ku is given by Algorithms 4.1 and 4.2
and has an overall computational complexity of OpK2MNuq. In standard RMC
the set of initial trajectories
 
z
piq
0:K´1
(
required by Algorithm 4.1 is generated by
applying the initial control policy µp0qk pzq to some set of initial conditions
 
z
piq
0
(
.
Note that in the algorithms we refer to the realizations of state vectors at a
particular time as particles. Also, in a typical implementation, the inner for
loop of Algorithm 4.1 is computed in parallel while the outermost for loop of
Algorithm 4.2 is a vectorized operation. Two key components of the algorithm
must be selected to obtain acceptable performance, namely the initial policy
map and the regression type used.
4.2.2 Modified Technique for Policy Generation
As with any regression, a higher concentration of scenarios in a given neigh-
borhood improves the prediction accuracy therein. Hence, one major source of
influence on the performance of the resulting policy map is the initial policy map
µkpzq, since it steers the stochastic evolution of the states to generate the initial
trajectory set
 
z
piq
0:K
(
. Therefore, an initial policy map close to the optimal will
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Algorithm 4.1 Standard Regression Monte Carlo
Require: Set of initial trajectories
 
z
piq
k
(
for i P t1, 2, . . . ,Mu and k P
t0, 1, . . . , K ´ 1u
1: Nu Ð |U |
2: for k “ K ´ 1, K ´ 2, . . . , 0 do
3: Z Ð tzku
4: for ` “ 1, 2, . . . , Nu do
5: Using Algorithm 4.2, generate cumulative cost realization vector
q P RM corresponding to control action up`q P U
6: Regress qi’s against statistics derived from each ζpiq P Z to deter-
mine Qˆkpz, up`qq
7: end for
8: end for
9: return Q-value approximators Qˆkpz, uq, where k P t0, 1, . . . , K ´ 1u
Algorithm 4.2 Generate a single realization of the pathwise cost for each par-
ticle in Z, where control action up`q is applied to each particle at time k
Require: Particle set Z Ă Z; control action up`q P U ; time index k;
Qˆk`1:K´1pz, uq if k ď K ´ 2;
1: M Ð |Z|
2: for i “ 1, 2, . . . ,M do
3: Sample ζ˜piq „ ppz1 | ζpiq, up`qq, where ζpiq P Z
4: qi Ð g
`
ζpiq
˘` g ´ζ˜piq¯
5: if k ` 1 ă K then
6: for t “ k ` 1, k ` 2, . . . , K ´ 1 do
7: ζpiq Ð ζ˜piq
8: u˚ “ arg min
uPU
Qˆtpζpiq, uq
9: Sample ζ˜piq „ ppz1 | ζpiq, u˚q
10: qi Ð qi ` g
´
ζ˜piq
¯
11: end for
12: end if
13: end for
14: return q P RM
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lead to re-simulation trajectories
 
z˜
pi,uq
k`1:K
(
in Algorithm 4.2 that lie close to the
original trajectory set where the prediction accuracy is highest; otherwise, one
will be forced to perform extrapolation with the Q-value approximators Qˆkpz, uq,
which may lead to large errors. Thus, to circumvent the need and influence of
an initial policy map, we propose a policy generation technique.
The main idea for the new technique is to assume that for some set Z Ă Z
consisting of M particles, the majority of trajectories corresponding to the opti-
mal controller µ˚pzq will always remain close to this set in some sense. Thus, we
take the initial set of trajectories in Algorithm 4.1 to be equal to this set at each
time step, i.e., @k P t0, 1, . . . , K ´ 1u, tzpiqk u “ Z. This avoids extrapolation in
the regression-based prediction of the continuation cost, and hence, in principle,
the prediction accuracy should remain sufficient for choosing the correct control
action. Moreover, with intuition and insight into the problem, one can construct
Z to have a majority of the particles near the steady-state optimal trajectories.
In this work, we refer to Z as the initial condition set, which refers to that fact
that all re-simulations in Line 5 of Algorithm 4.1 start from the same locations
and not that the simulations are beginning from k “ 0. Nonetheless, with regard
to Line 3 of Algorithm 4.1, tzku “ tz0u, @k P t1, 2, . . . , K´1u. We take the initial
condition set to be randomly generated at the start of RMC according to some
distribution over the state space. One may also generate deterministic grids, as
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in Section 2.3.4; however, the dimensionality of the problem may hinder such an
approach.
4.2.3 Regression
The regression type used is also crucial to the performance of RMC because
inaccurate estimates of the Q-value lead to incorrect control decisions. One
should note that in Algorithm 4.2, at time k “ 0, running the forward simu-
lations to generate samples of the pathwise cost requires K sequential samples
of the state transition probability for each particle. Moreover, as k decreases
in Algorithm 4.1, the variance of the pathwise costs increases, and accordingly,
robust / regularized regression will be required to mitigate these effects.
A number of solutions are available to deal with the said challenge, and
include such techniques as radial basis functions, smoothing splines, neural net-
works, multivariate adaptive regression splines (MARS), `1-regularized regres-
sion, random forests, and others. Each approach has its own tradeoffs in regard
to tuning, computational requirements, scalability (both in the number of obser-
vations and dimensions), and predictive power, and we refer the reader to [16]
for a detailed overview of each approach.
One particularly effective approach that we adopt here (with a slight mod-
ification) was presented in [5] and involves building a k-d tree for the initial
137
Chapter 4. Stochastic Optimal UAV Coordination for Target Tracking
condition set Z and applying linear regression at each leaf. In particular, one
takes Lj partitions of the jth component of the state vector, such that there are a
total of Np “śj Lj partitions of the state space, each having the same number
of particles. One should also take care to bound the domain of the local func-
tions at each leaf for the purposes of extrapolation, which we discuss later. This
entire process is illustrated in Figure 4.2 with a 2-dimensional example, where
the bounds of each domain, denoted by D` for ` P t1, 2, . . . , Npu, are determined
by the outmost points along each direction. In the presence of outliers, one
may also wish to either remove the outliers before setting the domain limits or
limit the domain to a fixed number of standard deviations along each direction,
where standard deviation is computed using only the particles at the given leaf.
We employ the former practice, which is illustrated in Figure 4.2. The overall
domain is D :“ Ť`D`.
The algorithm scales well with the number of sample points M , which we
take to be a multiple of Np. However, it is exponential in the dimension n and is
hence suited to moderate dimensional problems. Another aspect of the original
algorithm is that it fits linear models at each leaf using standard least squares;
consequently, the fits are not explicitly robust to the high-variance samples and
cannot capture nonlinearities in the response surface. To address these limita-
tions, we propose using an `1-regularized quadratic fit in each partition.
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Figure 4.2: Partitioning scheme for L “ p2, 2q and ζpiq „ N p0, Cq with C P
R2ˆ2. Here, i P t1, 2, . . . ,Mu with M “ 1, 200, c1,1 “ c2,2 “ 10, and c2,1 “
c1,2 “ 2. The black rectangles indicate the individual domains. The split in the
ζ1 coordinate happens roughly at zero to divide the number of particles in half,
while the splits in the ζ2 coordinate further subdivide the particles such that
each bin contains 300 points.
Let I` Ă t1, 2, . . . ,Mu denote the subset of the indices of the particles
that belong to partition `, with |I`| “ m “ M{Np. Furthermore, with I` “
ti1, i2, . . . , imu, we take yp`q :“ pqi1 , qi2 , . . . , qimq P Rm. Here, qi is the path-
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wise cost sample that is generated from Algorithm 4.2 and associated with
data site ζpiq P Z, where i P I` and the initial condition set Z takes the form
Z “ tζp1q, ζp2q, . . . , ζpMqu. Thus yp`q P Rm denotes the local response vector for
the data sites belonging to partition `, i.e., for data sites ζpiq P Z such that
i P I`. Additionally, we denote by Hp`q P RmˆNb the predictor matrix, where
Nb “ n ` npn ` 1q is the number of basis functions, not including the constant
term. Thus, the rows of the predictor matrix take the form Hp`qi˚ “ hJpζpiqq,
where h : Rn Ñ RNb is used to evaluate the quadratic basis functions for each
data site ζpiq in partition `. We assume that the responses take the following
form
yp`q “ Hp`qβp`q ` βp`q0 1mˆ1 ` p`q. (4.13)
Here p`q P Rm is the vector of residuals in partition `, 1mˆ1 is an m-length
vector of all ones, and βp`q0 P R and βp`q “ pβp`q1 , βp`q2 , . . . , βp`qNbq P RNb are the
coefficients to be determined in the regression. To minimize the residuals in a
robust fashion, we minimize
}yp`q ´ βp`q0 1mˆ1 ´Hp`qβp`q}2 ` λ}βp`q}1, (4.14)
where λ ą 0 is a tuning parameter. As noted in §3.4.4 of [16], this problem
can be solved in the same time complexity as regular least squares, and hence
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it is suited for repeated use in the partitioned regression scheme, i.e., for each
` P t1, 2, . . . , Npu.
Overall, if the total response vector q P RM was generated at time k for
control action u, then the estimator for the Q-value in Algorithm 4.1, takes the
form
Qˆkpz, uq “ xβp`q, hpzqy ` βp`q0 , z P D` (4.15)
where x , y denotes inner product and hpzq P RNb is the aforementioned mapping
that formed the rows of the predictor matrix Hp`q. Thus, to evaluate the Q-value
estimate for a given z P Z, one must first determine the particular partition to
which the state belongs.
Ideally, the controller keeps the steady state trajectories in the domain D;
however, in the case that extrapolation must be performed, one should be wary
of the behavior of the quadratic fit outside D. Thus, for z P ZzD, we determine
ze “ arg min
sPD
}z ´ s}1 (4.16)
and evaluate the fit at ze, which we have found to produce satisfactory perfor-
mance. Moreover, we expect the partitioned quadratic fits to interpolate well in
the domain but avoid their use for extrapolation.
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4.3 Regression Monte Carlo for Target Tracking
We now present the modified regression Monte Carlo algorithm in the context
of vision-based target tracking. In particular, we first present the adaptation to
Algorithm 4.1 that addresses the partially discrete state space described at the
end of Section 2.2.1. Secondly, in light of the smaller state space one needs to
consider in creating the optimal policy maps, we describe the initial condition
set Z and the corresponding partitioning scheme used in the regression.
4.3.1 Modified Algorithm
While the stochastic kinematic model for the UAV captures realistic dynamics
encountered with a small fixed wing aircraft, it also yields a partially discrete
state space. As a result, the standard RMC algorithm must be slightly modified
for the application of vision-based target tracking with two UAVs. In particular,
we will need to run Monte Carlos simulations for roll-angle pairs r P C Ď C2
combined with all allowable roll action pairs u P Uprq, where Uprq is given
by (4.1).
Note that due to symmetry arguments discussed later, one need not consider
all roll-action pairs, which entails that C Ă C2. To accommodate these modi-
fications, we begin by defining the continuous state space to be X , which has
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dimension nr “ 7 and is simply Z with the discrete roll states r P C2 removed.
Thus, with the state descriptions of Section 2.2.1 and the individual UAV poses
pj described in Section 4.1.2, the state vector χ P X Ă R7 is given by
χ :“ pp1, p2, vq. (4.17)
Lastly, the initial condition set described in Section 4.2.2 is denoted by X.
The modified RMC algorithm for vision-based target tracking with two-UAVs
is presented in Algorithm 4.3. The primary differences with Algorithm 4.1 is the
addition of a for loop around the discrete-valued states, as well the formation
of the full initial condition set Z from the set X of continuous initial condition
states and the given roll-angle pair r P C. Furthermore, the regression is per-
formed using only the continuous states in X, and thus the dimensionality of the
regression problem is reduced to nr “ 7. In practice, the two innermost loops
are often combined and run in parallel for increased computational performance.
On a final note, when generating the cumulative cost samples for each roll action
with Algorithm 4.2, one should replace U with Uprq in the requirements section
and U with Uprpiqq in Line 8.
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Algorithm 4.3 Regression Monte Carlo for Target Tracking
Require: Initial condition set X Ă R7, where |X| “ M ; set of roll-angle pairs
C Ď C2; action space Uprq
1: Nr Ð |C|
2: for k “ K ´ 1, K ´ 2, . . . , 0 do
3: for s “ 1, 2, . . . , Nr do
4: Form initial condition set Z from X, such that for ζpiq P Z and
χpiq P X, the following component-wise relationships hold:
ζ
piq
p4j´3q:p4jq “
`
χpiqp3j´2q:p3jq, r
psq
j
˘
and ζpiq9 “ χpiq7 , where j P t1, 2u and
i P t1, 2, . . . ,Mu
5: Nu Ð |U
`
rpsq
˘|
6: for ` “ 1, 2, . . . , Nu do
7: Using Algorithm 4.2, generate cumulative cost realization vec-
tor q P RM corresponding to control action up`q P U`rpsq˘
8: Regress qi’s against statistics derived from corresponding χpiq’s
to determine Qˆkpz, up`qq
9: end for
10: end for
11: end for
12: return Q-value approximators Qˆkpz, uq, where k P t0, 1, . . . , K ´ 1u
4.3.2 Initial Condition Set
While modified RMC approach offers significant computational savings over a
basic Monte Carlo method for value iteration, it generally requires adjusting the
initial condition set and the regression to obtain satisfactory performance. Thus,
we now describe the initial condition set X of Algorithm 4.3 that comprises the
continuous states. For UAV j, if the relative position rj is represented in polar
coordinates as pρj cosϑj, ρj sinϑjq, then we take ρj to be normally distributed
with mean µρ ą 0 and variance σ2ρ while ϑj is uniformly distributed on rϑ, ϑs.
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Typically, pϑ, ϑq “ p´pi, piq. However, if one exploits symmetry, this need not
be the case. Also, in the process of generating M samples of ρj, we only retain
those samples that have strictly positive values and those that are within 3σ of
the mean, as the the outer boundaries of the partitioning domain are set in the
manner discussed and illustrated in Section 4.2.3. Next, we take ψr,j, the relative
heading angle of UAV j, to be uniformly distributed on r´pi, pis and the target
speed v to be uniformly distributed on rv, v¯s, where v and v¯ are discussed in
Section 4.1.1. Moreover, at the start of Algorithm 4.3, we generate M samples
of the continuous states in the manner just described to form X, where the mean
µρ and variance σ2ρ of the radial distribution of the relative planar position states
are tuning parameters set beforehand.
4.3.3 Barrier Function
While in the single UAV case, the stage cost given by (3.28) directly penalizes
distance from the target, this is not the case for both agents in the two-UAV
scenario. In particular, having UAV 1 on top of the target and UAV 2 far away
is only slightly worse than having both on top of the target. This is illustrated
in Figure 4.3 and suggests that the cost function is not radially unbounded with
respect to the second UAV’s planar distance from the target. One should take
145
Chapter 4. Stochastic Optimal UAV Coordination for Target Tracking
0 15 30 45 60 75 90 105 120 135 150 165 180
5
6
7
8
9
ρ2 [m]
tr
a
ce
(P
)
Figure 4.3: Cost function gpzq “ tracepPq with the target located at the origin
and the first UAV located on top of the target at an altitude of 40 [m]. Note
that the separation angle γ is 0 since the first UAV’s planar distance is ρ1 “ 0;
consequently, the fused GEC is completely characterized by the second UAV’s
planar distance ρ2 from the target. The second UAV has an altitude of 45 [m].
note of the range of values for the cost function in this scenario versus that of
Figure 3.4.
As prediction accuracy of the Q-value functions is highest where many simu-
lation scenarios reside, we wish to ensure that both UAV’s remain close. This is
facilitated through the addition of a barrier-type function to the stage cost that is
non-negative, radially unbounded, and only nonzero for large distances. Hence,
we present the following augmented cost function to be used in the dynamical
optimization of Algorithm 4.3:
gbpzq :“ tracepPq ` bpzq, (4.18)
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where
bpzq “
2ÿ
j“1
maxt0, ρj ´ pµρ ` 2σρqu, (4.19)
ρj denotes UAV j’s planar distance from the target, and µρ and σρ are the mean
and standard deviation of the normally distributed planar distances from the
target that form the initial condition set described in Section 4.3.2. Moreover,
the barrier function bpzq is zero along ideal trajectories and ensures all UAVs
remain within a reasonable distance of the target.
4.4 Results
We now demonstrate the nature of the optimal coordination strategy and
the effectiveness of the modified RMC approach in the present application of
optimally coordinating two UAVs to perform vision-based target tracking in a
stochastic environment. To establish the benefit of the proposed control ap-
proach, we compare the performance of the (approximately) optimal controller
against an effective baseline strategy, as well as the traditional approach of coor-
dinated standoff tracking. Finally, we analyze the nature of the optimal control
policy to determine the predominant behavior of the two fourth-order UAVs as
they cooperatively track the stochastic ground target.
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Table 4.2: General Parameters
Parameter Description Value Units
Rθ˜ sensor attitude covariance 9I3ˆ3 deg
2
ha UAV altitudes t40, 45u m
Ts zero-order hold period 2 s
K planning horizon 15 -
Table 4.3: RMC Parameters
Parameter Description Value
m particles per partition 10, 000
L partitioning scheme p2, 2, 4, 2, 2, 4, 2q
λ regularization parameter 3
µρ radial distribution mean 70
σ2ρ radial distribution variance 352
4.4.1 Problem Setup and Solution Parameters
Throughout this section we extensively analyze the results of a fairly realistic
tracking scenario that is summarized by the parameters pertaining to the UAVs
and target provided in Tables 2.5 and 4.1, respectively. The scenario is similar
to that considered in [7], wherein Collins et al. presented field test results for a
single UAV (capable of 15 ´ 20 [m/s] airspeeds) tracking a target that traveled
between 5 ´ 10 [m/s]. One will immediately notice that we do not consider
stopped targets nor target speeds approaching the UAVs’ airspeeds, as we wish
to focus on an interesting regime of the relative UAV-target dynamics.
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The parameters pertaining to the general dynamical optimization of Sec-
tion 4.1.3 are presented in Table 4.2. The planning horizon of KTs “ 30 seconds
was chosen to be longer than the time it takes a UAV to perform a loop at
max bank, which for maximum turn rate of ωmax “ αg tanp2∆q{sa [rad./s] is
approximately 20 seconds. This time was chosen such that the UAVs will always
realize the long-term impact of committing to a loop, as the control policy µk˚pzq
is applied in a receding horizon fashion, i.e., we always apply µ0˚pzq at every time
step.
The parameters pertaining to the RMC solution are presented in Table 4.3,
where the cost function from (4.18) was minimized using Algorithm 4.3 and
the techniques for computational savings presented in Appendix A. To be clear,
throughout this section the terms cost and stage cost refer to the original cost
function given by (3.28), which is simply the trace of the fused GEC. Also,
we henceforth refer to the resulting policy as the optimal policy with the un-
derstanding that this policy is in reality an approximation to the true optimal
policy.
Regarding the regression, each partition had 36 degrees of freedom in the
quadratic regression, as the dimension of the continuous state space X is 7.
Hence, we chose the particular values of m to avoid overfitting while λ was cho-
sen to add robustness to process noise, where λ P r3, 10s generally works well.
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Regarding the partitioning scheme, recall that L P N7 denotes the number of
partitions of each component of the continuous state space X , and hence the
total number of partitions is Np “ śj Lj “ 512, though one does not need to
estimate the Q-value in more than 320 partitions according to the symmetry
considerations of Appendix A. Note that choosing 2 partitions for the relative x
and y coordinates implies that the partitions of the planar positions correspond
(approximately) to standard Cartesian quadrants, since the 2-dimensional dis-
tributions that generate the individual (planar) position samples of the initial
condition set are radially symmetric per the discussion of Section 4.3.2. The
mean and variance of the normally distributed planar distances are also given
in this table. Also, we have found that the relative heading coordinates are the
most sensitive to the number of regression partitions (due to the nonlinearity)
and hence choosing L3 or L6 to be less than 3 typically yields poor performance.
Overall, through considerable testing, this particular partition configuration is
a good compromise between computational feasibility and mitigating the effects
of the nonlinearity through additional partitions.
To highlight key features of the optimal trajectories, we have provided a rep-
resentative sample trajectory in Figure 4.4 and its corresponding performance in
Figure 4.5, where the initial condition was arbitrarily chosen. From Figure 4.4,
one should note how the optimal trajectories comprise both sinusoidal and orbital
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trajectories, where the latter is not necessarily centered around the target. At
the beginning of the simulation, one UAV is performing an “S” turn (sinusoidal
pattern) while the other is performing a loop. The UAVs switch roles and per-
form the same joint maneuver before both UAVs make out-of-phase loops and
then out-of-phase “S” turns. From Figure 4.5, distance coordination becomes
apparent, as the peaks of the distance curves alternate. The second subplot of
this figure indicates that the UAVs do not strive to maintain orthogonal viewing
angles, as the curve does not oscillate around γ “ 90˝. However, the UAVs do
benefit from orthogonal viewing angles when they are both moderately far, e.g.,
t “ 82 [s], where the cost is kept from spiking by such a configuration. Overall,
minimum distance is the dominant factor in the cost function, though viewing
angle coordination does benefit the UAVs when they find themselves moderately
far from the target.
While this single realization of a controlled stochastic process does not es-
tablish distance coordination as the predominant coordination strategy, it does
illustrate typical behaviors encountered with this policy. Namely, the optimal
trajectories comprise a rich mixture of sinusoidal and orbital trajectories that
occasionally pass over or near the target rather than just a single trajectory type,
which is the primary goal in the vast majority of the target tracking literature.
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Figure 4.4: Optimally coordinated trajectories over a three minute window.
The starting positions of all vehicles are marked by an “˝” while the ending
positions are denoted by an “ˆ”. The target (denoted by T ) begins at the origin
travelling at approximately 5.4 [m/s] and finishes its trajectory travelling at
approximately 7.3 [m/s]. Both UAVs (denoted by A1 and A2) begin with zero
roll.
4.4.2 RMC Performance
Since RMC is an approximate solution to the problem described in Sec-
tion 4.1.3, we must first compare the resulting policy against alternative control
strategies to warrant the considerable effort. Unfortunately, alternative strate-
gies will not provide a suitable comparison, as the analytical methods of Sec-
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Figure 4.5: Performance metrics of optimally coordinated UAVs: planar dis-
tances ρj, separation angle γ, and trace of the fused GEC P . The minimum
distance % :“ mintρ1, ρ2u is indicated by the dashed (cyan) line in the second
subplot.
tion 3.1.1 were proposed for different problem formulations. In particular, the
strategies utilizing nonlinear feedback or vector fields assume either simplified
third-order UAV kinematics, an additional input of airspeed control, or (piece-
wise) constant target velocity. Moreover, even if we implement these control
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approaches with simplified UAV dynamics under a constant airspeed assump-
tion, their robustness to a target that randomly turns and accelerates is not
known. Nonetheless, we shall later make a brief comparison with a coordinated
standoff controller at the minimum allowable standoff distance (determined by
the maximum bank angle) in an ideal setting. Regarding the optimization-based
approaches for two or more UAVs, these strategies optimize the given cost func-
tion for simplified UAV kinematics with a short planning horizon, which is not
suitable for the present problem formulation. Moreover, a comparison of the
present approach with any of the works of Section 3.1.1 would be not be fair.
Comparison with Uncoordinated Optimal Controllers
To generate an appropriate baseline strategy, we solve the stochastic opti-
mal control problem of Section 4.1.3, but for a single UAV, as this essentially
amounts to having each UAV minimize its own individual squared distance from
the target. Recall that distance is the dominant factor in the fused GEC, and
hence this is a both a reasonable and effective approach. Since the problem for a
single UAV has modest dimension, one can solve it using the basic Monte Carlo
solution of Section 2.3.4. As a result, we performed value iteration according
to Section 2.3.4 to generate two individual control policies with the cost func-
tion (3.28) and the parameters of Table 4.2. We used M “ 1, 000 Monte Carlo
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Table 4.4: State Space Discretization in One-UAV Scenario
Set Description Value Units
Y relative positions t´225,´220, . . . , 225u m
Ψ relative headings t0, 15, . . . , 345u deg.
C roll commands t0,˘15,˘30u deg.
W target speeds t4.5, 5.0, . . . , 12.5u m/s
Z discrete state space Y 2 ˆΨˆ C ˆW -
samples in (3.33) with a finite state space Z described by Table 4.4. We denote
the resulting policies as pip1qk
`
ζ
p1q
k
˘
and pip2qk
`
ζ
p2q
k
˘
, where k P t0, 1, . . . , K ´ 1u and
ζp1q and ζp2q are the 5-dimensional states of the individual UAVs whose com-
ponents are described at the end of Section 2.2.1. Note that, as in the case of
coordinated UAVs, we always apply these policies in a receding-horizon fashion,
i.e., we always use the time-stationary policies pip1q0
`
ζ
p1q
k
˘
and pip2q0
`
ζ
p2q
k
˘
for the
uncoordinated UAVs for all k P Zě0.
To illustrate the nature of this control strategy, we have provided plots in
Figures 4.6 and Figures 4.7 illustrating the behavior and performance of un-
coordinated controllers for the same initial conditions and target trajectory re-
alization as in Figures 4.4 and 4.5. Note that while each UAV minimized its
own individual GEC in the dynamic optimization, it is the fused covariance that
is plotted in the top subplot of Figure 4.7. Perhaps the most noticeable and
distinguishing feature of Figure 4.6 is the fact that the UAVs primarily make
orbital trajectories around the target, which enables them to keep their worst-
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Figure 4.6: Uncoordinated trajectories over a three minute window. The start-
ing positions of all vehicles are marked by an “˝” while the ending positions are
denoted by an “ˆ”. The remaining notation, initial conditions, and target tra-
jectory are the same as in Figure 4.4.
case distance from the target smaller. This can be seen in the top subplot of
Figure 4.7, where the peak planar distance from the target is approximately
114 [m], whereas that of Figure 4.5 is approximately 150 [m]. One can also see
the lack of coordination for t P r126, 132s, as the cost is above 100 [m2] during
this time period when both UAVs are moderately far from the target and have
viewing angles that are quite far from being orthogonal. The time-averaged cost
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Figure 4.7: Performance metrics of uncoordinated UAVs: planar distances ρj,
separation angle γ, and trace of the fused GEC P . The minimum distance
% :“ mintρ1, ρ2u is indicated by the dashed (cyan) line in the second subplot.
for this run was approximately 39.6 [m2] while that of the coordinated control
policy was 32.4 [m2]. Thus, the optimal trajectories are rather counterintuitive
in that coordination allows the UAVs to deviate further from the target without
sacrificing performance, which is a valuable feature. Of course, this deviation
must be done in a alternating fashion, as illustrated by the distance curves of
Figure 4.4.
157
Chapter 4. Stochastic Optimal UAV Coordination for Target Tracking
To better demonstrate the temporal nature of both control strategies in an
expected sense, we have selected an initial condition that is a good starting point
for both strategies and run 50, 000 Monte Carlo simulations from this initial con-
dition with the same realizations of target trajectories to compute both the mean
value and 98th-percentile statistics of the cost, which are provided in Figures 4.8
and 4.9, respectively. By inspecting Figure 4.8, one can see that the optimal con-
trol policy converges to the mean steady-state cost of (approximately) 35 [m2]
within one minute while the uncoordinated controllers take nearly 2 minutes to
converge to the mean steady-state cost of (approximately) 38 [m2]. In addition,
the peak average value is significantly less in the case of the optimal control
policy than in the case of uncoordinated policies. Note that the distribution of
steady-state costs is independent of the initial conditions. Moreover, from a dy-
namical systems standpoint, the response of the uncoordinated control policies
resembles the step response of an oscillatory but inherently stable plant with no
controller while that of the optimal control policy resembles the step response of
the same plant with a fairly well-tuned controller in the feedback loop. This re-
sults from the optimally coordinated policy minimizing the fused GEC directly
while the uncoordinated policies minimize each agent’s own individual GEC,
which only has an indirect effect on the fused GEC.
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Another benefit of the coordinated control policy can be seen in Figure 4.9,
where the plot indicates that the tail of the steady-state cost distribution is
often significantly wider in the case of uncoordinated policies. In fact, the 98th-
percentile of the steady-state costs for the uncoordinated policies is about 33%
higher than that of the optimal policy. Moreover, although we have illustrated
transient response performances for a specific initial condition, the plots in Fig-
ures 4.8 and 4.9 illustrate typical benefits of the optimal control policy. Namely,
the recovery from initial conditions is typically faster (in an expected sense),
and the tail of the cost distribution is significantly smaller in steady state, which
entails that high cost events are more rare than in the uncoordinated case.
To provide a more objective comparison, we have performed another test that
is independent of initial conditions. More specifically, we generated M “ 50, 000
initial conditions randomly according to Section 4.3.2 and then ran 12-minute
Monte Carlo simulations with each control strategy from these initial conditions
using the same realizations of target trajectories for each approach. To reduce
the effects of initial conditions, we truncated the first two minutes of each run.
Computing the sample mean (over time) of the stage costs associated with each
run yields the histogram presented in Figure 4.10, where the sample means are
denoted by g¯piq, i P t1, 2, . . . ,Mu and are given by g¯piq “ p1{301qř360k“60 gpzpiqk q
with gp¨q from (3.28). Hence, whereas the previous test illustrated the first few
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Figure 4.8: Transient response of mean value for initial condition z0 “
p´60, 0,´pi{2,´30˝, 0,´60, 0,´30˝, 8.5q. In this initial condition, the UAVs have
orthogonal viewing angles and are banked max left at a distance roughly equal
to their minimum turning radius of 57.2 [m]. The lighter, thinner lines indicate
the 95% confidence intervals of the mean value.
minutes of a transient response and computed certain statistics across samples,
here we are computing the mean over time with the first few minutes of each sim-
ulation removed. In this plot, the sample mean and sample standard deviation
of the time-averaged costs associated with the optimal policy are 34.93 [m2] and
2.33 [m4], respectively; those associated with the uncoordinated control policies
are 37.95 [m2] and 4.07 [m4], respectively. Furthermore, the standard error of the
mean is less than 0.02 in both cases. Moreover, while the optimally coordinated
control policy reduces the mean of the time-averaged costs by only about 8%,
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Figure 4.9: Transient response of 98th percentile for initial condition z0 “
p´60, 0,´pi{2,´30˝, 0,´60, 0,´30˝, 8.5q. In this initial condition, the UAVs have
orthogonal viewing angles and are banked max left at a distance roughly equal
to their minimum turning radius of 57.2 [m]. The lighter, thinner lines indicate
the 95% confidence intervals for the 98th percentile .
it reduces their standard deviation by nearly 43%. This reduction in standard
deviation is illustrated by the widths of the distributions, which is considerably
less in the case of the optimally coordinated strategy. Thus, the optimally co-
ordinated control policy improves the predictability of the tracking performance
substantially.
Another comparison is the fluctuation of the cost about the mean value
for each of the preceding Monte Carlo runs, which is given by the sample
standard deviation of the stage costs associated with each simulation. These
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Figure 4.10: Mean value g¯piq of stage costs, where i P t1, 2, . . . ,Mu, for each of
the M “ 50, 000 ten-minute Monte Carlo simulations. Note that the outliers for
the uncoordinated policy are not all shown, as they extend out to just above 66.
quantities, denoted by spiqg , i P t1, 2, . . . ,Mu, are given by the relationship
pspiqg q2 “ p1{300qř360k“60pgpzpiqk q ´ g¯piqq2 and are plotted in Figure 4.11. The his-
togram illustrates the fact that the optimal control policy produces fluctuations
about the mean that are typically smaller and less variable across runs than
those of the uncoordinated control policies.
One final comparison is provided by plotting the histogram of the steady-state
costs with the effects of averaging removed. More specifically, in Figure 4.12 we
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Figure 4.11: Standard deviation spiqg of stage costs, where i P t1, 2, . . . ,Mu, for
each of the M “ 50, 000 ten-minute Monte Carlo simulations. Note that the
outliers for the uncoordinated policy are not all shown, as they extend to just
beyond 156.
provide a histogram of the stage costs given by (3.28) at each time step for each
of the M “ 50, 000 ten-minute Monte Carlo simulations in steady state. The
number of counts is presented with a logarithmic scale to focus on the tails of the
distributions. One can see that the tail of the cost distribution corresponding to
the uncoordinated policies decays slower than that corresponding to the optimal
policy. Moreover, rare events are less frequent and less severe with the optimal
control policy than with uncoordinated control policies. In fact, near gpzq “
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Figure 4.12: Stage costs during steady-state at each time step and for
each of the M “ 50, 000 ten-minute Monte Carlo simulations, i.e., gpzpiqk q,@i P t1, 2, . . . ,Mu and @k P t60, 61, . . . , 360u. Hence, there are 15.05 million
samples in each histogram.
400 [m2], the frequency of this particular cost with the optimal control policy
is an order of magnitude lower than with the uncoordinated policies. Since we
expect the controlled processes to be ergodic, these histograms are representative
of a single very-long run for each of the cooperative tracking approaches, e.g., a
run lasting hundreds of hours.
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Comparison with Standoff Tracking
To provide a brief comparison with the standoff tracking approach, we note
that the minimum allowable standoff distance, %s, as imposed by the maximum
bank angle φmax, is given by Equation 5.37 in [21] as follows:
%s ě pv ` saq
2
αg tanpφmaxq , (4.20)
where v, sa, and αg denote target speed, UAV airspeed, and gravitational accel-
eration, respectively. With the target traveling at the minimum allowable speed
of 4.5 [m/s] and the remaining parameters given in Table 2.5, we have
%s ě p4.5` 18q
2
9.81 tanp30pi{180q « 89.4 [m]. (4.21)
In an ideal setting for standoff tracking, the target is traveling at a constant
velocity and the UAVs have orthogonal viewing angles at the nominal standoff
distance of %s “ 90 [m]. Hence, with the altitudes of Table 4.2, tracepPq «
46 [m2]. Recalling that both the time-averaged cost and ensemble-averaged cost
of the optimal policy in steady state (over many target velocity realizations)
were both approximately 35 [m2], one can see that the optimally coordinated
policy offers a significant advantage in terms of average cost, even in this slow
target scenario. If the target were instead traveling at v “ 9 [m/s], or half the
UAV’s airspeed, standoff tracking requires %s ě 128.7 [m] according to (4.20).
Thus, with ρs “ 129 [m], tracepPq « 92.2 [m2], and we have that the average
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steady steady cost of the optimal policy is nearly 2.5 times less than that of
ideal standoff tracking. Of course, constant speed aircraft cannot hold a 90˝
separation angle at a fixed nominal distance from a constant velocity target, nor
does a target travel at a fixed velocity in a real-world setting. Thus, the numbers
presented here for standoff tracking may even be optimistic.
Overall, the stochastic optimal control approach presents substantial im-
provements in performance over standoff tracking when the cost is the fused
GEC. This results from the fact that the problem formulation in this work
places no restrictions on UAV motion, other than kinematics. Note that the
cost function is determined by three degrees of freedom, namely the UAV dis-
tances ρj and their separation angle γ. Accordingly, when one proposes a standoff
tracking approach, one loses two of these three degrees of freedom, namely the
UAV distances, which are the dominant factors in the cost function. Hence, the
performance one can expect is inherently limited. Thus, while certain applica-
tions might require a minimum standoff distance, the degradation in tracking
performance with vision sensors is substantial and perhaps warrants the use of
alternative sensors, e.g., radar, though such equipment may require larger UAVs,
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4.4.3 Nature of Optimal Solution
Since we have established the benefits of the optimal policy, we now seek to
understand its behavioral qualities. We again use the uncoordinated strategy to
generate baseline statistics. To determine what types and corresponding degrees
of coordination are taking place, we generated M “ 10, 000 initial conditions
randomly according to Section 4.3.2 and then ran Monte Carlo simulations for
nearly 5.5 minutes with both the optimal and uncoordinated control strategies
from these initial conditions using the same realizations of target trajectories for
each approach. We removed the first 2-minutes such that there were one million
data points (states) remaining, i.e., we have tzpiqk u Ă Z, where i P t1, 2, . . . ,Mu
and k P t61, 62, . . . , 160u. Moreover, we have 10, 000 realizations of nearly 2.5
minutes of steady state trajectories for each control approach.
To assess the level of viewing angle coordination, we have generated the his-
togram of Figure 4.13. From this figure, one can see that the optimal control
strategy yields orthogonal viewing angles more often than collinear viewing an-
gles. Even so, while orthogonal viewing angles are nearly 50% more frequent
than collinear viewing angles with the optimal policy, the distribution is not
nearly an impulse function at γ “ 90˝, as would be achieved in an ideal setting
with coordinated standoff tracking. Moreover, we conclude that viewing angle
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Figure 4.13: Histogram of absolute deviations of the separation angle γ from
90˝. Hence, both γ “ 0˝ and γ “ 180˝ correspond to the UAVs being collinear
while γ “ 90˝ corresponds to orthogonal viewing angles.
coordination is certainly facilitated by the optimal policy but is not a dominant
behavior.
We now assess the level of distance coordination achieved by the optimal
policy in comparison with the uncoordinated strategy. To do this, we have
smoothed the scatterplot data of the one million UAV distance pairs to estimate
the joint probability density function of planar UAV distances for each control
strategy. The results are provided in Figure 4.14 while the joint density function
corresponding to uncoordinated policies is provided in Figure 4.15 to serve as
a reference. The joint density function corresponding to uncoordinated policies
is nearly circular around pρ1, ρ2q “ p80, 80q, which is not surprising since we
expect the uncoordinated policies to be equivalent to statistical uncorrelation.
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However, the joint density function corresponding to the optimal policy is signif-
icantly elongated and shows strong anti-correlation, which indicates that when
one UAV is far from the target, the other is most often fairly close to the target.
These plots also indicate that uncoordinated policies generally keep each UAV’s
max distance below 115 meters while the optimal policy keeps each UAV’s max
distance below 140 meters. While intuition suggests that minimizing each UAV’s
individual worst-case distance from the target might be the best strategy based
on the fused covariance’s sensitivity to distance, it is the coordination of distances
and not the max distance that yields optimal performance. This is supported
by considering the fact that Figure 4.10 is effectively the projection of the 2D
plots in Figures 4.14 and 4.15 into 1D based on the tracepPq functional. Hence,
we conclude that the coordination of distances is the predominant behavior of
the optimal control policy.
4.5 Conclusion
We have presented and studied an effective solution to the problem of op-
timally coordinating two fixed-wing UAVs to gather the best joint vision-based
measurements of a randomly moving ground target. An analytic expression was
given for the fused geolocation error covariance (GEC) associated with the fused
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Figure 4.14: Joint probability density of UAV distances ρ1 and ρ2 for the
optimal control policy, as determined through Gaussian kernel smoothing. The
heat maps range from dark blue to dark red, corresponding to low and high
density regions, respectively.
vision-based measurements while stochastic fourth-order models were employed
for all vehicles to capture realistic system dynamics. While this degree of real-
ism is desirable from a practical point of view, it also renders a 9-dimensional
stochastic optimal control problem for which grid-based solutions are impracti-
cal. Hence, we presented the simulation-based policy iteration technique known
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Figure 4.15: Joint probability density of UAV distances ρ1 and ρ2 for uncoor-
dinated policies, as determined through Gaussian kernel smoothing. The heat
maps range from dark blue to dark red, corresponding to low and high density
regions, respectively.
as regression Monte Carlo and adapted it into a policy generation algorithm
so as to remove the need and influence of the initial policy map. To promote
fast, reliable regression, we presented a partitioned robust regression scheme that
utilizes `1-regularized quadratic fits; as a result, the technique achieves spatial
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adaptivity and robustness to process noise while capturing nonlinearities in the
response surface.
We conducted a thorough study of the performance and nature of the optimal
control policy. When compared with uncoordinated policies, the optimal policy
was shown to achieve slightly lower cost averages with significantly lower vari-
ances. Hence, the optimal control policy achieves performance that is not only
improved, but also much more predictable. When compared with ideal standoff
tracking costs determined for a constant velocity target at various speeds, both
the ensemble average of the optimal policy’s costs in steady state and the mean
value of its time-averaged costs were shown to be significantly lower. This results
from the fact that the two most dominant of the three factors that determine
fused GEC, namely each UAV’s planar distance from the target, are removed in
the standoff tracking problem formulation. Moreover, while certain applications
might require a minimum standoff distance, the degradation in tracking perfor-
mance with vision sensors is substantial and perhaps warrants the use of larger
UAVs that can carry heavier, active sensors, e.g., radar.
While the optimal policy was shown to facilitate angle coordination to a
slight degree, the stronger, more pronounced behavior was shown to be the co-
ordination of distances to the target. Additionally, the max distances of the
individual UAVs was found to be greater than those of the uncoordinated opti-
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mal control policies, which effectively minimize each UAV’s max distance from
the target over the planning horizon. Thus, coordinating the UAV trajectories
to minimize the fused geolocation error allows UAVs to deviate further from the
target without sacrificing performance, which is counterintuitive. Overall, while
angle coordination is a traditionally accepted practice and individually minimiz-
ing each UAV’s max distance from the target is an intuitively good practice, it
is the coordination of the UAVs’ distances to the target that is the key optimal
control strategy for minimizing the fused geolocation error.
The optimal trajectories from distance coordination comprise a rich mixture
of sinusoidal and orbital trajectories that occasionally pass over or near the
target. These behaviors differ both from the standoff tracking approaches that
aim to achieve coordinated orbital trajectories centered at the target and the
heuristic approaches of [22] and [38] that aim to achieve out-of-phase sinusoids
passing over the target. Furthermore, distance coordination is achieved in the
presence of stochastic target motion, thereby offering a significant advantage.
Nonetheless, should one design a heuristic controller for a multi-UAV target
tracking application wherein a minimum standoff distance is not necessary and
the cost is analogous to the fused GEC, one should focus on distance coordination
rather than viewing angle coordination.
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As practical models that have been proven in the field were employed for
UAVs, a natural next step entails testing the optimal control policy in the field
to validate its performance under fully realistic conditions. Lastly, since the aim
of this work is to reduce the error of the vision-based position measurements
and thereby facilitate more accurate reconstructions of the full target state with
a filter, future work involves testing how the policy affects state estimates from
filters such as a particle filter or the robust filter of [6].
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Summary and Future Work
We have studied the problem of using one or more fixed-wing UAVs to au-
tonomously perform vision-based target tracking, which entails that each UAV
is equipped with a video camera and must maintain close proximity to a moving
ground vehicle. In addressing the different aspects of this particular applica-
tion, we have demonstrated techniques, principles, and practices throughout
this monograph that are applicable to a more general class of problems in the
general area of autonomous vehicles.
5.1 Summary
Firstly, this dissertation has demonstrated that control policies should be de-
signed to produce satisfactory performance in a real-world implementation. This
was demonstrated in Chapter 2, where we considered a single UAV performing
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target tracking with sensor visibility constraints. The existing literature for tar-
get tracking with a single UAV typically offers solutions wherein at least one or
more assumptions are made that impose severe limitations to a real-world im-
plementation with actual hardware. These assumptions typically include overly
simplified vehicle dynamics and no regard for sensor visibility limitations. Thus,
to add robustness to real-world phenomenon, we detailed the design of a game
theoretic control design to address evasive target motion and a stochastic op-
timal control design to address random target motion, where the cost function
in both approaches regarded the sensor visibility limitations as soft constraints.
Field tests verified the efficacy of both control approaches, as the game theoretic
control policy lost sight of the target only once in its fifteen-minute sortie while
the stochastic optimal control approached never lost sight of the target during
its fifteen-minute mission. Though the policies were not explicitly designed to
be robust to steady winds, both policies were found to be inherently robust to
light and even moderate steady winds.
The second key theme demonstrated in this dissertation is that optimization-
based control approaches can lead to solutions that differ from heuristics but
significantly outperform them. This was demonstrated in Chapters 3 and 4,
where we considered the problem of optimally coordinating two UAVs to per-
form vision-based target tracking. More specifically, the UAVs were tasked with
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gathering the best joint vision-based measurements of the moving ground ve-
hicle while traveling at a fixed altitude, which is accomplished by minimizing
the error covariance associated with the vision-based geolocation measurements
of the target. The majority of the literature on coordinated target tracking is
devoted to the specific application of standoff tracking wherein the autonomous
agents must maintain a nominal standoff distance from a moving ground tar-
get while coordinating their viewing angles to be orthogonal (for two agents) or
have a uniform angular spread (for N agents) around the target at the nominal
standoff distance. This practice minimizes the fused geolocation error covariance
(GEC) at a fixed distance from the target.
To understand the nature of the optimal coordination behavior without the
effects of stochasticity and higher order dynamics, we considered the problem in
a simplified setting in Chapter 3. A surprising result, and the main contribution
of this work, is that the key factor governing the optimal UAV routes is the
coordination of the distances to the target rather than the coordination of their
viewing angles. At lower speeds the optimal routes comprise orbital trajectories
that occasionally pass over or near the target while at higher speeds the optimal
routes comprise sinusoidal trajectories or “S turns” over the target. The primary
reason for this behavior is that holding orthogonal viewing angles indeed min-
imizes the fused GEC for the UAVs held at a fixed distance from the target;
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however, having at least one UAV directly above the target achieves a much
lower fused GEC. Consequently, the optimal strategy involves coordinating the
UAV trajectories such that one UAV is never very far from the target.
The purpose of Chapter 4 was to generate a control policy robust to real-
world phenomenon, as well as determine the level of coordination attainable by
the UAVs under fairly realistic conditions, namely stochasticity in the dynam-
ics. Thus, we used the stochastic UAV model of Chapter 2 and a refined target
model inspired by that of the same chapter while the cost function was exactly
that of Chapter 3. While the use of stochastic 4th-order models yields a higher
degree of realism, it also resulted in a 9-dimensional stochastic optimal control
problem for which grid-based solutions were infeasible. To circumvent the curse
of dimensionality, we adapted the simulation-based policy iteration algorithm
known as Regression Monte Carlo (RMC) to a be a policy generation algorithm
and also presented a partitioned robust regression scheme that lies at the heart
of the algorithm. The results showed that the optimal trajectories comprised a
rich mixture of orbital and sinusoidal trajectories that occasionally pass over or
near the target. In analyzing the nature of the optimal coordination behavior,
we found angle coordination to be induced only to a small degree; however, the
more pronounced behavior was again the coordination of the UAVs’ distances to
the target. Thus, we conclude that when designing a controller to perform vision-
178
Chapter 5. Summary and Future Work
based target tracking with multiple small UAVs tracking a moving ground target,
one should focus on coordinating the distances to the target rather than main-
taining orthogonal viewing angles. If one must maintain a minimum standoff
distance from the target, then one should consider the use of alternative sensors
whose uncertainty does not grow drastically with distance as in the present case
of vision sensors.
The final precedent set forth in this dissertation is that dynamic programming
is an effective tool for generating optimal control policies in autonomous vehicle
applications. Indeed, grid-based value iteration was utilized in the first few
chapters, demonstrating the efficacy of dynamic programming for up to sixth-
order systems. However, the final chapter illustrated the powerful technique of
regression Monte Carlo (RMC) that circumvented the curse of dimensionality
and generated an effective control policy for a 9-dimensional stochastic optimal
control problem involving multi-agent coordination that until recently seemed
intractable.
5.2 Future Work
A number of avenues exist for interesting future research. One direction for
future research involves unifying the sensor visibility considerations of Chapter 2
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with the coordination objective of Chapter 4. Of course, one significant part of
the research would involve devising an appropriate cost function, as simply taking
the individual geolocation information (inverse covariance) to be identically zero
when the target exits the field of regard will result in a discontinuous stage cost,
which would pose an additional challenge for RMC.
One real-world condition not directly addressed in this work is wind, yet,
as shown in Chapter 2, light to moderate steady winds can be merged with the
target velocity to form an apparent target velocity which can then be used in the
feedback policy. For more heavier, stochastic winds, one can incorporate wind
velocity into the system dynamics, though this would increase the dimensionality
of the problem. Nonetheless, since the problem is still tractable with RMC and
because wind can play a significant role in the performance of small UAVs, this
also remains an open area for future work.
In Chapter 3, we showed that altitude affects the nature of the optimally
coordinated trajectories when the metric is the fused geolocation error covari-
ance. Hence, yet another area of interesting future research involves addressing
the problem of target tracking in three dimensions, where a minimum altitude
would be enforced. Of course, adding altitude and pitch dynamics would increase
the dimensionality of the UAV model by two, and hence the problem would be
challenging for more than one UAV. However, even in the single-UAV case, the
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nature of the trajectories would likely prove to be of interest, as the optimally
coordinated trajectories for two UAVs in the plane differed from the traditionally
accepted ones.
A particularly challenging line of work would be to consider the optimal co-
ordination problem of Chapter 4, but with three UAVs. The purpose would
be to quantify the advantage of optimally coordinating three UAVs over hav-
ing three UAVs perform target tracking independently. Of course, one would
have to exploit symmetry in a similar fashion to Appendix A in order maintain
computational feasibility.
The final research direction involves applying regression Monte Carlo to other
autonomous vehicle applications that rely on stochastic control and for which
grid-based dynamic programming solutions are intractable. Additionally, certain
applications may have continuous action spaces, and hence extending RMC to
such scenarios would increase its versatility.
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Appendix A
Exploiting Symmetry for
Computational Savings in RMC
When performing modified RMC, one can exploit key symmetries in the prob-
lem for considerable computational savings. While presenting these properties,
we rely on intuition and forgo formal proofs of the stated symmetry properties,
as these greatly reduce computational burdens but do not alter the results.
Firstly, the Q-value is symmetric about the relative x-axis in the target-
centric state space Z. To describe this, we introduce the reflection matrix R “
diagpI2ˆ2 b R, 1q P R9ˆ9, where R “ diagp1,´I3ˆ3q P R4ˆ4. This matrix simply
comprises 2 copies of the matrix R and unity in a block diagonal fashion. By
multiplying the state vector z P Z by the reflection matrix, we reflect the relative
poses of both UAVs simultaneously about the relative x-axis in the target-centric
state space.
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Taking note of dynamical symmetry, we have that ppz1 | z, uq “ ppRz1 |Rz,´uq.
This simply states that dynamics of the UAV’s pose relative to the target are
symmetric about the relative x-axis. Furthermore, since simultaneously reflect-
ing all UAV poses preserves both the UAV-target distances as well as the sepa-
ration viewing angle γ, gpzq “ gpRzq. Combining these two properties in (4.6)
yields Qpz, uq = QpRz,´uq. Moreover, from (4.8), we have the following prop-
erty:
µ˚kpzq “ ´µ˚kpRzq, (A.1)
Henceforth we shall refer to this as the reflection property.
One can combine the reflection property with two-UAV symmetry for sub-
stantial computational savings. By two-UAV symmetry, we mean the property
that one can simply relabel the UAVs to account for all possible state configura-
tions when evaluating the cost-to-go. As an example, the set of roll-angle pairs
C can be defined as
C :“ tr P C2 : r1 ě r2u. (A.2)
Thus, with nr “ |C| “ 5 and Nr “ |C|, the total number of roll-angle pairs
that needs to be considered has been reduced from Nr “ n2r “ 25 to Nr “
nrpnr ` 1q{2 “ 15, which is a substantial savings in Algorithm 4.3.
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Also, as mentioned in Section 4.4, the partitioning of the relative position
states for regression is done approximately in quadrants. With two UAVs, we
enforce the position states to be partitioned as quadrants a priori and ensure that
m Monte Carlo samples from the initial condition set X exist in each quadrant,
where m is the number of samples per regression partition. With this setup,
there are initially 42 “ 16 possible combinations of quadrants (corresponding
to the position states) wherein one needs to perform regression. However, by
applying the reflection property, one can eliminate performing regression in the
following pairs of quadrants: p3, 3q, p4, 4q, p4, 3q, p3, 4q, p2, 4q, and p4, 2q. Hence,
one can eliminate at least 6L3L6L7Nrm “ 2880m Monte Carlo simulations,
which is considerable since m is typically on the order of 104.
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