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Capftulo 1 
En 10s liltimos 15 afios la transformada wavelet - ondelette, ondicula, ondita - ha adquirido gran im- 
portancia, y es actualmente objeto nwnerosas investigaciones. Como herramienta en el procesamiento 
de idgenes,  las wavelets tienen aplicaciones en la compresi6n de idgenes  - son la base del standard 
JPEG2000 para idgenes,  y el FBI usa wavelets para comprimir su base de huellas digitales -, asi como 
en la elimimci6n de ruido, el anfisis de texturas, el reconocimiento de patrones, etc. Tambi6n se uti- 
liza esta transformada en la resoluci6n de ecuaciones en deriMdas parciales, y de ecuaciones integrales. 
Esta herramienta tiene un marco te6rico complejo, el cud brinda una mayor comprensi6n del anfisis de 
multirresoluci6n de una seiial, permite caracterizar a las funciones aproximables por wavelets, y permite 
estimar la continuidad de las diversas wavelets propuestas. Para dar una idea del grado de diicultad 
que puede aparecer, mencionemos, por ejemplo, que el problema de probar que una wavelet es Hijlder 
continua est vinculado al problema de probar que el radio espectral conjunto de un niunero finito de 
matrices es menor que uno, y 6ste es un problema no decidible. 
Las wavelets son bases de funciones que tienen buena localizaci6n tiempo-frecuencia. En una dimen- 
sidn son dilataciones (carnbios de escala en potencias de 2) y traslaciones enteras de una misma funci6n 
wavelet Q(x). Las traslaciones de una versi6n diiatada de la wavelet generan un subespacio de detalle de 
una resoluci6n determinada (en lo que sigue D = 2): 
Wj = gen(Q(Dj x - k)Ik. 
Representando una seiial en estas bases, se obtiene una descomposicidn de la s e a  en una suma de 
detalles de diferente resoluci6n, m& una aproximaci61.1 burda de la seiial. La teoria de las wavelets 
unidimensionales ha sido muy estudiada, y hoy dia es bien comprendida. En cambio no sucede lo mismo 
con diversas generalizaciones de esta transformada, entre ellas las wavelets bidimensionales no separables, 
y las multiwavelets. 
Una wavelet estB asociada a una funci6n de escala a(%), las cual verifica una ecuaci6n de dilataci6n 
o rehamiento 
N 
@(x) = C hr ~ ( D x  - k). 
k=O 
Las traslaciones de una versi6n diiatada de @(x) generan un subespacio de aproximaci6n de una resoluci6n 
determinada: 
vj = gen(+(Dj x - k)Ib. 
A su vez, la wavelet se puede escribir en tQminos de la funci6n de escala 
@(x) = gk @(Dx - k). 
h 
En el caso unidimensional el factor D = 2, y k representa a valores enteros. Los valores ha son 10s 
coeficientes de la funci6n de escala, y 10s valores gr, son 10s coeficientes de la wavelet. 
La transformada wavelet se puede calcular riipidamente mediante la convoluci6n de la seiial con dos 
filtros, un filtro pasa-bajos y el otro pasa-altos; arnbas operaciones son seguidas de una decimacidn de a 
2. En el caso ortogonal el filtro pasa-bajos es [ h ~ ,  h ~ - 1 , .   . ho], y el filtro pasa-altos es C ~ N ,  gN-1, . . . go]. 
Para procesar una imagen, en general se aplica la transformada wavelet separable. EBta transformada 
bidimensional es fk i l  de implementar - se aplica la transformada wavelet de una dimensi6n por film y 
luego por columnas- y hereda las propiedades de la transformada en una dimensidn. Pero la transformada 
separable origina detalles en las direcciones horizontal y vertical, lo cual no corresponde a nuestro sistema 
de visibn, y puede generar distoniones en estas direcciones si se comprime la imagen. Una solucidn m L  
general es hallar wavelets bidimensionales no separables. En este caso los filtros son bidirnensionales, y 
D es una matriz que dilata todo el plano. Dos elecciones posibles para D son matrices de 2 x 2 que 
producen una decimaci6n en diagonal o al tresbolillo (quincunx, quinconce), como si se eliiinaran todas 
las casillas negras de un tablero de ajedrez. 
Otra generalizaci6n de la teoria consiste en tomar las traslaciones de versiones diatadas de r funciones 
O1 ,.. O, (en vez de una sola) para generar 10s subespacios de aproximaci6n: estas son las multifunciones de 
escala, y asociadas a ellas e s t h  las multiwavelets (multionditas) que constan de r(lD1 - 1) wavelets. Ektas 
pueden verificar propiedades que no pueden cumplir simultheamente las wavelets tradicionales, como por 
ejemplo: soporte compacto, simetria y ortogonalidad. En el caso de las multiwavelets unidimensionales, 
D = 2 y 10s coeficientes hr, son matrices de r x r. Sin embargo, el procesamiento de imkenes con estas 
multiwavelets en forma separable da como resultado muchas subiiiigenes, cuyo significado no es intuitivo 
y es, en cambio, bastante complejo. 
Con el objetivo de unir ambos adelantos, en esta tesis se han construido ejemplos de multiwavelets 
bidimensionales no separables. E s t h  asociadas a alguna de 2 matrices de dilatacidn, que producen 
una decimaci6n en diagonal (quincunx). Hasta ahora no se conocian construcciones de multiwavelets 
bidimensionales no separables. Su construcci6n y su andisis han permitido comprender mejor la teoria 
de l a .  wavelets en general. Las multiwavelets construidas verifican diferentes propiedades importantes. 
La ortogonalidad asegura la estabilidad frente a errores de cuantizaci6n en la compresidn de imAgenes. El 
soporte compacto da una buena lodizaci6n espacid de la base, deseable en el tratamiento de imAgenes. 
La continuidad es esencial para poder representar seiiales suaves, y provee mejores resultados en la 
magnificacibn o interpolaci6n de una imagen. La aproximacidn polinomial de la multifuncidn de escala 
proporciona una mayor compresi6n de las zonas de una imagen que tienen variaciones continuas de color. 
Se extendid la dehicidn de balanceo para este tip0 de wavelets, tomando en cuenta el submuestreo: el 
balanceo de orden 1 evita tener que prefiltrar la imagen; el de orden 2 esti  vinculado a la preservacidn 
de planos cuando se realiza la transformada. Se cumplen, adem&, diversas condiciones sobre 10s filtros 
que dan una buena localizacibn en las fiecuencias. Para Cstas multiwavelets, la interpretacidn visual de 
la transformada es sencilla. Se desarroll6 la teoria para estas multiwavelets. Se analbaron las relaciones 
existentes entre un conjunto de propiedades, que en el caso de las wavelets de una dimensi6n son todas 
equivalentes entre si, y que no lo son en el caso de las multiwavelets no separables; siendo algunas 
propiedades mutuamente excluyentes, como el balanceo de orden 2 y la condicidn sobre el Qtro poliiase 
VF(-1, -1) = 0. Se elabor6 el cage de paquetes de rutinas para calcular la transformada multiwavelet 
no separable a imigenes. Se escribieron programas para calcular en forma aproximada el radio espectral 
conjunto ( por medio de una cota inferior), en orden a estimar el exponente Hiilder de continuidad de 
las funciones construidas, y para determinar si el radio espedral conjunto es menor que 1 - problema 
NP-hard -, y asi probar la contiiuidad de estas funciones. Finalmente se a d i 6  el desempeiio de 
las multiwavelets construidas en algunos problemas de magnificaci6n de imiigenes, de compresi6n de 
imAgenes, de deteccibn de bordes y de eliminacibn de ruido, observ6,ndose ventajas con respecto a las 
wavelets tradicionales. 
En el capitulo 2 se realiza un breve repaso de la teoria de las wavelets en una dimensi6n. Se presentan 
las f6rmulas para la transformada y antitransformada wavelet de seiiales ( andisis y sintesis ), y las 
f6rmulas equivalentes que se obtienen de la descomposici6n de los fdtros y de la seiial en distintas fases. 
Se dan ejemplos de funciones de escala y su wavelet asociada, y se analizan diferentes propiedades de 
las wavelets, tales como su ortogonalidad, y el orden aproximaci6n polinomial, y se estudia como las 
propiedades de las wavelets se traducen en condiciones sobre 10s coeficientes de las wavelets. Finalmente, 
se calcula en forma aproximada el radio espectral conjunto de dos matrices To y Tl en orden a estimar 
el exponente de continuidad Holder de las funciones. Se ilustra la transformada wavelet con ejemplos 
propios -figuras 2.6, 2.7, 2.8-, se explica en detalle el algoritmo utilizado para gra6car las funciones de 
escala y las wavelets. Asimismo, se presenta en forma detallada la transformada wavelet separable. La 
seccci6n 2.9.2 es original y relata la historia de la compresi6n de im&genes. 
En el capitulo 3, se da una introducci6n a las wavelets bidimensionales no separable. Se siguen 10s 
lineamientos del capitulo aaterior para este tip0 de wavelets: primero se repasa la teoria, se analizan 
las posibles matrices de dilatacibn, y se dan las f6rmulas para el M i i s  y la sintesis de im&genes. Los 
ejemplos de la transformada wavelet de im&genes, al igual que 10s graces de las funciones de escala 
y las estimaciones del radio espectral conjunto, fueron realiiados con programas propios. Son aportes 
originales de este trabajo el teorema 3.2 y la secci6n 3.8. 
En el capitulo 4 se presenta la teoria de las multiwavelets en una dimensibn, las f6rmulas para la 
transformada multiwavelet de seiiales, y la separaci6n de la s e a  en 2 seiiales de entrada; se clan ejemplos 
de multifunciones de escala y de las multiwavelets asociadas; se analizan las diferentes propiedades de las 
multiwavelets - ortogonalidad, aproximacibn polinomid, balance* y como Bstas se traducen en condi- 
ciones sobre los coeficientes de las multiwavelets. Son aportes originales de esta tesis la secci6n 4.4.6, y 
10s lemas 4.6, 4.7, 4.8 y 4.9. 
Los capitulos subsiguientes, consagrados a la teoria y a la construcci6n de multiwavelets bidiien- 
sionales no separables, constituyen el grueso del aporte de este trabajo. En el capitdo 5 se analizan las 
f6rmulas para la transformada multiwavelet de im&genes, la separacibn de la imagen en 2 im&genes de 
entrada, y tres interpretaciones de la f6rmula de an8iis: 10s coeficientes de aproximaci6n (o de detalle) 
se calculan i) como produdos de las matrices-filtro por vectores de 2 coordenadas formados por las 2 
im&genes de entrada, ii) como la suma de 2 convoluciones de las idgenes de entrada con £iltros bidmen- 
sionales seguidas de un submuestreo con D, iii) como una convoluci6n de la imagen original con un fdtro 
bidimensional polifase seguida de un submuestreo con D2. Para ilustrar el procesamiento de im&genes 
con estas transformadas, se realizaron programas a tal efecto, en los cuales se utilizaron 10s ejemplos de 
las multifunciones de escala y 1% mdtiwavelets halladas en este trabajo. 
En el capitulo 6 se analizan las diferentes propiedades de las multiwavelets - ortogonalidad, apraxi- 
maci6n polinomial, balanceo, y localizacibn en las frecuencias- y como Bstas se traducen en condiciones 
sobre los coeficientes de las multiwavelets. Se estudia de qu6 manera se vinculan e t a s  condiciones entre 
si. Se utilizan estas liltimas para construir ejemplos de multifunciones de escala no separables y su mul- 
tiwavelet asociada, por medio de rutinas de optimizaci6n numQica, lo cual se detalla en el capitulo 7. 
Alli tambiBn se explica como se grafican 10s ejemplos hallados. 
En el capitulo 8 se trata el tema de estimar la regularidad de las multifunciones de escala y de las 
multiwavelets construidas, calculando aproximativamente su exponente de continuidad Holder. Para ello 
se estudia la forma matricial de la ecuxi6n de dilatacibn, y se estima el radio espectral conjunto de las 
2 matrices TO y TI. Estas matrices dependen de la manera que se efect6a el cubrimiento del plano por 
medio del conjunto elemental asociado a la matriz de dilatxi6n. Por ~ltimo, se ejecuta un programa 
basado en un algoritmo para determinar si el radio espectral conjunto es menor que 1, y asi poder aiirmar 
la continuidad de las funciones calculadas. 
En el capitulo 9 se analiiza el desempeiio de las multiwavelets halladas en diversas aplicaciones, tales 
corno: compresi6n, interpolxi611 de im&genes, eliminaci6n de ruido, y detecci6n de bordes. 
Finalmente, se presentan las conclusiones de la tesis y se discuten las posibiiidades de trabajos futuros 
en el capitulo 10. 

Capitulo 2 
Wavelets en una dimensi6n 
En este capitulo se presenta brevemente la teoria de las wavelets en una diiensi6n. Se explica como 
se procede para el procesdento de seiiales, y se exhiben ejemplos ilustrativos. Se listan las diferentes 
propiedades de las wavelets - ortogonalidad, soporte compacto, aproximacibn polinomial, se analiia como 
estas propiedades se traducen en propiedades de 10s coeficientes de las wavelets, y se exponen las relaciones 
entre diferentes propiedades. 
Se dan ejemplos de funciones de escala y su wavelet asociada, se explica con de tde  el algoritmo 
cascada que permite graficarlas, y controla que sea continua calculando el radio espectral conjunto de 2 
matrices To y TI. De este liltimo se obtiene el exponente de Holder. 
Finalmente se muestra como se procede - el m6todo separable - para transformar idgenes con estas 
wavelets, y 10s pasos siguientes para lograr la compresi6n de las mismas. 
Para profundizar sobre el tema, se pueden consultar los libros [I], [2], y [3]. 
2.2 Definiciones y notaci6n 
a El espacio de funciones absolutamente integrables es 
a El espacio de funciones de cuadrado integrable es 
En este espacio se identifican dos funciones que difieren sobre un conjunto de medida nula. 
a Dadas f (x) y g(x) que pertenecen a L2(8), se defhe su product0 escalar como 
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Dos funciones f ,  g E L2 (82) son ortogonales si 
Si f E L2(%) entonces 
l l f  112 = 
Las s&ales de energia finita forman Z2(Z) = { f , )  tal que C f: < oo 
n 
Si { f n }  E 12(Z), se define su norma ilfI12 = @ 
Dada f E L1 (B ) ,  se define su Cransfomada Fourier como 
Esta definicibn se extiende a funciones f E L2 (3). 
Dado un filtro f , su transfomada Z F : C + C se define como 
Dado un filtro f , su respuesta en frecuencias, o transformada Fourier discreta en el tiempo,se 
define como 
Nota 2.1. $(w) = ~ ( e ~ ~ ) .  
a Dado un filtro f ,  se define el simbolo 
a Dado un filtro h , se define h' como el reverso de h: 
hi  = h-k. 
Nota 2.2. Si y = x * h, entonces P ( w )  = g ( w )  g ( w ) ,  y Y ( z )  = X ( z )  H(z ) .  
a Un filtro h se denomina pasa-bajos ideal si 
Nota 2.3. Si h es un filtro pasa-bajos ideal, h tiene infinitos t6rminos no nulos. Si y = x * h, entonces 
P(w)  = { z ( w )  para 0 5 lwl< r / 2  0 para n / 2 5  Iwl < n  ' 
es decir, h "mata " las altas frecuencias de x 
Un filtro h se denomina pasa-hjos si existen wo, wl,(wo < w l )  tales que 
1 para 0 5 lwl < wo i i ( w )  = 0 para w l 5  lwI<n  
y entre wo y w1, g ( w )  cambia de aproximadamente 1 a aproximadamente 0. 
a Un fltro g se denomina pasa-altos ideal si 
A 
G(w) = 0 para 0 5 lwl < n / 2  1 para 7r/2 5 I w ~  < 7r 
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Nota 2.4. Si g es un Btro pasa-altos ideal, g tiene infhitos tQrninos no nulos. Y si y = x * g, entonces 
P(w) = para 0 5 lwl< n/2 { %(w) para r / 2  5 lw, < n ' 
es decir, g "mata " las bajas frecuencias de x 
Un filtro g se denomina pasa-altos si existen wo, wl,(wo < wl) tales que 
B(w) { 10 Para 0 5 lw( < WO para wl 5 Iwl < n 
y entre wo y wl, G(w) cambia de aproximadamente 0 a aproximadamente 1. 
Submuestreo o decimaci6n de a 2 (downsampling): 
y = x 5 2  # yk=x2k. 
A la s e 3  x se le eliminan las componentes pares para formar y, la seiial submuestreada. 
Nota 2.5. Si y = x J 2, entonces Y(z) = k[X(&) + X(-&)I. 
Sobremuestreo: 
x, si k es par, k = 2r 
Y k = {  0 si k esimpar 
A la seiial x se introducen ceros en to& las posiciones impares. 
Nota 2.6. Si y = x t 2, entonces Y ( x )  = X(z2). 
Nota 2.7. Si y = (x 4 2) t 2, entonces Y (2) = [X(z) + X(-z)]. 
Se dice que un conjunto en Bn es compacto si es cerrado y acotado. 
Se llama soporte de una funci6n f a1 menor conjunto cerrado que contiene a todos 10s x tales que 
f ( 4  # 0. 
m 
Para f E L2 (8) se denomina momento de orden T de f a la expresicin J xrf (x) &. 
-m 
m 
Nota 2.8. Si J xr f (x) dx = 0 para r = 0, 1, ..m - 1, se dice que f tiene m momentos nulos. 
-00 
o r  ,, 2 3 014 5 0:s 0; 0:s 019 
Figura2.1: hs paras = &,:,:,:,&. 
a Se dice que f pertenece al espacio de Holder Cs, con 0 < s < 1 ( o que f es Holder continua con 
exponente de Holder s ) si 
donde K es una constante. En las condiciones anteriores tambibn se dice que la funci6n f es de Lipschitz 
con exponente s. 
Para una funci6n Holder continua con exponente s, la diferencia I f  (xo + h) - f (xo)l estd acotada por 
JhIs multiplicada por una constante. En la figura 2.1 se grafic6 la funci6n hs (h > 0) para diferentes 
valores de s: vemos que cuanto mayor es s, menos pronunciada es la pendiente de hs en el origen, y por lo 
tanto es m k  suave la funci6n f. En cambio, si f es Holder continua con s pequeiio, por ejemplo s = 0.1, 
en cada punto xo la funci6n f puede tener un crecimiento similar al de la curva superior del grGco en el 
origen. 
a Se dice que f pertenece al espacio de Holder C8, con s 3 1 ( o que f es Holder continua con 
exponente de Holder s ) si s = m + a, m E N, 0 5 a < 1, f es m veces diferenciable con continuidad, y 
vale 
donde K es una constante. 
El radio espectral de una matriz es el mhimo de todos sus autovalores en valor absoluto 
P(A) = ml* IX j l  - 
a Dada una imagen A de M x N, y una imagen aproximada 2 de M x N, se d e h e  el error cuadrBtico 
medio (o mean square error) como 
D a d a  dos idgenes A y 2, y MSE el error cuadrhtico medio entre ambas, se define la raz6n "pico 
de la seiial / ruido" o PSNR (peak signal to noise ratio) como: 
2552 PSNR = 10 log [-] dB MSE 
que estA en escala logaritmica. Cuando el error cuadrAtico medio decrece, aumenta el PSNR. 
2.3 AnQlisis de multirresoluci6n en una dimensibn : 
Un andisis de multirresoluci6n consiste en una secuencia de subespacios anidados 
cuya uni6n es densa en L2(B) y cuya intersecci6n es la funci6n nula. 
El subespacio Vo es generado por las traslaciones enteras de m a  funci6n a(%), llamada fpmcibn de 
escala, y 10s dem& subespacios Vj son generados por las traslaciones enteras de una versi6n dilatada o 
contraida de la rnisma @(x). 
De la inclusi6n Vo c Vl se deduce que a($), que es base de Vo, debe poder expresarse como combi- 
naci6n de las bases de Vl. Entonces deben existir constantes hk tal que 
La ecuaci6n 2.1 es llamada ecuaci6n de dilataci6n o de rekamiento. 
Consideramos los casos en que el conjunto 
{@(x - k)}k 
es ortonormal. Para cada entero j , Wj es el complemento ortogonal de Vj en $+I: 
Los subespacios Wj son generados por las traslaciones enteras de versiones dilatadas de m a  funcicin !I!(%) 
llamada wavelet (ondelette, ondita, ondicula): 
De la inclusi6n Wo C VI se deduce que @(x), que es base de Wo, debe poder expresarse como combinaci6n 
de las bases de K.  Entonces deben existir constantes gk tal que 
conocida como ecuaci6n de la wavelet. Una vez conocidos 10s coeficientes hk de la funci6n de escala @(x), 
la wavelet asociada Q(X) se puede hallar diredamente, es decir se pueden calcular 10s coeficientes gk de 
la ecuaci6n de la wavelet como 
Figura 2.2: Haar: @ funci6n de escala, y Q wavelet. 
Los coeficientes hm determinan la funci6n de escala, salvo multiplicaciones por constantes. En general 
no se tiene una forma analftica para @(x), solo se conocen sus coeficientes: con ellos se puede obtener un 
grGco la funci6n de escala. En las figuras 2.2, 2.3 y 2.4 se observan ejemplos de funciones de escala y su 
wavelet asociada: de Haar (figura 2.2) y de Daubechies 4, llamada asi porque tiene 4 coeficientes hk en 
la ecuaci6n de dilataci6n (figura 2.3), y Symmlet 8 (figura 2.4), de 8 coeficientes. 
En la figura 2.5 se observan varias funciones Q(2j x - k). - de la wavelet Symmlet 8- con diferentes 
escalas y traslaciones enteras, que son bases de 10s subespacios Wj. 
Nota 2.9. Si una funci6n de escala @(x) verifica la ecuaci6n de dilataci6n 2.1, (se dice que @(x) es soluci6n 
de la ecuaci6n 2.1) entonces cualquier miiltiplo de @(x) tambiCn verifica la ecuaci6n. Se normaliia la 
m 
soluci6n agregando la condici6n 7 @(z) dx = 1. 
-w 
Nota 2.10. En este trabajo nos ocupamos exclusivamente de wavelets ortogonales; sin embargo, existe 
otro tip0 de wavelets, las biortogonales. 
2.4 Procesarniento de sefiales 
En aplicaciones pr&icas tales como el procesamiento de seiiales, el espacio Vo represents a la funci6n 
fo(x) asociada a la seiial original en su nivel de resoluci6n m L  alto. Las sucesivas proyecciones f-1 (x), 
f-2 (x),.. de fo(x) sobre 10s subespacios V-l, V-Z, son representaciones de fo(x) de una resoluci6n cada 
vez menor, mientras que 10s detalles o diferencias de una proyecci6n a la siguiente son capturados por 10s 
espacios Wj , en la componente rj(x) Asi la funci6n asociada a la seiial original se descompone en una 
aproximaci6n burda de la misma y la suma de todos 10s componentes de detalle Fj en distintas escalas. 
Llarnamos c!') a la sefial original, y fo(x) es su funci6n asociada, fo E Vo. Si se descompone a fo(x) 
en la suma de sus proyecciones sobre V-1 y W-1, se tiene 
1 
= c!-~)-@(~-~x - k) + ~ - ' ) L Q ( ~ - ~ x  - k).
kEZ 4 kEZ 4 
Figura 2.3: Daubechies 4: @(x) : funcion de escala, y Q ( x )  : wavelet 
Figura 2.4: Symmlet 8: funci6n de escala y wavelet. 
- - 
Figura 2.5: Varias escalas y traslaciones de la Symmlet 8 
La funcibn fVl(x) E V-l es una versibn mAs suave de la funcibn original, tiene menor resoluci611, y 
sus coeficientes ck-l) son llamados coeficientes de aproximaci6n. La funcibn F-~(X) E W-l contiene los 
detalles de fo(x) que son omitidos en fWl(x), y sus coeflcientes 4-l) son llamados cueficientes de detalle. 
En general se tiene 
donde 
Los coeficientes de aproximacibn {cf)} son los coeficientes de la. proyecciones fj(x) en la base 
(@j,r(~)}, y los coeflcientes de detalle (4)) son los coeflcientes de las diferencias rj(x) en la base 
{@j,k(x)}. 
Como ejemplo del procesamiento de una seiial original con la wavelet Symmlet 8, se tienen las figuras 
2.6 a 2.7. En 2.6 (a) est& la funcibn fo que corresponde a la s e a  original. Luego en el lado izquierdo 
Figura 2.6: (a) f (x) = fo(x) (b) f-1 (x) proyecci6n de f sobre V-1 (c) r-1 (x) proyecci6n de f sobre 
w-1. 
de las 3 figuras, se observan las funciones fj, con j = -1, -2, que son versiones cada vez m6s suavizadas 
de f', y que corresponden a sucesivas proyecciones de fo  sobre los espacios 5. Y en el lado derecho se 
observan las funciones rj, con j = -1, -2, el detalle omitido en fj. 
En la figura 2.9 se observa: (a) la funci6n fo (b) 10s coeficientes de la transformada y (c) las com- 
ponentes de la transformada wavelet. A1 procesar una seiial, lo que se obtiene son 10s coeficientes de la 
seiial en la nueva base. 
Los gri5cos de wavelets y el procesamiento de seiiales con wavelets en una dimensi6n fueron realimdos 
con el paquete de rutinas Wavelab, de D. Donoho, que puede obtenerse de 
http://www-stat.stanford.edu/-wavelab. 
La obtenci6n de 10s coeficientes de aproximaci6n {ci-'I) y de detalle {di-I)) a partir de 10s coeficientes 
de la seiial original {cr)) constituye un paso de la transformada wavelet. Una de las ventajas m& 
sobresalientes de esta transformada es que es una transformada r&pida, y se puede demostrar que 
De la f6rmulas de anBisis (2.5) y (2.6) se deduce que 10s coeficientes de aproximaci6n c(-') se pueden 
expresar como una convoluci6n de la seiial original con el filtro 
Figura 2.7: (a) fAz(x) (b) r-z(x) (c) f 4 x )  (d) r-3 (2) 
Figura 2.8: (a) f-4 (x) (b) r-4 (2) (c) f-5 (x) (d) r-5 (2) 
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Figura 2.9: (a) fo(z) (b) por filas: c ! - ~ ) ,  d!-L), . . . d!-2), d!-') (c )  por filas: f-L, r-L, . . . r-2 , r-1. 
Figura 2.10: Esquema de an8iis-sintesis en dimensi6n 1 
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seguida de un submuestreo, mientras que 10s coeficientes de detalle se obtienen de una convoluci6n 
de c(O) con el filtro 
seguido de un submuestreo: 
Esto se indica en el lado izquierdo del esquema (2.10). 
Se repite este proceso sobre c(-'), obtenibndose c(-~) y Se realizan la cantidad deseada de 
pasos. Las f6rmulas 2.7, 2.8, tambib permiten calcular ck-') y d-21 a partir de cL-l1, asi como c:-~) y 
di-3) a partir de cL-~),  etc.. 
Por ejemplo, si la seiial original {cfl} es de 8 coeficientes, el d c u l o  
[ C  $9 $9 ($7 $1 c$'3 $1 $1 I -+ [4-11 - 1  4-11 - 1  - 1  - 1  - 1  di-l l]  
constituye un paso de la transformada wavelet. Y, bajando un nivel m6s: 
se tienen 2 pasos de la transformada wavelet (que a tambibn se denomina la transformada wavelet bajando 
2 niveles): 
La transformada wavelet es un cambio de base y tiene inversa. Para reconstruir la seiial inicial a 
partir de 10s coeficientes c(-') y d-') estS la f6rmula de sintesis: 
r -I 
que corresponde a la parte derecha del esquema (2.10): sobremuestreo, filtrado y suma: 
g = [ 1  -11. 
En el caso Daubechies 4, el filtro h es: 
A partir de h se obiene g (ver 2.3): 
y entonces 10s fltros h' y g' son: 
Nota 2.11. Si se transforma una seiial con las f6rmulas 2.7 y 2.8, en los bordes se pueden producir 
distorsiones, a causa de las convoluciones "tmncas". Para evitar esta situacibn, se periodiza la seiial 
en forma ciclica antes de transformarla. De igual manera, antes de calcular la transformada inversa 
de un vector de coeficientes, se 10s periodiza en forma ciclica. ( Existe otro tip0 de periodizaci6n7 la 
periodizaci6n simarica, que se puede realizar cuando 10s filtros son sim4tricos o antisim4tricos. Pero nos 
hemos restringido a las wavelets ortogonales, y Cstas no pueden tener filtros simCtricos, salvo en el caso 
de Haar.) 
Nota 2.12. A1 procesar una seiial se obtienen las proyecciones en 10s diferentes subespacios Vj, Wj de 
una funci6n f (x) asociada a la s e a l  original . Lo ideal seria que la funci6n f (x) fuera tal que sus 
muestras coincidieran con la seiial original. En ese caso, la s e k l  original seria f (xk), y para iniciar el 
procesamiento de la sefial, habria que calcular c r ) ,  10s coeficientes de la proyecci6n de f (x) en Vo. Para 
&to &ten tC.cnicas de preatrado o convoluci6n inversa, en el caso de splines biortogonales. Tambib 
pueden estimarse 10s c r )  con integraci6n numCrica. M& adelante se d a r h  10s enunciados de ciertos 
teoremas, s e g h  10s cuales, bajo ciertas condiciones, si el muestreo es suficientemente fino, entonces 
(0) f b k )  M Ck - 
Nota 2.13. Supongamos que f B fJ E Vj,(J > 1): entonces la funci6n estb discretiiada con paso 
pequeiio y pertenece a un subespacio de resoluci6n miis fina. Corresponde entonces tomar como la 
proyecci6n inicial de f (x) a fJ E Vj 
donde cf) = cy)  (f) = (f, J , ~ )  . Con el cambio de variables y = 2jz, dehimos g(y) = f (2-Jy). Si 
ahora proyectamos g(y) sobre Vo, se obtiene 
donde 
Es decir, los coeficientes de la proyecci6n de f en VJ son iguales (salvo una constante) a 10s coeficientes 
de la proyecci6n de f (2-Jy) en G. No se pierde generalidad al asumir que el tratamiento de una seiial 
comienza con su proyeccibn en Vo. 
2.4.1 Formulacicjn polifase 
Las f6rmulas de d i s i s  2.5 y 2.6 pueden escribirse de una manera equivalente sin realizar operaciones 
innecesarias, como el c6lculo de una convoluci6n de la cud se descartan coefiuentes impares en el sub- 
muestreo. Para simplificar, llamaremos x a la seiial original do), xp a 10s valores pares de esta seiial y 
x ~ a  10s valores impares: 
Escribiendo esto en tQminos de la transformada Z, se tiene: 
Se hace exactamente la misma descomposici6n sobre 10s filtros. hp son 10s coeficientes pares de h, y 
hI son 10s impares: 
Y en tQminos de la transformada Z, se tiene: 
H ( z )  = Hp (z2)  + Z - I  HI (z2) .  
Se puede ver que la transformada 2 de yl = ( x  * h') 5. 2 es 
y, anaogamente, la transformada Z de yz = (x * g') J 2 es 
1 1 %(z) = XP(Z)GP(--) + XI(Z)GI(--). 
Esto, en forma matricial, es 
En general, se define 
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como la matriz polifase de 10s filtros F y .J Entonces, las ecuaciones 2.7 y 2.8 son equivalentes a 
y, en t6rminos de convoluciones, a 
Estas liltimas e m i o n e s  son computacionalmente m 6  eficientes. 
2.5 Propiedades de las wavelets: 
2.5.1 Existencia de la funcidn de escala 
Forma Fourier de la ecuaci6n de dilatbtaci6n: 
Si se transforma Fourier la ecuacibn de dilatacibn 2.1, resulta 
m 
Tomando limite cuando N --, oo, y usando que &(0) = J 9(x) dx = 1, se obtiene 
-00 
Para que est product0 infinito sea convergente, es necesario que I? (g) --+ 1 cuando n -+ CCI, o sea 
que debe ser (0) = 1, y entonces 2 (0) = 2. 
La convergencia en L2 est8 garantizada si H (w) > a > 0 para Iw 1 5 n/2 [4]. I -  I 
2.5.2 Ortogonalidad 
Si la transformada wavelet es 01-tonormal, entonces la cuantizaci6n de 10s coeficientes para la compresibn 
de datos es un proceso estable, es decir, a errores pequeiios de cuantizaci6n le corresponden errores 
pequeiios en la se?lal reconstruida. Si el conjunto 
{@(x - j))j (2.14) 
es ortonormal, entonces 10s coeficientes hk verifican: 
C hkhwlj = 2Jj,o para "da j E Z. 
k 
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Si la funci6n de escala y la wavelet son ortogonales, y para todo j vale 
(a(- - A, @(-N = 0 
entonces los coeficientes hk y gk verifican: 
x hkgk+zj = 0 para cada j E Z. 
k 
Si el conjunto 
es ortonormal, entonces 10s coeficientes gk verifican: 
C gkgk+2j = 24.0 para cada j E 2. 
k 
Si se verifican las condiciones 2.14, 2.15 y 2.16 se dice que (@, !&) es un sistema ortonormal. 
Nota 2.14. Se hablara indistintarnente de un sistema ortonormal u 0rtogona.l. 
2.5.3 Soporte compacto (buena localizaci6n en el tiempo) 
Si las familias {@j,k(x))k y {!&j,k(x))k son ortonormales, 10s coeficientes de la transformada pueden 
calcularse como: 
Como en general los valores de una seiial discretizada no tienen correlacibn con los otros valores de la 
misma alejados en el tiempo o en el espracio, es deseable que las funciones de escala y las wavelets tengan 
soporte pequeiio. 
Nota 2.15. El soporte de la funci6n de escala @(x), que verifica 2.1, es el intervalo [0, N]. 
2.5.4 AproximaciBn polinomial 
Supongamos que la funci6n de escala verifica cierta propiedad: todos 10s polinomios de grado menor que 
3 se pueden representar, en un intervalo dado, como combiiaci6n lineal de la funcibn de escala y sus 
traslaciones enteras. Entonces estos poliiomios pertenecen localmente al subespacio Vo, y se puede ver 
que tarnbikn pertenecen localmente a todos 10s 5, con lo cud todos los coeficientes de detalle son 0. Por 
ejemplo, 
con el cambio de variable x = 912, se obtiene 
y como Vx E [O,b], x2 = fo(x) = f-~(x), entonces r-1(x) = 0 y di-') = 0. Adogamente, Vx E 
[0, b], x2 = fj(x), y entonces rj(z) = 0 y d f )  = 0, para j = -2, -3,. . . - L. Supongamos ahora que se 
tiene una seiial "suave", parecida a un polinomio de grado 2. Entonces 10s coeficientes de detalle s e r h  
muy pequeiios. A1 escribir a f como en (2.4), si 10s coeficientes df )  son pequdos se los puede llevar a 
0 aplicando un umbral, y una cadena larga de ceros se puede comprimir fslmente. Por otro lado, como 
casi toda la informaci6n de la seiial est6 concentrada en 10s coeficientes de aproximaci6n c L - ~ ) ,  el error 
cometido ser6 muy pequeiio, y la seiial reconstruida ser6 de buena calidad. En resumen, para lograr la 
compresi6n de una seiial es importante que la funci6n de escala pueda reproducir polinomios. Cuanto 
mayor es el grado de 10s polinomios que pueda reproducir, m 6  seiiales suaves se podrih comprimir. 
Definicidn 2.1. Decimos que @(x) tiene aproximecidn polinomial de orden s ( accuracy s ) si cualquier 
polinomio p(x) de grado < s puede escribirse como 
Si @(x) tiene soporte compacto, esto es equivalente a que se cumplan: 
Para hacer m h  adelante una cornparxi611 de k t a  con otras f6rmulas que darernos a conocer, re- 
escribimos la f6mula anterior como 
donde pl, son ciertas constantes, ro = 2 2  es el conjunto de todos 10s enteros pares, rl = 2 2  + 1 es el 
conjunto de todos 10s enteros impares, y Po U rl = 2. 
Nota 2.16. La aproximaci6n de polinomios por combinaciones lineales de @(x - k) es un fen6meno local. 
Si en la ecuacidn 2.17, x E Cp,p + I), (p E 2) entonces existen N valores distiitos de k para los cuales 
y entonces existen N valores ak tal que vale la ecuaci6n. Si x cambii de intervalo, entonces cambii el 
conjunto de constantes a k .  
Existen varios ejemplos conocidos de funciones de escala ortogonales de la aproximaci6n polin6mica 
deseada- ver [I]. El inconveniente es que cuanto mayor es el orden de aproximaci6n polinomial, mayor 
es la cantidad de coeficientes ha y mayor el soporte de 9(x), y hay que hacer un balance entre las 2 
propiedades buscadas. 
La funci6n de escala de H m  tiene aproximaci6n poliiomial de orden 1, es decir, representa localmente 
a las funciones constantes. Y la funci6n de escala Daubechies 4 tiene aproximacidn polinomial de orden 
2, es decir, representa localmente a las funciones constantes y a las rectas - en la figura 2.11 se observa 
la aproximaci6n del polinomio p(x) = x/2 por traslaciones enteras de la funci6n de escala de Daubechies 
4. La suma - indicada por el tram recto en el centro - no es una recta en 10s bordes porque se tom6 una 
combinaci6n lineal h i t a  de funciones @(x - k). 
La funciin de escala Symrnlet 8 tiene aproximaci6n polinomial de orden 4, es decir, que aproxima 
polinomios de grado menor o igual a 3. 
2.5.5 Buena localizaci6n en las frecuencias 
A1 realim un paso de la transformada wavelet, se filtra la seiial con 10s filtros h' y g' (por una contante). 
Si 10s filtros son fbitos, son finitos h y g, y tanto la funci6n de escala como la wavelet tienen soporte 
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Figura 2.11: Aproximacibn de x/2 con funciones 9(s - k) Daubechies 4. 
compacto. Pero sus transformadas Fourier no pueden tener soporte compacto. 0 sea que la localizaci6n 
en frecuencias nunca seri perfecta. Sin embargo, cuanto mejor 10s filtros h' y g' separen las bajas 
frecuencias de las altas frecuencias de la sefial - ver esquema 2.10 - mejor l o d i a d a  en frecuencias 
seri la transformada wavelet. Esto suceders si h' es un buen filtro pasa-bajos, es decir, su respuesta en 
frecuencias es nuIa en valores cercanos a n, y si 9' es un buen filtro pasa-altos, es decir, su respuesta en 
frecuencias es nula en valores cercanos a 0. 
Si h' es un filtro pasa-bajos, entonces su respuesta en frecuencias g(-w) debe ser 0 en w = n. Es 
decir, @(-n) = 0. Y como g(w)  es per iaca  con periodo 2n, entonces fi(n) = 0, y la transformada Z 
cumple H(-1) = 0. Si g (w)  tiene una raiz doble en w = n, hay un mayor decaimiento de a (w)  en T. 
. 
Si H(w) tiene una raiz de orden m en w = n, vale 
A a 2  a b - l ~ g  
H(n) = -(n) = ... = 
aw &dm-1) (n) = 0. 
De manera equivalente 
y H (z) se puede escribii como 
lo cud implica que. 
Cuanto mayor es m, m& "achatada " sera la respuesta en frecuencias de h' cerca de w = T, y mejor filtro 
pasa-bajos seri h'. 
Adogamente, si g' es un filtro pasa-altos, entonces G(0) = G(l) = 0. Si G(w) tiene un raiz de 
Cuanto mayor sea m, m b  "achatada " sed  la respuesta en frecuencias de g' cerca de w = 0, y mejor 
filtro pasa-dtos sera g'. 
2.6 Propiedades: sus relaciones y consecuencias 
Teorema 2.1. Sea (@, Q) un sbterna ortonomal, cf) son 10s coeficientes de la seiial original, y se 
calcula su tmnsfomada wavelet de L niveles, obteniindose 10s weficientes ekwL), $-L), . . .&'I , tales 
F e  
Si se cuantizan 10s weficientes, csplica'ndoles zlna finci6n de cuantizaciijn Q ( x )  -wmo por ejemplo 
el redondeo, o el pasar 10s coeficientes por u n  unzbral, quedando 10s mds grandes- entonces h seriial 
4 0 )  recontrua'da ck , que se obtiene antitransfomando, tiene u n  error cuya norma cuadra'tica es igual a la 
de 10s errores de cuantizaciijn: 
Esto indica que la cuantizaci6n es un proceso estable, cuando la transformada es ortonormal. 
Teorema 2.2. S i  9 es m veces derivable wn wntinuidad, son eqaivalentes: 
H ( z )  tiene u n  m G  de orden m en z = -1 , es decir, H ( z )  = (1 + ~ - l ) ~ Q ( z ) ,  0, en f o m a  
equivalente, Z(w) = (1 + e-iw)mo(w), 
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a G ( z )  tiene una rafz de orden m en a = 1, es decir, G ( z )  = ( 1  - z-')"Q(z), o en forma equivalente 
e ( w )  = ( 1  - e-iw)m&^(w), 
a 9 tiene aproxirnaci6n polinomial de orden m ,  
a @ tiene m rnomentos nulos, 
a si c;) = p(xk )  es pm polinomio de p d o  r < rn discretizado en s k ,  entonces 10s coeficientes de 
apmzimaci6n de la  tmnsforrnada wavelet ci-') son otro polinomio de gmdo r discretizado en xak, 
y 10s coeficientes de detalle 4-l) son nulos. ( E n  este caso, decirnos que la  rarna pasa-bajos de la 
tmnsfomzada wavelet pwserera 10s polinornios discretizados). 
Teorema 2.3. Salvo el caso de H a w ,  no existen finciones de eseaka que Sean simltcineamente simbtricas 
y ortogonales. 
Para los dos teoremas que siguen, ver [5] y las referencias que alli se indican. 
Teorema 2.4. Si f tiene den'vadas hasta el orden m que son Lipschitz I, f tiene soporte cornpacto, 
(9 ,Q)  es u n  sisterna ortonormal, y f tiene m momentos nulos, entonces la  diferencia entre f y su 
pmyeccibn en VJ se puede acotar de la  siguiente manera: 
Teorema 2.5. Si  f tiene derivadas hasta el orden m que son Lipschitz I, f tiene soporte compacto, 
00 ( 9 ,  9) es u n  sistema ortonormal, S 9 ( x ) d x  = 1, y S x r 9 ( x )  d x  = 0 pam r = 1,. . . , m - 1, entonces 
-00 
vale pam todo J 
donde 
Coifman sugiri6 construir 9 y f de manera de que cumplieran con las hip6tesis de 10s 2 teoremas 
anteriores: de alli surgieron las Coiflets. 
Wavelet 
16 0.5 
Tabla 2.1: Ejemplos de funciones de escala y wavelets 
Lema 2.1. . 
En las condiciones del twrema anterior, si se multiplica todo por 2J/2, y se aplicar 2.10, se obtiene 
donde g(y) = f(2-Jy) y cf) = Jg(x) <Po,k(x) dx. Esto indica que si el muestm es suficienternente 
fino, entonces cf) wf (g) . El error que se cornete, a1 tomar a 10s coejicientes cf) mmo 10s valores de 
la seiial original, es pequefio. 
2.7 Ejemplos 
En la tabla 2.1 se listan algunas wavelets ortonormdes, se da el orden de aproximacibn poliomial, el 
largo del fltro asociado h, una estimacicin del r d ~ o  espectrd conjunto p, y una estimaci6n del exponente 
de Holder s. El exponente de Holder da una medida de la regularidad de las funciones: cuanto mayor 
es el exponente, m 6  suave es la funcibn. Tanto la funcicin de escala como la wavelet tienen el mismo 
exponente Holder. Para obtener s se estima el radio espectral conjunto p. En la seccibn 2.8 se explicar& 
el procedimiento. 
La wavelet Coiflet 2 - de Coifinan- tiene 4 momentos nulos, y su funcicin de escala cumple 
xr<P(x) dx = 0 para r = 1, ..3 
-6) 
2.7.1 Algoritmo cascada 
Este algoritmo permite graficar las funciones de escala y las wavelets, para las cuales en general no se 
tiene expresicin d i t i c a .  
Algoritmo 2.1. GrSco de la funcibn de escala: 
w 
Supongarnos que J <P(x)dx = 1, y J xr<P(x) dx = 0 para r = 1, ..m - 1. El algoritmo converge aunque 
-w 
9(x) no tenga momentos nulos. 
Sea ~ ( x )  la funcibn caracteristica del interval0 [0, 1) 
1 si O < x < 1  
0 si no. 7 
Figura 2.12: Coiflet 2: Funci6n de escala y wavelet 
y sea af') = 1. Se inicia el algoritrno con la funci6n 
y se itera sobre la ecuaci6n de dilataci6n 2.1 para obtener sucesivas aproximaciones 9(1)9(2) . . .9(p)  . . . de 
9. Para p = 1 se obtiene 
1) con a: = hk. Si se sigue otro paso rnk, se tiene 
donde 
es decir 
Y en general, 
34 
donde 
Asi, se calculan coeficientes de las sucesivas aproximaciones que corresponden a una base X( 2P x- k ) 
de soporte cada vez m b  pequefio. Veremos que las aproximaciones 9@) convergen a 9. 
Los coeficientes a(p) de las sucesivas aproximaciones @ ( p )  para p = 1,2,3, . . . son 
a(') = h = (a(') ~ 2 )  * h, 
a(2) = h * (h t 2) = (h t 2) * h = (a(') .T 2) * h, 
= h * (h f 2) * (h 1. 22 )  = [ ( (h 1.2)  * h) t 21 * h = (a(2) f 2) * h. 
Cornparando con el esquema 2.10, se ve que las expresiones de la derecha corresponden, salvo constantes, 
a calcular 10s distintos pasos de la transformada inversa de un vector que tiene un 1 como primer elemento 
y ceros en todas las posiciones restates, que corresponden a 10s coeficientes de detalle: 
= @- p ,O( x )  = 2 - ~ / ~ i l ?  ( ~ - P x )  funci6n asociada a 10s valores iniciales. 
Sucesivos pasos de la transformada inversa d a  -recordar que los detalles de todos 10s niveles son 0 -: 
h a(2) 
= (5 2 )  * = antitr-formada 2 pasos. 
f (x) = cP@(x - 5). 
h a(p) 
antitransformada p p ~ .  
En virtud del lema 2.1 
o sea, si p es sdlcientemente grande, 
Asi se obtienen valores que corresponden aproximadarnente a la funcidn de escala discretizada. En 
general, con 10 iteraciones alcanza para tener un buen g r a m  de la funcion de escala. 
Nota 2.17. Es conveniente tomar un vector inicial de longitud 2" con n >> p. No es conveniente tomar 
p = n,porque si la longitud de 10s coeficientes de aproximaci6n c(-p) en el vector inicial es 1, y este 
se periodiza al antitransformar, entonces se tiene un vector de unos, con detalles nulos. Si @(x) tiene 
orden de aproximaci6n polinomial 2 1, entonces por el teorema 2.2 la antitransformada serA constante ( 
c p  = C). 
Algoritmo 2.2. Graco  de la wavelet: 
Una vez calculados a@), a(2), .. . a(p-l), correspondientes a @(l) (x), d2) (x), . . . @(p-') (2) con el a l p  
ritmo anterior, se reemplaza @(pY1) (2) en la ecuaci6n de la wavelet 2.2 para obtener 
N N 
=xgk @@-')(2 X - k )  = x a F ) x ( 2 p  x -  k ) ,  
k=O k=O 
con 
Veremos que esto corresponde (salvo constantes) a calcular 10s distintos pasos de la transformada 
inversa de un vector de longitud 2" que tiene un 1 como primer elemento de de tde  y ceros en todas las 
posiciones restantes: 
Si se calcula la antitransformada de este vector, no se obtienen 10s a(l) . . . a(pf, sin0 otra secuencia de 
coeficientes b(') . . . b(p). Probaremos que en el liltimo paso coinciden: b(p) = a(p). 
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f (4 = C c ! - ~ ) @ - ~ , .  ( x )+ C C d f ) Q j , k  ( x )  
k j=-p k 
= Ik-p,o(x) = 2 - ~ / ~ I k  ( ~ - P x )  funci6n asociadra, a 10s valores iniciales. 
En efecto, al realizar la antitransformada se calculan coeficientes b('), b(2), . . . , b(p) : 
- 
b(l)  
- - antitransformada 1 paso, Jz-z 
Y por liltimo 
f ( x )  = C c p @ ( x  - k ) ,  
k 
h b ( ~ )  
antitransformada p pasos. 
Los coeficientes b(,) verifican 
b(l)  = g = a(0) * 9  
b(2) = (b(') f 2 )  * h = ( g  f 2 )  * h = a(') * ( g  f 2 )  
bc3) = (bc2) f 2 )  * h = { [ ( g  f 2 )  * h] f 2 )  * h 
S e w  2.18, la respuesta en frecuencias de b(3) es 
3 3 )  ( w )  = G ^ ( 4 w ) i i ( 2 w ) i i ( w )  
que corresponde a (h  f 2) * h * (g f 22) Entonces 
b(3) = (h f 2) * h * (g t 22) = a(2) * (g f Z2) . 
Siguiendo este rmnamiento se llega a 
 PI = b(p-2) f 2 * h = * (g -t- 2~-1) = a(p). ( 1 
De nuevo, aplicando el lerna 2.1, se llega a que 
si p es suficientemente grande, y se obtiene una versi6n aproximada de la wavelet discretizada. 
2.8 Continuidad de las funciones construidas 
Veremos c6mo con el cdculo del radio espedral conjunto se puede verificar la continuidad de la funciones 
de escala o de las wavelets. Para mayor informaci6n, ver [6], [7], [8] y [9]. 
Para x E [O,1] de£inimos el vector v(x) de N element-: 
De la ecuaci6n 2.1 se llega a 
que volvemos a escribir como 
donde 
Nota 2.18. La posici6n arriba a la izquierda de cada matriz corresponde a 10s indices(0,O). 
Ademk 
y llamando v ( i )  = an, la ecuaci6n anterior se puede escribir cam0 
a n  = TiQr, 
donde 
 TI]^,^ = h2i-j+1. 
Lema 2.2. V d e n  las siguientes igualdades 
1 1 
V ( X )  = Tl v(2x - I ) ,  s i x  E -{[0,1] + 1 )  = [ - , I ] .  2 2 
Lema 2.3. Sea x E [0, 11, y sea x = O.dld2. . . dm su desamllo binario, donde cada d j  E {O,l).  Si se 
define 
22, s i x  E [0,4] 
2 2 - 1 ,  s i x € [ i , l ]  
entonces valen 
v ( x )  = Tdl Tda . . . Td, V(T"X)  
Es evidente que 10s productos de matrices To y Tldeben estar acotados. 
Teorema 2.6. Una fincidn de soporte wmpacto Q(x) ,  que cunzple la ecuacidn de dilatacicin, es Holder 
continua si y solo si v ( x )  es H6lder continua, y el exponente de Holder es el mismo para ambas. 
Lema 2.4. Si el orvlen de aprodmacidn polinomial es 1, entonces 
las columnas de To y T I  suman 1, 
X = 1 es autovalor de To y Ti, 
WT = [ 1 1 1 - . . 1 ] es autovector a izquie9rEa de ambas matrices: 
Lema 2.5. Si  el orden de apmzimacidn polinomiol es s ,  entonees A = 1, i - .  (3 *-' son autovalom de 
To II T i -  
Lema 2.6. Si x < y son 2 nrimeros diridicos, cool desamllo bina&o finito. Si son cercanos, coinciden 
en 10s printems m digitos, y 
Entonces para analizar la regularidad es necesario estudiar el comportarniento de 10s produdos 
TalTdz . . . Tdm sobre todos las posibles diferencias v(z) - v(O), con s di&dico. 
Lema 2.7. Sea E el complemento ortogonal a W en v. Entonces E es un subesg~lcio de dimen- 
s i h  N - 1 invariante por To y por TI ,  es decir, si y E E + Toy E E y Tiy E E. 
En  efecto, si y E E, entonces WTToy = wTy = 0, y WTTly = wTy = 0. 
a E contiene a v(1) - v (0). Esto se debe a qae 
Los piniws t i m i n o s  qere no se cancelan son @(N) y @ ( O ) ,  qBe son 0 por la hiphtesis de wntipluidad 
de @(x). Entonces W I  [v(l) - v(O)] y v(1) - v(0) E E. 
Teorema 2.7. Si  para todo m vale 
con 8 < 1, entonces v(z) es Holder contrhuo con exponente s = - log2 8. 
Definicibn 2.2. El radio espectral conjunto de 2 matrices To/E y T'/E se defhe como 
p = p(To,Tl) = limsup max IITdlTa,.  . T ~ / E I J ~ I  " .  
m+w dj=O,l 
Entonces si p < 1, entonces v(x) es Holder continuo con exponente s = - log2 p. 
Teorema 2.8. 
p(To,Ti) =rimsup max p ( T a l T d z . . . ~ L / ~ ) l / m ,  
m+w dj=OJ 
donde en el t h i n 0  de la derecha p indim el radio espectrel de una matriz. 
Teorema 2.9. 
Se puede obtener una cota inferior del radio espectral conjunto calculando el mayor autovalor en 
m6dulo de todos 10s m produdos de To/E y Tl/E,  en cualquier orden. 
Por ejemplo para rn = 2, se calculan p ( ~ o ~ o / ~ ) l l  2, p ( ~ o ~ l / ~ ) l l  2, ~ ( T I T O / E ) ~ /  y p(TlTl/E)l/ y 
se elige el -0. 
Dado 8 una estimacihn de p(ToTl/E), existe un algoritmo para verificar que p(ToTl/E) 5 8. 
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Algoritmo 2.3. Algoritmo de Heil y Colella [9]: 
Indicaremos con tilde que tomamos la restriccibn de las matrices al subespacio E. (?o = To/E, 
?I = Tl/E, etc.) 
- - - 
Dado 8, se construye un &bol di&lico con el fin de encontrar bloques P = TdlTa, . . . TL, tales que 
l l ~ l l ~ / ~  5 e. 
Del nodo raiz del kbol salen 2 ramas: urn para el nodo (que representa a ) ?O y la otra para el nodo 
F1 . 
Si 11% 11 < 8, el nodo 50 es terminal. 
Si To > 8, se agregan 2 ramas a ese nodo Fo. Una para el nodo ?o?~, y la otra para ?0?1. II - II - - - 
En generd, si un nodo representa a P = TdlTd2 . . . Tam, y I ~ P ) I ' / ~  5 8, entoncesese es un nodo 
terminal (hoja). Si ) I P ) ~ ' / ~  > 8, se le agregan 2 hijos: P y P ?I, y se controla si I IP ?olll'(m+l) 5 0 
o no, y si ((P i1 lll'(m+l) <_ 8 o no. 
Si to& las &mas llegan a un nodo terminal, se termina de construir el kbol, y se puede dirrnar que 
p(ToTl/E) 5 8. A continuacibn esbozaremos la demostracibn. 
Con las secuencias de ceros y unos (que corresponden a los productos de ?O y ?I) de 10s nodos 
terminales se forma un alfabeto A. - - - 
Dado cualquier produdo de matrices ?O y i l ,  por ejemplo TdlTd2 . . . Tdm, se busca en el Arbol la 
secuencia formada por 10s primeros digitos binaries correspondientes : dl&. .. basta llegar al primer nodo 
terminal, y asi encontrar la primer secuencia que pertenece al alfabeto A: dld2 ...&,. Con 10s digitos 
restantes se procede de igud forma. De esta manera, dl&...&, se puede escribii como una sucesi6n de 
secuencias del alfabeto: 
dld2 ... dml dl& ... dm . . dl& ... dm,, 
donde ml + m2 + - - - mn = m. Entonces 
Lo anterior d e  sobre todos los productos de longitud m, y vale 'dm. Entonces tarnbihn vale en el 
gmite cuando m + oo, y se prueba que el radio espectral conjunto es inferior a 8. 
Si durante la construccibn del &rbol, en un nodo P vale que I IP ) I~ / "  > 8, se siguen buscando nodos 
descendientes de P para ver si 
Ipid1.i; ~l'/(~+') 5 e. 
Es decir, si fuera cierto que p To,Tl > 0, entonces esto no se detectaria y nunca se terminaria de 
construir el Qbol. (- -1 
En 1995 Lagarias y Wang conjeturaron que existia un producto h i t o  de matrices ?dl...?dm tal que 
p (?dl...?dm) = p Fo, PI) . Recientemente se demostr6 que esta conjetura era falsa [lo] , y que el 
cBculo del radio espectral conjunto es un problema NP-hard [ll], [12]. 
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2.9 Procesarniento de imAgenes: wavelets separables 
En el procesamiento de imAgenes, la manera mas sencilla de proceder es la de aplicar un paso de la 
transformada unidimensional primer0 a las f i l s  y luego a las columnas de la imagen. Esto da origen a 
las funciones de escala y a las wavelets separables, una funci6n de escala @(z)@(y) y 3 wavelets asociadas 
:Q(x)@(y), 9(x)Q(y), @(x)@(y).Las primeras 2 wavelets capturarh 10s detalles de una imagen en el 
sentido vertical y horizontal, respectivamente, para cada escala. Y la liltima 10s detalles diagonales. 
En cuanto a los subespacios, lo anterior equivale a tomar el product0 tensorial de 10s espacios generados 
por un andisis de multirresoluci6n en una dirnensi6n: 
= vP' €9 v,("' = gen{@(x - i)@(y - j ) )  
donde 
A contimuaci6n deducimos las f6rmulas para un paso de la transformada. Sea X la imagen original 
de N x N, y f (x, y) E Vo su funci6n asociada, en la imagen y es el eje horizontal y x es el eje vertical 
hacia abajo: 
Para cada i fijo se aplica la transformada wavelet a Xi., la fila i de X , y se obtienen 10s meficientes ~ J') 
y 4,:'). La funci6n entre llaves, que pertenece a @", se escribe ahora en las bases de ~ 2 '  y w:;' 
Por atimo se fija el indice k y se aplica la transformada a $5') y 3,;'). Las 2 expresiones entre Haves, 
que pertenecen a v:'' se escriben en las bases de V ~ Y }  y ~ 2 ' :  
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Figura 2.13: Imagen original 
y reorganizando 10s thrminos, se obtiene 
En la figura 2.13 se observa la imagen original de un telhfono. El color blanco se representa con 
255, y el negro con 0, en total hay 256 niveles posibles de gris. Si se aplica la transformada Haar a las 
filas, se obtiene una matriz como en la figura 2.14, y si se aplica Haar a las columnas de esta tiltima, se 
obtiene un paso de la transformada Haar separable -ver figura 2.15 Los coeficientes de las 3 submatrices 
de detalle son pequeiios en comparacicin con los de aproximacicin: para poder observar la informacicin 
que contiene cada subimagen de la transformada, hstas han sido reescaladas. La submatriz arriba a 
la derecha resdta 10s detalles verticales de la figura, y corresponde a la banda llamada HL(high-low). 
Sus coeficientes han sido filtrados con un filtro pasa-altos en direccicin horizontal , y con un Btro pasa- 
bajos en direccicin vertical.Si suponemos que el eje de la variable x es vertical, y el de la variable y es 
horizontal,estos coeficientes e s t h  asociados a la base @(x)Q(y) y sus corrimientos enteros. De manera 
andoga, la submatriz abajo a la izquierda resalta 10s detalles horizontales de la figura, corresponde a 
la banda llarnada LH, y sus coeficientes e s t h  asociados a la base Q(x)@(y) Y la submatriz abajo a la 
derecha resdta los detalles diagonales de la figura, corresponde a la banda llamada HH,  y sus coeficientes 
e s t h  asociados a la base *(x)Q(y) F i m e n t e ,  la submatriz arriba a la izquierda da una versicin de la 
imagen de menor resolucicin, corresponde a 10s coeficientes de aproximacicin LL, y sus coeficientes e s t h  
asociados a la base @(x)@(y). 
En la figura 2.16 se observa el segundo paso de la transformada Haar.(o la t r d o r m a d a  Haar bajando 
2 niveles). Y en la figura 2.17, se observan 10s valores reales de esta transformada: se puede apreciar la 
magnitud de 10s coeficientes de aproximacicin, que ocupan & de la imagen transformada, en comparacicin 
con la relativa pequefiez de 10s coeficientes de detalle, que ocupan el resto. Esto es lo que hace posible la 
compresicin de S g e n e s .  
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Figura 2.14: Un paso de Haar aplicado a las Bas 
Figura 2.15: H a  separable: 1 paso 
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Figura 2.16: Haar separable: 2 pasos 
Figura 2.17: Valores de la transformada ( 2 pasos) 
Figura 2.18: Ubicaci6n del 15% de 10s coeficientes m b  significativos de la transformada Symlet8. 
Nota 2.19. Si la funci6n de escala unidimensional O(x) tiene aproximaci6n polinomial de orden m, 
entonces 
la funci6n de escala separable @(x)@(y) aproxima a polinomios bidimensionales de grado < m, 
si la imagen original x:? = p(xi, yk) es un polinomio discretizado de grado r < my entonces 10s 
mefidentes de aproximaci6n de la transformada wavelet LL~;') son otro polinomio de grado r 
discretizado, y 10s coefidentes de detalle LH/,;'), HL!-'I, z,k y HH;:;') son nulog 
Las imAgenes digitales tienen mucho detalle que no es *ble para el ojo humano. Esta es la raz6n por 
la cual es posible eliiinar parte de la informaci61-1 sin que se puedan detectar diferencias. Para realim 
una compresi6n con pQdida de una imagen, primero se la transforma, luego se cuantizan 10s coeficientes 
obtenidos y por itltimo se codifican 10s coeficientes cuantizados. 
Las wavelets tienen buena localiaci6n en el tiempo: 10s coeficientes m b  pequeiios, que corresponden 
a oscilaciones (de al@ elemento de la base) de amplitud despreciable, se pueden reemplazar por 0 sin 
que el error se propague a otras zonas de la imagen, y sin alterar la calidad de la imagen cuando se 
la reconstruye. Adem&, tiene bastante buena localizaci6n en las frecuencias, lo cual permite separar 
10s detalles de la imagen que corresponden a diferentes resoluciones: la transformada wavelet separa 
el detalle fino, que corresponde a las frecuencias m& altas, del detalle menos h o ,  que corrresponde a 
frecuencias menos altas, etc.. Los coeficientes de detalle fino, que son los que ocupan la mayor parte 
de la transformada ( el 75%), son muy pequeiios en magnitud; despuk que se pasan por un umbral, se 
obtiene una representaci6n esparsa de la imagen. En la figura 2.18 se observan los elementos no nulos de 
la transformada Symmlet 8, despuk de pasar la transformada por un umbral que solo deja pasar el 15% 
de 10s coeficientes m b  significativos. En la figura 2.19 se observa la imagen reconstruida a partir del15% 
de 10s coeficientes. 
En la tabla 2.2 se observan 10s resultados de la reconstrucci6n de la imagen del telbfono con el 15% 
de 10s coeficientes m& significativos en valor absoluto, utilizando las transformadas Haar, Daubechies 
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Figura 2.19: Iteconstrucci6n con el 15% de los coefs. Symmlet 8. 
Tabla 2.2: MSE y PSNR de la reconstrucci6n con el 15% de los coefs. 




4 y Symmlet 8. Aqui se ve la importancia de la elecci6n de la wavelet. Cuanto mayor es el orden de 
aproximaci6n polinomial de la wavelet, se logran mejores resultados. La figura 2.20 corrobora este hecho. 
En esta figura se grafica el logaritmo del valor absoluto de todos los coeficientes de las 3 transformadas 
para otra imagen (Lena de 128 x 128). Los coeficientes e s t h  ordenados de mayor a menor, se@ 
su valor absoluto. Como las transformadas son ortogonales, las normas de 10s coeficientes de cada 
transformada son iguales entre si, por ser iguales a la norma de la imagen. (Las nomas son normas de 
la imagen vectorizada, son normas vectorides y no matricides). La curva correspondiente a Symmlet8 
cae por debajo de las otras hacia la derecha; este decaimiento indica que hay mayor concentraci6n de la 
informaci6n en 10s primeros coeficientes para la Symmlet 8 que para las otras transformadas. 
En la figura 2.16 se observa la correki6n entre diferentes bandas de detalles que tienen la rnisma 
orientaci6n pero distinta escda: son los elementos unidos por flechas en el grgco 2.21. Esta correlaci6n 
se aprovecha almacenando 10s coeficientes en una estructura de &bol quadtree, y cuantizando de man- 
era progresiva los coeficientes & significativos primero, se optiene un cckligo embebido. Shapiro [13] 
introdujo 10s zerotrees, o &boles de ceros: se codifica con simbolo especial 10s coeficientes cuyos descen- 
dientes en el kbol eskh por debajo de un umbral dado. Este umbral se va bajando hasta codificar todos 
10s coeficientes. Por dtimo se codifican 10s simbolos obtenidos con un codificador basado en entropk.: 
codificador aritm6tico o Huffman. 
Cuando se trata de imzigenes mbdicas, que son muy costosas de obtener, se prefiere una compresi6n sin 
p6rdida de la informaci6n. Said y Pearlman [14] implementaron una transformada de enteros a enteros, 
con zerotrees y codificaci6n aritm6tica en su codificador SPIHT -ver tabla 2.5. Este permite comprimir 
las imzigenes con o sin p6rdida. Y hay muchas variantes sobre el tema: [15], [16], [17]. 
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Figura 2.20: Decaimiento de 10s codcientes en v.a. 
Figura 2.21: Correlaci6n entre coeficientes de diferentes bandas de detalle. 
Figura 2.22: Imagen origjna.1 Lena 512 x 512. 
Tabla 2.3: JPEG vs AZBP 
Lena 
Original 
Comprimida con JPEG 
Comprimida con AZBP 
permite comprimir, con o sin p6rdida de informacibn, imtigenes en tonos de gris. Se implement6 una 
transformada de enteros a enteros, y una miante  de &boles de ceros con planos de bits. Una de las 
imkenes de prueba fue Lena - ver figura 2.22-, que estti almacenada a raz6n de 8 bpp. Se la comprimi6 
a raz6n de 0.065 bpp mediante 2 m6todos: JPEG y AZBP. Obsbense  las 2 imtigenes reconstruidas. 
En la imagen comprimida con JPEG - ver figura 2.23 - se observan distorsiones (pixelado o efectos de 
bloque), en cambio la imagen comprimida con AZBP - ver figura 2.24 - tiene una mejor calidad visual. 
En la tabla 2.3 se confirm lo que se observa visualmente en las imtigenes: a una misma tasa de 
compresi6n (123 : 1) la imagen comprimida con AZBP tiene un PSNR mayor, o sea un error.menor. 
El nuevo standard de compresi6n de idgenes  propuesto, el JPEG2000, tambi6n permite comprimii 
imtigenes con o sin p6rdida. No utiliza &boles de ceros, porque prioriza la robustez del cage frente a 
errores de transmisi6n. 





En 1980 se form6 en Estados Unidos la comisi6n JPEG ( Joint Photographic Experts Group), buscando 
establecer normas internacionales para la compresi6n de imtigenes digitales. Sus miembros provenfan de 
dos organizaciones: la IS0 ( International Organization for Standardization) y la CCITT ( Consultative 
Committee for International Telegraph and Telephone). 
En 1988 se fijaron las normas para el compresor JPEG [19], basado en la transformada coseno disc- 
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Figura 2.23: Lena comprimida por JPEG a 0.065 bpp. 
Figura 2.24: Lena comprimida con AZBP a 0.065 bpp. 
JPEG de 1988 corresponde a descartar informaci6n7 suavizando las imtigenes que quedan en 10s bloques. 
Tbcnicamente, se aplica la DCT, que corresponde a un cambio de base ( se escribe la informaci6n en 
titomos o componentes de distinta frecuencia). Luego se cuantizan los coeficientes obtenidos, descartando 
las frecuencias m k  altas, y finalmente se aplica un codificador basado en entropia, como Huffman o 
codificaci6n aritmaica. Estos liltimos asignan menos bits a 10s valores o simbolos m k  frecuentes, re- 
duciendo el tamai5o final del archivo. A1 abrir una imagen .JPG, b t a  se descomprime automtiticamente: 
se invierten 10s pasos seguidos para comprimiila. 
Durante varios aiios JPEG fue el compresor de imAgenes m& utiliiado. Una imagen en tonos de 
gris se almacena sin comprimir a r d n  de 8 bits por pixel. A bajas tasas de compresi6n da muy buenos 
resultados, pero a altas tasas de compresi6n (menosde un bit por pixel) las idgenes  presentan distorsiones 
( una especie de cuadriculado) debido a diferencias en las fronteras de 10s bloques. A1 suavizar una imagen 
(un bloque) se pierden 10s bordes. La DCT tiene buena localizacci6n en frecuencias: permite separar 
bien las grandes oscilaciones que corresponden a cambios abruptos de color en 10s bordes, de las pequeiias 
oscilaciones que corresponden a variaciones suaves de color. Pero tiene mala localizaci6n en el tiempo 
(o espacio): un error en un coeficiente produce distorsiones en todo el bloque. Es por ello que surgi6 la 
necesidad de buscar otras t&nicas de compresi6n. 
En forma paralela, en la dCcada de los 80 come& el auge de una nueva transformada : las wavelets 
(onditas, ondiculas, ondelettes), y el FBI adopt6 el compresor WSQ basado en wavelets para comprimii 
su base de huellas digitales. Intuitivamente, hacer la transformada wavelet de una imagen equivale a ver la 
imagen como una suma de detalles de la misma, a distinta resoluci6n. Es decir, la imagen se ve como una 
suma de idgenes de bordes h o s ,  bordes menos finos, medianos, gruesos, etc. La base de los coeficientes 
de la transform& es una misma funci6n -la wavelet, que tiene la forma de una olita- desplazada en sus 
corrimientos enteros, y escalada en potencias de 2 para los detalles de diferente resoluci6n. Hay diferentes 
familias de wavelets, diseiiadas para lograr diferentes objetivos en el tratamiento de imtigenes. 
Las propiedades de las wavelets en las que se basa la compresi6n, son buena localizaci6n tiempe 
frecuencia, coeficientes de 10s detalles h o s  muy pequeiios en magnitud, representaci6n esparsa de la 
imagen despub de pasar un umbral, y estabilidad de la transformada frente a errores de cuantizaci6n. La 
cuantizaci6n progresiva de 10s coeficientes de la transformada, en la cual se envian primero 10s coeficientes 
m k  significativos, es ideal para la transmisi6n de una imagen por internet: el receptor recibe primero 
una imagen muy aproximada que se recontruye con los primeros coeficientes, al recibir m k  detalles se 
va perfeccionando la imagen, y se para la transmisi6n cuando %a tiene la resoluci6n requerida. En cada 
paso obtiene la mejor imagen posible para la cantidad de bits transmitidos. Las wavelets permiten dar 
un tratamiento preferencial a una zona de una imagen. Y existen transformadas de enteros a enteros, 
que permiten realizar una compresi6n sin pbrdida de la imagen: esto generalmente es requerido para 
imtigenes m&cas, por ejemplo. 
En 1997 se volvi6 a reunir la comisi6n JPEG, integrada por ISO, ITU (International Telecomunications 
Union) -en 1992 se reorganiz6 la CCITT y se la llam6 ITU- y la IEC (International Electrotechnical 
Comission), en orden a fijar las normas de un nuevo compresor de imtigenes, el JPEG2000 [20], [21]. El 
objetivo era lograr una herramienta para la compresi6n de imkenes de diferentes tipos - imtigenes de 
2 tonos, en tonos de gris, en colores, y de componentes mliltiples, como las satelitales-,.que permitiera 
la transmis16n progresiva de imkenes y a la vez fuera robusto ante errores de transmisibn; que dejara 
elegir entre compresi6n sin pbrdida de informaci6n, o con pbdida de la misma; que permitiera definir 
zonas de interb, comprimiendo el resto de la imagen; y que pudiera comprimii imggenes de gran tamaiio, 
sin requerimientos grandes de memoria. Las normas fueron dadas a conocer en diciembre de 2000. Se 
incluyeron en las normas 2 transformadas wavelet diferentes, sew el tip0 de compresi6n buscado: con 
pbrdida ( Daubechies 9/7), o sin pQdida ( Le Gall 513) Ya existen diferentes desarrolladores de las pautas 
fijadas por el JPEG2000: en la tabla 2.4 se da una lista de sus direcciones en internet, junto con el nombre 
del product0 y el &go fuente en el cual est& escrito. 
En la tabla 2.5 se agrega una lista de 10s compresores anteriores a JPEG2000. El primero de la lista, 
el JPEG, es siempre con pbrdida. Los 3 siguientes son sin pbrdida, y 10s 2 liltimos permiten comprimii 
Tabla 2.4: Direcciones de implementaciones de JPEG2000 
JPEG2000 
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Wavelets no separables en 2 
dimensiones 
Como se vio en el capitulo 2, para procesar una imagen se aplica habitualmente la transformada wavelet 
en m a  dimensibn por mas y por columnas ( la transformada wavelet separable), y esto prioriza las 
direcciones horizontal y vertical, lo cud no corresponde a nuestro sistema de visi6n. A una determinada 
escala los detalles de la imagen e s t h  repartidos en 3 submatrices. Una soluci6n m k  general es h d a r  
wavelets bidimensionales no separables. En este caso 10s filtros son bidiimensionales no separables, y como 
las wavelets son funciones definidas sobre B2, la decirnaci6n se hace por medio de.una matriz D, de 2 x 2, 
llamada matriz de dilataci6n. Ekisten varias matrices de dilatacibn, que generan diferentes particiones 
de Z2 llamadas subgrillas, y dan lugar a diferentes formas de submuestreo o decimaci6n. 
Ayache [22], Kovacevic y Vetterli [23], He y Lai [24] y Faugke y otros [25] dieron ejemplos de wavelets 
no separables continuas con la matriz de dilataci6n D = 21. En la decimaci6n con la matriz 21  se 
eliminan las @as y las columnas impares, y se originan 3 submatrices de detalle en cada paso. 
Belogay y Wang [26] hallaron ejemplos de wavelets ortogonales no separables asociadas a la matriz 
de dilataci6n D4, que corresponde a una subgrilla diierente a la que contemplaremos. (Ver nota 3.8 para 
la definici6n de D4 y las subgrillas que determina.) 
Kovacevic y Vetterli 12'71, Cohen y Daubechies [28], investigaron wavelets no separables con las matrices 
Kovacevic y Vetterli hallaron ejemplos de wavelets ortogonales continuas. La decimaci6n con Dl, tanto 
como con D2 , llamada decimaci6n diagonal o al tresbolillo (en inglCs quincunx, en franc& quinconce), 
tiene como resultado el de eliminar todas las casillas negras de un tablero de ajedrez. Por cada paso se 
obtiene urn sola submatriz de detalle. El Btrar con filtros no separables proporciona un tratamiento m k  
isotr6pico de la imagen, y el tener todos los detalles que corresponden a cada escala concentrados en una 
sola submatriz tiene ventajas para diferentes aplicaciones. 
En este capitulo no se desarrollarzi el tema de la estimaci6n de la regularidad, ni el d c u l o  del soporte 
de las funciones de escala y de las wavelets bidimensionales. Estos temas se desarrollari5.n m& adelante 
en su forma m& general (ver el capitulo 6 y la secci6n 8.6). 
3.1 Definiciones y notaci6n 
a La. funciones de cuadrado integrable ( o de energia finita) forman el espacio 
a Dadas f (xl, x2) y g(xl, x2) que pertenecen a L2(@), se define su product0 escalar como 
a Dos funciones f (xl, $2) y g(xl, x2) que pertenecen a L2(R2), son ortogonales si 
< f ,g  >= 0. 
a Dada f (xl , x2) se define su t r d o r m a d a  Fourier como 
a Dado un filtro bidimensional hk, k E A c .Z2, definios su transformada Z como 
a Dado un Btro bidimendional hk, definios su respuesta en ftecuencias, o transformada Fourier 
discreta en tel tiempo, como 
a Dado un filtro bidiiensional hk, k E A C Z2, definimos el simbolo 
1 1 - 
g(wl> ~ 2 )  = 5 C h(klkz) e-i(klwl+kzwz) = - H ( ~ ~ ,  w2). 
k€  A 
2 
a Dado un par de enteros no negativos kl y k2, k = (kl, k2) se define el grado de k como 
lkl = kl + k2. 
Dados dos pares de enteros k  = (A1, k2) y s  = ( s l ,  s z ) ,  se define 
ks = (k,81,k?). 
Dados un par de enteros k  = ( k l ,  b) E 22 y un par de nGmeros reales x  = ( x l ,  2 2 )  E R2, se define 
xk = x ~ z ? .  
Nota 3.1. Por ejemplo, si x  = (xl  , x2) E R2 entonces x('14) = x: x$. 
Dados un par de enteros k  = ( k l ,  k2)  E 22 y un par de complejosz = ( z l ,  2 2 )  E C 2 ,  se dehne 
zk = (z?, $2). 
Dada una matriz de dilataci6n D, y x E C 2 ,  se define 
ZD = (Zpl d21 Zdlz &a 
22 7 1 x 2  1. 
Dada una seiial x  y un fdtro h bidimensionales, se define su convoluci6n 
donde k  = (kl , k2).  
Nota 3.2. 
Para j, k  E Z2, se define el a t r o  
[a,], = { 1 si j l = k l  y j z = k ~ ,  0 sino. 
Un filtro bidimensional h se denomina pasa-bajos si para wo < W I ,  w  = ( w l ,  w2), 
y para llwll entre wo y wl, g(w) cambia de aproximadamente 1 a aproximadamente 0. 
a Un filtro bidimensional g se denomina pasa-altos si para wo < wl, 
y para 11 w 1 1  entre wo y wl , c(w) cambia de aproximadamente 0 a aproximadamente 1. 
a Dado un filtro bidimensional h, se define su reverso h' como 
hi,* = h-k,-l. 
a Se llama soporte de una funcicin f (x) al menor conjunto cerrado que contiene a todos 10s x E R2 
tales que f (x) # 0. Se dice que una funcicin tiene soporte compacto si su soporte es un conjunto acotado. 
a Dado el par de enteros no negativos r = (rl, r2) y f E L2(R2) se denomina momento r de f a la 
expresicin 
a Se dice que f (x) pertenece a1 espacio de Holder C8(P) ,  con 0 < s < 1 ( o que f (x) es Holder 
continua con exponente de Holder s ) si 
If (XI - f (911 < K 11% - yl18 
donde K es una constante. En las condiciones anteriores tambi6n se dice que la funcicin f (x)es de Lipschitz 
con exponente s. 
a Se dice que f (x) pertenece al espacio de Holder C8 ( P ) ,  con s 2 1 ( o que f (x) es Holder continua 
con exponente de Holder s ) si s = m + a, m E N ,  0 < a < 1, f (x) es m veces diferenciable con 
continuidad, y vale 
donde K es una constante. 
a Una matriz B de 2 x 2 es una contraccicin del plano si para todo. x E R2 existe K,  0 < K < 1, tal 
que 
11B~11  K llxll (3.1) 
Si la norma en 3.1 es la norma euclidea ( o norma 2), diremos que B es una contraccicin del plano en 
norma euclidea. 
Una matriz B de 2 x 2 es una dilatacicin del plano si para todo x E R2 existie K > 1 tal que 
llBxll 2 K llxll - (3.2) 
Si la norma en 3.2 es la norma euclidea ( o norma 2), diremos que B es una dilatacicin del plano en norma 
euclidea. 




Veamos primer0 la funci6n de escala: en vez de considerar al product0 de 2  funciones de escala como 
funci6n de escala en 2  dimensiones - la llamada funci6n de escala separable-, existe una manera m6s 






10s valores hk corresponden a un filtro no separable en 2  diensiones. 
D es una matriz de 2  x  2, llamada matriz de dilatacibn, cuyos codcientes son enteros y cuyos autovalores 
verifican > 1. Por razones prtkticas de procesamiento de imdgenes, que expondremos luego, 
pediremos que la matriz D  tenga valores singulares que verifican a k  > 1. 
autovalores 
X I  = +& 
A2 = - f i  
X l = l + i  
X 2 = l - i  
Por abuso de notaci6n 9( D  x - k ) indica que se aplica 9 a las 2  componentes de 
Consideramos 2 posibles matrices de dilataci6n: Dl, una reflexi6n o simetria seguida de una diataci6n 
del plano real en fi, y D2, una rotaci6n seguida de una dilataci6n del plano en & : 
val. sing. 
01 = & 
02 = fi 
a l = 4 2  
a 2 = f i  
En la tabla 3.1 se listan sus propiedades. 
Ambas matrices de dilataci6n Dl y D2 inducen una decomposici6n de 22, el conjunto de todos 10s 
pares de enteros, en dos subgrillas (cosets): ro y Fly sirnilares a 10s cuadrados negros y blancos de un 
tablero de ajedrez. 
acci6n 
Simetria: eje [ 1  Ji - 1 1' 
+expansi6n en & 
Fbtaci6n en $ 
+expansi6n en & 
O X O X O  
X O X O X  
o x o x o  
CAP~TULO 3. WAV. NO SEPARABLES EN 2 DIM. 
Esta distribucibn de las subgrillas se denomina al tresboldlo ( quincunx, quinconce ). Una subgrilla estS 
indicada con cruces, y la otra con circulos. La cantidad de subgrillas Pi estd determinada por la cantidad 
de clases del cociente I'lDP, es decir, por ID1 = Idet(D)I, que es siempre un ntimero entero, y que en 
nuestro caso vale 2. 
Los espacios de aproximaci6n 5, al igual que en el caso de una dimensibn, verifican 
su unibn es densa en L2(R), y su intersecci6n es la funcibn nula. Son generados por las traslaciones en 
pares de enteros de la funci6n de escala a, o de una versibn dilatada o contraida de : 
vj = gen{@(Dj x - k)IkEza. 
Consideramos solamente 10s casos en que el conjunto 
es ortonormal. 
La cantidad de funciones wavelet asociadas a una funcibn de escala, a1 igual que la cantidad de bandas 
de detalle que se originan en cada paso de la transformada, es ID1 - 1, que en nuestro caso es 1. 
La wavelet verifica la siguiente ecuacibn: 
donde g es un filtro bidimensional, que se calcula a partir de h: 
Para cada entero j, el subespacio Wj es el complemento ortogonal de Vj en Vj+l, 
y es generado por la wavelet 
Nota 3.3. Si la matriz de dilataci6n es D = 21, y existen filtros f y 1 de una dimensib tales 10s filtros 
bidimensionales h y g verifican 
- h y g son filtros separables - entonces estamos ante la situacibn descripta en la seccibn 2.9 de wavelets 
separables. 
3.3 Matrices de dilataci6n (1) 
Veamos los efedos de aplicar una matriz de dilataci6n: El submuestreo, asi como el sobremuestreo, son 
inducidos por la matriz de dilatacibn D: 
3.3. MATRICES DE DILATACI~N (1)  
Figura 3.1: Tel6fono submuestreado con Dl 
Definici6n 3.1. Submuestreo con la matriz D: 
Aqui se eliminan componentes alternativamente en una grilla diagonal, es decir, se suprimen 10s 
casilleros negros en el tablero de ajedrez: son los pixels cuyos indices corresponden a la subgrilla rl. En 
cambio, se conservan 10s pixels x(j) = x(j1, j2)cuyos indices corresponden a la subgrilla ro :(j = Dk) y se 
ubican en la posici6n k = D-lj. Aplicaremos la operaci6n de submuestreo a la imagen del telefono de la 
figura 2.13. En la figura 3.1 se observa el tel6fono submuestreado con Dl : la imagen queda espejada con 
respecto al eje de simetria, y es de menor tamaiio. Y en la figura 3.2 se observa el tel6fono submuestreado 
con Dz: la imagen queda rotada en - $ y reducida. 
Nota 3.4. En terminos de la transformada 2, 
t [X(+TG,@)+X(-,/ZZ,-@)] s i ~ =  Dl 
Y (x) = [ x ,  X - - 1  si D =  D2 . 
Definici6n 3.2. : Sobremuestreo con la matriz D: 
Las figura 3.3, y un detalle ampliado en la figura 3.4, corresponden tanto a la figura 3.1 sobremuestrea- 
da con Dl ,  como a la figura 3.2 sobrernuestreada con Dz: la imagen recupera su orientaci6n original, y 
se pone un cero (cuadrado negro) en el lugar que fue anulado. 
Nota 3.5. En tCrminos de la transformada Z, el sobremuestreo es 
CAP~TULO 3. WAV. NO SEPARABLES EN 2 DIM. 
Figura 3.2: Telkfono submuestreado con D2 
Figura 3.3: Telgono submuestreado y sobremuestreado. 
Figura 3.4: Telefono sub y sobremuestreado- detalle. 
3.4 Procesamiento de imiigenes 
Llamamos c!') a la imagen original, fo(x) es su funci6n asociada y fo E VO. Si se descompone a fo(x) en 
la suma de sus proyecciones sobre V-1 y W-1,se tiene 
1 1 
= C ~~-')-@(D-'x - k) + C 4 - 1 ) m ~ ( ~ - 1 ~  - k). 
k e z 2  dm ~ E z '  
Aplicando las propiedades de ortogonalidad de las bases, y las ecuaciones 3.3 y 3.6, se deducen l a  f6rmulas 
de anBisii 
que permiten calcular 10s coeficientes de un paso de la transformada wavelet. Aplicando las mismas 
f6rmulas a ck-') en ves de cf), se obtiene el segundo paso de la transformada wavelet. Estos pasos esth 
ejemplificados en las figuras 3.5 y 3.6, aplicando la transformada de Kovacevic- Vetterli con la matriz Dl. 
Ha de notarse que 10s coeficientes de detalle son muy pequeiios y que han sido reescalados para poder 
observar la informaci6n que contienen. 
De manera d o g a ,  para poder antitransformar, se obtiene la f6rmula de sintesis: 
Figura 3.5: 1 paso de la transformada KV: di-') y ci-') 
Las f6rmulas 3.8 y 3.9 pueden interpretarse por medio de convoluciones de la imagen con 10s filtros 
h' y g', seguidos de submuestreos con D, s e g h  el esquema , y la f6rmula 3.10 puede interpretarse como 
sobremuestreos de 10s coeficientes de aproximaci6n y de detalle con D seguidos de convoluciones con h y 
g, sumados, s e e  el esquema 3.7. 
3.4.1 Formulaci6n polifase 
Las f6rmulas de d i s i s  3.8 y 3.9 pueden escribirse de una manera equivalente, en su formulaci6n po- 
lifase, de manera a no realizar operaciones innecesarias. Para ello se separan los pixels de la seiial y 10s 
coeficientes de los filtros s e g h  a cual subgrilla -fase- pertenecen. 
Si xo son los pixels de la imagen x que pertenecen a la subgrilla ro, y xl son 10s pixels de la imagen 
que pertenecen a la subgrilla I'l, se tiene entonces que 
Escribiendo esto en tQminos de la transformada Z, se tiene: 
An&logamente, para el filtro h se tiene 
h o = h J D  
hl = (h * a-lo) 4 D 
h = [ho t DI + [alo * (hl t D)I, 
Figura 3.6: 2 pasos de la transformada KV: &-I), di-2)y c:-~)  
Figura 3.7: Esquema de andisis-sintesis en dimensibn 2 
y en t6rminos de la transformada Z 
Se hace la misma descomposici6n sobre el filtro g. 
Se puede ver que la transformada Z de 91 = (x * h') J. D es 
y, anaogarnente, la transformada Z de y2 = (x * g') J. D es 
Esto, en forma matricial, es 
En general, se define 
como la rnatriz polifme de 10s filtros F y J. Entonces, las ecuaciones 3.8 y 3.9 son equivalentes a 
y, en t6rminos de convoluciones, a 
Estas dtimas ecuaciones son computacionalmente & eficientes. 
3.5 Propiedades 
3.5.1 Existencia de la funci6n de escala 
Forma Fourier de la ecuaci6n de dilataci6n: 
Si se transforma Fourier la ecuaci6n de dilataci6n 3.3, resulta 
Tomando limite cuando N + oo, y aplicando 8 ( 0 , 0 )  = S @ ( x )  dz = 1, se obtiene 
922 
Para que est product0 infinito sea convergente, debe ser fi (0,O) = 1, y entonces 
3.5.2 Ortogonalidad 
Si el conjunto {@( x  - k  ) I k  es ortonormal ( x  E R2 y k  E 22) esto implica 
Si el conjunto {@( x  - k  ) I k  es ortogonal a Q ( x )  - x  E R2 y k  E Z2 - esto implica 
Si el conjunto {Q( x  - k  ) I k  es ortonormal - x  E R2 y k  E 22- esto implica 
3.5.3 Soporte compacto 
Si el filtro asociado a la funcidn de escala (o a la wavelet) tiene h i t a s  entradas no nulas, el soporte de la 
funci6n es compacto. No es tan sencillo de obtener el soporte como en el caso unidimensional. El soporte 
de una funci6n de escala @ ( x )  que verifica 3.3, estd contenido en un conjunto cerrado S, tal que 
3.5.4 AproximacMn polinomial 
Definicidn 3.3. Decimos que @ ( x )  tiene apmxamaci6n polinomial de orden m ( accuracy m ) si cualquier 
polinomio p(x)  = p(x l ,  2 2 )  de grado Irl < rn puede escribirse como 
p(x)  = x CYk @( 5 -  k ) .  
CAP~TULO 3. WAV. NO SEPARABLES EN 2 DIM. 
Por ejemplo, si la funci6n de escala tiene aproximaci6n poliinomial de orden m = 3, entonces vale la 
expresi6n 3.18 para 10s polinomios 1, XI, 2 2  , x:, 21x2, y xi. 
Si la funci6n de escala bidimensional tiene aproximaci6n poliiomial de orden m, entonces 
donde v, son ciertas constantes 
3.5.5 Buena localizacicin en las frecuencias 
A1 igual que en el caso unidimensional, para el caso bidimensional tambi6n vale que si 10s filtros h y g 
son finitos, tanto la funci6n de escala como la wavelet tienen soporte compacto; per0 sus transformadas 
Fourier no puede tener soporte compacto. La localizaci6n en frecuencias nunca serB perfects. Pero cuanto 
mejor filtro pasabajos sea h', y mejor filtro pasa-altos sea g', (nos referimos a 10s 2 filtros de d i i s )  
mejor localizada en frecuencias serA la transformada wavelet. 
Si h' es un filtro pasa-bajos, entonces 
Si la derivada direccional de @(w) en el punto w = (n,n) vale 0 en cualquier direcci611, entonces el 
gradiente 
lo cud es equivalente a 
De la misma manera, si la, derivada direccional segunda de g(w)  en 10s puntos UJ = (n, n) vale 0 en 
cualquier direccibn, entonces el Hessiano 
y por lo tanto 
Cuanto mayor sea el niunero de condiciones que se cumplan, m L  "achatada " serd la respuesta en 
fiecuencias de h1 cerca de w = ( 7 ~ ~ 7 ~ ) ~  y mejor filtro pasa-bajos serd hl. 
Si g1 es un filtro pasa-altos, entonces 
Si, la derivada direccional de 6(w) en el punto w = (0,O) vale 0 en cualquier direccibn, entonces el 
gradiente 
lo cud es equivalente a 
De la misma manera, si la derivada direccional segunda de 6(w) en 10s puntos w = (0,O) vale 0 en 
cualquier direccibn, entonces el Hessiano 
Cuanto mayor sea el nlimero de condiciones que se cumplan, m L  "achatada " serd la respuesta en 
frecuencias de g' cerca de w = (0,0), y mejor filtro pasa-bajos sera g'. 
3.6 Relaciones entre propiedades 
El siguiente teorema, que indica que la cuantizaci6n es un proceso estable cuando la transformada es 
ortonormal, es similar a su versi6n para 1% wavelets unidirnensionales. 
Teorema 3.1. Sea (@,Q) es un sistema ortonormal, c r )  son 10s coeficientes de la serial original, y se 
(-L) (j(-L) calcula su tmnsformada wavelet de L niveles, obteni6ndose 10s coeoefiente~ ck , , . . -4-l) , tales 
w e  
68 
donde 
@-L,~ (x )  = @ ( D - ~ x  - k )  
Qj,k(x) = 1 ~ 1 ' ' ~  @(HZ - k).  
Si se cuantizlln 10s weficientes, aplichdoles una funcibn de cuamtizacicjn Q ( x )  -coma por ejemplo el 
4 0 )  redondeo, o el pasar 10s coeficientes por un umbra1 - entonces la sefial recontmida ck , que se obtiene 
antitransformando, tiene un emor cuya norma cuadrdtica es igual a la de 10s e m m s  de cuantizacibn: 
A continuaci6n se demuestra que si hay aproximaci6n polinomial entonces la rama pasa-bajos del 
esquema de a d i s i s  preserva 10s polinomios discretizados, mientras que la rama pasa-altos 10s anula. 
Teorema 3.2. Sea @(x1,x2) con apmLmacibn polinomid de orden m. Si pam k = (k1,k2), cp)  = 
p(xl, 2 2 )  es an polinomio de grado 19-1 < m discretizado en (kl A x l ,  k2Ax2)) entonces 10s coeficientes de 
apmzimacibn de la transformada wavelet ci-') son otp'O polinomio de grado r discreCizado en 
( ( D k ) i A ~ i ,  (Dk)2Az2), 
y 10s coeficientes de detalle 4-l) son nulos. 
Demostracibn. Sin pQdida de generalidad, suponemos que p(xl,  x2)  = xyx?. Entonces por hipbtesis, 
~ ~ ) = ( j ~ A x l ) ' ~ ( j ~ A x ~ ) ~ ,  o n  j = 1 , j 2 )  y r = r l + m < m .  (3.20) 
Si se reemplaza en la f6rmula 3.8, resulta 
y con el cambio de variables i = (il, i 2 )  = j - Dk, se obtiene 
A continuacibn se aplica la Mrmula binomial de Newton, 
3.6. RELACIONES ENTRE PROPEDADES 
y por lo tanto 
Pero si la dtirna sumatoria se separa seglin 10s indices pertenecen a una o otra subgrilla, 
por lo tanto la dtima sumatoria es una constante que no depende de i, segGn 3.19 -recordar que p + q 5 
rl + r2 = r < m. Luego 
es un polinomio de grado r en ((Dk)1Axl, (Dk)2Ax2) y el tQmino de mayor grado es una constante por 
[(Dk)l AxI]" [(Dk)2AxzIT2 .
Veamos ahora que 10s coeficientes de detalle di-') son nulos. Si se aplica la f6rmula 3.9 a do), se 
obtiene 
bemplazando 10s elernentos g ( j - ~ k )  por su expresicin 3.7, resulta 






CAP~TULO 3. WAV. NO SEPARABLES EN 2 DIM. 
Igual que en el caso anterior, se aplica la f6rmula del binomio, 
. g (;) (Dk + l)?-q(-i2)q, 
= (rb) (Dk + I):-' 2 (;) (Dk + 
P=o q=o 
El atimo termino del product0 es la suma 
con lo cual 4-l) = 0. En el curso de la deducci611 anterior, se separ6 la sumatoria segGn las subgrillas. 
Se us6 que 
puesto que si i E ro, entonces i = Dl, por lo tanto 
es siempre par. Andogamente, si i E rl, entonces i = Dl + (l,O), y por consiguiente 
es siempre impar. Se us6 que p + q 5 rl + 7-2 = r < m y se aplic6 3.19. 
Figura 3.8: Funci6n de escala Daubechies 4 con Dl 
Uniendo el resultado anterior a otros teoremas, se tiene el siguiente teorema. 
Teorema 3.3. Si  @(x) es m veces diferenciable con wntinuidad, son equivalentes: 
a k H  (-1, -1) = 0, para 0 5 lkl < m. 
awpaw,ka 
akG (1,l) = 0, para 0 5 lkl < m. 
aw:'aw,ka 
@(x) tiene aproximaci6n polinomial de orden m. 
Los momentos r = (rl, rz)  de Q(x) son nulos, para 0 5 Irl < m. 
Si $) = p(zs) es u n  polinomio de g d o  Irl < m discretizado en z k ,  entonces 10s weficientes de 
apmximaci6n de la transformada wavelet ci-') son otro polinomio de grado r disemtizado en x ~ k ,  
y 10s weficientes de detalle d i - l )  son nulos. 
Nota 3.6. En el caso bidimensional, no surge de lo anterior una factorizaci6n de i?. 
3.7 Ejemplos 
Si se utiliia el £iltro h de una funci6n de escala ortogonal en 1 dimensi6n7 y se lo asocia a una matriz de 
diiataci6n Dl o D2, se obtiene una funci6n de escala ortogonal, no separable. Por ejemplo, si el filtro es 
el de Daubechies 4, y la matriz de dilataci6n es Dl, se obtiene una funci6n de escala ortogonal, contfnua, 
y de aproximaci6n polinomial de orden 2 - ver figura 3.8. La transformada Z de h cumple H(-1,l) = 0. 
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w 
Figura 3.9: Funci6n de escala Kovacevic-Vetterli 
Tabla 3.2: Ejemplos de wavelets no separables 
Kovacevic y Vetterli [27] han construido ejemplos de funciones de escala y wavelets bidimensionales 
ortogonales, continuas y no separables. Cohen y Daubechies [28] han construido ejemplos de funciones 
de escala y wavelets bidimensionales biortogonales, continuas y no separables. 








asociado a la matriz de dilatacibn Dl, tambien corresponde a una funci6n de escala ortogonal, no 
separable, continua, de aproximaci6n polinomial de orden 2, - ver figura 3.9 
En la tabla 3.2 se dan estimaciones del radio espectral conjunto, y del exponente de Holder de las 





Daubechies 4 con Dl 
Kovacevic-Vetterli con Dl 




No es deseable que a1 procesar una imagen se introduzcan distorsiones en ella. Y vimos como el sub- 
muestreo y el sobremuestreo e s t h  determinados por la matriz D :  por eso es necesario que esta matriz 
sea una dilataci6n del plano en una norma que corresponda a nuestra noci6n de distancia en el plano, es 
decir, la norma euclidea. Por consiguiente, D-I debe ser una contraccicin del plano en norma euclidea. 
Veremos que esto se cumple si 10s valores singulares de D son mayores que 1. 
Lema 3.1. Si 10s vdores singulares de D veqifican ga > 1 para k = 1,2, entonces D es una dilatacibn 
del plano en noma euclidea, y D-I es una wntraccidn del plano en la misma norma. 
Demostracibn. Por la descomposici6n en valores singulares de la matriz D, existen 2 matrices ortogonales 
U y F de 2 x 2 tales que 
donde 
por hip6tesis. Entonces 
con lo cud 
Entonces 
11x1I2 = IID-~DXII, 5 1 1 0 - I  112 11~x112 7
0 2  11x112 = I ID- ' I I ;~  IIxII2 5 llDxll2 
y D es una dilataci6n del plano en norma euclidea. Ademk, 
y D-I es una contracci6n del plano en norma euclidea. 
Demostraremos a continuaci6n que si 10s valores singulares de una matriz real A son mayores que 1, 
entonces sus autovalores tambign son mayores que 1 en valor absoluto. 
Lema 3.2. Sean X k  10s autovalores de una maink rwll A de n x n, y aa sus valores singulares. Si ah > 1 
Vk entonces l X k l  > 1 Vk. 
Demostracibn. Como ATA es una matriz sim6trica definida positiva, el cociente de Rayleigh verifica: 
donde ug es el autovalor m k  pequeiio de ATA, y por hip6tesis a& > 1. Sea x el autovector de A 
asociado a X k ,  y reemplazando en la ecuzi6n (3.21), se obtiene A; > 1. Luego l X k l  > 1 Vk. 
Mat. d e  dilatacidn I D e t  1 autovalores I valores sindares I 
Tabla 3.3: Propiedades de D3 
Nota  3.7. La inversa no es vdida; por ejemplo la matriz 
tiene autovalores X = f 1.122497216032182, y sus valores singulares son 
Con este ejemplo se evidencia que no alcanza con que los autovalores de la matriz Sean mayores que 1 en 
m6dulo para que la matriz sea una expansib en norma 2: si 
results que llAlxl12 = 0.3946 < 1 1 ~ 1 1 ~  = 0.922. 
Como consecuencia del lema, si los valores singulares de la matriz de dilataci6n D son mayores que 
1, entonces los autovalores de D verifican lXk 1 > 1. 
Veamos ahora el caso de la matriz 
que da origen a la mismas subgrillas que Dl y D2. Sus coeficientes son enteros, sus autovalores en valor 
absoluto son mayores o iguales que 1, pero time un valor singular menor que 1 (ver tabla 3.3). 
De la descomposici6n en valores singulares, se tienen U y F, matrices ortogonales, y S, matriz diagonal, 
tal que 
uTlI3F = S = [ u1 O ] , donde 0 02 
T 
Para e2 = [ 0 1 ] el segundo vector de la base canbnica, 
es una contracci6n, y como 
entonces existe una direcci6n dada por F e2 en la cud la matriz D3 no es una expansi611, sino una 
contracci6n: 
1 
0 -  
-1 
IIF e2112 = 1, 
por ser F una matriz ortogonal, y 
En la figura 3.10 se tiene el diagrama conmutativo de la imagen de la circunferencia de radio 1 por 
D3. En (a) se observa con linea punteada la direcci6n de F e2, y en (b) se observa con linea punteada la 
direcci6n de 
-2 -1 0 1 2 -2 -1 0 1 2 
Figura 3.10: (a) X = (11~11~ = 1)  (c) F T X  (d) SFTX (b) E S F T X  = D X  
- 0 
- -1 
A1 procesar una imagen, cuando se realiza la decimaci6n o submuestreo, se espera que la imagen se 
contraiga en todas las direcciones. Sin embargo, en este caso la imagen transformada se estira en la 
diirecci6n U e2, pues 
...... u.---r--*""..s5 :<+> -'. ......... L .... ".a- 
- 
T 
-ver figura 3.11, mientras que en la direcci6n U el - donde el = [ 1 0 ] - correspondiente al eje de 
gnea llena en (b), la imagen se reduce a mi% de la m i t d  
1 
D;' U el = -F el. 
01 
CAP&ULO 3. WAV. NO SEPARABLES EN 2 DM. 
Figura 3.11: Teldfono submuestreado con Ds. 
( Mat. de dilataci6n ( Det I autovalores I valores singulares 1 
Tabla 3.4: Propiedades de D4 
Estas distorsiones no ocurren cuando 01 > 1 y 02 > 1. 
Nota 3.8. Belogay y Wang 1261 hallaron ejemplos de wavelets ortogonales no separables asociadas a la 
matriz de dilataci6n 
Con esta matriz se origina una sola submatriz de detalle en cada paso. La decimaci6n D4 equivale a 
eliiinar las columnas impares de la imagen, y luego espejarla con el eje de sirnetria y = z. En cada paso 
la decimaci6n se hace en una sola direcci611, lo cud distorsiona la imagen, aunque cada 2 pasos vuelve a 
tomar sus proporciones originales. 
X O X O X  
X O X O X  
X O X O X  
La subgrillas generadas por esta matriz - llamada subgrillas columna - no son iguales a las subgrillas 
diagonales (al tresbolillo). De la observaci6n de 10s valores singulares vemos que la matriz D4 dilata el 
plano en todas las direcciones salvo en la del eje horizontal. 
Capitulo 4 
Multiwavelets en una dimensi6n 
Las multiwavelets son una generalimibn de las wavelets. Los espacios Vj,  en 10s cuales se proyecta 
la funci6n asociada a la seiial original, son generados por las traslaciones enteras de dilataciones de 
2 o m& funciones de escala. El hecho de considerar varias funciones de escala - en vez de una sola - 
permite diseiiar multifunciones de escala que tengan un conjunto de propiedades litiles, como por ejemplo 
aproximaci6n polinomial de orden > 1, ortogonalidad y sirnetria, que no se pueden dar en las funciones 
de escala unidimensionales. Por ejemplo, Geronimo, Hardin y Massopust diseiiaron una multifunci6n de 
escala de soporte pequefio, que tiene orden de aproximaci6n polinomial2, y que es, a la vez, ortogonal y 
simhtrica [29]: ver las 2 funciones de escala y las wavelets asociadas en la figura 4.1. Para el diseiio de 
multiwavelets consultar [30], [31], [32], [33] [34], y [35]. 
Las multiwavelets han dado buenos resultados en cuanto a la compresi6n de seiiales -ver [36], [37] , 
[38] y [39]-. Debido a que esta trasformada explota las correlaciones entre las sefiales de entrada, son 
indicadas para procesar imiigenes multitemporales, o de color. En el procesamiento de seiiales con dos 
funciones de escala se tienen 2 seiiales de entrada, y 4 seiiales de salida: 2 de aproximaci6n y 2 de detde.  
Antes de aplicar la transformada, 10s datos deben ser prefiltrados, a menos que las multiwavelets sean 
balanceadas [40] [41]. 
Algunos temas, como la estirnaci6n del exponente Holder de continuidad de las funciones construidas, 
asi como el algoritmo cascada, que permite graficar las multifunciones de escala y las multiwavelets, se 
t r a t a r h  m& adelante en su forma m& general (ver el capitulo 8.6 y el algoritmo 7.3). 
4.1 Definiciones y notaci6n 
Dada una funci6n f : 8 -+ R2, f = [fl, filT donde fi, f2 E L2(8), se define la transfomzada 
Fourier de f como 
Dado H = (H('), ~ ( ' 1 ,  ~ ( ~ 1 , .  . . } un conjunto de matrices H ( ~ )  de 2 x 2, con k E {0,1,. . . N } ,  
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wavelet #1 
wavelet #2 funcidn de escala #2 
Figura 4.1: Multifunci6n de escala y multiwavelet GHM. 
dehimos la transfomada Z de H  como 
Nota 4.1. A las matrices H ( ~ )  las llarnaremos matrices-filtro. 
a Dado H  un conjunto de matrices H ( ~ )  de 2 x 2, con k E {O,l,. . . N), definimos su respvesta en 
frecvencias, o transformada Fourier discreta en el tiempo, como 
fi : [-n,n] -+ c~~~ 
a Dado H  un conjunto de matrices H ( ~ )  de 2 x 2, con k E {O, l , .  . . N), se define el simbolo 
a Dado H  un conjunto de matrices H ( ~ )  de 2 x 2, con k E A = { O , l , .  . . N). Para i = 0 , l  llamamos 
s?) a la suma 
y S( j )  a la suma 
Recordemos que r,-, = 2 2  es el conjunto de todos 10s enteros pares, y rl = 2 2  + 1 es el conjunto de 
todos 10s enteros impares. 
Por ejemplo: 
SF) es la suma de las matrices H ( ~ )  con indice par, y s?) es la suma de las matrices H ( ~ )  con indice 
impar; Y 
es la suma de todas la matrices ~ ( ~ 1 .  
a De manera anBoga defhiios T ( O )  como la suma de todas las matrices G(k) .  
. Dados p nlimeros ro, r l ,  . . . r,-1, con ro = 1, la secuencia de polinomios po(t), PI(~)Y PP-I(~) 
se denomina secuencia de Appell. 
4.2 Anzilisis de multirresoluci6n para multiwavelets en Id 
Igual que en el caso de 1as wavelets en una diiensi6n, en el caso de las multiwavelets un andisis de 
multirresoluci6n consiste en una secuencia de subespacios anidados 
cuya uni6n es densa en L2(R) y cuya intersecci6n es la funci6n nula. El subespacio Vo es el subespacio 
generado por las traslaciones enteras de 2 o m& funciones de escala. Si Vo es generado por las traslaciones 
enteras de r funciones de escala: G1, 9 2  , . . . a, se dice que el anUisis de multirresoluci6n tiene 
multiplicidad r. 
Nos restringiremos a1 caso r = 2, es decir, Vo es el subespacio generado por las traslaciones enteras 
de dos funciones de escala, 91 y, 9 2  definidas sobre 8 
donde k = (kl,k2). 
A1 par (91, @2) se lo denomina multifunci6n de escda. 
Los de& subespacios Vj son generados por las traslaciones enteras de una versi6n dilatada o contraida 
de 91 y, 9 2  : 
Vj = gen{@1(2j x - kl), @2(2j x - k2)Ik, donde k = (kl,k2). 
De la inclusi6n Vo c Vl se deduce que @I (x), que es base de Vo, debe poder expresarse como combi- 
naci6n de las bases de Vl. Entonces deben existir constantes Hi:) y Hiif tales que: 
( )  (k) y como la observaci6n tambibn vale para 9 2  (x), existen constantes H2, y H2, tales que 
N 
a2(x) = {~;:)9,(2 x - k) + ~$5)92(2x - k)} . 
k=O 
Si escribimos estas ecuaciones en forma vectorial, obtenemos la siguiente ecuaci6n, llamada ecuaci6n de 
dilataci6n o de refinamiento 
y en forma m k  abreviada: 
donde las H ( ~ )  son matrices de 2 x 2. 
Nos limitaremos a considerar las multifunciones de escala ortogonales, es decir, aquellas para las cuales 
la famili (91 (x - k), @2 (x - I)) es ortonormal. Para cada entero j , Wj es el complemento ortogonal de 
vj en 
Los subespacios Wj son generados por las traslaciones enteras de versiones dilatadas de dos funciones 
Ql (x) y *2(x) , llamadas wavelets -y al par {GI, Q2) se lo denornina multiwavelet- 
De la inclusi6n Wo c Vl se deduce que Q1(x) y G2(x), que son bases de WO, deben poder expresarse 
como combinaci6n de las bases de Vl. Entonces deben existir constantes G[:) y G[:) , G!$ y GZ) tales 
que 
es decir, 
conocida como la ecuaci6n de la wavelet. Para el cdculo de las matrices G ( ~ )  se utiliza un dgoritmo de 
extensi6n matricial, detallado en [42]. 
Procesarniento de seiiales 
A1 trabajar con 2 multiwavelets, que es equivalente a trabajar con un banco de filtros de 2 entradas, 
se debe descomponer la seiial original x(O) en 2 seiiales e& y c!f& (k E 2). Sea f (x) la funci6n cuyas 
(0) (0 )  componentes en las bases (91 (x - k)) y {@2(x - k)) son, respectivamente, cllk y %,k: 
f (x) = x $);@I (x - k) + $&@2 (X - k) 
Esto, escrito en forma m L  resumida, se convierte en 
(0) 
i ( x ) = x ( c ! ~ ) T @ ( x - k ) ,  donde .!I= [ c ~ ~ ! ] .  
k E Z  5 ,k 
El esquema de andisis (ver la figura 4.2) tiene a las seiiales cf&, c!$& como datos de entrada, y en la 
salida de la rama pasa-bajos del esquema se obtienen 2 sucesiones de coeficientes de aprmdmad6n : 4)
, &kl), y en la rama pasa-altos del esquema se obtienen 2 sucesiones de coeficientes de detalle: d[-jl) y 
hi1). En forma vectorial, son 
Figura 4.2: Esquema de anUiis-sintesis. 
Sea 
Vo=V-l@W-l V-lIW-l,  donde 
W-1 = spun {5Pl(i-- k),!D2(i - 1 ) )  
k,lEZ 
Si escribiios f (x) como la suma de sus proyecciones sobre V-1 y W-1: 
se puede demostrar que se cumplen las siguientes fbrmulas de andisis: 
Un paso de la transformada multiwavelet consiste en obtener c!jl) y d!il) a partir de c($ 
De manera anaoga se obtiene la Mrmula de sintesis: 
c(o) - 
.,k - U.,k + V,k, (4.7) 
donde U.,k es la rama pasa-bajos del operador de sintesis, y Vlk es la rama pasa-altos del operador de 
sintesis: 
Un segundo paso de la transformada multiwavelet consiste en aplicar las f6rmulas 4.5 y 4.6 a 10s 
coeficientes c!;'), obtenibndose los coeficientes c(i2) y dS2),  y la funci6n f (z) se escribe entonces como 
Las f6rmulas de andisis (4.5) y (4.6) no pueden interpretarse como una convoluci6n seguida de un 
submuestreo, como en el caso de una sola funci6n de escala: no hay convoluci6n, puesto que el producto 
es un producto matricial, y el indice sobre el cud se opera es el indice de las matrices filtro. Daremos 2 
formas equivalentes de esta f6rmula. 
Los coeficientes de aproximaci6n en la f6rmula (4.5) pueden escribirse como 
donde HI( = H(-)). Entonces tenemos que el;') es la suma de mnvoluciones de las 2 seiiales de 
entrada t$! y $! respectivamente con 10s elementos (1,l) y (1,2) de las matrices filtro H'(.)(.), seguida
de un submuestreo de a 2. Anzilogamente, 4:') es la suma de convoluciones de las 2 seiiales de entrada 
cf! y < respectivamente con los elementos (2,l) y (2,2) de las matrices filtro Ht(.), seguida de un 
submuestreo de a 2. La misma observaci6n vale para los coeficientes de detalle en la f6rmula (4.6), que 
pueden escribirse como 
4.3.1 Descomposici6n de la seiial en 2 seiiales de entrada 
Para obtener 2 seiiales de entrada cr! y $! a partir de la seiial original x(O), se puede proceder de dos 
maneras. (i) Se toma la seiial repetida, c?! = q! = x(O), obtenibndose 2 seiiales del mismo tamaiio que 
la original. Este mbtodo no es recomendable si se quiere comprimir la seiial. (ii) Se obtienen 2 seiiales 
cuyo tamaiio es la mitad que el de la seiial original: esto se llama muestreo critico, porque no sobran 
muestras de la seiial. Se realiia mediante un procedimiento llamado prefiltrado, que consiste en resolver 
el sistema lineal (ver, por ejemplo, [43]): 
Varias modificaciones se han propuesto para mejorar el prefiltrado, ver [44], [45], [46], [47], [48]. La 
necesidad del prefiltrado surge de un cierto desequilibrio que se observa a1 procesar seiiales constantes, 
en el caso en que las integrales de y de a2 no son iguales: en ese caso, a1 procesar 2 seiiales constantes 
e idhticas, se obtiene en 10s coeficientes de aproximacidn 2 seiiales constantes, pero diferentes. Para 
subsanar este inconveniente se realiza el paso previo de prefiltrado de la seiial, lo cud insume mucho 
tiempo de procesamiento. 
Para evitar el paso del prefiltrado, Lebrun y Vetterli diseikon multiwavelets balanceadas [40], las 
cuales dan coeficientes de aproximaci6n constantes e identicos al procesar 2 seiiales constantes e identicas. 
Pero a h  permanecia el problema de dividir la seiial original en 2 seiiales de entrada. Como en la f6rmula 
de anui i s  se mezcla la informaci6n de las 2 seiiales de entrada - este problema no existe en el caso de 
una sola wavelet -es precis0 que c f )  y c$) s e a  similares. Por eso en general se opt6 por tomar c r )  como 
10s valores pares de la sefial x ( O )  y c$)como 10s valores impares de la seiial 
(0) = ~ ( 0 )  4 2Cl,. 
I$! = ( X ( Q ) * ~ - ~  
Escribiendo esto en thminos de la transformada Z, se tiene entonces que 
(0) 2 -1 (0) 2 
x(O)(z )  = c , , . ( z  ) + z  $,.(z ) 
Con esta descomposici6n de la seiial original en pares o impares, es decir, s e g b  sus fases, se obtiene 
otra interpretacihn de las f6rmulas de anXiis. Un banco de matrice5-filtro de 2 x 2 es tarnbien la matriz 
polifase de 2 filtros (ver [49]). Podemos escribir (4.10) como 
donde 
Ahora bien, las transformadas Z de yl. , y2. cumplen 
donde 
es la matriz polifase de 2 filtros Fl y F2. El filtro Fl tiene coeficientes Hi1 en 10s indices pares y coeficientes 
Hi2 en 10s indices impares, mientras que el filtro F2 tiene coeficientes Hil en 10s pares y coeficientes Hi2 
en 10s impares. Escribiendo esto dtimo, tenemos 
(.) 2 -1 (-1 2 F l ( 4  = H11(z + z Hl2 ( z  
F2 ( z )  = HA;) ( z 2 )  + 2-1 Hi;) ( z2 ) .  
AdemL, la ecuaci6n 4.13 es equivalente a 
Reemplaeando en la fdrmulas 4.12, se obtienen 10s coeficientes de aproximaci6n 4:') y &:'I a partir 
de una convoluci6n de la seiial original con los filtros Fl y Fi, seguida de un submuestreo de a 4: 
AnBogamente, podemos escribir (4.11) como 
$;'I = [u~,.] 12 
donde 
Ahora bien, las transformadas Z de u1. , u2. cumplen 
donde 
es la matriz polifase de 2 filtros 4 y 4. El filtro Il tiene coeficientes Gil en los pares y coeficientes 
G;, en 10s impares, mientras que el filtro I2 tiene coeficientes Gil en 10s pares y coeficientes Gi2 en los 
impares. Escribiendo esto liltimo, tenemos 
I1 (z) = ~ $ 1  (z2)+ z-~G; (z2), 
I 2  (z) = G;? (z2) + z-lG$z) (z2). 
AdemL, la ecuaci6n 4.17 es equivalente a 
Reemplazando en la f6rmulas 4.16, se obtienen 10s coeficientes de detalle $rl) y 4:') a partir de una 
convolucidn de la seiial original con 10s filtrosI1 1 y I' 2, seguida de un submuestreo de a 4. 
Nota 4.2. Hemos escrito las fdrmulas de adlisis, que permiten calcular 10s coeficientes de aproximaci6n 
c$yl) y 4;') y los coeficientes de detalle d ( , ~ ' ) ~  d$yl), de 3 maneras diferentes: 
1. como produdos de las matrices filtro por vectores: ecuaciones 4.5 y 4.6, 
2. como la suma de 2 convoluciones seguidas de un submuestreo: ecuaciones 4.10 y 4.11, 
3. como una convolucicin de la sekd original seguida de un submuestreo de a 4: ecuaciones 4.15 y 4.19. 
En la segunda opcicin, para calcular los coeficientes de aproximacicin, se opera con los reversos de 
4 filtros distintos, 10s Hi;. Cada filtro esti formado por 10s elementos de ~ ( ~ ) ~ u e  estk en una misma 
posicicin: por ejemplo, 
es un filtro. 
En la tercera opcibn, para calcular los coeficientes de aproximacibn, se opera con 10s reversos de 2 
f2tros distintos, Fl y F 2 ,  llamados filtros poliiase. Cada filtro esti formado por 10s elementos que e s t k  
en una misma fila de las matrices ~ ( ~ 1 :  por ejemplo 
es un filtro. 
4.4 Propiedades de las multiwavelets en 1 dimensi6n 
Mostraremos como las propiedades exigidas a las multifunciones de escala se traducen en condiciones 
sobre las matrices H ( ~ )  y G@), y sobre los autovalores y 10s autovedores de s,(O), s P l y  s('). 
4.4.1 Existencia de la funci6n de escala 
Forma Fourier de la ecuacicin de dilatacicin: 
Si se transforma Fourier l a .  ecuaciones de dilatacicin 4.1 y 4.2, resulta 
Tomando limite cuando M -+ CXI, se obtiene 
Este producto inhi to  de matrices, multiplicado por el vector 3 (0), debe ser convergente. 
Si w = 0, 
y debe existir 
Pero 
y como s(O) tiene un autovalor igual a 2 - ver m& adelante 4.2 - entonces fi (0) time un autovalor 
A1 = 1. Entonces son condiciones sdcientes para la convergencia de 3 (0)n- y por consiguiente para la 
existencia de 4.20, que la matriz 1? (0) = I, (A2 = I), o bien que el otro autovalor de 1? (0) sea menor 
que 1 en mklulo, (I Xz 1 < 1). 
4.4.2 Ortogonalidad 
La ventaja de trabajar con una transformada ortonormal, es que tanto la compresi6n de un seiial como 
como su trasmisibn progresiva, son procesos estables. Se realiza la compresibn de una s e a  calculando su 
transformada wavelet y descartando 10s coeficientes m& pequeiios en valor absoluto. Si las bases forman 
un conjunto ortonormal , entonces el MSE (error cuadrAtico medio) de la seiial reconstruida es igual al 
promedio de 10s cuadrados de 10s coeficientes descartados. 
Si (91 (x - k), @2(x - I))k,,,, es un sistema ortonormal, 
entonces se deduce la siguiente condici6n sobre las matrices ~ ( ~ 1 :  
La condici6n de ortonormalidad de las wavelets y sus traslaciones enteras, es decir 
Por liltimo, si las multifunciones de escala -y sus corrimientos enteros- son ortogonales a las wavelets 
-con sus corrimientos enteros-:. 
entonces se puede deducir: 
5 Gu) [H("~I)] = 0 para todo j E Z. 
k=O 
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4.4.3 Soporte compacto (buena localizacidn en el tiempo) 
Se trabaja con h i t a s  matrices-filtro ~ ( ~ 1 ,  entonces el soporte de las funciones de escala es un conjunto 
compacto (ver [50]). Y si el soporte de las funciones de escala es compacto, y hay finitas matrices-filtro 
G(", se deduce que el soporte de las wavelet tambi6n es un compacto. 
Si todos los elementos de las matricesfiltro H ( ~ )  son distintos de cero, entonces los soportes de y 
de G2 son iguales: son el interval0 I que cumple 
Cuanto mayor es el n h e r o  de matrices H(", mayor es el soporte. 
4.4.4 Aproximacidn polinomial 
Las funciones de escala que pueden reproducir en forma exada a 10s poliiomios de determinado orden - 
cuanto m h  elevado, mejor - son apropiadas para la compresi6n de idgenes. Si un polinomio pertenece 
a Vo localmente, y calcula su transformada wavelet, toda la informaci6n queda en los coeficientes de 
aproximaci6n, y los detalles son cero. Si una imagen tiene variaciones continuas de color - funci6n suave 
- entonces al procesarla tendri muchos coeficientes de detalle nulos o muy pequefios, y &to se puede 
aprovechar para la compresi6n. 
Definici6n 4.1. Decimos que @(x) time aproxin'maci6n polinomial (accuracy) de orden m, si todo poli- 
nomio p(x) de grado menor que m puede escribirse como: 
donde a k  es un vector columna de 2 elementos. 
Se conocen las condiciones para la aproximaci6n polinornial de multifunciones de escala de una 
variable.- ver [51][52]. En este context0 de multifunciones de escala ortogonales y de soporte compacto, 
@(x) tiene orden de aproximaci6n polinomial m si y solo si existen vectores columna de 2 elementos: 
vo, q, .. . v,-l, (vO # 0), tales que, para 0 5 p < m, d e n :  
f: ('I) VT(~~)"P(OP-~E)(O) = 2-~vF, 
t=o 
5 ('I) v~ ( 2 i ) t - P ( ~ p - t ~ )  (0  = 0 
t=O 
En [53] se dan condiciones equidentes: @(x) - multifuncibn de escala ortogonal y de soporte 
compacto- tiene orden de aproximacibn polinomial m si y solo si existen vectores columna de 2 ele- 
mentos: VO, v1, . . . 21,-I tales que 
P 
v; = x ( - l ) p p t  ~ ( P - ~ ) H ( ~ ) ,  para o 5 p < m, 
t=o 
lo cud se puede escribir 
Para el caso en que 91 (x) y @2(x) son funciones de soporte compacto que conforman un sistema 
ortonormal con sus trasladadas enteras, y se cumple la ecuaci6n de dilataci6n 4.3, darernos las f6rmulas 
para 6rdenes de aproximaci6n polinomial 5 3. En lo que sigue, vo, vl, vz son vectores columna de 2 
elementos. Si existe un vector vo que verifka: 
entonces hay aprmimaci6n poliiomial de orden 1. Si existen 2 vectores vo, que verscan (4.27) y la 
siguiente ecuaci6n: 
entonces hay aproximaci6n polinomial de orden 2. Si existen vectores vo, vl, v2 que verifican (4.27), (4.28), 
mAs las siguiente ecuaci6n: 
entonces hay aproximaci6n polinomial de orden 3. 
Los vectores vo, vl, v2 cumplen un rol fundamental en la aproximaci6n de polinomios de grado 5 2. 
A partir de ellos se obtienen 10s coeficientes de las combinaciones lineales de las traslaciones enteras de 
@I (x) y @2 (x) para aproximar polinomios: 
= C [ k v o  k + v ~ ] ~ @ ( x  - k), 
x2 = [k2* + 2kul + v21T @(x - k). 
Por ejemplo, en el grace 4.3, se observa como una combinaci6n lineal de funciones de escala de Chui-Lian 
aproxima el polinomio p(x) = x. 
Lebrun, Vetterli [[40]] [[35]] y Selesnick [[41]] introdujeron el concept0 de multiwavelets balanceadas, 
primero, y de multiwavelets balanceadas de 6rdenes superiores, mAs adelante. Diseihron multiwavelets 
balanceadas de diierentes drdenes y analizaron las implicaciones del balanceo. A1 procesar una seiial con 
wavelets balanceadas no es necesario prefiltrar la s e a ,  y esto implica un ahorro de operaciones. La 
definici6n que se da a continuaci6n puede diferir en una constante, si no se utiliza una transformada 
ortonornal. 
Definicibn 4.2. Una multiwavelet - o una multifunci6n de escala - se dice baimceclda de orden 1 si la 
rama pasa-bajos del operador de sintesis (4.8) preserva las seiiales constantes 
Lema 4.1. Sea (@, Q) un sistema multiwavekt ortogond. Son equivdentes: 
Demostracihn. La demostraci6n se realiza aplicando las ecuaciones 4.21 y 4.22. 
Nota 4.3. Las multiwavelets son balanceadas de orden 1 si y solo si al procesar 2 seiiales constantes e 
idbnticas se obtienen coeficientes de aproximaci6n iguales -salvo una constant- a las seiiales de entrada, 
mientras que los coeficientes de detalle son nulos. Es decir, la rama de andisis pasa-bajos en el esquema 
4.2 preserva 2 seales constantes e idbnticas, y la rama de anasis pasa-altos del esquema las anula. 
DefinicMn 4.3. Una multiwavelet es balanceado de orden m, si para cada p ( 0 5 p < rn ) existe un 
polinomio q(x)  de grado < p tal que 
Las sefiales crl y $1, en la definidn anterior provienen de separaci6n de la seiial original kP en pares 
e impares. En un sistema multiwavelet balanceado de orden m, la rama de d i s i i  pasa-bajos preserva 
10s polinomios discretizados de grado < m - es decir, no se obtiene el mismo poliiomio discretizado sino 
otro polinomio de igual o menor grado - mientras que la rama de anUiis pasa-altos los anula. 
4.4. PROPIEDADES DE LAS MULTTWAVELETS EN 1 DIMENSI~N 
4.4.6 Buena localizacidn en las frecuencias 
En el procesamiento de seiiales con multiwavelets, para obtener los coeficientes de aproximaci6n7 se opera 
con matrices-filtro H(": no se pueden exigir las condiciones de filtro pasa-bajos a las matrices. Se fijan 
estas condiciones a los filtros unidiiensionales en 10s cuales se traduce la transforrnada, se& se trabaje 
con 4 filtros 4.10, o con 2 filtros polifase 4.15. Del mismo modo, se fija la condici6n de filtros pasa-altos 
a 10s filtros que participan en el 4cu lo  de 10s coeficientes de detalle. 
Cuatro filtros pasa-bajos 
En el cQculo de 10s codcientes de aproximaci6n7 s e g h  las f6rmulas 4.10, participan 4 filtros Hi;'), con 
i, j = 1,2. Si H$.) es un filtm pasa-bajos, entonces H&) tambiC lo es, y su respuesta en frecuencias fiij) 
1 debe ser 0 en w = a. Si Hi; tiene una raiz mliltiple en w = a, hay un mayor decaimiento de H.(:)(w) 
en a. Si la rafz es de orden m, la transformada Z de H&) verifica 
Inv I 
Cuatro filtros pasa-altos 
En el czilculo de los coeficientes de detalle, s e g h  las f6rmulas 4.11, participan 4 filtros GI;), con i, j = 
n 
1,2.Si G;!) es un filtro pasa-altos, entonces GI: tambibn lo es, y su respuesta en frecuencias GI: debe 
ser 0 en w = 0. Si si) tiene una raiz mdtiple en w = 0, hay un mayor decaimiento de lsi! (w) 1 en 0, 
Si la raiz es de orden m, la transformada Z de ~ $ 1  verifica 
Dos filtros polithe pasa-bajos 
Para lograr que los filtros Fi y Fl de las f6rmulas 4.15 Sean buenos filtros pasa-bajos, Xia [44] les impuso 
las siguientes condiciones: 
Fil(a) = Fi(-1) = 0 
A 
Fiz(a) = Fi(-1) = 0. 
Generaliiando este concepto, si la transformada Z de cada filtro polifase Fi para i = 1,2 tiene una 
raiz de orden m en z = -1, es decir 
mejores filtros pasa-bajos resultarb ser F{ y Fi. 
Dos filtros polifase pasa-altos 
Para logfar que 10s filtros Ii y I; de las f6rmulas 4.19 Sean buenos filtros pasa-altos, se pide que la 
transformada Z de cada filtro polifase Ii para i = 1,2 tenga una raiz de orden m en z = 1, es decir 
Cuanto mayor sea m, mejores filtros pasa-altos resultarb ser I: y I;. 
4.5 Propiedades : sus relaciones y consecuencias 
Veremos que dgunas equivalencias entre propiedades, que se cumplian en el caso de las wavelets uni- 
dimensiondes, se siguen manteniendo en el caso de las multiwavelets. Pero no todas se mantienen: la 
aproximaci6n poliiomial no implica que la rama pasa-bajos de la transformada preserva 10s poliiomios 
discretizados, y que la rama pasa-altos 10s anula. Y las condiciones 4.30 no aseguran la aproximaci6n 
polinomid, como en el caso de las wavelets en una dimensibn, sino que e s t h  ligadas a las condiciones de 
filtro pasa-bajos para 10s filtros H!,). 
Demostraci6n. Integrando la ecuaci6n 4.3 se obtiene (1). 
Integrando la ecuaci6n 4.4 se obtiene (2). 
Teorerna 4.1. Sea (a,  Q) u n  sistema ortonormal, xr) son 10s coeficientes de la s&al o~g ina l ,  cf) son 
10s valores pares de x(O)  y $)lo8 valores impares. Se calcula su tramformada mdtiwauelet de L niueles, 
obtenikndose 10s vectores de weficientes c(,iL), d(,iL), . . .4,i1) ,tole. que 
T 
f (z) = C [c!?] @ (x - k) 
k 
Si se cuantizan 10s weficientes, aplicdndoles una bnc ibn  de cuantizacibn Q(x), 
entonces el error de la sefial rewntmida Z(O), que se obtiene antitransformando, es igual a la n o m a  2 
de 10s errores de cuantizacibn: 
= C d + ( x -  k), 
4.5. PROPlEDADES : SUS RELACIONES Y CONSECUENCIAS 
ro cual indica que la cuantizacidn es u n  pmeso  estable, cuando la transformada es ortonormal. 
Lema 4.3. S i  {@(x ) ,  lP(x)) es u n  sistema multiwavelet ortogonal, son equivalentes: 
a @(x)  tiene aproximacidn polinomial de orden m. 
a Ql ( x )  y Q2 ( x )  tienen m momentos nulos. 
Teorema 4.2. Sea (@, Q)un sistema multiwavelet ortogonal. Son equivalentes: 
I .  @ ( x )  es balanceada de orden 1, 
2. [ l  1 ] ~ ( 1 ) = 2 [ 1  1 1  y [ l  l ] H ( - 1 ) = [ 0  0 1 .  
3. [ I  I ] s ? ) = [ I  1 ] p a m  j=O,l .  
4. @ I  (x )dx  = J @2(x)dx = 1, 
5. F l ( l ) + F z ( l ) = 4  y F ~ ( z ) + F 2 ( z ) = 0 , p a r a z = i , - 1 , - i .  
Demos&acidn. Ver [54] y [35] para las condiciones 1,2,4,y 5. Las condiciones 3 y 6 se deducen ftkilmente 
del lema 4.1. 
Lema 4.4. S i  @ ( x )  es balanceada de orden m, entonces tiene apmximacidn polino4nid de o d e n  m. La 
implicacidn wntmn'a no es cierta: si @(x )  tiene caproximacidn polinomial de orden m, esto no implica 
que la rama pasa-bajos de la tmnsfonnada preserue 10s polinomios discretizados de gmdo m. 
El siguiente teorema aclara la relaci6n entre orden de aproximaci6n y balanceo: 
Teorema 4.3. ( E x h i d o  de [35], teoremas 8 y 9) 
Sea (@, Q)un  sistema multiwavelet op-togonal. Son eqzlivalentes: 
2. existe una secuencia de Appell po(t), . . . p,-1 (t), tal que 10s polinomios discretizados XP) = pp(k/2) 
con p < m son exactamente preserwados por la mma pasa-bajos del opemdor de sa?ntesis, es decir, 
para p = 0,. . . m - 1, vale 
3. m-ste m a  secvencia de Appell po(t), . . . p,-1 ( t )  tal que 10s vectores V O ,  211, . . . vm-lt definidos por 
werifeon las ecvaciones 4.25 y 4.26 -condiciones de apron'macibn polinomid de orden m - para 
O < p < m .  
4. @ ( x )  tiene apron'macih polinornial de orden m, y ademcis, para 0 < p < m, las finciones 
trcasladadas Qi(x + 9) tienen rnomentos de orden p igvdes 
Lema 4.5. S i  @ ( x )  tiene aproximacidn polinomial de orden 1, entonces o bien 
o bien las cokrnnas de la motriz 
son ortogonales al vector vo. 
Demostracibn. Itestando la8 2 ecuaciones 4.27 para i = 0 y para i = 1, resulta 
T ~ ( 0 )  -sy)). [ o  0 ] = v o ( o  
Por consiguiente o bien SA = S: O ) ,  o bien las columnas de S; O )  - S$ son ortogonales a vo . 
Nota 4.4. Si vale 
entonces @ ( x )  tiene aproximaci6n polinomial de orden 1. La implicaci6n inversa no es vdida. 
Lema 4.6. Son eqvivalentes: 
pam 10s 4 fltros de ins fbmv1as 4.10 se verifieo 
p a m p  = 0,. ..m - 1,  vale 
4.5. PROPLEDADES : SUS RELACIONES Y CONSECUENCIAS 
Dernostraeidn. A la transformada Z de cada itltro H&) 
se la deriva p veces: 
Si se especializa en I = -1, y se separa se@n el indice de cada suma sea par ( k ~  I?,-) o irnpar ( k ~  I'l), 
resulta 
para ciertos coeiicientes bl , . . . bp-1. Para cada (i, j), se tiene una igualdad de este tipo. Uniendo las 4 
igualdades, queda 
El resto de la demostraci6n es inmediata. 
Lema 4.7. Son equivalentes: 
para 10s 4 fltros G!;) de las fdmulas 4.11 se verifren 
azp (1) = 0, para p = 0,. . . m  - 1, 
a para p=O, ... m - 1 ,  vale 
Demoshncidn. A la transformada Z de cada filtro G!) 
se la deriva p veces: 
a p ~ ! )  
azp (z) = ( -~)~z '  C G!;)k(k + I). . . (k +p)z-). 
k E  A 
Reemplazando en z = 1, 
Y uniendo las 4 igualdades para diferentes (i, j) resulta 
con lo cual el lema queda demostrado. 
Lema 4.8. Si los filtros Fl y F2 de las fdm.ulas 4.15 verifican 
Fl(-1) = F2(-1) = 0 
entonces 
Demostracidn. La ecuaci6n 4.14 se convierte, para z = -1, en 
y se obtiene la primer igualdad. Para la segunda, se trabaja en forma anidoga con F2 
- 
Nota 4.5. Si Fl (-1) = F2 (-1) = 0, entonces no vale H (0) = I, ( si fuera (0) = I, como S(') = 2 g  (0) 
vale 
y no se cumpliria 4.31, absurdo) y entonces el segundo autovalor de 3 (0) debe cumplir lX2l < 1. La 
condicidn de filtro pasa-bajos sobre 10s filtros polifase excluye la posibilidad de que g (0) = I. 
Tabla 4.1: Ejemplos de multiwavelets ortogonales en Id. 
Lema 4.9. Sa 10s firtros de las fo'rmdss 4.19 verifican 










































En la tabla 4.1 se dan ejemplos de 2 sistemas multiwavelet ortogonales. 
Los grScos de esta secci6n se realiiaron con el paquete de rutinas MWMP de Vasily Strela, y se pueden 
obtener de http://math.dartmouth.edu/~strela/MWMP. Las funciones de escala cardinales cumplen la 
condici6n de interpolaci6n (7112) = a(n), a2 ( 4 2 )  = a(n - 1). 













Para procesar una imagen con las multiwavelets en 1 dimensi611, se aplica la transformada a las film y 
luego a las columnas de la imagen resultante: las bases son separables. Como primer paso se preprocesa 
la imagen: esto incluye al prefiltrado, y la separaci6n en pares e impares - ver figura 4.9, reciCn entonces 
se estd en condiciones de aplicar la transformada. En la figura 4.10 se observa un paso de la transfomada 








funcion de escala #I wavelet #I 
0 1 2 3 
Figura 4.4: Multifuncicin 
wavelet #2 
escala y multiwavelet CL. 
funci6n de escala #I wavelet #I 
0 1 2 3 
funcion de escala #2 
0 1 2 3 
wavelet #2 
Figura 4.5: Multifunci6n de escala y multiwavelet sa4. 
funcion de escala #I 
funci6n de escala #2 
wavelet #I 
wavelet #2 
Figura 4.6: Multifuncibn de escda y multiwavelet cardbd2. 
funci6n de escala #1 wavelet #1 
0 2 4 6 
funcidn de escala #2 
0 2 4 6 
wavelet #2 
Figura 4.7: Multifunci6n de escala y multiwavelet cardbal3. 
funci6n de escala #I 
funci6n de escala #2 
wavelet #I 
wavelet #2 
0 5 10 15 0 5 10 15 
Figura 4.8: Multifunci6n de escala y multiwavelet carba.14. 
Figura 4.9: Tel8ono preprocesado. 
Figura 4.10: Un paso de la transformada CL. 
donde i, j = 1,2,y k, 1 = 0, ... 31. Los valores de las submatrices han sido escalades para poder observar 
la informaci6n que contienen. Los coeficientes de aproximaci6n, ubicados en las 4 submatrices arriba 
a la izquierda, corresponden a traslaciones enteras de 4 produdos Gi($)aj(f). Con 16 submatrices 
generadas en un paso de la transformada, se vuelve m& complicado entender quC represents cada bmda. 




Mult iwavelets bidimensionales no 
separables 
Ya se han visto dos generalnaciones de las funciones de escala y de las wavelets unidimensionales: una es 
la que trata de wavelets (Y funciones de escala) bidimensionales no separables, y la otra es la que trata 
de multiwavelets (y multifunciones de escala) en una dimensi6n. El objetivo de este trabajo es el de unir 
10s adelantos en ambos temas, y de construir multifunciones de escala y multimvelets bidimensionales, 
no separables. Elegimos construir multiwavelets ortogonales con decimaci6n diagonal. En este capitulo 
daremos una breve introducci6n al anSiis de multirresoluci6n, y al procesamiento de idgenes con las 
multiwavelets que se construyeron. 
5.1 Definiciones y notacidn 
Dada una funci6n f : R2 --+ X2, f = [fl, f2IT donde fl, f2 E L2(R2), se d e h e  la tmnsfomada 
Fourier de f como 
7: -+ c2 
a Dado H = {H(O), H(l), ~ ( ~ 1 , .  . . ) un conjunto de matrices H ( ~ )  de 2 x 2, con k E A, ddnimos la 
transfomada Z de H como 
Nota 5.1. A las matrices H ( ~ )  las llarnaremos matrices-filtro. 
Dado H un conjunto de matrices H ( ~ )  de 2 x 2, con k E A, definimos su respuesta en frecuencias, 
o transformada Fourier discreta en el tiempo, como 
ii : [-7r,7r] X [-7r77r] -+ c~~~ 
CU~TULO 5. MULTIWAVELETS BIDIM. NO SEP. 
~ ( W I  ~ 2 )  = H (k) e-i(k~w~+k2w2) 
LEA 
Dado H un conjunto de matrices H ( ~ )  de 2 x 2, con k E A, se define el simbolo 
1 1 - B(wl, w2) = - C H ( ~ ~ - ' ( ~ ~ I u + " w z )  = -H(W~, 
ken 2 
Llamamos sfr1) a la suma de todos las matrices H(~) ) ,  cuyos indices pertenecen a la subgrilla ri,  
multiplicadas por g .ki: 
Por ejemplo: 
~ i ( 0 0 )  es la suma de las matrices H ( ~ )  de la subgrilla r i ;  y 
es la suma de todas la matrices ~ ( ~ 1 .  
De manera andoga definimos T(OO) = C G ( ~ )  a la suma de todas las matrices ~ ( ~ 1 .  
k 
Se dice que 9 = [GI, a2IT, 0 : @ + R2 es Holder continua con exponente de Holder s, si 01 y 3 2  
pertenecen al espacio de Holder C8(R2). 
Igual que en todos los casos contemplados anteriormente - es decir, wavelets en una y dos dimensiones, 
y multiwavelets en una dimensi6n - en el caso de las multiwavelets bidimensionales, un an2 i i s  de 
multirresoluci6n consiste en una secuencia de subespacios anidados 
cuya uni6n es densa en L2(S2) y cuya intersecci6n es la funci6n nula. 
Definimos al subespacio Vo como el subespacio generado por las traslaciones de pares de enteros de 
r funciones de escala: 91, 0 2 ,  . . . 9r. Como hicimos antes, consideramos solamente las multifunciones 
de escala ortogonales, y nos restringimos al caso r = 2. Tenemos asi dos funciones de escala 91 y 9 2 ,  
definidas sobre R2 y que verifican que la familia (01 (x - k), %(x - I ) )  es ortonormal, y 
Vo = gen (91 ( a  - k), 0 2  (. - l))k,lEZ2' 
Para realizar una dilataci6n del espacio R2, se recurre a m a  matriz D de 2 x 2, cuyos codcientes 
son enteros y cuyos autovalores verifican ]Ak] > 1. POI rmnes  prkticas de procesamiento de idgenes, 
ya explicadas- ver 3.8 - pedimos que la matriz D tenga valores singulares que verifican ak > 1. Si esto 
se cumple, multiplicar a cualquier vector de R2 por D equivale a una dilataci6n del mismo.vector, r d n  
por la cud D es llamada matriz de dilataci6n. 
Los demb subespacios Vj son generados por las traslaciones enteras de Z2de una versi6n dilatada o 
contraida de @1 y, @2 : 
Vj = gen{@l (Dj x - k), @2 (Dj x - 3))  h , ,Ez  2 .  
El subespacio & est& contenido en K, entonces tanto (2) como @2 (x) son igual a una combinacidn 
lineal de las bases de Vl. En e&cto, 
ml(x) = H!:)@I (D x - k) + H!~)@~(DX - k) 
k€ACz= 
(x) = Hi:)@, (D x - k) + HA:) @ 2 ( ~ x  - k) 
k€AcZa  
Esta ecuacibn, llamada ecuaci6n de dilataci6n o refinamiento, escrita en forma vectorial, es: 
y en forma m L  abreviada 
donde los H ( ~ )  son matrices de 2 x 2. 
Por abuso de notaci6n a l (  D x - k ) indica que se aplica a las 2 componentes de 
Consideramos 2 posibles matrices de dilataci6n: Dl, una reflexi6n o simetria seguida de una dilataci6n 
del plano real en a, y Dz, una rotaci6n seguida de una dilataci6n del plano en a. Ambas matrices 
tienen valores singulares a k  = & . ~ n  ambos casos ID1 = I det(D)I = 2. 
Ambas matrices de dilataci6nD1 and D2 inducen una decomposici6n de Z2 , el conjunto de todos 10s 
pares de enteros, en dos subconjuntos (cosets): ro r2, formando las subgrillas al tresboliilo ( quincunx 
), como si fueran 10s cuadrados negros y blancos de un tablero de ajedrez - observar el esquema 3.5 -: 
Inicialmente wnsideraremos un conjunto de 8 matrices H ( ~ )  con indices como en la siguiente matriz 
por bloques 
C A P ~ U L O  5. MULTTWAVELETS BIDIM. NO SEP. 
Cuatro de las matrices (0) tienen indices en una subgrilla, y las otras cuatro (x)  tienen indices en la 
otra subgrilla, como se indica en el grA6coy 
y el conjunto A es 
A = ((1, 11, (2, I), (0,O)Y (1,017 (2,0), (3,019 (1, -11, (2, -1))- 
Los subespacios Wj son el complemento ortogonal de Vj en Vj+l 
Vj+l=Vj@Wj Vj-LWj, 
y son generados por las traslaciones de r(lD( - 1) = r funciones llamadas wavelets. En nuestro caso 
(r = 2) tenemos dos wavelets y iP2 . A1 par (Q1, Q2) se lo llama multiwavelet. 
De la inclusi6n Wo c V~se deduce la ecuaci6n de la multiwavelet, que escrita en forma vectorial, es: 
y en forma m k  abreviada 
Q(X) = C G ( ~ ) ~ ( D  x - k). 
LEA 
Las matrices H ( ~ )  y G@) son las matrices-filtro de la transformada wavelet. En este trabajo tomamos 
el mismo conjunto de indices para H ( ~ )  y para G ( ~ )  : sacrificamos generalidad en pos de una mayor sencillez 
operativa. Entonces, inicialmente, las matrices G(k) son 
MAS adelante agregaremos otras distribuciones de indices. 
5.3 Procesamiento de imiigenes 
A1 trabajar con 2 multiwavelets, que es equivalente a trabajar con un banco de Utros de 2 entradas, se 
debe descomponer la imagen original x(O) en 2 imAgenes c$ y 41, (k E Z2). Sea f (x) la funci6n cuyas 
(0) (0) componentes en las bases {al (x - k)) y ($2 (x - k)) son, respectivamente, cl ,L y $,k: 
f E Vo = span {@I (. - k), (92 (- - l))k,lEZa 
f(x) = c$@l(x - k) +c$i@z(x - k). 
k€Za 
Sintesis 
Figura 5.1: Esquema de antdisis-sintesis 
Esto, escrito en forma mC resumida, se convierte en 
El esquema de d i i s  (ver la figura 5.1) tiene a las imiigenes c$ , c$ como datos de entrada., y en 
la salida se obtienen dos imiigenes de aproximad6n : 43') , &ll, y dos imiigenes de detalle: d$>l) y 
d!$):). En forma vectorial, tenemos: 
Si escribiios f (x) como la sums de sus proyecciones sobre V-1 y W-1: 
1 
f (x) = - C!;')~@( D-'2 - k) + rn kEZ2  
se puede demostrar que se cumplen las siguientes f6rmulas de anasis: 
Un paso de la transformada multiwavelet coasiste en obtener c!;') y d(-') .,k a partir de c(2. 
De manera d o g a  se obtiene la f6rmula de sintesis: 
110 
donde 
Un segundo paso de la transformada multiwavelet consiste en aplicar las fcirmulas 5.8 y 5.9 a los 
coeficientes c!,il), obtenihdose los coeficientes c!?) y d(i2), y la funcicin f (x) se escribe entonces como 
Igual que en el caso de las multiwavelets unidimensionales, las f6rmulas de d s i s  (5.8) y (5.9) no 
pueden interpretme como una convolucicin seguida de un submuestreo, como en el caso de una sola 
funci6n de escala: no hay convolucicin, puesto que el producto es un producto matricial, y el indice sobre 
el cual se opera es el indice de las matrices-filtro. Daremos 2 formas equivdentes de estas f6rmulas. 
Los coeficientes de aproximacicin en la fcirmda (5.8) pueden escribirse como 
donde el simbolo * indica convoluci6n en 2 diiensiones, y Hi ( k l  t ,  = H(-~s-'). De igual manera, los 
coeficientes de detalle en la f6rmula (5.9) pueden escribirse como 
don& ~ ' ( k , ' )  = G(-a*-'), 
En la figura 2.13 se tiene la imagen original de un telhfono. Para empezar se copia la imagen y se 
tiene ~ ( 0 )  = C = $!. 
En la figura 5.2 se tienen 4 imggenes: son 10s coeficientes de un paso de la transformada multiwavelet: 
d$C1) (arriba a la izquierda), c!C1) (arriba derecha) and 4:') (abajo izquierda), 4:') (abajo derecha).La 
matriz de dilatacicin de esta tradormada es Dl El efectb de una decimaci6n o de un submuestreo con 
Dl -en la f6rmula de anaisis- es el de reflejar y contraer la imagen. 
En la figura 5.3 se tienen 10s coeficientes de 2 pasas de la misma transformada: d:'), d!y2), c!:~) 
(arriba) and $:'I, 4 ~ ~ )  , c.$: ) (abajo). Despds de 2 pasos la imagen recupera su orientadcin original. 
Si la matriz de dilataci6n es D2, se necesitan 8 pasos para volver a la orientacicin original de la imagen. 
Todas las imifigenes este capitdo se obtuvieron con la transformada multiwavelet construida Dlalbl-094, 
as; llamada por estar asociada a la matriz Dl,  tener aproximacidn polinornial de orden 1, y orden de 
balanceo 1 - ver tabla 6.7. 
F i a  5.2: Un paso de la transformada multiwavelet 
Figura 5.3: 2 pasos de la transformada multiwavelet 
Figura 5.4: Descomposici6n de la imagen original en 2 rombos replegando bordes. 
En cada paso, antes de procesar las imdgenes, se debe periodizar las mismas, de lo contrario habrd 
artefactos en los bordes. La periodizaci6n es diferente si el marco de las imiigenes es un cuadrado con 10s 
lados horizontales y verticales ( esto sucede despub de 10s pasos pares), o si el marco es un rombo (esto 
sucede despuk de los pasos impares). 
5.3.1 Descomposicidn de una imagen en 2 idgenes de entrada 
Para empezar a procesar una imagen con multiwavelets, se necesitan 2 idgenes de entrada. Se puede 
repetir el procedimiento anterior, haciendo 2 copias de la imagen original y proceshdolas. Pero duplicar la 
informaci6n no es indicado si se quiere comprimir la imagen. Entonces se buscan maneras de descomponer 
una imagen original en 2 imiigenes de entrada: no se puede dividir fkilmente una imagen cuadrada en 2 
imdgenes cuadradas. 
A partir de las imdgenes anteriores, se puede observar que cada 2 pasos, las idgenes tienen la 
disposici6n de un rombo. Por ejemplo, despu6s de un paso de anfilisis se obtienen 2 matrices de coeficientes 
de aproximaci6n, que tienen la disposici6n de un rombo: la cantidad de coeficientes de cada una de ellas 
es igual a la mitad de 10s codcientes de la figura original. Una manera de inicializar el procedimiento, es 
entonces, descomponer la imagen original en 2 rombos, y arrancar a partir del segundo paso en cuanto a 
la disposici6n de las matrices. 
Se podria construir un rombo recortando las esquinas de la imagen original, y con 10s recortes replega- 
dos arrnar el segundo rombo. Esto se llev6 a cabo, -ver figura 5.4 - pero las imdgenes que se obtuvieron 
despu6s de realiiar el primerpaso (fig 5.5) no fueron satisfactorias. Esto se debe a que el algoritmo (5.8 y 
Figura 5.5: Un paso de la transformada despuk de separar replegando bordes. 
5.9) mezcla la informaci6n de las 2 imzigenes de entrada. El algoritmo de reconstrucci6n puede recuperar 
perfectamente las 2 imdgenes de entrada, es decir, la mezcla no es irreversible. Pero si se quiere comprimir 
la imagen, y se pasa un umbral, entonces la imagen reconstruida tendrd errores o artefactos que se deben 
a la mezcla de informaci6n. 
Para evitar estos errores, se debe tratar de que las 2 imggenes de entrada se parezcan lo mi& posible. 
Esto se logra separando la imagen original en 2 rombos se@ la subgrilla: en un rombo se tendrh 10s 
pixels - cr! -que pertenecen a la subgrilla Po, y en el segundo rombo se tendrh  la. pixels - $! - que 
pertenecen a la subgrilla l?l (ver figura 5.6). 
Escribiendo esto liltimo en tkrminos de la transformada 2, se tiene 
Si se realiza un paso de la transformada multiwavelet sobre estas 2 imdgenes de entrada, se obtendrh 
resultados altarnente satisfactorios: comparar las figuras 5.7 y 5.5 . 
Esta separaci6n efectuada sobre los pixels de la s e M  original, segin la subgrilla a la que pertenece, 
permite escribir las f6rmulas de andisis de una tercer manera: igual que en el caso unidimensional, un 
banco de matrices-filtro de 2 x 2 es tambikn la matriz poliiase de 2 filtros; la b i c a  diferencia es que en 
nuestro caso los 2 fltros son bidimensionales. 
Figura 5.6: Separacibn de la imagen original en 2 imAgenes s eg~n  las subgrillas. 
Figura 5.7: Primer paso de la transformada multiwavelet depuCs de descomponer segtin las subgrillas. 
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Podemos escribir (5.13) como 
el," = [yl,.] J. D 
donde 
1 
Yl,. = - m [(Hit) * Cy!) + (Hi$) * $!)I , 
Ahora bien, las transformadas Z de yl. , y2. verifican 
donde 
es la matrb poliiase de 2 filtros bidimensionales Fl y Fa. El a t r o  Fl tiene codcientes a,(;) en la subgrilla 
ray coeficientes Hi? en la subgrilla I'2,mientras que el Btro F 2  tiene coeficientes en la subgrilla r2 
y coeficientes en la subgrilla r2. Escribiendo esto Gltimo, se tiene 
f.) D -1 (.) D F1(z1,z2) =HI1 (z ) +zl  H12 (2 ) 
F 2  (a, 22) = Hi;) (zD) + Z;'H$? (zD) 
donde 
Para la.  matrices de dilataci6n elegidas, vale 
Ademb, la ecuaci6n 5.16 es equidente a 
Reemplazando en las f6rmulas 5.15, se obtienen c{_l) y 41') a partir de una convoluci6n de la imagen 
original con 10s filtros bidimentsionales F,' y Fl , seguida de dos pasos de submuestreo, que es lo rnismo 
que un submuestreo con D2 
En forma similar, podemos escribir (5.14) como 
5.3. PROCESAMZENTO DE &GENES 
Ahora las transformadas Z de ul. , u2. cumplen 
donde 
es la matriz polifase de 2 filtros bidimensionales Il y 12. El a t r o  Il tiene coeficientes GI;) en la subgrilla 
r l y  codcientes G I ~ ?  en la subgrilla r2,mientras que el filtro I 2  tiene coeficientes Ga;) en la subgrilla r2 y 
coeficientes ~ $ 2  en la subgrilla r2. Escribiendo esto W i o ,  tenemos 
Ademb, la ecuaci6n 5.21 es equivalente a 
Reemplazando en las Mrmulas 5.20, se obtienen 10s coeficientes de detalle dirl) y 4:') a partir de 
una convoluci6n de la imagen original con los filtros bidimentsionales I: y I; , seguida de un submuestreo 
con D2 
d!J1) = [(x(o) * I;) ( D ~ ]  , 
4,') = [(x(o) r I;) ( DZ] . 
Nota 5.2. Hemos escrito las f6rmulas de andisis, que permiten calcular 10s coeficientes de aproximaci6n 
c!:') y 4:') y los codcientes de detalle dd(,:'Iy diJ1), de 3 maneras diferentes: 
1. como productos de las matrices Btro por vectores: ecuaciones 5.8 y 5.9, 
2. como la suma de 2 convoluciones bidimensionales seguidas de un submuestreo con D: ecuaciones 
5.13 y 5.14, 
3. como una convoluci6n bidimensional de la seiial original seguida de un submuestreo con D2: ecua- 
ciones 5.19 y 5.22. En este caso el banco de filtros tiene 4 canales. 
En la segun& opcibn, para calcular los coeficientes de aproxirnaci6n7 se opera con los reversos de 
4 filtros distiitos, los HI;). Cada filtro estA forrnado por los elernentos de H@Ique e s t h  en una misma 
posici6n: por ejemplo, 
es un filtro. 
En la tercera opci6n, para calcular 10s coeficientes de aproximaci611, se opera con los reversos de 2 
filtros distintos, Fl y F 2 ,  llamados filtros polifase. Cada filtro est6 formado por los elementos que esth 
en una misma fila de las matrices ~ ( ~ 1 :  por ejemplo, reemplazando en la ecuaci6n 5.17 para D = Dl, 
se tiene el filtro Fl : 
Finalmente, si bien con una transformada multiwavelet no separable el procesamiento de una imagen 
es computacionalmente m h  complejo que el del caso separable y con factor de escala 2, se puede ver que 
con el procesamiento indicado, la cantidad de coeficientes de la transformada multiwavelet es igual a la 
cantidad de pixels de la imagen original, y no necesitan m h  espacio para su ahr~acenamiento. 
Capftulo 6 
Propiedades de las multiwavelet s no 
separables 
Toda la inforrnaci6n de las multifunciones de escala y de las multiwavelets est& concentrada en las 
matrices-filtro H ( ~ )  y G ( ~ )  de las ecuaciones 5.3 y 5.6. Hemos visto que para calcular la transforma- 
da multiwavelet se utiliian hicamente H ( ~ )  y G ( ~ )  Y tambien veremos en 7.3 que con estos valores 
se puede obtener numbricamente una aproximaci6n al grace de las funciones de escala y de las multi- 
wavelets. Es por ello que para construir las multiwavelets nos concentramos en obtener valores para H ( ~ )  
y ~ ( ~ 1 ) .  En este capitulo se analiza cada propiedad de las multifunciones de escala y de las multiwavelets, 
como la ortogonalidad, la aproximaci6n polinomial, el balanceo, etc... Cada propiedad se traduce en 
condiciones sobre las matrices-filtro H ( ~ )  y ~ ( ~ 1 .  Tambih se traduce en condiciones sobre 10s autoval- 
ores de las matrices Si(j'), y sobre sus autovectores a izquierda y derecha. Estas condiciones se usan luego 
para construir las funciones deseadas. 
A medida que se analizan las diferentes propiedades de las multiwavelets, se hacen referencias a los 
ejemplos construidos que cumplen esa propiedad. La construcci6n de las multiwavelets se realii6 de la 
siguiente manera: una vez fijadas las condiciones que se querian imponer sobre las matrices-filtro H ( ~ )  y 
( k )  (k) G(k)  ), se planted el sistema de ecuaciones no lineales correspondiente, con las inc6gnitas Hi,j y Gi, . Este 
sistema se resolvi6 mediate el metodo de optimizaci6n no liieal de cuadrados minimos. MAS adelante 
daremos rn& detdes sobre esta construcci6n. 
A1 estudiar las diierentes propiedades, se analiza sus consecuencias y las relaciones entre propiedades. 
Veremos, por ejemplo, que el balanceo de orden 1 implica la aproximaci6n poliiomial de orden 1. En 
cambio, las propiedades de balanceo de orden 2 y VF(-1, -1) = 0 son mutuamente excluyentes. Esta 
informaci6n es tenida en cuenta al construir las multiwavelets. 
A continuacibn damos un lema que es consecuencia de las ecuaciones 5.3 y 5.6. 
Lema 6.1. Dada una multifuncicin de escala (a1, a2), y una multiwavelet (@l, @2), se uerifican: 
Demostracidn. Integrando la ecuaci6n 5.3 se obtiene (1). Integrando la ecuaci6n 5.6 se obtiene (2). 
Nota 6.1. Para las matrices de dilataci6n consideradas vale ID1 = 2. Luego X = 2 es autovalor de s(OO). 
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6.1 Existencia de la funci6n de escala 
Forma Fourier de la ecuaci6n de dilataci6n: 
Si se transforma Fourier las ecuaciones de dilatacibn 5.1 y 5.2, resulta 
luego 
Aplicando varias veces la igualdad anterior, 
8(w) = r? ((D- ')~w) r? ( ( D - ~ ) ~ w )  1( ( D - ~ ) ~  W) = - - a  
y tomando limite cuando M + oo, se obtiene 
Este product0 idhi to  de matrices, multiplicado por 8 (0,0), debe ser convergente. En particular, si 
w = (0,O) 
Para que las potencias Xn de una matriz X de 2 x 2 converjan a un limite, es necesario y suficiente que 
se cumpla una de las siguientes condiciones: 
e la matriz X es la identidad, A1 = X2 = 1, y en ese caso el limite es I, 
10s autovalores de la matriz X cumplen !Ail < 1, i = 1,2, y en ese cmo el limite es la matriz nula, 
10s autovalores de la matriz X cumplen X1 = 1 y (A21 < 1, y en ese caso el limite es la matriz 
donde A es la matriz de autovectores de X ,  B = A-l, y 
6.2. GONDICIONES DE ORTOGONALIDAD 
Para la matriz X = (0, 0), el segundo caso queda descartado, porque g (0,O) time un autovalor 
igud a 1. 
y S(OO)  tiene un autovalor igual a 2 -ver nota 6.1. Entonces 5 (0,O) tiene un autovalor X1 = 1. 
Resumiendo, si la matriz 3 (0,O) = I, (A1 = X2 = I), o si el otro autovalor de g (0,O) es menor que 
1 en m6dul0, (XI = 1, y lA2 1 < I), tenemos asegurada la existencia del limite en 6.3. Sin embargo, existen 
otras situaciones, en las que el lim [1?. (0, O)ln no existe, y sin embargo existe el lim [g (0, 0)lnS (0,O): 
n+w n+w 
por ejemplo, 
Este caso se estudia m b  adelante, en la secci6n 8.6. 
6.2 Condiciones de ort ogonalidad 
La ventaja de trabajar con una transformada ortonormd, es que tanto la compresi6n de imAgenes como 
su trasmisi6n progresiva, son procesos estables. Se realiza la compresi6n de una imagen calculando su 
transformada wavelet y descartando los coeficientes m b  pequefios en valor absolute. Si las bases forman 
un conjunto ortonormal , entonces el MSE (error cuadrBtico medio) de la imagen reconstruida es igud a1 
promedio de los cuadrados de los coeficientes descartados. 
Si {@I (x - k), @2(x - l))k,lEZz es un sistema ortonormal, 
entonces se deduce la siguiente condici6n sobre las matrices ~ ( ~ 1 :  
La condiu6n de ortonormalidad de las wavelets y sus traslaciones enteras, es decir 
implican 
Por liltimo, si las multifunciones de escala -y sus corrimientos enteros- son ortogonales a las wavelets 
-con sus corrimientos enteros-:. 
( 8 i ( ~ - k ) , Q j ( ~ - l ) )  = O  i = 1 , 2  j = 1 , 2  k Y l ~ . Z 2  
entonces se puede deducir: 
G" = 0 para todo j E 2'. 
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-1 
Figura 6.1: Conjunto incluido en 10s soportes de 91y 0 2  de Dla2b0-001. 
6.3 Soporte compacto (localizaci6n en el tiempo) 
Se trabaja con .finitas matricm-filtro H(~)) ,  por lo tanto el soporte de las funciones de escala es un conjunto 
cornpacto (ver [50]). Y si el soporte de las funciones de escala es compacto, y hay h i t a s  matrices-filtro 
~ ( ~ 1 ,  se deduce que el soporte de las wavelets tambien es un compacto. 
Los soportes de y de @2 esth incluidos en el conjunto S C R2, donde S depende de A y verifica 
- ver [55]- 
Cuanto mayor es el ndmero de matrices H(~)) ,  mayor es el soporte. 
En la figura 6.1 se tiene una grace estimativo del soporte de las multifunciones de escala Dla2b0-001: 
primer0 se realiz6 un griifico de las funciones 31 y 0 2  con un algoritmo iterativo de 8 iteraciones -ver 
7.3 - y luego se graficaron 10s puntos en 10s cuales las funciones son no nulas. Estos puntos pertenecen 
al soporte de y G2. En [55] se realizd el gr8ico del conjunto S, que es un polfgono similar al conjunto 
de la figura 6.1, salvo que el borde superior de S llega a alcanzar el valor x2 = 4., y su borde derecho 
alcanza el valor xl = 6 . El soporte no depende en si de 10s valores de H(~)) ,  siempre que Sean no nulos, 
sin0 de la distribuci6n de los indices A y de la matriz de dilataci6n. Las multifunciones de escala que 
tienen el mismo conjunto de indices A de 5.5 y la misma matriz de dilataci6n Dl , a saber, Dlalbl-094, 
Dlalbl481, Dla2bl-092 y Dla3bl-091, tienen su soporte incluido en el mismo conjunto S, y el grfico 
del soporte es similar a1 de la figura 6.1. 
6.4 Aproximaci6n polinomial 
Las funciones de escala que pueden reproducir en forma exacta a los polinomios de determinado orden - 
cuanto m b  elevado, mejor - son apropiadas para la compresi6n de imAgenes. Si un poliomio pertenece 
a Vo localmente, y calcula su transformada wavelet, toda la informaci6n queda en 10s coeficientes de 
aproximacibn, y 10s detalles son cero. Si una imagen tiene variaciones continuas de color - funcibn suave 
- entonces al procesarla tendrA muchos coeficientes de de tde  nulos o muy pequeiios, y &to se puede 
aprovechar para la compresibn. 
Definicihn 6.1. Decimos que @(x) tiene crpmximaci6n polinornial (accuracy)de orden m si todo poli- 
nomio p(x) de grado menor que m puede escribirse como: 
donde ak es un vector columna de 2 elementos. 
Cabrelli, Heil y Molter obtuvieron condiciones para la aproximaci6n polinomial de multifunciones de 
escala de m i a s  variab1es.m [56]y [53]. Las transcribiios para el caso de 2 funciones de escala. Una 
mul thc ibn  de escala ortogonal (a1, a2)  de soporte compacto tiene orden de aproximacibn poliiomial 
m si y solo si existen vectores columna de 2 elementos: voo, vlo, vol, vll, . . . v,, (q = (q1, qz), 
IqI = q1 + q2 < m) tales que 
donde 
(z)(g) s i b  <q1 y a  5 q 2  
si para al& i, 0; > qi 
A continuacibn se dan las primeras matrices DIt] y el orden u para calcular 10s indices de DIt]: 
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Con la notaci6n introducida, la ecuaci6n 6.11 puede escribirse 
O < p < m  
v ~ s ~ q - . ) ,  
para { VT = c c c - ~ I P - ~  ( i ) ~ ! : p 1 , ~ ( 7 )   a 14 = P  t=o lPl=t lrl=t i = 0 , 1  
A continuaci6n se da una lista de las condiciones para la aproximaci6n polinomial de orden p 5 3, para 
una matris de dilatacibn D de 2 x 2. 
En lo sucesivo 91 (x) ,  9 2  ( x )  son funciones de soporte compacto que verifican (6.4), y VOO, vlo, vol , v20,9, 
vo2 son vectores columna de 2 elementos. 
Si existe un vector voo que verifica: 
entonces hay aproximaci6n polinomial de orden 1. 
Si existen 3 vectores voo, vlo, vol que verifican (6.12) y las siguientes 2 ecuaciones: 
entonces hay aproximaci6n polinomial de orden 2. 
Si existen vectores v ~ ~ , v ~ ~ , v ~ ~ , v ~ ~ , v ~ ~ ,  2102 que erifican (6.12), (6.13), (6.14), mzis las siguientes 3 
ecuaciones: 
entonces hay aproximacidn polinornial de orden 3. 
Nota 6.2. Los vectores v ,  cumplen un rol fundamental en la aproximaci6n de poliiomios. A partir de 
ellos se obtienen 10s coeflcientes de las combinaciones lineales de las traslaciones enteras de (2)  y e2 (x )  
para aproximar polinomios Por ejemplo, para la aproximaci6n de polinomios de grado 5 2, se tiene ( en 
lo sucesivo x = ( X I ,  2 2 ) ) :  
~ 1 x 2  = C [ki bvoo + kivoi + kavio + viilT +(x - k )  
k=(k1 ,k2) 
T 
= x [kgvoo + 2hvoi  + v02] @(x - k) .  
k=(ki ,kz) 
Lema 6.2. Si  una multifuncidn de escala tiene aproximacibn polinomial de orden m, entonces todos 10s 
momentos r de las multiPuavelets son nulos si Irl < m. 
Demostrucidn. Supongamos que +(x)  tiene orden de aproximaci6n m . Entonces para cada r = ( T I ,  rz ) ,  
0  < 1.1 < m 
Multiplicando ambos miembros de la igualdad por Ql ( x )  e integrando, se obtiene 
puesto que Q l ( x )  es ortogonal a ambas funciones de escala. Es decir, 10s momentos r de orden menor 
que m de la wavelet Q1 ( x )  son nulos. De manera andoga se procede con Q2 (2). 
En el lema que sigue se dan las propiedades que surgen de la aproximaci6n polinomial 1 en el caso 
ortonormal. 
Lema 6.3. Si (a, Q )  cumplen las propiedades de ortonormalidad 6.4, 6.8, 6.6, y @(x)  tiene aproximacibn 
polinomial de orden 1, entonces 
1. Ambas matrices sioO) y OD) tienen an  autovalor X = 1 y woo es el autovector a izquierda asociado 
a X = l .  
6. SQi(x)& = O  para i = 1,2. 
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Aproximatmn of P=x1 +x2/2-1 with integertranslates of Scaling Function R 
Figura 6.2: Plano aproximado por Dla2b0-001. 
Dernostracadn. 1. Surge inmediatamente de la e c d 6 n  (6.12). 
2. Sumando las ecuaciones (6.12) para cada subgrilla, se obtiene (2). 
3. Si p(x) = 1 en la ecuaci6n (6.10) entonces ak = voo ( ver demostracidn del teorema 3.11 en [56]. 
4. Multiplicar 3. en el lema 6.3 por 91 (x) e integrar. Repetir para 9 2  (2). 
5. Aplicar lema 6.1 
6. Multiplicar 3. en el lema 6.3 por @l(x) e integrar. Repetir para Q2(x). 
7. Aplicar el lema 6.1 y 6. en el lema 6.3. Notar que para las demostraciones de 10s items I., 2. y 3. 
no se utiliiaron las hipdtesis de ortonormalidad. 
l i  
En [57] se usaron las condiciones (6.5) y (6.12) a (6.17) con el objetivo de encontrar ejemplos de 
multifunciones de escala ortogonales, no separables, de aproximaci6n polinomial 2 y 3. Tambih se 
hallaron las multiwavelets asociadas, aplicando las condiciones (6.7) y (6.9). Se obtuvieron 10s ejemplos 
Dla2bO-001 y D2a3b0-009 - ver tabla 6.7. 
La multifunci6n de escala Dla2b0-001 es continua y estb asociada a la matriz de dilatacidn Dl y tiene 
aproximaci6n polinomial de orden 2. En la figura 6.2 se observa la aproximacibn de un plano por medio 
de traslaciones enteras de las funciones de escala 91 y 9 2  de esta transformada. 
Lebrun, Vetterli [40] [58] y Selesnick [41] introdujeron el concept0 de multiwavelets balanceadas de difer- 
entes 6rdenes y analizaron sus implicaciones en el caso unidimensional. La necesidad de introducir 
multiwavelets balanceadas surge de un cierto desequilibrio que se observa al procesar seiiales constantes, 
cuando las integrales de 91 y de 9 2  no son iguales: en ese caso, a1 procesar 2 seiiales constantes idknticas, 
se obtiene en 10s coeficientes de aproximacidn 2 seiiales constantes, per0 diferentes. Para subsanar este 
inconveniente es indispensable realiar un paso previo de prefiltrado de la seiial, lo cud es costoso en 
cantidad de operaciones. 
Las multiwavelets son balanceadas de orden 1 si al procesar 2 seiiales constantes e idhnticas se obtienen 
coeficientes de aproximacibn iguales salvo una constante- a las sefiales de entrada, mientras que 10s 
coeficientes de detalle son nulos. Es decir, la rama de anaisis pasa-bajos en el esquema 5.1 preserva 2 
seiiales (i&genes, en nuestro caso) constantes e idhnticas, y la rama de an4liiis pasa-altos del esquema 
las anula. 
Definicibn 6.2. Una multiwavelet - o una multifunci6n de escala - se dice balanceada de orden 1 si 
c(;') = a1 [ : ] Vk E Z 2 ;  donde a1 es eonstante >O 
c ! ! ? = [ [ : ]  V ~ E Z ~ W  
= [ ; ] Vk E z2 
Teorema 6.1. Si la mdtiwauelet es balanceada de orden I, 
se verifican las wndiciones de ortogonalidad, y 
ID1 = 2, 
entonces 
Demostracibn. Primero reemplazar 
en la ecuaci6n (5.8), para obtener 
Segundo, reemplazar 
en la ecuaci6n (5.10). Notar que para k  fijo, k  - D j  pertenece a una misma subgrilla, obteni6ndose 
Trasponer para obtener 
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sumar sobre ambas subgrillas, y ver que 
dim De lo anterior se sigue que la matriz S ( O O ) ,  que es de 2 x 2 , time los autovalores: i) a1 ii) 2,
iii) (Dl (lema 6.1).Por lo menos 2 de estos autovalores deben ser iguales. Recordar que JDI = 2,y concluir 
que a1 = fi. El resto de la demostraci6n es inmediato. 
Nota 6.3. Si una multifunci6n de escala es balanceada de orden 1 entonces tiene aproximaci6n polinomial 
de orden 1. La implicaci6n inversa no es verdadera. 
Nota 6.4. Imponiendo las condiciones de ortogonalidad (6.5), (6.7) y (6.9), de aproximaci6n poliiomial 
(6.12) a (6.17), m6s las condiciones (2 ) y (3) del teorema 6.1, en el articulo [59] se obtuvieron ejemplos 
de funciones de escala y multiwavelets ortogonales, de aproximaci6n polinomial 2 y 3, y balanceadas de 
orden 1: Dla2bl-092, D2a2bl-095, Dla3bl-091, -ver 6.7. El nombre de la multiwavelet Dla2bl-092 
indica i) la matriz de dilataci6n asociada Dl, ii) el orden de aproximaci6n polinomial (a2) , y iii) el orden 
de balanceo (bl). Las 3 dltimas cifras corresponden a un n b e r o  de orden. 
En [41] y [58] se defini6, para las multiwavelets de una dimensi611, el balanceo de orden 2 y el balanceo 
de brdenes superiores. Ahora extenderemos la definici6n de multiwavelets balanceadas de orden 2 para 
multiwavelets bidimensionales asociadas a cualquier matriz de dilataci6n D. La idea es que 10s polinomios 
de grado 1 discretizados Sean preservados por el proceso de andisis: que toda la informaci6n quede en 
10s coeficientes de aproximaci6n, y que 10s coeficientes de detalle Sean 0. 
Aqui es donde apaxecen 3 diferencias con respedo a 10s articulos mencionados. Primero, Selesnick, 
Lebrun y Vetterli trabajan con el balanceo de la sefial separada en sus fases (pares o impares), y aqui 
trabajaremos, por una cuesti6n de mayor sencillez, con el balanceo de la seiial repetida. Segundo, para 
estos autores, si la sefial es un poliiomio discretizado de orden 1, entonces en la rama pasa-bajos del 
paso de anasis se obtiene otro polinomio discretizado del mismo grado, o de grado menor. Solo algunos 
polinomios especificos se mantienen iguales. En cambio, aqui exigiremos que se obtenga siempre el mismo 
polinomio discretizado (pero submuestreado y eventualmente multiplicado por una constante). Tercero, 
en 10s trabajos mencionados no se tiene en cuenta el submuestreo. Esto no es importante en el caso de 
una dimensibn, porque el submuestreo implica un corrimiento en los coeficientes, pero es muy importante 
cuando Bste se realiza con una matriz de dilataci6n. Supongamos que la hagen original es un polinomio 
de grado 1 discretizado, y que se tienen 2 copias de esta imagen para transformar. Sabernos que un paso 
de la transformada wavelet refleja ( en el caso de Dl) o rota la imagen ( en el caso de Dz), entonces despuBs 
del proceso de d i i s  esperamos obtener el mismo polinomio discretizado, pero espejado o rotado. Por 
consiguiente pediremos, para una multiwavelet balanceada de orden 2, que si x;) = r$i = c$ ( k E Z2) 
(0) es un poliiomio diicretizado de orden 1, entonces el>') = c.$il) = a2 c,. 
Definicibn 6.3. Un sistema multiwavelet es balanceado de orden 2, si 
es balanceado de orden 1, y 
para todo k = (kl, Icz )  E Z2, para m = 1,2, y para a l d n  az > 0, verifica 
Esto es equivalente a pedir que el polinomio de orden 1 discretizado sea preservado antes del sub- 
muestreo, por la rams pasa-bajos del proceso de andisis. 
Teorema 6.2. Si un sistema m~~ltiwavelet os-togonal es balanceado de orden 2, y (Dl = 2 , entonces valen 
la8 igzlddades del teorema 6.1, y ademcis 
4. [ I 1 ] s!lO) = [ o o ] para i = 0, 1, , 
DemosCraci6n. Reemplazar 
en la ecuaci6n (5.8), y con el cambio de variables j - Dk = I ,  se obtiene 
lo cual es equivalente a 
62 - &) (Dk)i [ : ] = Silo) [ ] , cuando m = 1, 
(4 - -&) (Dk)2 [ i ] = s (O1)  [ : ] , cuando m = 2. 
Las matrices s(lO) y s(O1)  no pueden tener un autovector asociado a un autovalor que depende de k. 
debe ser cero, y hemos demostrado los incisos 2 y 3. 
Ahora reernplazamos 
en la ecuacihn de sintesis 5.10, 
Observar que en la sumatoria figura D j, y no figura j. Sea 1 = k - D j, el cual pertenece a una misma 
subgrilla para k fijo. Realizado el cambio de variable, trasponer y aplicar (3) del teorema 6.1, para 
obtener 
[ l  ~ ] S ~ ~ ) = [ O  0 1  cuandom=l,  
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Lema 6.4. Si valen las saguientes condiciones: 
el sistema multiwavelet es ortogonal, 
el orden de aproximacicipz polinomial es 2, 
el orden de balance0 es 2 
1D1=2 
entonces 10s vectores vlo y vol de las ecuaciones 6.13-6.17 verifican 
Demostracidn. Sumar la ecuaci6n 6.13 para i = 0,1, y se llega a 
2 ~ 5  = -v&s(lO) + (diivio + d12~01) Ts(O0) - 
Multiplicand0 la igualdad anterior a derecha por [ : 1, y aplicando (2) del teorema 6.1 y (3) del teorema 
6.2, se deduce 
De manera similar, a partir de 6.14 se obtiene 
Uniendo las atimas 2 ecuaciones, se deduce que 
Si el vector [ 2 ] [ ] es no nulo, esto significa que es autovector de D asociado a1 autovalor X = 1, 
lo ma1 es absurdo. ( Recordar que 10s autovalores de D son mayores que 1 ). Luego 
Nota 6.5. Se obtuvieron ejemplos de multifunciones de escala y multiwavelets balanceadas de orden 2, 
aplicando las condiciones (3 ), (4) y (5) del teorema 6.2: son las multiwavelets Dla2b2-299, D2a2b2-499, 
y Dla3b2-699 Ver referencias en la tabla 6.7. 
6.6. BUENA LOCALIZACI~N EN LAS FRECUENCIAS 
6.6 Buena localizaci6n en las frecuencias 
Daremos a continuaci6n diferentes condidones para que haya buena localizaci6n en las frecuencias. Como 
ya se dijo, en el procesamiento de seiiales con multiwavelets, se obtienen 10s coeficientes de aproximaci6n 
a partir de las matrices-filtro H(", per0 no se pueden exigir las condiciones de filtro pasa-bajos a las 
matrices. Se fijan estas condiciones a los Btros bidimensionales en 10s cuales se traduce la transformada, 
s e d n  se trabaje con 4 filtros 5.13, o con 2 filtros poliase 5.19. Del mismo modo, se fija la condid611 de 
filtros pasa-dtos a 10s filtros que participan en el cdculo de los coeficientes de detalle. 
6.6.1 Cuatro filtros pasa-bajos 
En el cAlculo de los coeficientes de aproximaci6n, s e w  lap f6rmulas 5.13, partidpan 4 filtros H::'), con 
* 
i, j = 1,2. Si H;ji es un filtro pasa-bajos, entonces H!? tambib lo es, y su respuesta en frecuencias H!;) 
debe ser 0 en w = (a,r). Entonces 
Si vale la f6rmula anterior para i, j = 1,2 , es dedr, 10s 4 Btros la cumplen, lo indicaremos en forma m6s 
abreviada como 
Si la deriwda direcdonal de g:? en el punto w = (z, r )  vale 0 en cualquier direecibn, entonces el 
gradiente 
lo cual es equivalente a 
Si la f6rmula anterior se cumple para los 4 filtros (i, j = 1,2), lo indicaremos como 
De la misma manera, si la derivada direcdonal segunda de g&) (w) en 10s puntos w = (z, z )  vale 0 en 
cualquier direccibn, entonces el Hessiano 
a2S,i? a23,i? 
( = ZQG (z, 4 v2fi&) (z, z )  = 
a22k' a2 H$) 
( r ,  n> 
aw2av1 (n9z) &~,&h 
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y por lo tanto 
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Si la f6rmula anterior se cumple para los 4 filtros (i, j = 1,2), lo indicaremos en forma abreviada como 
Cuanto mayor sea el nlimero de condiciones que se cumplan, miis 'achatadan s e r h  las respuestas en 
frecuencias de los filtros ~4.) cerca de w = (*,a), y mejor filtro pasa-bajos s e r h  la. H;:). 
6.6.2 Cuatro filtros pasa-altos 
En el d c u l o  de 10s coeficientes de detalle, s e g h  l a .  f6rmulas 5.14, pdicipan 4 filtros G:$), con i ,  j = 1,2. 
-., . - 
Si G::) es un filtro pasa-altos, entonces G!] tambien lo es, y su respuesta en frecuencias 61; debe ser 0 
en w = (0,O). Entonces 
Si vale la f6rmula anterior para i, j = 1,2 , es decir, 10s 4 filtros la cumplen, lo indicaremos en forma m k  
a b r e v i h  como 
Si la derivada direcdonal de a!;) en el punto w = (0,O) vale 0 en cualquier direcci6n7 entonces el 
gradient e 
Si la f6rmula anterior se cumple para los 4 filtros (i, j = 1,2), lo indicaremos como 
VG(1,l) = 0. 
De la misma manera, si la derivada direccionel segunda de 8i] (w) en 10s puntos w = (0,O) vale 0 en 
cualquier direcci6n, entonces el Hessiano 
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Si la f6rmula anterior se cumple para 10s 4 filtros (i, j = 1,2), lo indicaremos en forma abreviada como 
v2G(1, 1) = 0. (6.23) 
Cuanto mayor sea el n b e r o  de condiciones que se cumplan, m k  "achatada" s e r h  las respuestas en 
I(-' frecuencias de 10s filtros G;!) eerea de w = (0,0), y mejor filtro pasa-altos s e r h  10s GU . 
Nota 6.6. Se construyeron ejemplos de mutiwavelets que cumplen Ias condiciones 6.18 y 6.21, como el 
caso Dla3bl-298, y otras multiwavelets que cumplen m k  propiedades, como la multiwavelet D2a2b2-499 
- que cumple 6.18, 6.19, 6.21 y 6.22- y las multiwavelets Dla3bl-691 y D2a3bl-699, que verifican 6.18, 
6.19, 6.20, 6.21,6.22, y 6.23. En la tabla 6.7 se listan sus propiedades. 
6.6.3 Dos filtros polifase pasa-bajos 
Para lograr que los filtros Fi y F{ de las f6rmulas 5.19 sean buenos filtros pasa-bajos, exigimos la 
propiedad de filtro pasa-bajos: 
que es equivalente a 
Fl (n, T) = Fl (-1, -1) = 0 
* 
Fz(n, n) = &(-I, -1) = 0, 
Si las f6rmulas anteriores se cumplen para i = 1,2, lo indicatemos como 
F(-1, -1) 1 0. (6.24) 
De la ecuaci6n 6.24 se obtiene la siguiente condicibn de P t m s  polifase pasabajoa (para Dlo Dz): 
Si la derivada direccional de pi(w) en el punto w = (n, x) vale 0 en cualquier direcci6n, entonces para 
i = 1,2 su gradiente verifica 
y si se cumple para i = 1,2, lo indicatemos como 
VF(-1, -1) = 0. 
De la misma manera, si la derivada direccional segunda de @i(w) en 10s puntos w = (n, n) vale 0 en 
cualquier direccibn, entonces su Hessiano verifica 
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Si la  fbrmula anterior se cumple para i = 1,2, lo indicaremos como 
Cuanto mayor sea el n b e r o  de condiciones que se cumplan, m L  "achatada" serA la respuesta en 
frecuencias de Fi cerca de w = (T, T ) ,  y mejores filtros pasa-bajos s e r h  Fi y Fi. 
En un trabajo anterior [60] se construyeron multifunciones de e s d a  y multiwavelets balanceadas 
con orden de aproximacibn polinomial 1 y 2, que curnplen con la condicibn 6.24: son las multiwavelets 
Dlalbl-081 y D2a2bl-081 de la tabla 6.7. La multiwavelet Dlalbl-070 tambi6n verifica esta misma 
condicibn, y verifica, adem&, la condicibn 6.26. 
6.6.4 Dos filtros polifase pasa-altos 
Para lograr que los filtros I; y I4 de las fbrmulas 5.22 sean buenos filtros pasa-altos, exigimos la propiedad 
de filtro pasa-altos: 
que es equivalente a 
Si las fbrmulas anteriores se cumplen para i = 1,2, lo indicaremos como 
De la ecuacibn 6.28 se obtiene la siguiente condicidn de filtms polifase pasa-altos (para Dlo 02): 
Veremos que esta condicibn no agrega n ingh  requerimiento a las multiwavelets balanceadas de orden 1 
y de aproximacibn polinomial 1. A 
Si la derivada direccional de Ii(w) en el punto w = (0,O) vale 0 en cualquier direcci6nY entonces para 
i = 1,2 su gradiente verifica 
y si se cumple para i = 1,2, lo indicaremos como 
De la misma manera, si la derivada direccional segunda de z(w) en 10s puntos w = (0,O) vale 0 en 
cualquier direccibn, entonces su Hessiano verifica 
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Si la fbrmula anterior se cumple para i = 1,2, lo indicaremos como 
Cuanto mayor sea el niunero de condiciones que se cumplan, m L  "achatada" serd la respuesta en 
frecuencias de I: cerca de w = (0, 0), y mejores filtros pasa-altos serfin I! y 14. 
Lema 6.5. Si un sistema mzrltiwavelet es ortogonal, bdmceado de orden I y tiene apmximacidn polino- 
mial 1, entonces se verifica la condicidn de fltms polvase pasa-altos. 
Demostracidn. De las hip6tesis se deduce que vale el lema 6.3, y del inciso 7 de dicho lema sale la condici6n 
6.29. 
Nota 6.7. Todas las multiwavelets balanceadas construidas de orden 2 1 de la tabla 6.7 verifican la 
condicibn 6.28, por eso se omite escribir esa propiedad. Las multiwavelets D2a3bl-699, Dla2b2-299, 
D2a2b2-499, Dla3bl-691, D2a3bl-061 y Dla3b2-699 verifican la condicibn 6.30. 
A continuacibn veremos como se traducen algunas propiedades de 10s filtros polifase a las matrices 
~ ( j  '1 definidas al principio del capitulo 5. 
Lema 6.6. Si una mdtiwavelet verificcll F(-1, -1) = 0, entonces 
Dernostracidn. En las f6rmulas 5.17 y 5.18 que definen a Fl(z) y a Fz(z) reemplazamos z por z = 
(-1, -1). Como se puede observar en la f6rmula 5.3.1, para cualquiera de las 2 matrices de dilatacibn 
contempladas, zD = (1,l). Para un par de indices j, 1 fijo, se tiene 
Luego 
De las fbrmulas 5.17 y 5.18, se deduce 
con lo cud 
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Lema 6.7. Si D = Dl y VF(-1, -1) = 0, entonces 
Demostmcibn. Sea zD = (u,  v). Como D = Dl, por 5.3.1, u = zlz2 y v = a / z z  . Derivando 
con respecto a zl y a z2se obtiene 
Por la regla de la cadena 
Ademb 
- ( - l ) l k u - k l - l  -k2 
au v 
kE A 
a ~ ; ; )  (u, v )  
&I = ~ ( - k 2 ) ~ ~ 1 * k 2 ) u - k ~ v - k ~ - l  9 
k E A  













Evaluando todo en zl = -1, 2 2  = -1, se obtiene u = 1, v = 1, 
au av 
-I(-1,-1) =-1 021 - I(-1,-1) = -1 a21 
au av 
- I(-1,-1) = -1 dz2 - I(-1,-1) = 1 az2 
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Y tomando i = 1,2 en la expresidn anterior se llega inmediatamente a la tesis. 
Se manera simiiar se demuestra el siguiente lema para D = D2: 
Lema 6.8. St D = D2 y VF(-1,-1) = 0, entonces 
Veremos que algunas propiedades de las rnultiwavelets son mutuamente excluyentes: por ejemplo, el 
bdanceo de orden 2 y VF(-1, -1) = 0. 
Teorema 6.3. No exkte un sistema multiwavelet ortogonal -asociado a Dl o a D2- que sea balmceado 
de orden 2 y que cumpla VF(-1,-1) = 0. 
Demoshci6n. Sea D = Dl.  Supongarnos que la multiwavelet es balanceada de orden 2 y que 
VF(-1, -1) = 0. 
Del teorema 6.2 se deduce 
y por el lema 6.7, 
Las filas de la matriz S(lO) - S(O1) son ortogonales a los vectores [ i ]  [-:I q u e f o r m a n u n a b  
de P: luego s(lO) - s(O1) = 0, s(lO) = s(O1) y reemplamndo en el lema 6.7, resulta 
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Multiplicand0 a izquierda 10s tQminos de la igualdad anterior por el vector [ 1 1 1, se obtiene 
Por un lado, sumando las dos ecuaciones del inciso 4 del teorema 6.2 para i = 0,1, se obtiene 
con lo cual el miembro izquierdo de la ecuacidn 6.33 es igual a 0. Por otro lado, sumando las dos ecuaciones 
del inciso 3 del teorema 6.1 para i = 0,1, se obtiene 
y reemplazando en la ecuacidn 6.33 se llega a 
lo cud es absurdo. Luego no existe un sistema multiwavelet ortogonal asociado a Dl que sea balanceado 
de orden 2 y que cumpla V F  (- 1, - 1) = 0. 
Sea D = Dz. Supongamos otra vez que la multiwavelet es balanceada de orden 2 y que VF(-1, -1) = 
0 . Del teorema 6.2 se deduce 
y por el lema 6.7, 
luego s(lO) = -s(O1) y reemplazando en el lema 6.7, resulta 
A partir de aqui la dernostracidn se desarrolla en forma idhtica al caso D = Dl. 
Luego no existe un sistema multiwavelet ortogonal asociado a Dl o a D2 que sea balanceado de orden 
2 y que cumpla VF(-1, -1) = 0. 
6.7 Ejemplos 
En la tabla 6.7 se listan algunas de las multiwavelets que se obtuvieron, con la cantidad de matrices-filtro 
que poseen, su orden de aproximacidn polinomid, el orden de balanceo, las propiedades de localizaci6n en 
las frecuencias, la estimacidn del radio espectral conjunto p, y el exponente de Holder s. Los coeficientes 
de las multiwavelets se dm en el ap6ndice, asi como sus graces -en la tabla se dan las referencias a las 
figuras correspondientes. En la secci6n 7.1 se verd, m& adelante, cdmo se construyeron estos ejemplos. 
El nombre de la multiwavelet Dla3b2-699 indica que ella estd asociada a la matriz de dilatacidn Dl, 
que tiene orden de aproximacidn polinomial3 y orden de balanceo 2. Los 3 Gltimos digitos corresponden 
a un nGmero de orden. 
La tabla estB ordenada por orden creciente de balanceo, y para el mismo orden de balanceo estA 
ordenada por orden creciente de aproximacidn polinomial. 
6.7. EJEMPLOS 
En la estiiaci6n del radio espectral conjunto p se da una cota inferior del mismo. Para las multi- 
wavelets que tienen un (*) en este item, se aplici, el algoritmo 2.3 y se verific6 que p < 1, es decir, se 
comprob6 que son continuas. A h  asi, si se observan 10s grscos de las multifunciones de escala y de las 
multiwavelets, es notable la correlaci6n que hay entre (la cota inferior de) p y la suavidad de la wavelet. 
Los casos Dla2bCL001, Dla3bl-691, Dla2b2-299, Dla3b2-699 y D2a3bl-699, que tienen valores de p m6s 
chicos - exponente de Holder & grande - corresponden a multifunciones de escala y multiwavelets 
suaves. En la secci6n 8.6 se indica de qu6 manera se estim6 el radio espectral conjunto, y c6mo se calcul6 
el exponente de Holder. 
El ejemplo Dlalbl-081, que corresponde a una multifunci6n de escala no continua, se deja en la tabla 
como curiosidad. 
En el listado de propiedades de filtros pasa-bajos o pasa-altos, las igualdades como H(-1, -1) = 0 
indican que la propiedad se cmple con una precisi6n de o mayor, en cambio G(1,l) B 0 indica que 
la propiedad se cumple con una precisibn menor (del orden de o lo-'). 
Se puede observar en la tabla que cuanto mayor es el n h e r o  de matrices-filtro que tiene la multi- 
wavelet, mayor libertad se tiene para exigir condiciones. 









































































F(-1, -1) = 0 
F(-1, -1) = 0 
VF(-1, -1) = 0 
F(-1, -1) = 0 
F(-1, -1) = 0 
VF(-1, -1) = 0 
VI(1,l) = 0 
H(-1, -1) = 0 
VH(-1, -1) = 0 
V2H(-1, -1) = 0 
G(1,l) = 0 
VG(1,l) = O 
V2G(1, 1) = 0 
VI(1,l) = 0 
H(-1, -1) = 0 
G(1, 1) M 0 
H(-1, -1) = 0 
VH(-1, -1) = 0 
V2H(-1, -1) = 0 
G(1,l) M 0 
VG(1,l) M 0 
V2G(1, 1) = 0 
VI(1,l) M 0 
H(-1, -1) = 0 
G(1,l) M 0 
VI(1,l) M 0 
H(-1, -1) = 0 
VH(-1, -1) = 0 
G(1,l) = 0 
VG(1,l) = 0 
VI(1,l) = 0 
H(-1, -1) M 0 
VH(-1, -1) = O 
V2H(-1, -1) = 0 
G(1,l) M 0 
VG(1,l) = 0 
V2G(1, 1) M 0 




































Construcci6n de multiwavelets 
7.1 Armado del sistema no lineal 
Las propiedades deseadas para la multifunci6n de escala y para la multiwavelet se a d i a r o n  en el capitulo 
6.Como consecuencia se obtuvieron condiciones sobre 10s 4 element05 de cada m a  de las matrices H ( ~ )  y 
~ ( ~ 1 ,  que son 10s coeficientes que se quieren obtener (la inc6gnitas). Con estas condiciones se conform un 
sistema de ecuaciones, que resulta ser no lineal. En la tabla 7.1 se hallan las referencias a las condiciones 
sobre las matrices-filtro. 
7.1.1 Codlguraciones de indices 
8 matrices H ( ~ )  
Con la distribucicin de matrices-filtro como en 5.4, y el conjunto de indices A como en 5.5, hay 8 matrices 
H ( ~ )  y 8 matrices G@), con un total de 16 x 4 = 64 inc6gnitas. 
Se exploraron diferentes cantidades de matrices-filtro, y vaxias configuraciones de indices A: a contin- 
uaci6n se dan algunas de ellas, que corresponden a las multiwavelets m b  suaves que se obtuvieron. En 
la tabla 7.2 se lista la cantidad de inc6gnitas y la cantidad de ecuaciones no lineales s e w  la propiedad 
deseada de la multiwavelet, y seglin el conjunto de indices A, que corresponde a m a  cantidad especifica 
de matrices ~ ( ~ 1 .  S e d n  la configuraci6n de indices - y seglin la cantidad de matrices H(~)-, se tienen 
m b  o menos inc6gnitas y m b  o menos ecuaciones para las condiciones de ortogonalidad: en la tabla se 
observan 64,80, 112 o 144 inc6gnita.s seglin se trate de 8,10, 14 o 18 matrices H(&). N6tese que con las 
condiciones de aproximaci6n polinomial, se agregan m& inc6gnitas al problema: 10s coeficientes de 10s 
vectores v,. Asi, si se quiere una multiwavelet ortogonal con aproximaci6n polinomial de orden 2, como 
la Dla2b0-001, se t endrh  70 inc6gnitas y 88 ecuaciones. La cantidad de ecuaciones y de incbgnitas que 
se agregan con la aproximaci6n polinomial, asi como la cantidad de ecuaciones que implican el balance0 
o las condiciones sobre 10s filtros, son independientes de la cantidad de matrices H@). 
En la tabla 7.3 se listan 10s ejemplos de multiwavelets obtenidos, junto con la cantidad de ecuaciones 
y la cantidad de inc6gnitas que tenian 10s sistemas que se resolvieron. 
Tabla 7.1: Dimensiones del sistema. Los tamaiios corresponden a 8,10,14 y 18 matrices H" 
10 matrices ~ ( 3  
Con la siguiente configuraci6n de indices para H (k) y G ( ~ )  , se tienen 5 matrices-fltro H@) con indices en 
cada subgrilla, y lo mismo sucede para las G(k) 
X 
x  0 
X O X O  
x  0 
0 
14 matrices H ( ~ )  
Con esta nueva disposicibn de 10s indices de las matrices H ( ~ )  y ~ ( ~ 1 ,  se tienen 7 matrices sobre cada 
subgrilla: 
0 
o x o x  
X O X O  
O X O X  
X 
7.2. SOLUCI~N DEL SISTEMA 
Tabla 7.2: Dimensiones del sistema. Los tamaiios corresponden a 8,10,14 y 18 matrices Hk 
18 matrices H ( ~ )  
Con esta distribucidn de indices se tienen 9 matrices ( 0 )  con indices en una subgrilla, y 9 matrices ( x )  
con indices en la otra subgrilla. Esta fue la mayor cantidad de matrices-Btro para la cual se hallaron 
soluciones. 
0 x  
O X O X  
O x O x O x  
O X O X  
0 x  
y el conjunto A es 
7.2 Soluci6n del sistema 
7.2.1 Inconveniencia de las bases de Griibner para este caso. 
Para hallar 10s coeficientes de funciones de escala bidimensionales, Faugere utiliz6 bases de Grobner. Se- 
lesnick, Lebrun y Vetterli tambien utilizaron bases de Grobner para obtener coeficientes de multiwavelets 
unidimensionales. 
Las bases de Grobner, desarrolladas por Buchberger en 10s 6 0 s  60, son una herramienta del Agebra y 
de la geometria computacional muy ~Itil para resolver sistemas de ecuaciones poliiomiales. Intuitivamente, 
son una generaliiaci6n de la elimiiaci6n Gaussiana para sistemas de polinomios. Tienen la ventaja de que 
Dla3b2-699 
Tabla 7.3: N6mero de ecuaciones y de inc6gnitas para 10s ejemplos construidos. 
18 3 2 
VG(1,l) = 0 
VI(1,l)  = 0 
H(-1, -1) w 0 
VH(-1, -1) = 0 
V2H(-1, -1) = 0 
G(1,l) w 0 
VG(1,l) = 0 
V2G(1, 1) w 0 
VI(1,l)  w 0 
156 312 
7.2. S O L U C I ~ N  DEL SISTEMA 
resuelven un sistema daado todas las soluciones, y no es necesario una, estimaci6n inicial para obtenerlas, 
como sucede en 10s m6todos de optimizaci6n num6rica. 
Sus desventajas son: una muy alta complejidad, un requerimiento muy elevado de memoria y de 
operxiones, y la falta de robustez del m&odo ante la propagaci6n de errores de redondeo: por eso 
muchas implementaciones solamente utiliian aritm6tica entera. 
Para resolver un sistema con 24 incbgnitas, utilizando bases de Grobner, con una Sun Ultra 2, a 
Selesnick le llev6 4 semanas de c6mputos. Despu6s tuvo que analiiar 10s resultados, escritos en un 
archivo ASCII de 18.9 Mbytes. Observando las dimensiones de 10s problemas a resolver, se comprenderii 
por qu6 se descartaron las bases de Grobner. 
Se encar6 la resoluci6n del sistema de ecuaciones no lineales usando m&odos de optimiaci6n numhica: 
se aplicaron 2 m6todos de cuadrados minimos no lineales, el de Gauss-Newton, y el de Levenberg- 
Marquardt. 
7.2.2 Optimizaci6n numhrica: preliminares 
A continwi6n daremos una breve introducci6n a 10s algoritmos de optimizaci6n que se utiliizaron. Para 
m& detalle, consultar [61]. 
Dada f (x) : Bn + 8, se busca calcular x* E 8" tal que 
f (x*) = min f (z). 
x€* 
Partiendo de un valor inicial xo, 10s m6todos de optimizaci6n calculan una sucesi6n de puntos $1, x2, x3, 
. . . , que bajo ciertas condiciones convergen a un minimo local o global. Los algoritmos dan la manera 
de calcular una iterxi6n (xk+1 = x+) a partir del punto anterior o actual (xk = xa). 
El m6todo de Newton 
El m6todo de Newton consiste en aproximar f (x) en x = xa por un modelo cuadriitico 
y resolver V f (x) = 0, obteni6ndose 
Si f (x) es 2 veces derivable con continuidad, si el Hessiano V2 f (x) es una matriz definida positiva en un 
entorno de x* y si el punto inicial xo es suficientemente pr6ximo a x*, entonces el m6todo de Newton 
converge en forma cuadriitica a la soluci6n. 
Cuando el Hessiano no es definido positivo, se lo reemplaza por V2 f (xa) +paI  , con pa > 0. El dcu lo  
del Hessiano es muy costoso en cantidad de operaciones, y existen muchas variantes de este m6todo - los 
m6todos quasi-Newton, que utilizan diferentes estimaciones del Hessiano. 
Regiones de confianza 
El modelo cuadrtitico 7.8 es local, y solamente es v a d o  para un entorno de x,; tiene sentido entonces 
restringir la biisqueda de un nuevo punto x+ a una regi6n donde sea confiable este modelo. En ese caso, 
se trata de h d a r  
min {f (xa) + V f ( ~ a ) ~ s  + :sTHas}, 
~€32" 
sujeto a 11s]I2 = llx - %a112 I aa
donde Ha w v2 f (x,). El d ihe t ro  de la regi6n de confianza se actualiza en cada paso. 
7.2.3 Gauss-Newton 
Se quiere minimiiar una funci6n que es suma de cuadrados 
donde R : Rn -+ Rm, y ri(x), la componente i-%ma de R(x), es no lineal en x. 
Sea J(x) la matriz Jacobiana de R(x) en el punto x: 
El m&odo de Gauss-Newton resuelve el problema 7.10 utiliiando un modelo lineal (afin) para R(x) 
R(x) Ma (x) = R(za) + J(za) (X - za), 
y luego aplicando el m6todo de Newton al problema 
con lo cud resulta 
En la prMica, en vez de calcular la pseudo inversa (J(x,)TJ(x,))-~ J ( x , ) ~ ,  se halla la descomposici6n 
QR de la matriz J ( x , ) ~  J(xa). Este algoritmo difiere de la aplicaci6n del m&odo de Newton para obtener 
el minimo de f (3). 
Se puede demostrar que si en cada paso, las columnas de J(xa) son linealmente independientes, 
la direcci6n que elige el m6todo es una direcci6n de descenso, es decir, se reduce el valor de f (s): 
f (x+> < f (za). 
Si en la soluci6n R(x*) = 0 - se trata de un problema de residuo 0 - , f (x) es 2 veces derivable 
con continuidad, J(x) estA acotado en un entorno de la soluci611, y x,-, es sdcientemente prciximo a s*, 
entonces el m6todo de Gauss-Newton converge en forma cuadrAtica a la soluci6n. 
7.2.4 Levenberg-Marquardt 
Existe una modifimi6n del m6todo de Gauss-Newton, basada en el enfoque de regiones de confhma 
Se trata de hallar el valor x+ que realice el 
min IIR(sa) + J(za)(x+ -xa>II2 7 
x+ €92'' 
sujeto a llx+ - xa1I2 5 aa 
de lo cud se obtiene 
7.3. GRAFICOS: ALGORTTMO CASCADA 
7.2.5 Implementacidn 
El sistema no lineal se resolvi6 minimizando la suma de los cuadrados de cada una de las ecuaciones no 
lineales, y controlando que en el minim0 alcanzado esta suma fuera cero. Se aplic6 una estrategia mixta: 
se comenz6 utiliiando el m&odo de Levenberg-Marquardt; si los cBculos evidenciaban un residuo muy 
grande, entonces se cambi6 y se aplic6 Gauss-Newton. 
En un principio solamente se incluyeron en el sistema las condiciones sobre las matrices-filtro de 
las funciones de escala, dejando fuera del sistema las condiciones que tenian que ver con las wavelets. 
Resolviendo este sistema se obtuvieron soluciones que permitieron construir ejemplos de funciones de 
escala. Pero no siempre se encontraron soluciones para un segundo sistema con las condiciones sobre las 
matrices-filtro de las wavelets: no porque no existieran - en [62] se prueba que dada una multifunci6n de 
escala, que define un anBlisis de multirresoluci6n de multiplicidad T en Sn, para una matriz de dilataci6n 
D, siempre existe una multiwavelet asociada si 2r(l Dl - 1) 2 n , lo cud en nuestro caso se cumple siempre 
- sino porque el m&odo de optimizaci6n requiere una estimaci6n inicial para converger a la soluci6n, y 
no se tenia una estimaci6n adecuada. Finalmente se integraron las condiciones sobre H ( ~ )  y G ( ~ )  en un 
linico sistema a resolver. 
Se hizo un programa que genera autom&ticamente las condiciones de ortogonalidad, aproximaci6n 
polinomial, balanceo y dem& condiciones, para cualquier conjunto de indices elegido, que conforman 
el sistema no lineal a resolver. Los datos del programa son: la configuraci6n de indices, la matriz 
de dilataci6n7 el orden de aproximaci6n polinomid deseado, el orden deseado de balanceo, y demk 
condiciones que se quieren imponer. El programa resuelve el sistema en forma iterativa a partir de un 
punto inicial en el espacio de inc6gnitas. Si no encuentra una soluci6n, el programa genera otro punto 
inicial. En la salida, el programa arroja como resultado 10s 4 elementos de cada matriz-Btro H ( ~ )  y ~ ( ~ 1 ,  
ademk de los vectores vk de la aproximaci6n polinomial. Si se encuentra una soluci6n al problema, se 
controlan 3 cosas: (i) que en la soluci6n se verZiquen todas las condiciones, es decir, que en el minirno 
encontrado la funci6n a minimizar valga 0, (ii) que el vector voo sea no nulo, y (ii) que la estimaci6n del 
radio espectral conjunto sea menor que 1- ver m& adelante en 8.6.1. Si alguna de las 3 condiciones no 
se cumple, se descarta la soIuci6n, se cambia el punto inicial, y se vuelve a buscar. 
La mayor parte de este trabajo se ejecut6 en una UltraSparc 1, de plataforma Unix, con un procesador 
de 140Mhz y 64Mb de memoria. Los ejemplos de multifunciones de escala y de multiwavelets hallados 
figuran en la tabla 6.7. A continuaci6n se indica el algoritmo que se utilid para graficar las funciones 
halladas. 
7.3 GrAficos: algoritmo cascada 
7.3.1 Graces de las multifunciones de escala 
No se conoce la forma analitica de las funciones de escala y a2, ni la de las wavelets 91 y 9 2 .  
Sin embargo, conociendo tan solo las matrices-filtro H ( ~ )  se pueden obtener una sucesi6n de pares de 
funciones (a?), cuyos respectivos gri%cos convergen a los grscos  de @ly de cuando j + oo. 
En cada iteracidn se obtiene una aproximaci6n de mayor resoluci6n que la anterior. 
Para iniciar el algoritmo se comienza con 2 funciones @P1(x) y a!$)) (x), que son -salvo una constante 
- la funci6n caracteristica de un cuadrado. 
Sea Q el cuadrado unitario Q = [O, 1) x [O,1) y sea ~ ( x l ,  x2) su funci6n caracteristica. Para x E R2 
Se define 
donde o = [ 2 ] verifica wTa = 1. 
En cada iteraci6n se calcula una estimaci6n m b  fina aplicando la ecuaci6n de dilataci6n: 
Escribiendo cada iterxi6n @ ( j )  (x) en tkminos de contracciones sucesivas de ~ ( x )  - mediante D- y 
sus traslaciones enteras, obtenemos 
donde 
Y, en general, 
donde 
$1 (x) V p ? ,  
i - e  ] =& [$! ] xi Dj I 
Reescribiendo (7.12), se tiene 


































Tabla 7.4: Requerimientos de memoria para graficar 91 y @2. 
Algoritmo 7.1. Generaci6n de grscos  de 91y 92: 
i) Asignar 10s vaiores iniciales de las matrices Vl,, y Vz,, s e g ~ n  7.11. 
ii) Aplicar (7.13) para j = 1, .. J. 
('1 iii) Graficar &!",I y V,,, . 
En cada iterad6n j, se calculan 2 matrices v?!, y v?!, (variando n E Z2), que son 10s coeficientes 
de 99) y 9:) en una grilla cuadrada sucesivamente r e h d a  y reflejada,, en el caso de Dl, o rotada, en 
el caso de D2. Para que la orientaci6n de las bases X( Dj x - n ) sea igual a la del plano, en el caso de 
Dl se observan las iteraciones pares, y en el caso de D2, solamente las iteraciones que son mfiltiplo de 4. 
El requerimiento de memoria es un factor limitante: en la tabla 7.4 se puede observar el crecimiento 
exponential del tamaiio de las matrices v:'), y @), en el caso de 8 matr icedtro  ~ ( ~ 1 .  Los valores 
de las matrices hv), y v?), son nhneros reales de doble predsi6n y ocupan 8 bytes. Para graficar la 
vigbima iteraci6n se necesitarian 308 Mb de memoria. Sin embargo, en general alcanza con 8 iteraciones 
para tener una buena representxi611 de ambas funciones. En las figuras 7.1 a 7.4 se graficaron las itera- 
ciones pares del algoritmo para una multifunci6n de escala @ mciada a Dl de aproximaci6n poliiomial 
2. 
7.3.2 GrScos de las multiwavelets 
Para graficar las wavelets !PI y !P2, es necesario conocer las matrices-filtro H( k, y G( k). Primero se 
obtiene una buena aproximacibn 9$ '-'Iy 9$ de y 92 , tal como se ha indicado y luego se aplica 
la ecuaci6n de la wavelet (5.6) una sola vez. 
ty)(x) = %(,'A X( D' x-n ) 
nEZ2 
!P~)(x) = C V;,'A X(D' x-n ). 
Figura 7.1: @: 2 iteraciones del algoritmo para Dla2b0-001. 
Algoritmo 7.2. Generaci6n de grtiiicos de f y Q2 
i) Asignar 10s valores iniciales de las matrices VI,  y V2, , segtin (7.11). 
ii) Aplicar (7.13) para j = 1, .. J - 1. 
iii) Aplicar (7.14). 
( J l  iv) Gr&ar ~,?1', y V2,  . 
En la figura 7.5 se observan 10s grfif?cos de las wavelets Q1 y Q2 para el mismo caso. 
7.3. G-ICOS: ALGORITMO CASCADA 
Figura 7.2: @: 4 iteraciones del algoritmo para Dla2b0-001. 
Figura 7.3: 9: 6 iteraciones del algoritmo para Dla2b0-001. 
Figura 7.4: @: 8 iteraciones del algoritmo para Dla2b0-001. 
Figura 7.5: Q: 8 iteraciones del algoritmo para Dla2b0-001. 
Capitulo 8 
Continuidad de las multiwavelets no 
separables 
En este capitulo se d a r b  herramientas para analizar la continuidad de las funciones de escala y las 
multiwavelets construidas. Se siguen 10s lineamientos del articulo de Heil y Colella [9] sobre wavelets en 
una dimensi6n. Primero, se ver6 que la continuidad de las funciones de escala 01 y 0 2  es equivalente 
a la continuidad de un vector funcional v, que aparece cuando se escribe la ecuaci6n de dilataci6n en 
forma matricial. Un conjunto de coeficientes {H(", k E A) y una matriz de dilataKicin D determinan 
un vector funcional v y dos matrices To y TI. Para que v(x) sea continua, es condicicin suficiente que 
el radio espectral conjunto de To y TI restringidas a un cierto subespacio E sea inferior a 1. Esto est5 
demostrado para cualquier nGmero de multifunciones de escala, y de cualquier dimensi6n, en [55], donde 
Cabrelli, Heil y Molter utiliian herramientas del d s i s  funcional, apoybdose en la autosimilaridad 
de las funciones de escala. Tambibn demuestran la convergencia del algoritmo cascada para graficar las 
multifunciones de escala y las multiwavelets. El enfoque que se da aqui est6 restringido al caso que nos 
concierne - 2 funciones de escala, definidas sobre R2 -, y es m& aplicado. En particular, se indica como 
obtener el subespacio E, en el caso de tener las matrices To y Tl m k  de un autovalor de m6dulo 1. Esta 
situaci6n no se presenta en el caso de las wavelets en una dimensibn. 
8.1 El conjunto U 
En lo que sigue D es una de las dos matrices de diiataKi6n Dl o D2 defhidas en el capitulo 3, y 
L = {eo, el) = ((0, O), (0,l)) es un conjunto de representantes del grupo Z2/DZ2 para cualquiera de las 
dos matrices. 
Sea f la funci6n 
Se puede ver que existe un conjunto compact0 U = U(D, L) en X2- ver [28], del cual f es la funcicin 
caracteristica, que satisface 
U = {D-I (U + eo)) u {D-l (U + el)) = D-'(u + L). 
En el caso D = Dl el conjunto U resulta ser un paralelogramo- ver figura (8.1), y en el caso D = D2 el 
conjunto U tiene la forma de un drag611 o twin dragon - ver figura (8.2) . En ambos casos, el subconjunto 
negro es D-lU, y el subconjunto gris es DW1(U + el ). 
Figura 8.1: El conjunto U en el caso D = Dl. 
-0.6 -04 -02 0 02 OA 0.8 
Figura 8.2: El conjunto U en el caso D 
8.2. DESARROLLO D-ADICO PARA LOS PUNTOS DE U 
8.2 Desarrollo D-5dico para 10s puntos de U 
Teorema 8.1. 
D-jed,, don& dj E {O, 1) 
j=1 
Demostracibn. Supongamos que x E U, entonces en virtud de 8.3 o bien x E D-lU = D-l(U + eo), o 
bien x E D-l(U + el), - tambi6n puede suceder que x pertenezca a ambos conjuntos. En el primer 
caso, existe u1 E U tal que Dx = + eo, y x = ~ - ' e o  + D-lul, con lo cud dl = 0. En el =gundo 
caso, existe ul E U tal que Dx = u1 +el ,  y x = D-lei + D-lul, y entonces dl = 1 . En ambos casos, 
existe zcl E U tal que x = ~ - ' e ~ ,  + D-lul. Si x pertenece a la frontera de los 2 conjuntos, es decir, 
x E D-'I7 n Ddl(U + el) entonces obtendremos 2 desarrollos diferentes para x. Para evitar esto, se 
puede descomponer U en 2 conjuntos disjuntos -ver [55], 
donde 
Ul = D-'U 
U2 = {D-I (U + el)) - {D-'u). 
Es decir, si x E D-I UnD-l (U+el), entonces x E Ul y dl = 0. Paracalcular ed, se repite el procedimiento 
sobre u1 , se obtiene u1 = D-ledz + D-lu2 y luego x = D-lea, + D-2ed, + D-2u2. Y asi sucesivamente. 
Convergencia: la serie converge absolutamente, ya que 
pues \1~-l11, = - <I.  
min ui 
Nota 8.1. Si x E U. 
Llamaremos a 8.4 "desarrollo D-&dico de x ", y 10 notaremos 
x = (dl &...)D 
En el caso D = D2 la f6rmula 8.4 es llamada "expansi6n drag6nican en [28]. 
Ejemplo 8.1. Ejemplo de un punto con desarrollo D-&dico finito, para el caso D = Dl. 
Por otro lado, en 8.5, se podria haber puesto 
8.3. TESELADO DEL PLANO CON U Y SUS TRASLACIONES 
y como u6 = u4 
Ahora veremos que el desarrollo finito 8.6 y el desarrollo inh i to  peri6dico 8.9 de x coinciden: 
2 -1 
= D-lel + D - ~  lim (I - D- ) el 
n-+a, 
= D-lel + D - ~  (21) el 
Para 10s pasos anteriores se usaron las propiedades: 
D - ~  =0.51, 
11 D - ~  11 = 0.5 < 1, 
w 
IlAll < 1 * I - A tiene inversa y ~j = ( I  - A)-', 
j = O  
21= D ~ .  
8.3 Teselado del plano con U y sus traslaciones 
El conjunto U , con sus traslaciones en Z2, forma un cubrimiento del plano [63]. Llamaremos "baldosa" 
del cubrimiento a cada conjunto U + k, k E Z2. Si, ademl,  para cada par (k, k'), k # k', los conjuntos 
U + k y U + k1 se intersecan en un conjunto de medida nula, es decir 
entonces se tiene un teselado del plano. El conjunto U , con sus traslaciones en 2" forma un teselado 
del plano si y solo si p(U) = 1 [64]. Los dos conjuntos U inducidos a partir del conjunto L dado y de 
cualquiera de las 2 matrices Dl o D2 consideradas en este trabajo tienen esta propiedad. 
Sea 9 un cubrimiento de sop (91) y sop (92) por traslaciones enteras de U : 
A1 conjunto U se le puede suprimir parte de su fkontera de manera que la intersecci6n de 2 baldosas sea 
disjunta. Como el conjunto U tiene 6 vecinos en el teselado del plano, tanto en el caso del paralelogramo 
como el del dragbn, se pueden suprimir las fronteras comunes a 3 vecinos.De manera que se suprime u + r 
( r E Z2), si u y u + r ambos pertenecen a U . Es decir, tomamos 
donde 
A = {(I, O), (1, I), (2,l)) en el caso D = Dl 
A = {(1,0), (0, I), (1, -1))en el caso D = D2 
- ver [55], observar que en ambos casos el E A - Entonces 
{ 8 + k ) n { 8 + k f ) = 0 ,  p a r a k # k f ,  
El conjunto 6 , con sus traslaciones enteras, tambiin forma un teselado del plano. Y como 8 solo 
difiere de U en la exclusi6n de algunos bordes, no es cerrado, y entonces 
La ecuaci6n (8.11) implica que si x pertenece al soporte de 91 o de 9 2 ,  existe un u E U y un r E I? 
tal que x = u + r. El conjunto I' es el conjunto de enteros por el cud se traslada la baldosa para obtener 
un cubrimiento de 10s soportes de las aj ,  y no tiene nada que ver con las subgrillas To y rl. Queremos 
analizar ahora las relaciones entre I? y A, el conjunto de indices de las matrices-filtro ~ ( ~ 1 ) .  
Supongamos que 91 y 9 2  son funciones continuas y que x E 812 es tal que 91(x) # 0 o 92(x) # 0 
Entonces 
8.3. TESELADO DEL PLAN0 CON U Y SUS TRASLACIONES 
se deduce que existe algiln k E A y alg6n j E {1,2) tal que Qj( D x - k) # 0. Luego Dx - k pertenece 
a sop (*j) y por (8.11) existen u E U, r E I? tal que 
Para que esta escritura sea linica, tomamos el convenio de que u E 6. 
x = D-'(u + r + k) = D-lu + D-'(r + k). 
El elemento u E U, y por 8.3 se deduce que D-lu E U y D-l(u+ el) E U. 
Existen ahora diferentes posibiidades, segirn a qu6 subgrilla ro o I'l pertenece el tCrmino r + k. 
Recordar que queremos establecer condiciones sobre I? : 
(i) Si r + k E I?,-, = DZ2, entonces D-l (T + k) E Z2. Como adem& D-lu E U, entonces por (8.16) 
debe ser D-'(r + k) E I?. Luego I? debe contener todos 10s elementos D-'(T + k) con r E I?, k E A y 
r + k E I?o = D Z2. Se infiere entonces, que 
~ - l ( { r  + A) n D Z ~ )  = D-l(I? + A) n Z2 c I?. 
Esta es la condici6n de admisibilidad para el conjunto r asociado al conjunto de indices A, dada en [55]. 
(ii) Si r + k E I?l = DZ2 + el, entonces existe j E Z2 tal que r + k = D j + el. Reemplazando se 
obtiene 
z = D-'u + D-'(r + k) = D-lu + j  el = D-'(u + el) + j. 
Como por hip6tesis D-'(u + el ) E U, entonces j = D-I (r + k - el ) E I'. Luego I? debe contener todos 
10s elementos D-'(r + k-el ) con r E I?, k E A y T + k E rl. Ek decir 
Llamando 
de (8.17) y (8.18) se deduce que 
Definimos entonces al conjunto I? como el conjunto minimal que cumple (8.20). 
Para ejemplificar lo anterior con una funcibn de escala unidimensional, se tiene que para la funci6n 
de escala Daubechies 4 el soporte es [O, 31, A = {0,1,2,3), L = {0,1}, U = [O, 11, U = [O, I), D = 2, 
r={0 ,1 ,2 ) ,y~-~( r+n-~)nzcr .  
Lema 8.1. El conjanto de todos 10s p a w  de enteros contenidos en 9 es exactcrmente I?. 
Dernostraci6n. Ekto se deduce de que la interseccibn de 10s conjuntos del cubrimientos es disjunta - 
f6rmula (8.13) - y de las f6rmulas (8.15) y (8.14). 
160 
8.4 El vector funcional v 
Introducimos un orden en I?, 
donde --yo = (0,O). 
Para x E U definimos el vector v de 2q + 2 elementos: 
Para cada r k  E r, tenemos que 
Queremos ver que las coordenadas de v(x), formadas por las funciones @l (x) y 0 2  (x) sobre las baldosas 
U + k del teselado, se "peguen" bien en 10s bordes. Indicaremos dU a la f'rontera de U. 
Lema 8.2. Sea u o  E dU C U, y sea r uno de 10s 3 elementos de A, de manem tal que el elemento u o  + r 
tambidn pertenezca a U. El elemento u o  + r pertenece ademcis al borde de una baldosa contigua a U. Es 
decir, u o  + r E U rl U + r. Sea y k  E r. Si r + = yk, E I?, entonces 
LIemosCracidn. N_otemos que el elemento u o  pertenece al borde de U, y u o  + r E U, para r E A: esto 
indica que u o  E U. Adem&, 
Ejemplo 8.2. Para el caso 
1. r = rl = (1,O). Se tiene que rl + 70 = 71 ; rl + 71 = 7 2 ;  T I  + ' ~ k  = ~ k + 1  ; T I +  rk+l = 7k+2. El 
elemento u o  pertenece a fi n dU, y u o  + rl E U solo si 
210 E K = {(XI, x2), con 0 I XI, x2 < 1 y xl = x2} 
Entonces, para uo E Yl se deduce del lema anterior que: 
8.5. LAS MATRICES To Y Ti 
- 
2. r = r2 = (1,l) .  Se tiene r2 + yo = yk+l y r2 + = 'yk+2. El elemento uo pertenece a U n aU, y 
uo + r2 E U solo si 
uo E Y2 = ((x1,0), con 0 5 xl < 1)  
Entonces, para uo E Y2 se deduce del lema anterior que: 
- 
3. r = r3 = (2,l) .  Se tiene r3 + yo = 7k+2.  El elemento uo pertenece a U n dU,  y uo + r3 E U solo si 
uo = (0,O) 
Entonces, para u0 = (0,O) se deduce del lema anterior que: 
Nota 8.2. Sean @ I  y 9 2  son continuas. Si x + yk E Osop 91, entonces 
~ 2 k  (2) = a1 ( X  + yk) = 0, 
y si x + yk E asop @2,  entonces 
8.5 Las matrices To y TI 
Si ahora x E D-'U y se aplica la ecuacibn de dilatacibn 8.3, se observa que 10s valores de 
estiin determinados por sumas de bloques de 2 x 1, resultados de productos 
con k E A. Si para un valor de k eI vector columna es no nulo, Dx + Dyi - k debe pertenecer a 
a l g h  cubrimiento de 10s soportes de 91 y de @2. Como x E D-Ill , resulta que Dx E U. Entonces 
Dyi - k = yj E I'. Por lo tanto 10s valores de [ i: [z G! ] esth determinados por sumas de produetos 
~ ( a  [ @i(Dz  + 3) ] 
@2(Da: + 3) , con k = D.yi -y j .  
En vista de lo anterior, se puede afirmar que existe una matriz TO de tarnaiio 2(q + 1) x 2(q + 1) tal 
clue 
La matriz To estQ formada por bloques de 2 x 2. Si numeramos 10s bloques a partir de (0, 0 ) ,  el bloque 
(i, j) de To esti dado por 
= ~ ( ~ 7 . ~ 8  ) , 
donde el orden de 10s bloques es el inducido por el orden de I?. 
Ejemplo 8.3. Si I' = {(0, 0), (1, 0), (2, O), ...( 0, I), (1, I), (2, I), ...} y D = Dl, 
Observamos que en 10s bloques de To pertenecientes a una misma columna, hay ceros o estb todas las 
matrices H (  k,  de una misma subgrilla. 
Para x = 0 = (0,O) la ecuaci6n (8.21) se reduce a 
Llamamos @r a1 vector columna cuya traspuesta es : 
y entonces 
Sea ahora x E {D-I (U + el)}. Si se aplica la ecuaci6n de dilatacibn, se observa, de forma similar, 
que 10s valores de [ ; ] e s t b  deterrninados por sumas de bloques de 2 x 1, resultadas de 
productos H ( ~ )  [ f i [g: 2 :! , con k E A. Si para un valor de k el vector columna es no I 
nulo, Dx + D% - k debe pertenecer a alglin cubrimiento de 10s soportes de y de G2. Como x E 
{D-I (U + el)), resulta que Dz  E U + el y Dx - el E U. Si sumamos y restarnos el, obtenemos 
5% +D?;. - k = (Dz - el) + Dyi - k + el. Entonces debe cumplirse que D.yi - k + el = .yj E I?. Luego 
@I (Dx - el + 3) 10s valores de est6.11 determinados por sumas de produetas H ( ~ )  - el + 7j) 
. - 
con k =  Dyi - yj +el. 
En vista de lo anterior, se puede afirmar ahora que existe otra matriz Tl de tamaiio 2(q+ 1) x 2(q+ 1) 
tal que 
~ ( x )  =Tlv(Dx - el), si x E {D-'(u + el)}. (8.23) 
La matriz TI estd formada por bloques de 2 x 2. Si numeramos 10s bloques a partir de (O,O), el bloque 
(i, j )  de TI e s t A  dado por 
Ejemplo 8.4. Por ejemplo, para el mismo caso 
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y D=D1, 
Tambih aqd observamos que en 10s bloques de Tl pertenecientes a una misma columna, hay ceros o hay 
matrices H(  k, de una misma subgrilla. 
Para x = Ddlel = pl la ecuaci6n (8.23) se reduce a 
Llamemos II a 10s puntos ryi + P1 , es decir 
Para la matriz de dilataci6n D = Dl se tiene a = (0.5,0.5), y para la matriz de dilataci6n D = D2 se 
tiene 01 = (0.5, -0.5). Es decir, 10s puntos de II son puntos medios entre pares de enteros. 
Sea an el vector columna: 
entonces v(& ) = @n y 
Las f6rmulas (8.22) y (8.24) son la consecuencia algebraica de la ecuaci6n de dilataci6n. 
Teorema 8.2. Si (3) y a2(x) son continuas, entonces v es continua en U. 
Demostmcibn. La funcin v(x) es un vector definido por trozos de funciones continuas en un compado 
U, por lo tanto es continua. 
Queremos d i a r  la consistencia entre las f6rmulas (8.21) y (8.23): si v(x) es continua en U, entonces 
ambas f6rmulas deben valer lo mismo en la interseccihn de D-'U y D-I (U + el). 
Lema 8.3. Sea x perteneciente a la fiontera de las 2 wpias ducidas  de U que foman el compacto U, 
es decir, x E {D-lU) n {D-I (U + el)). Entoaces vale 
Demostracibn. Por construcci6n ~ ( D x )  y v(Dx - el) son el mismo vector con un corrimiento en las 
coordenadas, y To y TI esth formados por 10s mismos bloques H ( ~ )  salvo corrimientos: se puede observar 
que vale 
To ~ ( D x )  = Tlv(Dx - el), 
y hay consistencia. 
Como caso particular, si tomamos x = D-'el = /& , se obtiene 
v(&) = Tov(DA) = Tov(e1 ) = TI v(0) 
que es consistente con 8.5. 
Teorema 8.3. S i  x E U y vale 8.4, y v es el vector funcional defiido en 8.4, entonces 
v (2) = Tdl v ( T X )  
donde 
y, en general 
v (x)  = Tdl Tda . - . Td, v (7" X )  . 
Demostracibn. Las afirmaciones son consecuencia de las f6rmulas 8.21 y 8.23. 
Nota 8.3. Si x E U tiene desarrollo D-Adico finito, entonces 
v (x)  = Tdl Td2 . . . Tdm v (0). 
Ejemplo 8.5. Siguiendo con el ejemplo ya visto en la secci6n 8.2, si 
donde D = Dl, entonces 
Hemos visto que la multifunci6n de escala (91, 9 2 )  define un vector funcional v. Este liltimo cumple 
determinadas propiedades, y la continuidad Holder de 91 y de 9 2  implica la continuidad Holder de v. 
Todo lo anterior estB resumido en el siguiente corolario. 
Corolario 8.1. Dada una multfincibn de escala 9 = [a1, 9 2 I T ,  9 : s2 + s2, y a2 Hii2der continuas 
y de soporte compacto (B1 = sop 91, B2 = sop 92). La multifincibn de escala detemina u n  vector 
fplncional v : U + @*+2 continuo, qzle verijica 
i) Sea x E U. S i  para a l g h  .yk E I?, se verijica que x E aB1 - .yk, entonces vale 
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y si x E aB2 - yk, entonces 
V2k+l(x) = 0. 
Tenemos que 70 = (0,O) E I?. Por lo tanto, si x E ~ B I ,  vale v2k(x) = 0. Y si x E aB2, wde ~ 2 k + ~ ( ~ )  = 0. 
ii) Sea r E A, ryk E I?, y 7 k  + r = 7 k ,  E I?. Entonces para todo uo E aU,  tal que uo +r  E aU,  se t ime  
iii) S i  x E U, vale 
v ( x )  = Tdl v ( T X )  . 
Ademcis, 9 = [a1, a2IT es Holder continua con exponeate de Holder s ,  entonces v ( x )  es H6lder 
continuo con el mismo exponente, entendiendo por esto que 
llv(x) - v(y)ll 5 K IIx - y1I8 
donde a la izqocierda 1 1  1 1  es una norma en X2Q+2, y a la derecha 1 )  1 1  es una norma en @. 
Hemos visto que la continuidad de 9 impIica la continuidad de v. A continuaci6n daremos 10s lin- 
eamientos - sin demostraci6n- de la irnplicaci6n inversa: veremos como a pa r t i  de un vector funcional v 
con determinadas caracteristicas se define una multifuncibn de escala, y como la continuidad Holder de 
v implica la continuidad Holder de ambas funciones de escala. 
Lema 8.4. Dado un conjunto A c Z 2 ,  y dado un  conjunto de matrices HQ) con k E A, se pveden 
obtener 
B1 = sop 91 
B2 = sop 9 2 .  
Los conjuntos B1 y B2 no dependen de 10s va lom especficos que toman 2as matrices-Ptro ~ ( ~ 1 :  dependen 
de D, de A, y de la posicidn de 10s valows no nulos de las matrices-filtro. 
Lema 8.5. Dada una matrix de dilatacidn D, u n  conjunto A C Z2, ( ~ ( ~ 1 ,  k E A) ,  u n  conjunto 
con 70 = (0,0),  2 wnjuntos cerrados y awtados B1 y B2 w m o  en 8.4, cuya unidn tiene el siguiente 
cubrirniento 
dado u n  vector fincional v : U + 82q+2 que cumple con i), ii) y iii) &el corolario 8.1. 
Entonces para x E R2 podemos definir 
Si x E B,O, o Men x E Bl , entonces x = u + yk, con u E U y 'yk E I?, y definimos 
Las funciones y 9 2  asf definidas tienen soporte compacto, y verifican la ecuacidn de diiatacidn 8.3. 
Si  v ( x )  es Hiilder continuo, entonces y 9 2  son H6lder continuas con el mismo exponente. 
Con lo cual se evidencia la equivalencia entre l a  funciones de escala 91, 9 2  y el vector funcional v. 
CAP~TULO 8. CONTINUIDAD DE ... 
8.6 El radio espectral conjunto 
En esta secci6n demostraremos que si el radio espectral conjunto de TO y TI es inferior a 1, entonces el 
vector funcional v es Holder continuo - y, en consecuencia, 91 y  9 2  son Holder continuas. .,,-.. .- ., 
2.7 , b  .- . I- I - t  
Nota 8.4. De la ecuacibn (8.22), se deduce que Or es autovector a derecha de Toamciado al autovalor 
X = 1. Veremos que TI tambibn tiene un autovalor X = 1. 
Lema 8.6. Si la multifuncibn de e s d a  tiene aproximacibn polynomial de orden 1 - por simplieidad 
llamamos voo = w-, mbas matrices TO y TI tienen un autovalor X = 1 , y el comspondiente autovector 
a izquierda - para ambas matrices -es 
Demostraeibn. Por construccibn las columnas de To y  de TI e s t h  formadas por bloques H ( ~ )  con indices 
k pertencecientes a un mismo coset. La aproximaci6n polinomial de orden 1 implica 
y  entonces 
Nota 8.5. De 8.27, es evidente que 10s productos de matrices TO y Tldeben estar acotados. Esto implica 
que 10s autovalores de TO y 10s de TI verifican lXil 5 1. 
, :n.# 
Sean x, y E U c R2, x < y, ambos con desarrollo D - ~ C O  finito, cercanos uno de otro, tal que 
y  que coinciden en 10s m primeros digitos. Sin pCrdida de generalidad, suponemos que I.' 
dondemJ>m, m J = m + q ,  y d j = d $  p a r a j = l ,  ... m. Luego 
donde K es una constante. 
8.6. EL RADIO ESPECTRAL CONJUNTO 
Es sabido que si A es una matriz cuadrada no singular, vale 
Elegimos trabajar con la norma 2, porque para las 2 matrices de dilataci61-1 consideradas, vale 
1 
= 1 1 ,  = - = 0.7071 < 1, 5/2  
en cambio las normas 1 e i a t o  de ambas matrices son iguales a 1. Sea q = &. Entonces ]ID-' ( 1 ,  = 
qdl. Luego x e y verifican 
q-("+l) 5 llx - y1I2 5 q-". 
Aplicando 8.27, se obtiene 
Para analiiar la continuidad es necesaxio estudiar el comportamiento de los productos TdlTd, . . . Ta, 
sobre todos las posibles diferencias v ( z )  - v(O), con z E U , donde v ( z )  tiene desarrollo D - ~ C O  hi to .  
Para esto es importante encontrar un subespacio E de ?R2q+2, que contenga estas diferencias, que sea 
invariante por To y T I ,  y de manera tal que 10s autovalores de T o / E  y T l / E  Sean estrictamente menores 
que 1 en valor absoluto. 
El subespacio invariante E 
Definicihn 8.1. Sea E el menor subespacio de invariante por To y por T1.y que contiene a 
v(e1) - ~ ( 0 ) .  
Lema 8.7. EZ svbespacio E estd contenido en W L  = gen(W)L, el complemento os-togonal a W.en 
829+2. 
Demostracih. Demostraremos que wL es invariante por To y por T I ,  y que contiene a v(e1) - v(0). 
Entonces E c W L .  
Sea y E W L ,  se tiene que w ~ ( T ~ ~ )  = ( w ~ T ~ ) ~  = W T y  = 0,  y por lo tanto Toy E wL. De manera 
d o g a ,  si y E W L ,  vale W T ( T l y )  = ( w T ~ 1 ) y  = W T y  = 0,  y entonces Tly  E W L .  
Veremos ahora que W L  contiene a v(e1) - v(0). Esto se debe a que 
W T ( v ( e l )  - 4 0 ) )  = wl{9l(e l )  - 91(0) + 91 (el + 71) - Gl(y1) + .- - 
+ %(el + 7cz) - @1(7q)) + 
+w2(92(el) -+2(0)+92(e1 + T I )  -92(n)+- . ,  
+ 92(e1 + 7 q )  - +2(3h)). 
Si el + yk = ykl E I' entonces @1(e1 +%) - @I (ykl) = 0 y @z(el+ yk) - 0 2  (yk') = 0. Los linicos tbrminos 
que no se cancelan son 10s tbrminos @I (el + rk) y  el + yk) con el + "lk: 6 I?, y 10s tQminos (yk) y 
@2(7k) con yk - el 4 I?. Para 10s primeros, el + yk 4 sop @j(x), j = 1,2, y entonces @j(el + yk) = 0, 
para j = 1,2. Para 10s segundos, yk E dsop @jY y por continuidad de @j vale cPj(yk) = 0. Entonces 
wT(v(e1) - v(0)) = Oy v(e1) - v(0) E WL. 
Lema 8.8. E contiene a todos 10s vectoms v(z) - v(O), donde z E U y z tiene u n  desam2lo D -dd iw  
finito. 
Dernostracidn. Sea z E U td que z tiene un desarrollo D-Adico finito. Entonces 
Probaremos que v(z) - v(0) E E por induccibn sobre m. 
(i) Sea m = 1. Entonces o bien z = D-lea, o bien z = D-'el. En el primer caso z = Ddleo = 0 
y v(z) - v(0) = v(0) - v(0) es el vector nulo que pertenece al subespacio E. En el segundo caso, z = 
Delel = & .( ver 8.5). Por definicibn de E,  v(e1) - v(0) E E, y entonces To (v(e1) - v(0)) E E, por ser 
E invariante por To. Pero 
Luego v(z) - v(0) E E. 
(ii) Supongatnos que E contiene a todos 10s vedores v(z) - v(O), para 10s z que tienen una cantidad de 
digitos D-aces menor o igual a m. Probaremos que E tambib contiene a todos 10s vectores v(z) -v(O), 
para 10s z que tienen una cantidad de digitos D-Micas igual a m + 1. Sea 
donde u tiene un desarrollo de m digitos D-Micos. Analiiaremos por separado las dos alternativas 
posibles: dl = 0 y dl = 1. 
Si dl = 0, z = D-lu E DFIU y por 8.26, v(z) = To v(Dz) = To v(u). Luego 
donde se aplic6 8.5. Por hipbtesis indudiva, v(u) - v(0) E E, y por ser E invariante por To, el vector 
To [v(u) - v(O)] E E. Entonces v(z) - v(0) E E. 
Si dl = 0, z = D-l(el + u) E D-'(el + U), y por 8.26, v(z) = Tl v(Dz -el) = TI v(u). Luego 
para lo cud se utiliz6 la ecuacibn 8.5. Por hipbtesis inductiva, v(u) - v(0) E E, y por ser E invariante por 
TI, TI [v(u) - v(O)] E E. Por otra parte, como se demostr6 en el caso m = 1, el vector v(&) - v(0) E E. 
La suma de dos vectores de un subespacio tambih pertenece a1 mismo. Por lo tanto w(z) - v(0) E E. 
Lema 8.9. Si p, el mdio espectml confinto de To/E y TlIE, es inferior a 1, entonces v es Hii2der 
continuo, y el ezponente de Hiilder es s = - log, (p), donde q = a. 
8.6. EL RADIO E S P E C T U  CONJUNTO 
Demostraci6n. Recordemos que el radio espectral conjunto de 2 matrices To/E y Tl/E se defini6 como 
p = p(To,Tl) = lirnsup max IITa,Td, . . .T~,,,/EII~' 
m-tw dj=O,l 
con lo cual 
Acotando en 8.30, y usando que 1 s  diferencias v(~"y) - v(0) y v(y) - v(x) pertenecen a E, se tiene 
Trataremos de acotar Ilv(rm y) - v(0)11. En efecto, 
sumando y restando t6rminos, se tiene 
y suponiendo que p < 1, 
donde 
Kl = max I(Tdjv(0) - v(0)(( . j = O , l  
Entonces si p < 1, es 
se deduce que 
]lv(y) - v(z)ll _< pmK2 = K2p-1pmf1 = ~3(1)-("+'))' 5 K3 llx - 911; . (8.32) 
Si p < 1, entonces s > 0 y v(x) es Holder continuo -con exponente s - en 10s puntos de desarrollo D-Adico 
Kito de U. Esta continuidad es uniforme, porque K3 y s no dependen de x ni de y. Por razones de 
densidad de los puntos D-Adicos (desarrollos fhitos) en !R2, la desigualdad anterior vale para cualquier 
par de valores x, y en U. 
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es decir que las matrices To y TI tienen ambas un autovalor X = 1 doble, no degenerado. En este caso, 
para estimar el radio espectral conjunto, se tom6 E = gen {W, v ) ~ .  Es fhil  ver que E es invariante por 
To y por Tl.y que contiene a v(el) -v(O). Esta situacidn se dio en el caso de las multiwavelets Dla2b2-299 
y D2a2b2-499. 
N6tese que para este caso, 
y converge 6.3. 
3) Las sumas de matrices-filtro sobre las subgrillas verifican 
Notar que (0,O) = s?) = s?). Esto sucedid con las multiwavelets Dla3bl-699, D2a3bl-699, Dla3bl- 
691, y Dla3b2-699. En este caso se tiene 
[ I  I ] s ,$" ' )= [~  I ] s T ) = [ ~  I ] ,  
[ I  -1]s~"")=[1 -1]sp")=- I: 1 - I ] -  
Tomando 
se puede comprobar que 
con lo cual W es autovector a izquierda de To y TI, asociado a X = 1, y V es autovector a izquierda de To y 
I TI, asociado a X = -1. En este caso, para estimar el radio espedral conjunto, se tom6 E = gen {W, V) . 
Probaremos que E es invariante por To y por T1.y que contiene a v(e1) - v(0). 
Sea y E E, es decir WTy = 0, y VTy = 0. Entonces WT(Toy) = (wTTo)y = WTy = 0, y 
ademb vT(~Oy) = ( V ~ T O ) ~  = -vTy = 0, por lo tanto Toy E E.De manera d o g a ,  si y E E,deTly E 
E. Veremos ahora que E contiene a v(e1) - v(0). Ya se probd que wT(v(el) - v(0)) = 0. 
y con r u n e s  similares a las expuestas en el lema 8.7, se deduce que VT(v(el) - v(0)) = 0 . Entonces 
v(e1) - v(0) E E. 
N6tese que para este tercer caso, 
y converge 6.3. 
El &culo del radio espectral conjunto, como se dijo, es un problema NP-hard. En la tabla se estimd 
el radio espectral conjunto p por medio de su cota inferior, dada en 8.33. Observando los grAficos, vemos 
que este valor estimado de p guarda relaci6n con la suavidad de las funciones de escala. 
Tabla 8.1: Valores de p(Tdl . . . T ~ ,  /E)'/" para Dla2b0-001. 
8.6.1 Estimaci6n del radio espectral conjunto 
Para calcular el radio espedral conjunto, es necesario conocer primero el soportie de las funciones de escala, 
a iin de realizar un cubrimiento de Bste con el conjunto U. Como se dijo, el soporte de las funciones de 
escala no depende de sus coeficientes, sino de la ubicaci6n de 10s mismos, es decir, del conjunto A. 
Para cada configuraci6n de indices contemplada, se utilizaron coeficientes cualesquiera para obtener 
un grace de las funciones de escala, y asi obtener su soporte. Luego grAficamente se hall6 el conjunto I?, 
que consiste de los enteros del soporte m b  10s puntos cercanos a 61 que contribuyen a1 cubrimiento. Luego 
se cdcularon las matrices To y TI,  y luego el conjunto E. Con estos datos se calcularon cotas inferiores 
1 para p, aplicando la f6rmula 8.33, y dculando la potencia -del m&mo autovalor de todos 10s posibles 
m 
productos de m matrices Tal Td, . . . Td, IE, para m = 1,. . . lo. En la tabla 8.1 se listan 10s primeros 
vdores para el caso Dla2b0-001. El factor limitante fue el tiempo, debido a la explosi6n exponencid de 
10s c&lculos. El &or espectral conjunto p es el lh i te  superior de estas cotas para m + oo, por eso se 
tomb el m h o  de las cotas calculadas como estimacihn del valor de p. Y con este valor se estim6 s, el 
exponente de Holder, segGn 8.31, resultando este dltimo una cota superior de s. 
En varios casos se ejecut6 el algoritmo 2.3 con 8 = 0.999 para controlar que efectivamente p < 1, y 




30 1073741824 16251 
Tabla 8.2: Tiempo estimado para el algoritmo 2.3 en funcibn de la profundidad del kbol. 
corroborar la continuidad de las funciones de escala: esto se realizb para las multiwavelets que tienen un 
(*) al lado del valor estimado de p en la tabla 6.7. En el algoritmo se construye un kbol  biiario donde 
cada nodo estd asociado a un producto de la forma TdlTdz .. . Tdm/E.  Se construye el &bol de manera 
que todos 10s nodos terminales cumplan la propiedad llTdlTdz . . . T~, /EII"  < 8. Por simplicidad se 
trabaj6 con la norma 1. Si la propiedad no se cumple, se siguen agregando m b  descendientes al 6rbol. 
En el caso Dla3b2-699 , cuyo grGco es muy suave - ver figura A.19 - el algoritmo termin6 en menos 
de 6 horas, en una UltraSparcI con plataforma Unix con procesador de 140 Mhz. La profundidad del 
kbol  fue de 14. En todas las hojas se cumpli6 la condici6n: la multifunci6n de escala es continua. 
En otro caso, para la multifunci6n de escala Dla3bl-091, se encontraron ramas de longitud 12,17,18, 
20, 21, y 23 que cumplian la propiedad deseada. En una hora, en promedio, el algoritmo lleg6 a 2753 
nodos terminales. El algoritmo tardb 10 dim, y se comprob6 que, en efedo, la multifunci6n de escala es 
continua. 
En cambio, se encontraron casos donde fue imposible de comprobar que p < 1, y el programa se cod6 
por exceso de tiempo. Por ejemplo, en el caso D2a3b0-009 la longitud promedio de las primeras ramas 
procesadas que cumplieron la condici6n fue de 28. Suponiendo que las demb ramas fueran de igual 
longitud, llevaria 11 aiios terminar de ejecutar el algoritmo; eso sin cortes de energia el6ctrica. 
En la tabla 8.2 se dan 10s tiempos estimados del algoritmo 2.3 en recorrer el kbol  segiin la profundidad 
del mismo, suponiendo que todas las ramas tienen igual longitud y que hay 8 matrices ~ ( ~ 1 .  Para otras 
configuraciones de coeficientes, 10s tiempos son superiores. 
Otro caso en el cud fue imposible de verificar que p < 1 fue el Dlalbl-094: el algoritmo se cort6 
por tiempo, no termin6 en tres semanas. Se encontraron ramas de profundidad 39 y 43. Si la funci6n 
de escala es continua, y todas las ramas tiene largo mayor o igual a 39, se necesitarian m b  de 22796 
aiios para demostrar la continuidad con este algoritmo. Recientemente, Blondel, Gaubert y Tsitsiklii 
[ll] demostraron que el cBculo del radio espectral conjunto es un problema NP-hard, reduciendo un 
problema general de satisfactibiiidad a la obtenci6n de p. Si se sabe que un problema es NP-hard, se 
trata de no perder tiempo en una soluci6n eficiente y exacta del problema, y se trata de obtener una 
soluci6n aproximada al problema o una soluci6n aleatoria del mismo. Con este objetivo se recorrieron al 
azar 20000 ramas del kbol  generado por el algoritmo, y para todas las ramas se 1leg6 a un nodo terminal. 
El largo minimo de las ramas fue de 18, y el m b o  fue de 46, con un promedio de 26.66. Con estos 
datos se estim6 en 4.4 aiios el tiempo necesario para que el algoritmo termine. 
~ltimamente, Blonde1 y Tsitsiklis demostraron que el d c u l o  del radio espectrd conjunto es un 




A continuaci6n aplicaremos las multiwavelets no separables construidas a diierentes temas de proce 
samiento de idgenes, tales como compresi6n, la eliiinaci6n de ruido, la ampliaci6n o interpolaci6n de 
una imagen, y la detecci6n de bordes. Este estudio no es exhaustive. Una misma multiwavelet puede 
tener un rendimiento dispar si se la utiliza en aplicaciones diferentes. Los objetivos diferentes de cada 
aplicaci6n necesitan multiwavelets con propiedades distintas, si bien esto no se comprende en su totalidad 
en el caso que estamos tratando. Para la compresi6n dieron buenos resultados las multiwavelets D2a2bl- 
081 y Dla3bl-091: la primera tienen orden de aproximaci6n poliiomial igual a 2 y orden de balanceo 
igual a 1, y el filtro polifase cumple F(-1, -1) = 0; la segunda tiene orden de aproximaci6n polinomial 
igual a 3 y orden de balanceo igual a 1 y es m L  suave que la primera; ambas tienen funciones de es- 
cala cuyos grA&os son concentrados. Para la eliminaci6n de ruido di6 buenos resultados la multiwavelet 
Dla3bl-691, que es una de las m L  suaves que se construyeron. Para la arnpliaci6n de una imagen, 
se eligi6 la multiwavelet Dla2b2-299, que tiene orden de aproximaci6n polinomial igual a 2 y orden de 
balanceo igual a 2, cuyas funciones de escala tienen un grgco suave y concentrado. Para la detecci6n d e  
bordes, se utilid la multiwavelet Dlalbl-094, cuyas funciones de escala tienen muchos picos, y para las 
cuales no se ha podido comprobar si son Holder continuas o no. 
La transformada wavelet separable ha sido usada con excelentes resultados en la compresi6n de imzigenes 
digitales. Aqui explicaremos brevemente como se procede para comprimir imkenes con las multiwavelets 
no separables, lo cual resulta en una operacidn no lineal. 
Despu6s de transformar una imagen bajando J niveles, la funci6n asociada f (3) puede escribirse como 
Para las multiwavelets estudiadas, el sistema 
Q 1 ( ~ - J x  - k), 1 ~ 1 - ~ ~ ~  Q2(DdJx - k), *I(D-~X - k), 
) ~ 1 - ~ / ~  Q ~ ( D - ~ x  - ~). . . , IDI- ' /~ Q ~ ( D - ~ X  - k), Q~(D-'x -A)} 















es ortonormal, y por lo tanto la suma de cuadrados de 10s coeficientes 
PSNR (dB) 
Lena fot6grafo tel6fono 
30.22 30.82 27.28 
30.98 32.20 28.50 
32.11 32.79 28.48 
30.76 31.03 28.32 
30.48 31.47 27.26 
31.70 32.35 - 28.81 
31.83 32.32 - 29.14 
30.99 30.46 27.50 
26.21 29.03 23.78 
31.06 30.56 28.00 
30.55 31.02 27.54 
29.34 30.10 26.26 
- 32.35 31.99 - 28.77 
es igual a la suma de cuadrados de los coeficientes originales {a@}. Esto implica que la norma 2 de 
un error en los coeficientes de la transformada es igual a la norma 2 del error en la imagen reconstruida. 
Supongamos que se mantiene una cantidad fija de coeficientes de la imagen transformada, y se descarta 
el resto, entonces el error cuadrtitico serti minimo si se mantienen 10s coeficientes mb grandes en pior  
absoluto, y se descartan 10s mAs pequeiios: esto es lo que se hace al aplicar un umbral. , 
Con las multiwavelets halladas, cuyas propiedades esth apuntadas en la tabla 6.7, se procesaron tres 
imtigenes de prueba:: Lena (256 x 256), fot6grafo (256 x 256), y telCfono (128 x 128). El niunero de 
pasos elegido fue el adecuado para que las liltimas matrices de aproximaci6n fueran de tamaiio 8 x 8. 
Luego se aplid un umbral sobre todos 10s coeficientes de la transformada, de manera a guardax 15% de 
10s coeficientes m& grandes en valor absoluto, y descartar el resto. A priori, entonces, se estima que se 
_ . 'tendrti una tasa de compresi6n similar. En la tabla 9.1 se lista el valor del PSNR . Se observa que para 
' '10s ejemplos que tienen aproximaci6n polinomial de mayor orden, 10s resultados heron mejores: PSNR 
m b  elevado, y por ende menor error cuadrtitico. Tambi6n se puede observa. que entre las multiwavelets 
que tienen el mismo orden de aproximaci6n polinomial, las que poseen ademb la propiedad de Btro 
pasa-bajos poliiase, tienen un rendimiento superior. 
A esta altura del andisis es dificil predecir cud serd la tasa de compresibn h a l :  se deben cuantizar los 
coeficientes, y despuk aplicaz un codificador basado en entropia. Pero como las multiwavelets son gener- 
alizaciones de las wavelets, creemos que estos resultados pueden mejorar si se imponen m& condiciones 
en la construcci6n de las funciones. 
A la imagen original del fot6grafo se le aplic6 la transformada D2a2bl-081 (multiwavelet balanceada 
con aproximaci6n polinomial de orden 2 y con la propiedad de filtro polifase pasa-bajos F(-1, -1) = 0 
-ver ecuacidn 6.24) de 9 pasos, se retuvo el 15% de 10s coeficientes m b  grandes en valor absoluto, y se 
descartaron 1os demb. Luego se aplicb la antitransformada. La imagen reconstruida es prtkticamente 
igual a la original. Para que se aprecien las diferencias, se muestra un detalle aumentado de cada ma. En 
Figura 9.1: Imagen original de un fot6grafo (detalle). 
la figura 9.1 se observa un detalle de la imagen original, y en la figura 9.2 se observa el mismo detalle de 
la imagen reconstruida. El PSNR se lista en la tabla 9.1. Las bordes de las 2 figuras, que corresponden a 
10s rasgos del foMgrafo, son iguales. La figura reconstruida solo difiere de la original en las zonas donde 
hay variaciones continuas del nivel de gris. 
En otra prueba se tom6 la imagen original de Einstein, se calcul6 su transformada con Haar separable, 
por un lado, y con la multiwavelet no separable D2a2bl-081, por el otro. En ambos casos se bajaron 
tantos niveles como para que el tamaiio de los coeficientes de aproximaci6n fuera de 8 x 8. Luego se 
pad, en ambos cam,  un umbral que dejara el 15% de los coeficientes, mandando 10s restantes a 0, y se 
reconstruyeron las imkenes. En el caso Haar, el PSNR fue de 33.81 db. En el caso D2a2bl-081, el PSNR 
fue de 31.09db. En las figuras 9.3 y 9.4 se observa un detalle de las imhgenes reconstruidas. Si bien el 
error fue menor en el caso Haar, se presentan bloques grandes, mientras que en el caso D2a2bl-081 hay 
m L  dehici6n en la imagen. 
Finalmente se hicieron dos pruebas para una tasa de compresidn muy elevada. En primer lugar se 
proces6 la imagen original de Lena, de 256 x 256, y despu6s de obtener la transfomada wavelet se pasaron 
10s coeficientes por un umbral, reteniendo tan solo el 2% de 10s coefkientes de la transformada. Esto 
se him con la wavelet separable Daubechies 4 y con la multiwavelet no separable D2a2bl-081. En las 
figuras 9.5 y 9.6 se observan las 2 imAgenes reconstruidas, con PSNR=25.24db para Daubechies 4 y 
PSNR=23.5db para D2a2bl-081. Si bien en el caso de la wavelet no separable el error fue menor, en la 
reconstrucci6n se evidencian distorsiones verticales y horizontales que vuelven irreconocible a la figura 
original. En cambio, en el caso de la multiwavelet, se observa un salpicado de puntos blancos, pero afm 
asi se reconocen mejor 10s rasgos de la figura. 
En segundo lugar se proces6 la imagen original de Ingrid Daubechies - ver figura 9.7.- con la wavelet 
separable Haar y con la multiwavelet D2a2bl-081. Esta vez se p a d  un umbral de manera a retener 
solamente el 0.5% de 10s codcientes. En el caso Haar, la imagen reconstruida - figura 9.8 - arroj6 los 
valores MSE= 86.38 y PSNR=28.77dB. En cambio, en el caso D2a2bl-081, la imagen reconstruida - 
figura 9.9 dio un error ligeramente menor: MSE=85.13 y PSNR=28.83dB, a la vez que la calidad visual 
de la imagen es superior a la de Haar. 
Figura 9.2: Reconstrucci6n a partir del 15% de 10s coeficientes de D2a2bl-081. 
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Figura 9.3: Reconstrucci6n (detalle) de Haar con 15% de 10s coe£icientes. 
l?igura 9.4: Reconstrucci6n de D2a2bl-081 con el 15% de los coefs. 
Figura 9.5: Reconstrucci6n de Daubechies 4 separable reteniendo el 2% de los coefiuentes (detalle). 
Figura 9.6: Reconstrucci6n de D2a2bl-081 reteniendo el 2% de 10s coeficientes (detalle). 
Figura 9.7: Imagen original de Ingrid Daubechies. 
Figura 9.8: Reconstrucci6n a partir del 0.5% de los codcientes de la transf. Haar separable. 
Figura 9.9: Reconstrucci6n a partir del0.5% de los coeficientes de D2a2bl-081. 
Figura 9.10: Imagen Lena 128 x 128 
9.2 Eliminaci6n de ruido 
Las wavelets tambiCn pueden aplicarse a la eliminaci6n de ruido de una irnagen. La idea detrL de este 
procedimiento es que la parte mAs "signiscativa " de una imagen se puede concentrar en pocos coefi- 
cientes wavelets, mientras que el ruido blanco est6 en 10s coeficientes mis pequeiios, que tienen la misma 
distribuci6n estadistica. La eliiinaci6n de ruido se realiza pasando 10s coeficientes de la transformada 
por un umbral, y antitransformando la imagen. A esto se le llama pasar un umbral duro. TarnbiCn se 
puede aplicar un umbral blando: 10s coeficientes mayores que el umbral se "encogen " hacia el valor 0. 
Umbral duro 
Umbral blando 
A la imagen original de Lena (9.10) se le sum6 ruido gaussiano con media 0 y desviacibn standard 
10, obtenikndose la figura 9.11 Esta liltima fue transformada con la multiwavelet Dla3bl-691, y luego se 
aplic6 un umbral duro igual a 24. A1 antitransformar se obtiene la figura 9.12, en la cual se ha elimipddo 
gran parte del ruido, a la vez que no se han perdido 10s rasgos m L  salientes de la figura. 
9.3 Int erpolaci6n 
La interpol~i6n & imAgenes ( ampliaci6n, mom-in) se logra por medio de la antitransformada multi- 
wavelet, para lo cual previamente se ponen 10s detalles en 0. Las funciones suaves son indicadas para 
interpolar idgenes. Se realiiaron 2 pasos de interpolaci6n de la imagen Lena ( 128 x 128) con la mul- 
tiwavelet Dla2b2-299, obteniendose una imagen arnpliada de 256 x 256. En la figura 9.13 se time un 
detalle de la imagen original, y en la figura 9.14 se observa el detalle en la imagen ampliada. El resultado 
es altamente satisfactorio. 
Figura 9.11: Lena con ruido. 
Figura 9.12: Reconstrucci6n: transformada Dla3bl-691; umbra1 duro=24. 
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Figura 9.13: Imagen original (detalle) 
Figura 9.14: Imagen interpolada con Dla2b2-299 (detde). 
Figura 9.15: Arroz (figura original). 
9.4 Detecci6n de bordes 
Entre la gran diversidad de aplicaciones de la transformada wavelet, estb su capacidad de detectar bordes 
de una imagen. Esto puede ser de gran importancia: por ejemplo, la detecci6n de bordes en imggenes 
de sensoramiento rernoto puede revelar la existencia de fallas geol6gicas, y esta informaci6n puede ser 
aprovechada para la exploraci6n de yacimientos petroliferos. 
La proyecci6n de la imagen original en Ios espacios de detalle fino se puede aprovechar para realzar 
10s bordes de la misma. Se realii6 una prueba de extracci6n de bordes de la imagen original arroz " de 
256 x 256 que estA en la figura 9.15. La imagen se separ6 en 2 rombos - s e g h  las subgrillas - para,su 
posterior procesamiento. Luego se aplic6 un paso de la transformada Dlalbl-094, y para cada posfci6n 
se calcul6 la norma 2 de 10s coeficientes de detalle: 
Se eligi6 un umbral que dejara pasar el 8% de 10s coeficientes c( , y partir de estos liltimos se gener6 II if) I12 
una imagen b i i i a ,  con valores 1 o 0 s e w  estuvieran arriba o abajo del umbral, obtenihdose la figura 
9.16 (a), donde se individualizan bien los grams de arroz. Finalmente, para obtener bordes m L  h o s ,  
se aplid sobre esta dtima 4 iteraciones de un algoritmo basado en operaciones morfol6gicas, mediate 
el cud un objeto que contiene un agujero se reduce a un anillo entre el borde externo y el borde interno. 
El resultado se observa en la figura 9.16 (b); los bordes se han identiiicado correctamente. 
Se reprodujo el experiment0 con dos transformadas wavelet separables: Daubechies 4 y Symmlet 8. 
Se aplic6 sobre la imagen original un paso de la transformada, y para cada posici6n se calcul6 la norma 
2 de 10s 3 detalles: vertical, horizontal y diagonal: 
Una vez realiiada la transformada Daubechies 4, se eligi6 un umbral que dejara pasar el 23% de 10s 
coeficientes D!-') , y con estos valores se gener6 una imagen binaria- ver figura 9.17(a). Es notoria 11 112 
la poca d f i c i 6 n  de los bordes y la ausencia de algunos de ellos. Para tratar de incorporar m 6  bordes, 
se baj6 el umbral, hasta dejar pasar el 37% de 10s coeficientes. La imagen binaria resultante esti e n  la 
figura 9.17(b): algunos bordes siguen imprecisos, a la vez que ha comenzado a llenarse el interior de 10s 
granos de arroz, haciendo m L  dificil la identificaci6n de los contornos. Es de notar que se necesitan el 
(a) 8% de 10s coeficientes (b) 4 iteraciones del algoritmo 
morfol6gico 
Figura 9.16: Detecci6n de bordes con la multiwavelet Dlalbl-094. 
Tabla 9.2: Aciertos en la detecci6n de bordes 
Imagen: Rectas 
bordes bien detectados 
falsos bordes 
bordes faltantes 
37% de 10s coeficientes de detalle para lograr un resultado inferior al que se consigue con un 8% de 10s 
coeficientes de d e t d e  de Dlalbl-094. 
Se procedi6 en forma similar con la transformada Symmlet8. Tanto con un umbral que deja pasar el 
26% de 10s coeficientes de detalle - ver figura 9.18(a) - como con un umbral que deja pasar el 40% de 10s 
coeficientes de detalle - ver figura 9.18(b) - 10s resultados son muy pobres en cuanto a la detecci6n de 
bordes. 
Por liltirno se prob6 la tecnica anterior sobre la imagen sintetica 9.19. El umbral se tom6 ( en cada 
caso) de manera que se reconocieran la mayor cantidad de bordes de la imagen. En la tabla 9.2 figuran 
la cantidad de aciertos en la deteccidn de bordes. Estos resultados son consistentes con 10s anteriores. 
Existen tknicas m b  complejas para la detecci6n de bordes de una imagen [65] que llevaria tiempo 
adaptar para las multiwavelets construidas. Sin embargo, estas pruebas sencillas indican que las mul- 
tiwavelets no separables pueden ser una herramienta eficiente en cuanto a la identScaci6n de bordes, 













9.4. DETECCI~N DE BORDES 
(a) 23% de los coeficientes (b) 37% de los coeficientes 
Figura 9.17: Detecci6n de bordes con la wavelet Daubechies 4. 
(a) 26% de los coeficientes (b) 40% de 10s coeficientes 
Figura 9.18: Detecci6n de bordes con la wavelet Symmlet 8. 




Se ha hecho un aporte original al tema de las wavelets, estudiando una generaliiacibn de las mismas, a 
saber, las multiwavelets bidimensionales no separables. Se ha realizado un W s i s  en profundidad de la 
teoria de estas funciones, y se han contruido varios ejemplos de este nuevo tip0 de wavelet, para el cud 
hasta el momento no existian ejemplos concretos. 
Se han traducido las propiedades de las multiwavelets no separables a condiciones algebraicas kbre  
sus coeficientes. Se ha presentado un procedimiento para la construcci6n de multifunciones de escala 
y multiwavelets ortogonales, no separables, asociadas a una decimaci6n diagonal. Las multifunciones 
de escala obtenidas son balanceadas, tienen aproximaci6n polinomial de 6rdenes 1 a 3, y diferentes 
propiedades de iiltros polifase pasa-bajos y pasa-altos. Este procedimiento puede ser generalizado para 
la obtencicin de multiwavelets que verifiquen otras propiedades. 
Para la construcci6n de estas wavelets se hizo una revisi6n de toda la teoria de las wavelets tradi- 
cionales, y del procesarniento de seiiales con ellas, adaptando las construcciones al nuevo tip0 de wavelets 
buscado. Se realiiaron paquetes de rutinas para calcular la transformada multiwavelet no separable a 
imiigenes. Se id& una manera adecuada para descomponer una imagen en dos idgenes de entrada, y se 
han indicado las f6rmulas de anasis y de sintesis, ilustrando 10s primeros pasos de la transformada para 
algunas de las multiwavelets halladas. 
Se han listado los coeficientes de 11 de las multiwavelets construidas. Para cada caso, se han obtenido, 
en forma numckica, aproximaciones a 10s graces de las dos funciones de escala y de las dos wavelets 
asociadas. No es sencillo el cdculo del radio espectral conjunto de 2 matrices, vinculado al cdculo del 
exponente Holder: este liltimo permite decidir si la funci6n hallada es uniformemente continua o no. 
Recientemente se ha demostrado que este problema es no decidible. Sin embargo, en todos 10s ejemplos 
de multiwavelets construidas se ha dado una estimaci6n del radio espectral conjunto y del exponente 
Holder, y se ejecut6 un programa que, en la mayorfa de los casos, permiti6 codkmar la continuidad de 
las multiwavelets halladas. 
Previamente, se him una repaso de la teoria de las wavelets cl&kas: wavelets en una dimensidn, 
wavelets no separables en 2 dimensiones, multiwavelets en una dimensibn, y finalmente, el caso que 
nos ocupa: multiwavelets no separables en 2 dimensiones. A lo largo de 10s capitulos, se analizaron las 
relaciones que existen entre las distintas propiedades de las wavelets, y como cambian las relaciones se& 
el tipo de wavelet. Se estudi6 como un conjunto de propiedades, que en el caso de las wavelets de dimensi6n 
1 son todas equivalentes entre si, se va diversificando y se vuelve m& compleja su caracterizmi611, siendo 
algunas de ellas mutuamente excluyentes. Tambien se mostr6, con f6rmulas y con ilustraciones, como se 
procesan seiiales e imiigenes con cada tip0 de wavelet diferente. 
Asimismo, se mostraron diferentes aplicaciones para las multiwavelets halladas, obteniendose resul- 
tados satishctorios en la interpolaci6n de imiigenes, en la detecci6n de bordes, y en la compresicin de 
imiigenes para tasas elevadas de compresicin, lo cud indica que estas wavelets son potencialmente una 
herramienta eficiente para la magnificacidn de imAgenes, la extraccibn de bordes y para la compresih de 
irniigenes. 
Una posible linea de investigacidn futura es la explotacidn de todas las caracteristicas de este tip0 
de wavelets a aplicaciones especificas: por ejemplo, la cuaotizaci6n 6ptima de 10s coeficientes de d$;talle 
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A.1 Configuraciones de indices 
A.l . l  8 matrices ~ ( ~ 1  
Asociada a Dl, tiene aproximaci6n polinomial de orden 2 y no es balanceada. En la figura 7.4 estd el 
grgco de la multifunci6n de escala, y en la figura 7.5, esti el grAfico de la multiwavelet. 
Asociada a Dl,  tiene aproximaci6n poliiomial de orden 1 y balance0 de orden 1. En la figura A.1 estB el 
grsco de la multifunci6n de escala, y en la figura A.2, esta el grsco de la multiwavelet. 
(a) a1 (b) a2 
Figura A.1: 9: 8 iteraciones del algoritmo para Dlalbl-094. 
Figura A.2: Q: 8 iteraciones del algoritmo para Dlalbl-094. 
Asociada a D2, tiene aproximaci6n polinomial de orden 2 y balance0 de orden 1. En la figura A.3 est& el 
grGco de la multifunci6n de escala, y en la figura A.4, estd el grSco de la multiwavelet. 
(a) @1 (b) @2 
Figura A.3: a: 8 iteraciones del algoritmo para D2a2bl-095. 
(a) @1 (b) @2 
Figura A.4: q: 8 iteraciones del algoritmo para D2a2bl-095. 
Asociada a Dz, tiene aproximaci6n poliiomial de orden 2 y balance0 de orden 1. 
Las matrices-filtro verLfican F(-1, -1) = 0. 
En la figura A.5 estii el grace de la multifunci6n de escala, y en la figura A.6, est6 el grace de la 
multiwavelet. Las matrices-filtro verifican F(-1, -1) = 0. 
(a> (b) a.2 
Figura A.5: 9: 8 iteraciones del algoritmo para D2a2bl-081. 
(a) 91 (b) 
Figura A.6: 1: 8 iteraciones del algoritmo para D2a2bl-081. 
Asociada a Dl, tiene aproximaci6n poliiomial de orden 3 y balance0 de orden 1. En la figura A.7 estd el 
grace de la multifunci6n de escala, y en la figura A.8, estii el grfico de la multiwavelet. 
(a) a1 (b) @a 
Figura A.7: a: 8 iteraciones del algoritmo para Dla3bl-091. 
(a) ql (b) 
Figura A.8: q: 8 iteraciones del algoritmo para Dla3bl-091. 
A.1.2 10 matrices H ( ~ )  
Asociada a Dl, tiene aproximaci6n polinomial de orden 3 y balanceo de orden 1. 
Como s ,$~)  = s?) = I ,  cualquier vector es autovector a izquierda de estas dos matrices con autovalor 
1. Entonces cualquier vector podria ser voo. En particular, [ 1 1 ] es autovector a izquierda y hay 
balanceo de orden 1. Pero con el voo que se lista a continuaci6n se obtiene un grado mayor de aproximaci6n 
polinomial. 
Las matrices-mtro cumplen H(-1, -1) = 0 y G(1,l) = 0. 
En la figura A.9 estii el grfico de la multifunci6n de escala, y en la figura A.lO, ests el g r s c o  de la 
multiwavelet. 
(a) a1 (b) @2 
Figura A.9: a: 8 iteraciones del algoritmo para Dla3bl-298. 
(a) Q1 (b) Q2 
Figura A.lO: Q: 8 iteraciones del algoritmo para Dla3bl-298. 
A.1.3 14 matrices 
Asociada a Dl, tiene aproximaci6n poliiomial de orden 2 y balance0 de orden 2. 
Las matrices-Btro cumplen H(-1, -1) = 0, G(1,l) = 0 y VI(1,l) = 0. 
En la figura A.l l  estd el grSw de la multifunci6n de escala, y en la figura A.12 estA el grfico de la 
mu1 tiwavelet. 
-g.s4ss20sz19ss4s2. - oos a.iesaa~~~a~oe;s; - oo; 
-8.062691943762313a - 003 -9.868287687908960r - 002 
3.995073083403762e - 002 -3.726648282112219e - 001 
-2.671441876409076a - 001 -4.918843604019618a - 002 
-9.399610247289664a - 002 2.012948982144777e - 001 
(b) @2 
Figura A.ll: @: 8 iteraciones del algoritmo para Dla2b2-299. 
Figura A.12: 1E: 8 iteraciones del algoritmo para Dla2b2-299. 
A.1.4 18 matrices H ( ~ )  
Asociada a D2, tiene aproximaci6n poliiomial de orden 3 y balance0 de orden 1. 
Las matrices-filtro cumplen H(-1,-1) = 0, VH(-1,-1) = 0, V2H(-1,-1) = 0, G(1,l) = 0, 
VG(1,l) = 0, V2G(1, 1) = O y VI(1,l)  = 0. 
En la figura A.13 estS el grace de la multifunci6n de escala, y en la figura A.14 estA el grace de la 
multiwavelet . 
(b) @2 
Figura A.13: a: 8 iteraciones del algoritmo para Dla3bl-691. 
Figura A.14: Q: 8 iteraciones del algoritmo para Dla3bl-691. 
Asociada a D2, tiene aproximaci6n poliiomial de orden 3 y balance0 de orden 1. 
Las matrices-filtro cumplen H(-1, -1) = 0, VH(-1, -1) = 0, V2H(-1, -1) = 0, G(1,l) =w 0, 
VG(1,l) =m 0, V2G(1, 1) B 0 y VI(1,l) =w 0. 
En la figura A.15 estii el grGco de la multifunci6n de escala, y en la figura A.16 esti el g G c o  de la 
multiwavelet. 
A.1. CONFIGURACIONES DE ~NDICES 
Figura A.15: @: 8 iteraciones del dgoritmo para D2a3bl-699. 
Figura A.16: Q: 8 iteraciones del algoritmo para D2a3bl-699. 
Asociada a D2, tiene aproximaci6n polinomial de orden 2 y balance0 de orden 2. 
Las matrice5-filtro cumplen H(-1, -1) = 0, VH(-1, -1) = 0, G(1,l) = 0, VG(1,l) = 0 y VI(1,l)  = 
0. 
En la figura A.17 estd el grace de la multifunci6n de escala, y en la figura A.18 estd el grace de'la 
multiwavelet. 
A.1. CONFIGURACIONES DE ~VDICES 
Figura A.17: @: 8 iteraciones del algoritmo para D2a2b2-499. 
Figura A.18: !It: 8 iteraciones del algoritmo para D2a2b2-499. 
Caso Dla3b2-699 
Asociada a Dl,  tiene aproximaci6n poliiomial de orde 
Las matrices-filtro cumplen H(-1, -1) w 0, VH 
VG(1,l) = 0, V2G(1, 1) w 0 y VI(1,l)  w 0. 
En la figura A.19 @st& el grsco de la multifuncibn 
multiwavelet. 
1.020793367303015s - 04 -3.263937154647186s - 04 
de escala, y en la figura A.20 est6 el gr&m i&e L i ': '" 
-3 
A. 1. CONFIG URACIONES DE &DICES 
Figura A.19: a: 8 iteraciones del algoritmo para Dla3b2-699. 
Figura A.20: Q: 8 iteraciones del algoritmo para Dla3b2-699. 

