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ABSTRACT
This article deals with stabilizing discrete-time switched lin-
ear systems. Our contributions are threefold: Firstly, given
a family of linear systems possibly containing unstable dy-
namics, we propose a large class of switching signals that
stabilize a switched system generated by the switching signal
and the given family of systems. Secondly, given a switched
system, a sufficient condition for the existence of the pro-
posed switching signal is derived by expressing the switch-
ing signal as an infinite walk on a directed graph represent-
ing the switched system. Thirdly, given a family of linear
systems, we propose an algorithmic technique to design a
switching signal for stabilizing the corresponding switched
system.
Keywords
Discrete-time switched linear system, asymptotic stability,
multiple Lyapunov-like functions, directed graphs.
1. INTRODUCTION
A switched system [10, §1.1.2] comprises of two components
— a finite family of systems and a swicthing signal that se-
lects an active subsystem from the family at every instant
of time. Switched systems arise in a multitude of applica-
tion areas such as networked systems, quantization, variable
structure systems, etc; see e.g., [5, 3, 6, 16, 11] and the ref-
erences therein.
Stability of switched systems has attracted considerable re-
search attention over the past few decades, see [11, 5, 16] for
detailed surveys. In this article we study stability of discrete-
time switched linear systems under constrained switching
[10, Chapter 3] as a continuation of our study of switched
systems initiated in [9]. To wit, we are concerned with iden-
tifying classes of switching signals for which the switched
system under consideration is globally asymptotically sta-
ble, as well as algorithmic synthesis of stabilizing switching
signals.
Conditions for stability under constrained switching typi-
cally employ the idea of slow switching vis-a-vis (average)
dwell time switching. Although these results were origi-
nally developed in the setting of continuous-time systems
[10, Chapter 3], [7], they can be readily extended to the
discrete-time setting, with the (average) dwell time expressed
in terms of the number of time steps [11]. Most of these re-
sults apply to switched systems with all stable subsystems.
In the presence of unstable dynamics in the family, slow
switching alone is not sufficient to guarantee stability of the
switched system. Additional conditions are required to en-
sure that the switched system does not spend too much time
on the unstable subsystems; see e.g., [11]. In [17] the authors
discuss a class of switching signals for global exponential sta-
bility of a switched system in which not all subsystems are
Schur stable (or even when no subsystem is Schur stable)
but the unstable subsystems form a stable combination. The
characterization of the stabilizing switching signal involves
a modified definition of average dwell time and the method
of activating the Schur stable subsystems (if any) arbitrarily
but activating the unstable subsystems depending on a pre-
specified ratio. However, none of the above works ventured
beyond switching signals with switching frequencies that are
faster than a constant.
Keeping to the general tune of slow switching while ex-
tending its scope considerably, in this article we consider
switched systems with unstable dynamics and design a class
of stabilizing switching signals that transcends beyond the
(average) dwell time regime. Moreover, given a switched sys-
tem, we derive a sufficient condition for the existence of the
proposed switching signal. This matter demands attention
in the context of switched systems because given a switched
system, a purely time-dependent stabilizing switching sig-
nal may be difficult to find. We also present an algorithmic
approach to construct a switching signal that satisfies the
proposed condition. More specifically, our contributions are:
◦ We propose a family of stabilizing switching signals such
that:
. The switching signals are more general than those hav-
ing a certain average dwell time. In particular, switch-
ing rates that are faster than a constant are admissible.
. We specify only certain asymptotic properties of the
switching signal; there is, therefore plenty of flexibil-
ity insofar as the transient behaviour of the switching
signals are concerned.
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. We allow unstable dynamics in the family of systems.
Although this is not the first instance that stability of a
discrete-time switched linear system containing unsta-
ble dynamics in the family has been considered, to the
best of our knowledge, this is the first instance when a
stabilizing switching signal for a discrete-time switched
linear system containing unstable subsystems, is pro-
posed solely in terms of asymptotic behaviour of the
switching signal.
◦ We develop conditions for existence of switching signals
having the properties that we propose. These conditions
are algorithmic in nature, and can be readily tested for a
given switched system.
◦ We provide an algorithmic procedure for synthesis of switch-
ing signals that ensure stability of discrete-time switched
linear systems.
The analysis and the synthesis carried out in this article
can be extended in a standard fashion to include the case of
switched nonlinear systems; we do not strive for maximum
generality in terms of applicability of the ideas presented
here.
The remainder of this article is organized as follows: In §2
we formulate the problem under consideration and elaborate
on the properties of the family of systems and the switching
signal that we employ in our analysis. Our main results
are stated in §3, and we illustrate our results with the aid
of a numerical example in §4. We conclude in §5 with a
brief summary of some of the natural future directions. The
proofs of all facts and claims are presented in a consolidated
fashion in §6.
Notation. N = {1, 2, · · · } is the set of natural numbers,
N0 = {0} ∪N, and R is the set of real numbers. We denote
by k1 : k2 the set {n ∈ N0 : k1 6 n 6 k2}. We let 1A(·)
denote the indicator function of a set A, and Id×d denote
the d-dimensional identity matrix. Let ‖·‖ be the standard
2-norm and let > denote the transpose operation.
2. PRELIMINARIES
We consider a discrete-time switched linear system
x(t+ 1) = Aσ(t)x(t), x(0) given, t ∈ N0, (1)
generated by the following two components:
◦ a family of systems
x(t+ 1) = Aix(t), x(0) given, i ∈ P, t ∈ N0, (2)
where x(t) ∈ Rd is the vector of system states at time t,
P is a finite index set, and Ai ∈ Rd×d are known constant
matrices.
◦ a switching signal σ : N0 → P specifying at every time t,
the index of the active subsystem from the family (2).
We assume that for each i ∈ P the matrix Ai ∈ Rd×d has full
rank. Consequently, 0 ∈ Rd is the unique equilibrium point
for each system in the family (2). Let 0 =: τ0 < τ1 < · · · be
the switching instants, i.e., those positive integers at which
σ changes values. For t > 0 let Nσt denote the number of
switches (before and including) t. The solution (x(t))t∈N0 to
the switched system (1) corresponding to a switching signal
σ is given by
x(t) = A
t−τNσt
σ(τNσt
)A
τNσt
−τNσt −1
σ(τNσt −1)
· · ·Aτ1−τ0σ(0) x(0), t ∈ N0, (3)
where the dependence of (x(t))t∈N0 on σ has been sup-
pressed.
In this article we characterize a class of switching signals
under which (1) is globally asymptotically stable (GAS). By
definition,
Definition 1. The switched system (1) is globally asymp-
totically stable (GAS) for a given switching signal σ if (1)
is
◦ Lyapunov stable, and
◦ globally asymptotically convergent, i.e., irrespective of the
initial condition x(0), x(t)→ 0 as t→ +∞.
Prior to presenting our main result, we identify and derive
key properties of the family of systems (2) and the switching
signal σ, that will be used in our analysis.
2.1 Properties of the family (2)
Given the family of systems (2), the following fact captures
the quantitative measure of (in)stability of each system.
Fact 1. For each i ∈ P there exists a pair (Pi, λi), where
Pi ∈ Rd×d is a symmetric and positive definite matrix, and
◦ if Ai is asymptotically stable, then 0 < λi < 1;
◦ if Ai is marginally stable, then λi = 1; 1
◦ if Ai is unstable, then λi > 1;
such that, with
R
d 3 ξ 7−→ Vi(ξ) := 〈Piξ, ξ〉 ∈ [0,+∞[, (4)
we have
Vi(γi(t+ 1)) 6 λiVi(γi(t)), t ∈ N0, (5)
and γi(·) solves the i-th recursion in (2), i ∈ P.
The functions Vi, i ∈ P, defined in (4) will be called Lyapunov-
like functions in the sequel. Even though Fact 1 is a folklore
result, in §6.1 we sketch a proof for completeness.
We observe that for all i, j ∈ P the respective Lyapunov-like
functions are related as follows:
Fact 2. There exists µij > 0 such that
Vj(ξ) 6 µijVi(ξ) for all ξ ∈ Rd, (6)
whenever the switching from system i to system j is admis-
sible.
The assumption that there exists µ > 1 such that Vj(ξ) 6
µVi(ξ) for all i, j ∈ P and ξ ∈ Rd is standard [17]. Clearly,
1Marginally stable systems are those systems in (2) that are
Lyapunov stable but not asymptotically stable.
the preceding inequality is a special case of (6). A tight
estimate of the numbers µij may be given as follows; we
present a short proof of this estimate in §6.1.
Proposition 1. Let the Lyapunov-like functions be defined
as in (4) with each Pi symmetric and positive definite, i ∈ P.
Then the smallest constant µij in (6) is given by
µij = λmax(PjP
−1
i ), i, j ∈ P, (7)
where for a matrixM ∈ Rn×n having real spectrum, λmax(M)
denotes its maximal eigenvalue.
2.2 Properties of the switching signal
Recall that for a switching signal σ, 0 =: τ0 < τ1 < · · · < τNσt
are the switching instants before (and including) t > 0. We
define the i-th holding time of a switching signal σ to be
Si+1 := τi+1 − τi, i = 0, 1, · · · , (8)
where τi and τi+1 denote two consecutive switching instants.
We let
ν(t) :=
Nσt
t
, t > 0, (9)
denote the switching frequency of σ at time t.
We associate a directed graph G(P, E(P)) with the given
switched system (1) in the following fashion:2 Let the finite
index set P denote the set of vertices of the directed graph
G, and let the set of edges E(P) of G contain a directed
edge from i to j, i, j ∈ P, whenever a switching from system
i to system j is admissible. If it is admissible to dwell on
a system i ∈ P for at least two consecutive time steps, the
vertex i has a self-loop.3 For example:
Example 1. Given a family of systems with P = {1, 2, 3}.
Let a switching from system 1 to any other system and from
system 2 to system 3 be admissible. Also, let it be admissible
to dwell on systems 2 and 3 for at least two consecutive time
steps. The corresponding directed graph representation is
shown below:
1 2
3
For the directed graph in figure
E(P) = {(1, 2), (1, 3), (2, 2), (2, 3), (3, 3)},
where the edges (1, 2), (1, 3), and (2, 3) correspond to the
admissible switches, and the self-loops (2, 2) and (3, 3) depict
2A directed graph is a set of nodes connected by edges, where
each edge has a direction associated to it. Directed graphs
have appeared before in the switched systems literature in
[14, 8].
3A self-loop is an edge that connects a vertex to itself.
the fact that it is admissible to dwell on systems 2 and 3 for
at least two consecutive time steps.
Recall [2, p.4] that a walk W on a directed graph G(V,E) is
an alternating sequence of vertices and edges, say x0, e1, x1,
e2, · · · , e`, x`, where xi ∈ V , ei = (xi−1, xi) ∈ E, 0 < i 6
`. The length of a walk is its number of edges, counting
repetitions, e.g., in the above case the length of the walk W
is `. In the sequel by the term infinite walk we mean a walk
of infinite length, i.e., it has infinitely many edges.
Fact 3. The set of switching signals σ : N0 → P and the
set of infinite walks on G(P, E(P)) (defined as above) are in
bijective correspondence.
A proof of Fact 3 is sketched in §6.1. Fix t > 0. For a
switching signal σ and each pair (k, `) ∈ E(P) we let
ρk`(t) := #{k → `}t (10)
denote the number of transitions from vertex (system) k to
vertex (system) ` made by σ before (and including) t, and
for each j ∈ P we define
κj(t) := #{j}t =
∑
i:σ(τi)=j
i=0,1,··· ,Nσt
Si+1 (11)
to be the number of times the vertex (system) j is activated
before (and including) t by σ. Here Si+1 is as defined in (8).
In the latter half of §3 we present some graph theoretic argu-
ments, and there we use ρk`(W ) and κj(W ) in place of ρk`(t)
and κj(t), where W is the walk (of length t) corresponding
to σ|0:t a` la Fact 3.
3. MAIN RESULTS
We are now in a position to present our first main result, a
proof of which is presented in §6.2.
Theorem 1. Consider the family of systems (2). Let
PAS and PU ⊂ P denote the sets of indices of asymptot-
ically stable and unstable systems in (2), respectively. For
each i, j ∈ P let the constants λi and µij be as in Fact 1 and
(6), respectively. Then the switched system (1) is globally
asymptotically stable for every switching signal σ satisfying
lim inf
t→+∞
ν(t) > 0 (12)
and
lim sup
t→+∞
∑
(k,`)∈E(P)
(lnµk`)ρk`(t) +
∑
j∈PU
|lnλj |κj(t)∑
j∈PAS
|lnλj |κj(t)
< 1,
(13)
where ν(t), ρk`(t), and κj(t) are as defined in (9), (10), and
(11), respectively.
Remark 1. The condition (12) is necessary to prevent the
switched system from eventually “adhering to” an unstable
system. This assumption is natural in our setting because
we admit unstable systems in the family (2), and stipulates
that switching continues to occur at a rate that is not asymp-
totically vanishingly small.
Remark 2. Condition (13) involves only the asymptotic
behaviour of the switching signal. Indeed, (13) requires that
the limit superior of the ratio∑
(k,`)∈E(P)
(lnµk`)ρk`(t) +
∑
j∈PU
|lnλj |κj(t)∑
j∈PAS
|lnλj |κj(t)
should be strictly less than 1. In the numerator of the above
ratio, the term
∑
(k,`)∈E(P)
(lnµk`)ρk`(t) captures the number
of times each admissible transition (k, `) ∈ E(P) occurs in
σ till time t, weighted by lnµk`’s where µk` is as in Assump-
tion 2. The terms
∑
j∈PAS
|lnλj |κj(t) and
∑
j∈PU
|lnλj |κj(t)
capture the number of times a system j ∈ PAS (resp. PU )
is activated till time t by σ, weighted by the quantitative
measure of (in)stability of the respective system.
Remark 3. Recall [17, Theorem 3] the average dwell time
condition for a given family of systems containing unstable
subsystems: For any given λ ∈ ]λ1, 1[ there exists a finite
constant τ∗a such that the switched system under considera-
tion is globally exponentially stable with stability degree λ
if the switching signal σ satisfies inf
k>0
K−(k)
K+(k)
> lnλ2 − lnλ
∗
lnλ∗ − lnλ1
for some scalar λ∗ ∈ ]λ1, λ[, and the average dwell time is
not smaller than τ∗a . Here, K
−(k) (resp. K+(k)) denote
the total activation time of Schur stable (resp. unstable)
systems; λ1 < 1 and λ2 > 1 are as follows:∥∥∥Aki ∥∥∥ 6
{
hiλ
k
1 , if system i is Schur stable
hiλ
k
2 , if system i is unstable
for all k > 1 with i = 0, · · · , N , and the number of switches
Nσ(0, k) on every time interval 0 : k − 1, k > 1, obeys
Nσ(0, k) 6 N0 +
k
τa
with chatter bound N0, and average
dwell time τa. Our condition (13) does not imply nor require
any affine bound on the number of switches. Condition (13)
also does not imply nor require a bound on the ratio of the
activation time of Schur stable to unstable systems. Conse-
quently, the number of switches Nσt on the interval 1 : t can
grow faster than an affine function of t in our case; indeed,
Nσt obeying k0t−k′0
√
t 6 Nσt 6 k1t+k′1t+k′′1
√
t for positive
constants k0, k
′
0, k1, k
′
1, k
′′
1 , is perfectly admissible.
Remark 4. Theorem 1 does not assert any form of uni-
formity of global asymptotic stability of (1). Indeed, let σ
and σ′ be two switching signals satisfying the hypothesis
of Theorem 1, and let (xσ(t))t∈N0 and (xσ′(t))t∈N0 be the
corresponding solutions to (1), respectively. Theorem 1 as-
serts, in particular, that xσ(t) and xσ′(t) → 0 as t → +∞.
However, Theorem 1 does not claim that the rates of con-
vergence of the sequences (xσ(t))t∈N0 and (xσ′(t))t∈N0 are
identical.
So far in this section we proposed a class of switching sig-
nals corresponding to a given switched system (1) such that
global asymptotic stability of (1) is guaranteed. However,
given a switched system (1) and a family of numbers µij
and λj , there may not exist a switching signal σ that satis-
fies condition (13). There is also a fair amount of latitude
for selection of the Lyapunov functions for the constituent
systems in (2), as is evident from Fact 2. Consequently, the
sets of numbers {µij : (i, j) ∈ E(P)} and {λj : j ∈ P}
are not uniquely determined. These numbers enter the con-
dition (13) in an essential way, and for a certain choice of
Lyapunov functions, a.k.a the numbers {µij} and {λj}, it
may not be possible to verify(13) for any switching signal.
For instance:
Example 2. Consider a family of systems with PAS = {1}
and PU = {2}. Let it be admissible to switch from system
1 to system 2 and vice-versa, and let it be not admissi-
ble to dwell on any of the systems for two consecutive time
steps. Assume lnµ12 = −1.5, lnµ21 = 1.8, lnλ1 = −0.2,
and lnλ2 = 1.6. In this case a switch occurs at every time
t. The term
(lnµ12)ρ12(t) + (lnµ21)ρ21(t) + |lnλ2|κ2(t)
= −1.5ρ12(t) + 1.8ρ21(t) + 1.6κ2(t)
Consequently, condition (13) is not satisfied.
In view of Example 2, given a switched system (1), an impor-
tant and natural problem concerns the existence of a switch-
ing signal σ that satisfies condition (13). We address this
problem in the remainder of this section.
For a streamlined presentation of our second main result,
we employ from §2.2 the directed graph G(P, E(P)) repre-
sentation of the switched system (1). Given the family of
systems (2), we get an estimate of the constants µk` for all
(k, `) ∈ E(P) and λj for all j ∈ P, by applying Proposition
1 and Fact 1, respectively. The problem at hand, can now
be rephrased in a purely graph theoretic language, as:
Problem 1. Given a directed graph G(P, E(P)) and two
sets of real numbers {µk` : (k, `) ∈ E(P)}, and {λj : j ∈ P},
does there exist an infinite walk on G(P, E(P)) such that the
corresponding switching signal a` la Fact 3 satisfies condition
(13)?
Remark 5. On the one hand, the issue of existence of a
switching signal that satisfies condition (13) is trivial if the
directed graph G(P, E(P)) has a self-loop for any vertex
j ∈ PAS . Indeed, for a switching signal whose corresponding
infinite walk (a` la Fact 3) traverses this self-loop repeatedly,
the denominator of the ratio on the left-hand side of (13)
tends to +∞ as t (a.k.a, the length of the walk) tends to +∞.
In the numerator of (13), lnµjj = ln(λmax(PjP
−1
j )) = 0
by Proposition 1, and consequently, condition (13) holds.
The design of an algorithm to detect such a walk is also
simple: given G(P, E(P)), the algorithm needs to detect the
vertex corresponding to an asymptotically stable subsystem
with a self-loop. Beyond the preceding trivial case, on the
other hand, given a weighted directed graph, the problem of
algorithmically finding an infinite walk that satisfies some
pre-specified conditions involving vertex and edge weights in
the form of the numbers µij and λj in Problem 1, is not a
straightforward task.
Against the backdrop of Remark 5, we propose a partial so-
lution to Problem 1 in the sequel: we provide a sufficient con-
dition for the existence of a switching signal σ that satisfies
condition (13), and an algorithm to design such a switching
signal.
Recall [4, p.6] that a walk on a graph is called a trail if all
its edges are distinct. A closed trail is called a circuit.
Let A = [aij ] be the (node arc) incidence matrix [15, §3.4]
of G(P, E(P)), defined by
aij =

+1, if edge (i, j) leaves node i, i = 1, 2, · · · , |P|,
−1, if edge (i, j) enters node i, j = 1, 2, · · · , |E(P)|,
0, otherwise,
(14)
where |S| denotes the cardinality of a finite set S.
Remark 6. Incidence matrices are commonly defined for
graphs without self-loops. Our purposes require us to de-
fine incidence matrices for directed graphs with self-loops,
and we accommodate the latter in an incidence matrix A in
the following way: Suppose that the given directed graph
G(P, E(P)) has a self-loop on vertex j ∈ P. We consider an
auxiliary vertex j′ corresponding to j and represent the self-
loop as an edge from j to j′. Consequently, the number of
rows ofA becomes |P|+|the set of vertices having self-loops|.
Here is an illustration of this procedure:
Example 3. Consider the directed graph below:
1 2
3
for which the incidence matrix is:
A =

(1, 1′) (2, 1) (1, 2) (2, 3) (1, 3)
1 +1 −1 +1 0 +1
1′ −1 0 0 0 0
2 0 +1 −1 +1 0
3 0 0 0 −1 −1
.
Our second main result is as follows:
Theorem 2. Consider the switched system (2), and the
directed graph G(P, E(P)) as in §2.2. Let the sets of real
numbers {µk` : (k, `) ∈ E(P)} and {λj : j ∈ P} be calculated
from Fact 1 and Proposition 1, respectively.
(a) If there exists a closed walk W on G(P, E(P)) that
satisfies the inequality:∑
(k,`)∈E(P)
(lnµk`)ρk`(W ) +
∑
j∈PU
|lnλj |κj(W )∑
j∈PAS
|lnλj |κj(W )
< 1,
(15)
then the switching signal corresponding to the infinite
walk — obtained by repeating the closed walk W —
satisfies (13).4
(b) The existence of a circuit on G(P, E(P)) satisfying
(15) is guaranteed by the existence of a solution to
the following feasibility problem (linear program) in the
variable f ∈ R|E(P)|:
minimize 1 (16)
subject to

Af = (0, 0, · · · , 0)>,
condition (15),
0 6 fj 6 1 for all 1 6 j 6 |E(P)| ,
|E(P)|∑
j=1
fj > 1,
where the matrix A is as defined in (14), and |E(P )|
denotes the cardinality of the set E(P).
(c) If a solution to the feasibility problem (16) exists, then
Hierholzer’s algorithm can be used to obtain the circuit
on G(P, E(P)) that satisfies (15).
A detailed proof of Theorem 2 is provided in §6.2.
Remark 7. Theorem 2 gives a sufficient condition for the
existence of an infinite walk on G(P, E(P)) corresponding
to a switching signal σ that satisfies condition (13), thereby
providing an answer to Problem 1. Given a directed graph
representing the switched system (1), finding a necessary
condition for the directed graph to admit an infinite walk
such that condition (13) holds for the corresponding switch-
ing signal is a difficult problem. Armed with the sufficient
condition proposed in Theorem 2, we need to algorithmi-
cally determine a closed walk on G(P, E(P)) that satisfies
(15). We solve the last problem in two steps: Firstly, we
employ the feasibility problem (16) to determine whether
there exists a circuit on G(P, E(P)) that satisfies (15) by
algorithmically calculating the vector f , each entry of which
is either one or zero, corresponding to whether an edge is
included in the circuit or not, respectively. If the feasibility
problem (16) has a solution, we proceed to the second step
with the calculated vector f , and apply Hierholzer’s algo-
rithm to find the circuit on G(P, E(P)) that satisfies (15).
See also Remark 11 below.
Remark 8. We mentioned in Remark 7 that in a solution
f to the feasibility problem (16), (if there is a solution,)
each entry of the column vector f is either one or zero. This
implies that the length of a circuit obtained as a solution to
4The correspondence refers to Fact 3.
the feasibility problem (16) can at most be the total number
of edges of the directed graph G(P, E(P)), i.e., the case
when all entries of the vector f are one.
Remark 9. Condition (15) is included in the feasibility
problem (16) in the following manner: We assume that the
total number of times the closed walk W visits a vertex
j ∈ P is the same as the total number of times W visits the
outgoing edges of the vertex j. Consequently, for a vertex
j ∈ P, κj(W ) can be replaced by ρj`(W ), (j, `) ∈ E(P).
Since we are concerned with an infinite walk constructed by
repeating the closed walk W satisfying (15), this assumption
is no loss of generality.
Remark 10. The condition Af = (0, 0, · · · , 0)> in the fea-
sibility problem (16) in Theorem 2 represents a closed walk.
As such, the preceding equality always has a trivial solution
where f is a vector with all entries equal to 0. The condition∑
j
fj > 1 in (16) ensures that any solution f to (16) is not
the zero vector.
Remark 11. Given an Eulerian graph G, Hierholzer’s al-
gorithm [4, p.57] finds an Eulerian circuit of G; see (c) of
Theorem 2. The applicability of this algorithm in our con-
text is explained in the proof of Theorem 2 in §6.2.
4. NUMERICAL EXAMPLE
Consider a family of systems (2) with P = {1, 2, 3, 4, 5}, and
A1 =
(
0.4 0.8
−0.7 0.6
)
, A2 =
(
0.3 0.6
0.1 0.4
)
,
A3 =
(
1 0
0 0.5
)
, A4 =
(
1.2 0.7
1.6 0.1
)
,
A5 =
(
1 0.1
0.1 1
)
.
For this family PAS = {1, 2} and PU = {4, 5}. Let all tran-
sitions among the systems in the given family be admissible.
Let it also be permissible for switching signals to dwell on
systems 3, 4, and 5 for at least two consecutive time steps.
1 2
3 4
5
That is,
P = {1, 2, 3, 4, 5},
and
E(P) = {(1, 2), (1, 3), (1, 4), (1, 5),
(2, 1), (2, 3), (2, 4), (2, 5),
(3, 1), (3, 2), (3, 3′), (3, 4), (3, 5),
(4, 1), (4, 2), (4, 3), (4, 4′), (4, 5),
(5, 1), (5, 2′), (5, 3), (5, 4), (5, 5′)},
where 3′, 4′ and 5′ are as explained in Remark 6. We design
the incidence matrix A from the above description of E(P)
and associate the elements of the column vector f with the
entries of E(P) as illustrated in Example 3. (We do not
provide the rather large incidence matrix here for reasons of
space.)
For the given family of systems (2), an estimate of the pairs
(Pi, λi) as in Fact 1 are as follows:
(P1, λ1) =
((
4.7545 −0.5804
−0.5804 5.4464
)
, 0.8269
)
,
(P2, λ2) =
((
1.1421 0.3422
0.3422 1.8755
)
, 0.5026
)
,
(P3, λ3) =
((
1 0
0 1
)
, 1
)
,
(P4, λ4) =
((
1 0
0 1
)
, 5.1306
)
,
(P5, λ5) =
((
1 0
0 1
)
, 3.2000
)
.
From Proposition 1, we obtain the following estimates for
µij :
µ12 = 0.4185, µ13 = 0.2260, µ14 = 0.2260,
µ15 = 0.2260, µ21 = 5.2823, µ23 = 0.9928,
µ24 = 0.9928, µ25 = 0.9928, µ31 = 5.7761,
µ32 = 2.0103, µ33 = 1, µ34 = 1,
µ35 = 1, µ41 = 5.7761, µ42 = 2.0103,
µ43 = 1, µ44 = 1, µ45 = 1,
µ51 = 5.7761, µ52 = 2.0103, µ53 = 1,
µ54 = 1, µ55 = 1.
Solving the feasibility problem (16) in the context of this
example with the aid of MATLAB by employing the pro-
gram YALMIP [12] and the solver SDPT3, we obtain the
following solution:
f = (1, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)>,
with∑
(k,`)∈E(P)
(lnµk`)ρk`(W ) +
∑
j∈PU
|lnλj |κj(W )∑
j∈PAS
|lnλj |κj(W )
= 0.99 < 1.
Following is a circuit obtained from the vector f with the
aid of Hierholzer’s algorithm:
3, (3, 1), 1, (1, 2), 2, (2, 1), 1, (1, 3), 3, (3, 2), 2, (2, 3), 3,
which pictorially is as follows:
1 2 3
a
b
c
d
e
f
Here a, b, c, d and e denote the edges in consecutive order in
which they appear in the above circuit.
We study the nature of (x(t))t∈N0 for different initial condi-
tions x0 and observe that in each case, x(t)→ 0 as t→ +∞.
In Figures 1 and 2 we present two representative solutions
to (1) with x0 = (−1000, 1000)> and x0 = (1200,−500)>,
respectively.
5. CONCLUSION
In this article we proposed a class of switching signals under
which global asymptotic stability of a discrete-time switched
linear system is guaranteed. We considered unstable dynam-
ics in the family and our characterization of the stabilizing
switching signal involved only asymptotic behaviour of the
switching signal. Moreover, given a switched system, we pro-
posed a sufficient condition for the existence of a switching
signal that satisfies our condition. We presented an algo-
rithm to design such a switching signal.
Several open questions in this area remain. A necessary
condition for the existence of the proposed switching signal
is currently under investigation and will be reported else-
where. A randomized algorithm for the synthesis of stabi-
lizing switching signals for large-scale switched systems is
also being developed.
6. PROOFS
6.1 Proofs of Fact 1, Proposition 1, and Fact 3
Proof of Fact 1. For asymptotically stable systems let
Rd 3 z 7−→ Vi(z) := z>Piz, where Pi ∈ Rd×d is the symmet-
ric and positive definite solution to the discrete-time Lya-
punov equation
A>i PiAi − Pi +Qi = 0 (17)
for some pre-selected symmetric and positive definite matrix
Qi ∈ Rd×d [1, Proposition 11.10.5]. If Ai is marginally
stable, it is known [1, Proposition 11.10.6] that there exists
a symmetric and positive definite matrix Pi ∈ Rd×d and
a symmetric and non-negative definite matrix Qi ∈ Rd×d
that solve the discrete-time Lyapunov equation (17); we put
Rd 3 z 7−→ Vi(z) := z>Piz as the corresponding Lyapunov-
like function. A straightforward calculation gives
Vi(z(t+ 1))− Vi(z(t)) = −z(t)>Qiz(t)
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Figure 1: Solution to (1) with x1(0) = −1000, x2(0) = 1000.
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Figure 2: Solution to (1) with x1(0) = 1200, x2(0) = −500.
in both the cases. An application of the standard inequality
[1, Lemma 8.4.3] leads to
−z>Qiz 6 −λmin(Qi)
λmax(Pi)
z>Piz.
Defining λ¯i =
λmin(Qi)
λmax(Pi)
, we arrive at
Vi(z(t+ 1)) 6 λiVi(z(t)) with λi = 1− λ¯i,
which gives (5) with 0 < λi 6 1.
For unstable systems, let us consider the simplest case of a
symmetric and positive definite matrix Pi = Id×d, and let
Rd 3 z 7−→ Vi(z) := ‖z‖2. Then by the Cauchy-Schwarz in-
equality and sub-multiplicativity property of matrix norms,
|Vi(z(t+ 1))− Vi(z(t))| 6 2 ‖Ai‖Vi(z(t)).
To wit,
−2 ‖Ai‖Vi(z(t)) 6 Vi(z(t+ 1))− Vi(z(t)) 6 2 ‖Ai‖Vi(z(t))
for all t ∈ N0. Thus (5) holds for unstable systems with
λi = 1 + 2 ‖Ai‖ > 1.
Proof of Proposition 1. Observe that PjPi
−1 is simi-
lar to P
−1/2
i (PjP
−1
i )P
1/2
i , and that the matrix P
−1/2
i PjP
−1/2
i
is symmetric and positive definite. Since the spectrum of
a matrix is invariant under similarity transformations, the
eigenvalues of PjPi
−1 are the same as the eigenvalues of
P
−1/2
i PjP
−1/2
i ; consequently, the eigenvalues of PjPi
−1 are
real numbers. In addition,
sup
0 6=z∈Rd
〈Pjz, z〉
〈Piz, z〉 = sup0 6=z∈Rd
〈Pjz, z〉
〈P 1/2i z, P 1/2i z〉
,
and, with z := P
−1/2
i y, the right-hand side above is
sup
0 6=y∈Rd
〈Pj(P−1/2i y), P−1/2i y〉
〈y, y〉 = sup0 6=y∈Rd
〈P−1/2i PjP−1/2i y, y〉
〈y, y〉
= λmax(P
−1/2
i PjP
−1/2
i )
= λmax(PjP
−1
i ).
Since Vj(z) 6 µijVi(z) for all z ∈ Rd, the smallest constant
µij satisfies (7).
Proof of Fact 3. Let PN0 denote the set of all sequences
(xn)n∈N0 with xn ∈ P. Define the map
Φ : PN0 → {W : W is an infinite walk on G(P, E(P))}
by σ 7−→ Φ(σ) := (σ(0), (σ(0), σ(1)), σ(1), (σ(1), σ(2)), σ(2),
· · · ), which is a unique infinite walk on G(P, E(P)). In-
deed, for two different switching signals σ1 and σ2 the terms
σ1(`), (σ1(`), σ1(` + 1)), σ1(` + 1) and σ2(`), (σ2(`), σ2(` +
1)), σ2(` + 1) are different at least for one ` ∈ N0. Conse-
quently, Φ(σ1) and Φ(σ2) are different, which ensures injec-
tivity of Φ. Surjectivity is clear.
Conversely, for an infinite walkW =
(
a0, (a0, a1), a1, (a1, a2),
· · · ), we define σ : N0 → P by σ(i) = ai, (ai, ai+1) be the
i-th transition of σ, i.e., σ(i) = ai, σ(i + 1) = ai+1, i =
0, 1, 2, · · · . Define the map
Ψ : {W : W is an infinite walk on G(P, E(P))} → PN0
by W 7−→ Ψ(W ) := σ, which is the switching signal corre-
sponding to the infinite walk W constructed above. Stan-
dard arguments as above may be employed to assert bijec-
tivity of Ψ. Finally, it is clear that Φ and Ψ are inverses of
each other.
6.2 Proofs of Theorems 1 and 2
Proof of theorem 1. We will employ properties of the
Lyapunov-like functions Vi for all i ∈ P. Fix t > 0. Recall
from §2 that 0 =: τ0 < τ1 < · · · < τNσt are the switching in-
stants before (and including) t. A straightforward iteration
involving Fact 1 and Fact 2 leads to
Vσ(t)(x(t)) 6 Vσ(0)(x0)×(Nσt −1∏
i=0
µσ(τi)σ(τi+1)
Nσt −1∏
i=0
λ
Si+1
σ(τi)
λ
t−τNσt
σ(Nσt )
)
, (18)
where Si+1 is as defined in (8). The second term on the
right-hand side of the above inequality can be written as
exp
(
ln
(Nσt −1∏
i=0
µσ(τi)σ(τi+1)
)
+ ln
(Nσt −1∏
i=0
λ
Si+1
σ(τi)
)
+ lnλ
t−τNσt
σ(τNσt
)
)
.
Now
ln
(Nσt −1∏
i=0
µσ(τi)σ(τi+1)
)
=
Nσt −1∑
i=0
lnµσ(τi)σ(τi+1)
=
∑
k∈P
Nσt −1∑
i=0
∑
k→`:
`∈P,
k 6=`,
σ(τi)=k,
σ(τi+1)=`
lnµk`
=
∑
(k,`)∈E(P)
(lnµk`)ρk`(t), (19)
where ρk`(t) is as defined in (10), and
ln
(Nσt −1∏
i=0
λ
Si+1
σ(τi)
)
=
Nσt −1∑
i=0
Si+1 lnλσ(τi)
=
Nσt −1∑
i=0
(∑
j∈P
1{j}(σ(τi))Si+1 lnλj
)
.
Separating out the asymptotically stable, marginally stable,
and unstable subsystems in the family (2) into the subsets
PAS , PMS , and PU ⊂ P, respectively, we see that the right-
hand side of the above equation can be written as∑
j∈PAS
lnλj
∑
i:σ(τi)=j
i=0,1,··· ,Nσt
Si+1 +
∑
j∈PMS
lnλj
∑
i:σ(τi)=j
i=0,1,··· ,Nσt
Si+1
+
∑
j∈PU
lnλj
∑
i:σ(τi)=j
i=0,1,··· ,Nσt
Si+1.
Recall from Fact 1 that 0 < λj < 1, λj = 1, and λj > 1 for
the first, middle, and the last sums, respectively. Thus the
last expression above equals
−
∑
j∈PAS
|lnλj |κj(t) +
∑
j∈PU
|lnλj |κj(t), (20)
where κj(t) is as defined in (11). We define two functions
N 3 t 7−→ g1(t) :=
∑
j∈PAS
|lnλj |κj(t), (21)
and
N 3 t 7−→ g2(t) :=
∑
(k,`)∈E(P)
(lnµk`)ρk`(t) (22)
+
∑
j∈PU
|lnλj |κj(t) + (t− τNσt ) lnλσ(τNσt ). (23)
Substituting (19) and (20) in (18) and applying the defini-
tions of g1 and g2 from (21) and (22), respectively, we obtain
Vσ(t)(x(t)) 6 Vσ(0)(x0) exp
(
g2(t)− g1(t)
)
. (24)
To verify GAS of the switched system (1), (by Definition 1),
we need to find conditions such that
lim
t→+∞
exp
(
g2(t)− g1(t)
)
= 0, (25)
and that
convergence is uniform for initial conditions x˜0 satisfying
‖x˜0‖ 6 ‖x0‖ . (26)
A sufficient condition for (25) is that
lim inf
t→+∞
(
g1(t)− g2(t)
)
= +∞, (27)
so our proof will be complete if we establish (27) and ver-
ify (26) separately. The following steps are geared towards
establishing (27).
The hypothesis (12) guarantees that t−τNσt in the definition
of g2 in (22) is o(t) as t→ +∞. Indeed, t−τNσt 6= o(t) as t→
+∞ implies that lim inft→+∞ ν(t) = 0, which contradicts
our assumption (12). Thus, we can omit this term in further
analysis. Next, condition (27) is equivalent to
lim inf
t→+∞
(
g1(t)
(
1− g2(t)
g1(t)
))
= +∞. (28)
Note that the division by g1(t) on the left-hand side of the
above expression is allowed for t > 0 (large enough) because
by the definition of g1(t), once an asymptotically stable sub-
system is activated, g1(t) > 0. By the standard properties
of lim inf, a` la [13, §0.1],
lim inf
t→+∞
(
g1(t)
(
1− g2(t)
g1(t)
))
> lim inf
t→+∞
g1(t) lim inf
t→+∞
(
1− g2(t)
g1(t)
)
,
(29)
because the right-hand side is not of the form 0 · ±∞. Also,
by definition of g1(t),
lim inf
t→+∞
g1(t) ∈ ]0,+∞].
Thus, to ensure that the right-hand side of (29) diverges, we
need to find conditions such that
lim inf
t→+∞
(
1− g2(t)
g1(t)
)
> 0,
which by standard properties of lim inf a` la [13, §0.1], is
equivalent to
lim sup
t→+∞
(
g2(t)
g1(t)
− 1
)
< 0,
which is equivalent to
lim sup
t→+∞
g2(t)
g1(t)
< 1. (30)
Employing the definitions of g1(t) and g2(t) from (21) and
(22), respectively, in (30), we see that (13) holds.
It remains to verify (26). To this end, we get back to
(24). Since by (25), exp
(
g2(t)− g1(t)
)
is convergent, it is
bounded. Let [0,+∞[ 3 r 7−→ α(r) := λmax
(∑
i∈P
Pi
)
r2 and
[0,+∞[ 3 r 7−→ α(r) := min
i∈P
λmin(Pi)r
2, we see that
α(‖z‖) 6 Vi(z) 6 α(‖z‖) for all i ∈ P and z ∈ Rd.
In conjunction with (24), we get
α(‖z(t)‖) 6 Vσ(t)(x(t)) 6 α(‖x0‖) exp
(
g2(t)− g1(t)
)
for all t ∈ N0,
which implies, for c =
√
λmax
(∑
i∈P Pi
)
mini∈P λmin(Pi)
,
‖x(t)‖ 6 c ‖x0‖ exp
(
g2(t)− g1(t)
)
for all t ∈ N0. (31)
Since on the right-hand side of (31), the initial condition x0
is decoupled from g2(t)− g1(t) and g2(t)− g1(t) depends on
σ, if ‖x(t)‖ <  for all t > T (‖x0‖ , ) for some pre-assigned
 > 0, then the solution (x˜(t))t∈N0 to (1) corresponding
to an initial condition x˜0 such that ‖x˜0‖ 6 ‖x0‖ satisfies
‖x˜(t)‖ <  for all t > T (‖x0‖ , ). The assertion of Theorem
1 follows at once.
Proof of theorem 2. (a) Consider a closed walk W on
G(P, E(P)) of length τ that satisfies
N(W )
D(W )
< 1, (32)
where
N(W ) :=
∑
(k,`)∈E(P)
(lnµk`)ρk`(W ) +
∑
j∈PU
|lnλj |κj(W ),
(33)
and
D(W ) :=
∑
j∈PAS
|lnλj |κj(W ). (34)
Fix t > τ . Let a walk W ′ of length t be constructed by
repeating the closed walk W of length τ . Therefore,
N(W ′)
D(W ′)
=
b t
τ
cN(W ) +N(W ′′)
b t
τ
cD(W ) +D(W ′′) (35)
where W ′′ is a walk of length t − b t
τ
cτ . As t → +∞,
N(W ′′) and D(W ′′) are negligible compared to N(W ′) and
D(W ′), respectively in the sense that N(W ′′) = o(b t
τ
c) and
D(W ′′) = o(b t
τ
c) as t→ +∞. Consequently,
lim sup
t→+∞
N(W ′)
D(W ′)
=
b t
τ
cN(W )
b t
τ
cD(W ) =
N(W )
D(W )
< 1 by (32),
and the assertion in Theorem 2(a) follows.
(b) Step 1: We first show that every feasible solution to
(16) is a trail. Recall from §3 the definition of (node arc)
incidence matrix A of the directed graph G(P, E(P)). By
the Corollary to Theorem 13.3 [15, p. 318], the feasibility
problem (16) has only integer optimal solutions. By the
constraint 0 6 fj 6 1 for all 1 6 j 6 |E(P)|, each element of
the vector f is either zero or one. Consequently, the solution
to (16) (if any) is a trail.
Step 2: It remains to verify that every feasible solution to
(16) is a circuit. Suppose there exists a feasible solution
which is a trail but not a circuit. By definition, the trail
begins at a vertex u ∈ P and ends at a vertex v ∈ P\{u}.
Then, auf = +1 and avf = −1, where au and av denote
the rows of A corresponding to the distinct vertices u and
v, respectively. Consequently, the vector Af has +1 and
−1 values for the u-th and v-th row, respectively, and that
contradicts our constraint that Af = (0, · · · , 0)> for every
feasible f . It follows at once that every solution to (16) is a
circuit.
(c) Let G′(P ′, E(P ′)) denote a subgraph of the directed
graph G(P, E(P)) such that the set of vertices P ′ and the set
of edges E(P ′) contain the elements of P and E(P) which
are included in the circuit that satisfies condition (15), re-
spectively. It is possible to construct G′(P ′, E(P ′)) from the
solution f to the feasibility problem (16) (if the solution ex-
ists). Since f represents a circuit (a closed walk with distinct
edges), every vertex in G′(P ′, E(P ′)) has even degree, i.e.,
G′(P ′, E(P ′)) is Eulerian [4, p.56]. Given the Eulerian graph
G′(P ′, E(P ′)), we apply Hierholzer’s algorithm [4, p.57] to
obtain an Eulerian circuit on G′(P ′, E(P ′)).
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