In many applications we are required to increase the deployment of a distributed monitoring system on an evolving network. In this paper we present a new method for finding candidate locations for additional deployment in the network. This method is based on the Group Betweenness Centrality (GBC) measure that is used to estimate the influence of a group of nodes over the information flow in the network. The new method assists in finding the location of k additional monitors in the evolving network, such that the portion of additional traffic covered is at least ( ) e 1 1 − of the optimal.
The algorithm presented in this paper reduces the computational effort required for optimizing placement of passive traffic monitors in cases where network flows utilize all shortest paths from source to target. We avoid enumerating shortest paths by exploiting efficient computation of Shortest Path Group Betweenness Centrality (GBC) [3] [4] [5] [6] , which is roughly defined as the total fraction of shortest paths that traverse at least one member of the group.
Betweenness centrality can easily be adapted to consider variable communication patterns in the form of traffic matrices [7] . Puzis et al. describe in [8] a greedy algorithm that, at every stage, chooses the candidate that contributes the most to the GBC of the already chosen candidates. The algorithm presented here, is a generalization of this scheme which also supports "must deploy" and "can not deploy" constraints. It allows optimizing monitors' deployment on evolving networks whose topology is changing over time.
The following example describes a potential application of the algorithm. Let G(V,E) be a of the optimal. Note that this approximation factor holds only when network flows utilize all shortest paths from source to target with equal probability. Nevertheless, it has been shown in the literature that betweenness predicts well the traffic load on nodes in communication networks with conventional shortest path routing [9] .
The rest of the paper is structured as follows. In section 2 we present the new computational method. In section 3 we prove that the portion of additional traffic covered is at least ( )
of the optimal. Section 4 presents experimental results and section 5 concludes the paper with a summary.
Incremental Deployment Method

Definitions of Shortest Path Betweenness Centrality Measures
Betweenness Centrality (BC) accounts for shortest paths between all pairs of nodes in a network. Let s and t be two nodes in a network. 
where d(x, y) is the distance between nodes x and y. For example, in Figure 1 
where the fraction 
For instance, in Figure 1 it holds that GBC({2, 3}) = 20.3333.
Path Betweenness (PB) centrality [3] , generalizes the concept of single node Betweenness to
Betweenness of sequences of nodes S = (v1, v2, .. , vk). PB(S) stands for the total fraction of shortest paths between all pairs of nodes that traverse all nodes in S. Let ) ( , S t s σ be the number of shortest paths between s and t that traverse all members of S. PB of S is:
Again, the network in Figure 1 will serve as an example: 
Two-phase Algorithm for Incremental Deployment
, with n V = nodes and m E = edges, be a communication network, where a route from source s to target t is some shortest path chosen uniformly out of all shortest paths from s to t. Let D be a group of nodes that has some control over the traffic in G. Let V C ⊆ be a set of candidate locations for additional deployment. We assume without the loss of generality that
. We want to find a group of |D|+k nodes denoted by M where
and M has maximal control over the traffic in G.
We define an algorithm that in the first phase calculates ) (D GBC G and in the second phase it constructively finds the additional k nodes. In every step during the second phase, the algorithm chooses the next best candidate v according to its contribution to GBC of the current group. Initially
, after the first phase M=D, and after the second phase |M|=|D|+k. Each time we add a node to M we update the following data structure: GBC(M) is the total fraction of the shortest paths that traverse at least one node in M.
is the total fraction of shortest paths that traverse v excluding shortest paths that traverse at least one node in M. Therefore, Figure 1 is D = {1}. According to Algorithm 2 the first node to be added to the deployment is 3.
. The running time of Algorithm 2 scales as |M|l 2 (|M| calls to the "update" procedure which updates l 2 entries each one in O (1)). The algorithm requires l 2 entries of the σ and PB matrices. The complexity of these matrices' computation is max{O(nl
The Approximation Factor
In this section we prove that Algorithm 2 is ( ) Therefore, it holds that:
accounts for all shortest paths that pass through ' M but do not pass through 
Deployment of monitoring devices
In this section we present a comparison of two strategies for updating the deployment of a monitoring system over an evolving network while preserving the system effectiveness. In the first strategy, a new deployment will be found in every time period regardless of the previous deployments. In the second, a search for additional deployment will be performed assuming that devices that were already deployed cannot be relocated.
We have performed experiments on evolving networks created using the BA model [12] , with various average degrees. We assumed that monitoring devices should intercept 95% of the flows. The difference between the number of devices deployed according to the two strategies averaged over 20 networks is presented in Fig. 2 . Each network evolved from 100 nodes to 2000 and the monitors' deployment was recalculated after each addition of 100 nodes. We can see that the absolute penalty (expressed in the number of additional monitors) for not relocating monitors that were already deployed increases as network grows. However, the relative size of such additional deployment is 2% on average and at most 6% in all simulations. 
Summary
In this paper we presented a new method for finding candidate locations for additional deployment of network monitors in evolving networks. This new method is based on the GBC measure that is used to estimate the influence of a group of nodes over the information flow in the network. We show that the new method is ( ) 
