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Abstract
An operator theoretic framework is developed to determine the essential spectra of diagonal dominant
coupled systems of differential equations. Applications are given to the Ekman boundary layer problem and
to the Hagen–Poiseuille flow problem with non-axisymmetric disturbances.
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1. Introduction
The purpose of this paper is to establish an operator theoretic framework for determining
essential spectra of spectral problems for diagonal dominant coupled systems of differential
equations. As a result, such systems can be reduced, e.g., to triangular form or to constant co-
efficients so that for the reduced system the essential spectrum is much easier to calculate. This
method applies to a number of problems from mathematical physics, including the stability prob-
lem of the Ekman boundary layer and the linear stability problem of an incompressible flow in a
circular pipe subject to non-axisymmetric disturbances.
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trum even if the differential expressions involved are regular. A simple example is the problem(− d2dx2 + q w
w u
)(
y1
y2
)
= λ
(
y1
y2
)
, y1(0) = y1(1) = 0, (1.1)
on the compact interval [0,1] where q ∈ L1(0,1), w : [0,1] → R is non-negative and bounded,
and u : [0,1] → C is an essentially bounded function. It has been shown that this problem has
non-empty essential spectrum consisting of the essential range of the function u (see [12]). This is
caused by the essential spectrum of the multiplication operator u on the diagonal of the operator
matrix in (1.1). More complicated examples of spectral problems for coupled systems of differ-
ential equations with non-empty essential spectrum arise in hydrodynamics, for the linearized
Navier–Stokes operator (see [1]), and in magnetohydrodynamics (see [11]).
On the other hand, in applications, coupled singular differential equations often occur as
a result of introducing polar coordinates. Although, in general, singularities may give rise to
additional components of essential spectrum, it was observed in some problems from magneto-
hydrodynamics (see [13]) that, in the physical case, the additional components due to the singular
end-point 0 of the interval (0,1], say, are contained in the components of the essential spectrum
that occur already for the regular problem on the interval [r0,1] with r0 > 0.
The present paper includes examples covering both of the cases described above. The Ekman
boundary layer problem on the interval [0,∞) is a system of differential equations of the form
(see [5,10])(
(−∂2 + α2)2 + iαRV (−∂2 + α2)+ iαRV ′′ 2∂
2∂ + iαRU ′ −∂2 + α2 + iαRV
)(
y
z
)
= λ
(−∂2 + α2 0
0 I
)(
y
z
)
(1.2)
with boundary conditions
y(0) = y′(0) = z(0) = 0, y(∞) = y′(∞) = z(∞) = 0; (1.3)
here ∂ = d/dx denotes the differentiation with respect to the independent variable x ∈ [0,∞). As
usual, R  0 is the Reynolds number and α ∈ R \ {0} is a wave number. The spectral parameter
λ = iαRc is related to the exponential time dependence exp(iαct). We assume that the function
U is differentiable, V is twice differentiable, and U ′,V ,V ′′ ∈ L1[0,∞)∩L∞[0,∞). (One may
also assume that these coefficients satisfy the criteria in [4, p. 443], which are less restrictive
but more complicated to describe.) The operators defined by the diagonal entries in (1.2), (1.3)
have non-empty essential spectrum; the essential spectrum for the whole problem was rigorously
determined in [7] by explicitly constructing singular sequences, though a heuristic argument of
[17] already indicated the result earlier. We will use this example to demonstrate how the method
developed in this paper facilitates the calculation of the essential spectrum, thus reproving the
result of [7].
The second problem we study concerns the linear stability of incompressible flow in a circular
pipe (Hagen–Poiseuille flow) subject to non-axisymmetric disturbances. It is a spectral problem
for a system of singular differential equations of the form
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r
( U
′
k2r
)′ 2αnT
2αnT − inRU ′
r
S + iαRUk2r2
)(
Φ
Ω
)
= iαRc
(T 0
0 k2r2
)(
Φ
Ω
)
(1.4)
on the interval (0,1] (see [2,16]). Again, R  0 is the Reynolds number, α ∈ R\{0} is the stream-
wise wave number, n ∈ Z is the azimuthal wave number, and c is a complex wave speed which
result from an exponential dependence on the axial, angular, and time coordinate, respectively,
of the form
exp
(
i(αx + nφ − αct)).
The function U : [0,1] → R is the axial mean flow which is assumed to be a twice differentiable
function satisfying the conditions
U ′(0) = 0, U ′′ bounded on [0,1]. (1.5)
The coefficient k : (0,1] → [0,∞) is given by
k(r)2 := α2 + n
2
r2
, r ∈ (0,1], (1.6)
and T ,S are differential expressions of the form
T := 1
r2
− 1
r
d
dr
(
1
k(r)2r
d
dr
)
, (1.7)
S := k(r)4r2 − 1
r
d
dr
(
k(r)2r3
d
dr
)
. (1.8)
Schmid and Henningson [16] proposed physical boundary conditions of the form
Φ(1) = Φ ′(1) = Ω(1) = 0, lim
r→0Φ(r) = limr→0Φ
′(r) = 0 if n = 0, (1.9)
Φ(1) = Φ ′(1) = Ω(1) = 0, lim
r→0Φ(r) = 0, limr→0Φ
′(r) finite,
lim
r→0Ω(r) = 0 if n = ±1, (1.10)
Φ(1) = Φ ′(1) = Ω(1) = 0, lim
r→0Φ(r) = limr→0Φ
′(r) = lim
r→0Ω(r) = 0 if |n| 2.
(1.11)
Here we first have to establish a suitable operator realization for the problem (1.4); the boundary
conditions defining this realization imply the physical boundary conditions (1.9)–(1.11), but the
latter are not sufficient. It turns out that, for example, one even has limr→0 Φ ′′(r) = 0 if n > 3.
Using the operator theoretic framework set up in the next section, we then show that the essential
spectrum of the Hagen–Poiseuille flow problem is in fact empty for the physical values of n
and α; for non-physical values including complex n, however, essential spectrum may occur.
The paper is organized as follows. In Section 2 we provide abstract perturbation results for
determining the essential spectra of diagonal dominant block operator matrices. In Section 3
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abstract proof. In Section 4 and its subsections we study the Hagen–Poiseuille flow problem. In
Section 4.1, we first associate suitable operator realizations with the differential expressions T ,
S , and T (k2r2T ) in the Hilbert space L2((0,1]; r), and we investigate their spectral properties
and domains. It turns out that, in this respect, the cases n = 0 and n = 0 exhibit a rather different
structure; note that for n = 0 the system actually decouples. In Sections 4.2 and 4.3 we consider
the two cases n = 0 and n = 0, respectively. In each case we establish the operator setting in
the Hilbert space L2((0,1]; r)2 and we show that the resulting essential spectrum for the original
problem (1.4) is empty. Finally, Appendix A contains the proofs of the asymptotic representations
of fundamental systems used in Section 4.
2. A perturbation result for block operator matrices
We consider a product of Hilbert spaces H :=H1 ⊕H2 and a linear operator A in H which
admits a so-called block operator matrix representation,
A :=
(
A B
C D
)
,
where A and D are linear operators in H1 and H2, respectively, B is a linear operator from H2
to H1, and C is a linear operator from H1 to H2. We assume that all entries of A are closed
operators and that A is diagonal dominant, that is, D(A) ⊂D(C) and D(D) ⊂D(B). Then the
natural domain for A is
D(A) =D(A)⊕D(D).
For a non-self-adjoint linear operator T in a Banach space E, there are various definitions
of the essential spectrum (see, e.g., [4, Section IX.1]). In all definitions, the operator T is called
Fredholm if it is closed, its kernel is finite-dimensional and its range is finite co-dimensional (and
hence closed). We set
σess(T ) := {λ ∈ C: T − λ is not Fredholm}.
Note that σess(T ) coincides with the set σe3(T ) in [4, Section IX.1]. In order to guarantee that
C\σess(T ) consists only of isolated eigenvalues of finite algebraic multiplicity, one has to require
that each component of C \ σess(T ) contains a point of the resolvent set.
In the following, we also consider pencils (or families) of operators L(λ), λ ∈ C, in a Banach
space E with domains independent of λ. In analogy to the definition for linear operators, we
define
σess(L) :=
{
λ ∈ C: L(λ) is not Fredholm}.
Note that
λ ∈ σess(L) ⇐⇒ 0 ∈ σess
(L(λ));
this allows one to use the perturbation results proved below for operators also for operator pen-
cils.
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D :H2 → H2 be unbounded operators such that A,D are boundedly invertible and D(A) ⊂
D(C), D(D) ⊂ D(B). If at least one of C or B is relatively compact with respect to A or D,
respectively, then the block operator matrix
A :=
(
A B
C D
)
, D(A) =D(A)⊕D(D),
is closed. In particular, A is closed if either B = 0 or C = 0.
Proof. Suppose that, e.g., C is A-compact. Then, according to the assumptions, we can write
A :=
(
A B
0 D
)
+
(
0 0
C 0
)
=
(
I +
(
0 0
CA−1 −CA−1BD−1
))(
A B
0 D
)
.
The facts that D is closed and D(D) ⊂D(B) imply that B is D-bounded or, equivalently, BD−1
is bounded. Together with the compactness of CA−1, it follows that the left factor is a bounded
Fredholm operator on H1 ⊕ H2; hence it is closed, has closed range, and its kernel is finite-
dimensional. The right factor is boundedly invertible and thus closed. So the product is closed
by [6, Proposition XVII.3.2]. 
Theorem 2.2. Let H1,H2 be Hilbert spaces; for i = 0,1, let Ai :H1 → H1, Bi :H2 → H1,
Ci :H1 →H2, Di :H2 →H2 be unbounded operators, and define
A0 :=
(
A0 B0
C0 D0
)
, A1 :=
(
A1 B1
C1 D1
)
.
Suppose
(i) that the domain inclusions D(A0) ⊂ D(A1), D(A0) ⊂ D(Ci), i = 0,1, D(D0) ⊂ D(D1),
and D(D0) ⊂D(Bi), i = 0,1, all hold;
(ii) that A1 and C1 are A0-compact, B1 and D1 are D0-compact, C0 is A0-bounded with
A0-bound bC , and B0 is D0-bounded with D0-bound bB .
If bBbC < 1, then A1 is A0-compact. If, in addition, A0 is closed, then A0 +A1 is closed, and
σess(A0 +A1) = σess(A0).
Proof. Let (xn)n∈N ⊂H1 ⊕H2, xn = (fn gn)t, be a bounded sequence such that the sequence
(A0xn)n∈N is also bounded. Then we have, for n ∈ N,
A0fn +B0gn = hn,
C0fn +D0gn = kn
with bounded sequences (hn)n∈N ⊂H1 and (kn)n∈N ⊂H2. Choose ε > 0 so that (bB + ε)(bC +
ε) < 1. By assumption, there exist constants aC, aB > 0 such that
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‖B0g‖ aB‖g‖ + (bB + ε)‖D0g‖, g ∈D(D0).
We conclude that
‖A0fn‖ ‖hn‖ + ‖B0gn‖
 ‖hn‖ + aB‖gn‖ + (bB + ε)‖D0gn‖
 ‖hn‖ + aB‖gn‖ + (bB + ε)
(‖kn‖ + ‖C0fn‖)
 ‖hn‖ + aB‖gn‖ + (bB + ε)‖kn‖ + (bB + ε)aC‖fn‖ + (bB + ε)(bC + ε)‖A0fn‖,
for n ∈ N and hence, since (bB + ε)(bC + ε) < 1,
‖A0fn‖ 11 − (bB + ε)(bC + ε)
(‖hn‖ + aB‖gn‖ + (bB + ε)‖kn‖ + (bB + ε)aC‖fn‖).
This shows that (A0fn)n∈N ⊂ H1 is a bounded sequence. Analogously, one can prove that
(D0gn)n∈N ⊂H2 is bounded. Since A1,C1 are A0-compact and B1,D1 are D0-compact, there
exist subsequences (fnk )k∈N ⊂ H1 and (gnk )k∈N ⊂ H2 such that (A1fnk )k∈N, (C1fnk )k∈N,
(B1gnk )k∈N, and (D1gnk )k∈N are convergent. Consequently, for the subsequence (xnk)k∈N ⊂
H1 ⊕H2 with xnk := (fnk gnk )t the sequence (A1xnk)k∈N ⊂H1 ⊕H2 with elements
A1xnk =
(
A1fnk +B1gnk
C1fnk +D1gnk
)
, k ∈ N,
converges as well. This proves that A1 is A0-compact. The last statement follows from well-
known perturbation results (see, e.g., [4, Theorem IX.2.1, k = 3]). 
Remark 2.3. The invariance of the essential spectrum in Theorem 2.2 also holds if one uses the
definitions of essential spectrum of [4, Section IX.1] for k = 1,2,4, but not for k = 5; in this
case additional hypotheses are required.
Corollary 2.4. LetH1,H2 be Hilbert spaces, let A = A0+A1, D = D0+D1 be such that A0,D0
are boundedly invertible, A1 is A0-compact, and D1 is D0-compact, suppose that B = B0 + B1
is such that B0 is D0-bounded and B1 is D0-compact, and let C1 be A0-compact. Define
A0 :=
(
A0 B0
0 D0
)
, A1 :=
(
A1 B1
C1 D1
)
, A :=A0 +A1.
Then A1 is A0-compact and σess(A) = σess(A0).
Proof. By Lemma 2.1, the operator A0 is closed. Now the claims are immediate from Theo-
rem 2.2 since bC = 0. 
As a first simple illustration of the above perturbation results, we reprove the result on the
essential spectrum of the introductory example (1.1) first established in [12].
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w,u ∈ L∞[0,1]. In the Hilbert space L2[0,1] we define the operators
A := − d
2
dx2
+ q, D(A) := {y1 ∈ W 22 [0,1]: y1(0) = y1(1) = 0},
B := C := w·, D(B) =D(C) := L2[0,1],
D := u·, D(D) := L2[0,1].
With the block operator matrix
A :=
(
A B
C D
)
, D(A) :=D(A)⊕D(D)
in the product Hilbert space L2[0,1]2, the problem (1.1) is equivalent to the spectral problem
Ay = λy, y ∈D(A). We can write
A=
(− d2dx2 w
0 u
)
+
(
q 0
w 0
)
=:A0 +A1.
Without loss of generality, we may assume that 0 /∈ Ru([0,1]); otherwise we shift the spec-
tral parameter correspondingly. Here Ru([0,1]) denotes the essential range of the function u.
Then the above decomposition of A satisfies all assumptions of Corollary 2.4. In fact, the op-
erator A0 = − d2dx2 with Dirichlet boundary conditions on [0,1] has compact resolvent and so
the bounded multiplication operators q· and w· are relatively compact with respect to A0; ob-
viously, w· is also relatively bounded with respect to the boundedly invertible multiplication
operator u·. Now Corollary 2.4 yields that the essential spectrum of A and hence of (1.1) is
given by σess(A) = σess(A0) = σess(u) = Ru([0,1]); in particular, if u is continuous on [0,1],
then σess(A) = u([0,1]).
3. The Ekman boundary layer problem
In this section we will determine the essential spectrum of the Ekman boundary layer problem
(1.2), (1.3) by means of the abstract perturbation theorem established in Section 2, thus reproving
a result of [7].
To this end, in the Hilbert space L2[0,∞) we first define the operators
A := (−∂2 + α2)2 + iαRV (−∂2 + α2)+ iαRV ′′,
D(A) := {y1 ∈ W 42 [0,∞): y1(0) = y′1(0) = 0},
B := 2∂, D(B) := W 12 [0,∞),
C := 2∂ + iαRU ′, D(C) := W 12 [0,∞),
D := −∂2 + α2 + iαRV, D(D) := {y2 ∈ W 22 [0,∞): y2(0) = 0},
P := −∂2 + α2, D(P ) := {y1 ∈ W 22 [0,∞): y1(0) = y′1(0) = 0};
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choice of domains for A, C, and D is appropriate in view of the results in [4, p. 443] which
imply that the terms involving U ′, V , and V ′′ are relatively compact perturbations, whenever U ′,
V , and V ′′ lie in L1[0,∞)∩L∞[0,∞). Further, we introduce the block operator matrices
A :=
(
A B
C D
)
, D(A) :=D(A)⊕D(D),
B :=
(
P 0
0 I
)
, D(B) :=D(P )⊕L2[0,∞) ⊂D(A),
in the product Hilbert space L2[0,∞)2. If we define the linear operator pencil L as
L(λ) :=A− λB, D(L(λ)) :=D(A),
for all λ ∈ C, then the Ekman problem is equivalent to the spectral problem L(λ)y = 0,
y ∈D(L(λ)), for the linear pencil L.
Theorem 3.1. For the essential spectrum of L we have
σess(L) =
{
λ ∈ C ∣∣ ∃ξ ∈ R: (ξ2 + α2)(ξ2 + α2 − λ)2 + 4ξ2 = 0}.
Proof. Define the linear operator pencil
L0(λ) :=
(
(−∂2 + α2)2 − λ(−∂2 + α2) 2∂
2∂ −∂2 + α2 − λ
)
, D(L0(λ))=D(A) =D(L(λ)),
for all λ ∈ C. Since U ′,V ,V ′′ ∈ L1[0,∞) ∩ L∞[0,∞), all assumptions of Theorem 2.2 are
satisfied. Indeed, assumption [4, (8.13), p. 443] holds, and so by [4, Theorems IX.8.2, IX.8.1],
for every α ∈ C the operators iαRV (−∂2 +α2), iαRV ′′·, and iαRU ′· are relatively compact with
respect to (−∂2 + α2)2 − λ(−∂2 + α2), the operator iαRV · is relatively compact with respect to
(−∂2 +α2)−λ, the operator 2∂ is relatively bounded with respect to (−∂2 +α2)2 −λ(−∂2 +α2)
with relative bound bB = 0, and 2∂ is also relatively bounded with respect to (−∂2 + α2) − λ
with relative bound bC = 0. Hence Theorem 2.2 applies and yields
σess(L) = σess(L0). (3.1)
The operator −∂2 + α2 − λ is boundedly invertible for all λ /∈ [α2,∞). Hence the Schur
complement S1 of L0 corresponding to the left upper corner of L0 is defined as
S1(λ) := A− λP −B(D − λ)−1C
= (−∂2 + α2)2 − λ(−∂2 + α2)− 2∂(−∂2 + α2 − λ)−12∂,
D(S1(λ)) := {y1 ∈ W 42 [0,∞): y1(0) = y′1(0) = 0},
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in L2[0,∞). It is not difficult to check that
L0(λ) =
(
I 2∂(−∂2 + α2 − λ)−1
0 I
)(
S1(λ) 0
0 −∂2 + α2 − λ
)(
I 0
(−∂2 + α2 − λ)−12∂ I
)
for all λ /∈ [α2,∞). The outer factors are both bounded and boundedly invertible and so is −∂2 +
α2 − λ if λ /∈ [α2,∞). Thus L0(λ) is Fredholm if and only if so is S1(λ), that is,
σess(L0) \
[
α2,∞)= σess(S1) \ [α2,∞). (3.2)
If we define the quadratic operator polynomial D1 as
D1(λ) := S1(λ)(D − λ), λ /∈
[
α2,∞), (3.3)
then we have
D1(λ) =
(−∂2 + α2)(−∂2 + α2 − λ)2 − 4∂2,
D(D1(λ))= {y1 ∈ W 62 [0,∞): y1(0) = y′′1 (0) = y′′′1 (0)− α2y′1(0) = 0}.
Next we prove that
σess(S1) \
[
α2,∞)= σess(D1) \ [α2,∞). (3.4)
To this end, let λ /∈ [α2,∞). If λ /∈ σess(S1), then S1(λ) is Fredholm. Since −∂2 + α2 − λ is
bijective and hence Fredholm, it follows that D1(λ) is Fredholm by [6, Theorem XVII.3.1].
This proves that λ /∈ σess(D1) and hence the inclusion ‘⊃’ in (3.4). Conversely, if λ /∈ σess(D1),
then D1(λ) is Fredholm and so R(D1(λ)) is finite co-dimensional and ker(D1(λ)) is finite-
dimensional. From relation (3.3) we see that R(D1(λ)) ⊂ R(S1(λ)), which implies that R(S1(λ))
is finite co-dimensional. Further, we have ker(S1(λ)) = (−∂2 + α2 − λ)ker(D1(λ)) and thus
dim ker(S1(λ))  dim ker(D1(λ)) < ∞. Hence S1(λ) is Fredholm and so λ /∈ σess(D1), thus
completing the proof of (3.4).
Finally, if we define
pλ(ξ) :=
(
ξ2 + α2)(ξ2 + α2 − λ)2 + 4ξ2, ξ ∈ R,
for every λ ∈ C, then it is well known (see [4, Corollary IX.9.4]) that
σess
(
D1(λ)
)= {pλ(ξ): ξ ∈ R}. (3.5)
Altogether, we obtain from (3.2), (3.4), and (3.5) that
σess(L0) \
[
α2,∞)= {λ ∈ C: 0 ∈ σess(D1(λ))} \ [α2,∞)
= {λ ∈ C ∣∣ ∃ξ ∈ R: (ξ2 + α2)(ξ2 + α2 − λ)2 + 4ξ2 = 0} \ [α2,∞)
= {λ ∈ C ∣∣ ∃ξ ∈ R: (ξ2 + α2)(ξ2 + α2 − λ)2 + 4ξ2 = 0} \ {α2}.
M. Marletta, C. Tretter / J. Differential Equations 243 (2007) 36–69 45It is not difficult to show by explicit calculation that, for every λ ∈ (α2,∞), the differential
equation L0(λ)y = f has a unique solution y ∈ D(L0(λ)) for every f ∈ L2[0,∞). Hence
σess(L0) ∩ (α2,∞) = ∅. Since the essential spectrum is closed, and since our formulae show
that there are points of σess(L0) \ [α2,∞) arbitrarily close to α2, it follows that α2 is in the
essential spectrum and so
σess(L0) =
{
λ ∈ C ∣∣ ∃ξ ∈ R: (ξ2 + α2)(ξ2 + α2 − λ)2 + 4ξ2 = 0},
which substantiates (3.1). 
Remark 3.2. In [7] it was shown directly, by a transformation of the Ekman problem to a 6 × 6
first order system of differential equations and by explicit construction of singular sequences,
that the essential spectrum of the Ekman problem has the form stated in Theorem 3.1.
It is also possible to prove Theorem 3.1 by considering the Schur complement of the original
problem as a pseudo-differential operator and applying a result of [18] to determine the essential
spectrum of the latter. This technique will be studied elsewhere.
4. The Hagen–Poiseuille flow problem
In this section we study the essential spectrum of the Hagen–Poiseuille flow problem (1.4).
First, we establish operator realizations for the singular differential expressions T , T (k2r2T ),
and S occurring in (1.4). The resulting operators will be characterized by means of suitable
boundary conditions. This will allow us to define block operator matricesM andN such that the
boundary eigenvalue problem (1.4) with the above mentioned boundary conditions can be written
as a generalized spectral problem MY = λNY with λ = iαRc. Then we apply the abstract
perturbation results of Section 2 to determine the essential spectrum.
4.1. Operator realizations for T , T (k2r2T ), and S
The differential expression T is formally symmetric in the weighted Hilbert space
L2((0,1]; r). Thus the minimal operator T˜0 :L2((0,1]; r) → L2((0,1]; r) associated with T
by
D(T˜0) = C∞0 [0,1], T˜0y = T y,
is symmetric and hence closable. If we denote its closure by T0, then its adjoint T ∗0 :
L2((0,1]; r) → L2((0,1]; r) is the maximal operator associated with T given by
D(T ∗0 )= {y ∈ L2((0,1]; r): y, 1k2r y′ ∈ ACloc((0,1]), T y ∈ L2((0,1]; r)
}
,
see, e.g., [4, Section III.10.3]. The domain of T0 is given by
D(T0) =
{
y ∈D(T ∗0 ): y(1) = y′(1) = 0, lim
r→0
∣∣∣∣ y(r) u(r)1
k(r)2r
y′(r) 1
k(r)2r
u′(r)
∣∣∣∣= 0
for all u ∈D(T ∗0 )};
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it is an additional restriction if T0 has deficiency index (2,2), see, e.g., [4, III.(10.32) and Theo-
rem III.10.13].
In the following we will determine the deficiency index of T0 and determine the domain of T0
as well as the domain of a self-adjoint realization of T (k2r2T ) explicitly. To this end, we need the
asymptotic behavior of a fundamental system of T y = 0 near r = 0. Since the function k behaves
differently near r = 0 for n = 0 and n = 0, we have to treat these two cases separately. In both
cases, the proofs of the asymptotic representations, which are straightforward, are deferred to
Appendix A.
In the following, a symmetric linear operator T in a Hilbert space H is called uniformly
positive if there exists a constant β > 0 such that (T x, x) β‖x‖2 for all x ∈D(T ).
(a) The case n = 0.
In this case we only need asymptotic representations for the solutions of T y = μy and
Sz = μz. Note that here, unlike the case n = 0 considered later, the function k in the differ-
ential expression T depends on r and the function 1
k2r2
is bounded.
Proposition 4.1. Let n ∈ Z, n = 0. Then, for any μ ∈ C, the differential equation T y = μy has
two linearly independent solutions y1, y2 which, near r = 0, have asymptotic representations
y1(r) = r |n|
(
1 + c12r2 + · · ·
)
,
y2(r) = r−|n|
(
1 + c22r2 + · · ·
)+ c2y1(r) log r,
and only y1 belongs to L2((0,1]; r). If μ ∈ R, then no solution of T y = μy has infinitely many
zeros in (0,1).
Proof. For the proof of the asymptotics we refer the reader to Appendix A. The fact that the
solution y1 of T y = 0 belongs to L2((0,1]; r), but y2 does not, is clear. If μ ∈ R, then all the
coefficients c1ν in the expansion of y1 are real; hence y1 evidently has at most finitely many
zeros. The D’Alembert formula for y2 in terms of y1 (see (A.1) in Appendix A) makes it clear
that the same is true for y2. The same is then true for every other real solution of T y = μy (see
[3, Corollary XIII.7.36]). 
Theorem 4.2. Let n ∈ Z, n = 0. Then the closed minimal operator T0 associated with T is
uniformly positive with lower bound  1, it has deficiency index (1,1), and its domain is given
by
D(T0) =
{
y ∈ L2
(
(0,1]; r): y, 1
k2r
y′ ∈ ACloc
(
(0,1]), T y ∈ L2((0,1]; r), y(1) = y′(1) = 0}.
In particular, every element y ∈D(T0) satisfies
y(r) =
{
O(r
√
log r ) if n = ±1,
O(r) if n = ±1, y
′(r) =
{
O(
√
log r ) if n = ±1,
O(1) if n = ±1; (4.1)
in any case, limr↘0 y(r) = 0.
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(T0y, y)L2((0,1];r) =
1∫
0
r
(
1
r2
∣∣y(r)∣∣2 + 1
k(r)2r2
∣∣y′(r)∣∣2)dr  ‖y‖2L2((0,1];r), y ∈D(T0).
The facts that T0 has deficiency index (1,1) and D(T0) has the asserted form are an immediate
consequence of Proposition 4.1 and of [4, Theorem III.10.13].
Let n > 0; the case n < 0 is completely analogous. If y ∈ D(T0), then f := T y ∈
L2((0,1]; r). By Proposition 4.1, the differential equation T y = 0 has exactly one solution y1 in
L2((0,1]; r) with asymptotic representation y1(r) = rn(1 + c12r2 + · · ·), and we can choose y2
so that y2(1) = 0. Using variation of parameters, we then have
y(r) = 1
WT (y1, y2)
(
y1(r)
1∫
r
sy2(s)f (s)ds + y2(r)
r∫
0
sy1(s)f (s)ds
)
=: 1
WT (y1, y2)
(
y1(r)c1(r) + y2(r)c2(r)
)
, (4.2)
where WT (y1, y2) is the constant value of the Wronskian of y1, y2,
WT (y1, y2)(r) := 1
k(r)2r2
(
y1(r)ry
′
2(r)− y2(r)ry′1(r)
)
, r ∈ (0,1].
Proposition 4.1 and the Cauchy–Schwarz inequality yield
y1(r) = O
(
rn
)
,
∣∣c1(r)∣∣
( 1∫
r
s
∣∣y2(s)∣∣2 ds
)1/2( 1∫
r
s
∣∣f (s)∣∣2 ds)1/2
=
{
O(r−n+1)O(1) if n = 1,
O(
√
log r )O(1) if n = 1,
y2(r) = O
(
r−n
)
,
∣∣c2(r)∣∣
( r∫
0
s
∣∣y1(s)∣∣2 ds
)1/2( r∫
0
s
∣∣f (s)∣∣2 ds)1/2 = O(rn+1)o(1).
Altogether, we obtain the estimate for y in (4.1). Differentiating y we find
y′(r) = 1
WT (y1, y2)
(
y′1(r)c1(r)+ y′2(r)c2(r)
)
,
and so in a similar way to the above we arrive at the estimate for y′ in (4.1). 
In order to study the operator T ∗(k2r2T0), the following abstract lemma is useful.0
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H1 to H2. Then T ∗T is a self-adjoint operator in H1. Additionally, if for some β  0 one has
‖T x‖ β‖x‖ for all x ∈H1, then T ∗T is bounded below with lower bound  β2.
Proof. The first claim is von Neumann’s theorem (see [9, Theorem V.3.24]). For the second
claim observe that (
T ∗T x,x
)= (T x,T x) = ‖T x‖2  β2‖x‖2. 
Theorem 4.4. Let n ∈ Z, n = 0. Then the operator T ∗0 (k2r2T0) is self-adjoint and uniformly pos-
itive with lower bound  n2 in L2((0,1]; r). Every y ∈D(T ∗0 (k2r2T0)) satisfies the conditions
y(r) =
⎧⎪⎪⎨⎪⎪⎩
O(r) if n = ±1,
O(r2) if n = ±2,
O(r3 log r) if n = ±3,
O(r3) if |n| > 3,
y′(r) =
⎧⎪⎪⎨⎪⎪⎩
O(1) if n = ±1,
O(r) if n = ±2,
O(r2 log r) if n = ±3,
O(r2) if |n| > 3.
(4.3)
Proof. If n = 0, the multiplication operator kr· :L2((0,1]; r) → L2((0,1]; r) is bounded
and boundedly invertible, its inverse being the multiplication operator 1/
√
n2 + α2r2· :
L2((0,1]; r) → L2((0,1]; r). Hence (krT0)∗ = T ∗0 kr and the operator krT0 is densely defined
and closed. Moreover, since T0 has lower bound  1 by Theorem 4.2 and k(r)r  n > 0 for
r ∈ (0,1], we have krT0  n > 0. Now the first claim follows from Lemma 4.3.
In order to prove (4.3), suppose, without loss of generality, that n > 0 and let
y ∈ D(T ∗0 (k2r2T0)). If we set f := k2r2T0, then f ∈ D(T ∗0 ) and g := T ∗0 f ∈ L2((0,1]; r).
By variation of parameters and using the same notation as in the proof of Theorem 4.2, we find
f (r) = 1
WT (y1, y2)
(
y1(r)
1∫
r
sy2(s)g(s)ds + y2(r)
r∫
0
sy1(s)g(s)ds
)
+Ay1(r)
with some constant A ∈ R. Estimates analogous to those in the proof of Theorem 4.2 and the fact
that k2r2 is boundedly invertible show that
f (r)
k(r)2r2
= f (r)
α2r2 + n2 =
{
O(r
√
log r ) if n = 1,
O(r) if n > 1.
(4.4)
Another variation of parameters now gives, for i = 0,1,
y(i)(r) = 1
WT (y1, y2)
(
y
(i)
1 (r)
1∫
r
sy2(s)
f (s)
α2s2 + n2 ds + y
(i)
2 (r)
r∫
0
sy1(s)
f (s)
α2s2 + n2 ds
)
=: 1
WT (y1, y2)
(
y
(i)
1 (r)d1(r)+ y(i)2 (r)d2(r)
)
. (4.5)
Using y1(r) = O(rn), y2(r) = O(r−n) and the estimates (4.4) for f , we obtain
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{
C
∫ 1
r
s
√
log s ds if n = 1,
C
∫ 1
r
s2−n ds if n = 1,
=
⎧⎨⎩
O(1) if n = 1,
O(log r) if n = 3,
O(r3−n)+ O(1) if n > 1, n = 3,
and
∣∣d2(r)∣∣
{
C
∫ r
0 s
3√log s ds if n = 1,
C
∫ r
0 s
2+n ds if n > 1,
=
{
O(r4 log r) if n = 1,
O(r3+n) if n > 1.
Together with (4.5) for i = 0,1 and y′1(r) = O(rn−1), y′2(r) = O(r−n−1), the conditions (4.3)
follow. 
Remark 4.5. Note that Theorem 4.4 implies, in particular, that T ∗0 (k2r2T0) is densely defined
with
D(T ∗0 (k2r2T0))= {y ∈D(T0): k2r2T0 ∈D(T ∗0 )}.
Apart from T0, we shall also use a self-adjoint realization T1 of T which is a one-dimensional
extension of T0; note that dimD(T ∗0 )/D(T0) = 2.
Theorem 4.6. Let n ∈ Z, n = 0. Then the operator T1 in L2((0,1]; r) given by T1y := T y with
domain
D(T1) =
{
y ∈ L2
(
(0,1]; r): y, 1
k2r
y′ ∈ ACloc
(
(0,1]), T y ∈ L2((0,1]; r), y(1) = 0}
is a one-dimensional self-adjoint extension of T0 and a one-dimensional restriction of T ∗0 ,
T0 ⊂ T1 = T ∗1 ⊂ T ∗0 ;
moreover, T1 is uniformly positive with lower bound  1, and has compact resolvent. Every
element y ∈D(T1) satisfies the boundary conditions (4.1), in particular, limr↘0 y(r) = 0.
Proof. The first claim is an immediate consequence of von Neumann’s formulae (see, e.g.,
[4, Theorems III.4.5, 4.8]). The uniform positivity of T1, with lower bound  1, follows from
the fact that, being the Friedrichs extension, T1 has the same lower bound as T0 (see, e.g., [4,
Corollary IV.2.7]); the latter is uniformly positive with lower bound  1 by Theorem 4.2. Propo-
sition 4.1 shows that all solutions of the differential equation T y = 0 are non-oscillatory. By
[3, Lemma XIII.7.39 and Definition XIII.7.35], this implies that σess(T1) = ∅. Together with the
self-adjointness of T1, this shows that T1 has compact resolvent. The last statement can be proved
in the same way as (4.1) since for y ∈D(T1) we also have y(1) = 0 and formula (4.2) continues
to hold with f := T −11 y. 
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two linearly independent solutions z1, z2 which, near r = 0, have asymptotic representations
z1(r) = r |n|
(
1 + b12r2 + · · ·
)
, (4.6)
z2(r) = r−|n|
(
1 + b22r2 + · · ·
)+ b2z1(r) log r; (4.7)
only z1 belongs to L2((0,1]; r) and none of the solutions is oscillatory. Similarly, the differential
equation Sz = ±iz has exactly one solution in L2((0,1]; r).
Proof. This is given in Appendix A. 
Theorem 4.8. Let n ∈ Z, n = 0. Then the minimal operator S0 associated with S in L2((0,1]; r)
has deficiency index (1,1). The operator S given by Sy = Sy and
D(S) = {y ∈ L2((0,1]; r): y, k2r3y′ ∈ ACloc((0,1]), Sy ∈ L2((0,1]; r), y(1) = 0}
is a self-adjoint extension of S0 which is uniformly positive with lower bound  n2 and has
compact inverse; moreover,
D(S) ⊂D(T1) ⊂D
(
T ∗0
)
.
Every element y ∈D(S) satisfies the boundary conditions (4.1), in particular,
lim
r↘0y(r) = 0, y ∈D(S). (4.8)
Proof. The first claim is an immediate consequence of Proposition 4.7. In fact, the operator S
is the Friedrichs extension of S0 (see [15]). The minimal operator S0 is uniformly positive with
lower bound  n2 since k(r)2r = α2r + n2/r  n2, r ∈ (0,1], and hence
(S0y, y)L2((0,1];r) =
1∫
0
(
r
∣∣k(r)2ry(r)∣∣2 + k(r)2r3∣∣y′(r)∣∣)dr  n2‖y‖L2((0,1];r), y ∈D(S0).
Since the Friedrichs extension S and S0 have the same lower bound, S is also uniformly positive
with lower bound  n2 (see, e.g., [4, Corollary IV.2.7]).
By Proposition 4.7, the differential equation Sz = μz does not have any oscillatory solutions
for μ ∈ R, hence σess(S) = ∅ (see [3, Lemma XIII.7.39 and Definition XIII.7.35]). As S is self-
adjoint, this implies that S has compact inverse.
In order to prove thatD(S) ⊂D(T1), we first note that, obviously, inD(S) andD(T1) the same
boundary condition is required at 1. Further, we observe that, for arbitrary n ∈ Z, the differential
expressions S and T are related as follows:
S − k4r4T = −1
r
((
k2r3
)′ − k4r4( 1
k2r
)′) d
dr
= −1
r
(
2
(
k2
)′
r3 + 4k2r2) d
dr
= −4α2r d . (4.9)
dr
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the factor 1
k4r4
= 1
(α2r2+n2)2 is differentiable on [0,1] for n = 0. Then, by (4.9), we have
T y ∈ L2((0,1]; r) if we show that ry′ ∈ L2((0,1]; r). By Propositions 4.7 and 4.1 there ex-
ist fundamental systems of the differential equations Sz = 0 and T z = 0 with the same as-
ymptotic behavior at 0. Hence, following the lines of the proof of Theorem 4.2, it follows
that the function y satisfies the conditions (4.1). In particular, limr↘0 ry′(r) = 0 and hence
ry′ ∈ L∞([0,1]) ⊂ L2((0,1]; r).
The last statement follows from D(S) ⊂D(T1) and Theorem 4.6. 
(b) The case n = 0.
In this case the function k is constant, k(r)2 = α2, r ∈ (0,1]. Therefore the solutions of
T y = μy and Sz = μz have a different behavior than for n = 0. Moreover, we shall see that in
this seemingly simpler case we cannot apply von Neumann’s theorem to associate a self-adjoint
operator with the fourth order differential expression T (k2r2T ) just using the minimal second
order operator associated with T . Thus, if n = 0, we will also need the asymptotic behavior of
the solutions of T (k2r2T ) = 0.
Proposition 4.9. Let n = 0. Then the differential equation T y = 0 has two linearly independent
solutions y1, y2 ∈ L2((0,1]; r) which, near r = 0, have asymptotic representations
y1(r) = r2
(
1 + a14r2 + · · ·
)
, (4.10)
y2(r) = 1 + a22r2 + · · · + a2y1(r) log r; (4.11)
the same is true for the differential equations T y = ±iy.
The differential equation T (k2r2T )y = 0 has four linearly independent solutions
y1, y2, y3, y4 ∈ L2((0,1]; r) such that y1, y2 are the two solutions of T y = 0 as above, and
k2r2T y3 = y1, k2r2T y4 = y2, so that, near r = 0, y3, y4 have asymptotic representations
y3(r) = r4
(
1 + a36r2 + · · ·
)
,
y4(r) = a40 + a46r6 + · · · + a4y3(r) log r;
the same is true for the differential equations T (k2r2T )y = ±iy.
Proof. For the proof of the asymptotics we refer the reader to Appendix A. 
As a consequence of Proposition 4.9 we obtain
Theorem 4.10. Let n = 0. Then the maximal operator T ∗0 associated with T is given by T ∗0 y =
T y with domain
D(T ∗0 )= {y ∈ L2((0,1]; r): y, 1y′ ∈ ACloc((0,1]), T y ∈ L2((0,1]; r)}.r
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D(T0) =
{
y ∈D(T ∗0 ): y(1) = y′(1) = 0, lim
r→0[y, yj ]2(r) = 0, j = 1,2
}
where y1 ∈ L2((0,1]; r) is a solution of T y = iy with asymptotic representation (4.10) near 0,
y2 ∈ L2((0,1]; r) is a solution of T y = −iy with asymptotic representation (4.11) near 0, and,
for functions u,v ∈D(T ∗0 ), [u,v]2 is defined by
[u,v]2(r) :=
∣∣∣∣ u(r) v(r)1
α2r
u′(r) 1
α2r
v′(r)
∣∣∣∣ , r ∈ (0,1]. (4.12)
In particular, every element y ∈D(T0) satisfies
lim
r→0y(r) = limr→0
y′(r)
r log r
= 0. (4.13)
Proof. That the domain of T0 has the stated form follows from [8, Lemma 10.4.15], together
with the fact that y1, y2 are linearly independent modulo D(T0). Using (4.10), the condition
limr↘0[y, y1]2(r) = 0 becomes
lim
r↘0
∣∣∣∣ y(r) r2(1 + a14r2 + · · ·)1
r
y′(r) 2 + 4a14r2 + · · ·
∣∣∣∣= 0 (4.14)
or, equivalently,
lim
r↘0
(
2
(
1 + o(1))y(r)− r(1 + o(1))y′(r))= 0; (4.15)
the condition limr↘0[y, y2]2(r) = 0 has the form
lim
r↘0
∣∣∣∣ y(r) a20 + a22r2 + · · · + log rr2(1 + a14r2 + · · ·)1
r
y′(r) 2a22 + · · · + log r(2 + 4a14r2 + · · ·)+ (1 + a14r2 + · · ·)
∣∣∣∣= 0 (4.16)
and hence
lim
r↘0
(
2
(
1 + o(1)) log r y(r)− a20 1
r
(
1 + o(1))y′(r))= 0. (4.17)
The relations (4.15) and (4.17) imply that
lim
r↘0
(
2
(
1 + o(1))y(r)− ry′(r))= 0,
lim
r↘0
(
2
a20
(
1 + o(1))r2 log ry(r) − ry′(r))= 0.
Taking the difference of these two limits, we conclude that
lim
(
2 (
1 + o(1))r2 log r − 2(1 + o(1)))y(r) = 2 lim y(r) = 0.r↘0 a20 r↘0
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lim
r↘0
y′(r)
r log r
= 0. 
Theorem 4.11. Let n = 0. Then the Friedrichs extension T1 of T0 is given by T1y := T y with
domain
D(T1) =
{
y ∈D(T ∗0 ): y(1) = 0, lim
r↘0[y, y1]2(r) = 0
}
where y1 is the asymptotic solution of T y = 0 from Proposition 4.9. The maximal operator L∗0
associated with T (k2r2T ) is given by L∗0y := T (k2r2T y) with domain
D(L∗0)= {y ∈ L2((0,1]; r): y, 1r y′, k2r2T y, 1r (k2r2T y)′ ∈ ACloc((0,1]),
T (k2r2T y) ∈ L2((0,1]; r)},
and the Friedrichs extension L1 associated with the differential expression T (k2r2T ) is given
by L1y := T (k2r2T y) with domain
D(L1) =
{
y ∈D(L∗0): y(1) = y′(1) = 0, lim
r↘0[y, y1]2(r) = limr↘0
[
k2r2T y, y1
]
2(r) = 0
}
⊂D(T1).
Both operators T1 and L1 are uniformly positive and have compact resolvents. Moreover, every
element y ∈D(L1) satisfies
lim
r↘0y(r) = limr↘0y
′(r) = 0, (4.18)
and every element y ∈D(T1) satisfies
lim
r↘0y(r) = 0. (4.19)
Proof. The assertion concerning the domain of L∗0 is immediate. For the domain of T1 we use
[15]. Obviously, the minimal operators T0 associated with T and L0 associated with T (k2r2T )
are non-negative, and indeed T0 has lower bound  1:
(T0y, y)L2((0,1];r) =
1∫
0
r
(
1
r2
∣∣y(r)∣∣2 + 1
k(r)2r2
∣∣y′(r)∣∣2)dr  ‖y‖2L2((0,1];r), y ∈D(T0),
(L0y, y)L2((0,1];r) = (krT y, krT y)L2((0,1];r)  0, y ∈D(L0).
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extension of T0. To show that there exists m > 0 such that
(L0y, y)L2((0,1];r) m‖y‖2L2((0,1];r),
we observe that since L1 is the Friedrichs extension of L0, we have, for y ∈D(L1),
(L1y, y)L2((0,1];r) = (krT y, krT y)L2((0,1];r).
If we could not find a uniformly positive lower bound m for L1 this would mean either that 0 was
a point of the essential spectrum of L1 or an eigenvalue of L1. The former is impossible as we
shall show below that the essential spectrum of L1 is empty. In the latter case the eigenfunction
y would have to satisfy the second order ordinary differential equation krT y = 0, and also the
conditions y(1) = 0 = y′(1) required to be in D(L1). These conditions together give y ≡ 0, so 0
cannot be an eigenvalue of L1, and hence L1 is uniformly positive.
The deficiency indices of the minimal operators corresponding to T1 and L1 are maximal
because, by Proposition 4.9, all the solutions of T y = ±iy and of T (k2r2T y) = ±iy belong to
L2((0,1]; r). This and [3, Theorem XIII.4.1] show that the resolvents of T1 and L1 are compact,
which proves our earlier claim that each has empty essential spectrum.
Next we prove that D(L1) has the asserted form, which immediately implies that D(L1) ⊂
D(T1). From [14, Theorem 12] it follows that the domain of the Friedrichs extension L1 is given
by
D(L1) =
{
y ∈D(L∗0): y(1) = y′(1) = 0, lim
r↘0[y, yj ]4(r) = 0, j = 1,3
}
,
where, for functions u,v ∈D(L∗0), [·,·]4 is a sesquilinear form such that(T (k2r2T u), v)− (u,T (k2r2T v))= [u,v]4(1)− lim
r↘0[u,v]4(r) (4.20)
(an expression for [·,·]4 is given in (4.21) below) and y1 and y3 are the asymptotic solutions of
T (k2r2T y) = 0 from Proposition 4.9. By the definition of [·,·]2 in (4.12) we have, for u,v ∈
D(T ∗0 ),
(T u,v)− (u,T v) = [u,v]2(1)− lim
r↘0[u,v]2(r).
Using this, we obtain that, for u,v ∈D(L∗0),(T (k2r2T u), v)− (u,T (k2r2T v))
= (k2r2T u,T v)+ [k2r2T u,v]2(1)− limr↘0[k2r2T u,v]2(r)− (u,T (k2r2T v))
= [u, k2r2T v]2(1)− limr↘0[u, k2r2T v]2(r)+ [k2r2T u,v]2(1)− limr↘0[k2r2T u,v]2(r)
and hence and appropriate choice for [·,·]4 is
[u,v]4(r) =
[
u, k2r2T v] (r)+ [k2r2T u,v] (r). (4.21)2 2
M. Marletta, C. Tretter / J. Differential Equations 243 (2007) 36–69 55Since y1 is a solution of T y = 0 and k2r2T y3 = y1 by Proposition 4.9, the conditions
limr↘0[y, yj ]4(r) = 0, j = 1,3, in D(L1) are equivalent to
lim
r↘0
[
k2r2T y, y1
]
2(r) = 0, limr↘0
([y, y1]2(r)+ [k2r2T y, y3]2(r))= 0. (4.22)
The proof concerning the form of D(L1) is complete if we show that
lim
r↘0
[
k2r2T y, y3
]
2(r) = 0, y ∈D(L1). (4.23)
If y ∈ D(L1), then f := L1y = T (k2r2T y) = T (α2r2T y) ∈ L2((0,1]; r) and so variation of
parameters gives
(
α2r2T y)(r) = 1
WT (y1, y2)
(
y1(r)c1(r)+ y2(r)c2(r)+C1y1(r)+C2y2(r)
) (4.24)
where C1,C2 are constants,
c1(r) :=
1∫
r
sy2(s)f (s)ds, c2(r) :=
r∫
0
sy1(s)f (s)ds,
and WT (y1, y2) is the constant value of the Wronskian of y1, y2,
WT (y1, y2)(r) := 1
α2r2
(
y1(r)ry
′
2(r)− y2(r)ry′1(r)
)
, r ∈ (0,1].
Now the first boundary condition in (4.22), c′1y1 + c′2y2 ≡ 0, [y1, y1]2 ≡ 0, [y2, y1]2 =
WT (y1, y2), and c2(0) = 0 imply that
0 = lim
r↘0
[
k2r2T y, y1
]
2(r)
= 1
WT (y1, y2)
lim
r↘0
((
c1(r)+C1
)[y1, y1]2(r)+ (c2(r) +C2)[y2, y1]2(r))= C2.
Consequently, C2 = 0 and
[
k2r2T y, y3
]
2(r) =
1
WT (y1, y2)
((
c1(r)+C1
)[y1, y3]2(r)+ c2(r)[y2, y3]2(r)).
Using the asymptotic expansions of y1, y2, y3 from Proposition 4.9, we find
[y1, y3]2(r) = 1
α2
∣∣∣∣ y1(r) y3(r)1
r
y′1(r)
1
r
y′3(r)
∣∣∣∣= 1α2
∣∣∣∣ r2 + O(r4) r4 + O(r6)2 + O(r2) 4r2 + O(r4)
∣∣∣∣= O(r4),
[y2, y3]2(r) = 12
∣∣∣∣ y2(r) y3(r)1 ′ 1 ′ ∣∣∣∣= 12
∣∣∣∣ r2 log r + O(1) r4 + O(r6)2 log r + O(1) 4r2 + O(r4)
∣∣∣∣= O(r4 log r),α
r
y2(r) r y3(r) α
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(4.24) (where now C2 = 0) to obtain
y(r) = 1
α2WT (y1, y2)2
(
y1(r)d1(r)+ y2(r)d2(r)+D1y1(r)+D2y2(r)
)
where D1,D2 are constants and
d1(r) :=
1∫
r
y2(s)
1
s
(
y1(s)c1(s)+ y2(s)c2(s)+C1y1(s)
)
ds,
d2(r) :=
r∫
0
y1(s)
1
s
(
y1(s)c1(s)+ y2(s)c2(s)+C1y1(s)
)
ds.
Using the boundary condition limr↘0[y, y1]2(r)=0 together with d ′1y1+d ′2y2 ≡0, [y1, y1]2 ≡ 0,[y2, y1]2 = WT (y1, y2), and d2(0) = 0, we arrive at
0 = 1
WT (y1, y2)
lim
r↘0
((
d1(r)+D1
)[y1, y1]2(r)+ (d2(r)+D2)[y2, y1]2(r))= D2.
Using the Cauchy–Schwarz inequality, f,y2 ∈ L2((0,1]; r), and y1(r) = O(r2), we obtain
∣∣c1(r)∣∣
( 1∫
r
s
∣∣y2(s)∣∣2 ds
)1/2( 1∫
r
s
∣∣f (s)∣∣2 ds)1/2 = O(1), (4.25)
∣∣c2(r)∣∣
( r∫
0
s
∣∣y1(s)∣∣2 ds
)1/2( r∫
0
s
∣∣f (s)∣∣2 ds)1/2 = O(r3). (4.26)
Together with y2(r) = O(1), this shows that y1(s)c1(s) + y2(s)c2(s) + C1y1(s) = O(s2) and
hence d1(r) = O(1), d2(r) = O(r4). Altogether, for y ∈D(L1),
y(r) = 1
α2WT (y1, y2)2
(
y1(r)d1(r)+ y2(r)d2(r)+D1y1(r)
)= O(r2).
This implies the first boundary condition in (4.18). In a similar way, one can prove (4.19). From
y′1(r) = O(r) and y′2(r) = O(r log r), we finally conclude that
y′(r) = 1
WT (y1, y2)
(
y′1(r)
(
d1(r)+D1
)+ y′2(r)d2(r))= O(r),
which implies the second boundary condition in (4.18). 
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solutions z1, z2 which, near r = 0, have asymptotic representations
z1(r) = 1 + b22r2 + · · · , (4.27)
z2(r) = r−2
(
1 + b24r2 + · · ·
)
, (4.28)
and only the solution z1 belongs to L2((0,1]; r). Similarly, the differential equation Sz = ±iz
has exactly one solution in L2((0,1]; r). For μ ∈ R, μ > α2, the solutions of the differential
equation Sz = μz become oscillatory.
Proof. For the proof of the asymptotics we refer the reader to Appendix A. By (A.3) therein,
any solution z of Sz = μz for μ ∈ C is of the form
z(r) = rκ(1 + bκ+2r2 + · · ·)
with
κ = −1 ±
√
1 − μ
α2
.
For μ = 0, it readily follows that κ = 0 or κ = −2 and, obviously, only the solution z1 with κ = 0
lies in L2((0,1]; r).
For μ = ±i, we conclude that
κ =
{−1 ± (α+ + iβ+), μ = i,
−1 ± (α− + iβ−), μ = −i,
where α+ < 0, α− > 0 and β± > 0. Hence for μ = i only the solution with κ = −1+ (α+ + iβ+)
lies in L2((0,1]; r), whereas for μ = −i only the solution with κ = −1 − (α− + iβ−) lies in
L2((0,1]; r).
The last statement follows from the fact that for μ ∈ R,μ > α2, the exponent κ is no longer
real. 
Theorem 4.13. Let n = 0. Then the minimal operator S0 associated with S in L2((0,1]; r) has
deficiency index (1,1). The operator S given by Sy = Sy and
D(S) = {y ∈ L2((0,1]; r): y, k2r3y′ ∈ ACloc((0,1]), Sy ∈ L2((0,1]; r), y(1) = 0}
is a self-adjoint extension of S0 which is uniformly positive.
Proof. The first claim follows from Proposition 4.12. Unlike the case n = 0, the operator S
does not have compact inverse for n = 0: Since the solutions of Sz = μz become oscillatory
for μ > α2, it follows that σess(S) = [α2,∞) by [3, Lemma XIII.7.39 and Definition XIII.7.35].
This and the fact that S0 is non-negative and injective complete the proof. 
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In this section we will rigorously introduce a Hilbert space H and operators M and N so
that we can associate with the eigenvalue problem for the differential equation (1.4) a spectral
problem of the formMY = λNY with λ = iαRc. Since for n = 0 the latter is a coupled system of
differential equations, the Hilbert spaceH will in general be a product of two Hilbert spaces and
the operatorsM and N will be operators inH that admit block operator matrix representations;
if n = 0, the differential equations decouple completely and we can treat the problem as two
separate spectral problems.
Theorem 4.14. Let n ∈ Z, n = 0, and set H := L2((0,1]; r) × L2((0,1]; r). Then the operators
M and N in H given by
M :=
(
T ∗0 (k2r2T0)+ iαRUT0 + iαR 1r ( U
′
k2r
)′ 2αnT ∗0
2αnT0 − inRU ′r S + iαRUk2r2
)
, N :=
(
T0 0
0 k2r2
)
,
D(M) :=D(T ∗0 (k2r2T0))×D(S), D(N ) :=D(T0)×L2((0,1]; r),
are well defined and D(M) ⊂D(N ). The spectral problem
MY = λNY, Y =
(
Φ
Ω
)
∈D(M), (4.29)
is equivalent to the boundary eigenvalue problem (1.4) with boundary conditions
Φ(1) = Φ ′(1) = 0, Ω(1) = 0. (4.30)
Remark 4.15. Note that, in addition to the boundary conditions (4.30) at 1, at 0 every element
(Φ,Ω)t ofD(M) =D(T ∗0 (k2r2T0))×D(S) automatically satisfies the conditions (4.3) for Φ by
Theorem 4.4 and (4.1) for Ω by Theorem 4.8. In particular, Φ,Ω satisfy all physical boundary
conditions (1.9)–(1.11). The latter, however, are not sufficient to describe the domains of the op-
erators T ∗0 (k2r2T0) and S, respectively; in fact, if n > 3, then Φ ∈D(T ∗0 (k2r2T0)) even satisfies
limr→0 Φ ′′(r) = 0.
For the proof of Theorem 4.14 and for later purposes, we will show that, under the assumptions
(1.5) on the function U , all multiplication operators occurring in the block operator matrix M
are bounded in L2((0,1]; r).
Lemma 4.16. Let n ∈ Z, n = 0. Suppose U : [0,1] → R is twice differentiable and satisfies the
conditions (1.5), that is, U ′(0) = 0 and U ′′ is bounded on [0,1]. Then the multiplication opera-
tors
iαRU ·, iαR 1
r
(
U ′
k2r
)′
·, inRU
′
r
·, iαRUk2r2·
are all bounded in L2((0,1]; r).
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third case we observe that the first condition in (1.5) implies that
lim
r↘0
U ′(r)
r
= U ′′(0).
Finally, in the second case the two conditions in (1.5) show that
lim sup
r↘0
∣∣∣∣1r
(
U ′(r)
k(r)2r
)′∣∣∣∣= lim sup
r↘0
∣∣∣∣1r
(
r
n2
(
1 + α
2r2
n2
)−1
U ′(r)
)′∣∣∣∣
= 1
n2
lim sup
r↘0
∣∣∣∣1r
(
r
(
1 + α
2r2
n2
)−1
U ′′(r)+
(
r
(
1 + α
2r2
n2
)−1)′
U ′(r)
)∣∣∣∣
= 1
n2
lim sup
r↘0
∣∣∣∣1r (rU ′′(r)+U ′(r))
∣∣∣∣
 1
n2
(
lim sup
r↘0
∣∣U ′′(r)∣∣+ ∣∣U ′′(0)∣∣). 
Proof of Theorem 4.14. It is obvious that N is well defined on D(N ); the analogous statement
for M follows from the facts that D(T ∗0 (k2r2T0)) ⊂D(T0) by Remark 4.5 and D(S) ⊂D(T ∗0 )
by Theorem 4.8, and from Lemma 4.16.
The boundary conditions in (4.30) are implied by the fact that (Φ,Ω)t has to lie in D(M)
together with Theorems 4.2 and 4.8. 
With the operators M and N defined in Theorem 4.14, we now study the linear operator
pencil
L(λ) :=M− λN , D(L(λ))=D(M), (4.31)
defined for all λ ∈ C. As in Section 3 for the Ekman problem, we use the perturbation results
of Section 2 to determine the essential spectrum of L and hence of the Hagen–Poiseuille flow
problem. We are going to show that the essential spectrum of L is empty. For this purpose, the
following factorization is useful.
Proposition 4.17. Let n ∈ Z, n = 0. We have
L(λ) = (L0 − λ)
(
T0 0
0 k2r2
)
(4.32)
for every λ ∈ C on D(L(λ)) =D(M) where
L0 :=
(
T ∗0 (k2r2·)+ iαRU + iαR 1r ( U
′
k2r
)′T −11 2αnT ∗0 (
1
k2r2
·)
2αn− inRU ′
r
T −11 S(
1
k2r2
·)+ iαRU
)
,
D(L0) :=D
(
T ∗0
(
k2r2·))⊕D(S( 12 2 ·)).k r
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σess(L) ⊂ σess(L0).
Proof. The factorization of L(λ) is easy to check; observe that T −11 T0 = I on D(T ∗0 (k2r2T0)) ⊂D(T0). For the second claim we note that the right factor in (4.32) is Fredholm and the left factor
is densely defined. Hence, if L0 − λ is Fredholm, so is L(λ) by [6, Theorem XVII.3.1]. 
Now we are ready to prove the main theorem about the essential spectrum of the linear pencil
L(λ) =M− λN , λ ∈ C, with M, N as in Theorem 4.14.
Theorem 4.18. Let n ∈ Z, n = 0, and define
A0 :=
(
T1(k2r2·) 2αnT ∗0 ( 1k2r2 ·)
0 S( 1
k2r2
·)
)
.
Then
σess(L) ⊂ σess(A0) = ∅.
Proof. By Proposition 4.17, we have σess(L) ⊂ σess(L0). If we exchange the operator T ∗0 in the
left upper entry of L0 with its one-dimensional self-adjoint restriction T1 and define
L1 :=
(
T1(k2r2·)+ iαRU + iαR 1r ( U
′
k2r
)′T −10 2αnT ∗0 (
1
k2r2
·)
2αn− inRU ′
r
T −10 S(
1
k2r2
·)+ iαRU
)
,
then the difference L0 −L1 has rank one and thus σess(L0) = σess(L1). Further, we can write
L1 =
(
A0 B0
0 D0
)
+
(
A1 0
C1 D1
)
=:A0 +A1
with
A0 := T1
(
k2r2·), A1 := iαRU + iαR 1
r
(
U ′
k2r
)′
T −10 ,
B0 := 2αnT ∗0
(
1
k2r2
·
)
, C1 := 2αn− inRU
′
r
T −10 ,
D0 := S
(
1
k2r2
·
)
, D1 := iαRU.
Since k2r2 is a bounded and boundedly invertible multiplication operator for n = 0 and T1, S
have compact inverses, it follows that A0 and D0 are boundedly invertible with compact in-
verses and σess(A0) = σess(A0) ∪ σess(D0) = ∅. Further, by Lemma 4.16, the operators A1,C1,
and D1 are bounded and hence A1A−10 , C1A
−1
0 , and D1D
−1
0 are compact. Finally, B0 is closed
and, by Theorem 4.8, D(S) ⊂ D(T ∗0 ) and hence D(D0) ⊂ D(B0), which implies that B0 is
D0-bounded. Therefore, all assumptions of Corollary 2.4 are satisfied and σess(L1) =
σess(A0) = ∅ follows. 
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If, for example, n is purely imaginary, then the differential equation Sz = μz has oscillatory
solutions and hence S no longer has a compact inverse.
4.3. Operator setting for the spectral problem: n = 0
If n = 0, the systems of differential equations (1.4) decouples completely. In the following we
establish operator realizations for these two independent differential equations. Unlike the case
n = 0, one of the multiplication operators in the left upper corner of (1.4) is unbounded when
n = 0; it requires some additional arguments to prove relative compactness with respect to the
operator realization of T (k2r2T ).
Theorem 4.20. Let n = 0. Suppose U : [0,1] → R is twice differentiable and satisfies the condi-
tions (1.5), that is, limr↘0 U ′(r) = 0 and U ′′ is bounded on [0,1]. Then the operators M1,M2
and N1,N2 in L2((0,1]; r) given by
M1 := L1 + iαRUT1 + iαR 1
r
(
U ′
k2r
)′
, D(M1) :=D(L1),
N1 = T1, D(N1) :=D(T1),
M2 := S + iαRUk2r2, D(M2) :=D(S),
N2 := k2r2, D(N2) := L2
(
(0,1]; r),
are well defined and D(Mi ) ⊂D(Ni ) for i = 1,2. The spectral problems
M1Φ = λN1Φ, Φ ∈D(M1),
M2Ω = λN2Ω, Ω ∈D(M2),
are equivalent to the boundary eigenvalue problem (1.4) with boundary conditions
Φ(1) = Φ ′(1) = Ω(1) = 0, lim
r↘0 [y, y1]2(r) = limr↘0
[
k2r2T y, y1
]
2(r) = 0, (4.33)
where y1 is the asymptotic solution of T y = 0 according to Proposition 4.9 and [·,·]2 is defined
as in (4.12).
For the proof of Theorem 4.20 we need the following two lemmas.
Lemma 4.21. Let n = 0. Suppose U : [0,1] → R is twice differentiable and satisfies the condi-
tions (1.5). Then the multiplication operators
iαRU ·, iαRUk2r2·
are bounded in L2((0,1]; r), while the multiplication operator
iαR
1
(
U ′
2
)′
·r k r
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operator 1
r2
· in L2((0,1]; r),
D
(
iαR
1
r
(
U ′
k2r
)′
·
)
⊃D
(
1
r2
·
)
. (4.34)
Proof. Since U is bounded on [0,1] and so is k(r)2r2 = α2r2, the first two statements are clear.
According to the assumption, by the mean value theorem, for any r ∈ (0,1] there exists ϑ ∈ (0, r)
such that U ′(r) = rU ′′(ϑ) and so
1
r
(
U ′(r)
k(r)2r
)′
= 1
α2
1
r
U ′′(r)r − rU ′′(ϑ)
r2
= 1
α2
(
U ′′(r)−U ′′(ϑ)) 1
r2
, r ∈ (0,1].
Now the remaining claims follow from the fact that U ′′ is bounded on [0,1] and that the multi-
plication operator 1
r2
· is not bounded in L2((0,1]; r). 
Lemma 4.22. Let n = 0. Then the multiplication operator 1
r2
· in L2((0,1]; r) is relatively com-
pact with respect to T1 and the multiplication operator k2r2· in L2((0,1]; r) is relatively compact
with respect to S.
Proof. In order to prove the first claim, let f ∈ L2((0,1]; r) be arbitrary and define the function
y := 1
r2
T −11 f (note that 0 ∈ ρ(T1) by Theorem 4.11). Then r2y ∈ D(T1) and hence y(1) = 0.
Variation of parameters shows that
y(r) = 1
WT (y1, y2)
1
r2
(
y1(r)
( 1∫
r
sy2(s)f (s)ds − y2(1)
y1(1)
1∫
0
sy1(s)f (s)ds
)
+ y2(r)
r∫
0
sy1(s)f (s)ds
)
=: 1
WT (y1, y2)
1
r2
(
y1(r)c1(r)+ y2(r)c2(r)
)
and, further,
y′(r) = 1
WT (y1, y2)
(
1
r2
(
y′1(r)c1(r)+ y′2(r)c2(r)
)− 2
r3
(
y1(r)c1(r)+ y2(r)c2(r)
))
.
In order to estimate c1(r), we use the Cauchy–Schwarz inequality and the facts that y1, y2 ∈
L2((0,1]; r) by Proposition 4.9 and f ∈ L2((0,1]; r) by assumption; for the estimate of c2(r)
we use that y1(r) = O(r2) by Proposition 4.9 to obtain∣∣c1(r)∣∣ γ1‖f ‖L2((0,1];r), ∣∣c2(r)∣∣ γ2r3‖f ‖L2((0,1];r), r ∈ [0,1],
with constants γ1, γ2  0. Together with y1(r) = O(r2), y2(r) = O(1) by Proposition 4.9, this
proves that
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with some constant γ  0. In order to estimate y′, we rewrite it in the form
y′(r) = 1
WT (y1, y2)
1
r3
((−2y1(r)+ ry′1(r))c1(r)+ (−2y2(r)+ ry′2(r))c2(r)).
Now we use that, by Proposition 4.9, −2y2(r)+ ry′2(r) = O(1) and
−2y1(r)+ ry′1(r) = −2r2
(
1 + O(r2))+ r(2r + O(r3))= O(r4).
Together with the estimates for c1 and c2 this leads to∣∣y′(r)∣∣ γ ′‖f ‖L2((0,1];r), r ∈ [0,1],
with some constant γ ′  0. Hence we have shown that
‖y‖L∞[0,1]  γ ‖f ‖L2((0,1];r), ‖y′‖L∞[0,1]  γ ′‖f ‖L2((0,1];r).
As a result of this, the operator
1
r2
T −11 :L2
(
(0,1]; r)→ W 12 (0,1)
is bounded. Since the inclusion W 12 (0,1) ↪→ L2(0,1) is compact and the inclusion L2(0,1) ↪→
L2((0,1]; r) is bounded, it follows that the operator 1r2 T −11 is compact within L2((0,1]; r).
In order to prove the second claim, let f ∈ L2((0,1]; r) be arbitrary and define the func-
tion z := r2S−1f (note that 0 ∈ ρ(S) by Theorem 4.13). Then 1
r2
z ∈D(S) and hence z(1) = 0.
Variation of parameters shows that
z(r) = 1
WS(z1, z2)
r2
(
z1(r)
( 1∫
r
sz2(s)f (s)ds − z2(1)
z1(1)
1∫
0
sz1(s)f (s)ds
)
+ z2(r)
r∫
0
sz1(s)f (s)ds
)
=: 1
WS(z1, z2)
r2
(
z1(r)d1(r)+ z2(r)d2(r)
)
where now WS(z1, z2) is the constant value of the Wronskian associated with S . Differentiating
gives
z′(r) = 1
WS(z1, z2)
(
r2
(
z′1(r)d1(r)+ z′2(r)d2(r)
)+ 2r(z1(r)d1(r)+ z2(r)d2(r))).
In order to estimate d2(r) we use the Cauchy–Schwarz equality and the facts that z1 ∈
L2((0,1]; r) by Proposition 4.12 and f ∈ L2((0,1]; r) by assumption, for the estimate of d1(r)
we use that z2(r) = O(r−2) by Proposition 4.12 to obtain
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r
‖f ‖L2((0,1];r),
∣∣d2(r)∣∣ δ2r‖f ‖L2((0,1];r), r ∈ [0,1],
with constants δ1, δ2  0. Together with z1(r) = O(1), z2(r) = O(r−2) and z′1(r) = O(r),
z2(r) = O(r−3) by Proposition 4.12, we conclude that∣∣z(r)∣∣ δ‖f ‖L2((0,1];r), ∣∣z′(r)∣∣ δ′‖f ‖L2((0,1];r), r ∈ [0,1],
with some constants δ, δ′  0. Thus we have shown that
‖z‖L∞[0,1]  γ ‖f ‖L2((0,1];r), ‖z′‖L∞[0,1]  γ ′‖f ‖L2((0,1];r).
Now the compactness of r2S−1 follows in the same way as in the first part of the proof. 
From Lemma 4.22 and (4.34) the following corollary is immediate.
Corollary 4.23. Let n = 0. Then the multiplication operator iαR 1
r
( U
′
k2r
)′· in L2((0,1]; r) is rela-
tively compact with respect to T1.
Proof of Theorem 4.20. It is obvious that N1,N2, and M2 are well defined on their respective
domains; for M1 this follows from the facts that D(L1) ⊂ D(T1) by Theorem 4.11 and from
Corollary 4.23.
The boundary conditions (4.33) follow from the fact that Φ ∈ D(M1) = D(L1) and
Ω ∈D(M2) =D(S) together with Theorems 4.11 and 4.13. 
Remark 4.24. Note that, in addition to the boundary conditions (4.33) at 1, Theorem 4.11 implies
that every element (Φ,Ω)t of D(M1) ⊕D(M2) automatically satisfies the physical boundary
conditions (1.9) at 0,
lim
r→0Φ(r) = limr→0Φ
′(r) = 0.
With the operatorsMi andNi defined in Theorem 4.20, we now study the two linear operator
pencils
Li (λ) :=Mi − λNi , D
(Li (λ))=D(Mi ), (4.35)
for i = 1,2 defined for all λ ∈ C with domain of definition independent of λ. It is our aim to
show that the essential spectra of L1 and L2 are empty.
Theorem 4.25. Let n = 0. Then σess(L1) = σess(L2) = ∅.
Proof. The operators L1 and T1krkrT1 are both self-adjoint realizations for the differential
expression T (k2r2T ), hence the difference of their resolvents is finite-dimensional. As a conse-
quence, if we define
L˜1(λ) := T1krkrT1 + iαRUT1 + iαR 1
r
(
U ′
k2r
)′
− λT1, D
(L˜1(λ))=D(T1krkrT1)
for λ ∈ C, we have σess(L1) = σess(L˜1). Since 0 ∈ ρ(T1) by Theorem 4.11, we can write
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(
T1krkrT1T
−1
1 − λ+ iαRU + iαR
1
r
(
U ′
k2r
)′
T −11
)
T1
=
(
T1k
2r2 − λ+ iαRU + iαR 1
r
(
U ′
k2r
)′
T −11
)
T1,
where we have used that T1krkrT1T −11 = T1krkrT1T −11 = T1k2r2. Now the operator iαRU · is
bounded by Lemma 4.21 and so is the operator iαR 1
r
( U
′
k2r
)′T −11 by Corollary 4.23. Since T1k2r2
has compact inverse by Lemma 4.22, the left factor is a densely defined Fredholm operator for
all λ ∈ C. Since T1 is bijective and hence Fredholm, it follows that L˜1(λ) is Fredholm for all
λ ∈ C (see [6, Theorem XVIII.3.1]) and hence σess(L˜1) = ∅.
Finally, since 0 ∈ ρ(S) by Theorem 4.13, we can write
L2(λ) =
(
S − λk2r2 + iαRUk2r2)= (I − (λ− iαRU)α2r2S−1)S
for λ ∈ C. By Lemma 4.22, the operator r2S−1 is compact and hence the left factor is Fred-
holm. Therefore L2(λ) is Fredholm for any λ ∈ C (see [6, Theorem XVIII.3.1]), that is,
σess(L2) = ∅. 
Appendix A. Proofs of the asymptotic representations
In this section we collect all proofs of asymptotic representations of solutions of the differen-
tial equations T y = μy, T (k2r2T y) = μy, and Sz = μz.
Proof of Proposition 4.1. If n = 0, the definition of k shows that
1
k(r)2r
= 1
α2r + n2/r ,
d
dr
1
k(r)2r
= − α
2 − n2/r2
(α2r + n2/r)2 =
n2 − α2r2
(n2 + α2r2)2 .
If we use the power series of the last two expressions, it is not difficult to check that, for ν ∈ Z,
T rν =
(
1 − ν
2
n2
)
rν−2 + ν(ν + 2)α
2
n4
rν + O(rν+2),
where the O(rν+2) term only contains powers rν+2, rν+4, rν+6, . . . . Hence, making the ansatz
y(r) =∑∞ν=κ cνrν with some integer κ ∈ Z and constants cν such that cκ = 0, we obtain
T y(r) =
∞∑
ν=κ
cν
((
1 − ν
2
n2
)
rν−2 + ν(ν + 2)α
2
n4
rν + O(rν+2))
=
(
1 − κ
2
n2
)
cκr
κ−2 +
(
1 − (κ + 1)
2
n2
)
cκ+1rκ−1
+
∞∑
ν=κ
((
1 − (ν + 2)
2
n2
)
cν+2 + ν(ν + 2)α
2
n4
cν
)
rν + O(rκ+2).
Since cκ = 0, the condition T y = μy implies that κ = ±|n|, and cκ+1 = 0.
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In this case, the coefficients cν, ν = κ + 2, κ + 3, . . . , are determined by a recursion with initial
values cκ = 0 and cκ+1 = 0; the latter enforces cκ+3 = cκ+5 = · · · = 0. This yields the solution
y1 which is O(r |n|) near the origin.
If κ = −|n|, the coefficient of cν+2 vanishes if ν = |n| − 2  −|n|. Therefore we seek the
second solution y2 from D’Alembert’s formula
y2(r) = cy1(r)
r∫
a
k(ρ)2ρ
y1(ρ)2
dρ, r ∈ (0,1], (A.1)
with some constant c ∈ R and a ∈ (0,1]. If we substitute the already-known expression for y1
together with the fact that k(ρ)2 = α2 +n2/ρ2, elementary expansion and integration shows that
r∫
a
k(ρ)2ρ
y1(ρ)2
dρ =
(
−|n|
2
r−2|n| + γ−2|n|+2r−2|n|+2 + · · ·
)
+ γ−1 log r, r ∈ (0,1],
with coefficients γk ∈ R, k −2|n| + 2. Using the asymptotic formula for y1 again, we obtain
the asserted form of y2. 
Proof of Proposition 4.7. Let μ ∈ C. We have k(r)2r2 = n2 + α2r2 and hence, for ν ∈ Z,
(S −μ)rν =
(
1
r2
(
n2 + α2r2)2 − 1
r
d
dr
(
n2r + α2r3) d
dr
−μ
)
rν
= n2(n2 − ν2)rν−2 − (α2(2n2 + ν(ν + 2))+μ)rν + α4rν+2.
If we use the ansatz z(r) =∑∞ν=κ bνrν with constants bν, ν = κ, κ + 1, . . . , such that bκ = 0,
then it is not difficult to see that
(S −μ)z(r)
= n2(n2 − κ2)bκrκ−2 + n2(n2 − (κ + 1)2)bκ+1rκ−1
+ (n2(n2 − (κ + 2)2)bκ+2 − (α2(2n2 + κ(κ + 2))+μ)bκ)rκ
+ (n2(n2 − (κ + 3)2)bκ+3 − (α2(2n2 + (κ + 1)(κ + 3))+μ)bκ+1)rκ+1
+
∞∑
ν=−κ
(
α4bν −
(
α2
(
2n2 + (ν + 2)(ν + 4))+μ)bν+2 + n2(n2 − (ν + 4)2)bν+4)rν+2.
If z is a solution of (S − μ)z = 0, comparing coefficients at the two leading order terms shows
that κ = ±|n| and bκ+1 = 0.
If κ = |n|, then, for all ν  κ , we have ν  |n|  0 and hence (ν + 4)2  (|n| + 4)2 > n2.
In this case, the coefficients bν, ν = κ + 2, κ + 3, . . . , are determined by a recursion with initial
value bκ = 0 and bκ+1 = 0; the latter enforces bκ+3 = bκ+5 = · · · = 0. This yields the solution
z1 which is O(r |n|) near the origin.
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bert’s formula again, as in the previous result. 
Proof of Proposition 4.9. For n = 0, the function k is constant, k2 ≡ α2. It is not difficult to
check that, for ν ∈ Z,
T rν = rν−2 − 1
α2
ν(ν − 2)rν−4,
and hence, for y(r) =∑∞ν=κ aνrν with some integer κ ∈ Z and constants aν such that aκ = 0,
T y(r) = − 1
α2
κ(κ − 2)aκrκ−4 − 1
α2
(κ + 1)(κ − 1)aκ+1rκ−3
+
∞∑
ν=κ
(
aν − 1
α2
ν(ν + 2)aν+2
)
rν−2. (A.2)
For a solution of T y = 0 we conclude that κ = 2 or κ = 0, and aκ+1 = 0.
If κ = 2, then for ν  κ = 2 we have ν(ν + 2) = 0 and hence all coefficients aν , ν = κ +
2, κ + 3, . . . , are determined by a recursion with initial values aκ = 0 and aκ+1 = 0; the latter
enforces aκ+3 = aκ+5 = · · · = 0. This yields the solution y1 which is O(r2) near the origin.
If κ = 0, then for ν = 0 we have ν(ν + 2) = 0 and hence we arrive at the contradiction a0 = 0.
As in the previous proofs, we therefore seek the second solution y2 by means of D’Alembert’s
formula (A.1). If we substitute the already-known expression for y1, elementary expansion and
integration now shows that
y2(r) = cy1(r)
r∫
a
α2ρ
y1(ρ)2
dρ = c
(
−α
2
2
+ γ2r2 + · · · + γ−1y1(r) log r
)
, r ∈ (0,1],
with some constant c ∈ R, a ∈ (0,1], and coefficients γk , k −1. This yields the solution y2.
To derive the asymptotic representation of the solutions of T (α2r2T )y = 0, we seek solutions
of α2r2T y = y1 and α2r2T y = y2. For the former, the ansatz y(r) =∑∞ν=κ aνrν from above
may be used. For a solution of T y = α−2r−2y1 = α−2(1 + a14r2 + · · ·), we may choose κ = 4
or κ = 0, and a−κ+1 = 0; it is also possible to choose κ = 2 which corresponds to the fact that a
solution y is determined only up to adding multiples of the solutions y1 or y2.
If κ = 4, then for ν  κ we have ν(ν + 2) = 0 and hence all coefficients aν , ν = κ + 2, κ +
3, . . . , are determined by a recursion in terms of the initial values aκ = 0 and aκ+1 = 0; the latter
enforces aκ+3 = aκ+5 = · · · = 0. This yields the solution y3.
If κ = 0, then for ν = 0 we have ν(ν + 2) = 0 and hence we arrive at the contradiction
a0 = 0. In order to obtain the last solution y4, we therefore have to use the more general ansatz
y(r) =∑∞ν=κ(aν + αν log r)rν with aκ = 0 or ακ = 0. It is not difficult to check that, for ν ∈ Z,
T ((aν + αν log r)rν)= aνrν−2 − 1
α2
(
2(ν − 1)αν + ν(ν − 2)aν
)
rν−4
+ log r
(
αν r
ν−2 − 12 ν(ν − 2)αν rν−4
)
,α
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T y(r) = − 1
α2
(
2(κ − 1)ακ + κ(κ − 2)aκ
)
rκ−4 − 1
α2
(
2κακ+1 + (κ + 1)(κ − 1)aκ+1
)
rκ−3
+
∞∑
ν=κ
(
aν − 1
α2
(
2(ν + 1)αν+2 + ν(ν + 2)aν+2
))
rν−2
+ log
(
− 1
α2
κ(κ − 2)ακrκ−4 − 1
α2
(κ + 1)(κ − 1)ακ+1rκ−3
+
∞∑
ν=κ
(
αν − 1
α2
ν(ν + 2)αν+2
)
rν−2
)
;
note that the series multiplying log r has the same form as the series in (A.2) with aν therein
replaced by αν . In order to obtain a solution of T y = α−2r−2y2 = α−2r−2(1 + a22r2 + · · ·) +
a2α−2r−2y1(r) log r , we may therefore choose κ = 0, α0 = α1 = α2 = α3 = 0, all other coeffi-
cients αν , ν  4, equal to the coefficients of y3, and a1 = 0. Equating the coefficients of rν−2 for
ν = 1,3, . . . yields that a3 = a5 = · · · = 0; for ν = 0,2, . . . we obtain
a0 = 1
α2
, a2 − 1
α2
6α4 + 8a4 = 1
α2
a22,
and a recursion for aν , ν  6, in terms of the initial values a2, a4, and α4 = 0. If we choose
a2 = a4 = 0, then the higher coefficients aν , ν  6, are uniquely determined, and we arrive at
the solution y4; other choices of a2 and a4 correspond to adding multiples of the solutions y1
and y2. 
Proof of the asymptotics in Proposition 4.12. Let μ ∈ C. If n = 0, we have k2 ≡ α2 indepen-
dently of r and hence, for ν ∈ Z,
(S −μ)rν = −(α2ν(ν + 2)+μ)rν + α4rν+2.
If we use the ansatz z(r) =∑∞ν=κ bνrν with constants bν, ν = κ, κ + 1, . . . , such that bκ = 0,
then it is not difficult to see that
(S −μ)z(r) = −(α2κ(κ + 2)+μ)bκrκ − (α2(κ + 1)(κ + 3)+μ)bκ+1rκ+1
+
∞∑
ν=κ
(
α4bν −
(
α2(ν + 2)(ν + 4)+μ)bν+2)rν+2.
Hence for a solution z of (S −μ)z = 0, we must have
α2κ(κ + 2)+μ = 0, bκ+1 = 0,
α4bν −
(
α2(ν + 2)(ν + 4)+μ)bν+2 = 0, ν = κ, κ + 1, . . . .
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bκ+2, bκ+4, . . . , uniquely. Depending on μ, the exponent κ is given by
κ = −1 ±
√
1 − μ
α2
.  (A.3)
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