Abstract. The connectivity of the Internet crucially depends on the relationships between thousands of Autonomous Systems (ASes) that exchange routing information using the Border Gateway Protocol (BGP). These relationships can be modeled as a graph, called the AS-graph, in which the vertices model the ASes, and the edges model the peering arrangements between the ASes. Based on topological studies, it is widely believed that the Internet graph contains a central dense-core: Informally, this is a small set of high-degree, tightly interconnected ASes that participate in a large fraction of end-to-end routes. Finding this densecore is a very important practical task when analyzing the Internet's topology.
Introduction

Background and Motivation
The connectivity of the Internet crucially depends on the relationships between thousands of Autonomous Systems (ASes) that exchange routing information using the Border Gateway Protocol (BGP). These relationships can be modeled as a graph, called the AS-graph, in which the vertices model the ASes, and the edges model the peering arrangements between the ASes.
Significant progress has been made in the study of the AS-graph's topology over the last few years. A great deal of effort has been spent measuring topological features of the Internet. Numerous research projects [14, 1, 13, 25, 35, 36, 9, 5, 4, 24, 30, 26, 7, 6, 28, 34, 32, 33, 21, 8, 29, 31] have ventured to capture the Internet's topology. Based on these and other topological studies, it is widely believed that the Internet graph contains a central dense-core: Informally, this is a small set of high-degree, tightly interconnected ASes that participate in a large fraction of end-to-end routes. Finding this dense-core is a very important practical task when analyzing the Internet's topology.
There are several ways to define a dense-core precisely, and various corresponding algorithms and heuristics. In the next subsection we briefly survey known definitions Subramanian et al. [32] suggested a 5-tier hierarchical layering of the AS-graph. Their dense-core -the top tier, is defined as a subset of ASes whose edge density is > 50%. Their tiering agrees with the jellyfish model of [34] in that they, implicitly, assume a single dense-core. They use a simple greedy algorithm for finding (their definition of) a dense-core. However, they report finding a dense-core of only 20 ASes. A similar approach was suggested by Ge et al. [18] .
Feige et al. [15] consider the k-densest subgraph problem, which is defined as follows. Given a graph G = (V, E), find a subgraph H = (X, F ) of G such that |X| = k and |F | is maximized. This problem is NP-hard. Feige et al. [15] describe an approximation algorithm that gives a ratio of O(n δ ) for some δ < 1/3. For any particular value of k the greedy algorithm of Asahiro et al. [3] (which is similar to the kCore algorithm) gives the ratio O(n/k). For some specific values of k there are algorithms that produce approximation ratios that are better than O(n/k) [16, 17] . Charikar [12] considers the related problem of finding a subgraph of maximum average degree. He shows that a simple (linear time) greedy algorithm, which is a variant of the kCore algorithm and the algorithm of Asahiro et al. [3] , gives a factor-2 approximation. The proof is based on the relation between the greedy algorithm and the dual of the LP formulation of the problem. We note that in general, a subset of (approximately) maximum average degree might be quite different from the notion we are interested in of a relatively small, very dense subgraph. The example given in Footnote 3 illustrates this.
Sagie and Wool [29] suggested an approach that is based on dense k-subgraphs (DkS). They use parts of the DkS approximation algorithm of [15] . On a sampled ASgraph (based on BGP data) their algorithm found a dense-core of 43 ASes, with density 70%. The time complexity of their algorithm is rather high: O(n 3 ). Bar et al. [4, 5] use the same approach for finding a dense-core.
Against this backdrop of diverging definitions, our goal was to design an algorithm that (i) is not limited to finding a fully-connected clique, (ii) provides a precise density guarantee for the discovered core, (iii) is very efficient, both asymptotically and in practice, and (iv) is amenable to mathematical analysis.
Contributions
We chose to use a natural definition of a dense-core that focuses on the actual edge density: We define a dense-core as a set of vertices of size k with a given density α. Motivated by graph property-testing algorithms [19] , our approach is to use randomized sampling techniques to find such a core. A related approach was applied in [27] to find large conjunctive clusters. However, intuitively, a dense-core in a general graph is a "local" phenomenon, so random sampling has a very low success probability (e.g., if the core is log-sized). Therefore, we restrict ourselves to the practically-interesting class of Jellyfish graphs: Graphs that contain a dense-core -and this core is also well connected to other parts of the graph.
The extra structure provided by Jellyfish graphs is the basis for our main contribution: a sublinear randomized algorithm for finding a dense-core in the AS-graph. We rigorously prove the correctness of our algorithm, and the density of the dense-core produced by the algorithm under mild structural assumptions on the graph (assumptions that do hold for the real AS graph).
We implemented our algorithm (JellyCore) and tested it extensively on AS-graph data collected by the DIMES project [30] . We also implemented the kCore algorithm of Carmi et al. [10] , and the GreedyMaxClique algorithm of Siganos et al. [31] . On the AS-graph our JellyCore algorithm finds a 60-80%-dense-core, which has a 90% overlap with the core reported by kCore-but JellyCore runs 6 times faster. Furthermore, we also define a nucleus within the dense-core as a subset of the highest degree vertices in the dense-core. The nucleus produced by our algorithm has an 80-90% overlap with the 13-node clique reported by GreedyMaxClique -i.e., we find a nucleus containing around 11 of the 13 members in the clique.
Organization: In Section 2 we give definitions and notations. In Section 3 we describe and analyze a simple randomized algorithm (JellyCore) for finding the densecore, which serves as a basis for our sublinear algorithm. In Section 4 we modify the JellyCore algorithm to a sublinear algorithm. In Section 5 we give an implementation of the JellyCore algorithm and compare it to the algorithms of Carmi et al. [10] and Siganos et al. [31] . We summarize our conclusions in Section 6.
Definitions and Notations
Throughout the paper we consider sparse graphs G = (V, E), i.e., |E| = O(n), where n = |V |. For the purpose of time complexity analysis, we assume that for every vertex in the graph we know the degree (in O(1) time). We start by some technical definitions leading up to the definition of the dense-core, and the family of Jellyfish graphs.
Definition 1. Closeness to a clique: Let
C k denote the k-vertex clique. Denote by dist(G, C k ) the distance (as a fraction of k 2 ) between a graph G over k vertices and C k . Namely, if dist(G, C k ) = then k 2 edges should be added in order to make G into a clique. A graph G over k vertices is -close to being a clique if dist(G, C k ) ≤ .
Definition 2. (k, )-dense-core: consider a graph G. A subset of k vertices in the graph is a (k, )-dense-core if the subgraph induced by this set is -close to a clique.
Definition 3. Let C be a subset of vertices of a graph G. The d-nucleus of C, denoted by H, is the subset of vertices of C with degree (not induced degree) at least d.
For a set of vertices X, let Γ (X) denote the set of vertices that neighbor at least one vertex in X, and let Γ δ (X) denote the set of vertices that neighbor all but at most δ|X| vertices in X. We next introduce our main definition. 
For all but |H| vertices in the graph
Intuitively, Item 1 of Definition 4 describes the fact that the vertices in C have many neighbors in H. Item 2 describes the fact that vertices that have many neighbors in H must have many neighbors in C too (so that the neighborhood relation to H is in a sense "representative" of the neighborhood relation to C). Item 3 describes the fact that most of the high-degree vertices in the graph are in H. Item 4 describes the fact that most vertices that neighbor most of H, are in C. Thus items 1 to 4 describe the densecore as a dense set of vertices that contains most of the very high-degree nodes in the graph, neighbors most of these high-degree nodes, and are almost all the vertices in the graph that neighbor most of these high-degree nodes. Figure 1 shows an illustration of a Jellyfish graph. Two notes are in place:
1. These assumptions hold for the AS-graph according to [30] for the values of k, d, c, we use. 2. Item 3 in Definition 4 will be relaxed in the full version of the paper [20] for |H| = O(log k) so that in this item will be any constant (that might be larger than 1).
The JellyCore Algorithm for Finding a Dense-Core in Jellyfish Graphs
In this section we describe a randomized algorithm that, given a graph
-dense-core C and an approximation of the nucleus H. Our algorithm and its analysis take some ideas from the Approximate-Clique Finding Algorithm of [19] (which is designed for dense graphs).
The algorithm is given query access to the graph G, and takes as input: k (the requested dense-core size), d (the minimal degree for nodes in the nucleus), , and a sample size s. Intuitively, the algorithm works in graphs that contain (k, d, c, )-Jellyfish subgraphs since in such graphs it suffices to sample a small set of vertices and observe their neighbors. The set of the neighbors with degree at least d is close to a nucleus H. In addition, in graphs that contain (k, d, c, )-Jellyfish subgraphs each vertex in C neighbors most of the vertices in H, and there might be only few vertices outside C that neighbor most of the vertices in H. Therefore, by taking the vertices that neighbor most of the vertices in H we get an approximation of C. However, in general graphs, if we sample a small set of vertices, the set of their neighbors might be a small random subset, so we won't be able to get any approximation of C.
We prove Theorem 1 by proving several lemmas. The lemmas and their proofs appear in the full version of the paper [20] .
Assume for now that we have access to a superset U of H that contains vertices with degree at least d.
We next state our main lemma.
Lemma 1. Suppose we order the vertices in Γ 2 (U ) according to their degree in the subgraph induced by Γ 2 (U ) (breaking ties arbitrarily). Let C be the first k vertices according to this order. Then C is O( √ ) close to being a clique.
Since we don't actually have access to a superset U of H that contains vertices with degree at least d, we sample the graph in order to get w.h.p. such a set. 
Step 3: This step is preformed in the following manner. First the multiset Γ ( H) is computed, and then Γ 2 ( H) is computed. (a) Γ ( H) is computed by going over all the vertices in H, and adding the neighbors of each vertex to a list. (Here too a vertex can appear several times in the list). The time complexity is v∈ H deg(v) ≤ min{2|E|, | H| · n} = O(n). (b) Γ 2 ( H) is computed by the following algorithm: (i) Sort the vertices in the multiset Γ ( H) according the names of the vertices. (ii) For each vertex in Γ ( H) count the number of times it appears in Γ ( H). If it appears at least (1 − 2 )|Γ ( H)| times then add the vertex to Γ 2 ( H). The time complexity is |Γ ( H)| log |Γ ( H)| = O(n log n).
3.
Step 4: C is computed by first computing the degrees in Γ 2 ( H) of the vertices in Γ 2 ( H), and then sorting the vertices in Γ 2 ( H) according to this degree.
Computing the degrees is upper bounded by
Therefore the time complexity of this step is upper bounded
Thus the time complexity of the algorithm is O(n log n).
A Sublinear Algorithm
In this section we modify the algorithm described in the previous section to get a sublinear algorithm that works under an additional assumption. For the sake of simplicity, we continue using the term Jellyfish subgraph, where we only add an additional parameter to its definition. Specifically, we say that a graph The algorithm is given query access to the graph G = (V, E), and takes as input: k (the requested dense-core size), d (the minimal degree for nodes in the nucleus), d (the high-degree threshold), , c (where |E| ≤ c n) and a sample size s.
Algorithm 2. (An algorithm for approximating C and H)
1. Uniformly and independently at random select s vertices. Let S be the set of vertices selected.
Order the vertices in Γ 4 ( H )\ C according to their degree in the subgraph induced by Γ 4 ( H ) (breaking ties arbitrarily). Let C be the first k−| C| vertices according to this order. 7. C ← C ∪ C . 8. Return C, H
Our main result is the following: The proof of Theorem 2 appears in the full version of the paper [20] .
Implementation
To demonstrate the usefulness of our algorithms beyond their theoretical contribution, we conducted a performance evaluation of our algorithm in comparison with the GreedyMaxClique algorithm of Siganos et al. [31] and the kCore algorithm of Carmi et al. [10] on real AS-graph data. For our own algorithm we implemented the basic Algorithm 1 of Section 3. We did not implement the sublinear algorithm of Section 4. The AS graph contains only a handful of very high degree vertices, so the main assumption of Section 4 holds anyway. This means that the refinements of the sublinear algorithm, which ensure that we do not process too many such vertices, would not bring significant gains. Moreover, the basic JellyCore algorithm gave us excellent running times (see below), so we opted for simplicity and ease of programming.
All three algorithms were implemented in Java, using Sun's Java 5, using the open source library JUNG [23] (Java Universal Network/Graph Framework). We ran the algorithms on a 3GHz 4x multiprocessor Intel Xeon server with 4GB RAM, running RedHat Linux kernel 2.6.9.
We tested the algorithms on AS graphs constructed from data collected by the DIMES project [30] . DIMES is a large-scale distributed measurements effort that measures and tracks the evolution of the Internet from hundreds of different view-points, and provides detailed Internet topology graphs. We merged AS graphs from consecutive weeks starting from the first week of 2006 until reaching a total of 64 weeks in February 2007. This resulted in AS graphs that have a vertex count ranging from 11,000 to around 21,000 ASes.
All three algorithms accept the Internet AS graph as an input. The kCore algorithm used a degree of 29 (i.e., it produced a core in which the minimal residual node degree is 30). The parameters for our JellyCore Algorithm 1 were set as follows: Given the number of vertices n, we used a minimal nucleus degree of d = n 0.7 , which gave 675 < d < 1100 for our values of n. We picked = 0.1 since we knew from earlier work that the AS graph contains a clique of 10-13 vertices-a smaller value of would have been essentially meaningless. The sample size s was calculated as follows: s = 10 · n 0.3 · ln(3 log(5 log n)) (this gave values 473 < s < 577 for our values of n). To allow a fair comparison with the kCore algorithm, we set the required dense-core size k to be the exact core size returned by the kCore algorithm in each run (67 < k < 91 in all cases).
Since the JellyCore algorithm is randomized, we ran it 10 times on each input graph, each time with independent random samples. Each point plotted in the figures represents the average of these 10 runs.
Accuracy of the JellyCore Algorithm
Figure 2 (left) shows the percentage of matching vertices of JellyCore and kCore. In other words, if kCore returned a core Z and Jellycore returned a core J then Figure 2 (left) shows 100 · |J ∩ Z|/|Z|. We can see that in all cases, between 92% and 95% of the core J returned by JellyCore is also in Z. Thus the results of JellyCore and kCore are very similar on the AS graph.
The figure also shows the percentage of matching vertices between the clique Q returned by GreedyMaxClique and the nucleus H (here denoted by U ). We can see that H contains between 68% and 94% of the vertices of Q -and that this percentage improves as the number of vertices grows. Furthermore, we found by inspection that the JellyCore's J always completely includes the GreedyMaxClique Q. almost identical, particularly for n ≥ 18, 000 vertices. The density of GreedyMaxClique is obviously 1, by the algorithm definition.
We can conclude that the practical results of the JellyCore algorithm, on the real AS graph, agree extremely well with the results of both kCore and GreedyMaxClique. Figure 3 shows that the running times of JellyCore and GreedyMaxClique are almost identical, and that kCore is indeed slower: Jellycore runs about 6 times faster than kCore on the largest AS graphs. Moreover, the running time of kCore increases substantially as the number of vertices in the graph grows, while the growth in the running times of JellyCore and GreedyMaxClique is relatively minor.
Execution Times
Therefore, we can see that the JellyCore algorithm produces cores that are very similar to those kCore-at a fraction of the running time. In addition, JellyCore returns "for free" the nucleus H, which is essentially the clique Q discovered by GreedyMaxClique.
Conclusions
In this work we presented first a simple algorithm (JellyCore), and then a sublinear algorithm, for approximating the dense-core of a Jellyfish graph. We mathematically proved the correctness of our algorithms, under mild assumptions that hold for the AS graph. In our analysis we bounded the density of the cores our algorithms return, and analyzed their running time.
We also implemented our JellyCore algorithm and tested it on real AS-graph data. Our results show that the dense-core returned by JellyCore is very similar to the kCore of Carmi et al. [10] , at a fraction of the running time, and the improvement is more prominent as the number of vertices increases. In addition, as a side effect JellyCore also approximates the clique returned by GreedyMaxClique of Siganos et al. [31] .
Therefore, we have demonstrated that our randomized approach provides both a theoretically successful algorithm (with a rigorous asymptotic analysis of the discovered density and success probability)-and a successful practical algorithm.
