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Abstract
We )rst extract the combinatorial result behind various proofs of the sequentialisation theorem
for multiplicative proof-nets. This result is an inductive characterisation of graphs with a unique
perfect matching.
Extending these techniques, we give a de)nition of multiplicative proof-nets in which com-
mutativity but also associativity of the multiplicative connectives is interpreted as equality. This
is done by representing a sequent by a cograph and axioms by a perfect matching. The main
advantage of this presentation is aesthetic: any such graph, without any further requirement is a
proof-structure and the correctness criterion also is a natural graph-theoretical property.
A direct and purely graph theoretical proof of these results is available as a research
report in which more details can be found (C. Retor'e, Handsome proof-nets: R&B-graphs,
perfect matchings and series-parallel graphs, Rapport de Recherche RR-3652, INRIA,
March 1999. http:==www.inria.fr=RRRT=publications-eng.html). c© 2002 Elsevier Science B.V.
All rights reserved.
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1. Behind sequentialisation results: the inductive denition of graphs with a unique
perfect matching
1.1. Graphs endowed with a perfect matching
The basic graph terminology that I use follows the )rst pages of [16], except that
I prefer vertex=edge to point=line. A graph G=(V ;E) consists in a set V of vertices
and a multiset E of edges, where an edge is an unordered pair of distinct vertices
{x; y}—simply denoted by xy, possibly with indices when there are several xy edges.
When there are no multiple edges (the multiset of edges is a set), the graph is said
to be a simple graph. Given two sets of vertices X; Y the expression X ⊗ˆY denotes the
set of all edges ab with a∈X and b∈Y .
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A set B of edges in a graph G is called a matching if no two edges of B are
adjacent. A matching B is said to be perfect if every vertex is incident to an edge of
B—such an edge is necessarily unique since B is a matching. Given a graph G and
a matching B, a path P is said to be alternating if the edges of P are alternately in
B and not in B. A path (resp. cycle) is said to be elementary if it does not contain
two equal vertices (resp. but the )rst and last). Given a graph and a matching, an
alternating elementary path will be written as -path. An alternating elementary cycle
of even length is called an -cycle—thus when turning around the cycle, the edges
are still alternately in B and not in B.
An R&B-graph G=(V ;B; R) is a graph G=(V ;B unionmulti R) endowed with a perfect
matching B and where R is a set of edges: multiple R-edges are not allowed, i.e.
(V ;R) is a simple graph. The graph G is said to be the underlying graph of G. Notice
that the multiple edges of G may only have multiplicity two, one coming from an
R-edge in G, and the other from a B-edge in G, and that in this case G contains an
H-cycle of length two. The R&B-graphs will be pictured as edge-bicoloured graph, the
two colours being B (Bold, Blue) and R (Regular, Red).
Let us call R&B+ the smallest class of R&B-graphs containing the empty graph and
closed by the following property:

(V ;B; R) ∈ R&B+
(V ′;B′; R′) ∈ R&B+
V ∩ V ′ = ∅
x; x′ =∈ V ∪ V ′
V1 ⊂ V; V ′1 ⊂ V ′


⇒


V unionmulti V ′ unionmulti {x; x′};
B unionmulti B′ unionmulti {xx′};
R′ unionmulti R unionmulti (V1⊗ˆ{x}) unionmulti (V ′1⊗ˆ{x′})

 ∈ R&B+:
An edge ab of a graph is called a bridge whenever (V ;E\{ab}) has more connected
components than (V ;E). Thus, in the previous inductive de)nition xx′ is a B-bridge of
the underlying graph of the R&B-graph on the right hand-side.
Theorem 1. Given an R&B-graph G=(V ;B; R) the three following properties are
equivalent:
(1) There is no H-cycle in G.
(2) B is the unique perfect matching of the underlying graph G.
(3) G recursively contains a B-bridge that is to say G belongs to the inductive class
of R&B-graphs R&B+.
Observe that when these properties hold, G is necessarily a simple graph, because
of the remark made above: a multiple (double) edge in G would correspond to an
H-cycle xy∈B; yx∈R in G.
Proof. Given a graph endowed with a perfect matching B; let us denote by B(x) the
unique vertex such that xB(x)∈B. Let us )rst see that 1≡ 2 because this is quite direct:
[¬2⇒¬1] Assume that G=G′ with G′=(V ;B′; R′) and x0 x1 ∈B\B′. We inductively
de)ne an in)nite sequence of vertices by x2n+1 =B(x2n) and x2n+2 =B′(x2n+1). This
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sequence satis)es x2nx2n+1 ∈B∩R′ and x2n+1x2n+2 ∈B′ ∩R. Thus x0; x1; : : : is an in)nite
alternate elementary path in G (and in G′ as well). As G is )nite, we have an alternate
elementary cycle—notice that B being a matching the cycle in G may only be of even
length.
[¬1⇒¬2] Let x0; x1; : : : ; x2n+1; x0 be an alternate elementary cycle with Even=
{x2ix2i+1|i∈ [0; n]}⊂B and Odd=({x2n+1x0}∪ {x2i+1x2i+2|i∈ [0; n]})⊂R. Let G′=
(V ;B′; R′) with B′=(B\Even)∪Odd and R′=(R\Odd)∪Even. Then G′ is an R&B-
graph too and B′ =B is a perfect matching of G′=G.
[3⇒ 1] (or [3⇒ 2]) are easy inductions.
[1⇒ 3] In the appendix, we show that whenever a graph contains no H-cycle then
it contains a B-bridge xx′, which is suKcient. Indeed, suppressing the vertices x and
x′ and their incident edges, we obtain two R&B-graphs still without any H-cycle, and
with less B-edge(s): the result follows by induction on the number of B-edges. 1
1.2. Bicoloured proof-structures: Danos–Regnier proof-structures revisited
This is a slight variation on the Danos–Regnier description of proof-structures and
nets [8, 9, 24, 13, 14]. Our presentation )ts better with standard combinatorial notions
and allows an immediate proof of sequentialisation based on Theorem 1. But the main
advantage of this presentation is to extend to pomset logic of [19], as in [20, 22] and
also to the non-commutative calculus of Abrusci [1]: the authors obtained in [3, 17] a
much simpler description than [2, 14], which nevertheless handles cuts, which are very
diMerent from times in the non-commutative case.
These proof-structures are R&B-graphs, because links are de)ned as follows:
Theorem 2. Proof-structures without any H-cycle correspond to proofs in MLL+mix.
Proof-structures without any H-cycle for which there exists an H-path between each
pair of vertices correspond to proofs in MLL.
1 [2⇒ 3] was originally proved in [15, Veta 29]—for some more recent presentation see e.g. [6, Corollary
2:3′] or [16, Theorem 3:3:10].
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The equivalence with Danos–Regnier style is fairly obvious. What is pleasant is that
applying Theorem 1 to  minus the pendant B-edges one directly obtains an immediate
proof of sequentialisation—this is easy, the details can be found [21].
1.3. Recovering various proofs of sequentialisation
The key arguments used in the most famous proofs of sequentialisation seem to be
unrelated. In fact they happen to be both simple corollaries of Theorem 1 we gave.
We only prove it for MLL+mix; and the result for MLL is easily deduced from the
following property (an easy induction on sequent calculus proofs): the connectedness
condition is equivalent to the mix-rule has not been used. This makes sense because
of the following result of [11]:
Remark 3. The number of mix-rules needed in every sequent calculus proof corre-
sponding to a single proof-net  is the same. Indeed, the number of connected com-
ponents of a switching  does not depend on the switching, and letting c() be this
number, the number of mix rules to be used in any sequent calculus proof correspond-
ing to  is c()− 1. 2
1.3.1. Sequentialisation ;a la Girard
In the original proof of sequentialisation [12] the key argument is the Splitting
Theorem:
Theorem 4 (Girard [12, 2.9.7.]). Let  be a proof-net the conclusions of which are
only times. Then one of them is a splitting times.
Proof. We here show how this may be deduced from Theorem 1. Given a proof-net
 let us de)ne its times-R&B-graph ⊗ as follows:
V premises of the times links,
B xy such that x and y are the left and right premises of a times link of ,
R xy such that x contains an atom , y contains an atom  and there is an axiom
linking  and .
The two following propositions are fairly obvious, and together with Theorem 1 entail
Theorem 4:
• A proof-net  is correct (in the usual sense) if and only if its times R&B-graph ⊗
contains no alternate elementary cycle.
• There is a one-to-one mapping between splitting times in  and B-bridges in
⊗.
1.3.2. Sequentialisation ;a la Danos
In [8] the key argument for proving the sequentialisation of proof-nets is
2 To be precise, if units were allowed, when there are b ⊥-links the number of mix rules to be used is
c()− b− 1.
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Proposition 5 (Danos [8, 4–5]). Each proof-net either has no ˝ link or contains a
section.
Let us recall from [8, 11] (where more details can be found) that:
• A section of a Danos–Regnier proof-structure is the pair of R-edges of a ˝-link,
whose removal increase the number of connected components of the underlying
graph.
• A block in a proof-structure is a connected component in the proof-net minus the
R-edges of its ˝-links.
Here we denote the block of a node x (a subformula) by Block(x) and given a set
N of node we write Block(N ) for Block(N )=
⋃
x∈N Block(x) Given a par link P let
Pc= {(x ˝y)} and Ph= {x; y}.
Proof. We here show how this may be deduced from Theorem 1. Given a proof-net
 let us de)ne its par-R&B-graph ˝ as follows:
V Pc and Ph for each par link P,
B PcPh for each par link P,
R NM whenever Block(N )∩Block(M) = ∅.
The two following propositions are fairly obvious, and together with Theorem 1 entail
Proposition 5:
• If a proof-net  is correct (in the usual sense) then its R&B-graph ˝ contains no
alternate elementary cycle. 3
• There is a one to one mapping between sections in  and B-bridges in ˝ .
2. Proof-structures as R&B-cographs: R&B-graphs whose R-edges are a cograph
The description of proof-structures we gave in Section 1.2 of the proof-nets )ts
better in with standard graph theory than usual descriptions, in particular because the
absence of alternate elementary cycle is a standard property: by Theorem 1 it means
that the perfect matching is unique. Nevertheless, their structure is still of little interest
outside linear logic: the R&B-graphs corresponding to proof-structures are not distin-
guished from other R&B-graphs by a meaning-full graph-theoretical property. All the
R&B-cographs, to be de)ned now, will denote proof-structures, and still the criterion
will remain a natural property. As a pleasant side eMect, associativity of the connectives,
as well as the presence or absence of the )nal ˝ will be interpreted by equality.
Roughly speaking, a proof-structure consists in two parts: the axiom-links on the one
hand and, on the other hand, the syntactic structure of the sequent—usually depicted
by a tree-like structure representing the subformula tree(s) of the conclusion(s). A cor-
rectness criterion expresses the compatibility between these two parts. Here, the axioms
will be depicted rather conventionally, by a set of non-incident B-edges, covering the
propositional variables. But the syntactic structure of the sequent will be expressed by
3 The condition is not suKcient unless one adds that each block contains no H-cycle.
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a single binary relation on propositional variables, i.e. a graph of R-edges. A proof-
structure will be the super-imposition of both, that is a R&B-graph.
We will )rst describe the kind of graphs needed for representing the formulae: they
are simple, well-studied and known as cographs. Then we will precisely de)ne proof-
structures or R&B-cographs and the correctness criterion for recognizing proof-nets.
Next we will map sequent calculus proofs onto correct proof-structures, and show
how to recover a sequent calculus proof from a correct proof-structure, by proving
the surjectivity of the natural map from the bicoloured proof-structure of the previous
section onto correct proof-structure of this section.
2.1. Cographs
The class of cographs is the smallest class of simple graphs containing all one-vertex
graphs (without any edge), and closed under the two following operations:
• complement (V ;E)c=(V ;Ec) with ∀x; y∈E (xy∈Ec ⇔ xy =∈ E),
• disjoint union (or parallel composition) (V ;E) ˆ˝ (V ′;E′)= (V unionmulti V ′;E unionmulti E′).
Given two simple graphs their series composition is de)ned by (V ;E) ⊗ˆ (V ′;E′)=
((V ;E)c ˆ˝ (V ′; E′)c)c=(V unionmultiV ′; E unionmultiE′ unionmultiV ⊗ˆV ′). 4 Clearly, cographs may also be de-
)ned as the smallest class of simple graphs containing all one-vertex graphs and closed
under series and parallel composition.
To answer an historical demand of the referee, these graphs have been studied for
at least two reasons. The )rst reason is related to the topological study of electrical
networks. When viewed as a digraph, an electrical network is a two-terminal series–
parallel (TTSP) digraph (with multiple arcs): series composition of two networks is
gluing the output of a network with the input of the other, while their parallel com-
position is identifying both inputs and both outputs—one of the )rst papers certainly
is [23]. TTSP digraphs can also be obtained from a single arc, by allowing to add
a vertex in the middle of an arc, and to add another arc ab when there is already
one arc ab. The line graphs of TTSP digraphs are in bijection with the Hasse dia-
grams (or the transitive reductions, since we do not care for the actual drawing in the
plane) of series–parallel orders: series composition and parallel composition of TTSP
digraphs, respectively, correspond to ordinal sum and disjoint union of partial orders.
The comparability graphs of these series–parallel orders are precisely cographs with
the two compositions corresponding, respectively, one to the other. The second reason
for studying cographs is related to the conjecture of Berge, solved by LovOasz, stating
that a graph is perfect if and only if its complement is. 5 Therefore, cographs were
naturally one of the )rst studied classes of perfect graphs, because they are the smallest
class of graphs closed under complement and disjoint union. Regarding linear logic,
cographs also happen to be the coherence spaces generated from 1 by means of & and
4 We use the symbol ⊗ˆ both for two sets of vertices (the result is a set of edges), and two graphs (the
result is a graph), but the two operations are very related, and it causes no confusion.
5 A graph G is said to be perfect whenever the chromatic number of any induced subgraph G′⊂G is
equal to the maximal cardinality of a clique in G′.
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⊕. Finally, I made a terminological mistake in [21] by calling cographs “series–parallel
graphs”: indeed the expression already exists and denotes the undirected analogous of
TTSP digraphs.
For our purpose we will simply need the following results, and we refer the reader
to the comprehensive survey [18] for more detail:
Proposition 6. (1) G=(V ;R) is a cograph if and only if the restriction of R to four
vertices {x; y; z; t} never is {xy; yz; zt}—apparently the >rst similar result is [10].
(2) The coterm describing a given cograph is unique; up to the associativity and
commutativity of ˆ˝ and ⊗ˆ—and the unique tree describing a cograph is called
its cotree.
(3) There exists an algorithm in O(|V |+ |R|) which decides whether a graph (V ;R)
is a cograph; and if so >nds a coterm describing it [7].
2.2. Proof-structures as R&B-cographs
Let us de)ne an R&B-cograph as an R&B-graph (V ;B; R) such that (V ;R) is a
cograph. Now let us de)ne any proof-structure as a R&B-cograph, with just a restriction
on names of the vertices: indeed the B-edges correspond to axioms, thus the names of
the two end vertices x and y of a B-edge xy must be dual: x=y⊥ or y= x⊥.
As opposed to what has been proposed up to now, R&B-cographs=proof-structures
are absolutely natural graph-theoretic structures, and all of them, without any further
speci)cation, represent proof-structures. Even if the cograph of the proof-structure is
just given as a plain graph (adjacency matrix or list of adjacent vertices), reconstruct-
ing it is linear, as we have seen in Proposition 6. On the logical side, they provide
proof-structures in which the commutativity and the associativity of the connectives
are interpreted by equality—commutativity is already interpreted as equality in Danos–
Regnier proof-nets and other descriptions, but associativity would require some re)ne-
ments. As proof-nets are designed to identify as many proofs as possible, R&B-cographs
push further the research program associated with proof-net syntax, and somehow this
is the ultimate identi)cation: otherwise, one would identify proofs which cannot be
identi)ed with respect to, for instance, denotational semantics.
Given a cograph =(V ;B; R), what is the corresponding conclusion sequent? Let
R1; : : : ; Rn be any partition of the connected components of R. Let t1; : : : ; tn be, respec-
tively, coterms for R1; : : : ; Rn. Then  is a proof-structure with conclusions t˜1; : : : ; t˜n
where (˜: : :) simply forgets the ˆ over-lining each connective. Notice that R&B-cographs
make no diMerence between the commas between the conclusions and ˝-connectives—
for instance, choosing the partition of R to have only one class correspond to view the
proof-structure as a proof of a single formula (the par of the conclusions determined
by any other partition).
2.3. Correctness criterion for R&B-cographs
Let us remind that a chord of a path (resp. cycle) is an edge joining two vertices
of the path (resp. cycle), but not in the path (resp. cycle). Notice that a chord of an
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H-path or H-cycle of an R&B-graph necessarily is an R-edge, because B-edges are a
matching.
We can now state the criterion for recognising among R&B-cographs (proof struc-
tures) the mix-proof-nets which do correspond to proofs in MLL+mix; and, among
them, the proof-nets, which do correspond to proofs in MLL: 6
Theorem 7. An R&B-cograph corresponds to a proof in MLL+mix whenever it does
not contain any chordless H-cycle. In this case; let us say that the R&B-cograph is
chorded.
An R&B-cograph correspond to a proof in MLL when it is chorded; and furthermore;
it contains a chordless ?-path between any two vertices. In the latter case; let us
say the R&B-cograph is critically chorded.
The rest of the paper is devoted to prove this theorem. To illustrate this description
of proof-structures and nets, here are three examples proof-structures as R&B-cographs:
(1) A proof-structure of conclusion ('⊥˝')⊗ ((⊥ ⊗ )˝ (⊗ ⊥)) which is not a
mix proof-net (; ⊥; ; ⊥;  is a chordless H-cycle).
(2) A proof-structure of conclusion ˝ '⊥˝ ((⊥˝') ⊗ (˝⊥)), which is a mix
proof-net (no chordless H-cycle) but not a proof-net (no chordless H-path between
⊥ and ').
(3) A proof-structure of conclusion (˝⊥)⊗ (˝⊥)⊗ ('˝ '⊥) which is a proof-
net (no chordless H-cycle, and a chordless H-path between any two vertices).
2.4. From sequent-calculus proofs to R&B-cographs (soundness of the translation)
Now, let us de)ne the translation  from sequent calculus proofs of MLL+mix to
R&B-cographs. Each formula F is straight forwardly translated into a cograph Fˆ , by
over-lining each connective with a ·̂ · ·. Notice, nevertheless, that the coterm is just
a convenient notation, but what is meant is the cograph: for instance (Aˆ ⊗ˆ Bˆ) ⊗ˆ Cˆ =
Aˆ ⊗ˆ (Bˆ ⊗ˆ Cˆ), etc.
We will )rstly map each proof of A1; : : : ; An into an R&B-cograph endowed with a
partition of the connected components of R, in such a way that each class of connected
components corresponds to a conclusion, i.e. one of the Ai. Such an R&B-graph is
6 Observe that this criterion applied to bicoloured proof-structures exactly is the one we gave in Section 1.2.
Indeed, no H-path or cycle may contain a chord in bicoloured proof-structure, because of their structure: for
having a chord in an H-path, there should be connected components of R with at least 4 vertices.
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denoted by (V ;B; [Â1| · · · |Ân]). Then, once the proof is translated, we shall simply
forget this partition and obtain a plain R&B-graph by replacing [Â1| · · · |Ân] with the
cograph (associated with the coterm) Â1 ˆ˝ · · · ˆ˝ Ân.
 ; ⊥ axiom ({; ⊥};{⊥}; [|⊥])
 X1; : : : ; Xn  Y1; : : : ; Yn (V ;B; [X̂1| · · · |X̂n]) (V ′;B′; [Ŷ1| · · · |Ŷp])
mix
 X1; : : : ; Xn; Y1; : : : ; Yn (V unionmulti V ′;B unionmulti B′; [X̂1| · · · |X̂n|Ŷ1| · · · |Ŷp])
 X1; : : : ; Xn  Y1; : : : ; Yn (V ;B; [X̂1| · · · |X̂n]) (V ′;B′; [Ŷ1| · · · |Ŷp])
times
 X1; : : : ; Xn ⊗ Y1; : : : ; Yn (V unionmulti V ′;B unionmulti B′; [X̂1| · · · |X̂n⊗ˆŶ1| · · · |Ŷp])
 X1; : : : ; Xn−1; Xn (V ;B; [X̂1| · · · X̂n−1|X̂n])
par
 X1; : : : ; Xn−1˝Xn (V ;B; [X̂1| · · · |X̂n−1 ˆ˝ X̂n])
We can now prove that  maps MLL(+mix) sequent-calculus proofs to (mix) proof-
nets. The “only if ” of (2) is not needed for this result but it will be used in the proof
of sequentialisation in the next paragraph.
Proposition 8. The inductive mapping  enjoys the following properties:
(1) (P) always is a chorded R&B-cograph.
(2) (P) is critically chorded if and only if P does not contain any “mix” rule.
Proof. Observing that these properties are true for an axiom, we just need to check
that:
(1) All rules preserve the absence of chordless H-cycle.
(2) Only the mix introduces pair of vertices without chordless H-path between them.
(3) No rule can create a chordless H-path between two vertices previously not con-
nected via a chordless H-path.
The veri)cation is trivial for mix (disjoint union) and par (equality) so we just need
to show it is true for the times rule—the name of the formulas are the ones we used
when de)ning .
(1) Assume that there is a chordless H-cycle ' in the R&B-cograph resulting from a
times rule. If all its vertices belong to V (resp. V ′) then this would result in a
cycle in the R&B-cograph corresponding to the )rst premise; indeed: B unionmulti B′|V =B
and (X̂1 ˆ˝ · · · ˆ˝ X̂n−1 ˆ˝ (X̂n; ⊗ Ŷ1) ˆ˝ Ŷ2 ˆ˝ · · · ˆ˝ Ŷp)|V =(X̂1 ˆ˝ · · · ˆ˝ X̂n−1 ˆ˝ X̂n).
Thus ' must contain vertices in V and in V ′. Since the only edges between V
and V ′ are the R-edges Xn ⊗ˆY1 the cycle ' must use two of them, which ought
to be non-adjacent as ' is an elementary path. Let xx′ and yy′ be two R-edges of
' with x; y∈Xn⊂V and x′; y′ ∈Y1⊂V ′. Then the R-edges x′y; xy′ ∈Xn ⊗ˆY1 are
482 C. Retor+e / Theoretical Computer Science 294 (2003) 473–488
R-edges of the result and are chords of ': indeed they cannot belong to ' since '
is elementary and xx′ and yy′ belong to '.
(2) Assume every pair of vertices is linked by a chordless H-path in each proof-net
corresponding to the premises and let us show that any two vertices x; y of the
compound proof-net are also linked by a chordless H-path.
If x and y both lie in the same premise, then there is a chordless H-path between
them. The added edges, corresponding to the times, may not be chords of this path,
since one of their end points does not lie on the path—because it belongs to the
other premise.
If x lie in the )rst premise of the times, and y in the second, consider an atom
x′ of Xn, and an atom y′ of Y1. There exists a chordless H-path '1 from x to x′
in the )rst premise of the times, and a chordless H-path '2 from y′ to y in the
second premise of the times. Let u be the )rst atom of Xn in '1 and let v be
the last atom of Y1 in '2. Then the H-path x(pre>x of '1)uv(suCx of '2)y is a
chordless H-path in the compound proof-net.
(3) Assume there are two vertices without a chordless H-path between them in one of
the premises. None of the added edges may be a chord to an H-path included in
one of the premises. Now, if there is an H-path between these two vertices using
the added edges, then it uses two of them which are not adjacent, say xx′ and y′y
but this H-path contains a chord, namely xy′.
2.5. From (critically) chorded R&B-cographs to sequent-calculus proofs
(sequentialisation)
We will deduce this from the correspondence with Danos–Regnier proof-structures
and nets, or rather the bicoloured proof structures and nets of paragraph 1.2, since R&B-
cographs and bicoloured proof-structures use similar notions (H-paths and H-cycles).
Let us consider the following maps, where  is the map from sequent-calculus proofs
to R&B-cographs that we just de)ned.
Remark 9. The following properties are easily observed:
(1) This diagram is commutative: / ◦ 0= 
(2) /()= /(′) if and only if the cotree associated with  and ′ are identical, that
is to say the proof-structures  and ′ are equal up to the associativity=commuta-
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tivity of the connectives and the presence or not of the )nal ˝-links, and when
/()= /(′),  is a (mix) proof-net if and only if ′ is a (mix) proof-net—
associativity, commutativity and )nal ˝ links do not change the correctness of a
proof-structure.
Lemma 10. Let  be a bicoloured proof-structure  and let ' be an H-path in 
from an atom x to an atom y; the colour of the >rst and last edge of ' being
respectively cx and cy; then /() also contains a chordless H-path /(') from x to y;
such that the colour of its >rst edge and last edge are respectively cx and cy as well.
Proof. Notice that / does not map all H-paths of  to chordless H-paths of (), but
only the shortest. We proceed by induction on the proof-structure .
If  is a family of axioms there are no H-paths but axioms, /()= and there
cannot be any chord, since there are no R-edges.
If ′ is obtained from  with a )nal ˝ link, there is nothing to prove: the H-paths
of ′ joining atoms are exactly those of  and /(′)= /().
If ′ is obtained from  by adding a times link with premises F and G, let us
denote by F and G the atoms of F and G, respectively. Both F and G are the union
of connected components of R in (), i.e. there are only B-edges between F unionmultiG and
other vertices of ().
Assume we have an H-path ' between two atoms u0 and un of ′. Two cases can
occur:
(1) The H-path ' in  does not make use of the times link F ⊗G. So by induction
hypothesis, we have a chordless H-path between x and y in /(), which is clearly
an H-path of /(). The only trouble might be that one of the edges of F ⊗ˆG is
a chord of such a path. Let up be the )rst vertex of ' in F unionmulti G, and assume it
belongs to F . Let uq be the last vertex of ' in G. As F and G are the union of
connected components of R in /() the edges up−1up and uquq+1 are both B-edges.
If we replace in ' the sequence upup+1 : : : uq−1uq with the R-edge upuq we obtain
an H-path in ′. We know that whenever k6p and l¿q we have no R-edge xkxl,
since ' is chordless in /() and we can neither have xk ∈F and xl ∈G or the
converse. So the obtained H-path in ′ is chordless.
(2) The H-path ' in  makes use of the times link F ⊗G, and only once because it is
an elementary path, while moving to an atom up ∈F to an atom up+1 ∈G—or the
converse but it makes no diMerence. Thus we have, in , an H-path from u0 to up
and one from up+1 to un, and thus, by induction hypothesis, we have a chordless
H-path '1 = u0 : : : up, ending with a B-edge and a chordless H-path '2 = uq : : : un
starting with a B-edge in /(). Now let uk be the )rst vertex of '1 in F and let ul
be the last vertex of '2 in G. Then the H-path u0(pre>x of '1)ukul(suCx of '2)un
is a chordless H-path in /(′) for the same reasons as above.
Proof of Theorem 7. Proposition 8(1) shows that for every proof P of MLL+mix
() is a chorded R&B-cograph.
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We must now show that given a chorded R&B-graph G there exists a proof P of the
sequent calculus MLL+mix such that (P)=G. Let  be a bicoloured proof-structure
such that /()=G. Because of Lemma 10  is a correct DR proof-structure. Indeed
if there would exist an H-cycle in , i.e. an H-path from some x to itself with the end
edges of opposite colours, there would exist a chordless H-path from x to itself with
end edges of opposite colours, i.e. a chordless H-cycle in G. Thus by Theorem 2 there
exists a proof P of MLL+mix such that 0(P)=. Because of Remark 9(1) we have
()= /(0(P))=G.
Finally it is clear from Proposition 8(2) that G is critically chorded if and only if
all (or one, cf. Remark 3) of the sequent calculus proofs corresponding to G does not
make use of the mix rule.
3. An amusing graph theoretical consequence
In [4] we have shown that the following rewrite system, up to commutativity and
associativity is (sound and) complete w.r.t. the inclusion of cographs:
(SP4) (X ˝Y )⊗ (U ˝V )→ (X ⊗ U )˝ (Y ⊗ V );
(SP3) (X ˝Y ) ⊗ U → (X ⊗ U )˝Y;
(SP2) Y ⊗ U → U ˝Y:
It is well-known that the following rewriting system consisting in (SP3) (resp. (SP3) and
(SP2)) with the family of axioms:⊗
i∈[1;n]
(xi ˝ x⊥i ) where {xi | i ∈ [1; n]} is a multiset of atoms
derives exactly all the theorems of MLL (resp. MLL+mix)—this is an easy induction
on sequent calculus proofs. For instance [5] makes an intensive use of the principle
(SP3) which is precisely what is needed beyond the monoidal structures of category
theory to interpret linear logic.
What is intriguing is that, for both systems, MLL and MLL+mix, one obtains a
complete rewrite system by keeping the rewrite rules which preserve the corresponding
correctness criterion (chorded or critically chorded) of the R&B-graphs. Indeed (SP4) does
not preserve being chorded, (SP2) does not preserve being critically chorded while (SP3)
preserves both.
Let
KSP2n = ({xi; yi | i ∈ [1; n]}; B = {xiyi | i ∈ [1; n]}; Bc):
This is a critically chorded R&B-cograph because Bc is
⊗
i∈[1; n] (xi ˆ˝ yi): it is the
cograph interpretation of the logical axiom given above. Clearly, each correct R&B-
cograph is included into a KSP2n: otherwise there would be an R-edge and a B-edge
with the same end vertices, i.e. an H-cycle of length two.
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Thus, our result entails the following, which is rather diKcult to establish without
the correspondence between R&B-cographs and proof structures.
Theorem 11. An R&B-cograph G with 2n vertices is chorded (resp. critically chorded)
if and only if among the various rewriting paths leading from KSP2n to G there does
exist one rewriting path which does not use the rewriting (SP4) (resp. none of the
rewritings (SP2) and (SP4)).
In other words; R&B-cographs which are proof-nets (resp. mix-proof-nets) exactly
are the R&B-cographs obtained from KSP2n by (SP3) (resp. (SP3) and (SP2)).
The properties of this rewriting systems are the key argument for extending the
results of this paper to Pomset logic [22].
Appendix an R&B-graph G= (V ;B; R) without any H-cycle contains a B-bridge
We now complete the proof of Theorem 1. The key argument is the contraction of
an H-loop. Let G=(V ;B; R) an R&B-graph, and ‘ be an -loop on v, i.e. an H-path
‘= v; v1; v2; : : : ; v2l; v of odd length whose end vertices are the same vertex v—thus
the two edges of ‘ incident to v are R-edges. The contraction of the -loop ‘ of G,
denoted G− ‘ is obtained by identifying all the vertices of ‘ with v (quotient graph),
and suppressing the vv R-edge if any:
G− ‘ = (V ′;B′; R′) with
V ′ = V\{v1; : : : ; v2l}
B′ = B\{v1v2; v3v4; : : : ; v2l−1v2l}
R′ = R|V ′ ∪ {vw|w = v ∧ ∃i ∈ [1; 2l] wvi ∈ R}:
Lemma 12. Here are the useful properties of the contraction of an H-loop:
(1) G− ‘ is an R&B-graph.
(2) If there exists an H-path between two vertices of G− ‘ then there exists one in
G too; with endings of the same colour.
(3) If G contains no H-cycle; so does G− ‘.
(4) Given a B-edge xy common to G and G− ‘ this B-edge xy is a B-bridge of G if
and only if it is a B-bridge of G− ‘.
Proof.
(1) Indeed we suppressed the possibility of a vv edge, and as R′ is de)ned in terms of
set union (and not multiset union) (V ′;R′) is a simple graph; on the other hand
still exactly one B-edge is incident to each vertex.
(2) If the H-path P in G−‘ does not use any of the new edges vw, then it is itself an
H-path in G. Otherwise, assume it makes use of an R-edge vw with viw∈R. Firstly
observe that because P is an H-path, only a single R-edge of P may be incident
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to v, and, a fortiori only a single R-edge of P may not be in R. This R-edge
may be replaced with an H-path whose endings are both in R; this path which
consists in ‘-edges but the last one viw; if i is even then this H-path to replace
vw is v; v1; v2; : : : ; vi; w and if i is odd it is v; vn; vn−1; : : : ; vi; w. When replacing the
R-edge vw of the H-path in G− ‘ with the just de)ned H-path p in G, there is no
risk of getting a non-elementary path in G, since none of the vi lie in V .
(3) Because of the previous remark, if there was an H-path from some x to itself in
G− ‘ there would be one in G.
(4) Notice the loop and v belong to the same 2-edge-connected component of the
underlying graph G.
Lemma 13. Given an R&B-graph G=(V ;B; R); and a vertex x0 ∈V; there exists an
H-path from x to an H-cycle; or to a B-bridge. 7
In particular; if G contains no H-cycle; then it contains a B-bridge.
Proof. We extend an H-path P starting with the unique B-edge incident to x0, using the
following algorithm, which stops when it )nds one of the two wanted con)gurations.
An easy induction on the number of B-edges proves its termination.
1. When P ends on an R-edge x2i+1x2i+2, we can only extend the path with the unique
B-edge incident to x2i+2, say x2i+2x2i+3. The path is still elementary. Indeed, for
each vertex xk with k62i + 1 its unique incident B-edge is already in the H-path
P, thus one would have x2i+2 = xl with l¡2i + 1 which conTicts with P being
elementary.
2. When ending on a B-edge x2i ; x2i+1,
2.1. if there is no R-edge incident to x2i+1, we are done: this B-edge is a B-bridge.
2.2. Otherwise we randomly choose an R-edge x2i+1x2i+2 extending the path.
2.2.1. If it is still elementary, we extend the H-path.
2.2.2. If this path is no more elementary, i.e. if x2i+2 = xk for some k62i+1
then,
2.2.2.1. if k is even, we have an H-cycle, and an H-path from x0 to
this elementary cycle,
2.2.2.2. if k is odd, say k =2l + 1 we have an H-loop ‘ on the
end vertex x2l+1 = x2i+2 of the H-path. In this latter case we
contract this H-loop on x2l+1, namely:
‘ = x2l+1; x2l+2; : : : ; x2i+1; x2i+2 = x2l+1:
We proceed with G−‘ and x0 which is still a vertex of G−‘,
since 0¡2l+ 1. Observe that G− ‘ has at least one B-edge
7 This makes sense when applied to mix proof-nets which are not proof-nets. Indeed, let  be a proof-net
and let ⊗ be its times R&B-graph de)ned in paragraph 1:3:1. Applying this result to ⊗ shows that any
vertex is joined by an H-path to a B-bridge in ⊗ and because ⊗ faithfully represent the H-paths of ,
there exists an H-path from each vertex to a splitting times in —corresponding to a B-bridge in ⊗.
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less, while a wanted con)guration in G − ‘ yields a similar
con)guration in G by Lemma 12(2). Hence, by induction on
the number of B-edges we are done.
This algorithm works in O(|B|3).
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