INTRODUCTION
In this paper we shall study rings R which satisfy for the most part the following three identities: where we define (a, b, c) = (ab)c -a(bc), and (a, b) = ab -ba. It is well known that (i) is true in a right alternative ring of characteristic different from two. But being an identity of degree four it is of course weaker than the right alternative identity. Then (ii) is the counterpart of (i), and a consequence of the left alternative identity. A number of generalizations of the alternative identities have been considered, some of which are listed in the reference section. Some of these have taken on the form of identities which are shared by commutative and hence Jordan rings, while others are shared by Lie rings. The object of this generalization is to ascertain whether there exist interesting examples of rings like the Cayley numbers, hence our choice of (i) and (ii). Throughout our rings will be assumed to have characteristic different from two and three, meaning in this case that there exist no elements of additive order two and three.
The main results are the following. A necessary and sufficient condition for a ring of characteristic different from two and three, satisfying (i) and (ii) to be alternative is that whenever there exist elements a, b, c which are contained in a subring which can be generated by two elements and (a, B, c)" = 0, then (a, 6, c) = 0. So therefore a ring without nilpotent * This work was supported in part by a grant from the National Science Foundation (NSF Grant GP 23403). elements other than zero, satisfying (i) and (ii) must be alternative. A ring satisfying (i)-(iii) that contains an idempotent e f 1, and which has no proper ideal must be alternative. This rules out completely the existence of any new rings like the Cayley numbers, even though the identities are substantially weaker than the alternative identities.
PART I
Initially we shall consider a ring R which satisfies (i)-(iii) and establish the necessary and sufficient condition mentioned in the introduction. This will be followed by calculations that show we can dispense with (iii) and still obtain the desired result. First 0 = g(y, x, x, x) = (yx, N, x) + (y, x, (x, x)) -Y(X? x', x) -(y, m, x)x = (yx, x, x) -(y, x, x)x, as a result of (iii). Thus (yx, x, x) = (y, x, x)x.
(1)
We define a o b = a6 + ba. Then 0 = g(y, y, x, x) = (y', x, x) + (y, y, (x, x)) -y(yt x, x) -(y, s, .y)y, so that (y", x, X) = y 0 (y, x, x). Linearizing the last identity, it becomes clear that (y 0 x, X, X) = y c (z, X, X) + z G (y, Y, x). If we put z = s, then (y 0 x, s, X) = x 0 (y, X, x), because of (iii). Comparing the last equation with (l), it must be that (xy, x, x) = x(y, 32, x).
Throughout the paper it is useful to go to the anti-isomorphic copy of R, By this we mean the additive group of R together with a new multiplication defined by x *y = ye. Clearly the same identities, whether (i) and (ii), or (i)-(iii) will also hold in the new ring. Since (1) and (2) are identities in the anti-isomorphic copy of R, it must be that (x, x, xy) = x(x, x, y),
and (x, x, yx) = (x, x, y)x.
-4 linearization of (iii) shows that (x, X, z) + (x, z, X) + (x, X, x) = 0. We may substitute x = my, to obtain (x, my, X) = -(my, X, X) -(x, X, xy) = -x(y, x, R) -x(x, x, y) = x(x, y, x), using (2), (3) and another linearization of (iii). So (x, xy, x) = x(x, y, T).
By going to the anti-isomorphic copy of R, (5) implies (x, yx, 4 = (xv y, 4%.
In an arbitrary ring one may verify the Teichmiiller identity (W"? 3'7 4 -(3 xy, 4 + (w, 2, Y4 -4x, y, 4 -(w, x, y)=
We shall have many occasions to use this identity. Whenever we wish to apply it to the elements w, x, y, z of the ring we shall write 0 =f(w, s, y, x). Then
using (2) and (6) . After cancelling two terms we see that (x, y, q = 2(x, y, 4x.
By going to the anti-isomorphic copy of R it follows from (7) that
(x2, y, x) = 2x(x, y, 4.
But qx, Y, 4 x) = ((4 y), 31^, x) + (x, y, x2> -x 0 (x, y, x) = ((x, Y), % 4 + 2(x, y, x)x -x 0 ("2*, y, x), using (7). Hence cancellation shows that ((x9 Y), x> "4 = 4% y, 4 -(x, y; x)x = (E, (x, y, x)).
But use of (1) and (2) indicates that ((x, Y>, x9 4 = (XY, x, x) -(YX, x, 4 = x(y, x, x) -(y, x, x)x = (x, (y, x, x)).
Hence (9)
By going to the anti-isomorphic copy of R it follows from (9) that (% (x, x, YN = (x, (% Y, 4).
w-y! A linearization of (iii) shows that (x, X, y) + (x, y, X) + (y, Y, X) = 0. Then combining 0 = (x, (x, X, y) + (x, y, X) + (y, s, x)), with (9) and (10) it follows that 3(x, (x, y, x)) = 0. Using characteristic different from three it becomes clear that (x, (x, y, x)) = 0. Combining this with (9) and (10) we get (x, (x, y, x)) = 0 = (x, (y, x, x)) = (x, (x, x, y)).
Define u = (x, y, x). Then (11) implies (x, u) = 0. In the last identity replace y by xy. Then (x, (x, my, x)) = 0. But (x, my, x) = XU, because of (5), so that (xI xzl) = 0. Hence 0 = (x, xu) = x(,ru) -(XU)X = X(UX) -(.h"u)x, using xu = 11%. But X(W) -(XU)X = -(x, u, x). and thus (x, u, X) -= 0, or
In the course of proving (1) we observed that (ya, X, X) = y G (y, X, x). By going to the anti-isomorphic copy of R it follows that (x, X, ys) = y 0 (x', X, y). By linearizing (iii) we see that (x, 3, y2) + (x, y2, X) + (y", N, X) = 0. Then (x, y2, x) = -(y", x, x) -(x, x, y2) = -y 0 (y, x, x) -y 0 (x, x, y) = y 0 (x1 y, x).
Substituting y2 for y in (12) then 0 = (x, (x, y', x), X) = (x, y o ZC, x). But (x, y", x) = y 0 (x, y, X) may be linearized to show that (x, y 0 Z, ,x) = y 0 (x, X, X) + .a 0 (x, y, 3). Let x = u in the last identity. Then 0 = (x, y 0 u, x) = y 0 (x, u, x) + u 0 (x, y, A+ But (x, 21, X) = 0, as a consequence of (12), while u = (x, y, x), so that u o (x, y, X) = u o u = 2u2. Thus 0 = 214". Using characteristic different from two we see that u2 = 0. Then the condition we are using in our hypothesis implies that zl = 0. Thus (x, y, X) = 0, or the flexible identity holds. We have proved LEMMA 1. R is jlexible. Now 0 = g(x, x, y, z) = (x2, y, x) + (x, N, (y, z)) -x 0 (x, y, z), while 0 = Iz(z, y, x, x) = ((z, y) , X, X) + (x, y, x2) -x 0 (2, y, r). Combining the last two identities and using the linearization of the flexible identity it follows that 2(2c, X, (y, a)) = 0. Using characteristic different from two then (x, X, (y, x)) = 0. But now 0 = g(*v, X, y, Z) becomes (~a, y, Z) = x 0 (x, y, z), while 0 = h(z,y, X, X) becomes (z,y, x") = x 0 (x,y, x). But now we can use the main result of [3] to prove that R must be alternative. Of course in an alternative ring the condition is automatically satisfied because of Artin's theorem. For the remainder of Part I we shall consider a ring R which satisfies identities (i) and (ii) but not necessarily (iii), and establish that the condition suffices to prove (iii), so that R must be alternative. From 0 = g(x, x, x, x) = (x2, x, x) -x o (x, x, x), we obtain (x2, x, x) = x 0 (x, x, x).
Then 0 = h(x, x, x, x) = (x, x, x2) -x 0 (x, x, x), we obtain
implies, using (13) and (14), that
Let t = (x, x, x). Then (t, x, x) = (x2 * x, x, 3) -(x * x2, x, x). But 0 = g(x2, x, x, x) = (x2 * x, x, x) -x2t -(x2, x, x)x, so that (9 . x, x, x) = x2t + (x2, x, x)x = xat + (x 0 t)x, using (13). Also 0 = g(x, x2, x, x) = (x . x2, x, x) -x(x2, x, x) -t * x2, so that (x * x2, x, x) =
x(x 0 t) + t . x2. Thus (t, x, 3) = x2t
Similarly, by going to the anti-isomorphic copy of R, (16) becomes
But 0 = g(x, X, X, xa) = (.x2, x, x2) -(x, x, t) -x o (x, x, x2), while 0 = h(x", x, x, x) = (t, x, x) + (x2, x, x2) -x 0 (x2, x, x).
Since (x2, X, x) = x 0 t = (x, x, x2), using (13) and (14), we may compare the previous two equations and obtain (t, x, x) =.--(x, x, t). But then use of (17) and characteristic different from two leads to (x, t, N) = 0 = (t, x, x) = (x, x, t). WI Linearizing (18) we find that
In the last equation replace y by xs. Then 3(t 0 x, x, x) + (t, 2, x) + (t, N, x2) = 0, using (13j-(15). Since (y", x, x) = y o (y, x, N), we linearize to obtain (y 0 x, x, x) = y 0 (z, x, x) + z 0 (y, 9v', N). Replacing z by t in the last identity it becomes clear that (t 0 y, x, x) = t c (y, x, xj + y 0 (t, x, x) = t 0 (y, s, s), using (18). Now let y = .V in the last identity. Then (t Q x, x, x) = 2t". Thus 6t" + (t, x2, x) + (t, x, x2> = 0.
Then 0 = f (t, 3, x, x) = (tx, x, x) -(t, G, x) + (t? x, xs) -P -(t, s, x)x = (tx, x, x) -(t, x2, x) + (t, x, 9) -t2, using (18). But 0 = g(t, x, x, xj = (tx, x, x) -t" -(t, x, x)x = (tx, x, x) -P, using (18). Hence (txt x, x) = ts, Comparing this with the identity following (19) we see that (t, x2, x) = (t, x, A+), so (t, x2, x) = (t, x, ix').
Next (x, x, x2) = x 0 t. Linearizing and replacing x by x + t and N -t and comparing, we are led to (x, x, t 0 x) + (x, t, xs) + (f, x, .G) = 2t", in the light of (18). But (x, x, y") = y 0 (x, x, y), so that (x3 x, t o xj = 2t2, using (18). Thus (t, x, x') = -(x, t, x2).
using (18). On the other hand, 0 = g(r, t, x, x) = (xt, x, x) -x(t, x, xj -t2 = (xt, x, x) -t2, using (18). Thus (xt, x', x) = P. Also 0 = g(t, x, x, zs") L= (tx, x, x) -t2 -(t, x, x)x = (tx, x, x) -t2, using A necessary axd su#icient cmdition for a ring of characteristic different from two and three, sati&ing identities (i) and (ii) to be afternatizw is that whenever there exist elements a, 6, c which al-e contained in a subring which can be generated by two elements alzd (a, b, c)~ = 0, then (a, 6, c) -= 0.
PART 11
In this part we deal with rings R that satisfy identities (i)-(iii), possess an idempotent e # 1, have characteristic different from two and three and are simple. Initially we shall add an extra assumption, namely that (e, e, R) = 0 = (e, R, e) = (R, e, e). In the latter part we shall remove this from the hypothesis. Then we can prove that R must be alternative.
It is well known that because of the associativity conditions on e that R has a Peirce decomposition. This means R can be written as a direct sum R = Roe + %I + R,, + R,, , where if xij E Rij and i, j = 0 or 1, then exij = ixij , xije = pii . It is convenient to observe what happens to the Peirce decomposition when we pass to the anti-isomorphic copy of R. Of course, e remains the same, but Rij is changed to Rji , while multiplication is reversed. A second trick that turns out convenient is changing subscripts, without reversing multiplication. Formally this is possible only when R has an identity element 1 and then it means doing the Peirce decomposition relative to the idempotent 1 -e instead of e. However in practice one can repeat the computation even without the element 1. Wherever such work is required, the work will be left to the reader. , e, yd + (xl0 , e, yll) -e(x,, , e, yll) = 0. Since the first two terms of the last equation cancel, we are left with e(xro , e, yrr) = 0. Comparing this with our previous identity, we are led to (xl0 , e, yrr) = 0. Hence xloyll = 0, so that RloR,, = 0. By going to the anti-isomorphic copy of R we are led to RllRol = 0. Then by reversing subscripts we obtain RolRoo = 0, and R,,R,, = 0. Thus R&, = 0 = R&o, = Ro,Roo = %oR,o .
Now 0 = h(x 11 , e, et yoo) =I (xlle -exll , e, yoo) + (xl1 , e, ey,,)
-ebb , 5 Y& -(xl1 , et 4yoo -All but the third term vanish and we obtain -e(s,y,,) = 0. Also 0 = 4x1, , e, yoo , 4 = (w -exll , yoo , 4 -t-hl , e, yooe) -yoohl , e, e) -(xl1 , e, yoo)e.
All but the last term vanish and we are left with -(xuyoo)e = 0. Thus we have shown xuyoo E R,, . But then 0 = g(e, e, xl1 , yoo) = (et x 11 , yoo) + (e, e, w~oo -~~~~~~~~ -e 0 (e, xl1 , Yooj.
Now the second term vanishes by hypothesis. Since (e, xrr ,yoo) = xllyoo -e(xllyoo) = xllyoo E R,, , we also have e 0 (e, xI1 , yoo) = 0. Thus only the first term survives, so that 0 = (e, xu , yoo) = L~lIyno . By going to the anti-isomorphic copy of R we find that
Now 0 = h(yol , e, e, xol) = bole -eyol , e, xol> + (yol I et exol> -e(yol , e, rod -(yol , e, 4xol -Clearly the second and fourth terms vanish. What remains is (yol , e, xol) -e(yol , e, x02 = 0, so that yolxol = e(y,,x,,). Also 0 = de, e, yol , xol) = (e, yol , xol) -i-(e, e, yol~ol -xolyol) -e a (e, yol , xol).
The second term vanishes by hypothesis, while (e, yol , xoJ = -e(yoIxoJ = -yoIxol , by the previous calculation. Substituting this in the preceding equation we find that e(yorxol) + (yol"ror)e = yolxol . After cancellation we are left with (yoIxoI)e = 0. Thus yorxm E RIO. By going to the antiisomorphic copy of R it becomes clear that xloylo E R,, . Hence Then Ro,Ro, C RI, > and R,oKo C Rol-
0 = J4~,, , e, yol , 4 = hoe -ex10 , yol , e) + (xl0 , e, yo14 -Yol(xlo , e, 4 -(xl0 , e, Yol)e.
The third and fourth terms of the last equation vanish and what remains is -(xl0 J Jo1 y 4 + (xl0 , e7 Yod = 0. Ag ain the second term of the last equation vanishes, so that (xioyor)e = xIoyol . Also 0 = g(e, xl0 , e, yol) = ( exlo , e, yol) + (e, xl0 , goI -yole) -ho , e, yol) -(e, e, yol)slo . The first, third and fourth terms vanish so that -(e, xl0 , yol) = 0. Thence e(x,,y,,) = ~~10.~01 * From these calculations we deduce that xloyol E I?,, . Reversing subscripts it follows that xolyro E R,, . Thus Then RloRo, C RI, 9 and Ro&o = Roe .
0 = h(xol , e, yll , e) = bole -exol , yll , e) + (~001 y e, ylle) -Yd~o~ , e, 4 -(x01 T e, ydeBy expansion all but the first term of the last equation vanish. What remains is (xol , yll , e) = 0 = (xoolyll)e -xOrylr . But also 0 = g(e, e, x0, , yrr) = ( e, xol , yll) + (e, e, ~ol~'ll -yll~ol) -e 0 (e, xol , yll). The second term of the last equation vanishes. The remaining equation implies that (e, xol , yrl) E R,, + R,, . Since (xolyu)e = xoolyll , we may assume that xol yll = a,, + 6,, . Then (e, x o1 y yll) = --e(~ol~ll) = -4ull + boll = --all. Since (R,, + R,,) n RI1 = 0, we have au = 0. Thus x,,yr, = b,, , so that xoolyll E Rol . By going to the anti-isomorphic copy of R it becomes plain that ylrxlo E R,, . Then by reversing subscripts yo~yol E R,, , and xloya,-, E R,, . Thus T is an ideal of R such that t E T implies t2 = 0.
Proof.
We have already seen that T is an ideal of R. For every t E T, t = s10 + $01 . But then t2 = sTo + s,,s,, + solslo + s& = 0, using (32) (34) and the definitions of S,, and So, . This completes the proof of the lemma.
Since R can have no proper nil ideals and e cannot be nil, we must have T = 0. At this point we do not need to use the full hypothesis of simplicity, as it suffices that there exist no proper nil ideal. Once this has been established, we note that because of (30) This suffices to establish the alternative identities for xl0 , yIo : zol . By changing subscripts we obtain the same for xol , yol , xl0 . This completes the proof that R must be alternative.
The main remaining objective is to show that we can remove the hypothesis regarding (e, e, R) = 0 = (e, R, e) = (R, e, e). So we will assume from now on that R is a ring of characteristic different from two and three, satisfying identities (i)-(iii), containing an idempotent e f 1, and containing no proper nil ideal. Since R is power-associative, we have the usual Albert decomposition of R as a direct sum of R, + RIP2 + R, [I], where ex, : x1 = x,e, xoe = 0 == ex, , and exlla + xIne = xl.'8 . Using (7) and (8), with x = e, y = x, we see that (e, x, e) = 2e(e, x, e) =I 2(e, x, e)e. If x E I?, or XERo, then obviously (e, x, e) = 0. Assume that x E RI,? , and let exx1 + xlj2 + x0 . Then (e, e, x) = ex -e(es) == x1 + x1,2 + .x0 -x1 -exl,, = x0 + xl,+ Also (x, e, e) = (xe)e -xe = -(ex)e, since ex + xe = x. But -(ex)e = -x1 -xllne, so that (x, e, e) = -x 1 -xl,ze. From a linearization of (iii) we obtain that (e, m, e) = -(x, e, e) -(e, e, x). By substituting, the last equation becomes (e, x, e) = -x0 -sIP,e + x1 + xlj8e = x1 -x0. But then (e, x, e) = 2e(e, x, e) implies x1 -x,, = 2x, , so that x0 = 0 = x1 .
But now (e, x, e) = x1 -x0 = 0. We have proved (e, R, e) = 0. Then W) 0 = g(x, ) e, y1 , e) = (v, y1 , e) + (% 3 e, w -4 -X& y1 ,e> -65 , y1 , +=.
The second term vanishes, as does the third, using (40). What remains reads (x1 , yr , e) -(xl , y1 , e)e = 0, so that (xl , y1 , e)e = (x1 , yr , e). Also g(e,xl,yl,e)=(e~l,yl,e)+( e, x1 T w -eh> -4x1 , x ,e> -(e, y1 , 4x1 . Again the second term vanishes, as does the fourth, using (40), leaving (xi, y1 , e) = e(xr , y1 , e). This implies that (x1 , y, , e) E R, . Let xlyl = z. + w2 + z1 . Then (xl1 yl, 4 = (xlyl)e -xh = Xlme + 3 -x0 -x1/.2 -z1 = al .
Cancelling and multiplying through on the left by e, we see that e(zli,e -xl12) = a, , so that e(zrf2e) = ex 1/2 + al = zl,, -,3f2e + al = --x0 , using a previous equation. Starting again with .zl,@e -x0 -zlke = a, , we see that -ez,,, -x0 = n, . Multiplying the last equation through by e on the right we see that -(e+s)e = al . Since (ez,,,)e = e(z,,..e), using (40) we assert that --a, = --x0. Since the Albert d ecomposition is direct, it follows that a, = z, = 0. Hence xl,,,e = x1,2) and ezli2 = 0. By going to the anti-isomorphic copy of R it is clear that (e, x1 , yr) = 0. Thus xlyl = e(xlyl) = z. + zlj2 + x1 = ezI12 + xl . Using z. = 0 = ex1,2 , we find after cancelling that zlle = 0. At this point x,y, = z1 , so that R, is a subring of R. By reversing subscripts one can also prove R, to be a subring. Now R, and R. are subrings of R.
(41) 0 = gh2 , e, x1 , e) = (ylj2e, xl , 4 + (YWZ , e, Xle -4 -y&, -v, ,4 -(ylfi , xl , +.
Clearly the second and third terms vanish, using (40), so that (yllae, xl , e) = (yli2 , x1 , e>e. Also 0 = de, x/4 , xl , 4 = (ey,~, , xl , 4 + (e, Yli2 , Xle -84 -e(yl12 , x1 , e) -(e, xl , e)y,,, -
The second and fourth terms vanish, leaving (ey,,, , xl , e) = e(y,,, , xl , e). Combining these two calculations with ey,,, + yl,z = yl,2 , it follows RINGS, I 319 that (yuz , ~1, 4 = bk2 + 3k2ez x1 , 4 = e 0 h2 y xl p e). This implies (yl12 , 3c, I 4 E Q2 . Let yIPP~, = a, + u1,2 + a, . Then a, + al9 -al -all2 -a0 = (y1k2 , xl, 4 = b2 .
Hence -eallB -a, = blw . Multiplying through by e on the right we see that (ea,,,)e = -b,,,e. Since b,,, = ---u~/~ + nIPBe -a, > multiplying through on the left by e it follows that eb,,, = -eulpp + e(a, /-.e) = a, + b,,., + e[a,,,e).
Using (40) 
Now because of (42), z,,,e E RI + R,,, _ But e;r,,, = zlln -zIPZe, so that ezllz E RI + RIP. . Let ezl12 = q1 + qln . Then zI12e = zlIn -q1 -qlh2 .
Also (e, e, xl12) = e+, -e(eqle) = ql + q1/2 -q1 -eq,w = qlt+, while h2 P 7 e e) = (3:2e)e -.3i2e = xli2e -q1 -qlj2e -.qfi + ql + al2 = %I2 -ql -q1j2 -q1 he -zl12 -t qlh = -ql -qlize.
As a result of a linearization of (iii) and (40) we have (e, e, x112) + (x,,, , e, e) = -(e, zl12 , e) = 0. Substituting we get ql,*e -ql -q,,,e = 0, so that ql = 0. Thus ez, ,e = q1 ,p . We have shown ,- Using (40) and a linearization of (iii) it follows that (a, e, e) + (e, e, u) = -(e, a, e) = 0, so that (a, e, e) = -(e, e, u). Hence we get But then (es eY~l12xl -X~Y~IJ = 0. 0 = de, e, ylh , 4 = (e, ylh , xl> + (e, e, ~1/23c, -~1~2) -e 0 (6 ylla , xl) = (6 ylh , x-1 -e 0 (e, ylh , xl). Combining (45) and (46) it follows that Because of (42), yllzxl = a, + ar,s . Then e(y,+Q =z ear + ear:, = al + ealp2 E R,,, . But eallz E Rl12 , because of (43), so we must have a, E R,,, and thus a, = 0. We have proved %A C R,:, .
By going to the anti-isomorphic copy of R, clearly (47) be comes
If x belongs to either R, or R, then (e, e, m) = 0, while x E R,,, implies, because of (43), that (e, e, 3) E Rlw . Thus for all x E R we have (e, e, x) E R,,, .
But 0 = g(e, e, x, y) = ( e, x, Y> + (e, e, (x, y>) -e 0 (e, x, y). If (6 x, y) = a0 + a,/, + al , and (e, e, (.x, y>> = bl,, , then 0 = a, + u112 + a, + bll, -e 0 u1,2 -2a, = a, + b,!, -a, .
Hence b,,,.. = a, = a, = 0. We have proved that (e, e, (x, y)) = 0, and that k JG Y) E &B . By going to the anti-isomorphic copy of R we find also that (x, y, e) E RIP2 and that ((x, y), e, e) = 0. Thus 
LEMMA 3. Tf B = (x E I?,,, 1 xR C Rl,2 , Rx C Rli2), then (e, e, R) C B, and (R, e, e) C B.
Because of (SO) we have (e, e, x) E Rll,. Consider (e, e, x)y and y(e, e, x). If y E R, then it follows from (47) and (48) that y(e, e, x) E Ii,,, and that (e, e, x)y E R,,,, , By reversing subscripts in (47) and (48) it is clear that &RR,,, C R,,, and that R,,,R, C R,,, . Hence y G R, implies that (e, e, 4~ E % and y(e, e, x) E R,,, . Without loss of generality we restrict ourselves to the case where x, y E R,,, . Because of (50) , x) y]e = 0, so that (e, e, x)y E RI,?, . By going to the anti-isomorphic copy of R we find that y(x, e, e) E R,,, . But y(x, e, e) = -y(e, e, x). This shows that (e, e, R) C B. This completes the proof of the lemma.
It is well known that in the Albert decomposition &a E R, + RI . Therefore linearization leads to xr,a 0 yr,a E R,, + RI . Consequently (e, e, x'i,,ayr,a + yr,axi,a) = 0. Because of (49) we know that ( e, e, xl~sY1~2 -Y~~z"~~s) = 0.
Adding and using characteristic different from two, (e, e, .~.r,~yr,~) = 0. Thus ,,) , using the definition of B. Also z(et,,,) = zt,,, -z(ti,ae) = d,,, -z(tr,ae). But -.z(t,,,e) = (x9 h/2 ) e) -(xti,Je. However (50) implies that (z, t,/, , e) E RIpa , while (43) and the definition of B imply that -(xt,,,)e E R,,, . Putting all this together we see that (x, e, tile) E R,!, , so that (xy -yx, e, t,,J E RIP. . But then @, Y, tld -e 0 lx, Y, tld E hs . However by the nature of the element (x, y, t,,,) -e 0 (x, y, t,,,) it then follows that (x, y, tl12) -e o (x, y, tl,J = 0, and hence (x, y, tl,.J E Rll, . By going to the anti-isomorphic copy of R then we have also (tip, , x, y) E R,,, . We have shown that 
By interchanging subscripts in (55) it also follows that BR, C B, and R$CB.
From (52) it follows that (tiiexlla)yl,a E RI12 . Also while from the definition of B, t1/.2x1,2 + xli2t,,, E RI,, . Since the Albert decomposition is direct it follows that tl,axli2 + xl12t,,, = 0. Thus 
Combining (55)-(57) we see that B is an ideal of R. Also tf12E(R,, + R,) n RIk2, so t,2,, = 0. Thus B is nil. Since B f R, B = 0. By Lemma 3, (e, e, R) C B, and (R, e, e) C B, so (e, e, R) = 0 = (R, e, e). Combined with (40) this means R has a Peirce decomposition relative to e. We have proved THEOREM 2. A ring of characteristic different from two and three, satisfying (i)-(m), which I zas no proper nil ideal, and contains an idempotent e, has a Peirce decomposition relative to e.
Earlier in Part II we dealt with this situation under the added assumption of simplicity. Then we can prove the ring to be alternative, once we have a Peirce decomposition. Consequently THEOREM 3. A simple ring of characteristic dz@rent from two and three, satisfying (i)-(iii), which contains an idempotent e # 1, must be alternative, and hence either a Cayley vector-matrix algebra or associative.
It is possible to errtend these results to semi-simple rings by the usual methods that have been worked out for alternative rings, but we omit the details.
