Abstract-Parallel processing is an efficient form of information processing system, which emphasizes the exploitation of concurrent events in the computing process. To achieve parallel processing it's required to develop more capable and costeffective systems. In order to operate more efficiently a network is required to handle large amount of traffic. Multi 
INTRODUCTION
With the present state of technology building multiprocessor system with hundreds of processors is feasible. A vital component of these systems is the interconnection network(IN) that enables the processors to communicate among themselves or with the memory units. Multipath nature of multistage interconnection networks become more popular. Many ways of providing fault-tolerance to multistage interconnection networks(MINs) have been proposed. The basic idea for fault-tolerance is to provide multiple paths between source-destination pair so that alternate paths can been used in case of faults. Sufficient work has been done on the regular type of MINs,but little attention has been paid to the irregular type of MIN.
In this paper, a new class of irregular Baseline multistage interconnection network named as irregular modified augmented baseline network(IMABN) is proposed. In this paper we present methods of increasing fault-tolerance of an network by introducing the extra stage. Hence with the additional stage more paths available between each source and destination, as compared to existing network MABN. The proposed Irregular Modified Augmented Baseline Network(IMABN) is an Modified augmented baseline network(MABN) with additional stage. In an IMABN, there are Six possible paths between any source-destination pair, whereas MABN has only Four. Fault-Tolerance in an Interconnection network is very important for its continuous operation over a relatively long period of time. It is the ability of the network to operate in presence of multiple faults, although at a degraded performance. There are many ways to increase the fault-tolerance of the network. This paper has been organized into five sections whose details are as follows: Section I introduces the subject under study. Section II describe the structure and design of the networks. Section III focus on the routing tags. Section IV describe the routing procedure for the proposed IMABN.Finally, some concluding remarks are given in section V.
II. STRUCTURE OF NETWORKS

A. MABN (Modified Augmented Baseline Network)
To construct an MABN of size N, two identical groups of N/2 sources and N/2 destinations need to be formed first. Each source is linked to both the groups via multiplexers. There is IMABN as its name suggest is an irregular network in which middle (additional) stage doesn't have equal number of switches as of other stages. The irregular topology of IMABN varies the number of switching elements encountered in the way of data transfer through an input-output pair depending on the path chosen, which makes the average rate of failure of the network less as compared to that of regular ABN and MABN.IMABN is a dynamically re-routable irregular MIN and provides multiple paths of varying lengths between a source-destination pair.
Observe that this construction procedure has two benefits. First, the network can tolerate the failure of any switch in the network. And, secondly it provides a topology which lends itself to on-line repair and maintainability, as a loop can be removed from any stage of the IMABN without disrupting the operation of the network. Since the sub-networks are identical, so the VLSI implementation of the network becomes simple. IMABN of size 16x16 is shown in Fig 2. 
III. ROUTING TAGS
A source selects a particular subnetwork (G i ) based upon the most significant bit of the destination. each source is connected to two switches (primary and secondary) in a subnetwork.  Each source destination pair tries to utilize only one path at a time.  Source & switches have the ability to detect faults in the switches to which they are connected.
A. Routing Scheme for IMABN(Irregular MABN)
A request from any source S to a given destination D is routed through the IMABN as:
1) For each source:
The source S selects one of the subnetwork G i based on the most significant bit of the destination D (i=d 0 ). Each source attempts entry into the IMABN via its primary path. If the primary path is faulty, then the request is routed to secondary path. If the secondary path is also faulty then the request is routed to the other subnetwork of the IMABN, via auxiliary links of stage 2. If still request doesn't get matured, then the request is rerouted to the secondary subnetwork, in which same routing is followed as in the case of primary sub-network. .IMABN is dynamically re-routable and providing multiple paths of varying lengths between source and destination pairs. It has been found that IMABN has six possible paths whereas in MABN has only four. Thus IMABN is more fault-tolerant than MABN.
