is a closed path that does not pass through all of the n nodes [ If C satisfies the triangle inequality, there is an optimal tour in which each node is visited once and only once.
Note that the triangle inequality is always satisfied if we replace cij by ci where c j is the length of a shortest path from i to j. Thus, a problem with an arbitrary distance matrix C can be solved assuming that each city is visited exactly once by replacing C by C'. If (in, iq) is an arc in the optimal tour under C' and (i , is t , i --, iq) is a shortest route from i, to iq under C, then there is an optimal tour under C that contains the sequence (ip, is, it ' 
... I iq).
This result is important because almost all algorithms for the traveling salesman problem' are designed to find the minimal length tour that goes through each node exactly once. Hereafter we shall assume that C is chosen so that there exists an optimal tour in which each node is visited exactly once or that the problem is to find an optimal tour under this restriction.
When C satisfies the Euclidean distance measure in two dimensions, Theorem 1 can be strengthened. Let the nodes be represented by points in two-dimensional space' in such a way that the distance between nodes i andjis Cij. Theorem 2 [3, 14] There exists an optimal tour that does not cross itself when C satisfies the Euclidean distance measure.
Theorem 3tt3
Let G be the convex hull of the points in two-dimensional Euclidean space. There exists an optimal tour in which the relative order of the points on the boundary of G is preserved.
Theorems 2 and 3 serve to exclude from consideration those tours that do not satisfy these properties. Several algorithms can be improved by taking advantage of these properties.
For symmetric, but not necessarily Euclidean problems, we can exclude half of the tours since: Unfortunately the converse is not true; feasible solutions to the assignment problem may not be tours. For example, with n 4, x12 X= X34 =X43= I is a feasible solution to the assignment problem, but when interpreted for the traveling salesman problem, yields the subtours (1, 2, 1) and (3, 4, 3). As a result of Theorem 5 we have that min w<z(t), over all tours.
Theorem 6
Let k, and-kq be real numbers associated with a fixed pair of nodes p and q such that:
Cpj=cpjkp, (j= 1, n; j5q) We have noted that all tours are feasible solutions to the assignment problem, but that, in addition to tours, subtours are feasible solutions to the assignment problem. Since the assignment problem is a linear program in 0-1 variables, if we can find linear constraints in the variables Exist that will exclude all subtours but no tours, then the traveling salesman problem can be written as a linear program in 0-1 variables. Theorems 9 and 10 accomplish this. This formulation requires approximately n2 constraints, considerably fewer than the formulation of Theorem 9. However, this does not necessarily mean that the formulation of Theorem 10 is easier to solve. We shall discuss this point further in the section on algorithms.
Given a set of nodes, i-1, * *, n where cij is the length of the arc joining nodes i and j, the longest path problem is to find a simple path between two distinguished nodes, say 1 and n, such that the sum of the arc lengths is maximum. Theorem 11 allows one to solve the traveling salesman problem as a longest path problem. termination rule is such that the iteration stops if but not only if a tour is optimal, the method is approximate. In approximate methods the tour reached at termination generally depends on the starting point, so it is possible to produce many final tours by using different starting points. The best of these final tours is then selected.
Consider the following two termination rules:
(i) terminate if a tour to has been found such that z(t0) =L, where L is a lower bound on the length of all tours.
(ii) terminate if a tour t* = (i1, i2 *-in, i1) has been found such that z(t*) ?z(t) for all tours t that can be produced by interchanging two elements of t*.
Clearly (i) is exact, that is to is an optimal tour. However, to is best only in the local sense described by (ii). However, if t* is optimal, then certainly we would terminate at t* under rule (ii).
Since most starting points and termination rules depend, in part, on the solution generation scheme, we will classify according to the solution generation method. We know of three fundamentally different ways of generating solutions.
A. Tour-to-Tour Improvement
The starting point is an arbitrary tour, say to= (1, 2, 3, , n, 1). The solution generation scheme is a rule for finding a better tour that is a 'neighbor' of the present tour. For example, ts is the best of the tours that can be generated by interchanging any element i-2, = 2 , n with 1. If tj:= (p, 2, 3, ***, n, p) then t2 is the best tour that can be generated by interchanging i= 1, ** * , n, i5p, with p. A termination rule could be to stop whenever no improvement can be made. We could then choose any other to and repeat the iterative scheme or apply another, more sophisticated, scheme.
All In particular fn/2 (ji * (1, 2, 3, 1) and (4, 5, , n, 4). These sub- One now returns to ALGO IV( 1). The entire process is repeated until ALGO IV(1) produces no improvement in n consecutive trials and ALGO IV(2) produces no improvement in n consecutive trials. ALGO IV(3) is analogous except one finds the best location for (il, i2, i3) in the sequence (i4, i5, * -*, Xn) and the best location for (i3, i2, 1l) in the sequence (i4, 4i, 6 , in). ALGO IV(r) finds the best location for A slightly different approach was suggested by LIN, [25 in which he finds approximate solutions which he calls X optimal, for X =2, 3, * * , n. His X is analogous to Reiter and Sherman's r, for X-=2. One starts with a random tour say t= (il, 2 *, * in) and systematically tries to find a better tour by replacing 2 arcs of the tour by 2 other arcs. t Lin's algorithm is not constrained to changing the position of adjacent cities in the sequence. Figure 2 illustrates this procedure.
If the initial tour contained arcs i and j and if they are removed, then arcs k and 1 of Fig. 2 are uniquely determined. Note that one part of the original sequence will be visited in reverse order. A tour is '2-opt' when no improvement can be obtained by replacing any 2 arcs of the tour with 2 other arcs. Other 2-opt tours may be found by using different initial random tours.
Lin defined a tour as '3-opt' if one could not improve it by replacing any 3 arcs or any 2 arcs. Analogously, a tour is 'X-opt' if it is '(X-1) opt' and if, in addition, one cannot improve the tour by replacing any X arcs. He showed empirically that it is more efficient to find 3-opt tours than 2-opt tours. For a fixed amount of computer time, one would find fewer 3-opt tours than 2-opt tours, but the best 3-opt tour found would usually be at least as good and generally better than the best 2-opt tour found. He also found that it is not computationally efficient to find 4-opt tours.
Lin used a modified procedure in searching for 3-opt tours. After several 3-opt tours are found, any arc that appears in all 3-opt tours found is assumed to be in all other 3-opt tours and in this way a reduced problem is examined in all future computations. E. Job Sequencing and the Gilmore-Gomory Algorithm [15] An interesting application of the traveling salesman problem concerns the sequencing of n jobs on a machine. Assume there is a set-up cost of cij units if job j follows job i in the sequence and that the operation is cyclic-after the last job is done, the first is begun again. The objective is to minimize the sum of the set-up costs. This problem can be identified as a traveling salesman problem with Lode i corresponding to job i and the set-up cost cij corresponding to the distance between nodes i and j. Although, in general, the cij can be arbitrary real nonnegative numbers, Gilmore and Gomory have considered a particular distance measure that is quite meaningful for certain sequencing problems and have discovered a remarkably simple algorithm. The motivation for defining cii in this manner is that to start job i, the machine must be in state Ai and when job i is done the machine is in state Bi. Thus, if job j follows job i the state of the machine must be changed from Bi to A>. It is assumed that the status of the machine can be described by one-state variable.
The first step in the algorithm is to solve the assignment problem. This is done very easily. In particular, assume the nodes are numbered so thatj>iimplies BjBi. Now arrange the AX so that Ai ,<A 2 <_ Ai..
The optimal solution to the assignment problem is xji,= 1, j=1, n, x =0 otherwise. This solution is not, in general, a tour.
By a series of interchanges the optimal assignment solution is converted into an optimal tour. An interchange a,8 applied to a solution {xij} with are segments of an optimal tour. In any case, whatever partition is chosen, the tour t' obtained from the optimal tour for the k+ 1 city problem is such that z(t') ?z(t).
We can then partition t' and continue.
Held and Karp give some rules for selecting 'good' partitions. The rules attempt to identify a partition such that an optimal tour on the partitioned problem is as short as possible. The partitioned problems (n ? 13) are solved by dynamic programming, although other exact methods could be used. KARG derived asymptotic bounds on the length of an optimal tour containing a large number of cities contained in a region of specified dimensions. KRUSIALt22I pointed out a possible relation between the traveling salesman and shortest spanning tree problems. DERMAN AND KLEIN [11] consider an inspection and maintenance problem for which the model is a traveling salesman problem without the 0-1 restrictions on the variables. LAWLER [23] establishes that the traveling salesman problem is a special case of the quadratic assignment problem, which is a combinatorial problem even more difficult than the traveling salesman problem itself.
COMPUTATIONAL EXPERIENCE
COMPARISON OF published computational experience is always difficult because of the different machines used and relative efficiency of different programming languages. The majority of reported times are for the IBM 1620 class and the IBM 7090 class of computing machines. The authors' personal experience on these two classes of machines indicate that as a first order approximation the 7090 is from 50 to 300 times faster than the 1620. Obviously, the exact ratio depends upon the particular application. Table I summarizes the reported computational time for exact algorithms. In examining this table, one should be aware that the times reported for integer programming and branch-and-bound are expected times, and particular problems may take considerably longer.
It is difficult to compare approximate algorithms since one is interested in the probability of finding optimal tours and the amount of computer solutions are not known with certainty for either problem. Table II compares five approximate algorithms with respect to these problems. The algorithms of LINE26] and REITER and SHERMAN131] were both able to find the best known solutions to both problems. We feel that the computational efficiency of these two algorithms is similar. Lin reports that the average IBM 7094 Model II computer time to obtain a 3-opt tour is under 30n3 microseconds and the probability that a '3-opt' tour is actually optimum is approximately p(n) = 2-1o. He suggests that a pessimistic estimate of this probability is Y4 p(n). Based upon empirical results, the computer time required to achieve 99 per cent probability of finding the optimal solution for a 40-city problem is 2.5 milt and for a 60-city problem, 8 min. Lin estimates that in 100 miii, there is a 54 per cent probability of solving a 100-city problem. He has used this method to treat a 105-city problem.
CONCLUSION
IF THE authors were faced with the problem of finding a solution to a particular traveling salesman problem we would use dynamic programming for problems with 13 citiest or less, Shapiro's branch-and-bound algorithm for larger problems (up to about 70-100 cities for asymmetric 
