The emission of light charged particles and intermediate-mass fragments ͑IMF's͒ from central collisions of 45 MeV/nucleon 84 Kr with 93 Nb has been studied. Violent collisions have been selected using the total collected charge condition. The analysis of the primary IMF excitation energies has been performed for four bins of the detected IMF charge (2ϽZ IMF Ͻ20). We find evidence that ͑a͒ the mean excitation energy per nucleon for these fragments is independent of fragment charge and approximately equal to 2.5 MeV, ͑b͒ the primary fragments at freeze-out preserve the entrance channel ͑combined system͒ N/Z ratio, and ͑c͒ the freeze-out volume itself is far from spherical.
I. INTRODUCTION
One of the primary motivations for studying collisions between heavy nuclei far above the Coulomb barrier is to learn about the properties of nuclear matter at densities and temperatures far different from those encountered in nuclei at or near their ground states. This is related to the physics contained in the equation of state for infinite nuclear matter. However, the relationship between experimental data and bulk properties of strongly interacting matter is far from simple. The predominant decay mode of highly excited nuclei is the disassembly into several fragments ͓1͔. The understanding of this multifragmentation phenomenon is difficult because the detected fragments are the cold remnants of the initially hot system.
A few studies have claimed that bulk volume expansion is needed in order to explain the production of intermediatemass fragments in heavy-ion collisions ͓2,3͔. If this is so, the collisions would be providing a means of studying the decay of subsaturation density nuclear systems. However, in order to have confidence that this scenario is correct, the dynamics must be well understood as well as how these dynamics are reflected in the few selected observables that are used in comparison with theory.
The importance of dynamics has been made clear in investigations of observables that might be related to the temperature of the system. These observables include the slopes of light-particle kinetic energy spectra ͓4͔, relative population of excited states ͓5͔, and double yield ratios of neighboring isotopes ͓6-11͔. The striking disagreement ͓12-14͔ of the extracted temperatures measured by these techniques suggests that these thermometers are sensitive to the thermalized energy at different epochs in the evolution of the nuclear system.
In the framework of the currently accepted scenario for the multifragmentation process, the compressed equilibrated hot system ͑created in the violent heavy-ion collision͒ first expands and emits mainly light particles. When the system reaches a sufficiently low density, the remainder disintegrates. The time at which this latter process occurs is called ''freeze-out.'' In this paper we use correlation techniques to extract information on the excitation energy per nucleon of intermediate mass fragments at or near freeze-out in central collisions between 84 Krϩ 93 Nb at 45 MeV/nucleon.
II. EXPERIMENT

A. Experimental setup
This experiment was performed at the GANIL facility using the Washington University Dwarf Ball/Wall multidetector system. Nb. The center of mass ͑c.m.͒ energy for this system is 2.0 GeV. The Dwarf Ball/Wall detector system is described in detail in the literature ͓15͔ so only a few points will be made here. This 104-element, fast plastic-CsI͑Tl͒ phoswich array covers laboratory angles from 6°to 35°with the Dwarf Wall ͑DW͒ and from 35°to 168°with the Dwarf Ball ͑DB͒. Light charged particles ͑LCP 'sϭp, d, t, 3 He, and ␣ particles͒ are identified using the pulse shape characteristics of the CsI͑Tl͒ light output. The atomic numbers of intermediate-mass fragments ͑IMF's͒ (2ϽZ IMF Ͻ20) are determined by comparing the integrated fast light output from the plastic foils to the much slower light output produced by the CsI͑Tl͒. The plastic foils vary in thickness from 200 to 20 m for forward to backward angles, respectively. The IMF masses that are necessary in our analysis were assigned for ␤-stable nuclei. In this experiment, the energy calibration of the LCP was obtained from the punch-through points of the light ions. In other experiments, it has been verified that these points agree with those determined from inelastic scattering. The energy calibration for the heavy ions was done by the procedure described in Ref. ͓15͔ . This procedure makes use of a measured average response ͑of Dwarf Ball/Wall detectors͒ for heavy ions relative to that for LCP's. The detector system subtends approximately 88% of 4 with energy thresholds that vary with angle and ion charge. The thresholds for protons and ␣ particles are 4 and 2 MeV/nucleon, respectively, for a large angular region ͑from Ϸ167°to near 35°). The energy thresholds increase at more forward angles. For protons, which is the worst case, the threshold increases by a factor of 2 at the most forward angles. The laboratory angular granularities are Ϯ14°for DB and Ϯ5°for DW in both polar and azimuthal directions. Some of the details of this experimental, including the overall multiplicity distributions, have been presented previously ͓16͔.
B. Selection of the violent collisions events
In Ref. Tb reaction were presented. It was determined that the condition imposed by the total detected charge, Z det Ͼ75% of Z tot , selects events that are characterized by high LCP multiplicity. Z tot is a sum of the projectile and target nuclear charges. The impact parameter and the energy dependence of observables in intermediate-energy heavy-ion reactions were also studied by Tsang et al. in Refs. ͓17, 18͔ .
For the present study of the reaction 84 Krϩ 93 Nb at 45 MeV/nucleon, the violent collisions have been selected in a fashion similar to that used in Ref. ͓16͔. Our procedure is guided by the results of the computer code CHIMERA ͓19͔, which provides a more quantitative estimate of the impact parameter distribution for gates on the total detected charge. This code is based upon the molecular dynamics concept ͓20,21͔. The output of the CHIMERA code at time t ϭ150 fm/c has been taken as input for the statistical code GEMINI ͓22͔. Coulomb trajectories are following during the deexcitation process. The results of the CHIMERA-GEMINI calculation have been filtered through the experimental conditions using software that simulates the main physical features of the detection system ͑e.g., the geometry and the energy thresholds of each detector͒. The solid line histogram in Fig.  1 shows the overall event distribution as a function of impact FIG. 1. Impact parameter distributions for a CHIMERAϩGEMINI calculation when the total charge detected is greater than 60% of Z tot ͑dashed-line histogram͒ and when the total charge detected in the DB is greater than 25% of Z tot ͑dotted-line histogram͒. The solid-line histogram shows the results without any restriction given on the filtered events.
parameter generated by this simulation. This figure also displays the event distributions for ͑i͒ the condition that the total collected charge ͑detected in DW and DB͒ was larger than 60% of Z tot ͑dashed line͒ and ͑ii͒ the condition that 25% of Z tot is detected in the DB only ͑dotted line͒. One can see that the condition that requires substantial emission in the backward hemisphere ͑dotted line͒ significantly rejects peripheral collisions. Due to the improved rejection of peripheral collisions and our desire to focus on central collisions in the present work, condition ͑ii͒ has been used in this study.
Using this condition, the number of experimental events as a function of the LCP and IMF multiplicities is plotted in Fig. 2 . This presentation of the charged particle multiplicity correlation is similar to that obtained in Ref. ͓16͔ ͓see Figs. 2͑b͒ and 3͑a͒ therein͔. The average LCP and IMF multiplicities are about 14.5 and 4, respectively. Figure 2 shows the distinct correlation between the M LCP and the M IMF , which reflects the finite size of the disintegrating system, a point we made in our previous publication ͓16͔.
III. PROCEDURE OF THE PRIMARY FRAGMENT EXCITATION ENERGY RECONSTRUCTION
A. Overview
The primary fragment excitation energies can be determined from the multiplicities of associated LCP's evaporated from the IMF. However, the LCP's detected in coincidence with an IMF can originate from several sources, namely, ͑1͒ the colliding system at the early phase of the reaction before thermal equilibrium is achieved, ͑2͒ the composite excited system at freeze-out stage, ͑3͒ the primary IMF of interest, ͑4͒ all other primary IMF's.
The first and second of these sources produce LCP's that cannot be associated with any parent IMF, while the last produces LCP's not correlated to the IMF selected for study. Due to these background contributions, the LCP's from the second source cannot be associated with the selected residual IMF on an event by event basis. Nevertheless, some of the detected LCP's and IMF's are correlated via their common primary parent. If we calculate the relative velocities between the selected IMF and LCP's on an event by event basis, then the correlation should be seen as an excess of counts around the IMF position in a v ʈ versus v Ќ representation. The velocities v ʈ and v Ќ are the projections of the relative velocity into the IMF direction in the c.m. system and into a plane perpendicular to that axis, respectively. In this work, we assume that the average velocity of the detected fragment after statistical emission is equal to the velocity of the primary fragment. Figure 3͑a͒ displays the proton-invariant velocity plot in the reference frame described above and constructed for the largest fragment ͑IMF͒ detected in each event. One cannot see a substantial excess of protons around the point v ʈ ϭv Ќ ϭ0 cm/ns. This indicates that the correlated component represents a relatively small contribution to the total proton emission. In order to isolate uncorrelated emission, background plots have been constructed by replacing the relative velocity of LCP's that coincide with the given IMF by the relative velocity of the uncorrelated LCP's produced in a Sn at E/A ϭ50 MeV reaction. Here, we have introduced a Monte Carlo simulation procedure to evaluate the freeze-out characteristics. This procedure that is described in the next section allows for the extraction of the excitation energies of the primary fragments.
B. Monte Carlo simulations
The simulations begin at the freeze-out time, at which it is assumed that the total excitation energy of the system is partitioned into three modes: ͑i͒ thermal motion of the pointlike objects, ͑ii͒ radial expansion, and ͑iii͒ internal excitation of the fragments. At freeze-out, the relative distances between all fragments are such that mass exchange has ceased. The subsequent evolution of the system proceeds with the statistical decay of the excited IMF's with only the Coulomb repulsion operating between the fragments. The fragment decay times are drawn from the exponential distribution
where is a free parameter characterizing the mean lifetime of the excited primary IMF's ͑see Sec. V and Fig. 17͒ . Calculations are performed until the fragments become cold and the Coulomb accelerations become negligible. Finally, the generated events are presented to a software detector filter that simulates the experimental conditions.
C. Freeze-out stage characteristics
The freeze-out stage is characterized by the following.
͑1͒
The freeze-out fragment partition, ͕Z i ,A i ͖; i ϭ1, . . . ,M tot , where M tot is the total LCP and IMF multiplicity and Z(i) and A(i) are the charge and mass of the ith fragment, respectively.
͑2͒ The freeze-out volume, V fo , its shape, and the fragment distribution within that volume. Each fragment position is denoted by r i , with iϭ1, . . . M tot .
͑3͒ The initial fragment velocities, v i , iϭ1, . . . ,M tot . Due to the limited detector acceptance the ''true'' asymptotic distributions are different from the experimental distributions. The ''true'' asymptotic distributions of the fragment charge, kinetic energy, and multiplicity, all of which have been obtained using an iterative tuning procedure, are presented in the next section.
For each event the desired asymptotic LCP multiplicity M LCP and the IMF multiplicity M IMF are chosen randomly from the two-dimensional asymptotic M LCP versus M IMF distribution. Such a selection ensures the correlation between the LCP and IMF multiplicities and the total multiplicity seen in the data; see Fig. 2 . The charge and mass partition of the asymptotic fragments is obtained from the normalized experimental charge versus mass distribution, P(Z,A), where P(Z,A) is the probability that the fragment has charge Z and mass A. This asymptotic fragment partition will be used to obtain the ͑earlier time͒ freeze-out primary fragment partition by removing a few light particles (p, d, t, 3 He, and 4 He) from the asymptotic fragment partition and absorbing them in to what then become the primary IMF's. The full procedure is described in Appendix B. The freeze-out volume V fo is calculated, as is done by Bondorf et al. ͓24͔ , by including sufficient volume for each fragment to ensure negligible nuclear interaction. The LCP's are uniformly distributed within a prolate spheroidal shape with the unique axis directed along the beam direction. The IMF's are randomly distributed according to two three-dimensional Gaussian distributions. As we shall see, such a selection of the LCP and IMF distributions is consistent with experimental observables ͑see Fig. 8͒ as well as dynamical simulations of the early stage of the reaction ͑for example the CHIMERA calculations͒. Figure 4 presents the algorithm used for determining the fragment velocities at freeze-out. The fragment asymptotic kinetic energy in the c.m. system is chosen from the ''true'' asymptotic distribution, and the modulus of velocity is calculated according to ͉v i ͉ϭͱ2E i asym /A i . The procedure is iterative, starting with E i asym ϭE i expt . One procedure ͑a͒ has been developed in order to assign a direction to the fragment velocity, based on the assumption that the fragment energy is a sum of the radial and the thermal energies. This procedure is described in Appendix A. Another procedure ͑b͒ has been introduced in order to convert the set of ''true'' asymptotic fragment velocities ͕v i ͖ into the set of the primary fragment velocities ͕v i fo ͖. This backtracking procedure corrects the effects of Coulomb acceleration and collective rotation and it makes use of the relations and algorithms described by Randrup ͓25͔. Needless to say, these quantities, and thus these procedures, are of central importance to this work.
D. Tuning of the model input
In order to obtain the freeze-out configuration, true asymptotic distributions ͑unmodified by the detection system͒ have been generated using the self-consistent iterative procedure presented in Fig. 4 and the following experimental observables: ͑i͒ the LCP multiplicity distributions, ͑ii͒ the IMF multiplicity distribution, ͑iii͒ the charge distribution, and ͑iv͒ the energy spectra ͑in c.m. system͒ for each fragment species. Due to limited acceptance of our detection system in the most forward and backward directions, the experimental observables used in this analysis are only slightly contaminated by preequilibrium particles. This contention is supported by the CHIMERA simulations ͓19͔.
The experimental LCP and IMF multiplicity distributions, the fragment charge distribution, and the energy spectra in the c.m. system are represented by solid dots in Figs. 5 and 6 for selected fragment species. The desired true asymptotic distributions are shown in these figures by the dashed-line histograms. When the detector filter is applied to these true distributions, the experimental observables are well reproduced by the model calculation as indicated by the solid-line histograms in Figs. 5 and 6.
The second set of adjusted parameters includes both the shape of the freeze-out volume and the ratio of the average values of the radial proton energy to the total proton kinetic energy, p p ͑see Appendix A for details͒. The spheroidal shape of the freeze-out volume has been parametrized by the ratio c/a, were c and a are the major and minor semiaxes of the spheroid, respectively. We found that the angular distributions in the c.m. system are very sensitive to both the p p and c/a parameters. Figure 7 presents calculated primary angular distributions for selected species. These histograms represent calculations assuming either a spherical shape of the freeze-out volume (c/aϭ1) and p p ϭ0.4 ͑dotted͒, or a nonspherical freeze-out shape c/aϭ4 with no radial energy p p ϭ0 ͑dashed͒ and with a substantial radial energy p p ϭ0.4 ͑solid͒. The results shown in Fig. 7 were generated without the detector filter while those shown in Fig. 8 were generated using this filter. The latter can be directly compared to the experimental distributions that are represented by solid dots. One can see that the experimental angular distributions for the heavier fragments are reproduced by the model calculation only when the elongated shape of the freeze-out volume is assumed. The LCP angular distributions in particular are sensitive to the p p parameter, and the best agreement between calculation and the experimental data is for p p Ϸ0.4.
It should be noted that our selection criterion is different from that employed in Ref. ͓26͔ . The most conspicuous difference is that our criterion does not directly bias against nonspherical event shapes while the selection criteria in Ref.
͓26͔ does. Our choice of filters is in fact motivated by this difference in that reaction simulations of central collisions do produce elongated event shapes.
IV. RESULTS
A. Secondary evaporated LCP multiplicities
The reconstruction procedure described above is applied to those events that pass our selection for violent collisions ͑see Sec. II B͒. Due to rather modest statistics, the analysis of the primary IMF excitation energy has been done for four element groups, as indicated in Table I , rather than for individual elements.
Similar analyses to those represented in Fig. 3 have been done for each bin of the detected IMF and for each type of the LCP. The results of the background subtraction from the detected total LCP emission ͓see Fig. 3͑c͔͒ have been used to obtain the experimental correlation functions presented in 
where is the reduced mass of the IMF-LCP system and v Ќ and v ʈ were defined in Sec. III A. The IMF masses are those for ␤-stable nuclei. By performing the additional calculations we found that a variation on the cold fragment masses by Ϯ1 mass unit has a negligible effect on our final result. The correlated LCP multiplicities, M expt (k, j) have been varied to reproduce ͑simultaneously͒ the experimental correlation functions for five types of LCP's ( j modes͒ and four IMF bins (k bins͒; see Table I . While a fitting procedure was not done, the variational procedure mentioned above indicates that the multiplicities are well determined. This crude optimization procedure leads to the multiplicities given in Table I . We estimate the uncertainties in these multiplicities to be less than Ϯ25% ͑see below͒. The calculated correlation functions are displayed in Fig. 9 as dashed lines. The agreement between the experimental correlation functions and those generated using the multiplicities presented in Table I is very good for both protons and ␣ particles and quite satisfactory for the other LCP isotopes for which the statistics are much more limited. Table I shows that the LCP multiplicities increase with increasing charge of the detected IMF. Such an observation suggests that the total excitation energy increases with the charge of the parent nuclei. The multiplicities for protons are higher than those for ␣ particles. The very low 3 He multiplicities agree with experimental data ͓27͔ and statistical model calculations ͓22͔. Figure 10 shows the multiplicities of LCP's evaporated from the fragments (M evap ) and the total LCP production (M tot ) as well as the ratio of these values. One can see that about 20% of the LCP's come from the secondary statistical decay of the primary fragments and that this contribution strongly depends on the type of evaporated species.
The sensitivity of the calculated correlation functions to the LCP multiplicities is shown in Fig. 11 . Here we display the correlation functions calculated for the best set of multiplicities ͑solid line͒ and those calculated for multiplicities varied by Ϯ25%. Our results show that these correlation- functions do strongly depend on the multiplicity of evaporated LCP's, and therefore these multiplicities can be used for the quantitative extraction of the excitation energies of the primary fragments. The experimental correlation functions always fit within the Ϯ25% corridor, setting the upper limit on the multiplicity uncertainties.
B. Fragment excitation energies and temperatures
In order to convert the LCP multiplicities into the fragment excitation energies, the statistical code GEMINI ͓22͔ has been used. The LCP decay from the primary IMF's is treated with the Hauser-Feshbach formalism ͓28͔. The most important parameter of this statistical approach is the level density parameter. In our calculations, three parametrizations have been used:
where A is the mass number. These parametrizations and a low-excitation-energy formula (aϭA/8) are shown in Fig.  12 ͑upper͒. Using the relation between the excitation energy and the temperature ͓33͔,
one can conclude, for constant temperature, that the excitation energy per mass unit is proportional to the ratio a/A. In Fig. 12 ͑lower͒ the ratios a/A versus A have been plotted.
One can see that, at a given temperature, parametrizations ͑I͒ and ͑II͒ predict higher excitation energies per mass unit for lighter fragments than for heavier fragments. We treat the decaying system at the freeze-out stage as an ensemble at a given temperature where the fragment excitation energies are related to the system temperature by Eq. ͑2͒. As neutrinos have not been detected in the experiment, nor are the masses of the detected IMF's known, an optimization procedure like that used for the charge distribution cannot be employed. Therefore we have investigated two assumptions for the N/Z ratio of the primary fragments. These two assumptions are that the N/Z ratio of the primary fragments is equal to that for ␤-stable nuclei and that of the combined target-projectile system (N/Zϭ1.3).
The GEMINI calculations supply the average LCP multiplicities ͓ M T (k, j)͔ for each LCP type ( j mode͒ in each of the four IMF remnant ͑k͒ bins at a given temperature (T). The calculated values of the M T (k, j) can be directly compared to the values given in Table I . In order to obtain a quantitative comparison between the calculated multiplicities and those derived from the experimental data, the following measure has been used:
where weight ( j) are proportional to the total yields of the selected LCP normalized to the proton yield ͓weight ( jϭ1) ϭ1͔. The upper panels in Fig. 13 show the 2 parameter as a function of the fragment temperatures calculated for the fourth bin (kϭ4) and taking into account the 1 H, 2 H, 3 H, and 4 He particle emissions ͑the 3 He has been excluded due to the very low multiplicity of this fragment͒. The solid, dotted, and dashed lines have been obtained for the level density parametrizations I, II, and III, respectively. The plots presented in the left column were obtained using fragments with ␤-stable N/Z ratios while the plots in the right column were obtained using fragments with the N/Z ratio of the combined target-projectile system.
The lower panels in Fig. 13 present the average fragment excitation energies per mass unit versus the primary fragment temperature calculated for the three level density parametrizations. The values of the fragment excitation energies and temperatures at the minimum of the 2 distribution, marked by dots in the lower panels of Fig. 13 , are listed in Table II . The errors included in Table II have been calculated assuming that the LCP multiplicities have been extracted from the experimental data with uncertainties of Ϯ25% ͑see Fig. 11͒ .
The assumption that the fragment N/Z ratio is the same as in the combined target-projectile system leads to higher fragment excitation energies than does the assumption that the fragment N/Z ratio is the same as for ␤-stable nuclei. Lower values of the 2 ͑see Fig. 13͒ arise from the former assumption, indicating that the primary fragments likely reflect the entrance channel N/Z ratio. A similar conclusion was reached in Ref. ͓23͔. This conclusion derives some additional support from the results presented in Fig. 14 . Here, the fragment excitation energies per nucleon have been obtained from separate 2 minimizations for each evaporated LCP type. In this case also, the assumption that the fragments' N/Z ratio is the same as in the combined target-projectile system leads to more consistent values of the derived excitation energy per nucleon.
Subtracting the evaporated LCP multiplicities from the total LCP multiplicities ͑see Fig. 12͒ , the primary LCP population at the freeze-out phase is obtained. Using this information the system temperature, T app ϭ8.85 MeV, was calculated from the Albergo formula ͓6͔. On the other hand, using the total LCP multiplicities in the Albergo formula one gets T app Ј ϭ8.3 MeV. Clearly the correction for the IMF sequential decay increases of the apparent temperature, in agreement with Refs. ͓12,9͔. Another observation is that the system temperature T app is much higher than those presented in Table II ticles due to a hierarchy or ordering of mean emission times. However, as our 3 He multiplicities might be slightly inflated by contamination due to an incomplete rejection of 4 He, the T app values are subject to a systematic overestimation.
C. Decay time scale
The temperatures of the primary IMF's, which have been presented in the previous section, depend on the level density parametrization used ͑Table II͒. The calculated mean lifetime of the excited IMF also depends upon the level density parametrization as seen in Fig. 15 . The Hauser-Feshbach formalism has been used ͓22,28͔ to calculate the total decay width of a 46 Ca nucleus as a function of the excitation energy. The solid, dashed, and dotted lines in Fig. 15 refer to the level density parametrizations I, II, and III, respectively, and the squares represent the low-energy formula (aϭA/8) ͑see Sec. IV B͒. The 46 Ca nucleus has been chosen as an example of an IMF with the same N/Z ratio ͑1.3͒ as the combined target-projectile system. One can see that the calculated decay time of the excited nucleus is strongly dependent on the level density parametrization. In Fig. 15 , the dashed vertical line indicates 115 MeV of excitation energy, which corresponds to the experimentally deduced primary IMF excitation of 2.5 MeV/nucleon. The mean lifetime of the 46 Ca nucleus at this excitation energy is 90, 38, and 21 fm/c for the level density parametrizations I, II, and III, respectively.
If the decay of the excited IMF is very fast, the secondary decay can occur in the close proximity to the other fragments. When this happens the emitted LCP interacts with other fragments, via the long-range Coulomb force, which potentially can decorrelate the relative velocity between the primary IMF and its LCP's. The influence of such an effect would yield IMF excitation energies that are systematically low. Figure 16 presents a comparison of the correlation functions calculated for ϭ20 fm/c ͑solid lines͒ and ϭ200 fm/c ͑dashed lines͒. The ϭ20 fm/c corresponds to very fast deexcitation of the primary IMF's and thus the expanding nuclear system is still close to the freeze-out stage. Even with such a short characteristic decay time, which is that for the largest level density constant ͑III͒, the correlations are only slightly different from the correlation functions calculated using the much slower decay. This comparison indicates that the potential decorrelation process mentioned above is negligible and therefore the derived information on the IMF excitation energies and temperature can be related to the freeze-out condition.
V. CONCLUSIONS
The conclusions of this work are the following. ͑a͒ For central collisions of E/Aϭ45 MeV 84 Kr with 93 Nb, the excitation energy of primary fragments at freeze-out has been determined to be ϳ2.5 MeV/nucleon. ͑b͒ The assumption that the fragment N/Z ratio is the same as that for the combined target-projectile system leads to higher fragment excitation energies than does the assumption that the fragment N/Z ratio is the same as for ␤-stable nuclei. The experimental data are better reproduced with a reaction simulation with the former assumption, indicating that the primary IMF's likely reflect the entrance channel N/Z ratio. statistical decay of the primary fragments. However, this analysis does not allow us to differentiate those particles that have been produced in the preequilibrium phase of the reaction from those that coexist with the primary IMF's at freezeout. ͑d͒ The temperatures extracted in this work depend on the level density parametrization used in the statistical calculation and thus independent information on the level density parameter is required for an unambiguous fragment temperature determination. ͑e͒ The comparisons of the model reaction simulations to the experimental data suggest that the freeze-out volume is extended along the beam direction ͑nonspherical͒. This analysis also enables us to extract information on the partition of energy between the thermalized and collective radial modes. This, and related issues, will be dealt with in a separate paper. Fig.  17͒ . Now we introduce the assumption that the collective velocity v R is proportional to the fragment's position vector r,
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where ␤ is a scaling factor. Consider the particles positioned at rϵ͉r͉. An average value of the square of the total velocity, v(A)ϭv R (A)ϩv T (A), at the position r, is given by
where ␣ denotes the angle between v R and v T ͑see Fig. 17͒ . Due to our assumption that the v T has an isotropic distribution the third term on the right-hand side of Eq. ͑A2͒ is equal to zero. Multiplying both sides of Eq. ͑A2͒ by m A /2, where m A is the mass of the fragment type A, we obtain ͗E͑A,r͒͘ T ϭE R ͑ A,r ͒ϩ͗E T ͑ A,r ͒͘ t .
͑A3͒
͗E(A,r)͘ t and ͗E T (A,r)͘ t refer to the average values of the total and the thermal energies, respectively, and E R (A,r) refers to the collective energy of the particle at position r. Subscript t indicates the averaging over the thermal particle distribution at position r. Introducing an average over the particle position distribution in the freeze-out volume, we obtain
͑A4͒
The subscript r has been omitted in the last term in Eq. ͑A4͒ because the thermal energy is position independent for a system in global thermal equilibrium. Denoting the ratio of the average value of the collective energy to the average value of the total kinetic energy by p and using Eq. ͑A4͒, one can obtain
͑A5͒
The global thermalization assumption requires that the thermal energy, ͗E T ͘ t , is equal for all fragments and, e.g.,
͑A6͒
where p p ϵ p (Aϭproton 
͑A8͒
This equation shows that the scaling factor in Eq. ͑A1͒ is determined by the asymptotically observed fragment energies and by the mean-square radius of the fragment distribution within the freeze-out volume. Now, we are prepared to follow procedure ͑a͒ in Fig. 4 . At first, we calculate the freeze-out fragment partition, the fragment positions in the freeze-out volume, and the modulus of each fragment asymptotic velocity ͑see Sec. III C and Appendix B͒. Using Eqs. ͑A8͒ and ͑A1͒ we calculate v R,i for the ith fragment in the partition, where iϭ1, . . . ,M tot fo . Then, for the ith fragment a set of N thermal components, v T,i l , are generated, where lϭ1, . . . ,N ͑see E i and m i are the total energy and mass of the ith fragment, respectively. The total velocity of the ith fragment is constructed from the radial and thermal components: 
͑A12͒
This procedure generates N events with the same fragment partition, initial fragment positions and initial radial velocities. Such events differ in the thermal velocity components.
It is simple to prove that the average kinetic energy of all detected fragments of the type A, ͗͗E(A)͘ f ͘ e , is equal to the average energy of all generated fragments of the same type, ͗͗͗E l (A)͘ l ͘ f ͘ e , where the index f indicates the averaging over all fragments of type A in the event and the index e indicates the averaging over all events. Performing the same averaging over all generated events, we obtain from Eq. ͑A9͒
͑A13͒
where ͗E T (A)͘ t is the average thermal energy derived in Eq.
͑A5͒.
APPENDIX B: PRIMARY FRAGMENT PARTITION
In order to generate the primary fragment partition from the asymptotic fragment partition, the decay history of the primary fragments has been traced back. Here, we introduce the following assumptions:
͑1͒ The primary IMF's deexcite by the five-particle modes listed in Table I .
͑2͒ The average multiplicity of the jth deexcitation mode and associated with the IMF remnants of the kth bin are M (k, j) ͑the bin number definition is given in Table I͒. Having M (k, j) one can guess the number of correlated LCP's for each IMF remnant according to the following prescription:
where y is a random number between 0 and 1, i is the number of the IMF in the fragment partition, and the function int(x) is defined as the target integer less than x. Now, we can obtain the number of secondary evaporated LCP's,
where M IMF is the number of IMF's in the partition. where Z LCP ( j) and A LCP ( j) are the charge and mass of the jth mode of the LCP's ͑see Table I͒. 
