We study the problem of learning a d-dimensional log-concave distribution from n i.i.d. samples with respect to both the squared Hellinger and the total variation distances. We show that for all d ≥ 4 the maximum likelihood estimator achieves an optimal risk (up to a logarithmic factor) of O d (n −2/(d+1) log(n)) in terms of squared Hellinger distance. Previously, the optimality of the MLE was known only for d ≤ 3. Additionally, we show that the metric plays a key role, by proving that the minimax risk is at least Ω d (n −2/(d+4) ) in terms of the total variation. Finally, we significantly improve the dimensional constant in the best known lower bound on the risk with respect to the squared Hellinger distance, improving the bound from 2
Introduction
Density estimation of a probability distribution is one of the classical and fundamental problems in statistics [Scott, 2015 , Silverman, 2018 . This task has been well studied over the non-parametric family of log-concave distributions (see, for example, the recent survey of Samworth [2018] ). This rich family has a key role in statistics [Bagnoli and Bergstrom, 2005] , pure mathematics [Brazitikos et al., 2014 , Stanley, 1989 , computer science [Balcan and Long, 2013, Lovász and Vempala, 2007] and economics [An, 1997] . It includes the Gaussian, exponential, uniform over convex bodies, logistic, Gamma, Laplace, Weibull, Chi and Chi-Squared, Beta distributions and more.
Traditionally, the study was focused on low dimensions , Dümbgen and Rufibach, 2010 , Balabdaoui et al., 2009 , Doss and Wellner, 2016 , Diakonikolas et al., 2016 . In recent years, statisticians and computer scientists have been studying density estimation of d-dimensional log-concave distributions , Dümbgen et al., 2011 , Kim and Samworth, 2016 , Carpenter et al., 2018 , Dümbgen and Rufibach, 2009 , Diakonikolas et al., 2018b . More generally, there is an on going research over a variety of non-parametric families in high dimensions [De et al., 2018 , 2018b ,a, Acharya et al., 2017 , Carpenter et al., 2018 , Diakonikolas et al., 2018a , Dümbgen et al., 2011 , Schuhmacher and Dümbgen, 2010 , Balcan and Long, 2013 , Chan et al., 2014 .
In statistics, the accuracy of estimators is commonly measured with respect to the Hellinger and total variation distances. This work regards the risk of learning d−dimensional log-concave densities in both metrics. The first to study this task are Kim and Samworth [2016] . One of their main results is a lower bound on the risk of any log-concave density estimator, with respect to the squared Hellinger distance, denoted by h 2 (·, ·):
whereF d is the set of log-concave estimators, F d is the set of log-concave distributions over R d and R h 2 (f ) = sup f ∈F d E[h 2 (f , f )]. In order to upper bound the risk, it is natural to consider the the maximum likelihood estimator (MLE). The log-concave MLE, denoted byf , is widely investigated , Dümbgen et al., 2011 , Dümbgen and Rufibach, 2009 , Schuhmacher and Dümbgen, 2010 , Chen and Samworth, 2013 , Carpenter et al., 2018 , Robeva et al., 2017 , Wellner, Doss and Wellner, 2016 , Balabdaoui et al., 2009 , Feng et al., 2018 . Its sample complexity for low-dimensional multivariate distributions was first studied by Kim and Samworth [2016] . They showed the following upper bound:
By Eq. (1), this risk is optimal up to a logarithmic factor. In higher dimensions, a recent paper of Carpenter et al. [2018] showed that
This estimate is sub optimal, and it strengthened the conjecture of that the MLE has suboptimal-risk when d ≥ 4. Our result shows that their conjecture is false: the MLE achieves an optimal risk (up to a logarithmic factor) when d ≥ 4. Specifically, we prove the following:
Theorem 1. Assume that d ≥ 4. Then the maximum log-likelihood estimator,f , achieves a risk of
Based on our analysis, we strongly believe that the logarithmic factor is redundant.
In the rest of the paper, we provide lower bounds on the minimax risk with respect to both the total variation and the squared Hellinger metrics. Their difference is significant in some cases, while the following is guaranteed: h 2 ≤ dTV ≤ √ 2h 2 . Hence, it is natural to ask whether in this task, the minimax risk is different with respect to the total variation distance.
In terms of the total variation, the minimax risk is only known for univariate log concave distributions [Chan et al., 2013 , Devroye and Lugosi, 2012 , Diakonikolas et al., 2016 and equals Θ(n −2/5 ). However, in Hellinger squared the risk is different and equals Θ(n −4/5 ). In high dimensions, a difference between the minimax risks was not known, and the best lower bound in both metrics was Ω d (n −2/(d+1) ), as already presented in Eq. (1). In this paper, we derive a stronger lower bound on the risk of any estimator in terms of the total variation distance. Specifically, we prove the following: Theorem 2. There exists a universal constant c > 0, such that for all d ≥ 1:
This bound is almost tight: showed that the risk is upper bounded by
). In the aforementioned paper, the authors conjecture that the risk is O d (n −2/(d+4) ). Based on our results, we strongly support their conjecture. Therefore, we conclude that the metric has a key role in log-concave density estimation.
In our last result, we significantly improve the dimensional constant in the lower bound in terms of the squared Hellinger distance (see Eq. (1)). We remove the negative exponent e −cd appearing in Eq.
(1) and replace it with an absolute constant.
Theorem 3. There exists a universal constant c > 0 such that for all d ≥ 2:
This Theorem implies that estimating a d-dimensional log-concave density up to a fixed accuracy requires exponentially in the dimension many samples. Moreover, our proof shows that this bound even holds for a subset of this family: uniform distributions over the convex bodies.
Comparison to learning convex bodies. The problem of estimating a convex body from the convex hull of random samples is extensively studied in the high dimensional geometry literature (see, for example, the books by Schneider and Weil [2008] and Chiu et al. [2013] ). It is well-known that if the points are drawn uniformly, then with high probability the convex hull is cdn −2/(d+1) -close to the original set in symmetric volume difference. The latter implies that the risk of learning uniform distributions over convex bodies is O(d)n −2/(d+1) , with respect to both the Hellinger squared and the total variation. Observe that the aforementioned family is a small subset of the multivariate log-concave distributions. Remarkably, our first result implies that the log-concave MLE achieves the same risk with respect to the squared Hellinger distance (up to a logarithmic factor). In contrast, our second result shows that with respect to the total variation distance, learning a log-concave density is harder than a convex set.
Finally, we note that there are other works in statistics on learning convex sets in various settings. For example, see the works of Guntuboyina [2012] and Rademacher and Goyal [2009] .
Notations

Constants
The notation c, C, c ′ , c1 etc. denotes absolute constants which do not depend on the problem parameters.
. . are constants that depends only on the dimension of samples. Uppercase C is used for constants greater than 1 and lowercase c for constants less than 1.
Geometry notations
The notations are listed below:
• The volume (or a surface area) of a set is denoted by vol(·).
• The centered d-dimensional Euclidean ball with radius 1 is denoted by B d and ∂B d denotes its surface area. The Euclidean ball with center x and radius r is denoted by B d (x, r), and B d (r) denotes a centered ball with radius r.
• The squared Hellinger distance is denoted by h 2 , and the total variation distance is denoted by dTV.
Probability and Statistics notations
Notations are listed below:
• Let F d and C d denote the family of log-concave distributions and uniform distributions over convex bodies in R d , respectively.
• Denote by n the number of sampled points and the dimension by d.
• denote byF d the family of log-concave density estimators. Additionally,f denotes to be maximum likelihood estimator (MLE).
• The risk of an estimator with respect to some family of distributions is denoted by R(·).
Main Results
We present a summary of our main results, as presented in Section 1. Our main theorem shows that the risk of the log-concave maximum likelihood estimator, in the terms squared Hellinger distance, achieve the minimax risk (up to a factor of O d (log(n))) when the dimension is d ≥ 4.
For d ≤ 3, Kim and Samworth [2016] showed that the MLE achieves the minimax up to a logarithmic factor, hence it is optimal in all dimensions.
Our next result gives a lower bound on the minimax risk in terms of the total variation distance.
Theorem 2. There exists a universal constant c > 0, such that for all d ≥ 1:
Diakonikolas et al. [2017] showed that there exists an estimator,f , that achieves a risk of
in terms of the total variation distance. Clearly, there is gap of between the lower and upper bounds. Based on our result, we support the conjecture of aforementioned authors that minimax risk is
Finally, we drastically improve the dimensional constant of the best known lower bound on the minimax risk in terms of the squared Hellinger distance presented presented in Eq. (1) [Kim and Samworth, 2016] :
This Theorem shows that in order to approximate a log-concave distribution up to a fixed accuracy, the number required samples is exponential in the dimension. Moreover, our proof shows that this bound even holds for a subset of this family: the uniform distributions over convex bodies.
Preliminaries
Covering numbers with bracketing
Let (X , d) be a metric space, fix δ > 0 and let S ⊆ X be a finite subset. We provide three definitions:
• We say that S is a δ-net if for any x ∈ X there exists y ∈ S such that d(x, y) ≤ δ. Define the δ-covering number, N δ,d (X ), as the smallest cardinality of a δ-net.
• Given a partial ordering over X , we say that S is a δ-net with bracketing if for any x ∈ X three exist y, y ∈ S such that d(y, y) ≤ δ and y x y. Define the δ-covering number with bracketing, N [],δ,d (X ), as the smallest cardinality of a δ-net with bracketing.
• We say that S is a δ-packing if for any x, x ′ ∈ S, d(x, x ′ ) > δ. Define the packing number, M δ,d (X ), as the smallest cardinality of a δ-packing.
The following relations hold:
. When X is a family of sets, we define the bracketing numbers with respect to the order of containment, namely, for
Geometry
Definition 1. The Hausdorff distance between two convex bodies K1 and K2 in R d is defined as
A convex body is a closed convex set K ⊆ R d with non-empty interior. The collection of all convex bodies contained in R d is denoted by K d , and
denotes the collection of bodies contained in B d . Given a convex body K and r > 0, denote Kr = {x ∈ R d : d(K, x) ≤ r}, namely, the inflation of K by a radius of r. Denote K−r = {x ∈ K : d(x, ∂K) ≥ r}. The following is a known statement:
′ are convex bodies with dH (K, K ′ ) ≤ r, then the following holds:
•
Lemma 3.1. The following holds:
Therefore, the radius of a ball with volume one is (1+O(
. Additionally, the following identities hold:
The following presents bounds on the packing numbers of the unit sphere M ǫ,l 2 (B d ). It appears in the book by Artstein-Avidan et al. [2015] .
Lemma 3.2. Let ǫ < c, for some universal constant c, and let l2 be the Euclidean distance. Then,
The following is a bound by Bronshtein Bronshtein [1976] on the covering numbers of K 
Isotropic log-concave densities
There are many fascinating developments on isotropic log-concave distributions. An excellent source is the book by Brazitikos et al. [2014] .
Definition 2 (log concave random vector). A d-dimensional density function f is log-concave if the following holds for all x, y ∈ R d and λ ∈ (0, 1):
Equivalently, f (x) = e −U (x) where U : R p → R∪{∞} is convex. We say that f is an isotropic log-concave density if it has a zero mean and identity covariance.
The following is a simple and basic property:
Claim 2. Let X be random vectors over R d with log-concave density. Then, AX + b has a log-concave density, and for any d × d real matrix A and b ∈ R d .
Finally:
Lemma 3.4 ([Kim and Samworth, 2016] ). Let f be an isotropic log-concave density on
for positive dimensional constants cA(d) and CB(d).
Other inequalities
The following is a variant of Assoud's Cube Lemma [Van der Vaart, 2000 , Tsybakov, 2003 ].
Lemma 3.5 (Assoud's lemma). Let F denote a family of functions. Fix K ∈ N, and suppose that the family {fα ∈ F : α ∈ {0, 1} K } has the following two properties:
for all α, β ∈ {0, 1} K , where α − β 0 denotes the Hamming distance between α and β 2. There exists c ∈ (0, 1) such that for every α, β ∈ {0, 1} K satisfying α − β 0 = 1, we have
Next, we present McDiarmid's inequality:
Lemma 3.6 (McDiarmid's inequality). Let X1, . . . , Xn be i.i.d random variables drawn from some distribution P over a domain Ω, let ϕ : Ω n → R be a function and let λ1, . . . , λn ∈ R+. Assume that for any x = (x1, . . . , xn) and
Then, for any t > 0,
.
Proof of Theorem 1
The heart of the proof is to show that with high probability, for any convex set K, the difference between the empirical (i.e. the number of samples inside K) and the expected measure is at most
½X i ∈S (we will sometimes write ZS instead).
Theorem 4. Let X1, . . . , Xn ∼ P , where P has log-concave density. Then, for any t > 0, Pr sup
Throughout the proof, we will use the following definition: given a measure µ over R d , the distance dµ between two measurable sets S, S ′ is defined as the measure of their symmetric difference, dµ(S, S ′ ) = µ(S \ S ′ ) + µ(S ′ \ S). In Section 4.1 we present a general chaining bound. Then, in Section 4.2 we bound the covering numbers of K
d with respect to dP for a log-concave distribution P , and apply the chaining lemma, to prove Theorem 4. Finally, in Section 4.3, we show how to derive Theorem 1 from Theorem 4.
Chaining on empirical processes
In this section, we present a uniform bound on empirical processes. In particular, we prove the following:
Lemma 4.1. Let P be a probability measure over R d and let X1, . . . , Xn ∼ P . Let A be a family of measurable subsets of R d , let r0 be the smallest integer i such that 2 −i < vol( A) and let r ≥ r0 be an integer. Assume that log
Remark 1. This bound is proved by the chaining method, relying on deviation bounds on the differences
We note that each such difference has a variance of np, where p = vol(S△S ′ ). If it was a sub-Gaussian random variable with constant np, then one could use Dudley's integral to obtain Lemma 4.1. However, its sub-Gaussian constant is n, which is not sufficient to derive this bound. Instead we use the fact that it is sub-Exponential with the suitable constants. In this setting, if the covering numbers of dP are not too large, then we can also derive a similar bound.
Let Bin(n, p) denote the binomial distribution with parameters n and p. The following is a standard concentration inequality:
,
We shall use the following simple corollary of Lemma 4.2:
Corollary 1. Let Y ∼ Bin(n, p). Then, for any t ≥ 0 and α ≤ min(p, t),
It is well known that the expected maximum of k σ 2 -sub-Gaussian variables is O( √ log kσ). The binomial distribution is sub-Gaussian with a non-optimal constant when p is small, namely, it is too far from the variance. In order to prove the theorem, we want to prove a similar result for the binomial distribution, which is sub-exponential with σ 2 = np (Lemma 4.2). If we restrict the maximum to be taken over k ≤ e np/3 variables, we derive the following:
Lemma 4.3. Fix 0 < p < 1 and n, k are positive integers. Assume that Y1, . . . , Y k are random variables such that Yi ∼ Bin(n, pi) for pi ≤ p. Then, if k ≥ 2 and log k ≤ np/3, then
Proof. For any t ′ ≥ 1, we apply Corollary 1 with t = t ′ 3pi log k/n and α = 3pi log k/n,
By change of variables, we conclude that
Using Lemma 4.3, we prove Lemma 4.1.
Proof of Lemma 4.1. For any i = r0 − 1, r0, r0 + 1, . . . , r − 1, let Ni be a 2 −i -net for A with respect to dP ,
We may assume that Nr 0 −1 = {∅}. Let Nr be a 2 −r -net with bracketing with respect to dP , of size |Nr|
We start by bounding the maximal deviation with respect to S ∈ Nr, and then extend to S ∈ A:
We now upper bound the first term in the right hand side of Eq. (8). The second term can be bounded in the same way. For any i = r0, . . . , r and S ∈ A, define
Observe that Z q i (S)\q i−1 (S) ∼ Bin(n, pi,S), and that for any fixed i, the maximum is over at most
We apply Lemma 4.3 with p = 3 · 2
Note that Lemma 4.3 requires that log k ≤ np/3. Indeed, recall that
Hence, the following holds:
Applying Lemma 4.3, one obtains that for all i = r0, . . . , r.
Similarly, for the second term in Eq. (8) we obtain
We sum over i = r0, . . . , r and conclude that
Finally, we extend from the maximum over Nr to the supremum over all sets in A. The lemma will follow, if we show that
Fix some S ∈ A and let S, S ∈ Nr be elements such that S ⊆ S ⊆ S and P (S \ S) ≤ 2 −r . Then, the following holds
Similarly:
Thus, the Lemma follows.
Finally, we prove the following almost trivial lemma.
Lemma 4.4. Let A be a family of measurable subsets of R d , and let n ∈ N be a positive integer. Then,
Proof. The following holds:
1 Note that Lemma 4.3 requires that k ≥ 2. However, since, N [],ǫ,d P (A) ≥ 2 for all ǫ, this lemma can be applied.
The covering numbers of collections of convex sets
We start with a simple observation:
Proof. Using the inequality e x ≤ 1 + 2x for 0 ≤ x ≤ 1 and using Claim 1, the following holds:
Let U denote the uniform distribution over B d , and let dU denote the corresponding distance as defined above: for any A, B ⊆ K
We start by bounding the bracketing numbers of K (1) d with respect to dU :
Proof. Let r = ǫ/(3d). Let N be an r-covering of K with respect to dU . Fix K ′ ∈ K
(1) d , and let K be an element of N satisfying
Note that Kr, K−r ∈ N ′ , and Lemma 4.5 implies that dU (Kr, K−r) ≤ ǫ.
Note that Lemma 4.6 and Lemma 3.3 imply that
Next, we use Lemma 4.1 to obtain the following bound:
Lemma 4.7. Let P be a distribution with a density function p, let X1, . . . , Xn ∼ P be i.i.d. samples. Let A be a bounded measurable set, and let
/2 for all 0 < ǫ ≤ 1. Then, the following holds:
Proof. First, we may assume that R = 1. Indeed,
Denote by p ′ the density of each Xi/R, and note that sup a∈A
Hence, the definition of m implies that if the lemma is correct for R = 1, it is correct for all R > 0.
Since
d }, and bound sup S∈A |ZS − EZS|. Let r be the integer such that
Let r0 be the smallest integer i such that 2 −i < P ( A) = P (A). If r < r0 then 2 −r ≥ P ( A), Lemma 4.4 concludes that the left hand size of Eq. (9) is bounded by 2P ( A) ≤ 2 −r+1 , and the proof follows by definition of r.
Assume for the rest of the proof that r ≥ r0. We apply Lemma 4.1, with the same values of r, r0 and A. Using the bound on the bracketing numbers, we obtain that for any 0 < ǫ ≤ m,
In particularly, this holds for any 0 < ǫ ≤ 2 −r 0 , since 2 −r 0 ≤ P ( A) ≤ m. This last inequality and the definition of r implies that log
Applying Lemma 4.1 and recalling that d ≥ 4, one obtains that
as required.
Next, we extend the supremum from
Lemma 4.8. Let P be a log-concave distribution. Then,
Proof. First, recall from Claim 2 that linear transformations preserve log-concavity, hence we may assume that P is isotorpic. For any i = 0, 1, 2, . . . , let Ai = {x ∈ R d : i ≤ x 2 < i + 1}. The following holds:
For any integer i ≥ 0, let mi = sup
From Lemma 3.4, it follows that for all
. Summing over i = 0, 1, . . . , the right hand side of Eq. (10) is bounded by
The series converges, and the claim follows.
Applying McDiarmid's inequality, obtains the main theorem:
Note that Lemma 4.8 bounds the expectation of ϕ. Applying Lemma 3.6 with ϕ and λ1 = · · · = λn = 1, one obtains a tail bound on ϕ, and the result follows.
Deriving Theorem 1
Carpenter et al. [2018] essentially proved in Section 3 that the MLE minimax risk is upper bounded by
Their main result is an analogous Theorem (Lemma 10), which states that with high probability
Therefore, they concluded in Theorem 7 that
Theorem 4 follows from the proof of Theorem 7 [Carpenter et al., 2018] , by replacing their main lemma (Lemma 10) with Theorem 4 from this paper. We note that Carpenter et al. [2018] used a different technique in their main lemma: they utilized the VC dimension of polytopes, while we bound the covering numbers under the Haussdorff distance, and apply chaining techniques.
Proof of Theorem 2 5.1 Outline of the proof
The main idea of is to create a family of log-concave distributions
). Its members are perturbations of the Gaussian distribution. By definition, its of size 2
) . These perturbations are negligible Hellinger squared, but not in the total variation metric. In more details, the Hellinger squared distance between a couple of distributions fα, f β where α, β ∈ {0, 1} K , is
A variant of the Assoud's Lemma (Lemma 3.5) implies that the risk with respect to the squared Hellinger is at least O d (n − 4 d+4 ). By Eq. (11), switching from Hellinger to total variation, we get an extra factor of n 2 d+4 . Thus, inf
Proof
Denote by γ(x) the Gaussian density of R d . For our Theorem, we may assume that δ ∈ (0, e −Cd ) and define g x 0 ,δ (x) as follows, for all x0 ∈ R d :
Using g x,δ , we can construct log-concave functions:
is log-concave.
The proof of this lemma is deferred to Section 5.2.1. For an intuition, note that log γ(x) + g x,δ is concave due to the fact that the Hessian of γ(x) equals −I, while the largest singular value in the Hessian of g x,δ is bounded by 1/2, hence the sum of Hessians is negative semi-definite. For any x − x0 2 < δ 2 , the following holds:
where we used 1 + x ≤ e x ≤ 1 + 2x, when x is small enough. We use the following lemma, which is proved in Section 5.2.2.
Lemma 5.2. Let δ ∈ (0, e −Cd ), and define N = c
. Then, there is a set of disjoint antipodal
. Let K be the number N from this lemma, and we create a finite set of log-concave distributions
where C d,δ is the normalization factor. Due to the Gaussian symmetry, i.e. γ(x) = γ(−x) for all x ∈ R d , and from the definition of fα, the normalization constants are identical for all α ∈ {0, 1} K . Most importantly, the normalization factor is negligible, as stated below:
Proof. Indeed, we can check the normalization factor for α = (1, . . . , 1): by Eq. (12),
where we used the facts that δ ≤ e −Cd , Lemma 3.1 and Eq. (13). This derives that C d,δ ≤ 1 + e −cd , and
Next, we bound the distances between densities in this class.
In particular, c
Proof. Observe that fα and f β differ only on the balls corresponding to indices where they differ. Clearly, there are 2 α − β 0 such balls. Define
We bound dTV(fα, f β ) as follows:
where we used Eq. (14) and the fact that e g x i ,δ (x) ≥ 1 + ). Similarly, one can upper bound the total variation distance.
With respect to the squared Hellinger, a different distance applies:
where we used the identity
x when x is small enough and that e g x i ,δ (x) ≤ 1 + 1 4 δ 2 . Similarly, one can lower bound the Hellinger squared. This concludes the proof.
We apply Assoud's Lemma (Lemma 3.5), to bound the squared Hellinger minimax risk of any estimator. The first requirement in this lemma follows by Lemma 5.4, for
For the second requirement, observe that for α − β 0 = 1. We know by Lemma 5.4 that
Therefore, we set δ such that
where c(4) ∈ (c1, C1). Finally, apply Assoud's Lemma with the value K defined above, namely
where we used Lemma 3.1. Now, we restrict ourselves to a subset of log-concave estimators that output distributions from F {0,1} k , namely
By Eqs. (15), (16) we conclude that
To conclude the proof, we show the following:
Lemma 5.5. The following holds:
Proof. Choose the log-concave estimator fromF d that minimizes the risk, denoted byf . Then, project it to F d namely, for every n samples, we define the projection as follows
Now, we use the triangle inequality
where X1, . . . , Xn are drawn i.i.d. from f ∈ F d . Thus the claim follows.
Proof of Lemma 5.1
We start with some equivalent definition of a concave function over R d . First, it follows from definition that a function is concave if and only if it is concave on any affine line, namely:
Clearly a univariate function is concave if and only if for any x ∈ R there exists a neighborhood where it is concave. Formally:
Claim 4. A function ψ : R → R is concave if an only if for any x ∈ R there exists ǫx > 0 such that ψ is concave on (x − ǫx, x + ǫx).
Combining this two claims, we obtain the following equivalence: Using Claim 5, we will prove that log f is concave. Pick x ∈ R d , and divide into cases:
• If x − xi > δ for all 1 ≤ i ≤ ℓ, then log f = log γ(x) in a neighborhood of f , where log γ(x) is a concave function. In particular, ψx,v,ǫ is concave for any v ∈ S d−1 and a sufficiently small ǫ > 0.
• If x − xi < δ for some 1 ≤ i ≤ l, then log f (x) equals log γ(x) + log g x i ,δ (x) in some neighborhood of x. Thus,
which is a concave function as required.
• If x − xi = δ, then for any v ∈ S d−1 , there exists ǫ > 0 such that ψx,v,ǫ(t) := log(f )(x + tv) has non-increasing derivative, hence it is concave. The key observation is that ψx,v,ǫ(y) is differentiable at y = 0, while the monotonicity of the derivative for y ∈ (−ǫ, ǫ) \ {0} follows from the fact that ψx,v,ǫ is concave and differentiable there.
Proof of Lemma 5.2
Proof. Using a standard packing argument (Lemma 3.2) we can find a set of disjoint balls with radius δ in
Now we take two antipodal caps with height 1 − 2δ, namely,
Since δ < e −Cd , by standard volume considerations we know vol(
, for a sufficiently small c ′ . Thus by Eq. (17) we must have a cap that contains
. of the disjoint ball, then we return this set and its antipodal, namely we take each ball in this set and also its antipodal. And the claim follows.
Proof of Theorem 3
Before we prove the theorem, we note that the proof builds upon the proof of Theorem 1 part (ii) in the paper by Kim and Samworth [2016] . Their proof relies on a packing argument of the unit sphere, to generate a hard family of log-concave distributions. Any packing of the unit sphere can cover at most e −cd of its surface area, this caused their proof to suffer from a similar factor in the risk. The main insight is that we can replace the packing with an approximate-packing which covers a constant fraction of the sphere. For this purpose, We utilize a lemma appearing in a recent paper in high dimensional geometry by Kur [2019] , where the main result is how to find an optimal polytope that approximates the Euclidean ball in the symmetric volume difference.
First, we define a cap (of a ball):
Definition 3. A cap (of a ball) with height h ∈ (0, 1) and a center x0 ∈ ∂B d is defined as
In order to simplify the proof, we first show how the following main lemma derives the theorem, and then we prove the lemma.
Lemma 6.1. Let N ≥ 10
d . There exists c ∈ (0, 1), t d,N ∈ (0.5, 1) and c d,N ∈ (c1, C1) such that the following holds: There is a set of caps C(x1, t d,N ), . . . , C(xcN , t d,N ) that defines a body
) and satisfies the following property:
where C ′ d,N ∈ (c4, C4). Observe that the last equation implies that the overlap between the caps is not too large.
The value of N will be defined later, and we set K := cN , where c is the constant in Lemma 6.1. Denote by C d the family of uniform distributions over convex bodies. Define
where fα is defined as follows:
Clearly, the normalization factors may be different for different α. However, by Lemma 6.1 we know that vol
We apply Assoud's Lemma (Lemma 3.5), hence we prove that both of its requirements are satisfied. For the first requirement: for any α, β ∈ {0, 1} K ,
(vol(suppfα \ suppf β ) + vol(suppf β \ suppfα))
where we used Eq. (19), and supp denotes the support. Therefore, we may set γ = c3N −(1+ 2 d−1 ) , and the requirement holds.
For the second requirement of Assoud's Lemma, observe that when α − β 0 = 1, the distributions defer by two caps. Using similar considerations as in Eq. (21) 
and the claim follows. Lastly, we prove Lemma 6.1.
Proof of Lemma 6.1 First we use a lemma proven by Kur [2019] (substituting γ = 1). This lemma was created to show that there is a polytope with N ≥ 10 n facets that gives an optimal approximation in the symmetric volume difference of the Euclidean ball up to a universal constant. There is a set of x1, . . . , xN points on the unit d−dimensional sphere, that define a body 
