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Введение. Время решения задачи на современном компьютере во многом определяется сте-
пенью использования памяти с быстрым доступом . В качестве целевого компьютера, т . е . ком-
пьютера, на котором требуется реализовать параллельную версию алгоритма, будем рассматри-
вать графические процессоры (GPU) . При многопроцессорной обработке на GPU быстрым явля-
ется процесс обращения к разделяемой памяти мультипроцессора, оперирующего некоторыми 
данными алгоритма, но не обращение к глобальной памяти GPU . Чем меньше число обращений 
к глобальной памяти, тем быстрее выполняется алгоритм .
Для реализации алгоритма на графическом процессоре множество операций алгоритма 
должно быть разбито на блоки, а блоки – на потоки (нити) вычислений . Множество операций 
алгоритма разбить на блоки можно путем тайлинга (тайлинг первого уровня), затем разбить бло-
ки вычислений на потоки вычислений можно путем повторного применения тайлинга (тайлинг 
второго уровня) [1] . Тайлинг (tiling) – это преобразование алгоритма для получения макроопера-
ций-тайлов [2; 3]; операции одного тайла выполняются атомарно, как одна единица вычислений, 
а обмен данными происходит массивами . 
В данной работе предлагается метод, позволяющий получать тайлы вычислений с меньшим 
числом обращений к глобальной памяти . Используется анализ информационных зависимостей, 
порождающих коммуникационные операции . Сформулированы и доказаны утверждения, по-
зволяющие ранжировать параметры размера тайлов . Предлагаемый метод можно также приме-
нять после некоторых предварительных оптимизирующих преобразований алгоритма . В част-
ности, ранжировать параметры размера тайлов предлагаемым способом можно после преобразо-
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ваний для улучшения параллелизма вычислений уровня тайлов и обеспечения одновременного 
начала шаблонных вычислений процессорами [4; 5] . Результаты исследований этой работы мо-
гут быть использованы для минимизации объема коммуникационных операций между парал-
лельными вычислительными процессами, реализуемыми на суперкомпьютерах с распределен-
ной памятью .
Предварительные сведения. Приведем необходимые для дальнейшего изложения сведения 
о формальном описании алгоритма и о тайлинге .
Будем считать, что алгоритм задан последовательной программой линейного класса [6] . Ос-
новную вычислительную часть такой программы составляют циклические конструкции; грани-
цы изменения параметров циклов задаются неоднородными формами, линейными по совокуп-
ности параметров циклов и внешних переменных . Предполагается, что в гнезде циклов имеется 
K выполняемых операторов Sb  и используется L массивов la  размерностей  .ln  Область измене-
ния параметров циклов (область итераций) для оператора Sb  и размерность этой области обозна-
чим соответственно Vb  и  .nb
Выполнение оператора Sb  при конкретных значениях b  вектора параметров цикла J будем 
называть операцией и обозначать ( ) .S Jb  Зависимости (информационные связи) между операциями 
задаются функциями вида
 ( )Ja,bΦ = ,J N
a,b
a,b a,bΦ + Ψ −j   (1)
  ,
sJ V Na,b∈ , ∈    
n n n s na b a a× × a,b
a,b a,bΦ ∈ , Ψ ∈ , j ∈ ,  
где sN ∈  – вектор внешних переменных алгоритма; s – число внешних переменных . Функция 
зависимостей ( )Ja,bΦ  позволяет для операции ( )S Jb  найти операцию ( ),S Ia  от которой ( )S Jb  за-
висит . Функции зависимостей являются удобным математическим аппаратом для описания ин-
формационных связей между операциями алгоритма (другие названия этих функций: покрыва-
ющие функции графа алгоритма [6], h-преобразования [7; 8]) .
Вхождением ( )l q, b,  будем называть q-е вхождение массива la  в оператор  .Sb  Индексы эле-
ментов l-го массива, связанных с вхождением ( )l q, b, , выражаются функцией l qF ,b,  вида
 1
( )
( )     l l l
l q
l q l q l q
ns s l q
n l q l q
F J F J G N f
J j j V N F G fbb
,b,
,b, ,b, ,b,
n × n × ,b, n
b ,b, ,b,
= + + ,
,..., ∈ , ∈ , ∈ , ∈ , ∈ .   
Пара вхождений ( 1)l, a,  и ( )l q, b,  порождает истинную зависимость ( ) ( ),S I S Ja b→  если 
( )S Ia  выполняется раньше ( );S Jb  ( )S Ia  переопределяет (изменяет) элемент массива ,la  а ( )S Jb  
использует в качестве аргумента тот же элемент массива; между операциями ( )S Ia  и ( )S Jb  этот 
элемент не переопределяется .
Пусть в гнезде циклов имеется Θ наборов выполняемых операторов . Под набором операто-
ров будем понимать один или несколько операторов, окруженных одним и тем же множеством 
циклов . Операторы и наборы операторов линейно упорядочены расположением их в записи 
алгоритма . Обозначим: ,V ϑ  1 ,≤ ϑ ≤ Θ  – области изменения параметров циклов, окружающих на-
боры операторов, nϑ – размерность области ,V ϑ  число циклов, окружающих ϑ-й набор операто-
ров . Заметим, что если оператор Sb , принадлежит набору операторов с номером ,
bϑ  то область 
Vb  может быть уже области  .V
bϑ
Как уже отмечалось, тайлинг – это преобразование алгоритма для получения макроопера-
ций, называемых зерном вычислений, или тайлами . При тайлинге каждый цикл разбивается на 
два цикла: глобальный, параметр которого определяет на данном уровне вложенности порядок 
вычисления тайлов, и локальный, в котором параметр исходного цикла изменяется в границах 
одного тайла . Допускается вырожденное разбиение цикла, при котором все итерации относятся 
к глобальному циклу или все итерации относятся к локальному циклу . 
Следующие величины и множества используются для формализации тайлинга . 
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ϑ ϑ,...,  – заданные натуральные числа, определяющие размеры тайла; r ϑζ  обозначает число 
значений параметра ,jζ  приходящихся на один тайл ϑ-го набора операторов; r ϑζ  может прини-
мать фиксированное значение в пределах от 1 до ,maxr ϑζ  включительно, где 
,max 1;r M mϑ ϑ ϑζ ζζ = − +  
если 1,r ϑζ =  то цикл с параметром jζ является глобальным не разбиваемым; если ,max ,r rϑ ϑζ ζ=  то 
цикл с параметром jζ является локальным не разбиваемым; если два набора операторов имеют 
общий цикл с параметром ,jζ  то 1 2 ;r rϑ ϑζ ζ=
( 1) / , 1 ,Q M m r nϑ ϑ ϑ ϑ ϑ ζ ζ ζ ζ  = − + ≤ ζ ≤  – число частей, на которые при формировании тайлов 
разбивается область значений параметра jζ цикла, окружающего ϑ-й набор операторов; 
,glV ϑ = gl glgl gl1{ ( , . . ., )  0 1,  1 }n
J j j j Q nϑ
ϑ ϑ
ς ζ ≤ ≤ − ≤ ζ ≤  – области изменения параметров глобаль-
ных, т . е . уровня тайлов, циклов; 
gl
gl gl
1{ ( , . . ., ) 1 ( 1) ,  1 }nJ
V J j j V m j r j m j r nϑ
ϑ ϑ ϑ ϑ ϑ ϑ ϑ
ζ ζ ζ ζ ζζ ζ= ∈  + ≤ ≤ − + + ≤ ζ ≤ , 
gl ,gl ,J V ϑ∈  – обла-
сти изменения параметров локальных (уровня операций тайлов) циклов при фиксированных 
значениях параметров глобальных циклов . Множество операций, выполняемых на итерациях 
множества gl ,J
V ϑ  будем также обозначать gl  .J
V ϑ  Множества glJ
V ϑ  называются тайлами .
Условия, характеризующие объем коммуникационных операций. Результаты, представ-
ленные в этом разделе, позволяют оценить объeм коммуникационных операций между тайлами 
первого уровня (т . е . между блоками вычислений) .
Пусть рассматривается гнездо циклов, для которого тайлинг допустим . Если заведомо из-
вестно, что 1r ϑζ =  (цикл с параметром jζ является глобальным не разбиваемым) или ,maxr rϑ ϑζ ζ=  
(цикл с параметром jζ является локальным не разбиваемым), то разбиение итераций jζ не рас-
сматривается . Обозначим через ( )a,b ζΦ  и ( )a,b ζΨ  строки матриц a,bΦ  и a,bΨ  с номером ζ, через 
( )ne bζ  – вектор-строку размера ,nb  у которой координата с номером ζ равна 1, а остальные коор-
динаты нулевые; обозначим еще , ( )  .Na b a,ba,b ζζ ζh = Ψ −j
Л е м м а 1 . Пусть определение элемента некоторого массива la  происходит на вхождении 
( 1)l, a,  в левой части оператора ,Sa  а использование – на вхождении ( , , )l qb  в правой части опе-




,( )  .
n
e ba b ζ ζΦ =   (2)
Если
 
, 0,a bζh =   (3)
то определение и использование элемента массива данных происходит при одном и том же зна-
чении параметра цикла gl .jζ
Если
 
,0 ,ra b ϑζζ< h <   (4)
то определение и использование элемента массива данных происходит при одном и том же зна-




ζh  итерациях из каждых r
ϑ
ζ  итераций ,jζ  а на ,a bζh  итера-
циях из каждых r ϑζ  итераций jζ определение и использование элемента массива данных проис-
ходит при разных значениях параметра цикла gl .jζ
Если
 
, ,ra b ϑζζh ≥  
 (5)
то определение и использование элемента массива данных происходит при разных значениях 
параметра цикла gl .jζ
Д о к а з а т е л ь с т в о . Докажем первое утверждение леммы . Функция зависимостей 
( )I Ja,b= Φ  определяет операцию 1( ( ))nS I i i aa ,...,  вычисления данного, требуемого операцией 
1( ( ))nS J j j bb ,...,  в качестве аргумента . Из равенств (1)–(3) следует 
( )( ) ,ni J e J jbζ a,b ζζ ζ= Φ = =  по-
этому значения параметров цикла gl ,jζ  на которых определяется и используется элемент массива 
данных, совпадают .
Докажем второе утверждение леммы . Так как из определения тайлов имеем
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 ,
glj m j rϑ ϑ ϑζ ζ ζ ζζ= + + a  
где 0 ,rϑ ϑζ ζ≤ a <
то
 
( ), , ,)(  .n gli J e J m j rba b a b ϑ ϑ ϑ a ba,bζ ζ ζ ζζ ζ ζ ζ ζζΦ= + h = + h = + + a + h
Найдем значение параметра цикла gl ,iζ  на котором определяется элемент массива данных ( ⋅   
обозначает ближайшее «снизу» целое число): 
 
gl , ,




ϑ ϑ a b ϑ a bϑ
ζ ζ ζζ ζ ζ ζ ζ
ζ ζϑ ϑ ϑ
ζ ζ ζ
     + a + h a + h−
   = = = + 
        
  (6)
Последний член равен нулю при r ϑζ –
,a b
ζh  значениях ,
ϑ
ζa  на остальных 
,a b
ζh  значениях 
ϑ
ζa  по-
следний член не равен нулю .
Для доказательства третьего утверждения теоремы достаточно заметить, что если выполня-
ется условие (5), то последний член в равенстве (6) не является нулевым . □
В частном случае Ψ = 0 первые два утверждения теоремы 1 сформулированы в работе [9] .
Л е м м а 2 . Пусть определение элемента некоторого массива la  происходит при выполнении 
операции 1( ( , . . ., )),nS I i i aa  а использование – при выполнении операции 1( ( , . . ., )),nS J j j bb  причем 
в окружении операторов Sa и Sb имеется цикл с параметром  .jζ  Если выполняется условие 
 
( )( ) ,ne ba,b ζ ζ ζΦ = a   (7) 
где   , 1,ζ ζa ∈ a ≠
то для всех итераций ,jζ  удовлетворяющих условию 
 
,( 1) ,j ra b ϑζ ζ ζζa − + h ≥  
 (8)
определение и использование элемента массива данных происходит при разных значениях пара-
метра цикла gl .jζ  
Д о к а з а т е л ь с т в о . Преобразуем выражение под знаком модуля в неравенстве (8): 
 
( ), , ,
,
( 1)
( )( ) ( )  .
nj j j e J j
J j J N j i j
ba b a b a b
ζ ζ ζ ζ ζ ζ ζζ ζ ζ ζ
a b a,b
a,ba,b ς ζ a,b ζ ζ ζ ζζ ζζ
a − + h = a + h − = a + h − =
ΦΦ + h − = + Ψ −j − = −
Таким образом, если 1,ζa ≠  то  .i j r
ϑ
ζ ζ ζ− ≥  Поэтому определение и использование элемента 
массива данных происходит при разных значениях параметра цикла gl .jζ  □
З а м е ч а н и е 1 . Из леммы 2 следует, что при выполнении условия (7) число итераций ,jζ  
для которых определение и использование элемента массива данных происходит при одном 
и том же значении цикла с параметром gl ,jζ  не может быть большим (число ,r
ϑ
ζ  как правило, го-
раздо меньше количества всех итераций jζ) . Основная причина этого заключается в том, что 
модуль разности j iζ ζ−  не ограничен небольшим (в пределах нескольких единиц) числом . 
В случае выполнения условия
 
( )( ) ,ne ba,b ζ ζ ζΦ ≠ a  
где ,ζa ∈
модуль разности j iζ ζ−  также не ограничен небольшим числом, так как зависит от J . Поэтому 
лишь для небольшого числа итераций jζ определение и использование элемента массива данных 
может происходить при одинаковых значениях цикла с параметром gl .jζ  
Пусть вхождение ( )l q, b,  в правую часть некоторого оператора порождает истинную зависи-
мость, a,bΦ  – функция зависимостей . Обозначим 








ρ =  rank ,
l q
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F ,b,Φ  













 Φ,ζ  a,b,b,  
 
 ζ 
ρ = Φ  
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Если вхождение ( )l q, b,  не порождает истинную зависимость, то по определению ,l q l qΦ,b, ,b,ρ = ρ  
 .l q l q
Φ,ζ ζ
,b, ,b,ρ = ρ  Отметим, что l q
Φ
,b,ρ  и 1l q
Φ,ζ
,b,ρ −  отличаются не более чем на 1 . 
Обозначим max( ) 1M M mϑ ϑ ϑζ ζ
ζ
= − +  – наибольшее число итераций циклов, участвующих 
в получении тайлов . Для простоты записи будем использовать обозначение M без индекса ,ϑ  где 
будет подразумеваться набор операторов bϑ  при упоминании оператора  .Sb  Отметим, что вели-
чина Q rϑ ϑζ ζ  имеет порядок M . Определим термин «фиксированное данное массива» как конкрет-
ное, неизмененное содержимое соответствующей ячейки памяти . Следующая лемма позволяет 
оценить число используемых фиксированных данных на каждом вхождении ( )l q, b,  при фикси-
рованных значениях циклов с параметрами jζ и gl ,jζ  общее число используемых фиксированных 
данных на вхождении ( ) .l q, b,
Л е м м а 3 . Число фиксированных данных, используемых на вхождении ( , , )l qb  в правой ча-
сти оператора ,Sb  при фиксированном значении цикла с параметром jζ  оценивается величиной 
,
, , 1( ) .l qO M
Φ ζ
bρ −
Число фиксированных данных, используемых на вхождении ( ),l q, b,  оценивается величиной 
( ) .l qO M
Φ
,b,ρ
Число фиксированных данных, используемых на вхождении ( ),l q, b,  при фиксированном 
значении глобального цикла с параметром gljζ  оценивается величиной ( ),
l qO M
Φ
,b,ρ   если 
1 ,l ql q
Φ,ζ Φ
,b,,b,ρ − = ρ  и величиной 
1
( ),l qO r M
Φ
,b,ρ −ϑ
ζ  если  .l ql q
Φ,ζ Φ
,b,,b,ρ = ρ
Д о к а з а т е л ь с т в о . На вхождении ( )l q, b,  фиксированное данное используется при фик-
сированном значении цикла с параметром jζ на итерациях подпространства итераций размер-
ности l qn
Φ,ζ
b ,b,− ρ  [10; 11] . Тогда число фиксированных данных, используемых на вхождении ( )l q, b,  
при фиксированном значении цикла с параметром ,jζ  т . е . число подпространств итераций раз-
мерности l qn
Φ,ζ
b ,b,− ρ  в пространстве размерности 1nb −  есть 
1 ( ) 1
( ) ( ) .l q l q
n n
O M O M
Φ,ζ Φ,ζ
b b ,b, ,b,− − −ρ ρ −=  
Аналогично, число фиксированных данных, используемых на вхождении ( ),l q, b,  есть число 
подпространств итераций размерности l qn
Φ
b ,b,− ρ  в пространстве размерности nb и для них спра-
ведлива асимптотическая оценка 
( )
( ) ( ) .l q l q
n n
O M O M
Φ Φ
b b ,b, ,b,− −ρ ρ=  
Если выполняется условие 1 ,l ql q
Φ,ζ Φ
,b,,b,ρ − = ρ  то оценка числа используемых на вхождении 
( )l q, b,  фиксированных данных одинакова как для одного ,jζ  так и для любого числа итераций 
 .jζ  Поэтому число фиксированных данных при r ϑζ  значениях цикла с параметром jζ оценивается 
величиной 
1
( ) ( ) .l q l qO M O M
Φ,ζ Φ
,b, ,b,ρ − ρ=  Если выполняется условие ,l ql q
Φ,ζ Φ
,b,,b,ρ = ρ  то для каждого jζ 
(всего r ϑζ  значений jζ) используются новые фиксированные данные . Так как ( ),Q r O Mϑ ϑζ ζ =  то r ϑζ  
может быть величиной порядка M и ее следует учесть в асимптотической оценке 
, 1




числа фиксированных данных . □
Оценка объема коммуникационных операций. В этом разделе для каждого вхождения 
( )l q, b,  в правую часть оператора Sb оценивается объeм коммуникационных операций чтения 
и соответствующих им операций записи, порождаемых разбиением итераций jζ при получении 
блоков вычислений .
Сделаем предположения, необходимые для практического использования результатов иссле-
дований: элементы матриц ,a,bΦ  a,bΨ  и векторов 
a,bj  по модулю не превосходят нескольких 
единиц; , ,ra b a,b ϑζζ ζh = j <  если ( ) 0;a,b ζΨ =  
, ,ra b ϑζζh ≥  если ( ) 0 .a,b ζΨ ≠  
Т е о р е м а . Пусть вхождение ( )l q, b,  порождает истинную зависимость: определение не-
которого данного происходит на вхождении ( , ,1)l a  в левой части оператора ,Sa  а использова-
ние – на вхождении ( )l q, b,  в правой части оператора ,Sb  причем в окружении операторов Sa 
и Sb имеется цикл с параметром  .jζ
Тогда при получении блоков вычислений для реализации алгоритма на графическом процес- 
соре, разбиение итераций цикла jζ порождает коммуникационные операции чтения и записи, 
объем которых имеет следующие оценки:
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1) если выполняются условия (2), (3), то не требуется ни операций чтения, ни операций 
записи; 
2) если выполняются условия (2), (4), то требуется 
1
( )l qO Q M
Φ
,b,ρ −ϑ
ζ  операций чтения и опера-
ций записи;
3) если условие (2) не выполняется, выполняется условие ,l ql q
Φ,ζ Φ




операций чтения и операций записи;
4) если условие (2) не выполняется, выполняется условие 1 ,l ql q
Φ,ζ Φ
,b,,b,ρ − = ρ  то требуется 
( )l qO Q M
Φ
,b,ρϑ
ζ  операций чтения и ( )
l qO M
Φ
,b,ρ  операций записи.
В случае, когда вхождение ( )l q, b,  не порождает истинной зависимости (происходит обра-
щение к входным данным) или цикл с параметром jζ имеется в окружении только оператора 
,Sb  оценки следующие:
5) если выполняется условие ,l ql q
Φ,ζ Φ
,b,,b,ρ = ρ  то требуется ( )
l qO M
Φ
,b,ρ  операций чтения; 
6) если выполняется условие 1 ,l ql q
Φ,ζ Φ
,b,,b,ρ − = ρ  то требуется ( )
l qO Q M
Φ
,b,ρϑ
ζ  операций чтения. 
Д о к а з а т е л ь с т в о . Утверждения теоремы оценивают объeм коммуникационных опера-
ций, порождаемых разбиением итераций цикла ,jζ  в зависимости от возможных значений ко- 
ординат строки ( )a,b ζΦ  и величины 
,a b
ζh  (шесть случаев, возможных на практике) . Напомним, 
множество итераций цикла с параметром jζ  разбивается на Qϑζ  частей . 
Рассмотрим утверждение первого случая теоремы . Пусть вхождение ( )l q, b,  порождает ис-
тинную зависимость и выполняются условия (2), (3) . Тогда выполняется равенство ;l ql q
Φ,ζ Φ
,b,,b,ρ = ρ  
из леммы 1 и леммы 3 следует, что в каждой из Qϑζ  частей все 
1
( )l qO r M
Φ
,b,ρ −ϑ
ζ  фиксированных 
данных определяются и используются при одном и том же значении параметра цикла gl .jζ  Ком-
муникационных операций не требуется .
Во втором случае теоремы вхождение ( )l q, b,  порождает истинную зависимость, выполня-
ются условия (2), (4) . Тогда выполняется равенство ;l ql q
Φ,ζ Φ
,b,,b,ρ = ρ  из леммы 1 и леммы 3 следует, 
что в каждой из Qϑζ  частей ,a bζh
1
( )l qO M
Φ,ζ
,b,ρ −  данных, из общего числа 
1




мых в каждой части фиксированных данных, определяются и используются при разных итера-
циях цикла gl ,jζ  причем независимо от значения r
ϑ
ζ  величина 
,a b
ζh  не превышает нескольких 
единиц . Суммарный объeм коммуникационных операций чтения и операций записи по всем Qϑζ  
частям определяется оценкой 
1 1
( ) ( ) .l q l qQ O M O Q M
Φ,ζ Φ
,b, ,b,ρ − ρ −ϑ ϑ
ζ ζ=
Рассмотрим третий и четвeртый случаи теоремы . В третьем случае выполняется условие 
,l ql q
Φ,ζ Φ
,b,,b,ρ = ρ  в четвeртом – условие 1  .l ql q
Φ,ζ Φ
,b,,b,ρ − = ρ  Согласно лемме 3, число используемых фик-
сированных данных в каждой из Qϑζ  частей оценивается в третьем случае величиной 
1
( ),l qO r M
Φ
,b,ρ −ϑ
ζ  в четвeртом – величиной ( ) .
l qO M
Φ
,b,ρ  По условию, вхождение ( )l q, b,  порождает 
истинную зависимость, но условие (2) не выполняется . Поэтому в третьем случае нельзя утверж-
дать, что в каждой из Qϑζ  частей только 
1
( )l qO M
Φ,ζ
,b,ρ −  данных из общего числа 
1




пользуемых (в каждой части) фиксированных данных определяются и используются при раз- 
ных итерациях цикла gljζ  (см . замечание 1); объемы коммуникационных операций чтения и опе-
раций записи по всем Qϑζ  частям следует оценить величиной 
1
( ) ( ) .l q l qQ O r M O M
Φ Φ
,b, ,b,ρ − ρϑ ϑ
ζ ζ =  
Аналогично, в четвертом случае объем коммуникационных операций чтения по всем Qϑζ  частям 
равен ( ) ( ) .l q l qQ O M O Q M
Φ Φ
,b, ,b,ρ ρϑ ϑ
ζ ζ=  Объем коммуникационных операций записи в четвертом 
случае оценивается величиной ( )l qO M
Φ
,b,ρ  – числом фиксированных данных, используемых, со-
гласно лемме 3, на вхождении ( )l q, b,  как на одной части (выполняется условие 1 l ql q
Φ,ζ Φ
,b,,b,ρ − = ρ ), 
так и на всех Qϑζ  частях .
В пятом и шестом случаях теоремы вхождение ( )l q, b,  не порождает истинной зависимости 
(происходит обращение к входным данным) или порождает истинную зависимость ( ) ( ),S I S Ja b→  
но цикл с параметром jζ имеется в окружении только оператора  .Sb  В пятом случае выполняется 
условие ,l ql q
Φ,ζ Φ
,b,,b,ρ = ρ  в шестом – условие 1  .l ql q
Φ,ζ Φ
,b,,b,ρ − = ρ  Число используемых фиксированных 
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данных в каждой из Qϑζ  частей оценивается, согласно лемме 3, в пятом случае величиной 
1
( ),l qO r M
Φ
,b,ρ −ϑ
ζ  в шестом – величиной ( ) .
l qO M
Φ
,b,ρ  Тогда объем коммуникационных операций 
(только чтение) по всем Qϑζ  частям в пятом случае равен 
1
( ) ( ),l q l qQ O r M O M
Φ Φ
,b, ,b,ρ − ρϑ ϑ
ζ ζ =  в шес- 
том – ( ) ( ) .l q l qQ O M O Q M
Φ Φ
,b, ,b,ρ ρϑ ϑ
ζ ζ=  □
З а м е ч а н и е 2 . Если вхождение ( )l q, b,  не порождает истинной зависимости, то ранее вве-
дены обозначения l q l q
Φ
,b, ,b,ρ = ρ  и  .l q l q
Φ,ζ ζ
,b, ,b,ρ = ρ  Поэтому предположения пунктов 5 и 6 теоремы 
можно записать в виде l ql q
ζ
,b,,b,ρ = ρ  и 1 ,l ql q
ζ
,b,,b,ρ − = ρ  а объем операций чтения в виде ( )
l qO M ,b,ρ  
и ( )l qO Q M ,b,ρϑζ  соответственно.
Приоритеты разбиения итераций циклов. Утверждения теоремы позволяют выяснить 
асимптотику суммарного объема коммуникационных операций, порождаемых разбиением мно-
жества итераций jζ на Qϑζ  частей, в зависимости от возможных значений координат строки 
( )a,b ζΦ  и величины 
,  .a bζh  Полученные оценки позволяют ранжировать параметры размера тай-
лов для минимизации объема коммуникационных операций между блоками вычислений .
Для каждого вхождения ( )l q, b,  в правую часть оператора ,Sb  окруженного циклом с параме-
тром ,jζ  утверждения теоремы определяют объемы коммуникационных операций чтения ,Rl q
ζ
,b,ω  
и операций записи ,  .Wl q
ζ
,b,ω  Их величины могут принимать одно из значений: нуль (первый случай 
теоремы); ( ),O Q Mϑ tζ  где , 0,Zt∈ t ≥  (второй, четвертый и шестой случаи теоремы); ( )O M
t  (тре-
тий, четвертый и пятый случаи теоремы) . Для координаты jζ обозначим через Rζω  и Wζω  сумму 








ω = ω∑  ,
( )





ω = ω∑  Определим также суммарный объем ζω  всех (чтение и запись) 
коммуникационных операций для координаты :jζ   .R Wζ ζ ζω = ω + ω  Заметим, что каждая из вели-
чин ,Rζω  
W
ζω и ζω  равна нулю или оценивается величинами ( ),O Q M
ϑ t
ζ  ( )O M
t  (вид оценки зависит 
от наличия членов с множителем Qϑζ ) .
Определим через ,Rzζ  Wzζ  и zζ приоритеты разбиения цикла с параметром jζ по чтению, по за-
писи и суммарно по чтению и записи . Положим Rzζ  равным –1, если 0;Rζω =  равным ,t  если 
( );R O M tζω =  равным 0,5,t +  если ( );
R O Q Mϑ tζ ζω =  
Wzζ  и zζ определяются аналогично через значе-
ния Wζω  и  .ζω  Число 0,5 отражает зависимость Qϑζ  и M, что следует из равенства ( ) .M O r Qϑ ϑζ ζ=  
Приоритет –1 является самым высоким (разбиение координаты jζ не приводит к коммуникаци-
онным операциям), с ростом значения величин ,Rzζ  Wzζ  и zζ приоритет убывает . Отметим, что 
если в реальных вычислениях на графическом процессоре скорости доступа к глобальной памя-
ти по чтению и по записи (или их средние оценки) известны и они различаются на один или бо-
лее порядок относительно M, следует вместо суммарного по чтению и записи приоритета zζ ис-
пользовать приоритеты по чтению Rzζ  и по записи Wzζ  с учетом такого различия .
Приоритет (и по чтению, и по записи) разбиения цикла с параметром jζ определяет возмож-
ность уменьшения r ϑζ  без увеличения оценки коммуникационных издержек . Уменьшать r
ϑ
ζ  тре-
буется, если блоки вычислений являются слишком большими для эффективной реализации на 
мультипроцессорах . Целая величина приоритета предоставляет такую возможность, а нецелая – 
не предоставляет . Нецелый приоритет (вида 0,5,t +  где , 0Zt∈ t ≥ ) отражает наличие множителя 
Qϑζ  в оценке объема коммуникаций . Уменьшение r ϑζ  увеличит Qϑζ  (в силу M O= (r Qϑ ϑζ ζ )) и, следо-
вательно, оценку числа коммуникационных операций . Реальное число коммуникаций также мо-
жет увеличиться . Например, нарушение условия , ra b ϑζζh <  по причине малости r
ϑ
ζ  во втором 
случае теоремы приведет к коммуникациям на каждой итерации (вместо нескольких единиц) из 
r ϑζ  итераций jζ (условие (5) леммы 1) в каждой из Qϑζ  частей . В случае целого приоритета Qϑζ  не 
входит в оценку объема коммуникационных операций и, следовательно, есть возможность 
уменьшения r ϑζ  без роста оценки . При ранжировании (установлении соотношений размеров от-
носительно друг друга) параметров размера блоков вычислений параллельного алгоритма, реа-
лизуемого на графическом процессоре, следует учитывать в оценках объема коммуникационных 
операций только слагаемые с множителем  .Qϑζ
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Пример. Рассмотрим алгоритм прямого хода метода Гаусса решения систем линейных алге-
браических уравнений:
do k = 1, n – 1 
    do i = k + 1, n
        do j = k + 1, n + 1





        enddo
    enddo
enddo
Матрицы ,a bΦ  и векторы 
,a bj  в функциях зависимостей будем для наглядности помечать 
элементами массивов, фигурирующими на порождающих зависимости вхождениях . Например, 
матрицу ,a bΦ  и вектор 
,a bj  для вхождения a(i, k) обозначим ( , ), ( , )a i j a i kΦ  и ( , ), ( , )  .a i j a i kj
Для второго вхождения массива a в оператор (a(i, j) – использование прежнего значения об-
новляемого элемента) имеем
 
1,1,2( , ), ( , )
1,1,2 ( , ), ( , ) 1,1,2
( , ), ( , )
1 0 0 1
0 1 0





ka i j a i ja i j a i j




Φ   
       
   
   = Φ = j = ρ = =    Φ   
   
Объемы коммуникационных операций ,11 2
Rζ




, ,ω , 1, 2, 3,=ζ  оцениваются величинами 
1,1,2 11, 1, 2
1 111 2 11 2 ( ) ( )
R W O Q M O Q M
Φρ −
, , , ,ω = ω = =  (второй случай теоремы), 
2, 2,
11 2 11 2 0
R W
, , , ,ω = ω =  (первый слу-
чай), 3, 3,11 2 11 2 0
R W
, , , ,ω = ω =  (первый случай) . 
Для вхождения a(i, k) (использование столбца, содержащего ведущий элемент) получим
 
1,1,3( , ), ( , )
1,1,3 ( , ), ( , ) 1,1,3
( , ), ( , )
1 0 0 1
0 1 0
, 0 1 0 , 0 , rank 2,
1 0 0
1 0 0 0
a i j a i k
a i j a i k




Φ   
       
   
   = Φ = j = ρ = =    Φ   
   
1,1,3 11, 1,
1 111 3 11 3 ( ) ( )
R W O Q M O Q M
Φρ −
, , , ,ω = ω = =  (второй случай), 
2, 2,
11 3 11 3 0
R W




, ,ω =  
1,1,3 2
3 3( ) ( )O Q M O Q M
Φρ
=  и 1,1,33, 211 3 ( ) ( )
W O M O M
Φρ
, ,ω = =  (четвертый случай) . 
Для вхождения a(k, j) (использование строки, содержащей ведущий элемент) 
 
1,1,4( , ), ( , )
1,1,4 ( , ), ( , ) 1,1,2
( , ), ( , )
1 0 0 1
1 0 0
, 1 0 0 , 0 , rank 2,
0 0 1
0 0 1 0
a i j a k j
a i j a k j




Φ   
       
   
   = Φ = j = ρ = =    Φ   
   
1,1,4 11, 1,
1 111 4 11 4 ( ) ( )
R W O Q M O Q M
Φρ −
, , , ,ω = ω = =  (второй случай), 
1,1,42, 2
2 211 4 ( ) ( )
R O Q M O Q M
Φρ




, ,ω =  
1,1,4 2( ) ( )O M O M
Φρ
=  (четвертый случай), 3, 3,11 4 11 4 0
R W
, , , ,ω = ω =  (первый случай) . 
Для вхождения a(k, k) (использование ведущего элемента)
 
1,1,5( , ), ( , )
1,1,5 ( , ), ( , ) 1,1,5
( , ), ( , )
1 0 0 1
1 0 0
, 1 0 0 , 0 , rank 1,
1 0 0
1 0 0 0
a i j a k k
a i j a k k




Φ   
       
   
   = Φ = j = ρ = =    Φ   
   
1,1,5 11, 1,
1 111 5 11 5 ( ) ( )
R W O Q M O Q
Φρ −
, , , ,ω = ω = =  (второй случай), 
1,1,52,
2 211 5 ( ) ( ),
R O Q M O Q M
Φρ




, ,ω =  
1,1,5( ) ( ),O M O M
Φρ
=  1,1,53, 3 311 5 ( ) ( )
R O Q M O Q M
Φρ
, ,ω = =  и 
1,1,53,
11 5 ( ) ( )
W O M O M
Φρ
, ,ω = =  (четвертый случай) . 
Объемы операций чтения, операций записи и суммарный объем коммуникационных опе- 
раций для первой, второй и третьей координат оцениваются величинами 21 1( ),
R O Q Mω =  
2
1 1( ),
W O Q Mω =  22 2( ),
R O Q Mω =  22 ( ),
W O Mω =  23 3( ),
R O Q Mω =  23 ( ),
W O Mω =  21 1( ),O Q Mω =  
2
2 2( ),O Q Mω =  
2
3 3( ) .O Q Mω =  Первая, вторая и третья координаты имеют приоритеты для раз-
биения по чтению 1 2,5,
Rz =  2 2,5,Rz =  3 2,5,Rz =  по записи 1 2,5,Wz =  2 2,Wz =  3 2,Wz =  по чтению и за-
писи 1 2,5,z =  2 2,5,z =  3 2,5 .z =
Для ранжирования параметров 1,r  2r  и 3r  размера блоков вычислений графического процессо-
ра найдем объемы (для различия с вычисленными выше объемами будем помечать их индексом 
rank) операций чтения, операций записи и суммарный объем коммуникационных операций для 
первой, второй и третьей координат, учитывая только слагаемые с множителем :Qζ  
,rank 2
11 ( ),
R O Q Mω =  ,rank 211 ( ),
W O Q Mω =  ,rank 222 ( ),
R O Q Mω =  ,rank2 0,
Wω =  ,rank 233 ( ),
R O Q Mω =  
,rank
3 0,
Wω =  rank 21 1( ),O Q Mω =  
rank 2
2 2( ),O Q Mω =  
rank 2
3 3( ) .O Q Mω =  Первая, вторая и третья коорди-
наты имеют приоритеты для разбиения по чтению ,rank1 2,5,
Rz =  ,rank2 2,5,
Rz =  ,rank3 2,5,
Rz =  по записи 
,rank
1 2,5,
Wz =  ,rank2 1,
Wz = −  ,rank3 1,
Wz = −  по чтению и записи rank1 2,5,z =  rank2 2,5,z =  rank3 2,5 .z =  При 
этом отсутствует возможность уменьшения 1r  без роста оценки коммуникационных издержек 
и по чтению, и по записи (нецелый приоритет ,rank ,rank1 1 2,5
R Wz z= = ); имеется возможность умень-
шения 2r  и 3r  без роста оценки коммуникационных операций записи (целый приоритет 
,rank ,rank
2 3 1
W Wz z= = − ) . Поэтому уменьшать блоки вычислений следует в первую очередь за счет 
параметров размера 2r  и 3 .r  
Таким образом, в работе сформулированы и доказаны утверждения, позволяющие оценить 
объем коммуникационных операций, порождаемых разбиением множества итераций . Определе-
ны приоритеты параметров циклов, позволяющие ранжировать параметры размера тайлов пер-
вого уровня для минимизации объема коммуникационных операций . Приведено обоснование 
старшинства приоритетов на основании числа обращений к глобальной памяти графического 
процессора .
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