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We use quasiparticle anisotropic hydrodynamics to study an azimuthally-symmetric boost-
invariant quark-gluon plasma including the effects of both shear and bulk viscosities. In quasi-
particle anisotropic hydrodynamics, a single finite-temperature quasiparticle mass is introduced and
fit to the lattice data in order to implement a realistic equation of state. We compare results ob-
tained using the quasiparticle method with the standard method of imposing the equation of state in
anisotropic hydrodynamics and viscous hydrodynamics. Using these three methods, we extract the
primordial particle spectra, total number of charged particles, and average transverse momentum
for various values of the shear viscosity to entropy density ratio η/s. We find that the three methods
agree well for small shear viscosity to entropy density ratio, η/s, but differ at large η/s. We find, in
particular, that when using standard viscous hydrodynamics, the bulk-viscous correction can drive
the primordial particle spectra negative at large pT which is clearly unphysical. Such a behavior is
not seen in either anisotropic hydrodynamics approach, irrespective of the value of η/s.
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I. INTRODUCTION
Ultrarelativistic heavy-ion collision experiments at the
Relativistic Heavy Ion Collider (RHIC) and the Large
Hadron Collider (LHC) study the quark-gluon plasma
(QGP) using high energy nuclear collisions. The collec-
tive behavior seen in these experiments is quite success-
fully described by relativistic fluid dynamics. In early
works, relativistic ideal hydrodynamics was applied as-
suming the QGP to behave like a perfect fluid [1–3].
Later on, to include the dissipative (viscous) effects,
viscous hydrodynamics has been applied [4–37]. Re-
cently, due to the large momentum anisotropies gener-
ated during heavy-ion collisions, a new framework called
anisotropic hydrodynamics has been developed [38–61]
(for a recent review, see Ref. [62]). This new framework
has been compared to traditional viscous hydrodynam-
ics in many ways. For boost-invariant and transversely
homogeneous systems, by comparing to exact solutions
it has been shown that anisotropic hydrodynamics more
accurately describes the dynamics in all cases considered
[49, 54, 55, 63–65]. In addition, it has been shown that
anisotropic hydrodynamics best reproduces exact solu-
tions of Boltzmann equation subject to 1+1d Gubser flow
[66–68]. Finally, we also mention that it has been shown
that anisotropic hydrodynamics shows better agreement
with data from ultracold Fermi gases experiments than
viscous hydrodynamics [69, 70].
The anisotropic hydrodynamics program is now fo-
cused on making phenomenological predictions for heavy-
ion physics, including anisotropic freeze-out and a real-
istic lattice-based equation of state (EoS) [57]. In a re-
cent paper it was demonstrated how to impose a realistic
EoS assuming approximate conformality of the QGP [57].
In Ref. [59] a different method for imposing a realis-
tic EoS was proposed in which the non-conformality of
the QGP is taken into account by modeling the QGP
as a gas of massive quasiparticles with temperature-
dependent masses. This quasiparticle approach is mo-
tivated by perturbative results such as hard thermal
loop (HTL) resummation, where the quarks and gluons
can have temperature-dependent masses [71–79]. In the
quasiparticle anisotropic hydrodynamics framework one
introduces a single-finite temperature mass which is fit
to available lattice data for the QCD EoS. Once m(T )
is determined, the realistic EoS together with the non-
equilibrium energy momentum tensor can be used to de-
rive the dynamical equations for such a quasiparticle gas
using Boltzmann equation [59]. In this work, we extend
the previous 0+1d work of Ref. [59] to 1+1d and we use
“anisotropic Cooper-Frye freeze-out” to compute the pri-
mordial particle spectra.
Here we compare results of quasiparticle anisotropic
hydrodynamics to the standard anisotropic hydrodynam-
ics [57] and second-order viscous hydrodynamics. We will
refer to the three methods considered herein as “aHy-
droQP”, “aHydro” and “vHydro”, respectively. For our
comparisons, we derive the dynamical equations neces-
sary for all cases for a 1+1d system which is azimuthally-
symmetric and boost invariant. We then specialize to a
relaxation-time approximation for collisional kernel and
solve the partial differential equations for each approach
numerically. We then present comparisons of the total
number of charged particles Nchg, the average transverse
momentum 〈pT 〉 for pions, kaons, and protons, and the
differential pion, kaon, and proton spectra predicted by
each approach. We find that the three methods agree
well for small shear viscosity to entropy density ratio,
η/s, but differ at large η/s. We find, in particular, that
when using standard viscous hydrodynamics, the bulk-
viscous correction can drive the primordial particle spec-
tra negative at large pT . Such a behavior is not seen in
either anisotropic hydrodynamics approach, irrespective
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2of the value of η/s.
The structure of the paper is as follows. In Sec. II,
we specify the notation and conventions used in the pa-
per. In Sec. III, we review the necessary setup including
basis vectors necessary in different cases, the anisotropic
distribution function, and the lattice based equation of
state. In Sec. IV, the Boltzmann equation and its gener-
alization to quasiparticles with temperature-dependent
masses is discussed. In Sec. V, we derive expressions
for the particle four-current, energy density, and com-
ponents of the pressure by taking different moments of
distribution function. In Sec. VI, the dynamical equa-
tions for massive anisotropic hydrodynamics are derived
for azimuthally-symmetric boost-invariant systems. In
Sec. VII we discuss anisotropic Cooper-Frye freeze-out
in the context of leading-order anisotropic hydrodynam-
ics. In Sec. VIII, our numerical results obtained using
the three methods for central Pb-Pb and p-Pb collisions
at LHC energies are presented. Sec. IX contains our con-
clusions and an outlook for the future. In App. A the
basis vectors used in the paper are presented. In App. B
we present details about second-order viscous hydrody-
namics equations. Finally, all necessary identities and
function definitions are collected in Apps. C and D.
II. CONVENTIONS AND NOTATION
A parentheses in the indices indicates a symmetrized
form, e.g. A(µν) ≡ (Aµν + Aνµ)/2. The metric is
taken to be in the “east coast convention” such that in
Minkowski space with xµ ≡ (t, x, y, z) the measure is
ds2 = gµνdx
µdxν = dt2 − dx2 − dy2 − dz2. We also use
the standard transverse projector, ∆µν ≡ gµν − uµuν .
When studying relativistic heavy-ion collisions, it is con-
venient to transform to Milne coordinates defined by
τ =
√
t2 − z2, which is the longitudinal proper time,
and ς = tanh−1(z/t), which is the longitudinal spacetime
rapidity. For a system which is azimuthally symmetric
with respect to the beam-line, it is convenient to trans-
form to polar coordinates in the transverse plane with
r =
√
x2+y2 and φ = tan−1(y/x). In this case, the new
set of coordinates xµ = (τ, r, φ, ς) defines polar Milne co-
ordinates. Finally, the invariant phase space integration
measure is defined as
dP ≡ Ndof d
3p
(2pi)3
1
E
= N˜
d3p
E
, (1)
where N˜ ≡ Ndof/(2pi)3 with Ndof being the number of
degrees of freedom.
III. SETUP
In this paper, we derive non-conformal anisotropic
hydrodynamics equations for a system of quasiparticles
with a temperature-dependent mass. To accomplish this
goal, we take moments of Boltzmann equation, appropri-
ate for the system of quasiparticles with thermal mass,
to obtain the necessary anisotropic hydrodynamics equa-
tions. Using a general set of basis vectors and some sim-
plifying assumptions relevant for 1+1d system, equations
are expanded and simplified to the form appropriate for
describing a boost-invariant and azimuthally-symmetric
QGP. The obtained 1+1d equations are then solved nu-
merically for our tests.
A. Ellipsoidal form
In non-conformal anisotropic hydrodynamics one in-
troduces an anisotropy tensor of the form [44, 53]
Ξµν = uµuν + ξµν −∆µνΦ , (2)
where uµ is four-velocity, ξµν is a symmetric and trace-
less tensor, and Φ is associated with the bulk degree
of freedom. The quantities uµ, ξµν , and Φ are under-
stood to be functions of spacetime and obey uµuµ = 1,
ξµµ = 0, ∆
µ
µ = 3, and uµξ
µν = 0; therefore, one has
Ξµµ = 1−3Φ. At leading order in the anisotropic hydro-
dynamics expansion one assumes that the one-particle
distribution function is of the form
f(x, p) = fiso
(
1
λ
√
pµΞµνpν
)
, (3)
where λ has dimensions of energy and can be identified
with the temperature only in the isotropic equilibrium
limit (ξµν = 0 and Φ = 0).1 We note that, in practice,
fiso need not be a thermal equilibrium distribution. How-
ever, unless one expects there to be a non-thermal distri-
bution at late times, it is appropriate to take fiso to be
a thermal equilibrium distribution function of the form
fiso(x) = feq(x) = (e
x+a)−1, where a = ±1 gives Fermi-
Dirac or Bose-Einstein statistics, respectively, and a = 0
gives Boltzmann statistics. From here on, we assume
that the distribution is of Boltzmann form, i.e. a = 0.
Since the most important viscous corrections are
the diagonal components of the energy-momentum ten-
sor, to good approximation one can assume that
ξµν = diag(0, ξ) with ξ ≡ (ξx, ξy, ξz) and ξii = 0.2 In
this case, expanding the argument of the square root ap-
pearing on the right-hand side of Eq. (3) in the LRF
gives
f(x, p) = feq
(
1
λ
√∑
i
p2i
α2i
+m2
)
, (4)
1Herein we assume that the chemical potential is zero.
2For a 1+1d system this is exact since one only needs the rr,
φφ, and ςς components of the energy-momentum tensor.
3where i ∈ {x, y, z} and the scale parameters αi are
αi ≡ (1 + ξi + Φ)−1/2 . (5)
Note that, for compactness, one can collect the three
anisotropy parameters into vector α ≡ (αx, αy, αz). In
the isotropic equilibrium limit, where ξi = Φ = 0 and
αi = 1, one has pµΞ
µνpν = (p ·u)2 = E2 and λ→ T and,
hence,
f(x, p) = feq
(
E
T (x)
)
. (6)
Out of the four anisotropy and bulk parameters there
are only three independent ones. In practice, we use the
three variables αi as the dynamical anisotropy parame-
ters since, by using Eq. (5) and the tracelessness of ξµν ,
one can write Φ in terms of the anisotropy parameters,
Φ = 13
∑
i α
−2
i − 1.
B. Equation of state
Herein we consider a system at finite temperature and
zero chemical potential. At asymptotically high temper-
atures, the pressure of a gas of quarks and gluons ap-
proaches the Stefan-Boltzmann (SB) limit. At the tem-
peratures probed in heavy-ion collisions there are impor-
tant corrections to the SB limit and at low temperatures
the relevant degrees of freedom change from quarks and
gluons to hadrons. The standard way to determine the
QGP EoS is to use non-perturbative lattice calculations.
For this purpose, we use an analytic parameterization
of lattice data for the QCD interaction measure (trace
anomaly), Ieq = Eeq − 3Peq, taken from the Wuppertal-
Budapest collaboration [80]. We refer the reader to the
reference [59] for more details.
Method 1: Standard equation of state
In the standard approach for imposing a realistic EoS
in anisotropic hydrodynamics, one derives the necessary
equations in the conformal limit and exploits the confor-
mal multiplicative factorization of the components of the
energy-momentum tensor [38, 39]. With this method,
one relies on the assumption of factorization even in
the non-conformal (massive) case. Such an approach
is justified by the smallness of the corrections to fac-
torization in the massive case in the near-equilibrium
limit [57]. For details concerning this method, we re-
fer the reader to Refs. [45, 57]. Although this method
is relatively straightforward to implement, it is only ap-
proximate since for non-conformal systems there is no
longer exact multiplicative factorization of the compo-
nents of the energy-momentum tensor. This introduces
a theoretical uncertainty which is difficult to quantita-
tively estimate.
Method 2: Quasiparticle equation of state
Since the standard method is only approximate, one
would like to find an alternative method for imposing
a realistic equation of state in an anisotropic system
that can be applied for non-conformal systems. In or-
der to accomplish this goal, we implement the realis-
tic EoS detailed above by assuming that the QGP can
be described as an ensemble of massive quasiparticles
with temperature-dependent masses. As is well-known
from the literature [81], one cannot simply substitute
temperature-dependent masses into the thermodynamic
functions obtained with constant masses because this
would violate thermodynamic consistency. For an equi-
librium system, one can ensure thermodynamic consis-
tency by adding a background contribution to the energy-
momentum tensor, i.e.
Tµνeq = T
µν
kinetic,eq + g
µνBeq , (7)
with Beq ≡ Beq(T ) being the additional background con-
tribution. The kinetic contribution to the energy momen-
tum tensor is given by
Tµνkinetic,eq =
∫
dP pµpνfeq(x, p) . (8)
For an equilibrium Boltzmann gas, the number and
entropy densities are unchanged, while, due to the addi-
tional background contribution, the energy density and
pressure are shifted by +Beq and −Beq, respectively, giv-
ing
neq = 4piN˜T
3 mˆ2eqK2 (mˆeq) ,
Seq = 4piN˜T 3 mˆ2eq
[
4K2 (mˆeq) + mˆeqK1 (mˆeq)
]
,
Eeq = 4piN˜T 4 mˆ2eq
[
3K2 (mˆeq) + mˆeqK1 (mˆeq)
]
+Beq ,
Peq = 4piN˜T 4 mˆ2eqK2 (mˆeq)−Beq , (9)
where mˆeq = m/T with m implicitly depending on the
temperature from here on. In order to fix Beq, one can
require, for example, the thermodynamic identity
TSeq = Eeq + Peq = T ∂Peq
∂T
, (10)
be satisfied. Using Eqs. (9) and (10) one obtains
dBeq
dT
= −1
2
dm2
dT
∫
dP feq(x, p)
= −4piN˜m2TK1(mˆeq)dm
dT
. (11)
If the temperature dependence of m is known, then
Eq. (11) can be used to determine Beq. In practice, in
order to determine m, one can use the thermodynamic
identity
Eeq + Peq = TSeq = 4piN˜T 4 mˆ3eqK3 (mˆeq) . (12)
4Using the lattice data parameterization to compute the
equilibrium energy density and pressure, one can numer-
ically solve for m(T ). We refer the reader to Ref. [59] for
more details.
IV. BOLTZMANN EQUATION AND ITS
MOMENTS
In this paper, we derive the necessary hydrodynamical
equations by taking the moments of Boltzmann equation.
In this section, we introduce the Boltzmann equation and
its different moments for the general case of quasiparticles
with a temperature-dependent mass. Then we simplify
them for the case of massless particles, when necessary,
since the massless equations are used in the standard
approach.
A. Boltzmann Equation
Generally, the Boltzmann equation for on-shell quasi-
particles with temperature dependent mass can be writ-
ten as [59, 82, 83]
pµ∂µf +
1
2
∂im
2∂i(p)f = −C[f ] , (13)
where pµ ≡ (
√
p2 +m2,p) is the on-shell momentum
four-vector, i indexes the spatial coordinates, and ∂i(p) ≡
−∂/∂pi. In the constant mass limit, the above Boltz-
mann equation simplifies to
pµ∂µf = −C[f ] . (14)
The function C[f ] appearing above is the collisional ker-
nel containing all interactions involved in the dynamics.
In what follows, we specialize to the case that the colli-
sional kernel is given by the relaxation-time approxima-
tion (RTA), however, the general methods presented here
can be applied to any collisional kernel. In RTA, one has
C[f ] = p
µuµ
τeq
(f − feq) . (15)
In this relation, feq denotes the equilibrium one-particle
distribution function (6) and τeq is the relaxation time
which can depend on spacetime but which we assume to
be momentum-independent. To obtain a realistic model
for τeq, which is valid for massive systems, one can relate
τeq to the shear viscosity to entropy density ratio as [84,
85]
η(T ) =
τeq(T )Peq(T )
15
κ(mˆeq) . (16)
In this formula the function κ(x) is defined as
κ(x) ≡ x3
[
3
x2
K3(x)
K2(x)
− 1
x
+
K1(x)
K2(x)
−pi
2
1− xK0(x)L−1(x)− xK1(x)L0(x)
K2(x)
]
, (17)
where Kn(x) are modified Bessel functions of second
kind and Ln(x) are modified Struve functions. Assuming
that the ratio of the shear viscosity to entropy density,
η/Seq ≡ η¯, is held fixed during the evolution and using
the thermodynamic relation Eeq+Peq = TSeq one obtains
τeq(T ) =
15η¯
κ(mˆeq)T
(
1 +
Eeq(T )
Peq(T )
)
. (18)
Note that, limm→0 κ(mˆeq)→ 12, giving
lim
m→0
τeq(T ) =
5η
4Peq(T ) . (19)
B. Moments of Boltzmann Equation
By calculating moments of Boltzmann equation one
obtains evolution equations for tensors of different ranks,
with the zeroth moment giving the evolution of parti-
cle four-current, the first moment giving the evolution of
the energy-momentum tensor, and the second-moment
describing the evolution of a particular rank three ten-
sor. Taking the zeroth, first, and second moments of
Boltzmann equation gives, respectively
∂µJ
µ = −
∫
dP C[f ] , (20)
∂µT
µν = −
∫
dP pνC[f ] , (21)
∂µIµνλ − J (ν∂λ)m2 = −
∫
dP pνpλC[f ] , (22)
where the particle four-current Jµ, energy-momentum
tensor Tµν , and the rank-three tensor Iµνλ are given by
Jµ ≡
∫
dP pµf(x, p) , (23)
Tµν ≡
∫
dP pµpνf(x, p) +Bgµν , (24)
Iµνλ ≡
∫
dP pµpνpλf(x, p) . (25)
We note that we have introduced the non-equilibrium
background field B ≡ B(α, λ), which is the analogue
of the equilibrium background Beq in order to guaran-
tee that the correct equilibrium limit of Tµν is obtained.
In the process of the derivation one finds that, in order
to write the energy momentum conservation in the form
given in Eq. (21), there must be a differential equation
5relating B and the thermal mass [59]
∂µB = −1
2
∂µm
2
∫
dPf(x, p) . (26)
In practice, one can use (26) to write the derivative of
B with respect to any variable in terms of the derivative
of the thermal mass times the E−1 moment of the non-
equilibrium distribution function.
V. BULK VARIABLES
In this section, the bulk variables necessary (number
density, energy density, and the pressures) are calculated
by taking projections of Jµ and Tµν .
A. Particle four-current
The particle four-current Jµ ≡ (n,J) is defined in
Eq. (23). Using Eqs. (4) and (23) one has
Jµ = (n,0) = nuµ , (27)
where n = αneq(λ,m) and α ≡ αxαyαz.
B. Energy-momentum tensor
The energy-momentum tensor Tµν is defined in
Eq. (24). Expanding it using the basis vectors one ob-
tains
Tµν = Euµuν + PxXµXν + PyY µY ν + PzZµZν . (28)
1. Quasiparticle method
Using Eqs. (4), (24), and (28) and taking projections
of Tµν one can obtain the energy density and the com-
ponents of pressure
E = H3(α, mˆ)λ4 +B ,
Px = H3x(α, mˆ)λ4 −B ,
Py = H3y(α, mˆ)λ4 −B ,
Pz = H3L(α, mˆ)λ4 −B , (29)
where mˆ ≡ m/λ.
2. Standard method
For a massless conformal Boltzmann gas, one has
Eeq(λ) = 24piN˜λ4 and Peq(λ) = 8piN˜λ4. Using these
relations, one can rewrite Eqs. (29) in the standard case,
by taking the massless limit, m→ 0, and hence B → 0
E = Eeq(λ) Hˆ3(α) ,
Px = Peq(λ) Hˆ3x(α) ,
Py = Peq(λ) Hˆ3y(α) ,
Pz = Peq(λ) Hˆ3L(α) . (30)
These formulas suggest that, in order to impose a realistic
EoS, one only has to replace Eeq(λ) and Peq(λ) by the
results obtained from lattice QCD calculations.
VI. DYNAMICAL EQUATIONS
In order to obtain the dynamical equations from
Eqs. (20)-(22), one needs to impose the RTA collisional
kernel. Enforcing energy-momentum tensor conservation
leads to an extra matching (constraint) equation. In to-
tal, one has the following four general dynamical equa-
tions
∂µJ
µ =
1
τeq
(neq − n) , (31)
∂µT
µν = 0 , (32)
∂µIµνλ − J (ν∂λ)m2 = uµ
τeq
(Iµνλeq − Iµνλ) , (33)
Ekinetic = Ekinetic,eq . (34)
Using the tensor decomposition of Jµ, Tµν , and Iµνλ in
the basis vectors appropriate for a boost-invariant and
azimuthally symmetric 1+1d system, one can expand the
expressions above to obtain the final form of the equa-
tions [53, 59]. Choosing two equations from the first mo-
ment, three from the second moment, together with the
matching condition we end up with six equations for six
independent variables α, λ, T , and θ⊥. The non-trivial
equations from the first moment are
DuE + Eθu + PxDxθ⊥
+
1
r
Py sinh θ⊥ + 1
τ
Pz cosh θ⊥ = 0 , (35)
DxPx + Pxθx + EDuθ⊥
−1
r
Py cosh θ⊥ − 1
τ
Pz sinh θ⊥ = 0 . (36)
The convective derivatives Dα and divergences θα, with
α ∈ {u, x, y, z}, are defined in App. C. Depending on
the model, one can replace the bulk variables from (29)
or (30) in the above equations to obtain the final form of
dynamical equations for massive quasiparticle or massless
standard models, respectively.
Also, taking the XX-, Y Y -, and ZZ- projections of
6the second moment equation (33), one obtains
DuIx
Ix + θu + 2Dxθ⊥ =
1
τeq
(
Ieq
Ix − 1) , (37)
DuIy
Iy + θu +
2
r
sinh θ⊥ =
1
τeq
(
Ieq
Iy − 1) , (38)
DuIz
Iz + θu +
2
τ
cosh θ⊥ =
1
τeq
(
Ieq
Iz − 1) . (39)
Evaluating the necessary integrals using the distribution
function (4), one finds
Iu =
(∑
i
α2i
)
α Ieq(λ,m) + αm2neq(λ,m) , (40)
Ii = αα2i Ieq(λ,m) , (41)
with Ieq(λ,m) = 4piN˜λ5mˆ3K3(mˆ). In the massless case,
they simplify to
Iu =
(∑
i
α2i
)
α Ieq(λ) , (42)
Ii = αα2i Ieq(λ) , (43)
with Ieq(λ) = 32piN˜λ5. Finally, the matching condition
is
H3(α, mˆ)λ4 = H3,eq(mˆeq)T 4, (44)
where
H3,eq(mˆeq) ≡ lim
λ→T
α→1
H3(α, mˆ). (45)
VII. ANISOTROPIC FREEZE-OUT
We now turn to the topic of hadronic freeze-out. Our
technique will be to perform “anisotropic Cooper-Frye
freeze-out” using Eq. (3) as the form for the one-particle
distribution function. This is different than the typical
freeze-out prescription used in viscous hydrodynamics in
which one takes into account the dissipative correction to
the equilibrium distribution function only at linear order
in a Taylor expansion around equilibrium. One imme-
diate benefit of performing anisotropic freeze-out using
Eq. (3) is that, with this form, one is guaranteed that
the one-particle distribution function is positive-definite
in all regions in phase space.
In practice, we start from the standard freeze-out in-
tegral
N =
∫
Σ
d3ΣµJ
µ , (46)
where Σ is the three-dimensional freeze-out hypersurface
defining the boundary of the four-dimensional volume oc-
cupied by the fluid, d3Σµ is the surface normal vector,
and Jµ is the particle four-current. Due to the presence
of momentum-space anisotropies, one cannot simply use
the momentum scale λ when defining the freeze-out hy-
persurface Σ. Instead, one should use the energy density,
from which one can obtain the effective freeze-out tem-
perature TFO ≡ Teff,FO = T (EFO) where T (E) is obtained
using our realistic EoS. After identifying Σ, we follow the
parametrization presented in [57].
Unlike [57], here we take into account the breaking of
conformality. The only change required is in the distri-
bution function itself. Parameterizing the particle mo-
mentum in the lab frame as
pµ ≡ (m⊥ cosh y, p⊥ cosϕ, p⊥ sinϕ,m⊥ sinh y) , (47)
where m⊥ =
√
p2⊥ +m2, y = tanh
−1(pz/p0) is the par-
ticle’s rapidity, and ϕ is the particle’s azimuthal angle.
In order to set up the distribution function, having pµ
defined in Eq. (47), one can use Eqs. (2) and (3) to find
in both the quasiparticle and standard cases
pµΞµνp
ν = (1 + Φ)
[
m⊥ cosh θ⊥ cosh(y − ς)− p⊥ sinh θ⊥ cos(φ− ϕ)
]2
+ ξx
[
m⊥ sinh θ⊥ cosh(y − ς)− p⊥ cosh θ⊥ cos(φ− ϕ)
]2
+ ξzm
2
⊥ sinh
2(y − ς) + ξy p2⊥ sin2(φ− ϕ)− Φm2 . (48)
Note that pµΞµνp
ν is Lorentz invariant, and by going to
LRF, one can show that this is positive definite in any
frame.
VIII. RESULTS
We now turn to our numerical results. We present com-
parisons of results obtained using the dynamical equa-
tions of anisotropic hydrodynamics presented in Sec. VI
and the second-order viscous hydrodynamics equations
from Denicol et al. [29, 33]. For details about the vHy-
dro equations solved herein we refer the reader to App. B.
Pb-Pb collisions: For all results presented in this sec-
tion we use smooth Glauber wounded-nucleon overlap to
set the initial energy density. As our test case we con-
sider Pb-Pb collisions with
√
sNN = 2.76 GeV. The in-
elastic nucleon-nucleon scattering cross-section is taken
7vHydro
aHydro
aHydroQP
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.1
1.
10.
100.
dN
ê2pp Tdp
T
dy
p0
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.01
0.1
1.
10.
dN
ê2pp Tdp
T
dy K
+
4phês=1
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.01
0.1
1.
pT@GeVD
dN
ê2pp Tdp
T
dy
p
FIG. 1. Comparison of the neutral pions, kaons (K+), and
protons spectra as a function of transverse momentum pT
obtained using aHydroQP, aHydro and vHydro. The shear
viscosity to entropy density ratio is 4piη/s = 1.
to be σNN = 62 mb. For the aHydro results, we use
200 points in the radial direction with a lattice spac-
ing of ∆r = 0.15 fm and temporal step size of ∆τ =
0.01 fm/c. For the vHydro results, we use 600 points in
the radial direction with a lattice spacing of ∆r = 0.05
fm and temporal step size of ∆τ = 0.001 fm/c.3 In all
cases, we use fourth-order Runge-Kutta integration for
3We found that the vHydro code was more sensitive to the
spatial lattice spacing and required a smaller temporal step
size for stability.
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FIG. 2. Same as Fig. 1, except here the shear viscosity to
entropy density ratio was taken to be 4piη/s = 3.
the temporal updates and fourth-order centered differ-
ences for the evaluation of all spatial derivatives.4 We
take the central initial temperature to be T0 = 600 MeV
at τ0 = 0.25 fm/c and assume that the system is ini-
tially isotropic, i.e. αx(τ0) = αy(τ0) = αz(τ0) = 1 for
anisotropic hydrodynamics and piµν(τ0) = Π(τ0) = 0 for
second-order viscous hydrodynamics. We take the freeze-
out temperature to be Teff = TFO = 150 MeV in all cases
shown. For the freeze-out we use 371 hadronic resonances
(Mhadron ≤ 2.6 GeV), with the masses, spins, etc. taken
4Since the initial conditions considered herein are smooth,
naive centered differences generally suffice.
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FIG. 3. Same as Fig. 1, except here the shear viscosity to
entropy density ratio was taken to be 4piη/s = 10.
from the SHARE table of hadronic resonances [86–88].
We do not perform resonance feed down, hence all spec-
trum shown herein are primordial spectra.
In Figs. 1-3 we present our results for the primordial
pion, kaon, and proton spectra produced for 4piη/s =
1, 3, and 10, respectively. In each case, we have held
the initial conditions fixed and only varied η/s. In each
of these figures the solid black line is the result from
standard second-order viscous hydrodynamics (vHydro),
the red short-dashed line is the result from standard
anisotropic hydrodynamics (aHydro), and the blue long-
dashed line is the result from quasiparticle anisotropic hy-
drodynamics (aHydroQP). As can be seen from Fig. 1, for
4piη/s = 1, both aHydro approaches are in good agree-
ment over the entire pT range shown with the largest dif-
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FIG. 4. Comparison of the total number of pions (pi0), kaons
(K0), and protons as a function of 4piη/s obtained using aHy-
droQP, aHydro, and vHydro.
ferences occurring at low momentum. The second-order
viscous hydrodynamics result, however, shows a signifi-
cant downward curvature in the pion spectrum resulting
in many fewer high-pT pions. The trend is the same
for the kaon and proton spectra, however, for the larger
mass hadrons the downturn is less severe. We note that
although we plot only up to pT = 3 GeV, these plots
can be extended to larger pT , in which case one finds
that eventually the primordial pion spectrum predicted
by vHydro becomes negative, which is clearly unphysi-
cal. This can be seen more clearly in Figs. 2 and 3 which
show the same results for 4piη/s = 3 and 10, respectively.
As these figures demonstrate, for larger η/s the vHydro
primordial particle spectra become unphysical at lower
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FIG. 5. Comparison of the neutral pions, kaons (K+), and
protons average transverse momentum as a function of 4piη/s
obtained using aHydroQP, aHydro, and vHydro.
momenta. For example, for 4piη/s = 3 the differential
pion spectrum goes negative at pT ∼ 1.6 GeV while for
4piη/s = 10 it goes negative at pT ∼ 0.9 GeV.
This behavior is a result of the bulk-viscous correc-
tion to the one-particle distribution function specified in
Eq. (B23). We have checked that if we neglect the bulk-
viscous correction to the distribution function, then the
resulting spectra are positive definite in the range of pT
shown in Figs. 1-3. We have verified that this is a known
issue with the bulk-viscous correction in the second-order
viscous hydrodynamics approach. The same form for
the bulk correction (B23) was used by the authors of
Ref. [35] and they also observed a downward curvature
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FIG. 6. The number of total charged particles as a function
of 4piη/s obtained using aHydroQP, aHydro, and vHydro.
turning into negatively-valued spectra at large pT [89].
This problem does not occur in either aHydro approach
because the one-particle distribution function is positive-
definite by construction in this framework.
Next, we turn to a discussion of Fig. 4. In this figure
we plot the total number of pi0’s (top), K0’s (middle),
and p’s (bottom) obtained by integrating the differen-
tial yields over transverse momentum as a function of
4piη/s. The line styles are the same as in Figs. 1-3. From
this figure we see that at small η/s all approaches are
in agreement, however, at large η/s the three methods
can give dramatically different results. We, in particular,
note that the number of pions from vHydro drops much
quicker than the two aHydro approaches. This is pri-
marily due to the fact that in vHydro one sees a negative
number of pions at large pT . As shown in Fig. 4 (top),
the total number of pions predicted by vHydro goes neg-
ative at 4piη/s ∼ 22. This is a signal of the complete
breakdown of viscous hydrodynamics and should come
as no surprise since this approach is intended to be ap-
plicable only in the case of small η/s and pT . Finally,
we note that although aHydro and aHydroQP are in rea-
sonably good agreement for the pion and kaon spectra,
we see a rather strong dependence on the way the EoS is
implemented in the proton spectra and, hence, the total
number of primordial protons.
As an additional way to compare the three methods
considered, in Fig. 5 we present the average pT for pi
0’s
(top), K+’s (middle), and p’s (bottom). The line styles
are the same as in Figs. 1-3. From this figure we see
that both aHydro approaches predict a weak dependence
of the pion and kaon 〈pT 〉 on the assumed value of η/s,
whereas vHydro predicts a much more steep decrease in
〈pT 〉 for the pions and kaons. Once again, we see that the
vHydro 〈pT 〉 for pions becomes negative for 4piη/s >∼ 5.
This rapid decrease stems directly from the negativity
of the pion spectra at high pT which is more important
in this case since the integrand is more sensitive to the
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FIG. 7. Comparisons of the p-Pb neutral pions, kaons (K+),
and protons spectra as a function of transverse momentum pT
obtained using aHydroQP, aHydro, and vHydro. The shear
viscosity to entropy density ratio is 4piη/s = 1.
high-pT part of the spectra. Finally, we note that once
again the proton spectra and hence 〈pT 〉 for protons is
sensitive to the way in which the EoS is implemented
when comparing the two aHydro approaches.
Finally, in Fig. 6 we plot the total number of charged
particles as a function of 4piη/s predicted by each of
the three approaches considered. Once again the line
styles are the same as in Figs. 1-3. As this figure demon-
strates, for small η/s all three frameworks are in agree-
ment and approach the ideal result as η/s tends to zero.
All three frameworks predict that Nchg at first increases,
then reaches a maximum, and then begins to decrease.
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FIG. 8. Same as Fig. 7, except here the shear viscosity to
entropy density ratio was taken to be 4piη/s = 3.
The precise turnover point depends on the method with
the lowest turnover seen using vHydro around 4piη/s ∼ 3;
however, this turnover is due in large part to the fact
that the total pion number drops precipitously in vHy-
dro, eventually becoming negative, as we pointed out in
the discussion of Fig. 4. As a result, one cannot trust the
large η/s predictions of vHydro.
p-Pb collisions: We now turn to the case of an asym-
metric collision between a proton and a nucleus. For this
purpose, we use the same parameters as used for the Pb-
Pb collisions considered previously, except for p-Pb we
use a lower initial temperature of T0 = 400 MeV . In
addition, for the aHydro results, we use a lattice spacing
of ∆r = 0.06 fm and for vHydro results, we use a lattice
11
spacing of ∆r = 0.02 fm. The smaller lattice spacings
simply reflect the smaller system size of the QGP cre-
ated in a p-Pb collision.
In Figs. 7-8 we present our results for the primordial
pion, kaon, and proton spectra produced for 4piη/s = 1,
and 3, respectively in p-Pb collisions. As we can see from
Fig. 7, both aHydro approaches are in a good agreement
at high pT , however, there are some quantitative differ-
ences at low pT . Comparing the low pT difference with
that seen in Pb-Pb collisions, we find that there is a
larger variation in the p-Pb spectra comparing aHydro
and aHydroQP. This variation is a bit worrisome since it
indicates a kind of theoretical uncertainty in the aHydro
approach. Importantly, however, we mention that the
two aHydro results are quite different than the vHydro
result. For p-Pb collisions, the vHydro result shows the
same behavior seen in the Pb-Pb collisions, namely that
the particle spectra goes negative at high pT . In Fig. 8,
one can clearly see the unphysical behavior in the vHydro
primordial spectra. As a result, there is even larger the-
oretical uncertainty associated with applications of vHy-
dro to p-Pb collisions.
IX. CONCLUSIONS AND OUTLOOK
In this paper, we compared three different viscous hy-
drodynamics approaches: aHydro, aHydroQP, and vHy-
dro. For all three cases we included both shear and
bulk-viscous effects using the relaxation time approxima-
tion scattering kernel. In the standard aHydro approach
one uses the standard method for imposing an equation
of state in anisotropic hydrodynamics, which is to ob-
tain conformal equations and then break the conformal-
ity only when introducing the EoS itself. In aHydroQP,
one takes into account the breaking of conformality at
the outset by modeling the QGP as a quasiparticle gas
with a single temperature-dependent mass m which is
fit to available lattice data for the EoS. Finally, for our
comparisons with viscous hydrodynamics we used the for-
malism of Denicol et al [29, 33] specialized to the case of
relaxation time approximation.
For each method, we specialized to the case of 1+1d
boost-invariant and azimuthally-symmetric collisions us-
ing smooth Glauber initial conditions. We specialized
to this case because of the computational intensity of
the aHydroQP approach which requires real-time evalu-
ate of complicated multi-dimensional integrals which are
functions of all three anisotropy parameters and the lo-
cal temperature-dependent mass. Using the resulting nu-
merical evolution, we then extracted fixed energy density
freeze-out hypersurfaces in each case and implemented
the scheme-appropriate freeze-out to hadrons allowing
us to have an apples-to-apples comparison between the
three different approaches. We found that the primor-
dial particle spectra, total number of charged particles,
and average transverse momentum predicted by the three
methods agree well for small shear viscosity to entropy
density ratio, η/s, but differ at large η/s. Our most
important finding was that when using standard viscous
hydrodynamics, the bulk-viscous correction can drive the
primordial particle spectra negative at large pT . Such a
behavior is not seen in either anisotropic hydrodynamics
approach, irrespective of the value of η/s.
Looking to the future, it is feasible to extend the aHy-
droQP approach to (3+1)d, however, this will be nu-
merically intensive and require parallelization to imple-
ment fully. One possibility is to use polynomial fits to
parametrize the various massive H-functions necessary
instead of evaluating them on-the-fly in the code. If this
is possible, then aHydroQP could become a viable al-
ternative to the standard method of implementing the
EoS in aHydro and, since it takes into account the non-
conformality of the system from the beginning, this could
give us an idea of the theoretical uncertainty associated
with the EoS method used in phenomenological applica-
tions. For now, this work will serve as a reference point
for possible differences between the two approaches to
imposing the aHydro EoS.
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Appendix A: Basis Vectors
One can define the general basis vectors in the lab frame (LF) by performing the Lorentz transformation necessary
to go from local rest frame to the LF. The transformation required can be constructed using a longitudinal boost ϑ
along the beam axis, followed by a rotation ϕ around the beam axis, and finally a transverse boost by θ⊥ along the
x-axis [43, 44]. This parametrization gives
uµ ≡ (cosh θ⊥ coshϑ, sinh θ⊥ cosϕ, sinh θ⊥ sinϕ, cosh θ⊥ sinhϑ) ,
Xµ ≡ (sinh θ⊥ coshϑ, cosh θ⊥ cosϕ, cosh θ⊥ sinϕ, sinh θ⊥ sinhϑ) ,
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Y µ ≡ (0,− sinϕ, cosϕ, 0) ,
Zµ ≡ (sinhϑ, 0, 0, coshϑ) , (A1)
where the three fields ϑ, ϕ, and θ⊥ are functions of Cartesian Milne coordinates (τ, x, y, ς). Introducing another
parametrization by using the temporal and transverse components of flow velocity, one has
u0 = cosh θ⊥ ,
ux = u⊥ cosϕ ,
uy = u⊥ sinϕ ,
=⇒
uµ ≡ (u0 coshϑ, ux, uy, u0 sinhϑ) ,
Xµ ≡
(
u⊥ coshϑ,
u0ux
u⊥
,
u0uy
u⊥
, u⊥ sinhϑ
)
,
Y µ ≡
(
0,− uy
u⊥
,
ux
u⊥
, 0
)
,
Zµ ≡ (sinhϑ, 0, 0, coshϑ) ,
(A2)
where u⊥ ≡
√
u2x + u
2
y =
√
u20 − 1 = sinh θ⊥. For a boost-invariant and azimuthally-symmetric system, one can
simplify the basis vectors by identifying ϑ = ς and ϕ = φ where ς and φ are the spacetime rapidity and the azimuthal
angle, respectively. In this case, the basis vectors (A1) simplify to
uµ = (cosh θ⊥ cosh ς, sinh θ⊥ cosφ, sinh θ⊥ sinφ, cosh θ⊥ sinh ς) ,
Xµ = (sinh θ⊥ cosh ς, cosh θ⊥ cosφ, cosh θ⊥ sinφ, sinh θ⊥ sinh ς) ,
Y µ = (0,− sinφ, cosφ, 0) ,
Zµ = (sinh ς, 0, 0, cosh ς) . (A3)
Appendix B: Second-order viscous hydrodynamics
Similar to anisotropic hydrodynamics, the viscous hydrodynamics dynamical equations can be obtained by taking
moments of the Boltzmann equation. The energy-momentum tensor in the case when the bulk correction is not
ignored is
Tµν = Euµuν −∆µν(P + Π) + piµν . (B1)
Taking the first and second moments of Boltzmann equation one obtains [29, 33]
(E + P + Π)Duuµ = ∇µ(P + Π)−∆µν∇σpiνσ + piµνDuuν , (B2)
DuE = −(E + P + Π)θu + piµνσµν , (B3)
τΠDuΠ + Π = −ζθu − δΠΠΠθu + ϕ1Π2 + λΠpipiµνσµν + ϕ3piµνpiµν , (B4)
τpi∆
µν
αβDupi
αβ + piµν = 2ησµν + 2τpipi
〈µ
α ω
ν〉α − δpipipiµνθu + ϕ7pi〈µα piν〉α − τpipipi〈µα σν〉α + λpiΠΠσµν + ϕ6Πpiµν , (B5)
where E ≡ Eeq and P ≡ Peq are the equilibrium (isotropic) energy density and pressure, respectively, τpi and τΠ are
the shear and bulk relaxation time, respectively, and τpipi is the shear-shear-coupling transport coefficient. The various
notations used are
dµu
ν ≡ ∂µuν + Γνµαuα ,
Du ≡ uµdµ ,
θu ≡ ∇µuµ ,
∇µ ≡ ∆µνdν ,
σµν ≡ ∇〈µuν〉 ,
A〈µν〉 ≡ ∆µναβAαβ ,
∆µναβ ≡
1
2
(
∆µα∆
ν
β + ∆
µ
β∆
ν
α −
2
3
∆µν∆αβ
)
,
ωµν ≡ 1
2
(∇µuν −∇νuµ) .
(B6)
The non-vanishing Christoffel symbols for polar Milne coordinates are Γτςς = τ , Γ
ς
ςτ = 1/τ , Γ
r
φφ = −r, and Γφrφ = 1/r.
Also, we note that for the smooth initial conditions considered herein in 1+1d, the vorticity tensor vanishes. As
shown in Ref. [90], the terms ϕ1Π
2, ϕ3pi
µνpiµν , ϕ6Πpi
µν , and ϕ7pi
〈µ
α piν〉α appear only because the collision term is
nonlinear in the single-particle distribution function. In the case of the RTA, the collision term is assumed to be
linear in the single-particle distribution function and one has ϕ1 = ϕ3 = ϕ6 = ϕ7 = 0. In this case, the shear and
bulk relaxation times, τpi and τΠ, respectively, are equal to the microscopic relaxation time τeq, i.e., τΠ = τpi = τeq
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[33]. The coefficients appearing in the equation for the bulk and shear corrections are [33]
ζ
τΠ
=
(
1
3
− c2s
)
(E + P)− 2
9
(E − 3P) ,
δΠΠ
τΠ
= 1− c2s ,
λΠpi
τΠ
=
1
3
− c2s ,
η
τpi
=
4
5
P + 1
15
(E − 3P) ,
δpipi
τpi
=
4
3
,
τpipi
τpi
=
10
7
,
λpiΠ
τpi
=
6
5
,
(B7)
with c2s ≡ dP/dE being the speed of sound squared and τeq = 15η¯(E + P)/(E + 9P)/T .
1+1d viscous hydrodynamics equations of motion
In the boost-invariant and azimuthally-symmetric case, one has uµ = (uτ , ur, 0, 0) and, as a result, v ≡ tanh θ⊥ =
ur/uτ . In addition, for this case, the shear tensor has the following form
piµν =
pi
ττ piτr 0 0
piτr pirr 0 0
0 0 piφφ 0
0 0 0 piςς
 . (B8)
In this case, expanding Eqs. (B2), (B3), and (B4) in polar Milne coordinates one obtains six equations where only
five of them are independent
(E + P + Π)Duuτ = −(ur)2
[
∂τ (P + Π)− dνpiντ
]
− uτur
[
∂r(P + Π)− dνpiνr
]
, (B9)
(E + P + Π)Duur = −uτur
[
∂τ (P + Π)− dνpiντ
]
− (uτ )2
[
∂r(P + Π)− dνpiνr
]
, (B10)
DuE =−(E + P + Π)θu− pirr(1− v2)2∇〈rur〉− r2 piφφ∇〈φuφ〉− τ2 piςς∇〈ςuς〉, (B11)
and
τΠDuΠ + Π = −ζθu − δΠΠΠθu − λΠpi
[
2r2piφφ∇〈φuφ〉 + 2τ2piςς∇〈ςuς〉
+ r2piςς∇〈φuφ〉 + τ2piφφ∇〈ςuς〉
]
, (B12)
τpiDupi
φ
φ + pi
φ
φ = −2r2η∇〈φuφ〉 − δpipipiφφθu −
τpipi
3
[
− r2piφφ∇〈φuφ〉 + 2τ2piςς∇〈ςuς〉
+ r2piςς∇〈φuφ〉 + τ2piφφ∇〈ςuς〉
]
− r2λpiΠΠ∇〈φuφ〉 , (B13)
τpiDupi
ς
ς + pi
ς
ς = −2τ2η∇〈ςuς〉 − δpipipiςςθu −
τpipi
3
[
2r2piφφ∇〈φuφ〉 − τ2piςς∇〈ςuς〉
+ r2piςς∇〈φuφ〉 + τ2piφφ∇〈ςuς〉
]
− τ2λpiΠΠ∇〈ςuς〉 , (B14)
where
− dνpiντ = v2∂τpirr + v∂rpirr + pirr
[
∂τv
2 + ∂rv +
v2
τ
+
v
r
]
+
1
τ
piςς , (B15)
dνpi
ν
r = v ∂τpi
r
r + ∂rpi
r
r + pi
r
r
[
∂τv +
v
τ
+
2− v2
r
]
+
1
r
piςς . (B16)
In addition, one needs the following identities
∇〈rur〉 = −∂rur − urDuur + 1
3
(uτ )2θu , (B17)
r2∇〈φuφ〉 = −u
r
r
+
1
3
θu , (B18)
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τ2∇〈ςuς〉 = −u
τ
τ
+
1
3
θu , (B19)
θu ≡ ∇αuα = dαuα = ∂τuτ + ∂rur + u
τ
τ
+
ur
r
, (B20)
where pirτ = −v pirr and piφφ = −piςς − (1− v2)pirr which are a consequence of the transversality of the shear-stress tensor,
uµpi
µν = 0. This system of equations has to be closed by providing an equation of state (EoS), e.g. Peq = Peq(Eeq).
For the numerical results presented in the body of the manuscript, we use the lattice-based EoS specified in Sec. III B.
Viscous hydrodynamics freeze-out
The distribution function on the freeze-out hypersurface can be computed assuming that there is a linear correction
to the equilibrium one due to shear and bulk viscosities [91, 92]
f(p, x) = feq(p, x) + δfshear(p, x) + δfbulk(p, x) , (B21)
where
δfshear(p, x) = feq(1− afeq) pµpνpi
µν
2(E + P)T 2 , (B22)
δfbulk(p, x) = −feq(1− afeq)
[
m2i
3 pµuµ
−
(1
3
− c2s
)
pµu
µ
]
Π
CΠ
, (B23)
with
CΠ =
1
3
N∑
i=1
m2i (2si + 1)
∫
d3p
(2pi)3Ei
feq(1− afeq)
[
m2i
3 pµuµ
−
(1
3
− c2s
)
pµu
µ
]
, (B24)
where mi is the hadron mass, si is the hadron spin, and N is the number of hadrons included in the freezeout. Using
tensor transformations applied to Eq. (47) the components of the four-momentum in polar Milne coordinates are
pτ = pt cosh ς − pz sinh ς = m⊥ cosh(y − ς) ,
pr = px cosφ+ py sinφ = p⊥ cos(φ− ϕ) ,
pφ = −px sinφ
r
+ py
cosφ
r
= −p⊥
r
sin(φ− ϕ) ,
pς = −pt sinh ς
τ
+ pz
cosh ς
τ
=
m⊥
τ
sinh(y − ς) . (B25)
Using Eq. (B8) and expanding pµpνpi
µν in polar Milne coordinates one has
pµpνpi
µν =−
(
piφφ + pi
ς
ς
v2 − 1
)(
m⊥v cosh(y − ς)− p⊥ cos(φ− ϕ)
)2
− piφφp2⊥ sin2(φ− ϕ)− piςςm2⊥ sinh2(y − ς) . (B26)
Appendix C: Explicit formulas for derivatives
In this section, we introduce the notations used in hydrodynamics dynamical equations. In the case of boost-
invariant and azimuthally-symmetric flow one can use (A3) to obtain
Du = u
µ∂µ = cosh θ⊥∂τ + sinh θ⊥∂r ,
Dx = X
µ∂µ = sinh θ⊥∂τ + cosh θ⊥∂r ,
Dy = Y
µ∂µ =
1
r
∂φ ,
Dz = Z
µ∂µ =
1
τ
∂ς ,
θu = ∂µu
µ = cosh θ⊥
(1
τ
+ ∂rθ⊥
)
+ sinh θ⊥
(1
r
+ ∂τθ⊥
)
,
θx = ∂µX
µ = sinh θ⊥
(1
τ
+ ∂rθ⊥
)
+ cosh θ⊥
(1
r
+ ∂τθ⊥
)
,
θy = ∂µY
µ = 0 ,
θz = ∂µZ
µ = 0 .
(C1)
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Appendix D: special functions
In this section, we provide definitions of the special functions appearing in the body of the text. We start by
introducing
H2(y, z) = y√
y2 − 1
[
(z2 + 1) tanh−1
√
y2 − 1
y2 + z2
+
√
(y2 − 1)(y2 + z2)
]
, (D1)
H2T (y, z) = y
(y2 − 1)3/2
[(
z2 + 2y2 − 1) tanh−1√ y2 − 1
y2 + z2
−
√
(y2 − 1)(y2 + z2)
]
, (D2)
H2L(y, z) = y
3
(y2 − 1)3/2
[√
(y2 − 1)(y2 + z2)− (z2 + 1) tanh−1
√
y2 − 1
y2 + z2
]
, (D3)
and
H2x1(y, z) = 1
(y2 − 1)
[2(y2 + z2)H2L(y, z)
(1 + z2)
− y2H2T (y, z)
]
, (D4)
H2x2(y, z) = y
2
(y2 − 1)
[
2H2L(y, z)−H2T (y, z)
]
, (D5)
H2B(y, z) ≡ H2T (y, z) + H2L(y, z)
y2
=
2√
y2 − 1 tanh
−1
√
y2 − 1
y2 + z2
. (D6)
Derivatives of these functions satisfy the following relations
∂H2(y, z)
∂y
=
1
y
[
H2(y, z) +H2L(y, z)
]
,
∂H2(y, z)
∂z
=
1
z
[
H2(y, z)−H2L(y, z)−H2T (y, z)
]
,
∂H2T (y, z)
∂y
=
1
y(y2 − 1)
[
2H2L(y, z)−H2T (y, z)
]
,
∂H2T (y, z)
∂z
=
−2z
y2(1 + z2)
H2L(y, z).
(D7)
1. Massive Case
The H-functions appearing in definitions of components of the energy-momentum tensor in the massive case are
H3(α, mˆ) ≡ N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D8)
H3x(α, mˆ) ≡ N˜α3xαy
∫ 2pi
0
dφ cos2 φ
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2T
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D9)
H3y(α, mˆ) ≡ N˜αxα3y
∫ 2pi
0
dφ sin2 φ
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2T
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D10)
H3T (α, mˆ) ≡ 1
2
[
H3x(α, mˆ) +H3y(α, mˆ)
]
, (D11)
H3L(α, mˆ) ≡ N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2L
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D12)
H3B(α, mˆ) ≡ N˜αxαy
∫ 2pi
0
dφ
∫ ∞
0
dpˆ pˆfeq
(√
pˆ2 + mˆ2
)
H2B
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D13)
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The relevant derivatives are
∂H3
∂αx
=
1
αx
(H3 +H3x) ,
∂H3
∂αy
=
1
αy
(H3 +H3y) ,
∂H3
∂αz
=
1
αz
(H3 +H3L) ,
∂H3
∂mˆ
=
1
mˆ
(H3 −H3L − 2H3T −H3m) ,
∂H3x
∂αx
=
1
αx
(3H3x −H3x1) ,
∂H3x
∂αy
=
1
αy
(H3x −H3x2) ,
∂H3x
∂αz
=
1
αz
H3x3 ,
∂H3x
∂mˆ
=
1
mˆ
(H3m1 −H3m2) ,
(D14)
with
H3x1(α, mˆ) ≡ N˜ α
5
xαy
α2z
∫ 2pi
0
dφ cos4 φ
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2x1
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D15)
H3x2(α, mˆ) ≡ N˜
α3xα
3
y
α2z
∫ 2pi
0
dφ cos2 φ sin2 φ
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2x1
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D16)
H3x3(α, mˆ) ≡ N˜ α
3
xαy
α2z
∫ 2pi
0
dφα2⊥ cos
2 φ
∫ ∞
0
dpˆ pˆ3feq
(√
pˆ2 + mˆ2
)
H2x2
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D17)
H3m(α, mˆ) ≡ N˜αxαymˆ2
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3
feq
(√
pˆ2 + mˆ2
)
√
pˆ2 + mˆ2
H2
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D18)
H3m1(α, mˆ) ≡ H3x1(α, mˆ) +H3x2(α, mˆ)−H3x3(α, mˆ) , (D19)
H3m2(α, mˆ) ≡ N˜α3xαymˆ2
∫ 2pi
0
dφ cos2 φ
∫ ∞
0
dpˆ pˆ3
feq
(√
pˆ2 + mˆ2
)
√
pˆ2 + mˆ2
H2T
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (D20)
where α2⊥ ≡ α2x cos2 φ+ α2y sin2 φ.
2. Massless Case
The Hˆ-functions used in definition of bulk variables in the standard (massless) case are
Hˆ3(α) ≡ 1
24piN˜
lim
m→0
H3(α, mˆ) = 1
4pi
αxαy
∫ 2pi
0
dφα2⊥H¯2
( αz
α⊥
)
, (D21)
Hˆ3x(α) ≡ 1
8piN˜
lim
m→0
H3x(α, mˆ) = 3
4pi
α3xαy
∫ 2pi
0
dφ cos2 φ H¯2T
( αz
α⊥
)
, (D22)
Hˆ3y(α) ≡ 1
8piN˜
lim
m→0
H3y(α, mˆ) = 3
4pi
αxα
3
y
∫ 2pi
0
dφ sin2 φ H¯2T
( αz
α⊥
)
, (D23)
Hˆ3L(α) ≡ 1
8piN˜
lim
m→0
H3L(α, mˆ) = 3
4pi
αxαy
∫ 2pi
0
dφα2⊥H¯2L
( αz
α⊥
)
. (D24)
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