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ON A MULTISYMPLECTIC FORMULATION OF THE
CLASSICAL BRST SYMMETRY FOR FIRST ORDER FIELD
THEORIES PART I: ALGEBRAIC STRUCTURES.
S.P.HRABAK.
Abstract. We describe a new algebraic multisymplectic formulation of the
classical BRST symmetry. The analogue of Marsden-Weinstein reduction for
multisymplectic manifolds is described. We then give a homological description
of Multisymplectic Marsden-Weinstein reduction.
The study of multisymplectic geometry [1, 2, 3, 8, 20] arose in the context of the
search for the geometric foundations of classical field theory [4, 6, 12, 13, 14, 15].
In this paper we shall formulate a homological description of Marsden-Weinstein
multisymplectic reduction in the generic context of free and proper group actions
on multisymplectic manifolds. In the paper which follows [7] we shall return to
the specific context of those multisymplectic manifolds which form the geometric
foundations of field theory.
Underlying the well known Hamiltonian (n+1)1 formulation of classical field the-
ory is the more fundamental and covariant framework known as the multisymplectic
formalism. In the multisymplectic formalism one considers a finite number of fields
at a given event of space-time in distinction to the (n+1) formalism where one
considers an infinity of fields at a given instant of time. Recently much progress
has been made in elucidating the ground and source of many of the commonali-
ties of constrained dynamical systems as observed within the (n+1) formalism by
studying the intrinsic structures of such theories in the multisymplectic framework.
In particular, sufficient conditions for much of presumed characteristics of classical
field theories within the Dirac-Bergman formalism have been shown to arise out of
a general study of classical field theory and especially covariant momentum maps
within the multisymplectic formalism [6]. Also, recent applications have shown that
multisymplectic structures provide a natural setting for the study of dispersive wave
propagation problems and is useful in the study of periodic pattern formation and
wave instability [19].
In the study of classical mechanical physical systems the trajectories of particles
are embeddings of the real line into a target space. The space of all equivalent
curves at a given point in the target space then leads to the notion of the tangent
bundle and its dual the cotangent bundle. The trajectories of particles are thus
one-parameter curves where we identify the parameter as time. In recent studies
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of fundamental physics the notion of “particle” ⇐⇒ “curve” as fundamental dy-
namical objects has been extended by the notion of “p-brane”⇐⇒ “submanifold”.
Corresponding to the single parameter of curves are several parameters, the intrin-
sic (local) coordinates on the embedded manifold. There is therefore no obvious
choice of single evolutionary parameter, that is time. By making a choice of a hy-
persurface one is however able to enforce a distinction and treat the system as an
infinite dimensional classical mechanical system. Then so long as any constraints of
such a theory are describable in terms of functions of the derivatives of the induced
coordinates with respect to the single time parameter of the (n+1) formalism, the
generalised Dirac-Bergman Hamiltonian formalism may be applied to their study.
However one can imagine a more generic situation where a defining constraint on
a class of embeddings is such that the constraints depend quintessentialy on the
derivatives of the induced coordinates with respect to all of the several indepen-
dent variables. An example of such a constraint is that defining the embedding
of a pseudoholomorphic curve into an almost complex manifold. It is therefore
timely that much recent effort has been in progress in developing a framework
in which field theories may be covariantly studied. With these considerations in
mind it seems reasonable to direct ones attention towards formulating some of the
more powerful techniques of the (n+1) formalism within the covariant framework
of multisymplectic geometry.
In this and an accompanying paper [7] we shall develop a covariant Hamiltonian
formulation of the classical BRST symmetry. In this first paper we shall detail
a homological description of the multisymplectic analogue of Marsden-Weinstein
reduction, generalising the known results from symplectic to multisymplectic ge-
ometry. A fortiori, we thus generalise the known results from the symplectic context
of classical mechanics to the multisymplectic formulation of first order field theory.
This is necessary in order that the geometric framework of the second paper [7]
should have meaning. An outline of this paper is as follows:
1. In the first section we shall briefly review the geometric and algebraic struc-
tures of multisymplectic manifolds prerequisite to the exposition in this paper.
This review blends together the approaches taken within a number of sem-
inal papers [1, 2, 3, 4, 6, 9, 10, 11, 19]. In particular we use the graded
Poisson-Leibniz algebra of observables of [9, 10, 11].
2. In the second section we describe the analogue of Marsden-Weinstein symplec-
tic reduction for multisymplectic manifolds. We call this Marsden-Weinstein
multisymplectic reduction. The treatment given here was made possible by
the treatment of multisymplectic reduction in [2].
3. In the third section we describe the dual process of obtaining the reduced
observables of the reduced multisymplectic submanifold by the methods of
homological algebra. We follow closely the general structure of the formula-
tion for symplectic manifolds as given in [16]. The added complexity of the
algebra of observables being a graded Poisson-Leibniz algebra leads to some
interesting and rather novel structures.
4. In the final section we conclude with a few remarks.
1. A Brief Review of the Multisymplectic Formalism
All of the material in the section is taken from the literature, namely [1, 2, 3, 4,
6, 9, 10, 11, 19] to which the reader is recommended for further details and proofs.
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A multisymplectic manifold is a pair (M,Ω) where M is a (m+n)-dimensional
differentiable manifold and ΩεΩ(n+1)(M) is 1-nondegenerate and closed. Such an
Ω is called a multisymplectic form. The 1-nondegeneracy condition means that the
pairing Ω : TxM −→ Λ
n(T ∗xM) ∀xεM defines a bundle monomorphism. Equiv-
alently Ω is 1-nondegenerate iff X Ω = 0 ⇔ X = 0 for X a vector field on M ,
or finaly Ω is 1-nondegenerate iff it has zero characteristic distribution. When Ω is
globally exact so that Ω = −dΘ then Θ is called the multisymplectic potential.When
n+1=2 we regain the definition of a symplectic manifold. For n+1=3 m+n=6 a
Calabi-Yau 3-fold is an example of a multisymplectic manifold, for it is endowed
with a 1-nondegenerate holomorphic 3 form. For first order field theories the affine
dual of the first jet bundle over the bundle whose sections are the fields of interest
is a multisymplectic manifold [19, 4, 6].
A diffeomorphism Φ : M −→ M is said to be a multisymplectomorphism iff it
preserves the multisymplectic form. That is, iff Φ∗Ω = Ω. It is called a special
multisymplectomorphism iff it preserves the multisymplectic potential (for those
multisymplectic manifolds for which such a potential exits globally). A vector field
X is said to be locally Hamiltonian iff LXΩ = 0, ie. iff it gives rise to flows which
are (local) multisymplectomorphisms. A vector field X is globally Hamiltonian, or
simply Hamiltonian iff there exits a (n-1)-form F such that X Ω = dF and F is
called a Hamiltonian (n-1)-form. The set of Hamiltonian vector fields shall be de-
noted Ham(M,Ω) and set of Hamiltonian (n-1)-forms shall be denotedHn−1(M,Ω).
That is,
Hn−1(M,Ω) := {FεΩn−1(M) : X Ω = dF for some vector field X}
Because Ω is 1-nondegerate the set of characteristic vector fields is zero. Given
a Hamiltonian form F there is therefore a unique vector field corresponding to it,
and we denote it by XF . We label the map defining the correspondence by X.
The correspondence between Hamiltonian (n-1)-forms and vector fields is thus well
defined. Two Hamiltonian forms which differ by a closed n-1 form define the same
vector field. The correspondence between vector fields and Hamiltonian n-1 forms
is thus well defined modulo closed (n-1)-forms. Let H˜n−1(M,Ω) denote the algebra
of Hamiltonian forms on M modulo closed n-1 forms. It is therefore clear that
H˜n−1(M,Ω) ∼= Ham(M,Ω). Let Hˇn−1(M,Ω) denote the set of Hamiltonian forms
modulo exact forms.
The bracket of two Hamiltonian forms is defined by {F,G} := −XF XG Ω
2.
Let F,G,H be Hamiltonian (n-1)-forms. They satisfy the following identities: (i)
[XF , XG] Ω = X{F,G} Ω, and (ii) {{F,G}, H}+ cyclic = d(XF XG XH Ω).
It then follows that (Hˇn−1(M,Ω), {·, ·}) and (H˜n−1(M,Ω), {·, ·}) are Lie Algebras.
An (n-p)-vector field
n−p
X εΓ(M,Λn−p(TM)) is globally Hamiltonian, or simply
Hamiltonian iff there exits a p-form
p
F such that
n−p
X Ω = d
p
F for 0 ≤ p ≤ n-1.
Such a
p
F is called a Hamiltonian p form. The set of Hamiltonian multi-vector
fields modulo characteristic multi-vector fields shall be denoted Ham∗(M,Ω) and
set of Hamiltonian forms modulo closed forms shall be denoted H˜∗(M,Ω). That is,
H˜∗(M,Ω) := {FεΩ∗(M) : X Ω = dF for some multi-vector field XεHam∗(M,Ω)}.
2N.B. the space H˜n−1(M,Ω) is closed under the bracket as may be verified from the identity
−XF XG Ω = d(−XF XG Ω) =: d{F,G}, which follows by virtue of the Cartan’s formula.
Similar results hold for the other algebras introduced below. See refs. [9, 10, 11].
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Ham∗(M,Ω) and H˜∗(M,Ω) are isomorphic as vector spaces, where unlike the case
of Hamiltonian vector fields there exist non-trivial characteristic multivector fields
which we must quotient out in order to obtain the bijective correspondence. If M
is connected then H˜0(M,Ω) ∼=
C∞(M,Ω)
R
. The bracket of two Hamiltonian forms is
defined by
{
p
F,
q
G} := (−1)n−p
n−p
X F
n−q
X G Ω =: (−1)
n−p
n−p
X F d
q
G(1)
From this definition we learn that (H˜∗(M,Ω), { , }) is a graded Lie algebra with:
1. Graded bracket
{
p
F,
q
G} = −(−1)gF gG{
q
G,
p
F}(2)
2. Graded Jacobi Identity
(−1)gF gH{{F,G}, H}+ (−1)gF gG{{G,H}, F}+ (−1)gGgH{{H,F}, G} = 0(3)
where gF = n− 1− |F |,gG = n− 1− |G|,gH = n− 1− |H | and |F |, |G|, |H | denote
the form degrees of F,G and H.
Although it is common in the literature to refer to the above graded Lie bracket
on the space of Hamiltonian forms as a Poisson bracket this is manifestly not the
case as we have not introduced a Poisson structure at this point. We recall that
a Poisson algebra is an associative algebra A over a field K carrying a Lie algebra
bracket {·, ·} for which each adjoint operator XF = { , F} is a derivation on the
associative algebra structure. In [10] I.V.Kanatchikov proposes a graded Leibniz
algebra with a graded derivation as a generalisation for field theory of the Poisson
algebra of observables in classical mechanics (see also [9, 11]). A Leibniz algebra
is a non-commutative generalisation of Lie algebra introduced by J-L.Loday[18]. A
Leibniz algebra over the field K is a vector space L equipped with a binary operation
[−,−] : L⊗L → L satisfying the Loday identity [[x, y], z] = [x[, y, z]]− [y, [x, z]]. We
call such a binary operation a Leibniz bracket. We shall call an associative algebra
over a field K carrying a Leibniz bracket for which each adjoint operator is a (right
or left) derivation on the associative algebra structure a Poisson-Leibniz algebra.
The special case of a Poisson-Leibniz algebra for which the bracket is (graded)
anti-commutative is a (graded) Poisson(-Lie) algebra.
We need to build from the graded Lie algebra H˜∗(M,Ω) an associative algebra
structure. The most natural candidate is to consider the exterior product on forms.
However space of Hamiltonian forms is not stable under the exterior product. That
is, the exterior product of two Hamiltonian forms
p
F ∧
q
G is not generically Hamil-
tonian. It is possible however by extending the notion of Hamiltonian multi-vector
fields to form-valued multi-vector fields to make sense of
p
F ∧
q
G as a “generalised”
Hamiltonian form in Λ∗(H˜∗(M,Ω))3 [9, 10, 11]. Given the exterior product of two
Hamiltonian forms
p
F ∧
q
G the corresponding form-valued multi-vector field is deter-
mined by a generalised multisymplectic structural equation, Xˇ p
F∧
q
G
Ω =: d(
p
F ∧
q
G),
3N.B. the exterior algebra over the graded vector space H˜∗(M,Ω) is defined by quotienting out
the tensor algebra over H˜∗(M,Ω) by the ideal generated by the relations Fp⊗Hq − (−)pqHq ⊗Fp
for all Hamiltonian forms Fp, Hq.
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to be
Xˇ p
F∧
q
G
= (−1)(p+1)q
q
G ∧X p
F
+ (−1)p
p
F ∧X q
G
.(4)
Note that the generalised multisymplectic structural equation implies that
LXˇp
F∧
q
G
Ω = 0.
The Leibniz bracket of two generalised Hamiltonian forms
r
F,
s
GεΛ∗(H˜∗(M,Ω)) is
defined by
{
r
F,
s
G} := (−1)n−rXˇF d
s
G.(5)
The bracket on Λ∗(H˜∗(M,Ω)) so defined is non-commutative as may be verified
by computing and contrasting {F ∧G,H} and {H,F∧G}. The algebraic structure
defined by (Λ∗(H˜∗(M,Ω)), {·, ·}) does not possess a (graded nor ungraded) Lie
algebra structure.
The algebra of observables is the graded Poisson-Leibniz algebra
(Λ∗(H˜∗(M,Ω)), {·, ·})
satisfying the following identities:
1. The left graded Loday identity
{{F,G},H} = {F, {G,H}} − (−1)gFgG{G, {F,H}}(6)
2. The right graded Leibniz rule
{F ∧G,H} = F ∧ {G,H}+ (−1)|G|(gH){F,H} ∧G(7)
We shall advocate this graded Poisson-Leibniz algebra of observables as the field
theoretic generalisation of the Poisson algebra of observables in classical mechanics.
Its introduction enables us to give a homological description of Marsden-Weinstein
multisymplectic reduction and is essential to the geometrisation of the algebraic
structures of this paper in [7].
Let G be a Lie group with Lie algebra g , and let Φ :G ×M −→ M be a
multisymplectic action of G on M . Let ηM denote the vector field on M associated
with the Lie algebra element η by virtue of this group action. We shall assume
that the action is such that the vector field ηM is a Global Hamiltonian vector
field so that there exists a corresponding Hamiltonian form Fη. The map φ, see
the diagram below, sending η to ηM is a Lie algebra homomorphism. However the
map δ from g to Hˇn−1(M,Ω) is not generically a Lie algebra homomorphism for
{Fη, Fζ} = F[η,ζ]+ c(η, ζ) where c(η, ζ) is a 2-cocycle on g with values in H
n−1(M)
[4]. When this 2-cocycle does not vanish one regains the homomorphism property
by forming a central extension to the group.
g
φ

δ
vvnn
n
n
n
n
n
n
n
n
n
n
n
n
0 // Hn−1(M)
i
// Hˇn−1(M,Ω)
X
// Ham(M,Ω) // 0
The covariant multimomentum map J for the action of G on M is the map J :
M −→g ∗ ⊗ Λn−1M such that dδ(η) = ηM Ω for all ηεg , where δ(η)(m) =:<
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η, J(m) >. We call δ(η) the covariant Noether current corresponding to the Lie al-
gebra element η. The covariant multimomentum map satisfies the following equiv-
ariance condition: for any, gεG g∗ < η, J >=< Adg−1η, J > (modulo closed forms).
This is equivalent to the commutivity of the following diagram
M
g

J
// g∗ ⊗ Λn−1M
Adg
∗⊗Id

M
J
// g∗ ⊗ Λn−1M
2. Marsden-Weinstein Multisymplectic Reduction
In this section we describe the analogue of Marsden-Weinstein reduction for
symplectic manifolds in the multisymplectic case. Marsden-Weinstein reduction
is a special case of symplectic reduction corresponding to a group acting by sym-
plectomorphisms on a symplectic manifold. Symplectic reduction is based on the
observation that every coisotropic submanifold of a symplectic manifold is foliated
by isotropic leaves and that the quotient, if it exists, is again a symplectic manifold
[21]. The analogue of this observation for multisymplectic manifolds was obtained
in [2]. In Marsden-Weinstein reduction the coisotropic submanifold is the zero set
of the moment map, and the isotropic leaves are the orbits of the group. Let G be
a Lie group with Lie algebra g , and let Φ :G ×M −→ M be a multisymplectic
action of G onM . Let the covariant momentum map be J. Recall that the moment
map is G -equivariant. We may therefore conclude, that since 0εg is a fixed point
of the coadjoint action, that J−1(0) is invariant under the action of G. We assume
the following:
1. 0 is a regular value of J so that J−1(0) is a submanifold of M .
2. The group G acts freely and properly on J−1(0) so that the quotient J
−1(0)
G
is
a manifold.
The submanifold defined by the vanishing of the covariant Noether currents J−1(0) =:
C is the constraint submanifold and the quotient J
−1(0)
G
=: B the reduced multi-
symplectic manifold. Let j be the surjective mapping of C onto B. Under these
assumptions and given the results of [2] we have the following analogue of the
Marsden-Weinstein Reduction Theorem.
Theorem 2.1. C is a coisotropic submanifold of the multisymplectic manifold (M,Ω),
and the leaves of the corresponding isotropic foliation are given by the orbits of G.
The quotient B is again multisymplectic manifold with a unique multisymplectic
form Ω´ such that j∗(Ω´) = i∗(Ω) where i denotes the embedding of J−1(0) in M .
See reference [2] for a discussion of isotropic, co-isotropic, lagrangian and multi-
symplectic submanifolds of multisymplectic manifolds.
3. Homological Description of Marsden-Weinstein Multisymplectic
Reduction
In the following two sections we will formulate a homological treatment of Marsden-
Weinstein multisymplectic reduction analogous to the treatment of Marsden-Weinstein
symplectic reduction given in [16]. The homological description of the reduction
process takes place in two parts. In the first subsection we obtain the observables
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on C. In the second we obtain the reduced observables on B. From our knowledge
of symplectic reduction we would expect the observables on C to be the observables
on M modulo the ideal generated by the covariant Noether currents δ[g]. That is,
Λ∗(H˜∗(C)) ∼=
Λ∗(H˜∗(M,Ω))
Λ∗(H˜∗(M,Ω)) ∧ δ[g]
(8)
This result is the content of Theorem 3.6. Furthermore the observables on B ought
to be those observables on C which are g-invariant. This result is the content of
Theorem 3.12.
3.1. The Koszul Complex. In this subsection we introduce a certain distribution
overM where each fibre of the distribution carries a representation of the Lie algebra
g. This representation possesses a grading property which will allow us to construct
a Koszul complex from the basis spanning each fibre. The resulting homology yields
a resolution of the algebra of observables on the constraint submanifold.
Let {ξa}a=1···dimg be a basis of the Lie algebra g and {X(ξa)}a=1···dimg the cor-
responding basis of Hamiltonian vector fields and {δ(ξa)}a=1···dimg the Hamiltonian
(n-1)-forms determined from X(ξa) Ω = dδ(ξa). The {X(ξa)}a=1···dimg (i) span
the tangent space to the coisotropic submanifolds (diffeomorphic to G) foliating C
and (ii) carry a representation of (g, [−,−]) since [X(ξa), X(ξb)] = C
d
abX(ξd).
The {dδ(ξa)}a=1···dimg span a distributionW overM as a subbundle of Λ
n(T ∗M).
Let Wm where mεM be a typical fibre of the distribution W, then Wm =
〈dδ(ξa)(m)〉a=1···dimg. We can define a Lie bracket on the fibres of W as follows:
{dδ(ξa), dδ(ξb)}
W := d{δ(ξa), δ(ξb)}(9)
Proposition 3.1. (W, {−,−}W) carries a representation of the Lie Algebra g.
Proof. Letwa := dδ(ξa). By definition {wa,wb}
W := d{δ(ξa), δ(ξb)} = d[C
d
abδ(ξc)] =
Cdabdδ(ξc) =: C
d
abwc. The Jacobi identity follows from C
d
[ab|C
e
d|f ] = 0.
In this subsection we will obtain the observables on the constraint multisym-
plectic submanifold, C. In [16] the starting point was to identify Λ∗(g) ⊗ C∞(N)
(for a symplectic manifold N) together with a certain nilpotent derivation as a
Koszul complex. The analogue of the commutative algebra C∞(N) for first order
field theories is the graded Poisson-Leibniz algebra Λ∗(H˜∗(M,Ω)). The contrast
between the anti-commutivity of the wedge product of two elements of the Lie al-
gebra and the commutative product of functions ensured that the required Koszul
differential was nilpotent [16]. The graded-commutivity of products of elements of
Λ∗(H˜∗(M,Ω)) means that Λ∗(g) ∧ Λ∗(H˜∗(M,Ω)) is an unsuitable starting point.
Replacing g by W and considering the exterior product Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W) we
are able to form a Koszul complex giving the required resolution.
Note that the graded Poisson-Leibniz algebra of observables Λ∗(H˜∗(M,Ω)) sat-
isfies the identity
Λ∗(H˜∗(M,Ω)) ∼=
n−1⊗
r=0
Λ∗(H˜p(M))
Then,
Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W) ∼=
n−2⊗
r=0
Λ∗(H˜r(M))⊗ Λ∗(H˜n−1(M)) ∧ Λ∗(W)
8 S.P.HRABAK.
Let K∗,∗ := Λ∗(H˜n−1(M))∧Λ∗(W). Now note that if d is a nilpotent derivation on
K∗,∗ then dtotal := (
n−2⊗
r=0
I)⊗ d is a nilpotent derivation on Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W).
We shall define a Koszul differential on K∗,∗ and via the extension on the whole
of Λ∗(H˜∗(M,Ω)) ∧Λ∗(W). The special role played here by the Hamiltonian (n-1)-
forms is a consequence of the special emphasis they receive in the definition of the
covariant momentum mapping.
Definition 3.2. (K∗,∗, ◦) := (Λ∗(H˜n−1(M))∧Λ∗(W), ◦) is a bi-graded algebra with
graded product of elements (
p
F ∧
r
u)εKp,r and (
q
H ∧
s
v)εKq,s defined by
(
p
F ∧
r
u) ◦ (
q
H ∧
s
v) := (
p
F ∧
r
u) ∧ (
q
H ∧
s
v) = (−1)qp(n−1)
2+rsn2(
q
H ∧
s
v) ◦ (
p
F ∧
r
u)
Definition 3.3. We define a differential on dk on (K
∗,∗, ◦) as
dk := (I ∧
∂
∂wd
) ◦ (δ(ξd) ∧ I)
acting on the right of K∗,∗. The action on generators
(I ∧wa)εK
1,1 and (
1
F ∧ I)εK1,0
is (
1
F ∧ I)dk := 0 and (I ∧wa)dk := (δ(ξd) ∧ I).
Lemma 3.4. Let ∂wd :=
∂
∂wd
. ∂wd is a derivation on Λ
∗(W) of degree -1.
Proof. Consider wa ∧wbεΛ
2(W), then
[wa ∧wb]∂
w
d =[d(wa ∧wb)] ∂
w
d
=((dwa) ∧wb + (−1)
nwa ∧ (dwb)) ∂
w
d
=δadwb + (−1)
nwaδ
b
d
It then follows that for vεΛs(W) and uεΛr(W) that [v ∧ u]∂wd = ([v]∂
w
d ) ∧ u +
(−1)snv ∧ ([u]∂wd ).
Lemma 3.5. dk is a nilpotent (of index 1) derivation of degree -1 on K
∗ :=⊕
r
K∗,r :=
⊕
r
Λ∗(H˜n−1(M)) ∧ Λr(W).
Proof. That dk is a derivation of degree -1 follows from the previous Lemma. We
shall give an inductive proof that dk is nilpotent. Clearly d
2
k vanishes on the genera-
tors. More generally let (
p
F∧
r
u)εKp,r and (
q
H∧
s
v)εKq,s. Assuming that (
p
F∧
r
u)d2k = 0
and (
q
H ∧
s
v)d2k = 0
[(
p
F ∧
r
u) ◦ (
q
H ∧
s
v)]d2k =[(
p
F ∧
r
u) ◦ ([
q
H ∧
s
v]dk)
+(−1)sn(−1)q(n−1)
2
([
p
F∧
r
u]dk) ◦ (
q
H ∧
s
v)]dk
=(−1)(s−1)n(−1)(q−1)(n−1)
2
([
p
F ∧
r
u]dk) ◦ ([
q
H ∧
s
v]dk)
+(−1)sn(−1)q(n−1)
2
([
p
F∧
r
u]dk) ◦ ([
q
H ∧
s
v]dk)
Note that (s − 1)n + (q − 1)(n − 1)2 − (sn + q(n − 1)2) = (n − 1)(n − 2) − 1 is
an odd number. Therefore one of the powers must be even and the other must be
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odd. We therefore have [(
p
F ∧
r
u) ◦ (
q
H ∧
s
v)]d2k = 0. The statement then follows by
induction.
The complex (Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W), dK) where dK := (
n−2⊗
r=0
I) ⊗ dk forms the
following long exact sequence:
0 −→Λ∗(H˜∗(M)) ∧ ΛdimG(W)
ddimGK−→ Λ∗(H˜∗(M)) ∧ ΛdimG−1(W)
d
dimG−1
K−→ . . .
. . .
d2K−→ Λ∗(H˜∗(M)) ∧ Λ1(W)
d1K−→ Λ∗(H˜∗(M)) ∧ Λ0(W)
d0K−→ 0
By virtue of this long exact sequence and the action of the differential on the gen-
erators we identify the complex (Λ∗(H˜∗(M,Ω))∧Λ∗(W), dK) as a Koszul complex.
Note that
kerd0K = Λ
∗(H˜∗(M)) Imd1K = Λ
∗(H˜∗(M)) ∧ δ[g]
=⇒ H0dK [(Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)] :=
kerd0K
Imd1K
=
Λ∗(H˜∗(M,Ω))
Λ∗(H˜∗(M,Ω)) ∧ δ[g]
From a classical result in homological algebra [17] the higher homology groups
vanish. That is
Theorem 3.6. The homology of the complex (Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W), dK) is
H
p
dK
[(Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W)] =
{
0 if p > 0
Λ∗(H˜∗(M,Ω))
Λ∗(H˜∗(M,Ω))∧δ[g]
if p = 0
(10)
We have therefore obtained the algebra of observables on the constraint multi-
symplectic submanifold as a Koszul resolution.
3.2. The Chevalley-Eilenberg Complex. The first part of the homological
treatment of Marsden-Weinstein multisymplectic reduction was carried out in the
subsection above where we obtained the observables on the constraint submanifold
of (M,Ω) defined to be J−1(0). In this section we shall complete the reduction
process by obtaining the observables on the reduced multisymplectic manifold, B.
They are the g-invariant elements ofH0dK (Λ
∗(H˜∗(M,Ω))∧Λ∗(W)). We obtain them
by consideration of the cohomology of g with values in the Koszul complex and its
homology groups. This requires that the Koszul homology groups be g-modules.
We therefore begin by proving that the Koszul complex is a right g-module and
then by virtue of the fact that the Chevalley-Eilenberg differential and dK com-
mute, the module structure descends to the homology. We begin by proving an
identity which we shall use to construct a representation of g as an endomorphism
of Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W).
Lemma 3.7. Let G,HεH˜n−1(M,Ω), EεΛ∗(H˜∗(M,Ω)) then
{E, {G,H}} = {{E, G}, H} − {{E, H}, G}(11)
Proof. The identity is true for all EεΛ1(H˜∗(M,Ω)) is an immediate consequence on
the graded Jacobi identity for (H˜∗(M,Ω), {·, ·}). We shall give a proof by induction.
Let us assume that the identity is true for FεΛp(H˜∗(M,Ω)) and show that it remains
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true forE := F∧K, where EεΛq(H˜∗(M,Ω)). By virtue of the right Leibniz rule, and
computing each term one finds:
{E, {G,H}} ={F ∧ K, {G,H}}
=F ∧ {K, {G,H}}+ (−1)K(gG+gH ){F{G,H}} ∧ K
{{E, G}, H} ={{F ∧ K, G}, H}
={F ∧ {K, G}, H}+ (−1)K(gG){{F, G} ∧ K, H}
=F ∧ {{K, G}, H}+ (−1)(K+G−n+1)gH{F, H} ∧ {K, G}
+(−1)K(gG){F, G} ∧ {K, H}+ (−1)K(gG)(−1)K(gH ){{F, H}, G} ∧ K
{{E, H}, G} ={{F ∧ K, H}, G}
={F ∧ {K, H}, G}+ (−1)KgH{{FH} ∧ K, G}
=F ∧ {{K, H}, G}+ (−1)(K+H−n+1)gG{F, G} ∧ {K, H}
+(−1)K(gH ){F, H} ∧ {K, G}+ (−1)K(gG)(−1)K(gH ){{F, H}, G} ∧ K
The cross terms cancel since gH = gG = 0 (n.b. they would not cancel for forms of
any degree so that this result is special to (n-1)-forms). Furthermore the remaining
terms become
{E, {G,H}} − {{E, G}, H}+ {{E, H}, G}
= F ∧ [{K, {G,H}} − {{K, G}, H}+ {{K, H}, G}]
(−1)K(gG+gH)[{F{G,H}} − {{F, G}, H}+ {{F, H}, G}]∧ K
So that the statement is true by induction.
We wish to show that Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W) is a right g-module. We therefore
need to show that ∃ a Lie algebra morphism:
̺ : g→ End(Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W)) :: ̺ : ξ 7−→ ̺(ξ)
for all ξεg such that the following properties hold:
1.Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W)× g→ Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W)
:: (F ∧w, ξ) 7−→ [F ∧w]̺(ξ) for all F ∧wεΛ∗(H˜∗(M,Ω)∧)Λ∗(W)
2. [F ∧w]̺(ξ) is linear in ξ and F.
3. ̺([ξ, ζ]) = [̺(ξ), ̺(ζ)]
Proposition 3.8. Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W) is a right g-module.
Proof. Let us consider each point in tern:
1. We define a representation ̺ on Λ∗(H˜∗(M,Ω))⊗ Λ∗(W) by:
[F ∧ I]̺(ξa) := {F, δ(ξa)} ∧ I [F ∧wb]̺(ξa) := F ∧ {wb,wa}
W + {F, δ(ξa)} ∧wb
2. Linearity in the ξ follows from the linearity of the Lie bracket {·, ·}W. Linearity
in the F follows from linearity of the Leibniz bracket {·, ·}.
3. Now, [wc ∧ F]̺([ξa, ξb]) := F ∧ {wc, {wa,wb}}
W + {F, {δ(ξa), δ(ξb)}} ∧wc.
Since δ(ξ)εH˜n−1(M,Ω), one has δ([ξ, ζ]) = {δ(ξ), δ(ζ)}.
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Then by virtue of the last Lemma and the Jacobi identity for (W, {·, ·}W) we have
[F ∧wc]̺([ξa, ξb]) ={{F, δ(ξa)}, δ(ξb)} ∧wc − {{F, δ(ξb)}, δ(ξa)} ∧wc
+F ∧ {{wc,wa},wb}
W − F∧{{wc,wb},wa}
W
=⇒ ={{F, δ(ξa)}, δ(ξb)} ∧wc − {{F, δ(ξb)}, δ(ξa)} ∧wc
+{F, δ(ξa)} ∧ {wc,wb}
W + {F, δ(ξb)} ∧ {wc,wa}
W
+F ∧ {{wc,wa},wb}
W − F ∧ {{wc,wb},wa}
W
−{F, δ(ξa)} ∧ {wc,wb}
W − {F, δ(ξb)} ∧ {wc,wa}
W
=⇒ =[F ∧wc][̺(ξa), ̺(ξb)]
as required.
Note that we have defined the representation to act to the right precisely so that
we could use Lemma 3.7. to prove the homomorphism property. The parts of the
two (n-1)-forms is played doubly by the covariant Noether current. The fact that
the covariant Noether currents are defind to be (n-1)-forms thus plays an essential
role here. As a consequence of the non-commutivity of the Leibniz bracket if we
had defined the representation to act to the left then neither would there be as
simple an identity as in Lemma 3.7. nor would the homomorphism property have
been true.
Now we introduce the Chevalley-Eilenberg complex constructed by tensoring
to the right of the Koszul complex by the exterior algebra over the dual of the
Lie algebra. Let {αa}a=1···dimG be a basis of g∗. Geometrically we may identify
the {αa}a=1···dimG with the coframe basis of the cotangent bundle to the isotropic
submanifolds foliating C. The coframe is therefore defined by αaX(ξb) = δ
a
b . The
basis satisfies the Maurer-Cartan structural equations, namely dαa = 12C
a
bcα
b ∧ αc.
Definition 3.9. let (L,⊚) := (
⊕
r,s
Lr,s :=
⊕
r,s
Λ∗(H˜∗(M,Ω)) ∧ Λr(W) ⊗ Λs(g∗),⊚),
where the binary operation ⊚ is defined to act as follows
(F ∧w⊗ µ)⊚ (E ∧ w´⊗ µ´) := (F ∧ E ∧w ∧ w´⊗ µ ∧ µ´)
for all F,GεΛ∗(H˜∗(M,Ω)), w, w´εΛ∗(W) and µ, µ´εΛ∗(g∗). Let d be a derivation
of degree 1 defined by
d : Λ∗(H˜∗(M,Ω)) ∧ Λp(W)⊗ Λq(g∗)→ Λ∗(H˜∗(M,Ω)) ∧ Λp(W)⊗ Λq+1(g∗)
:: (F ∧w⊗ µ)d := F ∧w⊗ (d[µ]) + (−1)degµ Σ
a=1···n
[F ∧w]̺[ξa]⊗ α
a ∧ µ
(12)
Lemma 3.10. The derivation d is nilpotent (of index 1).
Proof. By direct computation
(F ∧w⊗ µ)d2 =F ∧w⊗ (d2[µ]) + (−1)degµ+1 Σ
a=1···n
[F ∧w]̺[ξa]⊗ α
a ∧ (d[µ])
(−1)degµ Σ
a=1···n
[F ∧w]̺[ξa]⊗ α
a ∧ (d[µ])
(−1)2degµ+1 Σ
a=1···n,b=1···n
[[F ∧w]̺[ξa]]̺[ξb]⊗ α
b ∧ αa ∧ µ
(−1)2degµ Σ
a=1···n
[F ∧w]̺[ξa]⊗ (d[α
a]) ∧ µ
(13)
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The second two terms cancel and the first term vanishes immediately. Now
αa ∧ αb ⊗ ̺(ξb)̺(ξa) =
1
2
αa ∧ αb[̺(ξb), ̺(ξa)] =
1
2
αa ∧ αbCcba̺(ξc)(14)
by virtue of which and the Maurer-Cartan structural equations the remaining two
terms cancel.
Lemma 3.11. The derivations d and dK commute.
Proof. This follows by virtue of the fact that ̺ and dK commute. Now, using the
right graded Leibniz identity for Λ∗(H˜∗(M,Ω)) in the third line one has:
[(F ∧wa)]dK̺(ξb) :=F ∧ δ(ξa) ∧ I
:={F ∧ δ(ξa), δ(ξb)}
=F ∧ {δ(ξa), δ(ξb)}+ {F, δ(ξb)} ∧ δ(ξa)
=[F ∧ {wa,wb}
W + {F, δ(ξb)} ∧wa]dK
=:[(F ∧wa)]̺(ξb)dK
(15)
If we had chosen the representation to act to the left instead of the right, d and dK
would have failed to commute. Again we see that in extending the structures from
classical mechanics and the Poisson algebra of observables to the field theoretic
setting of the graded Poisson-Leibniz algebra we must make a judicious use of the
left Leibniz rule and the graded Loday identity.
We know that HpdK [(Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)] is a right g -module, as the above
lemma tells us that the module structure of Λ∗(H˜∗(M,Ω))∧Λ∗(W) descends to the
level of homology. In particular H0d [Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)] is a right g -module.
We therefore have the following result.
Theorem 3.12. The zeroth level Lie algebra cohomology with values in the zeroth
Koszul homology is the algebra of observables of the reduced multisymplectic mani-
fold B,
H0d(g,H
0
dK
[(Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W)])
= g invariants of H0dK [(Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)]
= g invariants of
Λ∗(H˜∗(M,Ω))
Λ∗(H˜∗(M,Ω)) ∧ δ[g]
(16)
Proof. Ker[d0]=the inverse image of the trivial endomorphisms of the right g -
module H0dK [(Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)] so that
Ker[d0] = the g -invariants of H0dK [(Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)](17)
furthermore, Im[i]= 0. The zeroth cohomology is then given by
=⇒ H0d(g,H
0
dK
[(Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W)]) =
Ker[d0]
Im[i]
=the g -invariants of
Λ∗(H˜∗(M,Ω))
Λ∗(H˜∗(M,Ω)) ∧ δ[g]
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The commutivity of the Koszul differential and the Chevalley-Eilenberg differential
means that they form a double complex. Because the Koszul homology vanishes for
at all levels higher than the zeroth this means that the spectral sequence degenerates
(for more details see [5]), and we have the following result: The observables on B
may be obtained by considering the homology of the total differential
D = d+ (−1)p(1⊗ dK)(18)
on the bi-complex Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W)⊗ Λ∗(g∗), whence
H0D(Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)⊗ Λ∗(g∗)) = H0d(g, H
0
d(Λ
∗(H˜∗(M,Ω)) ∧ Λ∗(W)))
The differential D is the classical BRST differential.
4. Conclusion
We have advocated the graded Poisson-Leibniz algebra of observables, in the
multisymplectic framework, as the appropriate generalisation of the Poisson(-Lie)
algebra of observables, in the symplectic framework [9, 10, 11]. When n=0 we regain
the symplectic context. We have found that in extending the structures from the
symplectic setting of the Poisson algebra of observables to the multisymplectic
setting of the graded Poisson-Leibniz algebra we must make a judicious use of
definitions so that we may utilise the left Leibniz rule and the graded Loday identity.
With this observation, and by virtue of the introduction of a certain distribution
of n-forms carrying a representation of the Lie algebra in its fibres, we have thus
been able to generalise the homological description of symplectic reduction to the
multisymplectic case.
Various papers in the multisymplectic literature have assumed that the Lie al-
gebra of Hamiltonian (n-1)-forms is the appropriate candidate for the algebra of
observables. However as this paper has shown in order give a homological descrip-
tion of reduction, a necessary prerequisite to the classical BRST symmetry, in the
multisymplectic framework we must introduce a product on forms. The ensuing
algebraic structure is not a Lie algebra but shares enough structure in common
with a Poisson algebra to be of use.
In an accompanying paper [7] we develop a covariant Hamiltonian formulation of
the classical BRST symmetry. The homological description of Marsden-Weinstein
multisymplectic reduction expounded within this paper is the prerequisite foun-
dational step towards a multisymplectic formulation of the classical BRST sym-
metry. We develop there the multisymplectic analogs of the Lagrange-d’Alembert
Hamiltonian formalism and introduce certain graded multisymplectic manifolds
which form the geometric foundations of a multisymplectic treatment of the BRST
symmetry. We shall show that the action of the total differential D on the com-
plex Λ∗(H˜∗(M,Ω)) ∧ Λ∗(W) ⊗ Λ∗(g∗) is equivalent to the Leibniz derivation of
a Grassmann-odd generalised Hamiltonian (n-1)-form on a subalgebra of the bi-
graded Poisson-Leibniz algebra of observables on a graded-multisymplectic mani-
fold. We shall also discover that in the geometric formalism the introduction of the
Poisson-Leibniz algebra of observables is indispensable.
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