we weed out other fields for which (I) holds ; in particular, we prove that the field of real algebraic numbers, the field of constructible numbers and the field of solvable numbers are examples of AD-structures(2) (for precise definitions of the field of constructible numbers and the field of solvable numbers, see [11] and [3] , respectively).
With reference to (II), we are able to give an affirmative answer for the field of real algebraic numbers only.
AD-structures.
We begin this section with a development of the computability of the field of rational numbers. Suppose that a mapping <p: Q -*■ Jf is defined in the following way: Using the fact that if r e Q then there exist unique a, b e Jf (A 7^0) such that (a, A)=l and either r=a¡b or r=-a\b, we let (p(r) = 263a5b, where 8 = 1, forr ^ 0, = 2, for r < 0.
<P is clearly a well-defined function from ß into Jf.
Consider the following number-theoretic functions :
(2.1) rm(a, b) (i.e., the remainder upon division of a by b).
(2.2) lA(x) (i.e., the number of nonzero exponents in the canonical decomposition of x) (x)i = 0, for x = 0, (2.3) = ûj, for x t6 0, where at is the exponent of the z'th prime in the canonical decomposition of x. These functions are known to be recursive. It is clear that the function of (2.1) can be used to express "d=g.c.d. (a, b)" as a recursive predicate. Now it is possible to express "x e ß" as a recursive predicate. Simply use [((x) We choose to denote this recursive predicate by J(x). As we pass from ß to Q' under <p, we allow the relation of equality to remain as the identity relation (i.e., our models will all be "normal"). Insofar as the relations 5 and P are concerned, (2) It is our belief that each of the algebraic structures discussed in this paper enjoy the stronger property of computability. It is interesting that this property in the case of the real algebraic numbers is not a consequence of Rabin's proof of the computability of the field of algebraic numbers. It is further interesting that if we can establish the computability of a single archimedean ordered real-closed field, then this result is a consequence of our proof that 2i is an AD-structure. For the fields of constructible and solvable numbers, it appears that a closer scrutinizing of van der Waerden's approach to the effective construction of the Galois groups will give rise to computability. These stronger results, although interesting in their own right, are not needed for the present investigation.
[January we claim that we find recursive relations S' and P' such that the structure formed by Q' together with 5" and P' is isomorphic to Q with relations S and P. One can show by "brute force" that S' and P' can be represented by recursive predicates.
See [3] .
We have used one of many possible ways of establishing the computability of the rational numbers; whence the field of rationals is an AD-structure. This result is also a byproduct of the following : Theorem 2 A. The field of real algebraic numbers is an AD-structure.
Proof. Let K0 denote the first-order theory for the concept of real-closed field. Since this theory can be formulated in such a way that its axioms are recursively enumerable, we can use Kleene's formulation of the Goedel completeness theorem (see [2] ) to conclude that K0 has an arithmetical model, say 0t. Clearly, 0t contains an isomorphic copy of Q. Now the model 0t is defined inside of Jf by an arithmetical predicate, say .fv(x); and hence 3& is represented inside of Jf by a set, say 01', which is defined by : f'={í¡£»f | K(a) holds}. Also the relations S and F are taken onto arithmetical relations 5" and P'. Since the rational numbers are a subset of 8&, it suffices to show that the rational numbers are taken onto an arithmetical subset of Jf under the mapping which gives rise to the predicate K(x). Consider the function defined by :
where 0' and 1 ' are the natural numbers which represent the natural numbers 0 and 1 respectively, and o(x, y) is the arithmetical function defined on Jf by the predicate S'ix, y, z). <p is clearly arithmetical since it is recursive in the arithmetical function ct(x, y). Moreover, it is clear that <p enumerates the set which represents the natural numbers, say Jf', without repetitions. Let B(x, y) be the arithmetical predicate which represents y = <p(x). This predicate enjoys the following properties :
Now, the following predicate defines the natural numbers arithmetically :
Nix) m Kix) A ily)Biy, x).
The integers are defined arithmetically by
Clearly, one can give an arithmetical predicate which defines the rationals, say
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use A discussion of algebraic numbers leads quite naturally to a consideration of polynomials (over ß) which are fortunately amenable to arithmetization via Goedel numbering. This arithmetization will enable us to express in our language the predicate "z is the value of p(y) at x." Our first step, however, is to show that we can express the predicate " w is the Goedel number of a polynomial (over ß)" by an arithmetical predicate, say G(w). Consider p(y) = x0 + x1y+ ■ ■ ■ +xny", where each x¡ e Q. We define the Goedel number of p(y), say w, by: w = 2n3xi>5x'1-■ -px*+2 where each x\ is the natural number which represents x¡ under the aforementioned mapping. We see easily that each polynomial (over Q) has a unique Goedel number and given a natural number, one can effectively decide whether or not it is the Goedel number of a polynomial (over ß) since the image set Q' is effective.
To make the above rather informal discussion precise, we proceed to define the arithmetical predicate, G(w). It can be clearly taken to be:
where R(x) is the arithmetical predicate of (2.9). The quantifiers are easily bounded, so we may assume that G(w) is recursive. Now we are prepared to determine a predicate expressing the evaluation of a polynomial at a number. More precisely, we determine an arithmetical function / such that "/(w, v) = z" expresses "z is the value of substituting y into the polynomial having Goedel number w."
Let a and n be the arithmetical functions which represent S" and P' respectively. Then define an arithmetical function p by (2,0, **-'■ p(n + \,y) = tt(y, P(n, y)), where 1' is the natural number which corresponds to 1 under «p. There are three other arithmetical functions that are needed to define the desired function/. Let A be given by X(w, i) = 0' for CG(w) = 1,
where 0' is the natural number which corresponds to 0 under <p and Ca(w) is the characteristic function of G(w). À is recursive by a result found in [5] . Now we further define functions i/j and s by the equations (2.12) <l>(w,y,i) = n(\(w,i),p(i,y)), and (2.13) s(w, y, 1) = (w\, s(w, y, k + 1) = o(s(w, y, k), ^(w, y, k+\)).
[January These functions are obviously arithmetical. The desired function can now be defined simply by (2.14) fiw, y) = s(w, y, n),
where w is the Goedel number of a polynomial and n = iw)0. Since s is an arithmetical function, we are able to write the desired arithmetical predicate in the following way :
where 5(w, 0, n) is the arithmetical predicate for (w)0 = n and A/(w, y, n, z) is the arithmetical predicate for siw, y, n) = z. We denote the predicate of (2.14) by K(w, y, z). It is clear that the arithmetical predicate
expresses "x is a real algebraic number." Also, the sum and product relations for our isomorphic copy of â?0 are just the restrictions of the sum and product relations of á?' by Aix). Our conclusion is that .^0 is an AD-structure. We choose to use 3%x for this isomorphic image of ^0. Our next theorem concerns the field of constructible numbers. For a precise definition, see [12] . The constructible numbers are simply those algebraic numbers which are generated from the number 1 via finitely many rational operations and extraction of square roots. A characterization which is crucial for our work here is that "a is constructible if and only if the order of the Galois group of the splitting field of the minimal polynomial of a (over Q) is a power of 2". There is need to admonish the incautious reader, for not every algebraic number of degree a power of 2 is constructible. As a prelude to our theorem we outline van der Waerden's approach to an effective construction of the Galois group of an irreducible polynomial (over Q).
Let a g A0 (i.e., the field of algebraic numbers). And let /(z) = Irr(a, Q) (i.e., /(z) is the unique irreducible, monic polynomial of a over Q). If the degree of /(z) is n then there exist n distinct conjugates of a, say a1; a2,..., an. Further, let xlt..., xn be n indeterminates and let n i=l When o e Sn (symmetric group on n symbols) we shall use do to denote n Consider the following polynomial :
Since this product is a symmetric function of the roots of/(z), we can appeal to the theory of symmetric functions to conclude that F(xx,..., x", z) e ß[x1;..., xn, z]. Let Fx,...,Fr be the irreducible factors of F over Q[xx,..., xj. We may assume that the factors have been ordered in such a way that (z -d)\ Fx. Now it is clear that the following set (that we choose to denote by Gf) is a subgroup of Sn:
In fact it is proved in [10] that G, is the Galois group of polynomial/(z) (relative toß).
Let us not fail to observe two things concerning the above:
6 is an algebraic element over the field ß(x1; ...,xn) (2.17) and its irreducible polynomial has coefficients in a subring of this field, namely ß[xj,..., xn].
(2.18) 0(G,) = degree of Fx.
Theorem 2B. The field of constructible numbers is an AD-structure. (3) P.oof. Our task is to express formally in some way that "a is constructible", by expressing that "0(Gf) is a power of 2", i.e., by expressing that "the degree of Fx is a power of 2". This is sufficient since the degree of any normal extension of ß is equal to the order of its Galois group.
It is known that if !F is a computable field then the ring ^\xx,..., x",...] (where xx,..., xn,... is an infinite sequence of indeterminates) is computable. See, for example, [1] . Implicit in this proof of the computability of
is the fact that ^\xx,..., xn,... ] can be represented in JÍ in such a way that the set S'={x'x, x2,..., xñ,.. .}£^" which represents S={xx,..., xn,...} is recursively enumerable in the given order.
For a proof of the fact that A0 is computable, see [5] . So, without further delay, we assume that the ring AQ[xx,..., x",...] is computable; and assume further that the set S' ={x'x,..., x'n,...} is recursively enumerable (in the given order). Let <f> be a recursive function which enumerates S' (in the above order) without repetitions. It is easily verified that A0, ß and Q[xx,..., xn,...] are arithmetical substructures of A0[xx,..., xn,...].
We use arithmetical predicate "A0(a)" and "Rx(a)" to denote "aeA0" and "a ë ß[x1;.... x",...]", respectively. Now in much the same way as before, we assign Goedel numbers to the elements of A0[xx,..., xn,...][z]. So, for some a0,...,am such that if p(z)=a0+axz+ ■ ■ ■ +amzm, (am#0) then for the Goedel number of p(z), we take w, defined by : w = 2m3a° • • -p^+ 2 where each a\ is the natural number which (3) See footnote (2) . [January represents a¡ in Jf. Denote the totality of these numbers by "£$". As before, we can express arithmetically that the arithmetical predicate G(w) asserts "w is the Goedel number of a polynomial in A[xu ..., xn,.. .][z]".
At this point we remind ourselves of the fact that the following predicates are arithmetical :
(2.19) (2.20) Ciw, i, a), which expressed that "a is the ¡th-coefficient of the polynomial having Goedel number w". Diw, n), which expresses that "« is the degree of the polynomial having Goedel number w".
For (2.19) we use:
In addition, we want to be able to express the following arithmetically :
"ß is the value which results when the indeterminate z of the polynomial of Goedel number w is replaced by a";
"the polynomial of Goedel number w is the minimal polynomial for a".
Certainly (2.21) brings to mind the predicate " V(w, a, ß)" of the earlier paragraphs of this section ; however, we must keep in mind that the size (relative to set-containment) of the set of polynomials has been increased. Let us recall that the polynomials /?(z) e A0[xu ..., xn,.. .][z] that we are considering have their coefficients in the computable structure A0[xx,..., xn,... ] and they have been assigned Goedel numbers in the same manner as the polynomials/?(z) e £? [z] . Now to obtain the arithmetical predicate of (2.21) we simply mimic the above approach for determining the arithmetical predicate V(w, a, ß). To avoid confusion, we choose to denote the resulting arithmetical predicate by " Vx(w, a, B)".
A point of clarification is needed in the case of (2.22); since when one talks about the minimal polynomial of an "algebraic element", the ground field should be clearly delineated. Otherwise the word "algebraic element" is ambiguous. Our work in this section requires that we distinguish two cases:
"The polynomial of Goedel number w is the minimal polynomial for a over Q". We choose to denote this arithmetical predicate by "A/(w, a)".
In the case of (2.24), we find that things are not so simple; since in our discussion so far we have used only the computability of A0[x1,..., xn,...] and various of its subsystems. The field ß(xi,..., xn) is not included among these. However, the only elements algebraic over ß(x1;..., x") that we are worried about are those elements 9o(o e Sn) which were referred to in our brief discussion of Galois theory. Recall that the minimum polynomials for these elements have their coefficients in ß[x1;..., xn]. We shall see shortly that there is no need to express "Ô' = 0o (for some o e Sn) is algebraic over ß(xl5... But we should observe further that since q(z) is monic A0(z) contains the largest power of z and no other A, contains the largest power of z, each bt(z) is such that either A¡(z) = 0 or deg (A¡(z)) < deg (p(z)). But each A¡(z) is such that bi(6') = 0, therefore A¡(z) = 0 for each i and p(z)-qiz). The proof of (b) follows very simply by induction on r. Now if <7(z) e ß[x1;..., xn,.. .][z], qiz) is monic, and such that deg(«7(z)) = deg ipiz)) and i7(ö') = 0, then for some s^ 1, we have that q (z) A iwx)ik)[Diwx, k) A Vx(wx, 9', 0')] => (* ^ «)]• Denote this predicate by l>Mx(w, 6')".
Our major task for the moment is to express arithmetically " 6 is of the form 2?=i x¡at where a¡ are the distinct conjugates of a".
Let i/>(a0 + fliz + • • • + amzm) = a0 + axx + ■ ■ ■ +amxm; this is to say zf is replaced by Xj throughout the given polynomial. Let 3>0 be the set: {w e Jf : w is the Goedel number of a polynomial in /í0[z]}-It is clear that 3>a is a recursive set. We use "G0(w)" to express that w e 3>ü.
Let tfß': 3¡ü -> Jf be the function induced by the function <p above. This is to say, corresponding to /?(z) e A0[z] is a natural number w e 20 and corresponding to ¡/i(/?(z)) is a natural number À e Jf; so we have that yV(w) = A.
Observe that i/>' is completely determined by the following pair of equations f (2°3"°) = a'o, f(2fc + 13«°-• .j&v) = »#(2*3«*. • p#), H«¡Ui, #* +1))), where a represents "sum" in A0[x'i,..., x'n,...], 77-represents "product" in 0[xi,...,
x'n,...] and <f> is the recursive function which enumerates 5" = {xi, x2,..., x'n,...} (in the given order) without repetitions. We want a (total) recursive function which behaves like </>' on S>0-Define a binary (total) function t by rik,x) = 2k n />ix)«-lSxSk Previous observations give rise immediately to the fact that t is recursive. Further we define a binary (total) function ifix bŷ (0, x) = (x)l5 i(A:+ 1, x) = aitiik, rik, x)), tt((x), + 1, <p(fc+ 1))).
if>i is clearly recursive in the functions -n, a, t, (x), and 99; and so ifix is recursive. Also, let us observe the action of i/jx on those pairs of the form ((x)0, x) where x e 3¡o-It is indeed clear that <jjx behaves'as desired on such pairs; i.e., </>i((x)0, x) = <f''(x), when x e !30. Therefore, if we denote the arithmetical predicate which the function <px defines by "Li(n, w, A)", then the desired arithmetical predicate can be expressed as follows:
(3n)[Li(n, w, A) a G0(w) A ((w0) = »)].
We choose to denote this arithmetical predicate by "L(w, A)". L(w, A) expresses that " A represents a polynomial in A0[xi,..., xn,... ] which is the image (under i/i0) of the polynomial in A0[z] whose Goedel number is w". Now, let us get back to the task of expressing " 6 represents an element of the form 2"= 1 *i«i" in our language. This is now easy to do. Suppose p(z) is of the form aiz + a2z2+ ■ ■ ■ +anzn where au...,an are the distinct conjugates of a (in any order). Then <ji(p(z)) = axXi + a2x2 + • • ■ + anxn. Consider the following arithmetical predicate :
This expresses "w is the Goedel number of a polynomial of the above form", where the requirement for distinct conjugates is not enforced. One can get the requirement of distinct conjugates by simply using (3ri)[D(w, n) A G0(w) A M(w,a) ]. So we further let T(n, a, w) denote the arithmetical predicate of (2.26) with the initial existential quantifier deleted. Then, let Tx(a, w) be the following arithmetical predicate :
The arithmetical predicate Tx(a, w) expresses "w is the Goedel number of a polynomial of the above form". Now use "R(a, 6)" for "(BuOfF^a, w)aL(w, 8)]". This arithmetical predicate expresses that 6 represents an expression of the desired form. Speaking loosely, we have been able to express that 6 is constructed from the x¡'s and the conjugates of a according to the dictates of Van der Waerden's approach to the construction of Galois groups.
Consider the predicate Gx(a, m) which is given by : This arithmetical predicate expresses, in effect, "the Galois group of the splitting field for the minimal polynomial of a has order m". Now we can express arithmetically that "a is constructible" with the arithmetical predicate A0(a) A (3m)[Gi(a, m) A (3k)(m | 2k)].
Denote this arithmetical predicate by "C0(a)". This establishes our theorem. We shall call an algebraic number a solvable (a "surd") in case its minimal polynomial is solvable by radicals; i.e., a is a solvable number in case the Galois group of its minimal polynomial is a solvable group. It is clear that the set of solvable numbers is a subfield of the field of algebraic numbers since our definition is equivalent to: "a is solvable if and only if it results from the number 1 by a finite number of rational operations and extraction of roots ((-)1'2, (-)1'3,...)".
Theorem 2C. The field of solvable numbers is an AD-structure.^) Proof. From the above discussion on the field of constructible numbers, we borrow the arithmetical predicate of (2.27), i.e., Gx(a, m) . Recall that this predicate expresses "the Galois group of the splitting field for the minimal polynomial of a (*) See footnote (2) . has order m". In addition to the predicate Gx(a,m), we shall determine an arithmetical predicate, say Sx(w, ß), which expresses "ß is an element of the splitting field of the minimal polynomial having Goedel number w". It appears that Sx(w, ß) can best be determined after we have been able to express " 60 is a primitive element for the splitting field of the polynomial having Goedel number w" by an arithmetical predicate, say Px(w, 60). Consider the arithmetical predicate
which expresses "a is of degree «"; denote it by " Dx(a, «)". Now for the arithmetical predicate Px(w, 60), we simply take expresses "j8 is an element of the splitting field of the minimal polynomial of Goedel number w". We remind the reader that this arithmetical predicate is denoted by >>s1(w,ßy\ Before proceeding further with our problem, we find it necessary to take a brief excursion into the theory of finite groups. Recall that a finite group is said to be solvable if and only if it has a composition series whose factor groups are cyclic of prime order. Also, recall the following definition :
Let G be a group of order pms, where p is a prime and (2.30) g.c.d. (pm, s) = 1. A subgroup of G of order sisa /^-complement of G.
Using this definition we can state a characterization theorem for finite solvable groups which is due to P. Hall. See [8] for a proof of A finite group is solvable if and only if it has a /^-complement, for every prime p. This result will allow us to express arithmetically "the Galois group of the splitting field of the polynomial of Goedel number w is solvable". Consider the following: where Pr(p) expresses that "/? is a prime". This arithmetical predicate expresses, in fact, that whenever the degree n of the splitting field of the minimal polynomial of a is of the form pms (where (pm, s) = 1) then the splitting field has an element ß of degree pm. Of course, by purely algebraic considerations, we know that Q(ß) is of degree pm and is a subfield of Qf (i.e., the splitting field for f(x) = lrr(a, ß)). Therefore [Qf: Q(ß)] = s; hence, by the fundamental theorem of Galois Theory, Gf (i.e., the Galois group of the splitting field of f(x)) has a subgroup of order s.
We have, in effect, been able to express that Gf has a /?-complement for every prime p ; thus by the theorem of P. Hall above, we have that G, is solvable and hence/(x) is solvable by radicals. Whence, any zero of/(x) is a solvable number. So, (2.32) is used to express "a is a solvable number". This establishes our theorem.
3. Some existence theorems. We shall, first of all, prove a theorem concerning the field of real algebraic numbers, S%0. Let H denote the Peano axioms relativized by the predicate N(x). Further, let Kx = K0 u H, where K0 is the set of axioms for the concept of real-closed field. Any model of Kx is a real-closed field whose elements which satisfy Nix) constitute a (weak) model of arithmetic. The model {^o;^"} is a model of Kx. Proof. A. Robinson has shown in [6] that Kx is not complete; thus, this assertion is not a consequence of completeness. We should mention again that our technique in this section is essentially the same that A. Robinson used in [6] to establish a similar result for the field of algebraic numbers. Recall from §2 the predicates N'ix) and A(x) of (2.7) and (2.16), respectively. The predicate A(x) defines the "set-part" of the arithmetical structure which is isomorphic to Si0. As a model of Ki, we choose to denote this structure by {Six ; Jfx) where Jfx is the subset of Jr which is defined by the predicate N'(x). The sum and product relations of {Stx ; Jri} are defined by [A(x) a A(y) A A(z)] A S'(x, y, z) and [A(x) A A(y) A A(z)] A P'(x, y, z), respectively.
[January (3b) Replace each occurrence of the relational symbols S(x, y, z), P(x, y, z) and N(x) by the arithmetical predicates S'(x, y, z), P'(x, y, z) and WC*), respectively.
(3c) Relativize the sentence resulting from applications of (a) and (b) by the arithmetical predicate A(x).
Since {0¿o; Jf} and {0lx; Jfx} are isomorphic, we have that: It is clear from these observations, the fact that Jfx%k&x and the construction of X' that A" is true in Jf. Now, Jf* is a strong model of arithmetic, therefore X' holds also in Jf*. Again, by the above observations, the fact that Jf*^0¿* and the construction of X', we have that X holds in {M* ; Jf*}. Since this procedure works for an arbitrary true sentence in {0to; Jf}, it is clear that {01*; Jf*} is a model of Kx. It is not difficult to show that Jf* is imbedded in the real-closed field 01*; indeed, it suffices to show that Jf* is isomorphic to Jf*. Consider the mapping À: Jf -> Jf*, defined by: xA = y if and only if B(x, y) holds in Jf*, where B(x, y) is introduced just preceding (2.4). Since Jf* is a strong model of arithmetic, the sentences of (2.4), (2.5) and (2.6) , which are true sentences in Jf, are true in Jf*. As for the desired properties of the mapping A, it is clear that the well-definedness and ontoness are immediate consequences of (2.4); while its one-to-oneness and the fact that it is a homomorphism follow from (2.5) and (2.6) , respectively. Therefore, A is an isomorphism of Jr* onto Jf*.
Having successfully embedded Jf* in a real-closed field using the theory of arithmetical definability, we can repeat the foregoing process to show that {0lo ; Jf} is elementarily equivalent to {01* ; Jf*}. For any sentence X which holds in {01*; Jf*} can, in the above way, be "translated" into a sentence X' which is true in Jf*. But, since Jf* is a strong model of arithmetic, X' also holds in Jf; and, as before, this implies that X holds in {0tx; Jfx}. But, {0tx; Jfx} is isomorphic to {0¿o; Jf}; whence, X holds in {0to; Jf}. And so X holds in {0to; Jf} if and only if Jf holds in {01*; Jf*}. There is no further need to remind ourselves that 0t*^Jf *; so when we talk further about a model in which Jf* is embedded which is elementarily equivalent to {0¿o ; Jf}, we shall use the notation {01* ; Jf*}.
Once we observe that our proof has depended only on the fact that 0to is an AD-structure, we can state this result for an entire class of relation models. In particular, we have at once that As a kind of corollary to Theorem 3A we shall prove a metamathematical analogue of a classical theorem of algebra. The theorem states simply that "Si0 has no proper algebraic extensions " (5) . If a e 0tQ, then there exists a polynomial (over Q) p(y) and (3.1) rational numbers r and s such that whenever rgX<a, then p(X) < 0 and whenever a < A g s, then p(X) > 0. This is one of many ways of expressing that a is a real algebraic number. With the help of certain predicates discussed so far and (3.1), we shall find a sentence which holds in {Si0 ; Jf) and does not hold in any proper extension of the kind referred to above. It is only the computability of the rational numbers that we shall use for this task. From §2, we assume familiarity with the arithmetical predicates B(x, y) and V(w, x, y).
First of all, we want to find an arithmetical predicate, say B(x, y), which expresses that "the natural number y represents the rational number x" under the mapping which helps to establish the computability of Q. Let R(x, a, b) be the predicate which results by deleting the initial existential quantifiers of the predicate R(x) of (2.9). We choose the following predicate relativised by N(x) for B(x, y) : (5) The statement "^ has no proper algebraic extensions" is often taken as the definition of the concept of real-closed fields providing ^ is formally real. Here, we are using the definition of real-closed field formulated in [6] , since it is expressible in our language, i.e., i% is real-closed in case M is an ordered field in which every polynomial of odd degree (over 3t) has a root in 3t.
[January respectively. The symbol 0' is the natural number which represents 0 and >-and -< are the relations which represent > and < respectively.
The desired predicate is now easily expressed. Consider 0; thus the one-to-oneness of A follows. Our conclusion is that Si* and Si** are isomorphic.
Finally, we want to call the reader's attention to a relationship between Theorem 4A of the present section and Theorem 3D of §3. First of all, the conclusion of our uniqueness theorem still holds if we assume that {01**; Jf*} and {Si*; Jf*} are elementarily equivalent with respect to Si** n Si*. Now if we assume that Jf* = Jf and that 0t* eSi**, then 01** is an elementary extension of Si* and hence by Theorem 3D, we have that Si**=Si*; i.e., in this special case of our uniqueness theorem our conclusion of the existence of an isomorphism between the two structures is strengthened to the conclusion that the structures are identical.
