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a b s t r a c t 
In Operational Research practice there are almost always alternative paths that can be followed in the 
modeling and problem solving process. Path dependence refers to the impact of the path on the outcome 
of the process. The steps of the path include, e.g. forming the problem solving team, the framing and 
structuring of the problem, the choice of model, the order in which the different parts of the model are 
speciﬁed and solved, and the way in which data or preferences are collected. We identify and discuss 
seven possibly interacting origins or drivers of path dependence: systemic origins, learning, procedure, 
behavior, motivation, uncertainty, and external environment. We provide several ideas on how to cope 
with path dependence. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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p  1. Introduction 
Path dependence is a concept which has been widely used
in different areas including economics [1–3] , policy studies [4,5] ,
ecology [6,7] , complex adaptive systems [8,9] , sociology [10–12] ,
political science [13] , and organizational decision making [14] . The
general idea is that ‘history matters’, i.e. the current state of the
world depends on the path taken to reach it. The concept also of-
ten refers to the lock-in phenomenon: the development of strong
anchor points from which it is not easy to move forward. The
most famous example is the QWERTY layout which has become
the worldwide standard for keyboards [1] . 
We have earlier discussed path dependence in decision analy-
sis [15] and in this paper we want to bring path dependence into
focus also in modeling and Operational Research (OR) in general.
We see that the topic is of both theoretical and practical interest
in model supported problem solving and decision making. A path
is the sequence of steps that is taken in the modeling or prob-
lem solving process. The steps can include, for example, the initial
meeting between the problem owners and modelers, formation of
the problem solving team, the framing and structuring of the prob-
lem, the choice of model, the order in which different parts of the
model are speciﬁed and solved, the way in which data or infor-∗ Corresponding author. 
E-mail addresses: raimo.hamalainen@aalto.ﬁ (R.P. Hämäläinen), 
tuomas.j.lahtinen@aalto.ﬁ (T.J. Lahtinen). 
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2214-7160/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article uation about preferences are collected, communication with the
odel, as well as the implementation of the results in policy and
ractice. Earlier research on path dependence in other disciplines
as focused on exposing and describing it. In OR we also want to
nd ways to mitigate the risks related to it. Behavioral and social
ffects are likely to be the most important drivers of path depen-
ence in OR. We see path dependence as an important topic in
he emerging area of Behavioral Operational Research (BOR) [16] .
lthough the focus of this paper is mainly in OR, we believe that
he ideas and the phenomena described in this paper are relevant
n policy analysis, systems analysis, and generally in all model sup-
orted problem solving approaches. 
There are usually alternative ways of using models to sup-
ort problem solving. The possibility that different ‘valid’ modeling
aths lead to different outcomes was acknowledged already early
y Landry et al. [17] but the topic has received little interest later
n the OR literature. Path dependence is implicitly recognized in
he papers on best practices in OR as this literature recognizes the
ossibility of following different practices (see, e.g. [18–21] ). Lit-
le [22] and Walker et al. [23] have suggested that models should
e adaptively adjusted as the process evolves and intermediate re-
ults are obtained. This naturally results in one form of path de-
endence as the model outcomes change in response to changes
n the model. Also the literature on the ethics of modeling dis-
usses how the modeling process matters [24,25] . These papers
learly acknowledge that the process can inﬂuence the results in
odel supported problem solving. Still, research on the drivers and
onsequences of path dependence in different modeling contextsnder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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Table 1 
Summary of origins and drivers of path dependence. 
Origin or driver Relates to Brief explanation 
System Interactions between participants of the problem solving team, 
related organizations, stakeholders, and the system under 
study. 
Social dynamics inﬂuence the modeling process. Technical 
properties related to the problem or the system under study can 
also result in path dependence. 
Learning Learning during the OR process. Increased understanding about the problem and methods used can 
direct the modeling and problem solving process. 
Procedure Structure and properties of the models, algorithms and 
problem solving procedures used. 
Different procedures can lead the OR process to different 
outcomes. Structures and properties of the methods used interact 
with the other drivers of path dependence. 
Behavior Cognitive biases and behavioral phenomena related to 
individuals. 
These phenomena can occur in different steps and their overall 
effect depends on the path followed. 
Motivation Exposed and hidden goals. People can promote their own interest and behave strategically in 
the OR process. 
Uncertainty Uncertainty about structural assumptions and correct 
parameter values. 
Different structural assumptions can lead us to consider different 
models. Results usually depend on the parameter values chosen. 
External environment Context and external environment. The problem environment can change so that the chosen modeling 
process becomes invalid or it can lead to a different outcome. 
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w  emains scattered and very limited. We see that the term path de-
endence is useful as an integrative term referring to the different
henomena that originate from the modeling and problem solving
rocess and inﬂuence its outcome. 
The ideal situation in OR is that we have a model and a solution
rocedure which produces one optimal solution. In OR practice, the
isk of path dependence still exists. Awareness of path dependence
nd its possible consequences is important especially in major pol-
cy problems in areas such as environmental management [26] and
n long term policy analyses involving deep uncertainties [27] . Yet,
hen the main goals of the process are related to learning and
reation of a common view about the problem situation, then path
ependence might not only be a negative phenomenon. Working
hrough the process along different paths with different outcomes
an sometimes be useful. It can show the sensitivity of the solution
nd that a model can give rise to different conclusions. 
This paper studies the origins and drivers of path dependence
n model supported problem solving. We also discuss possible
ays to cope with path dependence in practice. We identify seven
ypes of origins for path dependence: systemic, learning, proce-
ure, behavior, motivation, uncertainty and external origins. These
ossibly interacting drivers and origins relate to humans, techni-
al systems, as well as the problem context. In practice, the listing
r categorization of the drivers and origins is not a goal in itself
ut it is important to try to consider all possible causes of path
ependence. 
. Origins and drivers of path dependence 
In the following, we describe the seven drivers and origins of
ath dependence. These can interact and occur together. A sum-
ary is provided in Table 1 . 
.1. Systemic origins 
Systemic origins of path dependence relate to the social sys-
em formed by the interaction of people involved in the problem
olving process, the organizations related to the process, the stake-
olders, and the system under study. 
Groupthink, studied by Janis [28] , is a social phenomenon
hich can occur in cohesive modeling communities of practice.
embers of a problem solving team can convince each other of the
orrectness of the approach designed by the team without critical
hinking or consideration of alternative approaches. According to
anis [28] groupthink is more likely to occur if the group is insu-
ated, the background of the group members is homogeneous, andlso if there is high stress due to external threats. In the OR con-
ext the team members can all have their background in the same
odeling community dedicated to the use of a particular approach.
xternal threat could be created for example by competing model-
ng teams or result from time constraints to complete the project. 
A related human trait is the need for closure, which has been
tudied in model based group decision making by Franco et al.
29] . A group with high need for closure wants the problem solving
rocess to end up in an unambiguous uncontested outcome. Once
he ﬁrst clear solution candidate has been obtained, the group
embers can start to endorse this solution and refrain from fur-
her deliberation. 
The way in which the modelers initially interact with the par-
icipants in the social setting can greatly inﬂuence the results
n participatory modeling processes [30] . Mehrotra and Gross-
an [31] provide an example where trust earned from the front-
ine workers of the client organization was essential for success-
ul communication and problem identiﬁcation. Social phenomena
hich occur in groups also include the contagion of emotions. This
henomenon can naturally play a role when the people engaged
n the modeling process meet and communicate with each other.
ontagion of positive mood has been found to increase coopera-
ion and decrease conﬂicts in group problem solving [32] . Yet, con-
agion of positive mood does not necessarily improve the model-
ng process as elevated positivity can reduce critical thinking and
ause groupthink [32] . 
In practice it can often be impossible to undo the steps taken
nd restart the modeling process again once one path is initiated.
 lock-in to one approach and one software can emerge when
he problem solving team and the organization become more and
ore involved and have invested time and resources in the pro-
ess. This is a problematic situation if there are new, better, ap-
roaches available but the organization keeps on using the old one.
he sunk cost effect can sometimes explain the lock-in situation
ut it can also be due to the fact that old (modeling) habits die
ard [33] . Another perspective is that users of models can be ‘lazy’
34] . When faced with new requirements for the model, the user
ay prefer the option that takes the least initial effort. This often
eans incremental adjustments to the old approach. 
Sydow et al. [14] discuss organizational reasons that could pre-
ent restarting modeling processes. These include overcommit-
ent due to the social pressures faced by the managers in charge
nd due to structural inertia in large organizations. Restarting can
e impossible also due to practical reasons such as lack of person-
el, budget or time. It is important to consider the risk of lock-in
nd irreversibilities in decision making and policy processes when
orking with large complex issues such as climate policies [4] .
16 R.P. Hämäläinen, T.J. Lahtinen / Operations Research Perspectives 3 (2016) 14–20 
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b  Lock-in situations do not necessarily occur only due to systemic
origins but can result also from, e.g., behavioral and motivational
phenomena. 
In today’s academic world disciplinary silos can become a sig-
niﬁcant source of systemic path dependence. It is often the case
that researchers in different communities do not follow what is
happening outside of their own specialty. 
The possibility of lock-in emphasizes the starting point of the
problem solving process. The mental models and preconceptions
of the people who participate in the process can matter a lot. They
have an inﬂuence on the initial problem framing and choice of
tools and procedures. If the same problem solving process would
be replicated with different participants, they might not follow the
same path. Cultural background is one factor that also can inﬂu-
ence the mental models and the process (see, e.g. [35] ). 
Systemic origins of path dependence can also be technical. The
dynamics of nonlinear systems can create path dependence due to
increasing returns, bifurcation points, and feedback loops. It is also
well known that complex nonlinear systems can be very sensitive
to initial conditions. 
Increasing returns is identiﬁed as the cause of path dependence
in the seminal paper on technological development by Arthur [2] .
The dynamics of a technology can be such that the technology be-
comes increasingly valuable as it becomes more widely adopted
and the number of other technologies based on it grows. Conse-
quently, it may become increasingly costly to change the technol-
ogy that was initially adopted. Development of regional economies
and organizational decision making are other examples where
path dependence can occur due to increasing returns resulting,
e.g., from learning, coordination beneﬁts, or synergies [3,14] . To-
day spreadsheets are widely used and the number of Excel based
OR models including, e.g. optimization and Monte Carlo simula-
tion has grown rapidly [36] . This represents the increasing returns
phenomenon as it has become increasingly easy to develop new
applications on this platform. 
Bifurcation points are typical, for example, in ﬁshery models
[6] where the collapse of a ﬁshery can represent such a point. If
overﬁshing causes the collapse of a ﬁshery, then it can be impos-
sible to restore it in the short run by regular ﬁshery management
policies. Thus, optimizing the policy is dependent on the history.
The modeling of feedback loops is the focus in systems dynamics
(see, e.g. [37] ) where the models typically include behavioral dy-
namics. Sterman and Wittenberg [10] demonstrate that feedback
loops can drive path dependence in the development of science. In
their model, higher conﬁdence in a scientiﬁc paradigm increases
the rate at which the paradigm is used to solve puzzles and vice
versa. The same argument could also apply to problem solving
with models. 
2.2. Learning 
During the modeling process the OR expert as well as the prob-
lem owners and stakeholders learn and their understanding in-
creases about the problem which is being modeled. The interests
of the modeling team can be directed to different aspects and
perspectives as they learn different characteristics of the problem
(see, e.g. [38] ). The fact that learning takes place in the mod-
eling process has been recognized especially in systems dynam-
ics [39,40] and problem structuring [41] as well as in the litera-
ture on participatory decision analysis [42,43] . Studies on manage-
ment simulators and games explicitly aim at supporting manage-
rial learning (see, e.g. [44] ). Learning can affect the outcome of the
OR intervention because the learning process is likely to depend
on the people involved and on the properties and structure of the
problem solving process. Modeling tools used by the problem solving team can naturally
hape the learning process. Lane [38] notes that when systems
ynamics models are considered, then the attention often quickly
urns into the dynamic aspects of the problem. This observation re-
ates to the priming effect discussed in the psychological literature
see, e.g. [45,46] ). When one is ﬁrst exposed to systems dynam-
cs tools, one can become primed to be most sensitive to issues
elated to the dynamic phenomena within the problem. 
In participatory processes, the time of formal engagement with
he problem owners and representatives of the stakeholders is im-
ortant. The participants can have started a heuristic problem solv-
ng process before the OR process and the facilitator are intro-
uced. This can have already ﬁxed the participants’ expectations of
he results. Then it can be diﬃcult to launch an open model based
roblem solving process and unlearn the early expectations. 
.3. Procedure 
Procedural origins of path dependence relate to the properties
nd structures of the algorithms, the models and the procedures
sed in the interactive problem solving process. 
Procedural path dependence can be due to the technical prop-
rties of the mathematical methods used. For example, it is well
nown that the choice of stepsize can inﬂuence which solution is
btained by the algorithm. In numerical optimization we can end
p in a local or the global optimum depending on the iteration
cheme used. The solution that is found can also depend on the
nitial starting point. Technical path dependence has been shown
o exist also in the construction of regression models in statisti-
al analysis where the forward selection and backward elimination
ethods for variable selection can produce different models (see,
.g. [47] ). 
In multi-method processes (see, e.g. [4 8,4 9] ) the order in which
he methods are used can affect the outcome. In problem struc-
uring the choice of the initial perspective can be important. For
xample, in environmental modeling the process can be started,
.g. with a socioeconomic or an environmental perspective and this
an have an effect on which issues will be given the most atten-
ion. These order effects can interplay with behavioral phenomena
uch as scope insensitivity bias and splitting bias which we discuss
n the following section. 
In large modeling problems it can be impractical or diﬃcult to
uild an overall aggregate model. Rather, the problem needs to be
ecomposed into sub-problems which are solved separately. The
ecomposition method and the order in which different subsys-
ems are modeled can affect the solution. Such problems can be
ound in industries with large and complicated systems, e.g. the
ealthcare and airline industries [50,51] , and today in particular in
limate modeling (see, e.g. [52] ). 
Effects related to the order in which problem solving steps
re taken can occur in sequential decision processes and lead to
ath dependence even without any behavioral causes. For exam-
le, when multiple decision makers are involved in strategic deci-
ion making the order of choices often has an impact on the out-
ome. A well-known effect in strategic decision making, or games,
s the so-called ﬁrst mover advantage which has been discussed
n different economic settings and management decisions (see, e.g.
53,54] ). Also the OR problem solving process can create a strategic
ituation with its participants as the players. The order in which
roup members voice their concerns and preferences can inﬂuence
he subsequent behavior of the other group members. 
.4. Behavior 
Path dependence can be caused by cognitive biases and other
ehavioral phenomena related to individuals (see, e.g. [16,26] ).
R.P. Hämäläinen, T.J. Lahtinen / Operations Research Perspectives 3 (2016) 14–20 17 
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she occurrence and effects of these phenomena depend on
he path followed, and thus their overall impact can be path
ependent. 
Multi-criteria decision analysis (MCDA) is an area of OR which
xplicitly relies on the use of subjective data elicited from stake-
olders and experts. This data can relate to preferences, as well
s subjective estimates of probabilities and magnitudes of effects.
hus biases such as loss aversion [55] are likely to be important
rivers of path dependence in MCDA. Lahtinen and Hämäläinen
15] demonstrate how path dependence can emerge from the accu-
ulation of biases along a sequential comparison process in a de-
ision analysis method. In general, there are many different paths
vailable in the MCDA process and the overall effect of biases can
epend on the path. There exists a number of biases related to
roblem framing, preference elicitation, and how information is
resented. A recent review of biases in decision and risk analysis is
rovided by Montibeller and Winterfeldt [56] . Naturally, biases in
reference elicitation can play a role also in optimization problems
here the objective function is often a multiple criteria value or
tility function. 
One phenomenon studied in the decision analysis literature is
he splitting bias [57–59] . It refers to the situation where an at-
ribute receives a higher weight if it is split into more detailed
ower level attributes. This phenomenon can create path depen-
ence in value tree analysis. The number of detailed lower level
ttributes included in each branch of the value tree can depend on
he modeling process. Therefore, different processes could lead to
ifferent weights. 
Insensitivity to scope [60] refers to the phenomenon where the
ubjective value given to a consequence is insensitive to the mag-
itude of this consequence. A similar effect is the range insensitiv-
ty phenomenon studied in the weighting of multiple criteria [61] .
hese phenomena can interplay with the order effects mentioned
n the previous section. For example, the modeling team may give
oo much attention to non-essential issues that were considered
arly in the modeling process. 
Anchoring [62] is a behavioral phenomenon which can inﬂu-
nce the outcome of the OR process in general. Information dis-
layed in the initial steps can direct the OR process to a certain
ath due to anchoring. This type of path dependence has been
ound to exist in interactive multi-criteria optimization [63,64] . An-
horing effects have also been observed in decision support sys-
ems [65] , preference elicitation [66,67] , negotiation [68] , as well
s in valuation, probability estimation, and forecasting (for a re-
iew, see [69] ). 
The idea of constructed preferences is discussed in the psy-
hological literature (see, e.g. [70,71] ). According to this idea, peo-
le do not have stable pre-existing preferences. Instead, prefer-
nces are constructed during the elicitation process. The way in-
ormation is displayed and processed during the elicitation has
n impact on the preferences that are formed. Payne et al.
72] have noted that preference construction is likely to be path
ependent. Also in model based problem solving, different paths
or solving the same problem could lead the decision mak-
rs and stakeholders to construct their preferences in different
ays. 
It is widely known that preference statements given in the an-
lytic hierarchy process (AHP) can be inconsistent (see, e.g. [73] ).
et, we are unaware of studies that would discuss the connection
etween human inconsistencies and path dependence in AHP. For
xample, it would be interesting to ﬁnd out if a certain order of
reference elicitation tasks would systematically favor one alter-
ative. However, due to the normalization procedure used in AHP,
ncluding a new alternative in the analysis can change the prefer-
nce order of pre-existing alternatives (see, e.g. [74] ). This can be
hought of as procedural path dependence. Behavioral reasons and biases can also lead to lock-in type situ-
tions in modeling. The status quo bias [75] refers to the tendency
o prefer the current solution or approach over possible new ones.
he sunk cost effect [76] refers to the phenomenon where peo-
le want to keep on committing resources to a project in which
hey have previously invested. This happens regardless of whether
he earlier investments have been successful or not. For example,
n organization can have initially adopted a certain modeling tool,
uch as a spreadsheet model, to support its operations. Over time
his tool can have grown excessively and become unwieldy and
ontransparent. Still the organization can keep on using the old
odel. The reason can be the sunk costs and effort put in devel-
ping the original model. 
.5. Motivation 
Motivational origins of path dependence are related to situa-
ions where people’s goals affect the problem solving process. This
isk is high when the problem is messy and controversial with al-
ernative modeling approaches being possible. 
An unethical modeler may intentionally try to ﬁnd an approach
hich leads to results that she ﬁnds desirable. It is possible that
 modeler is hired to build a model that supports a position that
s beneﬁcial to the client [25] . Motivated reasoning and conﬁrma-
ion bias [77,78] can lead the modeler to unintentionally construct
 model that support his prior beliefs about the ‘right’ solution to
he problem. When a model concurring with the initial expecta-
ions is found, then the modeler may become satisﬁed and stop
ooking for alternative models. 
Strategic behavior is likely to be found in group processes. The
takeholders in participatory modeling projects can try to inﬂu-
nce the outcome by strategic behavior, for example, by inten-
ionally emphasizing some features of the problem [26] . Hajkowicz
79] ﬁnds evidence of strategic behavior in weighting. Winterfeldt
nd Fasolo [80] observe that stakeholders in participatory decision
nalysis often suggest to include or enrich those dimensions that
re familiar to them. In negotiation, the starting point can have a
trong impact on the process. The participants may strategically se-
ect the initial offer or even misrepresent their preferences to set
he process on a favorable path [81] . Lehtinen [82] studies how
trategic behavior can inﬂuence the degree of path dependence in
oting. 
.6. Uncertainty and changes in the external environment 
Uncertainty can exist in the model assumptions as well as in
he external environment. If the same modeling process is re-
eated, it can lead to different outcomes due to changes in the
xternal environment. 
The basic assumptions of the model are not always clear and
xed. Different estimates of the model parameters naturally can
ead to different results. A high level of uncertainty about the
odel assumptions increases the risk of path dependence. Even in
he face of uncertainty one has to select some initial approach. The
isk exists that later the modeling team or community can become
xed to only looking for reﬁnements in the initial approach and
ail to consider other approaches. 
Large structural uncertainties are faced, for example, in climate
odels (see, e.g. [83] ) which include many important subsystems,
uch as socioeconomic, weather, solar, oceanic, and industrial sys-
ems. In the comprehensive aggregate model there can remain un-
ertainties related to the interaction of the different subsystems.
orison [84] discusses uncertainties in the modeling of real op-
ions. These relate to structural assumptions of the model and
hether parameter values should be obtained with market data or
ubjective estimates. 
18 R.P. Hämäläinen, T.J. Lahtinen / Operations Research Perspectives 3 (2016) 14–20 
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lSensitivity analysis is traditionally performed when there exists
uncertainty about the parameter values. Scenario analysis can be
used to account for future uncertainties in policy modeling (see,
e.g. [85] ). To identify and mitigate the effects of structural uncer-
tainty, one possibility is the use of multi-modeling and averaging
out the errors in different model-based predictions [86] . However,
the question of how to weight the outputs from different models
creates new behavioral challenges in multi-modeling. 
Changes in the external environment can relate, for example, to
the market situation. In many political and economic decisions the
timing of the start of the decision making process can be very cru-
cial. The environment may change while the start is delayed which
again can make some paths unavailable and some outcomes un-
reachable. Sometimes it can be beneﬁcial to postpone early deci-
sions and wait for more accurate information to become available
before choosing the path [87] . Model based maintenance strategies
(see, e.g. [88] ) provide an example where wearing is an external
driver of the process. 
3. Coping with path dependence 
Increased awareness is the natural ﬁrst step to reduce the risk
of path dependence. Acknowledging the possibility of path depen-
dence challenges one to be open to new possibilities and to criti-
cally evaluate and improve one’s practices. The possibility of path
dependence and its origins should be openly discussed with the
problem solving team. Thinking of the perspectives provided here
the problem solving team should be better able to identify path
dependence and to ﬁnd ways to analyze whether there is possibil-
ity and need to avoid it. Furthermore, being open about the possi-
bility of path dependence can increase the problem owners’ trust
towards the modeling process. In problem situations with multi-
ple decision makers and stakeholders holding different preferences
and views about the problem it can be useful to analyze the prob-
lem following different paths based on different perspectives and
learn from the results. 
The use of multiple models is a natural way to detect path de-
pendence and to increase conﬁdence in the solutions obtained. We
can be more conﬁdent about a solution if a similar solution is ob-
tained with another model. Moreover, one should also consider us-
ing more than one parallel problem solving process with different
modeling teams. This might help consider a larger variety of al-
ternative problem formulations and model structures. Linkov and
Burmistrov [89] demonstrate that differences among models built
by alternative teams can be very large. Detecting and discussing
these differences can help to understand the problem better and
to build better models. Use of multiple models should not be con-
fused with multi-method approaches where methods are used in
sequence to cover different aspects of the problem. These are dis-
cussed in the problem structuring literature (see, e.g. [49] ). 
Furthermore, in important policy problems we could have peer
reviews or a parallel modeling team assigned to the role of Devil’s
advocate. This team would be encouraged to ﬁnd and challenge
crucial assumptions in the model created by the primary team
and to perform worst case analyses. The use of a Devil’s advo-
cate within a modeling team has been previously suggested to be
beneﬁcial in problem formulation and also in systems dynamics
model building [90,91] . Janis [28] suggested that assigning the role
of Devil’s advocate to one of the group members can reduce the
risk of groupthink. A policy which is seldom used in practice is
to have a portion of the budget of the modeling process set aside
for the purpose of later having another team critically evaluate
the model. The possibility of running a parallel modeling process
or intentionally including a team working as the Devil’s advocate
should be considered and possibly announced already at the start
of the modeling process. If these ideas are brought up only afteresults have been obtained, there can exist resistance to such pro-
edures. 
Following an adaptive problem solving approach (see, e.g.
22,23] ) is a possible way to cope with changes and uncertainty
n the modeling environment. In this approach the modeling pro-
ess is revised at checkpoints, where intermediate results are ob-
ained, learning has occurred, and possibly new data has become
vailable. In this way one avoids committing to one approach or
olution too early. The possibility to revise the process at certain
heckpoints gives the team members a chance to challenge the ap-
roaches taken and propose new directions. 
One can try to use debiasing methods to reduce the effects of
ognitive biases in preference elicitation and in estimation tasks
nvolving expert judgment. Ideas for debiasing have been sug-
ested in the decision analysis literature. These ideas relate to
roblem framing, design of elicitation questions, better training,
nd calibration of judgments (see, e.g. [56] ). Lahtinen and Hämäläi-
en [15] propose that besides reducing biases in single preference
licitation tasks one can also attempt to design the elicitation pro-
edure so that the effects of biases cancel each other out. So far,
esearch on the effectiveness of debiasing methods remains very
imited. 
The risk of path dependence and lock-in makes it important
o be careful in the framing and in the early steps in the prob-
em solving process. In our view, the existence of path depen-
ence stresses the importance of the advice by the OR pioneers
hurchman, Ackoff and Arnoff [92] to approach OR problem solv-
ng with “an openness of mind about techniques, together with a
road knowledge of their usefulness and an appreciation of the
ver-all problem”. Following the idea of value-focused thinking
y Keeney [93,94] , in OR problem solving it might be beneﬁcial
o start the process by carefully exploring the goals and objec-
ives of the decision makers and stakeholders. Only then should
ne choose the actual model or problem solving procedure to be
sed. Keeney [94] argues that thinking ﬁrst about alternatives, and
ot values, reduces our creativity. For example, we may spend too
uch time on thinking about incremental changes in the status
uo solution. Experimental research suggests that the use of value-
ocused thinking helps to identify relevant objectives and to de-
elop good alternatives [95–98] . Evans [99] discusses the role of
reativity in OR problem solving in general, as well as several ap-
roaches for structuring creative processes. One may also ﬁnd in-
erest in the TRIZ framework developed to aid in creative problem
olving [100] . 
The fact that the modeling process matters calls for attention
o all its elements including the whole design of the process and
he way communication takes place. These issues are reﬂected in
any papers on the practice of OR. For example, the transforma-
ion competence perspective discussed by Ormerod [101] empha-
izes the modeler’s attention to context in OR interventions. Franco
nd Montibeller [21] discuss the modeler as a facilitator and the
ocial processes including the subjectivity of the participants. So-
ial dynamics are emphasized by Slotte and Hämäläinen [30] in
heir paper on decision structuring dialogue. Our general conclu-
ion is that the systems perspective is needed in problem solving.
e should be able to observe, understand and manage the sys-
em created by the modeling process. The concept of Systems In-
elligence by Saarinen and Hämäläinen [102] refers to these abil-
ties. Systems intelligence is deﬁned as “our ability to behave in-
elligently in the context of complex systems involving interaction,
ynamics and feedback”. The eight dimensions of systems intelli-
ence include systems perception, attunement, reﬂection, positive
ngagement, spirited discovery, effective responsiveness, wise ac-
ion, and positive attitude [103] . These are also competences that
e ﬁnd to be valuable in practical interactive model based prob-
em solving [104] . 
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 . Conclusions 
Acknowledging the possibility of path dependence challenges
s to critically evaluate our approaches and improve our modeling
ractices. In the practice of model based problem solving, path de-
endence can originate from systemic causes, learning, procedure,
ehavior, motivation, uncertainty, and external origins. These in-
eracting origins and drivers are related to human behavior and
ocial interaction and also to the technical properties of the proce-
ure used and the problem context. By considering these origins,
he practitioner should be better able to identify path dependence
nd ﬁnd ways to analyze whether it could or should be avoided.
e should take seriously the risk that the modeling team is ﬁxed
o one approach and only looks for reﬁnements in the model
hat was initially chosen. Such lock-in can leave better approaches
nnoticed. 
Increased awareness is the natural ﬁrst step to reduce the risk
f path dependence. The existence of path dependence emphasizes
he importance of early reﬂection in the beginning of the OR pro-
ess. We should be open to multiple approaches. In important pol-
cy problems such as climate policy we should consider the use
f more than one parallel independent problem solving process.
ne modeling team can be assigned to the role of Devil’s advo-
ate. This can help us to detect path dependence and possibly to
mprove our conﬁdence in the results which are obtained. Adap-
ive modeling is another natural way to mitigate the effects of path
ependence. In this approach the modeling process is revised at
heckpoints, where intermediate results are obtained, learning has
ccurred, and possibly new data has become available. 
Path dependence is an important theme in Behavioral Opera-
ional Research where the essential question is to understand the
uman impact on the whole OR process. This naturally leads us to
onsider the path that is followed in the process. We do not claim
hat our analysis is comprehensive. Path dependence can well orig-
nate also due to other causes than those discussed in this pa-
er. Future research should consider especially the human related
rivers of path dependence in more detail in different contexts and
n different modeling processes. 
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