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The notion of strict minimum of order m for real optimization problems is
extended to vector optimization. Its properties and characterization are studied in
Ž .the case of finite-dimensional spaces multiobjective problems . Also the notion of
super-strict efficiency is introduced for multiobjective problems, and it is proved
that, in the scalar case, all of them coincide. Necessary conditions for strict
minimality and for super-strict minimality of order m are provided for multiobjec-
tive problems with an arbitrary feasible set. When the objective function is Frechet´
differentiable, necessary and sufficient conditions are established for the case
m 1, resulting in the situation that the strict efficiency and super-strict efficiency
notions coincide.  2002 Elsevier Science
1. INTRODUCTION
This paper deals with the extension of the strict minimum notion for
scalar optimization problems to vector optimization problems. Let us recall
Ž  . n nsee, e.g., 16, Definition 1.1 that given f :   and S , x  S is0
Ž .said to be a strict local minimizer of order m m 1 integer for the
Ž .scalar optimization problem
SP Min f x : x S 4Ž . Ž .
if there exist  0 and  0 such that
 m  4f x  f x 	  x
 x  x S B x ,   x ,Ž . Ž . Ž .0 0 0 0
1 The author is grateful to Professor Vicente Novo for his helpful discussions and detailed
advice.
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and x is said to be a strict local minimizer if there exists  0 such that0
 4f x  f x  x S B x ,   x .Ž . Ž . Ž .0 0 0
For m 2, such minimizers are called strong minimizers, and for m 1,
they are called strongly unique minimizers.
 Ward 16, p. 552 places the origin of the concept of strict local
 minimizer of order m with Cromme 5 , who used it in a study of the
Žconvergence of iterative numerical procedures. However without entering
. Žinto a historical controversy , the concept had previously been used without
. a specific name by Hestenes, for the values m 1 and m 2, in 8,
 Ž .Theorems 6.3 and 6.4, Chap. 4 there is a 1975 edition by Wiley . Hestenes
used the strict local minimality of orders 1 and 2 to provide sufficient
optimality conditions.
 Auslender 2 obtains necessary and sufficient conditions for a strict
local minimizer of orders 1 and 2, supposing that the objective function f
is locally Lipschitzian and that the feasible set S is closed. This author
studies the strict minimality to provide stability conditions in nonsmooth
optimization problems. For this purpose he uses a particular definition of
directional derivative.
 Studniarski 12 extends Auslender’s results to any extended real-valued
n Ž .function f , any subset S of  not necessarily closed and encompassing
strict minimizers of order greater than 2. For this he uses directional
derivatives that are generalizations of the lower and upper Hadamard
Ž .derivatives see Definition 2.3 .
 Ward 16 provides other necessary and sufficient conditions, starting
from those obtained by Studniarski and using more types of directional
derivatives and tangent cones. Some of the directional derivatives are
simpler than those used by Studniarski because they do not include the
indicator function of the set S. Others are of the type ‘‘sup inf sup inf.’’
These directional derivatives and optimality criteria are simplified for
Ž .special types of functions locally Lipschitzian, epidifferentiable or for
particular sets S.
In all of these papers, the function to minimize is -valued, and we have
no knowledge that the concept of strict minimum of order m for  p-val-
ued functions or with values in a more general space may have been
considered. In this work, such a notion and that of strict minimum for
Žscalar programs are extended to vector optimization problems vector
.programs . Special attention is paid to the finite-dimensional case, and
conditions of optimality based on this notion are provided.
More precisely, after establishing the notations in Section 2, in Section 3
the notions of strict local minimum of order m and strict local minimum
for vector optimization problems are introduced, and their properties and
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Žcharacterization are studied in the case of finite-dimensional spaces mul-
.tiobjective problems . Moreover, the notion of a super-strict minimum for
multiobjective problems is introduced, and it is proved that, in the scalar
case, all the aforementioned notions coincide with the usual ones.
In Section 4, following the aforementioned works of Studniarski and
Ward and using the same directional derivatives employed by them, some
necessary conditions for strict and super-strict minimality of order m of a
multiobjective problem with an arbitrary feasible set are provided. When
the objective function f is Frechet differentiable, some of the previous´
necessary conditions are also sufficient for the case m 1, resulting in
this situation that the notions of strict efficiency and super-strict efficiency
coincide. A characterization of strict efficiency of order 1 for f Hadamard
differentiable is also established.
2. NOTATIONS
Ž .Let X be a normed space. B x ,  denotes the open ball of center0
Ž .x  X and radius  0, E x is the family of all neighborhoods of x ,0 0 0
Ž .d x , S is the distance from the point x to the set S X, and cl S0 0
designates the closure of S.
In this paper the following tangent cones will be used.
DEFINITION 2.1. Let S X and x  cl S.0
Ž .a The tangent cone to S at x is0
T S, x    X : t  0,  x  S, x  xŽ .0 n n n 0
such that t x 
 x   .4Ž .n n 0
Ž .b The cone of attainable directions is
 A S, x    X : 0,  : 0,   X such that  0  x ,Ž . Ž .0 0½
 t 
  0Ž . Ž .
 t  S  t 0,  ,  0  lim  .Ž . Ž .Ž 5	 tt0
Ž . Ž c The interior tangent cone Aubin and Frankowska 1, Definition
.4.1.3 is
IT S, x    X : 0Ž .0
such that x 	 tu S  t 0,  u B  ,  .4Ž .Ž0
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Ž . Ž  .d The sequential interior tangent cone Ursescu 13 is
IT S, x    X : 0  t  0	Ž .s 0 n
such that x 	 t u S n u B  ,  .4Ž .0 n
The previous cones have received different names according to the
authors. Thus, the tangent cone is also called the contingent cone, the
Bouligand tangent cone, and the cone of adherent displacements; the cone
of attainable directions, the adjacent cone, the intermediate cone, and the
Ursescu cone; the interior tangent cone, the DubovitskijMiljutin tangent
cone; and the sequential interior tangent cone, the cone of quasi-interior
directions.
These cones have several characterizations. We are interested in the
Ž  .following see 7, Theorems 1 and 2 :
 4T S, x    X : x  S x ,Ž .0 n 0½
x 
 x n 0  4x  x lim   0 2.1Ž .n 0 5   x 
 x n n 0
d x 	 t , SŽ .0
A S, x    X : lim sup  0 . 2.2Ž . Ž .0 ½ 5	 tt0
Let Y be another normed space, let 	 be an open subset of X, S	,
Ž .x  S, and let D Y be a cone containing 0 . The cone D defines order0
in Y; we do not suppose D is convex, pointed, or closed. Given a function
f : 	 Y, the following general vector optimization problem is considered:
Min f x : x S . 2.3 4Ž . Ž .
DEFINITION 2.2. x is said to be a local Pareto minimum of f over S0
Ž . Ž .or local efficient solution , written x  LMin f , S , if there exists U0
Ž . Ž . Ž . Ž .E x for which there is no x SU such that f x 
 f x  
D D.0 0
If we can choose U X, we will say that x is a Pareto minimum of f over0
Ž .S, written x Min f , S .0
If f is Frechet differentiable at x , its Frechet derivative is denoted´ ´0
Ž .by 
f x .0
The Hadamard derivative of f at x in the direction   X is0
f x 	 tu 
 f xŽ . Ž .0 0
df x ,   lim .Ž .0 	 tŽ . Ž .t , u  0 , 
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Ž .f is said to be Hadamard differentiable at x if df x ,  exists for all0 0
  X.
DEFINITION 2.3. Now, let f :  n, x ,   n, and let m 1 be an0
integer number.
Ž .a The lower Studniarski derivative of order m of f at x in the0
Ž  Ž ..direction  Studniarski 12, Expression 1.3 is
f x 	 tu 
 f xŽ . Ž .0 0md f x ,  lim inf .Ž .S 0 m	 tŽ . Ž .t , u  0 , 
mŽ . Ž .b The upper Studniarski derivative of order m, denoted d f x ,  ,S 0
is defined the same way, changing ‘‘lim inf’’ to ‘‘lim sup.’’ In particular, if
1 Ž .m 1, we obtain the lower and upper Hadamard derivatives: d f x ,  S 0
1Ž . Ž . Ž .df x ,  and d f x ,   df x ,  .0 S 0 0
Ž .c The lower adjacent derivative of order m of f at x in the0
Ž  .direction  Ward 16, p. 554 is
f x 	 tu 
 f xŽ . Ž .0 0md f x ,   lim sup InfŽ .A 0 m
	 tut0
f x 	 tu 
 f xŽ . Ž .0 0 Sup lim sup Inf .m
	 tŽ .uB  , 0 t0
3. THE NOTION OF STRICT EFFICIENCY
DEFINITION 3.1. Let m 1 be an integer number. We say that the
Ž . Žpoint x  S is a strict local Pareto minimum of order m for 2.3 or strict0
.local efficient solution of order m for f over S , denoted x 0
Ž .StrL m, f , S , if there exist a constant  0 and a neighborhood U of x0
such that
 m  4f x 	D  B f x ,  x
 x   x SU x .Ž . Ž .Ž . Ž .0 0 0
3.1Ž .
This can be expressed in the following equivalent forms:
 m  4f x  f x 	 B 0,  x
 x 
D  x SU x 3.2Ž . Ž . Ž .Ž .0 0 0
m  4d f x , f x 
D  d x , x  x SU x . 3.3Ž . Ž . Ž . Ž .Ž .0 0 0
DEFINITION 3.2. We say that the point x  S is a strict Pareto local0
Ž . Ž .minimum for 2.3 or strict local efficient solution of f over S , denoted
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Ž .x  StrL f , S , if there exists a neighborhood U of x such that0 0
 4f x  f x  x SU x , 3.4Ž . Ž . Ž .0 0
or equivalently,
x SU, f x  f x  x x . 3.5Ž . Ž . Ž .0 0
If we can choose U X as the neighborhood of x in Definitions 3.10
and 3.2, we will call x a strict Pareto minimum of order m and strict0
Ž .Pareto minimum, respectively, and they will be denoted Str m, f , S and
Ž .Str f , S .
Notice that Definition 3.1 makes sense for general metric spaces X and
Y and Definition 3.2 makes sense for X, a topological space, and Y, an
ordered space.
Ž . Ž .Notice that in 3.1 and 3.2 we can replace the open balls with closed
Ž .balls, just replacing ‘‘ ’’ by ‘‘ ’’ in 3.3 . In this case, if we take  0,
then Definition 3.1 becomes Definition 3.2.
Definition 3.1 is new to us; on the other hand, Definition 3.2 is an
 extension of a notion we find in Smale 10, p. 220 , studied by Smale
       himself 11 , Wan 15 , Van Geldrop 14 , Gahler 6 , Ben-Tal and Zowe¨
    n p p 3 , Cambini 4 , etc., who consider X , Y , and D  x	
p 4 : x  0, i 1, . . . , p . These authors used this notion to provide sec-i
ond-order optimality conditions.
Definitions 3.1 and 3.2 become the usual notions of strict local mini-
mizer of order m and strict local minimizer, respectively, when Y and
Ž .D , since then 3.1 is	
 m  4f x 	  B f x ,  x
 x   x SU x ,Ž . Ž .Ž . Ž .	 0 0 0
which is equivalent to
 m  4f x  f x 	  x
 x  x SU x ;Ž . Ž .0 0 0
Ž . Ž . Ž .  4and 3.4 is, now, f x 
 f x  ,  x SU x , which is equiva-0 	 0
Ž . Ž .  4lent to f x  f x ,  x SU x . Consequently, these definitions0 0
generalize the corresponding scalar notions.
As first relationships among these concepts and that of a local Pareto
minimum, we have the following, which are clear:
Ž . Ž . Ž .1 StrL m, f , S  StrL f , S , m 1.
Ž . Ž . Ž .2 StrL m, f , S  StrL j, f , S ,  jm.
Ž . Ž . Ž .3 Str m, f , S  StrL m, f , S .
Ž . Ž . Ž .4 Str f , S  StrL f , S .
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We prove next that strict efficiency implies efficiency, thus justifying the
denomination.
Ž .PROPOSITION 3.3. a If x is a strict local Pareto minimum, then x is a0 0
Ž . Ž .local Pareto minimum; that is, StrL f , S  LMin f , S .
Ž .b If x is a strict Pareto minimum, then x is a Pareto minimum; that0 0
Ž . Ž .is, Str f , S Min f , S .
Ž . Ž .Proof. We will prove a since b is proved by considering U X in
the following. Let x be a strict local Pareto minimum. Then there exists0
Ž .U, neighborhood of x , for which 3.4 holds. Let us see that x 0 0
Ž . Ž . Ž .Min f , SU and thus x  LMin f , S . If x Min f , SU , then0 0
there exists x SU such that
f x 
 f x  
D D.Ž . Ž . Ž .0
Ž . Ž . Ž . Ž .In particular, f x  f x , therefore x x , and f x  f x 
D, in0 0 0
Ž .contradiction to 3.4 .
Consequently, taking into account the previous remarks, any strict
Ž . Ž .local notion implies local Pareto minimality.
Proposition 3.4 permits us to determine when a point is not a strict
minimum of order m in the general case, and Proposition 3.5 provides us
with a sufficient condition in the general case and a necessary and
sufficient condition if Y p and D p is the usual cone.	
In the rest of the work, 	 is an open set that contains S.
PROPOSITION 3.4. Let f : 	 X Y, x  S, and m 1. x 0 0
Ž .  4StrL m, f , S if and only if there exist sequences x  S x , d D, suchn 0 n
that x  x andn 0
f x 
 f x 	 dŽ . Ž .n 0 n
lim  0. 3.6Ž .m x 
 xn n 0
Ž .Proof. Part ‘‘if.’’ Since x converges to x and 3.6 holds,  0n 0
Ž .  n  n  such that n n , we have x  S, x 
 x   , and0 0 0 n n 0
 Ž . Ž .   m Ž . Ž Ž . f x 
 f x 	 d   x 
 x , that is, f x 	 d  B f x ,  xn 0 n n 0 n n 0 n
m.
 x .0
Ž .Reasoning ‘‘ad absurdum,’’ suppose x  StrL m, f , S . Then there exist0
Ž . Ž .  4U B x ,  and  0 such that 3.1 holds. Now, for Min  ,  ,0
Ž .there exists n  n  such that for each n n we have x  S0 0 0 n
Ž .B x ,  and0
 m  mf x 	 d  B f x ,  x 
 x  B f x ,  x 
 x ,Ž . Ž . Ž .Ž . Ž .n n 0 n 0 0 n 0
Ž .contradicting 3.1 .
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Part ‘‘only if.’’ By assumption,  0 and  0  x  S 
Ž .  4B x ,   x such that0 0
 mf x 	D  B f x ,  x
 x .Ž . Ž .Ž . Ž .0 0
ŽIn particular, for  1n and  1n, there exist x  S B x , 1n 0
.  4n  x and d D such that0 n
1 m f x  d  B f x , x 
 x ,Ž . Ž .n n 0 n 0ž /n
that is,
f x 	 d 
 f x 1Ž . Ž .n n 0
 ,m x 
 x nn 0
and the claim follows.
PROPOSITION 3.5. Let f : 	 X Y, x  S	, and m 1.0
Ž .  4a If there exist dD and a sequence x  S x , x  x , suchn 0 n 0
that
f x 
 f xŽ . Ž .n 0
lim 
d
D ,m x 
 xn n 0
Ž .then x  StrL m, f , S .0
Ž . p p Ž .b Let Y and D . If x  StrL m, f , S , then there exists	 0
 4a sequence x  S x , x  x , such thatn 0 n 0
f x 
 f xŽ . Ž .n 0 p lim  d 
, 0 .m x 
 xn n 0
If , moreoer, X n, then we can choose the preious sequence so that
x 
 xn 0
lim 
 x 
 xn n 0
Ž . 1for some   T S, x  S , where S is the boundary of the unit ball.0 1
pŽ . Ž .  c Conersely to b , if there exist d 
, 0 and a sequence
 4x  S x , x  x , such thatn 0 n 0
f x 
 f xŽ . Ž .n 0
lim  d ,m x 
 xn n 0
Ž .then x  StrL m, f , S .0
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Ž .Proof. a By assumption, we have that
 mf x 
 f x 	 x 
 x dŽ . Ž .n 0 n 0
lim  0.m x 
 xn n 0
 mBy taking d  x 
 x dD, we can apply Proposition 3.4, and then n 0
conclusion follows.
˜ pŽ .  4b By Proposition 3.4, there exist x  S x and d  suchn 0 n 	
that x  x andn 0
˜f x 
 f x 	 dŽ . Ž .n 0 n
lim  0. 3.7Ž .m x 
 xn n 0
Let
d˜ f x 
 f xŽ . Ž .n n 0pd   , a  , andm mn 	 n   x 
 x x 
 xn 0 n n
b  a 	 d .n n n
Ž .With this notation, the equation 3.7 establishes that lim b  0 n n p
 p. We proceed now, component by component, to build the d required.
Let us consider the first component of each term. Let d1 
1  4lim sup d . Then, there exists a subsequence d : n 1, 2, . . . suchn n k n
1 1 1 Ž 1 . 1that lim d  d . We have d  0 it can be d 	 , since d  0.n k kn n
Now let us consider the second components of the sequence d . Letk n
d 2 lim sup d 2 . Hence, there exists a subsequence, which we denoten k n 2 2 2 Žin the same way, such that lim d  d . We have d  0 it can ben k n
2 . Ž 1 2 . Ž 1 2 .d 	 . So, lim d , d  d , d . Repeating the process, we ob-n k kn n
1 2 p Ž 1 2 p.   ptain d , d , . . . , d , so that, if we call d d , d , . . . , d  0,	 , we
have that lim d  d.n k n
As b  a 	 d , taking the limit,k k kn n n
0 lim b  lim a 	 lim d .k k kn n nn n n
Ž .Hence, d lim a 
d 0, and the first part of b is proved.n k n
For the second part, if X n, it is clear that, taking a new subse-
Ž . 1quence if necessary, there exists   T S, x  S such that0
x 
 xn 0
lim  ,
 x 
 xn n 0
and the rest of the properties are preserved.
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pŽ . Ž .c If 
d , it is proved in a . So let us suppose that some	
1 kŽcomponent of d is 
. Reordering, we can suppose that d d , . . . , d ,
k	1 p i i. Ž d , . . . , d with d 
 for i 1, . . . , k, d  
, 0 if i k, with
k 1.
We have that
f x 
 f xŽ . Ž .i n i 0
lim 
m x 
 xn n 0
for i 1, . . . , k. Thus, since, for n large enough and for i 1, . . . , k,
i Ž Ž . Ž ..d 
 f x 
 f x  0. Letn i n i 0
m m1 k k	1 p p   d  d , . . . , d ,
 x 
 x d , . . . ,
 x 
 x d  .Ž .n n n n 0 n 0 	
Clearly
f x 
 f x 	 dŽ . Ž .n 0 n
lim  0,m x 
 xn n 0
and using Proposition 3.4, we finish.
Ž .Remark 3.6. In part b , in the somewhat more general case f : X Y,
D Y is a convex closed cone, Y is a finite-dimensional space, if x 0
Ž .  4StrL m, f , S then there exist sequences x  S x , x  x , and  n 0 n 0 n
0	 such that
f x 
 f xŽ . Ž .n 0
lim  
d
D.mn  x 
 xn n 0
Ž .For, if d is bounded, then it possesses a subsequence convergent, andn
Ž .the conclusion follows. If d is unbounded, then the recession cone is notn
 4  4 Ž .null: Rec d  0 9, Lemma 3.2.1 . Therefore, taking a subsequence ofn
 4 	  4d if necessary,   0 such that  d  dD 0 . Hence,  b n n n n n n
 a 	  d and lim  a 
d
D.n n n n n n n
The following theorem gives us a characterization of strict efficiency in
the case Y p, and it is very illustrative for a better understanding of
the introduced notions.
 4In the rest of the work, let I be the set of indices I 1, . . . , p ; for a
function f with values in  p its components are denoted by f , with i I.i
THEOREM 3.7. Let f : 	 X p be a function and x  S	. The0
cone D p is considered in  p.	
Ž . Ž . Ž .a x  StrL m, f , S if and only if there exist  0, U E x , and0 0
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  4  4at most p sets V , i I  I, such that V : i I is a coering of SU x ,i i 0
and erifying
 m  4f x  f x 	  x
 x  x S  x , 3.8Ž . Ž . Ž .i i 0 0 i 0
Ž .  4where S  SU V  x .i i 0
Ž . Ž . Ž .b x  StrL f , S if and only if there exists U E x and at most p0 0
  4  4sets V , i I  I, such that V : i I is a coering of SU x , andi i 0
erifying
 4f x  f x  x S  x , 3.9Ž . Ž . Ž .i i 0 i 0
Ž .  4where S  SU V  x .i i 0
Ž . Ž . Ž .Proof. a Let x  StrL m, f , S and let  0, U E x , given by0 0
'Definition 3.1. Take  2 p . For each i I we define
 mV  x	 : f x  f x 	  x
 x . 4Ž . Ž .i i i 0 0
Let us see that
p
 4SU x  V . 3.10Ž .0 i
i1
 4 Ž . Ž .Let x SU x and let us suppose that for all i I, f x  f x 	0 i i 0
 m Ž . Ž . Ž . p x
 x . Hence, f x  f x 	 r e, where e 1, . . . , 1  and0 0 
 m pr   x
 x . Therefore, there exists dD such that 0 	
f x 	 d B f x , r  B f x , r , 3.11Ž . Ž . Ž . Ž .Ž . Ž .1 0  0 
where B is the closed ball in the infinity norm:1
p  B y ,   y : y
 y   4Ž . 1 0 0
p  i i  y : Max y 
 y   . 4½ 50
1ip
Ž . Ž Ž . . Ž Ž . .Consequently, it follows from 3.11 that f x 	D  B f x , r ,0 
Ž .in contradiction to 3.1 .
Ž .  4 p ŽNow, taking into account 3.10 it follows that SU x  S0 i1
. Ž .  4U V . Hence, taking S  SU V  x , we have that SUi i i 0
p Ž . S and 3.8 holds, with  instead of  , by definition of the set V .i1 i i
Conversely, let us take the neighborhood U of x and  0, which exist0
Ž . pby assumption, and let us see that they satisfy 3.1 with D . Let us	
 4 Ž Ž . p .suppose that there exists x SU x such that f x 	 0 	
Ž Ž . . p  Ž . Ž .B f x , r . Then there exists d such that f x 	 d
 f x0  	 0
Ž . Ž . Ž . Ž . r . This implies that f x  f x 	 r e. Hence,  i I, f x  f x 0  i i 0
 m Ž . Ž  .	  x
 x , in contradiction to 3.8 since for some i I , x S .0 i
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Ž . Žb It is proved in a similar way. Actually the previous proof is valid,
.just taking  0, as we observed after Definition 3.2 .
Ž .Remark 3.8. 1 According to what has been seen in the proof,
SU S . i
iI
Ž .Inequality 3.8 is verified  x S , replacing the strict inequality  withi
the not strict  . The important fact in Theorem 3.7 is that there exists a
covering of a neighborhood of x relative to S formed by sets S associ-0 i
ated with an index subset I  of I and that over S , x is a strict locali 0
minimizer of function f .i
Ž . 2 Notice that if f is a lower semicontinuous function, then V : ii
4  4I is an open covering of SU x .0
Ž .3 Observe that in the proof of the direct implication some V cani
 4be empty, where then S  x .i 0
Ž .4 Let us see that, supposing that x is not an isolated point of S,0
we can choose a nonempty index subset I of I  so that x is an0
accumulation point of S for all i I, preserving the rest of the proper-i
ties.
   Ž .  4 4To see this, call I  i I : S  B x , 1n  x n . We havei 0 0
   Ž .that I . If I , then  i I n  such that S  B x , 1ni i 0 i
 4  4 Ž . x . Taking n Max n : I , it is verified that S  B x , 1n 0 0 i i 0 0
Ž . Ž .  4 S  B x , 1n , and hence, S  B x , 1n  x  i I . Therefore,i 0 i i 0 0 0
Ž .  4SU B x , 1n  x , and x would be an isolated point for S,0 0 0 0
contrary to our assumption.
Now, it is clear that  i I, x is an accumulation point of S , and0 i
  Ž .  4 i I  I n  such that S  B x , 1n  x . Choosing n i i 0 i 0 0
  4 Ž .  4  Max n : i I  I , we have that S  B x , 1n  x  i I  I .i i 0 0 0
Ž .Hence, taking U B x , 1n as a new neighborhood x , the new0 0 0
Ž .  4 S  SU V  x verifies that SU S ; that is, the fam-i i 0 i I i
 4  4ily V : i I is a covering of SU x .i 0
The properties obtained in the previous theorem suggest the introduc-
tion of a somewhat more restrictive notion, which will be very useful for
obtaining optimality conditions. For this we are just going to require that
the sets V will be open cones with vertex at x .i 0
Ž . pDEFINITION 3.9. Consider the problem 2.3 with f : 	 X ,
where X is a normed space, and a feasible point x  S	.0
Ž .a Let m 1 be an integer number. We say that the point x  S0
Ž . Žis a super-strict local Pareto minimum of order m for 2.3 or simply a
BIENVENIDO JIMENEZ´276
super-strict local minimum or super-strict local efficient solution of order
. Ž .m of f over S , and it will be denoted x  SStrL m, f , S , if there exist0
Ž . Ž .  0, U E x , and at most p open cones A without 0 , i I  I,0 i
 4  4 Ž .such that V  x 	 A : i I is a covering of SU x and 3.8i 0 i 0
Ž .  4holds, where S  SU V  x .i i 0
Ž . Ž . Ž .b If 3.9 holds instead of 3.8 , we shall say that the point x  S0
Ž . Ž . Žis a super-strict local Pareto minimum s.s.l.P.m. for 2.3 or simply a
super-strict local minimum or super-strict local efficient solution of f over
. Ž . ŽS , and it will be denoted x  SStrL f , S . Now the existence of the0
.constant  can be ignored, since it does not play any role.
Taking into account Theorem 3.7 and the previous definition, we have
Ž .  4the following corollary, whose part c is derived just by taking A  X 01
in Definition 3.9.
COROLLARY 3.10. Let f : 	 X p, x  S	.0
Ž . Ž . Ž .a If x  SStrL m, f , S , then x  StrL m, f , S .0 0
Ž . Ž . Ž .b If x  SStrL f , S , then x  StrL f , S .0 0
Ž . Ž . Ž .c If p 1, then the conerses of a and b are true.
Thus, for -valued functions, the notions of strict minimum and super-
strict minimum coincide. However, the following example shows that the
analogous statement is not true for p 1.
2 2 Ž . Ž 2EXAMPLE 3.11. Let f :   be defined by f x, y  y	 x ,
y	
2 . 2 Ž . Ž .x , S , and x  0, 0 . Let us consider the sets V  x, y : y0 1
24 Ž . 24 2  4
x and V  x, y : y x . It is clear that   x  V  V and2 0 1 2
 4 Ž . 2that for S  V  x , i 1, 2, 3.9 holds with U . Hence, x is ai i 0 0
strict minimum of f ; but x is not a super-strict minimum. In fact, f0 i
Ž .should be positive on an open cone A since S A  A . Now f  0i i i i
precisely on V , and hence we would have A  V . But the largest openi i i
Ž . 4cone included in V is x, y : y 0 , and the largest open cone included1
Ž . 4 2  4in V is x, y : y  0 , and these two cones do not cover   x or any2 0
reduced neighborhood of x .0
4. OPTIMALITY CONDITIONS FOR STRICT MINIMA
In this section we will suppose that the initial space X is  n and the
final space Y is  p.
The next theorem provides necessary conditions for strict or super-strict
efficiency of order m. It is an extension of a part of Corollary 2.3 of Ward
 16 , which is valid for strict local minimizers of order m and scalar
programs, to multiobjective programs.
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ŽTHEOREM 4.1 Necessary conditions for strict and super-strict efficiency
. n p  4of order m . Let f : 	  with components f , i I 1, . . . , p ,i
x  S	 and m 1.0
Ž . Ž .i If x  SStrL m, f , S , then0
Ž . Ž .  4 m Ž .a   IT S, x  0  i I such that d f x ,   0.0 S i 0
Ž . Ž .  4 m Ž .b   IT S, x  0  i I such that d f x ,   0.s 0 A i 0
Ž . Ž .ii If x  StrL m, f , S , then0
mŽ . Ž .  4 Ž .c   T S, x  0  i I such that d f x ,   0.0 S i 0
Ž . Proof. i Let  , U, A , V , and S for i I  I, be as given byi i i
Ž .Definition 3.9 a . One has, according to this, that x is a strict local0
minimizer of order m of the real function f over the set S :i i
 mf x  f x 	  x
 x  x S . 4.1Ž . Ž . Ž .i i 0 0 i
Ž Ž . Ž ..Hence, we can apply Corollary 2.3 parts a and c of Ward to the pair f ,i
S , and we will have concluded if we prove the equalitiesi
IT S, x  IT S , x , 4.2Ž . Ž . Ž .0 i 0
iI
IT S, x  IT S , x . 4.3Ž . Ž . Ž .s 0 s i 0
iI
Ž .Let us see the equality 4.2 .
Ž . Ž c .c Ž For every set S, IT S, x  T S , x Aubin and Frankowska 1,0 0
.Lemma 4.1.4 . Hence,
ccc cIT S, x  IT SU, x  T SU , x  T S , x .Ž . Ž . Ž .Ž . 0 0 0 i 0ž /
iI
Ž c . Ž c . Ž c .c  As T  S , x  T S , x , it results that  T S , x i I i 0 i I i 0 i I i 0
Ž c .c Ž . Ž . T  S , x , that is,  IT S , x  IT S, x .i I i 0 i I i 0 0
Ž . Ž .For the opposite inclusion, take   IT S, x  IT SU, x . Then,0 0
there exists  0 such that
 4 x ,  ,   SU  0  x 	 A ,Ž . Ž . Ž .0 0 i
iI
where
 x ,  ,   x n : t 0,  , u B  , Ž . Ž . Ž .0
such that x x 	 tu .40
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In particular, x 	    x 	 A for some i I . Therefore,   A , and0 0 i i
Ž . Žas A is an open cone, it follows that  x ,    x 	 A a smaller  isi 0 0 i
. Ž . Ž .selected if necessary . Consequently,  x ,  ,   SU x 	 A 0 0 i
Ž .S , from which it follows that   IT S , x .i i 0
Ž .Let us see now the equality 4.3 . It is proved in a similar way, taking
into account the following:
Ž . Ž .1 For the inclusion  it is enough to observe that IT S, x s 0
Ž c .cA S , x and that0
A Sc , x  A Sc , x .Ž . i 0 i 0ž /
 iI iI
Ž . Ž .2 The inclusion  can be seen as follows. Let   IT S, x s 0
Ž . 	IT SU, x . From the definition of the cone IT , there exist t  0s 0 s n
Ž . Ž .  4 Ž .and  0 such that x 	 t B  ,   SU  x  x 	 A0 n 0 i I 0 i
n. Hence, for some i I , t   A , and as A is a cone,   A .1 i i i
Ž  Ž .Since A is open, there exists   0,  such that B  ,   A , andi 0 0 i
Ž . Ž . Žtherefore,  x ,  ,   x 	 A . Consequently, x 	 t B  ,   S0 0 0 i 0 n 0
. Ž . Ž .U  x 	 A  S n, which implies that   IT S , x .0 i i s i 0
Ž . Ž .ii It is proved in a way analogous to the proof of i . Theorem 3.7 is
applied instead of Definition 3.9, and as before there exist  , U, V , S ,i i
Ž .verifying 4.1 . We remark that now the sets A  V 
 x do not havei i 0
Ž .   Žspecial properties. Corollary 2.3 b of Ward 16 or Theorem 2.2 of
 .Studniarski 12 can be applied to f on S , and the conclusion follows,i i
taking into account
T S, x  T S , xŽ . Ž .0 i 0
iI
Ž  .Aubin and Frankowska 1, Table 4.1 .
Remark 4.2. It seems that by analogy between Corollary 2.3 of Ward
Ž . Ž .and Theorem 4.1 we would have A S, x  A S , x . However,0 i I i 0
one has only the inclusion  , the other inclusion being false, even with
Ž .the special structure that the sets S have. This is proved in Example 4.3 bi
Ž Ž ..to be exact, Eq. 4.5 .
Ž .EXAMPLE 4.3. a In  we define the sets
1 1
   4C x :  x  for some n 0, 1, 2, . . .  0 ,2 n	2 2 n	1½ 52 2
1 1
    4C  x :  x  for some n 0, 1, 2, . . .  0 .2 n	1 2 n½ 52 2
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They have the following properties:

1 C C , 2C C , C C 
1, 1 , andŽ . Ž .
  4C C  0 .
Ž .  4Let us show that A C, 0  0 . For this it is sufficient to prove that
Ž . Ž Ž . Ž ..1 A C, 0 and so 
1 A 
C, 0  A C, 0 ; this is equivalent to
Ž Ž . . Ž .	lim sup d t, C t  0 by Eq. 2.2 . But this is simple. If t is thet 0 n
12 n	1 2 n  Ž .middle point of the interval 12 , 12 , then d t , C t  , and,n n 3
1Ž Ž . . Ž .	therefore, lim sup d t, C t  in fact, one has equality .t 0 3
Ž  .  4 Ž  . Ž . Ž .One also has that A C , 0  0 , since A C , 0  A 2C, 0  A C, 0 ,
because the cone of attainable directions is invariant by homotethies.
Ž . 2b In  , we define the sets
S  x , y : y x 2 , x C , S  x , y : y
x 2 , x C , 4  4Ž . Ž .1 2
and S S  S ,1 2
 Ž . Ž .where C and C are the sets of part a . Let the point x  0, 0 . We have0
that
A S, x  x , y : xy 0 . 4.4 4Ž . Ž . Ž .0
 4 Ž . Ž .In fact, it is clear that 0 	 A S, x . Let us suppose that    , 0 1 2
Ž .   A S, x with   0 and   0. Then there exist  0 and  : 0, 0 1 2
2 Ž . Ž . Ž Ž . Ž ..   Ž . such that  0  x ,  t   t ,  t  S,  t 0,  , and  00 1 2
Ž Ž .  Ž .. Ž . Ž . Ž .  0 ,  0   ,  . Then  t  S , so that  t  C, and, conse-1 2 1 2 1 1
Ž .  4quently,   A C, 0  0 , giving a contradiction. Furthermore, we arrive1
Ž .at a contradiction if   0 and   0. Now consider   1, 0 . Let the1 2
 .  . 2functions  : 0, 1  and  : 0, 1  be given by
t 2 if t C
 t Ž . 2½  4
t if t C  0
Ž . Ž Ž .. Ž .  Ž .  2and  t  t,  t . It is clear that  0  0, since  t  t ; therefore,
Ž . Ž . Ž . Ž . 0  1, 0  A S, x because  t  S. As S is symmetric with respect0
Ž . Ž . Ž .to the axis OY, it follows that 
1, 0  A S, x ; and 4.4 is proved.0
Ž .The previous reasoning used with   0 and   0 proves that1 2
Ž . Ž . Ž .   ,   A S , x if   0 and   0. Consequently, A S , x 1 2 1 0 1 2 1 0
Ž . 4 Ž . Ž . 40, y : y 0 , and, similarly, A S , x  0, y : y 0 , so that2 0
A S  S , x  A S , x  A S , x . 4.5Ž . Ž . Ž . Ž .1 2 0 1 0 2 0
Furthermore, these sets are of the form given in Definition 3.9, since,
Ž . 4 Ž .considering the cones V  A  x, y : y 0 and V  A  x, y : y1 1 2 2
4 Ž .  4 0 , one has that S  S V  x , i 1, 2.i i 0
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In Theorem 4.4, which follows, a necessary and sufficient condition for
strict efficiency of order 1 for Hadamard differentiable functions is estab-
lished, and in Theorem 4.8 further on, a characterization of super-strict
efficiency of order 1 for differentiable functions is provided. First some
notation and two lemmas are needed.
THEOREM 4.4. Let f : 	 n p and x  S	. If f is Hadamard0
differentiable at x , then0
 4x  StrL 1, f , S    T S, x  0Ž . Ž .0 0
 i I such that df x ,   0.Ž .i 0
1  Ž . Ž . Ž .Proof.  It follows from Theorem 4.1 ii , since d f x ,   df x ,  .S 0 0
  Ž .Let us suppose that x  StrL 1, f , S . Then, by Proposition0
 43.5, there exists a sequence x  S x , x  x , such thatn 0 n 0
f x 
 f xŽ . Ž .n 0 p lim  w 
, 0 and
tn n
lim    T S, x ,Ž .n 0
n
  Ž .where t  x 
 x and   x 
 x t . Now, we have thatn n 0 n n 0 n
f x 
 f x f x 	 t  
 f xŽ . Ž . Ž . Ž .n 0 0 n n 0
lim  lim  df x ,   w 0,Ž .0t tn nn n
in contradiction to the hypothesis.
DEFINITION 4.5. Given a vector a n we denote
n ² : 4C a    : a,   0 ,Ž .
n ² : 4C a    : a,   0 .Ž .0
n  4If H is the orthogonal subspace to a, we know that   lin a H,
 4where lin a a :  .
n  LEMMA 4.6. Let a be a ector of norm one, a  1. For each
k let
1
n ² :  A  x : x a	 y with a, y  0 and  y ,k ½ 5k
1
n ² :  B  x : x a	 y with a, y  0 and  y .k ½ 5k
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One has that A and B are conex cones, A is open, B is closed,k k k k
 4cl A  B , B  A  0 , A  A , B  B , andk k k k	1 k k	1 k k	1
 
c  4C a  A  B  0 .Ž .  k k
k1 k1
Proof. For each k we define the function g :  n
1 given byk
1Ž .  g y  y . g is positively homogeneous and subadditive, and hencek kk
Ž . n
1 Ž .4convex. Therefore, E  Epi g  y, r   	 : r g y is ak k k
n Ž . n
1 Ž .4convex closed cone of  and D  y, r  	 : r g y is ak k
 4convex open cone, cl D  E , E D  0 , D D , E  E ,k k k k	1 k k	1 k k	1
and
 
n
1  4y , r  	 : r 0  D  E  0 . 4Ž .  k k
k1 k1
Ž .c ŽObserve that the left side of this equation is C e , where e  0, . . . ,n n
. n0, 1  .
n n Ž .Now let the linear isomorphism  :   be defined by  e  an
Ž .and  e  h , i 1, 2, . . . , n
 1, where h , h , . . . , h is an orthonor-i i 1 2 n
1
Ž .mal basis of the orthogonal subspace to a. It is clear that  D  A ,k k
Ž . Ž Ž .. Ž . E  B , and  C e  C a , and all properties claimed in thek k n
lemma are verified.
LEMMA 4.7. Let a , i 1, . . . , p, be ectors of norm 1 in  n, and let Ai i, k
and B be defined as in the preious lemma for each a and k, that is,i, k i
1
n ² :  A  x : x a 	 y with a , y  0,  y , 4.6Ž .i , k i i½ 5k
1
n ² :  B  x : x a 	 y with a , y  0,  y . 4.7Ž .i , k i i½ 5k
Ž .  4 p Ž .cIf T S, x  0  C a , then k such that0 i1 i
p p
 4T S, x  0  A  B .Ž .  0 i , k i , k
i1 i1
Ž .  4Proof. If T S, x  0 , the lemma is obvious. So let us suppose that0
Ž .  4T S, x  0 .0
1  n   4 nLet S    :   1 be the unit sphere in  . We have by
Lemma 4.6,
p 
1T S, x  S  A .Ž . 0 i , k
i1 k1
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Ž . 1As T S, x  S is a nonempty compact set and the sets A are open,0 i, k
Ž .we can select a finite subcovering. For each i 1, . . . , p, let I i be the
Ž .finite set of indices k such that A is in the subcovering; that is,i, k
p
1T S, x  S  A .Ž .  0 i , k
i1 Ž .kI i
 Ž .4Let k Max k : k I i . One has that  A  A , by Lem-i k IŽ i. i, k i, k i
ma 4.6.
 4Taking kMax k : i 1, . . . , p , it follows that A  A ,  i Ii i, k i, ki
 4 Ž . 1 p Ž . 1, . . . , p . Hence, T S, x  S  A . Finally, since T S, x is0 i1 i, k 0
Ž . 1 Ž Ž .  Ž .a cone generated by T S, x  S that is, T S, x   :   T S, x0 0 0
1 4. S ,  0 and the sets A are cones, it follows thati, k
p p
 4T S, x  0  A  B .Ž .  0 i , k i , k
i1 i1
Ž . ² :Notice that in 4.6 ,  a , x .i
Ž .THEOREM 4.8 Characterization of the super-strict efficiency of order 1 .
Assume that f : 	 n n is Frechet differentiable at x  S	. Then´ 0
the following propositions are equialent:
Ž . Ž .a x  SStrL 1, f , S .0
Ž . Ž .b x  StrL 1, f , S .0
Ž . Ž . ² Ž . :c There exists  0   T S, x  i I such that 
f x ,  0 i 0
   .
Ž . Ž .  4 ² Ž . :d   T S, x  0  i I such that 
f x ,   0.0 i 0
Ž . Ž . Ž .Proof. a  b . It follows from Corollary 3.10 a .
Ž . Ž . b  c . Let  0, U, I , given by Theorem 3.7. Take  
Ž .  4 Ž .T S, x  0 if   0 is clear . As0
T S, x  T SU, x  T S , x ,Ž . Ž . Ž .0 0 i 0
iI
 Ž . Ž . i I such that   T S , x . Taking into account Eq. 2.1 , there existsi 0
 4a sequence x  S  0 such that x  x andn i n 0
x 
 x n 0
lim  .
   x 
 x n n 0
Ž .Applying inequality 3.8 to x x , it follows thatn
f x 
 f xŽ . Ž .i n i 0   .
 x 
 xn 0
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Taking the limit,
f x 
 f x Ž . Ž .i n i 0
lim  
f x ,   .Ž .i 0¦ ;   x 
 x n n 0
Ž . Ž .c  d . It is clear.
Ž . Ž .   Ž . 4 d  a . Let I  i I :
f x  0 , and for each i I consideri 0
Ž .  Ž .a  
f x  
f x . By hypothesis,i i 0 i 0
c² : 4T S, x  0   : a ,   0  C a . 4Ž . Ž . 0 i i
 iI iI
Applying Lemma 4.7, there exists k such that
 4  4T S, x  0  A  B  A  0 , 4.8Ž . Ž .  0 i , k i , k i , k	1
  iI iI iI
Ž . Ž .with the sets A open and convex cones, given by 4.6 .i, k
n Ž .Let B   A it is a closed cone , D  x 	 B , and V 0 i I i, k 0 0 0 i
x 	 A , for i I . We have SD   V , because B and A ,0 i, k 0 i I i 0 i, k
i I , cover  n. One has
 4T SD , x  T S, x  T D , x  T S, x  B  0 ,Ž . Ž . Ž . Ž .0 0 0 0 0 0 0
Ž . c Ž .because T S, x  B by 4.8 and by definition of B . Hence, x is an0 0 0 0
isolated point of SD , and we can select a neighborhood U of x such0 0 0
 4 that SD U  x . Therefore, SU  V .0 0 0 0 i I i
For i I ,
T S V , x  T S, x  T V , xŽ . Ž . Ž .i 0 0 i 0
 4 T S, x  cl A  T S, x  A  0Ž . Ž . Ž .0 i , k 0 i , k	1
Ž . Ž .  4the last inclusion by Lemma 4.6 . Hence,   T S V , x  0 ,i 0
² Ž . :  
f x ,   0. By Theorem 6.3 of Hestenes 8, Chap. 4 , there existi 0
  0 and U neighborhood of x such thati i 0
 f x  f x 	  x
 x  x S V U .Ž . Ž .i i i 0 i i
 4 Let Min  : i I , UU  U , and A  A . With thesei 0 i I i i i, k
Ž . Ž Ž ..elements Definition 3.9 a applies. That is, for S  SU x 	 Ai 0 i
 4 Ž . x , we have SU S , and 3.2 holds.0 i I i
Consequently, for smooth functions, the notions of strict efficiency and
super-strict efficiency of order 1 coincide.
This theorem extends to multiobjective problems the sufficient optimal-
Ž .ity condition given by Hestenes 8, Theorem 6.3, Chap. 4 for differen-
tiable scalar problems.
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