














































































































































































A、 ???…????…?? …?＝0 （15－　7）
と書き直すことができる。それゆえ、一般に先験的制約条件がK個存在するとき、それちは、
　　AL1φ＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15－8）
と書くことができるようになる。9）ここで、φは、（M＋A）×K型の行列であって、φの各列の要素
は、1つだけ0で、他はすべて0となっており、しかも各列は互いに独立である。
　次に正規化条件が追加されたときのことを考えると、一般性を失うことなく、A，の第1要素を正
規化するとしてよい。従って、それを含めた先験的制約条件は、
　　A，aU＝λ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15－　9）
と書くことができる。1°）ただし、
”r　＝kliφ＿＿型　　（15－1°）
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　　λニ　（10…0）
である。
（15－11）
　6節　識別の定義
　以上の議論によって、識別問題に関する厳密な定義を行うことができる。
　構造方程式（11－2）のうちの特定の1本の方程式が識別されるか否かは、その方程式が属する
体系に含まれている他の方程式の1次結合によって、当該方程式と全く同じ変数を含んだ方程式を
作り出すことができるか否かに依存する。
　もし当該方程式と全く同じ変数を含んだ方程式を作り出すことができるとき、その方程式は識別
されないと言い、作り出すことができないとき、その方程式は識別されるという。11）
　このことは、数学的には、3節で述べた構造変換行列Fを用いて、次のように言い換えることが
できる。12）ただし以下では一般性を失うことなく、構造方程式のうちの特定の1本の方程式とは、構
造方程式（11－2）の第1式をさすと考える。
　まず、先験的制約条件が（15－8）として与えられているときのことを考える。
　構造方程式（11－　2）の第1式が識別されるのは、3節で用いた構造変換行列Fによって変換され
た構造方程式（13－1）の第1式が、もとの方程式の実数倍となっているときである。
　したがって、M次の単位ベクトルel（最初の要素だけが1で、残りは0であるような行ベクトル）
を用いれば、任意のFの第1行がelの実数倍であるとき、構造方程式（11－・2）の第1式が識別され
ることになる。
　次に先験的制約条件が（15－　9）として与えられているときのことを考える。
　構造方程式（11－2）の第1式が識別されるのは、Fによって変換された構造方程式（13－1）の
第1式が、もとの方程式と一致しているときである。
　したがって、任意のFの第1行がelであるとき、構造方程式（11－2）の第1式が識別されること
になる。
　他方、上記の条件が満たされないとき、構造方程式（11－2）の第1式は識別されない、ないし
は、識別不足であるという。
　さらに「識別される」場合には、「正確に識別される」場合と、「過度に識別される」場合とがある。
　構造方程式（11－2）の第1式が識別されるとき、先験的制約条件の一部をとり除くと識別され
なくなってしまうならば、その方程式は「正確に識別される」という。13）
　一方、2つの異なる組（一部の重複があってもよい）の先験的制約条件が存在し、その各々によ
って、構造方程式の第1式が正確に識別され、しかも、その2つの組の先験的制約条件が独立の条
件から成っているとき、その方程式は、「過度に識別される」または「識別過剰である」という。14）
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　7節　階数条件と次数条件
　ここでは、方程式が識別されるための条件を求めておくことにする。
　一般性を失うことなく、M本ある構造方程式（11－2）の第1式が識別されるための条件を求める。
　さて先験的制約条件が（15－8）の形で与えられた場合から考える。
　識別の定義より、構造方程式（11－　2）の第1式が識別されるとき、Fの第1行（以下、　F，と記す）
はelの実数倍であった。
　ところでFによって変換された構造方程式（13－1）の第1式が先験的制約条件として、もとの構
造方程式に関するものを満たしていると仮定していたから、（15－　8）を考慮して
　　（F，A）　φ＝F，　（Aφ）＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17－1）
が成立する。
　ところが、（17－1）を満たすF，の中にe、自身も含まれているわけだから、、4φの行核（the　raw　kernel）15）
の次元は1である。そして、Aφの行数がMであることを考慮すれば、且φの階数は（M－1）と
なる。16）ゆえに構造方程式の第1式が識別されるための必要十分条件は、
　　rank　（∠Lφ）＝M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17－2）
と言い換えられる。17）これが実は、階数条件と呼ばれるものである。
　さらに、行列の階数というものは、左側から他の行列を掛けることによって、それ以下になるこ
とはあっても、増えることはない。この性質より（17－2）の必要条件として
　　rank　（φ）≧M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17－3）
が得られる。ユ8）これは、次数条件と呼ばれている。
　それでは次に、先験的制約条件（15－8）に正規化の条件が追加された場合について考える。そ
の場合、先験的制約条件は（15－　9）で示されていた。そこで、先程と同様にFによる構造変換を
考えれば、
　　F！A，U＝λ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17－4）
が、F，＝elなる一意解をもつときにのみ、構造方程式の第1式は識別される。19）換言すれば
　　rank（、4Ψ）＝M　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17－5）
のとき、第1式は識別される。そして、（17－　5）が、この場合の階数条件である。
　従って、この場合の次数条件は、
　　rank（Ψ）≧〃　　　　　　　　　　　　　　　　　　　　　　　　　　1　　　（17－6）20）
となる。
　ところで、Aの第1列の要素を、　A，，、　A，，、…、　A〃，と書くことにすれば、（15－10）より
腫〔裁州　　　（17－　7）
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となるが、ここではAl1について正規化すると仮定しているから、　A，、は0ではない。さらにAφの第
1行は、（15－8）より、すべて0となっている。それゆえ、、4Ψの第1列は、他の列と独立である。
　したがって、Aφの階数とみΨの階数との問には、
　　rank（、4Ψ）＝rank（Aφ〉十1　　　　　　　　　　　　　　　　　　　　　　　　（17－8）
という関係が成立している。21）
　このことから、今求めた2つの階数条件（17－2）と（17－　5）は、同時に成立することがわか
る。
第2章推定との関連
本章では、2つの推定方法をとりあげて、構造方程式の第1式が識別されるか否かが、構造パラ
メータの推定に重大な影響を与えることを示すことにする。
　1節　間接最小二乗法
　この推定方法は、誘導型の係数の最小二乗推定値を求めたあとで、（15－　5）と先験的制約条件を
連立させて、構造方程式の係数の推定値を得るというものである。
　なお、この節では、先験的制約条件として（15－　8）を考える。
　i）構造方程式の第1式が訟別される場合
　結論から言えば、誘導型の係数行列nの要素が最小二乗推定値として定められたとき、（15－8）
と（15－5）を連立させた方程式
　　A，ノ＝0　　　　　　　　　　　　　　　　　　　　　　　　　　（21－・1）
は、A，について解くことができる。ただし
　　ノ＝　‘［φ　i　W］　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21三2）
である。
　このことは、以下のようにして示される。22）
　今、階数条件（17－　2）が満たされているので、
　　rank　（1）　＃M十z1－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－3）
と仮定しよう。すると（21－1）より行列ノは特異であるから、
　　rank　（f）　≒ル1十ノf　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－4）
となり、（21－3）をあわせて考えれば、
　　rank　（ノ）くM十A－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－5）
が成立し、これは、1の行核の次元が2以上であることを意味する。それゆえ、ノの行核の中には、
少なくとも2つの独立した行ベクトルが存在する。そこで、その行ベクトルをb、pと書くことに
する。
　ノの定義（21－2）を考慮すれば、ノの行核は、Wの行核でもある。
　　　　　　　　　　　　　　　　　　　　－351一
　ところで、Wの行核は、　Aの行から作られる。というのは、
　　b：＝bA、　p＝pA　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－6）
　　（ただし、bとpは、〃次の行ベクトル）　　　、
とおけば、
　　bva＝bAW
　　　　＝b×0　　°．’@（15－4）
　　　　＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　 （21－7）
が成立するからである。
　さらに、bとpは、φの行核でもあるので
　　ゐφ＝（bA）φ＝b（Aφ）　　　　　　　　　　　　　　　　　　　　　　　（21－8）
を考慮すれば、
　　b（ノ4φ）＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　 （21－9）
が成立する。これは、bがAφの行核であることを意味する。そして、同様にpも、4φの行核であるこ
とが示される。
　そこで、bとpが独立である（そうでなければ、　bとpは独立とはなれない）ことより、孟φの行核
の次元は、2以上であることになる。Aφの行数はMであるから、これは
　　rank　（ノ1φ）＜M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－10）
を意味し、構造方程式の第1式が識別されるという仮定（17－2）に反する。
　したがって、
　　rank　（1）＝M十A－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－11）
が成立する。
　ところが、（21－　1）よりA，はノの行核であり、ノの行数が（M＋A）であることを考慮すると、A、
の次元は1となる。
　ゆえにA、を未知数とする方程式（21－1）は解をもつことが示された。
　ii）構造方程式の第1式が過度に職別される場合
　結論から言えば、識別過剰の場合、誘導型の係数行列llにいくつかの制限が課されているにもか
かわらず、誘導型の係数の最小二乗推定値を求める際に、その制限条件をまったく利用しないので、
その推定値は、構造方程式に課されたすべての先験的制約条件を同時に満たすことができなくなる。
　つまり、（21－1）の解は、推定値としては有効たり得ず、間接最小二乗法による推定は不可能と
なる。
　このことは、次の定理の形で述べることができる。22）
　定理1、先験的制約条件（15－8）は、誘導型の係数行列nに対して［rank（φ）－rank（Aφ）］
個の線型の制限を課す。そして、その線型の制限は、
　　p＝φLnφ2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－12）
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　　　　M×K型
という行列の列ベクトルの中の1次従属性によって示される。ただし、
φ＝ kφ1φ2〕脚）。K型　　　　　　（21『13）
であり、φ1の行数はμ、φ2の行数はAである。
　上の定理をまず証明しておく。24》
証明）φの各列は、各先験的制約条件に対応しているから、それらは独享である。そこで
　　rank　（φ）＝K　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－14）
が成立する。
　次に、君φに左側からB－1を掛けて変形すると、
B－’（・4φ）＝X臨］〔　＄1〕）
　　　　　　　＝B－1（βφ1十rφ2）
　　　　　　　＝φ1－Hφ2　∵　（12－3）
　　　　　　　＝P　　㌔’　（21－12）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－15）
であることがわかる。ところで仮定（11－　7　〉より、Bは正則行列であり、正則行列をかけても階数
は変わらないから、
　　rank　（P）＝rank　［B－i　（Aφ）］　∵　　（21－15）
　　　　　　　＝　rank　（〆1φ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－16）
が成立する。
　さて、14監φはAφの第1行であるから、
　　、4φニ（BB『i）（Aφ）
　　　　＝B（B－iAdi）
　　　　＝BP　　°．° @（21－15）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－17）
であることを考慮すれば、Bの第1行B，を用いて、
　　、41φ＝B，P＝0　　　　　　　　　　　　　　　　　　　　　　　　　（21－18）
が成り立つ。ところが、B，はBが正則である以上、0ベクトルとはならない。それゆえPは正則とは
ならない。よって、
　　rank　（P）≦M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－19）
　ここで、Pの列ベクトルのうちの1次独立な［rank（P）］個のベクトルに対応するような［rank
（P）］個の列ベクトルを行列pから選び出す。そして、Pのうちの［rank（P）］個の列ベクト＞vか
ら成る行列を
　　戸：M×［rank（P）］型　　　　　　　　　　　　　　　（21－20）
と書く。ただし、一般性を失うことなく、7sは、　Pの最初の［rank（P）］個の列であるとする。
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　次にPにPの第ブ列を付け加えた行列を
　　P（j）：M×［rank（P）＋1］型　　　　　　　　　　　　（21－21）
と書くことにする。ただし、
　　rank　（P）＜ブ＜≦K　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－22）
である。すると、Pの定義より、Pに付け加えられた、　Pの第j列は、　Pの各列の1次結合の形で表
わせることになる。
　よって、先験的制約条件（15－8）は、（21－18）を経て、P（ノ）の列の1次従属性を、ひいては、
．Pの列の1次従属性をもたらすことがわかる。
　ところで、この1次従属となる列の数は、ブのとりうる値の数だけである。つまり、（21－22）よ
り［K－rank（P）］個存在する。ところが、（21－14）と（21－16）を考慮すれば、［rank（φ）－
rank（Aφ）］個存在すると言い換えても同じことである。
　最後に、Pの列に関する1次従属性が、本当にnに対する［rank（φ）－rank（且φ）］個の独立な
制限を表わすことを示す。
　そのために、
　　q＝rank　（φ）－rank　（ノ1φ）
とし、λ、，λ2，…，λqをPの列核（the　column　kernel）25）とする。すると、
　　Pλ，ニ0（i＝1，…，q）
であるから、（21－12）を代入すれば、
　　n（φ2λ、）＝φ’λ、（ガ＝1，…，q）
（21－23）
（21－24）
（21－25）
を得る。これが、Hに対するq個の制限である。このq個の制限が互いに独立であることを示すには、
q個のA次の列ベクトル
　　μご＝φ2λ‘（i＝1，。・・，（7）
が独立であることを示せばよい。
　q個のltiが互いに独立でないと仮定すると、
　　q　　Σ　Ciμi＝O
　　i＝1
を満たす実数Ciの中でも0でないものが存在する。また、（21－25）より
　　q　　　　　　　　　　　　　　　4
　　ΣCi（96’λi）＝n　2．　c，μ，＝O
　　i＝＝1　　　　　　　　i＝1
が成立する。
　（21－27）と（21－26）より、
　　　q　　φ2Σ6げλご＝O
　　　i＝1
（21－26）
（21－27）
（21－28）
（21－29）
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であり、（21－28）が
　　　q　　φ1Σ6西＝0　　　　　　　　　　　　　　　　　　　　　　　　（21－30）
　　　i＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’
と同値であることを考慮すると、（21－13）より、
　　　q　　4s　E　c，λ，＝0　　　　　　　　　　　　　　　　　　　　　　　　（21－31）
　　　i二1
となるが、q個のλfは、　Pの列核であることから独立であり、Ciの中に0でないものが存在するとき
には、
　　q　　Σ6ごλご≒0　　　　　　　　　　　　　　　　　　　　　　　　（21－32）
　　t＝1
となる。これは、（21－31）より
　　φ＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－33）
を意味するが、それは（21－14）に矛盾する。それゆえq個のμゴは互いに独立である。（証明終わり）
　さて、識別過剰の場合は、先験的制約条件の数、換言すれば、rank（φ）は、識別過剰の定義と
次数条件（17－3）とを考慮すると
　　rank　（φ）＞M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－34）
であり、Aφの階数は、階数条件（17－　2）より、
　　rank　（！1φ）＝M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－35）
である。そこで、定理1より、少なくとも1つは、nに対する制限が存在する。ところがこの制限条
件は、nの最小二乗推定値を求める際には利用されない。したがって冒頭に述べた結論が成立するこ
とになる。
　iii）構造方程式の第1式が正確に識別される場合
　この場合、次数条件（17－3）は、
　　rank　（φ）＝ノ匠一1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－36）
となる。ところが階数条件（17－2）より、
　　rank　（〆1φ）＝M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（21－37）
であるから、定理1よりnに対する制限は存在しない。したがって、間接最小二乗法による推定が可
能となることがわかる。
　iv）構造方程式の第1式が識別さ．れない場合
　この場合には、次数条件（17－　3）と識別不足の定義より、先験的制約条件の数、すなわちrank（φ）
が（M－1）より小さくなる。それゆえφの行核であるA，の次元は2以上となるので、方程式（21－
1）の解は不定となる。
　したがって、間接最小二乗法による推定は不可能であることがわかる。
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　2節　二段階最小二乗法
　本節では、先験的制約条件として（15－　9）を考える。ここで、一般性を失うことなく、先験的
制約条件（15－　9）によって除外された残りの変数の数を、内生変数は（m＋1）個、先決変数は1個
であるとする。さらに必要とあれば添字をつけ替えることにして、その残った変数が、構造方程式
（11－・4）のytのうちの最初の（m＋1）列であり、　Ztのうちの最初の1列であるようにする。26）
　そして、正規化条件として、
　　4ヲ11＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’22－1）
を課すことにする。
　i）構造方程式の第1式が職別される場合
　上の仮定のもとで、構造方程式（11－2）の第1式は、
　　y・t＝一β・2ツ・・一’°°一β1・m．・ym．・べγi・2　lt－”°－71・2t・＋Ult
　　　　（t＝＝1，　…　，　1【）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－2）
と書ことができる。これをtについてまとめて行列で表示すれば、
　　〃1＝Y，pr十Z＊）tr十Ul　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．　（22－3）
となる。ただし、
u’＝ k；・ll℃…：〕：：：；…：lll））
忙幻z’＝1…∵：：；
7’＝ﾉ…1：　　　　以上まとt°（　（22－4）
である。
　今、
　　Y，＝　［Y2Y3＿．Ym＋1］　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－5）
とおいて、構造方程式（11－11）における先決変数を示す行列Zへのy、の回帰を求めることを考える。
推定式は、
　　〃2＝Zα十v2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－6）
で与えられる。ここで、aはA次の未知の係数ベクトルであり、opはT次の誤差項ベクトルである。
　　αの最小二乗推定量は、
　　α＝　（Z，Z＞＿1Z’Y2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－7）
として与えられるので、
　　02＝Y2＿亀　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－8）
　　（ただし亀は最小二乗推定による残差ベクトル）
　　　　　　　　　　　　　　　　　　　－356　一
とおけば、
　　92ニZα
　　　＝Z　（Z’Z）－1Z’Y2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－9）
　　　　　’．°　（22－7）
が得られる。同様に〃3のZへの回帰を求めると、
　　g，ニZ（Z’Z）－iz’Y3　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－10）
となる。したがって、
　　9，＝［9、9，…9m．、］　　　　　　　　　　　　　　　．（22－11）
　　V＝　　［亀6』°…ご㌔＋1］　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－12）
とおけば、
　　Y，＝Z（Z’Z）－IZ’Y，十V　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－13）
が成立する。27）
　さて、（22－3）を変形すると、
　　Yi＝｝毛β’十Z串γ’十Ul
　　　＝　（Y，－V十V）β’十Z零γ’十Ul
　　　＝　（Y，－V）β’十Z．　）tt十　（Ul十レβ’）
　　　＝［（Y・－V）…Z’コ〔¢：〕＋（u・＋vp’）　　　　（22－14）
となるので、上式に最小二乗法を適用すると、
　　　β一（D’D）－ID’〃1　　　　　　　　　　（22－15）
　　　夕’
が得られる。ただし
　　1）＝　［（Y，－V）iz＊］　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－16）
である。
　この（22－15）が存在する、換言すれば、（D’1）〉－1が存在するためには、
　　ノ1－1≧m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－17）
でなければならない。28）ところが、今構造方程式の第1式は識別されると仮定しているので、階数条
件（17－5）が成立する。また、（17－　8）より、階数条件（17－2）も成立する。それゆえ、次数
条件（17－　3）も成立する。
　さて、φの列の要素1は、対応する変数が方程式から除外されることを意味する。そして、除外さ
れる変数の数は、φの列数、Kに等しい。このことを式で示せば、
　　（A－1）＋（M－m－1）＝K　　　　　　　　　　　　　　　　　　　　　　（22－18）
となる。φの各列は互いに独立であったので（21－14）を考慮することにより、（17－3）は次のよ
うに変形される。
　　　　　　　　　　　　　　　　　　　－357一
　　（A一の十（M－m－1）≧M－1
　　．。．　（A＿1）≧m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－19）
これは（22〒17）と同値である。
　それゆえ構造方程式の第1式が識別されるとき、係数の推定値が一意的に求められることが示さ
れた。
　さら．に、今の過程より、正確に識別される場合と、識別過剰の場合とは、相方共推定値が一意的
に求まることがわかる。　　　　　　　　　　　　　　　　　　　　　　　　L
　ii）構造方程式の第1式が識別されない場合
　（22－2）式が、ここでの構造方程式の第1式であるので、同式を
　　ly　lt＝β9it十γZlt十ult　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－20）
　　　（t＝1，…，T）
と書くことにする。ただし、β、γは（22－・4）で定めたものであり、Yltはm次の列ベクトル、　Zlt
は1次の列ベクトル、u　ltはUtの第1要素である。
　また、構造方程式（11－4）のZtのうち、先験的制約条件により除外される（A－1＞個の先決変
数より成る列ベクトルを4，とすれば、91tについての誘導型が得られ、これに最小二乗法を適用した
結果を
　　Ylt＝nllzlt十n122セt十Vlt　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－21）
　　　（t＝1，…，T）
と書くことにする。ここで、n11はm×1型の係数行列、　nl2はm×（A－1）型の係数行列、　Vltは残
差を表わすm次の列ベクトルである。
　同様にして、Yltについての誘導型に最小二乗法を適用することにより、
　　夕lt＝nql　Zl　t十nq24t十vq　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－22）
を得る。ここで、llqlは1次の行ベクトル、　nq2は（A－1）次の行ベクトル、　Vqは残差を示すスカラー
である。
　そこで、新たに、（12－：一　3）で定めたnを
「1：1：〕　　　　　　　　（22－23）
’と分割する。’ ｱこで、
　　n1ニ〔琵ll〕　　　　　　　　　　（22－24）
　　　　（1＋m）×1型
　　n子＝〔調・　　　　　　　　　（22『25）
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　　　　（1十m）×（ノ1．一　1）型
とし、n3は（M－m－1）×1型、　n4は（M－m－1）×（n－1）型の行列と定める。
　補助定理1．29）（22－20）式が識別されるための必要十分条件は、
　rank　（II2）＝m
である。
証明）3°）まずφを下のように分割することにする。
　　φ＝〔＄1〕
ただし、
φ1＝ k9，｝’Sli〕M。K型
　011：（m十1）×（M－m－1）型
　012：（m十1）×（A－　1）型
　Ii3：（M－m－1）×（〃－m－1）型
　Oi4：（M一m－1）×（A－　1）型
φ2＝k8：1鋼、。鯉
　02i：1×（M－m－1）型
　022：1×（ノ1－1）型
　023：（A－1）×（M－in－1）型
　124：（A－1）×（A－1）型
（22－26）
（22－27）
以上まとめて　　（22－28）31》
である。
　ところで、構造方程式（11－4）のBは、その第1行をB，と書くことにすれば、（22・一一20）式のも
とでは、
　B，＝：　（β　iO）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－29）
である。ただし、βは、第1要素が1で、残りの要素が（22－4）で定められたところの（一β）と
なる行ベクトルである。
　そこで、BlPを作ると、
　B，P＝　（βiO）P　∵　（22－29）
　　　＝（βiO）（φ1－nφ2）　　∵　（21－12）
　　　＝（β…°）（φL團り∵（22－23）
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　　　　＝（β…°）（991”
　　　　＝（β…°）（〔99）T
　　　　＝（β…°）［9二吾：〕
　　　　＝（Oi一βn2）
が得られる。そこで、（21－18）より、
　　βn2＝0
が成立する。
﹇
N　　　　N　nlH2
N　　　N　n3n4
gi”1
??ー
）
ー
　゜．’　（22－28）
）
（22－30）
（22－31）
　ところで、rの第1行をr，と書けば、（12－　3）より、
　　B，n＝－rl　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－32）
が成り立つ。そこで上式に（22－23）と（22－29）を代入すると、
　　Bln＝（β…0）面・
　　　　　　　　　　五・五・
　　　　＝β［nln2］
　　　　＝　（βnliO）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－33）
　　　　　　∵　（22－31）
となり、これが（－r1）と等しいので、（22－20）の記号を使えば、
　　βn1＝γ　　．　　　　　　　　　　　　　　　　　　　　　　　　（22－34）
と書ける。
　（22－20）式が識別されるということは、階数条件（17－5）と同値であり、このとき（17－　8）
より、階数条件（17－2）も成立していた。
　（17－2）は、（21－16）を考慮すれば、
　　rank　（P）＝M－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－35）
と同値であり、さらにこのことは、（21－18）より、Pの行核にあたるB、の次元が1であるこを意味
し、それゆえβの次元も1となる。
　ところがβは、（22－31）より、n2の行槽であったから、　n2の行数が（1＋m）であることを考慮
すれば、
　　rank　（II2）＝　　（1十m）－1＝m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－36）
が成立する。（証明終わり）
　補助定理2．32）（22－20）式が識別されるための必要十分条件は、
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　　rank　（III2）＝m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　、　　　　　　　（22－・一一37）
である。
証明）33》十分性の証明から行う。n2は（22－31）より正則ではないから、　n2の階数は最大でもmで
ある。それゆえ（22－25）より、nl2よ階数をmとすれば、常にn2の階数もmとなる。それゆえ補助
定理1より十分性は証明された。
　次に必要性の証明を行う。これには、（22－20）式が識別されるとすれば、rank（nl2）＝mとなる
ことを証明すればよいことになる。そこで、
　　rank（fi・2）≒〃z　　　　　　　　　　　　　　　　　　　（22－38）
と仮定する。H12はm×（A－1）型であるから、（22－38）は（22－19）を考慮して、
　　rank　（n12）〈m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－39）
と同値である。
　このとき、0でないm次の行ベクトルλに対して
　　λIII2＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－40）
が成立する。そこで、（22－21）の両辺に左側からλを掛けると、
　　λy，，＝　（λnll）　Zlt十λVlt　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－41）
が得られる。この方程式は（22－20）と独立である。（22－41）’と（22－20）・を辺々加えると、（22
－20）と独立な、しかも同じ変数をもつ方程式ができる。すなわち（22－20）式は識別されないこ
とになり、必要性の仮定に反する。それゆえ、（22－37）が成立することになる。（証明終わり）
　ところで、二段階最小二乗法では、（22－21）に最小二乗法を適用することにより、
　　g，‘＝Ylt＿Vl　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－42）
を得て、（22－20）を変形した
　　ylt＝β（g，，－Vl）十），7it十　（ult十βVi）　　　　　　　　　　　　　　　　　　　　　　（22－43）
にOitを代入し、この式に最小二乗法を適用することになる。
　ところが、（22－20）式が識別されない場合、下の定理2より、（22－43）に完全な多重共線性が
存在し、最小二乗推定値は求めることができない。あるいは、求められたとしても、統計的には意
味のないものとなる。34》
　定理2．35）（22－20）式が識別されない場合、g，，とZltは完全な相関関係にある。
（証明）36）（22－20）式が識別されない場合、補助定理2より
　　rank　（nl2）＜m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22－44）
であるので、（22－41）を満たす0でないベクトルλが存在する。
　　（22－41）の両辺からλVltを引くと、
　　λ（Ylt－　Vl　t）＝（Mn）Zlt∴0、t＝　nl1Zlt　（証明終わり）
　以上で、二段階最小二乗法によっても、構造方程式の第1式が識別されない場合には、推定不可
能であることがわかる。
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　本章では、構造方程式の第1式について議論してきたが、残りの（M－1）本の方程式についても
同様の議論があてはまることは言うまでもない。
おわり‘三
　以上述べてきたように、構造方程式が識別されるか否かは、構造パラメータの推定に深く関わっ
てくる。そこで構造パラメータの推定にはいる前に、識別問題を検討しておくことが必要になる。
　本論文では論述しなかったが、・識別問題の解決にあたっては、一定数の変数を無視したり、内生
変数と考えられていたものを恣意的に外生変数・先決変数に変えてしまうというやり方がとられて
いる。37》　　　　　　　　　　　　　’
　モデルを作成する際の内生変数・外生変数の選択も本来恣意的なものであるが、識別問題に関連
して、もう1つの恣意性が付加されることになるので、こうした恣意性に基づいて計量経済学にお
ける統計的方法の適用が行われていることを十分考慮して、経済分析を行うことが必要であろう。
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