This work provides a formal assessment on the pessimism of existing methods for the schedulability analysis of multicores with global xed priority (FP) scheduling. We show how according to the existing analysis methods for FP scheduling, it is relatively easy to de ne a simple task allocation strategy followed by local analysis that dominates existing global-FP feasibility analysis algorithms, in terms of deadline guarantees. Rather than being an indication of a true comparison between the e ectiveness of local and global policies, we consider the result as an indication of the limited maturity of multicore global analysis (and its outstanding pessimism). In addition, we show how a simple change in the task model, consisting in splitting the task execution and performing the analysis in two stages, allows to provide a better global schedulability analysis that overcomes this limitation.
INTRODUCTION
A real-time task is software code that is repeatedly activated with a speci ed (minimum) inter-arrival time. Each task instance can be called a job, which is further characterized by its arrival time and an absolute deadline. The time that is required to complete the job execution is called its response time. A task is said to be schedulable if all its jobs can meet their deadlines.
The real-time scheduling problem deals with how to schedule a set of tasks so as to guarantee that they complete execution Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. before their deadlines on a single-core or multicore platform based on simple assumptions on their (worst-case) execution times. The problem consists of two sides: de ning an e ective scheduling policy and nding an analysis method that allows to provide the required guarantee for the selected policy (or a class of them).
This work targets the very common model of periodic or sporadic independent tasks that need to be scheduled on a set of cores. Each task is further characterized by its worst-case execution time and relative deadline that is constrained by the task's activation.
Since the seminal work of [30] , the Fixed Priority (FP) and the Earliest Deadline First (EDF) scheduling algorithms have been overwhelmingly popular. According to the FP scheduling, a task is statically assigned a priority, and all of its jobs execute according to it. At runtime, the arrival of a higher priority job can preempt the execution of a lower priority job. In EDF scheduling, the priority is assigned to each job separately and depends on its absolute deadline, such that an earlier deadline corresponds to a higher priority. Both FP and EDF belong to the class of job-level xed-priority scheduling policies.
In the case of the single-core, most existing analysis results make use of the critical instant theorem, which provides knowledge on the worst-case combination of task arrival times that results in the worst-case response time for a given task. As shown in [30] , the worst-case scenario for single-core analysis is when all tasks are simultaneously activated and all tasks release their jobs as soon as possible. By analyzing this job release pattern, the exact schedulability analysis upon the single-core is tractable (in pseudopolynomial time) for both FP ( [23, 27] ) and EDF scheduling ( [7, 32] ).
Upon multicores, the available scheduling policies can be classied as partitioned or global.
In partitioned scheduling, tasks are statically allocated to cores, and the tasks associated to a core are scheduled as in the single-core case. The task allocation problem for the partitioned scheduling can be formulated as a bin packing problem ( [6] ). Even if not optimal, there are heuristic algorithms like those in [17] and [13] that can nd e cient solutions to the partitioning problem.
In global scheduling, a task is allowed to freely migrate among the available cores (typically with a simpli ed assumption of zero migration cost). A preemption can happen if a higher priority job arrives but there is no idle core. In this case, the preempted task is put back in a global ready queue and may resume its execution upon the rst core that becomes available (the same where it was executing or a di erent one). In correspondence with the FP algorithm and the EDF algorithm, global scheduling can be performed using Global FP (G-FP) or Global EDF (G-EDF) upon the multicore.
Partitioned scheduling and global scheduling are incomparable. For example, if a task is schedulable by G-FP (G-EDF) scheduling, then it may or may not be schedulable by partitioned FP (EDF) scheduling, and vice versa. More information for multicore realtime scheduling is surveyed in [16] .
In this work, we focus on multicore global scheduling. Di erent from the single-core case, in the analysis of multicore global scheduling, the critical instant condition cannot be easily identi ed and there is no simple way to nd the absolute worst case set of job arrivals. An illustrative discussion on the time critical condition can be found in [5, 16] . [15] and [37] independently identi ed a (in nite) class of task activations that lead to the worst-case response time of a task. In fact, there is currently no single worst-case scenario for analyzing the schedulability of a task in the case of global scheduling. An exact analysis would need to consider all the possible task arrival patterns and is clearly impractical. Therefore, the state of the art for multicore analysis of global scheduling relies on a set of su cient-only conditions that are to some degree pessimistic.
This creates two open problems: rst, there is currently no simple way to compare the e ectiveness of partitioned versus global scheduling, even under the assumption of availability of good (but necessarily sub-optimal) partitioning schemes. The second problem is how to improve the quality of the existing analysis methods to reduce their pessimism and hopefully to achieve a measure of their overall quality in comparison to an ideal su cient and necessary test.
Contributions. Our work contributes along these dimensions.The main result of this paper is a formal proof that demonstrates how existing multicore global scheduling analysis methods are pessimistic enough to be always dominated (only in terms of scheduling guarantees, not real performance) by a simple partitioning scheme followed by exact local analysis.
Second, we show how most likely the pessimism derives from limitations in the analysis method, not the scheduling policy. We show how a very simple change in the input model for the analysis, consisting in considering the execution of a task as the sequential execution of two segments (this does not change the actual task model, nor its scheduling) is su cient for an improvement of the analysis results. This contribution is partly of value as a new way of applying the existing analysis methods, since it provides better/tighter schedulability conditions, but mostly points at the need for better methods and better ways to reduce pessimism.
Related work
A set of tests have been developed for the exact analysis of globally scheduled tasks under the assumption of discrete time, that is, all tasks must arrive only at integer time instants. In [4] , Baker and Cirinei proposed the rst test based on explicitly modeling the schedulability analysis as a nite state machine and computing the state space. [18] enhanced Baker and Cirinei's solution by investigating the simulation relation to eliminate the unnecessary states that are not useful for assessing the schedulability. In [11] , the multicore global schedulability problem was studied and was formulated into a two-player game and this motivated [12] to develop a faster exact test for multicore G-FP scheduling. Due to the complexity of the problem, all these methods can only deal with task parameters with rather small integers. This constraint holds, even when considering only a task's periodic behavior. Examples of works fousing on the exact global schedulability analysis of periodic tasks upon multicores include [19] and [14] .
As shown in [33] , the multicore global scheduling in discrete time is not robust with respect to the selection of the time granularity and guarantees are not retained if a smaller step is selected (or against drifts or inaccuracies in the assumptions). For example, given a set of tasks that are schedulable by G-FP (assuming discrete time), schedulability may not be preserved if all task parameters are scaled up by a common factor (such as 10). Di erent from the above exact solutions, [34] solved the G-FP schedulability analysis relying on the Linear Hybrid Automata model in continuous time. Further, [35] managed to prove that the exact analysis of a set of sporadic tasks under a G-FP scheduler can be decided within a bounded time interval.
Unfortunately, nowadays exact solutions su er from the fact that they can only deal with very small systems, thus the major e ort from the community has been on providing over-approximate analysis results. Among the large number of available results, we refer to those that are most in uential and we believe most related to our work.
[2] developed a schedulability analysis method that consists of selecting a time interval (or problem window) and computing the maximum workload and interference that the task under analysis may su er within it. [10] observed that if an interfering task's workload is too large, then the part that executes in parallel with the task under analysis should not be taken into account for bounding the maximum interference. This simple observation is often used as the main approach to reason on the parallel execution between di erent tasks in the schedulability analysis of multicores. In [9] , the Response Time Analysis (RTA) technique was applied to the schedulability analysis of multicore global scheduling. Within the problem window, the interfering tasks can be divided into two classes: i) carry-in (CI) tasks with a job that is released before the start of the window but nishes within the window, and ii) noncarry-in (NC) tasks. An interfering task can bring more interference if it has carry-in. [5] developed the limited carry-in technique by formulating a problem window such that the number of of CI tasks within it is bounded by the number of cores minus by one. Although the technique in [5] was originally designed for G-EDF scheduling, [21] combined it with the RTA in [9] and improved the schedulability analysis for G-FP scheduling. Similarly as in [21] , the RTA procedure and the limited carry-in technique have been integrated in [36] for improving the schedulability analysis of G-EDF scheduling. [25] made the attempt to apply the limited carry-in technique to the general class of global scheduling policies.
The test in [21] has been regarded as the state-of-the-art G-FP schedulability analysis. [37] demonstrated and xed the optimism for the formulation of the workload in [21] in the case of arbitrarydeadline tasks (that is, a task is allowed to release a new job even before its current job nishes its execution), and developed a carryin enumeration technique that explicitly considers every possible combination of CI tasks within the problem window. Though this analysis method su ers of exponential time complexity, [37] conrmed its applicability and performance improvement for rather large systems. Later, [22] also discovered the issue in [21] , and proposed a new G-FP test for arbitrary-deadline tasks. Another G-FP test has been proposed in [29] , but its authors reported that there was an error in the workload formulation, and its performance was never re-validated. Works like [20] and [38] focused on estimating the CI task's interference more carefully, so as to reduce pessimism in global analysis.
To improve the accuracy of existing su cient schedulability tests, [26] developed a compositional theory to apply a schedulability test after isolating an interfering task (typically with a very large load) on a dedicated core. Indeed, when there is a signi cantly large parallel execution between the interfering task and the one under analysis, some su cient tests can be so pessimistic that it is better to assume that the interfering task always runs upon a dedicated core. In [26] the performance of this compositional theory was studied with several speci c schedulability tests. A similar method has also been used in [31] to improve the priority assignment scheme in [15] for G-FP scheduling.
In [24] , the execution time of the task under analysis is considered as the composition of two segments, and the interference is separately analyzed for each part. However, applicability of this solution is restricted to the context of the G-EDF test in [9] .
Many of the above mentioned works (e.g., [21, 37] ) assume discrete time and, as shown in [33] they are not robust with respect to the granularity of the time step or the violation of the discrete time assumption.
Organization of this paper. In Section 2 we formally describe the system model under study. Particularly, in this paper we consider the xed priority scheduling of sporadic tasks on multicores, which serves as the important basis to build up more complex multicore scheduling problems. Section 3 formulates the state-of-the-art multicore global schedulability analysis that represents a family of scheduling tests, featuring by adoptions of the concept of problem window and the 'one divided by m' factor where m is the number of cores. In Section 4, we prove that even the nowadays most advanced G-FP test is inferior to a simple partitioned scheduling scheme, such that the G-FP analysis can guarantee a task's schedulability only when the task is schedulable in the partitioned case. Moreover, in the end of Section 4, we brie y summarize a list of papers that are subject to this high pessimism. A schedulability analysis scheme is shown in Section 5 together with a proof that it overcomes some of the pessimism of existing methods. In Section 6, this new technique is compared with previous works. Finally, Section 7 concludes the paper.
SYSTEM MODEL
A real-time task is characterized by a tuple
• if τ i is a sporadic task, T i is the minimum time interval between two successive instances of the task; • if τ i is periodically activated, T i is its period.
For simplicity, we assume that
Each task instance is denoted as a job. A job is further de ned by its arrival (release) time r i, j ∈ R + ∪ {0}, its nish time f i, j , and its absolute deadline d i, j = r i, j + D i , where j represents the job index.
The duration of a job's execution from start to nish, i.e., f i, j − r i, j , is the job response time. The Worst-Case Response Time (WCRT) R i of a task is the maximum response time among all its jobs. A task is said to be schedulable if its jobs always complete before their respective deadlines, that is, the task WCRT does not exceed its D i .
We discuss the scheduling problem in the continuous time domain, meaning that the job arrival time r i, j and nish time f i, j are non negative real values. In [33] (Chapter 9), the discrete-time assumption of global scheduling and its corresponding schedulability analysis have been demonstrated to be problematic.
A real-time system consists of a set T = {τ 1 , . . . , τ n } of n realtime tasks running upon m (m < n) identical cores. Tasks are scheduled by the Global Fixed Priority (G-FP) scheduling policy. By convention, we assume that a task with lower index has a higher priority, that is, if i < k, then τ i has higher priority than τ k . A system is said to be schedulable if every task is schedulable.
In the special case of m = 1, there is a single core and, according to [27] , the worst-case response time of a task can be found by checking the longest contiguous task executions starting from the so called critical instant that is all tasks are simultaneously activated. However, the synchronous activation of all higher priority tasks does not necessarily lead to the worst-case scenario on multicores (the critical instant is not easily found).
It is demonstrated in [3] that the G-FP scheduling of sporadic real-time tasks is sustainable with respect to the execution time: by decreasing the execution time of tasks in a schedulable system, the resulting system is still schedulable. Sustainability also holds for periodic tasks (the periodic activation is a special instance of the more general general case). Thus, we simply assume that every task activation requires exactly its WCET.
MULTICORE GLOBAL SCHEDULABILITY ANALYSIS
In this section, we present the state-of-the-art schedulability analysis methods for multicore global xed priority scheduling. The global schedulability algorithm formulated here is a summary of results from [10] , [9] , [5] and [21] . In particular, since the test in [21] was published in 2009, there has been no much improvement in literature for reducing the pessimism of G-FP schedulability analysis of a task. A schedulability test is pessimistic if it may conclude a schedulable task as non-schedulable. We focus on the schedulability of a task τ k , also de ned as target task. More speci cally, we analyze one arbitrary job of τ k , or target job. The execution of the target task is interfered by higher priority tasks.
Multicore global schedulability analysis is based on the concept of problem window. A problem window is a time interval [a, b) such that a is the arrival time of the target job, b is a generic value ≤ a + D k and x = b − a is the length of the window. The target job is schedulable if it can complete its WCET within the problem window.
The workload of a task τ i in a problem window of length x is the amount of time in which τ i can execute during this time interval. W i (x) denotes the maximum workload of τ i . Due to the di culty on estimating its exact gure and for convention, we also use W i (x) to denote the upper bound of τ i 's workload.
The interference from a higher priority task τ i upon the target job within the problem window is the cumulative time in which the target job cannot execute because of the execution of τ i .
For multicore global schedulability analysis, it is extremely hard to exactly compute the worst case interference that the target job experiences. A simplistic upper bound on the interference from a higher priority task τ i is the maximum workload of τ i within the problem window. However, in [10] the bound is improved by observing that the execution of τ i that is performed in parallel with the target job should not be considered as part of the interference.
In a discrete-time system, if the target job can complete its WCET within the problem window [a, b) of length x, then the interference from each higher priority task τ i can be upper bounded as:
This constraint is the main approach that is used in the global multicore analysis to bound the interfering workload from a higher priority task. The unit that is added in the constraint is justi ed by the discrete time assumption. In continuous time, the term (x − C k + 1) can be replaced by (x − C k + ϵ) with ϵ ≥ 0 and I i,k (x) can be thus bounded as:
Given the formulation of the interference in (1), multicore analysis requires that the interference is used in a condition that allows to check completion of the target job before the deadline and also that a suitable bound for the higher priority workload in (1) is de ned.
As for the feasibility condition, in [5] , Γ k is used to denote a collection of intervals, not necessarily contiguous, of cumulative length (x − C k ) over [a, b), during which all m cores are occupied by higher priority tasks. For each i, 1 ≤ i < k, let I (τ i ) denote the time in which a higher priority task τ i executes in Γ k . In order for the target job not to execute its WCET within [a, b), it is necessary that the total amount of execution from higher priority tasks in Γ k satis es 
This inequality is used as a schedulability condition. As a shortcut, we will use the notation
We assume the availability of a function F k (·) that returns the minimum value of x that satis es the schedulability condition in (2) or F k (·) = ∞ if τ k is not schedulable:
By de nition, the value of F k (·) is also an upper bound for the WCRT of τ k and the task is schedulable if
However, in many works including [21] , instead of inequality (2), an optimistic schedulability condition is used for judging the schedulability of a task, as in:
that is only valid for a discrete-time assumption. As suggested in [33] , the multicore G-FP scheduling policy itself is already vulnerable to the choice of the granularity of a discrete-time step. Most e orts in recent research on multicore schedulability analysis have been dedicated to the problem of nding a suitable bound for the workload W i (x).
The results in this paper are independent from the speci c method that is used to upper bound W i (x). However, it is worth recalling that the problem of estimating the workload is complicated by the absence of a time critical instant ( [2] ). Hence, interfering tasks can be divided in two sets. Tasks that have a carry-in job that is in execution at the time when the target task arrives (or carry-in tasks, CI, see Figure 1 ) and tasks that do not have a carry-in job and in the worst case arrive together with the target task (or noncarry-in tasks, NC). The contribution to the workload of a task can be larger if the task is of type carry-in, that is, Figure 1 : The worst-case arrival pattern for W i (x) with carry-in Figure 1 depicts the worst-case arrival pattern for a higher priority task τ i to result in its maximum workload inside a problem window, when τ i brings carry-in from job activation that is in prior to the beginning of the problem window. On the other hand, if τ i is an NC task, then its maximum workload in the problem window corresponds to the worst-case scenario in single-core FP scheduling, that is, τ i is activated together with the target job at time instant a, and jobs of τ i are then released as soon as possible.
EVALUATING THE PESSIMISM OF CURRENT MULTICORE GLOBAL SCHEDULABILITY ANALYSIS
We provide a theorem to show how global multicore FP analysis is still a ected by signi cant pessimism. A simple task partitioning policy, denoted as P, is used in the demonstration. Partitioning algorithm P: Assume a relative task priority order is de ned in T . Tasks are selected in order starting from the highest priority until the last (lowest priority) task. Each task is tentatively allocated to one of the cores, and its schedulability is checked using the single-core analysis for FP. If it is schedulable, then it is allocated to the core and its a nity is xed. If all tasks can be allocated the algorithm succeeds, otherwise it fails.
Example. We illustrate the partitioning algorithm P, by a simple example. The initial ordered taskset T is assumed to contain 3 tasks (with descending priorities):
We use P to partition them into 2 cores, through the following steps.
Step 1. τ 1 is allocated to Core 1.
Step 2. When it comes to τ 2 , if it is allocated to Core 1, its priority relation with respect to τ 1 must be preserved and τ 2 has a lower priority than τ 1 : even though, according to singlecore schedulability analysis, τ 2 is still schedulable.
Otherwise, if τ 2 is allocated to Core 2, it is the only task and trivially it is schedulable.
Arbitrarily, τ 2 is assumed to be allocated to Core 1.
Step 3. Regarding τ 3 , as τ 1 and τ 2 were allocated to Core 1, τ 3 will be non-schedulable on Core 1. Thus, τ 3 is allocated to Core 2. The above procedure results in a feasible task partitioning scheme such that all tasks are schedulable. Note that, alternatively, if at "Step 2", τ 2 is allocated to Core 2, then in the end, there will be no enough space for τ 3 on either core and the partitioning will fail.
Clearly, P is not optimal and quite simplistic, however, P dominates the best G-FP test for making schedulability decisions, given a set of tasks and a multicore platform. T 4.1. Given a system with m cores, if a taskset T is found to be schedulable by G-FP scheduling according to (5) , then the partitioning policy P de nes a static allocation that is always schedulable.
P
. The demonstration is by contradiction. Let us assume that the taskset T is schedulable by G-FP according to (5) , but the partitioning de ned by P for the tasks in T is not schedulable.
The latter assumption means that the partitioning algorithm P fails to nd a suitable core for one task. Let τ k be the rst task that fails to be allocated by P. This means that on all the cores, the single-core analysis fails for τ k . In single-core systems, the worst-case interference is caused when all tasks (including τ k ) are simultaneously released.
Consider a generic core p and use T p,k to denote the set of tasks with priority higher than τ k that have been allocated to p. Since τ k is not schedulable, the interference it experiences is larger than
The term I * p,i,k (x) denotes the single-core interference from the higher priority task τ i within the time interval of length x starting from task τ k 's arrival time, and the index of the core p to which τ i is allocated is added to I * p,i,k for convenience. Because of the critical instant theorem, τ i and τ k are released simultaneously, and τ i is an NC task.
We use I * i,k (x) for the single-core interference as opposed to I i,k (x) for the multicore case because for single-core systems it is
is the single-core workload and is computed according to the time critical instant.
The di erence between I * i,k (x) and I i,k (x) is that I i,k (x) = min{ W i (x), x − C k + ϵ } and W i (x) can be larger than W * i (x) when τ i is regarded as the CI task in the multicore analysis.
We slightly elaborate here the relation between W * i (x) and W i (x). For the value of W i (x): W i (x) = W C I i (x) when τ i has carry-in and 
. For the tasks that P allocates on a generic core p there are two possibilities.
(1) W i (x) ≤ x − C k + ϵ holds for all the tasks with higher priority than τ k . In this case, for all the tasks that have been allocated to core p, it is
is the interference that task τ i would contribute in the global multicore case, since it is I * i,k
, and according to (6). (2) W i (x) > x − C k + ϵ for at least one of the higher priority tasks allocated to p by P. In this case, for the multicore interferences it would still be
when the summation is extended to all the tasks that the policy P has allocated to the core p up to task τ k , since at least one task contributes with a term greater than x −C k +ϵ to the summation on the left side.
When you consider that none of the cores would be schedulable since P terminates because it cannot nd a feasible core, it is
Consider now the global schedulability analysis. For any time
hence,
Thus, the schedulability condition in (5) is not satis ed with any x ∈ [C k , D k ] and τ k 's schedulability cannot be guaranteed according to the global FP analysis, which contradicts the original assumption.
After all, we prove that a taskset is globally schedulable only if it is schedulable by partitioned scheduling, too.
As a matter of fact, the multicore global scheduling and partitioned scheduling are incomparable: a taskset that is not schedulable under the global scheduling may or may not be schedulable by the partitioned scheduling and vice versa. Unfortunately, Theorem 4.1 reveals the fact that state-of-the-art analysis fails to re ect the possible advantage of multicore G-FP scheduling. The only reason for this is the excessive pessimism of the current analysis techniques.
Schedulability tests to which Theorem 4.1 applies. Most known schedulability tests for G-FP, including [2, 9, 10, 21] , are subject to the pessimism outlined in Theorem 4.1. Later results that improve on them also su er from the same problem: [20, 29, 37, 38] .
Similarly, in [15] and [31] , the test from [21] was applied to the priority assignment problem. More importantly, G-FP analysis methods for sporadic tasks have been extensively generalized to more complex task models such as self-suspending, mixedcriticality, limited preemption and even parallel DAG (directed acyclic graph). Due to the large number of works involved, it is extremely di cult to mention them all.
IMPROVING MULTICORE G-FP ANALYSIS
In case of a single-core system, when the execution of a task is preempted by a higher priority task, the task cannot resume execution until the interfering task nishes. This is not true in multicore global scheduling, where the higher priority task may only interfere a portion of the preempted task's un nished execution. After some time, one core may become idle and the preempted task resumes execution in parallel with the preempting task. We may use this consideration to analyze the execution of the target job in a more controllable way.
In this section, we investigate the relation between the execution of di erent fragments that compose the WCET of the target task. We demonstrate that the consideration of segments helps reduce the pessimism when upper bounding the interference upon the execution of the target job.
The 2-part execution scenario
Given the target task τ k = (C k , D k ,T k ), we explicitly divide the execution of its jobs into two parts with worst case execution times C k,1 and C k,2 such that C k,1 , C k,2 ∈ N and C k,1 + C k,2 = C k .
Within the problem window [a, b), we de ne a time instant z < b with z − a ∈ N + such that τ k completes an amount of execution over [a, z) of at least C k,1 .
This results in the 2-part execution scenario depicted in Figure 2 . We denote x 1 = z − a and x 2 = b − z. For convenience, we use the notion x-window to denote the time interval [a, b); similarly, the x 1 -window and x 2 -window are de ned. Given a value for C k,1 , a simple approach to compute the corresponding x 1 is x 1 = F k (·) (simply obtained by replacing τ k with the virtual task The bene t of the 2-part execution scenario is that partial information on the target job execution (about the rst part) is available, and this information can be used to improve the bound on the overall interference su ered by the target job.
Subject to the fact that τ k nishes (at least) its rst C k,1 amount of execution time within the x 1 -window, we can re ne the calculation of the interference from a higher priority task τ i upon the target job over the x-window. L 5.1. Assume the 2-part execution scenario as in Figure 2 , and τ k executes for exactly γ 1 ∈ [C k,1 , C k ] 1 in the x 1 -window, then the interference from a higher priority task τ i on the target job can be bounded as:
where
We follow the reasoning in Section 3. Γ k is a set of time intervals over [a, b) with cumulative length (x − C k ) such that inside Γ k all cores are busy executing of higher priority tasks. The formulation of I i,k (x) is required to upper bound the execution that τ i can conduct within Γ k .
In the 2-part execution scenario, the set of time intervals Γ k can be divided into two parts, the rst part Γ k,1 inside the x 1 -window, and the second part Γ k,2 inside the x 2 -window. τ k completes for γ 1 execution units inside the x 1 -window. Hence, Γ k,1 has an overall length of (x 1 − γ 1 ) and Γ k,2 is of length (x 2 − C k + γ 1 ).
Within the x 1 -window, the maximum workload of a higher priority task τ i is W i (x 1 ). Since τ k executes for γ 1 units, then τ i executes in Γ k,1 for at most
To compute the maximum execution of τ i inside the Γ k,2 , we consider two cases.
• If the execution of τ i in Γ k,1 is maximized, then the execution of τ i inside Γ k,2 is bounded by
is the conventional interference estimation as discussed in Section 3 and is re-used here. On the other hand, by the workload τ i can generate in the x 2 -window, its exe-
Thus, the maximum execution of τ i within Γ k is as in (7).
• If the execution of τ i in Γ k,1 is not maximized, the value of I i,k 1 (x 1 ) decreases, and I i,k (x) − I i,k 1 (x 1 ) increases by the same amount; because I i,k 2 (x 2 ) does not change, the overall value of the interference cannot be larger than the formulation in (7).
In the end, the formulation of the interference upper bound is as in Equation (7).
It is easy to see that the new interference formulation in (7) never exceeds the original one in (1).
The 2-part execution scenario allows to analyze the possible parallel execution between the target task and the interfering task in a more ne-grained approach.
The formulation in (7) considers only the case in which τ k completes a speci c portion of its execution inside the x 1 -window. To verify the schedulability of τ k , we need to consider all the possible executions of τ k within the x 1 -window.
Given a pair C k,1 and C k,2 , the function F k (C k,1 ) returns the minimum x value such that for all the possible executions of τ k with γ 1 units (γ 1 ∈ [C k,1 , C k ]) in the x 1 -window, the schedulability condition in (2), after replacing the interference term I i,k with the new formulation I i,k , is satis ed .
By de nition, F k (C k,1 ) is an upper bound on the response time of the target job.
Integer assumption and early termination condition
If we assume that all task parameters (including C k,1 and C k,2 ) are integers, and if we restrict to an integer upper bound on the WCRT of τ k , the values of x 1 , x 2 and x can also be assumed to be integers. Still, the scheduling decisions (e.g., preemption) are made in continuous time domain. Finally, all the available methods for bounding the workload W i (x) of a higher priority task consist of adding an integer multiple of its WCET (an integer) with a possible additional execution of a carry in instance (again, an integer) and a fractional execution right before the end of the window of length x and assuming execution at the highest rate (arrivals multiple of integer values). Hence, being the sum of integer values, also the bound on the maximum workload W i (x) is an integer value. As a result, we only need to consider the possible integer values of γ 1 for computing F k (C k,1 ).
To understand why, let us assume that γ 1 increases from the integer value n to n + δ with δ ∈ R and δ ∈ (0, 1], the value of I i,k (x) in (7) increases to I i,k (x).
In addition, the workload term W i (·) and the interference term I i,k (x) are not a ected, and the only possibilities are that I i,k 1 (x 1 ) remains the same or decreases by δ , and I i,k 2 (x 2 ) remains the same or increases by δ , as in the right side of Equation (7).
However, since the value of I i,k (x) increases to I i,k (x), the only possibility is that the value of I i,k 1 (x 1 ) does not change and I i,k 2 (x 2 ) increases by δ . In this case, the increase in the overall interference is I i,k (x) − I i,k (x) = δ , which is maximized when δ = 1.
In practice, instead of checking every integer γ 1 ∈ [C k,1 , C k ], (suppose we go from smaller to larger values of γ 1 ) we can stop as soon as the following early termination condition is satis ed and returns a schedulability decision:
This says that in case τ k completes an amount of execution γ 1 within the x 1 -window, and if the total interference within the x 2 -window is maximized, τ k can still complete the remaining (C k −γ 1 ) execution time within the x 2 -window. According to the sustainability property ( [3] ), there is no need to further increase the γ 1 value.
An improved test
Given an arbitrary selection of C k,1 and C k,2 , the value F k (C k,1 ) is an upper bound for the WCRT of τ k . By considering all the possible combinations of C k,1 and C k,2 , the minimum value for F k (C k,1 ) is a safe upper bound for the WCRT of τ k . T 5.2. The WCRT of the target task τ k 's is upper bounded by
The proposed schedulability analysis improves on the state of the art, as the new analysis in Theorem 5.2 strictly dominates the traditional analysis, which can be considered as a special instance of the 2-part execution scenario with C k,1 = 0 and C k,2 = C k .
If we use O(F k (·)) to denote the complexity of the F k (·) function, then, computing the corresponding function F k (C k,1 ) for all the possible values of γ 1 has complexity C k · O(F k (·)). The 2-part execution scenario itself does not require a new methodology to formulate the workload in the problem window, but provides a new perspective to convert the workload to interference more precisely with a limited additional cost in terms of complexity. The complexity of the nal test in Theorem 5.2 is pseudo-polynomial. The test in Theorem 5.2 is regarded as a baseline test for applying the 2-part execution scenario. It considers all the C k possibilities to divide the WCET of τ k (C k,1 = 0 and C k,1 = C k are equivalent cases). In reality, when applying the analysis on the 2-part execution scenario, heuristics for exploring rst more promising values for C k,1 and C k,2 could be found.
COMPARISON
In this section, we show the key advantage of the new analysis based on the 2-part execution scenario. Besides, we show empirical comparison results between the new analysis and the traditional multicore G-FP schedulability analysis. In our experiments, the workload is computed following the algorithms presented in [21] . The baseline test based on the 2-part execution scenario has been implemented in the open source software tool RTSCAN ( [28] ).
An example showing the improvements in the analysis
Theorem 4.1 states that state-of-the-art G-FP schedulability analysis is dominated by the (suboptimal) partitioning algorithm P followed by single-core analysis, despite the fact that multicore global scheduling and partitioned scheduling are incomparable. Our 2-part execution analysis overcomes such a limitation for multicore global schedulability analysis since the dominance criterion of Theorem 4.1 does not apply to it.
As an example, let us consider a real-time system with m = 2 and 3 tasks: τ 1 = (10, 20, 20), τ 2 = (15, 30, 30) and τ 3 = (24, 50, 50). By the exact single core RTA in [1] , it is easy to check that under the partitioned FP scheduling, there is no partitioning that can guarantee all three tasks meet their deadlines. Also, according to Theorem 4.1, the system is also not schedulable by conventional G-FP schedulability analysis. Even if we assume discrete-time scheduling, the RTA tests in [21] and [33] result in an unschedulable decision.
Using the 2-part execution scenario, the system (i.e., its lowest priority task τ 3 ) is found to be schedulable. We outline the procedure to assess the schedulability of τ 3 . In this simple case, most of the computations can be done manually.
The schedulability condition is met when C 3 is divided into two parts with C 3,1 = 9 and C 3,2 = 15. A value for x 1 such that τ 3 completes the execution of its rst part is C 3,1 is x 1 = 20, In a time interval of length 20, W 1 (20) = 10 and W 2 (20) = 15. As a result, the interferences added by τ 1 and τ 2 on the execution of the rst part of τ 3 are 10, and 11 (min{W 2 (20), x 1 − C 3,1 }), respectively, given that 10 + 11 < m · (20 − C 3,1 ), τ 3 is guaranteed to complete at least C k,1 units of execution within a window of x 1 = 20 time units. Table 1 shows the interference computed according to the 2-part execution analysis when γ 1 = C 3,1 = 9. The interference in the second window of size x 2 = 30 of both τ 1 and τ 2 is 15 units, and the WCRT of τ 3 can be upper bounded by x = 50 for γ 1 = 9. Details on how to compute the workload can be found in [21] .
At this point, to test the schedulability of τ 3 , we need to consider all the remaining γ 1 values in the range [C 3,1 , C 3 ] (or until the early termination applies). When all the remaining values are considered (results are similar to those in Table 1 ), the schedulability of τ 3 can be veri ed. The test in Theorem 5.2 not only removes some pessimism but also improves with respect to the state-of-the-art analysis in (5).
The di erence in the number of schedulable sets found by the two tests is examinated by conducting a set of experiments on randomly generated tasksets. Due to the guarantee that our test strictly dominates the traditional analysis, the analysis results are always going to improve on existing analysis methods.
In our experiments, the system consists of m = 16 identical cores. The minimum inter-arrival time T i is (uniformly) randomly selected in the range [1, 2000] . Each task is de ned by a tuple (U i , D i ,T i ) such that D i = T i or D i is randomly selected in [C i ,T i ] with C i = U i · T i . Task priorities are assigned according to the deadline monotonic policy, that is, a task with a smaller deadline is given a higher priority.
The utilization U i of each task is extracted according to an exponential distribution with parameter λ = 0. The taskset generation follows the approach that is commonly used (as in [8] , [21] et al.) when comparing schedulability tests for multicore global scheduling.
(1) At rst, a taskset of size m + 1 tasks is generated. (2) The tests in (5) and Theorem 5.2 are applied and the results of the schedulability analyzes recorded. If at least one test nds the taskset to be schedulable, then the taskset is extended by adding one more randomly generated task and a new analysis is performed; otherwise, a new taskset of size m + 1 is generated and the step 2 continues.
The generation of tasksets and the analysis comparison continues until the target number of cases is reached.
The results are shown in Figure 3 , where the upper line denotes the results from our test (in Theorem 2) and the lower line represents results from state-of-the-art analysis in (5). The results con rm a (limited) advantage for the 2-part execution analysis, as our test admits a substantial larger fraction of tasksets in a range of utilizations of width approximately 0.5. This is true for the case of implicit deadlines (Figure 3a ) and, to a more limited degree, for the case of deadlines smaller than the periods (Figure 3b ). 
CONCLUSION
In this work, we point out the limitation of current methodology for multicore G-FP schedulability analysis, by demonstrating its pessimism with respect to a particular strategy for partitioning tasks upon multicores. This result is the main contribution of this paper, and we believe it helps people understand better the analysis problem in case of multicore global scheduling. We further show the most likely cause of the problem and open an opportunity for improving the quality of multicore global scheduling analysis and overcoming the dominance in terms of analysis guarantees of partitioned scheduling.
