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1. INTRODUCTION 
The study of the stability for both coincident and fixed points is one of the most important issues 
in nonlinear analysis. Since Kinoshita [1] introduced the notion of essential components for fixed 
points of single-valued continuous mappings, he proved that for any continuous mapping of the 
Hilbert cube into itself, there exists at least one essential component of its fixed points. Some 
new progress has been given by Luo et al. [2]. Recently Yu and Xiang [3] also established the 
existence of essential components for Ky Fan points and equilibrium points. 
In this paper, by the concept of essential components of coincident points for set-valued map- 
pings and following the ideas from Luo et al. [2] and Yu and Xiang [3], our aim is to prove the 
existence of essential components of both coincident and fixed points for nonself upper semicon- 
tinuous set-valued mappings in normed spaces. Our results include corresponding results in the 
literature as special cases. 
2. PREL IMINARY 
Let X be a nonempty set; we denote by 2 x the family of all subsets of X. If X and Y are two 
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Hausdorff topological spaces and T : Y --* 2 X is a set-valued mapping, then 
(1) T is upper semicontinuous at Y0 • Y, if for each open set U in X with U D T(yo), there 
exists an open neighborhood O(yo) of Y0 such that  U D T(y) for any y • O(y0); and 
(2) T is upper semicontinuous (in short, USC) on Y, if T is upper semicontinuous at every 
point Y0 • Y. 
If A is a subset of a metric space (E, d) and a is a given positive number, we denote by O(A, a) := 
{x • E : d(x, A) < a} the open neighborhood of A with radius a in E; and also we use Bd(X)  to 
denote the boundary of X in E. 
Let X be a nonempty subset of a topological vector space E. Then a nonself set-valued mapping 
F : X ---* 2 E is said to be a weakly inward (respectively, outward) mapping if for each x • Bd(X),  
F(x) A Ix (x)  ~ ¢) (respectively, F(x) A Ox(x)  ~ 0), where I x (x )  (respectively, Ox(x))  is the 
so-called inward (respectively, outward) set of X at x and defined as I x (x )  := U),>0A(X -x )  
(respectively, Ox (z) := U~<0A(Z - x)). 
Throughout his paper, let X be a nonempty compact convex subset of a normed linear space 
and let S be the set of all USC set-valued mappings with nonempty closed convex values from X 
to X. Then for any f ,g  • S, we can define a metric Pl by Pl(f ,g) := supxex h( f (x ) ,g(z ) )  for 
each f,  g • S, where h is the Hausdorff metric defined on X through the norm [I. [[ of E. Clearly, 
(S, Pl) is a complete metric space by Lemma 3 of [4] and Theorem 4.3.9 of [5]. 
In what follows, we set 
Y := {(f, g) • S x S : where f - g is a weakly inward mapping}. 
Then we can show that  indeed (]I, p) is a complete metric space, where the metric p is defined 
by p((f,g),  ( f ' ,g '))  := Pl(f, f ' )  + P l (g , f )  for each (f ,g),  ( f ' ,g ')  e Y,  i.e., we have the following 
result. 
LEMMA 1. The subspace Y C S x S is closed. 
PROOF. For the convenience of readers, we include its proof as follows. Suppose {Ya} = 
{( fa ,ga)} C Y is a net with y~ ---* y = (f ,g) • S x S. Since (fa,g~) • Y,  for any z • Bd(X),  
we have (fa(x) - ga(x)) A Ix (x)  ~ 0. Thus there are ua • fa(z)  and va • ga(z) such that 
ua - va • "Ix(x) ~ 0. Noting that  fa  --* f ,  ga --~ g, and both f ( z )  and g(x) are compact, it is 
easy to verify that  {ua} ---+ uo • f (x )  and {va} ---+ vo • g(x). Indeed, if uo q~ f(xo), there exists a 
> 0 such that  O(uo, ~) A O(f(xo),  ~) = 0. Since lima ua = u0 and lima fa  = f ,  there exists a0 
such that  for each a > Co, we have that  ua • O(uo, ~) and fa(u) C O(f(u) ,  ~) for all u • X and 
thus ua • fa(x) C O(f (x) ,  ~). This implies that  ua • O(uo, ~) A O(f (x) ,  fi) = 0 for all a _> a0, 
which is a contradiction. Therefore, we must have u0 • f (x) ,  and by the same reason, vo • f(x) .  
Next we want to show that  Uo -Vo • Ix (x)  ~ 0. Note that  for each a, as ua -va  • Ix (x )  ~ 0, 
and noting that  I x (x )  ~ 0 is closed, it follows that  
u0 - v0 = lim(ua - va) = l imAa(xa - x) = A0(x0 - x) E Ix (x )  ~ 0. 
a 
Therefore, for any x E Bd(X) ,  it follows that  ( f (x)  -g (x ) )  A Ix (x)  ~ 0, which means the set Y 
is a closed subset of S x S. I 
For any y = (f, g) E Y, we define a set-valued mapping F : Y --+ 2 x by 
F(y) := {x e X :  f (x)  Ag(x)  ~ 0} 
for each y = (f, g) E Y. Then Lemma 2 below tells us that  F is a set-valued mapping from Y 
to X with nonempty values. 
LEMMA 2. Let X be a nonempty compact convex subset o[ a normed space E and let two set- 
valued mappings f and g : X --+ 2 x be upper semicontinuous with nonempty and convex and 
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compact valued. For any x • Bd(X), the set f (x)  - g(x) n Ix(x)  ~ 0. Then there exists x* • X 
such that f(x*) N g(x*) ~ 0. 
PROOF. It is a special case of Theorem 5 of [6]. | 
For each y • Y, the component of a point x • F(y) is the union of all connected subsets 
of F(y) which contain the point x. From [7], we know that components are connected closed 
subsets of F(y) and thus they are also compact as F(y) is compact. It is also easy to see that the 
components of two distinct points of F(y) either coincide or are disjoint, so that all components 
constitute a decomposition of F(y) into connected pairwise disjoint compact subsets, i.e., 
F(y) = U 
sEA 
where A is an index set, for any a c A, F~(y) is a nonempty connected compact, and for any 
a,]3 E h (a  ~ ;3), F~(y) N Fz(y) = 0. In order to study the stability of coincident points for 
set-valued mappings, we first recall the following definition (e.g., see [1,2]). 
DEFINITION 1. For y E Y, suppose the set F(y) = UaeA Fa(y). Then a component Fa(y) for 
some ~ E A is said to be an essential component of y if for each open set O containing Fa(y), 
there exists 6 > 0 such that for any y' E Y with p(y, y~) < 6, F(y') n 0 ~ 0. 
The definition above means that even though we could not expect the continuity for all coin- 
cident points of a pair of set-valued mappings in general, however, there is a case that maybe 
some of coincident points enjoy the continuous tability. In the rest of this paper, we will show 
the existence of such nice coincident points for USC set-valued mappings. 
In order to establish our existence theorem of essential components for coincident points of 
USC set-valued mappings in Y, we first need the following result which is a generalization of 
Theorem 2 in [2] to normed spaces. 
LEMMA 3. Let X be a nonempty compact convex set in a normed space (E, [[ • [[). Then the 
set-valued mapping F : Y --~ 2 x is upper semicontinuous with nonempty compact valued. 
PROOF. For each y = ( f ,g)  E Y, we first show that F(y) C X compact. As X is compact, it 
suffices to show that F(y) is closed. Suppose {x~} c F(y) is a net such that xa --~ x0 E X. Since 
xa E F(y), it follows that f(xa) n g(x~) ~ ¢. Suppose now f(xo) n g(xo) = 0. As both f(xo) 
and g(xo) are compact, there exists 6 > 0 such that O(f(xo), 6) n O(g(xo), 6) = 0. By the upper 
semicontinuity of f and g and xa --* x0, there is a0 such that for any ~ > a0, f(x~) C O(f(xo), 6), 
g(x~) C O(g(xo),6), which contradicts with our assumption that f(x~) n g(x~) = 0. Thus, 
xo • F(y) and F(y) is compact. By a fact that X is compact, in order to show that F is USC, it 
suffices to show that the graph of F, i.e., the set GraphF := {(y, x) • Y × X : x • F(y), y • Y} 
is closed in Y × X. Suppose {(ya,x~)} is a net in GraphF such that (y~,x~) -* (yo,xo). We 
denote by y~ := (f~,g~). Then z~ E F(ya) and f~(x~) nga(x~) ~ 0. If fo(zo) ngo(xo) = 0, 
since fo(xo) and go(xo) are both compact; there exists a positive number b • (0, 1) such that 
O(fo(xo),b) n O(go(xo),b) = 0. Since fa --* f0 and ga --~ go, there exists a l  such that for 
each a > a l ,  we have that fa(u) C O(fo(u),b/2) and ga(u) C O(go(u),b/2) for all u • X. 
Note that f0 and go are upper semicontinuous at x0 and xa ~ x0, there exists a2 >_ a l  such 
that for each c~ > a2, fo(xa) C O(fo(xo),b/2) and go(xa) C O(go(zo),b/2). Thus, for all 
a >_ a2, we have that f~(x~) C O(fo(xo),b) and g~(x~) C O(go(xo), b) for all a >_ a2. Since 
O(fo(xo),b) n O(go(xo), b) = 0, it follows that fa (xa)n  ga(xa) = 0, which is a contradiction. 
Hence, we must also have fo(xo) n go(xo) ~ O. Therefore, the graph of F is closed and the 
mapping F is upper semicontinuous with nonempty compact values. | 
We recall that for given nonempty subsets A and B of a metric space E, the Hausdorff metric h 
between A and B is defined by h(A, B) := inf{e : A C O(B, e) and B C O(A, e)). Then we have 
the following simple fact (see also Lemma 2 of [2]). 
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LEMMA 4. Let A, B, and F be nonempty convex and bounded subsets of a normed linear 
space E. Then h(A, AB + #C) < Ah(A, B) + #h(A, C), where h is the Hausdorff metric defined 
on E, A > O and # > O with A + # = l. 
PROOF. By the definition of Hausdorff metric h(A, B), it suffices to prove that for any given 
ei > 0 and e2 > 0 with B c O(A, el) and A c O(B, el), and C C O(A, e2) and A C O(C, e2), 
we have that A C O(AB + #C, Ae~ + #e2) and AB + #C c O(A, Ael + #e2). For any a e A, 
as A C O(B, el) and A C O(C, e2), there exist b E B and c E C such that d(a,b) < O and 
d(a, c) < e2. Note that A + # = 1, it follows that 
d(a, Ab + #c) = Ila - Ab - ~cll Alia - bll + gila - ell _< Aei + #e2, 
which implies that A C O(AB + #C, Ael -}- ~e2). By the convexity of B and C and the similar 
argument used above, we can also verify that AB + #C C O(A, AO + #e2) and thus, the proof is 
completed. I 
We now have the main result of this paper as follows. 
THEOREM 5. Let X be a nonempty compact convex subset of a normed space E. For any y E Y, 
there exists at /east  one essential connected component of F(y). 
PROOF. For any given y E Y, as Luo et al. did in [2], suppose that F(y) is decomposed as follows: 
F(y) = U Fc,(y), 
aEA 
where A is an index set, for any a E A, Fc~(y) is a connected compact and for any a,/3 E A(a # ft), 
Fc,(x) A Ff3(x) = 0. We shall prove that there exists at least one essential component of F(y). 
Let us suppose otherwise there is not any essential connected component. Then for any a E A, 
there exists an open set On D Fa(y) such that for any e > 0, there is ya E Y with p(y, Ya) < 
such that F(y,~) • Oa = 0. As F(y) is compact, there exist two open and finite coverings {V~}in__l 
W. n and { i}~=1 which satisfy the following conditions (e.g., see [1]): 
(i) Wi C Vi; 
(2) Vi N V/ - -  0 for each i ~ j; and 
(3) Vi contains at least one F~, (y) with On, D Vi D Fa, (y). 
By Lemma 3, F is upper semicontinuous at y and note that Uin__i wi  D F(y) and Ui~=l wi is 
open, then there exists a 6 > 0 such that Ui~l wi D F(y') for any y' E Y with p(y, y') < 6. Thus 
there is ya, E Y with p(y, ya,) < 6 such that F(ya,) N 0~, -- 0. 
Let y = (f,g) and ya, = (f~,,g~,), where i = 1 , . . . ,n .  We define two set-valued mappings 
f * ,g* :X - - *2  x by 
n 
f (x) ,  i fx  E X\Ui=IV~, 
i f ( z )= f~(x), i f xEV i fo rsome/=l ,2 , . . . ,n ,  
and 
( g(x), 
g*(=) = 
I 
if x E X \ Ui~l Vi, 
if x E Vi for some i = 1, 2 , . . . ,n ,  
where f*, g* : X --* 2 x are set-valued mappings defined by 
ft(z) 
and 
gt (=) := 
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for each x • X; and A~ and #i are two functions from X to R defined by 
and 
:=  
d(x, W~) 
d(x, Wi)  + d(x ,X  \ U~=I I7/) 
d(x, X \ UiL1 V/) 
:=  
- -  ? ' t  d(=, Wi) + d(=, X \ Ui=l v~) 
for each x • X. It is clear that ),i and #i are continuous. Noting that f, g, f~, and ga~ are upper 
semicontinuous with compact values, it follows by Theorems 7.3.11, 7.3.14, and 7.3.15 of [5] that 
fi* and gi* are upper semicontinuous. Second, for each given x • X, if x • X \ U~=IV~, then 
f (z)  = f*(x) and g(x) = g*(z) if z e X \ U'~=IVi for a l l /=  1 ,2 , . . . ,n ;  and f i * (z ) := fa,(z)  
and g~ (x) := ga~ (x) if x • Wi. Next we show that both f* and g* are upper semicontinuous 
on X. Without loss of generality, let G be any given open subset of E* and suppose there exists 
x0 • X such that f* (x0) C G. If there exists i • {1, 2 , . . . ,  n}, by the upper semicontinuity of f*, 
there exists a nonempty open neighbourhood N(xo) of x0 in V~ such that f*(u) = f*(u) C G. 
As Vi is open in X, we may assume that N(xo) is also an open neighborhood of X and thus 
f* is upper semicontinuous at x0 • V~ by the definition of upper semicontinuity. In the case 
x0 • X \ U~=lVi, by the fact that f*(xo) = f*(xo) = f(x)  for all i = 1,2, . . .  ,n, and the upper 
semicontinuity of f and fi, it follows that for each i = 1 ,2 , . . . ,  n, there exists a nonempty open 
neighbourhood Vi(x0) ofxo in X such that f*(u) C G for all u • Vi(xo) (as f*(xo) C G). Since f 
is also upper semicontinuous, there exists a nonempty open neighbourhood Vo(xo) of x0 in X such 
that f(u) C G for each u • Vo(xo). Let N(xo) := n'~=oV~(xo). Then N(xo) is a nonempty open 
neighborhood of x0 in X. Moreover, it is easy to see that f*(u) C G for each u E N(xo). Indeed, if 
u • N(Xo)N(X\U'~=IVi ), then f*(u) = f(u) C G; in the case u • N(xo)NVi for some i = 1 , . . . ,  n, 
then f*(u) = f*(u) C G. Therefore, we have shown that for each open neighbourhood G of E* 
with f*(xo) C G for some x0 • X, there exists a nonempty open neighbourhood N(xo) of x0 
such that f*(u) C G for each u • N(xo). This means f* is upper semicontinuous. By the same 
reason, it follows that the mapping g* : X --* 2 x is also upper semicontinuous. Moreover, both 
f* and g* take nonempty closed and convex values. 
Next we want to show that for any x • Bd(X), f* - g* A Ix  (x) # O. First, if x • Bd(X) and 
x•X\  '~ E U,---1 i, it follows that f*(z) - g*(z) = f(x) - g(x), and then we have that 
( f * (x )  - g*(x)) N Ix (x  ) # 0 = ( f (x)  - g(x)) N f x (x )  # O. 
Second, if x • Bd(X) and z • Wi, it follows that f*(x) -g*(x)  = f~,(x) -g,~,(x) and then we 
have that 
( f*  (x) - g * (x) ) N Ix (x )  # O = ( fa , (x)  - ga,(x))  N I x (x )  # O. 
Finally, if x • Bd(X) and x • Vi \ Wi, it follows that 
f * (x )  - g*(x) = (A i (x) f (x)  + p, i fa , (x ) )  - + t iga,(x)) 
= - g (=) )  + - g . ,  (=)). 
Since X is convex, we have that "Ix(x) # 0 is convex. Noting that (f(x) - g(x)) N Ix(x)  # O, 
(f,~,(x) - ga,(x) ) N Ix(x)  # 0, and hi(x) + #i(x) = 1, it follows that 
( / ' (=) -g* (=) )  n Zx(=) # 0 
= - g (=) )  + - g,., (=) ) ]  n Zx(=) # O. 
Hence, for any x • Bd(X),  we show that 
( f * (x)  - g*(x)) N Ix (x )  # 0, 
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which means that y* = (f*,g*) E Y, so that F(y*) # O. Noting that p(y,y~,) < df for i 
1, 2 , . . . ,  n, it follows by Lemma 4 that 
h(f(x) ,Ai(x)y(x) +#i(x)f~,(x))  ~ h( f (x) , f~,(x))  
and 
h(g(x), Ai(x)g(x) + #i(x)ga, (x)) < h(g(x), ga, (x)). 
Therefore, p(y,y*) < if and F(y*) C U~I  w~. Note that for any xo E F(y*), there is an index io 
such that xo E Wi o, and hence, xo E Wio C Wio C Oa,o. Therefore, f*(xo) = fa,o(XO), g*(xo) = 
g~,o (xo), and Xo E F(Y~,o). This contradicts our assumption that that F(Ya,o) fq Oa~o = 0. 
Hence, there exists at least one essential connected component of F(y), completing the proof, l 
REMARK 1. If we set 
Y1 := {(f, g) E S x S : where f - g is a weakly outward mapping}, 
then we can also show that indeed (Y1, P) is a complete metric space, where the metric p is 
defined by p(( f ,g) , ( f ' ,g ' ) )  := P l ( f , f ' )  + px(g,g') for each ( f ,g) , ( f ' ,g ' )  E Y. Moreover, the 
same conclusions in Lemmas 2, 3, and 4 hold. By the same proof as used in Theorem 5, we have 
the following existence of essential components of coincident points for weakly outward USC 
set-valued mappings in normed spaces. 
THEOREM 6. Let X be a nonempty compact subset of a normed space E. For any y 6 Y1, there 
exists at /east  one essential connected component of F(y). 
PROOF. The conclusion follows by the same proof used in Theorem 5. I 
REMARK 2. For any f E S, if g is the identity mapping, i.e., g(x) = I(x) := x for all x E X, 
then for any x E Bd(X), the boundary condition becomes 
(f(x) - g(x)) A Ix(x)  = (f(x)  - x)) N Ix(x)  # O. (.) 
Note that for each f E S, f (x)  E X for each x E X. This boundary condition (*) is automatically 
satisfied for each f from the spaces ]I2 defined as follows: 
II2 := {(f, I)  x S x S : where f E S and I is the identity mapping in X}. 
As a special case of Theorem 5, we have the following existence of essential components for 
fixed points of USC set-valued mappings in normed spaces. 
THEOREM 7. Let X be a nonempty compact and convex subset of a normed space E. Then the 
set of fixed points [or f E II2 has at least one essential component. 
REMARK 3. Theorems 5 and 6 show the corresponding results of Luo et al. [2] hold in normed 
spaces for weakly inward or outward set-valued mappings in normed spaces instead of Banach 
spaces. Theorem 6 is also a set-valued version of corresponding Theorem 3 of [1]. 
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