We describe an algorithm to decompose rational functions from which we determine the poset of groups fixing these functions.
Introduction to replicable functions
We assume familiarity with the notation and contents of [1] , [3] , [5] and [7] . Replicable functions are definable in terms of a generalized Hecke operator or by constraints on their coefficients, see [8] . Each such function f is fixed by a group G f that is commensurable with the modular group, PSL(2, Z). There is a natural poset formed by these stabilizer groups, considered up to conjugation by z → kz, k ∈ Z >0 . Replicable functions have a q-series (Fourier series) expansion at i∞ of the form
Cummins proves in [4] that a finite series implies that f (q) = 1/q + cq, c ∈ {0, 1, −1} -the modular fictions, exp, cos, sin which we shall hereafter ignore.
Computations suggest that there are 616 other replicable functions of which 171 are monstrous moonshine functions, see [2] . There is no satisfactory proof of the completeness of this list although it is compatible with several independent computational checks.
The following remarkable result of Norton is fundamental, see [8] , [4] .
We say that f is in normal form when deg f N > deg f D and f N (0) = 0 (or simply, f (∞) = ∞, f (0) = 0).
Theorem 2. Let f ∈ T .
(i) There exist units u, v ∈ Q(t) such that u • f • v is in normal form, with both numerator and denominator monic.
(ii) Let f ∈ Q(t) be in normal form. If f = g • h, there is a unit u such that g • u and u −1 • h are in normal form.
The following is the key to the decomposition algorithm. and, as the degree is multiplicative with respect to composition, there is no simplification in this expression. The result follows.
We describe the algorithm now.
Algorithm (Rational decomposition).
Input: f ∈ T .
Output: all non-trivial decompositions (g, h) of f , if any exists.
A Compute u and v so that f = u • f • v is in normal form. Let f N , f D be the monic numerator and denominator of f . Analysis. The description above shows that the algorithm correctly computes at least one representative for each equivalence class of decompositions (an extra step would be needed to avoid having more than one representative for each decomposition class). The algorithm has exponential complexity due to the possibility of having an exponential number of candidates in the worst case. In practice, degree conditions reduce the number of candidates. In tests we have found that about 85% of the time is spent on the factoring, and the number of candidates is small (random polynomials are irreducible). Because of this, the algorithm is fast.
Rational relations
To find relations between two q-series we follow a simple procedure. We use the fact that replicable functions correspond to groups acting on the upper half plane, and a rational function of degree n is an n : 1 map.
Algorithm (Computation of rational relations).
Input: two q-series s 1 , s 2 as described in the introduction.
Output: all rational relations of the form
A Compute the orders e 1 , . . . , e r of the generators M 1 , . . . , M r of the fundamental region of s 1 . The hyperbolic area of the region is
Compute the area A 2 for s 2 .
B If d := A 2 /A 1 is not an integer, then there are no relations. Otherwise, put r = 1.
C Let
and solve for a i , b j the linear system given by f (s 2 (q r )) − s 1 (q).
D If there is a non-trivial solution to the system, store the corresponding f and r. If r < d, increase r and go to C, otherwise return all relations found.
Analysis. In each relation, the degree of the numerator is the ratio of the areas, and the difference between the degrees of numerator and denominator is the exponent of q in the function s 2 . In step A, the orders of the non-identity elements are determined by the trace squared divided by the determinant. In step C, solving for the a i , b j requires less than 2d coefficients.
Remark. The values
k ≥ 1 correspond to the conjugation z → kz, k ∈ Z >0 , that is, q → q k .
The computation
For each of the 616 replicable functions, we have:
• the coefficients a 1 , . . . , a 23 ,
• parabolic and elliptic generators for the fixing groups, i.e. generators of the stabilizers of the vertices of a fundamental region.
For each pair of series we determine whether there is a rational relation between them as in Section 3.2. We decompose any rational relations as described in Section 3.1 in order to refine the decompositions, we repeat until we have all refined decompositions. In terms of the poset graph we use:
Algorithm (Poset refinement).
A Draw a vertex for each of the 616 functions.
B For each pair of functions s 1 and s 2 , compute all rational relations of the form
, if any. For each relation, draw a labelled directed edge
C For each of these, compute all the decompositions of f . For each decomposition (g, h) compute s 3 (q j ) := h(s 2 (q)), j ≥ 1 and replace the edge with the two edges
Repeat step B until all the rational functions are indecomposable.
The computations described in this section were performed in a Pentium-IV 2GHz using Maple 7. First, once the areas were known, it was seen that the maximum possible degree of a rational relation would be 96. In Step C, we decompose all the functions we found previously, remove the repeated relations, and continue until all functions are indecomposable. In this way, and since our decomposition algorithm outputs all possible decompositions up to units, we ensure that we find all missing functions, if any, from the lists available. The computation of all possible decompositions is fundamental since there exists no formal proof of the completeness of our initial data. Our computation provides this. The decomposition of all rational relations took around 30 hours overall. In the end, we obtained 1049 indecomposable rational relations. We summarize them in Table 1 in the appendix. We also list the connected components of the graph there.
For each function we give its immediate predecessors and successors. For each edge we give two numbers, the degrees of the numerator and denominator of the rational relation; the first is the degree of the relation, and the power of q is given by the difference of the two numbers. For example, (1A, 2 : 0) in line 2a means that j(q 2 ) is a degree two polynomial in the principal modulus 2a. Notice that in some cases there are two edges between two given functions.
Remarks
It is noteworthy that for two series s 1 , s 2 we may find more than one relation, i.e.
By computation of a resultant, we can find a polynomial relation of the type P (s 1 (q), s 1 (q k1/k2 )) = 0. Computation reveals a remarkable fact about the relation between j (labelled f = 1A) and the principal modulus for Γ(3), t = s(z/3) where s = (η(q)/η(q 9 )) 3 + 3, labelled 9B. Specifically, refined decomposition chains of different lengths exist for
We believe this is the first example of a rational function in Q(t) with refined decomposition chains of different lengths. This does not occur with polynomials, see [9] .
Norton points out that to every component (other than the fictions) there is at least one function that is either monstrous or the translate of a monstrous function. , 
