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Abstract
Three problems for a discrete analogue of the Helmholtz equation are studied analyt-
ically using the plane wave decomposition and the Sommerfeld integral approach. They
are: 1) the problem with a point source on an entire plane; 2) the problem of diffraction
by a Dirichlet half-line; 3) the problem of diffraction by a Dirichlet right angle. It is shown
that total field can be represented as an integral of an algebraic function over a contour
drawn on some manifold. The latter is a torus. As the result, the explicit solutions are
obtained in terms of recursive relations (for the Green’s function), algebraic functions (for
the half-line problem), or elliptic functions (for the right angle problem).
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NOTATION
C Riemann sphere
K wavenumber parameter
S two-dimensional discrete lattice
S2 2-sheet branched discrete lattice
S3 3-sheet branched discrete lattice
u(m,n) wave field on a lattice S
U(ξ1, ξ2) Fourier transform of u
(r, φ) polar coordinates on the plane (m,n)
φin angle of propagation of the incident wave
x = eiξ1 , y = eiξ2 “algebraic wavenumbers”
u˜(m,n) total field on a discrete branched surface
C Circle [0, 2pi] with 0 and 2pi glued to each other
D(ξ1, ξ2) dispersion function, defined by (4)
Dˆ(x, y) dispersion function, defined by (8)
Ξ(x) root of dispersion equation (10), defined by (17)
R Riemann surface of Ξ(x)
R2 2-sheet covering of R
R3 3-sheet covering of R
H dispersion surface, the set of all points (x, y), x, y ∈ C such that (10) is valid
H2 2-sheet covering of H
H3 3-sheet covering of H
B1 . . . B4 branch points of R
J1 . . . J4 zero / infinity points on H
σ1 . . . σ4 integration contours for the representations (21), (22), (23), (24)
Γj contours for the Sommerfeld integral
(α, β) ∈ C2 coordinates on the torus
ζ mapping between H and R
Ψ analytic 1-form on H defined by (31)
f0(x), . . . , f3(x) basis algebraic functions on R2
t(p) elliptic integral (66)
E(t, ω1, ω2) elliptic function (68)
1 Introduction
In the beginning of 20th century, Sommerfeld found a closed integral solution for the problem
of diffraction by a half-plane [1] by combining the plane wave decomposition integral with
the reflection method. Later on, this plane wave decomposition integral with some particular
contour of integration has been named after Sommerfeld. The Sommerfeld integral approach
has been then applied to a number of problems such as problem of diffraction by a wedge
[2, 3, 4] and some others [5, 6].
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In this paper, we build an analogy of the Sommerfeld integral for discrete problems. The
following problems on a 2D square lattice are considered in the paper:
• radiation of a point source in an entire plane (i. e., finding of a Green’s function of a
plane),
• diffraction by a Dirichlet half-line,
• diffraction by a Dirichlet right angle.
The discrete Green’s function problem has been studied in two different physical contexts.
They are the discrete potential theory [7, 8, 9, 10], and the problem of the random walk
[11, 12, 13]. Both problems can be reduced to the calculation of the Green’s function for a
discrete Laplace equation [14]. The Green’s function in these works is represented in terms of a
double Fourier integral. Depending on the position of the observation point, four different single
integral representations can be introduced with the help of residue integration. In the current
work we study the representation as an integral on the complex manifold of dimension 1. The
latter is a torus.
The problem of diffraction by a half-line is well known in the context of fracture mechanics
[15, 16], where the Dirichlet half-line models a rigid constraint in a square lattice. The problem
has been solved by several authors [17, 15, 18] with the help of the Wiener-Hopf technique.
The solution has been expressed in terms of elliptic integrals. Here we introduce an analogue
of the Sommerfeld integral for this problem and obtain an expression for the solution in terms
of algebraic functions.
We are not aware of any analytical results on right angle diffraction problem for a lattice.
Here we obtain a solution of this problem in terms of elliptic functions by using the Sommerfeld
integral approach.
2 Discrete Green’s function on a plane
2.1 Problem formulation
Let there exist a two-dimensional lattice, whose nodes are indexed by m,n ∈ Z. This lattice is
referred to as S. Let a function u(m,n) defined on S obey the equation
u(m+ 1, n) + u(m− 1, n) + u(m,n− 1) + u(m,n+ 1) + (K2 − 4)u(m,n) = δm,0δn,0, (1)
where δm,n is the Kronecker’s delta. Indeed the expression
u(m+ 1, n) + u(m− 1, n) + u(m,n− 1) + u(m,n+ 1)− 4 u(m,n)
is the discrete analogue of the continuous 2D Laplace operator ∆. Our aim is to compute
u(m,n).
The wavenumber parameter K is close to positive real, but has a small positive imaginary
part mimicking an attenuation on the lattice. The radiation condition (in the form of the
limiting absorption principle) states that u(m,n) should decay exponentially as
√
m2 + n2 →
∞.
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2.2 Double integral representation. Dispersion equation
Apply a double Fourier transform to (1). The transform is as follows:
u(m,n) −→ U(ξ1, ξ2) =
∞∑
m,n=−∞
u(m,n) exp{−i(mξ1 + nξ2)}. (2)
The result is
D(ξ1, ξ2)U(ξ1, ξ2) = 1, (3)
where
D(ξ1, ξ2) ≡ 2 cos ξ1 + 2 cos ξ2 − 4 +K2. (4)
The inverse Fourier transform is given by
U(ξ1, ξ2) −→ u(m,n) = 1
4pi2
∫∫ pi
−pi
U(ξ1, ξ2) exp{i(mξ1 + nξ2)} dξ1 dξ2, (5)
and thus the following representation for u(m,n) holds:
u(m,n) =
1
4pi2
∫∫ pi
−pi
exp{i(mξ1 + nξ2)}
D(ξ1, ξ2)
dξ1 dξ2. (6)
Introduce the variables
x = eiξ1 , y = eiξ2 , (7)
and the function
Dˆ(x, y) ≡ x+ x−1 + y + y−1 − 4 +K2. (8)
(Indeed, D(ξ1, ξ2) = Dˆ(e
iξ1 , eiξ2).) The integral (6) can be rewritten as
u(m,n) = − 1
4pi2
∫
σ
∫
σ
xmyn
Dˆ(x, y)
dx
x
dy
y
, (9)
where contour σ is the unit circle in the x-plane (|x| = 1) passed in the positive direction
(anti-clockwise). Expression (9) is the double integral representation for the Green’s function
u.
The combination
xmyn = ei(mξ1+nξ2)
plays the role of a plane wave on a lattice. If x and y obey the dispersion equation
Dˆ(x, y) = 0, (10)
then such a wave can travel along a lattice, being supported by a homogeneous equation
u(m+ 1, n) + u(m− 1, n) + u(m,n− 1) + u(m,n+ 1) + (K2 − 4) u(m,n) = 0. (11)
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Among general plane waves corresponding to any solution of (10) we would like to select
the subset of real waves. If K is real, real waves are just waves with |x| = |y| = 1. They are
plane waves in the usual understanding (in contrast with waves attenuating in some direction).
Such waves can be characterized by a (real) wavenumber (ξ1, ξ2), or by the propagation angle
θ such that
ξ1 = ξ cos θ, ξ2 = ξ sin θ, (12)
and ξ = ξ(θ) is real positive.
Angle θ takes values on the circle [0, 2pi] with 0 and 2pi glued to each other. Below we refer
to this circle as C.
It follows from (12) that
Im[ξ1/ξ2] = 0. (13)
So, if K is real then real waves correspond to solutions of dispersion equation D(ξ1, ξ2) = 0
obeying (13). Note that not all such pairs (ξ1, ξ2) correspond to the real waves. There are two
branches of such pairs, both organized as C, and only one branch corresponds to real (ξ1, ξ2),
i. e. to the real waves.
Mainly for clarity and convenience, we are going to introduce “real waves” for the case of
complex K. In this case, there are no non-decaying plane waves, so there exists an ambiguity in
the choice of the real waves. We solve this ambiguity by selecting the solutions of the dispersion
equation with
Im[sin(ξ1)/ sin(ξ2)] = 0, (14)
or, the same, the solutions of (10) with
Im
[
x− x−1
y − y−1
]
= 0. (15)
One can show that there is a branch of such pairs (x, y) having the shape of a loop on the
Riemann surface of y(x) that tends to usual real waves as Im[K] → 0. Topologically, the real
waves remain organized as C.
The choice of the relation (15) for the real waves is explained below. Namely, the saddle
points of the integral representations of the field found from equation (46) belong to the set
described by (15).
2.3 Single integral representations
The integral (9) can be taken with respect to one of the variables by the residue integration.
As the result, one can obtain a single integral representation. There are four cases, possibly
intersecting:
n ≥ 0, n ≤ 0, m ≥ 0, m ≤ 0.
Each of these cases results in its own single integral representation formula.
Case n ≥ 0:
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Consider the integral (9). Fix x ∈ σ and study the integral with respect to y. The y-plane
is shown in Fig. 1. One can see that there are four possible singular points in this plane.
Two of them are the roots of equation (10) considered with respect to y. These roots are
y(x) = Ξ(x), y(x) = Ξ−1(x), (16)
where
Ξ(x) = −K
2 − 4 + x+ x−1
2
+
√
(K2 − 4 + x+ x−1)2 − 4
2
. (17)
The value of the square root is chosen in such a way that |Ξ(x)| < 1. Note that |Ξ(x)|
cannot be equal to 1 if |x| = 1 since K is not real. The points (16) are simple poles of the
integrand of (9).
Note also that
Ξ−1(x) = −K
2 − 4 + x+ x−1
2
−
√
(K2 − 4 + x+ x−1)2 − 4
2
, (18)
and, indeed, y = Ξ(x) and y = Ξ−1(x) are two roots of the quadratic equation (10).
s
Re[ ]y
Im[ ]y
X( )x
X ( )x
-1
Fig. 1: Complex plane y for fixed x
Beside (16), there maybe singularities of the integrand at two other points: y = 0 and
y = ∞, (the latter is a certain point of the Riemann sphere C). The presence of singularities
at these points depends on the value of n. If n ≥ 0 (as is in the case under consideration) then
the integrand is regular at y = 0 and may have a pole at y =∞.
Thus, y = Ξ(x) is the only singularity of the integrand inside the contour σ. Apply the
residue theorem. The result is
u(m,n) =
1
2pii
∫
σ
xm Ξn(x)
Ξ(x) ∂yDˆ(x,Ξ(x))
dx
x
. (19)
As one can find by direct computation,
y ∂yDˆ(x, y) = y − y−1. (20)
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Thus, (19) can be rewritten as
u(m,n) =
1
2pii
∫
σ
xm yn
dx
x(y − y−1) , y = Ξ(x). (21)
This is a single integral representation of the field.
Case n ≤ 0:
In this case y = 0 is a singular point of the integrand of (19), but y =∞ is a regular point
(more rigorously, y = ∞ is a regular point of the differential form that is integrated in (19)).
This means that the integrand has no branching at y =∞, and it decays not slower than ∼ y−2.
For such an integrand, one can apply the residue theorem to the exterior of σ. The result is
u(m,n) = − 1
2pii
∫
σ
xm yn
dx
x(y − y−1) , y = Ξ
−1(x). (22)
Case m ≥ 0:
The representation of the field is
u(m,n) =
1
2pii
∫
σ
xm yn
dy
y(x− x−1) , x = Ξ(y). (23)
Case m ≤ 0:
The representation of the field is
u(m,n) = − 1
2pii
∫
σ
xm yn
dy
y(x− x−1) , x = Ξ
−1(y). (24)
Thus, we obtained four single integral representations: (21), (22), (23), (24).
2.4 Field representation by integration on a manifold
Let us analyze the integral (21). Consider x and y as complex variables taking values on the
Riemann sphere C¯. We remind that C¯ is a compactified complex plane, i. e. a plane to which
the infinite point is added. The usage of the Riemann sphere is convenient when it is necessary
to study functions having algebraic growth, or just algebraic functions, which is the case in
(21).
Each point (x, y) thus belongs to C× C. Let us describe the set of points (x, y) such that
equation (10) is valid. It is easy to prove that this set is an analytic manifold of complex
dimension 1 (so it has real dimension 2). We comment this below. This manifold will be
referred to as H. Since (10) is the dispersion relation for the lattice, one can call H the
dispersion surface.
The manifold H can be easily built using the function Ξ(x) defined by (17). This function
has been defined only for x ∈ σ. Continue this function analytically onto the whole C. This
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function becomes double-valued, with some branch points. Indeed, H is the set of all points
(x,Ξ(x)), x ∈ C.
We make here an obvious observation that the Riemann surface of Ξ(x), which will be
referred to as R, is the projection of H onto x. Thus, topologically H coincides with the
Riemann surface R. We will denote the mapping between H and R by ζ . More often, we will
use the inverse mapping
x
ζ−1−→ (x,Ξ(x)), x ∈ R.
Let us study the Riemann surface R. Function Ξ(x) has four branch points. They are the
points where the argument of the square root in (17) is equal to zero. By solving the equation
(K2 − 4 + x+ x−1)2 − 4 = 0
we find that the branch points are x = ηj,k, j, k = 1, 2, where
η1,1 = −d
2
+
√
d2 − 4
2
, d = K2 − 2, (25)
η1,2 = −d
2
+
√
d2 − 4
2
, d = K2 − 6, (26)
η2,1 = −d
2
−
√
d2 − 4
2
, d = K2 − 2, (27)
η2,2 = −d
2
−
√
d2 − 4
2
, d = K2 − 6. (28)
Let us list some important properties of the branch points that can be checked directly or
derived from elementary properties of quadratic equations. These properties are:
• The branch points are the points at which Ξ(x) = ±1.
• For y = Ξ(x)
Υ(x) ≡ x(y − y−1) =
√
(x− η1,1)(x− η1,2)(x− η2,1)(x− η2,2). (29)
Note that the left-hand side of (29) is the denominator of the integrand of (21).
• η1,1 η2,1 = 1, η1,2 η2,2 = 1.
• Exactly two of the branch points (η1,1, η1,2, η2,1, η2,2) are located inside the circle |x| < 1.
By the choice of the square root branches, we can make these points be called η2,1 and
η2,2.
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Fig. 2: Scheme of R
The scheme of R is shown in Fig. 2. Two sheets R are Riemann spheres. They are shown
projected onto a plane, such that the infinity point of C becomes infinitely remote.
The branch points are connected by cuts shown by bold curves. For definiteness, the branch
cuts are conducted along the lines at which |Ξ(x)| = 1. The shores of the cuts labeled by equal
Roman number should be connected with each other.
One of the sheets drawn in Fig. 2 is called physical , and the other is unphysical . The
physical sheet is the one on which |Ξ(x)| < 1 for |x| = 1. Respectively, on the unphysical sheet
|Ξ(x)| > 1 for |x| = 1. The integration in (21) is taken along contour σ drawn on the physical
sheet.
It is convenient to label the points of R by coordinates of corresponding points of H, i. e.
by the pairs (x,Ξ(x)).
There are several important points on this Riemann surface. First, they are the branch
points
B1 : (η2,1, 1), B2 : (η2,2,−1), B3 : (η1,1, 1), B4 : (η1,2,−1).
Second, they are zero/infinity points, i. e. the points at which either x or y = Ξ(z) is zero or
infinity. They are the points
J1 : (0, 0), J2 : (0,∞), J3 : (∞,∞), J4 : (∞, 0).
Topologically, H is a torus (i. e. it has genus equal to 1). This can be easily understood,
since H is obtained by taking two spheres, making two cuts, and connecting their shores. The
scheme of making a torus out of two Riemann spheres is shown in Fig. 3.
The statement that H is an analytic manifold means that in each (small enough) neighbor-
hood of any point of H one can introduce a complex local variable, such that all transformation
mappings between the neighboring local variables are biholomorphic. It is clear that such local
variables can be:
• x for all points except the branch points B1, . . . , B4, and and two infinities J3 and J4;
• y for the branch points B1, . . . , B4;
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Riemann
spherefor
sheet 1
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sphere for
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Fig. 3: Why R is a torus
• τ = 1/x for the infinities J3 and J4.
To gain some clarity, we introduce coordinates (α, β) on H showing that this is a torus.
Both coordinates are real and take values in C. The coordinate lines onH (projected on R) are
shown in Fig. 4. The explicit formulae for the coordinates are not important (for the topological
purposes the coordinates can be drawn just “by hands”), but we keep the following properties
valid:
• Points B1, B2, B3, B4 have coordinates (0, pi), (0, 0), (pi, pi), (pi, 0), respectively.
• Points J1, J2, J3, J4 have coordinates (pi/4, 0), (7pi/4, 0), (5pi/4, 0), (3pi/4, 0), respectively.
• Contour σ corresponds to the line α = pi/2 passed in the negative direction.
• The cuts (bold lines), taken for |y| = 1, correspond to α = 0 and α = pi.
• There is an important set of points on H where relation (15) is fulfilled. A study of the
explicit expressions for this set shows that it consists of two loops. One of the loops passes
through the points B1 and B3. This is the real waves line discussed above. We force the
coordinate line β = pi coincide with this line. The other loop bears all infinity points and
the branch points B2 and B4. We make the coordinate line β = 0 coincide with this loop.
• On the line β = pi (the real waves line) we force the coordinate α to have values
α = arctan
(
y − y−1
x− x−1
)
= arctan
(
sin ξ2
sin ξ1
)
. (30)
Our arctan function takes values in C (not in [−pi/2, pi/2]). We assume that α = 0 at B2,
and then use (15) taking the values on C by continuity.
Note that the variables (α, β) are real, and they are used for display purposes only. They
are not related to the complex analytic structure on the torus (for which one needs a single
complex variable). Some “proper” coordinates will be introduced on H by using the elliptic
variable t in Section 4.4.
The introduction of the manifold H (dispersion surface) is needed mainly to obtain the field
representation invariant to the change of variables. Beside H itself, we need a formalism of
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analytic differential forms on H and integrating of them. An analytic 1-form can be defined in
the manifold H (see e.g. [19, 20]) by introducing a formal expression h(z)dz, where z is a local
complex variable for some neighborhood, and h(z) is an analytic function in this neighborhood.
In intersecting neighborhoods the representations of a form can be different, say h1(z1)dz1 and
h2(z2)dz2, but they should match in an obvious way:
h2 = h1
dz1
dz2
.
The 1-form can be analytic/meromorphic if the functions hj are analytic/meromorphic. In
the same sense the form can have a zero or a pole of some order.
Analyticity of a 1-form is an important property since if a form is analytic in some domain
of an analytic manifold, and this form is integrated along some contour, this contour can
be deformed within this domain, i. e. a usual Cauchy’s theorem for a complex plane can be
generalized onto an analytic manifold. Integration over the poles also keeps the same.
Let us prove that the form
Ψ =
dx
x(y − y−1) , (31)
which is a part of (22), is analytic everywhere onH. The statement is trivial everywhere except
the infinities and the branch points. Consider the infinities. At the points J1 and J2 it is easy
to show that (y − y−1) ∼ x−1 as x → 0, thus the denominator is non-zero. At the points J3
and J4 one can show that (y − y−1) ∼ x as x→∞, thus Ψ ∼ x−2dx. A change to the variable
τ = 1/x shows that the form is regular.
Finally, consider the branch points B1, . . . , B4. As it has been mentioned, one can take y
as a local variable at these points. An important observation is that due to the theorem about
an implicit function,
dy
dx
= −∂xDˆ
∂yDˆ
(32)
everywhere on H. Thus,
dx
x(y − y−1) = −
dy
y(x− x−1) . (33)
The denominator of the right-hand side of (33) is non-zero at the branch points, so the form is
regular.
The representation (21) can be rewritten as a contour integral of the form
ψm,n =
i
2pi
xmynΨ (34)
along some contour drawn directly on H. The contour is, indeed, the preimage of σ shown in
Fig. 2, i. e. ζ−1(σ).
It can be easily shown that three other representations, (22), (23), (24), can be written as
contour integrals of the same differential form ψm,n onH, but taken along some other contours.
Namely, for the integrals (22), (23), (24), these contours projected onto R are shown in Fig. 5.
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They are denoted by σ3, σ2, σ4, respectively. The contour σ is denoted by σ1 for uniformity.
The contours on H are ζ−1(σj) for j = 1, . . . , 4.
The contours σ1, σ2, σ3, σ4 in the coordinates (α, β) correspond to coordinate lines α =
pi/2, 0, 3pi/2, pi, respectively. The direction of bypass of each contour is negative with respect
to the variable β.
The representations (21)–(24) can be written in the common form
u(m,n) =
∫
ζ−1(σj)
wm,nΨ, (35)
where
wm,n = wm,n(x, y) = x
myn (36)
is the “plane wave”. Note that the integration is held over a contour on H, so (x, y) ∈ H,
and any such wm,n obey the homogeneous stencil equation (11). Representation (35) can be
considered as a generalized plane wave decomposition.
Below we don’t distinguish between H and R and write σj instead of ζ
−1(σj) if it does not
lead to an ambiguity.
The form ψm,n is analytic everywhere on H only for m = n = 0. Depending on m and n,
this form can have poles at the infinity points. For each of the points J1, . . . , J4 one can derive
a condition providing regularity of that point. These conditions of regularity for the infinity
points are as follows:
J1 : m+ n ≥ 0,
J2 : m− n ≥ 0,
J3 : −m− n ≥ 0,
J4 : −m+ n ≥ 0.
Note that the contours σ1, σ2, σ3, σ4 can be deformed into each other. Topologically, the
relative positions of the contours σj and the infinity points J1, . . . , J4 on the torus H are shown
in Fig. 6. One can see that carrying the contours in the positive α direction corresponds to
moving the observation point in the (m,n)-plane in the counter-clockwise (positive) direction.
The representations are converted into each other, and every time there is a region where at
least two representations are valid simultaneously.
Representing the field in the form of an integral of a differential form over some compact
Riemann surface puts the problem into the context of Abelian differentials and integrals. Some
benefits can be gained from this. Namely, one can notice that, for example, (21) is a period
of an elliptic integral of a general form. One can apply the theorem by Legendre stating
that a general elliptic integral can be represented as a linear combination of four basic elliptic
integrals with rational coefficients [21], p.297. Since the periods of the integrals are studied,
the coefficients should be constant. Following the proof of the theorem, one can conclude that
there should exist recursive relations between the values of u(m,n) enabling one to express
any u(m,n) from several initial values computed by integration. Such a system of recursive
relations is presented in Appendix A. These relations can be used for an efficient computation
of the Green’s function.
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Fig. 4: Coordinates (α, β) on R
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Fig. 5: Position of contours and infinities on the Riemann surface
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Fig. 6: Position of contours and infinities on H in the coordinates (α, β)
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3 Diffraction by a Dirichlet half-line
3.1 Problem formulation
Consider the following scattering problem. Let the homogeneous Helmholtz equation (11) be
satisfied by the field u(m,n) for all (m,n) except the half-line n = 0, m ≥ 0 (see Fig. 7). On
this line we impose the “Dirichlet boundary condition” u = 0.
Fig. 7: Geometry of the problem of diffraction by a half-line. The black circles show the position
of the Dirichlet half-line
Let u be a sum of an incident and a scattered field:
u(m,n) = uin(m,n) + usc(m,n), (37)
where
uin(m,n) = x
m
in y
n
in. (38)
The point (xin, yin) belongs to H, i. e.
Dˆ(xin, yin) = 0.
We assume that the point (xin, yin) is taken on the line of “real waves” β = pi. Introduce
a real parameter φin, which has the meaning of angle of incidence linked with (xin, yin) by the
relation
yin − y−1in
xin − x−1in
= tanφin. (39)
Angle φin is the angle of propagation of the incident wave, while the angle of incidence is,
obviously, φin + pi. Let be −pi/2 < φin < pi/2, and, thus,
|xin| < 1. (40)
Equation (39) with condition (40) defines two point, and only one of them belongs to the line
β = pi. We remind that this line is the branch of the set defined by (15) tending to a part of
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the circle |x| = 1 as Im[K]→ 0. By construction of the coordinates (α, β), the coordinate α of
the point (xin, yin) is equal to φin.
The scattered field should obey the limiting absorption principle, i. e. decay as
√
m2 + n2 →
∞.
The problem formulated here can be solved using the Wiener–Hopf method [17, 15, 18]. This
solution can be found in Appendix B. Here, however, our aim is to develop the Sommerfeld
integral approach for this problem.
3.2 Formulation on a branched surface
Here, following A. Sommerfeld, we use the principle of reflections to get rid of the scatterer
and, instead, to formulate a propagation problem on a coordinate plane with branching.
Parametrize the points (m,n) by the coordinates (r, φ):
m = r cosφ, n = r sinφ. (41)
Indeed (r, φ) take values from a discrete set.
Initially, φ belongs to C. Allow φ be 4pi-periodic, i. e. let φ and φ+4pi mean the same, but
let φ and φ + 2pi correspond to different points. Taking the points (r, φ) with such φ allows
one to construct a branched planar lattice. The scheme of this lattice is shown in Fig. 8. The
lattice is composed of two discrete sheets. The origin O = (0, 0) is common for both sheets.
The nodes n = 0, m > 0 of the first sheet are linked with corresponding nodes n = −1, m > 0
of the second sheet. The nodes n = 0, m > 0 of the second sheet are linked with corresponding
nodes n = −1, m > 0 of the first sheet. The resulting discrete branched surface is referred to
as S2 hereafter.
n
mO
n
mO
sheet1 sheet 2
f
r
Fig. 8: Scheme of dicrete branched surface S2
Each point of S2 except (0, 0) has exactly four neighbors in the lattice. Thus, one can look
for a function u˜ defined on S2 and obeying equation (11) on S2 \O.
Let u be the solution of the diffraction problem formulated in the Section 3.1. Define the
function u˜ on S2 by the following formulae:
u˜(r, φ) = u(r, φ) for 0 ≤ φ ≤ 2pi, (42)
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u˜(r, 4pi − φ) = −u(r, φ) for 2pi ≤ φ ≤ 4pi. (43)
We assume also that u˜(0, 0) = 0.
One can check that u˜ obeys equation (11) on S2 \ O. This statement is trivial for φ not
equal to 0 or 2pi and follows from the symmetry of the field for φ = 0, 2pi.
The new field u˜ has two incident field contributions. They are the plane wave xmin y
n
in on
sheet 1, and the plane wave −xmin y−nin on sheet 2. The second wave is the reflection of the first
one in the “mirror” coinciding with the half-line φ = 0. Note that (xin, y
−1
in ) ∈ H.
We can now formulate the diffraction problem on the branched surface:
Find a field u˜ defined on S2, obeying equation (11) on S2\O, and equal to zero at the origin.
The difference u˜− uin with
uin(m,n) = wm,n(xin, yin) for 0 ≤ φ ≤ 2pi,
uin(m,n) = −wm,n(xin, y−1in ) for 2pi ≤ φ ≤ 4pi.
should decay exponentially as r →∞.
3.3 The structure of the Sommerfeld integral for the half-plane
problem
Being inspired by the classic Sommerfeld integral (Appendix C), we are building an analog of
the Sommerfeld integral on the surface H for finding the field u˜.
For this, consider an analytic manifold H2 that is a two-sheet covering of H, such that the
variable α takes values in [0, 4pi] (its period is doubled with respect to that on H), while β still
takes values in C. The manifold H2 can be imagined as two copies of H, cut along the line
α = 0, put one above another, and connected in a single torus. We assume that all functions
on H2 are 4pi-periodic with respect to α and 2pi-periodic with respect to β.
The covering H2 has eight infinity points. Beside the points J1, . . . , J4 keeping the old
coordinates (α, β), they are points
J ′1 : (9pi/4, 0), J
′
2 : (15pi/4, 0), J
′
3 : (13pi/4, 0), J
′
4 : (11pi/4, 0).
The Sommerfeld integral for the field on S2 is an expression
u˜(m,n) =
∫
Γj
wm,n(p)A(p)Ψ, (44)
where Ψ is defined by (31), p = (x, y) is a point on H2, A(p) is the Sommerfeld transformant
of the field that is a function meromorphic on H2, and thus, possibly, double-valued on H. We
explain below that A(p) should have two poles on the “real waves” line: with α = φin+2pi and
α = 4pi − φin, corresponding to the incident plane waves.
An important part of the Sommerfeld method is the choice of the contour of integration in
(44). By analogy with the continuous case, we need to construct a family of contours depending
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on the angle of observation φ, i. e. the contours Γ = Γ(φ). We consider a discrete family of
contours, i. e. there is a set Γj with j cyclically depending on φ. In the continuous case
(Appendix C), the family Γ(φ) is formally continuous, but it also can be reduced to its finite
subset.
Let such a family of contours Γj be constructed. Then for each point of S2 and each contour
Γj it is possible to say, whether the field at the point is described by the integral (44) with this
contour Γj or not. We will say that the point is described by the contour if the answer is “yes”.
Formally, the family Γj should have the following properties:
1. For each point P of S2 \ O there should be a contour Γj describing the point P and at
four its neighbors in the lattice.
2. If a point P ∈ S2 \O with coordinates m,n is described by two contours Γj and Γj′ then
Γj′ should be transformable into Γj without crossing the singularities of the integrand of
(44) taken for given m,n.
The second condition states that the field is describes consistently, while the first condition
states that the field obeys (11).
Note that in the previous section, a system of contours is built for the plane wave decompo-
sition (35). The contours are Γσ1 = σ1, Γ
σ
2 = σ4, Γ
σ
3 = σ3, Γ
σ
4 = σ2. they are cyclically changed
as φ increases. However, we cannot use this (or similar) family now, since the transformant
A(p) has poles on the line β = pi corresponding to the incident plane waves, and thus the
contours σj cannot be transformed one into another without hitting these poles.
That is why, we need a new family of contours Γj that do not cross the “real waves” line
β = pi. We still assume that the contours should be obtained one from another by carrying
along the α-axis.
Introduce contour Γ on H2 as it is shown in Fig 9. The manifold H2 is the rectangle
0 ≤ α ≤ 4pi, −pi/2 ≤ β ≤ 3pi/2. Contour Γ encircles the infinity points J4, J3, J2, J ′1.
a
b
J JJJ J'J' J' J'1 4 3 2 1 4 3 20
-p/2
3 /2p
p
G
4p
s'
s''
spol
fa =
pfa 2+=pfa 2in +=
in4 fpa -=
Fig. 9: Contour Γ and its deformation into a sum of two saddle point contours and a polar
contour
The family Γj is set as follows. For j = 1 . . . 8 declare that the set of points (r, φ) with
(j − 1)pi/2 < φ < (j + 1)pi/2
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is described by the contour Γj = Γ + (j − 1)pi/2. The origin is described by all contours.
Here we introduced the notation Γ + δ, where δ is some angle, that should be understood
as follows. Contour Γ can be considered as a set of points (α, β) on H2. Contour Γ + δ is Γ
shifted in the α direction by δ, i. e. changed by the transformation
(α, β)→ (α + δ, β).
The direction of Γ + δ is kept the same as for Γ.
Each of the contours Γ + pil/2 has exactly four infinity points inside.
The check that the family Γj obeys condition 1 for the integration contour is trivial. To
provide the validity of condition 2 one, generally, has to impose an additional requirement
on A. Let A(p) have no singularities except the poles at (φin+2pi, pi) and (4pi− φin, pi). Let for
example the point (r, φ) be described by Γ1 and Γ2, i. e.
pi/2 ≤ φ ≤ pi. (45)
Let us show that the contour Γ1 can be safely transformed into Γ2. For this, we need to show
that the integrand is non-singular at the infinity points J4 and J
′
4. Function A is analytic there
by our assumption. The form Ψ is analytic everywhere on H2. Consider the function wm,n.
Infinities J4 and J
′
4 correspond to x→∞, y → 0, and the range (45) means that m ≤ 0, n ≥ 0.
Under these conditions, wm,n = x
myn is analytic.
Any other pair of neighboring contours Γj is checked the same way. Finally, the set of
contours Γj obey both conditions imposed on the Sommerfeld integral contours.
3.4 Properties of the Sommerfeld integral
Let be 0 ≤ φ ≤ pi, so the contour Γ1 = Γ can be used in (44). Consider the far field, i. e. build
the asymptotics of u(mN, nN) as N →∞ for fixed m,n.
As usual, such an asymptotics can be built by applying the saddle-point method (we fol-
low [22]). Let us find the saddle points on H2. Represent wmN,nN(x, y) as
wmN,nN(x, y) = exp{iN(mξ1 + nξ2)} = exp{N(m log(x) + n log(Ξ(x)))}.
A saddle point x∗ corresponds to
d
dx
(m log(x) + n log(Ξ(x))) = 0,
i. e.
dΞ(x∗)
dx
= −m
n
Ξ(x∗)
x∗
(46)
This equation can be solved explicitly, since Ξ(x) is given by (17). As the result, we get a
multivalued expression x∗ = x∗(m/n). We do not put this formula here due to its unwieldiness.
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Using (33), one can rewrite equation (46) as
y∗ − y−1∗
x∗ − x−1∗
=
n
m
, y∗ = Ξ(x∗). (47)
Indeed,
n
m
= tanφ,
and the set of the points corresponding to the solutions of (47) for real φ is the line of “real
waves” β = pi, introduced above.
Note that formally the points on the line β = 0 also satisfy the equation (47), but such
saddle points yield asymptotic terms that are exponentially small.
There are two values of x∗(m/n) on H belonging to the “real waves” line. They are the
points (± arctan(n/m), pi). One of them corresponds to the wave going from the origin, and the
other corresponds to the wave coming to the origin. Indeed, onH2 there are two values x∗(m/n)
corresponding to the waves going from the origin. Denote these points of H2 by p
′(m/n) and
p′′(m/n). They have (α, β)-coordinates (arctan(n/m), pi) and (arctan(n/m) + 2pi, pi).
Deform contour Γ as it is shown in Fig. 9. Namely, the deformed contour consists of two
saddle-point loops σ′(m/n) and σ′′(m/n) passing through the aforementioned saddle points,
and the loop σpol encircling the poles other than the infinities. Only the poles located between
σ′(m/n) and σ′′(m/n) fall inside σpol. On the “real waves” line, the poles that fall between the
contours σ′(m/n) and σ′′(m/n) should have coordinate α falling in the range
φ < α < φ+ 2pi.
The standard procedure of the saddle-point integration gives the cylindrical wave. The
directivity of this wave is proportional to A(p′(m/n)) − A(p′′(m/n)), and this combination
seems typical for a Sommerfeld integral. The polar terms provide the incident plane waves (the
initial wave wm,n(xin, yin) and its mirror image) in the regions of their geometrical visibility.
The initial plane wave corresponding to the pole φin + 2pi is visible in the range
φin < φ < φin + 2pi,
while the reflected wave corresponding to the pole 4pi − φin is visible in the range
2pi − φin < φ < 4pi − φin.
3.5 Functional problem for the transformant A(p) and its solution
Let us formulate the functional problem for A(p):
The transformant A(p) should be meromorphic on H2, that is a two-sheet covering of H
introduced above. A(p) can only have simple poles at two points of H2, corresponding to the
incident waves (the initial wave and its mirror reflection). They are the points (φin + 2pi, pi)
and (4pi− φin, pi) in the (α, β)-coordinates. The residues of the form AΨ at these points should
be equal to −(2pii)−1 and (2pii)−1, respectively.
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It should be clear from the consideration above, that these conditions are sufficient to make
the Sommerfeld integral (44) describe a solution of the diffraction problem formulated above
for S2.
Let us reformulate the problem for A(p) in more usual terms. Consider x as the main
variable. As we mentioned above, the torus H is the preimage of the Riemann surface R
shown in Fig. 2. A usual scheme [23] of this surface is shown in Fig. 10. The horizontal lines
are the samples of the complex planes of variable x. The circles are the branch points. The
vertical lines are the connections between sheets due to the branching. This scheme should be
completed by the scheme of the cuts drawn in the complex x-plane shown in Fig. 2.
h h h h
2,2 2,1 1,1 1,2physicalsheet
unphysical sheet
Fig. 10: Scheme of Riemann surface R
One can see that R is the covering over C with branching. In the same way we can say that
H2 is the preimage of some Riemann surface R2 over C: R2 = ζ(H2). The scheme of R2 over
C is shown in Fig. 11. The coverings can be described by the diagram
R2 → R→ C,
where the second mapping is ζ . The first mapping has no branch points.
h h h h
2,2 2,1 1,1 1,2physical sheet
Fig. 11: Scheme of Riemann surface R2
Consider the points of H2 with x = xin. There are 4 such points:
p1 : (φin + 2pi, pi), p2 : (φin, pi), p3 : (2pi − φin, pi) p4 : (4pi − φin, pi),
in the (α, β)-coordinates.
Two of these points, p1 and p4 correspond to the incident plane waves mentioned in the
condition of the functional problem. Indeed, point p1 has y = yin, while p4 has y = y
−1
in . The
function A should have poles at these points. The prescribed residues are
Res[AΨ, p1] = −Res[AΨ, p4] = −(2pii)−1. (48)
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According to the functional problem, A should be regular at p2 and p3, otherwise the field
would have the plane wave terms other than the incident components listed in the problem
formulation. Thus,
Res[AΨ, p2] = Res[AΨ, p3] = 0. (49)
The problem for A(p), p ∈ H becomes reformulated as a problem of finding a 4-valued
function A(x) on C having given branch points ηj,k, single valued on a prescribed Riemann
surface R2, and having given poles xin with prescribed residues on each sheet. This is a problem
of theory of functions. It is easy to show that A(x) should be an algebraic function. To build
this function, below we guess four basis functions having all possible symmetries on R2 and
construct A(x) explicitly using these basis functions. In general, however, and in particular for
the right angle problem studied in the next section of the paper, similar problems seem more
complicated and require application of some advanced methods.
An elementary symmetrization argument shows that any function meromorphic on R2,
e.g. A(x), can be written as a linear combination of four functions having different types of
symmetry with respect to the substitutions of sheets of R2. These four functions are
f0 = 1, f1(x) =
√
(x− η1,1)(x− η1,2)(x− η2,1)(x− η2,2), (50)
f2(x) =
√
(x− η2,1)(x− η2,2), f3(x) =
√
(x− η1,1)(x− η1,2) (51)
(note that these functions are single-valued on R2). The coefficients of the linear combinations
are rational functions of x.
Thus,
A(x) = R0(x) +R1(x)f1(x) +R2(x)f2(x) +R3(x)f3(x). (52)
Our aim is to find the functions Rj(x).
Let the residues of Rj(x) at x = xin be equal to cj . Using these coefficient, find the residues
of the form AΨ at the points pj on H2:
Res[AΨ, p1] = (c0 + c1g1 + c2g2 + c3g3)/g1,
Res[AΨ, p2] = (c0 + c1g1 − c2g2 − c3g3)/g1,
Res[AΨ, p3] = −(c0 − c1g1 − c2g2 + c3g3)/g1,
Res[AΨ, p4] = −(c0 − c1g1 + c2g2 − c3g3)/g1,
where
g1 = f1(p1), g2 = f2(p1), g3 = f3(p1).
Taking the value fj(p1) means that the one should take the value fj(xin) on the sheet of R2
where the point p1 is located.
Solving equations (48), (49), obtain
c0 = − 1
4pii
f1(p1), c2 = − 1
4pii
f3(p1), c1 = c3 = 0. (53)
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Finally, we can construct A(x) taking the simplest rational functions having prescribed
residues at x = xin:
Rj =
cj
x− xin ,
and
A(p) = −f1(p1) + f3(p1) f2(p)
4pii(x− xin) . (54)
One can check that this transformant obeys all conditions imposed on A.
Note that the transformant A(p) has no singularities at infinity. The reason of this is that
the Dirichlet problem is studied, and the reflected plane wave has the sign opposite to the
incident plane wave. Thus, the sum of residues of the transformant corresponding to the plane
waves is equal to zero and there is no need to additional poles at the infinity points.
3.6 Analysis of the solution obtained by the Sommerfeld integral
Let us check directly that the Sommerfeld solution (44) with the transformant (54) coincides
with the Wiener–Hopf solution (95) (the details are given in Appendix B). For definiteness, let
us study the case 0 ≤ φ < pi, i. e. consider the Sommerfeld integral with contour Γ. Deforming
contour Γ as shown in Fig. 9, obtain:
u˜(m,n) = uin(m,n) +
∫
σ′+σ′′
wm,nA(p)Ψ. (55)
Taking into account the symmetry of function A as α→ α+ 4pi, obtain for the second term
− 1
4pii
∫
σ′
xmyn
x(y − y−1)
(
f1(p1) + f3(p1)f2(x)
x− xin −
f1(p1)− f3(p1)f2(x)
x− xin
)
dx = (56)
= − 1
2pii
∫
σ′
xmyn
x(y − y−1)
f3(p1)f2(x)
x− xin dx.
Here we used explicit expressions for A,Ψ and wm,n. Taking into account (29), obtain (95).
While representation (95) seems to be simpler, the Sommerfeld integral representation (44)
may be more suitable for computations, since it is an integral over several polar singularities
possibly located at the infinity points J ′1, J2, J3, J4. Thus, the integral can be calculated using
the residue theorem. This means essentially that we put our problem into the context of the
generating functions [24].
Let us for example calculate the integral on the half-line n = 0, m > 0 where the Dirichlet
boundary conditions should be satisfied. In this case it has poles at the points J3 and J4. The
poles are of order m. Straightforward calculations show that
Res[wm,nAΨ, J3] = −Res[wm,nAΨ, J4] = − 1
(m− 1)! limτ→0
dm−1
dτm−1
[
f1(xin) + f3(xin)f2(τ
−1)
4pii(τ−1 − xin)(y − y−1)τ
]
(57)
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and
u˜(m, 0) = 0, m > 0, (58)
i. e. the Dirichlet boundary conditions are satisfied.
Values of u˜ on the whole grid can be calculated in a similar way. If m > 0, n > 0, m > n
the Sommerfeld integral has poles at J3, J4 of orders m− n and m+ n, respectively:
u˜(m,n) = − 1
(m+ n− 1)!
dm+n−1
dτm+n−1
[
τnyn(f1(xin) + f3(xin)f2(τ
−1))
2(τ−1 − xin)(y − y−1)τ
]
(τ = 0)
− 1
(m− n− 1)!
dm−n−1
dτm−n−1
[
τ−ny−n(f1(xin) + f3(xin)f2(τ
−1))
2(τ−1 − xin)(y − y−1)τ
]
(τ = 0). (59)
If n > 0, n > m,m > −n the Sommerfeld integral has poles at J2, J3 of orders n−m and m+n,
respectively:
u˜(m,n) = − 1
(m+ n− 1)!
dm+n−1
dτm+n−1
[
τnyn(f1(xin) + f3(xin)f2(τ
−1))
2(τ−1 − xin)(y − y−1)τ
]
(τ = 0)
− 1
(n−m− 1)!
dn−m−1
dxn−m−1
[
xnyn(f1(xin) + f3(xin)f2(x))
2(x− xin)(y − y−1)x
]
(x = 0). (60)
Following this procedure one can obtain explicit expressions for the field in the remaining nodes.
Thus, using formulae (59),(60) one can represent the field in each node (m,n) as an explicit
algebraic function of variables (K, xin).
Let us check that the homogeneous equation (11) is satisfied at node (−1, 0). For this,
calculate values u˜(m,n) explicitly at the nodes (−2, 0), (−1, 1), (−1,−1), (−1, 0). We have:
u˜(−2, 0) = f1(xin)(1− (k
2 − 4)xin)
x2in
, (61)
u˜(−1, 1) = −2f1(xin)− 2f3(xin) + (η2,1 + η2,2)f3(xin)
4x2in
, (62)
u˜(−1,−1) = −2f1(xin)− 2f3(xin) + (η2,1 + η2,2)f3(xin)
4x2in
, (63)
u˜(−1, 0) = f1(xin)
xin
. (64)
Substituting the latter in (11) and taking into account that u˜(0, 0) = 0, we see that the
homogeneous Helmholtz equation is satisfied.
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4 Diffracton by a Dirichlet right angle
4.1 Problem formulation
Let the homogeneous discrete Helmholtz equation (11) be satisfied everywhere except the do-
main n ≥ 0, m ≥ 0, which is the scatterer in this case. The Dirichlet conditions are set on the
boundary of the scatterer:
u(m, 0) = 0, m ≥ 0, u(0, n) = 0, n ≥ 0. (65)
This corresponds to the classical 2D problem of diffraction by an angle (or by a wedge in
3D). The geometry of the problem is shown in Fig. 12. The total field is a sum of the incident
Fig. 12: Geometry of the problem of diffraction by an angle. Black circles show the position of
the Dirichlet angle
field and the scattered field (see (37)). The incident field is the plane wave (38). As before,
we take the incident plane wave on the “real waves line”, i. e. (39) is valid. The angle of
propagation of the incident wave φin obeys
0 < φin < pi/2,
thus
|xin| < 1, |yin| < 1.
The scattered field should obey the radiation condition, i. e. it should decay at infinity.
4.2 Formulation on a branched surface
Using the same consideration as in Section 3.2, let us construct a branched lattice S3 with three
sheets. Use the polar coordinates (r, φ) defined as (41).
The lattice S3 is the set of all integer points (m,n) written in the polar coordinates (r, φ)
introduced above with 0 ≤ φ < 6pi, implying the 6pi-periodicity in φ of all functions. Obviously,
S3 is a 3-sheet covering of Z× Z. The origin is common for all sheets.
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Consider a solution u(m,n) of the diffraction problem formulated above. Define the function
u˜(r, φ) on S3 by taking
u˜(r, φ) = u(r, φ), for pi/2 ≤ φ ≤ 2pi,
u˜(r, φ) = −u(r, 4pi − φ), for 2pi ≤ φ ≤ 7pi/2,
u˜(r, φ) = u(r, φ− 3pi), for 7pi/2 ≤ φ ≤ 5pi,
u˜(r, φ) = −u(r, 7pi − φ), for 5pi ≤ φ ≤ 13pi/2.
One can check directly that field u˜ satisfies equation (11) on S3 \ O, i. e. the boundaries can
be discarded in the formulation of the problem.
The new field u˜ has four incident field contributions. Define
uin = wm,n(xin, yin), for pi/2 ≤ φ ≤ 2pi,
uin = −wm,n(xin, y−1in ), for 2pi ≤ φ ≤ 7pi/2,
uin = wm,n(x
−1
in , y
−1
in ), for 7pi/2 ≤ φ ≤ 5pi,
uin = −wm,n(x−1in , yin), for 5pi ≤ φ ≤ 13pi/2.
(The incident field is discontinuous, but this does not matter, since we are not going to construct
a scattered field alone.) The difference u˜− uin should decay as
√
m2 + n2 →∞.
We can now formulate the diffraction problem on the branched surface:
Find a field u˜ defined on S3, obeying equation (11) everywhere except the origin, with u−uin
exponentially decaying as r →∞.
4.3 The Sommerfeld integral and the problem for the transformant
Analogously to the half-line diffraction problem, introduce an abstract analytic manifold H3
that is a 3-sheet covering of H without branching. To build this manifold, take coordinates
(α, β) introduced for H and allow α to take values in [0, 6pi]. This means that we take three
copies ofH having α ∈ C, all cut into “tubes” along the coordinate lines α = 0, and attach them
one to another, forming a “ring”. The schemes of H, H2 and H3 with respect to coordinates
(α, β) are shown schematically in Fig. 13.
a b a b a b
H H H2 3
Fig. 13: Schemes of manifolds H, H2, H3 in the coordinates (α, β)
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The covering H3 has totally 12 infinity points. They are the preimages of x = 0 and x =∞
for the mapping H3 → C
We seek the solution u˜ in the form (44) with the Sommerfeld transformant A(p) single-valued
and meromorphic on H3. Contours Γj are selected in the same way as it was for half-plane
problem: They are Γj = Γ+(j− 1)pi/2, j = 1 . . . 12. Contour Γ is the same as shown in Fig. 9.
The functional problem for A(p) is as follows:
The transformant A(p) should be meromorphic on H3 that is a three-sheet covering of H.
A(p) can only have simple poles at four points of H3, corresponding to the incident plane wave
and its mirror reflections. These poles have (α, β)-coordinates (φin + 2pi, pi), (4pi − φin, pi),
(φin + 5pi, pi), (pi − φin, pi).
The residues of the form AΨ at these points should be equal to −(2pii)−1, (2pii)−1, −(2pii)−1,
(2pii)−1 respectively.
4.4 Solution of the functional problem for the Sommerfeld transfor-
mant
Unfortunately, we were not able to build a simple representation like (52) for A(p), since
we cannot guess basic algebraic functions on H3 having all six types of symmetry. Here we
construct A(p) as an infinite series using the general theory of elliptic functions [19, 25, 21].
Let p denote a point on H. Introduce a complex function t(p) by the relation
t(p) =
∫ p
B1
dx
x(y − y−1) =
∫ p
B1
Ψ. (66)
We are going to use both the function t(p) and its inverse p(t). The lower limit of the integral
can be arbitrary, and we take it equal to B1 for convenience.
Indeed, the value of t depends not only on x but also on the path of integration. The
ambiguity is taken care about as follows. It is known that the mapping p → t maps the torus
H to a parallelogram P in the t-plane with sides ω1, ω2. These values are called the periods
and are defined by the relations
ω1 =
∫
σ
dx
x(y − y−1) , ω2 =
∫
κ
dx
x(y − y−1) , (67)
Contour σ has been used above (this is the line α = pi/2 passed in the negative β-direction),
and contour κ is the line β = 0 passed in the positive α-direction. Thus, function t(p) is
single-valued on H cut along σ and κ.
We should make a remark that one can use the complex plane of t as the coordinate plane
for the torus instead of (α, β). Roughly speaking, the α-direction is ω2, while the β-direction
is −ω1.
Consider a function
E(t, ω1, ω2) =
1
t
+
∞∑
k=−∞
∞∑
l=−∞
′(
1
t− ω1k − ω2l +
1
ω1k + ω2l
+
t
(ω1k + ω2l)2
)
. (68)
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The term k = 0, l = 0 is excluded from the sum. This is denoted by “prime” notation after the
sum symbol. One can show [25] that function E is a meromorphic function of variable t having
poles at the points of the grid t = ω1k + ω2l with principal parts
1
t− (ω1k + ω2l) .
Function E satisfies the following relations:
E(t+ ωj , ω1, ω2)− E(t, ω1, ω2) = dj, j = 1, 2, (69)
where dj are some constants.
Function A(p) can be built using (68). Let us study A˜(t) = A (p(t)) as a function of variable
t. Note that a transition from H to its covering H3 looks in the t coordinate as triplicating
the period ω2 (note that the α-period is triplicated). Namely, for A(p) to be single-valued on
H3, A˜(t) should be a double periodical function with the periods (ω1, 3ω2). Besides, in each
elementary parallelogram the function A˜(t) should have four poles corresponding to the incident
waves.
The positions of poles on the t-plane are defined as follows. Let t0 be t(xin) with the integral
in (66) taken along the shortest path along the “real waves” line. Then, one can establish the
following correspondence:
φin + 2pi ←→ t0 + ω2,
4pi − φin ←→ 2ω2 − t0,
φin + 5pi ←→ t0 + 5ω2/2,
pi − φin ←→ ω2/2− t0,
Thus, one can construct A˜(t) as
A (x(t)) = 2pii
[−E(t− (t0 + ω2), ω1, 3ω2) + E(t− (2ω2 − t0), ω1, 3ω2)−
E(t− (t0 + 5ω2/2), ω1, 3ω2) + E(t− (ω2/2− t0), ω1, 3ω2)
]
. (70)
This function is triple periodic with periods (ω1, 3ω2), since it contains two terms with E and
two terms with −E. As the result, the constants dj introduced in (69) are canceled. Thus, the
integral (44) with (70) provides the solution for the right-angled wedge problem.
Indeed, the function A(x) = A˜(t(x)) with A˜ defined by (70) is in some sense expressed in
a not efficient way. It is easy to prove that A(x) should be an algebraic function that can be
expressed explicitly and should contain only square and cubic radicals. However, finding the
explicit form of such an elementary function is not an elementary problem, and we prefer to
leave the answer in elliptic functions, which are in this case most informative.
While the obtained result seems to be cumbersome and impractical it still can be used for
calculations. Indeed, the integral (44) is still a pole integral that can be calculated using residue
theorem, and the formulae similar to (59) and (60) can be obtained. For this, one needs to
compute the values of some elliptic functions in several specific points. The latter problem is
well known [21], and it can be solved very efficiently using the theory of θ-functions.
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5 Conclusion
The main ideas of the paper are as follows:
• We made an elementary observation that the representation (21) for the Green’s function
for a discrete plane is an elliptic integral. Thus, an application of the Legendre’s theo-
rem yields recursive relations, say, (72), (77). Such recursive relations can be useful for
practical computation of the Green’s function, since they require numerical integration
only for a few first values of the field. We are not studying here the practical aspects of
application of these recursive relations (basically, their stability), leaving this subject for
another study.
• We make an observation that the plane wave decomposition (21) can be considered as an
integral of an analytic differential 1-form over a contour on an analytic manifold H. The
integral is rewritten as (35). The manifold H is the set of all plane waves that can travel
along the discrete plane, i. e. it is the dispersion diagram of the system. Topologically, H
is a torus.
• We develop the Sommerfeld integral formalism for a Dirichlet half-line diffraction prob-
lem. Indeed, we follow the classical continuous consideration, and keep the analogy as
close as possible. Using the principle of reflections, we formulate the discrete diffraction
problem on a branched discrete surface with two sheets. Then we construct an analogue
of the Sommerfeld integral. For this, we keep the Ansatz with the differential form (35)
(now it reads as (44)). By analogy with the continuous case, we look for the Sommerfeld
transformant A(p) that is single-valued on a double-valued covering of H. The latter is
denoted by H2. The Sommerfeld contour is chosen in a way most close to the continuous
case. We formulate and solve a functional problem for A(p). The latter is the classi-
cal problem of finding an algebraic function on a given Riemann surface having given
singularities.
• We make an observation that, unlike in the continuous case, the Sommerfeld integral has
certain computational advantages without a transformation into the combination of the
saddle-point contours and the plane wave residual components. Namely, the Sommerfeld
integral can be taken by computing its residues at infinity points. This yields explicit rep-
resentations (59) and (60), so numerical integration is not needed at all for the diffraction
problem. Surprisingly, the solution of the diffraction problem seems simpler than that of
the problem for the Green’s function.
• We are trying to develop the Sommerfeld formalism for another problem, to which the
reflection principle can be applied. This is the problem of diffraction by a Dirichlet right
angle. By analogy, we write down the Sommerfeld integral and look for the transformant
A(p). The transformant is an algebraic function single-valued on a 3-sheet covering of H
named H3. Unfortunately, the problem for the transformant is more complicated in this
case, and we have found its solution only in terms of the elliptic functions (70).
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Appenidx A. Computation of the Green’s function using
the recursive relations
We study here the problem for the Green’s function (1). Our aim is to find a way to tabulate
function u(m,n) for some set of values m,n. It is clear that
u(m,n) = u(−m,n) = u(m,−n) = u(−m,−n). (71)
Thus, one should tabulate u(m,n) only for non-negative m,n.
Let it be necessary to tabulate all u(m,n) with
|m|+ |n| ≤ N.
A naive approach requires ∼ N2 computations of the integral. However, here we show that one
can compute only two integrals, then using “cheap” recursive relations.
Perform the consideration in two steps. On the first (easy) step we assume all u(m, 0) to
be known, and prove that all other values u(m,n) can be found by recursive relations. On
the second (more complicated) step we prove that all u(m, 0) can be found from the first two
values.
Step 1. Compute the values of u(m,n) row by row. Each row is a set of values with m ≥ 0,
n ≥ 0, m+ n = const, i. e. the rows are diagonals.
Let all values with |m|+ |n| ≤M be already computed, and it is necessary to compute the
values with |m|+ |n| =M + 1. Then use (1) rewritten as a recursive relation:
u(M + 1− n, n) + u(M + 2− n, n− 1) = (72)
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−u(M + 1− n, n− 2)− u(M − n, n− 1) + (4−K2)u(M − n, n− 1).
Note that all values in the right have the sum of indices ≤M , thus they are computed previously.
The left-hand side is a recursive relation for n = 1, 2, . . . ,M + 1. Thus, if the values u(m, 0)
are known, one can compute all other values by (72).
Step 2. Let be n = 0. Rewrite the representation (21) for u(m, 0) in the form
u(m, 0) =
1
2pii
∫
σ
xmdx
z(x)
, z(x) =
√
(x2 + (K2 − 4)x+ 1)2 − 4x2. (73)
Being inspired by the proof of Legendre’s theorem for the Abelian integrals [21], derive a
recursive formula for u(m, 0). Introduce the constants a0, . . . , a3 as follows:
a0 = 1, a1 = 2(K
2 − 4), a2 = (K2 − 4)2 − 2, a3 = 2(K2 − 4). (74)
Using these constants one can write
z2(x) = x4 + a3x
3 + a2x
2 + a1x+ a0. (75)
Note that
d
dx
(xmz) = (m+ 2)
xm+3
z(x)
+ (m+ 3/2) a3
xm+2
z(x)
+
(m+ 1) a2
xm+1
z(x)
+ (m+ 1/2) a1
xm
z(x)
+ma0
xm−1
z(x)
. (76)
Substituting this identity into (73) and taking into account that contour of integration σ is
closed, get
− (m+ 2)u(m+ 3, 0) = (m+ 3/2) a3 u(m+ 2, 0)+
(m+ 1) a2 u(m+ 1, 0) + (m+ 1/2) a1 u(m, 0) +ma0 u(m− 1, 0). (77)
This is the recursive relation connecting five values of u(m, 0). Write down the latter for m = 0
and use (71). Obtain:
− 2u(3, 0) = 3/2a3u(2, 0) + a2u(1, 0) + 1/2a1u(0, 0), (78)
Then, write down (1) for m = 0, n = 0 taking into account (71), and symmetry relation
u(m,n) = u(n,m). Obtain:
4u(1, 0) = 1− u(0, 0)(K2 − 4). (79)
Using (78-79) one can express u(3, 0), u(1, 0) in terms of u(2, 0) and u(0, 0). Then, using (77)
express u(m, 0) in terms of u(2, 0) and u(0, 0). Thus, knowing only two values u(2, 0) and
u(0, 0) it is enough to compute all other u(m, 0) without integration.
We should note that similar results were obtained for the discrete Laplace equation in
[12, 7, 13, 10, 26].
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Appendix B. Wiener-Hopf solution for a discrete half-line
problem
Following [18], let us find the solution of the half-plane diffraction problem using the Wiener-
Hopf approach. First, let us symmetrize the problem. Namely, represent the incident field (38)
as a sum:
uin(m,n) =
1
2
(uin(m,n) + ur(m,n))+
1
2
(uin(m,n)− ur(m,n)) ≡ uin,s(m,n)+uin,a(m,n), (80)
where
uin(m,n) = x
m
in y
n
in, ur(m,n) = x
m
in y
−n
in . (81)
Then, study the equation (11) separately for the symmetrical usc,s(m,n) and anti-symmetrical
usc,a(m,n) part of the scattered field. Trivially, the anti-symmetrical scattered field is zero:
usc,a(m,n) = 0. (82)
Thus the solution of the symmetrical problem coincide with the solution of original problem:
usc,s(m,n) ≡ usc(m,n).
Without loss of generality assume that n ≥ 0.
Introduce direct and inverse bilateral Z-transforms as follows:
F (z) = Z{fn} =
∞∑
n=−∞
fnz
−n, (83)
fn = Z{F (z)} = 1
2piı
∫
σ
F (z)zn−1dz, (84)
where σ is a contour going along a unit circle |z| = 1 in the positive direction.
Apply the Z-transform to usc(m, 0) and take into account the Dirichlet boundary condition
usc(m, 0) = −uin(m, 0), m ≥ 0.
The result is
Usc(z) = −Uin(z) +G−(z), (85)
where
Uin(z) =
∞∑
n=0
uin(n, 0) z
−n =
z
z − xin (86)
and
G−(z) =
−1∑
m=−∞
usc(m, 0) z
−m, (87)
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which is an unknown function analytic inside the unit circle. Note that function U in+ (z) is
analytic outside the unit circle.
Study a combination
w(m) =
1
2
(usc(m+ 1, 0) + usc(m− 1, 0)) + usc(m, 1) + (K2/2− 2)usc(m, 0) (88)
for m ∈ Z. Due to symmetry u(m, 1) = u(m,−1) and to equation (11) taken for n = 0, m < 0,
w(m) = 0 for m < 0, (89)
Note that the scattered field in n > 0 consists of plane wave decaying as n→∞, thus
Z{usc(·, n)}(z) = Ξn(z)Z{usc(·, 0)}(z) (90)
Using this relation, one can compute Z{usc(m, 1)}. Taking the Z-transform of (88), obtain
W+(z) =
√
(K2 − 4 + z + z−1)2 − 4
2
U sc(z), (91)
where
W+(z) =
∞∑
m=0
w(m) z−m (92)
is analytic outside the unit circle. Combining (85) and (91) we obtain the following Wiener–
Hopf equation:
2W+(z)
z
√
(K2 − 4 + z + z−1)2 − 4 = −
1
z − xin +
G−(z)
z
. (93)
This equation can be easily solved. For this, note that the symbol can be factorized as
follows:
z
√
(K2 − 4 + z + z−1)2 − 4 = Υ(z) =
√
(z − η2,1)(z − η2,2)
√
(z − η1,1)(z − η1,2).
The first factor is analytic outside the unit circle, while the second factor is analytic inside the
unit circle.
Finally, the solution is as follows:
W+(z) = −
√
(z − η2,1)(z − η2,2)
√
(xin − η1,1)(xin − η1,2)
2(z − xin) . (94)
The scattered field is given by the following integral
uscm,n = −
1
2piı
∫
σ
zmy|n|
√
(xin − η1,1)(xin − η1,2)√
(z − η1,1)(z − η1,2)(z − xin)
dz. (95)
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Appendix C. Sommerfeld integral as an integral on the
dispersion manifold
Let us build an analogy between the Sommerefeld integral for the continuous half-line diffraction
problem and the Sommerfeld integral for the discrete problem.
Consider the (x1, x2)-plane, on which the Helmholtz equation
∆U(x1, x2) + k
2
0U(x1, x2) = 0. (96)
is satisfied everywhere except half-plane
x2 = 0, x1 > 0,
where Dirichlet boundary condition is imposed:
Usc(x1, 0) = −Uin(x1, 0). (97)
Here Uin is an incident wave:
Uin = exp{ik0(cos θin x1 + sin θin x2)}. (98)
The radiation and Meixner conditions should be satisfied by the field in a usual way.
In the continuous case, all possible plane waves have form
exp{ik0(cos θ x1 + sin θ x2)} = exp{ik0r cos(φ− θ)}
for the polar coordinates
x1 = r cosφ, x2 = r sinφ.
Thus, the set of all plane waves is the set of all (possibly complex) angles of propagation θ.
This set is the strip
0 ≤ Re[θ] ≤ 2pi
with the edges Re[θ] = 0 and 2pi attached to each other. Thus, topologically, the dispersion
diagram is a tube. This tube plays the role of the manifold H in the continuous case. The
“real waves” line is indeed the set Im[θ] = 0.
The Sommerfeld integral has the following form:
U(r, φ) =
∫
Γ+φ
A(θ) exp{ikr cos(θ − φ)}dθ, (99)
The contour of integration Γ = Γ1 + Γ2 is shown in Fig. 14.
Function A(θ) is the Sommerfeld transformant of the field:
A(θ) =
1
4pi
(
exp{iθ/2}
exp{iθ/2} − exp{i(θin + pi)/2} −
exp{iθ/2}
exp{iθ/2} − exp{(3pi − θin)/2}
)
, (100)
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Fig. 14: Contours Γ1 and Γ2
It is double-valued on H. Thus, one can define a two-sheet covering of H named H2, on which
A is single-valued. Such a covering is the strip
0 ≤ φ ≤ 4pi
with the edges attached to each other. This covering is analogous to H2 for the discrete case.
The integral (99) is analogous to (44). The exponential function plays the role of wm,n, and
dθ plays the role of Ψ.
The transformant A(θ) has poles corresponding to the incident and the reflected wave. The
poles belong to the “real line” The contour Γ + φ is chosen in such a way that it does not hit
the poles as φ changes.
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