Abstract. This paper discusses Hamiltonian necessary conditions for a nonsmooth multiobjective optimal control problem with endpoint constraints related to a general preference. The transversality condition in our necessary conditions is stated in terms of a normal cone to the level sets of the preference. Examples for a number of useful preferences are discussed. 
Introduction
Practical decision problems often involve many factors and, therefore, result in a vector valued decision function describing several competing objectives. The comparison between di erent values of the decision function is determined by a preference of the decision maker. The main purpose of this paper is to derive Hamiltonian necessary conditions for a nonsmooth multiobjective optimal control problem with the dynamics governed by a di erential inclusion.
Historically, the concept of preference appeared in the value theory in economics. In the early studies of the value theory a preference is often dened by an utility function. One of the central issue in the value theory was: given a preference whether it is always possible to de ne an utility function (with good analytic properties) that determines the preference. In terms of multiobjective optimal control problems this amounts to ask whether it is possible to reduce a multiobjective optimal control problem to a single objective optimal control problem with a reasonable decision function. In 13], Debreu proved a celebrated theorem which asserts that a preference is deteremined by a continuous utility function if and only if is continuous in the sense that for any x, the sets fy : x yg and fy : y xg are closed. While this theorem plays a central role in the value theory, it is not much help to us for the following reasons. Firstly, Debreu's theorem is an existance theorem. It does not provide methods for determining the utility function for a given preference. Secondly, even if one can nd a continuous utility function that determines the preference, an optimal control problem with a continuous decision function and endpoint constrains is not a convenient form to analysis. Finally, some useful preference relations (e.g. the preference determined by the lexicographical order of the vectors) are not continuous. For these reasons we will pursue the multiobjective optimal control problem directly.
In the area of multiobjective optimization and optimal control much research has been devoted to the weak Pareto solution and its generalizations. The preference relation for two vectors x; y 2 R m in a weak Pareto sense is de ne by x y if and only if x i y i ; i = 1; :::; m and at least one of the inequality is strict. In other words x y if and only if x ? y 2 K := fz 2 R m : z has nonpositive componentsg and x 6 = y.
More generaly one can use other cones K in the de ntion of the preference relations. Necessary optimality conditions for (generalized) weak Pareto solutions were derived for optimization problems in 1, 8, 11, 25, 29, 35, 36, 39] (see also the survey paper 14] for more information), for linear-quadratic and H 1 optimal control problems in 16] and for an abstract optimal control problem in 6]. A common key step in deriving necessary conditions for generalized Pareto solutions is to apply a separation theorem to a tangent cone of the attainable set and a shift of the cone ?K where K is the cone that generates the preference. In this paper we take a di erent approach. We use a normal cone condition similar to that in the extremal principle 24, 26, 28] at the optimal point in terms of the normal cones to the attainable set and a level set of the preference. This approach enables us to handle more general preference relations: they are not necessarily de ned by a cone and are not even necessarily continuous. Necessary optimality conditions for the weak Pareto solution and its generalizations can be derived and re ned by using our necessary conditions.
The technical implementation of our proof relies on recent progress in nonsmooth analysis, in particular, calculus for smooth subdi erentials of lower semicontinuous functions 2, 4, 5, 10, 19], the methods for proving the extremal principle 24, 26, 28] and techniques in handling the Hamiltonians for a di erential inclusion 10, 19] . To avoid technical distractions we prove here Hamiltonian necessary conditions that extends the classical Hamiltonian necessary conditions for optimal control problems derived by Clarke (see 8] ). Recently there are several signi cant re nements of the Hamiltonian necessary conditions for single objective optimal control problems 18, 19, 20, 34] . To what extend the methods in this paper can be used to generalized these re ned Hamiltonian necessary conditions to multiobjective optimal control problems is an interesting problem. Moreover, there are many other types of necessary conditions for optimal control problems, in particular, those re ne and generalize the maximum principle (see e.g. 21, 22, 23, 27, 30, 31, 33, 37, 38, 41] ). Whether those necessary conditions can be generalized to multiobjective optimal control problems in our general setting are perhaps more challenging open problems.
The remainder of the paper is arrange as follows. Section 2 contains de nition and preliminary results in subdi erential calculus. We state our main result in Section 3 along with some examples and discussions. The technical proofs are given in Section 4.
Preliminary
Let X be a real re exive Banach space with closed unit ball B X and with topological real dual X . Note that X has an equivalent Fr echet smooth norm and we will use this norm as the norm of X unless otherwise stated.
Let f : X ! R := R f+1g be an extended-valued function. We denote by dom f := fx 2 X : f(x) 2 Rg the e ective domain of f. We assume all our functions are proper in that they take some nite values: dom f 6 = ;. We will also need the Clarke subdi erential @ C which is derived by taking the weak-star closed convex hull of the limiting and singular subdi erential, i.e., @ C f(x) := cl co @f(x) + @ 1 f(x)]:
We conclude this section with a sum rule and a chain rule for the Fr echet subdi erential. They can be viewed as nonsmooth versions of the corresponding calculus rules for derivatives. We start with the sum rule. M Minimize (y(1)) subject to _ y(t) 2 F(y(t)) a:e: in 0; 1]; y(0) = 0 ; (1) y(1) 2 E: (2) Here, = ( 1 ; :::; m ) is a Lipschitz vector function on R n , E is a closed subset of R n and F is a multifunction from R n to R n satisfying the following conditions.
(H1) For every x, F(x) is a nonempty compact convex set; (H2) F is Lipschitz with rank L F , i.e., for any x; y,
We say that y is a feasible trajectory for problem M if y is absolutely continuous and satis es relations (1) and (2). We say x is a solution to problem M provided that it is a feasible trajectory for M and there exists no other feasible trajectory y such that (y(1)) (x(1)). For any r 2 R m , we denote l(r) := fs 2 R m : s rg. We will need the following regularity assumptions on the preference.
De nition 3.1 We say that a preference is regular at r 2 R m provided that (A1) for any r 2 R m , r 2 l(r); (A2) for any r s, t 2 l(r) implies that t s; (A3) for any sequences r k ; k ! r in R m , lim sup
Our main result is: Theorem 3.2 Let x be a solution to the multiobjective optimal control problem M. Suppose that the preference is regular at (x(1)). Then there exist an absolutely continuous mapping p : 0; 1] ! R n , a vector 2 N(l( (x(1))); (x(1))) with k k = 1, and a scalar 0 = 0 or In the remainder of this section we will examining a few examples. The proof of Theorem 3.2 is postponed to the next section. We point out that if x is a weak Pareto optimal solution to problem M then it is a solution to the following single objective optimal control problem: minimize max( 1 (y(1)); ::: m (y(1))) subject to constraint (1) and (2).
Then we can deduce Corollary 3.6 by combining the Hamiltonian necessary conditions for a single objective problem and the subdi erential chain rule for the max function. However, this method does not apply to the following generalized weak Pareto optimal solution without additional assumptions 1]. Moreover, one can always choose 0 = 1 when x(1) 2 int E.
Here we derived necessary conditions for an optimal control problem with a continuous decision function. This example also shows that under favorable conditions necessary optimality conditions in terms of a preference and its utility function are the same. However, the condition in terms of the normal cone of the level sets of the preference is intrinsic. In fact, if u is a (smooth) utility function corresponding to preference then so is v(r) = (u(r) ? u(x(1))) 3 . But v has a derivative 0 at x(1). Thus, using v as a decision function, the necessary optimality conditions in Corollary 3.11 will yield no useful information.
Our next example considers the preference determined by the lexicographical order. This preference does not corresponding to any real utility function 12, page 72]. Moreover, one can always choose 0 = 1 when x(1) 2 int E.
Intuitively this tells us that since objective 1 is much more important than the other objectives the necessary conditions for a multiobjective optimal control problem with the lexicographical preference is the same as necessary conditions for an optimal control problem with a single objective function 1 
Proof of Theorem 3.2
We divide the proof into several steps.
Step 1. Converting the multiobjective optimal control problem into an abstract optimization problem. The method we use here develops a similar convertion for the single objective problem that can be traced back to 7] (see also 8, 10] ). The way we handle the multiobjective preference is stimulated by the proof of the extremal principle in 24, 26, 28] . Let Then, f 1 ; f 2 ; f 3 ; f 4 are lower semicontinuous and f 1 + f 2 + f 3 + f 4 attains a minimum atz over a closed neighborhood U ofz.
Step 2. Applying the sum rule. To do so, we need to check that (f 1 ; f 2 ; f 3 ; f 4 (6) that, for almost all t 2 0; 1], hv ; v k 2 (t)i 2 supfhv ; vi : v 2 F(u k 2 (t))g; 8v 2 R n : Taking limits as k ! 1 yields, for almost all t 2 0; 1], hv ; v(t)i 2 supfhv ; vi : v 2 F( u(t))g; 8v 2 R n : Thus, v(t) 2 F( u(t)) a.e. in 0; 1]. Combining k 3 converges to and (5) we conclude that k 1 also converges to . Passing to a subsequence if necessary we may assume that the bounded sequences k 1 and k 1 converges to and , respectively. Since f 2 (z k 2 ) = f 3 (z k 3 ) = 0 for su ciently large k, f 1 is lower semicontinuous and f 4 is weakly lower semicontinuous we have
This veri es that (f 1 ; f 2 ; f 3 ; f 4 ) is uniformly lower semicontinuous atz.
Now we can apply the fuzzy sum rule of Theorem 2.4 to P 4 i=1 f i at z. Noticing that f 4 is Lipschitzian with rank we have that there exist z 1 ; z 2 ; z 3 2z + B Z and z i 2 D F f i (z i ); i = 1; 2; 3 such that kz 1 + z 2 + z 3 k < 2 :
Since f 1 does not depend on u and v we have z 1 = ( ; ; ; 0; 0). Similarly, we may write z 2 = (0; 0; ; u ; v ) and z 3 = (0; 0; 0; q; p). Our next task is to calculate z i ; i = 1; 2; 3.
Step 3 
attains a minimum at ( ; ).
Applying the sum rule of Theorem 2.4 and the chain rule of Theorem 2.5 to the functions in (8) . With some straight forward (yet somewhat tidious) calculation we conclude that there exist 0 2 ( + B R m )\ , 1 Combining (7), (9) (13) In particular, set = u(t) we have hp(t); ? v(t)i 0; 8 2 F(u(t)): (14) That is to say hp(t); v(t)i = sup 2F(u(t)) hp(t); i = H(u(t); p(t)): (15) De ne g(x; p) := hp(t) ? p; v(t)i + kp(t) ? pk 2 +hq(t); x ? u(t)i + H(x; p):
Then g is Lipschitz and strictly convex in p for each x. Let U be a ball around u(t) and let K be a uniform bound for F(x) over U. Then jH(x; p)j Kkpk for x 2 U. Thus for all x 2 U, the function p ! g(x; p) attains a unique minimum at p = p(x) and kp(x)k c for some constant c. We claim that (i) p ! g(u(t); p) attains a local minimum at p = p(t), and (ii) x ! min p g(x; p) attains a local maximum at x = u(t). Then it follows from 10, Lemma 9.5] that (0; 0) 2 @ C g(u(t); p(t)), i.e., (?q(t); v(t)) 2 @ C H(u(t); p(t)):
It remains to verify claims (i) and (ii In particular, when x = u(t) we have, by (14) and (15), min p g(u(t); p) = max
This veri es (i). On the other hand, combining (13) and (16) we have min p g(x; p) hp(t); v(t)i = g(u(t); p(t)) = min p g(u(t); p); which veri es (ii).
Step 6. Taking limits.
Let " = 1=k for k = 1; 2; ::::. By (10) and (11) 
We consider the limiting processes for the following two cases:
The Good Case: k k 2 k is bounded. Passing to a subsequence we may assume that k 2 converges to 2 2 N(E; x(1)). Since is Lipschitzian and k k k ! 1, taking subsequences if necessary we may assume that k converges to 2 @h ; i(x(1)) + N(E; x(1)); where 2 N(l( (x(1))); (x(1))) and k k = 1 by (A3).
By Lemma 4.2, (q k ; p k ) 2 N F (C; (u k ; v k )) implies that (?q k (t); v k (t)) 2 @ C H(u k (t); p k (t)); a:e: in 0; 1]:
Since F is Lipschitz of rank L F , H(u; p) is Lipschtz with respect to u of rank L F kpk. It follows from (19) that kq k (t)k lkp k (t)k:
Combining (18) and (20) Finally, we observe that if x(1) 2 int E then when k is su ciently large k 2 = 0 so that the good case always apply.
