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ABSTRACT 
A well-known fundamental theorem of Schur guarantees that every constant 
matrix A is unitarily similar to a triangular matrix. If A(t) is a matrix-valued function 
analytic on [a, b] with real eigenvalues, it is shown in this paper via a constructiue 
algorithm that there exists a unitary matrix CXtl analytic on [a, b] such that 
U*(t)A(t)U(t) is triangular. In the process of doing so, we also show that the 
Gram-Schmidt orthogonalization process preserves global analyticity. A similar algo- 
rithm which preserves periodicity works also for a periodic analytic matrix. 
1. INTRODUCTION 
Similarity transformations of a matrix play very important roles in various 
disciplines of mathematical sciences. There is a well-developed theory for 
canonical transformations of matrices with constant entries. The same cannot 
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be said if the entries of the matrix are functions of one or several variables. 
Given an n-by-n matrix function A with entries belonging to Ck[ a, b], where 
[a, 271 is a real interval, the following problem is of prime importance. 
Determine a nonsingular matrix T such that 
T-‘AT = B, or AT-TB=O, (1.1) 
where the entries of B and T also belong to Ck[ a, b]. Moreover, we require 
that B be “as simple as possible.” If A is analytic in a domain 9, we require 
B and T to be analytic. This problem is related to a “simplification” problem 
in the theory of ordinary differential equations (e.g., see [ll, 121). The main 
result of this paper is the following theorem and a constructive algorithm 
associated with its proof. 
TIIE~REM 1.1. Let A(t) he an n-by-n matrix function with analytic 
entries on [a, b], where - 03 Q a < b < 03. Assume that every eigenvalue of 
A(t) is real on [a, b]. Then there exists a unitary matrix U(t) unalytic on 
[a, bl such that 
Q(t)=U-‘(t)A(t)U(t), (1.2) 
where Q(t) is an upper-triangular matrix whose entries are analytic functions 
oft on [a,bl. 
An algorithm is to be provided to construct the matrix U(t) in the spirit of 
Schur’s theory, depending on the analyticity of all the eigenvalues on [a, b]. 
The labeling of the eigenvalues is important to assure the analyticity of these 
eigenvalues. For instance, for 
F(t) = ; :, , 
[ 1 
tE(-m,m), (1.3) 
we take f t as eigenvalues, rather than + ItI. 
Theorem 1.1 is valid also when the interval [a, b] is replaced by (a, b), 
[a, b), or (a, b]. Namely, we have 
COROLLARY 1.1. Let A(t) be an n-by-n matrix function with analytic 
entries on (a, b), [a, b), ur (a, b], w h ere -m<a<b<m. Assume thatevery 
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eigenvalue of A(t) is real on (a, h), [a,b), or (a, b]. Then there exists a 
unitary matrix U(t) analytic in (a, b), [a, b), or (a, b], respectively, such that 
Q(t) =U-‘(t)A(t)U(t), (1.4) 
where Q(t) is an upper-triangular matrix whose entries are analytic functions 
oft on (a, b), [a, b), or (a, bl, respectively. 
In fact, by applying Theorem 1.1 to a closed subinterval in (a, b), and 
letting the closed subinterval approach (a, b), we have Corollary 1.1. In the 
same manner, we can have the same result for a half-open interval. 
Such analytic reduction of a matrix function has attracted the attention of 
many experts. In a series of papers related to the spectral theory, Rellich 
[25,26] proved a special case of Theorem 1.1 by an entirely different method, 
applying a perturbation of the result for a constant matrix. Leavitt [22] 
proved that if all the entries and the eigenvalues of A(x) are analytic in a 
compact domain in the complex x-plane, then there exists a matrix T(x) 
analytic in that domain such that B(x) is upper-triangular. Similar problems 
have been investigated by many experts, such as in [3, 8, 9, 20, 291. Wasow 
[32] investigated the conditions under which, when A(x) and B(x) are 
analytic functions in a domain, the pointwise existence of T(x) assures the 
existence of analytic matrix T(x) in a subdomain. Wasow’s results have been 
studied and extended by many experts, for example [5, 6, 17, 18, 23, 241. 
Even though the global existence of an analytic and unitary matrix U(t) 
for Rellich’s diagonalization [25, 261 f or a Hermitian matrix A(t) has been 
claimed in the literature (e.g., [l]), its proof has not been seen anywhere. 
Because many important results, such as those pertaining to quantum me- 
chanics [ 10, 1 l] and conservation laws of a hyperbolic system [ 13, 141, hinge 
on the global existence of such a matrix U(t), we find it compelling to give a 
detailed proof of a global version of Rellich’s theorem. Since the diagonaliza- 
tion could be obtained as a by-product of triangularization, in this paper we 
will focus on a constructive method of triangularization, which will be useful 
as a numerical algorithm as well. Therefore, in this paper we study the global 
triangularization of a matrix A(t) w ic 1s analytic on a finite or infinite real h’ h . 
interval on which all of its eigenvalues are real-valued, by a unitary matrix 
analytic on the same interval. This is an extension of Schur’s decomposition 
([28] or, e.g., [2, 311) of a constant matrix to one with analytic entries. If A(t) 
is Hermitian, then this result actually gives the diagonalization of A(t). 
The main result of this paper is strong in the sense that if a matrix A(t) 
has CyO,l] entries, there is no guarantee that it has even continuous 
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eigenvectors. For instance [9; 21, p. 111; 25; 261, let 
co:-’ 1 
Then A(t) belongs to Cm[O, l] and has eigenvalues 
A,(t) = -A,(t), h,(t) = exp( - tK2) 40s t-l sint-’ (1.6) 
If 
u(t) = 
w*(t) 
[ 1 w2(t> 
is a continuous eigenvector corresponding to A,(t), then 
w,(t)cost-‘=w,(t) cost-‘sint-i, 
W1( t) sin t-’ = w2( t) cos t-’ sin t-’ 
It is easily seen that 
1 
w2(t,) = 0 for t, = -, 
VT 
(1.5) 
(1.7) 
(1.8) 
(1.9) 
and 
2 
t%(k) = 0 for k= (2v-I)r 
(v=1,2,...). L t e Y --+ CQ and we have w,(O) = w,(O) = 0, which is a contra- 
diction. 
Moreover, the triangular form of a matrix with analytic entries is the best 
simplification we can hope for, since it is not always possible to find an 
analytic nonsingular matrix to reduce it to a Jordan canonical form. For 
instance, let 
A(t) = ‘t’ ; . [ I (1.10) 
GLOBALLY ANALYTIC TRIANGULARIZATION 
If it is reducible to a Jordan canonical form by T(t), then 
T-‘(t)A(t)T(t) = [; ;] 
I-'A(O ; ; 
[ 1 
(t+0), 
(t=0). 
79 
(1.11) 
Thus T(t) must be singular at t = 0. 
It is also noteworthy that the results in this paper cannot be extended to a 
matrix of several variables. For instance ([21, p. 1161 or [27, p. 37911, let 
A(t,,t,) = (1.12) 
Then the eigenvalues of A(t,, tz) are 
A*(t,J,) = *iqqT (1.13) 
which are real when both t, and t, are real and are analytic at (t I, t,) where 
tf + ti # 0, but not analytic where tf + ti = 0. 
Since the proof of Theorem 1.1 is elaborated in several steps and each 
step is significant in its own right, each of these steps is stated as a 
proposition in Section 2. The global analyticity of U(t) depends on the global 
analyticity of all eigenvalues of A(t). The local analyticity of each of the 
eigenvalues, to be derived from the assumption that they are all real-valued 
for tE[a,b],d p d e en s on the absolute convergence of the Puiseux expansion 
of each eigenvalue as a root of the characteristic equation. Thus, it is 
necessary for us to extend the discussion of the concern of this paper to a 
matrix function A(x) of a complex variable r which is analytic in a domain 
containing [a,b] and satisfies A(t) = A(t) for t l [a,b]. This result for A(x) 
is stated as Proposition 2.1 and proved in Section 8. In order to construct the 
analytic unitary matrix U(t) for Theorem 1.1, we have to construct an 
analytic eigenvector with unit length on [a, b] for each of the analytic 
eigenvalues. This fact is established as Proposition 2.2. Proposition 2.2 is 
used to establish the key step of the induction process, stated as Proposition 
2.3, for the proof of Theorem 1.1 in Section 7. The Gram-Schmidt process is 
modified in Section 6, to assure the analyticity as well as normality of 
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eigenvectors, and used to prove Proposition 2.3. The proof of Proposition 2.2 
itself is more involved and is spread out in Sections 3-5. In fact, in Section 3 
we state a result, as Proposition 3.1, which gives a reduction of a singular 
matrix function with analytic entries to a Smith form (e.g., [7, 151) by 
matrices of meromorphic entries. In order to prove Proposition 3.1, an 
equivalent relation of the entries of a nonvanishing yet singular matrix is 
introduced and utilized to establish a process for reducing the first row and 
the first column by matrices of meromorphic entries. This reduction process 
and the principle of mathematical induction are applied to prove Proposition 
3.1 in Section 4. In Section 9, a global version of Relich’s theorem is stated as 
Theorem 9.1, which follows immediately from Theorem 1.1. In Section 10, 
two theorems are given, corresponding to Theorems 1.1 and 9.1, respectively, 
for periodic matrix functions with all the eigenvalues periodic and having the 
same period. They follow immediately from Theorems 1.1 and 9.1, as the 
reduction process, developed in S ec ions 3-4 and used in the proof of t’ 
Theorem 1.1, preserves the periodicity. In Section 11, several examples are 
given to illustrate the application of the method and results of this paper to 
matrices of different nature. In particular, Example 4 illustrates that the 
method developed here is also applicable to a matrix with eigenvalues 
analytic only in (finitely or infinitely many) subintervals and the transforma- 
tion matrix U(t) still can be constructed to be continuous over the entire 
original interval. 
The conditions for all the eigenvalues of a periodic analytic matrix to be 
periodic, along with the method of determining their common period, will be 
investigated in a forthcoming paper. Also, the asymptotic expression for a 
periodic solution of a Hamiltonian system with periodic coefficients will be 
studied. 
2. STEPS OF PROOF 
In order to prove Theorem 1.1, we consider A(x), the unique n-by-n 
analytic matrix extension of A(t) to a simply connected domain _?B in the 
complex x-plane which contains [a,b] such that A(t) = A(t) when t E [a,bl 
(this is possible by analytic-function theory). We will have to establish first 
PROPOSITION 2.1. Let A(x) be an n-by-n matrix analytic in a simply 
connected domain 9 containing [a, b]. Assume that every eigenvalw of A(x 1 
is real fi x E [a, b]. Then there exists a simply connected subdomain 9, of 
~2 containing [a, b] such that all the eigenvalues of x(x 1 are analytic in gI. 
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This proposition is to be proved in Section 8. Since a Hermitian matrix 
has only real eigenvalues, we have 
COROLLARY 2.1. Let A(x) be an n-by-n matrix analytic in a simply 
connected domain 9 containing [a, b]. Zf A(x) is Hermitian fm real x E [a, b], 
then there exists a simply connected subdomain ~3~ of 9 containing [a, b] 
such that all the eigenvalues of K(r) are analytic in gI. 
Using Proposition 2.1, we can establish: 
PROPOSITION 2.2. Let A(x) be an n-by-n matrix analytic in a simply 
connected domain ~3 containing [a, b]. Let i(x) be an eigenvalue of A(x) 
analytic in _9. Then there exists a simply connected subdomain ~9~ of .9 
containing [a, b] and a corresponding eigenvector ii(x) analytic in B2 with 
unit length on [a, b]. 
Proposition 2.2 is to be proved in Section 5. A constructive algorithm for 
proving Proposition 2.2 is to be developed in Sections 3-4. A reduction 
process for a matrix with analytic entries to the Smith form [7, 151 will be 
developed in these sections. By restricting the result of Proposition 2.2 to 
[a, b], we can establish 
PROPOSITION 2.3. Let A(t) be an n-by-n matrix analytic on [a, b], and 
A(t) be an eigenvalue of A(t) analytic on [a, bl. Then there exists a unitary 
matrix U(t) analytic on [a, b] such that 
A(t) a,(t) ... a,(t) 
U-‘(t)A(t)U(t) = 
I 
A,(t) ’ 
(2.1) 
where A,(t) is an (n - I)-by-(n - 1) matrix whose entries, as well as the 
functions a,(t), . . , a,(t), are analytic on [a, b]. 
Proposition 2.3 will be proved in Section 6. Using Proposition 2.3, 
Theorem 1.1 will be proved in Section 7. 
REMARK 1. It is noteworthy that F(t) in (1.3) is Hermitian when t is 
real, but is not when t is complex. Thus, it is crucial to assume in Corollary 
2.1 that A(x) is Hermitian when x ~[a, b]. 
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REMARK 2. Proposition 2.1 is not true for a matrix with entries in several 
variables. For example, the eigenvalues of A(x i, xs) given by (1.12) are real 
when both xl and x2 are real, but they are not analytic at (0,O). 
3. THE RIGHT AND LEFT MATRICES 
In order to prove Proposition 2.2, we want to establish the following 
proposition. 
PROPOSITION 3.1. Assume that A(x) is an n-by-n matrix with entries 
analytic in a simply connected domain 23 containing [a, b]. Furthermore, 
assume that det A(x) = 0 in 9. Then, for a point x = (Y E [a, b], there exists 
a simply connected subdomain S3 of 9 containing a subinterval of [a, b], 
with CY E g3, and two n-by-n matrices L(x) and R(x) nonsingular in 9, with 
entries meromorphic in 9 and analytic in _?Ss, such that 
4(x) 
d,(x) 
L(x)A(x)R(x) = 
0 
4n(x) 
0 
0 
:=diag{d,(x),d,(x) ,..., d,(x),0 ,..., 0}, 
O_ 
(3.1) 
wherem<n,andd,(x)(j=l,Z ,..., m) are functions meromorphic in _9 and 
analytic in 9s. 
This is the Smith form of a matrix with function entries (see [15] or [7], 
where it is called a canonical form). In the process of proving this proposi- 
tion, we want to demonstrate that the well-known procedures for diagonaliz- 
ing a constant matrix can be applied globally to a matrix function and 
preserve the continuity and even analyticity under the condition that all 
entries of A(x) are analytic in 9. However, this does not seem to be the 
straightforward correspondence of the LDU or LU decomposition of the 
matrix A(0) (e.g., see [30]). 
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Before proving Proposition 3.1 in Section 4, we will develop here a 
constructive method of reducing the first row and first column of a matrix to 
be used in the proof. For an n-by-n matrix A(x) analytic and f 0 in .9 
containing [a, b], let 
A(x)=(aj,(x)) (j,k=l,2 ,..., n). (3.2) 
Let (Y be a fixed point on [a, b]. Define an equivalence relation R on the 
elements ajk(x) at r = cr: 
ajk(X) 
ajk(x)fia,,(x) ifandonlyif ~ 
Ji,“, u/J X) + OTW. (3.3) 
This induces an equivalence relation on all the entries of A(x). Thus all the 
entries of A(x) are in the set of equivalence classes {Qj: j = 1,2,. . . , M}. In 
this set, consider the order relation 4 defined by 
Q, -C Q, if and only if 
ojk(x) E Q, and ar,r E Q, imply 
'jkCx) 
lim ~ = 
x--ra Uhl(X) O. 
(3.4) 
Namely, every entry of A(x) in the same equivalence class has the same 
order of zero at x = CX, and Q, < Q, means an entry of Q, has higher order 
of zero than any entry in Q, at x = (Y. Let 
Then Qi is called the minimal cluss and QM the maximal cluss at x = LY. 
Now, for a given matrix A(x) and a given domain 9, there exist two 
constant matrices L, and R, (i.e., each is an elementary permutation matrix) 
such that 
L,A(x)R,=A,(x)=(u;~(x)) (i,j=1,2,...,n), (3.6) 
where A,(x) has u:,(x) as its (1,l) element belonging to the maximal 
equivalence class Qu at x = LY. Note that a:,(x) f 0. Since u:i(x) is in Q,,,, 
for each element af,(x) (j = 2,3,. . . , n) in its first column there exists a 
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subdomain gj,, which contains a subinterval of [a, b] including x = CY, and a 
function b;,(x) analytic in gjl such that 
Ufl(4 = 41wJ,‘1(x) (j=2,3 ,..., n). (3.7) 
Let Ej,(p) (j # k) be th e n-by-n matrix that has 1 as its diagonal 
elements, p as its (j, k) element, and 0 elsewhere. Then Ejl( - bj,( x))A,(x) 
(j f 1) will have 0 as (j, 1) element, and the rest of the first column will 
remain unchanged. Let 
L(r) = E,,( - b;r(r))E,,-,,I( - b;-,,,(4) . . . E,,( - b:,(r)), (3.8) 
i.e., L(X) is the n-by-n matrix with (1, - bi,, - bi,,.. ., - bA,)T as its first 
column, 1 as its diagonal elements, and 0 elsewhere. Then L(x)A,(x) has 
(a:,(x), 0,. . , O)r as its first column, and L(X) is nonsingular, meromorphic in 
9, and analytic in _!SL, where gI_ = n gj,, j = 2,3,. . .,n. Note that 5SL 
contains a subinterval of [a, b] including x = (Y. 
Similarly, for each element utj(r) (j = 2,3,. . . , n) of the first row of 
A,(x), there exists a subdomain .G#rj of _GS which contains a subinterval of 
[a,b] including x = (Y, and a function hij(x) meromorphic in _@ and analytic 
in 9rj such that 
uij(x) = uil(x)b:j(x> (j=2,3 ,..., n). (3.9) 
Let 
R(r) = E,,( - %(x))E,,,-,(- b:,,-,(x))... E,,(- b:&)), (3.10) 
and ga = n _$@rj, j = 2,3,. . , n. Then R(x) is nonsingular, meromorphic in 
_C@ and analytic in _CSn, such that 
L(x)A,(x)R(x) = 
J 
(3.11) 
where A,(x) is an (n - I)-by-(n - 1) matrix with elements meromorphic in 
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9 and analytic in B. Here 
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(3.12) 
is a subdomain of 9, which contains a subinterval of [ a, b] including r = LY. 
4. 
_ca 
PROOF OF PROPOSITION 3.1 
If A(x) = 0 in d, then Proposition 3.1 is trivial. Assume that A(x) $ 0 in 
We will use mathematical induction on n, the dimension of the matrix 
A(x), and the ideas developed in Section 3 to prove Proposition 3.1. 
Let cx be a fixed point on [a, b]. When n = 2, let 
A(x) = 
all(x) a,,(r) 
%1(r) %2(r) 1 (4.1) 
be a matrix which satisfies the conditions given in Proposition 3.1. Let L, 
and R, be two 2-by-2 elementary permutation matrices such that 
L,A(x)R,=A,(r) = 
&(r) k(r) 
a:*(r) 1 &(r) ’ (4.2) 
where u:,(x) belongs to the maximal class at x = cy. Note that det A,(x) = 0 
in 58. Let b:s(r) and b:,(x) be the function given by the relations (3.7) and 
(3.9), respectively, 
L,(x)= l [ O 1 -b;,(x) 1 ’ 
and 
(4.3) 
R,(x) = ’ +fx) . 
[ 0 I (4.4) 
Then L,(x) and R,(x) are nonsingular, meromorphic in 2, and analytic in 
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_@r, where _!%r is given by (3.12). Furthermore, 
(4.5) 
since det A,(x) = det A(x) = 0. Thus Proposition 3.1 is true for n = 2. 
Now, assume that Proposition 3.1 is true for n = k. For a (k + l)-by-(k + 1) 
matrix A(x) satisfying the conditions of Proposition 3.1, by the discussion of 
Section 3, there exist two (k + l)-by-(k + 1) e ementary permutation matrices 1 
Li and Rt such that 
L’;A(x)R:=A,(x), (4.6) 
where the element a:,(x) at the (1,l) position belongs to the maximal class 
at x = (Y. By the discussion in Section 3, there exist two (k + l)-by-(k + 1) 
matrices L,(x) and R,(x), in the forms of (3.8) and (3.10), respectively, and 
a subdomain Bk of 9 given in the form of (3.12) such that 
L,(x)L;A(x)R;R,(x) = L,(x)A,(x)R,(x) = ’ 
A,(x) 1 > (4.7) 
where A,(x) is a k-by-k matrix with det A,(x)= 0 in 9. Here, Lk(x), 
R,(x), and A,(x) are meromorphic in g and analytic in &. By the 
induction assumption, there exist a subdomain gk _ , of Bk, which is in the 
form of (3.12), and two k-by-k matrices Lk_,(x) and Rk_I(~) nonsingular, 
meromorphic in 9, and analytic in 3, _ r, such that 
L,_,(x)A,(x)R,_,(r) =diag{d,(x),...,d,,,(x),O,...,O), (4.8) 
where dj(x) (j = 2,3,. . , m) are meromorphic in 9 and analytic in a,_ r. 
Let 
L(x) = L&)L~(l@L~_1(X)}, R(~) ={~~M-~(T)}R~R~(x). (4.9) 
Then L(x) and R(x) are (k + 1)-by-(k + 1) matrices nonsingular, meromor- 
phic in 9, and analytic in the subdomain _G, + , = _Gk n gk _ ,, which con- 
tains a subinterval of [a, b] including x = cr, such that 
L(x)A(x)R(r)=diag{d,(x),d,(x) ,..., d,n(x),O ,..., 0). (4.10) 
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Here d,(x)= at,(x). Thus, Proposition 3.1 is proved for the matrix A(X) of 
all dimensions. 
REMARK 1. The integer m in (3.1) is always less than n, because 
det A(x)= 0 for x E 9, and also there exists m, 1~ m < n, such that 
d,(x) + 0, (p = 1,2,. . . , m), unless A(x) = 0 in 9. 
REMARK 2. In relation to the Smith form (3.11, it is important to have 
the following assertion: 
PROPOSITION 4.1. Let A(x) be an n-by-n matrix analytic in a simply 
connected domain 9. Assume that rank A(x) < r (1~ r < n) fm all x E 9. 
Then there is an arrangement of the diagonal elements {dj(x): j = 1,2,. . , n] 
such that 
d,+,(x)=d,+,(x)= ... =d,(x)=O (4.11) 
fw all x E L@. 
In fact, let (Y E _9 such that rank A(o) = r. Without loss of generality, 
assume that 
d,((Y),dz(‘Y),...,d,(a) + 0. (4.12) 
If there exists an index k, r + 1 Q k < n, such that dk(x) f 0 in -9, then 
there exists a point p E _f9 such that d,(P) # 0. Thus, there exists a 
neighborhood M of /3 such that JI/ c -12 and d,(x) # 0 for all x E .K We 
claim that for every j (j=l,&..., r) there exist at most finitely many zeros 
of dj(x) in x Otherwise, if there exists an index h (1 Q h < r> such that 
d,(x) has infinitely many zeros in 2, then d,,(x) = 0 for all x E 9, which 
contradicts the fact that d,(a) + 0. Hence there exists a point y E JI/ c _9 
such that d&y) f 0 (1~ j < r) and dk(Y) # 0. Then rank A(y) > r + 1, which 
contradicts the assumption that rank A(x) Q r for all x E 9. 
5. ANALYTIC EIGENVECTORS-THE PROOF OF PROPOSITION 2.2 
To prove Proposition 2.2, we first use Proposition 3.1 to determine a 
“locally analytic eigenvector,” and then we normalize it on [a, b] to obtain a 
desired globally analytic eigenvector in a simply connected subdomain _9Z of 
9 containing [a, b]. 
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Let /I(X) be an eigenvalue of A(x) analytic in 9 which contains [a, b]. 
Since the matrix A(x)- X(x)1, satisfies all the conditions of Proposition 3.1, 
for a point x0 E [a, b] there exists a subdomain 9s of 9 containing a 
subinterval of [a, b], ra E gS, and two n-by-n matrices t(x) and 8(x) 
nonsingular, meromorphic in _9, and analytic in 9~~ such that 
Qx)[A(r)--A(x)z,]~~(x) =diag{d,(r),d,(x),...,d,,(x),O,...,O}, 
(5.1) 
where m<n and d,(r)(j=1,2,..., m) are meromorphic in 9 and analytic 
in 9a. Let 
u(x) = z?(x)e,, (5.2) 
then U(X) is an eigenvector corresponding to X(x) meromorphic in _9 and 
analytic in _!9s. 
Let 
u(x)=[i+qx) &2,(x) **. tkwl’. (5.3) 
Since each I,!J~(x) is analytic in 9a, it is well known (e.g. see [4, p. 191) that -- 
$j(x’) (j = 1,2,..., n> is analytic in _!%a =(x : it E 9J. Let Bs = g3 fl ga. 
Then [a, b] E _@a, and both U(X) and u*(X) are analytic in 6,. Furthermore, 
since u(x) is an eigenvector of A(r), for every point x0 E [a, b] there exists a 
positive constant 6(x,) and a neighborhood &a of x0 in 6, such that 
Iu*(q-u(x)l2 S(q)) > 0. (5.4) 
For [a, b] can be covered by finitely many such neighborhoods, say {&$ : j = 
1,2,..., k}, such that for r E 4 
lu*(n).U(X)I~S(xj)>O. (5.5) 
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Let 
2&= ; 4, 6=min{6(xj):1<j<k}. (5.6) 
j=l 
Then -9a is a simply connected domain containing [a, b], u(x) and U*(F) are 
analytic in _9a, and 
lu*(r)*u(x)l>s>o (5.7) 
for x E _9,. Hence l/[u*(X)~u(~)]i/~ is analytic in gz. Let 
ii(x) = 
4x1 
[u*(x)*u(x)]““~ (5.8) 
Then t?(x) is an eigenvector corresponding to i(x) analytic in gz with unit 
length on [a, b]. Thus Proposition 2.2 is proved. 
REMARK. The vector ii(x) given by (5.8) does not necessarily have unit 
length unless x = t is real. 
6. A REDUCTION PROCESS-AN EXTENSION OF THE 
GRAM-SCHMIDT PROCESS 
To prove Proposition 2.3, we will carefully extend the Gram-Schmidt 
process to a matrix with entries analytic on [a, b], to assure the global 
analyticity of each vector on the same interval. First extend A(t) and h(t) to 
functions in a complex variable, A(x) and i(x), which are analytic in a 
simply connected domain 9 containing [a, b]. Note that, by Proposition 3.1, 
there exist a subdomain _9s of 9 containing a subinterval of [a, b] and two 
n-by-n matrices i(x) and R(x) that are nonsingular, meromorphic in 9, and 
analytic in 9s such that (5.1) holds. Let 
ul(x) = i(x) u2(x) = R(x)e,_,,..., u”(r) = &x)e,, (6.1) 
where ej is the jth n-dimensional standard unit vector. Then each vector in 
the set {u,(x),u,(x), . . . , u,(x)) is analytic in 9a and meromorphic in 9, and 
all together they form a linearly independent set in 9. Moreover, since 
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R(x) is nonsingular in 9, each vector is nonzero in 9 and u,(x) is an 
eigenvector of A(x) corresponding to X(x). 
As pointed out in the previous section, normalization of a vector analytic 
in a domain symmetric with respect to the real line will destroy its analyticity 
except on the real line. In order to get an orthonormal set for t E [a, b], we 
apply a process similar to that of Gram and Schmidt. Let 
%(~> =%2(x) - 
4(X)‘%(X) 
UT(Z).Ul(X) 
%(X)1 
?3(x) = 4x) - 
UT(3.%(X) 
Ul(X) -
UX(X).%(X) 
uT(~)*udx> u;(q’uz(x) f&(X)) (6.2) 
4(3*%(x> 
U”(X) = U”(X) - u*(q .ul(x) 4x) - . . . - 
Uf-l(Q.U.(X) 
U,-l(X). 
I U,*-l(~).U,-l(X) 
Since the set (u,(x),uJx),..., u,(x)} is linearly independent in 9, each 
vector uj(x) (j=1,2,..., n) is nonzero for all x E 9 Furthermore, each is 
meromorphic in 9, In order to get an analytic orthonormal set for t E [a, b], 
similarly to the discussion in Section 5, let 
Cj( x) = 
"j(") 
[u~(X).uj(r)]l/2 (j=1,2,...,n). (6.3) 
Then there exists a simply connected domain g4 containing [a, b] such that 
each vector Cj(x) is analytic in _fZr4 and has unit length on [a, b]. For 
t E[a,bl, put 
a,(t) = q(t), i&(t) = LJt),..., i?,(t) =5,(t). (6.4) 
Then {6,(t), 6,(t), . . . , C,(t)] is an orthonormal set analytic on [a, b], and in 
particular a,(t) is an eigenvector of A(t) corresponding to the eigenvalue 
h(t). This is precisely the same orthogonal set of vectors obtained by 
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the Gram-Schmidt process from the linearly independent set 
{u,(t),u,(t>,. . .,24,(t)]. Let 
u(t) = [61(t) o,(t) ... ml. (6.5) 
Then U(t) is an n-by-n unitary matrix analytic on [a, b] and satisfies (2.11, 
since {C,(t), i?,(t), . . . , G,(t)} is an orthonormal set. Furthermore, A,(t) takes 
the remaining eigenvalues of A(t) as its eigenvalues. Thus, Proposition 2.3 is 
proved. 
7. TRIANGULARIZATION-PROOF OF THEOREM 1.1 
We will prove Theorem 1.1 by the result of Proposition 2.3 and mathe- 
matical induction on the dimension n of A(t). It is noteworthy that the 
method used here is similar to that employed by Schur [ZS] (see also [2, 311) 
for constant matrices. 
We show first that Theorem 1.1 is true for n = 2. Let h,(t) be an 
eigenvalue of A(t), which is analytic on [a, b]. By Proposition 2.3, there 
exists a 2-by-2 unitary matrix U(t) analytic on [a, b] such that 
U-‘(t)A(t)U(t) = [ A,bf) %;:;I. (7.1) 
where b(t) and c(t) are analytic on [a, b]. Furthermore, c(t) is also an 
eigenvalue of A(t). Thus, Theorem 1.1 is true for n = 2. 
Now assume that Theorem 1.1 is true for n = k. Let A(t) be a (k + 1) 
by-(k + 1) matrix satisfying the assumptions of Theorem 1.1. Let h,(t) be an 
eigenvalue of A(t), which is analytic on [a, b]. By Proposition 2.3 there exists 
a (k + I)-by-(k + 1) unitary matrix Uk(t), analytic on [a, b], such that 
Ui’(t)A(t)U,(t) = 
u2(t) ... ak+l(t) 
Ak(t) 
I 
, (7.2) 
where uj(t) (j = 2,3,. . . , k + 1) are analytic on [a, b], and A,(t) is a k-by-k 
matrix satisfying the assumptions of Theorem 1.1 and taking the remaining 
eigenvalues of A(t) as its eigenvalues. 
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By the induction hypothesis, there exists a k-by-k unitary matrix U,_,(t) 
analytic on [a,b] such that LJ,-‘,(t)A,(t)U,_,(t) is an upper-triangular 
matrix. Let 
Then V(t) is a (k + I)-by-(k + 1) unitary matrix analytic on [a, b] such that 
Q(t) =U-‘(t)A(t)U(t) (7.4) 
is an upper-triangular matrix. Thus Theorem 1.1 is true for n = k + 1. 
Hence, Theorem 1.1 is proved. 
8. ANALYTIC EIGENVALUES 
In this section, we will prove Proposition 2.1, namely the existence of 
unique labeling of analytic eigenvalues of an analytic matrix A(X) whose 
eigenvalues are all real on [a, b]. 
In order to prove Proposition 2.1, we will prove a local result first in the 
following 
PROPOSITION 8.1. Let A(x) be an n-by-n matrix analytic in a simply 
connected domain 59 containing [a, b]. Assume that every eigenvalue of A(x) 
is real for x E [a, b]. Then for every point (Y E [a, b] there exists a neighbor- 
hood V, and a set of functions {A,(x),A,(x), . .., i,(x)} such that each 
function Ij(x) (1,2,. . . , n) is an eigenvalue of x(x 1 and analytic in V,. 
To show Proposition 8.1, let the characteristic polynomial of A(x) be 
=(-1)“{h”+p,(x)h”-‘+ ... +pp,_,(x)A+p,(x)}. (8.1) 
Then the coefficients pj(r) (j = 1,2,. . , n) are analytic in 9. Let x = (Y, 
(Y ~[a, b]. Then, (- l)“F(A, x) can be regarded as a manic polynomial over 
the ring of analytic germ at x = (Y. Thus (- l)“F(A, X) can be factored to a 
finite number of irreducible manic products (e.g. [16]). Let @A, XI be one of 
such irreducible manic factor. We claim that its degree in A is one. Assume 
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otherwise; then its roots admit Puiseux expansions. Let one of its root be 
i,(x) with expansion at r = cx 
i,(x) = a, + 5 a,( a)( x a)““, 
v=l 
(8.2) 
where the series is absolutely convergent for 
v,={x:lr-alaqa)) (8.3) 
and r = r-(o) is a positive integer. Here R(o) is a positive function of (Y such 
that the neighborhood V, is in 9. 
We will show that u”(o) = 0 if v/r is not an integer. Note that, by 
assumption X,(r) - a, is real for x E [a, b]. Then every coefficient uy(cy) 
(v = 1,2,. . .) is real. Assume that l/r is not an integer and u,(o) # 0. Let 
x - a = pe”. Then, from (8.2), 
il(a + pe”) - a, 
l/r 
=e ie/r 
P 
al(a) + 5 u,(a)(peie)(v-l)‘r . (8.4) 
v=2 
Let p + O+; then 
ui( o) eie/’ = lim 
il(a + pe”) - a, 
p+0+ P i/r 
(8.5) 
If r > 1 and u,(a) # 0, then the right-hand side is real but the left-hand side 
has nonzero imaginary part for 8 = 7r. Thus either r = 1 or ai(cr) = 0. In a 
similar manner, we can show successively that if r > I and v/r is not an 
integer, then u,(o) = 0. Hence the series (8.2) is a convergent power series 
in the neighborhood V, given by (8.3). 
A similar argument holds for (Y = -cc or + Q, when a = -co and/or 
b = +w. Thus, i,(x) is an analytic function in x in a neighborhood V, of 
(Y E [ a, b], and @A, x) has a manic factor h - i,(x). This contradicts the fact 
that @A, x) is irreducible. Thus Proposition 8.1 is proved. 
By means of analytic continuation, Proposition 2.1 is proved. 
REMARK. By similar reasoning to that in the proof of Proposition 8.1, an 
eigenvalue i(x) of A(x) is analytic in a domain 9 if it has a fixed argument 
when x moves along a closed curve in 9. 
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9. DIAGONALIZATION OF A HERMITIAN MATRIX 
Similar to Theorem 1.1, we have the following theorem for a Hermitian 
matrix. 
THEOREM 9.1. In addition to the assumptions of Theorem 1.1, if A(t) is 
assumed to be Hermitian on [a, b], then there exists a unitary matrix UC t 1 
analytic on [a, b] such that 
Q(t) =U-‘(t)A(t)U(t) (9.1) 
is a diagonal matrix whose elements are analytic on [a, b]. 
This is the global version of Rellich’s theorem [25, 261. In fact, since A(t) 
is Hermitian, it is easy to see that Q(t) given by (1.2) satisfies the relation 
Q*(t) = Q(t) in addition to being upper-triangular. Thus Q(t) is diagonal. 
Hence Theorem 9.1 is proved. 
10. PERIODIC MATRICES 
If A(t) is a periodic matrix, then we have the following 
THEOREM 10.1. Let A(t) be a matrix definedfor t E (- m,~). In addition 
to the assumptions of Theorem 1.1, if A(t) and all of its eigenvalues are 
assumed to be periodic with period w, then there exists a unitary matrix U(t) 
analytic in (-a, m) and periodic with period w such that 
Q(t) = U-‘( t)A( t)U( t) (10.1) 
is an upper-triangular matrix whose elements are analytic in (-03, m) and 
periodic with period o. 
By the fact that the quotient of two periodic functions is also a periodic 
function with the same period, the left and right matrices developed in 
Section 3 are all periodic with the same period. Thus, if A(t) is periodic and 
all of its eigenvalues are periodic with period w in addition to the conditions 
required in Theorem 1.1, then U(t) and Q(t) are also periodic with period w. 
Hence, Theorem 10.1 is proved. 
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Similar to Theorem 9.1, we can also obtain the following theorem for a 
periodic Hermitian matrix. 
THEOREM 10.2. In addition to the assumptions of Theorem 1.1, ifA is 
assumed to be Hermitian and periodic with period w in ( - 00, ~1, and all of its 
eigenvalues are also periodic with period o, then there exists a unitary matrix 
U(t) analytic and periodic with period w in ( - ~0, ~1 such that 
Q(t) = U-‘( t)A( t)U( t) (10.2) 
is a diagonal matrix whose elements are analytic and periodic with period w 
in (-m,o3>. 
11. EXAMPLES 
In this section, we will give several examples to illustrate the application 
of the methods and results of this paper. Different examples pertain to 
different situations of the matrices. 
EXAMPLE 1. Given the matrix 
A(t) = “1” 2f2 .[ 1 (11.1) 
Note that A(t) is Hermitian and analytic for t E (- a,~). Consider, corre- 
sponding to A(t), 
(11.2) 
for x in the entire complex plane. Then A(x) is analytic in the entire 
x-plane, and A(t) = A(t) for t E (--m,m). Note that A(x) is no longer 
Hermitian and it has two eigenvalues h,(r) = x(1 + xl+ m and A,(x) 
= x(1 + x)-- m, where g(x) = 1+ x2(x - 1j2. Note that A,(x) and h,(x) 
are real-valued for real x; hence, in line with Proposition 2.1, both are 
analytic in a simply connected domain D containing the real axis of the 
x-plane. Thus m is analytic in 9. Furthermore, every entry of the 
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matrix A(X)- hi(x has the same order of zero at x = 0. By the process 
given in Sections 3-7, we obtain the unitary matrix 
1 
u(t) = 
Then U-‘(t) = U(t) and 
U-‘( t)A(t)U(t) = 
EXAMPLE 2. Given the matrix 
A(t)= si!t ‘!;I. [ 
(11.4) 
(11.5) 
Note that A(t) is Hermitian, analytic for t E ( - m,~), and periodic with 
period 2~. The eigenvalues of A(t) are labeled 
A,(t) = -1+&LK, /i,(t) = -1-J4+sinzt, (11.6) 
both analytic for t E (- m, 03) and periodic with period 27r. Instead of 
invoking the complex independent variable, we can work on the real line. 
Note that a11 the elements of A(t)- A,(t)Z, are in the same equivalence class 
at t = r/2. By the process given iu Sections 3-7, we obtain the unitary 
matrix 
1 
u(t) = 
[sin’ t + (2 + \/4+sin”t)‘] i” 
I- 
X I 
, 
2+\/4+sin’t sin t 
sin t 1 -2ACP-t (11.7) 
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Then U(t) is analytic for t E ( - m,m) and periodic with period 2~, U-‘(t) = 
U(t), and 
U-‘(t)A(t)U(t) = 
[ *,lt) ift)] 
EXAMPLE 3. Consider 
(11.8) 
(11.9) 
Then A(t) is analytic on [ - ~0, ~1 and has eigenvalues 
1-t 
h*(t) =lf 4%. 
Since A +(t) are real for real t, by Proposition 2.1 they are analytic on 
[ --~,~]. Note that 
A(t)-h+(t)&= [y _%)I (11.10) 
and A _(t) is in the maximal set at t = 00. By the process given in Sections 
3-7, we have 
ul(t) = [ - (l+t;;*_(tJ]. 
1 
%(t) = 
i 
(l+ t~)[hTF-(1-t)]2 
4t~+(l+tq\ll+t2--(l-t)]P zt~~[Jl+t2-(1-t)] 
I 
. 
(11.11) 
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vdt) 
d1(t) = Ilq(t)ll 
%2(t) 
and G!(t) = IIv2&)ll . (11.12) 
Then 6,(t) and 8,(t) form an orthonormal set analytic on [ - 00, ml. Put 
u(t) = [s,(t) w>]. (11.13) 
Then U(t) is unitary and analytic on [ - m, ml and such that 
U*(t)A(t)U(t) = 
a(t) 
A-(t) 1 (11.14) 
where a(t) is analytic on [- m,ml. 
EXAMPLE 4. The method of simplification developed in this paper can 
be applied to a matrix even if its eigenvalues are not analytic at finitely many 
points or infinitely many isolated points. For instance, consider the following 
matrix: 
A(t) = [ _4~int “SiI;“]’ (11.15) 
Note that A(t) is analytic for t E ( - m,cQ) and periodic with period 2~, but 
not Hermitian. The eigenvalues of A(t) are labeled 
/i,(t) = -1+2diGzG, A,(t) = -l-24=; (11.16) 
both are periodic with period 2a and neither is analytic for t E ( - m, 03). In 
fact, there are infinitely many singular points (tk = (k + i>r: k = 0, f 1, 
f 2,. . . } which are also turning points. Rather than find the simplifying 
analytic unitary matrix V(t) in each of subintervals between two consecutive 
singularities, we can find it in a single construction valid throughout ( - m, a). 
Note that all the elements of A(t)- A,(t)Z, are in the same equivalence class 
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at t = a/2. By the process given in Sections 3-7, we have 
1 --(1+J1--4sin2t}“p 
61(t) = E (l_J1_4sin2t}l’2 [ 1 ’ 
“,@I=$[ ;;;-t;:::]. (11.17) 
Put 
Then U(t) is unitary and periodic with period 27r, and 
U-‘(t)A(t)U(t) = 
-8sint 1 Az(t) . (11.19) 
The authors wish to express their gratitude for the referee’s suggestions in 
improving the style of this work. 
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