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Abstract: We propose three related estimators for the variance parameter arising from a steady-state simulation process. All are
based on combinations of standardized-time-series area and Cramér–von Mises (CvM) estimators. The first is a straightforward
linear combination of the area and CvM estimators; the second resembles a Durbin–Watson statistic; and the third is related to a
jackknifed version of the first. The main derivations yield analytical expressions for the bias and variance of the new estimators.
These results show that the new estimators often perform better than the pure area, pure CvM, and benchmark nonoverlapping and
overlapping batch means estimators, especially in terms of variance and mean squared error. We also give exact and Monte Carlo
examples illustrating our findings. © 2007 Wiley Periodicals, Inc. Naval Research Logistics 54: 384–396, 2007
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1. INTRODUCTION
Consider an experiment in which we want to estimate the
mean µ of a steady-state simulation process, Y1,Y2, . . . ,Yn,
e.g., the mean time-in-system for parts produced on a contin-
uously running manufacturing line. The usual estimator forµ
is the sample mean Y¯n, and it is common to further provide an
accompanying estimate of Var(Y¯n), or, almost equivalently,
the variance parameter, σ 2 ≡ limn→∞ nVar(Y¯n).
There are a number of estimators for σ 2, as described
in standard references such as [17]. One class of estima-
tors is based on Schruben’s standardized time series (STS)
methodology [21]. Two specific examples of STS estima-
tors with good properties are the weighted area and weighted
Cramér–von Mises (CvM) estimators, introduced in [15] and
[13], respectively. Although many estimators for σ 2 are avail-
able in the literature, including several “first-order unbiased”
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estimators, they can exhibit high variability as well as high
mean squared error. Therefore, there have been efforts to
develop less variable estimators, while still maintaining low
bias. One way of doing this is by carefully combining multiple
estimators, effectively re-using data to garner more informa-
tion about σ 2. This article investigates new STS estimators
to achieve these goals—estimators that combine the area and
CvM approaches.
The paper is organized as follows. Section 2 presents nec-
essary background material. Then in Section 3, we give three
ways to combine the area and CvM estimators: the first is a
simple linear combination; the second resembles a Durbin–
Watson statistic; and the third is related to a jackknifed
version of the first. We find that the new estimators some-
times have bias that is competitive with and variance that
is often quite a bit better than the area and CvM estimators
alone (among others). Section 4 gives exact and Monte Carlo
examples illustrating these findings. Section 5 shows that
batched versions of the new estimators compare favorably to
the benchmark methods of nonoverlapping and overlapping
batch means. Section 6 wraps up the discussion.
© 2007 Wiley Periodicals, Inc.
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2. BACKGROUND
This section reviews results that will be needed in the
remainder of the article. The subsections discuss, respec-
tively, the standardized time series of a stochastic process, the
STS weighted area estimator for σ 2, and the STS weighted
CvM variance estimator.
2.1. Standardized Time Series
Schruben [21] defines the standardized time series of a sta-
tionary stochastic process Y1,Y2, . . . ,Yn (e.g., a simulation in
steady state) as




for 0 ≤ t ≤ 1,
where Y¯j ≡∑jk=1 Yk/j , j = 1, 2, . . . , n, and ⌊·⌋ is the great-
est integer function. We henceforth assume thatY1,Y2, . . . ,Yn
satisfies the following mild “functional central limit theorem”
condition:
Assumption FCLT. There exist µ and positive σ such
that as n→∞,Xn ⇒ σW , whereW is a standard Brownian
motion process, “ ⇒ ” denotes weak convergence as n→∞
(see, e.g., [5]), and
Xn(t) ≡ ⌊nt⌋(Y¯⌊nt⌋ − µ)√
n
for 0 ≤ t ≤ 1.
(See [10] for various sets of sufficient conditions for Assump-
tion FCLT to hold.) Then, as in [9], [10], or [21], it can be
shown that Tn ⇒ B, where B is a standard Brownian bridge
process on [0, 1]. It is well known that all finite-dimensional
joint distributions of B are normal with E[B(t)] = 0 and
Cov(B(s),B(t)) = min(s, t)− st , 0 < s, t < 1. In addition,
it is often convenient to express a Brownian bridge in terms
of its underlying Brownian motion, B(t) =W(t)− tW(1).
2.2. The Weighted Area Estimator
As in [15], [16], and [21], we begin by defining random
variables (r.v.’s) corresponding to the weighted area under the
standardized time series and its limiting functional:


















f (t)σB(t) dt ,
where the weighting function f (t) has a continuous second
derivative on [0, 1] and is chosen to satisfy Var(S(f )) = σ 2,
in which case S(f ) ∼ Nor(0, σ 2). In addition, let A(f ; n) ≡
S2(f ; n) and A(f ) ≡ S2(f ). Then under mild conditions,
the continuous mapping theorem (CMT) ([5], Theorem 5.1)
implies A(f ; n)⇒ A(f ) ∼ σ 2χ21 , and we call A(f ; n) the
weighted area estimator for σ 2.
Theorem 1 gives expressions for the expected value and
variance ofA(f ; n). Before proceeding, we define the covari-
ance function Rk ≡ Cov(Y1,Y1+k), k = 0,±1,±2, . . . , and
the constant γ ≡ −2∑∞k=1 kRk (cf. [22]). In addition, let
F(t) ≡ ∫ t0 f (s) ds, F ≡ F(1), F¯ (t) ≡ ∫ t0 F(s) ds, and
F¯ ≡ F¯ (1). Finally, the notation p(n) = o(q(n)) means that
p(n)/q(n)→ 0 as n→∞.
THEOREM 1 (see [9] and [15]): Suppose Y1,Y2, . . . ,Yn
is a stationary process for which Assumption FCLT holds,∑∞
k=1 k2|Rk| <∞, and
∑∞
k=−∞ Rk = σ 2 > 0. Then
E[A(f ; n)] = σ 2 + [(F − F¯ )
2 + F¯ 2]γ
2n
+ o(1/n). (1)
If we also assume uniform integrability (see [5] for a
definition and sufficient conditions) of A2(f ; n), then as
n→∞,
Var(A(f ; n))→ Var(A(f )) = 2σ 4. (2)
EXAMPLE 1: Application of Theorem 1 to Schruben’s
[21] original area estimator with constant weighting func-
tion f0(t) ≡
√
12, for all t ∈ [0, 1], yields E[A(f0; n)] =
σ 2 + 3γ /n + o(1/n). It is possible to choose weights for
which F = F¯ = 0; for such selections, the resulting esti-
mator is first-order unbiased for σ 2, i.e., its bias is o(1/n).
Examples of weighting functions yielding first-order unbi-
ased estimators are f2(t) ≡
√
840(3t2 − 3t + 1/2) and
fcos,i (t) =
√
8π i cos(2π it), i = 1, 2, . . . (see [9], [15],
and [16]). !
2.3. The Weighted Cramér–von Mises Estimator
Now we define the area under the square of the STS and
its limiting functional as


















g(t)σ 2B2(t) dt ,
respectively, where g(t) is a weighting function normal-
ized so that E[C(g)] = σ 2 ∫ 10 g(t)t(1 − t) dt = σ 2 and
g′′(t) is continuous on [0, 1]. Under mild assumptions, the
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CMT implies that C(g; n)⇒ C(g), and we call C(g; n) the
weighted Cramér–von Mises estimator for σ 2.
Theorem 2 gives results on the expected value and variance
of the weighted CvM estimator. Here, we define the notation
G ≡ ∫ 10 g(t) dt .
THEOREM 2 (see [13]): Under the conditions of Theo-
rem 1,
E[C(g; n)] = σ 2 + γ
n
(G− 1)+ o(1/n). (3)









g(s)s2 ds dt . (4)
EXAMPLE 2: Theorem 2 implies that the CvM estimator
with constant weighting functiong0(t)≡6 has E[C(g0; n)] =
σ 2 + 5γ /n+ o(1/n). If one chooses weights having G = 1
(in addition to the other constraints on the weights), the theo-
rem implies thatC(g; n) has bias o(1/n); two examples from

















EXAMPLE 3: Theorem 2 gives Var(C(g0)) = 4σ 4/5,
Var(C(g⋆2)) = 121σ 4/70, and Var(C(g⋆4)) = 1.042σ 4.
Although Var(C(g⋆2)) and Var(C(g⋆4)) are greater than
Var(C(g0)), the estimators C(g⋆2; n) and C(g⋆4; n) are first-
order unbiased for σ 2, while C(g0; n) is not. !
3. COMBINING THE AREA AND CvM
ESTIMATORS
This section shows how one can combine the area and CvM
estimators for σ 2 in such a way that the resulting estimator
has reasonable bias and lower variance than either of its indi-
vidual constituents. We shall take advantage of the fact that
the covariance between the limiting area and CvM function-
als, Cov(A(f ),C(g)), can be calculated exactly, a task that
is carried out in Section 3.1. That result is used in Section 3.2
to propose three new variance estimators: a straightforward
linear combination of the weighted area and CvM estimators,
a Durbin–Watson-like estimator, and a jackknifed version of
the first. Section 4 presents extended examples.
3.1. Covariance of A( f ) and C(g)
Our main covariance result, stated next, is proven in the
Appendix.
LEMMA 1: If f (t) and g(t) are area and CvM weighting
functions, respectively, then
Cov(A(f ),C(g)) = 2σ 4
∫ 1
0
g(t)(tF¯ − F¯ (t))2dt .
EXAMPLE 4: Lemma 1 allows us to make the follow-
ing calculations on the covariance and correlation of A(f )
and C(g).
f , g Cov(A(f ),C(g))/σ 4 Corr(A(f ),C(g))






2 3(4π2 + 375)/8π4 0.858
Of course, since the correlations are so close to unity, there
may not be that much additional “information” to be gained
by forming a simple linear combination of the particular area
and CvM estimators under study; see Example 6. !
3.2. The New Estimators
In this subsection, we discuss some ways that we might
be able to take advantage of the known correlation between
A(f ) and C(g). We present a motivational example and then
two more-general estimators.
3.2.1. Motivational Example
EXAMPLE 5: Consider the linear combination D0(n) ≡
2C(g0; n)− A(f0; n). By Examples 1 and 2, we have








Theorem 1 and Examples 3 and 4 imply
Var(D0(n)) → 2σ 4/5.
Thus, D0(n) has comparatively low asymptotic variance but
very high small-sample bias. !
3.2.2. Area + CvM Estimator
Example 5 suggests a more-general estimator,
Dα(f , g; n) ≡ αA(f ; n)+ (1− α)C(g; n).
By the CMT,
Dα(f , g; n)⇒ Dα(f , g) ≡ αA(f )+ (1− α)C(g).
Theorems 1 and 2 immediately imply the following result.
Naval Research Logistics DOI 10.1002/nav
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THEOREM 3: Under the conditions of Theorem 1,
E[Dα(f , g; n)]
= σ 2 + γ
n
{
α[(F − F¯ )2 + F¯ 2]
2
+ (1− α)(G− 1)
}
+ o(1/n)→ σ 2.
Further, assuming uniform integrability of D2α(f , g; n), we
have, as n→∞,
Var(Dα(f , g; n))→ Var(Dα(f , g))
= α2Var(A(f ))+ (1− α)2Var(C(g))
+ 2α(1− α)Cov(A(f ),C(g)). (5)
In Eq. (5), note that Var(A(f )) = 2σ 4, Theorem 2 gives
Var(C(g)), and Lemma 1 gives Cov(A(f ),C(g)). To find
the value of α that minimizes Var(Dα(f , g)), we solve
d
dαVar(Dα(f , g)) = 0 for α, the result of which is
αˆ = Var(C(g))− Cov(A(f ),C(g))Var(A(f ))+ Var(C(g))− 2Cov(A(f ),C(g)) . (6)
Substituting αˆ from Eq. (6) into (5), we obtain the asymptot-
ically optimal variance,
Var(Dαˆ(f , g))
= Var(A(f )) · Var(C(g))− Cov
2(A(f ),C(g))
Var(A(f ))+ Var(C(g))− 2Cov(A(f ),C(g)) , (7)
where, for all of the examples under study, the denominator
is >0.
EXAMPLE 6: Now we use the results of Example 4 and
Eqs. (6) and (7) to obtain some variance-optimal linear
combinations of A(f ) and C(g).
f , g αˆ Var(Dαˆ(f , g))/σ 4







We see that the optimal choice of αˆ = −1 for the linear com-
bination of A(f0) and C(g0) is precisely that which we used
for D0(n) in Example 5. Although D0(n)’s asymptotic vari-
ance of 2σ 4/5 is much lower than those of Dαˆ(f2, g⋆2; n) and
Dαˆ(fcos,1, g
⋆
2; n), we recall from Example 5 that D0(n) has
quite a bit of first-order bias, while Examples 1 and 2 imply
that Dαˆ(f2, g⋆2; n) and Dαˆ(fcos,1, g⋆2; n) are first-order unbi-
ased. On the other hand, suppose we compare Dαˆ(f2, g⋆2; n)
and Dαˆ(fcos,1, g⋆2; n) to their component first-order unbiased
CvM estimatorC(g⋆2; n), which, by Example 3, has an asymp-
totic variance of about 1.729σ 4. Then we notice that there is
not really that much to be gained by using either choice of
Dαˆ(f , g
⋆
2; n) instead ofC(g⋆2; n)—a finding that makes sense
in light of our remark at the end of Example 4 concerning
the high correlation between A(f ) and C(g) for f2, fcos,1,
and g⋆2. !
3.2.3. Durbin–Watson Estimator
As established previously, we have A(f0; n)⇒ A(f0) =
12σ 2B¯2, where B¯ ≡ ∫ 10 B(t) dt is the area under a Brownian
bridge, and C(g0; n)⇒ C(g0) = 6σ 2 ∫ 10 B2(t) dt . Thus, we
see from Example 5 that
D0(n)⇒ 2C(g0)− A(f0) = 12σ 2
(∫ 1
0





(B(t)− B¯)2 dt ,
which bears a striking resemblance to a Durbin–Watson
functional (cf. [8] and [24]).
In fact, we can generalize D0(n) by considering the
estimator

















and the associated limiting functional
D(h) ≡ σ 2
∫ 1
0
h(t)(B(t)− B¯)2 dt ,
where h(t) is normalized so that E[D(h)] = σ 2, and h′′(t) is
continuous on [0, 1]. By the CMT, D(h; n)⇒ D(h), and we
call D(h; n) the weighted Durbin–Watson (DW) estimator
for σ 2.
We henceforth use the notationH(t)≡∫ t0 h(u) du, H¯ (t)≡∫ t
0 H(u) du, and Hˆ (t) ≡
∫ t
0 H¯ (u) du, along withH ≡ H(1),
H¯ ≡ H¯ (1), and Hˆ ≡ Hˆ (1). In order to normalize h(t), we
note that for s ≤ t ,
q(s, t) ≡ Cov(B(s)− B¯,B(t)− B¯)
= s(1− t)− s − s
2
2















h(t)q(t , t) dt = H
12
= 1.
We now state the main theorem on the estimator D(h; n),
the proof of which is deferred to the Appendix.
Naval Research Logistics DOI 10.1002/nav
388 Naval Research Logistics, Vol. 54 (2007)
THEOREM 4: Under the conditions of Theorem 1, we
have







(9− H¯ + 2Hˆ )+ o(1/n). (8)
(We can remove the O(1/n) term in the coefficient for σ 2 in
(8), simply by dividing the estimator by that known coeffi-








h(s)h(t)q2(s, t) ds dt . (9)
EXAMPLE 7: If we define h0(t) ≡ 12 for all t , then
D(h0; n) = D0(n), from Example 5, where we found
that Var(D(h0; n)) ≈ 2σ 4/5 (which is very small) and
Bias(D(h0; n)) ≈ 7γ /n (which is very high). In order
to obtain a first-order unbiased DW estimator, Theorem 4
requires a weighting function such that 9 = H¯ − 2Hˆ , in
addition to the normalizing constraintH = 12. The quadratic
weighting function satisfying these constraints while yielding
the minimum-variance estimator is h2(t) ≡ −198+1260t−
1260t2. Unfortunately, Eq. (9) implies that Var(D(h2)) =
37σ 4/5; so the price of first-order unbiasedness is an unac-
ceptably high variance, at least for this example. In other
work, details of which are not reported here, it can be shown
that there is almost nothing to be gained by going up to cubic
or quartic weighting functions. !
3.2.4. Jackknife Estimator
In light of the mixed reviews on the DW estimator—
low variance but high bias or low bias but high variance—
one might wonder whether there is any other way to take
advantage of the excellent variance of D(h0; n). One possi-
ble alternative estimator looks like a jackknifed version of
D(h0; n), namely,
DJ ,r (h0; n) ≡ D(h0; n)− rD(h0; rn)1− r
= 2C(g0; n)− A(f0; n)− 2rC(g0; rn)+ rA(f0; rn)
1− r ,
(10)
where r is fixed in (0, 1). Bias and variance results for this
estimator are summarized by the following theorem.
THEOREM 5: Under the assumptions of Theorem 1,
E[DJ ,r (h0; n)] = σ 2 + o(1/n). (11)
Further, assuming that D2J ,r (h0; n) is uniformly integrable,
then as n→∞,
Var(DJ ,r (h0; n))→ 2(1 + r + 2r
2 − 2r3)σ 4
5(1− r) . (12)
Application of Example 5 or Eq. (8) to both terms on the
right-hand side of Eq. (10) proves that DJ ,r (h0; n) is first-
order unbiased for σ 2. The second half of the theorem is
proven in the Appendix.
REMARK 1: For finite n, the results of the theorem ought
to hold, at least approximately, for any fixed r (0 < r < 1) as
long as the sample size n is large enough. As a matter of fact,
as r approaches 0, it seems as if the variance of the first-order
unbiased estimator DJ ,r (h0; n) approaches the remarkable
2σ 4/5. Of course, in real life, we do not have the luxury
of arbitrarily large n; for small r > 0, this bodes poorly
for the convergence of D(h0; rn), and hence DJ ,r (h0; n), to
their limiting Brownian bridge functionals (described in the
Appendix). Indeed, Eq. (11)’s first-order unbiasedness result
for DJ ,r (h0; n) (r > 0) breaks down badly when we take
r = 0, as we know from Example 5. Thus, to be on the
safe side, we recommend the choice r = 1/2, for which
Var(DJ ,1/2(h0; n)) → 7σ 4/5, a very satisfying value, espe-
cially since DJ ,1/2(h0; n) is first-order unbiased for σ 2. This
variance estimator shall be addressed further in the examples
of Section 4. !
4. EXAMPLES
To illustrate the performance of the new estimators, in
this section we give exact calculations for a moving average
process and a Monte Carlo example involving an autore-
gressive process. Specifically, we will find or estimate the
expected value and variance of the area and CvM estima-
tors from Sections 2.2 and 2.3, as well as the new estimators
D(h0; n),Dαˆ(f2, g⋆2; n), andDJ ,r (h0; n), from Sections 3.2.1,
3.2.2, and 3.2.4, respectively.
4.1. Exact Results: Moving Average Process
Suppose the underlying stationary process is a first-order
moving average [MA(1)] process, given by Yi = θϵi−1 + ϵi ,
i ≥ 1, where the ϵi’s are independent and identically dis-
tributed (i.i.d.) Nor(0, 1) r.v.’s. The MA(1) has covariance
function R0 = 1 + θ2, R±1 = θ , Rk = 0 elsewhere,
whence we have σ 2 = ∑∞j=−∞ Rj = (1 + θ)2 and γ =
−2∑∞j=1 jRj = −2θ .
Table 1 displays exact expectations and variances for the
variance estimators under study (some of which are also
found in [13]). The tedious calculations required to obtain
Naval Research Logistics DOI 10.1002/nav
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Table 1. Exact expected values and variances of estimators for σ 2 for an MA(1) process.
Estimator Expected value Variance (to O(n−2))





2σ 4 + 12γ σ2
n
A(f2; n) σ 2 + 7(σ2+6γ )2n2 +O(n−3) 2σ 4










2 + 4(σ2+6γ )
n2
+O(n−3) 121σ470 + 4.057γ σ
2
n












2 + (σ2+6γ )(4− α2 )
n2
+O(n−3) 1.723σ 4 + 0.066γ σ2
n
(αˆ = 0.1281)





these results are relegated to the online companion [12]. We
see that all of the table entries match up with the correspond-
ing theoretical results from Sections 2 and 3. Thus, all of
the estimators under consideration in Table 1 are asymptoti-
cally unbiased for σ 2 as n→∞; but onlyA(f2; n),C(g⋆2; n),
Dα(f2, g
⋆
2; n), and DJ ,r (h0; n) are first-order unbiased. Fur-
ther, D(h0; n) has the lowest variance (although it has the
largest bias).
4.2. Monte Carlo Example: Autoregressive Process
Here we describe a Monte Carlo experiment based on the
first-order autoregressive [AR(1)] process, which is defined
as Yi = φYi−1 + ϵi , i ≥ 1, where the ϵi’s are i.i.d.
Nor(0, 1−φ2) r.v.’s, and Y0 is a Nor(0, 1) r.v. initialized inde-
pendently of the others. The AR(1) has covariance function




Rj = 1 + φ1− φ




(1− φ)2 . (13)
4.2.1. Monte Carlo Setup
In the current example, we set φ = 0.9, which corre-
sponds to a fairly highly positive autocorrelation structure
and variance parameter σ 2 = 19. We ran 100,000 indepen-
dent replications of the process, each of which yielded AR(1)
observations. For each of the 100,000 replications, we stored
variance estimates for each of a variety of area, CvM, and
combined estimators with sample sizes n = 256, 512, 1024,
and 2048. Our main results are given in Table 2. The columns
marked “Ê” and “V̂ar” in Table 2 denote the sample means
and variances calculated over the 100,000 replications for
each selection of estimator and sample size. The right-most
column of Table 2, denoted “True Var (n → ∞),” is sim-
ply the list of limiting variances of the various estimators,
obtained from Theorem 1, Example 3, and Theorem 5.
4.2.2. Discussion
We have a number of findings based on the results from
Table 2.
• As the sample size n becomes large, the estimated
expected values of the estimators all appear to
approach σ 2 = 19, some faster than others. In fact,
by the time n= 512 observations have been taken, the
estimated expected values of the first-order unbiased
estimators A(f2; n), A(fcos,1; n), C(g⋆2; n), C(g⋆4; n),
andDJ ,r (h0; n), r ≥ 0.4, are all within 2% of σ 2 = 19.
By the time n= 2048, the estimated expected values
of all of the estimators except A(f0; n), C(g0; n), and
D(h0; n)—which are not first-order unbiased—are
within 1% of σ 2.
• Note that the estimators’ expected values are gener-
ally below σ 2. This makes sense since the AR(1)’s
positive covariance function implies that the quantity
γ < 0. Thus, e.g., if we appeal to Theorem 1’s Eq. (1),
we see that any first-order bias for the area estimator
will often be negative as well. For instance, Example 1
and Eq. (13) imply




where .=denotes “approximately equal to.” This quan-
tity is almost precisely equal to the corresponding
Monte Carlo estimate of 16.99 from Table 2. (See
[1] for more details.)
• As n becomes large, the variances of the esti-
mators all appear to approach their respective
theoretical limiting values. For example, we see that
V̂ar(C(g⋆2; n))→ 121σ 4/70 = 624.0.
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Table 2. Estimated expected values and variances of estimators for σ 2 for the AR(1) process with φ = 0.9 (σ 2 = 19).
n = 256 n = 512 n = 1024 n = 2048
Estimator Ê V̂ar Ê V̂ar Ê V̂ar Ê V̂ar
True Var
(n→∞)
A(f0; n) 16.99 578 17.95 645 18.47 680 18.68 702 722.0
A(f2; n) 18.14 656 18.73 699 18.98 716 18.89 708 722.0
A(fcos,1; n) 18.10 653 18.73 701 19.00 718 18.88 706 722.0
C(g0; n) 15.84 241 17.32 266 18.15 277 18.52 282 288.8
C(g⋆2; n) 18.09 546 18.74 587 18.96 609 18.90 607 624.0
C(g⋆4; n) 17.17 305 18.41 344 18.80 359 18.97 372 376.2
D(h0; n) 14.64 119 16.70 134 17.81 141 18.43 142 144.4
DJ ,0.1(h0; n) 16.04 147 17.92 168 18.68 174 18.88 175 179.4
DJ ,0.2(h0; n) 16.92 185 18.35 212 18.84 221 18.92 222 228.2
DJ ,0.3(h0; n) 17.46 238 18.56 272 18.90 285 18.94 287 294.2
DJ ,0.4(h0; n) 17.79 308 18.68 355 18.96 370 18.93 373 383.1
DJ ,0.5(h0; n) 18.00 402 18.72 465 18.98 486 18.95 492 505.4
DJ ,0.6(h0; n) 18.17 538 18.79 621 19.01 653 18.91 662 681.6
DJ ,0.7(h0; n) 18.33 738 18.81 858 19.04 911 18.87 930 959.8
DJ ,0.8(h0; n) 18.60 1094 18.73 1293 18.99 1388 18.98 1428 1484
DJ ,0.9(h0; n) 18.71 1804 18.79 2344 18.96 2684 19.05 2785 2978
• As anticipated, some of the estimators have lower
variance than others. Specifically, the pure CvM esti-
mators, D(h0; n), and the jackknife estimators with
r ≤ 0.6 all exhibit lower variance than do the pure
area estimators. Of course, as pointed out previously,
D(h0; n)’s exceptionally low variance comes at the
cost of high bias.
5. BATCHING
This section generalizes some of the previous estima-
tors by incorporating the use of batching. Section 5.1 gives
expected value and variance results for STS batched esti-
mators, while Sections 5.2 and 5.3 review the benchmark
methods of nonoverlapping and overlapping batch means.
In Section 5.4, we compare all of these estimators in terms
of their asymptotic bias, variance, and mean squared error
(MSE). Batching typically increases estimator bias, but also
reduces its variance; so it may be of interest to evaluate batch-
ing’s overall effect on MSE. Finally, Section 5.5 presents
a Monte Carlo example comparing the different variance
estimators.
5.1. Batching the STS Estimators
All of our work so far has been for estimators for σ 2 based
on one long batch of size n. It is well known that additional
batching usually yields estimators having lower variance (and
higher bias) than their one-batch predecessors. The method
using nonoverlapping batches is especially simple.
• Divide the run into b contiguous, nonoverlapping
batches, each of size m (assuming n = mb). Batch i
consists of observationsY(i−1)m+1,Y(i−1)m+2, . . . ,Yim,
i = 1, 2, . . . , b.
• Calculate estimators from each batch (instead of from
the entire run). Using the obvious notation, we denote
the area, CvM, and jackknife estimators from batch i
asAi(f ;m),Ci(g;m), andDJ ,r ,i (h0;m), respectively.
• The batched area, CvM, and jackknife estimators for
σ 2 are the sample means of the corresponding esti-
mators from the individual nonoverlapping batches,
i.e.,















DJ ,r ,i (h0;m).
Since the batched estimators are simply linear combina-
tions of estimators from each batch of size m, Eqs. (1), (3),
and (11) immediately show that
E[A¯(f ; b,m)] = E[A(f ;m)]
= σ 2 + [(F − F¯ )
2 + F¯ 2]γ
2m
+ o(1/m), (14)
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and
E[D¯J ,r (h0; b,m)] = E[DJ ,r (h0;m)] = σ 2+o(1/m). (16)
REMARK 2: We can fine-tune the expected values from
Eqs. (14)–(16) for certain weighting functions. To do so, sup-
pose we define δ ≡ −2∑∞i=1 i2Ri . Then Aktaran-Kalaycı
et al. [1] find that under general conditions (for instance, if
the covariance function decays exponentially)
















E[C¯(g⋆2; b,m)] = σ 2 +
4(σ 2 + 6δ)
m2
+ o(1/m2). (20)
In addition, Eqs. (10), (17), and (19) imply that
E[D¯J ,r (h0; b,m)]
= 2E[C(g0;m)]− E[A(f0;m)]− 2rE[C(g0; rm)] + rE[A(f0; rm)]
1− r




We see that Eqs. (17)–(21) match up with the corresponding
exact MA(1) results from Table 1 (using m in place of n and
noting that γ = δ for the MA(1)). !
Before going on to the corresponding variance results, we
note that the area, CvM, and jackknife estimators can be
written as batched quadratic forms, i.e., quadratic forms in
terms of the Yi’s within each batch. Then the main result
of [4] allows us to make the intuitively pleasing assump-
tion that estimators from two different batches are approx-
imately independent—at least under suitable moment and
mixing conditions and large enough batch size m. In this
case, Eqs. (2), (4), and (12) imply












Var(D¯J ,r (h0; b,m))
.= Var(DJ ,r (h0;m))
b
→ 2(1 + r + 2r
2 − 2r3)σ 4
5(1− r)b , (24)
where the right-hand-side limits are taken as m → ∞. So
batching helps to decrease estimator variance (by a factor of
b), although this is achieved at the cost of an increase in esti-
mator bias (since m now appears instead of n in the expected
value expressions).
5.2. Nonoverlapping Batch Means
We describe the method of nonoverlapping batch means
(NBM), one of the most popular techniques in practice and
one that we will use as a benchmark for comparison. The
quantities Y¯i,m ≡ ∑mj=1 Y(i−1)m+j /m, i = 1, 2, . . . , b, are
referred to as the batch means of the process Y1,Y2, . . . ,Yn,
and are often assumed to be i.i.d. normal random variables,
at least for large enough batch size m. This i.i.d. assumption
suggests the NBM estimator for σ 2,






(see [20]). Under mild conditions, [11] and [23] show that
N (b,m)⇒ σ 2χ2b−1/(b− 1) as m→∞ with b fixed, where
χ2ν denotes the chi-square distribution with ν degrees of
freedom. Further, [6], [14], and [22] (among others) yield






b − 1 . (26)
We see from Eq. (25) that N (b,m) has mild first-order bias
as an estimator for σ 2. On the other hand, Eq. (16) reveals
that D¯J ,r (h0; b,m) is first-order unbiased forσ 2, and Eqs. (14)
and (15) show the same for A¯(f ; b,m) and C¯(g; b,m), respec-
tively, as long as those estimators use the appropriate first-
order unbiased weighting functions. Comparing Eq. (26)
with (22)–(24), we conclude that the (asymptotic) variance
of N (b,m) is at least as big as those of most of the other
estimators.
5.3. Overlapping Batch Means
We also review the method of overlapping batch means
(OBM), an alternative to NBM that seems to have better
performance characteristics in many situations. The OBM
variance estimator will serve as another benchmark for
comparison.
First, define the ith overlapping batch mean as Y¯Oi,m ≡∑m−1
k=0 Yi+k/m, i = 1, 2, . . . , n−m+ 1. The OBM estimator










where we continue to define b ≡ n/m, although b can no
longer be regarded as “the number of batches.”
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Under mild conditions, [3] and [7] show that, as the batch
size m becomes large,
E[O(b,m)]
= σ 2 + γ (b
2 + 1)
mb(b − 1) + o(1/m)










(also see [14], [18], and [22]), with the approximate results
holding for large b. The expected value of the OBM estimator
is almost the same as that for NBM, while OBM’s asymptotic
variance is superior to NBM’s—and, indeed, competitive
with the variances arising from the area, CvM, and jackknife
estimators under study herein.
5.4. Asymptotic Bias, Variance, and
Mean Squared Error
This subsection uses the bias and variance results from
Sections 5.1–5.3 to obtain “optimal” MSE expressions for
the variance estimators under consideration.
Consider an estimator V̂ for the variance parameter σ 2.
As is the case with all of the variance estimators studied in
the current paper, suppose that Bias(V̂ ) = ζb/mk+o(1/mk)
and Var(V̂ ) = ζv/b + o(1/b) for some estimator-specific
constants ζb and ζv and k > 0. Ignoring small-order noise
terms, the MSE of V̂ is







To minimize this quantity, suppose that the number of batches
is of the form b = ωnϵ for some appropriately chosen ω > 0
and 0 < ϵ < 1. Then Eq. (27) becomes






The value of ϵ that minimizes this expression for MSE is
determined by equating the exponents of n on the right-hand
side of Eq. (28), so that ϵ = 2k/(1 + 2k). Thus,







Table 3. Approximate large-sample bias, variance, and MSE of
batched estimators for σ 2 for stationary processes.
Estimator k ζb b ζv/σ 4 MSE⋆
A¯(f2; b,m) 2 3.5(σ 2 + 6δ) 2 O(n−4/5)
C¯(g⋆2; b,m) 2 4(σ 2 + 6δ) 121/70 O(n−4/5)
D¯J ,r (h0; b,m) 2 (σ 2 + 12δ)/r 2(1+r+2r2−2r3)5(1−r) O(n−4/5)
N (b,m) 1 γ 2 O(n−2/3)
O(b,m) 1 γ 4/3 O(n−2/3)
Minimizing this quantity with respect to ω, as detailed in [2],
[14], and [22], we obtain the asymptotically optimal MSE,
MSE⋆(V̂ )








Table 3 gathers the bias, variance, and MSE results from
this section together in one place (assuming large m and
b). Among the estimators on this list, we see that the area
(with weighting function f2(t)), CvM (with weight g⋆2(t)),
and jackknife estimators all have the lowest order bias (high-
est k), as well as the lowest order “optimal” MSE. For fixed
number of batches b, the jackknife (with, say, r = 0.5) and
OBM estimators have the lowest variances.
5.5. Monte Carlo Example: Autoregressive Process
This subsection discusses an example involving a specific
stochastic process in a non-asymptotic setting.
Consider the AR(1) process from Section 4.2, where we
again take φ = 0.9 (so that σ 2 = 19). We ran 100,000
independent replications of the process, each yielding AR(1)
observations. For each of the replications, we stored variance
estimates for each of the estimators A¯(f2; b,m), C¯(g⋆2; b,m),
D¯J ,0.5(h0; b,m), N (b,m), and O(b,m) with sample sizes
n = 2048, 8192, and b = n/m = 4, 8, 16. Table 4 gives
the results. The columns marked “Ê”, “V̂ar”, and “M̂SE” in
the table denote the sample mean, variance, and MSE cal-
culated over the 100,000 replications for each selection of
estimator and (b,m).
We make some points concerning the empirical results
from Table 4.
• For fixed b = n/m, the estimated expected values
of the estimators all appear to approach σ 2 = 19 as
the batch size m increases (i.e., as the sample size
n jumps from 2048 to 8192), in line with the the-
ory. For very small batch sizes, the NBM and OBM
estimators fare the best in terms of bias; but as m
increases, the area, CvM, and jackknifed estimators
always do at least a bit better than NBM and OBM—
what is happening is that the first-order unbiasedness
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Table 4. Estimated performance characteristics of batched area, CvM, jackknifed, NBM, and OBM estimators for σ 2 for the AR(1) process
with φ = 0.9, n = 2048, 8192, and b = 4, 8, 16 (for this process, σ 2 = 19).
b = 4 b = 8 b = 16
n Estimator Ê V̂ar M̂SE Ê V̂ar M̂SE Ê V̂ar M̂SE
2048 A¯(f2; b,m) 18.75 176 176 18.12 82.2 83.0 16.12 32.4 40.7
C¯(g⋆2; b,m) 18.72 148 148 18.05 68.1 69.0 16.06 27.4 36.0
D¯J ,0.5(h0; b,m) 18.70 116 116 17.96 50.6 51.7 15.64 17.9 29.2
N (b,m) 18.54 230 230 18.19 94.8 95.5 17.50 41.3 43.6
O(b,m) 18.49 150 150 18.18 69.0 69.7 17.49 31.5 33.8
8192 A¯(f2; b,m) 18.92 178 178 18.99 89.7 89.7 18.76 43.9 44.0
C¯(g⋆2; b,m) 18.94 154 154 18.99 76.3 76.3 18.73 36.7 36.8
D¯J ,0.5(h0; b,m) 18.97 125 125 18.96 60.8 60.8 18.70 28.9 29.0
N (b,m) 18.80 235 235 18.73 100 100 18.63 46.1 46.2
O(b,m) 18.82 151 151 18.76 69.2 69.3 18.61 32.3 32.4
properties of the area, CvM, and jackknifed estima-
tors finally manifest themselves at moderate batch
sizes, as predicted by Eqs. (18), (20), and (21). For
example, Ê[A¯(f2; 16, 128)] < Ê[N (16, 128)]≪ 19,
yet Ê[N (16, 512)] < Ê[A¯(f2; 16, 512)] .= 19. (See
[1] for general results in this vein.)
• For fixed sample size n, the bias of each estimator
decreases as the batch size m increases (i.e., as the
ratio b = n/m decreases), also as the theory predicts.
• As the batch size m becomes large for fixed b, the
variances of the estimators all appear to approach
their respective theoretical limiting values. For exam-
ple, we see that V̂ar(C¯(g⋆2; 8, 1024)) = 76.3 .=
121σ 4/(70b) = 78.0. We can also rank the variances.
For instance,
V̂ar(D¯J ,0.5(h0; 8, 1024)) < V̂ar(O(8, 1024))
< V̂ar(C¯(g⋆2; 8, 1024)) < V̂ar(A¯(f2; 8, 1024))
.= V̂ar(N (8, 1024)),
which is yet again consistent with the theory. In addi-
tion, the order of the respective MSEs is exactly
the same, indicating that, in this example, the MSEs
are dominated by their variance components. (We
made no attempt to obtain the “optimal” asymptotic
MSEs in this example, where our work in Section 5.4
would have mandated b = ωn2k/(1+2k) and m =
ω−1n1/(1+2k), which in turn would have produced
unacceptably high bias.)
6. CONCLUSIONS
This article has studied various estimators for the vari-
ance parameter σ 2, all of which are based on combinations
of standardized-time-series area and Cramér–von Mises esti-
mators. Two estimators—one a simple linear combination of
the area and CvM and one reminiscent of the Durbin–Watson
statistic—can achieve first-order unbiasedness with appro-
priate choices of weighting functions, but are not especially
impressive in terms of variance. A third estimator—related
to a jackknifed version of the first—has more interesting
performance characteristics. In addition to being first-order
unbiased, the jackknifed estimator has variance that is lower
than its constituent area estimator component and competi-
tive with its constituent CvM component (both of which are
biased).
The work above was initially applied to one long batch
of observations; but it was obviously of interest to examine
the effects of batching. In doing so, we found that the results
of the one-batch case generalized naturally. Namely, if we
keep the sample size fixed while increasing the number of
batches (i.e., reducing the batch size), it turns out that esti-
mator bias increases a bit, while estimator variance decreases
substantially. When we applied batching, we saw that the
jackknifed estimator fares well against the NBM, OBM, area,
and CvM estimators in terms of bias, variance, and MSE.
In fact, we recommend use of the jackknife estimator with
r = 0.5 over the other estimators that we have studied in this
paper.
A number of estimator augmentations are currently under
investigation. For instance, one can perform an enhanced ver-
sion of jackknifing, the result of which will be an additional
savings in terms of estimator variance. We can also employ
an overlapping estimator strategy to reduce variance as in the
overlapping batch means technology of [18]. Finally, instead
of concentrating on point estimator performance measures
such as expected value, variance, and MSE, one might also
be interested in formulating and evaluating confidence inter-
vals for the mean µ of the underlying stationary stochastic
process.
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APPENDIX
Here we prove Lemma 1 and Theorems 4 and 5 from the main text. We
first state a well-known fact that will be useful in the sequel.
LEMMA 2 (see [19]): If X1 and X2 are jointly normal with mean zero,
then Cov(X21 ,X22) = 2Cov2(X1,X2).
PROOF OF LEMMA 1: By Lemma 2,



































f (s)s(1− t) ds +
∫ 1
t
f (s)t(1− s) ds
]2
dt ,
and the result follows after using integration by parts on
∫
f (t)t dt . !
PROOF OF THEOREM 4: After some algebra, we can rewrite the expres-
sion for D(h; n) in terms of various area and CvM estimators.
D(h; n) = C(h; n)− 2√
12








= C(h; n)− (S(f0; n)+ S(h; n))



























(since S(f0 + h; n) = S(f0; n)+ S(h; n) and A(f ; n) = S2(f ; n))















(by the trapezoid rule)











(since we require H = 12). (29)
Before explicitly calculating E[D(h; n)], we calculate some interme-
diate quantities. First, we recall from Example 1 that E[A(f0; n)] =
σ 2 + 3γ /n + o(1/n). We need to get similar expressions for E[C(h; n)],
E[A(h; n)], and E[A(f0 +h; n)], but care must be taken since the weighting
functions h(t) and f0(t)+ h(t) used in C(h; n), A(h; n), and A(f0 + h; n)
are not necessarily normalized with respect to σ 2, i.e., E[C(h)], E[A(h)],
and E[A(f0 + h)] ̸= σ 2.
In order to derive an expression for E[C(h; n)], first consider








h(t)t(1− t) dt = H¯ − 2Hˆ , (30)
after integration by parts twice and some algebra. Then the weighting func-
tion h(t)/κh normalizes the CvM estimator in the sense that E[C(h/κh)] =
σ 2. Thus, we have




E[C(h; n)] = κhσ 2 + (H − κh)γ
n
+ o(1/n). (31)
Similarly, we can derive an expression for E[A(h; n)]. To this end, consider







ξ(s)ξ(t)Cov(B(s),B(t)) ds dt ,
for an arbitrary weighting function ξ(t). Then the weighting function
h(t)/
√
ηh normalizes the area estimator in the sense that E[A(h/√ηh)] =
σ 2. Thus, we have
E[A(h/√ηh; n)] = σ 2 + [(H − H¯ )




E[A(h; n)] = ηhσ 2 + [(H − H¯ )
2 + H¯ 2]γ
2n
+ o(1/n). (32)
By exactly the same reasoning, we obtain
E[A(f0+h; n)]=ηf0+hσ 2 +












(f0(s)+ h(s))(f0(t)+ h(t))Cov(B(s),B(t)) ds dt





















h(s)t(1− s) ds dt
]
= 1 + ηh +
√
12(H¯ − 2Hˆ ), (34)
after integration by parts.
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Finally, we substitute (31), (32), and (33) into Eq. (29) to get
E[D(h; n)]





















2 + [(H − H¯ )



































(after algebra, noting that H = 12, F0 =
√




The result for E[D(h; n)] follows by substituting (30) and (34) into
Eq. (35).
To obtain the variance result, note that





h(s)h(t)Cov((B(s)− B¯)2, (B(t)− B¯)2) ds dt
and apply Lemma 2 and symmetry. !
PROOF OF THEOREM 5: To begin, we define a Brownian bridge on
[0, r] asB([0, r]; t) ≡ (W(rt)− tW(r))/√r . Under Assumption FCLT, the
standardized time series based on rn observations converges to this process
as n→∞ (with r fixed, 0 < r < 1), i.e., Trn(t)⇒ B([0, r]; t). Using this












W(rt) dt − W(r)
2
)2
C(g0; rn)⇒ 6σ 2
∫ 1
0





(W(rt)− tW(r))2 dt .
Before proving the result of the theorem, we state a few intermediate results



















































































Cov(W(1),W(rs)) ds + r
4
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rs ds + r
4
]2
= 2r3σ 4. (36)







































(W(t)− tW(1))2 dt ,
(∫ 1
0








































Cov(W(t)− tW(1), W(rs)− sW(r))]2 ds dt
= 4r2σ 4/5. (39)
Finally,
(1− r)2 Var(DJ ,r (h0; n))
= Var(D(h0; n))+ r2 Var(D(h0; rn))− 2r Cov(D(h0; n),D(h0; rn))
= Var(D0(n))+ r2 Var(D0(rn))
− 2r Cov(2C(g0; n)− A(f0; n), 2C(g0; rn)− A(f0; rn))
= Var(D0(n))+ r2 Var(D0(rn))− 8r Cov(C(g0; n),C(g0; rn))
+ 4r Cov(C(g0; n),A(f0; rn))+ 4r Cov(A(f0; n),C(g0; rn))
− 2r Cov(A(f0; n),A(f0; rn)), (40)
and Eq. (12) follows by Example 5 and Eqs. (36)–(39). !
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