Tumor immune cell infiltration is a well known factor related to survival of cancer patients. This has led to deconvolution approaches that can quantify immune cell proportions for each individual. What is missing, is an approach for modeling joint patterns of different immune cell types. We adapt a deep learning approach, deep Boltzmann machines (DBMs), for modeling immune cell gene expression patterns in lung adenocarcinoma. Specifically, a partially partitioned training approach for dealing with a relatively large number of genes. We also propose a sampling-based approach that smooths the original data according to a trained DBM and can be used for visualization and clustering. The identified clusters can subsequently be judged with respect to association with clinical characteristics, such as tumor stage, providing an external criterion for selecting DBM network architecture and tuning parameters for training. We show that the hidden nodes of the trained networks cannot only be linked to clinical characteristics but also to specific genes, which are the visible nodes of the network. We find that hidden nodes that are linked to tumor stage and survival represent expression of T-cell and mast cell genes among others, probably reflecting specific immune cell infiltration patterns. Thus, DBMs, trained and selected by the proposed approach, might provide a useful tool for extracting immune cell gene expression patterns. In the case of lung adenocarcinomas, these patterns are linked to survival as well as other patient characteristics, which could be useful for uncovering the underlying biology.
The heterogeneity in high dimensional gene expression measurements from tumor 2 specimens partially will be due to different cell types present in the sample. A prominent 3 example is the infiltration of tumors by immune cells which affects patients survival. 4 Immune cell type-specific marker genes have been inferred [1] allowing for techniques 5 such as CIBERSORT [2] that estimate proportions of immune cell types in tumor 6 samples based on gene expression profiles. However these compact representations of 7 immune cell related gene expression lack joint patterns of the abundance of different 8 immune cell types since the representation is limited to discrete estimates of cell type 9 abundances ignoring interactions between cell type-specific marker genes. 10 Deep learning approaches on the other hand allow for a low-dimensional 11 representation of a large number of measurements by learning the joint distribution of 12 the represented features [3] . Specifically, deep Boltzmann machines (DBMs; [4] ) provide 13 a network-structured probability model that can be used for exploring the hidden layer (h (1) , h (2) ), the following log-probability is attributed to the data (v):
where θ corresponds to the parameters of the DBM. E is the energy function
where W (1) and W (2) are the weight matrices connecting v with h (1) and h (1) with 63 h (2) respectively. a, b (1) and b (2) are bias vectors. log(Z(θ)) is the log-partition
that normalizes the probability. The layered architecture of DBMs enables high-level 66 information to influence parameters in the upper (here second) layer for combining 67 lower-level information for better representation of the data [6] .
68
In order to optimize the likelihood, layer-wise pre-training is employed using 69 contrastive divergence [7] , i.e. a two-hidden-layer deep Boltzmann machine is initialized 70 via two stacked restricted Boltzmann machines, RBM1 and RBM2. After the 71 parameters of RBM1 are estimated, RBM2 is trained on the activations of the first layer 72 which are derived by passing the training data through RBM1. Joint refinement of the 73 overall DBM is performed using mean field approximation of the data dependent 74 distribution by variational learning [8] and Gibbs sampling with parallel Gibbs chains
75
for the approximation of the distribution defined by the DBM.
76
Partitioned training
77
To efficiently train a DBM in situations where the number of features (genes) is similar 78 to the number of training data (tumor samples, patients) a partitioned approach was 79 suggested in Hess et al. [5] . Briefly, the idea is to coarsely determine multivariable . Correlation between genes is inferred by modeling the mean expression of one gene conditional on the expression of all other genes. Clustering is performed based on the matrix of the resulting βs. For details of the clustering see Hess et al. [5] . The design of the semi-partitioned DBM is demonstrated for six hypothetical genes.
Joint refinement of the overall DBM is performed as described above. Since weights 98 that connect the previously partitioned layers in the assembled network are initialized 99 to zero, these weights will receive less adjustment during the joint refinement, effectively 100 leading to regularization of connections between the clusters.
101
As in Hess et al. [5] , we employed a network with two hidden layers. We use p nodes 102 in the first layer, and p/10 nodes in the second layer to achieve a lower-dimensional 103 representation. For the number of iterations the data is presented to the network 104 (epochs) we considered rather small values, as in Hess et al. [5] . We tested different 105 combinations of the number of epochs for pre-training and joint refinement. For judging 106 the DBMs resulting for different settings, we developed a visualization-based approach, 107 as described in the following.
108
Assessing the learned representation based on sampling 109 We developed a new approach to visualize and evaluate the representation learned by a 110 DBM, based on sampling from the network. The DBM allows to sample from the 111 network by randomly initializing the states of the nodes in the visible and hidden nodes 112 and performing Gibbs sampling for several steps. Yet, in order to arrive at a smoothed 113 representation of the original data, we suggest to initialize the visible units of the 114 network to the original training data. Thereby the Gibbs chain is set to a state close to 115 the original data. After running a Gibbs chain for small number of steps, the visible 116 units correspond to a representation of the original data learned by the network that is 117 still close to the data. We found that 20 steps are sufficient for obtaining such a 118 smoothing effect, and results do not change much with a somewhat larger number of 119 steps, such as 100. 
Results

147
For adequate modeling of immunome patterns in lung adenocarcinomas, we chose the represented by 461 immune cell type-specific marker genes.
151
We used different (partitioned) training approaches and tuning parameters. We set 152 up a standard DBM (DBM), consisting of 461 visible units, 461 units in the first hidden 153 layer and 46 units in the terminal layer. In order to improve learning in presence of a 154 number of gene expression features that is relatively large compared to the number of 155 patients, we also set up different variants of partially partitioned DBMs. In one setting, 156 similar to the approach described in Hess et al. [5] , pre-training was performed within 157 completely separated partitions (called "partDBM no joint" in the following). In 158 another setting, as a novel approach, only the visible and first hidden layer were 159 partitioned for pre-training (called "partDBM 1 joint" in the following). In both 160 variants, refinement was performed for the whole DBM. The effect of these choices is 161 illustrated in the following, in particular using the proposed graphical tools. (Fig 2; original) . When using 5 epochs for pre-training and 20 epochs for 165 refinement, clustering the original data based on the learned representations extracted 166 from the network by Gibbs sampling (20 steps) lead to more readily visually apparent 167 structure for the partitioned approaches (Fig 2; partDBM no joint, partDBM 1 joint) , 168 while standard DBM training resulted in less structure. Except for the standard DBM, 169 all cluster solutions were significantly associated with tumor stage. clusters extracted from the learned representation and patient groups differing in tumor 183 stage.
184
Although the three architectures differed in the performance to learn the differential 185 gene expression patterns, observed between patients differing in tumor stage, the DBM 186 training approaches performed equally well in clustering genes into a group that does 187 not contribute to the patient clustering and a group of genes that seemed to drive Figure 3 . Concordance of patient groups that differ in tumor stage with patient clusters, inferred from the expression data using DBMs. Three different network architectures (DBM, partDBM no joint and partDBM 1 joint) were evaluated using eight different combinations of epochs during which layer-wise pretraining (pre) or joint refinement (joint) was performed. Concordance among identified patient cluster and previously defined patient groups (stage I patients vs. stage II, III and IV patients) was assessed by χ 2 statistics. The horizontal line represents the concordance observed when clustering the original representation of the gene expression data.
architectures (white and gray horizontal lines in the left border bars of Fig 2) .
191
Having assured association of the patterns that were learned by the DBMs with (Fig 4; 1) patients [9] and a high amount of T-cells is generally known to be linked with good 232 prognosis in many cancers including lung cancer [10] . This concordance suggests 233 biological relevance of our findings which sheds some light on potential mechanisms and 234 demonstrates the power of deep Boltzmann machines to unravel patterns in the data.
235
Since we observed a partially differential performance between our partitioned training 236 approaches, we plan to further investigate which partitioning scheme performs well in 237 which particular scenario, in order to optimize the training. 
