Given its importance in water resources management, particularly in terms of minimizing flood or drought hazards, precipitation forecasting has seen a wide variety of approaches tested. As monthly precipitation time series have nonlinear features and multiple time scales, wavelet, seasonal auto regressive integrated moving average (SARIMA) and hybrid artificial neural network (ANN) methods were tested for their ability to accurately predict monthly precipitation. A 40-year (1970-2009) precipitation time series from Iran's Nahavand meteorological station (34°12'N lat., 48°22'E long.) was decomposed into one low frequency subseries and several high frequency sub-series by wavelet transform. The low frequency sub-series were predicted with a SARIMA model, while high frequency subseries were predicted with an ANN. Finally, the predicted subseries were reconstructed to predict the precipitation of future single months. Comparing model-generated values with observed data, the wavelet-SARIMA-ANN model was seen to outperform wavelet-ANN and wavelet-SARIMA models in terms of precipitation forecasting accuracy.
INTRODUCTION
Precipitation is a major hydrologic variable, especially in the context of climate change, and as such its prediction is important in water resources engineering, planning and management HALBE et al. 2013; SAADAT et al. 2011] . The spatiotemporally complex atmospheric process of precipitation is difficult to predict given the apparent stochastic properties of precipitation series. To set water resource planning goals, long-term precipitation series are required and many efforts have been made to find the most suitable procedure for predicting precipitation. A number of classic time series models, including auto-regressive integrated moving average (ARIMA) models, have been developed for hydrological time series prediction [SALAS et al. 1980] . Assuming data to be stationary, these essentially linear models have a restricted ability to capture nonstationarity and non-linearity in hydrological data. Other precipitation prediction methods include pairing physical, marine, meteorological or satellite data with a prediction model, or employing data handling tools such as artificial neural networks (ANNs) or fuzzy logic. Of the several numeral weather forecasting models recently developed, most have been limited to short term predictions [TANTANEE et al. 2005] .
As self-learning and self-adaptive function approximators, ANNs have shown a great capacity to model and predict non-linear hydrologic time series [ADAMOWSKI et al. 2012a; BELAYNEH et al. 2014; GOYAL et al. 2014; HAIDARY et al. 2013; KAR-RAN et al. 2014; RATHINASAMY et al. 2015; TIWARI, ADAMOWSKI 2014] . In spite of the frequently successful use of ANNs in modeling hydrologic time series, on occasion they perform poorly, particularly when signal vacillations are highly non-stationary or physical hydrologic process occur under a large range of time scales (e.g., 1 day to several decades). Under such conditions, ANNs may not be capable of overcoming the limitations imposed by the data's non--stationarity without pre-processing of the input and/or output data [CANNAS et al. 2006] . Wavelet transform is a powerful tool to apply when confronted with non-stationary time series as it is uniquely capable of discerning unusual events (outliers) through localized time and frequency analysis [ADAMOWSKI, PROKOPH 2013; AKANSU et al. 2010; ARAGHI et al. 2015; CAMPISI et al. 2012; NOURANI et al. 2014; RA-THINASAMY et al. 2014; SELESNICK et al. 2005 ; TI-WARI, .
Wavelet transforms address the fundamental weakness of Fourier analysis, namely that the Fourier spectrum contains only globally averaged data. Data pre-processing can be performed by time series decomposition into subseries using wavelet transforms. The wavelet decomposition of non-stationary time series into distinctive scales provides an explanation of the series' structure and extracts meaningful information about its history, using several coefficients [NASON, VON SACHS 1999] . In wavelet transform, time series data are decomposed into approximations and detailed subseries; approximations are the highscale, low frequency constituents of the signal, and the details are the low-scale and high frequency constituents [ADAMOWSKI et al. 2012b] . For example, wavelet analysis was employed for the decomposition of interdecadal and interannual portions of northern China's rainy season (summer monsoon) precipitation time series [LU 2002] . TANTANEE et al. [2005] , employing a wavelet-ARIMA procedure to predict precipitation in northeastern Thailand, found it to outperform an ARIMA model operating alone.
Applying wavelet-gene-expression programming (WGEP) and wavelet-neuro-fuzzy (WNF) models to predict daily precipitation in western Turkey, KISI and SHIRI [2011] found the new hybrid WGEP model to be more effective than the WNF models. Similarly, using a combined wavelet-support vector machine model for daily precipitation prediction at two meteorological stations in western Turkey, KISI and CIMEN [2012] found the combined model to exhibit greater prediction accuracy than the support vector machine model alone. These studies demonstrate the efficiency and accuracy of wavelet transform as a tool for precisely locating irregularly distributed multi-scale spatiotemporal particularities in climate elements.
The main aim of the present study was to predict precipitation at the Nahavand meteorological station in Iran using a wavelet-SARIMA-ANN (WSA) model. The main advantage of wavelet transform is that it allows one to study different treatments independently on distinct time scales. The Nahavand precipitation series data was only decomposed to 1, 2 and 3 levels as further decomposition levels did not improve prediction accuracy. Given ANNs ability to predict non--stationary and non-linear time series, the detail subseries were predicted using an ANN. However, the approximations were predicted using a SARIMA model, given this model's particular suitability for forecasting stationary time series. The predicted approximation and detail subseries were subjected to an inverse wavelet transform to reconstruct the signal. The precipitation forecasting accuracy of the wavelet-SARIMA-ANN model was compared to that of wavelet-ANN and wavelet-SARIMA models. The sensitivity of pre-processing to wavelet type (coif1, db3, or dmey) and decomposition level were also examined.
WAVELET TRANSFORM
Mathematical functions which serve in the analysis of non-stationary time-series, wavelet transforms allow one to decompose time series into low frequency and high frequency information, thereby exposing trends, break-down points, and discontinuities in the data that other signal analysis methods might miss [ADAMOWSKI et al. 2009; KIM, VALDES 2003; NAL-LEY et al. 2012; . Another advantage of wavelet transforms is the flexibility of choice in selecting a mother wavelet according to the properties of the time series [ADAMOWSKI, CHAN 2011; ARAGHI et al. 2014; PINGALE et al. 2014] . Continuous wavelet analysis (CWT) represents the sum over all time of the signal, multiplied by scale and shifted versions of the mother wavelet analysis [KIM, VALDES 2003 ]:
where, s is the scale parameter, t is time, and τ is the shift parameter [KIM, VALDES 2003 ]. Each scale corresponds to the width of the wavelet. While a CWT is useful in processing various images and signals, it is seldom used for prediction as its calculations are intricate and lengthy in terms of time. As an alternative, in prediction applications, the discrete wavelet transform (DWT) is applied, due to its simplicity and shorter calculation time. The scales and shifts of the DWT are usually based on powers of two (dyadic scales and shifts). This is obtained by altering the wavelet transform:
where, j and m are integers which control the scale and shift, respectively, s 0 > 1 is a fixed expansion step, and τ 0 is a shift parameter based on the aforementioned expansion step. The impact of discretizing the wavelet transform is that the time-space scale is sampled at discrete levels. The DWT functions like a pair of high-pass and low-pass filters. The time series is decomposed into one comprising its trend (the approximation) and one comprising the high frequencies and the fast events (the details) [ADAMOWSKI, SUN 2010] . In the present study, the detail coefficients and approximation sub-time series were obtained using eq. (2).
MATERIALS AND METHODS

ARTIFICIAL NEURAL NETWORKS
In most cases, an ANN is an adaptive system that alters its structure based on external or internal data passing through its network during the learning stage. An ANN model is therefore a nonlinear statistical data tool, which can thus be applied to model relationships between inputs and outputs. Although several ANN models have been suggested, the most popular for time series prediction are multi-layer feed--forward networks [SANTOS et al. 2003 ]. Application of an ANN includes three basic steps: network architecture determination, network learning, and network verification. The architecture is determined by the number of layers, number of neurons per layer, type of connection between layers (activation functions), and the type of network. One of the most commonly used algorithms for ANN learning is the error back--propagation algorithm, which is applied in the present paper. Finally, in the verification process, the network is used to simulate a data set which was not used during the learning process. The results are then compared with the observed data in order to verify whether the trained network is able to generalize the results obtained during the learning process [SANTOS et al. 2009 ].
SEASONAL AUTOREGRESSIVE INTEGRATED MOVING AVERAGE
Seasonal autoregressive integrated moving average (SARIMA) is a popular linear model for predicting seasonal time series. A time series {Z t |1,2,…,k} is created by the SARIMA process of Box and Jenkins time series modeling [BOX, JENKINS 1976] 
Where p, d, q, P, D, Q are integers, s is the season length:
As polynomials in B, where B is the backwards transfer factor, ε t is the estimated residual at time t, d is the number of normal difference, D is the number of seasonal differences, Z t indicates the observed value at time t, t = 1, 2, …, k. ε t is independently and definitely distributed as a normal random variable with mean 0 and constant variance σ 2 . The roots of φ p (Z) = 0 and θ q (Z) = 0 are all situated outside the unit circle. Fitting a SARIMA model to data entails a fourstep iterative process: (i) discerning the SARIMA (p, d, q) (P, D, Q) structure; (ii) estimating unknown parameters; (iii) carrying out goodness of-fit tests on the estimated residuals; and (iv) predicting future values based on the known data. The fitting of SARIMA models requires the use of autocorrelation function (ACF) charts.
MODEL DEVELOPMENT
In this study some irregular mother wavelets (e.g., coif1, db3, dmey) were applied for decomposition of the time series. To predict precipitation one month ahead of time, the precipitation time series was decomposed into one, two and three decomposition levels using coif1, db3 or dmey mother wavelets through code written in Matlab Software. Increasing the number of decomposition levels beyond three, and therefore the number of sub series (details and approximation), introduced greater error and led to a drastic reduction in parsimony. Therefore, only the first three levels of decomposition were considered. The low frequency content of the signals (approximation) represents the identity of the signal. The high frequency content of the signals shows the signal details. Each of the details signals was trained with a single neural network, while each low frequency approximation signal was predicted using a SARIMA forecasting model.
An ANN consisting of a three layer feed forward perceptron structure and a back-propagation algorithm (BP) was determined to be appropriate for prediction of non-linearity and high frequency series such as details. An individual Multi Layer Perceptron (MLP) feed forward ANN was trained for each level's detail sub-series to predict normalized detail sub series (as output layer neuron (d t )). To determine the optimal number of input neurons for the ANN model, d t with lags 1 to 4 (d t-1 , d t-2 , …, d t-4 ) were considered for training each network. The neurons that increased model accuracy were selected as optimum input neurons and there was a single output neuron (normalized d t ). In order to obtain the parameters of the ANN model (number of hidden nodes, the learning rate and the momentum value), the data set was divided into two parts: training and testing sets. A logistic sigmoid transfer function was applied in the hidden layer. The network was trained in 1000 epochs using the Levenberg-Marquardt learning algorithm with a learning rate of 0.001 and a momentum value of 0.7. In ANN modeling, the number of neurons in the input and output layers is determined by the number of input and output variables of the system under study, respectively. The model parameters were chosen by trial and error procedure and one hundred trials of random initial weights were considered to prevent the ANN method from falling in a local minimum. The optimal number of neurons in the hidden layer was obtained by trial and error by changing the number of neurons from 3 to 15. Each detail series was divided into three parts. The first 75% of the total series served as a training set, the second 10% served for cross validation and the final 15% was used for testing. The time series data were normalized to values between 0 and 1 prior to serving as an ANN input:
where d t is the normalized detail sub series, d max and d min are the maximum and minimum of detail sub series, respectively, and d i , is the detail in decomposition level i. In the next step, the forecasting of approximate sub series in different decomposition levels, a SARI-MA model was used. Finally, predicted details and approximate sub series were summed to forecast one--month-ahead precipitation. For example, in decomposition level 3, details sub series with the predicted details (D 1(t) * ،D 2(t) * and D 3(t) * ) and predicted approximate sub series A 3(t) * were summed to obtain one month ahead precipitation.
The coefficient of determination (R 2 ) and root mean square error (RMSE) were used to compare the performance of the different models: 
where R 2 , N, R i , R l ,⎯R are determination coefficient, number of observations, observed data, predicted values and mean of observed data, respectively.
STUDY AREA
The data used in this paper was obtained from a meteorological station situated on the Nahavand plain of western Iran's Hamedan province (34°12'N lat., 48°22'E long.). 644 km 2 in area, the Nahavand plain ranges in elevation between 1402 m and 3400 m above mean sea elevation. A 40-year (1970-2009) monthly precipitation time series was used in this study (Fig. 1) . The monthly mean and maximum precipitation over this period were 44.4 mm and 261 mm, respectively. The mean monthly temperatures vary from -2.1°C in February to 23.67°C in July. A strong seasonality was clearly seen in the time series. 
RESULTS AND DISCUSSION
This research attempted to analyze the influences of the applied mother wavelet type as well as decomposition level on model performance. Hence, precipitation time series were broken up to one, two and three levels by three different types of wavelet transforms, i.e., (1) Daubechies wavelet (db3), the most commonly used wavelet, (2) coif1 wavelet, which is characterized by three sharp peaks and (4) dmey wavelet, which has an irregular shape, in order to obtain detail and approximate sub series. For instance, the decomposition level 2 through the db 3 mother wavelet for a 100 month segment of the full series ^ (Fig. 2) showed the approximation signal to have preserved the overall form of the main signal, while the details signals showed most of the noise portion of the full time series. Each of the details obtained through optimum lags were used to predict details over the testing period (Tab. 1). Prediction accuracy of details (d 1 , d 2 and d 3 ) obtained from a db3 mother wavelet at decomposition level 3 exceeded that of other models in terms of evaluation criteria. Detail d 3 obtained from db3 with 4-19-1 ANN layers had the smallest error among ANN models. Nonetheless, results of prediction details d 1 , d 2 and d 3 calculated in decomposition level 3 using the coif1 mother wavelet were similar to those obtained with db3 mother wavelet (Tab. 1).
In the next stage, a SARIMA (p, d, q) (P, D, Q) model was applied to each approximation component of precipitation. The parameters p, d, and q were estimated for each approximation. The ACF plot of the a 2 (level 2 approximation) sub-signal, resulting from a coif1 mother wavelet, showed the a 2 signal to be a seasonal wave with a period of 12 months (Fig. 3) . Therefore, the SARIMA model with a 12 month seasonality and 2 sequence differencing was a potential model for the modeling of a 2 . To select the exact selection of patterns for the SARIMA model's (p, d, q) (P, D, Q) values, various combinations were evaluat- Source: own study. Fig. 3 . Autocorrelation function (ACF) plot of approximation (a 2 ) using the coif1 wavelet; source: own study ed based on the error criteria of mean absolute percentage error (MAPE), mean square error (MSE), and RMSE. A SARIMA (3, 0, 0) (3, 2, 3) 12 model showed the lowest error criteria. The coefficients of the SARIMA (3, 0, 0) (3, 2, 3) 12 model were obtained using Minitab software. Considering this model's residuals values, the bell shape of its frequency histogram, the appropriate adaptation of observed and theoretical values as well the ACF and PACF (partial autocorrelation function) being inside the independent boundary (Fig. 4) , confirmed that the model was well fitted. Similarly, appropriate SARIMA models were found for a 1 , a 2 , a 3 , obtained through various mother wavelets (coif1, db3, dmey). In the next step the prediction of approximate sub series by the SARIMA model was tested using the last 15% of data (72 months). The accuracy criterion of R 2 for the SARI-MA model (Tab. 2) showed that an a 2 approximate sub series with structure SARIMA (3,0,0)(3,2,3) 12 obtained from a coif1 mother wavelet showed the greatest accuracy amongst the SARIMA models (R 2 = 0.98), while an a 3 with a SARIMA (3,0,0) (3,1,3) 12 structure, developed from a db3 mother wavelet, was the second most accurate (R 2 = 0.97). To obtain the predicted precipitation, reconstruction was carried out by summing the predicted details and approximation. Table 3 illustrates the adaptation of the SARIMA model and ANN structure for various mother wavelets. Table 3 indicates that the models obtained from decomposition level 3 through db3 performed better than other models in terms of R 2 and RMSE, while models obtained by level 2 and 3 decomposition using coif1 showed a similar accuracy as models obtained from db3 (Tab. 3). To further evaluate the proposed wavelet--SARIMA-ANN (WSA) models' accuracy, plots of predicted time series were plotted against observed values at decomposition levels of 2 and 3 for mother wavelets db3, dmey and coif1 (Fig. 5, 6 and 7, respectively). Data computed from decomposition level 3 Fig. 5 . Plot of observed versus computed precipitation using wavelets of level 2 and 3 using the coif1 wavelet; source: own study Fig. 6 . Plot of observed versus computed precipitation using wavelet transform and levels 2 and 3 using the db3 wavelet; source: own study through db3 showed the best correspondence between modelled and observed data overall, particularly for peak points, which are important in water resource management. While models computed at decomposition levels 2 and 3 through coif1 also showed a close overlap with observed data (Fig. 5) , models computed at level 3 through dmey were poor compared to other models, particularly in terms of forecasting peak points. Fig. 7 . Plot of observed versus computed precipitation using wavelet transform at levels 2 and 3 using the dmey wavelet; source: own study
In order to evaluate the predictive ability of the proposed WSA model, some comparisons for modeling of the precipitation process were done with SARIMA and W-ANN models alone (Tab. 4). The accuracy of the W-ANN model (details and approximation are imposed to ANN) using mother wavelets (db3, coif1, dmey) at all decomposition levels was less accurate than that of the WSA (Tab. 4). Moreover, the SARIMA (3, 0, 3) (0, 1, 2) 12 model, with an R 2 of 0.69, exhibited poor precipitation modelling ability. Source: own study.
CONCLUSION
An attempt was made to model monthly precipitation using the properties of noisy wave simplification through wavelet decomposition procedures. Overall, the extracted cycles from the hydrological wave obtained through the wavelet transform represented physical concepts and particular climatic characteristics. Short and long term features of hydrological events could be identified through analysis of these frequencies (low and high frequencies). The monthly precipitation at the Nahavand station (Hamedan province, Iran) was considered for this purpose. Precipitation data were decomposed to 1, 2 and 3 levels. Every level contained an approximation representing the smooth view of the original wave and was compatible with modelling using SARIMA group models. In contrast, the details which were of a noisy nature could be best analyzed by artificial intelligence procedures (i.e. ANNs). Therefore each detail was trained with an ANN, while approximation prediction was performed with a SARIMA model. Predicting approximations with the SARIMA model and details with an ANN increased accuracy (greater R 2 between observed and computed) of the WSA model compared with SARIMA or W-ANN models alone. Decomposition with db3 and coif1 wavelets led to more accurate predictions than decomposition with the demey wavelet. This may be attributable to a similarity between the precipitation time series and the coif and db3 mother wavelets involved in the effective separation of low-frequency and high frequency events in the precipitation time series. This led to the greater accuracy of the WSA model compared to the W-ANN models. The WSA model also showed a greater precision of results in terms of precipitation peaks, an important element in precipitation modeling. In investigating the effect of decomposition level on model performance, it was found that going from 2 to 3 decomposition levels raised the correlation between observed and estimated data, but no significant difference was found between predictions from 2 and 3 level models. Moreover, an increase in the waves (details and approximation) beyond three induced a greater error and a significant reduction in parsimony, and therefore generated no benefits. As mentioned earlier, precipitation is an important variable in the context of climate change, and as such its prediction is important in facilitating the transition to more integrated and adaptive water resources planning and management [BUTLER et al. 2015; HALBE et al. 2014; INAM et al. 2015; KOLINJIVADI et al. 2014; STRAITH et al. 2014] .
