Abstmct: This paper presents an innovative treatment of the boundary conditions for the transient simulation of arbitrary interconnects with high-order and/or waveletbased adaptive schemes. These can be shown to provide better accuracy and less dispersion than standard FDTD schemes. A weak treatment of the boundary conditions allows to prove explicitely the strict (late time) stability of the discretized system, while preserving high-order accuracy also at the boundaries. This procedure can be applied to the discretization and simulation of possibly complex interconnect networks with arbitrary nonlinear and/or dynamic junctions. Results are given for explicit and implicit fourth-order accurate schemes in both space and time.
INTRODUCTION
There are several techniques available in the literature for the transient simulation of arbitrary transmission-line structures. Perhaps the most commonly used for electrically long lines is the Finite-Fifference Time-Domain (FDTD) scheme [6], which is second-order-accurate in space and time. However, when the rise/fall times of the involved signals are very short, the overall simulation accuracy is affected by numerical dispersion, unless a very fine grid is used. This translates into increased memory occupation and simulation times.
Two possible strategies for the optimization of the simulation tools are to employ high-order accurate schemes or time-space adaptive schemes based, e.g., on wavelet expansions. It is even possible to combine both strategies into a fast and accurate transient solver [2]. However, the inclusion of arbitrary boundary conditions due to the presence of general circuit terminations, which can be dynamic and nonlinear, is a difficult task. In particular, enforcing highorder accuracy at the boundary nodes can seriously affect the time stability of the discretized evolution equations. This problem is well-known in the Computational Fluid Dynamics literature [9] .
We overcome this problem by defining an alternative way to enforce the boundary conditions related to the termination networks. The proposed strategy is based on a weak
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Dip. Elettronica, Politecnico di Torino Corso Duca degli Abruzzi 24 1-10129, Torino, Italy treatment of the borders. Instead of eliminating some of the border unknowns through the boundary equations, all the unknowns related to nodal voltages and currents induced by a spatial discretization of the MTL equations are retained, including the boundary voltages and currents. The termination equations are treated separately with their own set of input voltages and currents. The connection between MTL's and terminations through Kirchhoff laws is then enforced not exactly, but with the introduction of a small boundary error. This error is properly weighted and added in a stable way to the evolution equai tions. The resulting additional terms act as a "numerical glue", so that the dynamics of the resulting discrete system shows a stable control of the overall approximation error with the same order of accuracy both at inner and at boundary nodes.
We first illustrate in next section the boundary conditions implementation strategy through a simple test problem consisting of a scalar lossless transmission line. The, we will detail the generalization to lossy multiconductor interconnects and to interconnects networks with arbitrary topology and arbitrary nonlinear/dynamic junctions. Finally, numerical results and validations will be provided.
SCALAR TEST EQUATION
Let us consider the scalar transmission line problem
where a(z,t), b(z, t) are forward and backward power waves along the domain z E [O,C], c is the propagation speed, and ro and rl are reflection coefficients not larger than one. Note that no independent sources are included in this example. They will be considered in the subsequent generalizations.
Equations (1) Let us consider the spatial discretization of the above test problem prior inclusion of boundary equations. The discrete syste'm reads
(5)
where the prime indicates time differentiation, a = (ao(t), . . . , a~( t ) ) * is the array collecting the nodal values of the forward power wave, and similarly for b. If we left multiply the two equations by a* and bT and add the two resulting equations, we get
where we have defined a total discrete energy as
C C (7) Note that Eq. (6) does not guarantee that the discrete energy is bounded, since the termination equations have not yet been used. Next paragraph shows how the boundary conditions can be combined with Eq. ( 5 ) insuring a nonpositive rate of change of E ( t ) or, in other words, that the discretization is strictly stable.
We start from Eq. (6). The energy will be nonincreasing in time if we manage to add to the right-hand side proper terms that make each curly bracket nonnegative. A correct way to accomplish this when including the boundary conditions is to slightly modify the discretized system ( 5 ) by adding two so-called Simultaneous Approximation Terms (SAT) of the form [l] (8) where w is a free parameter to be determined and The SAT terms act as penalty parameters that weight the approximation error at the boundaries (the two curly bralckets in the right-hand side terms). It can be easily shown that the above procedure leads to a uniformly fouirth-order scheme, including the boundaries. The complete proof can be found in [l] and is not reported here.
The rate of change of the discrete energy E ( t ) becomes d
The key to prove stability is to show that there exist a norivanishing range of w so that each curly bracket is nonnegiative for any passive termination, i.e., lro,ll 5 
As we are seeking for a stable discretization for any allowed value of reflection coefficients, as long as they represent passive networks, we set Il?o,ll = 1 in the above expressions. This requires A few remarks are in order about the boundary conditions implementation herewith described. It should be noted that all the nodal unknowns are still present in the discretized system (8). Indeed, a conventional strong boundary implementation would have required the direct eliiination of the unknowns a0 and bN (i.e., the reflected waves froim the terminations) from the system, together with the two related border equations. As a matter of fact, it can be immediately seen from Eq.(8) that the terms proportional to tir would vanish if boundary conditions were locally enforced. The presence of the additional terms in the discretization allows to account for the boundary conditions in B weak form, by leaving the possibility that an error of order T occur at the boundaries. The terms proportional to w act as penalty factors in the discrete equations, weighting the approximation error in the boundary treatment and adding it in a stable way to the evolution equations. This procedure seems more appropriate for hyperbolic systems, since it is quite reasonable to admit errors of the same order at any point in the computational domain, including boundaries. Any local error is indeed advected through the entire computational domain regardless where it is generated. This additional flexibility has the remarkable advantage that strict time-stability can be proved without difficulty.
We generalize now the test problem to the case of nonlinear and dynamic terminations. To this end, we replace 
where J is a positive definite matrix, x is a state-variable vector related to the branch voltages and currents of capacitors and inductors in the termination circuit, and s ( t ) is an array collecting the independent sources. These state equations refer to the circuit depicted in Fig. 1 The evolution equations for the discretized system must account for the dynamics of the termination network. Therefore, we simply include the state equations within the weak boundary treatment framework, obtaining @ a ' + c Q a = -~ceo{ao-robo}, CI fib'-cQb = -?ceN{bN-b}, (16) = F(x,alv,s), = G(x,alv,s).
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Computation of the rate of change of the discrete energy E(t), now defined as 1 1 The above expressions for the continuous and discrete energy decay rates allow to derive the basic result
E ( t ) = -a(t)T@ a(t)
In other words, any stable termination network (characterized by bounded energy when connected to a lossless transmission line) can be treated with the proposed discretization scheme, which will consequently result stable.
A closer look allows to derive the following expression (only the terms referring to the right termination are reported)
stating then the energy dissipation rate of the discrete system is exactely the same as for the continuous system anytime the boundary error (i.e., the bracketed term) is vanishing. Conversely, if a boundary error occurs, the dynamics of the discrete scheme tend to kill it through numerical dissipation.
THE GENERAL CASE
This section details the discretization process for the general lossy multiconductor case in presence of nonlinear and dynamic terminations. We consider the case of P conductors (plus reference), and state the MTL equations in compact form as where w is a column vector of size 2 P collecting the P forward waves a ( ' ) (~, t ) and the P backward waves b ( ' ) (~, t ) , B is a positive semidefinite matrix related to distributed losses along the line, and where c is the diagonal matrix with the propagation velocities of the various independent modes of the line. This paper deals only with DC losses. The treatment of frequencydependent losses due to skin effect in the line conductors can be included in the proposed scheme through standard procedures such as recursive convolutions. This generalization will be presented elsewhere. The nonlinear dynamic termination networks are characterized by their state equ* tions. For instance, the right termination is characterized by the same expressions in Eq. (13),.with the incident and reflected scalar waves replaced by their vector-valued counterpart.
The formulation of the discretization scheme is given here in compact form using the Kronecker matrix product, de- 
and for the right termination we have
J N X h ( t ) = 3jv(xN(t),alv(t),sN(t)),

{ E N = blv (t) -GN (XN (t) , a~ (t), SN (t)).
It should be noted that the same formulation can be particularized to the linear dynamic termination case by ex- The consistency and strict stability proofs of the above scheme is not reported here but follows the same guidelines as for the scalar case. We can conclude that any multiconductor interconnect loaded with arbitrary passive and possibly nonlinear and dynamic terminations is discretized by the proposed scheme in a stable way preserving a uniform order of accuracy throughout the entire computational domain.
We give some final remarks on the treatment of interconnect networks with arbitrary junctions. We do not detail here the complete formulation in order to avoid heavy notations. However, it should be obvious that treatment of interconnect networks does not represent a more difficult problem with respect to the single multiconductor line (or tube). It is in fact possible to collect all unknowns related to the various tubes into a single vector. The discretized system equations will have the same structure as Eq. (24) . If the tubes do not interact with each other, the resulting system matrices will be block-diagonal, with a single block corresponding to a single tube. Similarly, all junctions equations can be collected into a single global termination state system with the same structure of Eqs. (25)-(26) .
TIME DISCRETIZATION
The above sections described how the spatial discretization can be performed for general interconnect structures in a stable and accurate way. We discuss here the problem of time discretization in some detail. We will show that the widely-used Leapfrog (LF) scheme based on centered second-order staggered finite differences in time could be not the best choice in conjunction with the high-order spatial discretization schemes.
There are a number of drawbacks in using LF or other second-order schemes in conjunction with spatial discretizations of higher approximation order T . If LF is used in the time domain, the resulting truncation errors will behave as 0 ( A z r , At2) , where AZ and At are the space and time grid sizes. Therefore, the overall truncation error will be dominated by the time discretization, unless a very small step is used at increased computational cost. An optimized scheme would use the same accuracy for both space and time discretization. For this reason, we consider the fourth-order RK4 scheme as a preferrable choice for time discretization, although it has gained little attention in Computational Electromagnetics. The key advantages of RK4 are the following. First of all, it is an explicit scheme. Second, it has a quite large stability region [3], resulting in possibly larger time steps with respect to those allowed by, e.g., FDTD algorithms. Third, it can be coded quite efficiently with respect to other high-order methods. Fourth, it is a dissipative scheme that dims the poorly resolved wavenumbers. The latter property is usually regarded as a drawback in Computational Electromagnetics. However, the dissipation rate is significant only for those spatial modes that propagate at the wrong speed due to numerical dispersion [4].
The above considerations are best illustrated by the following numerical test. A fourth-order implicit scheme with LF and RK4 time stepping is applied to the test problem at + a, = 0 on [0, 1) with periodic boundaries, and initial conditions expressed by a Gaussian function centered at z = 0.5. The number of grid points is set to N = 50, and the simulation is run up to the final time T = 40, corresponding to 40 cyclic revolutions of the initial data. Each scheme is run at different Courant numbers p = At/Az, within the stability range. Figure 2 shows the simulation results. It is evident from the plots that the fourth-order scheme gives far better results than the standard FDTD scheme. However, RK4 allows much larger time steps than LF at fixed accuracy. In addition, the results of RK4 are quite insensitive to the Courant number p . This is a clear advantage with respect to LF when treating transmission lines with different modal velocities, since all modes will be treated by RK4 with approximately the same accuracy. LF time stepping would be very accurate for the fast mode, being more dispersive for the slow ones. 
CONCLUSIONS
A weak strategy for the implementation of boundary conditions in the discretization of multiconductor interconnects has been presented. This technique has the advantage that strict stability and uniform high-order accuracy can be rigorously proved throughout the computational domain including edges. In addition, the proposed schemes are straightforward to implement in a practical code for any type of nonlinear and dynamic termination, since no unknowns are eliminated at the boundaries. The presented numerical results and the comparisons with the standard FDTD scheme show that the proposed schemes are very promising for the reduction of the computational complexity of the currently available transient solvers for MTL structures.
