Introduction
Statistical graduation techniques are useful tools in demographic research, producing estimations of the true patterns of age-specific demographic rates. Therefore such techniques can serve in order to provide a clear description of the real shape of age-specific patterns and also consequently serve as a clear basis for population projections.
In fertility analysis, in order to estimate the unknown age-specific fertility rates which underlie the empirical measures, some graduation technique can be applied to the latter, under the assumption that the true rates follow a smooth pattern through age. A standard technique used for graduating the empirical rates is to provide a model that presents the age-specific birth rates as a parametric function of age. Modeling fertility curves has attracted the interest of demographers for many years. A variety of parametric models presenting the fertility rates as a function of age have been proposed in order to describe the age-specific fertility pattern. Some of them provide nice fits to the one year age-specific fertility rate distribution (Hoem et al. 1981; Peristera and Kostaki 2007) . Recently the utilization of non parametric techniques in smoothing problems has gained attention. Alternatively, standard non parametric statistical methodology, such as kernels and splines, might also be used for this graduation purpose.
Support Vector Machines (SVM) is a modern non parametric graduation technique that appeared in the mid nineties in the framework of Vapnik's Statistical Learning Theory (Vapnik 1995; Moguerza and Muñoz 2006) . Since SVM techniques have shown very successful results in smoothing noisy data, such as neighbourhood curves (Muñoz and Moguerza 2005) or nonlinear profiles (Moguerza, Muñoz, and Psarakis 2007) , they can probably serve as useful tools for fertility graduation purposes too. For this application, SVMs are used as general purpose smoothers that enforce a degree smoothness that is chosen by the modeler.
This work provides an evaluation of the SVM methodology in the context of fertility graduation. In the next section, a review of existing parametric models for fitting fertility data is given. Section 3 provides a brief presentation of kernel techniques, while Section 4 is devoted to a presentation of SVM methodology. Then, in Section 5, the results of our calculations fitting parametric models and applying kernels and SVM to a variety of empirical data sets are presented, while finally, in Section 6, the main findings of our calculations are briefly discussed.
Parametric models of fertility
A variety of parametric models for fitting the age-specific fertility curve have been proposed in the literature. Among these models, several have been proved to provide accurate fits to one year age-specific fertility distributions. At the outset a presentation of these models is provided.
The Hadwiger function (Hadwiger 1940; Gilje 1969 ) is expressed by,
where x is the age of the mother at birth and a, b, c are the three parameters to be estimated. Chandola, Coleman and Horns (1999) argued that the parameters of the model may have a demographic interpretation as follows. Parameter a is associated with total fertility, parameter b determines the height of the curve, parameter c is related to the mean age of motherhood, while the term ab c is related to the maximum age-specific fertility rate (or modal age-specific fertility rate).
The Gamma function (Hoem et al. 1981 ) is given by,
where d represents the lower age at childbearing, while the parameter R determines the level of fertility. The parameters b and c have no direct demographic interpretation, but Hoem et al. (1981) have made substitution using these by the mode m, the mean µ and the variance σ 2 of the density, so that c = µ − m and
c 2 . The Beta function also proposed by Hoem et al. (1981) is given by the formula,
Its parameters are related to the mean ν and the variance τ 2 through the relations
As Hoem et al. (1981) mention, the parameters α and β are frequently interpreted as the lower and upper age limits of fertility, respectively. The parameter R determines the overall level of fertility. Schmertmann (2003) proposed an alternative model for representing age-specific fertility schedules. This is obtained by defining three index ages that describe the shape of the age-specific fertility using a piecewise quadratic spline function. This model describes the shape of the age-specific fertility rates in terms of the ages at which some certain characteristic points are reached; α is the youngest age at which fertility rises above zero, R is the age at which fertility reaches its peak level, and H is the youngest age above R at which fertility falls to half of its peak level.
The model proposed is given by
Knots t 0 < t 1 . . . < t 4 fall in the interval between ages α and β, where t 0 = a, (the lowest age of childbearing) and (
As Schmertmann (2003) mentions the quadratic spline model can be useful for describing the shape of many fertility schedules but it requires thirteen parameters to be estimated, while their meaning is somewhat opaque. Therefore, he constructed a spline model in which the three index ages [α, P, H] determine the shape function f (x), while the parameter R determines the level of fertility. The reduction of the number of parameters is achieved by determining knot positions from the index ages and by imposing mathematical restrictions so that the spline function mimics common features of the agespecific fertility rates.
Recently, as Peristera and Kostaki (2007) describe, the fertility pattern in some developed countries exhibits a deviation from its classical shape. Recent data sets of the United Kingdom, Ireland and the USA show distortions in terms of a bulge in fertility rates of younger women. Furthermore, in countries with distorted fertility, the pattern of first births also exhibits an intense hump in younger ages, stronger than that of the total fertility pattern. This heterogeneity initially discovered in the recent fertility distributions of the English speaking European countries and the USA, but recently even in data from other European populations as Spain and Norway, might be related to marital status, religion, educational level and differences in social and economic conditions, as well as to ethnic differences in the timing and the number of births. As expected, the existing models are unable to describe the new shape of the fertility pattern, and therefore the use of more appropriate representations is required.
For describing the new shape of the fertility pattern, Chandola, Coleman and Horns (1999) developed a two-component mixture model of Hadwiger functions which is given by the following expression,
where x is the age of the mother at birth. This model requires the estimation of six parameters: m is the mixture parameter that determines the relative sizes of the two component distributions and α, b 1 , c 1 , b 2 , c 2 the other parameters of the model. According to the authors, these parameters may also be demographically interpreted. Parameter α is correlated with the overal fertility level, c 1 and c 2 are related to the level and the trend of the mean ages of births outside and inside marriage. Recently, Peristera and Kostaki (2007) proposed a flexible model for describing the fertility pattern which in each different version captures both the classical and the distorted fertility pattern. The simpler version of this model (hereafter P-K model) is
where f (x) is the age-specific fertility rate at mother age x, c 1 , µ, σ are parameters to be estimated, while σ(x) = σ 11 if x ≤ µ, and σ(x) = σ 12 if x > µ. The parameter c 1 describes the base level of the fertility curve and is associated with the total fertility rate, µ reflects the location of the distribution, i.e. the modal age, while σ 11 , σ 12 reflect the spread of the distribution before and after its peak, respectively. An alternative version of this model (hereafter P-K mixture model), which captures the new shape of the fertility pattern mentioned above, is
where f (x) is the age-specific fertility rate at mother age x, while σ 1 (x) = σ 11 if x ≤ µ 1 , and σ 1 (x) = σ 12 if x > µ 1 , and c 1 , c 2 , µ 1 , µ 2 , σ 11 , σ 12 , σ 2 are parameters to be estimated. The parameters c 1 and c 2 express the levels of total fertility of the first and the second hump respectively, µ 1 and µ 2 are related to the mean ages of the two subpopulations; the one with earlier fertility and the other with fertility at later ages. The parameters σ 11 , σ 12 reflect the spread of the distribution of the most intense hump before and after each peak, and σ 2 reflects the variance of the less intense one.
Kernel techniques
Consider a set of observations of two variables X and Y , i.e. data of the form (x i , y i ), i = 1, . . . , p which are related via an unknown regression function m as follows:
where the ε i are independent random variables with zero mean and constant variance.
The problem now consists in estimating the unknown function m. In order to estimate m at a point x, the values of the response variable are locally averaging. The width of the neighbourhood over which averaging is performed, called bandwidth, controls the smoothness of the resulting estimator. Hence, an estimator of the function m of the following type is used:m
where W h is a weight function depending on the bandwidth parameter h and the set of variables X 1 , . . . , X n .
A conceptually simple approach for the representation of the weight function W h is to describe its shape by a density function, called the kernel function, with a scale parameter h, the bandwidth, that adjusts the size and the form of the weights near x. Therefore, kernel regression estimators are local weighted averages of the response variable whose weights are determined by the kernel function K, while the size of the weights depends on the bandwidth parameter h.
Generally, the kernel function K has the fundamental properties of a probability density. In the regression context the kernel function is generally a smooth, symmetric, positive function which peaks at zero and decreases monotonically as the bandwidth parameters increases in size.
Several formulae have been proposed for the kernel estimatorm of the regression mean function m, depending on the type of the kernel regression estimator used. An extensive presentation of these formulae is provided in Peristera and Kostaki(2005) . Among the alternative estimators, Peristera and Kostaki (2005) have shown that the Gasser-Müller estimator Müller 1979, 1984) has proved the most adequate alternative in the context of mortality graduation.
At a point x, the Gasser-Müller estimator is given by the following formula,
where x 0 = −∞, x n = +∞, x (i) denotes the ith largest value of the observed covariate values and Y [i] is the corresponding response value. The appropriate selection of the bandwidth parameter is of great importance since it controls the degree of smoothness, and consequently influences the resulting estimator. A presentation of bandwidth selection techniques can be found in Härdle (1990 Härdle ( , 1991 , and Peristera and Kostaki (2005) . An approach for the selection of the bandwidth parameter is to construct a direct plug-in estimator of the optimal smoothing parameter h opt . Gasser, Kneip and Kohler (1991) give expressions for the h opt appropriate to the Gasser-Müller estimator and describe how the unknown quantities can be effectively estimated. An important issue for the selection of bandwidth is the choice between a global or a local one. Local bandwidth selection permits one to obtain a bandwidth that adapts for local efficiency in different parts of the design points, which means that a smaller bandwidth is used in areas of high density while the value of the bandwidth increase in areas of low density. Brockmann, Gasser and Herrmann (1993) and Herrmann (1997) have mentioned the advantage of using kernel regression estimators with a local bandwidth instead of a global one. The main idea of the plug-in method is to estimate the optimal bandwidths by estimating the asymptotically optimal mean integrated squared error bandwidths. For the selection of a local bandwidth, Herrmann (1997) developed an iterative plug-in algorithm that is a generalization of the global iterative plug-in algorithm of Gasser, Kneip and Kohler (1991) . A description of this algorithm can be found in Herrmann (1997) , in which the advantage of this approach over both the cross-validation method and the global plug-in rule, is highlighted. 
Support Vector Machines

Regularization Theory
Regularization methods (Tikhonov and Arsenin 1977) , allow the construction of smooth functions by solving an optimization problem of the form:
where (x i , y i ), i = 1, . . . , p are a set of data with x i ∈ R n and y i ∈ R, L is a loss function, M > 0 is a constant, H K is a Reproducing Kernel Hilbert Space 5 (RKHS, see Aronszajn 1950; Moguerza and Muñoz 2006) generated from a kernel K : X × X −→ R (for instance, the space X may be defined as R n ), and f K is the norm of f in the RKHS. Notice that, for a fixed value of z, K(x, z) defines a function of x. Roughly speaking, a RKHS is a space made up of linear combinations of functions K(x, z i ), and their limits. For the case of regression SVM, the loss function L is defined as:
where ε > 0 is a constant. The idea is to find a smooth function f * ∈ H K that solves the optimization problem above. This function, which, as already stated, belongs to the RKHS H K , will have the form f
is the kernel function that generates H K and Φ : R n −→ R m is a mapping defining K. In this way, geometrically, Φ maps the data from the so-called "input space" (that is, R n ) into the "feature space" (that is, R m ). The constant M > 0 penalizes non-smoothness of the possible solutions to the problem.
Geometrical Interpretation of Support Vector Machines
Although the previous formulation is the one that provides the best theoretical properties, from a practical point of view regression SVM can be presented from its geometrical interpretation. It can be shown (Moguerza and Muñoz 2006 ) that the regularization problem can be formulated as a convex quadractic optimization problem (therefore, without local minima) of the form:
where ξ i and ξ i are slack variables which permit the violation of a boundary determined by ε. It can be shown (see Moguerza and Muñoz 2006 , for the details) that
where w * and b * are the values of w and b at the solution of the quadratic optimization problem. One of the key issues of SVM is how to use φ(x) to map the data into a higher-dimensional space. To achieve this task, a kernel approach is used in order to operate in the feature space without ever computing the coordinates of the data in that space, but rather by simply computing the inner products between the images of all pairs of data in the feature space. Three are the most widely used kernels: the linear kernel K(x, y) = x T y, which corresponds to the identity mapping; the polynomial kernel K(x, y) = c + x T y d , where c and d are constants, which maps the data into a finitely dimensional space; and the Gaussian kernel
, where σ is a positive constant which maps the data into an infinitely dimensional space. The Gaussian kernel, given its approximation capacity, is the most extensively used (see Moguerza and Muñoz 2006 , for a complete set of examples). In practice, the optimization problem to solve is not the primal formulation shown above. For practical purposes, the problem to solve is the "dual problem" (Schölkopf et al. 2000) , that is:
It can be shown that both problems, primal and dual, are equivalent, and that:
where
and λ * i being the values of λ i and λ i at the solution of the dual problem. Therefore, in practice, the estimated parameters are the α coefficients, whose number is p, that is, the number of data. In this way, the relationship between kernels and SVM is clear: only the closed form of the kernel K is needed, and not the explicit mapping Φ. Notice that this distinctive peculiarity allows, for instance, the use of the Gaussian Kernel in order to evaluate f * (x). Moreover, in practice, only a small percentage of the α coefficients will differ from zero, which makes simpler the evaluation of this function (this is one of the advantages of SVM, see Moguerza and Muñoz 2006) , and reduces the number of estimated parameters.
Results
In order to evaluate the performance of SVM techniques in graduating age-specific fertility patterns, we apply this technique as well as kernels, while we also fit the parametric models mentioned above to period single year age-specific fertility rates for the populations of Sweden 1996 and 2000 , Norway 1992 and 2000 , Denmark 1992 and 2000 , Belgium 1993 and 1995 , Greece 1995 and 2000 , Italy 1995 and 2000 , UK 1992 and 2000 , and Ireland 1995 and 2000 , as well as for the white and black populations of the USA 2003 and the cohorts of 1942 and 1963 for Spain The empirical data sets were obtained from Eurostat New Cronos database. Additionally, single year age-specific fertility rates for the US were derived from the 2003 Natality Data Set, obtained by request from the US National Centre of Health Statistics. Cohort data for Spain for the generations born from 1942 to 1963, obtained from the Eurostat New Cronos database. It should be noted that even for cohorts not yet completed, Eurostat provides estimates of the fertility rates for older women by using the rates observed for previous generations, without waiting for the cohort to reach the end of the reproductive period.
The fits of the parametric models presented at the outset were initially calculated by Peristera and Kostaki (2007) . In populations with no apparent early-age hump, the Hadwiger, Gamma, Beta, P-K, and quadratic spline models (Schmertmann 2003) are fitted, while in cases of distorted fertility distributions, the Hadwiger Horns 1999, 2002 ) and the P-K mixture models ( Peristera and Kostaki 2007) are fitted. The simple models used previously in data sets without distortions had a rather disappointing performance in the distored data sets.
In order to avoid heterogeneity we also use data differentiated by order of birth, and cohort and period data sets. Finally in the case of the USA, the fits of the alternative models are provided for the white and black population separately.
In order to fit the alternative parametric models, it is generally accepted that the most efficient procedure is to use weighted least squares, with weights equal to the reciprocals of the variances of the empirical rates. However, as pointed out by Hoem (1976) and Hoem et al. (1981) , a weighted estimating procedure would give too much attention to the low fertility ages in the tails and especially to the higher ones in the upper tail, while giving too little attention to the high fertility ages in the middle, and thus is not desirable. Therefore, for the estimation of the parameters of the various models, a nonlinear unweighted least-squares procedure is adopted. The models are fitted by means of a Gauss-Newton optimization scheme. The Matlab built-in routine for non-linear parameter estimation lsqnonlin is used in order to find the unconstrained minimum of the unweighted residual sum of squares.
The quadratic Spline estimates are obtained using the program provided by Schmertmann (2003) at the web page http://mailer.fsu.edu/ schmert/qsfit/qsfit.htm.
For kernel applications, the subroutine "lokerns" of the library "lokern" for the Rpackage is used for the calculation of Gasser-Müller estimators with local bandwidth parameter. This is available in http://www.unizh.ch/biostat/software. In order to select bandwidth for a local linear Gaussian kernel regression estimator, trials are made using a direct plug-in technique (Ruppert, Sheather, and Wand 1995) . There, we use the KernSmooth library and the R package. However, this methodology has been discarded given the overfitting observed. Therefore, the bandwidth parameter has been computed by cross-validation leading to a value of 1.9066 for all the estimated curves. In this way, we have a unique model for all the data sets.
For the SVM techniques, the subroutine svm of the library e1071 for the R-package is used. This is available in http://cran.r-project.org/. A two-step simulation procedure is used to select the parameters ε, σ and C of the ε -regression procedure: ε is used to fix the width of a band around the fitted curved, σ plays the role of a variance, and C is an upper bound for the λ coefficients in the dual optimization problem and, at the same time, penalizes the values of the slacks corresponding to those points lying outside of the band determined by ε in the primal optimization problem. In a first step, the range of parameters ε, σ and C are determined. Then in a second step, the best combination of the three parameters is computed using R flow sentences. In particular, the values ε = 0.0001, σ = 40 and C = 1.8, have been chosen for the SVM implementation. Additionally, in this application, the values for the corresponding dimensions in the SVM model are n = 1, m = ∞ (given that this is the dimension induced by the Gaussian kernel, see Moguerza and Muñoz 2006) and p = 34, that is, the number of data within each set. We should notice here again that we use the same set of parameter values for all the data sets. In this way, we are able to make fair comparisons of these results with those produced by kernels.
The values of the sums of squares of the differences between the empirical and the resulting values for all the data sets used, and all graduation techniques used, are provided in Tables 1 and 2 . The results of fitting the parametric models were first presented in Peristera and Kostaki (2007) .
Figures 1-6 provide illustrations for some chosen cases. In all the cases we are using ages ranging from 15 to 48, so each schedule has 34 rates. Observed and estimated period age-specific fertility rates for Denmark, 2000 6. Findings
In this paper we propose the application of Support Vector Machines for graduating agespecific fertility rates. In order to evaluate the performance of SVM we apply this technique to a variety of empirical cohort and period data sets of alternative populations. In addition, for comparison reasons, we also fit parametric models and apply kernels to these data sets.
According to the values of the minimizing criterion, the results for the two non parametric techniques are apparently closer to the empirical values than those provided by the parametric models. This can partly depend on the fact that parametric models provide highest smoothness. A higher degree of smoothness might result from larger distances between the empirical and the graduated values. Turning now to the comparison between the two non parametric techniques, the results provided by the SVM are in most cases associated with lower values of the minimizing criterion.
As is obvious in tables and figures, SVM show a successful performance in graduating the empirical rates in both simple and distorted data sets, producing results that, in the vast majority of cases, are closer to the empirical rates than the other methods. Regarding the figures, one can observe that especially for the ages in the peak and the tails of the fertility curve, the results of SVM were closer to the empirical values than those of most of the other methods.
An advantage of non parametric graduation techniques in comparison with the parametric modeling is that these can be adequately applied to all data sets, while in data sets with distorted patterns, the use of standard models is inadequate and more complicated formulae are required. Furthermore, the regulation of the degree of smoothness by the user can also be considered as an advantage, allowing the user to choose the optimal degree of smoothness depending on the purpose of graduation at hand and also avoiding oversimplification of age patterns.
Regarding future extensions of this work, SVM can be easily used as a multivariate model, providing a promising area for further research in demographic problems.
