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Abstract 
 
Dette projekt har til formål at undersøge sikkerheden omkring brugen af asymmetrisk kryptering, 
hvor vi vil undersøge sikkerheden ved RSA, som er en af de mest benyttede asymmetrisk 
krypteringsalgoritmer, eller som det hedder i lægmandssprog: ”offentlig nøgle systemer”. 
Projektet omhandler de problematikker der fremkommer, hvis muligheden for at bryde den 
nuværende RSA standard skulle komme indenfor rækkevidde; med fokus på Wassenaar aftalen fra 
1999, som sætter en standard for hvor sikker kryptering man må bruge. 
I projektet indgår der en gennemgang af de angreb der er på asymmetrisk kryptering, og derudover 
er der programkode der illustrerer et angreb på RSA, med tilhørende estimering af hvor lang tid der 
vil gå, før RSA kan brydes af grupper der har langt mindre ressourcer til rådighed end diverse 
regeringsinstitutioner.  
I projektet konkluderes der, at der ikke vil gå mere end højst 5 år før RSA, med den nuværende 
standard kan brydes af mindre grupper; og at der i høj grad er brug for en justering af den gældende 
standard. 
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Forord 
 
Denne rapport er en opfyldelse af semesterbindingen fra perioden i efteråret 2004. 
 Rapporten er lavet indenfor faget datalogi, og er især rettet mod personer der har interesse i at få et 
større indblik i metoderne til at angribe RSA, og de problemstillinger der kommer deraf. 
Målgruppen er andre universitetsstuderende, som har interesse i asymmetrisk kryptering, enten med 
en matematisk/datalogisk indfaldsvinkel eller blot med en interesse for problematikken omkring 
begrænsninger på brug af asymmetrisk kryptering. Der forudsættes et matematisk og datalogisk 
niveau på linje med de indledende kurser i disse. 
Ydermere indgår der programkode som illustrerer angreb på RSA, og en kort gennemgang af denne. 
Min egen baggrund er en stor interesse indenfor datasikkerhed og programmering, og jeg har også 
selv skrevet et program der er langt mere sikkert end dem der er tilgængelige nu til dags. Det har 
dog været umuligt at sende på markedet på grund af Wassenaar aftalen, der sætter restriktioner på 
dette område, og jeg overvejer at gøre det til public domain/open source, da dette vil muliggøre 
offentliggørelsen af det. Det er en kompliceret form for programmering, og det fylder over 97000 
linjer indtil videre. 
 
Jeg vil gerne takke Mads Rosendahl for hans ivrige støtte som min vejleder. 
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3)  Indledning. 
 
I al den tid der har været kommunikation mellem mennesker, har der altid været nogen som ville 
holde informationer hemmelige; og der har altid været nogen som har villet ønsket at få fat i disse. 
Krige er blevet vundet på grund af kendskab til modpartens informationer, og de måder man har 
forsøgt at skjule informationer på, er blevet mere og mere sofistikeret efterhånden som tiden er gået.  
Lang tid før man opfandt computeren har der været kreative mennesker, som har opfundet metoder 
der skulle gøre det svært at opsnappe informationerne. Allerede i Romertiden brugte man metoder, 
hvor man så at sige krypterede de informationer der skulle holdes hemmelige. Ordet kryptering 
kommer af det græske ord kryptos, som betyder at skjule. Basalt set betyder det at kryptere nogle 
informationer, så som en tekst, at føre de originale informationer igennem en funktion, som så gør 
teksten ulæselig for andre. Når modtageren skal læse teksten, fører vedkommet den modtagne tekst 
igennem endnu en funktion, som så gør teksten læselig igen. Jeg vil komme langt mere ind på dette 
i kapitel 4, hvor jeg kort vil gennemgå hvad kryptering er generelt og desuden gå i detaljer med den 
asymmetriske kryptering. 
 
Med opfindelsen af computeren er metoderne til at kryptere med, blevet langt mere sofistikerede. 
Der er opfundet algoritmer som har øget sikkerhedsniveauet markant, og en stor del af den 
matematiske elite er, og har været involveret i at analysere og forbedre de principper krypteringen 
bygger på. Dette har også været en nødvendighed, da man ellers ikke ville kunne kommunikere 
elektronisk uden at alle i princippet kunne kigge med, hvis ikke der fandtes disse algoritmer. Og 
med Internettets eksploderende ekspansion, synes det at kunne stole på krypteringen at være mere 
nødvendig end nogensinde. For hvis man ikke kunne bruge kryptering, ville alle muligheder for at 
kunne for eksempel lave elektronisk handel, være dybt kompromitteret. Ydermere, og endnu værre, 
ville følsomme data så som banktransaktioner, patient journaler, militærhemmeligheder og alt hvad 
der kan overføres digitalt, være ekstremt følsomme overfor angreb. 
Vi lever i en digital tid, og selv Moore’s1 love holder ikke engang for hvor hurtig udviklingen går, 
og derfor er det vigtigt at de instanser der har indflydelse på sikkerheden også holder trit. For selv 
om udviklingen skaber utroligt mange muligheder, og gør det lynhurtigt at kommunikere globalt, så 
gør den os også afhængige af, at systemet fungerer som det skal. 
                                                 
1 Moore’s love estimerer at computerkraften fordobles hver 18 måned! Se Intels hjemmeside for flere detaljer. 
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Krypteringens fordele. 
 
Det er her krypteringen har sin force, den gør det nemlig muligt at beskytte og udveksle data på en 
sikker måde; og det er en absolut nødvendighed hvis systemet skal fungere. 
Projektets fokus er på en form for asymmetrisk kryptering der kaldes RSA2. Den er en af de mest 
brugte, fordi den anses for at være en af de meget sikre former for kryptering der findes; og den har 
været udsat for utallige analyser af meget kvalificerede folk gennem en periode på over 25 år. Uden 
at man har kunnet finde nogen hurtig måde at bryde den på. 
RSA systemet bygger på nøgler, som bruges til at kryptere og dekryptere informationerne med. 
Systemets sikkerhedsniveau er proportionalt med hvor store nøgler der bruges, og det er her 
problematikken ligger. De førende industrilande har med tilskyndelse fra USA indgået en aftale, 
Wassenaar aftalen fra 1999, som sætter en øvre grænse for hvor sikker kryptering man må anvende. 
Jeg vil komme meget mere ind i detaljer på RSA systemet og hvordan det virker, og jeg vil også 
diskutere Wassenaar aftalen sidst i projektet. Desuden vil jeg afprøve et angreb på RSA, og holde 
model/teori op imod praktiske resultater. 
Denne problematik har ledt mig frem til min problemformulering. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
2 En detaljeret forklaring på RSA og asymmetrisk kryptering findes i kapitel 4. 
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3.1)  Problemformulering.  
 
Hvor sikker er asymmetrisk kryptering? Og er der nu eller i fremtiden brug for en 
justering af den nuværende standard? 
 
 
3.2) Problemafgræsning. 
 
Jeg har været nød til at afgrænse mig en hel del i projektet. Dels vil jeg ikke gennemgå alle de 
mulige angreb der findes på RSA, og jeg vil i mit programeksempel ikke tage udgangspunkt i den 
bedste af de metoder der findes. Denne metode benytter bygger på matematiske principper, som der 
er aktive forskningsområder der beskæftiger sig med. Denne metode er dog mere omfattende og 
ligger derfor uden for dette projekts rammer. Eksperimentet giver dog nogle interessante resultater 
alligevel, som jeg vil komme ind på senere. 
Jeg vil også begrænse hele den politiske diskussion, som er hører med til de problemstillinger der 
opstår. Jeg synes at det må være op til læseren at gå i dybden med den diskussion, såfremt dette 
skulle være dennes interesse, men jeg vil dog stille en del spørgsmålstegn omkring den nuværende 
standard.  
 
 
3.3) Metode. 
 
Jeg har i projektet valgt at fokusere på RSA, og angreb på denne. Derfor har jeg sat mig grundigt 
ind i den matematiske baggrund for denne, og i de matematiske principper for de mulige angreb. 
Mit mål har været at give læseren en grundig indførelse i RSA principperne, for derigennem at 
kunne give en bedre forståelse af hvordan angrebene virker; og dermed en større forståelse af den 
tilhørende programkode.  
Selvom jeg i min programkode kun tester for relativt små tal, så var mit mål dels at illustrere 
hvordan de virker, og desuden at teste om de teoretiske estimeringer holder stik; for derigennem at 
kunne drage nogle konklusioner om de spørgsmål jeg stiller i problemformuleringen, omkring 
sikkerheden ved asymmetrisk kryptering. 
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Rapporten er bygget op så den starter med at give et indblik i kryptering, herunder asymmetrisk 
kryptering, og de matematiske principper denne bygger på. For dernæst at gå videre til det 
eksperiment der indgår, og en gennemgang af hvordan programkoden virker. Dernæst vil jeg 
sammenholde estimater med de reelle resultater, og slutte med en diskussion af problematikken 
omkring Wassenaar aftalen og en konklusion. 
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4)  En kort indledning til anvendelsen af kryptografien i samfundet. 
 
Man kender til brugen af kryptografi allerede fra Romertiden, hvor den blev brugt i en simpel form. 
Her var der tale om en substitutionskryptering, hvor man erstatter hvert bogstav i teksten med et 
andet, og derefter gennemgår den modsatte proces når man skal dekryptere den igen. Man kender 
dog også til Egypternes brug af kryptografi, som dateres hele 4000 år tilbage3! 
Det var dog først med indførelsen af DES4 i 1977, at kryptografien blev mere offentlig tilgængelig. 
Og selvom det er en gammel standard bruges den endnu, dog mest i en udvidet form. DES virker 
kort fortalt ved, at man på baggrund af en nøgle som kan være et kodeord, kører den information 
man skal kryptere igennem en fastlagt funktion og derefter, på baggrund af den samme nøgle, kører 
den krypterede information igennem den modsatte funktion og ender med den originale 
informationstekst. 
 
Symmetrisk kryptering. 
 
Der er udviklet et hav af disse symmetriske krypteringsalgoritmer, så som DES, som kaldes 
symmetriske fordi de bruger den samme nøgle til både at kryptering og dekryptering. Eller mere 
præcist sagt: nogle algoritmer bruger samme funktion til både kryptering og dekryptering, mens de 
fleste den dag i dag bruger den omvendte funktion når de skal dekryptere. 
Denne måde at beskytte information på anses for at være meget sikker, i hvert fald hvis man 
anvender de nyeste former så som AES5, men den har en ulempe. Ulempen opstår når man skal 
kommunikere sin nøgle til den modtagende part. For hvis man sender denne elektronisk, så skal den 
nødvendigvis være i forståelig form, det vil sige ikke krypteret, og dermed kan man hurtigt 
kompromittere sine data. Man er derfor nødsaget til at finde andre og mere sikre veje, til at sende 
nøglen til den modtagende part. Og dette giver naturligvis en hel del problemer. 
Ydermere kræves det, at for hver part der skal sende informationer til en anden part, har hver sin 
nøgle. Det vil så sige at hvis vi sidder i et stort kommunikationsnetværk med N brugere, så skal der 
anvendes 
2
)1( −⋅ NN  nøgler; og med så mange nøgler er det nemt at forestille sig at sikkerheden 
                                                 
3 Se side 1 i Alfred Menezes Handbook of Applied Cryptography. 1996. 
4 DES står for Data Encryption Stadard. Og blev udviklet i et samarbejde mellem IBM og det amerikanske forsvar. 
5 AES står for Advanced Encryption Stadard. Den er resultatet af et projekt hvor den bedste algoritme, Rijndael, blev 
valgt til at være den nye standard efter DES. Se www.nist.gov/aes  
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har langt nemmere ved at blive udsat. Desuden er det upraktisk at skulle bruge så mange nøgler, da 
de jo i følsomme systemer skal udskiftes meget tit for sikkerhedens skyld. 
 
Asymmetrisk kryptografi. 
 
Problemet med dette kom der en løsning på i 1976, hvor et af de største vendepunkter i 
kryptografiens historie kom. Diffie og Hellman foreslog nemlig en ny standard som kom til at 
hedde public key cryptography6. Offentlig nøgle systemet, som det kaldes på dansk, bygger på 
princippet om at man bruger to nøgler til kryptering og dekrypteringsprocessen. En til at kryptere 
med, som ikke behøves at skulle holdes hemmelig, og en til at dekryptere med som skal holdes 
hemmelig. Dette var et fantastisk gennembrud, men man havde stadigvæk ikke nogen konkrete 
algoritmer til dette; man havde kun den teoretiske viden om at dette var muligt. 
I 1978 kom så det gennembrud der var længe ventet, da tre matematikere Rivest, Shamir og 
Adleman fandt et offentligt nøgle system der virkede i praksis. Navnet RSA kommer af deres tre 
forbogstaver. 
RSA er baseret på det ældgamle faktum, at det er meget svært at faktorisere store tal, som ikke har 
små faktorer. Og systemet blev så anerkendt, at det selv nu til dags er meget brugt. Og med 
opfindelsen af RSA åbnede der sig nye muligheder for sikker digital kommunikation, og senere for 
muligheden for brugen af den elektroniske underskrift.  
Det skal siges at RSA er blevet gennemanalyseret igennem mere end 25 år, og selv om der findes 
utallige måder at angribe RSA på, er der endnu ikke nogen der er særligt overbevisende. Såfremt 
man er omhyggelig med hvordan man laver sit RSA system. 
Denne form for kryptering kaldes asymmetrisk, fordi den bruger to forskellige nøgler til kryptering 
og dekryptering. Det er en enkelt sag at udlede den offentlige nøgle ud far den hemmelige, men det 
er nærmest umuligt at udlede den hemmelige nøgle ud fra den offentlige, til forskel fra den 
symmetriske krypteringsnøgle. 
Kort fortalt fungerer asymmetrisk kryptering i praksis ved at man frit sender sin offentlige nøgle ud 
til dem man ønsker at kommunikere med. Derefter behøver parterne blot at bruge den offentlige 
nøgle til at kryptere den tekst som de ønsker at sende på en sikker måde, og derefter er det kun den 
som har den hemmelige nøgle, som kan dekryptere meddelelsen. En hovedregel er blot at den der 
ønsker at sende noget, skal hente modtagerens offentlige nøgle. 
                                                 
6 Alfred Menezes Handbook of Applied Cryptography. Side 2. 1996. 
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Asymmetrisk kryptering løser hele problematikken omkring nødvendigheden for at skulle bruge 
sikre kommunikationslinjer, for de behøves slet ikke da den offentlige nøgle gerne må kendes af de 
eventuelle eavesdroppers, altså folk der lytter med på kommunikationslinjen. Dette er illustreret i 
figur 1.1.  
Umiddelbart lægger man ikke mærke til det i sin dagligdag, men kryptografi bruges stort set overalt 
i vores digitale samfund. Enhver mobiltelefon bruger asymmetrisk kryptering, og ved alle 
banktransaktioner anvendes det også. Når du handler på nettet bruges der krypterede linjer, og du 
kan vælge at sende dine e-mails i krypteret form. 
Det skal her nævnes at der for mange år siden blev skrevet et program, Pretty Good Privacy eller 
PGP, som brugte asymmetrisk kryptering til at sikre e-mails eller filer med; og som bruges i vid 
udstrækning den dag i dag. Programmet er af meget høj kvalitet og ret sikkert og har udløst utallige 
juridiske slagsmål mellem Phil Zimmermann, som skrev programmet, og NSA7. NSA ønskede at få 
stoppet programmet grundet dets bekymring over sikker digital kommunikation, som det ikke 
kunne lytte med på. Zimmermann svarede igen med at offentliggøre kildekoden i bogform, for 
derigennem at kunne omgå de strenge Amerikanske eksportregler. 
Man kan udmærket forstå at det vakte bekymring hos NSA, og stadigvæk gør det, især i disse terror 
tider, men PGP lever i bedste velgående og bliver brugt i vid udstrækning over hele verden.  
 
 
 
 
 
 
                                                 
7 NSA står for National Security Agency, og er det Amerikanske sikkerhedsbureau.  
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Figur 1.1: En illustration af det asymmetriske kryptosystem. Afsenderen krypterer en klartekst med 
modtagerens offentlige nøgle, og sender kryptoteksten til modtageren. Modtageren dekrypterer 
hernæst kryptoteksten med sin hemmelige nøgle og får dermed den oprindelige klartekst. 
Afsenderen skal have hentet den offentlige nøgle inden processen kan gå i gang. Systemet er også 
afhængigt af at modtageren har genereret et nøgle par inden processens start. Selvom en 
eavesdropper lytter med på linjen vil han ikke kunne bruge de informationer han opfanger til noget, 
da det kun er den hemmelige nøgle der kan dekryptere den sendte kryptotekst! 
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4.1)  Hvordan virker asymmetrisk kryptografi med henblik på RSA? 
 
I det følgende kapitel vil jeg gennemgå den matematiske baggrund for RSA, og nogle af de 
grundlæggende begreber som denne bygger på 
For at kunne forstå hvordan RSA virker (i meget store træk), er det nødvendigt med noget 
grundlæggende talteori. I asymmetrisk kryptografi anvender man det der hedder modulo aritmetik. 
Det skal her nævnes at alt RSA beregning bygger på heltals aritmetik.  
 
Definition 1.1:  
Hvis vi har givet to tal x og n, så har vi at: 
 
 x mod n = r 
 
Er den rest der fremkommer når vi dividerer x med n. 
 
Hvis vi tager et kort eksempel er: 
 
x = 23 og n = 12, dermed er r = 23 mod 12 = 11. Med andre ord er 23 mod 12 = 11 
idet 2311112 =+⋅ .  
 
Hvis vi regner med tal der er på over 70 cifre, bruger man en hel del genveje når man skal udregne 
modulær aritmetik på computeren. For eksempel gælder der at: 
 
 nnynxnyx mod)modmod(mod)( ⋅=⋅   
 
Derfor kan man i stedet for at sige: 
 
nxxxxxxxx mod)( ⋅⋅⋅⋅⋅⋅⋅  
Sige: 
 nnnx mod)mod)mod(( 222  
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Dette gør en verden til forskel, når et 200 cifret langt tal skal opløftes i et næsten ligeså langt tal, og 
udregnes indenfor en rimelig tid på en almindelig computer! 
Vi vil bruge notationen:  
 
1mod ≡⋅ φde   
i stedet for: 
 φmod1≡⋅ de  
 
Som man nogle gange bruger det. Dette vil vi gøre for overskuelighedens skyld. 
 
Primtal og fælles divisorer. 
 
Selve RSA systemets nøgler bygger på primtal. Et primtal er et tal der ikke har andre faktorer end 1 
og tallet selv. 2 er et primtal og ligeledes er 12756839 − , og der findes uendeligt mange af dem. 
En anden ting der bruges i asymmetrisk kryptografi er største fælles divisor, eller på engelsk kaldet 
Greatest Common Divisor (GCD). GCD8 er en algoritme der bruges til at finde det største tal der 
går op i begge de tal der undersøges. 
Det skal her bemærkes at hvis 1),gcd( =na , så hedder det sig at de to tal er indbyrdes primiske9, og 
det vil sige at de ikke har andre indbyrdes faktorer end 1. Se bilag for et simpelt eksempel på 
programkode der udregner ),gcd( na . 
 
RSA systemets nøglegenerering. 
 
For at kunne bruge RSA systemet, skal der først genereres et nøgle par på en ikke så simpel måde. 
Hvis vi skal stille det op i et skema ser proceduren således ud: 
 
1. Find to primtal p og q, på omtrent hundrede cifre hver. 
2. Find dernæst produktet af de to primtal qpn ⋅= , hvor n hermed er den ene del 
af den offentlige nøgle. n er nu et tal på 200 cifre. 
3. Sæt dernæst )1()1( −⋅−= qpφ . 
                                                 
8 Se bilag for dokumentation af pseudokode der illustrerer hvordan man finder GCD. 
9 Side 245 Applied Cryptography. Bruce Schneier 2nd edition 1999. 
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4. Find et tilfældigt heltal e, således at φ<< e1  og 1),gcd( =φe . 
5. Brug den udvidede Euclideanske10 algoritme til at finde det unikke heltal d, 
φ<< d1  således at 1mod ≡⋅ φde . Med andre ord har vi nu at 
)1()1mod(1 −⋅−= − qped . 
6. Vi har nu den offentlige nøgle som består at (n, e), og den hemmelige nøgle 
som er d. Disse tre tal er de eneste der beholdes, alt andet smides væk. 
 
Det er vigtigt at smide alle de brugte mellemregninger og φ,,qp  væk, da den hemmelige nøgle d 
nemt kan udregnes ud fra disse tal. Der skal man blot bruge samme fremgangsmåde som ovenover. 
Hvis en person A har genereret et nøgle par (n, e) og d, hvor (n, e) offentliggøres og d holdes 
hemmelig, så kan personen bruge følgende fremgangsmåde til at kryptere en klartekst med: 
 
 
1. Del klarteksten op i små numeriske blokke, som alle er mindre end n. Dette 
kan gøres ved for eksempel at bruge talkoderne for ASCII tegnene, hvor hvert 
tegn svarer til en talkode. Hvis man herefter tager blokke af disse talkoder og 
samler dem, vil man ende med et stort tal som så bliver den numeriske blok 
der skal krypteres. Igen må det bemærkes at klarteksten m, ikke må være større 
end n. Dette skyldes at man ender med en kryptotekst der er mindre end 
klarteksten, hvis man beregner nmc e mod=  af et tal der er større end n. 
Derved bliver ncm d mod=  også mindre end den originale klartekst. 
2. Herefter er krypteringsformlen blot: nmc e mod= . Hvor c er den krypterede 
klartekst. 
3. Når den krypterede tekst skal dekrypteres bruger man blot: ncm d mod= . 
Dette skal gøres for hver krypteret blok der bliver sendt til modtageren. 
 
Grunden til at dette virker skyldes at: 
  
Da vi har at )(mod1 φ≡⋅ de , vil vi altid have at der findes et heltal k således at φ⋅+=⋅ kde 1 .  
Dette giver os mulighed for følgende omskrivning: 
                                                 
10 Se bilag for en beskrivelse af programkode for denne algoritme. 
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mnmnmmnmm
nmnmnmnc
pkqqpk
qpkkded
=⋅=⋅=⋅
====
−⋅−−⋅−⋅
−⋅−⋅+⋅+
mod1mod)(mod
modmodmod)(mod
)1()1()1()1(1
)1()1(11 φ
 
 
Hvorved det er vist at mncd =mod  
 
Eksempel på kryptering med RSA. 
 
Vi tager et konkret eksempel på en RSA kryptering, med små tal for nemheds skyld: 
Vi finder to primtal: 
  
 17,11 == qp  
Heraf 
 187=⋅= qpn  
Og 
 160)1()1( =−⋅−= qpφ  
Vi vælger 
 7=e  
 
Og ved at bruge den udvidede Euclideanske algoritme, finder vi 1mod ≡⋅ φde , og heraf 
 
 23=d  
Hvorved )1()1mod(1 −⋅−= − qped . 
 
Bemærk at man for effektivitetens skyld bruger små e i praksis, så som e = 17, da dette ikke rigtig 
har nogen indflydelse på sikkerheden ved RSA, men har stor betydning for hastigheden ved brug af 
algoritmen. Det er også nødvendigt at vælge 292.0nd > , da der ellers eksisterer forskellige angreb 
der kan drage nytte heraf. Mere herom senere. 
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Vi har nu at den offentlige nøgle er:  
 
(n, e) = (187, 7) 
 
og at den hemmelige nøgle er  
 
d = 23. 
 
Hvis vi nu skal kryptere en bid af en klartekst, der efter at være blevet omsat til en numerisk blok er 
lig med tallet: 52, så siger vi: 
  
35187mod52mod 7 === nmc e . 
 
c = 37 er hermed den krypterede meddelelse som sendes til modtageren. Vi har her brugt 
modtagerens offentlige nøgle (n, e), og modtageren dekrypterer meddelelsen ved at sige: 
 
 52187mod3723 === dcm  
 
Hvorved den originale meddelelse er blevet gendannet! 
 
Vigtigheden ved rigtige primtal i RSA nøglegenerering. 
  
En vigtig detalje ved RSA algoritmens nøglegenerering er, at man skal bruge store primtal for at 
den virker. At teste om et tal er et primtal eller ej er en ret kompliceret affære, såfremt man skal 
vide det med sikkerhed. Derfor bruger man approksimationer, der indikerer om et tal med stor 
sandsynlighed er et primtal eller ej. Den mest brugte approksimation kaldes en Rabin-Miller test, 
som virker således i pseudokode11: 
Input er n som er det tal der skal testes for om det er et primtal, og t er en sikkerhedsparameter. 
 
 
                                                 
11 Alfred Menezes Handbook of Applied Cryptography. Side 139. 1996. 
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1. Skriv rn s ⋅=− 21  således at r er ulige. 
2. For alle heltal 1 til t: 
 
a. Vælg et tilfældigt tal a, 22 −≤≤ na . 
b. Udregn ray = . 
c. Hvis 1≠y  og 1−≠ ny så kør følgende procedure: 
1←j  
WHILE 1−≤ sj AND 1−≠ ny DO 
 nyy mod2←  
 IF 1=y  THEN return(”N er ikke et primtal”) 
 1+← jj  
 IF 1−≠ ny  THEN return(”N er ikke et primtal”) 
3. return(”N er et primtal). 
 
Det har været vidt og bredt diskuteret om denne stokastiske test egentlig er god nok, men Ronald 
Rivest som er en af skaberne af RSA, lavede i 1991 et forsøg der viste det modsatte. Han 
genererede 718 millioner tilfældige heltal på 77 cifre hver, og kørte forskellige tests på hvert enkelt 
heltal. Rabin-Miller testen viste sig at indikere om et heltal er et primtal med en sikkerhedsmargin 
på en til 4410−  når man bruger tal på 512 bits12. Derfor anses metoden for at være mere end sikker 
nok. 
Der er mange andre detaljer man skal tage i betragtning når man genererer et RSA nøgle par, for 
eksempel må man ikke lade de to primtal p og q være for tæt på hinanden. Det vil gøre det nemt at 
lave en brute force søgning startende fra n . Mere om disse detaljer i næste kapitel! 
 
For lige at opsummere: 
 
 Offentlig nøgle: 
 qpn ⋅= , hvor p og q er store primtal.  
Og e som er indbyrdes primisk med )1()1( −⋅−= qpφ . 
                                                 
12 Se Advancess in Cryptology: Proceedings of Crypto '91 af Ronald Rivest. 
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Hemmelig nøgle: 
)1()1mod(1 −⋅−= − qped . 
 
 Kryptering 
 nmc e mod= . Hvor m er klarteksten der krypteres og c er den krypterede tekst. 
 
 Dekryptering 
 ncm d mod= . Hvor m er klarteksten og c er den krypterede tekst. 
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4.2)  Hvilke angreb eksisterer der på RSA? 
 
Jeg vil i dette kapitel prøve at beskrive hvilke angreb der findes på RSA. Man skal jo huske på at 
RSA kryptering er mindre sikker end de tilsvarende symmetriske krypteringsformer, hvis man tager 
i betragtning at der skal bruges meget større RSA nøgler, for at opnå den samme sikkerhed som en 
symmetrisk krypteringsalgoritme. Herunder en oversigt over en sammenligning af de forskellige 
standarder. 
 
Symmetric Hashes RSA Elliptic curve 
56 112 417 112 
 
64 128 682 128 
 
80 160 1464 160 
 
100 200 3137 200 
 
Figur 4.1: En illustration af de forskellige algoritmers ’sværhedsgrad’ set i forhold til hinanden. 
Taget fra: T-79.159 Cryptography and Data Security, 03.03.2004 Lecture 6: Cryptanalysis of 
public-key algorithms. Markku-Juhani O. Saarinen. 
 
Som man kan se i tabel 4.1 er det at bryde en 3137 bit RSA nøgle, ligeså svært som at bryde en 100 
symmetrisk krypteringsalgoritme! 
 
Man har diskuteret den teoretiske sikkerhed ved RSA igen og igen. Det er et faktum at det at bryde 
RSA krypteringen, ud fra et kendskab til den offentlige nøgle, ikke er ækvivalent med at faktorisere 
n i den offentlige nøgle13. Vi skal her huske på at hvis man kan faktorisere n i den offentlige nøgle, 
det vil sige at finde primtallene p og q, så kan man regne sig frem til den hemmelige nøgle ved at 
                                                 
13 Side 470 Applied Cryptography. Bruce Schneier 2nd edition 1999. 
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bruge samme fremgangsmåde som førhen beskrevet. Men det er aldrig blevet matematisk bevist at 
man kun kan finde klarteksten m ud fra c, e og n, ved at faktorisere n. Der vil måske blive fundet 
nye matematiske metoder, der kan gendanne klarteksten m på en helt anden måde. Men omvendt 
kan man jo sige at hvis man kan finde d ud fra c, e og n så vil metoden i princippet også kunne 
bruges til at faktorisere meget store tal; så spørgsmålet er hvor realistisk det er, at der bliver fundet 
en sådan metode. Derfor anser man det for at være ligeså svært at bryde RSA kryptering i praksis, 
som det er at faktorisere n, men dette er ikke et matematisk faktum! 
Her vil jeg opsummere de vigtigste angreb på RSA, som alle forudsætter at man så og sige foretager 
fejl i måden at bruge RSA på. Det vil sige et angreb på den måde RSA protokollen er stillet op på, 
ikke et angreb på selve algoritmen. Det vil så at sige at hvis man bruger en usikker form for RSA, så 
eksisterer der en hel række angreb på denne. 
 
Lille krypteringseksponent angreb. 
 
Som nævnt førhen bruger man tit et lille heltal som krypteringseksponent, grundet at man vil øge 
den hastighed med hvilken krypteringen virker. Dette er ikke noget problem, hvis man tager sine 
forbehold. 
Hvis vi forestiller os et scenarium hvor en kryptoanalytiker lytter med på en linje mellem Peter og 
tre andre, som alle benytter det samme e = 3 (som benyttes i nogle applikationer) og tre modulos: 
321 ,, nnn ; og han dernæst opsnapper tre krypterede meddelelser: 321 ,, ccc , så vil han kunne finde 
den originale klartekst (hvis det er den samme meddelelse der er sendt til alle tre): 
  
Find en løsning til 3210, nnnxx ⋅⋅≤≤  ved at bruge Gauss algoritme på disse tre: 
 
)(mod
)(mod
)(mod
33
22
11
ncx
ncx
ncx
≡
≡
≡
 
 
Ved at finde den kubiske rod af x, gendanner kryptoanalytikeren derved klarteksten m14. 
Denne type angreb kan man ruste sig imod ved blot at salte sine meddelelser. Dette betyder at man 
adderer en tilfældig streng i enden af sin meddelelse, som så indgår i kryptoteksten, men som bliver 
sorteret fra når den skal dekrypteres. 
                                                 
14 Se side 288 Alfred Menezes Handbook of Applied Cryptography. 1996. 
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Lille dekrypteringseksponent angreb. 
 
Dette angreb vil virke hvis d er mindre end 292.0n , da man kan bruge en algoritme opfundet af 
Michael Wiener15 til effektivt at beregne d ud fra (n, e). Dette sker aldrig hvis den 
krypteringseksponent man vælger er lille, og er også ret usandsynligt såfremt d vælges tilfældigt; 
men det er vigtigt at tage det med i betragtning. Denne metode er dog ret effektiv, og har ikke en 
kompleksistetsorden der er eksponentiel. 
 
Hovedregler for sikker RSA protokol. 
 
Der findes et hav af andre typer angreb på RSA, men hvis man følger følgende simple regler bliver 
alle typer af angreb sat ud af spil. 
 
1. Generer p og q så de ligger et pænt stykke fra hinanden, uden dog at den mindste faktor 
bliver for lille. p og q skal vælges, så det at finde dem ud fra qpn ⋅=  ved at prøve sig frem 
bliver umuligt i praksis. 
2. d skal vælges så 292.0nd >  således at man ikke kan bruge førnævnte angreb. Og skal helst 
være så stor som mulig. Dette er nemmere hvis man bruger små e. 
3. Alle klartekster skal saltes så kryptoteksten uanset klarteksten bliver tilfældig. 
4. Man skal ikke bruge en fælles modulos i et netværk af brugere. Som en huskeregel skal man 
bruge hver sin modulos i et netværk af brugere. Det er grundet at hvis man sidder i et 
netværk af brugere, hvor man får udleveret det samme n, men med forskellige (d, e) så vil 
enhver af de forskellige brugere kunne udregne de andres d! 
 
Det jeg hermed mener at have opsummeret er, at der findes et hav af forskellige angreb på RSA, 
men at alle disse angreb er baseret på forskellige protokoller eller måder at bruge RSA på; og at de 
ikke virker overhovedet, hvis man er omhyggelig med hvordan man bruger RSA.  
Der findes også andre måder at angribe RSA på, og disse er baserede på lineær eller differentiel 
kryptoanalyse, hvor man angriber på en helt anden måde. RSA er faktisk sårbar overfor denne form 
for angreb, men jeg har valgt ikke at komme videre ind på dette her, da det for det første går ud over 
                                                 
15 Side 289 Applied Cryptography. Bruce Schneier 2nd edition 1999. 
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projektets målsætning, og desuden af den grund at det slet ikke er aktuelt med denne form for 
angreb, da man bruger RSA på en lidt speciel måde i moderne implementeringer. Denne form for 
angreb baserer sig på at man kan analysere store mængder af kryptotekst, som er krypteret med 
RSA, og derudfra lave statistiske analyser; men RSA bliver som regel kun brugt til at kryptere små 
bidder af den information der skal sendes. RSA er nemlig ret langsom hvis den skal bruges til at 
kryptere store mængder af data. Derfor vælger man kun at kryptere et en symmetrisk nøgle, og 
derfra kryptere den klartekst der skal sendes med en symmetrisk algoritme så som AES. Dette går 
langt hurtigere end rå RSA kryptering, og er oven i købet langt mere sikkert! 
Derfor er differentiel kryptoanalyse ikke rigtig brugbar på RSA i de moderne implementeringer 
(dette udelukker dog ikke at den kan bruges på symmetriske algoritmer). 
Vi vil i det næste kapitel se på de mere direkte angreb på RSA. 
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4.3)  Direkte angreb på RSA via faktorisering. 
 
I det følgende kapitel vil jeg redegøre for de direkte angreb på RSA, som udføres ved at forsøge at 
faktorisere den offentlige nøgle.  
Pointen med denne diskussion er, at det eneste egentlig gyldige angreb der eksisterer på RSA, er at 
faktorisere n. Hvis vi kan faktorisere modulos, så finder vi p og q og så kan vi nemt udregne 
dekrypteringseksponenten d ud fra p, q og e. Og så kan vi dekryptere alle kryptotekster der bliver 
sendt. 
Dette er dog ikke nemt. At kunne faktorisere store heltal er et ældgammelt matematisk problem, 
som der endnu ikke er nogen nem løsning på. Man har dog gjort store fremskridt efterhånden som 
computerkraften bliver større og større, og matematikerne har fundet mere og mere avancerede 
måder at løse dette problem på. Disse måder kaldes faktoriseringsalgoritmer, og der findes nogle 
stykker af dem. 
Jeg vil her præsentere de mest kendte. En af de ældste er Fermats algoritme. 
 
Fermats algoritme. 
 
Hvis vi kan finde to tal, a og b, således at nba =− 22 , så kan vi finde p og q ved at )()( baba −⋅+  
er faktorer i n. Metoden starter ved n  og arbejder sig frem derfra, men selvom metoden er 
effektiv ved små tal (eller i hvert fald mere effektiv end at prøve sig frem), så er den umulig at 
bruge når vi taler om tal på 200 cifre. Metoden var dog en revolution da den blev opfundet i 1643, 
hvor ikke rigtig havde nogen hjælpemidler. 
 
Den kvadratiske si. 
 
Denne metode til at faktorisere store tal er faktisk den mest effektive, når man bruger den på tal der 
er på mindre end 120 cifre. Den blev opfundet i 1981 af Carl Pomerance, og er en videreudvikling 
af Fermats algoritme.  
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En af fordelene ved den kvadratiske si er, at den nemt kan tilpasses til at virke på et distribueret 
netværk. Med Internettets fremmarch lykkedes det i 1994 at faktorisere et 129 cifret RSA tal på 11 
måneder på et distribueret system16. 
Siden da er den blevet videreudviklet til en version der på engelsk kaldes: Multiple Polynomial 
Quadratic Sieve, og den er den hurtigst kendte algoritme for faktorisering af tal på under 110 cifre.  
Den kvadratiske si har en teoretisk heuristisk køretid på17: 
 
 
2
1
2
1
)))(ln(ln())ln(1 nne ⋅+  
 
Her kan man hurtigt se at når tallet der skal faktoriseres vokser, så stiger det antal beregninger der 
teoretisk skal foretages eksponentielt. 
Alle kendte faktoriseringsalgoritmer har en eksponentiel kompleksitet, og det gør at beregningstiden 
vokser uhyggeligt meget, blot tallet der skal faktoriseres vokser bare lidt. 
 
 
GNFS: General Number Field Sieve. 
 
Den absolutte vinder når det gælder faktoriseringsalgoritmer! Den blev fundet i 1990, og brød 
hurtig grænserne for hvor store tal man kunne faktorisere. I 1999 blev en RSA nøgle på 140 cifre 
brudt, og som man kan se på www.rsalabs.com, er denne grænse nu også brudt af en forsker ved 
navn P. Montgomery. Han brød for nylig en RSA nøgle på 174 cifre, hvilket svarer til en nøgle på 
576 bits! 
Selvom denne algoritme er langt den bedste til at faktorisere store tal, har jeg valgt ikke at bruge 
den. Dels fordi den er meget kompleks og svær at forstå, men også fordi et eventuelt 
programeksempel ville blive på mange tusinde programlinjer. Det synes jeg ikke var 
hensigtsmæssigt.  
GNFS har en estimeret køretid på: 
 
)))ln(ln()(ln(9229.1( 3
2
3
1
nne ⋅⋅  
                                                 
16 Se RSA factoring challenge på http://www.rsalabs.com 
17 Side 256 Applied Cryptography. Bruce Schneier 2nd edition 1999 
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Hvis vi skal give et eksempel på det så har vi at 12512 −=n  som giver os den estimerede tid E: 
 
 19)))12ln(ln()12(ln(9229.1( 10752488.1
3
2
5123
1
512
⋅==
−⋅−⋅eE  regneoperationer! 
 
Den kvikke læser spørger nok nu sig selv om dette tal ikke er lidt ligegyldigt, da hver enkelt 
computers hastighed jo afhænger af mange forskellige faktorer så som: processorens hastighed, 
mængde cache, design og utallige andre faktorer, men nej. Denne måde at estimere 
tidskompleksistet er helt gyldig, når man beskæftiger sig med algoritmer af den orden af 
kompleksitet. De andre faktorer som spiller ind er blot en konstant, når man sammenligner med 
selve kompleksitetsordenen. 
Jeg citerer: ”Measuring time complexity this way is system independent. You don’t have to know the 
exact timings of various instructions or the number of bits used to represent different variables or 
even the speed of the processor…the other stuff is negligible (is a constant factor) compared to the 
order-of-magnitude.”18  
Hvis man skal lave et realistisk eksperiment skal disse faktorer dog også medtages efter min 
mening, men de er blot en konstant som gerne skulle give udslag i netop at være konstante gennem 
hele eksperimentet (inden for visse rammer, men mere om det senere). Dette er dog ikke på nogen 
måde givet! 
 
 
Elliptic Curve Factorization. 
 
Dette er den algoritme jeg har valgt at beskæftige mig med. Den er ikke helt så hurtig som GNFS, 
men den er lidt nemmere at gå til, i hvert fald programmeringsmæssigt, og så har den en meget 
vigtig egenskab. Dens køretid, eller kompleksitet om man vil, afhænger nemlig ikke af selve tallet 
der skal faktoriseres, men i stedet af den mindste faktor der er i tallet! 
Man estimerer at ECM (Elliptic Curve Method) har en køretid på19: 
 
)))(ln(ln()((ln( 2
1
2
1
ppe ⋅  
                                                 
18 Side 238 Applied Cryptography. Bruce Schneier 2nd edition 1999 
19 Fra Journal  of  information science and engineering 18, 1-18 (2002) by Hung-min sun, Wu-chuan Yang and Chisung Laih. 
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Hvor vi har at p er den mindste faktor i tallet qpn ⋅= .  
 
Indtil videre er den største faktor man har fundet med denne type algoritme kun på 193 bits eller 58 
cifre, men dette ændrer sig hurtigt efterhånden som computerhastigheden vokser og vokser. Der er 
desuden flere grupper der faktoriserer store tal i distribuerede netværk. ECM er ret nem at bruge på 
et distribueret netværk, og det øger mulighederne for at bruge denne algoritme, så længe p er 
indenfor rækkevidde. 
Mere om denne algoritme i næste kapitel. 
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5)  Eksperimentel analyse af et angreb på RSA ved brug af ECM. 
 
Hvordan virker ECM? 
Elliptic Curve Method (vi bruger ECM som forkortelse) er baseret på Pollards p-1 metode til at 
faktorisere på. Den blev opfundet i 1984 af H. W. Lenstra, og er en af de hurtigst kendte algoritmer 
til faktorisering af heltal. Med den nyeste udvikling er den faktisk ligeså hurtig som den kvadratiske 
si.  
For at kunne forstå hvordan ECM virker, vil vi først kigge på Pollards p-1 metode: 
Hvis vi har at n er det heltal vi ønsker at faktorisere, så kan p-1 metoden finde en faktor p hvis p-1 
kun har små faktorer. Hvor der med små faktorer menes at de er lig med eller er mindre end en  
forudbestemt øvre grænse, som vi kan kalde B1. 
Lad da p være en primtalsfaktor faktor i n, så har vi fra Fermat’s definition at: 
 
1mod3 1 ≡− pp   
 
Dette implicerer at for ethvert positivt heltal k så er:  
 
 1mod3 )1( ≡−⋅ ppk  
 
Dette skyldes at: 
 
 ppp kkppk mod1mod)3(mod3 1)1( == −−⋅  
 
Metoden p-1 opløfter 3 i en given potens t, hvor t har en masse små faktorer. Hvis p-1 kun har små 
faktorer, således at den er en faktor i eksponenten t, så vil vi have at: 
 
 1mod3 =pt  
 
Dette giver os at: 
 13 −t  Er et multiplum af p. 
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Siden at vi ikke kan udregne pt mod3 , da vi endnu ikke kender p så udregner vi ved at bruge n i 
stedet. Vi udregner ),13gcd( nt −  og resultatet vil være p eller et multiplum af p. Husk på at GCD er 
Euklids algoritme til at finde den største fælles divisor, og denne er dokumenteret i bilagene.  
Denne algoritme er effektiv, men stadigvæk alt for langsom hvis vi skal bruge den på store heltal. 
 
Elliptiske kurver. 
ECM virker på nogenlunde samme måde som p-1. Man bruger blot elliptiske kurver til aritmetikken 
i stedet for ’almindelige’ tal. En elliptisk kurve er defineret som: 
 For alle KBA ∈,  kan vi definere en elliptisk kurve E. 
 E er det sæt af punkter KxKkh ∈),(  som opfylder ligningen: 
 BAhhk ++= 32  
Man kan også sige at for E gælder der at 
 3232 bzaxzxzyE ++≡=   
Når vi skal faktorere et tal via ECM vælger vi først B1, og dernæst vores B2 som normalt vil være 
2100 B⋅ . Man skal være omhyggelig med hvilke B1 og B2 værdier man vælger, da højere værdier 
vil kunne finde højere faktorer, men de vil også få algoritmen til at køre langsommere. 
Man vælger hernæst et startpunkt P for den kurve E man ønsker at bruge, og dette gøres helt 
tilfældigt. Dette implicerer selvfølgeligt at der er en hel del tilfældigheder der spiller ind, når vi 
bruger ECM. Man kan være ’heldig’ og finde den rigtige kurve i første forsøg og dermed 
faktorisere heltallet n på næsten ingen tid; men man kan også være nød til at forsøge igen og igen. 
Dette vil jeg komme mere ind på senere. Der er dog visse grænser for tilfældigheder, da man kan 
som regel (som jeg også viser i mit eksempel) vil kunne finde faktorerne indenfor nogenlunde 
samme tidsramme. Efter at have valgt P og E udregner vi PkQ ⋅= , hvor k er produktet af alle 
primtals potenser mindre end B1. Hvis vi har at p er en primtalsfaktor i n, så vil z koordinatet i den 
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elliptiske kurve være lig med 0 modulos p, hvis ordenen over E går op i k. Deraf vil ),gcd( nz  give 
os p. Hvorfor dette er gyldigt er en længere forklaring, og går ud over dette projekts rammer. 
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5.1)  Hvad kan vi teoretisk forvente af et angreb på RSA? 
Jeg vil som eksempel bruge det største tal jeg har faktoriseret i mit eksperiment, som er på 209 bits 
eller 64 cifre. Der skal tages hensyn til at ECM kører på en lidt tilfældig måde, og det har jeg gjort 
ved at køre selve mit program 5 gange på det samme tal, og dernæst tage gennemsnittet af den tid 
det tog at køre programmet. 
Men teoretisk skal vi huske på at den estimerede tid findes ud fra: 
 
)))(ln(ln()((ln( 2
1
2
1
ppe ⋅  
Hvis vi indsætter i ligningen får vi at: 
 
 63978477)))2(ln(ln()2((ln(
2
1
1072
1
107
=
⋅e regneoperationer. 
 
Det er lidt svært at finde den eksakte konstante faktor, med hvilken den enkelte computer arbejder, 
da dette afhænger af utallige ting så som: rammens hastighed, cache forsinkelser, brug af harddisk 
til at lagre mellemregninger, og andre ting der har indflydelse på hvor hurtigt computeren foretager 
de enkelte heltalsberegninger.  
Jeg har i mine tests ikke helt kunne finde nogen absolut konstant for denne faktor, som jeg også går 
ud fra varierer fra gang til gang, men når man bruger heltals aritmetik med så store tal, lyder mit 
gæt på, at min computer kan udføre cirka 100.000 heltalsberegninger per sekund.  
Når man laver multipræcisionsberegninger, som involverer tal på rigtig mange cifre, vil en 32-bit 
computer ikke kunne håndtere disse store tal af sig selv, men skal gøres softwaremæssigt ved at 
lagre heltalene i store arrays, hvor man så bruger almindelig basal aritmetik på disse arrays for at 
udregne for eksempel to store tals multiplum. Dette giver en helt anden hastighed, end hvis selve 
processoren kunne foretage disse beregninger direkte. 
Den teoretiske tid skulle dermed ligge i omegnen af 640 sekunders køretid for mit program, hvis 
dette skal stemme overens med teorien. 
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5.2)  Gennemgang af programkoden til undersøgelsen. 
 
Jeg vil her kort gennemgå programkoden til det tilhørende eksperiment. Jeg vil ikke gå for meget i 
detaljer, og programmet kan findes i bilag. Der forudsættes en del viden om programmering, 
svarende til de indledende kurser i dette fag, men ellers skulle programmet være lige til at gå til! 
 
RSA nøglegenerering. 
 
Jeg har til generering af RSA nøglerne brugt et bibliotek der hedder CryptLib20, version 5.22.  
Selve RSA genereringen foregår som følger hvis man bruger dette bibliotek (og jeg gennemtjekket 
koden i CryptLib, og den er hundrede procent i orden): 
 
        for (x=32; x<=266; x++) 
        { 
GenerateRSAKey(x, "ADSDFDSAG674575675476457567jhdskflj3490785"); 
        } 
 
Hvor vi har at x er antal bits i RSA nøglen, og den tilfældige streng er input som Cryptlib bruger til 
at indsætte tilfældigheder i selve genereringen. 
Jeg har som man kan se ud fra koden genereret nøgler på op til 266 bits, hvilket svarer til tal på op 
til 80 cifre. 
 
 
ECM programmet. 
 
Programmet er skrevet i Microsoft Visual C++ version 7.1, og er udarbejdet som et konsol program 
således at det bliver mere overskueligt, og kortere. Jeg kunne have valgt at lave det som en 
Windows baseret program, med dialoger og lignende, men det er meget mere overskueligt på denne 
måde; og det er vel egentligt det det handler om. Desuden ville det også være på sin plads at skulle 
forklare al den tilhørende MFC kode, og det ligger uden for rammerne. 
 
                                                 
20 Kan findes på adressen http://www.weidai.com  
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Programmet bruger endnu et bibliotek der hedder GMP21 (Gnu Multi Precision library) 
Jeg vil nu gennemgå de vigtigste dele af programmet, som kan ses i bilag. 
 
Initialisering. 
 
Linjerne fra 0-11 er blot standard inkluderinger fra selve C++. 
Linjerne 12-38 er en funktion der hedder SIEVE, som returnerer alle primtal under et givent 
maksimum. 
På linje 39-237 ligger selve _TMAIN som er hovedfunktionen i programmet. 
 
Hovedprogram. 
 
Dette starter med at allokere nogle variabler, som det skal bruge til at udføre sine beregninger. Der 
allokeres nogle tal, herunder HELTAL som er det tal vi skal faktorisere, og de bliver alle allokeret i 
formen MPZ_T. Denne form for tal er en del af GMP biblioteket, og gør det muligt at regne med 
heltal der ligger udover hvad der normalt er muligt i standard C++. Der allokeres også nogle 
variabler til at måle tiden, og til at gemme en tabel med primtal. Alle funktioner i GMP starter med 
MPZ_. 
Linjerne 40-70 er blot initialisering af variabler, og indhentning af input fra brugeren. Inputtet fra 
brugeren skal være det heltal som skal undersøges, og B1 (se kapitel 5 for mere information) som er 
den øvre grænse. Man skal huske at jo større B1, jo større tal kan der faktoriseres, men programmet 
kører dermed også langsommere. 
På linje 70-72 kører vi vores funktion SIEVE for at finde de primtal der ligger under B1, som en del 
af initialiseringen.  
Dernæst sætter vi variablen STARTTID med det antal sekunder der er gået siden computerens start 
(for at vi senere kan finde den totale tid programmet har kørt ved at sige SLUTTID-STARTTID). 
Fra linje 77-80 gives brugeren information om hvilke tal det er der undersøges for faktorer. 
 
På linje 82 starter så selve hovedløkken i programmet. Vi bruger blot en WHILE(1) for at køre en 
uendelig løkke, der først slutter når en faktor er fundet. 
 
                                                 
21 Se http://www.swox.com/gmp for mere informaiton. 
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På linje 86-98 sætter vi en tilfældig ligning for en elliptisk kurve op, således at: 
 bxaxy +⋅+= 32  
Vi vælger y, x, a helt tilfældigt ud fra C++ tilfældighedsgenerator, og dernæst fra linje 99-106 
finder vi b ud fra de foregående valg, således at ligningen er opfyldt. 
 
 xaxyb ⋅−−= 32  
 
På linje 107-112 finder vi diskriminanten som er givet ved 
 
 23 274 ba ⋅+⋅  
 
Og dernæst på linje 114 finder vi GCD ved at bruge den indbyggede funktion i GMP. Vi finder 
gcd(heltal,diskriminant). 
 
Hvis gcd(heltal,diskriminant) er lig med nul, så ryger vi ind i en IF sætning der er tom, og løkken 
starter forfra. Dette ses på linje 116-119. 
 
Hvis gcd(heltal,diskriminant) ikke er lig med nul, så går vi videre til linje 122 hvor det undersøges 
om gcd(heltal,diskriminant) er større end 1. Hvis dette er tilfældet, så udskrives der informationer til 
brugeren, som fortæller hvilken kurve der er brugt og hvad faktoren er. Dernæst udskrives der 
oplysninger om hvor lang tid dette har taget. Dette ses på linje 122-155 
 
Såfremt gcd(heltal,diskriminant) er lig med 1 går vi ind i en længere undersøgelse, hvor vi for alle 
primtal under B1 (som vi fandt ved hjælp af SIEVE) undersøger for endnu et interval baseret på 
heltalets størrelse, om nogle af punkterne givet ved ligningen: 
 
 x
y
axx ⋅−
⋅
+⋅
= 2)
2
)3((2 2
2
 
Og  
  
 yxx
y
axy −−⋅
⋅
+⋅
= )2()
2
3(2
2
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Opfylder det at deres største fælles divisor med heltalet ikke er 1 og er større end 0. Hvis dette er 
tilfældet har vi fundet en faktor og denne udskrives til information for brugeren. Der findes først x2, 
og dernæst y2, og det er y2 der undersøges. 
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5.3)  Analyse af resultaterne fra eksperimentet. 
 
Jeg vil i det næste kapitel analysere resultaterne fra mit eksperiment, og holde dem op imod teorien. 
Jeg har testet for forskellige tal, der går fra 10 cifre til 64 cifre eller 32 bits til 209 bits. Disse tal kan 
ses i bilag. 
Jeg har valgt at køre programmet 5 gange på hvert tal der skal testes, og tage gennemsnittet af disse 
kørsler, hvor den længste kørselstid bliver kasseret. Dette skyldes at der er en vis tilfældighed 
blandet ind i denne test. Man kan være heldig og finde en faktor efter blot få sekunder, men man 
kan også være nød til at lade programmet køre i længere tid før den finder en faktor. Sådan er ECM 
metoden indrettet, men der er dog visse grænser for tilfældighed. Jo større tal, jo længere tid vil det 
helt sikkert tage. Så alt i alt mener jeg godt at testen kan bruges. 
 
Den teoretiske kurve ser således ud: 
 
 
 
 
Som man nok kan se vokser den eksponentielt, som det jo også er meningen eftersom dens 
kompleksistetsorden er af eksponentiel grad. 
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Og min egen beregnede kurve ser således ud: 
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Figur 5.1: En graf over de beregnede talværdier for mit ECM program. X-aksen er det antal bits 
det faktorerede tal er på, og Y-aksen er den tid det tog i sekunder for at gennemføre faktoriseringen. 
Se bilag for en oversigt over værdierne. 
 
Hvad kan vi så bruge det til? Ja for det første kan vi af grafen aflæse at den stiger eksponentielt som 
den også skulle, med en vis tilnærmelse dog, da der ikke er så mange punkter på det sidste stykke. 
Dette afgjordes af, at jeg havde sat en deadline for hvor lang tid eksperimentet måtte tage, og af at 
jo større tal, jo mere tid tager det. 
Hvis vi tager den højeste værdi på grafen (209 bits, 2740 sekunder), så vil denne ikke holde stik 
med teorien, da værdien ligger højere end man kunne forvente, hvis vi regner med at min computer 
kan foretage cirka 100.000 beregninger per sekund. Desuden ligger nogle af værdierne lavere på 
grafen end heltal der er mindre, som jo må skyldes at computerkraften ikke er helt konstant, og at 
der jo indgår en hel del tilfældigheder i mit programeksempel. 
Og hvis vi regner på samtlige værdier, for at finde en konstant for hvor mange beregninger min 
computer udfører per sekund, så vil man opdage at der ikke er nogen ensartet konstant hele vejen 
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igennem. Dette skyldes uden tvivl mange faktorer, men nok mest at der er en hel del tilfældighed 
blandet ind i ECM metoden. I mit program starter vi med en tilfældig elliptisk kurve, og hvis denne 
ikke virker så går vi videre til en anden. 
Dette kan man dog optimere en hel del, og der findes også programmer på nettet der for det første 
faktoriserer meget hurtigere med samme metode, men derudover ikke bygger på helt så mange 
tilfældigheder. De arbejder sig mere systematisk frem, og er en hel del mere komplicerede end mit 
test eksempel. 
Det vi dog kan udlede af dette eksperiment er, at faktoriseringstiden stiger eksponentielt og at på 
trods af svingende computerhastighed, så er dette en reel måde at faktorisere store heltal på. 
Metoden er ikke nær så hurtig som GNFS, men metoden kan sagtens ombygges til at virke på et 
distribueret system. Vi har at den største faktor der til dato er fundet via ECM er på 58 cifre, og 
dette tal stiger hvert år i takt med at computerkraften også stiger, og i og med at ECM metoden 
bliver videreudviklet.  
Når vi taler om tal på under 120 cifre vil den dog være en af de hurtigste metoder. 
Et godt eksempel på en ECM algoritme kan findes på:  
 
http://www.loria.fr/~zimmerma/records/ecmnet.html  
 
GNFS algoritmen kan findes i en implementering på: 
 
 http://www.math.ttu.edu/~cmonico/software/ggnfs/factorizations.html 
 
Hvor man også kan se at det største RSA tal han har faktoriseret på sin egen computer er en nøgle 
på 110 cifre på blot 58 timer! 
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6) En vurdering af Wassenaar aftalens begrænsninger for 
anvendelsen asymmetrisk kryptering i samfundet. Herunder en 
diskussion af problematikken omkring svagheder ved brugen af 
asymmetrisk kryptering. 
 
Wassenaar aftalen med henblik på eksport af militærhemmeligheder blev indgået i 1999. herunder 
blev der nedsat kontrol med brug af kryptering. Og der kom et ramaskrig fra rigtig mange eksperter 
fra IT branchen.  
Jeg citerer: ”Dagen hvor Rosted blev tvunget til en kovending, som i lyset af dagens viden kan 
opfattes som fremtvunget af den amerikanske efterretningstjeneste NSA’s behov for at fastholde 
operationsdygtigheden af det internationale elektroniske overvågningsnetværk, der i dag går under 
navnet Echelon.”22 
Og fra Flemming Thomsen: ”Danmarks IT-eksport slagtet!, råbte den vredeste af vagthundene. 
Men også erhvervsblade som Computerworld, Børsen og andre gik i brechen for den danske IT-
branche, der med aftalen blev begrænset i at eksportere de stærke kryptoprodukter frit over 
landegrænser.”23 
Udover dem var der et hav af andre der råbte højlydt op over de begrænsninger som Wassenaar 
aftalen betyder. Programmer som PGP, som før var frit til at hente fra nettet og som er sikre, blev 
det forbudt at henvise til i forskellige lande. 
Wassenaar aftalen sætter en grænse på maksimalt 512 asymmetrisk kryptering, og herunder en 
grænse på 64 bit symmetrisk kryptering. Peter Montgomery har allerede brudt en RSA nøgle på 576 
bits, hvilket jo indikerer at denne grænse er alt for lav da 576 bits er langt sværere at bryde end 512. 
Hvilket skulle stå klart efter det vi har gennemgået i rapporten indtil nu.  
Man kan spørge sig selv om hvorfor standarden ikke er blevet lavet om? Den amerikanske regering 
har fået den indført, grundet at de selv er i stand til at bryde denne standard, dette er alle eksperter 
enige i. Men er dette ikke rimeligt nok i disse terror tider? Måske, men man kan jo spørge sig selv 
om det ikke er en balancegang, hvor man må opveje privatlivets fred og firmaers ret til at 
hemmeligholde deres informationer, mod USA’s ret til at bruge deres efterretningsvæsen til det 
yderste. 
                                                 
22 Se ”Storebror gav besked” af Jørgen Steen Nielsen. Information 1999. 
23 DataSikkerhedsbladet nr. 30 marts 1999. 
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Det der kan synes pudsigt er, at denne begrænsning ikke forhindrer terrorgrupper i at udveksle 
informationer på sikker vis over nettet. Enhver nogenlunde programmør (som mig selv), kan finde 
kildekode til avancerede krypteringsalgoritmer så som CryptLib, og lave et program som NSA ikke 
har nogen chance for at lytte med på, på næsten ingen tid.  
Dem der vil kommunikere sikkert og hemmeligt har alle muligheder for dette, og derfor er det de 
forkerte det går ud over. Firmaer har ingen måde at forhindre, at der bliver lyttet med på deres 
kommunikation, fra store institutioner side som for eksempel NSA. Og i løbet af nogle få år vil 
muligheden for at kunne faktorisere en asymmetrisk krypteringsalgoritme, med den nuværende 
standard, være indenfor rækkevidde af stort set alle der har forstand på dette emne. 
Selvfølgeligt kan man sige at det er vigtigt med en lovgivning på området, men så burde standarden 
dog sættes op til et niveau således at den yder en reel beskyttelse af folks informationer.  
Hvad skulle man ellers bruge den til? For som udviklingen går nu, vil den kun beskytte mod dem 
som ikke er nogen reel fare, og indenfor en årrække vil man sagtens kunne forestille sig gør-det-
selv manualer og programmer der kan bryde den nuværende standard på 512 bits.  
Som Markku-Juhani O. Saarinen siger det: ”Currently a 2048-bit RSA key, 128-bit AES key, 256-bit 
SHA256 hash and 256-bit elliptic curve fields are considered secure for all foreseeable future.”24 
Desuden estimerer man at ECM metoden vil kunne bryde en 512 RSA nøgle i 2010, og den er 
endda ikke engang den hurtigste25! 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
24 T-79.159 Cryptography and Data Security, 03.03.2004 Lecture 6: Cryptanalysis of public-key algorithms. Markku-Juhani O. 
Saarinen. 
25 Se ftp://ftp.comlab.ox.ac.uk/pub/Documents/techpapers/Richard.Brent/champs.txt 
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7)  Konklusion. 
 
Min konklusion er at hvis man skal kunne føle sig blot en anelse sikker, så er det en bydende 
nødvendighed at justere den nuværende standard. Det kan ikke være rimeligt at det næsten er lige 
meget om man krypterer eller ej; og det kan i hvert fald ikke være rimeligt at offentlige 
institutioner, banker, sygehuse og firmaer blandt andre, ikke har ret til at beskytte deres 
informationer fra større institutioner så som NSA. 
Ydermere ligger grænsen for hvornår menigmand kan bryde en 512 bits asymmetrisk 
krypteringsnøgle indenfor rækkevidde. De fleste eksperter er enige i, at den ikke engang er sikker 
lige her og nu; og jeg selv bryder mig ikke om at skulle frygte at bruge min netbank, fordi jeg ikke 
kan stole på om krypteringen der bruges er sikker nok. 
Det synes derfor vigtigt at Danmark går i dialog med de andre lande, der er med i Wassenaar 
aftalen, og pointerer vigtigheden af at kunne beskytte sine data. Selv hvis private skulle forbigås, 
hvad jeg absolut ikke mener de bør, så må det da i det mindste være rimeligt at vi kan stole på, at 
når vi udveksler informationer for eksempel med banker, så er vi sikre på at der ikke kan gå noget 
galt.  
Altså burde standarden i hvert fald justeres når det gælder firmaer og offentlige institutioner. 
Hvilket også må siges at være den bedste indgangsvinkel til at få en dialog med USA i gang. 
 
Med den nuværende udvikling er eksperternes estimering, at der højst går 5 år før det er muligt at 
bryde den nuværende standard. For menigmand! 
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8)  Bilag. 
 
Programkode der udregner den største fælles divisor GCD. 
 
// returnerer gcd af x,y 
 
int gcd(int x, int y) 
{ 
 int g; 
  
 if (x<0) x = -x; 
 if (y<0) y = - y; 
 if (x + y) == 0 ERROR; 
 g = y; 
 
 while (x > 0) 
 { 
  g = x; 
  x = y % x; 
  y = g; 
 } 
 return g; 
  
} 
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Programkode til testprogram. 
 
// ecm.cpp : Definerer entry point for konsol applikationen 
// 
 
#include "stdafx.h" 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <time.h> 
#include "gmp.h" 
 
 
int sieve(long bound, int *primes) { 
 int count = 0; 
 long i, j; 
 
 i = 2; 
 memset(primes, 1, sizeof(int) * bound); 
 primes[0] = primes[1] = 0; 
 while (i < bound)  
 { 
  primes[i] = 1; 
  for (j = i + i; j < bound; j += i)  
  { 
   primes[j] = 0; 
  } 
  count++; 
  do // Find det næste primtal fra listen  
  { 
   i++; 
  }  
  while ((primes[i] == 0) && (i < bound));  
  // Vi har at primes[i] == 0 hvis primes[i] har faktorer 
 } 
 
 return count; 
} 
 
 
int _tmain(int argc, _TCHAR* argv[]) 
{ 
mpz_t heltal, gcd, scr1, scr2;  
 mpz_t x, y, x1, y1, x2, y2, a, b, diskriminant;  
 __time64_t starttid, sluttid; 
 long B1; 
 int *primes; 
 long pi_bound, exponent; 
 int prime_count = 0, i, j; 
 
 if (argc != 3) 
 { 
  printf("Brug: %s Heltal B1\n", argv[0]); 
  exit(-1); 
 } 
 
 mpz_init_set_str(heltal, argv[1], 10); 
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 B1 = atoi(argv[2]); 
 mpz_init(gcd); 
 mpz_init(x); 
 mpz_init(y); 
 mpz_init(x1); 
 mpz_init(y1); 
 mpz_init(x2); 
 mpz_init(y2); 
 mpz_init(a); 
 mpz_init(b); 
 mpz_init(diskriminant); 
 mpz_init(scr1); 
 mpz_init(scr2); 
 primes = (int*)malloc(sizeof(int) * B1); 
 
 pi_bound = sieve(B1, primes); 
 printf("fandt %d primtal under B1 %d\n", pi_bound, B1); 
 
 srand(time(NULL)); 
 starttid = _time64(&starttid); 
 
 printf("\r\n Vi undersøger tallet: "); 
 mpz_out_str(stdout, 10, heltal); 
 printf("\r\n"); 
 
 
 while (1) 
 { 
//  Vi sætter en elliptisk kurve op. Vi vælger x,y,a tilfældigt i Z/n 
   
  mpz_random(x, mpz_size(heltal)); 
  mpz_random(y, mpz_size(heltal)); 
  mpz_random(a, mpz_size(heltal)); 
  mpz_mul_ui(x, x, rand()); 
  mpz_mul_ui(y, y, rand()); 
  mpz_mul_ui(a, a, rand()); 
  mpz_mod(x, x, heltal); 
  mpz_mod(y, y, heltal); 
  mpz_mod(a, a, heltal); 
 
  mpz_set_ui(x, 0); 
  mpz_set_ui(y, 1); 
 
// find et b der opfylder ligningen  y^2 = x^3 + ax + b 
 
  mpz_pow_ui(scr1, x, 3); // = x^3  
  mpz_pow_ui(scr2, y, 2); // = y^2  
  mpz_sub(scr2, scr2, scr1); // = y^2 - x^3  
  mpz_mul(scr1, a, x); 
  mpz_sub(b, scr2, scr1); // b = y^2 - x^3 - ax  
 
// find diskriminanten = 4a^3+27b^2 og GCD(heltal,diskriminant) 
 
  mpz_pow_ui(scr1, a, 3); 
  mpz_pow_ui(scr2, b, 2); 
  mpz_mul_ui(scr1, scr1, 4); /* = 4a^3 */ 
  mpz_mul_ui(scr2, scr2, 27); /* = 27b^2 */ 
  mpz_add(diskriminant, scr1, scr2); 
  mpz_gcd(gcd, diskriminant, heltal); 
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// (diskriminant, heltal) ==  heltal 
 
  if (mpz_cmp(gcd, heltal) == 0)   
{ 
  
// det gik ikke! Vi prøver med en ny kurve  
  } 
  else  
  { 
   if (mpz_cmp_ui(gcd, 1) > 0)  
   { 
   prime_count ++; 
   printf("Fandt en faktor via af punktet("); 
   mpz_out_str(stdout, 10, x); 
   printf(", "); 
   mpz_out_str(stdout, 10, y); 
   printf(")\n"); 
   printf("og kurve parametre \n"); 
   printf("a = "); 
   mpz_out_str(stdout, 10, a); 
   printf("\nb = "); 
   mpz_out_str(stdout, 10, b); 
   printf("\nfaktor: "); 
   mpz_out_str(stdout, 10, gcd); 
   printf("\n---\n"); 
   mpz_div(heltal, heltal, gcd); 
   if (mpz_cmp_ui(heltal, 1) == 0) 
   { 
    exit(prime_count); 
   } 
  
   if (mpz_probab_prime_p(heltal, 25) == 1) 
   { 
   prime_count ++; 
   printf("factor: "); 
   mpz_out_str(stdout, 10, heltal); 
   printf("\n---\n"); 
   _time64(&sluttid); 
 printf("\r\nDet tog ialt %u sekunder!\r\n", (sluttid-starttid)); 
   exit(prime_count); 
    } 
   } 
   else // gcd er 1  
   { 
   mpz_set(x1, x); 
   mpz_set(y1, y); 
   for (i = 0; i < B1; i ++) 
   { 
// i er primtallet fra sieve 
   if (primes[i] != 0)  
   { 
   exponent = mpz_sizeinbase(heltal, 3); 
   exponent /= log((double) i); 
      
   
 
   for (j = 1; j < exponent; j ++) 
   { 
// Vi har at x2 = ((3x^2 + a) / 2y )^2 - 2x  
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// og at y2 = ((3x^2 + a) / 2y )(x - x2) - y  
 
     
 mpz_mul(scr1, x1, x1);  
     
 mpz_mul_ui(scr1, scr1, 3);  
      
  mpz_add(scr1, scr1, a);  
      
  mpz_mul_ui(scr2, y1, 2);  
      
  mpz_div(x2, scr1, scr2); 
      
  mpz_set(y2, x2); 
      
  mpz_mul(x2, x2, x2); 
      
  mpz_mul_ui(scr1, x1, 2);  
      
  mpz_sub(x2, x2, scr1); 
 
      
  mpz_sub(scr1, x1, x2); 
      
  mpz_mul(y2, y2, scr1); 
      
  mpz_sub(y2, y2, y1); 
      
  
      
  mpz_sub(scr1, x1, x2); 
      
  mpz_gcd(gcd, scr1, heltal); 
   if ((mpz_cmp(gcd, heltal) != 0) && 
       
   (mpz_cmp_ui(gcd, 1) != 0))  
   { 
       
       
   prime_count ++; 
       
   printf("Fandt en faktor via af punktet ("); 
       
   mpz_out_str(stdout, 10, x); 
       
   printf(", "); 
       
   mpz_out_str(stdout, 10, y); 
       
   printf(")\n"); 
       
   printf("og kurve parametre\n"); 
       
   printf("a = "); 
       
   mpz_out_str(stdout, 10, a); 
       
   printf("\nb = "); 
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   mpz_out_str(stdout, 10, b); 
       
   printf("\nfactor: "); 
       
   mpz_out_str(stdout, 10, gcd); 
       
   printf("\n---\n"); 
       
   mpz_div(heltal, heltal, gcd); 
 
       
   if (mpz_cmp_ui(heltal, 1) == 0) 
       
   { 
       
   exit(prime_count); 
       
   } 
  
       
   if (mpz_probab_prime_p(heltal, 25) == 1) 
       
   { 
       
   prime_count ++; 
       
   printf("faktor: "); 
       
   mpz_out_str(stdout, 10, heltal); 
       
   printf("\n---\n"); 
       
   _time64(&sluttid); 
       
 printf("\r\nDet tog ialt %u sekunder!\r\n", (sluttid-starttid)); 
       
   exit(prime_count); 
       
   } 
   } 
   mpz_set(x1, x2); 
       
   mpz_set(y1, y2); 
   } 
  }  
} 
} 
} 
} 
 
return 0; 
} 
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Tabel over kørselstid for programmet ECM. 
Antal bits i RSA nøglen Tid i sekunder 
32 bits 0,000  
37 bits 0,000 
42 bits 0,000 
51 bits 0,000 
61 bits 0,000 
64 bits 0,000 
74 bits 0,460 
78 bits 1,120 
83 bits 2,109 
88 bits 2,753 
94 bits 3,131 
100 bits 4,520 
107 bits 5,860 
120 bits 6,560 
128 bits 7,110 
134 bits 9,010 
140 bits 9,750 
146 bits 9,680 
150 bits 7,562 
152 bits 7,593 
164 bits 13,125 
167 bits 30,119 
174 bits 40,250 
180 bits 79,593 
186 bits 122,750 
190 bits 144,098 
195 bits 163,507 
200 bits 1525,937 
209 bits 2740,468 
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