We formulate a notion of an isomorphism of GKM-graphs. We then show that two GKM-graphs have isomorphic graph equivariant cohomology algebras if and only if these GKM-graphs are isomorphic.
Introduction
The aim of the present paper is to establish a rigidity theorem for abstract GKM-graphs with respect to graph equivariant cohomology algebras.
In 1998, Goresky-Kottwitz-MacPherson [3] found a remarkable combinatorial description of the equivariant cohomology of a complex projective variety with an algebraic torus action under some mild assumptions. After this work, Gulliemin-Zara [4] built up a topological framework which generalizes the work of Goresky-Kottwitz-MacPherson to a wide class of closed manifolds with compact torus actions. Nowadays, a closed manifold appearing in this class is called a GKM-manifold.
Let us recall their result more precisely. Let T be a compact torus of rank r. According to A. Borel, one can attach the T -equivariant cohomology H * T (X) to a T -space X. The equivariant cohomology H * T (X) has a "torus action", that is, H * T (X) is not only a graded ring but also a graded algebra over H * T (pt) = H * (BT ) (recall that H * (BT ) is canonically identified with the polynomial ring Z[x 1 , . . . , x r ] with deg x i = 2). The structure morphism is given by the ring homomorphism H * T (pt) → H * T (X) induced by the canonical map X → pt. We denote by X T the set of T -fixed points of X. Then, the localization theorem of Borel asserts that under some mild conditions on X, the graded algebra homomorphism i * : H * T (X) → H * T (X T ) induced by the inclusion i : X T → X is injective (note that if X T is finite, H and each tangential real T -representation has no parallel weights. A GKMmanifold X determines an edge-weighted finite n-valent graph G X by encoding the structure of 1-skeleton of X and the weights of tangential real representations. Using these data we can define the graph equivariant cohomology H T (G X ) as a graded Z[x 1 , . . . , x r ]-algebra. This allows us to study torus equivariant cohomology in a combinatorial fashion.
The work of Guillemin-Zara [4] has yet another important aspect, that is, they established an axiomatic formulation of the framework above by introducing the notion of an abstract GKM-graph G and its graph equivariant cohomology H * T (G) which is a graded algebra over Z[x 1 , . . . , x r ]. The abstraction makes them possible to obtain combinatorial generalizations of several known results on torus equivariant cohomology (for example, see [5] , [6] ).
In the present paper we consider the rigidity of abstract GKM-graphs with respect to graph equivariant cohomology algebras.
Our study is motivated by a rigidity theorem in toric topology. The class of toric manifolds is one of the main subjects in toric topology and gives typical examples of GKM-manifolds. In [8] Masuda proved the following rigidity theorem: equivariant isomorphic types of toric manifolds as varieties are completely distinguished by torus equivariant cohomology algebras. This work opened the door to the classification problem in toric topology, which is nowadays called cohomological rigidity problem.
Our main result in this paper generalizes the rigidity theorem for toric manifolds to the case of general abstract GKM-graphs (note that for a toric manifold X, the GKM-graph G X (associated with the complex structure of X) and the fan Σ X are essentially the same object).
We state our main theorem precisely. Let G and G be two abstract GKMgraphs of type (r, n) and (r, n ) respectively (see Definition 2.3). We denote by H * T (G) and H * T (G ) the corresponding graph equivariant cohomology of G and G respectively (see Definition 2.5). In Definition 2.6 we will introduce a notion of an isomorphism ϕ : G → G.
Under these notation and terminology, our main theorem in this paper can be stated as follows: Theorem 1.1. (Graph equivariant cohomological rigidity for GKM-graphs) H * T (G) and H * T (G ) are isomorphic as graded Z[x 1 , . . . , x r ]-algebras if and only if G and G are isomorphic as GKM-graphs.
We shall make some comments on the essence of our proof of Theorem 1.1. The proof of the rigidity of toric manifolds in [8] strongly depends on the following two facts: (i) the torus equivariant cohomology ring of a toric manifold is isomorphic to the Stanley-Reisner ring of the abstract simplicial complex associated with the toric manifold, (ii) moreover, it is generated by the equivariant Thom classes corresponding to invariant divisors.
Unfortunately, such "Stanley-Reisner type expression" is still not known for graph equivariant cohomology. Moreover, in general there is no notion corresponding to the equivariant Thom class of an invariant divisor of a toric manifold.
To overcome the lack of these properties, we consider the equivariant Thom classes corresponding to fixed points and introduce a notion of a 1-ideal I pq associated with two distinct vertices p, q of G. The set of 1-ideals gives an algebraic analogue of the 1-skeleton of a GKM-manifold and well-behaves under any isomorphism H *
2). The proof of Theorem 1.1 is reduced to the classification of isomorphic types of 1-ideals.
Contents of this paper. Section 2 is devoted to recalling the definition of GKM-graphs and graph equivariant cohomology. The notion of an isomorphism of GKM-graphs is also introduced in there. In Section 3 we investigate the set of equivariant Thom classes for fixed points. In particular, we prove that every isomorphism of graph equivariant cohomology algebras induces a unique bijection between the sets of vertices of two GKM-graphs. The notion of a 1-ideal mentioned above is introduced in Section 4. In there we also explain our strategy for proving Theorem 1.1. In the next two sections, we investigate the Z[x 1 , . . . , x r ]-module structure of a 1-ideal and classify isomorphic types of 1-ideals. Finally, in Section 7 we prove Theorem 1.1.
Notation. Throughout this paper, we fix positive integers r, n, n satisfying r ≤ n, n . We denoted by |S| the number of elements in a finite set S. we regard the polynomial ring Z[x 1 , . . . , x r ] as a graded ring with deg x i = 2. The module Z[x 1 , . . . , x r ] 2 is defined to be the degree 2 component of the polynomial ring. In other words Z[x 1 , . . . , x r ] 2 = {a 1 x 1 + · · · + a r x r |a 1 , . . . , a r ∈ Z}. For two polynomials P, Q ∈ Z[x 1 , . . . , x r ], we write P |Q if Q = RP for some R ∈ Z[x 1 , . . . , x r ].
Graph equivariant cohomology
In this section we recall the notion of an abstract GKM-graph and its graph equivariant cohomology. The original paper is [4] . We also introduce a notion of an isomorphism of GKM-graphs.
Let G be a finite n-valent undirected graph (multi-edges are allowed, but loops are not) with vertex set V. We denote by E the set of directed edges of G (note that E is not the set of edges of G. Thus the cardinality of E is twice that of the edge set). For each e ∈ E, we denote by e the directed edge obtained by reversing the direction of e. Let i(e) and t(e) be the initial and terminal point of a directed edge e, respectively. We also use the following notation:
E pq := {e ∈ E|i(e) = p, t(e) = q}. (i) α(e) = ε e α(e) for some ε e ∈ {±1}.
(ii) (GKM-condition) α(e) and α(e ) are linearly independent over Z if e = e and i(e) = i(e ).
(iii) (Primitivity) For any e ∈ E, the greatest common divisor of the coefficients of α(e) is 1.
Definition 2.2. Let α be an axial function on G. A parallel transport of (G, α) is a family P = {P e } e∈E of bijections P e : E i(e) → E t(e) satisfying the following conditions:
e .
(ii) P e (e) = e.
(iii) α(P e (e )) − α(e ) ∈ Zα(e).
Definition 2.
3. An abstract GKM-graph (or GKM-graph) of type (r, n) is a pair (G, α) having at least one parallel transport.
The above notation and terminology are somewhat different from the usual one. We shall explain the difference in the following remark:
The condition (i) in Definition 2.1 is weaker than the usual one. Usually the condition α(e) = −α(e) is required. Our definition is motivated by the notion of a torus graph introduced in [7] , and is natural from topological point of view.
(ii) The condition (iii) in Definition 2.1 is not required in usual. In fact this condition is concerned with the coefficient ring of graph equivariant cohomology.
Let X be a GKM-manifold. If we wish the theorem of Goresky-KottwitzMacPherson and of Guillemin-Zara for X hold in the case of integral coefficient, we have to assume some additional conditions on X. One of these conditions is the connectedness of the stabilizer group T x for any x ∈ X (See [1] , Theorem 1.1. See also [2] ). The primitivity condition reflects the connectedness of the stabilizer groups in purely algebraic fashion. Note that most of GKM-graphs arising from GKM-manifolds satisfy this condition since {α(e)|e ∈ E p } spans Z[x 1 , . . . , x r ] 2 in the case of such a GKM-graph. This is a consequence of the effectivity of compact torus action.
(iii) The family P is usually called a connection on (G, α). As well-explained in [4] , this terminology owes its origin to "fiber bundle" picture for GKMgraphs (see [4] , Section 1.7). However, it seems better to call it a parallel transport since each bijection P e corresponds to an identification of fibers.
It is straightforward to check that H *
We now introduce the notion of an isomorphism of GKM-graphs. We set
Let (G , α ) be a GKM-graph of type (r, n ). (
Two GKM-graphs G, G are said to be isomorphic if there exists an isomorphism G → G of GKM-graphs.
Remark 2.7. (i) If two GKM-graphs are isomorphic, then the corresponding graph equivariant cohomology algebras are clearly isomorphic.
(ii) Thanks to the primitivity condition, the condition (ii) in Definition 2.6 is paraphrased as follows:
If two vertices p , q of G are adjacent, there exists a bijection
= ε e α(e) for some ε e ∈ {±1}.
Note that the assignment is functorial in the sense that id *
Our main Theorem in this paper is the following: H * T (G) and H * T (G ) are isomorphic as graded Z[x 1 , . . . , x r ]-algebras if and only if G and G are isomorphic as GKM-graphs.
The proof of main theorem will be given in Section 7.
Equivariant Thom classes for fixed points
Following Guillemin-Zara [4] , we introduce the notion of the equivariant Thom class corresponding to a vertex of G.
The map τ p is called the equivariant Thom class associated with p.
Note that equivariant Thom classes are clearly in H 2n
T (G). Definition 3.2. Let A be a commutative ring and B be an A-algebra. Then an element b 0 ∈ B is said to be maximal, if the sub A-module Ab 0 generated by b 0 is maximal in the set {Ab|b ∈ B} with respect to inclusion.
The following lemma is clear: 
Then we have N ≤ |V|. The equality holds if and only if f i = ε i τ pi for some ε i ∈ {±1} and p i ∈ V.
Proof. The condition (ii) implies that any component of f i is 0 or P i . In addition every f i has at least one non-zero component by the condition (i). Moreover, by the condition (iii), there does not exist a vertex p such that f i (p) = 0 and f j (p) = 0 for some distinct i, j. Thus the pigeon hole principle implies the desired inequality. The rest follows from the maximality of equivariant Thom classes (Lemma 3.3) and the condition (i). The following theorem plays a crucial role in the rest of this paper:
Proof. By Corollary 3.5 the set {ϕ(τ p )} p∈V attains the equality of the inequality in Proposition 3.4.
Proof. Since ϕ preserves the degree, Theorem 3.6 implies that the equivariant Thom classes τ p and τ ϕ V (p) have the same degree. Thus we have
as desired.
0-and 1-ideals
In this section we introduce notion of 0-and 1-ideals in H * T (G). We also explain our strategy for proving our main theorem. Definition 4.1. Let p, q be distinct vertices of G. We set
We call I p the 0-ideal associated with p and I pq 1-ideal associated with p, q. Now we shall explain why we focus on 0-and 1-ideals. As we proved in Theorem 3.6, any graded
Note that this is a paraphrase of the equality ϕ(I ϕ V (p ) ) = I p . In Section 7, we will observe that 1-ideals also well-behave under the isomorphism ϕ, that is, we will show that ϕ(I ϕ V (p )ϕ V (q ) ) = I p q for all p , q ∈ V . As we will see in Section 7, two conditions in Definition 2.6 follow from this equality. This is a summary of our proof of Theorem 2.8. We finish this section by investigating the structure of 0-and 1-ideals. First, the structure of the 0-ideal I p is so simple: Lemma 4.3. The 0-ideal I p is generated by the equivariant Thom class τ p .
Second, the structure of the 1-ideal I pq is also simple if the vertices p, q are not adjacent: Lemma 4.4. If p and q are not adjacent, the 1-ideal I pq is generated by the equivariant Thom classes τ p , τ q . In particular, I pq does not contain non-zero homogeneous element whose degree is less than or equal to 2(n − 1).
However, if p and q are adjacent, the situation changes drastically. In this case, we need the notion of a parallel transport on a GKM-graph, which did not appear in any proof so far. This is the theme of the next section.
Structure of 1-ideals
In this section we reveal the structure of the 1-ideal I pq as a Z[x 1 , . . . , x r ]-module.
Throughout this section, we fix adjacent vertices p, q of G. We then introduce the following polynomials:
("M " stands for "Middle of p and q").
(ii) By Definition 2.1 (i) we have M q = εM p for some ε ∈ {±1}.
For any e ∈ E pq we set C(e) := |{e ∈ E pq |e = e, α(e ) = −α(e )}| ("C" stands for "Change of sign").
The following is a key lemma in this section. For its proof, the existence of a parallel transport on G is essential:
C(e) Q is divisible by α(e) for any e ∈ E p .
Proof. Let P be a parallel transport over G. By the condition (iii) in Definition 2.2, there exist integers {d e,e } e ∈Ep satisfying α(P e (e )) − α(e ) = d e,e α(e) for any e ∈ E p . Using this relation we have: = Q · (−1)
e ∈Epq,e =e α(e ) + (terms divisible by α(e)).
is divisible by α(e). Since α(e ) (e ∈ E pq , e = e) and α(e) are coprime by the GKM-condition, the proof is now complete.
Following Lemma 5.2 we set E := {e ∈ E pq |c(e) is even}, O := {e ∈ E pq |c(e) is odd}.
Notice that E pq is the disjoint union of E and O. Lemma 5.2 immediately implies the following:
Corollary 5.3. The polynomials P − Q and P + Q are divisible by e∈E α(e) and e∈O α(e) respectively.
Corollary 5.4. We have
Proof. In each case the inclusion ⊂ is obvious by Lemma 5.2. Thus, it is enough to show that the intersection of the right hand sides is empty (note that E pq = E O as noticed above). Assume that e ∈ E pq is contained in the intersection. Then both of P −Q and P +Q are divisible by α(e), thus 2P = (P +Q)+(P −Q) is so. This contradicts the GKM-condition.
Following Corollary 5.4, we set
Remark 5.5.
Notice that the 1-ideal I pq is canonically identified with
In the rest of this section, we keep this identification to simplify notation.
Lemma 5.6. There exists a bijection between the following sets:
Proof. We define two maps f : S → S and g : S → S by the following formula:
It is easy to see that f and g are inverse to each other. Thus we have only to check the well-definedness of these two maps. We first prove the well-definedness of the map f . Let (A, B) ∈ S. Corollary 5.4 and Remark 5.5 imply that both of P A − QB and P − Q are divisible by P E . Thus the equality P A − QB = P (A − B) + (P − Q)B shows that P (A − B) is also divisible by P E . Since P and P E are coprime by the GKMcondition, A − B should be divisible by P E . The same argument using the equality P A − QB = P (A + B) − (P + Q)B shows that A + B is divisible by P O . Thus both of the components of f (A, B) are certainly polynomials. Since
, the well-definedness of f is proved.
We next prove the well-definedness of the map g. Let (A , B ) ∈ S . By the definition of S and the equality −P E A + P O B = (P E A + P O B ) − 2P E A , both of the components of g(A , B ) are certainly polynomials. We set (A, B) := g(A , B ) for simplicity. Note that A − B = P E A , A + B = P O B . Since P A − QB = P (B + P E A ) − QB = (P − Q)B + P P E A and since P − Q is divisible by P E , one finds that P A − QB is divisible by P E . The same argument shows that P A − QB is also divisible by P O . Remark 5.5 and the GKM-condition completes the proof of the well-definedness of g.
By Lemma 5.6, to understand the structure of I, it is enough to understand the set S of Lemma 5.6. Note that if (A , B ) is in the set S , then P E A +P O B is in P E , P O ∩ 2 where R is the ideal of Z[x 1 , . . . , x r ] generated by a subset R of Z[x 1 , . . . , x r ]. Since Z[x 1 , . . . , x r ] is a Noetherian ring, the ideal P E , P O ∩ 2 is finitely generated. To obtain a finite generator of P E , P O ∩ 2 explicitly, we introduce two polynomials H E and H O as follows: we consider the natural ring homomorphism
induced by mod 2 reduction of coefficients. We denote by C the image of C ∈ Z[x 1 , . . . , x r ] under this homomorphism. By the condition (iii) in Definition 2.1, we have P E = 0 and P O = 0. Thus we can consider the greatest common divisor gcd(P E , P O ). We choose two polynomials
Although the pair (H E , H O ) is not unique, the following lemma holds for any choice of (H E , H O ):
Proof. First, we have
Therefore, the inclusion ⊃ holds. Conversely, for each P E A + P O B ∈ P E , P O , we have the following equivalences:
Therefore, each P E A + P O B ∈ P E , P O ∩ 2 can written as
for some G, F, F ∈ Z[x 1 , . . . , x r ]. This completes the proof.
The following is the main result in this section, which provides an explicit finite generator of the 1-ideal I as a Z[x 1 , . . . , x r ]-module: Theorem 5.8. As a Z[x 1 , . . . , x r ]-module, the 1-ideal I is generated by the following four homogeneous elements:
Proof. It is straightforward to check that above four elements are certainly in the 1-ideal I.
is in the set S of Lemma 5.6. We set (A , B ) := f (A, B) for simplicity. By combining Lemma 5.6 and Lemma 5.7, we have
or equivalently,
Since P E and P O are coprime, one can take a polynomial H ∈ Z[x 1 , . . . , x r ] so that
Then we have
Therefore, by Lemma 5.6 we have
In conclusion we have
The proof is now complete.
Following Theorem 5.8 we set
Remark 5.9. (i) The generator {X, Y, Z, W } is redundant in general. In addition, the generator is not a free base even in the case that it is irredundant. This is because two equalities
(ii) Y and Z are linearly independent over Z[x 1 , . . . , x r ].
(iii) We have
6 Classification of 1-ideals
In this section we consider isomorphisms of 1-ideals. Let G and G be GKMgraphs of type (r, n). We also fix p, q ∈ V and p , q ∈ V . We assume that both of vertex pairs (p, q) and (p , q ) are adjacent pairs. We make the identification I pq = I and I p q = I as in Section 5. We also assume that there exists an isomorphism ϕ : I → I .
Remark 6.1. Note that the 1-ideal I does not have multiplicative unit. Thus I is a non-unital (but associative and commutative) graded ring. When we speak of an isomorphism of 1-ideals, we understand that it is a bijection preserving the degree, the addition, the multiplication, and the Z[x 1 , . . . , x r ]-action.
Remark 6.2. In Section 5 we have used symbols p, q, P, Q, M p , M q , P E , P O , I, X, Y, Z, W, and so on. The corresponding symbols for G is written by putting primes:
Our main purpose in this section is to show that M p = ±M p . We first explain our strategy for proving the equality.
In Theorem 5.8 a Z[x 1 , . . . , x r ]-module generator of I is obtained. It is not difficult to write down the structure constants with respect to multiplication of I. However, there are ten relations in total (X 2 , Y 2 , Z 2 , W 2 , XY, . . .) and it is somewhat complicated to deal with all of these relations. In fact, thanks to the following easy lemma, one may ignore the most of these relations: Corollary 6.3. The set 2I := {2f |f ∈ I} is contained in the direct sum
Proof. This immediately follows from Theorem 5.8 and the equalities in Remark 5.9 (i).
Remark 6.4. In Corollary 6.3, the elements Y, Z are not in 2I.
Notice that a homomorphism I → I induces a homomorphism 2I → 2I . In addition, the former is an isomorphism if and only if the later is. By combining this fact and Corollary 6.3, it turns out that one may ignore all relations containing at least one of X, W .
In conclusion, the following lemma completes all relations we need:
Lemma 6.5. We have the following three relations:
Proof. Easily verified by the definition of Y and Z.
We next show that I and I have "the same size" (see Corollary 6.8 below for precise statement).
We begin by the following general lemma:
Lemma 6.6. Let R be a non-zero graded ring such that the map R → R, r → 2r is injective. Let M be a graded R-module such that the map M → M, m → rm is injective for any r ∈ R \ {0}. Assume that two homogeneous elements u, v of M are linearly independent over R, and 2M := {2m|m ∈ M } is contained in the direct sum Ru ⊕ Rv. Then the set {deg u, deg v} is independent of choice of u, v. We next show that deg u = deg u . By symmetry, it is enough to show that deg u ≥ deg u .
Assume that a = c = 0. Then we have
Since u and v are linearly independent over R, we have 2b = 2d = 0. The assumption on R implies b = d = 0. This is a contradiction. Thus at least one of a, c is non-zero element of R.
If a = 0, the desired inequality is trivial. If a = 0, we have c = 0. Thus we
Corollary 6.7. We have
Proof. This follows from Corollary 6.3 and Lemma 6.6
Corollary 6.8. We have
Proof. We have
= 2n + deg P (by the same calculation).
Thus the equality deg P = deg P follows. Since
the second equality holds. Finally, the last equality follows from deg P = deg P and Corollary 6.7.
By Corollary 6.3, one can set
Lemma 6.9. The polynomial AD − BC is a non-zero integer.
Proof. By Corollary 6.3, one can set By taking the determinant of both hand sides, we obtain the lemma.
Now we calculate ϕ(8Y 2 ) in the following two ways: First, by Lemma 6.5 (1) we have
On the other hand, we also have
Recall that Y and Z are linearly independent over Z[x 1 , . . . , x r ]. Thus, by comparing the coefficients we have two equalities on polynomials appearing above. Similarly Lemma 6.5 (2),(3) yield yet another four relations. Thus we obtain six relations in total. The results are the following:
Lemma 6.10.
(1) 2AP E and 2BP O are both divisible by P E .
(2) 2CP E and 2DP O are both divisible by P O .
Proof. Note that by Corollary 5.4 and Remark 5.5 both of the left hand sides of (R1) and (R2) are divisible by P 2 E . Thus (RHS of (R1)) + (RHS of (R2)) = P O (2A
is also divisible by P 2 E . We claim that AP E + BP O is divisible by P E . In the case that P E = 1, the claim is trivial. The claim is also true in the case that P E = 1 because P E and P O are coprime and P is of square free. Since
the same argument shows that AP E − BP O is also divisible by P E . Now the equalities
complete the proof of (1). The same argument using (R3),(R4) proves (2).
We finally prove the equality M p = ±M p .
Theorem 6.11. M p = ε p M p for some ε p ∈ {±1}.
Proof. By Corollary 6.8 we can divide the proof of Theorem 6.11 into the following two cases:
Case 1 |E| = |E | and |O| = |O | Case 2 |E| = |O | and |O| = |E |.
We first consider Case 1. In this case we have deg
Thus both of A and D are integers by degree reason. By combining this fact and Lemma 6.9, one finds that BC is also an integer. Therefore we can divide Case 1 into the following two cases:
Case 1-2 Both of B and C are non-zero integers.
We first deal a part of Case 1-1, that is, the case that B = 0. In this case we have 2ϕ(Y ) = AY . Since the components of Y are not divisible by 2, the integer A must be divisible by 2. Then the equality Y = (A/2)ϕ −1 (Y ) implies A = 2 or −2 since the components of Y are not divisible by 2. We set A = 2ε with ε ∈ {±1}. Then we have ϕ(Y ) = εY . Since A is a non-zero integer, Lemma 6.10 (1) implies that P E is divisible by P E . By this divisibility, the equality |E| = |E |, and the primitivity of P E and P E , we have P E = ηP E for some η ∈ {±1}.
We next prove P O = ±P O . By evaluating A = 2ε, B = 0 and P E = ηP E at the relations (R1)'(R6), we have
If P + Q = 0, (R2)' implies that P + Q = 0. Thus, by (R6)' we have P −Q = εη(P −Q ) (notice that D = 0 since AD = AD−BC = 0). These three equalities deduce that P = εηP , Q = εηQ . By evaluating these equalities at (R4)' , we have 2(P −Q )M p CD = 0. Therefore C = 0 since P −Q = 0, D = 0 as noticed above. Then (R3)' becomes 4εηP
. By evaluating this at (R6)', we have
From this equality and (R1)' we immediately have C = 0. Then, (R4)' becomes (P +Q) 2 = (P +Q ) 2 and thus P +Q = σ(P +Q ) for some σ ∈ {±1}. Therefore, by (R2)' we have
The proof in the case that B = 0 is now complete. In the case that C = 0, we have ϕ(2Z) = DZ and deg Z = deg Z . The same argument using (R1)'(R6) shows that B = 0. Thus the proof is reduced to the previous case. The proof in Case 1-1 is now complete.
We next consider Case 1-2. We first show that AD = 0 by contradiction. Assume that AD = 0. Then all of A, B, C, D are non-zero integers. In particular, Lemma 6.10 shows that both of P E and P O are divisible by P E P O . This contradicts the GKM-condition because at least one of P E and P O is of degree ≥ 2. Thus we have AD = 0 as desired.
If A = 0, we have ϕ(2Y ) = BZ , deg Y = deg Z . An argument similar to Case 1-1 shows that B = 2ε for some ε ∈ {±1}. By Lemma 6.10 (1) P O is divisible by P E . On the other hand we have |E| = |O | because deg P + |E| = deg Y = deg Z = deg Q + |O | = deg P + |O |.
Thus we have P O = ηP E for some η ∈ {±1}. Now, relations (R1)'(R6) shows that C = ±2, P E = ±P O .
If D = 0, we have ϕ(2Z) = CY , deg Z = deg Y . By an argument similar to the case that A = 0, we have |O| = |E |. Thus we obtain P E = ηP O for some η ∈ {±1}. Now relations (R1)'(R6) shows that A = 0. Thus the proof is reduced to the previous case.
The proof in Case 1 is now complete. The proof in Case 1 also works in Case 2. This completes the proof of Theorem 6.10.
Proof of main theorem
In this last section we prove our main theorem in this paper. Let G and G be GKM-graphs of type (r, n) and (r, n ) respectively. We fix a graded Z[x 1 , . . . , x r ]-algebra isomorphism ϕ : H * T (G) → H * T (G ). Note that we have n = n by Corollary 3.7.
By Theorem 3.6, there exists a unique bijection ϕ V : V → V satisfying ϕ(τ ϕ V (p ) ) = ε p τ p for some ε p ∈ {±1}.
Lemma 7.1. ϕ V (p ) and ϕ V (q ) are adjacent if and only if p and q are so.
Proof. We set p := ϕ V (p ), q := ϕ V (q ) for simplicity. By symmetry, it is enough to show that if p and q are adjacent, then p and q are so. We use the notation of Section 5. By the definition of Y and Z, we have
for some ε ∈ {±1}. Thus we have
These equalities and Theorem 3.6 imply that P O ϕ(Y ) = ε p τ p + εε q τ q , P E ϕ(Z) = ε p τ p − εε q τ q .
In particular both of ϕ(Y ) and ϕ(Z) are in I p q . Since at least one of deg Y and deg Z is less than 2n, Lemma 4.4 shows that p and q are adjacent.
Corollary 7.2. We have ϕ(I ϕ V (p )ϕ V (q ) ) = I p q for all p , q ∈ V .
Proof. We use the notation of Lemma 7.1. If p and q are not adjacent, the equality is trivial by Lemma 4.4 and Lemma 7.1. Therefore, we may assume that p and q are adjacent. In this case, we already proved in the proof of Lemma 7.1 that both of ϕ(Y ) and ϕ(Z) are in I p q . Then, Remark 5.9 (i) and Theorem 5.8 imply that ϕ(I pq ) ⊂ I p q . By symmetry we also have ϕ −1 (I p q ) ⊂ I pq . The proof is now complete.
We are now in the position to prove Theorem 2.8:
Proof of Theorem 2.8. The "if" part is clear. To show the "only if" part, take an isomorphism ϕ : H * T (G) → H * T (G ) of graded Z[x 1 , . . . , x r ]-algebras. By Theorem 3.6, there exists a bijection ϕ V : V → V so that ϕ(τ ϕ V (p ) ) = ε p τ p for some ε p ∈ {±1}.
We claim that the bijection ϕ V satisfies the conditions (i) and (ii) in Definition 2.6. The former follows from Lemma 7.1. We show that ϕ V satisfies condition (ii) in Definition 2.6. Assume that p and q are adjacent. By Corollary 7.2 we have an isomorphism ϕ| I ϕ V (p )ϕ V (q ) : I ϕ V (p )ϕ V (q ) → I p q . Therefore, Theorem 6.11 shows that M p = σ p M ϕ V (p ) for some σ p ∈ {±1}. The equality is clearly equivalent to the one in the condition (ii) in Definition 2.6.
The proof of Theorem 2.8 is now complete.
