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Abstract
We consider a basic problem at the interface of two fundamental fields: submodular optimization and
online learning. In the online unconstrained submodular maximization (online USM) problem, there is
a universe [n] = {1, 2, . . . , n} and a sequence of T nonnegative (not necessarily monotone) submodular
functions arrive over time. The goal is to design a computationally efficient online algorithm, which
chooses a subset of [n] at each time step as a function only of the past, such that the accumulated value
of the chosen subsets is as close as possible to the maximum total value of a fixed subset in hindsight.
Our main result is a polynomial-time no- 1
2
-regret algorithm for this problem, meaning that for every
sequence of nonnegative submodular functions, the algorithm’s expected total value is at least 1
2
times
that of the best subset in hindsight, up to an error term sublinear in T . The factor of 1
2
cannot be improved
upon by any polynomial-time online algorithm when the submodular functions are presented as value
oracles. Previous work on the offline problem implies that picking a subset uniformly at random in each
time step achieves zero 1
4
-regret.
A byproduct of our techniques is an explicit subroutine for the two-experts problem that has an
unusually strong regret guarantee: the total value of its choices is comparable to twice the total value of
either expert on rounds it did not pick that expert. This subroutine may be of independent interest.
1 Introduction
The problem we study, online unconstrained submodular maximization (online USM), lies in the intersection
of two fundamental fields: submodular optimization and online learning.
Submodular optimization. A nonnegative real-valued set function f : 2[n] → R+ defined on the ground
set [n] = {1, 2, . . . , n} is submodular if it exhibits diminishing returns, in the sense that
f(S ∪ {i}) − f(S) ≤ f(T ∪ {i}) − f(T )
whenever T ⊆ S and i /∈ S.1 Submodular functions can be used to model a wide array of important
problems, and for this reason have been extensively studied for decades in theoretical computer science
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1Note that f is not assumed to be monotone.
(e.g. Dughmi (2011)), combinatorial optimization (e.g. Vondrak (2007)), economics (e.g. Milgrom (2004)),
and machine learning (e.g. Bach (2013)). Perhaps the most basic problems in submodular optimization are
to minimize or maximize a submodular function (without constraints). While the former problem admits
(highly non-trivial) polynomial-time algorithms (Gro¨tschel et al., 1988; Iwata et al., 2001; Schrijver, 2000),
unconstrained maximization is hard to approximate better than a factor of 12 in polynomial time (Feige et al.,
2011; Dobzinski and Vondra´k, 2012). Indeed, many fundamental NP -hard problems are special cases of
unconstrained submodular maximization (USM), including undirected and directed versions of graph and
hypergraph cut problems (e.g. Goemans and Williamson (1995); Halperin and Zwick (2001)), maximum
facility location problems (e.g. Ageev and Sviridenko (1999)), and certain restricted satisfiability problems
(e.g. Guruswami and Khot (2005)). Also, approximation algorithms for the USM problem have been used as
subroutines in many other algorithms, including those for social network marketing (Hartline et al., 2008),
market expansion (Dughmi et al., 2012), and the computation of the least core value in a cooperative game
(Schulz and Uhan, 2013).
Online learning. The goal in online learning is to make good decisions over time with knowledge only
of the past. In the standard “experts” setup, there is a known set A of actions and a time horizon T . At
each time step t = 1, 2, . . . , T , the online algorithm has to first choose a action at ∈ A, and an adver-
sary subsequently chooses a reward vector rt : A → [0, 1]. Given a history of actions a1, . . . , aT and
reward vectors r1, . . . , rT , the regret of the algorithm is the difference between the maximum total reward
maxa∈A
∑T
t=1 r
t(a) of a fixed action in hindsight and the total reward
∑T
t=1 r
t(at) earned by the algorithm.
The goal in online learning is to design algorithms with expected regret o(T ) as T →∞.
Ignoring computational issues, this goal is well understood: there are randomized algorithms (like “Fol-
low the Perturbed Leader” (Kalai and Vempala, 2005) and “Multiplicative Weights” (Cesa-Bianchi et al.,
2007; Freund and Schapire, 1997)) with worst-case expected regret O(
√
T log |A|), and no algorithm can
do better (see e.g. Cesa-Bianchi and Lugosi (2006)). However, the generic algorithms that achieve this re-
gret bound require computation at least linear in |A| at each time step. Thus, when the action space A has
size exponential in the parameters of interest, these algorithms are not computationally efficient.
Online USM. We consider the natural online learning version of the USM problem. There is a uni-
verse [n] = {1, 2, . . . , n}, known in advance. Actions correspond to subsets of the universe, and submodular
functions arrive online.
• At each time step t = 1, 2, . . . , T :
– The algorithm picks a probability distribution pt over subsets of [n].
– An adversary picks a submodular function f t : 2[n] → [0, 1].
– A subset St is chosen according to the distribution pt, and the algorithm reaps a reward of
f t(St).
– The adversary reveals f t to the algorithm.
The goal is to design a computationally efficient online algorithm with worst-case expected regret as
small as possible. Applying the generic no-regret algorithms to this problem requires per-step computation
exponential in n. Indeed, unless RP = NP , there does not exist a polynomial-time no-regret algorithm
for the online USM problem.2 This negative result motivates following in the footsteps of Kakade et al.
(2009) and defining, for α ∈ [0, 1], the α-regret of an algorithm (w.r.t. actions S1, . . . , ST and functions
f1, . . . , fT ) as the difference between α times the cumulative reward of the best fixed action in hindsight
and that earned by the algorithm:
α · max
S⊆[n]
T∑
t=1
f t(S)−
T∑
t=1
f t(St). (1)
A no-α-regret algorithm is one whose worst-case expected α-regret is bounded by O(T c) for some constant
c < 1 (with the big-O suppressing any dependence on n). The worst case is taken over the adversary’s
choice of functions, and the expectation is over the coin flips of the algorithm. A basic question is:
What is the largest constant α such that there exists a computationally efficient no-α-regret algorithm
for online USM?
By “efficient,” we mean that the number of operations performed by the algorithm in each time step is
bounded by some polynomial function of n, the size of the universe.3
Our main result is a tight answer to this question:
α = 12 is achievable, and no larger value of α can be achieved (unless RP = NP ).
Prior to our work, the best result known (which follows from Feige et al. (2011)) was that α = 14 can be
achieved by picking a subset uniformly at random in every time step.
Offline-to-online reductions. Our results also contribute to the burgeoning line of work on “offline-to-
online reductions.” Here, the question is whether or not an efficient α-approximate oracle for the offline
version of a problem (i.e., computing the best strategy in hindsight, given a sequence of implicitly defined
reward vectors) can be translated in “black-box” fashion to an efficient no-α-regret online algorithm.
The existing offline-to-online reductions apply only to linear online optimization problems (Awerbuch and Kleinberg,
2008; Fujita et al., 2013; Kalai and Vempala, 2005; Kakade et al., 2009) or require an exact best-response
oracle (Dudik et al., 2017; Zinkevich, 2003), and thus do not apply to the USM problem. Meanwhile,
Hazan and Koren (2016) prove that there is no fully general black-box reduction: there exists a (somewhat
artificial) problem such that, even with an exact oracle for the offline version of the problem, achieving
sublinear regret requires a super-polynomial amount of computation. Thus for some problems, there is a
fundamental difference between what is possible offline versus online. It remains an open question whether
or not there is a “natural” optimization problem with a provable separation between its offline and online
versions.
Online USM is arguably one of the most natural online problems where the state-of-the-art is silent on
whether or not there are online guarantees matching what is possible offline, and this paper resolves this
question (in the positive).
2Standard arguments show that any polynomial-time (randomized) no-α-regret algorithm for online USM yields a polynomial-
time randomized (α+ ǫ)-approximation algorithm for the offline USM problem for every constant ǫ > 0. The basic idea is to feed
the offline input f into the online algorithm over and over again, and return the best of the subsets output by the online algorithm.
Since Dobzinski and Vondra´k (2012) prove that offline USM is hard to approximate to within a factor better than 1
2
(assuming
NP 6= RP ), the same lower bound carries over to the online version of the problem.
3Unless otherwise noted, we assume that each submodular function f in the input: (i) has description length polynomial in n;
and (ii) given a subset S ⊆ [n], the value f(S) of f can be evaluated in time polynomial in n. All of our results also hold in the
“value oracle” model, with submodular functions given as “black boxes” that support value queries. Here, our online algorithm
uses only polynomially many (in n) value queries and polynomial additional computation. The lower bound continues to apply and
becomes unconditional in the value oracle model (following Feige et al. (2011)).
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1.1 Related Work
Feige et al. (2011) were the first to rigorously study the general USM problem. They showed that a uni-
formly random subset S achieves a 14 -approximation (in expectation). They also provided an algorithm,
based on noisy local search, with an approximation guarantee of 25 . Finally, they proved that in the value or-
acle model, achieving an approximation of 12+ǫ requires an exponential number of queries in the worst case.
The noisy local search technique was improved slightly by Oveis Gharan and Vondra´k (2011) and further
by Feldman et al. (2011). A breakthrough occurred when Buchbinder et al. (2015a) showed that a simple
strategy could be used to achieve a (tight) 12 approximation ratio. Their algorithm was randomized, but was
later derandomized by Buchbinder and Feldman (2016). The initial lower bound in Feige et al. (2011) was
generalized by Dobzinski and Vondra´k (2012), who proved the same bound even for succinctly represented
functions (polynomial description and evaluation time), conditioned on RP 6= NP .
Online submodular minimization is considered by Hazan and Kale (2012). Here, the offline problem
can be solved exactly with a polynomial number of value queries (e.g. Gro¨tschel et al. (1988)), and the
main result in Hazan and Kale (2012) is an efficient no-regret algorithm for the online setting. Some
extensions to online submodular minimization with constraints are given by Jegelka and Blimes (2011).
Streeter and Golovin (2009) considered a fairly general online submodular maximization problem. In par-
ticular, their problem captures the online problem where the algorithm receives a series of monotone sub-
modular functions and wants to maximize them subject to a knapsack constraint.
Finally, Buchbinder et al. (2015b) study a problem that they call “online submodular maximization,” but
where there is only a single function and the elements of the universe arrive over time. This version of the
problem is in the tradition of competitive online algorithms rather than no-regret learning algorithms, and
hence is quite different from the online USM problem that we study.
1.2 Our Techniques
We now provide an overview of the main ideas used in obtaining a no-1/2-regret algorithm for Online
USM. The overall argument is divided into two phases. In the first phase, whose main result is captured
in Theorem 2.1, we propose a general class of algorithms for the Online USM algorithm, based on the
Buchbinder et al. analysis for the offline problem (Buchbinder et al., 2015a). This class is parameterized
by our choice of subroutine, and the main result of this phase states that the performance of our algorithm
with respect to Online USM is precisely characterized by the performance of its subroutine with respect to a
specific task: the USM Balance Subproblem. Stopping here already yields a novel result: using a no-regret
algorithm for the (two) experts problem, such as Multiplicative Weights (see, e.g., Cesa-Bianchi and Lugosi
(2006)), as our subroutine would give us a no-1/3-regret algorithm for Online USM. The previously best
known is returning a uniform random point in every round, which is a no-1/4-regret algorithm.
In the second phase of our argument, we focus our efforts on designing a good subroutine for the USM
Balance Subproblem. The main result is Theorem 3.1 in which we prove that our proposed subroutine
satisfies the condition which results in a no-1/2-regret algorithm for Online USM.4 Using any algorithm
with a no-regret guarantee for the (two) experts problem is provably insufficient; for every such algorithm the
result is an algorithm for Online USM (when using the aforementioned no-regret algorithm as a subroutine)
with linear expected 1/2-regret. In other words, the binary-action task we are attempting to solve really
is distinct from the experts problem. Roughly speaking, the situtation in the USM Balance Subproblem
4It is also possible to apply Blackwell’s Approachability Theorem (Blackwell, 1956) to get a subroutine which satisfies this
condition as well. (Thanks to anonymous reviewer for pointing this out.) We nevertheless provide our own subroutine along with
its proof, as this makes the entire online USM algorithm and its analysis more explicit.
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is as follows. The algorithm wants to make progress, but at the same time the adversary is advancing its
own goals on two different fronts. The problem is named after the need to balance the losses incurred
on these two fronts; an algorithm that focuses on the experts problem only considers the total loss. To
complicate matters further, one of the possible actions may have a negative value, and choosing such an
action incurs two types of loss: it both sets back the algorithm while advancing the adversary’s agenda. One
key technical contribution is a potential-based analysis, which succinctly captures the relationship between
the algorithm’s state and the status of the no-regret guarantee we want to prove; much of the complexity is
hidden in identifying the appropriate potential functions.
Finally, we conclude by generalizing the analysis to work against adaptive adversaries. The main con-
tribution here is a covariance-based argument which guards against the adaptive adversary blowing up the
variance of our algorithm by choosing its future inputs to depend on the results of past coin flips.
1.3 Organization
The first phase of our proof is conducted in Section 2; we provide a framework for Online USM, identify the
subproblem of interest, and give our main reduction. Our proposed subroutine and main result are stated in
Section 3, and the proof is carried out in Appendix A. Finally, in Appendix B, we discuss the generalization
to adaptive adversaries.
2 An Online USM Framework
We begin by presenting our framework for Online USM,which is based on the BFNS offline algorithms (Buchbinder et al.,
2015a).
In order to make the offline problem tractable, these algorithms transform the task of choosing a subset
S ⊆ [n], which has 2n possible choices, into the n tasks of choosing whether element i should be in S or not,
each of which have just two possible choices. To be more specific, we begin with two candidate solutions:
X0 as the empty set and Y0 as the entire universe. We then proceed in n iterations. In iteration i, we want to
make the two candidate solutions agree on element i. Hence we must either add i toXi−1 or remove i from
Yi−1. To decide which, we compute the marginal values of these two options according to our function f .
In particular, let:
αi = f(Xi−1 ∪ {i})− f(Xi−1),
βi = f(Yi−1 \ {i}) − f(Yi−1).
Roughly speaking, we want to favor the larger of these two values. Due to submodularity, αi + βi ≥ 0
always (since Xi−1 ⊆ Yi−1; the two sets agree on all elements up to i − 1 after which Yi−1 has everything
and Xi−1 has nothing). The analysis in Buchbinder et al. (2015a) shows that deterministically picking
based on the larger value gives a 1/3-approximation overall. However, randomly choosing to include i with
probability αi
αi+βi
and to remove i with probability βi
αi+βi
can5 improve this to a 12 -approximation overall.
This suggests an online framework which uses specialized binary-action subroutines to make these
smaller decisions. Algorithm 1 implements this idea, using the after-the-fact marginal values of the most
recent submodular function to provide feedback to its subroutines.
What guarantees do we need on the subroutine in our framework to get a no-regret guarantee for Online
USM? We present the necessary guarantees as another online problem, which we call the USM Balance
Subproblem.
5Only necessary when both αi and βi are both positive. If only one value is positive, we need to always pick that choice.
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Algorithm 1: Online USM Framework.
input : Subroutine A (binary-action), submodular functions {f t : [n]→ [0, 1]}t
output: Subsets {St ⊆ [n]}t
Run n copies of A: A1, . . . , An.
for round t = 1 to T do
Initialize subset Xt0 ← {} and subset Y t0 ← [n].
for i = 1 to n do
Ask Ai whether i should be in S
t.
If Ai says yes, set X
t
i ← Xti−1 ∪ {i} and Y ti ← Y ti−1.
If Ai says no, set X
t
i ← Xti−1 and Y ti ← Y ti−1 \ {i}.
end
Output Xtn for round t, and receive as input the submodular function f
t.
for i = 1 to n do
Let αti ← f t(Xti−1 ∪ {i}) − f t(Xti−1).
Let βti ← f t(Y ti−1 \ {i}) − f t(Y ti−1).
Report (αti, β
t
i ) to Ai as the rewards for yes and no, respectively.
end
end
2.1 The USM Balance Subproblem
The USM Balance Subproblem is a binary-action online problem. In each round t, the algorithm chooses
“yes” or “no” and then the adversary reveals a point (αt, βt). Based on the algorithm’s decision and the
adversary’s point, three quantities are updated. The algorithm has a total accumulated reward, denoted Ralg.
The adversary accumulates two separate piles of missed opportunities, which will be denoted Cyes and Cno.
The adversary’s point (αt, βt) lies in R2 subject to three constraints:
• −1 ≤ αt ≤ +1,
• −1 ≤ βt ≤ +1, and
• αt + βt ≥ 0.
The allowed space of points is illustrated in Figure 1. When the algorithm chooses yes, Ralg increases by
1
2α
t and Cno increases by β
t. If it instead chooses no, then Ralg increases by
1
2β
t and Cyes increases by
αt.6
We say that the α-regret of an algorithm for the USM Balance Subproblem is
α ·max (Cyes, Cno)−Ralg.
As usual, we say that an algorithm has no-α-regret if its worst-case expected α-regret is bounded by O(T c)
for some constant c < 1, with the big-O supressing any dependence on n. The worst case is still taken
over the adversary’s choice of points, and the expectation is over coin flips of the algorithm. If we have a
6Why is the algorithm reward seemingly half of what it should be? The heart of the matter is that because our Online USM
analysis is keeping track of two candidate solutions, it winds up double-counting progress. We correct for this factor with our
rewards.
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αt
βt
upleft
right
Figure 1: The USM Balance Subproblem adversary’s possible moves are convex combinations of up
(+1,+1), right (+1,−1), and left (−1,+1).
no-α-regret algorithm for the USM Balance Subproblem, its Ralg is comparable to the better of Cyes and
Cno, in expectation.
We have been building up to the following theorem reducing Online USM to the USM Balance Sub-
problem:
Theorem 2.1. For any constant α > 0, when given a subroutine A with g(T ) α-regret for the USM Balance
Subproblem, Algorithm 1 has O(n · g(T )) α1+α -regret.
Proof. In this proof, we use Z+i to denote the rounds where the subroutine Ai returned yes; Z
−
i , no.
For the purposes of comparison, we also track the evolution of a third set. For each round t, defineOPT t0
to be offline optimal set (the best fixed set over all rounds, independent of t). Let OPT ti = OPT
t
i−1 ∪ {i}
if t ∈ Z+i and OPT ti = OPT ti−1 \ {i} if t ∈ Z−i . In English, OPT ti begins (when i = 0) at the optimal
answer and has its entries changed to match the decisions made within round t until it finishes (when i = n)
at the algorithm’s choice: OPT tn = X
t
n = Y
t
n. Intuitively, our algorithm will perform well if it manages to
grow f t(Xti ) and/or f
t(Y ti ) while lowering the value of f
t(OPT ti ) relatively little in comparison.
Armed with these three evolving sets, we now want to know how the decisions of our subroutines impact
their values. Suppose that in round t, the ith subroutine says yes. By construction, we know that:
• f t(Xti ) = f t(Xti−1) + αti,
• f t(Y ti ) = f t(Y ti−1),
• if element i was in OPT , then f t(OPT ti ) = f t(OPT ti−1) because OPT ti = OPT ti−1,
• if element i was not inOPT , then f t(OPT ti ) ≥ f t(OPT ti−1)−βti by the submodularity of f t, noting
that Y ti−1 is a superset of OPT
t
i−1.
By the same reasoning, when the ith subroutine says no, all of the following happen:
• f t(Xti ) = f t(Xti−1),
• f t(Y ti ) = f t(Y ti−1) + βti ,
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Option Increase of f t(Xti ) + f
t(Y ti ) Decrease of f
t(OPT ti )
Choosing i αti 0
Not Choosing i βti ≤ αti
Table 1: How values change when i ∈ OPT .
• if element i was not in OPT , then f t(OPT ti ) = f t(OPT ti−1), again because OPT ti = OPT ti−1, and
• if element i was in OPT , then f t(OPT ti ) ≥ f t(OPT ti−1)−αti, again by submodularity of f t, noting
that Xti−1 is a subset of OPT
t
i−1.
Table 1 depicts these changes for the case where element i is in OPT .
Now, fix an element i ∈ [n]. Summing the first two bullets above (for both cases) over all the rounds,
we have: ∑
t
[
f t(Xti )− f t(Xti−1) + f t(Y ti )− f t(Y ti−1)
]
=
∑
t∈Z+i
αti +
∑
t∈Z−i
βti . (2)
We finish by summing the last two bullets above (for both cases) over all the rounds.
T∑
t=1
(
f t(OPT ti−1)− f t(OPT ti )
) ≤
{∑
t∈Z−i α
t
i if i ∈ OPT∑
t∈Z+i β
t
i if i 6∈ OPT
≤ max

∑
t∈Z−
i
αti,
∑
t∈Z+
i
βti

 (3)
We must now discuss an important issue before we can proceed with the proof. Suppose that our sub-
routine Ai is only effective against oblivious adversaries, not adaptive adversaries. We must ensure that its
input (namely the sequence (αti, β
t
i )t) does not depend on its output. Fortunately, this is the case. In addition
to depending on the actual adversary, this sequence depends on the output of subroutines A1, . . . , Ai−1 over
all rounds. If the actual adversary is oblivious, then it does not depend on the output of Ai. Since they come
before Ai, none of A1, . . . , Ai−1 depend on Ai’s output either (in particular, their inputs do not, so their
outputs cannot either)! Put another way, the dependency graph between our subroutines is a directed acyclic
graph. If this was not the case, we would have required that they be impervious to adaptive adversaries, in
order to handle each other’s output. Luckily, we may safely proceed with algorithms that just handle oblivi-
ous adversaries. We may now invoke the α-regret guarantee for our subroutine Ai. Written out completely,
the definition of α-regret for the USM Balance Subproblem states that:
α · E

max


∑
t∈Z−
i
αti
︸ ︷︷ ︸
Cyes
,
∑
t∈Z+
i
βti
︸ ︷︷ ︸
Cno



−E


∑
t∈Z+
i
1
2
αti +
∑
t∈Z−
i
1
2
βti
︸ ︷︷ ︸
Ralg

 ≤ g(T ). (4)
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where the expectation is over the random coin flips ofAi and alsoA1, . . . , Ai−1. We now combine lines 2-4.
α · E
[
T∑
t=1
(
f t(OPT ti−1)− f t(OPT ti )
)]
−1
2
E
[∑
t
[
f t(Xti )− f t(Xti−1) + f t(Y ti )− f t(Y ti−1)
]] ≤ g(T )
This implements our stated plan; the growth of f t(Xti ) and/or f
t(Y ti ) roughly dominates the amount that
f t(OPT ti ) drops. We now sum over the elements i ∈ [n].
α · E

 T∑
t=1

f t(OPT t0)︸ ︷︷ ︸
=f t(OPT )
− f t(OPT tn)︸ ︷︷ ︸
=f t(ALGt)




−1
2
E

∑
t

 f t(Xtn)︸ ︷︷ ︸
=f t(ALGt)
− f t(Xt0)︸ ︷︷ ︸
=f t(∅)≥0
+ f t(Y tn)︸ ︷︷ ︸
=f t(ALGt)
− f t(Y t0 )︸ ︷︷ ︸
=f t([n])≥0



 ≤ n · g(T )
We finish with some slight rearranging.
α ·E
[
T∑
t=1
(
f t(OPT )− f t(ALGt))
]
−E
[∑
t
f t(ALGt)
]
≤ n · g(T )
α ·
T∑
t=1
f t(OPT )− (1 + α) · E
[∑
t
f t(ALGt)
]
≤ n · g(T )
α
1 + α
·
T∑
t=1
f t(OPT )− ·E
[∑
t
f t(ALGt)
]
≤ 1
1 + α
· n · g(T )
Such a subroutine gives Algorithm 1 the stated α1+α -regret.
With this reduction in hand, we can make a key observation. We claim that any no-regret algorithm for
the (two) experts problem is also a no-12 -regret algorithm for the USM Balance Subproblem. Suppose that
an algorithm has g(T ) regret for the (two) experts problem and it says yes in rounds Z+i and no in rounds
9
Z−i .
E
[
T∑
t=1
αti
]
−E

∑
t∈Z+i
αti +
∑
t∈Z−i
βti

 ≤ g(T )
E

∑
t∈Z−i
αti

−E

∑
t∈Z−i
βti

 ≤ g(T )
E
[
T∑
t=1
βti
]
−E

∑
t∈Z+i
αti +
∑
t∈Z−i
βti

 ≤ g(T )
E

∑
t∈Z+i
βti

−E

∑
t∈Z+i
αti

 ≤ g(T )
E


∑
t∈Z−i
αti
︸ ︷︷ ︸
=Cyes
+
∑
t∈Z+i
βti
︸ ︷︷ ︸
=Cno

−E


∑
t∈Z−i
βti +
∑
t∈Z+i
αti
︸ ︷︷ ︸
=2Ralg

 ≤ 2 · g(T )
1
2
· E[max(Cyes, Cno)]−E[Ralg] ≤ g(T )
In other words, the algorithm also has g(T ) 12 -regret for the USM Balance Subproblem, as we claimed
earlier. Combining this with Theorem 2.1, we have arrived at the following partial result:
Corollary 2.2. When given a subroutine A with g(T ) regret for the (two) experts problem, Algorithm 1 has
O(n · g(T )) 1/3-regret.
Even without this proof, we might have expected that a claim like Corollary 2.2 should be true. After
all, over time, a good algorithm for the two experts problem learns to pick the better (on average) expert.
This corresponds to making an offline greedy decision, which according to the Buchbinder et al. (2015a)
analysis is good enough to get a 1/3-approximation. However, there are some subtleties that can occur. For
example, the subroutine can sometimes make mistakes, possibly picking a negative value over a positive
one sometimes. The original Buchbinder et al. (2015a) analysis did not need to account for the possibility
of such events, but our proofs implicitly handle them.
3 An Optimal No-12-Regret Algorithm for Online USM
We have now identified a clear goal. In this section, we successfully give a no-regret algorithm for the USM
Balance Subproblem. Note that this is the optimal value of α in terms of α-regret, since Theorem 2.1 also
transforms inapproximability of Online USM (nothing better than 1/2) into inapproximability of the USM
Balance Subproblem (nothing better than 1). Due to our unusual definition of α-regret for the USM Balance
Subproblem, this was nonobvious. It is perhaps suprising that such a simple algorithm manages to obtain
the optimal approximation ratio; the brunt of the work is in the analysis.
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Algorithm 2: USM BALANCER
Initialize x← 12
√
T .
for round t = 1 to T do
Compute probability pt ← x√
T
.
Choose the item with probability pt for round t, and receive the point (αt, βt),
Write (αt, βt) as the convex combination cu(+1,+1) + cr(+1,−1) + cℓ(−1,+1).
Perform update x← x+ (1− 2pt)cu + cr − cℓ.
Cap x back into the interval [0,
√
T ].
end
Our proposed subroutine is Algorithm 2.7 We defer the proof of its regret to Appendix A.
Theorem 3.1. USM BALANCER solves the USM Balance Subproblem with O(
√
T ) regret.
Corollary 3.2. Algorithm 1 has O(n
√
T ) 1/2-regret when using USM BALANCER as a subroutine.
Proof. We combine the guarantee about USM BALANCER given by Theorem 3.1 with the reduction in
Theorem 2.1.
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A Proof of Theorem 3.1
In this Appendix, we prove our guarantee for USM BALANCER.
Reminder of Theorem 3.1 USM BALANCER solves the USM Balance Subproblem with O(
√
T ) regret.
Proof. We need to begin by discussing expectations. The precise inequality we need to prove is actually
E [max (Cyes, Cno)−Ralg] ≤ O(
√
T ). (5)
However, we would rather prove this inequality:
max (ECyes,ECno)− ERalg ≤ O(
√
T ). (6)
We wish we could use linearity of expectation to make Inequalities 5 and 6 equivalent. However, the
guarantee we want to prove has a max inside the expectation, so we cannot freely swap the two. Our first
task is to show that Inequality 6 is sufficient.
We now argue that the two random variables may as well have the same expectation. Assume without
loss of generality that ECyes ≥ ECno. Let C ′no be a random variable equal to Cno + ECyes − ECno, so it
has mean ECyes as well. This inequality is hence stronger than Inequality 5:
E
[
max
(
Cyes, C
′
no
)−Ralg] ≤ O(√T ).
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However, Inequality 6 is equivalent to:
max
(
ECyes,EC
′
no
)− ERalg ≤ O(√T ).
We want to prove the following, so that we can add it to the latter to get the former:
Emax
(
Cyes, C
′
no
)− ECyes ≤ O(√T ).
Let (x)+ denote the positive part of x, i.e., (x)+ = max(0, x). We prove the following stronger statement:
E
(
max
(
Cyes, C
′
no
)− ECyes)+ ≤ O(√T )
E
(
max
(
Cyes − ECyes, C ′no − ECyes
))+ ≤ O(√T ). (7)
Fortunately, against an oblivious adversary, Cyes is a weighted (all weights are at most a constant) sum
of independent Bernoulli random variables (the coin tosses we perform each round based on pt). They are
independent since the adversary must fix a sequence up front, to which our online algorithm always chooses
the same probabilities pt for. Since variances add over independent variables, this means the variance of
Cyes is O(T ). Similarly, the variance of Cno is O(T ) as well (although the two are not independent, since
they use the same coins). We then apply Jensen’s inequality to transform our variance bounds into bounds
on the expected amount variables may exceed their means.
E
[
(Cyes − ECyes)2
] ≤ O(T ) E [(Cno − ECno)2] ≤ O(T )
E [|Cyes − ECyes|] ≤ O(
√
T ) E [|Cno − ECno|] ≤ O(
√
T )
E
[
(Cyes − ECyes)+
] ≤ O(√T ) E [(Cno − ECno)+] ≤ O(√T )
Since C ′no is just a translated version of Cno, this guarantee holds for C ′no as well. This is now good enough
to prove Inequality 7, because for any two positive numbers x, y, we know that max(x, y) ≤ x+ y.
We have now finished justifying why Inequality 6 is sufficient, and can proceed to the main proof. Our
strategy is as follows. We do not try to analyze Ralg , Cyes, and Cno by themselves. Instead, we add the
potential functions Φalg , Φyes, and Φno to them, respectively. We will show that the algorithm’s sum is at
least as much as the better of the adversary’s two sums. Here are our three potential functions and their
derivatives:
• Φalg(x) =
√
T
8 − 18 (2x−
√
T )2√
T
with derivative Φ′alg(x) = −12 (2x−
√
T )√
T
= 12(1− 2pt).
• Φyes(x) = 12 (
√
T−x)2√
T
with derivative Φ′yes(x) =
(x−√T )√
T
= (pt − 1).
• Φno(x) = 12 x
2√
T
with derivative Φ′no(x) =
x√
T
= pt.
The potential functions depend on the algorithm’s current value for x. Since the algorithm maintains x
to be in the interval [0,
√
T ], these potential functions always fall in the range [0,
√
T
2 ]. Since all potentials
are bounded in magnitude by O(
√
T ), it suffices to prove the following, which we attempt to maintain as an
invariant over steps:
E(Ralg +Φalg) +O(
√
T ) ≥ max (E(Cyes +Φyes),E(Cno +Φno)) . (8)
There are only two ways that the algorithm affects rewards, costs, or potentials. The first way is that
the algorithm may cap x back into the interval [0,
√
T ]. Since this does not involve interaction with the
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adversary, only the potential functions change in value. However, Φalg is a quadratic which is maximized at
x =
√
T/2,Φyes is a quadratic which is minimized at x =
√
T , andΦno is a quadratic which is minimized at
x = 0. Hence, capping x only moves it closer to the maximum (resp. minimum) of one of these functions,
and so only increases (resp. decreases) the function value, in our favor. Hence, this process maintains
Invariant 8.
The second way is that the algorithm chooses the item with probability pt and interacts with the adver-
sary. This results in changes to the rewards and costs as well as an update to x, which changes the potentials.
Recall that the adversary’s possible points are depicted in Figure 1, and that the adversary’s point is always
a convex combination of three extremal choices: right (+1,−1), left (−1,+1) and up (+1,+1).
We need to understand how the potential functions change as x is updated. Notice that the update to x
never changes it by more than 1. We observe that when x changes by at most 1, all the potential derivatives
change by at most 1√
T
. Formally, let there be a constant δ such that |δ| ≤ 1.
Φ′alg(x+ δ) − Φ′alg(x) =
[
−1
2
(2(x+ δ)−√T )√
T
]
−
[
−1
2
(2x−√T )√
T
]
= − δ√
T
Φ′yes(x+ δ)− Φ′yes(x) =
[
(x+ δ −√T )√
T
]
−
[
(x−√T )√
T
]
=
δ√
T
Φ′no(x+ δ)− Φ′no(x) =
[
x+ δ√
T
]
−
[
x√
T
]
=
δ√
T
We can now approximate the amount that the potentials themselves change. Let Φ be one of the potential
functions, and remember that |δ| ≤ 1.
Φ(x+ δ) − Φ(x) =
∫ x+δ
x
Φ′(y)dy
=
∫ x+δ
x
(
Φ′(x)± 1√
T
)
dy
= (x+ δ − x)
(
Φ′(x)± 1√
T
)
= δ · Φ′(x)± 1√
T
Suppose the adversary chooses the extreme point “right” (+1,−1). Then Ralg increases by 12 (2pt − 1),
Cyes increases by (1− pt), and Cno increases by −pt. Our algorithm responds by increasing x by 1, which
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affects the potentials according to our previous analysis.
Φalg(x+ 1)− Φalg(x) = 1 · Φ′alg(x)±
1√
T
=
1
2
(1− 2pt)± 1√
T
Φyes(x+ 1)− Φyes(x) = 1 · Φ′yes(x)±
1√
T
= (pt − 1)± 1√
T
Φno(x+ 1)− Φno(x) = 1 · Φ′no(x)±
1√
T
= pt ± 1√
T
In other words, temporarily ignoring our ± 1√
T
error bounds, the changes to the potential functions cancel
with the changes to the rewards and costs with respect to the sums in Invariant 8. By symmetry, the same
happens when the adversary chooses the extreme point “left” (−1,+1); everything cancels except for the
error terms.
The only remaining extreme point is “up” (+1,+1). For this case, Ralg increases by
1
2 , Cyes increases
by (1−pt), and Cno increases by pt. Our algorithm responds by changing x by (1−2pt). This again affects
the potentials.
Φalg(x+ 1− 2pt)− Φalg(x) = 1
2
(1− 2pt)2 ± 1√
T
Φyes(x+ 1− 2pt)− Φyes(x) = (1− 2pt)(pt − 1)± 1√
T
Φno(x+ 1− 2pt)− Φno(x) = (1− 2pt)pt ± 1√
T
The net effect, hiding error terms, is that Ralg+Φalg increases by
1
2(1+(1−2pt)2) ≥ 12 , while Cyes+Φyes
increases by 2pt(1 − pt) ≤ 12 and Cno + Φno also increases by 2pt(1 − pt) ≤ 12 . Hence for this move we
maintain Invariant 8, not accounting for error terms.
We have maintained the invariant for the three extremal moves. However, all other adversary moves are
just convex combinations of these three moves, and the algorithm reacts with a convex combination of the
appropriate replies. Hence the invariant is maintained for all of the adversary’s choice of move.
It remains to briefly discuss the± 1√
T
error we pick up. We pick up this error each round, and there are T
total rounds, so the total error regarding our rewards, costs, and potentials is ±√T . We still get Invariant 8,
but have to increase the constant in the O(
√
T ) term by one. Since the invariant was enough to finish the
proof, we are now done.
B Adaptive Adversaries
When analyzing an online algorithm, we may consider oblivious adversaries or adaptive adversaries. Oblivi-
ous adversaries fix the entire input sequence up front, unable to react to the decisions of the online algorithm.
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On the other hand, adaptive adversaries can choose the next piece of the input to depend on what the algo-
rithm has done so far. For example, for the standard experts problem, the multiplicative weights algorithm
works even against adaptive adversaries (Kalai and Vempala, 2005).
Our techniques work against adaptive adversaries as well. Our framework for Online USM simply de-
terministically decomposes the problem. Deterministic algorithms are not affected by the oblivious/adaptive
swap, because even an oblivious adversary knows what the deterministic online algorithm will do and can
hence simulate an adaptive adversary. If we use multiplicative weights as the subroutine for our framework,
then we inherit its immunity to adaptive adversaries when producing a no 13 -regret algorithm.
Is our USM BALANCER capable of handling adaptive adversaries as well? It turns out that the answer is
yes. We do not need to make any changes to the algorithm, but fixing the proof is a little tricky. We will need
to move away from expectations, because the coin flips of our algorithm and adversarial input sequence are
now intertwined. We begin by observing that we really managed to prove the following invariant (with some
slight rearranging), which is true for any adversarial sequence:
max
(
T∑
t=1
ptβt +Φno,
T∑
t=1
(1− pt)αt +Φyes
)
−
(
T∑
t=1
1
2
ptαt +
T∑
t=1
1
2
(1− pt)βt +Φalg
)
≤ O(
√
T )
and we want to wind up with the following regret guarantee in expectation over the coin flips of the algo-
rithm:
max

∑
t∈Z+i
βt,
∑
t∈Z−i
αt

−

∑
t∈Z+i
1
2
αt +
∑
t∈Z−i
1
2
βt

 ≤ O(√T ).
As we have suggestively hinted at by lining up matching terms, the difference between these guarantees
boils down to the following question: how much do we expect a sum of Bernoulli variables to differ from
their means? The issue we are faced with is that an adaptive adversary may choose the mean of a future
variable to depend on the result of a past variable. Nevertheless, we show that even under this condition
Bernoulli variables minus their means will have covariance zero (note that the later means are random
variables as well):
Lemma B.1. Consider two random variables X1,X2 determined by the following process:
1. An adversary selects a probability p1 ∈ [0, 1].
2. X1 is drawn as a Bernoulli variable with mean p1.
3. The adversary looks at X1 and then selects a probability p2 ∈ [0, 1].
4. X2 is drawn as a Bernoulli varaible with mean p2.
Then the covariance of X1 − p1 and X2 − p2 is zero.
Proof. We first use the definition of covariance and simplify, noting that X1 and p1 have the same expecta-
tion, as do X2 and p2.
cov(X1 − p1,X2 − p2) = E [((X1 − p1)− E [X1 − p1]) ((X2 − p2)− E [X2 − p2])]
= E [(X1 − p1) (X2 − p2)]
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Next, we note that the expected value of X2 − p2 is always zero even if we condition on the values of X1
and p1.
E [(X1 − p1) (X2 − p2) | X1, p1] = 0
E [(X1 − p1) (X2 − p2)] = 0
cov(X1 − p1,X2 − p2) = 0
This completes the proof.
As a result of Lemma B.1 we can bound the difference between matching sums of our invariant and
desired regret guarantee. For example, consider the two sums
∑T
t=1 p
tβt and
∑
t∈Z+i β
t. What is the
expected difference between them? We know that the variance of a single term in the sum is O(1), since
each term is the difference between a Bernoulli random variable and its mean, times a value βt which is at
most one. By Lemma B.1, any pair of differences has covariance zero. Hence the overall variance between
these sums is the desired O(T ). We again apply Jensen’s to turn a variance bound into a bound on the
expected deviation.
E



∑
t∈Z+i
βt −
T∑
t=1
ptβt

2

 ≤ O(T )
E


∣∣∣∣∣∣
∑
t∈Z+i
βt −
T∑
t=1
ptβt
∣∣∣∣∣∣

 ≤ O(√T )
E



∑
t∈Z+i
βt −
T∑
t=1
ptβt

+

 ≤ O(√T )
However, there was nothing special about this pair of sums, so we get similar inequalities for the other
three pairs of sums.
E



∑
t∈Z−i
αt −
T∑
t=1
(1− pt)αt

+

 ≤ O(√T )
E



− ∑
t∈Z+i
1
2
αt +
T∑
t=1
1
2
ptαt

+

 ≤ O(√T )
E



− ∑
t∈Z−i
1
2
βt +
T∑
t=1
1
2
(1− pt)βt

+

 ≤ O(√T )
We conclude by again noting that for any positive numbers x, y,max(x, y) ≤ x+ y, which lets us swap
expectation and max as before. The final step is noting that by construction, potentials are always O(
√
T )
in magnitude.
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