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Abstract: Karst aquifers provide water resource for a large part of the Mediterranean population and
water resource becomes a strategic problem during summer when population increases due to
tourism. To help managers to optimize the exploitation of water, this work studies the ability of a neural
network model to efficiently simulate water levels in the Cèze River, connected to a karst aquifer, few
months ahead during the dry season. The neural model is based on recurrent multilayer perceptrons
that learn the relations between inputs (mainly rainfall and ETP) and output (water level). After a
training step using 17 years of data, the model is assessed on a never seen year to be validated. A
particular attention is devoted to the dry season (from May to September). The model achieved good
forecast of the maximal observed drawdown. Several architectures were run, each related to a
supposed physical processes or to a strategy of modelling. Recurrent multilayer perceptrons were
used to achieve these hypotheses, and thanks to a rigorous process of variables and model
complexity selection, the resulting performances were very satisfying. Assessment of the model was
done on one of the drier summer of the database composed of 19 years of daily water-levels. For the
five tested architectures, Nash criteria evolve between 0.84 to 0.9 on the whole year, and between 0
to 0.6 on the drier period (June to August). As this modelling strategy can be fed by rainfall scenario, it
could help managers to optimize anthropogenic impacts on the river and preserve natural ecosystems.
The methodology is generic and thus can be used with profit by managers on other hydro systems.
Keywords: knowledge-based modelling, water resource, neural networks, forecasting, drought, karst.
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INTRODUCTION

In karst context, sustainable management of water resource needs knowledge about aquifers and
rivers exchanges. Regarding specifically Mediterranean karst aquifers, they are sometimes the unique
water resource of their territory and are often underexploited (Bakalowicz, 2005).
The site of the Cèze River (Rhône river tributary, France) is subjected to important anthropogenic
impacts linked to drinking water, irrigation, and seasonal increasing population (tourism). For these
reasons the public Water Agency (Agence de l’Eau Rhône, Méditerranée, Corse) initiated a multidisciplinary research project in order to better apprehend water circulation between the river and the
aquifer. This project investigates the karst river exchanges thanks to several approaches: thermic
infrared imagery, analysis of interstitial invertebrates, analysis of major ions, and hydrological
modelling. This work aims to present this last issue using neural network modelling, that are wellknown for their ability to represent non-linear and badly known functions (Abrahart, 2007).
In the first section, the Cèze is presented together with the database and associated stakes. Then,
neural networks models are described with the methodology of their design. The originality of the work
dwells not only on the description of 5 architectures based on the multilayer perceptron but also on the
aim for representing better the physical behaviour of the process. Finally results of the five
architectures are presented and discussed.
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2.1

STAKES RELATED TO CÈZE RIVER AND ITS KARST AQUIFER
Description of the Cèze basin

The Cèze basin is located in south-eastern France, about 80 km north from the Mediterranean Sea. Its
surface is about 1360 km² from the upstream in the Cévennes Massif to the confluence with the
Rhône River. This area is heterogeneous both in geology (Figure 1) and in slopes (between 0% and
45%). Upstream, the river flows on magmatic and metamorphic rocks with high slopes, whereas
downstream it is mainly composed of a calcareous plateau dating from the Cretaceous. These two
parts are separated by an Oligocene trough and another calcareous sedimentation (Trias and Jurassic
periods). The karst part of this basin is situated in the Cretaceous part and appears clearly on Figure 1
by the quasi-absence of rivers on this zone (all the water flow underground). A 30 km high canyon is
dug in the karst plateau by the river after the gauge station of Tharaux (Figure 1). This place
concentrates complex exchanges between the karst aquifer and the river. Because of the non-linearity
of karst hydrodynamic, combined with very heterogeneous rainfalls (Table 1), these exchanges make
the river-karst system very complex and difficult to model.

Figure 1. Geologic and Hydrologic map of the Cèze basin.
2.2

Database

Daily rainfall data are available for nineteen years on three rain gauges and for thirteen years on a
fourth one (Malons). Two rain gauges are located upstream (Croix-de-Berthel, Malons); the third one
is situated on a dam used both as low flow support and flood control (Sénéchas). The last rain gauge
(Tharaux) stands at the beginning of the Cèze Canyon. It also provides water level data for the same
nineteen years. The data (Table 1) reflect the Mediterranean climate of this region with high
precipitation values and a low minimum water level due to dry summers. Let’s notice that the negative
values of water level are to be attributed to the sensor position. As neural networks can model
discharges as well as water-levels, these negative values have no impact on the quality of modelling
(as far as neurons can have negative values).

2.3

Stakes on the catchment

The Water Framework Directive requires water management policies to move from enabling the
provision of good quality water to ensure good ecological quality of overall natural environments. In
this context, optimal water management policies will necessarily result from a balance between
preserving natural environments and sustaining human activities. Therefore, decision makers need
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scientifically grounded information on the impacts of environmental, climate and societal changes on
the structure and functioning of hydro systems. In this context, because of the climate and its
morphology, the Cèze basin is confronted to very contrasted hydrological situations along the year.
This is bound to Mediterranean climate that has intense precipitations in autumn, creating flash floods,
and on the other hand, long periods without rainfall during summer. The dry summer can thus cause
restricted use of water, especially when needs increase with tourism and irrigation.
The present study aims to design a tool to help managers to anticipate better karst water resource use
up to several months ahead. Using scenario of future rainfalls it would be helpful to estimate the water
level in the river and consequently adapt pumping and other anthropogenic impacts.
To this end we propose to take profit of neural networks ability to identify efficiently non-linear
dynamical systems (Maier et al, 2010; Kong-A-Siou et al, 2015)).
Table 1. Statistics on the database. In blue the most rainy year, in red the year corresponding to the
more intense drought.
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MODELING WITH NEURAL NETWORKS
General definitions

Neural networks, and specifically, multilayer perceptrons, are black-box models that are chosen in this
study because of their properties of universal approximation (Hornik et al., 1989) and parsimony
(Barron, 1993).
As statistical models, neural networks are designed in relation to a database. This database is usually
divided into three sets: a training set, a stop set, and a test set. The training set is used to calculate
parameters through a training procedure that minimizes the mean quadratic error calculated on output
neurons. In this study the Levenberg-Marquardt algorithm is chosen (Hagan and Menhaj, 1994). The
training is stopped by the stop set (usually called validation set in the literature), and model quality is
estimated using the third part of the database: the test set, which is separated from the training and
stopping sets. The model’s ability to be efficient on the test set is called generalisation. However, it
was shown that the training error is not an efficient estimator of the generalisation error: the efficiency
of the training algorithm makes the model specific to the training set. This specialisation of the neural
network on the training set is called overfitting. Overfitting is exacerbated by large errors and
uncertainties in field measurements: the model learns the specific realization of noise in the training
set and could thus be unable to generalize. This major issue of neural network modelling is called
bias-variance trade-off (Geman et al, 1992). Usually regularization methods are used to avoid
overfitting; to this end, two regularisation methods were used in this study: cross validation and early
stopping (Kong-A-Siou, 2012).

3.2

Design of the neural network model

The multilayer perceptron is a feed-forward or feedback neural network composed of one layer of nc
nonlinear hidden neurons and one of linear output neuron (Figure 2). Let's set T as the sampling
period, k  N+ as the discrete time, w as a sliding rainfall window width, o as the order of the model
(feedback output sliding window width). Designing a multilayer perceptron consists mainly inselecting
input variables and the number of hidden neurons. This determines the number of parameters
mechanically; model complexity increases with the number of parameters. The general equation of the
prediction calculated by the feed-forward multilayer perceptron is the following:
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y(k) = gNN ( y(k -1),..., y(k - o),u(k),...,u(k - w+1)) (1)
The recurrent model works generally badly in hydrology due to inherent huge uncertainties and noise
on data. We will show in this study that, thanks to a rigorous model design, useful results can be
reached.

3.3

Model selection

Model selection consists in selecting input variables
adjusting hyperparameters w, o and nc, the number of
hidden neurons by cross validation (Kong-A-Siou,
2011). To this end, the training period is composed of
Figure 2. Multilayer Perceptron
years 1993 to 1999, 2003 to 2010, 2012 and 2013,
the stop set is the year 2011 and the test set is
chosen to assess the ability of the model to deliver good performances on a dry year. The year 2000
was chosen because it presents the second lower water level during summer for the whole database.
The year 2003 corresponds to the major drought that Europe suffered recently. Nevertheless as the
signal seemed to be disturbed during the summer we preferred choosing another intense drought of
the database: year 2000.
Using the database of Y=19 years, cross-validation is applied (Stone, 1974): one year was selected as
the test set, one year as the stop set (used for early stopping (Sjöberg, 1994)). On the 17 remaining
years, K=17 years, each year at its turn, was set apart as validation set; then training was performed K
times on K-1=16 years (Dreyfus, 2005) and the mean squared error (MSE) was calculated each time
on the validation set.
2
2
A cross-validation score (2) based on R criterion assessed the generalization ability of the model (R
is defined in section 3.4):
2
Where Rm is the coefficient of determination calculated on the estimated output,
1 K 2
S
Rm (2) for subset m of the validation set (one year, (m  1... 17)). The model complexity
K m1
was selected by picking up the configuration for which the cross-validation score
was the best. After selection, a final model was trained from 17 years: every
year, apart from the test period and the early stopping years. Its performance was assessed on the
2
test sequence using R criterion.
It has been shown by (Darras et al., 2014) that the parameters initialization have a major influence on
the model quality. He thus proposed to realize the median of the output at each time step to overcome
this issue. This solution was applied for this study.



3.4

Performance criterion

In order to assess the quality of the model, the Nash criterion
(Nash and Sutcliffe, 1970), or determination coefficient, also called
R² (3) was used. It is the most commonly used criterion in
hydrology. The more the value tends to 1, the best the results are.
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SPECIFIC PROCESSES-BASED ARCHITECTURES INVESTIGATED

When dealing with modelling hydro(geo)logical phenomena involved in low water-levels, special care
must be paid to design a model that takes into account water reserves on the basin. It is thus
important to represent as better as possible the role of evapotranspiration and of the different
underground flows through various geological medium. Even using neural networks, which are usually
considered as black box models, it is possible to take into account the process involved in the rainfallrunoff relation. For example (Johannet, 2008) proposed constraining the architecture of the network in
order to decompose the physical process as a block diagram. Inside each block it would be possible to
design a multilayer perceptron. If necessary, for example, for sake of simplicity, a unique neuron
should also be implemented. This architecture was baptised “transparent box” as it allowed observing
special physical signal at the output of one block, for example the block modelling evapotranspiration.
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As the Cèze watershed was not intensively studied, the knowledge about low-flow circulations is not
accurate. We thus proposed to try several hypotheses, each one corresponding to one specific
architecture.

Figure 3. Various architectures for various hypothesis models.
In addition to the variables described in the second part, a Gaussian function centered on the summer
solstice was used to represent evapotranspiration. Using this kind of simple signal to represent the
complicated process of evapotranspiration was demonstrated efficient by (Oudin et al., 2005a, 2005b)
for reservoir models. It was also proven better than others estimations in (Kong-A-Siou, 2014) when
used with multilayer perceptron. Five models were thus built that are drawn in Figure 3.
(a) The model -a- is the basic multilayer perceptron. It will be used as reference.
(b) The model -b- tries to distinguish upstream contributions from downstream ones. Two branches
were thus separated in the architecture. ETP is applied to upstream contribution as its role is greater if
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the rain has fallen earlier. We add then a second hidden layer to take into account these two
branches.
(c) The model -c- separates the influence of the evapotranspiration from the upstream contributions.
ETP can act equally for both upstream and downstream contributions.
(d) The model -d- is the same than the -c- except that information of another rain gauge (Malons) is
added to the upstream branch. Unfortunately, this last gauge lacks 6 years of data comparing to the
others. It is thus possible to compare the same architecture with more rain gauges (d), or a longer
training set (c).
(e) The last network is made to get a better modelling of the complicated underground water transfer:
the rain coming from each rain gauge is applied to a specific multilayer perceptron and the output of
these MLP are applied to another MLP to represent karst-river interactions.
For each architecture, variables window-width and hidden numbers were selected using crossvalidation. Resulting architectures are accurately described by the values of hyperparameters
provided in Table 2.
5

RESULTS AND DISCUSSION

Each one of the 5 models was trained on the whole database and tested on the year 2000 by applying
the real observed rainfalls. R² is calculated for both the whole year and the summer (1er June-31
August) in order to assess performances of the model also on the low flow period. Resulting Nash
criteria are presented in Table 3 and
Table 2. Architectures selected by cross-validation.
hydrographs in Figure 4.
Hyperparameters wetp wc ws wm wt o
First it appears that the behaviour is well
reproduced for low and intermediate levels, but
Model -a5
5
5
/
3
3
generally insufficient for floods. Nevertheless
Model -b5
5
5
/
5
5
Nash criteria are good (between 0.84 and 0.90).
Model -c5
5
5
/
5
5
This is not surprising as it is usually observed
that floods are better predicted using eventModel -d5
5
5
5
5
5
based models. Nevertheless, as low-flow period
Model -e5
5
5
/
5
5
is the target of this study, these results are
considered as satisfying.
Table 3. Nash criteria on test set (2000)
Regarding the performances of each model, the
Period
year
summer
Multilayer Perceptron (a) and (e) are the worse.
Constraining the model using physical hypothesis
Model -a0.84
-0.04
about the behaviour to simulate seems to be efficient.
Model -b0.90
0.63
The best model is the model b: the two-branches
Model -c0.87
0.55
model distinguishing upstream contributions from
Model -d0.87
0.47
downstream ones. Physically this hypothesis is the
more consistent. It is thus satisfying to reach the best
Model -e0.84
-0.02
result with this architecture.
Regarding the differences between models (c) and (d), it appears that it would be better to dispose of
a longer database than to dispose of data from a supplementary rain gauge. Hydrographs can be
seen on Figure 4.
6

CONCLUSION

Modelling water level on karst Cèze watershed is a difficult task to perform because of the multiple
phenomena that influence the water flow. The choice of a recurrent model trained and tested on
continuous datasets was made to build a long-term prediction tool. Recurrent models are usually
known in hydrology to be less efficient than feedforward models, thus good quality recurrent models
are more difficult to obtain. In this study, it appears that: (i) a rigorous complexity selection process,
and (ii) use of knowledge to constrain neural networks architecture, based on assumed physical
processes, improve the accuracy especially on low flow periods. Best model reaches good enough
predictions properties allowing anticipation up to one full year. As the methodology is generic, it can be
used with profit by managers on other hydro systems.
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Figure 4. Hydrographs at Tharaux on the whole year (a) and for each tried architectures. Model (d) is
not represented as it is very similar to model (c)
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