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Abstract-sufficient conditions are obtained for the global attractivity of a positive periodic 
solution for the periodic equation 
Wt) - = -am - f$$$ + a(t) I;= K(s) 1 +‘;,,,“1 s) ds, 
dt 
for n > O, where d(t),fl(t),a(t) are continuous positive periodic function on [O,co) with a period 
w > 0 and K(s) is a delay kernel. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Mackey et aZ., (l-51 studied the dynamics of blood cells production and proposed some au- 
tonomous delay differential equations to describe the models. One of the equation is 
dN(t)= -&N(t) _ penwt) 2PenN(t - T) __rT 
dt 8” + P(t) + 8” + fvn(t - 7) e ’ 0.1) 
where 6, p, 8, r, CL? n are positive constants. By a transition of variable N(t) = h(t), (1.1) can be 
simplified to 
*= 
dt 
-&J.(t) - fidt) 
1 + s”(t) 
+ 2/3e-Prz(t - r) 
1 + syt - T) * (l-2) 
If we assume that 
2@e-rr > 6 + P, 
then (1.2) has a positive equilibrium z = Af and it is proved by the author that this positive 
equilibrium could be global attractive under some assumptions (please see [6] for the case of n E 
(07 11). 
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If one considers the periodic factors and the continuously distributed delay, one could obtain 
the following inte~ro-di~rential equation: 
(1.3) 
where ~(~),~(~),~~~) are continuous positive periodic function on [O, oo) with a period w > 
@K(s) : [O, +oo) + [0, CG) is assumed to be piecewise continuous~ nonin~re~ill~ eventually 
and normalized such that 
s 
00 
K(s)ds = 1. 04 
0 
In this paper, we shall investigate the existence of periodic solution P*(t) and its stability char- 
acteristics for equation (1.3). 
For a positive periodic function g(t), let 
(1.5) 
then we have 0 < go 5 go. 
Let f(z) = x/(1 + z%), LL: 2 0, n > 0, then ff~:) has the following properties: 
(Pi) if 72 > 1, then 
and f(x) is increasing for x E (O,X*)~ and decreasing for z E {x*, foe); 
(P.J) if n = 1, then f(x) is increasing for CC E (0, +oo), and lim,,, f(s) = 1: 
(Psf if 0 < B. < 1, then f(x) is incressin:: for z E (0, +ce), and lim,_+, f(x) = -i-m; 
(P.J) if 72 > 1, then for any to > 0, there exist a ze < IFO such that 
.Go) < f (x0) and f@) > ~@oL for 2 f (ze,~‘) . 
Together with f1.3), we usuahy consider the following initial condition: 
P(s) = i_(s) E C((-x,0]. R+f* g(O) > 0. Cl.61 
We shall show that the solution of (1.3) and (1.6) remains positive and exists for all t > 0. For 
instance, if t* > 0 is the first time while p(t*) becomes zero, then 
F(f) = 0, Cl.71 
But we have from (1.3) that 
dP 
dt t=t- I = o! (t*f J 
5x3 
#iSI ‘ft* - ‘1 & > 0 
0 1 + P”(t* - $) * 
which contradicts to (1.7). Thus, P(s) remains positive on its existin,o interval [O, T). We claim 
that 7’ = $-co. Otherwise, there exists a sequence {tl;), tl; r T- as k --+ 00, for which 
P(t) 2 P(tk), for t 5 tk, and J;mWP(tk) = +oo. 04 
If 72 > 1, we obtain from (1.3) that 
dP(1) 
J 
m 
--g- 5 -&P(t) + Q0 ‘ft - ‘1 & 
0 1+Pnft-sf 
I -&p(t) + a0F, for t E [O,T), 
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where 
and this leads to 
d PtpN I aOJ.e6at 
dt 
I for t E [0, T). 
By integrating the above inequality from 0 to t, we deduce that 
P(t) 5 P(0)emsot + F (1 - emSat) < +CQ, 
which is contradictory to (1.8). 
If ‘11 E (0, l), we have from (Ps) that 
f(P(tk)) 2 f(p(t - 7)). t E [O,tk]. 
IVe obtain from (1.3) that 
y 2 -&P(t) + ck” s xi A-(s)f(P(t - s)) ds, 0 
(1.9) 
(1.10) 
(1.11) 
which implies that 
d(e’““W)) < (yOegot cx: 
dt - s 
Ic(s)f(P(t - s)) ds, t E [O,T). 
0 
Integrating the above inequality from 0 to tk, one obt,ains from (1.10) that 
e60tL P(tk) 5 P(0) + (LO 6” e60U (Jo” K(s)f(P(u - s)) ds ) du 
5 P(0) + a’f(P(tk)) 1” e60*L du 
= P(0) + g f(P(tk)) (eJoth - 1) 1 
which leads to 
P(tk) < P(0)emsotk + g f(P(tr;)) (1 - emSotr). 
Thus, we obtain 
1 < P(0)e-60tL + 2 1 - eesork --, o 
- 
P(tk) 6, 1 + Pn(tk) ’ 
(k -+ m), 
which is a contradiction. Therefore, T = +m. In this paper, we shall only consider the positive 
solutions of (1.3). 
2. ESTIMATES FOR SOLUTIONS OF (1.3) 
In this section, we mainly give the estimates of bounds for solutions of (1.3). It is noted that 
it is possible to choose the delay kernel K(s) to be one of the functions I<, where 
Km(t) = ::““y;);‘. 
nz . 
111 = 1,2,. . . . t > 0, 
or an appropriate linear combination of K,. Thus, 
(H) one may choose a positive integer k large enough such that 
pi s 3cI e60S’“K(s) ds < +co. 0 (2.1) 
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Let 
2aOf (Xc’) 
60 n > 1, 
2a0 
PO= -&-’ ( ‘* 91 = 1, ( 2kc&4 60 ) Iin 0 <n < 1. 
Then we have the following lemma. 
LFAIMA 2.1. The following conclusions hold: 
(i) if 71 > 1, then for V d > 0 and initial function 9 : max_ x?<s<u ]c_“(s)] L d! there exists a 
To = To(d) > 0 such that 
P(t) I PO, for t 2 To (2.2) 
for P(t) ~~,~ic~~ satisfies (1.3) and (1.6); 
(ii) if 0 < n < 1, then under Assumption (H)? the coneiusion of fi) is true. 
Suppose that P(t) is any positive solution of (1.3) satisfying (1.6), then if n > 1, we have 
from (1.9) that the conclusion of (i) is true. For the aim to show (ii), we introduce a lemma 
which is a simplified form of Lemma 1 in [7] without proof. 
LEMXIA 2.2. Assume that 
s(t) 5 D + 
s 
t f(t> .$x(s)]’ ds. t E IO,4 
0 
where D > 0,y E (0,l) are constants; f(t, s) is nondecreasing for t ifs is fixed, and z(t) 1 0 
for t E [O, b). Then one has 
PROOF OF LEMMA 2.1 (ii). Define y = 1 - n f (0,l) and choose a positive integer k as in (Hf. 
I\% have from (1.11) that 
dP(4 s cm dt < -&P(t) + cl0 K(s)P’(t - s) ds 0 
.I 
0 s t = -6oP(t) + ,o K(t - u)P’(u) du + Cl0 K(t - u)P’(u) du --lo 0 
s 
0 
s 
t 
K(t - u)PY(u) du + (Y’ K(t - u)P’(u) du. 
--cc 0 
Note that max- c3t<s<o P(s) I d. M’e have - 
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Integrating the above inequality from 0 to t and changing the integrating order, we obtain 
Let D = d + kpa”dY/So, then we deduce that 
P(t)@‘- < D + _ sop l &h/k) u ~(U)e(~O/k) u]’ & 
By the use of Lemma 2.2, we have 
t 1/(1-Y) 
s 
a”pe (n&/k) 21 du 
0 1 
k l/fl = D 1 + D-“a”p G (,(naf’jr;)f - 1 . 
Thus, we get 
p(t) 2 
[ 
Dne-(“60/“)f ; “i” , 
1 
l/n 
and the conclusion of (ii) in Lemma 2.1 is true. 
RENARK 2.3. If in the above proving procedure, instead of integrating the inequality from 0 
t,o t, we integrating the inequality from to to t, then (2.2) could be changed into 
P(t) 5 PO, for t 2 To + to. 
Define a function 
y(x) = - (do +P”) + &. x > 0, 11 > 0. 
Under the ~~su~nption: 00 > do + PO, we obtain 
y(A)=O, A= (*-l)lin. y(r)>Ofora:E(O,A). 
In view of (Pz)-(P.L) of f(x), one can choose a constant b E (0,l) such that 
F’o = hA < 
min (P”.x*} , as 72 > 1, 
PO. as 0 < 72 < 1, 
f(Po) < f (PO) 9 f(x) ’ f(Po)- for rc E (PO, PO) . 
(2.3) 
(2.4) 
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LENIGA 2.4. Assume that P(t) be any positive solution of (1.3) and QO > 6’ f ,!3’, then there 
exists a TI > 0 such that 
P(t) 2 PO, fort 2 TI. (2.5) 
PROOF. Let P(t) be any positive solution of (1.3). If (2.5) is not true, then there are two 
possibilities: 
(I} there is a T2 > 0 such that P(t) < Pa for t > T2: 
(II) P(t) is oscillatory about Pa. 
h’ote that PO f (01 A), so we have from (2.3) that 
y(P0) = - (do + 3”) + g+ > 0. 
0 
Suppose that (I) holds. By using (1.4) and (2.6), one can select a o > 0 such that 
0 < ‘I) n s Q K(s) ds 5 1, - (60 + 3”) + -._!sL > 0. 0 1+ PO” 
\\‘e derive from (1.3) and the positivity of P(t) that 
U 
F L - (6’ + P”) P(t) + no 
s 
oc IC(s)f(P(t - s)) ds. 
(25) 
(2-V 
(2.8) 
nder (I), there are three subpossibilities: 
(lo) P(t) is decreasing for t > T3 2 T2; 
(2’) there is a sequence (ti;} such that tk > 0: limk+o tk = +co and P(t~~(~ I= 1,2,. . .) are 
local minimums: 
(3’) P(t) is increasing for t > ?j 1 Tz. 
First, we claim that (lo) is impossible. In fact, due to (2.8) and (2.7), we obtain 
- (60 + $0) + +J?g 1 > 0, t 2 T3 + D, 0 
which is a contradiction to (lo). 
Second, we investigate case (2’). Let B = lim +,W inf P(t). We can show that B > 0. Other- 
wise B = 0. According to the definition of lower limit and the positivity of P(t), one call find a 
subsequence (tr,,, } c {tk} such that 
JYh,, ) = min {P(t) 1 0 5 t 5 tk,, } . lim P(tk,,) = 0. q-00 (2.9) 
Choose some tl;,,, E {tk,,) so that tb,,, > TZ +a, then 1-e have from (I), (2.8), (2.9), and (2.7) that 
o = f P(tk,,,) > - (6’ + 0”) P(h,,,) + WI l”I<(s)f(P(tp,,, - s)) ds 
2 - (6O + go> P(tk,,,) + a0 s 0 K(s) ‘(k, - ‘1 & 0 1 + PO” 
- (6O + 3O) + + > 0, 
0 1 
which is impossible. Thus, we obtain 
PO 1 B = thsinf P(t) = >in;inf P(tk) > 0. 
(2.10) 
(2.11) 
1025 
Note 
-(Jo +P”) B + aoqf(B) 2 B -(6'+/3") + 3 
0 1 > 0. (2.12) 
This together with the continuity of the function -(do + /?‘)z + crovf(z) leads t.o a conclusion 
that we can find a small enough EO > 0 such that B - EO > 0 and 
- (~5’ +PO) (B + EO) + aovf(B - EO) > 0. (2.13) 
For such a ~0, we know from the definition of lower limit and (2.11) that there exists a T5 > T2 
and a subsequence {tk,} c {tk} such that 
PO 2 P(t) > B -Ed, for t 2 T5, P(tk,) < B+E~, j = 1?2..... (2.14) 
Note that f(z) is increasing in (O? PO). We derive from (2.8), (2.14), and (2.13) that 
0 = -$ P&.,) > - (6O + 0”) P@k,) + 00 
s 
c 
Ws)f(W, - s)) ds 
0 
> - (6’+ 9”) (B +EO) +aoqf(B -EO) > 0 
if tk, > T5 + 0. Equation (2.15) says that (2’) is false. 
Third, for case (3O), we know that lirnt,% P(t) exists and 
(2.15) 
(2.16) 
By a similar deriving procedure as in (2.13): one can select a small ~1 > 0 satisfying C - ~~ > 0 
and 
- (60 + p”) c + ““:‘+c;n”’ > 0. 
0 
(2.17) 
Due to the monotonicity of P(t), there exists a TG > TJ such that 
c - El < P(t) I c 5 PO, for t > TG. (2.18) 
Thus: we get from (2.8) and (2.17) that 
y > - (60 + 3”) P(f) + a0 s 0 K(s) - ‘ct - ‘1 & 0 1 + PO” 
> - (60 + P”) c + aorl(C - El) > 0 
1+P,” ! 
for t 2 Tc, + (T, 
which leads to limt,, P(t) = 3~. This is impossible. In summary, we conclude from the above 
discussion that (I) is not true. 
Now, we study Case (II). Suppose that {tn_} is a sequence such that 
iirnm tk = +oo, P(tk) 5 PO (/c = 1,2,. . . ), 
ad {P(tk)} are the local minimums of P(t). Furthermore, we have 
E = /iz inf P(t) = ,,“c inf P(tk) < PO. 
We can show that E > 0. Otherwise, E = 0, then by a similar deriving procedure as in (2.9), we 
can find some tk,,, E {tk} satisfying tk,,, > TO + o (TO is defined in Lemma 2.1) and 
P(tk,., 1= min {P(t) I tk,,, - 0 5 t 5 h,,,} 5 PO. (2.19) 
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For any s E {o, a], if Pa < F(tk-,,, - s) I PO, we have from (2.4) and (2.19) that 
if P(tk,,, - s) < Pa, we have from (2.19) that 
f(P(tk,,, - s)) 2 pF;.;ns) >+. 
0 0 
However? we always have 
f(F(k,,, - s)) 4 *, for s E [O,C]. (2.20) 
0 
Use (2.20) to obtain (2.10) and we conclude that E > 0. 
Finally, by replacing BITs by E,T7 (T7 2 TG) from (2.11)-(2.15), we obtain a contradiction 
which says that (II) is impossible. Thus, the proof is complete. 
3. EXISTENCE AND GLOBAL ATTRACTIVITY 
OF PERIODIC SOLUTIONS OF (1.3) 
The following Lemmas 3.1 and 3.2 change the existence problem of periodic solution of (1.3) 
into a same problem of another equation with finite delay. The proof could be found in IS], so 
we omit the details. 
LEMMA 3.1. Any ti-periodic solution P(t) of (1.3) is also an w-periodic sofution of the following 
equation: 
dP(t) 8(t)P(t) - = -qt)P(t) - 1 + P”(t) + Q(t) 
dt s *I H(~) ‘“ct - ‘) ds 1+ fyt - s) ’ t 2 0, (3.1) 0 
where H(s) = C,“=, #(s + $4~)~ s E [0, w] al2d vice verse. 
The following lemma gives sufficient condition for the existence of positive periodic solution 
of (3.1). 
LEMMA 3.2. ff 1% E (0, I], ‘tvc? assume that (II,) Bolds. For n > O? assume that QO > ho + PO, then 
there exists a positive ul-periodic so~utjo~ P*(t) of (3.1) such that 
PO 5 P*(t) 5 PO. for t 2 0. (3.2) 
PROOF. Note from (1.4) that sz H(s) ds = 1 suppose that P(t) is any positive solution of (1.3). 
T\k have from (3.1) that 
y 1 - (6’ + 0”) P(t) + clue Ji H(s)f(P(t - s)) ds, t 2 0. (3.3) 
0 
Replacing 71,~ and K(s) with 1,~ and H(s), respectively, in Lemma 2.4, we obtain that there 
exists a T, > 0 such that 
P(f) > PO! for t 2 2-i. (3.4) 
On the other hand, we could show by a similar way as for Lemma 2.1 that there exists TO > 0 
such that 
P(t) I PO, for t 2 To, (3.5) 
where TO is clepenclent on d (d = ~nax_,<,<~ P(s)). Anyway, we claim from (3.4) and (3.5) that -- 
solutions of (3.1) are uniform-bounded and uniform-ultimately bounded (see the definition in [9, 
p. 1201). In view of Theorem 37.1 in [lo], we obtain the conclusion of Lemma 3.2. 
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THEOREM 3.3. If n E (O,l], we assume that (H) holds. For n > 0, assume that a0 > do + PO, 
then there exists a positive w-periodic solution P*(t) of (1.3) such that 
PO 5 P*(t) < PO. for t > 0. 
Next, we investigate the global attractivity of P*(t). 
THEOREM 3.4. Assume that 60 + &, > (YO, and 
sr 
SK(S) ds < +cxj, 
0 
then every positive solution P(t) of (1.3) satis@ing 
lim P(t) = 0. 
t-r; 
PROOF. Define a Lyapunov functional V(t) = V(P(t)) as follows: 
V(t) = P(t) + I” K(s) [llS a(u + s)l(P(u))du] ds. 
(3.6) 
(3.7) 
(3.8) 
By using (3.6), one can verify that the improper integral in (3.8) converges uniformly, and hence, 
is clifferentiable in t. Calculating the upper right derivative of V along the positive solutions 
of (1.3), we obtain 
D+\‘(t) = -6(t)P(t) - P(t)f(P(t)) + J cx K(s)a(t + s)f(P(t)) ds 0 
I - [(do + PO) - QO] f(p(t)). 
Integrating (3.9) from 0 to t, we have 
(3.9) 
V(f) - V(0) I [ a0 - (60 + ao30)] J’ f(P(s)) ds, t 2 0. 
0 
which leads to f( P(t)) E Ll[O, cx)). The boundedness of P(t) on [0, +oo) follows from 
0 I P(t) I v(t) 5 V(O), for t 2 0. 
This together with the boundedness of o(t), 6(t), /3(t), f(P(t)), and (1.3) implies the boundedness 
of g on 10, +(30). Since 
1 + (1 - n)Pn dP 
$(P@)) = (1+ P”)2 dt 
is bounded for t E [0, +x), f(P(t)) is uniformly continuous on [0, +m). By Barbalat’s lemma 
[11,12], we conclude that linit,m f(P(t)) = 0 which implies (3.8). 
THEOREM 3.5. Assume that (3.6) holds and 
(a” + 3’) H < do 5 6’ + 4’ < ao, n > 1, (3.10) 
?Ben there exists an unique positive w-periodic solution P*(t) of (1.3) such that any positive 
solution P(t) of (1.3) satisfies 
pir [P(t) - P*(t)] = 0. 
PROOF. The existence of P*(t) is ensured by Theorem 3.3. The uniqueness is obvious if we have 
showed the global attractivity. Let P(t) be any positive solution of (1.3). Make a transformation 
of variables 
z(t) = P(t) - P’(t)* t f R. 
Then z(t) satisfies 
d,_(t) 
- = --s(t)+t) - s(r) [f(P(t)) - f (p*(r))] 
dt 
s 
i-o(t) cT K(s) (f(P(t - s)) - f (P*(t - s))] ds. 
0 
(3.11) 
Define a Lyapunov functional 
a( u i- s) If(P(u)) - f (P*(u))1 du 
I 
ds. 
~~~1cLllatin~ the upper right derivative of V along the solutions of (3.11), we get 
D+W) I -6(t)lz(t)l - /w)[w4~)1 [few)) - f (p*(t))1 
+ 
s m ~~s~~(~ + ~1I~(~(~)) - f (P’(f))l ds 
I -&(%~I + (P” 4” a”) If(P(t)) - f.(P*wl 
= _bop(t)l + (p” + g> l + (1 - 1z)cYt) 
(1 + snw2 Mffl, 
where c(t) lies between P(t) and P*(t) for t > 0. Xote that 
Define a function 
1 + (1 - ?Z)P 
Q) = (1 + p)2 ' x L 0, 7% > 1. 
Then we have 
( > 
l/n 
1. /8(X*) = 0, ‘r* = & 
(I1 - 1)s 
, 12 (z**) = n${h(z)} = -7, 
- 
II(O) = Ijlg{h(~)} = 1, lim h(x) = 0. 
x-w 
2. h(z) is decrecasing for II: E (0, x**) and increasing for x E (x**, +oo) . 
Therefore, we have 
Now we derive from (3.12)-(3.14) that 
D+V(t) I - [do - (cr” + PO) H] Iz(t)l, for t 2 5?r. 
By a, similar argument as in the proof of Theorem 3.4: we obtain that 
(3.12) 
(3.13) 
(3.14) 
lim z(t) = 0, i.e., TV& [P(t) - P*(t)] = 0. 
t-r 
tVe complete the proof. 
THEOREM 3.6. Assume that (H) and (3.6) hold. Furthermore, assume that 
(a” - PO) H < 60 I 6O + 30 < ao, 1-l E (0, 11, 
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(3.15) 
H = 1 + (1 - ?Z)P,n 
(1 +Po”)* 
T1m1 there exists an unique positive w-periodic solution P*(t) of (1.3) SUCJI tllat any positive 
solution P(t) of (1.3) satisfies 
t’iiI [P(t) - P*(t)] = 0. 
PROOF. By using the same Lyapunov function as in Theorem 3.5, and noting that f(P) is 
increasing, we obtain 
D+V(q I -d‘(t)lz(t)l - P(t)[ w4t)l [f(P(t)) - f (P*(t))1 
+ s Oc I (sb(t + s) If(P(t)) - f (J’*(t))1 ds 
5 ?so;z(t), + (a” - 30) If(P(t)) - f (P*(t))1 
= -Golz(t)l + (a” - 90) ~~(~(~))k(~)ll 
(3.16) 
where c(t) lies between P(t) and P*(t) for t 2 0, and 
1 + (1 - n)Y 
h(z) = (1 +xn)2 ’ z 2 0, 11 E (O,l]. 
Since h(s) has the following properties: 
1. /l(O) = 1, h(z) > 0 for z E (O,+co): 
2. /Q(X) < 0, h(z) is decreasing for z E (0, +s), lim,,, h(z) = 0; 
we get that 
0 5 h(X) 5 I-I = h(Po), for 5 > PO. 
Thus, one derive from (3.13) and (3.16) that 
DfV@) 5 - [do - (a” - 30) H] b(t)l> for t > TI, 
which implies that lim t_cX, z(t) = 0. M’e complete the proof. 
REMARK 3.7. Condition (3.10) for n > 1 is not as good as (3.15) for 71 E (O,l], since f(z) is not 
increasing on [0, +x) for 11 > 1, we are not able to estimate the sign of the term 
-fi(t)[w t(t)1 Lf(JYt) - f (P*(t))1 . 
But (3.10) could still be true if a(t), s(t), J(t), n are selected suitably. For example, if 
s(t) = 1 sintl + 8. B(t)=$ostl+l 
2: 
a(t) = 20, 11= -, 3 
2 
t,lien we have 
do = 8, b0 = 9, i3O = 1. CQ = ct” = 20, 
l/n 
= 41/3 
.z* 41/3 
f(z*) = 1 + (Z’)R = 3 = 1.5874. 
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x 2.6457. 
Choose 6 = 0.8, PO = 6A = 0.8, then 
(II - 1)2 1 
- = Z’ 4n 
OS 1.715544 = 0.466325, 
fu? = 
513 x 41/S 
1 + (5/3 x 4’/3)3’2 
x 0.49887. 
UPo) = 
1 + (1 - n)P,” = 1 - l/2 x 0.8”‘” ~ o.218207 
(1 + PO”)2 
[l + (0.8)3/2]2 
Thus, we have 
1. 
‘2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
IO. 
11. 
12. 
f (P”) > f(Po), H 3 0.218207, 
(a” + /?‘) H = 21 x 0.218207 < 8 = do < 9 + 1 = 6’ + /3’ < no = 20. 
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