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ОЦЕНКИ ЭНТРОПИЙНЫХ ЧИСЕЛ
И КОЛМОГОРОВСКИХ ПОПЕРЕЧНИКОВ
КЛАССОВ НИКОЛЬСКОГО – БЕСОВА
ПЕРИОДИЧЕСКИХ ФУНКЦИЙ МНОГИХ ПЕРЕМЕННЫХ
We establish the order estimates for the entropy numbers of the Nikol’skii – Besov classes Brp,θ of periodic functions of
many variables in the space Lq with certain relations between the parameters p and q. By using the obtained lower estimates
of the entropy numbers, we establish the exact order estimates for the Kolmogorov widths of the same classes of functions
in the space L1.
Знайдено порядковi оцiнки ентропiйних чисел класiв Нiкольського – Бєсова Brp,θ перiодичних функцiй багатьох
змiнних у метрицi простору Lq для деяких спiввiдношень мiж параметрами p i q. Одержанi результати застосовано
для встановлення оцiнок колмогоровських поперечникiв цих же функцiональних класiв у просторi L1.
1. Введение. Основной целью настоящей работы является установление порядковых оце-
нок энтропийных чисел классов Никольского – Бесова Brp,θ периодических функций многих
переменных в метрике пространства Lq для ряда значений параметров p и q. Кроме того,
полученные оценки снизу энтропийных чисел, в сочетании с известными оценками сверху
колмогоровских поперечников этих классов, позволили установить порядок колмогоровских
поперечников классов Brp,θ в пространстве L1. Соответствующие асимптотические характерис-
тики будут определены ниже; сначала приведем необходимые обозначения и определения, а
также сформулируем вспомогательные утверждения, которые используются при доказательстве
полученных результатов.
Пусть Rd, d ≥ 1, — евклидово пространство с элементами x = (x1, . . . , xd) и (x, y) =
= x1 y1 + . . . + xd yd, Lp(pid), pid =
∏d
j=1
[0, 2pi], обозначает множество функций f, 2pi-
периодических по каждой переменной и таких, что
‖f‖p =
(2pi)−d ∫
pid
|f(x)|p dx
1/p <∞, 1 ≤ p <∞,
‖f‖∞ = ess sup
x∈pid
|f(x)| <∞, p =∞.
В последующих рассуждениях будем рассматривать только те функции f ∈ Lp(pid), для которых
выполнено условие
2pi∫
0
f(x)dxj = 0, j = 1, d,
и множество таких функций будем обозначать L0p(pid).
Для функции f ∈ L0p(pid), 1 ≤ p ≤ ∞, рассмотрим разность первого порядка по j-й
переменной с шагом h :
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4h,jf(x) = f(x1, . . . , xj−1, xj + h, xj+1, . . . , xd)− f(x)
и определим разность l-го порядка
4lh,jf(x) =
l︷ ︸︸ ︷
4h,j . . .4h,j f(x)
в точке xj с шагом h.
Далее, если k = (k1, . . . , kd), kj ∈ N, j = 1, d, то смешанная разность порядка k с векторным
шагом h = (h1, . . . , hd) определяется следующим образом:
4khf(x) = 4k1h1,1 . . .4
kd
hd,d
f(x).
Пусть заданы вектор r = (r1, . . . , rd), rj > 0, j = 1, d, и параметры 1 ≤ p, θ ≤ ∞. Тогда
функция f ∈ L0p(pid) принадлежит классу Brp,θ, если∫
pid
∥∥ Mkh f(·)∥∥θp d∏
j=1
dhj
h
1+rjθ
j
1/θ ≤ 1, 1 ≤ θ <∞,
и
sup
h
∥∥ Mkh f(·)∥∥p d∏
j=1
h
−rj
j ≤ 1, θ =∞.
При этом для векторов k = (k1, . . . , kd) и r = (r1, . . . , rd) предполагаются выполненными
условия kj > rj , j = 1, d. Напомним, что классы Brp,θ являются аналогами классов функций,
введенных О. В. Бесовым [1], и Brp,∞ = Hrp , где Hrp — аналоги классов, введенных С. М. Ни-
кольским (см., например, [2, c. 189]). С более подробной информацией о классах Brp,θ можно
ознакомиться в работах [3, 4]. Далее нам будет удобно пользоваться определением классов Brp,θ
в несколько ином виде.
Для векторов s = (s1, . . . , sd), sj ∈ N, и k = (k1, . . . , kd), kj ∈ Z, j = 1, d, положим
ρ(s) =
{
k = (k1, . . . , kd) : 2
sj−1 ≤ |kj | < 2sj , j = 1, d
}
и для f ∈ L0p(pid) введем обозначение
δs(f, x) =
∑
k∈ρ(s)
f̂(k)ei(k,x),
где f̂(k) =
∫
pid
f(t)e−i(k,t)dt — коэффициенты Фурье функции f.
Пусть 1 < p < ∞, r = (r1, . . . , rd), rj > 0, j = 1, d. Тогда, с точностью до абсолютных
постоянных, классы Brp,θ можно определить следующим образом (см., например, [3, 4]):
Brp,θ =
f : ‖f‖Brp,θ =
(∑
s
2(s,r)θ‖δs(f, ·)‖θp
)1/θ
≤ 1
, 1 ≤ θ <∞,
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Brp,∞ =
{
f : ‖f‖Brp,∞ = sup
s
2(s,r)‖δs(f, ·)‖p ≤ 1
}
.
Отметим, что при соответствующем видоизменении „блоков” δs(f, ·) приведенное определение
классов Brp,θ можно распространить и на крайние значения p = 1 и p =∞ (см., например, [4],
замечание 2.1).
Пусть Vl(t), l ∈ N, обозначает ядро Валле Пуссена вида
Vl(t) = 1 + 2
l∑
k=1
cos kt+ 2
2l−1∑
k=l+1
(
1− k − l
l
)
cos kt.
Каждому вектору s = (s1, . . . , sd), sj ∈ N, j = 1, d, сопоставим полином
As(x) =
d∏
j=1
(
V2sj (xj)− V2sj−1(xj)
)
и для f ∈ L0p(pid), 1 ≤ p ≤ ∞, положим
As(f, x) = (f ∗As)(x),
где ∗ обозначает операцию свертки. Тогда при 1 ≤ p ≤ ∞, r = (r1, . . . , rd), rj > 0, j = 1, d, с
точностью до абсолютных постоянных, классы Brp,θ можно определить следующим образом:
Brp,θ =
f : ‖f‖Brp,θ =
(∑
s
2(s,r)θ‖As(f, ·)‖θp
)1/θ
≤ 1
 , 1 ≤ θ <∞,
Brp,∞ =
{
f : ‖f‖Brp,∞ = sup
s
2(s,r)‖As(f, ·)‖p ≤ 1
}
.
Поскольку в комментариях к полученным результатам будем упоминать классы W rp,α, для
удобства напомним их определение.
Пусть Fr(x, α) — многомерные аналоги ядер Бернулли, т. е.
Fr(x, α) = 2
d
∑
k
d∏
j=1
k
−rj
j cos
(
kjxj − αjpi
2
)
, rj > 0, αj ∈ R,
и в сумме содержатся только те векторы k = (k1, . . . , kd), для которых kj > 0, j = 1, d. Тогда
через W rp,α обозначим класс функций f, представимых в виде
f(x) = ϕ(x) ∗ Fr(x, α) = (2pi)−d
∫
pid
ϕ(y)Fr(x− y, α)dy,
ϕ ∈ Lp(pid), ‖ϕ‖p ≤ 1.
Всюду ниже будем предполагать, что координаты векторов r = (r1, . . . , rd), которые со-
держатся в определении рассматриваемых классов функций, упорядочены следующим обра-
зом : 0 < r1 = . . . = rν < rν+1 ≤ . . . ≤ rd. Вектору r = (r1, . . . , rd) сопоставим век-
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тор γ = (γ1, . . . , γd), γj =
rj
r1
, j = 1, d, которому, в свою очередь, сопоставляется вектор
γ′ = (γ′1, . . . , γ′d), где γj = γ
′
j при j = 1, ν и 1 < γ
′
j < γj при j = ν + 1, d.
Полученные результаты будем формулировать в терминах порядковых соотношений. Для
функций µ1(N) и µ2(N) запись µ1  µ2 означает, что существует постоянная C > 0 такая,
что µ1(N) ≤ Cµ2(N). Соотношение µ1  µ2 равносильно тому, что выполнены порядковые
неравенства µ1  µ2 и µ1  µ2. Отметим, что все постоянные Ci, i = 1, 2, . . . , которые будут
встречаться в работе, могут зависеть только от параметров, которые содержатся в определении
классов, метрики и размерности пространства Rd. В некоторых случаях будем указывать эту
зависимость в явном виде. Если M — некоторое конечное множество, то через |M| будем
обозначать количество его элементов.
Теперь определим асимптотические характеристики, которые будем исследовать.
Пусть X — банахово пространство и BX (y, r) — шар X радиуса r с центром в точке y,
т. е.
BX (y, r) =
{
x ∈X : ‖x− y‖ ≤ r}.
Для компактного множества A и ε > 0 определим число
Nε(A ,X ) = min
n : ∃y1, . . . , yn ∈X : A ⊆
n⋃
j=1
BX (y
j , ε)
.
Тогда величина (см., например, [5, 6])
Hε(A ,X ) = logNε(A ,X )
называется ε-энтропией множества A относительно банахова пространства X (здесь и далее
log := log2).
С ε-энтропией множества A тесно связано понятие его энтропийных чисел εk(A ,X )
(см., например, [7]):
εk(A ,X ) = inf
ε : ∃y1, . . . , y2k ∈X : A ⊆
2k⋃
j=1
BX (y
j , ε)
.
Отметим, что непосредственно из определений величин Hε(A ,X ) и εk(A ,X ) имеем:
если Hε(A ,X ) ≤ k, то εk(A ,X ) ≤ ε, и наоборот, оценка εk(A ,X ) ≤ ε влечет оценку
Hε(A ,X ) ≤ k. Иными словами, если k < Hε(A ,X ) ≤ k + 1, то εk+1(A ,X ) ≤ ε ≤
≤ εk(A ,X ). Эти соотношения позволяют из оценок для энтропийных чисел εk(A ,X ) полу-
чать оценки для ε-энтропии Hε(A ,X ).
Исследования ε-энтропии и близких к ней асимптотических характеристик (ε-емкость,
энтропийные числа и т. п.) имеют богатую историю. Истоки этих исследований подробно
обсуждаются во введении работы [5], где отмечается, что А. Н. Колмогоров [8], исходя из
результатов работ [9, 10] и популярных в то время общих идей теории передачи информа-
ции, сформулировал общую программу исследования ε-энтропии и ε-емкости интересных с
точки зрения компактов в функциональных пространствах. Заметим, что в той же работе [5]
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кроме оригинальных результатов приведено систематическое изложение ряда результатов, от-
носящихся к соответствующим направлениям исследований и ранее опубликованных в работах
[8 – 14]. Среди последующих работ, в которых изучались энтропийные числа и ε-энтропия клас-
сов периодических функций многих переменных W rp,α и H
r
p и их аналогов, отметим работы
[15 – 29], где можно ознакомиться с более обширной библиографией.
Напомним определение одной аппроксимативной характеристики, соответствующим обра-
зом связанной с энтропийными числами, о которой будет идти речь в настоящей работе.
Пусть Φ — центрально-симметричное множество нормированного пространства X и LM
— подпространство размерности M пространства X . Тогда величина
dM (Φ,X ) = inf
LM
sup
f∈Φ
inf
u∈LM
‖f − u‖X
называется M -мерным колмогоровским поперечником множества Φ в пространстве X . Попе-
речник dM (Φ,X ) введен в 1936 г. А. Н. Колмогоровым [30] и до настоящего времени задачи,
связанные с оценками колмогоровских поперечников тех или иных функциональных классов,
находятся в поле зрения большого количества исследователей. Отметим, что с результатами
исследования колмогоровских поперечников классов W rp,α, H
r
p и B
r
p,θ периодических функ-
ций многих переменных можно ознакомиться в монографиях [31 – 33], где также приведены
определенные комментарии и соответствующая библиография.
Прежде чем перейти непосредственно к формулировке и доказательству полученных резуль-
татов, введем некоторые обозначения и сформулируем необходимые вспомогательные утвер-
ждения.
Пусть, по-прежнему, s = (s1, . . . , sd), sj ∈ N, j = 1, d, γ = (γ1, . . . , γd) и γ′ = (γ′1, . . . , γ′d)
— векторы, которые определены выше. Для n ∈ N положим
Qγn =
⋃
(s,γ)≤n
ρ(s), Qγ
′
n =
⋃
(s,γ′)≤n
ρ(s), 4Qγ′n = Qγ
′
n \Qγ
′
n−1
и
Nγ
′
n =
{
s = (s1, . . . , sd), n− 1 < (s, γ′) ≤ n, n ≥ d
}
.
Заметим, что |4Qγ′n |  2nnν−1.
Через SQγn(f, ·) обозначим ступенчатую гиперболическую сумму Фурье функции f ∈ L1(pid)
вида
SQγn(f, ·) =
∑
(s,γ)≤n
δs(f, ·).
Имеют место следующие утверждения.
Теорема А [34]. Пусть 1 ≤ p <∞, 1 ≤ θ <∞, r1 > 1
p
. Тогда
sup
f∈Brp,θ
‖f(·)− SQγn(f, ·)‖∞  2−n(r1−1/p) n(ν−1)(1−1/θ).
Замечание 1. Такая же по порядку оценка справедлива и в случае приближения функций
f ∈ Brp,θ ступенчатыми гиперболическими суммами Фурье SQγ′n (f, ·).
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Лемма А. Пусть f ∈ L0p(pid), 1 < p <∞. Тогда
∥∥∥∑
s
δs(f, ·)
∥∥∥
p

(∑
s
‖δs(f, ·)‖p∗p
)1/p∗
, (1)
где p∗ = min{2, p}.
Неравенство (1) является простым следствием теоремы Литтлвуда – Пэли (см., например,
теорему А из введения работы [31]) и неоднократно использовалось в работах многих авторов.
Лемма Б [31, c. 11]. Справедлива оценка∑
(s,γ′)≥l
2−α(s,γ)  2−αllν−1, α > 0.
Пусть X обозначает пространство RN с нормой ‖ · ‖X . Как обычно, обозначим через BN2
и SN−1 соответственно единичный евклидов шар в RN и его границу. Пусть также σ = σN
— нормированная мера Лебега на SN−1. Следующая величина играет важную роль в оценках
ε-энтропии и поперечников по Колмогорову (подробнее см. [35]):
MX =
∫
SN−1
‖f‖X dσ.
Справедливо следующее утверждение (см. [36]).
Лемма В. Имеет место оценка
εm(B
N
2 ,X )

(
N
m
)1/2
MX , m ≤ N,
e−m/NMX , m > N.
(2)
Отправляясь от (2), получим соответствующие оценки в пространстве X = L∞ для еди-
ничных шаров, являющихся тригонометрическими полиномами специального вида. С этой
целью для любого множества G ⊂ Zd через T (G) обозначим множество тригонометрических
полиномов t вида
t(x) =
∑
k∈G
cke
i(k,x), x ∈ pid,
а в случае, когда множество G симметрично относительно начала координат (G = −G), поло-
жим
TR(G) =
{
t ∈ T (G) : ck = c−k, k ∈ G
}
.
Пусть T (M Qγ
′
n )q — единичный Lq-шар в пространстве T (M Qγ
′
n ), т. е.
T (M Qγ′n )q =
{
t ∈ T (M Qγ′n ) : ‖t‖q ≤ 1
}
.
В принятых обозначениях имеет место следующая лемма.
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Лемма 1. Справедлива оценка
εm
(
T (M Qγ′n )2, L∞
)

(
|M Qγ′n | m−1
)1/2
n1/2, m ≤ |M Qγ′n |,
2−|MQ
γ′
n |
−1
m n1/2, m > |M Qγ′n |.
(3)
Доказательство. Рассмотрим множество TR(M Qγ
′
n ) полиномов из T (M Qγ
′
n ) с действи-
тельными коэффициентами. Тогда TR(M Qγ
′
n )2 можно рассматривать как евклидов шар в RN ,
N = |M Qγ′n |/2. Легко видеть, что оценки (3) достаточно доказать для TR(M Qγ
′
n )2.
ПустьX Gq — банахово пространство тригонометрических полиномов t ∈ TR(G) с обычной
Lq-нормой и deg t — степень полинома t. (Напомним, что под степенью тригонометрического
полинома будем понимать наибольшую из степеней экспонент ei(k,x), содержащихся в нем, а
deg ei(k,x) = |k1|+ . . .+ |kd|.)
Далее воспользуемся оценкой, полученной в [27]:
MX Gq 

√
q, 1 < q <∞,
√
log deg t, q =∞.
Поскольку для t ∈ TR(M Qγ
′
n ) имеет место соотношение log deg t  n, учитывая вышеиз-
ложенное, в силу леммы В приходим к искомым оценкам (3).
Лемма доказана.
Следующее утверждение является следствием одного неравенства Б. Карла (см., напри-
мер, [37]).
Лемма Г [25, 26]. Пусть A — компакт в сепарабельном банаховом пространстве X .
Предположим, что для пары чисел (a, b), где a > 0, b ∈ R, либо a = 0, b < 0, выполняются
соотношения
dm(A ,X ) m−a(logm)b,
εm(A ,X ) m−a(logm)b.
Тогда
εm(A ,X )  dm(A ,X )  m−a(logm)b.
2. Основные результаты. Предварительно отметим, что при доказательстве полученных
результатов нами используются и развиваются подходы, которые применялись в работах [20,
21, 24, 25] при исследовании соответствующих вопросов на классах W rp,α и H
r
p периодических
функций многих переменных.
Справедливо следующее утверждение.
Теорема 1. Пусть 2 ≤ p ≤ ∞, 1 ≤ θ <∞ и r1 > 1/2. Тогда
εM (B
r
p,θ, L∞)M−r1(logν−1M)r1+(1/2−1/θ)+
√
logM, (4)
где a+ = max{a, 0}.
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Доказательство. Поскольку Brp,θ ⊂ Br2,θ, 2 < p < ∞, оценку (4) достаточно установить
для случая p = 2.
Итак, пусть f ∈ Br2,θ, 1 ≤ θ ≤ 2. Тогда согласно неравенству(∑
l
|al|µ2
)1/µ2
≤
(∑
l
|al|µ1
)1/µ1
, 1 ≤ µ1 ≤ µ2 <∞
(см. [39, c. 43]) можем записать∥∥∥∥∥∥∥
∑
s∈Nγ′n
δs(f, ·)
∥∥∥∥∥∥∥
2
=
 ∑
s∈Nγ′n
‖δs(f, ·)‖22

1/2
≤
≤
 ∑
s∈Nγ′n
‖δs(f, ·)‖θ2

1/θ
 2−n r1
 ∑
s∈Nγ′n
2(s,r)θ‖δs(f, ·)‖θ2

1/θ

 2−n r1‖f‖Br2,θ ≤ 2−n r1 . (5)
Пусть теперь θ ∈ (2,∞). В таком случае, воспользовавшись неравенством Гельдера с
показателем θ/2 и леммой Б, будем иметь∥∥∥∥∥∥∥
∑
s∈Nγ′n
δs(f, ·)
∥∥∥∥∥∥∥
2
=
 ∑
s∈Nγ′n
‖δs(f, ·)‖22

1/2
≤
≤
 ∑
s∈Nγ′n
2(s,r)θ‖δs(f, ·)‖θ2

1/θ ∑
s∈Nγ′n
2−2(s,r)θ/(θ−2)

1/2−1/θ

 ‖f‖Br2,θ
 ∑
s∈Nγ′n
2−2(s,r)θ/(θ−2)

1/2−1/θ
 2−n r1 n(ν−1)(1/2−1/θ). (6)
Таким образом, согласно (5) и (6) для f ∈ Br2,θ, 1 ≤ θ <∞, имеем∥∥∥∥∥∥∥
∑
s∈Nγ′n
δs(f, ·)
∥∥∥∥∥∥∥
2
 2−n r1 n(ν−1)(1/2−1/θ)+ . (7)
Далее, в соответствие числу M выберем m ∈ N так, чтобы выполнялись неравенства
|Qγ′m−1| < M ≤ |Qγ
′
m|. Тогда, приняв во внимание соотношения |Qγ
′
m|  |Qγ
′
m−1|  2mmν−1,
будем иметь M  2mmν−1.
Положим β =
1
2
min
{(
r1 − 1
2
)
,
1
2
}
и
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Mn =
CβM2
−12 (m−n) при n < m,
CβM2
−β(n−m) при n ≥ m,
где Cβ > 0 подобрано так, что
∞∑
n=1
Mn ≤M.
Заметим, что такое Cβ > 0 существует, так как
m−1∑
n=1
M 2−
1
2 (m−n) +
∞∑
n=m
M 2−β(n−m) M.
Пусть Mn = [Mn], где [a] — целая часть числа a. Тогда Mn = 0, если CβM2−β(n−m) < 1,
т. е. при n > m1 = m+ β−1 logCβM.
Положим
S4Qγ′n (B
r
2,θ) =
g : g(x) =
∑
k∈4Qγ′n
f̂(k)ei(k,x), f ∈ Br2,θ

и ∥∥∥S4Qγ′n (Br2,θ)∥∥∥∞ = supg∈S
4Qγ′n
(Br2,θ)
‖g(·)‖∞. (8)
В принятых обозначениях можем записать
εM (B
r
2,θ, L∞) ≤
∑
n≤m1
εMn(S4Qγ′n (B
r
2,θ), L∞) +
∑
n>m1
∥∥∥S4Qγ′n (Br2,θ)∥∥∥∞ = I1 + I2. (9)
Оценим сначала слагаемое I2. Для f ∈ Br2,θ согласно теореме A (см. замечание) будем
иметь ∥∥S4Qγ′n (f, ·)∥∥∞ = ∥∥SQγ′n (f, ·)− SQγ′n−1(f, ·) + f(·)− f(·)∥∥∞ ≤
≤ ∥∥f(·)− S
Qγ
′
n
(f, ·)∥∥∞ + ∥∥f(·)− SQγ′n−1(f, ·)∥∥∞ 
 2−n(r1−1/2) n(ν−1)(1−1/θ).
Следовательно, справедлива оценка∥∥∥S4Qγ′n (Br2,θ)∥∥∥∞  2−n(r1−1/2)n(ν−1)(1−1/θ). (10)
Таким образом, в силу (10) находим
I2 =
∑
n>m1
∥∥∥S4Qγ′n (Br2,θ)∥∥∞  ∑
n>m1
2−n(r1−1/2)n(ν−1)(1−1/θ) 
 2−m1(r1−1/2)m(ν−1)(1−1/θ)1 = J1. (11)
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Для продолжения оценки величины J1 рассмотрим два случая.
Предположим сначала, что r1 ≥ 1. В таком случае β = 1/4 и соответственно m1 = m +
+ log (CβM)
4. Тогда для J1 получим оценку
J1 = 2
−m(r1−1/2)(CβM)−4(r1−1/2)(m+ log(CβM)4)(ν−1)
(
1−1/θ) 
 2−m
(
r1−1/2
)
2−4
(
r1−1/2
)
mm−4(ν−1)
(
r1−1/2
)
m(ν−1)
(
1−1/θ) 
 2−mr1m(ν−1)(1/2−1/θ)+ . (12)
Пусть теперь выполнено условие
1
2
< r1 < 1. Тогда β =
1
2
(
r1 − 1
2
)
и, следовательно,
m1 = m+ log(CβM)
4
2r1−1 . В таком случае величина J1 допускает оценку
J1 = 2
−m
(
r1−1/2
)
(CβM)
−2(m+ log(CβM)
4
2r1−1 )(ν−1)
(
1−1/θ) 
 2−m
(
r1−1/2
)
2−2mm−2(ν−1)m(ν−1)
(
1−1/θ)  2−mr1m(ν−1)(1/2−1/θ)+ . (13)
Таким образом, принимая во внимание (12) и (13), из (11) имеем
I2  2−mr1 m(ν−1)(1/2−1/θ)+ . (14)
Теперь перейдем к оценке величины I1. С этой целью представим эту величину в виде двух
слагаемых
I1 =
∑
n≤m
εMn
(
S4Qγ′n (B
r
2,θ), L∞
)
+
∑
m<n≤m1
εMn
(
S4Qγ′n (B
r
2,θ), L∞
)
. (15)
Для оценки первого слагаемого, воспользовавшись соотношением (7) и леммой 1, будем
иметь ∑
n≤m
εMn
(
S4Qγ′n (B
r
2,θ), L∞
)


∑
n≤m
2−nr1n(ν−1)(1/2−1/θ)+εMn(T (M Qγ
′
n )2, L∞)

∑
n≤m
2−n r1 n(ν−1)(1/2−1/θ)+ 2−CβM 2
−12 (m−n)|MQγ′n |−1n1/2 = J2. (16)
Далее, приняв во внимание соотношения |M Qγ′n |  2n nν−1 и M  2mmν−1, легко убедиться,
что величина J2 допускает оценку
J2  2−mr1 m(ν−1)(1/2−1/θ)+m1/2. (17)
Чтобы оценить второе слагаемое правой части (15), также воспользуемся соотношением (7)
и леммой 1. Выполнив элементарные преобразования, получим
ISSN 1027-3190. Укр. мат. журн., 2015, т. 67, № 11
1550 А. С. РОМАНЮК∑
m<n≤m1
εMn
(
S4Qγ′n (B
r
2,θ), L∞
)


∑
m<n≤m1
2−n r1n(ν−1)(1/2−1/θ)+εMn
(
T (M Qγ′n )2, L∞
)

∑
m<n≤m1
2−n r1n(ν−1)(1/2−1/θ)+ | M Qγ′n |1/2M−1/22β(n−m)n1/2 
 2−r1mm(ν−1)(1/2−1/θ)+m1/2. (18)
Таким образом, с учетом (15) – (18) приходим к оценке
I1  2−mr1 m(ν−1)(1/2−1/θ)+m1/2. (19)
Наконец, подставив (14) и (19) в (9) и приняв во внимание, что M  2mmν−1, придем к
искомой оценке величины εM (Br2,θ, L∞) :
εM (B
r
2,θ, L∞) 2−mr1 m(ν−1)(1/2−1/θ)+m1/2 M−r1(logν−1M)r1+(1/2−1/θ)+
√
logM.
Теорема доказана.
Теперь приведем некоторые комментарии к полученному результату. Для начала отметим,
что с помощью рассуждений, которые применялись при доказательстве оценки (4), можно
получить такое утверждение.
Теорема 2. Пусть 1 ≤ q <∞, 2 ≤ p ≤ ∞, 1 ≤ θ <∞ и r1 > 1. Тогда
εM (B
r
p,θ, Lq)M−r1(logν−1M)r1+(1/2−1/θ)+ , (20)
где a+ = max{a, 0}.
Доказательство. В целом доказательство оценки (20) является фактически повторением
схемы доказательства теоремы 1, и поэтому здесь мы ограничимся указанием только тех из-
менений, которые необходимо внести в проводимые рассуждения. Так, при выводе аналога
оценки (10) нужно вместо теоремы А использовать следующее утверждение.
Теорема А′ [38]. Пусть 1 < p < q <∞, 1 ≤ θ <∞, r1 > 1
p
− 1
q
. Тогда справедлива оценка
sup
f∈Brp,θ
‖f(·)− SQγn(f, ·)‖q  2−n(r1−1/p+1/q) n(ν−1)(1/q−1/θ)+ .
Далее, при доказательстве оценок аналогичных (16) – (18) вместо леммы 1 нужно восполь-
зоваться следующей леммой.
Лемма 1′ [21]. Пусть 1 < p ≤ 2 ≤ q <∞. Тогда имеет место соотношение
εM
(
T (M Qγn)p, Lq
)
| M Q
γ
n|M−1 ln2
(| M Qγn|M−1), 2M ≤ | M Qγn|,
2−M |MQ
γ
n|−1 , 2M ≥ | M Qγn|.
(21)
Заметим, что такого же вида оценки имеют место и по отношению к множеству полиномов
T (M Qγ
′
n )p при соответствующей замене в правой части (21) множества M Qγn на M Qγ
′
n .
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Наконец значение β, которое используется при доказательстве теоремы 1, следует задать
по формуле β =
1
2
min
{
(r1 − 1), 1
}
.
Теорема доказана.
В связи с оценкой (20) обратим внимание на то обстоятельство, что величины εM (Brp,θ, Lq),
1 < p, q < ∞, r = (r1, . . . , r1) ∈ Rd, ранее исследовались Динь Зунгом [28] и при этом был
получен следующий результат.
Теорема 2′. Пусть 1 < p, q <∞, 0 < θ ≤ ∞ и r1 > 0. Тогда:
1) при r1 >
1
p
εM (B
r
p,θ, Lq)M−r1(logd−1M)
r1+1/2− 1max{p,θ} ;
2) при r1 >
(
1
p
− 1
q
)
+
и θ ≥ min{2, q}
εM (B
r
p,θ, Lq)M−r1(logd−1M)r1+1/2−1/θ. (22)
Важно отметить, что методы получения оценок (20) и (22) существенно различаются и,
кроме того, легко убедиться, что в некоторых случаях оценки, полученные в теореме 2, точнее
оценок (22).
Отметим также, что утверждения, аналогичные теоремам 1, 2, для классов Hrp и W
r
p,α
получены в работах [20, 21, 27].
Для доказательства следующего утверждения нам понадобятся еще некоторые дополни-
тельные обозначения.
Пусть
ρ(s) =
{
k = (k1, . . . , kd) : 2
sj−1 ≤ kj < 2sj , j = 1, d
}
и
T (ρ(s)) =
t : t(x) = ∑
k∈ρ(s)
t̂(k)ei(k,x)
.
Заметим, что каждый полином t ∈ T (ρ(s)), sj ≥ 2, j = 1, d, может быть представлен в виде
t(x) = ei(k
s,x)t1(x),
где ks = (ks11 , . . . , k
sd
d ), k
sj
j = 2
sj−1 + 2sj−2, j = 1, d и t1(x) — полином степени 2sj−2 по
переменной xj , j = 1, d.
Для m = (m1, . . . ,md), mj ∈ Z+, обозначим через RT (m) множество действительных
тригонометрических полиномов t вида
t(x) =
∑
|kj |≤mj
j=1,d
t̂(k)ei(k,x).
Пусть T ′(ρ(s)) обозначает множество тригонометрических полиномов t вида
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t(x) = ei(k
s,x)t1(x), t1 ∈ RT (2s−2).
Для четного n определим множества
Ω∗n =
{
s : ‖s‖1 = n, sj − четные числа, j = 1, d
}
,
Q′n =
⋃
s∈Ω∗n
ρ(s),
T ′(Q′n) =
t : t(x) = ∑
s∈Ω∗n
ei(k
s,x)t1s(x), t
1
s ∈ RT (2s−2)
.
Имеет место следующая теорема.
Теорема 3. Пусть r1 > 0, 1 ≤ θ <∞. Тогда
εM (B
r
∞,θ, L1)M−r1(logν−1M)r1+1/2−1/θ. (23)
Доказательство. Заметим, что для доказательства оценки (23) достаточно рассмотреть
случай ν = d. Установим сначала оценку величины εM (Br∞,θ, L2). С этой целью рассмотрим
множество тригонометрических полиномов
T ′(Q′n)∞ =
{
t ∈ T ′(Q′n) : ‖t1s‖∞ ≤ 1
}
.
Для f ∈ L2(pid) определим функции
fRn (x) =
∑
s∈Ω∗n
ei(k
s,x)Re
(
δs(f, x)e
−i(ks,x)
)
,
f In(x) =
∑
s∈Ω∗n
ei(k
s,x) Im
(
δs(f, x)e
−i(ks,x)
)
,
где
δs(f, x) =
∑
k∈ρ(s)
f̂(k)ei(k,x).
Тогда fRn ∈ T ′(Q′n) и для любого t ∈ T ′(Q′n) имеем∥∥f(· )− t(· )∥∥2
2
≥ ∥∥fRn (· ) + i f In(· )− t(· )∥∥22 =
=
∑
s∈Ω∗n
∥∥ts(· )− Re(δs(f, · )e−i(ks,·))− i Im(δs(f, · )e−i(ks,·))∥∥22 ≥ ∥∥t(· )− fRn (· )∥∥22.
Отсюда делаем вывод, что при рассмотрении ε-сети множества T ′(Q′n)∞ в L2 можно считать,
что ее элементы принадлежат T ′(Q′n).
Далее, положим M = |Q′n|  2nnd−1 и воспользуемся оценкой из [21]:
εM (T
′(Q′n)∞2
−r1n, L2) 2−r1n|Ω∗n|1/2 M−r1(logd−1M)r1+1/2. (24)
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Поскольку имеет место включение
T ′(Q′n)∞2
−r1n ⊂ C1(d)Hr∞,
для любой функции f ∈ T ′(Q′n)∞2−r1n выполнено соотношение (см. [31, c. 32])
‖As(f, · )‖∞  2−(r,s), s ∈ Ω∗n. (25)
Поэтому, воспользовавшись (25), для f ∈ T ′(Q′n)∞2−r1 n будем иметь
‖f‖Br∞,θ 
 ∑
s∈Ω∗n
2(s,r)θ ‖As(f, · )‖θ∞
1/θ 
 ∑
s∈Ω∗n
1
1/θ  nd−1θ . (26)
Из (26) заключаем, что
T ′(Q′n)∞2
−r1nn−
d−1
θ ⊂ C2(d)Br∞,θ, 1 ≤ θ <∞. (27)
Таким образом, согласно (27) и (24) можем записать
εM (B
r
∞,θ, L2) εM
(
T ′(Q′n)∞2
−r1 nn−
d−1
θ , L2
)

 2−r1nn(d−1)(1/2−1/θ) M−r1(logd−1M)r1+1/2−1/θ. (28)
Теперь установим оценку (23). Непосредственно из (28) следует, что в T ′(Q′n)∞2−r1nn
−d−1θ
найдется 2M функций {fj(·)}2Mj=1 таких, что для i 6= j будет выполнена оценка∥∥fi(· )− fj(· )∥∥2  2−r1 n n(d−1)(1/2−1/θ). (29)
Тогда легко убедиться, что из (29) следует оценка∥∥fi(· )− fj(· )∥∥1  2−r1 n n(d−1)(1/2−1/θ). (30)
Действительно, воспользовавшись неравенством [40, c. 330]
‖f(· )‖a ≤ ‖f(· )‖α1 ‖f(· )‖1−αb , f ∈ Lb, 1 < a < b, α =
(
1
a
− 1
b
)(
1− 1
b
)−1
,
можем записать
‖f(· )‖2 ≤ ‖f(· )‖1/31 ‖f(· )‖2/34 .
Отсюда имеем
‖f(· )‖1/31 ≥ ‖f(· )‖2‖f(· )‖−2/34 . (31)
Далее, пусть
fl(x) = 2
−r1nn−
d−1
θ ϕl(x), l = 1, 2M ,
где ϕl ∈ T ′(Q′n)∞. Тогда в силу леммы A для i 6= j будем иметь
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‖fi(·)− fj(·)‖4 
 ∑
s∈Ω∗n
‖δs((fi − fj), ·)‖24
1/2 
 2−r1 nn−d−1θ
 ∑
s∈Ω∗n
‖δs((ϕi − ϕj), ·)‖2∞
1/2 
 2−r1 nn−d−1θ
 ∑
s∈Ω∗n
(‖δs(ϕi, ·)‖∞ + ‖δs(ϕj , ·)‖∞)2
1/2 
 2−r1 n n− d−1θ
 ∑
s∈Ω∗n
1
1/2  2−r1nn(d−1)(1/2−1/θ). (32)
Таким образом, используя оценки (29), (32) и неравенство (31), получаем
‖fi(·)− fj(·)‖1  2−r1n n(d−1)(1/2−1/θ).
Отсюда следует искомая оценка
εM (B
r
∞,θ, L1)M−r1(logd−1M)r1+1/2−1/θ.
Теорема доказана.
Отправляясь от оценок (4) и (23), можно сформулировать такое следствие.
Следствие 1. Пусть 2 ≤ p ≤ ∞, 2 ≤ θ <∞, r1 > 1
2
. Тогда
M−r1(logν−1M)r1+1/2−1/θ  εM (Brp,θ, L∞)M−r1(logν−1M)r1+1/2−1/θ log1/2M.
Покажем, что в одномерном случае можно получить точную по порядку оценку величины
εM (B
r1
p,θ, L∞).
Теорема 4. Пусть d = 1, 1 ≤ θ ≤ ∞, 2 ≤ p ≤ ∞. Тогда при r1 > 1
2
εM (B
r1
p,θ, L∞) M−r1 . (33)
Доказательство. Поскольку в силу теоремы 3
εM (B
r1
p,θ, L∞)M−r1 , p ≥ 1, r1 > 0, (34)
и (см. [33], гл. 4, §4.4)
dM (B
r1
p,θ, L∞) M−r1+(1/p−1/2)+ , 1 ≤ p, θ ≤ ∞, r1 > max
{
1
p
,
1
2
}
, (35)
используя лемму Г, из (34) и (35) получаем (33).
Теорема доказана.
В заключение работы приведем еще один результат, в котором содержится, в частности,
оценка колмогоровского поперечника класса Brp,θ в пространстве L1.
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Теорема 5. Пусть 2 ≤ p ≤ ∞, 1 ≤ q < p, 2 ≤ θ ≤ ∞, r1 > 0. Тогда
εM (B
r
p,θ, Lq)  dM (Brp,θ, Lq) M−r1(logν−1M)r1+1/2−1/θ. (36)
Доказательство. Пусть θ ∈ [2,∞). Тогда, с одной стороны, в силу теорем 4.2.8, 4.2.11
[33] (гл. 4, § 4.2) имеем
dM (B
r
p,θ, Lq)M−r1(logν−1M)r1+1/2−1/θ, 1 ≤ q < p <∞, p ≥ 2. (37)
С другой стороны, согласно теореме 3
εM (B
r
p,θ, Lq) εM (Br∞,θ, L1)M−r1(logν−1M)r1+1/2−1/θ. (38)
Следовательно, применив лемму Г по отношению к (37) и (38), можем записать
εM (B
r
p,θ, Lq)  dM (Brp,θ, Lq) M−r1(logν−1M)r1+1/2−1/θ.
Пусть теперь θ =∞. Тогда, снова используя лемму Г применительно к оценкам
εM (H
r
∞, L1)M−r1(logν−1M)r1+1/2
и
dM (H
r
p , Lq)M−r1(logν−1M)r1+1/2, 1 < q ≤ p <∞, p ≥ 2
(см., например, [21, 41] соответственно), получаем (36).
Теорема доказана.
Важно отметить, что в (36) содержится новая оценка колмогоровского поперечника
dM (B
r
p,θ, L1). Для всех остальных значений параметров, которые фигурируют в условии тео-
ремы 5, порядки величин dM (Brp,θ, Lq) были известны ранее (см., например, [33], гл. 4, § 4.2).
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