Abstract. In this paper we consider Harnack inequalities with respect to a symmetric α-stable Lévy process X in R d , α ∈ (0, 2), d ≥ 2. We study the example from the article [2] . There, the authors have associated the Harnack inequality with the relative Kato condition, which is a condition on the Lévy measure. By checking the condition, in the case α ∈ (0, 1), they have established that the Harnack inequality does not hold. We give an alternative proof of this fact, using the setting of [2] . We define the harmonic functions explicitly. For a given starting point of the process, we examine the probability of hitting a certain set at the first exit time of a unit ball.
Introduction
In the paper, we use the notation B(x 0 , r) = {x : |x − x 0 | ≤ r}, r ≥ 0, and B r = B(0, r), r ≥ 0.
We consider a symmetric α-stable Lévy process, which has the characteristic function of the form E 0 e iu·Xt = e −tΦ(u) , u ∈ R d , t ≥ 0, (1.1) where the characteristic exponent Φ is given by Φ(u) =
The measure µ is symmetric, finite and non-zero on S d−1 (see [9] , Theorem 14.13). Le the measure µ be absolutely continuous with respect to the uniform surface measure on S d−1 and denote its density by f µ . The potential density (or the heat kernel) p(t, x, y) = p(t, y − x) is determined by the Fourier transform 
for every bounded open set U such thatŪ ⊂ D. Here, τ U = inf{t > 0 : X t / ∈ U } is the first exit time from the set U . Definition 2.2. The Harnack inequality for a symmetric α-stable Lévy processes X holds true if there is a constant K ≥ 1 such that for every non-negative function u : R d → R which is harmonic in B 1 with respect to X, the inequality u(x) ≤ K · u(y), x, y ∈ B 1/2 .
holds true.
Construction of the Sequence of Harmonic Functions.
Lemma 2.3. Let c > 1. There are sequences (α n ) and (β n ) of positive numbers such that: where A n and B n denote the partial sum of the sequences (α n ) and (β n ), respectively, i.e. A n = n k=1 α k , B n = n k=1 β k .
Proof. We construct inductively sequences (α n ) and (β n ) of positive numbers which fulfill the conditions of the lemma. Set K = (c + 2)/(c − 1).
Choose α 1 and β 1 so that
Next, choose β 2 and α 2 so that:
arctan K · tan(A 1 + B 2 ) − (A 1 + B 2 ) < α 2 < π/2 − (A 1 + B 2 ).
Assume β 1 , . . . , β n , α 1 , . . . , α n are chosen. Choose β n+1 and α n+1 so that:
arctan K · tan(A n + B n+1 ) − (A n + B n+1 ) < α n+1 α n+1 < π/2 − (A n + B n+1 ).
Notice that the choice of the sequence (β n ) is possible, since lim h π/2−c tan(h + c) tan(c) = +∞, for fixed c ∈ (0, π 2 ). Furthermore, the choice of of the sequence (α n ) is possible due to the choice of (β n ). Now, from the choice of (α n ), we have arctan K · tan(A n + B n+1 ) < A n+1 + B n+1 < π/2, which, together with the choice of (β n ), implies
Remark 2.4. At this point, we would like to mention that none of the following sequences satisfies the property (2.3) from the Lemma 2.3.
The details can be found in Lemma 4.1 (Appendix 4).
Definition 2.5. Let δ, x ∈ (0, 1) and (α n ) and (β n ) be sequences as in Lemma 2.3. We define the sets
Remark 2.6. Notice that, by the definitions of
The sets S δ n (x) and L δ n (x) are illustrated at the pictures that follow.
Remark 2.7. S δ n (x) describes the set on the line {(x, y) : x = δ, y > 0}, which is seen from the point (−x, 0) by the cone K n , and L δ n (x) describes the set on the line {(x, y) : x = δ, y > 0} which is seen from the set [−1, −x] × {0} by the cone K n . Proposition 2.1. Let (α n ) and (β n ) be sequences as in Lemma 2.3. For every δ ∈ (0, 1) and every x ∈ (0, 1) there is n 0 = n 0 (δ, x) such that for every n ≥ n 0
Proof. Let δ, x ∈ (0, 1). Recall, by (2.5), we have
Now, from Lemma 2.3, condition (2.3), it follows that there is n 0 = n 0 (δ, x) such that for every n ≥ n 0 ,
which proves the proposition.
Definition 2.8. Let δ ∈ (0, 1) and (α n ) and (β n ) be sequences as in Lemma 2.3. For z = (z 1 , z 2 ), y = (y 1 , y 2 ) ∈ R 2 , we define the sets
Remark 2.9.S δ n (z 1 , z 2 ) describes the set on the line {(x, u) : x = δ, u > 0}, which is seen from the point (−z 1 , z 2 ) by the cone K n , andL δ n (y 1 , y 2 ) describes the set on the line {(x, u) : x = δ, u > 0}, which is seen from the set [−1, −y 1 ] × {y 2 } by the cone K n . Remark 2.10. Let w = (w 1 , w 2 ) ∈ R 2 . Notice that by the definitions ofS
By means of the two propositions below, we will define the sequence of harmonic functions so that the Harnack inequality does not hold. To be more precise, we will construct the sequence of sets (B n ) and consequently the sequence of functions (u n ), so that
, (β n ) be sequences as in Lemma 2.3. There are sequences (δ n ), (x n ), (y n ), (c n ) and (d n ) of positive numbers such that
for every x = (x 1 , x 2 ) ∈ U n , where
Remark 2.11. Notice that the picture above is in the connection with the statement.
Proof. For n ∈ N, define I n := 2 + tan(A n + B n+1 ) + tan(A n+1 + B n+1 ), (2.7)
Furthermore, set
, (2.10)
, (2.11)
For the convenience, let us denote the denominator of δ n by H n ,
First, from Lemma 4.4 (Appendix 4), we have that I n , P n , P n , δ n , x n , y n , c n and d n are positive and c n < d n .
Let us prove V n ⊂ ∆ δn n . What is more, we show V n = ∆ δn n . Recall, we defined the set ∆ δn n in the way ∆ δn n = {(y 1 , y 2 ) :
The definition (2.12) yields
Therefore, using (2.13) the equality
. Because of geometrical reasoning, it is enough to show
respectively. As in the picture, p n 1 and p n 2 are the lines through the points (−y n , y n ) and (y n , −y n ), respectively.
Denote by P n 1 and P n 2 the points which determine the intersection of lines p n 1 and p n 2 with the set {(y 1 , y 2 ) : y 1 = δ n , y 2 > 0}:
Notice that P n 1 and P n 2 determine the lower boundary point and the upper boundary point of the setsS δn n+1 (y n , y n ) andS δn n+1 (−y n , −y n ), respectively. Notice that showing V n = {δ n } × (y P1 , y P2 ) finishes the proof. Clearly, the definitions (2.13) and (2.14) yield
and hence the proposition.
U n Proposition 2.3. Let (α n ), (β n ) be sequences as in the Lemma 2.3 and let (I n ), (P n ), (P n ), (δ n ), (x n ), (y n ), (c n ), (d n ) and (U n ) be as in the Proposition 2.2. There exist sequences (δ n ) and (B(S n , r n )), where:
(1) (δ n ) is such that δ n < δ n , for every n ∈ N, (2) B(S n , r n ) is a ball with the center S n = (x Sn , y Sn ) and radius r n , such that
Remark 2.12. Notions from the Proposition are illustrated at the picture above.
Proof. For n ∈ N, define
By the first part of Lemma 4.5 (Appendix 4),
Now, it is enough to show that for every
Recall,
for some δ n < ε < δ n . Since the proof is quite technical, we spell out the details in the second part of Lemma 4.5 (Appendix 4).
. Due to geometrical reasoning, it is enought to show that
As before, let p n 1 and p n 2 denote the lines y − y n = tan(A n + B n+1 ) · (x + y n ),
respectively. As before, the lines p n 1 and p n 2 are the lines through the points (−y n , y n ) and (y n , −y n ), respectively.
Denote by P n 1 and P n 2 the points which determine the intersection of p n 1 and p n 2 with the set {(y 1 , y 2 ) : y 1 = ε, y 2 > 0}:
Notice that P n 1 and P n 2 determine the lower boundary point and the upper boundary point of setsS ε n+1 (y n , y n ) andS ε n+1 (−y n , −y n ), respectively. If we show z 2 ∈ (y P1 , y P2 ), the proposition is proved.
To this end, we prove
and the details can be found in the Lemma 4.6 in Appendix 4.
Harnack Inequality.
In the subsection that follows, we give a proof of the fact that Harnack inequality does not hold.
Let X be a symmetric α-stable Lévy process in R 2 , 0 < α < 1, with the characteristic function of the form
where
We define the spectral measure µ appropriately, below in Theorem 2.14. Furthermore, for a given starting point x ∈ B 1 of the process X, we examine the probability
of hitting the set B n = B(S n , r n ) at the first exit time of a unit ball B 1 , where for every n ∈ N, B n are as in Proposition 2.3. We choose the points w 0 = (1/2, 0), 0 = (0, 0) and define the harmonic functions
We show
for sequences (a n ) and (b n ) with certain properties and eventually obtain the desired conclusion.
Remark 2.13. Constants are positive real numbers, which exact value may vary from one line to the other. For the convenience they will not be explicitly stated throughout the proof.
Before we prove the Theorem 2.14, we state the proposition for the Green function estimate of the unit ball B 1 for X (see [2] , Theorem 2). Proposition 2.4. Let X be a symmetric α-stable Lévy process in R d , 0 < α < 2, with the characteristic function of the form
and µ is a finite, symmetric measure on
Let µ be absolutely continuous with respect to the surface measure on S d−1 , and denote by f µ its density, for which the inequality
holds, for some m > 0. Then the estimate for the Green function
] is the expected time spent in B 1 , if the process starts from y ∈ B 1 . Theorem 2.14. Let X be a symmetric α-stable Lévy process in R 2 , 0 < α < 1, with the characteristic function of the form
Let the measure µ on S 1 be absolutely continuous with respect to the surface measure on S 1 , and denote by f µ its density. Set
where (α n ) and (β n ) are as in Lemma 2.3. Then the Harnack inequality for X does not hold.
Proof. Let
where B n = B(S n , r n ), x n , δ n are introduced in the Propositions 2.2 and 2.3, and set w 0 = (1/2, 0) and 0 = (0, 0). By the strong Markov property, every function u n is harmonic in B 1 with respect to X.
Namely, for a set U ⊂Ū ⊂ B 1 ,
Using the Lévy system formula ( [4] ) it follows
The estimates of the potential kernel ( [10] ) imply
From here we have
Letting t → ∞, by the dominated convergence theorem, we obtain
Let us compute the lower bound on u n (0). By the Lévy system formula (see [4] ) and the construction, it follows that
Letting t → ∞, by the dominated convergence theorem, it follows
Using the the estimate of the Green function from [2] there is c(α) so that
From here we obtain the lower bound
Combining inequalities (2.23) and (2.24), we obtain:
where a n = 2δ n − δ n + 2y n + 1
Due to the construction, lim n→∞ a n = 1. Since the proof of (2.27) is similar to the proof of Lemma 4.7 (Appendix), we skip it.
Since 0 < α < 1,
Notice that from here, we have
therefore the proof breaks down.
Remark 2.16. In connection with the article [2] , there it was shown that as in our case (d = 2), for 1 < α < 2 Harnack inequality holds (see Corollary 13 of the aforementioned article).
Weak Harnack Inequality
Definition 3.1. The weak Harnack inequality for a symmetric α-stable Lévy processes X holds if there is a constant C ≥ 1 such that for every non-negative function u : R d → R, which is harmonic in B 1 with respect to X, the inequality
We continue with the definitions regarding the spherical part of the Lévy measure (see [3] (cf. [8] )). A measure λ is called non-degenerate if it is not degenerate. For the equivalence of the non-degeneracy of the measure µ and the condition
where c = c(α) is a positive constant and Φ is as in (1.2), see [8] . 
where the characteristic exponent is given by
and µ is a spectral measure. Furthermore, let µ be absolutely continuous with respect to the uniform measure σ on the sphere S d−1 and denote by f µ its density. Assume that there is a positive constant m such that
Then the weak Harnack inequality for X holds.
There is a constant c 1 = c 1 (α, d) such that for every |w| < 3/4, the inequality
Proof. By the inequality p D ≤ p and the estimate of the transition density p for small times (see e.g. [10] , Theorem 1), it follows:
such that for every |x| < 1/4 and every w ∈ B(x, δ 1 ) the inequality
Proof. Using
in order to prove the lemma, we compute the estimates for G(x, w) from below and Ex[G(X τ B 3/4 , w)] from above. Using the heat kernel estimates for small times ( [10] , Theorem 1), we obtain
Examining the integral in (3.3) more closely, we obtain:
where in the last inequality we have used w ∈ B(x,δ 1 ), forδ 1 > 0 small enough.
In conclusion, by (3.3), (3.4), (3.5) and (3.6), we obtain
for all w ∈ B(x,δ 1 ) andδ 1 > 0 small enough.
To estimate G(x, w) from below, we use the continuity of the potential density (see [11] ).
Due to
by continuity of p(1, ·) in x = 0, there is R > 0 such that p(1, x) > 1 2 · p(1, 0), for all |x| < R.
Furthermore, for |ξ| = 1, since:
we obtain
For |x| = 0, by scaling and (3.8)
Therefore,
where c > 0. Then for every |x| < 1/4 and w ∈ B(x, δ 1 ), combining (3.2), (3.7) and (3.9), we obtain
Define c 2 = c and now the statement follows.
Remark 3.7. Notice that, according to the Lemma 3.5 and Lemma 3.6, there arẽ c =c(α, d) and δ 1 = δ 1 (α, d) such that for everyx ∈ B 1/4 and for every w ∈ B(x, δ 1 ) the inequality
holds.
Lemma 3.8. For α ∈ (0, 2) and d ≥ 2, let δ 1 > 0 be as in Lemma 3.6. There is a constant c 3 = c 3 (α, d) such that for everyx ∈ B 1/4 and everyũ ∈ B(0, 3/4) \ B(x, δ 1 ) the inequality
Proof. The proof relies on the maximum principle (cf. [7] ). We use the fact that G D (x, ·) is regular harmonic in D \ B(x, ε) with respect to X for every ε > 0 (cf. [1] ).
Define c 3 =c and the lemma follows.
Proof of Theorem 3.4. 
Since the inequality
holds for anyx ∈ B 1/4 , the proof is finished.
Appendix
Lemma 4.1. Let:
(
Then none of these sequences does not satisfy the property (2.3) from the Lemma 2.3.
.
and B n+1 = B n + β n+1 , we have:
This means that the condition (4.1) is not fulfilled. (2) Set
If a = b, the last expression is equal to
If b < a, we obtain
In conclusion, the condition (4.1) is not fulfilled.
Remark 4.2. In the examples that follow, we will proceed in the following way.
We use the equality
, and the estimates
for some constants c 1 , c 2 > 0.
Examining the lower (or upper) bound in the expression (4.2) (or (4.3)), we see
Now, we can use integral test for convergence to estimate series
for some δ > 0. In this example we will use integral test.
Notice,
The integral test implies
which is equivalent to
These inequalities yield 1
Multiplying the two inequalities by β n+1 , we obtain the lower and the upper bound for the expression in (4.4),
and consequently
This means, by (4.4),
which implies the condition (4.1) is not fulfilled. (4) Set
As in the second example, we use the integral test. Similarly, it implies
We will only observe the inequality (4.5). Multiplying (4.5) by β n+1 , it follows
it is enough to show
Notice that then
which implies the condition (4.1) is not fulfilled. Using polar coordinates we obtain
and that is what we wanted to prove. Remark 4.3. Notice that only in the very end the explicit formula for β n has been used. This means that if
the same reasoning applies.
In this case, we would have
Lemma 4.4. Let the quantities δ n , I n , P n , P n , δ n , x n , y n , c n and d n be as in the Proposition 2.2. Then:
all quantities above are positive and c n < d n .
Proof.
(1) By the definition (2.10),
This expression is equivalent to
, from where
follows. Therefore,
and eventually
By the definition of x n (2.11), the last equality yields
Notice that by (2.12) the left-hand side is y n , hence
From here, by the definition of P n (2.8),
Consequently, by the definition of d n (2.14), the last equality implies
and hence the first part of the Lemma. (2) Using the definition of δ n (2.10) one sees that y n > 0. Namely, the nominator of y n is positive if and only if
By the definition of δ n , the condition above is fulfilled if and only if
Using (2.15), we see that it holds.
Consequently, c n is also positive. Next we show that c n < d n , which also implies that d n > 0. Since
by the definition of P n (2.8), the inequality 2 · (1 + tan(A n+1 + B n+1 )) > P n holds. Therefore,
which, by the definition of δ n (2.10) yields
which implies
Consequently, by the definition of x n (2.11)
Hence, using the definition for y n (2.12),
By the first part of the Lemma and the definition of c n (2.13), the equality
Hence d n > 0 and the proof is finished.
Lemma 4.5. Let I n , J n , P n , P n , δ n , x n , y n , c n , d n , U n , δ n , S n = (x Sn , y Sn ) and r n be as in the Proposition 2.3. Then:
(2) the inequalities
hold true, for some ε > 0 such that δ n < ε < δ n .
(1) Let z = (z 1 , z 2 ) ∈ B(S n , r n ). Clearly,
If we show:
x Sn − r n = δ n (4.6)
y Sn − r n = c n (4.8) (4.9) then the proof of the first part of the Lemma is finished.
Let us first check (4.6). The definitions of x Sn (2.18), r n (2.20), I n (2.7), P n (2.8) and δ n (2.16) imply
Let us show (4.7). Similarly, the definitions of x Sn (2.18), r n (2.20), I n (2.7), P n (2.8) and δ n (2.10) imply
Now, we check (4.8). Likewise, the definitions of y Sn (2.19), r n (2.20), I n (2.7), J n (2.17), P n (2.8) and c n (2.13) yield
Lastly, we check (4.9). The definitions of y Sn (2.19), r n (2.20), I n (2.7), J n (2.17) and P n (2.8) imply
where in the last equality we use the definitions of c n (2.13) and δ n (2.16). (2) Recall,
We start by proving the inequality
for some δ n < ε < δ n . Let δ n < ε < δ n . Then the inequality (ε + 1) · tan(A n + B n ) + 1 ≤ (δ n + 1) tan(A n + B n ) + 1
holds. Therefore, the definition of P n (2.9) yields (ε + 1) · tan(A n + B n ) + 1 ≤ δ n · tan(A n + B n+1 ) + (1 + tan(A n + B n ) − δ n P n ).
The definition of y n (2.12) implies (ε + 1) · tan(A n + B n ) + 1 ≤ (δ n + y n ) · tan(A n + B n+1 ) + y n .
Eventually, the definition of c n (2.13) implies (ε + 1) · tan(A n + B n ) + 1 ≤ c n , and hence the inequality. In order to prove the inequality
it is enough to show it for ε = δ n . We also use two relations:
δ n − δ n = δ n · tan(A n+1 + B n+1 ) − δ n · tan(A n + B n+1 ) − y n · I n , (4.10) y n = δ n P n − x n tan(A n + B n+1 ) + 1 1 + tan(A n+1 + B n+1 ) . Notice that these statements follow directly from the definition of δ n (2.16) and the equality d n = (δ n + x n ) · tan(A n + B n+1 ) − 1 from the Lemma 4.4, respectively.
Due to δ n < δ n , and the definition of P n (2.8), the inequality − δ n P n + x n · tan(A n + B n+1 ) − 1 + δ n · tan(A n+1 + B n+1 ) ≤ (δ n + x n ) · tan(A n + B n+1 ) − 1 holds. Therefore, the equality (4.11) implies δ n · tan(A n+1 + B n+1 ) − y n · (1 + tan(A n+1 + B n+1 )) ≤ (δ n + x n ) · tan(A n + B n+1 ) − 1.
From here, using (4.10), the inequality (δ n + y n ) · tan(A n + B n+1 ) + y n + (δ n − δ n ) ≤ (δ n + x n ) · tan(A n + B n+1 ) − 1 follows. The definition of c n (2.13) yields, (δ n + y n ) · tan(A n + B n+1 ) + y n + (δ n − δ n ) ≤ (δ n + x n ) · tan(A n + B n+1 ) − 1, and the inequality is proved.
Lemma 4.6. Let I n , P n , P n , δ n , x n , y n , c n , d n , U n , δ n , S n = (x Sn , y Sn ), r n , y P1 and y P2 be as in the Proposition 2.3. Then (1) y P1 ≤ c n , (2) c n + (δ n − δ n ) ≤ y P2 .
(1) The inequality ε < δ n , implies (ε + y n ) · tan(A n + B n+1 ) + y n ≤ (δ n + y n ) · tan(A n + B n+1 ) + y n .
Therefore, together with (2.21) and (2.13), the inequality y P1 ≤ c n follows. (2) To prove the second inequality, we use δ n < ε and (4.10).
Namely, δ n ≤ ε implies δ n tan(A n+1 + B n+1 )) − y n (1 + tan(A n+1 + B n+1 )) ≤ ε · tan(A n+1 + B n+1 ) − y n (1 + tan(A n+1 + B n+1 )).
From here we obtain (δ n + y n ) · tan(A n + B n+1 ) + y n + + δ n · tan(A n+1 + B n+1 ) − δ n · tan(A n + B n+1 ) − y n · I n ≤ ≤ (ε − y n ) · tan(A n+1 + B n+1 ) − y n Using (2.22), (2.13) and (4.10) it follows c n + (δ n − δ n ) ≤ y P2 , and hence the Lemma.
Lemma 4.7. Let I n , P n , P n , δ n , y n , b n and M be as in the proof of Theorem 2.14, i.e. from Proposition 2.2. Then:
Proof. By the definition of δ n (2.10), it follows:
y n = 1 + tan(A n + B n ) − δ n · P n 1 + tan(A n + B n+1 ) = P 2 n · (1 + tan(A n + B n )) H n , (4.12) where H n is like in the proof of the Proposition 2.2.
From here and (2.10) it follows δ n y n = I n · (1 + tan(A n+1 + B n+1 )) P 2 n . (4.13) Also, by (4.12) and the definitions of δ n (2.10) and x n (2.11), it follows x n y n = R 1 + R 2 + R 3 , (4.14)
where R 1 = 2 · 1 + tan(A n + B n+1 ) tan(A n + B n+1 ) · 1 + tan(A n+1 + B n+1 ) P n , R 2 = 1 + tan(A n + B n+1 ) (1 + tan(A n + B n )) · tan(A n + B n+1 ) , R 3 = I n · (1 + tan(A n+1 + B n+1 )) P 2 n P n tan(A n + B n+1 ) 1 1 + tan(A n + B n ) .
Combining (4.13) and (4.14), the conditions (2.3) and (2.4) imply lim sup n→∞ M y n < ∞, and hence the proposition.
