Abstract. Many approaches to tackle the state explosion problem of Markov chains are based on the notion of lumpability, which allows computation of measures using the quotient Markov chain, which, in some cases, has much smaller state space than the original one. We present, for the first time, a symbolic algorithm and its implementation for the lumping of Markov chains that are represented using Multi-Terminal Binary Decision Diagrams. The algorithm is optimal, i.e., generates the smallest possible quotient Markov chain. Our experiments on various configurations of two example models show that the algorithm (1) handles significantly larger state spaces than an explicit algorithm, (2) is in the best case, faster than an efficient explicit algorithm while not prohibitively slower in the worst case, and (3) generates quotient Markov chains that are several orders of magnitude smaller than ones generated by a model-dependent symbolic lumping algorithm.
Introduction
Markov chains (MCs) are among the fundamental mathematical structures used for performance and dependability modeling of communication and computer systems. As the size of an MC usually grows exponentially with the size of the corresponding high-level model, one often encounters the inevitable state explosion problem, which often makes solution of the MC intractable. Many approaches to alleviate or circumvent this problem are implicitly or explicitly based on the notion of lumpability [17] , which allows computation of measures of the original MC using the solution of a lumped (or quotient ) MC, which, in some cases, is much smaller than the original one.
Even a lumped MC can be extremely large, and therefore, its explicit (e.g., sparse matrix) representation may not fit in memory. Symbolic data structures such as Multi-Terminal Binary Decision Diagrams (MTBDDs) [7] and Matrix Diagrams (MDs) [6] are two of the widely-used approaches that enable us to represent large MCs using less memory than the explicit approach. Nowadays, algorithms that directly generate symbolic representations of MCs from the highlevel model are commonplace.
In one form of classification, there are three types of lumping algorithms: state-level, model-level, and compositional. State-level algorithms work directly [9, 5] [20] Stochastic Activity Networks [12] Interactive Markov chains symbolic [14] [10] state-sharing composed models [11] Markov chains [18] PRISM models represented by matrix diagrams on the MC (i.e., at the level of the states) and do not use information from the high-level model. They are optimal, i.e., they generate the smallest possible lumped MC, are restricted neither to a specific high-level formalism nor to a specific type of symmetry, and are often slower than the other two types. Both model-level and compositional algorithms exploit information from the high-level model specification to generate lumped MCs. Neither types are optimal because the optimal lumping cannot be computed directly from the high-level model. Finally, both types address a specific (set of) formalism(s). Model-level algorithms are distinguished by the fact that they exploit a restricted type of user-specified symmetry while compositional algorithms apply a statelevel algorithm to individual components of a compositional model.
Not all model-level algorithms can automatically find and exploit all types of symmetries. Therefore, the fact that the main source of lumpability is symmetry in the high-level model specification does not imply that model-level algorithms are in general preferred over state-level algorithms, as one may argue. Moreover, there are situations in which only state-level algorithms are applicable. For example, consider an MC that is transformed by a model checking algorithm. Table 1 shows examples of previous work on lumping algorithms for stochastic/probabilistic models, e.g., Markov chains, Markov decision processes. It classifies them also based on whether they use explicit or symbolic representation. Fairly related to MC lumping, is lumping of non-probabilistic models, a.k.a. bisimulation minimization. Bouali et. al. [2] were the first to apply symbolic BDD-based techniques. Wimmer et. al. [22] improve upon [2] by presenting a general BDD-based algorithm that computes some of the popular bisimulations.
The shaded area in Table 1 indicates where our new algorithm fits. This paper gives, to our knowledge for the first time, a symbolic MTBDD-based MC lumping algorithm and its implementation. In [14] , an algorithm based on DNBDDs (Decision-Node BDDs) is given without a concrete implementation or runtime analysis. Our algorithm is (1) symbolic, and hence, it can handle much larger state spaces than explicit algorithms, (2) optimal, i.e., generates the smallest possible lumped MC, (3) state-level, i.e., does not rely on the highlevel model, and (4) faster than the efficient explicit algorithm of [9] in the best case, and not prohibitively slower in the worst case we experimented.
The rest of the paper is organized as follows: Section 2 gives an overview of CTMCs 1 (Continuous Time Markov Chains), lumpability of CTMCs, the explicit lumping algorithm of [9] which is the basis of our new algorithm, and MTBDDs. Sections 3 and 4 put forward the new contributions of this paper. The former explains how we transformed the explicit algorithm to a symbolic algorithm that is not so fast. The latter presents two techniques that dramatically improve the running time of our algorithm. In Section 5, we compare the running time of our symbolic algorithm, the explicit state-level algorithm of [9] , and the symbolic model-level algorithm of [18] by applying them to several configurations of two example models. We finally conclude in Section 6.
Background

Notation, CTMC, and Lumpability
All matrices are real-valued and typeset with bold characters. All sets are finite and typeset with roman characters. We consider a CTMC M = (S, R) with state space S and state transition rate matrix R : S × S → R ≥0 where R(s, s) = 0 for all s ∈ S. The generator matrix Q : S × S → R is defined as Q(s, s) = − s ∈S R(s, s ) and Q(s, t) = R(s, t) for all s, t ∈ S and s = t. Let n = |S| and m denote the number of non-zero entries of R. For a matrix A and C ⊆ S, we define A(s, C) = s ∈C A(s, s ) and A(C, s ) = s∈C A(s, s ). Consider a partition Π = {C 1 , . . . , C n } of S. Sets C 1 , · · · , C n are the equivalence classes, or in short, classes of Π. We use [s] Π to denote the class of Π that contains s ∈ S. Partition Π is a refinement of Π (or finer than Π) if every class of Π is a subset of some class of Π. In that case, Π is said to be coarser than Π .
Often, the final goal of a CTMC analysis is not the computation of the steadystate or transient probability of its states. Instead, it is the computation of highlevel measures such as performability. Many of those high-level measures can be computed using reward values associated with states (i.e., rate rewards) and the stationary and transient probability distribution [16] . In this paper, we do not concern ourselves with those details as they do not contribute to the main ideas of our algorithm. However, we will briefly explain how to adapt the algorithm to take rate rewards and initial probability distribution into account.
Sometimes, the desired measures can be obtained from a smaller (lumped) CTMC using less time and space. The lumped CTMC is constructed through a partition (or equivalence relation) on the state space of the original CTMC. For that to be possible, the original CTMC should satisfy a set of conditions with respect to that partition. Following [4] , two of the most important sets of conditions (and the types of lumping they lead to) on the generator matrix Q are outlined in Definition 1. Often, it is necessary to check the lumpability conditions in terms of R instead of Q. Theorem 1 serves that purpose. Finally, the lumped (or quotient) CTMC is obtained using Theorem 2. For more details on the properties of ordinary and exact lumping see [4] . Note that although S depends on the arbitrarily selected element of each class of Π, all possible lumped CTMCs will be "equivalent".
Theorem 1 (Theorem 2.1 of [8]). Consider a CTMC M = (S, R). With respect to a partition
Π, M is 1. ordinarily lumpable iff ∀ C = C ∈ Π, s,ŝ ∈ C : R(s, C ) = R(ŝ, C ). 2. exactly lumpable if ∀ C, C ∈ Π, s,ŝ ∈ C : R(s, S) = R(ŝ, S) ∧ R(C , s) = R(C ,ŝ).
Explicit State-Level Lumping Algorithm
The basis of our new symbolic algorithm is the efficient lumping algorithm of [9] . It is an optimal and explicit state-level algorithm for ordinary lumping. In [8] , we extended the algorithm to Markov reward processes (i.e., CTMCs augmented with rate rewards and initial probability distribution) and also to exact lumping. Since we discuss both ordinary and exact lumping, we will use the extended version of [8] in this paper. Figure 1 (a) shows the explicit lumping algorithm. ExpLumpCTMC (Exp stands for explicit) takes the original CTMC M and returns the quotient CTMC M . It works in two stages. First, ExpCoarsestPart computes the coarsest partition Π with respect to which M is lumpable by repetitive refinements of Π ini . To extend our algorithm to Markov reward processes we only need to set the initial partition Π ini such that all states with the same value (of rate reward or initial probability) are in the same class. If rate rewards and initial probability distribution are not considered, we set Π ini = {S}. In the second stage (line 2),
ExpCompQuot computes the quotient M according to Theorem 2. ExpCoarsestPart maintains L, a list of potential splitters. Each refinement iteration of ExpCoarsestPart (line 3-5) refines Π with respect to a potential splitter B. ExpSplit splits each class C of Π into classes C 1 , . . . , C α (line 3-4) as follows. For ordinary lumping, the states of C are grouped based on their total outgoing rates to B (line 2 o of ExpComputeKeys) and for exact lumping they are grouped based on their total incoming rates from B (line 2 e ). More formally,
The algorithm works correctly regardless of the selection of C i in line 5 of ExpSplit. If we choose C i to be the largest among C 1 , . . . , C α , it is proved that the
ReplaceClass(β(Π), c, C 1 ) 10 [9] . The algorithm finishes when Π is refined with respect to all potential splitters. See [8] for more details.
Multi-Terminal Binary Decision Diagram
BDDs (Binary Decision Diagrams) [3] are a data structure for compact representation of binary functions of k binary variables, i.e., {0, 1} k → {0, 1}. MTBDDs [7] are a variation of BDDs used to represent finite-ranged functions of k binary variables, i.e., {0, 1}
k → A where A is a finite set. MTBDDs are widely used to represent transition matrices of MCs and we follow that in this paper. To that purpose, the MTBDD uses 2L binary variables vr 1 , . . . , vr L and vc 1 , . . . , vc L that encode the row index and the column index, respectively. Although the variable ordering can be arbitrary, we consider the interleaved ordering in which the top-down order of the variables is
Interleaved ordering often leads to smaller MTBDDs for MCs that are generated from high-level models [13] . We denote the set of all possible row and column indices (states) by
We use calligraphic letters to denote the MTBDD representation of matrices and sets (described below). We denote an element of R by R(s, t) where s ∈ S r and t ∈ S c are encodings of states.
Our implementation is based on the CUDD package [21] , a widely-used and efficient package for the manipulation of MTBDDs. In an MTBDD-based implementation, such as CUDD, the same set of MTBDD variables are used to represent all entities, that is, matrices and sets of states. In our symbolic algorithm, we will need to represent states using either the variable set vr 1 B(t, s) ) does not depend on t in row (resp. column) encoding we use B(s) as a shorthand. Permute(B), used in Fig. 1(b) , switches the encoding of the set B from row encoding to column encoding or vice versa. By default, sets are represented using row encoding.
Transforming the Algorithm from Explicit to Symbolic
To transform the explicit algorithm of Figure 1 (a) to a symbolic one, we need to replace both its explicit data structures and also its explicit operations with symbolic counterparts. We already know how to symbolically represent matrices and sets of states. In this section, we first present a new approach for the symbolic representation of partitions. Then, we show how to replace the set of splitters L by partition Π, thereby representing the set of splitters symbolically. Finally, we explain how the various explicit operations of Figure 1 (a) are done symbolically.
Symbolic Representation of Partitions
The challenges in the symbolic representation of partition Π are that 1) |Π| can be very large, and 2) Π is updated frequently during the execution of the algorithm and modifying a symbolic data structure in an "explicit" manner is often very inefficient. Our new symbolic approach for partition representation tries to address these challenges. Of equal importance are its properties that we exploit in Section 4 to improve the running time of our symbolic algorithm. Conceptually, our partition representation technique does not need to be based on a symbolic data structure. However, it will be very inefficient otherwise.
Before we explain our new approach, we give a quick overview of other studied approaches. The first obvious method is to store each class of a partition as a BDD. Another technique, given in [1] , is to assign an extra set of BDD variables to denote class indices. In particular, s ∈ C i iff P(s, i) = 1 where P is the BDD representation of Π. Yet another approach is to use a BDD P such that
We define a family of sets β(Π) = {P 0 , . . . , P k−1 , S} to represent Π as follows: s ∈ P i (0 ≤ i < k) iff the i th bit of the binary representation of the index of [s] Π is one. In other words,
We will use (MT)BDDs to represent members of β(Π). The important point here is that we can represent Π with k
Partition Manipulation. In the explicit algorithm, we access Π through getting its classes and update Π through adding/removing classes to/from it. In the following, we describe how to symbolically perform those manipulations by one access procedure GetClass, and two update procedures ReplaceClass, and AddClass. Let Π be the modified partition after an update procedure is performed on Π. Using Eq. (2) to compute the symbolic representation of Π , i.e., β(Π ), after each update procedure would take O(2 k ) set operations. In the following, we show how to compute it directly from the symbolic representation of Π, i.e., β(Π) using only O(k) set operations.
Then, using Eq. (2), we have
Using GetClass, line 1 of ExpSplit is symbolically performed in lines 1-2 of SymSplit.
We have S = (S − C l ) C l , and by Eq. (2),
all members of Π. Obviously, we have S = S C d , and by Eq. (2),
Using ReplaceClass and a sequence of AddClass operations, line 4 of ExpSplit is symbolically performed in lines 9-11 of SymSplit.
Replacing Explicit L by Symbolic Π
In our new symbolic algorithm, we need to have a symbolic representation of L that is efficient to update. Knowing that (1) similar to Π, L is a set of sets of states, and (2) updates of L is very similar to updates of Π (compare lines 4 and 5 of ExpSplit), we will show how we have modified our algorithm such that we do not need to explicitly store L. Instead, we use the symbolic representation of Π and an index to emulate a list of potential splitters. Consider Fig. 1 . Proof. We give the proof for ordinary lumping. The arguments for exact lumping are similar. According to Eq. (1), for any splitter B ∈ T , R(s, B) determines how the blocks of Π are partitioned. Moreover, for any state s ∈ S, we have R(s, C 1 )+· · ·+R(s, C α ) = R(s, C). Therefore, given any α terms of the equality, the (α + 1)-st term is implicit. Hence, splitting with respect to any B ∈ T does not further refine a partition that has already been refined with respect to the other α members of T .
Theorem 3. The sequence of splitters seen by SymCoarsestPart leads to the correct refinement of Π.
Proof. We need to show that each time a block C is partitioned into C 1 , . . . , C α , at least α members of {C, C 1 , . . . , C α } have already been or will be seen by SymCoarsestPart. Assume the algorithm is at the beginning of line 9 of SymSplit. There are two cases. If sc ≤ c, then SymCoarsestPart has not yet seen C as a splitter, and lines 9-11 replace C with {C 1 , . . . , C α }. All those α sets will be seen as splitters in future iterations of SymCoarsestPart. If sc > c, then SymCoarsestPart has already used C as a splitter, and lines 9-11 add α − 1 sets, i.e., {C 2 , . . . , C α }, to the end of Π. All of those sets will be seen by SymCoarsestPart in its future iterations. ) is the same as R except that its set of rows and columns are restricted to C and B (resp. B and C) respectively. R (s, t) as follows:
Symbolic Procedures: SymComputeKeys and SymSplit
Let B, C ⊆ S. ExpComputeKeys computes R(s, B) for ordinary lumping and R(B, s) for exact lumping for each s ∈ C. In order to compute R(s, B) and R(B, s) symbolically, we define R
C∀ t ∈ S c : K C,B o (s, t) = t ∈Sc R C,B o (s, t ) = t ∈B R C,B o (s, t ) = R(s, B) ∀ s ∈ S r : K C,B e (s, t) = s ∈Sr R C,B e (s , t) = s ∈B R C,B e
(s , t) = R(B, t).
Since K
C,B o (s, t) = R(s, B) and K
C,B e (s, t) = R(B, t), K C,B o
and K
C,B e
are in fact the MTBDD representations of k in Section 2.2. Thus, they are the key to partition C into {C 1 , . . . , C α } according to Eq. (1). They are computed symbolically using SumC and SumR. For an MTBDD A, SumC(A) returns A such that ∀ t ∈ S c : A (s, t) = t ∈Sc A(s, t ). Similarly, SumR(A) returns A such that ∀ s ∈ S r : A (s, t) = s ∈Sr A(s , t). SumC and SumR are implemented using Cudd addExistAbstract function of the CUDD package. Lines 4-8 of SymSplit show how to symbolically derive C 1 , . . . , C α from C. Line 4 is done using a depth first traversal of K.
Note that if there is no transition from any state in C (resp. B) to any state in B (resp. C), then R 
Improving the Symbolic Algorithm Running Time
The properties of our partition representation method enable us to improve the running time of the symbolic algorithm developed in Section 3. In this section, we present two techniques T1 and T2 that utilize those properties. Both techniques use relatively small additional memory to gain significant speed improvements.
Based on the combination of the techniques, we distinguish three versions of our algorithm: V1 uses neither techniques, V2 uses T1 only, and V3 uses both T1 and T2. In the following, we present the arguments only for ordinary lumping and they are straightforwardly adaptable to the case of exact lumping. We will compare the performance of the three versions in Section 5. GetClass(β(Π), j + 1) from GetClass(β(Π), j) The main loops of SymCoarsestPart and SymSplit compute all classes of Π using GetClass. T1 is an algorithm that computes those classes more efficiently than naively applying Eq. (3) for each class. To do so, T1 exploits the similarity between the computation of all pairs of consecutive classes of Π. Figure 2 shows the Class Computation Tree (CCT) for Π. The tree shows the sequence of set operations that GetClass executes for all classes of Π according to Eq. (3) 4 . It has k + 1 levels numbered top-down from 0 to k, and hence, has at most 2 k+1 − 1 nodes. We denote the root node by r. A non-root node v = r is connected to its parent p(v) by an edge with label e(v) ⊆ S. For a non-leaf node u at level i, we denote its left and right children by u l and u r . We define e(u l ) = S −P i and e(u r ) = P i . A path from r to v corresponds to a set expression E(v) defined recursively as follows:
T1: Computing
E(r) = S, and E(v) = E(p(v)) ∩ e(v).
(4)
For example, in Fig. 2 , we have
. Indexing the leaf nodes from left to right starting from 0, we observe that for a leaf node v j with index j, E(v j ) yields the jth class of Π, i.e., E(v j ) = C j = GetClass(β(Π), j). For any leaf node v, the number of set intersections in E(v), and hence, the number of times GetClass performs set intersection, is k. Hence, calling GetClass for all classes of Π requires
Now consider two classes C j , C j ∈ Π (j = j + 1 is a special case) and their corresponding leaf nodes v j and v j (See Figure 2) . We observe that set expressions E(v j ) and E(v j ) have a common prefix subexpression which is determined by the lowest common ancestor node x of v j and v j . Hence, by storing E(x) at x during the computation of C j = E(v j ), we can compute C j = E(v j ) with smaller number of set intersections than what would be necessary for its computation from scratch using Eq. (3).
Making the above observation, we propose the following method to compute all classes of Π in order of their indices: perform a depth first traversal of the CCT such that the left subtree is visited before the right subtree. At each nonroot node v compute E(v) using Eq. (4) and store it as an MTBDD. The number of set intersections performed is the number of edges of the CCT which is at most 2 k+1 − 2 ∈ Θ(d). Note that we do not need to store E(v) for all nodes; storing one per level suffices.
In summary, T1 reduces the number of set operations necessary to compute all classes of 
Fig. 2. Class Computation Tree (CCT)
T2: Fast Detection and Skipping of Stable Classes
SymSplit splits each class C ∈ Π with respect to the splitter B. However, if there is no transition from any state in C to any state in B, then C will not be split into smaller subclasses. Therefore, executing lines 2-11 of SymSplit can be skipped for classes such as C. We call C stable with respect to B.
T2 is a technique for efficient detection of stable classes. It enables the main loop of SymSplit to skip over those classes, thereby reducing SymSplit's running time. CTMCs generated from high-level models often have sparse transition matrices. For such CTMCs, the ratio of stable classes (with respect to a given B) to the total number of classes is often close to 1. Therefore, T2 yields a considerable speedup.
Let B be the set of states that have at least one transition to any state in B, i.e., B = {s | ∃s ∈ B, R(s , s) = 0}. Observe that C is stable with respect to B iff B ∩ C = ∅. Therefore, the problem is reduced to evaluating whether B ∩ C = ∅. If B = ∅ every class C ∈ Π is stable with respect to B. In the following, we assume that B = ∅.
Using the modified CCT, a slight modification of the CCT, we can efficiently compute B ∩ C for all C ∈ Π. The modified CCT uses the following equation to compute the set expression E (v) corresponding to a node v: E (r) = B and
Thus, E (v j ) = B ∩ C j for a leaf node v j with index j. Finally, checking for emptiness of an MTBDD takes constant time.
A significant improvement is achieved by observing that if E (v) is empty, so is E (v ) for all descendants v of v. Thus, we can prune the tree at node v, thereby saving time on its traversal.
Performance Study
While the previous sections show that our symbolic algorithm is efficient from a theoretical point of view, the evidence of its utility comes from its implementation and use on example models. In this section, we briefly describe the implementation we have made, and compare its performance with implementations of other related algorithms. The performance measures that we compare are mainly the time and space requirements of the algorithms and the size of lumped MCs that they generate.
In particular, we compare the performance of the different versions of the algorithm described in Section 4 (that is, V1, V2, and V3), the state-level explicit algorithm (EA) of [9] , and the model-level symbolic algorithm of Kwiatkowska et. al. [18] (KA). Our experiments on two example models show that (1) our symbolic algorithm is able to lump MCs that are orders of magnitude larger than what is lumpable using an explicit lumping algorithm, (2) the techniques explained in Section 4 reduce the running time of the symbolic algorithm by up to 3 orders of magnitude, (3) in the best case we tried, V3, the fastest version of our symbolic algorithm outperforms EA, and in the worst case, it is not prohibitively slower than EA, and (4) KA is a few orders of magnitude faster than V3 while V3 generates lumped MCs that are (sometimes several) orders of magnitude smaller.
Implementation and Example Models
To generate both the MTBDD and sparse matrix representations of the input Markov chains, we use the probabilistic model checking tool PRISM [15] . All the code involved in the experiments was compiled using gcc 3.4.4. All experiments were conducted on a Pentium 4 2.66 GHz CPU with 1 GB of RAM.
We consider two example models from the literature to study the performance of the algorithms: A fault-tolerant parallel computer system (FPCS) [19] and a peer-to-peer (P2P) protocol based on BitTorrent [18] . For the first model, we converted the SAN (Stochastic Activity Network) specification to the PRISM specification. For the second model, we used the PRISM specification given in http://www.cs.bham.ac.uk/∼dxp/prism/casestudies/peer2peer.php.
Both models have two parameters N 1 and N 2 . For FPCS, they denote the number of computers in the system and the number of memory modules in each computer, respectively. For P2P, they represent the number of clients and the number of blocks of the file to be transmitted, respectively.
Results
Comparison of V1, V2, V3, and EA. EA is theoretically the fastest explicit state-level lumping algorithm given so far 5 . We applied the ordinary lumping algorithm of V1, V2, V3, and EA on a number of configurations of FPCS and P2P. The results are given in Table 2 (a). Columns 3 to 6 give the number of states and MTBDD nodes of the original (input) and the lumped (output) MCs. Times shown in columns 7 to 10 include both the partition computation and the quotient construction times. The last three columns give the maximum number of live MTBDD nodes during the runtime of V1, V2, and V3. ML (Memory Limit) and TL (Time Limit) mean that the corresponding data is not available because the algorithm ran out of memory and its running time exceeded 3 days (≈ 2.5 × 10 5 seconds), respectively. Since all algorithms are optimal, they generate the same lumped MCs, and for V1-V3, with the same MTBDD representations. It has been observed (e.g., see [13] ) that lumping often increases the size of the MTBDD representation, i.e., η < η. The reason is that the structure regularity of the MTBDD of the lumped MC is lost. In our experiments, that holds true when n is sufficiently large.
From Table 2 (a) we can see how effective T1 and T2, the improvement techniques described in Section 4, are. Based on all experiments, V3 is faster than V2 by a factor of 1.6 to 76 and V2 is faster than V1 by a factor of 1.3 to 10. Since T1 saves time on computing all classes of Π and T2 does so by skipping stable classes of Π, their effects grow as |Π| and n increase (note that |Π| ≤ n during the runtime of the algorithm). That is the reason why the speedup factors are less for P2P than FPCS and for each model the speedup factors increase as n grows. Overall, the combination of T1 and T2 achieve a speedup of 2 to 700, depending on the input MC. Note that their combined memory overhead, in terms of the number of alive nodes, is very low (at most 32%) relative to the speedup they cause.
Those improvements significantly pale the speed disadvantage that V3 has compared to EA. We observed that if the structure of input MTBDD is sufficiently regular and the CTMC is significantly lumpable, V3 outperforms EA. In configuration (4,5) of P2P, V3 is 1.9 times faster than EA. We anticipate that the ratio of V3's speed to EA's would increase for larger P2P models if EA did not run out of memory. The reason is that V3's running time is growing slower than n while EA's would increase at least as fast as n. Although V3 is 45 times slower than EA on one of the experiments, its main advantage comes from its ability to handle MCs that are several orders of magnitude larger.
SymCompQuot of Fig. 1(b) has two explicit loops over states of the lumpable partition. Therefore, one may not consider it as a "very symbolic" algorithm or may have suspicion about its efficiency. Based on our measurements (not shown in Table 2 (a)), SymCompQuot never takes more than 23% of the total running time of the symbolic algorithm for the FPCS model. The corresponding number for the P2P model is 6%.
Comparison and Combination of Two Symbolic Algorithms. Finally, we compare the performance of V3 against another symbolic algorithm. We are not aware of any other state-level symbolic lumping algorithm. However, we think that it is informative to compare our algorithm to the MTBDD-based model-level lumping algorithm of Kwiatkowska et. al. [18] . Kwiatkowska's algorithm (KA) exploits a special type of symmetry, i.e., symmetry among identical components. Table 2 (b) shows the results of our experiments with V3 and KA 6 . In general, n KA = n V3 since KA is not optimal, and therefore, may not generate the smallest quotient CTMC for all inputs. Based on the results given in Table 2 (b), we observe that (1) KA is a few orders of magnitude faster than our algorithm because it gets symmetry information from the high-level specification of the model and not from the CTMC, (2) n V3 is (sometimes, several) orders of magnitude smaller than n KA because V3 is optimal, (3) V3 may additionally lead to a much smaller MTBDD representation ( η KA η V3 ) as is the case for all instances of P2P model we tried. Obviously, (2) generally holds for models that are lumpable due to symmetries other than those exploited by KA. For models that have no symmetries but those exploitable by KA, KA is much more efficient than V3 in that it would generate the (same) smallest quotient MC much faster.
In explicit lumping algorithms, we observe the same trend when comparing state-level and model-level algorithms: the former are slower but may generate much smaller quotient CTMCs. Since the running time of explicit state-level algorithms are at least linear in n, it will be beneficial to combine the the statelevel and the model-level algorithms, i.e., to apply them in sequence. First, the model-level algorithm quickly produces a partially lumped CTMC. Then, the state-level algorithm takes the result and produces the optimally lumped CTMC much faster than what it would take the state-level algorithm to optimally lump the original CTMC.
The last column of Table 2 (b) shows the total running time of applying KA and V3 in sequence. As we can see, in the case of symbolic algorithms, the combination is always slower than V3. That is not a surprising result because the running time of a symbolic state-level algorithm (e.g., V3) does not depend on the size of the state space of the input CTMC. Rather, it depends on the structure regularity and the number of nodes of the input MTBDD; the former is diminished and the latter is increased by the model-level algorithm ( η KA η).
Conclusion and Future Work
In this paper, we developed the first symbolic state-level lumping algorithm for Markov chains using a new partition representation technique whose properties enabled us to improve the running time of the algorithm by up to three orders of magnitude. In the worst case we experimented, our symbolic algorithm was less than two orders of magnitude slower than an efficient explicit algorithm. In the best case, the former was even faster by a factor of 1.9. The natural strength of our algorithm is its ability to lump CTMCs with state spaces that are several orders of magnitude larger than what the explicit algorithm can.
We also compared our state-level symbolic algorithm with Kwiatkowska's symbolic model-level algorithm. We observed in our experiments that although our algorithm is a few orders of magnitude slower, it generates lumped CTMCs that are several orders of magnitude smaller. Finally, we combined the two symbolic algorithms. Unlike the explicit case, the combination is always slower than the state-level algorithm due to loss of structure regularity and increase in size of the MTBDD representation by the model-level algorithm.
There is no study that shows the effect of the various partition representation methods on the performance of (Markov chain) lumping algorithms. This paper is a first step toward that study. We also would like to investigate whether our partition representation method benefits other symbolic algorithms. Finally, we intend to integrate the algorithm into PRISM.
