In CDMA mobile networks, callers 
Introduction
CDMA is the next radio-frequency technology for future wireless networks, such as the Universal Mobile Telecommunications System (UMTS) or IMT-2000. The outage probability is an important performance measure of CDMA cellular mobile networks, and it is useful for planning and design. While mobiles are transmitting, a slow fading effect attenuates the signal, which is thus received at the various power stations at different intensities. The power station which is allocated for transmission for each mobile is the one that has the smallest attenuation, that is, the station that receives the highest intensity signal. Typically only neighboring power stations are included in the set of possible candidates for transmission (soft handover). In this work we consider the model for perfect power control, where each mobile can choose the exact transmission power so that its signal is received at unit power at the chosen station. The total interference at a power station is the sum of all the interferences caused by mobiles not connected to that station. Outage at a given base station occurs whenever a new mobile in the network causes the signal to interference ratio (SIR) to decrease below a fixed threshold.
Analytical expressions for the outage probability are unavailable. Many studies have proposed approximations under limiting regimes such as increasing the number of users per cell, but most approximations are inaccurate for realistic values of the model parameters. In this work we use a simulation method to evaluate the outage probability. It is common to use simulation to validate or compare bounds and approximations, but most of the simulation studies use crude Monte Carlo methods to replicate the dynamic model and compute whether outage occurs or not at a given station. Because outage is typically a small quantity, the problem is akin to rare event estimation: many samples of the process must be simulated before an outage event occurs and this translates into highly inefficient algorithms, requiring prohibitive CPU times to obtain accurate estimates. Because it is necessary to simulate many scenarios when designing networks, it is therefore not viable to use crude Monte Carlo. Importance Sampling is a dramatically successful technique when dealing with rare events [6] . This method is based on a change of measure and it is possible to achieve a uniformly bounded relative error, when the parameters are well chosen. However, in this problem it is not straightfor-ward to use the large deviation bounds that could point to the optimal change of measure. The difficulty is that the fading is modeled according to the usual power path loss, which has a lognormal distribution. Moreover, the distribution of the individual interferences is not known and thus it is impossible to solve analytically for the best change of measure. In this work we implement two simulationbased methods capable of learning the optimal parameters of a particular change of measure, in order to minimise the variance of the ensuing estimator. The functional estimation approach of [5] is implemented in Section 4, and in Section 5, we apply the self-optimising method introduced in [10] and [7] .
Model and Problem Formulation
The model described here is based on the one used in [2] . There are K cells in the network, each with a neighborhood of "adjacent" cells V(k), k = 1, . . . , K. At each cell k the mobile callers are placed according to independent Poisson spacial processes with intensity function λ k (·). In this work we consider a homogeneous Poisson process per cell, so that each λ k is a constant, but they may be different for
The attenuation factor at station l is denoted by Γ ik (l). Set:
where {Z ik (l)} are iid zero-mean normal random variables
ik . This guarantees that all signals are received at unit power at κ(i). The interference caused by mobile i in cell k to the base station 0 is
then all users of cell k will cause an interference bounded by one. However if {0} ∈ V(k) it is possible that Γ i0 /C i,k > 1, actually this random variable will have a heavy tail.
Outage is the event that the signal to noise ratio at the reference base station 0 is smaller than a threshold α. Because signals are always received at unit power, this is equivalent to all the interference being larger than 1/α. That is:
The problem is to calculate the outage probability p = E(1 (B)), where 1 is the indicator function of the event B.
The Change of Measure
Estimating small probabilities with direct simulation may be a difficult problem. More precisely, if X i , i = 1, . . . , N is an iid sample of Bernoulli random variables with parameter p, then the sample average has a relative error proportional to p(1 − p)/(Np), which implies that the number of replications N has to be considerably large if the event in question has small probability. Estimation of probabilities of rare events has been the subject of numerous recent contributions ([6] ). In some cases, using large deviation theory, it can be shown that a particular change of measure, called exponential tilting, can yield estimators with uniformly bounded relative error (in p) for fixed values of N , see [1] . Given a density f (·), the exponential tilt is the new density f a (x) = e ax f (x)/M (a), where
is the moment generating function of f . Unfortunately, direct application of this theory would require tilting a heavy tailed random variable, for which the moment generating function does not exist.
Rather than transforming the heavy tailed path loss Γ i,k (l) or the ratio Γ i,k (l)/C i,k , the change of measure that we implement uses a Poisson number of callers per cell with a different mean, together with an exponential tilt of the shadowing factors Z i,k (0). N = (N 1 , . . . , N K ), where {N k } are independent Poisson random variables with means λ k , and let
Lemma 1 Let
Z i,k (0), . . . Z N k ,k (0) be iid N (0, σ 2 ), condition- ally independent of N . For any value of the parameter (θ k , µ k ; k = 1, .
. . , K) ∈ R 2K and for any real valued function φ(N ; Z):
where
2 ) are independent normal random variables, and: The proof is in [9] . The above result leads to the following simulation procedure for estimating outage probability: K random variables N * k ∼Poisson(θ k ) are generated, and for each k, standard normal variables ξ i,k (l) ∼ N (0, 1); i = 1, . . . , N k ; l ∈ V(k) ∪ {0} are generated independently. The shadowing factors are set to Z i,k (l) = σξ i,k (l). Then the attenuation terms are defined as:
Using the representation Z
Finally, an unbiased estimator of outage at the base station {0} is:
The efficiency of such estimation is measured in terms of the computational effort required to achieve a certain relative precision and in this case improving efficiency is equivalent to finding the values of
and p is independent of (θ, µ) ∈ R 2K , it suffices to find the values of θ and µ that minimise E[p(θ, µ) 2 ].
Functional Estimation
To simplify the exposition, we consider the homogeneous model where λ k = λ is independent of the cell. The notation can be simplified by calling M = K k=1 N k and numbering all the mobiles in sequence i = 1, . . . , M regardless of the cell where they belong. Then M is a Poisson number with mean Kλ. In this section, Γ i,l (θ, µ) will denote the attenuation of the signals from mobile i to station l under the corresponding probability model. Consider the change of measure using also a homogeneous model:
In this section we propose a method to estimate
as a function of the simulation parameters. Using the simplified notation, where
The idea is to generate a plot of the function in the plane (θ, µ). One way of doing this is to generate a number of independent replications of the simulation for each value in a prespecified grid (θ 1 , . . . , θ r ) × (µ 1 , . . . , µ s ). The computational effort is proportional to the number of points, and for each point a large number of replications may be necessary to obtain a reasonable estimate. Most of the computational effort at each point goes into generation of random numbers and the calculation of the outage event itself. A more sensible approach for functional estimation is to use common random numbers (Chapter 4, [3] ), which works well under stochastic monotonicity of the function in the parameters (see Proposition 1). "Functional estimation with CRN" means that a common simulation trajectory ω is used for different values of (θ, µ). The direct way to achieve this is to simulate first M 1 ∼Poisson(Kλ) callers (θ 0 = λ) and place them in the network, then for each value of µ m , evaluate the corresponding attenuation using the same variable
, for µ 0 = 0. As well, if k = {0}, then the change of measure does not affect the attenuation and Γ i,k (θ, µ) = Γ i,k (λ, 0). Next, for θ n+1 = θ n + ∆θ n , generate and place only the new callers, using the fact that the sum of independent Poisson random numbers is Poisson, so that the new callers are just Poisson(∆θ n ).
Proposition 1 Functional estimation using CRN implies that 1 (B) (θ, µ) is non-decreasing a.s. in both arguments.
Proof: Denote the interference by I(θ, µ),
For all values θ ≥ θ 0 , the system (under CRN) will have the same mobile callers' interference plus a random number of new users that can only contribute to I(θ, µ) with positive terms, so
To complete the proof of the claim, it suffices to show While the algorithm is harder to code than a prefixed grid, it is often the case that a reasonable range of values of θ is not known a priori and often many pilot simulations must be performed. In contrast, the simulation tree lets the system define the most significant breakpoints.
