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La condensation de Bose-Einstein (CBE) a été prédite dès 1924 par A. Einstein [1,2],
qui généralise au cas des particules de masse non nulle les travaux de S. Bose sur la
statistique photonique [3]. En étudiant le comportement d’un gaz de particules in-
discernables et sans interactions, A. Einstein prévoit qu’en dessous d’une température
critique Tc, une fraction macroscopique des particules s’accumule dans l’état fondamen-
tal du système. La nature bosonique ou fermionique (spin entier ou demi-entier) des
particules n’ayant été mise en évidence qu’au cours de l’année 1925 par W. Pauli [4],
les résultats présentés par A. Einstein ne s’appliquent en réalité qu’aux bosons qui
peuvent occuper des états de nombres quantiques identiques, ce qui est interdit pour
les fermions en vertu du principe d’exclusion de Pauli [5, 6].
Néanmoins, les techniques expérimentales de l’époque ne permettent pas de mettre
à l’épreuve cette nouvelle théorie. Les températures de condensation annoncées dans la
plupart des systèmes connus semblent trop faibles pour être réalisables, d’autant plus
que la majorité d’entre eux se trouveraient à l’état liquide ou solide dans de tels régimes
de température, amenant A. Einstein à conclure sur sa théorie : « l’idée est belle, mais
contient-elle une part de vérité ? » [7]. La condensation de Bose-Einstein reste donc
un problème académique jusqu’à la découverte de la superfluidité de l’hélium liquide
par F. London en 1937 [8]. Il observe que la transition liquide-superfluide s’opère à
une température Tλ = 2.17 K, proche de la température de condensation Tc = 3.2 K,
et suggère l’existence d’un lien entre les deux phénomènes, bien que l’hélium soit un
système présentant de très fortes interactions et ne rentrant donc pas dans le cadre de
la théorie édifiée par A. Einstein.
La condensation d’un gaz atomique dilué se produit dès lors que sa densité dans
l’espace des phases 1 atteint une valeur proche de l’unité. Il s’agit donc d’augmenter la
densité spatiale du système, ou d’en abaisser la température. Pour cela, de multiples
techniques expérimentales ont été développées à partir des années 1980 : le ralentisse-
1. Définie comme ρ = nλ3dB où n est la densité atomique et λdB la longueur d’onde de de Broglie.
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ment Zeeman [9], le refroidissement d’atomes par laser [10], le piégeage optique [11],
le piégeage magnétique [12], le piégeage magnéto-optique [13], le refroidissement par
évaporation [14], et le refroidissement sympathique [15]. Ces progrès dans le domaine
du piégeage et de la manipulation des atomes ont été récompensés par l’attribution
du Prix Nobel de Physique 1997 à C. Cohen-Tannoudji, S. Chu, et W. D. Phillips. En
combinant ces différentes méthodes, les premiers condensats de Bose-Einstein ont été
observés en 1995, tout d’abord par E. Cornell et C. Wieman en utilisant du rubidium
87 [16], puis par le groupe de W. Ketterle avec le sodium 23 [17]. Le prix Nobel de
physique 2001 a été attribué à E. Cornell, C. Wieman et W. Ketterle pour la mise en
évidence de ce nouvel état de la matière, prédit près de 70 ans plus tôt. À présent, une
dizaine d’espèces atomiques ont été condensées, ainsi que de nombreux systèmes non
atomiques tels que les molécules [18], les magnons [19,20], les excitons-polaritons [21],
les phonons [22], ou encore les photons [23].
Depuis ces premières réussites, le domaine de la physique des atomes ultra-froids a
atteint un stade de maturité faisant des condensats atomiques l’un des systèmes phy-
siques les mieux contrôlés en laboratoire. Ainsi, les interactions entre atomes peuvent
être manipulées en tirant profit des résonances de Feshbach [24, 25], ce qui a mené
à de nombreux succès expérimentaux. Les premiers condensats de rubidium 85 [26]
et de molécules [18] ont en particulier été créés en jouant sur le signe et l’amplitude
des interactions atomiques. De plus, le contrôle des interactions a permis d’observer
l’effondrement d’un condensat dans un régime d’interactions attractives [27, 28], de
détecter la formation de solitons brillants [29, 30], ou encore de mettre en évidence la
transition entre l’état de condensation de paires de fermions et l’état superfluide de
Bardeen–Cooper–Schrieffer (BCS) dans les gaz de Fermi dégénérés [31,32].
Par ailleurs, le degré de contrôle atteint dans les gaz ultra-froids s’étend au-delà
de la manipulation des interactions atomiques. De nombreux schémas de piégeage ont
ainsi été developpés au cours des années, offrant à présent la possibilité de confiner les
atomes dans des paysages magnétiques et optiques extrêmement variés. La réduction
de la dimensionnalité des systèmes condensés a permis la mise en évidence de la tran-
sition de Berezinskii–Kosterlitz–Thouless dans un piège à deux dimensions [33], ainsi
que l’observation du régime de Tonks–Girardeau dans un gaz bosonique unidimension-
nel [34, 35].
Enfin, l’élaboration de géométries de piégeage variées mène à l’étude de phases
quantiques dans des régimes toujours plus riches, à l’image de la condensation dans
des pièges uniformes [36] ou annulaires [37]. De même, le confinement des gaz dégénérés
dans des réseaux optiques [38–40] permet de réaliser des géométries de piégeage exo-
tiques [41–43], établissant ainsi un lien direct avec les systèmes décrits par un modèle
de type Bose-Hubbard [44] couramment rencontrés en physique de la matière conden-
sée. Mentionnons enfin la possibilité de superposer au réseau optique un champ de
jauge synthétique dont l’action sur les atomes neutres s’apparente à celle d’un champ
magnétique sur des particules chargées [45]. Le développement du magnétisme artifi-
ciel dans les gaz d’atomes froids permet d’étudier des phénomènes fascinants, tels que
l’effet Hall quantique fractionnaire [46,47] ou l’effet Aharonov-Bohm [48].
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Simulation quantique
La physique contemporaine comporte un certain nombre de problèmes dont la des-
cription théorique reste très ouverte, et dont l’étude expérimentale est soit impossible,
soit difficile au sens où certains paramètres du système ne sont pas nécessairement
accessibles ou contrôlables. C’est le cas par exemple de nombreux systèmes rencontrés
en physique de la matière condensée (supraconductivité à haute température, magné-
tisme frustré), en cosmologie (trous noirs, univers primordial), en physique des hautes
énergies (rayonnement de Hawking, effet Zitterbewegung), ou encore en physique nu-
cléaire (étoiles à neutrons). Le développement des simulations numériques a permis
d’améliorer la compréhension de certains de ces problèmes, mais ces méthodes restent
très limitées. En effet, le nombre de variables à stocker, ainsi que le nombre de calculs
à effectuer dépendent exponentiellement de la taille du système simulé, rendant la si-
mulation de problèmes à N-corps, où N est supérieur à quelques dizaines, impossible.
Dans ce contexte, R. Feynman introduisit en 1982 la notion de simulateur quan-
tique [49], à savoir une machine capable de simuler de façon universelle n’importe quel
système quantique. Dans sa proposition, R. Feynman suggère de reproduire le compor-
tement d’un système complexe à l’aide d’un système quantique plus simple, dont les
paramètres sont facilement modifiables, et dont l’évolution temporelle est dictée par
des lois mathématiques analogues à celles du système complexe.
Néanmoins, la mise au point d’une machine universelle telle qu’imaginée par R. Feyn-
man reste à ce jour technologiquement inaccessible [50]. Cependant, les récents progrès
effectués dans la manipulation, le contrôle, et l’interrogation de systèmes quantiques
étudiés dans divers domaines de la physique apportent un regain d’intérêt pour la si-
mulation quantique [51, 52]. Ainsi, des systèmes tels que les ions [53, 54], les atomes
froids [55–57], les photons [58], ou encore les circuits supraconducteurs [59] ont été pro-
posés comme supports pour reproduire le comportement de systèmes plus complexes.
Les possibilités de contrôles offertes en laboratoire par les gaz quantiques dégénérés
en font d’excellents candidats pour la simulation quantique. La transition de phase
quantique entre l’état superfluide et l’état isolant de Mott a ainsi été observée dans un
réseau optique [60], de même que la localisation d’Anderson dans un potentiel désor-
donné [61–64]. La réalisation expérimentale des champs de jauge artificiels a récemment
conduit à la mise en évidence du célèbre « papillon de Hofstadter » dans un gaz quan-
tique [65–68]. Par ailleurs, les premiers succès expérimentaux de simulation quantique
ne se limitent pas au domaine de la matière condensée. La mise en évidence des états
trimères d’Efimov [69] et la vérification de l’équation d’état dans un gaz de Fermi [70]
démontrent la possibilité de simuler des systèmes de physique nucléaire, tandis que
la réalisation de l’analogue sonique d’un trou noir [71] et l’observation des oscillations
Sakharov [72] dans des systèmes atomiques font le lien avec les systèmes cosmologiques.
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Dynamique hors équilibre – mécanismes de Kibble-Zurek
Un grand nombre d’expériences ont cherché à simuler le comportement de systèmes
complexes dans leur état d’équilibre thermodynamique, mais jusqu’à récemment, très
peu ont été consacrées à la simulation de systèmes mis hors équilibre par la modifica-
tion d’un paramètre extérieur. Aujourd’hui, la dynamique hors équilibre de systèmes
quantiques est une thématique de recherche très active, qui suscite un intérêt croissant
au sein de la communauté scientifique.
En 1976, T. W. B. Kibble s’est penché sur l’étude de la dynamique de l’univers
primordial lors de la phase d’inflation ayant succédé au Big-Bang. En se basant sur un
cadre théorique tout à fait général, il a montré que le passage rapide d’un système à
travers une transition de phase présentant une brisure spontanée de symétrie entraîne
l’apparition de défauts topologiques dans le système [73, 74]. Ainsi, durant la phase
d’expansion initiale de l’univers, la matière s’est refroidie et a subi plusieurs transitions
de phases avec une brisure spontanée de symétrie, qui auraient provoqué l’apparition
d’un certain nombre de défauts topologiques (cordes cosmiques, monopôles, ...) pouvant
expliquer la structure actuelle de l’univers.
Néanmoins, la signature de ces excitations topologiques est désormais difficile à
mettre en évidence, et la vérification du modèle de Kibble dans le contexte cosmolo-
gique n’est pas envisageable. En 1985, W. H. Zurek appliqua la théorie développée par
Kibble au cas particulier de l’hélium superfluide, et proposa de vérifier les prédictions
issues de la théorie de Kibble dans des systèmes de matière condensée plus faciles à
appréhender expérimentalement [75,76].
Bien que la nature des défauts topologiques dépende du système considéré, leurs
propriétés sont décrites de façon universelle par le formalisme développé par Kibble
et Zurek. Dans le cas où le système subit une trempe, c’est-à-dire un passage rapide
à travers une transition de phase, il est notamment prédit que la densité de défauts
apparaissant dans le système dépend de la durée de la trempe suivant une loi de puis-
sance, dont l’exposant renseigne sur la classe d’universalité à laquelle appartient le
système. Cet aspect universel a conduit de nombreux groupes de recherche à étudier
cette physique dans des systèmes aussi variés que l’hélium superfluide [77,78], les cris-
taux liquides [79], les chaînes d’ions [80, 81], les matériaux ferroélectriques [82], ou
encore les anneaux supraconducteurs [83].
Les atomes froids apparaissent comme des milieux privilégiés pour l’étude des mé-
canismes de Kibble-Zurek [84]. En abaissant la température d’un nuage atomique sous
le seuil de condensation Tc, les atomes s’accumulent dans un même état quantique
(dans le cas des bosons) et se comportent alors comme une onde macroscopique de
matière décrite en dimension 3 par une fonction d’onde ψ(r) =
√
n(r) eiφ(r), où n(r)
est la densité atomique spatiale et φ(r) la phase locale. Le choix d’une phase arbitraire
dans l’intervalle [0, 2pi] traduit une brisure spontanée de la symétrie de phase U(1),
pouvant occasionner l’apparition de défauts topologiques (vortex, solitons, ...) dans le
nuage lors d’un passage rapide du seuil de condensation.
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Les premières observations des mécanismes de Kibble-Zurek dans les condensats [85]
ont permis de vérifier qualitativement le modèle théorique dans le cadre d’une transition
de phase classique induite par un refroidissement brutal du nuage. En revanche, les
difficultés liées au comptage des défauts (manque de statistique, durée de vie, ...) ont
empêché de déterminer la loi de puissance à laquelle ils obéissent.
Plus récemment, quelques équipes de recherche ont cherché à déterminer les expo-
sants critiques décrivant la dynamique de systèmes homogènes subissant une transition
de phase classique. Ainsi, l’apparition de courants superfluides quantifiés induits par
une trempe en température a été prédite dans un piège annulaire quasi-1D [86], et
observée dans un piège annulaire quasi-2D [87]. De même, la création de défauts to-
pologiques a été mise en évidence dans un gaz unifome à 3D [88], ce qui a permis de
déterminer l’exposant critique dynamique lié à la classe d’universalité dont font partie
la condensation de Bose-Einstein et la transition λ de l’hélium 4 [89].
Par ailleurs, la théorie de Kibble-Zurek peut être étendue à des systèmes spatiale-
ment inhomogènes, qui évoluent alors selon des lois d’échelles complètement différentes.
La création de solitons gris durant la phase de condensation est ainsi prédite dans un
piège en forme de « cigare » [90], et de récentes expériences menées sur des gaz de
sodium ont révélé l’apparition de vortex solitoniques dans de tels systèmes, qui sont
des structures issues de la relaxation de solitons gris [91,92].
Enfin, le domaine des atomes froids offre la possibilité d’explorer des transitions de
phase quantiques induites par le changement d’un paramètre du hamiltonien décrivant
le système. Ainsi, des vortex de spins sont apparus dans un gaz spinoriel de rubidium
lors de la transition entre une phase amagnétique et une phase ferromagnétique provo-
quée par la modification de l’amplitude d’un champ magnétique [93,94]. De même, une
transition de phase isolant de Mott – superfluide a été provoquée par une modification
rapide des propriétés d’un réseau optique, ce qui a permis l’observation d’excitations
topologiques dont les propriétés sont compatibles avec les prédictions issues de la théo-
rie de Kibble-Zurek [95].
La nouvelle expérience « sodium »
Mes travaux de thèse s’inscrivent dans la continuité de ces études portant sur la
dynamique hors équilibre de gaz quantiques dégénérés. Nous avons conçu un mon-
tage expérimental permettant d’étudier la formation de défauts topologiques dans des
conditions encore peu explorées à ce jour, notamment dans des gaz quantiques en di-
mension restreinte (1D ou 2D) [96]. En effet, les lois d’échelle dictant la dynamique
des défauts topologiques en fonction de la durée de la trempe dépendent à la fois de
la dimensionnalité du système, de son extension spatiale, et de son homogénéité [97].
Ainsi, l’étude de systèmes spatialement inhomogènes en dimension réduite apportera
des éléments nouveaux pour tester la théorie de Kibble-Zurek. De plus, les systèmes de
basse dimensionnalité, et en particulier en dimension 1, présentent des corrélations très
fortes entre particules, et nous envisageons d’étudier le rôle des interactions dans la
dynamique hors équilibre. À plus long terme, cette expérience s’orientera vers l’étude
des processus de relaxation de systèmes hors équilibre, qui restent encore aujourd’hui
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mal compris.
Piégeage sur une microstructure
Pour atteindre un régime de basse dimension, nous avons prévu de confiner puis
de refroidir le nuage atomique dans un micro-piège produit à la surface d’une puce à
atomes. Ces microstructures ont été développées au début des années 2000 [98–100],
et offrent désormais la possibilité de capturer les atomes dans des pièges de géométries
variées. Ainsi, il est envisageable de produire des pièges de type Ioffe-Pritchard ou bien
de géométrie quadrupolaire [100]. Des pièges plus exotiques peuvent être élaborés, à
l’image du double puit de potentiel [101, 102], du piège annulaire [103], ou encore du
réseau de pièges en forme de « crêpe » [104].
Notre choix s’est donc porté sur les puces à atomes car ces structures sont parti-
culièrement adaptées à l’étude de systèmes de basse dimensionnalité [105]. De plus,
une unique puce peut être utilisée pour produire des pièges de géométries différentes,
à condition de bien prévoir la structure de la puce, et d’avoir la possibilité d’habiller le
potentiel magnétique avec un champ radio-fréquence [106,107]. Avec un tel dispositif, il
serait donc envisageable d’étudier les mécanismes de Kibble-Zurek dans plusieurs sys-
tèmes de basse dimensionnalité, ce qui contribuerait à faire progresser la compréhension
de la dynamique de création des défauts topologiques dans des systèmes spatialement
inhomogènes.
Méthode d’observation des défauts topologiques
L’étude des mécanismes de Kibble-Zurek dans les gaz atomiques dégénérés comporte
un certain nombre de difficultés, parmi lesquelles le décompte du nombre d’excitations
topologiques présentes dans le système après la trempe. L’observation de ces défauts
sera réalisée à l’aide de deux dispositifs d’imagerie, l’un basé sur la fluorescence du
nuage atomique, l’autre sur l’absorption d’un faisceau laser à la traversée du nuage.
Du fait de la petite taille des excitations topologiques, une imagerie in situ semble dif-
ficile à réaliser, et nous privilégierons donc l’acquisition d’images après un temps de vol.
Les défauts topologiques récemment observés dans les condensats de Bose-Einstein
[88, 91, 92] correspondent à des inhomogénéités apparaissant dans le profil de densité
du système. Nous envisageons donc de déterminer le nombre de défauts topologiques
via les fluctuations de densité présentes dans le nuage atomique, qui seront mises en
évidence par des mesures de fonctions de corrélation de densité.
Résonance de Feshbach micro-onde
Les atomes froids comptent parmi les systèmes expérimentaux les mieux contrôlés
en laboratoire. Les interactions entre atomes peuvent ainsi être manipulées grâce aux
résonances de Feshbach [25], qui permettent de modifier la longueur de diffusion d’une
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espèce atomique en appliquant un champ magnétique externe. Les résonances prévues
pour le sodium requièrent la présence d’un champ magnétique important [24, 108], ce
qui contraint fortement leur mise en œuvre expérimentale.
Des travaux théoriques récents prédisent l’existence d’une résonance de Feshbach
induite par micro-ondes pour les alcalins [109]. En intégrant un guide d’onde micro-
ondes à la puce à atomes, nous espérons observer pour la première fois cette résonance.
Nous envisageons par ailleurs de tirer profit de cette résonance afin d’annuler les
interactions entre les atomes dans le nuage. Cela permettrait d’une part de faciliter
l’interprétation des résultats obtenus après temps de vol, et d’autre part de déterminer
le rôle des interactions dans les processus de relaxation conduisant le système vers un
état d’équilibre thermodynamique.
Plan de la thèse
Ma thèse a été consacrée à la construction d’un montage expérimental visant à étu-
dier la physique des mécanismes de Kibble-Zurek. Pour cela, j’ai travaillé à la concep-
tion du dispositif expérimental, à son assemblage, puis à sa caractérisation. Ainsi, j’ai
mis en place la majeure partie du système à vide permettant d’isoler les atomes de
sodium de leur environnement extérieur. De plus, j’ai installé l’ensemble du dispositif
laser nécessaire à la manipulation, au piégeage, et à l’interrogation des atomes. J’ai mis
en place un système permettant de produire un flux intense et continu d’atomes de so-
dium qui sont ensuite capturés dans un piège magnéto-optique. Enfin, j’ai entièrement
conçu, fabriqué et assemblé un dispositif de transport magnétique qui sera utilisé pour
déplacer les atomes de l’enceinte du piège magnéto-optique à l’enceinte où seront effec-
tuées les mesures physiques. Des photographies montrant la salle d’expérience sodium
à la fin de ma première année de thèse, ainsi qu’à la fin de ma troisième année de thèse
sont présentées figure 1.
Figure 1 – (a) Salle d’expérience à la fin de ma première année de thèse lors du
désamiantage de la salle, puis à la fin de ma troisième année de thèse (b).
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Le manuscrit est organisé en quatre chapitres.
Le chapitre 1 est consacré à la conception du montage expérimental permettant
d’étudier la dynamique hors équilibre d’un gaz froid de sodium. Nous commençons
par présenter l’ensemble de la chaîne laser, allant de la préparation des différents fais-
ceaux (ralentisseur Zeeman, piège magnéto-optique, imagerie, ...) à leur stabilisation
en fréquence sur une cellule d’iode. Nous discutons ensuite des détails géométriques du
système à vide permettant de diminuer progressivement la pression dans l’enceinte ex-
périmentale de quelques centièmes de millibars dans le four de sodium à 1.5×10−10 mbar
dans la chambre du piège magnéto-optique. Enfin, nous présentons l’électronique de
contrôle de l’expérience, ainsi que le système d’imagerie.
Le chapitre 2 porte sur la mise en place d’un ralentisseur Zeeman à aimants per-
manents utilisé pour obtenir un flux intense d’atomes lents. Nous verrons comment
l’action combinée d’un faisceau laser et d’un champ magnétique permet de décélérer
des atomes, puis nous discuterons du choix des paramètres du ralentisseur Zeeman.
Ensuite, nous présenterons la disposition d’aimants permettant d’obtenir le profil de
champ magnétique désiré, puis nous discuterons de la réalisation du ralentisseur Zee-
man, ainsi que de sa caractérisation. Enfin, nous terminerons ce chapitre par la mise
en évidence d’effets de dépompage subis par les atomes pendant leur ralentissement,
que nous interpréterons en nous appuyant sur la simulation des équations de Bloch
optiques décrivant la dynamique du système.
Le chapitre 3 est consacré au piège magnéto-optique de sodium. Après avoir rap-
pelé le principe de fonctionnement d’un piège magnéto-optique, nous présentons notre
réalisation expérimentale. Ensuite, nous caractérisons de façon systématique l’influence
de chacun des paramètres intervenant dans les processus de ralentissement et de pié-
geage atomique sur le chargement du piège. Finalement, nous terminons le chapitre en
présentant une série de mesures permettant d’estimer la température du nuage, le flux
d’atomes lents, ainsi que le temps de chargement et la durée de vie du piège.
Le chapitre 4 traite du transport magnétique des atomes entre la chambre du piège
magnéto-optique et l’enceinte où se dérouleront les expériences. Nous commençons par
rappeler le principe du piégeage magnétique d’atomes neutres, puis nous montrons
comment une chaîne de paires de bobines permet de déplacer un piège magnétique et
les atomes qu’il renferme. Dans un second temps, nous discutons du dimensionnement
du transport (taille des bobines, positionnement, ...), en justifiant notamment la forme
en « L » pour laquelle nous avons opté lors de l’élaboration du montage expérimental.
Nous présentons ensuite les résultats de simulations de dynamique moléculaire permet-
tant de simuler les trajectoires atomiques et de déduire des paramètres de transport
raisonnables (temps de transport, accélération maximale du centre du piège, ...). Pour
finir, nous montrons la mise en place expérimentale du transport, en insistant sur les
étapes de fabrication et de caractérisation des bobines.
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Je termine ce manuscrit par une conclusion faisant état de l’ensemble des résultats
obtenus durant ma thèse, puis je discute des perspectives offertes par les travaux que
j’ai réalisés.
Chapitre 1
Conception d’une expérience de
condensation de Bose-Einstein
Introduction
Porter un nuage atomique thermique au seuil de condensation de Bose-Einstein
requiert des conditions expérimentales très particulières. Il s’agit notamment d’abaisser
la température du système tout en augmentant sa densité spatiale, de sorte que sa
densité dans l’espace des phases soit de l’ordre de l’unité [110].
Pour cela, il convient de mettre en place un dispositif expérimental complexe per-
mettant de produire des atomes isolés de leur environnement extérieur, de les confiner
puis de les refroidir. Aujourd’hui, de nombreuses techniques expérimentales ont été dé-
veloppées au sein de la communauté des atomes froids pour mener les atomes au seuil
de dégénérescence quantique. La conception du montage a donc débuté par l’étude,
puis la sélection des méthodes les plus pertinentes compte tenu de la physique que
nous souhaitons étudier.
Ce chapitre a pour objet de présenter les différents éléments du dispositif expéri-
mental. Nous discutons en particulier de la mise en place d’un système laser complet
nécessaire pour la manipulation des atomes (piégeage, refroidissement), ainsi que leur
caractérisation. Dans un second temps, nous discutons de la conception et de la mise
en place d’un système à vide visant à découpler les atomes de leur environnement ex-
térieur. Enfin, nous terminons ce chapitre par la présentation du système de contrôle
de l’expérience.













































Figure 1.1 – Structure hyperfine de la raie D2 du sodium. Les faisceaux sondes sont
à résonance avec la transition cyclante |F = 2〉 → |F ′ = 3〉. Les faisceaux du piège
magnéto-optique sont désaccordés de 24 MHz vers le rouge de cette même transition.
Un repompeur accordé sur la transition |F = 1〉 → |F ′ = 2〉 ramène les atomes dans
le cycle. Le faisceau ralentisseur est quant à lui très hors résonance à −1885 MHz de
la transition cyclante. Le dessin n’est pas à l’échelle.
1.1 Système laser
1.1.1 Structure atomique du sodium
Les métaux alcalins sont les espèces privilégiées dans les expériences d’atomes froids
du fait de leur structure électronique simple. Dans le cas du sodium, celle-ci s’écrit
[Ne]3s1, avec en particulier un unique électron occupant la couche de valence 3s. Une
description convenable de la structure atomique du sodium nécessite de considérer,
en plus de la structure électronique, le couplage de l’électron de valence au moment
cinétique orbital de l’atome, ainsi que le couplage au spin nucléaire. La figure 1.1 repré-
sente les éléments de la structure atomique du sodium que nous considérons dans notre
expérience. Le couplage spin-orbite aboutit à une structure fine présentant un niveau
fondamental, appelé 32S1/2 en notation spectroscopique, et deux niveaux excités, notés
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32P3/2 et 32P1/2. Parmi ces deux transitions, connues pour former le « doublet du so-
dium », nous ne considérerons que la transition 32S1/2 → 32P3/2, appelée la raie D2.
Le couplage avec le spin nucléaire I = 3/2 décompose ces deux niveaux en leurs sous-
composantes hyperfines indexées par le nombre quantique F . Le niveau fondamental
est séparé en deux composantes, |F = 1〉 et |F = 2〉, distantes d’approximativement
1.77 GHz. Le niveau excité est quant à lui séparé en quatre composantes allant de
|F ′ = 0〉 à |F ′ = 3〉, et réparties sur une centaine de mégahertz.
Sur la figure 1.1, nous avons représenté les principaux faisceaux laser utilisés dans
notre expérience. Les faisceaux sondes utilisés pour interroger les atomes sont accor-
dés sur la transition cyclante entre les états |32S1/2, F = 2〉 et |32P3/2, F ′ = 3〉. L’écart
entre les états excités |32P3/2, F ′ = 3〉 et |32P3/2, F ′ = 2〉 étant seulement de 60 MHz, il
arrive régulièrement qu’un atome sorte de la transition cyclante en passant par l’état
|32P3/2, F ′ = 2〉 et tombe dans l’état noir |32S1/2, F = 1〉. Un faisceau repompeur à
résonance sur la transition |32S1/2, F = 1〉 → |32P3/2, F ′ = 2〉 est alors utilisé pour ra-
mener les atomes dans l’état |32S1/2, F = 2〉 afin qu’ils puissent continuer de cycler. Les
faisceaux du piège magnéto-optique sont légèrement décalés vers le rouge de la transi-
tion cyclante afin de maximiser la force de rappel qu’ils exercent sur les atomes [111].
Enfin, le faisceau de ralentissement est réglé à −1885 MHz de la transition cyclante,
de sorte que la combinaison de l’effet Zeeman et de l’effet Doppler dans le ralentisseur
Zeeman compense exactement le désaccord du faisceau pour des atomes dont la vitesse
est inférieure à 950 m.s−1 (se référer au chapitre 2).
1.1.2 Source laser
La structure atomique du sodium impose l’utilisation d’un laser dont la longueur
d’onde λ vaut 589 nm. Or, il n’existe pas encore de diode laser permettant de délivrer
plusieurs watts de puissance à 589 nm. La production de cette longueur d’onde néces-
site donc un dispositif à trois étages qui est représenté sur la figure 1.2.
Tout d’abord, une diode laser à cavité étendue 1 produit un faisceau infrarouge d’une
puissance de 50 mW à une longueur d’onde λd proche de 1178 nm. La diode est consti-
tuée d’une jonction PN pompée électriquement et d’une cavité externe comprenant une
lentille de collimation et un réseau de diffraction monté sur une cale piézoélectrique.
Le réseau est ajusté en configuration Littrow, c’est-à-dire que le premier ordre diffracté
est réfléchi vers la diode laser, formant ainsi une cavité étendue qui permet de réduire
la largeur spectrale de la diode entre 100 kHz et 1 MHz d’après les spécifications du
constructeur. La longueur d’onde du faisceau émis peut être modifiée grossièrement
en jouant sur la température de la diode ou sur le courant qui la traverse. Un ajus-
tement plus fin est possible à l’aide de la cale piézoélectrique qui permet de modifier
l’angle α du réseau de diffraction, qui est relié à la longueur d’onde λd par la relation
λd = 2d sinα, où d est le pas du réseau.
1. Modèle DL100 / pro design de Toptica
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Diode laser
DL100 / pro design
P ∼ 50 mW
λd ∼ 1178 nm
Diodes de
pompage




λp ∼ 1.12 µm
Amplificateur
Raman
λd ∼ 1178 nm
P ∼ 8 W
Cristal doubleur
λ ∼ 589 nm
P ∼ 1.8 W
Figure 1.2 – Schéma simplifié décrivant la production d’un faisceau laser pour exciter
la transition D2 du sodium. Le faisceau infrarouge d’une diode laser est amplifié par
effet Raman, puis doublé en fréquence afin d’obtenir un faisceau de 1.8 W à 589 nm.
La seconde étape de la chaîne laser consiste à augmenter la puissance du faisceau
provenant de la diode laser dans un amplificateur à effet Raman 2. Deux faisceaux laser
sont injectés dans une fibre optique en silice standard : le faisceau à amplifier, et un
faisceau dit de pompage. Ce dernier se trouve à une fréquence de l’ordre de 13 THz
au-dessus de celle du faisceau à amplifier, ce qui correspond ici à une longueur d’onde
λp = 1.12 µm. L’amplification du faisceau à 1178 nm dans la fibre en silice se fait
par effet Raman, qui est un processus de diffusion inélastique convertissant les photons
pompes à 1120 nm en photons à 1178 nm et en excitations phononiques afin de garantir
la conservation totale de l’énergie.
Le faisceau de pompage à 1.12 µm est quant à lui produit dans un amplificateur
à fibre dopée à l’ytterbium 3. Les ions Yb3+ ont la particularité d’avoir une bande
d’absorption et une bande d’émission légèrement décalées. Ainsi, la bande de pompage
se situe entre 0.9 µm et 1.0 µm, tandis que la bande laser se trouve entre 1.06 µm
et 1.12 µm. Notre amplificateur à fibre dopée à l’ytterbium comporte deux diodes la-
ser émettant dans la bande de pompage afin d’exciter les ions Yb3+, qui émettent à
leur tour une radiation à 1.12 µm utilisée ensuite dans l’amplificateur Raman. En sortie
de l’amplificateur Raman, la puissance laser disponible à 1178 nm est de l’ordre de 8 W.
La dernière étape de production du faisceau laser utilisé pour exciter les transi-
tions du sodium consiste à convertir les photons à 1178 nm en photons à 589 nm par
doublement de fréquence. Le faisceau à 1178 nm traverse un cristal non-linéaire dans
lequel les photons infrarouges sont combinés pour former des photons à 589 nm. Pour
un faisceau incident de 8 W à 1178 nm, il reste en sortie du cristal doubleur 1.8 W à
589 nm.
Le fonctionnement de la diode laser à cavité étendue, ainsi que ses contrôles en
courant et en température sont pilotés par des modules électroniques 4. La puissance
2. Modèle VRFA-P-1800-589-SF de MPB Communications Inc
3. Modèle 2RU-YFL-VRFA de MPB Communications Inc
4. Modèles DC 110, DCC 110, et DTC 110 de Toptica
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laser en sortie du doubleur peut être ajustée entre 20 mW et 1.8 W en jouant sur
le courant circulant dans les diodes de pompage de l’amplificateur à fibre dopée à
l’ytterbium, qui est contrôlé par une interface informatique développée par MPB.
1.1.3 Stabilisation en fréquence
1.1.3.1 Résolution de la structure hyperfine atomique par absorption sa-
turée
La stabilisation en fréquence des lasers est un point crucial de toute expérience de
manipulation d’atomes froids. Afin de régler finement la fréquence de notre chaîne laser,
nous avons mis en place un montage d’absorption saturée, qui permet de verrouiller la
fréquence d’un faisceau sur une transition atomique.
Considérons une vapeur d’atomes immobiles traversée par un faisceau laser, dont le
signal est capté sur une photodiode. Notons ν0 la fréquence de la transition atomique
dans le cadre d’un modèle simplifié à deux niveaux atomiques. Si la fréquence du laser
est balayée autour de ν0, le signal observé à la photodiode correspond alors à un pic
d’absorption lorentzien, de largeur à mi-hauteur Γ. Dans une situation expérimentale
réaliste, le faisceau laser est envoyé à travers une cellule contenant une vapeur atomique
possédant une distribution de vitesse décrite par la statistique de Maxwell-Boltzmann.
L’étalement en vitesse des atomes entraîne un élargissement inhomogène de la tran-
sition atomique dû à l’effet Doppler. Par conséquent, le profil d’absorption observé








où kB est la constante de Boltzmann, m est la masse des atomes composant la vapeur,
et T leur température.
La relation précédente donne ∆ν = 1.3 GHz pour une vapeur atomique de sodium
à température ambiante, traversée par un laser interrogeant la raie D2. Cette technique
basique de spectroscopie n’est donc pas satisfaisante pour asservir la fréquence du laser,
car il est difficile de régler cette dernière avec une précision de l’ordre du mégahertz à
partir d’un signal dont la largeur est proche du gigahertz.
Pour s’affranchir des effets liés à la distribution des vitesses et avoir une détermi-
nation précise de la fréquence, il convient de mettre en place un montage d’absorption
saturée [112]. Celui-ci consiste à envoyer deux faisceaux laser se propageant en sens
opposés à travers une cellule contenant une vapeur atomique. Le premier faisceau, dit
faisceau sonde, est très peu intense et sa fréquence est notée ν. Le second faisceau, ap-
pelé faisceau pompe, est quant à lui suffisamment intense pour saturer complètement le
milieu atomique, et sa fréquence est notée ν+δν, où δν est un décalage en fréquence que
nous ajoutons pour le verrouillage en fréquence (se référer aux parties 1.1.3.4 et 1.1.4.1).
1.1 Système laser 24
Dans ce montage, le signal provenant du faisceau sonde est observé à la photodiode.
Lorsque la fréquence ν est balayée aux abords d’une transition atomique, le profil at-
tendu en l’absence du faisceau pompe est un profil d’absorption Doppler dont la largeur
typique est de l’ordre du gigahertz d’après la relation (1.1). En revanche, la présence
du faisceau pompe modifie sensiblement le profil observé à la photodiode et permet
de résoudre finement la structure atomique, comme nous allons le voir dans les deux
paragraphes suivant.
Modèle à deux niveaux
Dans un premier temps, considérons un modèle simple ne faisant intervenir que
deux niveaux atomiques dont l’écart en fréquence est noté ν0. En balayant la fréquence
ν des faisceaux pompe et sonde autour de la transition atomique, il existe une fréquence
particulière ν∗0 pour laquelle les deux faisceaux sont à résonance avec une même classe
de vitesse atomique v∗0, c’est-à-dire qu’ils vérifient la condition :{
ν0 = ν
∗
0 − kv∗0 ,
ν0 = ν
∗




Dans cette situation, le faisceau pompe sature la transition atomique pour la classe
de vitesse v∗0 et porte ainsi une fraction non négligeable des atomes dans l’état excité.
La population du niveau fondamental est donc réduite, et le faisceau sonde est par
conséquent moins absorbé. Le profil attendu à la photodiode est alors un profil d’ab-
sorption Doppler, au sein duquel se dresse un pic étroit d’absorption saturée lorentzien
associé à la baisse d’absorption du faisceau sonde. Comme ce pic n’apparaît que pour
la classe de vitesse v∗0, sa largeur correspond à la largeur naturelle de la transition
atomique Γ = 2pi × 9.79 MHz, ce qui permet de résoudre la structure atomique avec
une précision bien supérieure à celle atteinte à partir du profil d’absorption Doppler.
Modèle à trois niveaux
Le modèle à deux niveaux considéré dans le paragraphe précédent n’est plus valable
dans le cas particulier du sodium. En effet, cette espèce possède une structure complexe
avec deux états hyperfins fondamentaux espacés d’approximativement 1772 MHz, et
quatre états hyperfins excités étalés sur environ 108 MHz. Ainsi, les profils d’absorption
Doppler correspondants aux transitions depuis les états fondamentaux vers le multi-
plet d’états excités se recouvrent car leur largeur est de l’ordre du gigahertz d’après
la relation (1.1), ce qui donne naissance à des pics supplémentaires dans le spectre
d’absorption saturée.
Considérons pour simplifier une structure atomique comportant trois niveaux, avec
soit un état fondamental et deux états excités (structure en V), soit deux états fonda-
mentaux et un état excité (structure en Λ). Les deux transitions atomiques sont ca-
ractérisées par des fréquences notées ν1 et ν2. En balayant la fréquence ν des faisceaux
pompe et sonde autour des deux résonances atomiques, trois pics vont apparaître.
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Tout d’abord, il existe une fréquence ν∗1 pour laquelle les deux faisceaux sont à
résonance avec la première transition atomique pour une même classe de vitesse v∗1.
Dans ce cas, les faisceaux vérifient la relation (1.2) en remplaçant les variables indicées
0 par les variables indicées 1, et un premier pic d’absorption saturée se dresse sur le
profil d’absorption Doppler. Par ailleurs, il existe aussi une fréquence ν∗2 pour laquelle
les deux faisceaux sont à résonance avec la seconde transition atomique pour une autre
classe de vitesse v∗2. Le même raisonnement que précédemment conduit donc à prédire
l’apparition d’un second pic d’absorption saturée sur le profil d’absorption Doppler.
Enfin, il existe une fréquence particulière ν∗12 pour laquelle le faisceau pompe est
à résonance sur l’une des transitions atomiques pour une classe de vitesse v∗12, tandis
que le faisceau sonde est à résonance sur l’autre transition atomique pour cette même
classe de vitesse. Dans cette situation, qui correspond à un croisement de niveaux, les
atomes satisfont le système : {
ν1 = ν
∗
12 − kv∗12 ,
ν2 = ν
∗




Pour comprendre l’effet du faisceau pompe lors d’un croisement de niveaux, il
convient de traiter séparément le cas où la structure atomique est en V, du cas où
elle est en Λ. Pour une structure en V, le faisceau pompe sature l’une des transitions
atomiques, et dépeuple significativement le niveau fondamental commun aux deux tran-
sitions pour la classe de vitesse v∗12. Ainsi, lorsque la sonde traverse la vapeur, elle est
moins absorbée par cette classe de vitesse, et un pic d’absorption saturée se dresse sur
le profil d’absorption Doppler lorsque la fréquence ν du laser vaut ν∗12 = (ν1+ν2−δν)/2.
En revanche, la nature du pic observé dans le cas d’une structure en Λ est très
différente. Dans cette situation, le faisceau pompe sature l’une des deux transitions
atomiques et peuple significativement l’état excité commun aux deux transitions. Or,
une fraction importante des atomes va se désexciter vers l’état fondamental impliqué
dans la transition sur laquelle est réglé le faisceau sonde. À cause du pompage optique
induit par le faisceau pompe, la sonde est beaucoup plus absorbée par la classe de
vitesse v∗12 lorsqu’elle traverse la vapeur atomique, et un pic d’absorption saturée se
creuse dans le profil d’absorption Doppler (ce pic est en sens « inverse » des autres pics).
En généralisant ce raisonnement à des structures plus complexes, telles que celle du
sodium, il est possible d’interpréter les spectres d’absorption, comme nous le montrons
dans les sections suivantes.
1.1.3.2 Absorption saturée du sodium
Le sodium ayant une faible pression de vapeur saturante à température ambiante
[113], il est impossible d’observer un spectre d’absorption saturée dans une cellule de
sodium 5. Afin d’augmenter la pression de vapeur saturante dans la cellule, celle-ci est
5. Modèle GC25075-NA de Thorlabs
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Figure 1.3 – Photographie de la cellule de sodium entourée par des rubans chauffants.
portée à 155˚C par deux rubans chauffants en kapton 6, comme le montre l’image 1.3.
Les bandes sont disposées de sorte que les courants qui les parcourent soient dirigés en
sens opposés pour éviter l’apparition d’un champ magnétique résiduel qui modifierait
les positions des résonances atomiques.
Les faisceaux pompe et sonde ont un waist w0 = 1 mm, et des puissances respec-
tives Ppompe = 650 µW et Psonde = 35 µW. Dans cette configuration, un balayage de
la fréquence du laser sur quelques gigahertz donne le spectre d’absorption présenté
figure 1.4 (a). Celle-ci met en évidence le profil d’absorption gaussien dû à la distribu-
tion de vitesse du gaz de sodium, lequel est surmonté de trois pics d’absorption saturée.
Afin d’interpréter le spectre observé, il convient de se ramener à la structure ato-
mique du sodium rappelée figure 1.1. Les deux pics orientés dans le même sens (1
et 3) correspondent respectivement à des pics d’absorption saturée entre les transi-
tions hyperfines |F = 2〉 → |F ′ = 1, 2, 3〉 et |F = 1〉 → |F ′ = 0, 1, 2〉. Le pic inversé (2)
correspond à un croisement de niveaux apparaissant lorsque le faisceau pompe est à
résonance sur les transitions |F = 2〉 → |F ′ = 1, 2, 3〉, tandis que le faisceau sonde est à
résonance sur les transitions |F = 1〉 → |F ′ = 0, 1, 2〉 (ou inversement) pour une même
classe de vitesse vc.
Un balayage en fréquence plus fin, centré sur la transition |F = 2〉 → |F ′ = 1, 2, 3〉,
fait apparaître une sous-structure complexe au sein du pic 1, comme le montre la fi-
gure 1.4 (b). Les différents pics peuvent être attribués à des transitions entre l’état
fondamental |F = 2〉 et le multiplet d’états excités. Ainsi, les pics (b) et (e) corres-
pondent aux pics d’absorption saturée associés aux transitions :
— |F = 2〉 → |F ′ = 2〉
— |F = 2〉 → |F ′ = 3〉,
6. Modèle KH-106/10-P proposé par Omega Engineering










































Figure 1.4 – (a) Spectre d’absorption saturée de la raie D2 du sodium. Les pics 1 et
3 correspondent respectivement aux transitions hyperfines |F = 2〉 → |F ′ = 1, 2, 3〉 et
|F = 1〉 → |F ′ = 0, 1, 2〉. Le pic 2 correspond au croisement de niveaux entre ces deux
transitions. (b) Agrandissement du pic 1 de la figure (a). Les pics (b) et (e) repèrent
respectivement les transitions |F = 2〉 → |F ′ = 2, 3〉, tandis que les pics (a), (c) et (d)
correspondent à des croisements de niveaux. Les lignes pointillées repèrent les positions
attendues pour les différents pics à partir de la structure atomique du sodium.
Les pics (a), (c) et (d) correspondent quant à eux aux croisements de niveaux suivants :
— |F = 2〉 → {|F ′ = 1〉 , |F ′ = 2〉}
— |F = 2〉 → {|F ′ = 1〉 , |F ′ = 3〉}
— |F = 2〉 → {|F ′ = 2〉 , |F ′ = 3〉}
Notons que le pic (e) présente un intérêt particulier pour deux raisons : il correspond
à une transition cyclante du sodium, et il est relativement bien séparé des autres pics.
Nous avons donc décidé d’asservir la fréquence de notre laser sur cette transition.
1.1.3.3 Absorption saturée de l’iode
Le réglage de la fréquence du laser a été réalisé initialement à partir du spectre
d’absorption saturée du sodium présenté figure 1.4. Malheureusement, une erreur de
manipulation a entraîné l’établissement d’un courant excessif sur une longue période
de temps dans les bandes chauffantes, qui ont fini par fondre.
Pour empêcher que ce type d’incident ne se reproduise, un système d’asservissement
en fréquence reposant sur l’utilisation d’une cellule d’iode 127I2 a été mis en place. Cette
espèce moléculaire est intéressante car sa pression de vapeur saturante à température
ambiante est suffisamment importante pour qu’un signal d’absorption saturée puisse
être observé sans avoir à chauffer la cellule. Par ailleurs, l’iode présente de nombreuses
transitions rovibroniques dans le spectre visible. Ainsi, la raie P (38) 15− 2 correspon-
dant à la transition entre le 2e état ro-vibrationnel de l’état moléculaire fondamental
0+g (
1Σ+g ) et le 15e état ro-vibrationnel de l’état moléculaire excité 0+u (3Πu) possède 15
composantes hyperfines aux environs des 589 nm [114]. En particulier, la composante






































Figure 1.5 – (a) Spectre d’absorption saturée de la raie P (38) 15 − 2 de l’iode en
fonction du désaccord du laser par rapport à la transition cyclante du sodium. Les
différents pics observés correspondent aux 15 composantes hyperfines prévues pour
cette raie de l’iode. Les lignes pointillées repèrent les positions attendues pour les
différentes composantes hyperfines. (b) Balayage en fréquence autour de la composante
a1 utilisée pour asservir la fréquence du laser.
a1 est située à seulement 467 MHz de la transition cyclante du sodium [115], et peut
être utilisée pour asservir la fréquence du laser.
Afin d’observer le spectre d’absorption saturée de l’iode, nous avons mis en place
un faisceau pompe et un faisceau sonde de waist w0 = 1 mm, dont les puissances
valent respectivement Ppompe = 4.2 mW et Psonde = 35 µW. Notons que la puissance
requise pour saturer la transition est plus importante dans le cas de l’iode que pour
le sodium. Le profil d’absorption observé lors d’un balayage de la fréquence du laser
sur plusieurs centaines de mégahertz est présenté figure 1.5 (a). Le spectre montre une
vallée Doppler, sur laquelle se dressent 11 pics d’absorption saturée au lieu des 15 pré-
dits théoriquement. Cette différence s’explique par le fait que certaines composantes
hyperfines sont espacées de seulement quelques mégahertz. Par conséquent, la largeur
naturelle des transitions, ainsi que la résolution en fréquence adoptée pour le balayage
ne permettent pas de distinguer toutes les composantes hyperfines. Remarquons ce-
pendant que les positions des différents pics sont en accord avec les positions prédites
par des calculs ab initio effectués à l’aide du logiciel Iodine Spec.
La figure 1.5 (b) montre le spectre d’absorption provenant d’un balayage de la fré-
quence du laser sur 150 MHz autour de la composante hyperfine a1. Cette transition
est particulièrement intéressante pour asservir la fréquence du laser car elle est bien
séparée des autres composantes hyperfines de l’iode. Il est donc relativement simple
de déterminer la position du centre de la raie, contrairement au cas du sodium où la
transition cyclante utilisée pour asservir la fréquence du laser est très proche d’autres
transitions hyperfines.















































Figure 1.6 – Signal d’erreur utilisé pour l’asservissement en fréquence de la chaîne
laser dans le cas du sodium (a), et de l’iode (b). Le point de verrouillage indiqué sur la
figure (a) repère le centre de la transition |F = 2〉 → |F ′ = 3〉 du sodium, tandis que
celui indiqué sur la figure (b) repère le centre de la composante hyperfine a1 de l’iode.
1.1.3.4 Verrouillage de la fréquence sur une transition hyperfine
Le réglage de la fréquence du laser se fait à partir de la dérivée du spectre d’ab-
sorption saturée, qui est obtenue par une méthode de transfert de modulation [116],
puis par une détection synchrone. La technique de transfert de modulation consiste
à moduler la fréquence du faisceau pompe, tout en gardant la fréquence du faisceau
sonde fixe. Ainsi, la fréquence du faisceau pompe est modulée dans notre montage
expérimental à une fréquence ω/2pi = 9 kHz par un boîtier électronique 7. En toute
généralité, le signal d’absorption saturée enregistré par la photodiode s’écrit sous la
forme s(ω) = s(ω0 +A sin(ωt + φ)) où A est l’amplitude de la modulation. Pour une
modulation de faible amplitude, un développement limité au premier ordre de l’ex-
pression précédente conduit à écrire le signal émis par la photodiode sous la forme :
s(ω) ≈ s(ω0) +A sin(ωt+ φ) ∂s
∂ω
. (1.4)
Ce signal subit ensuite deux opérations au sein du Digilock 110 : une multiplication
par la fonction de modulation sin(ωt+φ), puis une intégration temporelle qui filtre les








Cette relation montre que le « signal d’erreur » en sortie du Digilock 110 est propor-
tionnel d’une part à l’amplitude de modulation, et d’autre part à la dérivée du signal
d’absorption saturée. Les figures 1.6 (a) et (b) représentent la sortie du Digilock 110
dans le cas du sodium et de l’iode.
7. Modèle Digilock 110 de Toptica
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L’asservissement en fréquence du laser consiste à définir un point de verrouillage
à la fréquence ω∗ vérifiant la condition S(ω∗) = 0, correspondant à la position du
centre du pic sur lequel nous souhaitons régler le laser. Pour cela, le module Digilock
110 est muni de deux régulateurs PID (pour « Proportionnel Intégral Dérivé »), qui
rétroagissent sur la position de la cale piézoélectrique de la diode laser pour maintenir
la fréquence du laser au point de verrouillage. Le premier PID corrige les fluctuations
hautes fréquences, tandis que le second PID corrige les dérives basses fréquences.
Notons que dans le cas de l’iode, la composante hyperfine a1 sur laquelle nous
asservissons le laser se situe approximativement à 467 MHz de la fréquence associée
à la transition cyclante du sodium, et il convient donc de corriger ce décalage de la
fréquence du laser.
1.1.4 Montage optique
1.1.4.1 Description du banc optique
Notre montage optique est divisé en quatre branches comme le montre la figure 1.7.
Le laser est accordé à la fréquence ν0− 612 MHz où ν0 correspond à la fréquence de la
transition cyclante |F = 2〉 → |F ′ = 3〉.
La fuite d’un cube séparateur de polarisation (CSP) placé en sortie du doubleur
de fréquence est utilisée pour la mise en place de la voie d’absorption saturée per-
mettant l’asservissement en fréquence du laser sur une cellule d’iode. Cette voie fait
notamment intervenir trois modulateurs acousto-optiques (MAO), dont les fréquences
centrales valent respectivement 350 MHz, 200 MHz et 80 MHz 8 (voir partie 1.1.4.2).
Le laser traverse successivement en double passage les MAO 350 MHz et 200 MHz,
disposés en configuration œil-de-chat, afin que sa fréquence soit égale à ν0 + 430 MHz.
Par ailleurs, la méthode de transfert de modulation utilisée pour asservir le laser en
fréquence nécessite de moduler uniquement la fréquence du faisceau pompe, le faisceau
est donc séparé en deux parties par un cube séparateur de polarisation. La fraction
réfléchie, qui constitue la pompe du montage d’absorption saturée, effectue un simple
passage dans le MAO 80 MHz de sorte que sa fréquence soit décalée à ν0 + 510 MHz
et modulée avec une fréquence ω/2pi = 9 kHz. La fraction transmise est quant à elle
directement utilisée comme faisceau sonde de l’absorption saturée, puis captée sur une
photodiode rapide 9.
La seconde voie du montage optique est dédiée à la préparation du faisceau utilisé
pour le ralentissement des atomes de sodium dans l’enceinte à vide. Les mesures expé-
rimentales détaillées dans le chapitre 2 montrent que le faisceau doit être désaccordé
de −1885 MHz par rapport à la transition cyclante du sodium. Pour produire un tel
décalage à partir de la sortie laser à −612 MHz, nous utilisons deux MAO de fréquence
8. Modèles MT350-B100A0.2-VIS, MT200-A0.5-VIS et MT80-A1-VIS de AA opto-electronic
9. Modèle PDA36A de Thorlabs
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Figure 1.7 – Représentation schématique simplifiée du montage optique. Ne figurent
que les éléments optiques principaux (cubes polariseurs, miroirs, MAO, MEO, fibres
optiques), et les fréquences sont indiquées relativement à ν0.
1.1 Système laser 32
centrale 300 MHz 10 en double passage. Notons par ailleurs que les efficacités de diffrac-
tion des MAO étant typiquement de 85 % en simple passage, la puissance disponible en
sortie de la voie du ralentisseur Zeeman est de l’ordre de 50 % de la puissance d’entrée.
En prenant en compte les pertes sur les divers éléments optiques (cubes, lames λ/4 et
λ/2, ...), ainsi que les celles dues à l’injection de la fibre optique du faisceau Zeeman, la
puissance utile disponible en sortie de voie correspond à 40 % de la puissance injectée
en entrée.
Le piège magnéto-optique requiert l’utilisation de six faisceaux lasers dont le désac-
cord par rapport à la transition cyclante est de l’ordre de la largeur naturelle de la
transition atomique [111]. Une fraction du faisceau à −612 MHz est envoyée à tra-
vers un MAO 300 MHz en double passage afin de ramener le désaccord du faisceau à
−24 MHz. Par ailleurs, le bon fonctionnement du piège magnéto-optique nécessite la
mise en place d’un faisceau repompeur pour maintenir les atomes sur la transition cy-
clante. Pour cela, le faisceau à −24 MHz traverse un modulateur électro-optique (MEO)
de fréquence centrale 1.711 GHz 11, qui superpose à la fréquence porteuse deux bandes
latérales symétriques à ±1.711 GHz (se référer à la partie 1.1.4.3 pour une explication
détaillée du fonctionnement d’un MEO). Ce faisceau constitué de trois composantes est
ensuite injecté dans un séparateur de faisceaux 12, qui est composé d’une fibre d’entrée,
et d’une grappe de six fibres de sortie dont les injections sont pré-réglées et optimisées.
La dernière branche du montage optique comprend la production des faisceaux uti-
lisés pour l’imagerie des atomes et leur repompage. Le faisceau à -612 MHz est envoyé
dans un MAO 300 MHz en double passage, de sorte que sa fréquence en sortie soit
exactement à ν0. Le faisceau est ensuite séparé par un cube séparateur de polarisation.
L’un des faisceaux traverse un modulateur électro-optique, puis sert à repomper et
polariser les atomes avant leur entrée dans le ralentisseur Zeeman (voir la partie 2.3.3),
tandis que l’autre est utilisé pour l’imagerie à résonance des atomes.
Un montage optique de cette complexité est très sensible aux instabilités thermiques
et mécaniques. Pour isoler la table optique des vibrations mécaniques, celle-ci repose
sur quatre isolateurs pneumatiques 13. Ces supports fonctionnent avec de l’air com-
primé, et permettent de faire léviter la table sur un coussin d’air, assurant ainsi son
découplage de l’environnement extérieur. L’isolation thermique, plus délicate à garan-
tir, est assurée par un système d’air climatisé maintenant la température de la salle
d’expérience constante au demi-degré près. Enfin, un capot réalisé en polyméthacrylate
de méthyle (PMMA) entoure l’ensemble du montage optique pour l’isoler de l’extérieur.
La mise en place des modulateurs acousto-optiques et électro-optiques nécessite
une complète caractérisation de ces derniers. En particulier, nous avons observé une
10. Modèle MT300-B20A1-VIS de AA opto-electronic
11. Modèle EO-Na23-3K de Qubig
12. Fiber Port Cluster 1 to 6 for 589 nm de Schäfter-Kirchhoff
13. Modèle S-2000-428 de Newport
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modification du mode laser en sortie de certains modulateurs acousto-optiques, dont
nous discutons dans la section suivante. Celle-ci sera suivie par une section présentant
la méthode utilisée pour observer et caractériser les modulateurs électro-optiques.
1.1.4.2 Déformation spatiale du mode laser dans un modulateur acousto-
optique
Ajustement en fréquence par modulation acousto-optique
La figure 1.7 fait apparaître les modulateurs acousto-optiques utilisés pour modifier
finement la fréquence d’un faisceau laser. Ceux-ci sont composés d’un cristal trans-
parent de dioxyde de tellure (TeO2), auquel est relié un transducteur piézo-électrique
qui permet de transmettre un signal radiofréquence externe de fréquence F au sein du
cristal.
Lorsqu’une onde sonore traverse le milieu, il s’y forme une modulation de densité
qui se propage à la vitesse du son dans le matériau. Ces fluctuations de densité se
traduisent optiquement par une modulation de l’indice de réfraction du milieu, qui se
comporte comme un réseau de Bragg. Un faisceau incident de fréquence ν est alors dif-
fracté suivant un angle sin θ = mν/2F où m est l’ordre de diffraction, et sa fréquence
est décalée d’une quantité mF . Les ordres m = ±1 sont couramment utilisés pour mo-
difier la fréquence laser d’une quantité ±F , ou pour allumer/couper un faisceau laser
en quelques centaines de nanosecondes (temps limité par la vitesse de propagation de
l’onde sonore dans le cristal). Les ordres supérieurs ne sont généralement pas utilisés
car l’efficacité de diffraction décroît très rapidement quand m augmente.
Tous les MAO utilisés en double passage sont disposés en configuration œil-de-
chat, qui consiste à aligner successivement un modulateur acousto-optique, une lentille
convergente et un miroir, en les espaçant respectivement de la distance focale de la
lentille. Ce montage permet en particulier de modifier la fréquence laser d’une quantité
±2F , tout en s’assurant que le faisceau diffracté est réfléchi sur lui-même quel que soit
son angle de déviation.
Effets thermiques et déformation spatiale du mode laser
Nous avons observé une dégradation spatiale du mode laser lors de la traversée de
certains MAO, comme le montre la figure 1.8. Un faisceau incident gaussien symétrique
ressort gaussien elliptique par diffraction dans le cristal. Le profil vertical du faisceau
est conservé, tandis que le profil horizontal est dilaté par un facteur 1.3 en simple pas-
sage et 1.5 en double passage.
De nombreux paramètres relatifs au faisceau incident ou au signal radiofréquence
peuvent conduire à une modification des propriétés spatiales du mode laser. Nous avons
exclu diverses causes, telles que la polarisation du faisceau incident, sa taille, son pointé
sur le cristal du modulateur acousto-optique, ainsi que la fréquence du signal radiofré-
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Figure 1.8 – Mode laser avant le modulateur acousto-optique (a), et après le double
passage en configuration œil-de-chat (b). Le faisceau incident est en très bonne approxi-
mation gaussien, tandis que le faisceau diffracté est elliptique. La taille du faisceau est
conservée suivant l’axe vertical, tandis qu’elle est multipliée par un facteur ∼ 1.5 sui-
vant l’axe horizontal.
quence.
Nous sommes parvenus à la conclusion que la déformation du mode laser était pro-
bablement liée à des effets thermiques au sein du cristal, conséquence de la propagation
du signal radiofréquence d’une puissance de 1.5 W dans le milieu. Pour vérifier cette
hypothèse, nous avons enregistré en temps réel avec une caméra 14 le profil du faisceau
laser au moment de l’allumage de la radiofréquence dans le cristal. Nous observons que
le mode, initialement symétrique, devient progressivement elliptique au fur et à mesure
que les effets de dissipation thermique prennent place dans le cristal.
De plus, nous avons mesuré le rapport d’anisotropie du faisceau en fonction de
la puissance RF envoyée dans le modulateur acousto-optique, comme le montre la
figure 1.9. Pour des puissances RF modérées, c’est-à-dire lorsque PRF ≤ 0.6 W, le
mode reste symétrique (rapport d’anisotropie proche de 1), ce qui suggère que les ef-
fets thermiques restent peu importants pour de telles amplitudes de radiofréquence.
En continuant d’augmenter la puissance RF injectée dans le cristal, le rapport d’aniso-
tropie augmente progressivement jusqu’à atteindre une valeur proche de 1.5 pour une
puissance RF de 1.6 W.
Cette altération du mode étant liée à l’instauration de l’onde radiofréquence dans
le cristal du MAO, il est impossible de s’en affranchir expérimentalement. Pour conser-
ver malgré tout un faisceau symétrique, nous avons disposé des télescopes cylindriques
après les montages en œil-de-chat. Leur rôle est d’agrandir/de rétrécir le faisceau sui-
vant une seule direction, de sorte à égaliser les tailles horizontales et verticales du mode
pour un choix approprié de lentilles.
14. Analyseur de faisceau DAT-BladeCam-XHR de DataRay Inc.
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Figure 1.9 – Évolution de l’anisotropie du mode en sortie d’un modulateur acousto-
optique en fonction de la puissance radiofréquence injectée dans le cristal. La courbe
pointillée noire sert de guide pour l’œil.
1.1.4.3 Modulation électro-optique
Principe de fonctionnement d’un modulateur électro-optique
Nous préparons les faisceaux repompeurs à l’aide de modulateurs électro-optiques 15
opérant à 1.711 GHz. Ces dispositifs sont composés d’un cristal de niobate de li-
thium dopé au magnésium (MgO:LiNbO3), placé entre deux électrodes. Lorsqu’un
faisceau traverse le cristal perpendiculairement aux électrodes, celui-ci subit un dépha-
sage proportionnel à la tension V appliquée aux bornes des électrodes. La modulation
électro-optique consiste à faire varier sinusoïdalement la tension V à une pulsation
Ω, de sorte qu’un faisceau incident décrit par un champ électrique E(t) = E0eiωt su-
bisse une modulation de phase et soit décrit par un champ électrique de la forme
E(t) = E0e
i[ωt+β sin(Ωt)], où β est l’amplitude de modulation de la tension en unités
adimensionnées. En appliquant le développement de Jacobi-Anger [117], le champ élec-







où les Jn sont les fonctions de Bessel de première espèce d’ordre n.
En utilisant la propriété J−n(x) = (−1)nJn(x) des fonctions de Bessel, l’équation










Pour des amplitudes de modulation peu importantes, c’est-à-dire β ≤ 1, la contri-
bution des termes d’ordre supérieur à 1 du développement en série précédent peut être
15. Modèle EO-Na23-3K de Qubig
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Cavité Fabry-Pérot confocale
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Figure 1.10 – Schéma représentant le montage Fabry-Pérot mis en place pour carac-
tériser l’amplitude des bandes latérales en fonction du degré de modulation (β) de la
tension aux bornes des électrodes du modulateur électro-optique.
négligée, il vient alors :
E(t) ' E0J0(β)eiωt + E0J1(β)
{
ei(ω+Ω)t − ei(ω−Ω)t} . (1.8)
L’équation (1.8) montre que le champ électrique en sortie du cristal est la somme de
trois termes. Le premier décrit la composante principale du champ, appelée porteuse,
qui oscille à la pulsation initiale ω, et dont l’amplitude dépend de J0. Les deux autres
termes, qualifiés de bandes latérales, oscillent aux pulsations ω±Ω, et leurs amplitudes
sont fonction de J1. La composante de pulsation ω + Ω est utilisée pour repomper les
atomes depuis le niveau |F = 1〉 vers |F = 2〉, tandis que la composante de pulsation
ω − Ω est très hors résonance et n’interagit pas avec les atomes.
Observation des bandes latérales à l’aide d’une cavité Fabry-Pérot confocale
Lors de la modulation électro-optique, une fraction de la puissance de la porteuse
est prélevée pour être redistribuée parmi les composantes d’ordre supérieur. En se re-
streignant aux modes d’ordre 1, les amplitudes relatives de la porteuse et des bandes
latérales sont données par les coefficients |J0(β)|2 et |J1(β)|2. Notons en particulier que
la répartition de puissance est fonction de l’amplitude de modulation de la tension aux
bornes des électrodes du modulateur électro-optique.
Afin d’étudier ces variations, nous avons mis en place une cavité Fabry-Pérot confo-
cale représentée sur la figure 1.10. Celle-ci est constituée de deux miroirs plan-concaves,
de rayon de courbure ρ = 30 cm, et de coefficient de réflexion R = 0.985. Les deux
miroirs sont séparés d’une distance L = 30 cm, de sorte que le sommet de l’un soit
confondu avec le centre optique de l’autre, et inversement. Dans cette configuration, la
cavité peut être aisément alignée même si les faisceaux ne sont pas colinéaires à l’axe
optique, ce qui lui confère une grande robustesse.
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Par ailleurs, l’efficacité d’injection du Fabry-Pérot dépend fortement de l’adapta-
tion du mode laser au mode TEM00 de la cavité [118]. Ainsi, le waist w0 du faisceau
gaussien doit coïncider avec le milieu de la cavité, et son rayon de courbure aux bords
de la cavité doit être égal à celui des miroirs, ce qui impose la relation w0 =
√
ρc/ω où
ω correspond à la pulsation du laser et c à la vitesse de la lumière. Pour cela, le fais-
ceau gaussien issu d’un modulateur électro-optique traverse un télescope permettant
l’adaptation du mode laser au mode du Fabry-Pérot.
La caractérisation des modulateurs électro-optique se fait en observant le signal
transmis par la cavité. Le facteur de transmission du Fabry-Pérot peut s’écrire en











où δφ désigne le déphasage entre deux ordres transmis successivement par la cavité.
Dans le cas d’un interféromètre de Fabry-Pérot confocal, éclairé en incidence normale
















La relation (1.11) prédit donc l’existence d’une succession de maxima de transmis-
sion de la cavité lorsque la fréquence du laser varie. L’écart entre deux pics consécutifs
correspond à l’intervalle spectral libre, dont l’expression pour une cavité Fabry-Pérot





En vertu des propriétés géométriques de notre cavité, la relation précédente donne
comme intervalle spectral libre ∆ν = 500 MHz.
Le signal mesuré expérimentalement pour un faisceau ne comportant pas de bandes
latérales est représenté sur la figure 1.11 (a). Nous observons plusieurs pics de même
amplitude, notée A0, régulièrement espacés, en accord avec les résultats prédits par la
relation (1.11).
Pour un faisceau comportant de multiples composantes de fréquence, le facteur
de transmission de la cavité correspond à la somme des facteurs de transmission de
chaque composante individuelle. En sortie du modulateur électro-optique, le faisceau
est composé d’une porteuse de fréquence ν, et de deux bandes latérales de fréquences
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νn+3 − δν νn−3 + δν
Figure 1.11 – (a) Spectre de transmission obtenu expérimentalement en faisant va-
rier la fréquence du faisceau incident en absence de bandes latérales. Des maxima de
même amplitude (notée A0), distribués périodiquement, apparaissent en accord avec
la relation (1.11). (b) Spectre de transmission de la cavité en modulant la tension aux
bornes du modulateur électro-optique avec une amplitude β ≈ 1. Les pics associés aux
trois modes du faisceau incident sont présents, et les amplitudes des modes d’ordre 0
et 1 sont respectivement données par |J0|2A0 et |J1|2A0.
ν± δν, dont les amplitudes dépendent des fonctions de Bessel d’après la relation (1.8).
Le facteur de transmission s’écrit alors :





















Dans le cas où la cavité est éclairée par le faisceau issu du modulateur électro-
optique dont l’amplitude de modulation β est non nulle, le spectre de transmission
obtenu à la photodiode correspond à celui présenté figure 1.11 (b). Il comporte no-
tamment beaucoup plus de maxima que celui obtenu sans bandes latérales, et leurs
amplitudes permettent de les séparer en deux groupes distincts.
Les pics dont l’amplitude est la plus importante se situent aux mêmes positions
que ceux observés en absence de bandes latérales dans le faisceau, et l’écart entre deux
pics successifs correspond à l’intervalle spectral libre donné par la relation (1.12). Par
conséquent, ces maxima sont associés à la porteuse, bien que leur amplitude soit désor-
mais de l’ordre de 1.3 V, tandis qu’elle s’élevait à 2.2 V en absence de bandes latérales.
D’après la relation (1.13), le facteur de transmission de la cavité correspondant à la
porteuse vaut une fraction |J0|2 de celui obtenu en absence de bandes latérales. Or, le
spectre présenté figure 1.11 (b) est mesuré dans des conditions telles que β ≈ 1 d’après
les spécifications du constructeur. Ainsi, le module carré |J0(β)|2 de la fonction de Bes-
sel est approximativement égale à 0.6, et l’amplitude de 1.3 V correspond effectivement
à 60 % de l’amplitude de 2.2 V mesurée sans bandes latérales.
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Figure 1.12 – Fraction de puissance dans l’une des bandes latérales en fonction de
la tension de commande contrôlant l’amplitude de modulation β. Les cercles bleus
représentent les mesures expérimentales, tandis que la courbe pointillée noire sert de
guide pour l’oeil.
Les maxima de plus faible amplitude proviennent des deux bandes latérales, dont
les fréquences sont décalées de ±1.711 GHz par rapport à celle de la porteuse. D’après
la relation (1.13), l’amplitude de chaque bande latérale correspond à une fraction |J1|2
de l’amplitude de la porteuse mesurée en absence de bandes latérales. Dans la situation
présentée figure 1.11 (b), le module carré |J1|2 de la fonction de Bessel vaut approxi-
mativement 0.2. L’amplitude de 0.4 V mesurée pour les bandes latérales est donc en
accord avec la valeur prédite théoriquement.
Remarquons par ailleurs que sur la figure 1.11 (b), les deux bandes latérales dispo-
sées de chaque côté d’un pic de la porteuse ne correspondent pas aux bandes latérales
associées à la porteuse. En effet, l’intervalle spectral libre vaut 500 MHz, et les bandes
latérales sont distantes de 1711 MHz de la porteuse. Ainsi, les pics associés aux diffé-
rents ordre de la porteuse et aux différents ordres des bandes latérales sont mélangés. À
titre d’exemple, la porteuse d’ordre n, de fréquence νn indiquée sur la figure 1.11 (b) est
entourée par les bandes latérales d’ordre n+ 3 et n− 3, dont les fréquences respectives
valent νn+3 − δν et νn−3 + δν.
Calibration des bandes latérales
Expérimentalement, il est nécessaire de pouvoir modifier la fraction de puissance
envoyée dans les bandes latérales. Pour cela, l’atelier d’électronique du laboratoire a
réalisé un boîtier délivrant une tension entre 0 V et 10 V, qui permet d’ajuster la puis-
sance du signal radiofréquence envoyé au modulateur électro-optique entre 0 W et 2 W.
Il convient donc de mesurer à l’aide de la cavité Fabry-Pérot la portion de puis-
sance optique dans les bandes latérales en fonction de la tension de commande. Les
résultats obtenus sont reportés figure 1.12. Pour une tension de contrôle inférieure à
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9 V, la puissance optique transférée à chaque bande latérale est inférieure à 5 %, ce
qui correspond à un régime de fonctionnement où l’amplitude de modulation est telle
que β < 0.65. La puissance optique dirigée vers les bandes latérales croît ensuite de
façon non-linéaire avec la tension de commande, jusqu’à atteindre un maximum pour
une tension de 10 V. Il y a alors environ 25 % de la puissance optique totale transférée
à chaque bande latérale, d’où nous déduisons une amplitude de modulation qui vaut
β = 1.2.
1.2 Système à vide
La mise en place d’un système à ultra-vide est indispensable pour la réalisation
d’une expérience d’atomes froids. Les atomes sont manipulés dans des pièges optiques
ou magnétiques dont la profondeur typique est une fraction de millikelvin. Une collision
élastique entre un atome thermique et un atome refroidi résulte en un transfert d’énergie
de l’atome chaud vers l’atome froid, qui acquiert alors suffisamment d’énergie pour
s’échapper du piège. Le temps de vie d’un atome piégé est donc principalement limité
par son taux de collisions avec les espèces environnantes à température ambiante.
1.2.1 Objectif de pression
Dans cette première partie, nous estimons dans le cadre d’une théorie simplifiée
les pressions typiques à atteindre pour réaliser notre expérience. Le système considéré,
à savoir une assemblée d’atomes piégés entourés par un gaz thermique résiduel, peut
être décrit par un modèle de cibles et de projectiles. Les atomes froids capturés dans
un piège de profondeur finie correspondent aux cibles, tandis que les molécules du gaz
résiduel sont assimilées à des projectiles.
Le gaz thermique est assimilé à un gaz parfait de température T , de pression P et
de densité n, dont le comportement est décrit par la statistique de Maxwell-Boltzmann.
En particulier, la pression du gaz est donnée par la loi des gaz parfaits :
P = nkBT , (1.14)






où kB est la constante de Boltzmann et m la masse de l’espèce considérée.
Les collisions entre un projectile et un atome cible peuvent être décrites par deux
grandeurs, la section efficace de collision σ, et la durée typique entre deux collisions
cible-projectile τ . Dans le régime balistique, c’est-à-dire lorsque les projectiles ont des
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En combinant les équations (1.14) et (1.16), la pression du gaz résiduel s’exprime





Afin de travailler dans des conditions confortables, nous souhaiterions que la durée
de vie des atomes piégés soit de l’ordre de la minute, ce qui implique que le temps
typique τ entre deux collisions soit de l’ordre de 60 s. La section efficace de collision
dépend quant à elle des espèces impliquées dans la réaction. Après que le vide a été
fait dans l’enceinte, le gaz résiduel est principalement constitué de deux composés. Il
peut contenir une vapeur d’atomes de sodium non piégés thermalisés par les parois de
l’enceinte, auquel cas la section efficace de collision vaut σNa−Na ∼ 100×10−18 m2 [120].
Le gaz résiduel peut aussi être composé de molécules d’air non pompées, que l’on
supposera majoritairement représentées par des molécules de diazoteN2, pour lesquelles
la section efficace de collision est donnée par σNa−N2 ∼ 3.3 × 10−18 m2 [121]. Les
pressions de gaz résiduelles nécessaires pour atteindre un temps de vie d’une minute
sont consignées dans le tableau 1.1.
Composition du Section efficace Pression résiduelle
gaz résiduel de collision [m2] maximale tolérée [mbar]
N2 σNa−N2 ∼ 3.3× 10−18 4.4× 10−10
Na σNa−Na ∼ 100× 10−18 1.3× 10−11
Table 1.1 – Pressions de gaz résiduel assurant un temps de piégeage des atomes de
l’ordre de la minute. Deux cas sont considérés, suivant que le gaz résiduel est composé
d’atomes de sodium, ou de molécules de diazote N2 thermiques.
Les techniques d’ultra-vide classiques permettent d’atteindre des pressions rési-
duelles de diazote de l’ordre de quelques 10−10 mbar. La pression environnante due
au diazote ne devrait donc pas être un facteur limitant fortement la durée de vie des
atomes piégés. En revanche, la pression de gaz résiduel associée au sodium non piégé
doit être de 10−11 mbar pour espérer avoir une durée de piégeage de l’ordre de la mi-
nute. Nous avons donc besoin de concevoir un système de vide différentiel permettant
d’isoler le four de sodium, où règne une pression proche des 2×10−2 mbar, de l’enceinte
de piégeage qui requiert une pression de sodium très faible.
1.2.2 Principe d’un vide différentiel
Nous pouvons décrire l’enceinte à vide comme un système composé de plusieurs com-
partiments connectés par des canaux de conduction (tubes, orifices). Avant de présenter
la disposition des enceintes à vide que nous avons adoptée, nous rappelons brièvement
les différents types d’écoulements fluides, ainsi que l’expression de la conductance dans
des canaux de géométrie simple.
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1.2.2.1 Conductance d’un canal dans le régime d’écoulement moléculaire
Considérons un gaz monoatomique à la pression P et à la température T . La vitesse
des atomes étant imposée par la distribution de Maxwell-Boltzmann, le libre parcours





où σ désigne la section efficace de collision. Pour simplifier, nous supposons que la
section efficace de collision est telle que σ = pia20, avec a0 le rayon de Bohr.
L’écoulement du fluide à travers un canal de dimension caractéristique d est décrit





Ce nombre décrit la dynamique de collision des atomes dans le fluide. Si le libre par-
cours moyen est grand devant les dimensions caractéristiques du système, c’est-à-dire
si Kn ≥ 1, l’écoulement du fluide est dominé par les collisions entre les molécules du
gaz et les parois, le fluide se trouve dans le régime dit moléculaire. À l’inverse, lorsque
Kn ≤ 0.01, l’écoulement du fluide est dominé par les collisions gaz-gaz, et le fluide est
dit visqueux.
En considérant les régimes de pression que l’on cherche à atteindre, nous pouvons
traiter la dynamique des fluides dans l’approche moléculaire, exception faite de la sortie
du four de sodium, dont la description doit être faite dans le régime visqueux saturé
(régime où la vitesse d’un élément de fluide est localement plus importante que la vi-
tesse de propagation du son dans le milieu).
Le principe d’un vide différentiel consiste à connecter deux compartiments par un
canal étroit, de faible conductance, qui permet de maintenir une différence de pression
entre les deux enceintes. Un tel système est très bien décrit par une relation analogue
à la loi d’Ohm qui s’applique dans les systèmes électriques. La conductance d’un élé-
ment de vide constricteur C est l’analogue de la conductance électrique G = 1/R. La
différence de pression ∆P entre les deux compartiments est le pendant de la différence
de potentiel ∆V entre deux nœuds électriques. Enfin, le courant électrique I a pour
équivalent le débit d’énergie Q dans le canal, qui correspond à l’énergie nécessaire pour
transporter les molécules du gaz à travers un plan. Le système à vide est donc décrit
par la loi :
Q = C∆P . (1.20)
En régime d’écoulement moléculaire, la conductance d’un canal de géométrie simple
peut s’exprimer analytiquement en fonction des propriétés du canal, et de celles du
fluide. Ainsi, l’écoulement d’un fluide de vitesse moyenne v¯ (dont l’expression est rap-
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Figure 1.13 – Schéma simplifié représentant les compartiments de notre système à
vide. On distingue une structure en cascade, composée d’une source, d’une enceinte in-
termédiaire, puis des enceintes du PMO et du condensat. Les différents compartiments
sont reliés par des canaux de conductions Cj dont la géométrie est à optimiser.











1.2.2.2 Conception du système à vide
Nous avons conçu notre montage à vide selon un modèle à quatre étages [124],
comme le montre la figure 1.13. La première partie du système, repérée par le label
« Source », comprend deux compartiments connectés par un canal de conduction C1,
qui sont respectivement associés à une source. Le premier compartiment est relié au four
de sodium, considéré comme une source positive de particules, tandis que le deuxième
compartiment est relié à une pompe ionique de débit S1, assimilée à une source négative
de particules. Le débit d’énergie pour une source s’écrit :
Qj = PjSj , (1.23)
où Pj est la pression dans le compartiment et Sj est le débit de particules de la source.
À cause de la pression de vapeur saturante dans le four, l’écoulement vers le pre-
mier compartiment s’effectue dans le régime visqueux saturé. Dans ce régime, le débit
d’énergie Qf ne dépend que de la pression de vapeur saturante Pf [123], qui peut être
déterminée en connaissant la température du four [113].
Cette première partie est ensuite connectée en cascade à un second compartiment,
« Enceinte 1 », à l’enceinte du PMO, et enfin à l’enceinte du condensat. Cette structure
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en cascade a pour intérêt de réduire progressivement la pression entre les compartiments
successifs. Les canaux de conduction sont repérés sur le schéma par leur conductance
Cj, tandis que les pompes ioniques permettant de faire le vide sont indiquées par leur
débit de particules Sk.
Dans ce montage à vide, chaque compartiment est l’équivalent électrique d’un nœud.
Par conséquent, chaque enceinte obéit à un analogue de la loi des nœuds qui assure la
conservation de l’énergie totale du système. Le débit entrant dans chaque compartiment
doit être égal au débit sortant, il vient alors pour un compartiment indicé i :∑
i
Qi = 0 . (1.24)
En tenant compte de l’équation (1.20), et en appliquant l’équivalent de la loi des
nœuds dans chaque compartiment de vide, nous aboutissons au système d’équations
suivant :
−C1 C1 0 0 0
C1 −(α1 + C2) C2 0 0
0 C2 −(α2 + C3) C3 0
0 0 C3 −(α3 + C4) C4
















où les coefficient αi sont définis tels que αi = (Ci + Si).
En inversant ce système matriciel, nous obtenons les pressions dans les différents
compartiments pour des conductances Cj et des débits de pompage Sk connus. Notre
objectif est d’atteindre un vide résiduel de sodium de l’ordre de 10−11 mbar dans les
enceintes du PMO et du condensat. Le tableau 1.2 résume les choix géométriques que
nous avons faits pour les différents canaux de conduction, mais aussi les débits de pom-
page des pompes ioniques, ainsi que les pressions prévues par le calcul (1.25).
En considérant les paramètres donnés dans le tableau 1.2, la pression résiduelle
de sodium dans l’enceinte du PMO est de l’ordre de 10−11 mbar, ce qui est compa-
tible avec une durée de vie de l’ordre de la minute. Par ailleurs, la pression rédiduelle
attendue dans l’enceinte du condensat est de l’ordre de quelques 10−14 mbar. Néan-
moins, la théorie sur les conductances que nous avons appliquée pour déterminer ces
pressions ne prend pas en compte le phénomène de dégazage des parois, qui limite
expérimentalement les pressions auxquelles peuvent être portées les enceintes à vide.
Cette estimation de quelques 10−14 mbar n’est donc absolument pas réaliste, et nous
obtiendrons plus vraisemblablement une pression résiduelle du même ordre de grandeur
que celle obtenue dans l’enceinte du piège magnéto-optique.
1.2.3 Description de l’enceinte à vide
Une représentation en trois dimensions de l’enceinte à vide est proposée en fi-
gure 1.14. Le sodium solide est chargé dans un four à recirculation, dont la température
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Éléments de vide Pressions [mbar]Nom Type Propriétés
Cf Orifice R = 2 mm
C1 Orifice R = 4 mm
C2 Tube D = 4 mm, L = 113 mm P1 = 1.7× 10−3
C3 Tube D = 4 mm, L = 113 mm P2 = 9.0× 10−5
C4 Tube D = 14 mm, L = 650 mm P3 = 2.8× 10−8
S1 Pompe 75 L.s−1 P4 = 1.1× 10−11
S2 Pompe 40 L.s−1 P5 = 4.1× 10−14
S3 Pompe 25 L.s−1
S4 Pompe 25 L.s−1
Table 1.2 – Tableau récapitulatif de la géométrie des canaux de conduction [124]. Les
pressions estimées sont obtenues par inversion du système matriciel (1.25).
en régime d’opération est comprise entre 250˚C et 300˚C. La vapeur de sodium ainsi
produite s’échappe du four par deux orifices successifs, de diamètres respectifs 4 mm et
8 mm. Ces constrictions assurent la collimation du jet effusif d’atomes, et instaurent le
premier étage de vide différentiel permettant d’isoler grossièrement la source atomique
du reste de l’enceinte.
La sortie du four donne sur une croix standard CF40 à six branches. Celle-ci est
notamment reliée à une pompe ionique de capacité 75 L.s−1 non représentée sur la
figure 1.14, ainsi qu’à une traversée tournante à air comprimé 16 utilisée pour bloquer
mécaniquement le jet atomique.
Le système à vide est ensuite constitué d’une seconde croix à six branches intermé-
diaire, connectée à une pompe ionique d’une capacité de 40 L.s−1. Cette croix fait la
jonction entre le tube du ralentisseur Zeeman et la première croix via deux tubes de
pompage différentiel, de diamètre 4 mm et de longueur 11 cm, installés en vis-à-vis. Ce
compartiment constitue le second étage de vide différentiel entre la sortie du four et
l’enceinte du piège magnéto-optique. Une vanne tiroir 17 disposée entre les deux croix
permet de découpler le premier compartiment contenant le four du reste du montage à
vide. Cette vanne sera ainsi utilisée pour éviter de casser le vide dans toute l’enceinte
lorsqu’il sera nécessaire de recharger le four en sodium, et donc de remettre le premier
compartiment à l’air.
Après le ralentisseur Zeeman, se trouve l’enceinte octogonale du piège magnéto-
optique, qui a été réalisée sur mesure 18. Cette enceinte possède 8 hublots sur lesquels
est appliqué un traitement anti-reflets spécifique à 589 nm. Six d’entre eux ont un dia-
mètre de 40 mm et sont utilisés pour les faisceaux du piège magnéto-optique, dont le
16. Modèle TMT 40 avec kit de pneumatisation proposé par Astemec
17. Modèle Mini-vanne tiroir UHV 01032-CE01-0002 proposé par VAT
18. Usinage effectué par la société spécialiste du vide Astemec






Figure 1.14 – Représentation tri-dimensionnelle de l’enceinte à vide. Pour des raisons
de clarté, de nombreux éléments ne sont pas représentés.
diamètre est aussi de l’ordre de 40 mm. Deux hublots de taille CF16 sont par ailleurs
installés afin de laisser passer le faisceau laser du ralentisseur Zeeman, ainsi qu’un fais-
ceau d’imagerie. Une pompe ionique de capacité 25 L.s−1 est connectée à cette enceinte
pour atteindre un vide de l’ordre de 10−11 mbar.
Le montage est conçu de sorte que les atomes piégés dans l’enceinte du PMO soient
transportés magnétiquement vers l’enceinte de science en suivant une trajectoire cou-
dée. Les atomes devront quitter l’enceinte du PMO suivant un axe perpendiculaire
à l’axe du ralentisseur Zeeman. Le transport s’effectue dans un assemblage de tubes
CF16 sur environ 30 cm avant d’arriver à une croix CF16 montée de deux hublots.
Arrivés dans la croix, les atomes sont dirigés dans une direction parallèle à celle du
ralentisseur Zeeman sur environ 35 cm jusqu’à l’enceinte de science. Une vanne tiroir 19
est placée au milieu de la seconde moitié du transport magnétique afin de découpler
les deux enceintes.
Enfin, l’enceinte octogonale dans laquelle seront formés les condensats est elle aussi
réalisée sur mesure. Dans le plan horizontal, celle-ci comporte une bride CF16 assurant
le raccord avec l’axe du transport magnétique et six hublots offrant des accès optiques
19. Modèle Vanne à tiroir tout-métal 48124-CE01-0001 proposé par VAT
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pour imager les atomes. Une dernière bride sera utilisée pour connecter divers éléments
de vide, dont une pompe ionique d’une capacité de 25 L.s−1 et une pompe à sublima-
tion de titane afin d’atteindre un vide meilleur que 10−11 mbar. Suivant l’axe vertical,
l’enceinte présente deux connexions CF63, l’une étant destinée à accueillir la monture
de la puce à atomes, tandis que l’autre comportera un hublot sous lequel sera placée
une caméra d’imagerie. Notons que le diamètre CF63 garantit une ouverture numérique
plus importante qu’avec un hublot CF40.
Les hublots utilisés sur l’enceinte de science sont différents des hublots « standards »
installés sur l’enceinte du piège magnéto-optique. En effet, nous aurons besoin d’imager
des condensats très petits, diffusant très peu de photons. Pour limiter la diffusion
parasite de lumière qui dégraderait le signal mesuré, nous avons prévu des hublots
traités anti-reflets de très bonne qualité 20. Ces hublots, qui ne sont pas enchâssés
dans une bride, seront installés sur l’enceinte à l’aide de joints hélicoflex. Ces joints
sont composés d’une matière ductile qui épouse parfaitement le profil des surfaces de
contact, assurant ainsi une étanchéité compatible avec l’ultra-vide.
1.2.4 Chargement du four et mise sous vide
1.2.4.1 Préparation des dés de sodium
Les métaux alcalins réagissent très vivement avec l’eau (combustion, explosion), la
phase d’insertion du sodium dans le four est donc particulièrement délicate. Le sodium
« commercial » 21 est livré sous forme de dés centimétriques d’aspect métallique gris-
rosé, plongés dans une huile de paraffine pour empêcher tout contact avec l’humidité
de l’air. Afin d’éviter une pollution de l’enceinte à vide avec des gouttelettes d’huile, il
convient de nettoyer les morceaux de sodium. Pour cela, nous avons installé une boîte
à gants 22 que nous avons remplie de diazote, ce qui nous a permis de manipuler les dés
de sodium dans une atmosphère inerte. L’huile recouvrant les morceaux de sodium a
été dissoute en plongeant ces derniers dans un bain d’hexane. Environ dix grammes de
sodium ont ainsi été préparés, puis insérés par la suite dans le four de l’enceinte à vide.
1.2.4.2 Étuvage de l’enceinte à vide
L’assemblage des différents éléments composant l’enceinte à vide nécessite de suivre
un protocole rigoureux. Les faces intérieures des pièces sont tout d’abord nettoyées à
l’acétone, puis à l’éthanol afin d’éliminer les graisses et les poussières qui auraient pu
s’y déposer. Dans un second temps, les pièces sont assemblées entre elles en disposant
des joints de cuivre entre les brides de deux pièces successives. Les brides sont alors vis-
sées à l’aide de vis en argent pour éviter le blocage mécanique des vis lors du serrage,
en s’assurant que les contraintes de pression exercées soient uniformément réparties
sur le joint. Le métal composant les éléments de vide étant plus dur que le cuivre, les
20. Traitement réalisé par la société Altechna
21. Sodium Pieces, 3-12 mm, 99.95 % (metal basis) de Alfa Aesar
22. Boîte à gants transportable CaptairPyramid fabriquée par Erlab
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« couteaux » des brides situées de part et d’autre du joint s’enfoncent dans celui-ci lors
du serrage, garantissant ainsi l’étanchéité de l’enceinte à vide.
Une fois l’ensemble du système à vide monté, celui-ci est connecté à un banc de
pré-pompage constitué de deux pompes. Une pompe primaire permet tout d’abord
d’atteindre un vide primaire de l’ordre de 10−3 mbar, puis une pompe turbomolécu-
laire prend le relai et abaisse la pression dans l’enceinte aux alentours de 10−7 mbar.
Dans ce régime de vide poussé, le dégazage des parois commence à limiter consi-
dérablement la chute de pression. Or, le taux de dégazage dépend exponentiellement
de la température, il convient donc de procéder à un étuvage du montage, c’est-à-dire
à le chauffer, pour accélérer le processus de dégazage et atteindre un régime d’ultra-vide.
Pour cela, nous enroulons des cordons chauffants autour de l’assemblage, puis nous
disposons une dizaine de thermocouples en différents points sensibles de l’enceinte, tels
que les vannes et les jauges de pression, qui ne doivent pas être portées à trop haute
température (typiquement 150˚C pour les jauges de pression et 200− 250˚C pour les
vannes). Nous emballons le tout avec plusieurs couches de feuilles d’aluminium afin de
concentrer la chaleur sur l’enceinte.
Les cordons chauffants sont branchés à des alimentations variables en tension (Va-
riacs). Nous augmentons progressivement la tension des variacs de sorte que l’enceinte
chauffe d’un degré par minute au maximum. Une augmentation plus brutale de la
température risquerait d’engendrer des fissures sur les hublots au niveau de l’interface
verre-métal des brides. L’enceinte est ainsi portée à une température comprise entre
150˚C et 300˚C en une journée, et la pression augmente jusqu’à quelques 10−6 mbar.
Nous attendons alors plusieurs jours que le banc de pré-pompage ramène la pression
aux alentours des 10−8 mbar, puis nous fermons les vannes reliant l’enceinte au banc
de pré-pompage, et nous mettons en marche les pompes ioniques. Nous patientons de
nouveau quelques jours afin que la pression diminue et se stabilise, puis nous entamons
la descente en température au même rythme que la montée. À température ambiante,
notre jauge de pression, ainsi que l’indicateur de la pompe ionique, mesurent une pres-
sion de l’ordre de 1.5 x 10−10 mbar dans l’enceinte du piège magnéto-optique.
En régime d’opération quotidien, les deux jauges de pression placées respective-
ment en amont du ralentisseur Zeeman, et dans l’enceinte du piège magnéto-optique
indiquent des pressions de l’ordre de 1.0×10−8 mbar et 8.0×10−10 mbar. Ces valeurs de
pression peuvent être directement comparées avec les valeurs obtenues par les calculs
de conductance, correspondant à P2 et P3 dans le tableau 1.2. La pression mesurée dans
le compartiment précédant le ralentisseur Zeeman est très proche de la valeur estimée,
tandis que la comparaison des pressions dans l’enceinte du piège magnéto-optique est
sensiblement moins bonne. L’écart observé est probablement lié à l’existence d’une
micro-fuite au niveau de la vanne d’équerre située à proximité de l’enceinte du piège
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magnéto-optique. Nous avons observé durant nos étuvages que l’étanchéité des vannes
pouvait se dégrader suite à de multiples cycles de serrage/desserrage. Si la pression
résiduelle limite trop la durée de vie des atomes, nous serons probablement contraints
de remplacer cette vanne défectueuse et de procéder à un nouvel étuvage.
Notons par ailleurs que lors de la première montée en température du four de sodium
pour produire un jet atomique, nous avons observé en sortie de four des pics de pression
importants (celle-ci pouvant passer de quelques 10−8 mbar à quelques 10−4 mbar en
seulement quelques secondes). Après une recherche de fuite infructueuse, nous avons
attribué ces pics de pression à la présence de bulles d’air enfermées dans les blocs de
sodium solides qui n’étaient pas parvenues à s’échapper du four lors de la phase de
pré-pompage. Ces pics de pression ont été observés pendant quelques jours, puis ont
complètement disparus ensuite, confirmant notre hypothèse sur la présence de bulles
d’air.
1.3 Contrôle de l’expérience
1.3.1 Architecture matérielle
Le bon déroulement d’une séquence expérimentale repose sur un contrôle très pré-
cis de l’ensemble des paramètres de l’expérience. En effet, si l’on considère à titre
d’exemple une phase d’imagerie typique, nous aurons besoin de couper et d’allumer les
faisceaux laser à plusieurs reprises en l’espace de quelques centaines de microsecondes.
L’allumage et l’extinction des lasers se fait en actionnant des bloqueurs mécaniques,
et en coupant le signal radiofréquence injecté dans les modulateurs acousto-optiques.
De même, les phases de piégeage magnéto-optique et de transport des atomes entre les
deux enceintes imposent une maîtrise des cycles d’allumage et de coupure des champs
magnétiques.
L’ensemble de la séquence expérimentale est supervisé par un séquenceur. Ce sys-
tème est composé d’un châssis 23 possédant 16 emplacements, sur lequel sont actuelle-
ment connectées quatre cartes.
Le cœur du séquenceur est un module processeur 24 cadencé à 300 MHz, possédant
une mémoire interne de 768 ko et une mémoire externe de 256 Mo. Les communica-
tions entre le séquenceur et l’ordinateur de contrôle sont assurées par un câble ethernet
proposant un transfert des données avec un débit de 100 Mo/s.
Le châssis est muni d’une carte possédant 32 sorties numériques 25 afin de produire
tous les signaux TTL nécessaires durant la séquence. Les signaux numériques sont uti-
lisés pour toutes les instructions de type ON/OFF, telles que l’ouverture/la fermeture
23. Modèle ADwin-Pro-II de Jäger Computergesteuerte Messtechnik GmbH
24. Modèle PRO-CPU-T11 contenant un processeur ADSP-TS101
25. Modèle PRO II-DIO-32
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des obturateurs mécaniques, ou bien l’allumage/l’extinction des alimentations de cou-
rant.
Enfin, deux modules analogiques possédant chacun 8 sorties encodées sur 16 bits
(tension de sortie ±10 V) 26 assurent le paramétrage des variables de l’expérience. En
particulier, les fréquences et puissances des signaux radiofréquences envoyés aux mo-
dulateurs acousto/électro-optiques sont controlées par ces cartes analogiques.
Les cartes analogiques et numériques encodent donc un total de 36 octets de don-
nées. Le module processeur ayant une mémoire externe de 256 Mo, les séquences ex-
périmentales peuvent donc être décomposées en près de 7 millions d’états de sortie
différents. Par ailleurs, la résolution temporelle des séquences est principalement limi-
tée par le temps nécessaire au séquenceur pour accéder, lire et exécuter le contenu des
tableaux dans lesquels sont spécifiés les états des sorties. Les séquences expérimentales
que nous programmons actuellement possèdent une résolution temporelle de 1 µs.
Les nappes de sortie sub-D des modules analogiques et numériques sont reliées à des
boîtiers optocoupleurs réalisés au sein de notre atelier d’électronique. Les signaux pro-
venant du séquenceur ont donc une masse flottante, ce qui permet d’éviter les boucles
de masses entre le séquenceur et les appareils auxquels il est relié.
Le contrôle informatique de l’expérience est assuré par trois ordinateurs assignés à
des tâches différentes. Un premier ordinateur est dédié au contrôle de la séquence ex-
périmentale et à son transfert au séquenceur. Les deux autres sont réservés au contrôle
des caméras pour l’acquisition des données, et au traitement de celles-ci. Les trois ma-
chines font partie d’un réseau local que nous avons mis en place, et communiquent
entre elles durant la séquence expérimentale pour organiser leurs actions.
1.3.2 Pilotage de l’expérience sous Matlab
Le déroulement de l’expérience est supervisé par trois programmes que nous avons
développés sous Matlab. Le premier programme, dont le fonctionnement est détaillé
dans la présente partie, assure le transfert de la séquence expérimentale définie par
l’utilisateur au séquenceur. Le second programme contrôle la caméra utilisée pour l’ac-
quisition des données, et son fonctionnement sera décrit dans la partie 1.3.3. Enfin, le
traitement des données (présenté dans la partie 1.4), ainsi que l’extraction des proprié-
tés physiques du système sont réalisés par un dernier programme.
Le programme du séquenceur est écrit dans un langage qui lui est propre, l’ADbasic.
Il existe cependant une librairie contenant de nombreuses fonctions qui peuvent être
appelées depuis Matlab afin d’interagir avec le séquenceur. Nous faisons principalement
usage de trois fonctions de cette bibliothèque, qui permettent d’initialiser le séquenceur,
de modifier le contenu de sa mémoire, et de vider sa mémoire.
26. Modèle PRO II-AOUT8/16
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(a) (b)
Figure 1.15 – (a) Exemple de variables définies dans une séquence expérimentale. (b)
Exemples de séquences temporelles associées aux 11 premières sorties numériques du
séquenceur. Les rectangles verts/rouges indiquent l’état ON/OFF de la sortie, et les
valeurs numériques correspondent aux durées des états en millisecondes.
Au lancement d’une séquence expérimentale, notre programme principal commu-
nique plusieurs tableaux au séquenceur. Une liste de tous les états pris par les 32 sorties
numériques au cours du temps est envoyée sous forme d’un tableau de nombres encodés
sur 32 bits, auquel est joint un tableau contenant les durées indiquant au séquenceur
combien de temps rester dans chacun des états. De même, l’ensemble des états pris par
les sorties analogiques durant l’expérience est communiqué au séquenceur sous forme
de 8 tableaux de nombres encodés sur 32 bits, munis d’un tableau précisant les durées
de chacun des états.
Afin de créer ces différents tableaux, nous avons développé une interface graphique
Matlab permettant à l’utilisateur de définir une séquence expérimentale complète. Dans
un premier temps, l’utilisateur crée et initialise toutes les variables nécessaires au dérou-
lement de la séquence (fréquences des modulateurs acousto-optiques, courants circulant
dans les alimentations, ...), comme le montre la figure 1.15 (a). Les valeurs de ces quan-
tités peuvent être fixées par l’utilisateur, ou bien calculées à partir d’autres variables.
L’utilisateur définit ensuite une séquence temporelle pour chacune des variables,
c’est-à-dire qu’il spécifie les états successivement occupés par la sortie correspondante
(ON/OFF pour les sorties numériques et valeur numérique pour les sorties analo-
giques), ainsi que la durée pendant laquelle la sortie doit rester dans l’état indiqué.
La figure 1.15 (b) montre des exemples de séquences temporelles définies pour des sor-
ties numériques. Une fois que toutes les sorties sont paramétrées, le programme crée
automatiquement les tableaux d’états, et les envoie au séquenceur au début de son
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exécution.
1.3.3 Acquisition des images
1.3.3.1 Systèmes d’imagerie
Les systèmes d’imagerie jouent un rôle central dans les expériences de physique
atomique car ils permettent d’observer les atomes, et de remonter à certaines de leurs
propriétés (température, densité, ...) après traitement des images. Par ailleurs, ces
dispositifs peuvent être utilisés pour optimiser un paramètre en observant la réponse
des atomes, ou encore pour effectuer des diagnostics directement sur ces derniers. Il
convient donc de choisir judicieusement le matériel utilisé selon le type de mesure à
réaliser. Dans cette partie, nous présentons les deux caméras prévues dans le montage
expérimental, et nous discutons des raisons ayant motivé ces choix.
Une première caméra est localisée au niveau de l’enceinte du piège magnéto-optique,
selon un axe perpendiculaire à celui du jet atomique. Cette caméra permet de détermi-
ner par fluorescence (voir partie 1.4.1) les propriétés du piège magnéto-optique, et de
faciliter le réglage des paramètres du ralentisseur Zeeman et du piège magnéto-optique
au cours de la phase d’optimisation de ces deux dispositifs. De plus, elle nous permettra
de suivre quotidiennement l’évolution des paramètres du piège magnéto-optique, et de
mettre en évidence d’éventuelles dérives temporelles et leurs origines.
L’observation du piège magnéto-optique ne nécessitant pas une caméra extrême-
ment performante, nous avons installé une caméra de moyenne gamme 27, munie d’un
capteur CMOS de 1280 × 960 pixels de taille 3.75 µm. L’échelle dynamique du capteur
est de 8 bits, et son efficacité quantique à 589 nm est de l’ordre de 60 %.
Une seconde caméra sera placée au niveau de l’enceinte du condensat. Elle servira à
imager par absorption les atomes condensés à la fin de la séquence expérimentale. Idéa-
lement, l’imagerie par absorption nécessite la prise de trois images consécutivement,
comme nous l’expliquerons dans la partie 1.4 concernant le traitement des données.
La caméra utilisée pour imager les atomes condensés doit donc avoir une dynamique
d’acquisition suffisamment rapide.
Notre choix s’est porté sur une caméra 28 dotée d’un capteur CCD interligne de
1392 × 1040 pixels de taille 6.45 µm, dont l’échelle dynamique s’étend sur 14 bits avec
une efficacité quantique d’approximativement 47 % à 589 nm. Le maillage interligne
consiste à exposer une ligne sur deux du détecteur, l’autre servant au stockage des
informations collectées par les lignes exposées. Ainsi, le temps de lecture des cellules
photosensibles peut être abaissé à la microseconde, ce qui rend ce capteur particuliè-
rement intéressant dans le cadre de l’imagerie par absorption.
27. Modèle DMK-42BUC03 de The Imaging Source
28. Modèle PCO-Pixelfly-USB de PCO.
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Par ailleurs, la Pixelfly propose un mode de fonctionnement appelé double shutter
lui permettant d’acquérir deux images à 1 µs d’intervalle. Le temps d’exposition de la
première image est fixé par l’utilisateur entre 5 µs et 60 s, tandis que le temps d’expo-
sition de la seconde image est déterminé par le temps de lecture de la première image,
que nous avons estimé à 139 ms.
Enfin, cette caméra présente deux autres caractéristiques intéressantes. Tout d’abord,
elle est reliée à un boîtier comportant trois modes de déclenchement, dont un déclen-
chement externe par signal d’entrée TTL qui est le mode que nous utilisons. De plus,
elle possède huit blocs de mémoire tampon qui permettent l’acquisition et le stockage
de huit images.
1.3.3.2 Programmation de la Pixelfly
La caméra Pixelfly est fournie avec le programme Camware qui permet la prise en
main rapide du détecteur et l’acquisition des premières images. Ce logiciel n’étant pas
pilotable depuis Matlab, nous avons développé un programme permettant de contrôler
la caméra. Le fonctionnement de ce programme est brièvement décrit ci-dessous.
Dans un premier temps, le programme importe une bibliothèque PCO contenant un
ensemble de fonctions écrites en langage C. Ces méthodes représentent le seul moyen
pour instaurer le dialogue entre l’ordinateur et la caméra. Comme Matlab offre la pos-
sibilité d’appeler des méthodes écrites en C, l’appel aux éléments de cette librairie est
relativement transparent à l’utilisation.
Dans un second temps, la caméra est activée, c’est-à-dire qu’elle entre dans un
mode de fonctionnement où elle reste en attente d’instructions. Nous lui communi-
quons alors diverses informations relatives à la prise d’images, telles que la quantité
de mémoire tampon utilisée, le type de déclenchement, ou encore le temps d’exposition.
L’étape suivante consiste à allouer dynamiquement la mémoire de la caméra suivant
le nombre de blocs de mémoire tampon spécifié par l’utilisateur. La caméra est alors
armée, ce qui permet de charger tous les paramètres communiqués. Notons qu’une fois
l’armement effectué, il n’est plus possible de modifier les réglages de la Pixelfly, excep-
tion faite du temps d’exposition qui peut encore être changé.
Finalement, le programme prépare la liste de zones tampon qui contiendront les
images. La caméra se trouve alors dans un mode d’attente, où elle reste inactive jus-
qu’à recevoir un signal TTL déclenchant la prise d’image. À tout moment, il est pos-
sible de consulter les zones de mémoire tampon individuellement pour vérifier si elles
contiennent ou non une image. Si l’une d’elles est pleine, elle est lue, vidée, puis dépla-
cée à la fin de la file de zones tampon.
Après déclenchement de la caméra et sauvegarde des images acquises, le programme
exécute une série d’instructions visant à libérer la mémoire tampon, à désactiver la ca-
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méra, puis à décharger la librairie de fonctions PCO.
Notons que le programme de gestion de la caméra opère en parallèle de celui super-
visant le protocole expérimental. Ainsi, le programme contrôlant la caméra est lancé
avant le début de la séquence expérimentale, de sorte que la caméra se trouve dans
le mode d’attente d’un signal déclencheur. Une fois la séquence terminée, l’ordinateur
principal envoie un message réseau à la machine supervisant la caméra, qui procède
alors à la lecture des données contenues dans les zones de mémoire tampon, puis à la
sauvegarde des images sur le troisième ordinateur dédié au traitement des données.
1.4 Méthodes d’analyse
Un certain nombre de caractéristiques des nuages atomiques, telles que leur tem-
pérature, leur taille, ou encore leur densité peuvent être déduites des propriétés d’un
faisceau laser ayant interagit avec les atomes. Dans cette partie, nous détaillons le prin-
cipe de fonctionnement de l’imagerie par fluorescence et de l’imagerie par absorption
que nous avons mis en place dans notre expérience.
1.4.1 Imagerie par fluorescence
L’imagerie par fluorescence consiste à éclairer un nuage d’atomes avec un faisceau
laser dont la fréquence est proche d’une transition atomique. Les atomes absorbent
alors des photons du laser, puis en réémettent suivant toutes les directions de l’espace.
En collectant une partie de la lumière réémise, il est possible d’accéder à certaines
propriétés du nuage, telles que son nombre d’atomes.
Considérons un ensemble de N atomes à deux niveaux, de pulsation à résonance ω0
et de largeur naturelle Γ. L’interaction de ces atomes avec un faisceau laser de pulsation
ω et d’intensité I est décrite dans le cadre général des équations de Bloch optiques.
En notant δ = ω − ω0 le désaccord du laser, le taux de photons diffusés par un atome














avec Isat = 6.26 mW.cm−2 l’intensité de saturation de la transition atomique [113].
Le nombre de photons émis par N atomes dans l’état excité pendant un temps
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Nous supposons que le nombre de photons diffusés est réparti uniformément dans
toutes les directions de l’espace. La fraction de photons que nous sommes capables
de collecter dépend de l’angle solide Ω sous lequel notre système d’imagerie observe
le nuage piégé. La caméra CMOS, ainsi que son objectif, sont placés derrière un hu-
blot standard CF16 de rayon R, placé à une distance D des atomes, qui représente
le principal élément limitant l’ouverture numérique du système. Ainsi, l’angle solide





et le nombre de photons effectivement captés par la caméra se met alors sous la forme :








Par ailleurs, tous les photons parvenant aux cellules photosensibles ne sont pas
convertis en électrons du fait de l’imperfection du capteur. Le processus de conversion
photon-électron est alors caractérisé par une grandeur, l’efficacité quantique q, comprise
entre 0 et 1. Le signal mesuré expérimentalement correspond à :








Cette relation permet en première approximation de déterminer le nombre d’atomes
N présents dans le piège magnéto-optique, bien que de nombreux éléments limitent for-
tement la précision de cette estimation.
Tout d’abord, l’établissement de la relation (1.31) repose implicitement sur l’hypo-
thèse selon laquelle le nuage atomique est dilué. Pour un nuage dense, le phénomène de
réabsorption des photons émis par les atomes du nuage conduit à une sous-estimation
de la population du piège.
Par ailleurs, le problème a été grandement simplifié en considérant le modèle simple
d’un atome à deux niveaux. En pratique, l’état de polarisation du faisceau laser, ainsi
que la structure atomique complexe du sodium sont impliqués dans la fluorescence
émise par le nuage, ce qui n’a pas été pris en compte dans notre raisonnement.
Cette méthode de mesure du nombre d’atomes n’est donc pas employée pour dé-
terminer précisément les propriétés d’un nuage atomique (tel que le piège magnéto-
optique), mais plutôt pour vérifier l’existence de ce dernier et effectuer des mesures
relatives.
La figure 1.16 (a) montre un signal de fluorescence du piège magnéto-optique
(voir chapitre 3), accompagné en figure 1.16 (b) du signal de fond mesuré en absence
d’atomes.
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Figure 1.16 – (a) Signal de fluorescence du piège magnéto-optique. (b) Image du fond
lumineux obtenu en absence des atomes.
1.4.2 Imagerie par absorption
L’imagerie par absorption consiste à envoyer un faisceau laser au travers d’un nuage
d’atomes, et d’en capter l’ombre sur une caméra. De même que pour la fluorescence, un
certain nombre de propriétés du système peuvent être déterminées par cette méthode,
en particulier la température et la densité du nuage.
Considérons une assemblée d’atomes de pulsation à résonance ω0 et de largeur
naturelle Γ, traversée par un faisceau laser de pulsation ω, se propageant suivant un
axe arbitraire z. Soit I0(x, y) l’intensité transverse du faisceau en amont des atomes,
et It(x, y) l’intensité transmise en sortie du nuage. Dans le régime de faible saturation,
c’est-à-dire lorsque l’intensité du laser est telle que I0  Isat, l’absorbance du milieu
atomique est caractérisée par une grandeur adimensionnée, la densité optique, qui est
définie de la façon suivante :






Par ailleurs, l’atténuation d’intensité d’un faisceau laser au cours de sa propagation
dans un milieu dilué est décrite par la loi de Beer-Lambert [125] :
∂I(x, y, z)
∂z
= −σ n(x, y, z) I(x, y, z) , (1.33)
où n(x, y, z) est la densité atomique locale, et σ la section efficace d’absorption du
milieu. En intégrant l’équation précédente, la densité optique du milieu peut être reliée
à sa densité spatiale par l’égalité :
D(x, y) = σ
∫ +∞
−∞
n(x, y, z) dz , (1.34)
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où la section efficace d’absorption s’écrit sous la forme :





avec σ0 = 3λ20/(2pi) la section efficace d’absorption à résonance, δ = ω−ω0 le désaccord
du laser, λ0 = 2pic/ω0 sa longueur d’onde à résonance, et C un coefficient caractéris-
tique de la transition utilisée pour l’imagerie [113]. Quand celle-ci s’effectue sur une
transition cyclante, le coefficient C est égal à 1, tandis que dans le cas contraire, il
correspond à la valeur moyenne de tous les coefficients de Clebsh-Gordan associés aux
différentes transitions accessibles au système.
La densité optique du nuage peut donc être extraite à partir de mesures de l’inten-
sité laser incidente sur le nuage I0(x, y), ainsi que celle transmise It(x, y). Cependant,
les images acquises expérimentalement sont dégradées par diverses sources de bruit,
telles que les photons parasites de la lumière ambiante, ou encore le bruit électronique
intrinsèque de la caméra.
Pour éliminer les contributions associées à ces différentes sources de bruit, nous
enregistrons trois images distinctes. La première image, à laquelle nous ferons réfé-
rence par Ilaser, est prise en présence du faisceau laser mais en absence des atomes. La
seconde image, Isignal, est acquise en présence du faisceau laser et des atomes. Enfin,
une dernière image notée Ifond est prise en absence du faisceau laser et en absence des
atomes. Notons que le signal contenu dans cette troisième image provient uniquement
des sources de bruit. Un exemple de ces trois images est présenté figures 1.17 (a), (b)
et (c) dans le cadre d’une imagerie par absorption du piège magnéto-optique (voir cha-
pitre 3).
En retranchant l’image de fond aux deux autres, il est possible de soustraire la
contribution du bruit sur les images comportant un signal physique, et ainsi déterminer
précisément la densité optique. En vertu des équations (1.32) et (1.34), la densité
intégrée suivant l’axe d’imagerie s’écrit :∫ +∞
−∞




Isignal(x, y)− Ifond(x, y)
Ilaser(x, y)− Ifond(x, y)
]
. (1.36)
La densité intégrée se déduit donc du jeu de trois images à l’aide d’opérations mathé-
matiques simples effectuées pixel par pixel. Le résultat de ce traitement est représenté
figure 1.17 (d). Le nombre total d’atomes peut ensuite être obtenu en effectuant la
somme du signal contenu dans chacun des pixels de la figure 1.17 (d).
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Figure 1.17 – (a) Image du faisceau d’absorption en absence des atomes, puis en leur
présence (b). (c) Image de fond en absence de faisceau laser et d’atomes. (d) Densité
intégrée calculée à partir de la relation (1.36) en tenant compte de la correction du
fond.
Conclusion
Dans ce chapitre, nous avons présenté le dispositif expérimental mis en place pour
étudier la dynamique hors équilibre d’un gaz de sodium ultra-froid.
Dans un premier temps, nous avons assemblé un système à vide afin d’isoler les
atomes de leur environnement extérieur. Un étuvage d’une dizaine de jours permet
d’abaisser la pression de gaz résiduel dans l’enceinte du piège magnéto-optique à environ
10−10 mbar. Après une année en régime d’opération, la pression atteint 8.0×10−10 mbar,
ce qui suggère l’existence d’une micro-fuite, que nous pensons localisée au niveau d’une
vanne d’équerre censée assurer l’isolation du système à vide de l’extérieur.
Dans un second temps, nous avons mis en place une chaîne laser complète per-
mettant d’interagir avec les atomes. Nous disposons à présent de tous les faisceaux
nécessaires pour la réalisation du ralentisseur Zeeman et du piège magnéto-optique,
qui feront l’objet des chapitres 2 et 3. De plus, nous avons mis en place un système
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d’imagerie performant, qui pourra être utilisé pour caractériser les propriétés de nuages
atomiques par fluorescence et par absorption.
La fréquence des différents faisceaux laser est asservie sur une composante hyper-
fine d’une transition rovibronique de l’iode grâce à un montage d’absorption saturée.
Nous constatons expérimentalement que l’asservissement est plus robuste lorsqu’il est
effectué sur une cellule d’iode plutôt que sur une cellule de sodium. Cette différence
est principalement due au fait qu’il est nécessaire de chauffer la cellule de sodium.
Or, le four que nous avions mis en place ne permettait pas de chauffer uniformément
la cellule, et nous mesurions des fluctuations de température de l’ordre du degré, qui
rendaient l’asservissement instable.
Enfin, nous avons installé un système de pilotage des séquences expérimentales.
Celui-ci est notamment constitué de trois ordinateurs, dédiés à la programmation des
séquences expérimentales, à l’acquisition des données, puis à leur traitement. Actuelle-
ment, nous sommes capables de définir des séquences temporelles avec une résolution
temporelle de 1 µs.
Chapitre 2
Ralentisseur Zeeman à aimants
permanents pour le sodium
Introduction
Presque toutes les expériences d’atomes froids commencent par le chargement d’un
piège magnéto-optique, suivi d’une étape de refroidissement par évaporation dans un
piège conservatif permettant d’atteindre le régime de dégénérescence quantique. Au
cours de l’évaporation, une très grande fraction des atomes initialement piégés sont per-
dus. Il est donc primordial que le nuage capturé par le piège magnéto-optique contienne
suffisamment d’atomes afin que le condensat ait une taille appréciable.
En ce sens, de nombreux schémas de chargement de piège magnéto-optique ont été
développés au cours des années. Le piège peut être chargé directement à partir d’une
vapeur atomique produite par un dispensateur [126, 127]. Cette méthode présente ce-
pendant l’inconvénient de ne capturer qu’une infime fraction de la vapeur atomique,
le reste contribuant à dégrader le vide résiduel dans l’enceinte de piégeage. D’autres
techniques de chargement de piège magnéto-optique se basent sur la production d’un
jet d’atomes lents. Citons par exemple les méthodes de balayage en fréquence [128],
l’utilisation de lasers large bande [129], ainsi que les pièges magnéto-optiques 2D [130].
La méthode du ralentissement Zeeman [9] est une technique à la fois robuste et ef-
ficace, qui est couramment employée pour produire des flux importants d’atomes lents
et obtenir un chargement efficace du piège magnéto-optique. Les atomes sont ralentis
par la force de pression de radiation exercée par un faisceau laser dans une zone de
l’espace soumise à un champ magnétique inhomogène. Celui-ci est usuellement produit
par un solénoïde réalisé à partir d’un fil de cuivre de faible section dans lequel circule
un courant électrique. Bien qu’il soit très performant, ce dispositif présente un certain
nombre d’inconvénients. Ainsi, le tube du ralentisseur Zeeman ne peut pas être étuvé
correctement, notamment parce que le système ne peut pas être défait après son ins-
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tallation. Par ailleurs, l’échauffement du solénoïde par effet Joule impose la mise en
place d’un système de dissipation thermique efficace.
Pour s’affranchir de ces contraintes, plusieurs groupes ont conçu des ralentisseurs
Zeeman dont le champ est produit par un assemblage d’aimants permanents. Y. Ov-
chinnikov propose ainsi un modèle de ralentisseur Zeeman reposant sur l’utilisation de
dipôle permanents pour produire le profil de champ magnétique [131,132]. Après cette
première démonstration expérimentale, différents groupes sont parvenus à mettre en
place un tel dispositif. La réalisation de G. Reinaudi et al. [133] fait intervenir des paires
d’aimants permanents dont les positions sont contrôlées en temps réel par des servo-
moteurs. D’autres approches impliquant l’utilisation d’aimants permanents statiques
de forme parallélépipédique [134], sphérique [135], cylindrique [136] et toroïdale [137]
ont permis d’observer le ralentissement de diverses espèces atomiques. Notons que les
dispositifs reposant sur l’installation d’aimants permanents ne nécessitent pas la mise
en place d’un système de refroidissement, et sont facilement montables/démontables
sans avoir à casser le vide de l’enceinte expérimentale.
Au cours de ce chapitre, nous aborderons la problématique du ralentissement d’un
jet atomique sous l’action combinée d’un faisceau laser et d’un champ magnétique in-
homogène. Dans une première partie, nous présenterons les mécanismes conduisant à la
décélération des atomes, puis nous discuterons du choix des paramètres du ralentisseur
Zeeman. Dans un second temps, nous présenterons un dispositif basé sur l’utilisation
d’aimants permanents afin de créer le profil de champ magnétique adapté au ralentis-
sement du sodium. Enfin, nous conclurons ce chapitre par la présentation des premiers
résultats expérimentaux mettant en évidence des effets de dépompage au cours du
ralentissement atomique, que nous expliquerons par des simulations numériques repro-
duisant l’expérience.
2.1 Décélération d’un jet atomique par pression de
radiation
2.1.1 Expression des forces lumineuses
Une description exacte de l’interaction lumière-matière nécessite un traitement
quantique faisant intervenir un formalisme lourd et délicat à manipuler. Une approche
semi-classique du problème permet malgré tout de capturer l’essentiel de la physique en
jeu et d’exhiber l’expression des forces lumineuses au prix de quelques approximations.
Un exposé détaillé des calculs peut être trouvé par exemple dans les notes de cours de
J. Dalibard [111], ainsi que dans celles d’A. Aspect et al. [125]. Dans cette partie, nous
nous contenterons d’extraire les principaux résultats de ces notes.
Considérons un atome décrit dans le cadre simple du modèle à deux niveaux élec-
troniques. L’état fondamental, noté |g〉, possède une durée de vie très grande devant
tous les autres temps caractéristiques du système, tandis que le niveau excité |e〉 est
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caractérisé par un taux de désexcitation Γ vers le niveau fondamental via l’émission
d’un photon spontané. Cet atome est soumis à un rayonnement laser de pulsation ω,
dont le désaccord est donné par δ = ω − ω0, où la pulsation ω0 caractérise l’écart en
énergie des niveaux atomiques.
En imposant la condition de raie large, qui revient à considérer que la dynamique
des variables internes de l’atome est beaucoup plus rapide que la dynamique des va-
riables externes, le traitement du problème dans le cadre de l’approximation dipolaire
électrique conduit à exprimer la force moyenne exercée par le laser sur l’atome sous la
forme :









où φ(r) représente la phase du champ électrique décrivant le rayonnement laser, Ω(r)
est la pulsation de Rabi associée au champ électrique, et s(r) est le paramètre de












L’expression de la force lumineuse donnée équation (2.1) fait apparaître deux contri-
butions. Le terme proportionnel au gradient de phase du champ électrique correspond
à la force de pression de radiation, tandis que le terme proportionnel au gradient d’am-
plitude du champ électrique constitue la force dipolaire.
2.1.1.1 Force de pression de radiation
Le champ du laser est assimilé à une onde plane, dont la phase est donnée par
φ(r) = −k·r. La pulsation de Rabi associée au champ électrique est alors une constante,








Cette force présente un comportement linéaire avec l’intensité laser dans le régime
de faible saturation (s 1), et tend vers une valeur constante à ~Γk/2 dans le régime
saturant (s  1). La relation (2.3) montre de plus que la force appliquée à l’atome
varie en fonction du désaccord du laser suivant une lorentzienne centrée en δ = 0, et
dont la largeur est donnée par Γ
√
1 + I/Isat.
La force de pression de radiation peut s’interpréter comme un échange de photons
d’impulsion ~k du laser vers l’atome se produisant à un taux Rsc = (Γs)/ [2(1 + s)].
Pour chaque photon absorbé par l’atome, un photon est réémis spontanément suivant
une direction aléatoire de l’espace. Par conséquent, la contribution de l’émission sponta-
née au recul de l’atome s’annule sur un grand nombre de cycles absorption-émission, et
seule l’absorption contribue à la force moyenne. Ces effets de reculs successifs sont mis
à contribution pour ralentir des atomes, comme nous le montrerons dans la partie 2.1.2.
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2.1.1.2 Force dipolaire
En vertu des relations (2.1) et (2.2), la force dipolaire a pour expression :









La force dipolaire est donc une force conservative, qui peut s’écrire sous la forme




log [1 + s(r)] . (2.5)
La relation (2.5) montre que l’amplitude de la force dipolaire dépend de la valeur
du désaccord, et s’annule lorsque le faisceau laser est à résonance avec la transition
atomique. De plus, les zones de haute intensité laser attirent ou repoussent les atomes
suivant que le désaccord du laser est négatif ou positif. Notons par ailleurs que la force
dipolaire est nulle pour une onde plane car sa pulsation de Rabi est constante. Le
potentiel dipolaire trouve de nombreuses applications, parmi lesquelles la réalisation
de réseaux optiques [138], la mesure de forces [139], ou encore la réalisation de miroirs
à atomes [140].
2.1.2 Principe du ralentissement
La production d’un flux intense d’atomes lents est essentielle pour charger rapide-
ment et efficacement un piège magnéto-optique. En régime de fonctionnement, notre
four de sodium est porté à une température T de l’ordre de 300◦C, fournissant ainsi







≈ 858 m.s−1 , (2.6)
où m désigne la masse de l’atome et kB la constante de Boltzmann. Dans la partie
précédente, nous avons montré que la force de pression de radiation se traduit par un
transfert d’impulsion des photons d’un laser à un atome. Le ralentisseur Zeeman se
base sur cet échange d’impulsion pour décélérer un jet atomique en utilisant notam-
ment un faisceau laser contra-propageant et un champ magnétique inhomogène.
Considérons un atome se déplaçant le long d’un axe z orienté dans le sens positif, et
éclairé par un faisceau laser résonnant contra-propageant. Dans le régime saturé, c’est-
à-dire lorsque l’intensité I du laser vérifie I  Isat, la force de pression de radiation
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L’accélération due à la pression de radiation est dirigée dans le sens opposé au dé-
placement de l’atome, entraînant donc son ralentissement. Le calcul numérique de cette
quantité donne amax ≈ 9 × 105 m.s−2, soit une accélération 105 fois plus importante
que celle de la gravité.
Pour des raisons de stabilité du ralentissement qui seront discutées dans la par-
tie 2.1.4.4, la force de radiation subie par l’atome n’est pas la force maximale Fmax,
mais une fraction η de celle-ci :
F = ηFmax avec η < 1 . (2.9)
Sous l’hypothèse que la force donnée en équation (2.9) est constante tout au long
de la trajectoire des atomes, l’application du théorème de l’énergie cinétique entre
les positions d’entrée (z = 0) et de sortie (z = L) du ralentisseur Zeeman permet








où v0 est la vitesse atomique en entrée du Zeeman, et vf la vitesse en sortie.
L’évolution de la vitesse atomique entre la position d’entrée et une position quel-





































(v0 + vf )
. (2.12)
Afin de donner une interprétation physique simple au temps τ , remplaçons L par son
expression dans l’égalité précédente. Il vient alors :
τ =







Le terme m (v0 − vf ) /~k correspond au rapport de la variation d’impulsion ato-
mique au cours du mouvement sur l’impulsion acquise lors de l’absorption d’un photon
du laser. Ce quotient se comprend alors comme le nombre de photons nécessaires pour
ralentir l’atome. Le facteur (ηΓ/2)−1 est l’inverse du taux de diffusion de photons, c’est-
à-dire le temps typique entre deux absorptions de photons. Le temps de ralentissement
de l’atome s’interprète donc comme le temps nécessaire pour absorber le recul d’un
photon, multiplié par le nombre de photons nécessaires.
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Pour fixer les ordres de grandeur, considérons un atome de vitesse initiale v0 = v¯
(voir équation (2.6)) et de vitesse finale nulle. Pour η = 1, les formules (2.10) et (2.12)
donnent L ≈ 41 cm et τ ≈ 1 ms.
2.1.3 Profil de champ magnétique
2.1.3.1 Décalage en fréquence induit par effet Doppler
Les résultats établis dans le paragraphe précédent sont valables à condition que
l’atome soit en permanence maintenu à résonance avec le faisceau laser. Cependant,
la fréquence laser perçue par l’atome est modifiée par effet Doppler au cours de son
ralentissement. Jugeons de l’importance du décalage Doppler en estimant la variation
de vitesse atomique entraînant une mise hors résonance du faisceau. La force de pression
de radiation présente un comportement lorentzien avec la pulsation du laser, caractérisé
par une largeur Γ
√
1 + I/Isat (voir partie 2.1.1.1). Par ailleurs, la variation en pulsation
induite par effet Doppler vaut k∆v. La condition de mise hors résonance se note alors :
k∆v = Γ
√
1 + I/Isat . (2.14)
Dans un régime de fonctionnement typique de notre expérience, c’est-à-dire pour
I/Isat = 7, une application numérique de l’équation ci-dessus donne ∆v ≈ 16 m.s−1
pour le sodium. Ce résultat montre que l’effet Doppler a un impact dramatique sur
l’atome, puisque celui-ci n’interagit presque plus avec le faisceau laser dès lors que sa
vitesse est modifiée de 16 m.s−1.
Différentes stratégies ont été mises en place pour contrer l’effet Doppler et assu-
rer le maintien à résonance. Citons par exemple la méthode de balayage en fréquence
du laser introduite par Zhu et al. [128], qui consiste à ajuster continûment la fré-
quence du faisceau pour maintenir la résonance. Le même groupe a aussi démontré
la réalisation d’un ralentissement atomique en employant un laser polychromatique
large spectre [129]. Enfin, la technique la plus répandue est le ralentissement Zeeman,
qui consiste à compenser le décalage Doppler en modifiant l’espacement des niveaux
atomiques par effet Zeeman. L’efficacité de cette méthode a été démontrée expérimen-
talement par Phillips et Metcalf [9]. Notre dispositif de ralentissement est basé sur cette
technique expérimentale, dont le principe de fonctionnement est détaillé dans la partie
suivante.
2.1.3.2 Compensation de l’effet Doppler par effet Zeeman
Considérons un atome décrit dans le cadre du modèle à deux niveaux. Notons ω0
sa pulsation en absence de champ magnétique B, µ son moment magnétique, et v sa
vitesse. Supposons par ailleurs que le système atomique interagit avec un faisceau laser
de vecteur d’onde k et de pulsation ω. Le désaccord δ0 du laser par rapport à la transi-
tion atomique s’écrit δ0 = ω − ω0 pour un atome au repos dans un champ magnétique
nul.
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En sortie de four, les atomes de sodium ont une vitesse non nulle. La fréquence
laser perçue par les atomes est décalée par effet Doppler, le désaccord se note alors :
δ = δ0 − k · v . (2.15)
Au cours de la décélération, le terme Doppler apparaissant dans la relation (2.15)
entraîne une mise hors résonance des atomes, qui peut être compensée grâce à l’effet
Zeeman. En effet, l’interaction entre le moment magnétique µ de l’atome de sodium
et le champ magnétique B se traduit par un décalage des niveaux d’énergie de l’atome
d’une quantité −µ · B. Or, le moment magnétique de l’atome dépend de son état in-
terne, il convient donc de déterminer quelle transition atomique sera impliquée dans le
ralentissement. Idéalement, celle-ci doit être fermée, c’est-à-dire qu’elle ne présente pas
de canaux d’excitation ou de désexcitation vers d’autres sous-niveaux atomiques. Le
sodium possède deux transitions de ce type candidates au ralentissement atomique :
une transition σ+ entre les états |F = 2,mF = +2〉 et |F ′ = 3,mF ′ = +3〉, et une tran-
sition σ− entre les états |F = 2,mF = −2〉 et |F ′ = 3,mF ′ = −3〉 avec laquelle nous
avons décidé de travailler.
Le décalage en énergie de ces deux états se comporte linéairement avec l’amplitude
du champ magnétique, que ce soit dans le régime des faibles champs ou des forts champs
(voir la figure 2.5). Il s’exprime en toute généralité sous la forme δE = gFmFµBB, où
gF et mF représentent respectivement le facteur de Landé et le nombre quantique
magnétique du niveau hyperfin considéré, B est le module du champ magnétique, et
µB le magnéton de Bohr (se référer au chapitre 4, partie 4.1.1). La variation de l’écart
en énergie de la transition atomique s’écrit alors :
∆E = µBB [gF ′ mF ′ − gF mF ] , (2.16)
où les indices primés font référence au niveau excité et les indices simples à l’état fon-
damental.
Le désaccord du faisceau laser en présence du champ magnétique pour un atome se
déplaçant à la vitesse v s’écrit alors :
δ = δ0 − k · v − µBB~ [gF ′ mF ′ − gF mF ] . (2.17)
Par ailleurs, le faisceau laser est contra-propageant au jet atomique. En notant k le
module du vecteur d’onde du laser, et v la projection du vecteur v selon l’axe du jet,
le désaccord se réécrit :




Pour un choix donné des désaccords δ et δ0, l’égalité (2.18) est satisfaite à condition
que le module du champ magnétique soit croissant lorsque la vitesse de l’atome décroit.
Ce comportement est imposé par le choix de freiner les atomes en accordant le laser
sur la transition cyclante σ−. En basant le ralentissement sur la transition cyclante σ+,
le signe devant le facteur µBB/~ serait inversé, et le module du champ magnétique
devrait être décroissant lorsque la vitesse de l’atome décroit.


















Figure 2.1 – Représentation graphique du profil de champ magnétique idéal du ra-
lentisseur Zeeman à partir de l’équation (2.20). Les paramètres intervenant dans le
problème sont les suivants : v0 = 950 m.s−1, vf = 30 m.s−1, η = 0.5, Bb = 300 G,
δc = −8 MHz et δ0 = −2040 MHz.
2.1.3.3 Expression du champ magnétique
Dans la section précédente, nous avons exprimé le désaccord du faisceau Zeeman
perçu par les atomes, qui prend en compte l’effet Doppler inhérent au ralentissement
atomique, ainsi que l’effet Zeeman lié à la présence d’un champ magnétique. Pour
que les atomes soient efficacement ralentis, nous montrerons dans la section 2.1.4.4
qu’ils doivent être légèrement hors de résonance, à une valeur δ ≡ δc = −8 MHz.
En combinant les relations (2.18) et (2.11), le champ magnétique B(z) s’écrit sous la
forme :
B(z) = − ~
µB












Le profil de champ donné par la relation ci-dessus peut se réécrire sous une forme
plus commode :















(δc − δ0 − kv0) , (2.21)
et l’amplitude de variation du champ ∆B :
∆B =
~k(v0 − vf )
µB
. (2.22)
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Figure 2.2 – Évolution de la vitesse d’un atome en fonction de sa position suivant
l’axe de ralentissement. Les différentes courbes (de la plus claire à la plus foncée) cor-
respondent aux vitesses initiales suivantes : 100 m.s−1, 300 m.s−1, 500 m.s−1, 700 m.s−1,
900 m.s−1 et 1000 m.s−1. La ligne pointillée noire repère la vitesse finale, fixée à
30 m.s−1, tandis que la ligne pointillée rouge repère la vitesse de capture, imposée
à 950 m.s−1.
La figure 2.1 représente le profil de champ donné par la relation (2.20). Les valeurs
numériques des différents paramètres intervenant dans les équations (2.20) à (2.22)
sont justifiées dans la partie suivante. Apparaissent en particulier : v0 = 950 m.s−1,
vf = 30 m.s−1, η = 0.5 et Bb = 300 G.
2.1.3.4 Trajectoires atomiques
La figure 2.2 représente l’évolution de la vitesse d’un atome en fonction de sa posi-
tion suivant l’axe de ralentissement, pour différentes vitesses initiales, dans les mêmes
conditions que celles considérées dans la partie précédente.
Les atomes dont la vitesse initiale est comprise entre 30 m.s−1 et 950 m.s−1 ne sont
pas à résonance avec le faisceau laser à l’entrée du ralentisseur Zeeman, repérée par
la position z = 0. Par conséquent, ils se propagent suivant l’axe à vitesse constante,
jusqu’à ce qu’ils atteignent une position où le champ magnétique compense le désac-
cord du faisceau Zeeman. Ils sont alors progressivement ralentis jusqu’à atteindre leur
vitesse finale de 30 m.s−1.
De même, les atomes dont la vitesse à l’entrée du ralentisseur Zeeman est inférieure
à 30 m.s−1 ou supérieure à 950 m.s−1 ne sont pas à résonance avec le faisceau laser à
la position z = 0. Ils se propagent donc dans le ralentisseur Zeeman, mais il n’existe ici
aucune position où le champ magnétique permet de compenser le désaccord du faisceau
Zeeman. Les atomes traversent alors la zone de ralentissement sans être décélérés.









Figure 2.3 – Schéma représentatif des éléments à vide limitant la vitesse transverse
du jet atomique effusif provenant du four. Sont indiquées les dimensions géométriques
intervenant dans le calcul de la vitesse limite vf en sortie du ralentisseur Zeeman.
2.1.4 Détermination des paramètres du ralentisseur Zeeman
L’équation (2.20) formule l’expression du profil de champ magnétique en fonction
des paramètres du problème. Il figure en particulier dans cette équation quatre quan-
tités dont les valeurs peuvent être choisies de façon « arbitraires » : v0, vf , Bb et η.
Nous énumérerons dans cette partie les arguments justifiant le choix des valeurs de ces
quantités.
2.1.4.1 Divergence du jet atomique et limitation de la vitesse de sortie
Considérons le four de sodium comme une source ponctuelle d’atomes dont les
vitesses longitudinales sont respectivement notées v0 et vf en entrée et en sortie du
ralentisseur Zeeman, et dont la vitesse transverse est notée v⊥,0.
La vitesse transverse des atomes est principalement limitée par la géométrie des
éléments de l’enceinte à vide entre la sortie du four et le centre de la chambre du piège
magnéto-optique. Dans notre montage, l’élément limitant le plus fortement l’angle so-
lide du jet atomique est un tube de pompage différentiel, de diamètre D = 4 mm,
dont l’extrémité est située à une distance L1 ≈ 50 cm de la sortie du four. Ce tube
de pompage différentiel est installé entre le four et le ralentisseur Zeeman, comme le
montre la figure 2.3.
Un atome initialement sur l’axe z en sortie du four parviendra jusqu’à l’enceinte du
piège magnéto-optique à condition qu’il s’écarte au plus d’une longueur D/2 transver-
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La combinaison des deux équations précédentes permet de donner une expression




Pour un atome quittant le four avec une vitesse longitudinale v0 = 950 m.s−1 (voir la
partie 2.1.4.2), la relation (2.25) donne comme vitesse transverse limite v⊥,0 ≈ 4 m.s−1.
La géométrie de l’enceinte à vide restreint donc grandement la gamme de vitesses trans-
verses autorisées.
Remarquons cependant que la composante transverse de la vitesse atomique n’est
plus décrite par la relation (2.25) en sortie du ralentisseur. En effet, le processus de dé-
célération repose sur l’échange d’un grand nombre de photons entre le laser et l’atome.
Or, après chaque absorption de photon, l’atome se désexcite en émettant spontanément
un photon dans une direction aléatoire de l’espace. Ainsi, la contribution moyenne de
l’émission spontanée s’annule sur un grand nombre de cycles, mais les reculs successifs
subis par l’atome s’apparentent à une marche aléatoire dans l’espace des impulsions,
et modifient la vitesse transverse des atomes au cours de leur ralentissement. Après N







où vrec = ~k/m est la vitesse de recul subie par l’atome à chaque émission de photon,
et α = 9/10 est un facteur correctif tenant compte du caractère anisotrope de l’émis-
sion du dipôle atomique. Afin de fixer une borne supérieure à la vitesse transverse des
atomes, nous considérons la situation la plus défavorable correspondant à un échange
de N = v0/vrec photons entre le laser et les atomes, soit le nombre de photons néces-
saires pour arrêter complètement les atomes. Nous trouvons alors que la composante
de vitesse transverse vaut v⊥ = 5 m.s−1.
Connaissant la vitesse transverse limite v⊥, il est possible de donner une estimation
de la vitesse longitudinale minimale que doivent posséder les atomes en sortant du
ralentisseur Zeeman. Pour cela, rappelons que le centre du piège magnéto-optique est
situé à une distance L2 ≈ 10 cm après la fin du ralentisseur. La taille des faisceaux laser
impliqués dans le piégeage est limitée par le diamètre d ≈ 4 cm des hublots fixés sur
l’enceinte, comme nous l’expliquons dans la partie 1.2.3. En première approximation,
la zone de capture du piège suivant un axe transverse correspond à la taille des fais-
ceaux laser, c’est-à-dire d/2. Dans la situation la plus défavorable, les atomes seraient
situés à une distance Rz = 8 mm de l’axe du jet atomique en sortie du ralentisseur, qui
correspond au rayon intérieur du tube CF16 dans lequel ils sont ralentis. Par des ar-
guments géométriques similaires à ceux du raisonnement précédent, les atomes ralentis
sont piégés s’ils s’écartent au maximum d’une distance transverse d/2−Rz après avoir
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Par conséquent, la vitesse minimale des atomes en sortie du ralentisseur Zeeman





En considérant un jet atomique de vitesse transverse v⊥ = 5 m.s−1, l’application
numérique de l’équation (2.29) conduit au résultat vf = 42 m.s−1.
En choisissant une vitesse longitudinale de sortie inférieure à vf , les atomes se-
raient perdus car ils s’écarteraient suffisamment de l’axe du jet atomique pour ne plus
pénétrer dans la zone de capture du piège magnéto-optique. Notons cependant que
cette vitesse est surestimée pour la plupart des atomes, car nous nous sommes placés
systématiquement dans la situation la plus défavorable à chaque étape du calcul. Par
ailleurs, des études réalisées précédemment sur les PMO de sodium [144] établissent
que la vitesse de capture du piège est bornée supérieurement à quelques dizaines de
mètres par seconde selon les paramètres de piégeage (intensité et taille des faisceaux de
piégeage, gradients de champ magnétique, ...). Le choix de la vitesse des atomes après
le ralentisseur Zeeman représente donc un compromis entre les deux effets mentionnés
ci-dessus, la valeur retenue pour notre expérience étant vf = 30 m.s−1.
2.1.4.2 Vitesse d’entrée
La vitesse d’entrée du ralentisseur Zeeman n’est pas soumise à des contraintes aussi
strictes que celles limitant la vitesse de sortie. Cependant, la vitesse de chargement
du piège magnéto-optique dépend directement de la portion de classes de vitesses qui
vont pouvoir être freinées dans le ralentisseur Zeeman. Sachant que le four de sodium
fournit un jet atomique effusif à la température T , la densité de probabilité de trouver











En intégrant l’expression (2.30) sur les vitesses, nous obtenons la fonction de répar-
tition F (v) qui correspond à la fraction d’atomes dont la vitesse est inférieure ou égale
à v :













Les fonctions P (v) et F (v) sont respectivement représentées sur les figures 2.4 (a)
et 2.4 (b) pour un jet effusif quittant le four à une température T = 300˚C. Par
définition de la fonction de répartition, la portion d’atomes ralentis est donnée par
F (v0) − F (vf ). D’après la figure 2.4 (b), environ 12 % des atomes sont ralentis pour






















Figure 2.4 – (a) Distribution des vitesses pour un jet atomique effusif s’échappant
du four à la température T = 300◦ C. La zone bleutée repère les classes de vitesses
ralenties par notre ralentisseur Zeeman, en supposant que la vitesse de capture vaut
v0 = 950 m.s−1 et que la vitesse de sortie vaut vf = 30 m.s−1. (b) Fonction de répartition
des vitesses obtenues à partir de la distribution des vitesses. La proportion d’atomes
freinés dans le ralentisseur Zeeman s’élève à environ 64 %.
une vitesse de capture v0 = 500 m.s−1, tandis que cette fraction s’élève à approximati-
vement 97 % pour une vitesse initiale v0 = 1500 m.s−1.
Pour optimiser le chargement du piège magnéto-optique, il convient donc de choi-
sir la vitesse d’entrée la plus grande possible, afin que la fraction d’atomes décélérés
dans le ralentisseur Zeeman soit importante. Cependant, la relation (2.22) montre que
l’amplitude de variation du champ magnétique dans le ralentisseur Zeeman dépend
linéairement de la vitesse d’entrée v0. Ainsi, le choix d’une vitesse de capture élevée
nécessite la réalisation d’un champ magnétique dont l’amplitude de variation est im-
portante. Expérimentalement, il est raisonnable de créer un champ magnétique dont
l’amplitude de variation vaut typiquement plusieurs centaines de gauss [9, 134, 145].
Nous estimons qu’une vitesse de capture v0 = 950 m.s−1, qui correspond à une am-
plitude de variation du champ ∆B = 1116 G, représente un bon compromis entre
portion d’atomes ralentis et difficulté technique à produire le champ magnétique avec
des aimants permanents. Dans cette configuration de fonctionnement, nous estimons
qu’environ 64 % des atomes s’échappant du four avec une vitesse transverse inférieure
à 4 m.s−1 seront ralentis.
2.1.4.3 Champ de biais
Le processus de décélération atomique repose sur la succession d’un grand nombre
de cycles d’émission-absorption de photons par les atomes. Cette technique est efficace
à condition que la transition atomique impliquée dans le ralentissement soit une transi-
tion fermée, comme c’est le cas pour la transition σ− entre les états |F = 2,mF = −2〉
et |F ′ = 3,mF ′ = −3〉 du sodium. Or, le couplage entre le moment magnétique µ de
l’atome et le champ magnétique externe B entraîne une modification de la structure
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Figure 2.5 – (a) Comportement des niveaux hyperfins de l’état fondamental 3 2S1/2
d’un atome de sodium plongé dans un champ magnétique compris entre 0 G et 3000 G.
(b) Évolution de la structure hyperfine du niveau excité 3 2P3/2 d’un atome de sodium
en présence d’un champ magnétique dont l’amplitude varie entre 0 G et 100 G. Re-
marquons la présence de croisements de niveaux sur la plage 10 G - 40 G, qui offrent
des canaux de fuite vers le niveau |F = 1〉.
atomique dont il faut tenir compte lors de la conception du ralentisseur Zeeman.
Le comportement de la structure hyperfine du niveau fondamental 3 2S1/2 est re-
présenté sur la figure 2.5 (a). Les sous-niveaux Zeeman issus respectivement des états
hyperfins |F = 1〉 et |F = 2〉 ne font pas l’objet de croisements de niveaux en présence
d’un champ magnétique. La figure 2.5 (b) montre quant à elle l’évolution des états
hyperfins du niveau excité 3 2P3/2 en présence d’un champ magnétique compris entre
0 G et 100 G.
Portons notre attention sur le sous-niveau impliqué dans la transition cyclante du
refroidissement, à savoir l’état |F ′ = 3,mF ′ = −3〉. Lorsque le module du champ ma-
gnétique est compris entre 10 G et 40 G, cet état croise successivement les niveaux
excités |F ′ = 2,mF ′ = 2, 1, 0,−1〉, puis les états excités |F ′ = 1,mF ′ = 1, 0〉. Ces croi-
sements de niveaux sont particulièrement néfastes pour le ralentissement car ils offrent
des canaux d’excitation et de désexcitation non-fermés, résultant finalement en une
fuite des atomes vers le niveau hyperfin |F = 1〉. Ce niveau étant très hors résonance
avec le faisceau du ralentisseur Zeeman, les atomes n’interagissent plus avec ce dernier
et ne sont plus freinés.
Afin de garantir l’efficacité du processus de ralentissement, il convient de choisir un
champ de biais loin de la zone des croisements de niveaux. Ainsi, nous avons opté pour
une valeur Bb = 300 G.
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2.1.4.4 Choix du paramètre de sécurité et stabilité du dispositif
Les développements présentés au cours de ce chapitre sont basés sur l’hypothèse
que les atomes subissent une force constante et égale à ηFmax tout au long de leur décé-
lération (voir la relation (2.9)). D’après les relations (2.3) et (2.7), la force de pression
de radiation exercée par un faisceau laser sur un atome s’écrit en toute généralité sous
la forme :
F = Fmax · s
1 + s
, (2.32)
où s est le paramètre de saturation dont l’expression est donnée par la relation (1.27).










où δ est le désaccord du faisceau Zeeman par rapport à la transition atomique, donné
par l’équation (2.18), et s0 = I/Isat est le paramètre de saturation à résonance, qui fait
intervenir l’intensité I du faisceau laser.
Nous pouvons déduire de l’expression (2.33) deux propriétés importantes du ralen-
tisseur Zeeman. Tout d’abord, le choix du paramètre η impose la valeur du désaccord
laser que percevront les atomes pendant la phase de ralentissement, et inversement.
Par ailleurs, le paramètre de sécurité η possède une borne supérieure ηmax qui est fixée





L’existence de cette borne supérieure traduit simplement le fait que le ralentisse-
ment des atomes dans des conditions données (longueur de ralentissement, temps de
ralentissement, ...) nécessite une puissance laser minimale. Le paramètre de sécurité η
doit donc être choisi de sorte à satisfaire les inégalités :
0 < η ≤ ηmax ≤ 1 . (2.35)
Pour fixer la valeur du paramètre de sécurité, nous avons représenté sur la figure 2.6
le rapport F/Fmax, c’est-à-dire η, en fonction du désaccord δ. Par ailleurs, nous avons
repéré par les indications A et B deux régimes de fonctionnement correspondant res-
pectivement aux situations η < ηmax et η = ηmax.
Dans le cas A, le ralentisseur est dit « stable », car il permet de compenser les
éventuels défauts du dispositif. Ainsi, un atome arrivant à une position quelconque du
ralentisseur avec une vitesse plus faible que la vitesse idéale sera désaccordé vers les
δ plus négatifs, correspondant à un η plus petit que la valeur idéale, et subira une
décélération moins importante de sorte que sa vitesse rattrape la vitesse idéale. À l’in-
verse, un atome arrivant avec une vitesse trop importante sera désaccordé vers les δ
moins négatifs, correspondant à un η plus grand que la valeur idéale, et subira une
















Figure 2.6 – Représentation du rapport F/Fmax en fonction du désaccord δ, en consi-
dérant un faisceau Zeeman d’intensité I = 24 mW/cm2.
décélération plus importante pour que sa vitesse rejoigne la vitesse idéale.
Dans le cas B, le ralentisseur est dit « instable », car il ne permet pas de compenser
les défauts du dispositif, en particulier les vitesses trop importantes. En effet, si un
atome arrive avec une vitesse trop faible à une position donnée, il sera désaccordé vers
les δ négatifs, et subira une décélération moins importante, comme dans la situation
décrite précédemment. Cependant, si l’atome arrive avec une vitesse trop importante
à une position donnée, il sera désaccordé vers les δ positifs, mais ne pourra jamais
subir la décélération supérieure à ηmax nécessaire pour ramener sa vitesse à la vitesse
idéale. Ainsi, tous les atomes plus rapides que la vitesse idéale à une position donnée
ne pourront plus être ralentis et seront perdus.
Dans notre expérience, nous avons conçu le ralentisseur Zeeman en supposant que
l’intensité du faisceau Zeeman serait de l’ordre de 24 mW/cm2, ce qui correspond à un
paramètre de saturation à résonance s0 = 3.8. Ainsi, le paramètre de sécurité maximal
vaut ηmax = 0.8, et il convient de prendre une valeur plus faible pour assurer la stabilité
du dispositif. Un choix η trop faible garantirait la stabilité, mais diminuerait significa-
tivement les performances du dispositif (longueur et temps de ralentissement), tandis
qu’un choix η trop proche de ηmax risquerait de rendre le dispositif instable. Pour cela,
nous avons décidé de travailler dans un régime tel que η = 0.5, qui représente un bon
compromis entre stabilité du dispositif, et performances. Par ailleurs, ce choix fixe le
désaccord perçu par les atomes dans le ralentisseur Zeeman, qui vaut δ = −8 MHz.
Ayant fixé les valeurs de v0, vf , Bb et η, il est possible de déterminer tous les pa-
ramètres du ralentisseur Zeeman à partir des équations (2.10), (2.12), (2.21) et (2.22).
En particulier, le laser doit être désaccordé de 2040 MHz vers le rouge de la transi-
tion cyclante entre les états |F = 2,mF = −2〉 et |F ′ = 3,mF ′ = −3〉. Notons de plus
qu’il est impératif que le faisceau impliqué dans le ralentissement Zeeman soit très
éloigné de la résonance du piège magnéto-optique afin de ne pas perturber le fonction-
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nement de celui-ci. Le désaccord δ0 = −2040 MHz ≈ −208Γ assure ainsi un régime de
fonctionnement du ralentisseur Zeeman compatible avec la capture des atomes dans le
piège magnéto-optique. Un récapitulatif de l’ensemble des paramètres du ralentisseur











Table 2.1 – Tableau récapitulatif des paramètres du ralentisseur Zeeman.
2.2 Réalisation du ralentisseur Zeeman
Nous discutons dans cette section de la conception et de la réalisation du dispo-
sitif de ralentissement Zeeman utilisé dans notre montage expérimental, qui reprend
la réalisation de Cheiney et al. basée sur des aimants permanents [134]. Nous com-
mençons par présenter la configuration d’aimants permettant l’obtention d’un profil de
champ magnétique proche de celui représenté figure 2.1, puis nous détaillons la procé-
dure d’assemblage mécanique du système. Enfin, nous terminons cette section par une
caractérisation expérimentale du ralentisseur Zeeman.
2.2.1 Simulations numériques du profil de champ magnétique
2.2.1.1 Champ créé par un aimant permanent
Considérons un aimant permanent de forme parallélépipédique, de dimensions 2a×
2b×2c, dont l’aimantation M = M0ey est orientée suivant l’axe y comme le représente
la figure 2.7. Notons BR le champ rémanent de l’aimant, qui s’écrit :
BR = µ0M0 , (2.36)
où µ0 représente la perméabilité magnétique du vide.
L’application des équations de Maxwell dans les milieux magnétiques permet d’ex-
primer analytiquement le champ magnétique produit par l’aimant représenté figure 2.7








Figure 2.7 – Schéma représentant un aimant permanent de forme parallélépipédique.
sous la forme suivante [146,147] :





(−1)k+l+mB(x− (−1)ka, y − (−1)lb, z − (−1)mc) , (2.37)
où B représente un champ vectoriel dont les composantes sont définies comme suit :
























x2 + y2 + z2.
Les équations (2.37) et (2.38) montrent que le champ créé par un aimant permanent
n’est pas homogène, et possède des composantes suivant les trois directions de l’espace.
Cependant, il est impossible de produire un champ magnétique dont le profil ressemble
à celui présenté figure 2.1 en utilisant un seul aimant. Il convient donc de déterminer
une configuration faisant intervenir plusieurs aimants disposés judicieusement afin de
reproduire le profil de champ idéal, ce qui fera l’objet de la partie suivante.
2.2.1.2 Configuration Halbach
Le champ magnétique créé par le ralentisseur Zeeman doit idéalement satisfaire
trois critères afin que les atomes soient décélérés efficacement, sans pour autant per-
turber le fonctionnement du piège magnéto-optique. En tout point le long de l’axe du
ralentisseur, le champ doit être homogène sur la surface définie par l’intersection du jet
atomique avec un plan transverse, puis il doit rapidement s’annuler dans la direction
radiale en dehors de cette surface. Enfin, le champ doit s’annuler abruptement aux
extrémités de la zone de ralentissement selon l’axe du jet atomique pour ne pas induire
de champ magnétique résiduel dans l’enceinte du piège magnéto-optique. Un champ
magnétique possédant de telles propriétés peut être obtenu en disposant des aimants











Figure 2.8 – (a) Représentation schématique de la configuration de Halbach permet-
tant de créer un champ magnétique homogène orienté suivant l’axe y à l’intérieur de
l’aimant cylindrique creux, et nul en dehors. (b) Coupe transverse montrant la confi-
guration adoptée dans notre montage pour produire le champ magnétique, qui reprend
la géométrie de Halbach en réduisant le cylindre magnétique continu à un ensemble
discret de huit aimants permanents.
suivant une configuration dite de « Halbach » que nous présentons ici.
Considérons un cylindre magnétique creux, de rayon intérieur Rint et de rayon
extérieur Rext. Supposons que l’aimantation M du cylindre en un point repéré par un
angle θ par rapport à l’axe y forme un angle 2θ par rapport à ce même axe, comme
l’illustre la figure 2.8 (a). En s’inspirant des travaux menés par K. Halbach [148],
P. Cheiney montre [147] qu’un tel système produit un champ magnétique transverse
homogène au centre du cylindre, et nul à l’extérieur. Ce champ s’écrit :
BH(x, y, z) =







yˆ, pour r < Rint,
(2.39)
où BR représente le champ rémanent de l’aimant, dont la définition est donnée par la
relation (2.36).
Huit aimants disposés tous les 45 degrés dans une configuration similaire à la confi-
guration de Halbach, comme représenté sur la figure 2.8 (b), produisent un champ
magnétique possédant les mêmes propriétés que le champ de Halbach donné par la re-
lation (2.39). Ainsi, le module du champ décroît rapidement en tout plan transverse au
jet atomique en dehors de l’anneau défini par les aimants. Ce comportement se vérifie
sur la figure 2.9 (a) qui représente le champ magnétique créé par une configuration de
type Halbach dans un plan transverse au jet atomique. Nous remarquons notamment
que l’amplitude du champ passe d’une valeur de plusieurs milliers de gauss à une valeur
de l’ordre du gauss en seulement quelques centimètres. Par ailleurs, le champ magné-
tique à l’intérieur de l’anneau défini par les aimants est relativement homogène en tout
plan transverse à l’axe du jet atomique. La figure 2.9 (b) montre en particulier que les
2.2 Réalisation du ralentisseur Zeeman 79













Figure 2.9 – (a) Représentation du module du champ magnétique dans le plan {x, y}.
Les carrés blancs repèrent la position des aimants, de dimension 6 × 6 × 128 mm3,
disposés sur un cercle de rayon R = 2.5 cm autour de l’axe. Le cercle pointillé blanc
indique la section du tube CF16 du ralentisseur Zeeman. Le champ décroît rapidement
(sur quelques centimètres) à l’extérieur du système composé des huit aimants. (b)
Coupe du champ magnétique selon l’axe x dans la zone délimitée par le tube CF 16.
Le champ est en très bonne approximation homogène au niveau du tube CF 16, avec
une amplitude qui varie de 0.5 G pour une valeur moyenne proche de 790 G.
variations de champ sont typiquement inférieures au pourcent dans l’espace délimité
par le tube CF16 au sein duquel se propagent les atomes quittant le four.
2.2.1.3 Détermination numérique du positionnement des aimants
Les relations introduites dans la section 2.2.1.1 permettent de calculer le champ
magnétique créé par un aimant permanent. Pour obtenir le profil de champ présenté
figure 2.1, il est nécessaire de déterminer une configuration de type Halbach permettant
de produire un champ qui soit à la fois homogène en tout plan transverse à la direction
de propagation du jet atomique, comme le montre la coupe présentée figure 2.9 (b),
et dont le module soit en accord avec le profil imposé par la relation (2.20). La dispo-
sition des aimants s’obtient par un algorithme d’optimisation dont le fonctionnement
est décrit ci-dessous.
Le champ magnétique est créé par un ensemble de 64 aimants de dimensions
2a×2b×2c = 6×6×128 mm3 (se référer à la partie 2.2.2 pour plus de précisions). Un
groupe additionnel de 8 aimants cubiques de dimensions 2a×2b×2c = 10×10×10 mm3
est disposé à la fin du ralentisseur Zeeman. Ces derniers possèdent un champ rémanent
plus élevé que celui des autres aimants, et permettent ainsi d’augmenter l’amplitude du
champ magnétique à la fin du ralentisseur Zeeman, tout en assurant une décroissance
locale rapide de l’amplitude du champ en sortie du ralentisseur Zeeman.







Figure 2.10 – Schéma représentant deux des huit barres d’aimants, ainsi que deux
aimants cubiques finaux. La position géométrique des aimants est optimisée numéri-
quement suivant quatre paramètres (d0, z0, α, et d1), de sorte que le champ créé par
la configuration Halbach reproduise au mieux le champ idéal.
Afin de simplifier la réalisation mécanique du système, une contrainte est imposée
sur la disposition des aimants dans les simulations numériques. Les aimants sont regrou-
pés par paquets de huit, et disposés bout à bout suivant leur longueur (2c = 128 mm)
pour former des barres magnétiques d’une longueur de l’ordre du mètre. Au sein d’une
barre, le vecteur aimantation de tous les aimants pointe dans une unique direction. Les
huit barres d’aimants ainsi formées sont ensuite disposées en configuration Halbach.
La disposition optimale des huit barres d’aimants est alors obtenue en modifiant
itérativement la valeur de quatre paramètres libres (voir la référence [124] et la fi-
gure 2.10) :
— l’écart d0 des barres d’aimants par rapport à l’axe z de propagation du jet
atomique à la position z = 0 repérant l’entrée du ralentisseur Zeeman
— l’angle α formé entre une barre d’aimants et l’axe z
— la position z0 du centre du premier aimant de chaque barre suivant l’axe z
— la distance d1 séparant les aimants cubiques de l’axe z
Le paramètre de contrôle du processus d’optimisation est l’écart entre le champ ma-
gnétique créé sur l’axe z pour une configuration donnée de paramètres {d0, α, z0, d1},
et le profil de champ idéal sur toute la longueur du ralentisseur Zeeman. Une configu-
ration satisfaisante du champ est atteinte pour le jeu de paramètres indiqué dans le
tableau 2.2 1.
La figure 2.11 représente le profil de champ magnétique correspondant à la dispo-
sition géométrique décrite dans le tableau 2.2, ainsi que le profil idéal donné par la
relation (2.20). L’accord entre les deux champs est correct, avec un écart relatif pou-
vant atteindre environ 10 % au milieu de la zone de ralentissement. Nous constatons
en particulier que l’amplitude pic du champ simulé vaut approximativement 1350 G,
c’est-à-dire qu’elle est inférieure de 65 G à l’amplitude pic du champ idéal. Par ailleurs,
1. Une erreur mineure s’est glissée dans le programme développé par T. Brezillon [124]. Les valeurs
indiquées ne sont donc pas optimales, mais le profil de champ simulé est proche du profil optimal.

























Figure 2.11 – Graphique représentant le champ calculé numériquement (trait rouge),
ainsi que le champ idéal du ralentisseur Zeeman (trait bleu).
le gradient de champ magnétique simulé s’écarte légèrement du gradient idéal tout au
long de la zone de ralentissement. D’après la discussion tenue dans la partie 2.1.4.4,
cette différence serait dramatique pour un ralentisseur Zeeman fonctionnant dans le
régime η = 1. Notre dispositif étant conçu pour fonctionner dans le régime η = 0.5, les
écarts modestes observés entre le champ simulé et le champ idéal ne devraient avoir
aucune conséquence sur l’efficacité du ralentissement des atomes.
Enfin, nous observons que le champ simulé dévie significativement du champ idéal
aux extrémités du ralentisseur, et présente notamment une décroissance beaucoup
moins abrupte. Ainsi, le champ magnétique résiduel est de l’ordre du gauss au bout
d’une dizaine de centimètre en dehors du ralentisseur Zeeman. Ces amplitudes de champ
ne devraient pas perturber le piège magnéto-optique, d’autant plus que nous installe-
rons un blindage magnétique autour de l’assemblage d’aimants, ce qui permettra d’ac-
célérer la décroissance du champ aux extrémités de la zone de ralentissement, comme
nous le verrons dans la partie 2.2.2.2.
2.2 Réalisation du ralentisseur Zeeman 82
Figure 2.12 – Photographie du ralentisseur Zeeman installé autour de l’enceinte à
vide.
2.2.2 Assemblage mécanique et caractérisation du dispositif
2.2.2.1 Assemblage mécanique
L’amplitude théorique du champ magnétique du ralentisseur Zeeman est comprise
entre 300 G et 1415 G. Pour produire de tels champs magnétiques, nous utilisons des ai-
mants NdFeB, dont les champs rémanents sont très importants (typiquement de l’ordre
du tesla). Deux types d’aimants sont considérés dans notre montage pour créer le pro-
fil de champ magnétique. Soixante-quatre aimants parallélépipédiques 2 de dimensions
2a× 2b× 2c = 6× 6× 128 mm3, présentant un champ rémanent BR = 1.08 T sont uti-
lisés pour produire le champ magnétique. Un complément de huit aimants cubiques 3,
de dimensions 2a × 2b × 2c = 10 × 10 × 10 mm3 et possédant un champ rémanent
BR = 1.17 T est utilisé pour atteindre les 1415 G et annuler plus rapidement le champ
en sortie du ralentisseur Zeeman.
Pour faciliter l’assemblage mécanique du système, les aimants allongés sont dispo-
sés bout à bout par groupe de huit dans des profils d’aluminium en forme de U, de
dimensions internes 6 mm × 8 mm et de dimensions externes 10 mm × 10 mm. Les
huit barres sont ensuite enchâssées dans neuf supports en aluminium espacés tous les
128 mm (voir figure 2.12). Chaque support présente des usinages carrés répartis tous
les 45◦ (configuration Halbach) sur un cercle dont le diamètre dépend du support. Des
cales de sorbothane sont placées dans les barres en forme de U entre la face supérieure
des aimants et la face supérieur des usinages carrés afin de contraindre mécaniquement
les aimants dans les supports et empêcher d’éventuels déplacements. Les aimants cu-
biques sont enchâssés dans une dizième plaque qui est accolée à la monture disposée à
la fin du ralentisseur. Notons que les montures sont composées de deux parties vissées
ensemble, ce qui permet en particulier de monter/démonter le système autour de l’en-
2. Modèle Q128x06x06Zn-30SH de HKCM
3. Modèle W10Ni-N35 de HKCM
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ceinte à vide pour réaliser l’étuvage de la section relative au ralentisseur Zeeman. Deux
plaques de fer doux en forme de L, d’une épaisseur de 1 mm sont vissées autour des
neuf supports du dispositif. Ces plaques confèrent à l’ensemble du système une plus
grande rigidité, tout en réduisant les « fuites » de champ magnétique à l’entrée et à la
sortie du dispositif (voir figure 2.13 (a)).
2.2.2.2 Caractérisation du champ magnétique
Mesure du champ longitudinal
Le champ magnétique créé par l’assemblage décrit précédemment est mesuré à l’aide
d’une sonde à effet Hall transverse orientée perpendiculairement à l’axe vertical (axe y)
portant la composante non nulle du champ magnétique. Pour cela, la sonde est placée
au bout d’une tige en aluminium qui est translatée longitudinalement suivant l’axe du
ralentisseur Zeeman (axe z).
La mesure du champ magnétique s’effectue dans deux situations : en l’absence,
puis en présence du blindage magnétique en fer doux. L’écart entre les deux profils de
champ mesurés est obtenu en interpolant les données expérimentales, puis en calculant
la différence entre le profil en absence du blindage magnétique, et celui en sa présence,
comme le montre la figure 2.13 (a).
La mise en place du blindage magnétique n’est pas censée modifier significative-
ment le profil de champ magnétique à l’intérieur du ralentisseur Zeeman, ce qui se
vérifie plutôt bien entre les positions z = 0 m et z = 0.95 m, où la différence δB entre
les deux profils est centrée sur 0. Les écarts observés sur cet intervalle par rapport au
champ nul sont principalement dus aux erreurs de mesures, ce qui justifie pourquoi les
écarts en début de ralentisseur ont une amplitude faible, tandis que ceux observés en
fin de ralentisseur (entre z = 0.70 m et z = 0.95 m) ont une amplitude importante. En
effet, une erreur sur le positionnement de la sonde en début de ralentisseur n’entraîne
pas une erreur trop importante sur la mesure du champ magnétique, car celui-ci croît
relativement lentement. À l’inverse, l’erreur commise sur la mesure du champ en fin
de ralentisseur dépend beaucoup plus fortement du positionnement de la sonde, car
le champ croît rapidement. Néanmoins, l’écart-type des mesures par rapport à leur
valeur moyenne à l’intérieur du ralentisseur Zeeman permet d’estimer l’incertitude sur
la mesure du champ, qui vaut ±4 G. Par ailleurs, nous observons que le profil obtenu
avec blindage magnétique présente une décroissance beaucoup plus abrupte que celui
obtenu sans blindage, ce qui donne naissance aux deux « pics » centrés autour des
positions z = −0.05 m et z = 1 m et justifie la mise en place du blindage.
La figure 2.13 (b) montre la comparaison entre le champ calculé numériquement
(trait continu bleu), et la mesure expérimentale réalisée en présence du blindage ma-
gnétique (croix rouges). Notons le très bon accord entre les deux profils, avec un écart
relatif de l’ordre du pourcent sur la zone z = 0 m à z = 1 m. L’écart observé à l’entrée
et à la sortie du dispositif est principalement dû à la présence du blindage magnétique,








































Figure 2.13 – (a) Différence d’amplitude des champs magnétiques mesurés en absence,
puis en présence du blindage magnétique. La surface bleutée correspond à l’incertitude
sur le calcul de δB. (b) Comparaison entre le champ mesuré en présence du blindage
magnétique (croix rouges), et le profil de champ calculé numériquement (trait continu
bleu).
qui favorise la décroissance de l’amplitude du champ dans ces deux zones comme le
montre la figure 2.13 (a). En particulier, l’amplitude du champ magnétique résiduel
mesurée 10 cm après le ralentisseur Zeeman est inférieure au gauss et ne devrait pas
perturber le fonctionnement du piège magnéto-optique.
Par ailleurs, l’amplitude maximale de champ mesurée expérimentalement s’élève à
approximativement 1280 G au lieu des 1350 G prévus par les simulations numériques,
ce qui peut s’expliquer de deux façons différentes. Tout d’abord, la sonde détermine
le champ magnétique en évaluant le flux magnétique à travers une surface, par consé-
quent la valeur mesurée est une valeur moyennée sur la surface de détection. Le champ
magnétique variant très rapidement en sortie du ralentisseur Zeeman, il est possible
que la valeur moyenne mesurée soit « très » inférieure à la valeur pic, ce qui expli-
querait les 70 G d’écart observés. Par ailleurs, l’assemblage mécanique est imparfait
(positionnement des aimants dans les barres, des barres dans les montures, ...), ce qui
peut entraîner des variations du champ magnétique créé par le dispositif par rapport
au champ attendu. Enfin, l’aimantation rémanente des aimants fluctue légèrement d’un
aimant à l’autre, ce qui est source d’écarts au champ attendu. La valeur pic du champ
magnétique est estimée plus précisément par une mesure complémentaire basée sur le
signal de fluorescence des atomes, qui fera l’objet du prochain paragraphe.
Mesure de l’amplitude pic de champ magnétique du ralentisseur Zeeman
La mesure du champ de sortie du ralentisseur Zeeman est effectuée grâce au mon-
tage expérimental présenté figure 2.14. Les atomes de sodium contenus dans le four
s’échappent par un orifice étroit, et se propagent balistiquement dans l’enceinte à vide.
Après avoir parcouru environ 50 cm, les atomes pénètrent dans le ralentisseur Zeeman,













Figure 2.14 – Schéma du dispositif expérimental permettant de mesurer l’amplitude
Bf du champ magnétique à la sortie du ralentisseur Zeeman. Les atomes s’échappant
du four traversent l’enceinte à vide en régime balistique, avant d’être freinés dans le
ralentisseur Zeeman. Les atomes sont ensuite éclairés dans l’enceinte du piège magnéto-
optique par un faisceau sonde orienté à 45◦ dont le vecteur d’onde se projette positi-
vement/négativement suivant la direction du jet atomique, et le signal de fluorescence
est capté par une caméra.
où l’association d’un champ magnétique et d’un faisceau laser contra-propageant per-
met la décélération du jet atomique, dont la vitesse finale est notée vf . L’observation
des atomes s’effectue par une mesure de fluorescence dans l’enceinte du piège magnéto-
optique à l’aide d’un faisceau sonde se propageant à 45◦ du jet atomique, et orienté de
sorte que la projection de son vecteur d’onde suivant la direction de propagation du
jet atomique soit positive ou négative (voir schéma 2.14).
Le champ magnétique en sortie du ralentisseur Zeeman est estimé en déterminant
la fréquence du faisceau sonde pour laquelle le signal de fluorescence est maximum,
et ce pour différentes valeurs du désaccord du faisceau Zeeman, comme nous allons
l’expliquer ci-dessous.
En vertu des équations (1.26) et (1.27) vues dans le chapitre 1, le signal de fluores-










où s0 = I/Isat est le paramètre de saturation à résonance.
Le faisceau sonde étant dirigé à 45◦ du jet atomique, le désaccord total δ intervenant
dans l’expression précédente comprend le désaccord du faisceau sonde par rapport à la
transition cyclante impliquée dans la fluorescence, noté δs, et le terme de décalage par
effet Doppler relié à la vitesse v de l’atome et au vecteur d’onde k du faisceau sonde.
L’expression du désaccord total est donnée par :
δ = δs − k · v = δs ± kvf√
2
, (2.41)
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où k désigne le module du vecteur d’onde du faisceau sonde, et où le signe ± devant le
facteur k vf/
√
2 tient compte de l’orientation négative/positive du faisceau sonde.
Le maximum de fluorescence est observé lorsque le désaccord total δ est nul, c’est-




Par ailleurs, la vitesse en sortie du ralentisseur Zeeman est imposée par le désaccord
δ0 du faisceau Zeeman, et par l’amplitude pic Bf du champ magnétique. En effet, la
condition de résonance du faisceau Zeeman en sortie du ralentisseur s’obtient à partir
de la relation (2.18) :
δ0 + kvf +
µBBf
~
= δc , (2.43)
d’où se déduit l’expression de la vitesse vf :
vf (δ0, Bf ) = −1
k
(
δ0 − δc + µBBf~
)
. (2.44)
En remplaçant vf dans la relation (2.42) par son expression donnée par la relation
(2.44), il vient :
δs = ± 1√
2
(
δ0 − δc + µBBf~
)
. (2.45)
L’équation (2.45) met en évidence la relation affine qui existe entre la fréquence
du faisceau sonde pour laquelle le signal de fluorescence est maximum, et la fréquence
du faisceau Zeeman. La pente de la droite obtenue est un simple facteur numérique
±1/√2, dont le signe dépend de l’orientation négative/positive du faisceau sonde. À
l’inverse, l’ordonnée à l’origine fait intervenir des constantes, dont la valeur Bf du
champ de sortie du ralentisseur Zeeman.
L’obtention de l’amplitude pic du champ dans le ralentisseur Zeeman se fait donc de
la manière suivante : pour un choix de désaccord δ0 du faisceau Zeeman, le désaccord δs
du faisceau sonde est balayé sur plusieurs dizaines de mégahertz à travers la résonance.
La courbe obtenue est alors ajustée par un profil lorentzien, donnant ainsi accès au
désaccord du faisceau sonde correspondant au maximum de fluorescence, c’est-à-dire
vérifiant la relation (2.42). L’opération est répétée pour plusieurs valeurs du désaccord
δ0.
Les courbes de résonance obtenues sont présentées figure 2.15 (a). Notons que le
faisceau sonde utilisé pour la fluorescence possède un waist de l’ordre de 500 µm, et
un paramètre de saturation s0 ≈ 0.03, afin de limiter l’élargissement des courbes de
résonance. Les couples de points {δ0, δs} déterminés par cette technique de mesure
sont représentés sur la figure 2.15 (b). Les mesures expérimentales effectuées à l’aide
d’un faisceau sonde orienté négativement par rapport au jet atomique sont repérées


































Figure 2.15 – (a) Signaux de fluorescence obtenus en balayant le désaccord δs du
faisceau sonde pour plusieurs valeurs du désaccord δ0 du faisceau Zeeman. (b) Désac-
cord du faisceau sonde à résonance en fonction du désaccord du faisceau Zeeman. Les
droites représentent des ajustements linéaires ayant pour modèle la relation (2.45) dont
le paramètre Bf est laissé libre. Les zones claires autour des droites représentent les
incertitudes déduites des résidus des ajustements.
par des signes « + » bleus, tandis que les données relatives aux mesures par un faisceau
orienté positivement par rapport au jet sont repérées par des symboles « x » rouges.
L’ensemble de ces données expérimentales est ensuite ajusté par un modèle linéaire,
dont la pente est imposée à ±1/√2, et dont l’ordonnée à l’origine est laissée libre. En
supposant que le désaccord des atomes dans le ralentisseur Zeeman vérifie δc = −1.2Γ
(voir la section 2.2.2.3), le meilleur ajustement au sens des moindres carrés donne
comme champ de sortie Bf = 1304 ± 3 G, où l’incertitude est estimée à partir des
résidus de l’ajustement. Remarquons que cette valeur est supérieure à celle mesurée à
l’aide de la sonde de champ magnétique à effet Hall, mais reste néanmoins plus faible
que la valeur de 1350 G prévue par les simulations numériques.
2.2.2.3 Paramètres expérimentaux du ralentisseur Zeeman
Les valeurs numériques données dans le tableau 2.1 représentent les paramètres
théoriques que nous avions fixés lors de la conception du ralentisseur Zeeman. En rai-
son des contraintes expérimentales, le profil de champ réalisé s’écarte légèrement du
profil de champ idéal, et les paramètres que nous mesurons expérimentalement sont
sensiblement différents des paramètres idéaux.
Nous avons conçu le ralentisseur Zeeman de sorte que les atomes subissent une force
constante et égale à la moitié de la force de pression de radiation maximale, fixant ainsi
la valeur du paramètre η à 0.5. Dans le régime d’opération optimal (voir la partie 3.2.2
du chapitre 3), le faisceau Zeeman possède un waist de 0.5 cm et une puissance qui vaut
P = 34 mW, il vérifie alors I = 14Isat. Cependant, nous verrons dans la section 2.3.1.1
que seule la moitié de la puissance du faisceau Zeeman contribue au ralentissement des
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atomes, car le faisceau n’est pas dans un état de polarisation σ− pur, mais dans une
superposition σ+ + σ−. Ainsi, la puissance utile pour le ralentissement vaut P/2, et
l’intensité utile vaut I− = I/2 = 7Isat. À partir de la relation (2.33), nous trouvons
que le désaccord perçu par les atomes dans le ralentisseur Zeeman vaut δc = −1.2Γ.
L’interpolation des mesures de champ magnétique longitudinal présentées sur la
figure 2.13 (b) permet de déterminer l’amplitude du champ magnétique à l’entrée du
ralentisseur Zeeman, qui est de l’ordre de 287 ± 4 G, où l’incertitude sur la mesure
est estimée dans le paragraphe portant sur la mesure du champ longitudinal dans la
partie 2.2.2.2. Or, nous avons montré dans la section précédente que le champ pic
en sortie du ralentisseur Zeeman vaut approximativement 1304 ± 3 G. Ainsi, l’ampli-
tude de variation du champ magnétique dans le ralentisseur Zeeman est donnée par
∆B = 1017± 7 G, qui est proche des 1050 G prévus par les simulations numériques.
Par ailleurs, nous verrons dans le chapitre 3 section 3.2.2 que le désaccord optimal
mesuré expérimentalement pour le faisceau Zeeman vaut δ0 = −1885 MHz. D’après
l’ajustement représenté sur la figure 2.15 (b), un faisceau sonde orienté à 45◦ du jet
atomique dans le sens négatif (voir figure 2.14) est à résonance avec les atomes du
jet pour un désaccord de −34 ± 3 MHz lorsque le désaccord du faisceau Zeeman est
réglé à −1885 MHz. De cette mesure nous pouvons extraire la vitesse des atomes en
sortie du ralentisseur Zeeman, qui vaut vf = 28 ± 3 m.s−1, en très bon accord avec
la valeur de 30 m.s−1 que nous avons considérée lors de la conception du dispositif.
De plus, en connaissant l’amplitude du champ magnétique à l’entrée du ralentisseur
Zeeman, ainsi que le désaccord du faisceau Zeeman, nous trouvons en vertu de la
relation 2.21 que la vitesse de capture du ralentisseur Zeeman vaut v0 = 870±3 m.s−1.
Cette vitesse est inférieure de 80 m.s−1 à la valeur que nous attendions, ce qui réduit
l’efficacité du ralentisseur Zeeman. L’ensemble des valeurs déterminées par les mesures
expérimentales est donné dans le tableau récapitulatif 2.3.
Paramètres Valeur expérimentale
v0 [m.s−1] 870± 3
vf [m.s−1] 28± 3
η 0.5
Bb [G] 287± 4
∆B [G] 1017± 7
δc/2pi [MHz] −12
δ0/2pi [MHz] −1885
Table 2.3 – Tableau récapitulatif des paramètres du ralentisseur Zeeman déduits des
mesures expérimentales.
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2.3 Fonctionnement du ralentisseur Zeeman
2.3.1 Pompage optique vers l’état hyperfin |F = 1〉
2.3.1.1 Polarisation du faisceau Zeeman
La relation (2.39) montre que le champ magnétique produit par la configuration de
Halbach à huit aimants est orienté suivant l’axe y, c’est-à-dire dans un plan transverse
à la direction de propagation du faisceau laser, qui s’effectue suivant l’axe z. Par consé-
quent, la polarisation du faisceau Zeeman est en toute généralité une superposition de
composantes de polarisation pi et σ±.
En présence du fort champ magnétique régnant dans le ralentisseur Zeeman, les
composantes pi et σ+ du laser sont hors de résonance avec les atomes à cause du déca-
lage en fréquence des niveaux atomiques par effet Zeeman. Malgré tout, elles peuvent
être responsables (en particulier la composante pi) du dépompage des atomes vers l’état
|F = 1〉 à partir des niveaux excités |F ′ = 1〉 et |F ′ = 2〉, ce qui compromet le fonction-
nement du ralentisseur Zeeman car les atomes dans l’état |F = 1〉 ne sont pas ralentis.
Il est cependant possible de s’affranchir de la composante pi en préparant un faisceau
laser dont la polarisation est linéaire et orientée perpendiculairement à l’axe du champ
magnétique. Dans cette configuration, la polarisation du laser est une superposition de
composantes σ+ et σ− uniquement, ce qui permet de maximiser la fraction de compo-
sante de polarisation σ− dans le faisceau.
Néanmoins, la présence d’une composante de polarisation σ+ dans le faisceau Zee-
man impose deux contraintes. Comme nous l’avons évoqué ci-dessus, elle offre des
canaux de désexcitation vers le niveau fondamental |F = 1〉 et diminue ainsi l’efficacité
du ralentisseur Zeeman. Par ailleurs, la puissance laser est identiquement répartie entre
les composantes de polarisation σ+ et σ−. Par conséquent, la moitié de la puissance,
portée par la composante σ+, est perdue car elle ne contribue pas au ralentissement
atomique.
Remarquons que les effets néfastes mentionnés précédemment proviennent de l’orien-
tation transverse du champ magnétique par rapport au sens de propagation du faisceau
laser. Dans un ralentisseur Zeeman « classique », le champ magnétique est produit par
un solénoïde enroulé autour de l’axe de propagation des atomes. Le champ magnétiqué
ainsi créé est colinéaire au faisceau laser. Il est alors possible de définir un état de pola-
risation σ− pur par rapport à l’axe de quantification imposé par le champ magnétique,
ce qui évite les effets négatifs liés à l’utilisation d’un champ transverse.
2.3.1.2 Mesures préliminaires
Les effets du faisceau Zeeman sur le jet atomique peuvent être observés dans l’en-
ceinte du piège magnéto-optique par des mesures de fluorescence ou d’absorption. Le
montage expérimental que nous avons mis en place pour réaliser ces études est repré-
senté sur la figure 2.16. Les atomes traversent la zone de ralentissement, puis atteignent












Figure 2.16 – Schéma représentant le dispositif expérimental utilisé pour effectuer les
mesures par fluorescence et par absorption sur le jet atomique dans l’enceinte du piège
magnéto-optique. Le faisceau sonde est disposé transversalement à l’axe de propagation
des atomes.
la chambre du piège magnéto-optique. Ils sont alors éclairés par un faisceau sonde trans-
verse à leur direction de propagation, ce qui permet de s’affranchir de l’effet Doppler
et d’interroger la totalité des classes de vitesse.
Le faisceau « Imagerie » représenté sur la figure 2.16 correspond au faisceau d’ima-
gerie par absorption, tandis que le faisceau utilisé pour les mesures par fluorescence
se propage suivant un axe perpendiculaire au plan de la figure. Les signaux provenant
de l’interaction de l’un ou l’autre de ces faisceaux avec les atomes sont ensuite captés
par une caméra CCD (voir partie 1.3.3), provisoirement placée dans l’axe du faisceau
d’imagerie par absorption.
Mesures par fluorescence
Les premières mesures que nous avons réalisées consistent à observer le niveau de
fluorescence des atomes en fonction du désaccord du faisceau sonde autour de la tran-
sition cyclante |F = 2〉 → |F ′ = 3〉. Pour ces mesures, le faisceau Zeeman possède un
waist de 0.5 cm, une intensité qui vaut I = 10Isat, et un désaccord en fréquence de
−1885 MHz. Le faisceau sonde possède quant à lui un diamètre de l’ordre 0.8 cm, et son
intensité vaut 0.2Isat. Les atomes sont éclairés par le faisceau sonde pendant une durée
Texp = 100 ms, tout d’abord en l’absence de faisceau Zeeman, puis en sa présence. Les
résultats des mesures sont présentés figure 2.17 (a).
Les courbes observées dans les deux situations présentent une allure compatible
avec le profil lorentzien attendu lorsqu’un faisceau sonde est balayé en fréquence autour
d’une transition atomique. De même, la largeur à mi-hauteur des signaux est en accord
avec la largeur théorique en fréquence donnée par Γ = 2pi × 9.79 MHz pour la raie D2
du sodium. Les barres d’erreur sur les mesures, qui sont plus petites que la taille des
points sur la figure 2.17 (a), représentent l’écart-type calculé à partir d’un échantillon
de 2 répétitions par point.
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Figure 2.17 – (a) Mesures du niveau de fluorescence du jet atomique dans l’enceinte
du piège magnéto-optique en l’absence (ronds bleus), puis en présence (losanges rouges)
du faisceau Zeeman en fonction du désaccord du faisceau sonde. (b) Mesures du nombre
d’atomes par absorption dans les mêmes conditions que la figure (a). Les barres d’erreur
représentent l’erreur statistique calculée à partir d’un échantillon de 2 mesures pour la
figure (a), et de 20 mesures pour la figure (b).
Les résultats de la figure 2.17 (a) montrent qu’en présence du faisceau Zeeman, l’am-
plitude du signal de fluorescence est typiquement divisée par un facteur 2.5 lorsque la
sonde est à résonance, ce qui ne peut être expliqué par une simple modification de la
distribution de vitesse des atomes. D’après la relation (1.28), le nombre de photons émis
par un atome dépend du temps pendant lequel celui-ci interagit avec le faisceau sonde.
En supposant que le ralentisseur Zeeman fonctionne parfaitement, nous avons estimé
dans la partie 2.1.4.2 que 64 % des atomes devraient être ralentis. Par conséquent, cette
portion d’atomes devrait interagir beaucoup plus longtemps avec le faisceau sonde en
présence du faisceau Zeeman qu’en son absence. Ainsi, le signal de fluorescence devrait
être beaucoup plus important en présence du faisceau Zeeman, ce qui est contradictoire
avec nos observations expérimentales.
Afin de donner une interprétation à ces résultats, nous avons décidé de les complé-
ter avec des mesures par absorption.
Mesures par absorption
Les mesures par absorption sont effectuées à l’aide d’un faisceau sonde pulsé pen-
dant une durée Texp = 35 ms. Ce faisceau dont le waist vaut 0.5 cm est très peu intense,
son intensité I vérifiant I  Isat. Le résultat des mesures par absorption est présenté
figure 2.17 (b).
Les profils mesurés sont beaucoup plus complexes à interpréter dans le cas des me-
sures par absorption. Le rapport signal à bruit est beaucoup plus faible que dans le cas
des mesures par fluorescence, et les barres d’erreur sont ici obtenues par un traitement
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statistique sur 20 répétitions par point. Néanmoins, les observations expérimentales
sont qualitativement en accord avec les données de fluorescence, et montrent que le si-
gnal mesuré en présence du faisceau Zeeman est beaucoup plus faible qu’en son absence.
Discussion des résultats
Deux scénarios peuvent rendre compte de la chute du nombre d’atomes observés
dans l’enceinte du piège magnéto-optique en présence du faisceau Zeeman.
La première hypothèse consiste à interpréter la diminution du signal mesuré comme
une baisse globale du flux atomique parvenant dans l’enceinte du piège magnéto-optique
résultant de l’interaction avec le faisceau Zeeman. Cela signifierait donc que la force de
pression de radiation exercée par le faisceau Zeeman est suffisamment importante pour
qu’une fraction non négligeable des atomes fasse « demi-tour » en sortie du ralentisseur
Zeeman. Cependant, cette hypothèse ne nous paraît pas vraiment réaliste, d’autant
plus que les mesures présentées sur la figure 2.15 (b) permettent d’estimer la vitesse
des atomes arrivant dans l’enceinte du piège magnéto-optique à environ 30 m.s−1 pour
un désaccord du faisceau Zeeman de −1885 MHz.
La seconde hypothèse permettant d’interpréter les observations expérimentales se-
rait une redistribution des populations des états atomiques induite par l’interaction
avec le faisceau Zeeman. En effet, dans la partie 2.3.1.1 nous avons expliqué que la
présence d’une composante de polarisation σ+ dans le faisceau Zeeman pouvait entraî-
ner un dépompage des atomes vers l’état fondamental |F = 1〉. Ainsi, il y aurait un
rééquilibrage des populations en faveur de l’état |F = 1〉 qui n’est pas interrogé par le
faisceau sonde, ce qui justifierait la chute du signal mesuré dans les deux expériences
décrites ci-dessus qui ne sondent que l’état |F = 2〉.
Une mesure relativement simple permet de vérifier que le second mécanisme proposé
est responsable du comportement mis en évidence expérimentalement. Il s’agit pour
cela de mesurer le niveau de fluorescence du jet atomique à l’aide d’un faisceau sonde
comportant deux composantes de fréquence. La première est réglée sur la transition
cyclante |F = 2〉 → |F ′ = 3〉 (comme dans le cas précédent), tandis que la seconde est
réglée sur la transition de repompage |F = 1〉 → |F ′ = 2〉.
En éclairant les atomes avec un tel faisceau sonde, le signal de fluorescence devient
sensible aux populations des deux états hyperfins fondamentaux |F = 1〉 et |F = 2〉. La
figure 2.18 montre les mesures expérimentales réalisées en l’absence, puis en présence
du faisceau Zeeman lorsque le faisceau sonde possède deux composantes de fréquence.
Le signal de fluorescence observé est clairement plus important en présence du faisceau
Zeeman qu’en son absence.
Dans l’hypothèse où le faisceau Zeeman diminuerait le flux atomique, le signal de
fluorescence mesuré dans l’enceinte du piège magnéto-optique devrait diminuer en dé-
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Figure 2.18 – Mesures du niveau de fluorescence du jet atomique dans l’enceinte du
piège magnéto-optique en fonction du désaccord d’un faisceau sonde comportant une
composante de fréquence sur la transition cyclante, et une composante de fréquence
sur la transition de repompage. Contrairement aux mesures présentées figure 2.17 (a),
le signal observé en présence du faisceau Zeeman (losanges rouges) est plus important
que celui mesuré en son absence (ronds bleus) lorsque le faisceau sonde comporte une
composante de repompage. Ces observations confirment l’existence d’une redistribution
des populations vers le niveau |F = 1〉 induite par le faisceau Zeeman.
pit du fait que le faisceau sonde possède désormais deux composantes en fréquence, ce
qui est contradictoire avec les mesures présentées figure 2.18.
En revanche, l’hypothèse de redistribution des populations permet de donner une
interprétation aux résultats expérimentaux. Dans cette situation les atomes dépompés
dans l’état |F = 1〉 contribueront autant au signal de fluorescence que des atomes iden-
tiques non dépompés, du fait de la composante de repompage du faisceau sonde qui les
ramène sur la transition cyclante. Par ailleurs, les atomes non dépompés sont ralentis
par le faisceau Zeeman, ils interagissent donc plus longtemps avec le faisceau sonde, et
apportent une plus grande contribution au signal de fluorescence.
Ainsi, l’augmentation du niveau de fluorescence observée en présence du faisceau
Zeeman est compatible avec une hypothèse de redistribution partielle des populations
atomiques vers |F = 1〉, accompagnée d’un ralentissement de la fraction non dépompée
occupant l’état |F = 2〉.
2.3.2 Étude de la dynamique interne des atomes – résolution
des équations de Bloch optiques
Afin d’interpréter les données expérimentales, nous avons développé un algorithme
permettant de simuler la dynamique interne des atomes en présence d’un ou de plu-
sieurs faisceaux lasers. Après avoir rappelé la structure des équations de Bloch optiques
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décrivant l’état du système atomique, nous présentons les résultats obtenus numérique-
ment et les comparons avec les mesures expérimentales.
2.3.2.1 Équations de Bloch optiques
Considérons un ensemble d’atomes en interaction avec un champ électrique E(t).
En négligeant le couplage aux modes quantiques du champ électromagnétique du vide,
la dynamique du système est dictée par l’hamiltonien :
Hˆ = Hˆat + Hˆint , (2.46)
où Hˆat décrit les degrés de liberté internes de l’atome, et Hˆint traduit le couplage entre
les atomes et le champ électrique.
Afin de conserver la généralité du problème, la structure atomique considérée com-
porte un niveau fondamental et un niveau excité pouvant être dégénérés, ce qui permet
de prendre en compte la structure hyperfine et/ou Zeeman d’un atome, et en particu-
lier celui de sodium. Dans la suite, la notation |α〉 fera référence à l’un des états du
multiplet fondamental, tandis que la notation |β〉 renverra à l’un des états du multiplet
excité.







Eβ |β〉 〈β| , (2.47)
où Eα et Eβ correspondent aux énergies des niveaux fondamentaux et excités qui
dépendent de l’environnement atomique, notamment de la présence d’un champ ma-
gnétique.
Dans le cadre de l’approximation dipolaire électrique, l’hamiltonien d’interaction
peut s’écrire sous une forme simple :
Hˆint = −d ·E , (2.48)
où d est l’opérateur dipôle électrique qui couple les niveaux fondamentaux |α〉 aux




dβα |α〉 〈β|+ dαβ |β〉 〈α| , (2.49)
où les coefficients de l’opérateur dipôle électrique vérifient dαβ = d∗βα.
À cause du couplage existant entre l’atome et son environnement (collisions avec
les autres atomes, ...), l’approche basée sur le formalisme des vecteurs d’état n’est pas
adaptée du fait de la dimension gigantesque de l’espace de Hilbert à considérer. Une
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façon de surmonter ce problème consiste à traiter le problème dans le cadre du forma-
lisme de la matrice densité [149].
Notons z l’axe sur lequel se déplacent les atomes, et v la projection de leur vec-
teur vitesse. Le système atomique est décrit par une matrice densité ρ(z, v, t), dont













où le dernier terme apparaissant dans la relation précédente décrit phénoménologique-
ment les processus de relaxation induits par le couplage entre l’atome et son environ-
nement. Ces mécanismes peuvent avoir diverses origines selon le système étudié, parmi
lesquelles l’émission spontanée, les collisions avec d’autres atomes, l’interaction avec
les phonons d’un réseau cristallin, ou encore les fluctuations thermiques dans un fluide.
Dans la situation considérée ici, les atomes quittent le four et se propagent balistique-
ment jusqu’à l’enceinte du piège magnéto-optique. Le système étudié est donc dilué,
et seule la contribution de l’émission spontanée sera prise en compte. Par ailleurs, le
premier terme de la relation (2.50) est une dérivée totale, qui peut se décomposer le
long d’une trajectoire atomique sous la forme d/dt = ∂/∂t+ v ∂/∂z.
Sachant que les mécanismes d’excitation et de relaxation des états fondamentaux









































− (iωβα + γβα) ρβα ,
(2.51)
où sont définies les pulsations ωmn = (Em − En)/~.
Les termes diagonaux de la matrice densité s’interprètent comme les populations
des différents niveaux atomiques. Les états excités |β〉 ont une durée de vie finie, et se
dépeuplent par désexcitation radiative avec un taux Γβ = Γ, où Γ = 2pi × 9.79 MHz
pour la raie D2 du sodium. À l’inverse, les états fondamentaux |α〉 ont une durée de
vie infinie, et se peuplent avec des taux Γβα, qui vérifient l’égalité
∑
α Γβα = Γβ.
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Les termes hors diagonaux de la matrice densité, qui correspondent aux cohérences
entre les états atomiques, relaxent quant à eux avec des taux γmn. Ces derniers dé-
pendent du système considéré et tiennent compte de tous les mécanismes impliqués
dans la dynamique de relaxation des cohérences, tels que l’émission spontanée, les col-
lisions entre atomes, ou encore les fluctuations d’un éventuel champ magnétique. Le
jet atomique sortant du four est suffisamment dilué pour que tous les mécanismes de
relaxation autres que l’émission spontanée puissent être négligés. Ainsi, les cohérences
relatives aux transitions |α〉 ↔ |β〉 relaxent avec un taux γβα = Γ/2 [149], et les cohé-
rences associées aux transitions |β〉 ↔ |β′〉 relaxent avec un taux γββ′ = Γ. Par ailleurs,
nous avons supposé que les états fondamentaux avaient une durée de vie infinie, les co-
hérences intra-multiplicité correspondant aux transitions |α〉 ↔ |α′〉 ont donc un taux
de relaxation γαα′ = 0.
















































La résolution du jeu d’équations (2.52) est dans le cas général particulièrement
complexe. Il est donc nécessaire de procéder à des simplifications, ce qui fera l’objet de
la prochaine partie.
2.3.2.2 Approximation de l’onde tournante
Les expériences présentées dans la partie 2.3.1.2 correspondent à une situation
« simple » où les atomes s’échappant du four interagissent uniquement avec le fais-
ceau Zeeman, dont le champ électrique s’écrit E = E0 cos(ω0t− kz). Le système (2.52)
décrit bien ce cas de figure, mais la présence explicite du temps dans les équations
d’évolution empêche de déterminer la solution du problème.
Il convient donc d’éliminer cette dépendance en faisant l’approximation de l’onde
tournante, qui consiste à effectuer la substitution ρβα → ρ˜βαe−i(ω0t−kz). Suite à ce
changement de variables, des termes oscillant aux pulsations e±2iω0t apparaissent dans
le développement (2.52). Cependant, la dynamique associée à ces termes est bien plus
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rapide que la dynamique des autres termes du développement, et leur contribution























































où Ωβα = −dβα · E0/~ désigne la pulsation de Rabi associée à la transition |α〉 → |β〉,
et δβα = ω0 − ωβα − kv est le désaccord incluant l’effet Doppler lié au déplacement
atomique.
Le système (2.53) peut se réécrire sous une forme plus commode :
dΠ
dt
= MpiΠ +Mσ [E0] Σ˜ ,
dΣ˜
dt
= NσΣ˜ +Npi [E0] Π +Nλ [E0] Λ ,
dΛ
dt
= PλΛ + Pσ [E0] Σ˜ ,
(2.54)
où Π, Σ˜, et Λ sont des vecteurs qui contiennent respectivement les composantes de
populations, de cohérences liées aux transitions |α〉 ↔ |β〉, et de cohérences « intra-
multiplicité » |α〉 ↔ |α′〉, et |β〉 ↔ |β′〉 du vecteur ρ. Par ailleurs, Mi, Ni et Pi sont
des matrices à coefficients constants et indépendants du temps, tandis que la notation
X [E0] signifie que X est une matrice dont les coefficients dépendent explicitement des
composantes du champ électrique.
Le système (2.54) peut se réécrire sous une forme encore plus compacte :
dρ
dt
= M(v, δ,E0)ρ , (2.55)
où M est une matrice dépendant de la vitesse v de l’atome, ainsi que des propriétés du
faisceau laser, à savoir sa polarisation et son intensité, contenues dans la variable E0,
ainsi que son désaccord δ défini par rapport à une transition atomique de référence. Le
système différentiel (2.55) admet alors comme solution générale :
ρ(t) = eMtρ0 , (2.56)
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où ρ0 désigne l’état initial du système. Cette relation donne accès à l’ensemble des
propriétés du système atomique (populations et cohérences) au cours du temps.
2.3.2.3 Méthodes de résolution
Approche itérative
L’évolution temporelle de la matrice densité est déterminée itérativement à par-
tir de la relation (2.56). Pour cela, le temps est découpé en intervalles de durées dt
suffisamment petits pour que l’exponentielle de matrice eMdt puisse être calculée nu-
mériquement. La matrice densité à l’instant tn = ndt est alors calculée à partir de sa
valeur à l’instant tn−1 = (n− 1)dt de la façon suivante :
ρ(tn) = e
Mdtρ(tn−1) avec ρ(0) = ρ0 . (2.57)
L’approche itérative fournit une solution « générale » dans le sens où l’ensemble du
traitement est basé uniquement sur l’approximation de l’onde tournante. Néanmoins,
cette méthode peut être difficilement exploitable du fait de la taille importante de la
matrice M . En effet, celle-ci comporte N2 ×N2 coefficients, où N = 24 est le nombre
de niveaux Zeeman considérés pour la raie D2 de l’atome de sodium, et le calcul de
l’exponentielle de la matrice M peut être gourmand en temps. Par ailleurs, la matrice
d’évolution M dépend explicitement des paramètres du problème. Ainsi, du fait de sa
grande taille, une étude systématique du problème reposant sur la modification d’un
ou de plusieurs de ces paramètres devient difficilement réalisable.
Équations de taux
La structure des deux dernières équations du système (2.53) montre que la dyna-
mique de relaxation des éléments ρββ′ et ρ˜βα de la matrice densité s’effectue sur des
échelles de temps de l’ordre de Γ−1, c’est-à-dire environ 16 ns pour la raie D2 du so-
dium. À l’inverse, la dynamique d’évolution des populations et des cohérences de l’état
fondamental est en général très lente comparée à cette échelle de temps. L’existence
de ces deux échelles de temps distinctes permet de simplifier le système (2.53) en sup-
posant que les cohérences ρββ′ et ρ˜βα sont à tout instant dans leur état stationnaire,
c’est-à-dire qu’elles s’adaptent « instantanément » à l’évolution des variables lentes du
système considéré. Ainsi, les équations sur les cohérences donnent :
Λst = −P−1λ Pσ [E0] Σ˜st ,
Σ˜st = −
(
Nσ −Nλ [E0]P−1λ Pσ [E0]
)−1
Npi [E0] Π .
(2.58)
En injectant ces résultats dans le système (2.54), nous aboutissons aux équations
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qui peuvent se réécrire sous la forme :
dΠ
dt
= RΠ , (2.60)









est formellement analogue à la relation (2.55), et ses solutions sont données par :
Π(t) = eRt Π0 , (2.61)
où Π0 est le vecteur des populations à l’instant initial.
La solution du système (2.61) est obtenue en appliquant la méthode itérative pré-
sentée dans le paragraphe précédent. Cependant, l’approximation (2.58) permet de se
ramener à une équation faisant intervenir une matrice R de taille N ×N au lieu de la
matrice M de taille N2 × N2 apparaissant dans le système (2.55). Comme le sodium
possède 24 niveaux Zeeman, le gain de temps sur les calculs matriciels est considérable
et permet d’extraire en un temps raisonnable des informations sur le système.
2.3.2.4 Résultat des simulations
Description du système considéré
Pour comprendre les résultats expérimentaux présentés figure 2.17, il convient de
simuler le comportement du système dans la situation décrite par la figure 2.16.
L’étude que nous avons réalisée porte uniquement sur l’interaction des atomes avec
le faisceau Zeeman sur les 50 cm séparant la sortie du four et l’entrée du ralentisseur
Zeeman. La dynamique du système dans le ralentisseur Zeeman n’est pas considérée
pour les deux raisons mentionnées ci-dessous.
Tout d’abord, le calcul de l’évolution temporelle de la matrice densité est extrême-
ment délicat dans le ralentisseur Zeeman car le champ magnétique n’est pas constant.
Par conséquent, la matrice M intervenant dans la relation (2.55) doit être reconstruite
à chaque pas de temps dt pour tenir compte de la modification de la structure ato-
mique liée à la présence d’un champ magnétique variant spatialement. Ce processus
de reconstruction est lourd et demande un temps de calcul non négligeable, auquel
s’ajoute le temps de calcul de l’évolution temporelle. En restreignant notre étude à la
zone en amont du ralentisseur Zeeman, la matrice M est construite une seule fois au
début de l’algorithme, rendant ainsi possible une résolution itérative du système (2.55)
en un temps raisonnable.
Par ailleurs, les effets de dépompage observés sont liés à la présence d’une com-
posante de polarisation σ+ dans le faisceau Zeeman. Or, le fort champ magnétique
régnant dans le ralentisseur Zeeman pousse la composante σ+ très hors résonance de la
transition cyclante du sodium, tandis que la composante σ− reste à résonance. Ainsi, la
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probabilité pour un atome d’absorber un photon σ− est bien supérieure à la probabilité
d’absorber un photon σ+, et cette composante ne devrait donc avoir « aucun » effet
dans le ralentisseur Zeeman.
En revanche, le dépompage induit par la composante de polarisation σ+ est sus-
ceptible de jouer un rôle majeur dans les 50 cm précédant le ralentisseur Zeeman. En
effet, le champ magnétique est quasiment nul dans cette zone, les sous-niveaux Zee-
man atomiques sont donc dégénérés en énergie. De ce fait, les probabilités d’absorber
un photon de l’une ou l’autre des composantes de polarisation sont égales, ce qui peut
favoriser le dépeuplement de l’état |F = 2〉 et expliquer les observations expérimentales.
Évolution des populations depuis un état équi-réparti
Nous faisons l’hypothèse que les populations atomiques en sortie de four occupent
de façon égale les huit sous-niveaux Zeeman associés aux états hyperfins fondamentaux
|F = 1〉 et |F = 2〉. Ainsi, 3/8 des atomes peuplent l’état hyperfin |F = 1〉, tandis que
les 5/8 restants se trouvent dans l’état |F = 2〉, ce qui définit précisément l’état initial
ρ0 dans les simulations en supposant que les cohérences sont nulles.
À partir de cet état initial, nous étudions l’évolution temporelle de la matrice den-
sité décrivant le système atomique en présence du faisceau Zeeman de polarisation
(σ+ + σ−), de paramètre de saturation sZ = 10, et de désaccord δZ = −1885 MHz
par rapport à la transition cyclante du sodium entre les états |F = 2,mF = −2〉 et
|F ′ = 3,mF ′ = −3〉.
La figure 2.19 (a) représente la fraction d’atomes dans l’état |F = 2〉, notée ζ(2),
en fonction de la distance parcourue entre la sortie du four et l’entrée du ralentisseur
Zeeman pour 200 classes de vitesse comprises entre va = 30 m.s−1 et vb = 2000 m.s−1.
Du fait de l’effet Doppler, le faisceau Zeeman est à résonance avec les transitions
|F = 2〉 → |F ′ = 1, 2, 3〉 pour des atomes dont la vitesse est typiquement comprise
entre 850 m.s−1 et 1250 m.s−1. Par conséquent, ces atomes échangent beaucoup de
photons avec le faisceau Zeeman et sont à la fois très rapidement et très efficacement
dépompés vers l’état |F = 1〉. La figure 2.19 (b) montre qu’après avoir parcouru 50 cm,
ces classes de vitesse ont échangé suffisamment de photons avec le faisceau Zeeman
pour atteindre l’état stationnaire du système (2.55).
Par ailleurs, toutes les autres classes de vitesse inférieures à 1600 m.s−1 subissent
un dépompage progressif vers l’état |F = 1〉 au cours de leur déplacement. Cet effet
est moins prononcé que pour les atomes se déplaçant entre 850 m.s−1 et 1250 m.s−1
car l’effet Doppler ne compense pas exactement le désaccord du faisceau Zeeman, qui
est donc plus loin de résonance avec les atomes. Le taux de diffusion de photons est
alors assez faible, mais la durée d’interaction est suffisante pour que le processus de
dépompage dépeuple malgré tout le niveau |F = 2〉 de façon significative. Remarquons




















Figure 2.19 – (a) Fraction atomique dans l’état |F = 2〉 en fonction de la distance
parcourue entre la sortie du four et l’entrée du ralentisseur Zeeman pour plusieurs
classes de vitesse. (b) Occupation de l’état |F = 2〉 après 50 cm d’interaction avec le
faisceau Zeeman (trait bleu continu), et état stationnaire du système (courbe pointillée
rouge) en fonction de la vitesse des atomes. La courbe grisée, ainsi que la ligne poin-
tillée noire correspondent respectivement à la distribution de vitesse des atomes, et à
l’occupation initiale du niveau |F = 2〉 en sortie de four. Les figures (c) et (d) sont
identiques aux figures (a) et (b), mais concernent uniquement le sous-niveau Zeeman
|F = 2,mF = −2〉.
cependant que ces atomes n’ont pas la possibilité d’échanger assez de photons en 50 cm
pour atteindre l’état stationnaire.
En revanche, la population de l’état |F = 2〉 augmente pour les atomes dont la
vitesse est supérieure à 1600 m.s−1. Ces derniers interagissent avec le faisceau Zeeman
dont le désaccord corrigé par l’effet Doppler est proche de +1713 MHz, c’est-à-dire
à résonance avec la transition de repompage |F = 1〉 → |F ′ = 2〉. Une fraction des
atomes peuplant initialement l’état |F = 1〉 est donc transférée vers le niveau |F = 2〉.
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Les figures 2.19 (c) et (d) représentent la fraction atomique dans le sous-niveau
Zeeman |F = 2,mF = −2〉, notée ζ(2,−2), dans les mêmes conditions que les figures (a)
et (b). Le comportement observé pour ce sous-niveau particulier est qualitativement le
même que celui du niveau |F = 2〉.
Contrairement à la population totale du niveau |F = 2〉, la fraction atomique occu-
pant le sous-niveau |F = 2,mF = −2〉 n’est pas significativement affectée par l’interac-
tion avec le faisceau Zeeman pour les atomes dont la vitesse est typiquement inférieure
à 500 m.s−1. Cet état semble donc « protégé » pour les atomes peu rapides, et la baisse
de population observée sur l’ensemble de l’état |F = 2〉 concerne donc majoritairement
les autres sous-niveaux Zeeman.
Comparaison des simulations avec l’expérience
Les données expérimentales présentées figure 2.17 dépendent de la population ato-
mique dans l’état |F = 2〉 en présence, ou en l’absence du faisceau Zeeman. Afin de
comparer ces observations aux simulations numériques, il convient de calculer la portion
d’atomes peuplant l’état |F = 2〉, notée N(2), après 50 cm d’interaction avec le faisceau
Zeeman. Cette quantité est obtenue en pondérant l’occupation de l’état |F = 2〉, qui









où P (v) représente la distribution des vitesses pour un jet atomique effusif, dont l’ex-
pression est donnée par la relation (2.30).
Nous avons supposé que les atomes étaient initialement uniformément distribués
parmi les sous-niveaux Zeeman des deux états hyperfins fondamentaux. La portion
d’atomes dans l’état |F = 2〉 en absence de faisceau Zeeman vaut donc N(2) = 62.5 %.
Par ailleurs, les simulations numériques prédisent que la population de l’état |F = 2〉
vaut N(2) = 18.3 % après 50 cm d’interaction avec le faisceau Zeeman, c’est-à-dire
qu’elle est près de 3.5 fois moins importante qu’en absence du faisceau Zeeman.
La diminution de population observée sur les mesures par fluorescence et par ab-
sorption est donc en bon accord qualitatif avec les simulations numériques. En effet,
nous avons enregistré en présence du faisceau Zeeman une baisse d’un facteur 2.5 du ni-
veau de fluorescence du jet atomique, c’est-à-dire de la population dans l’état |F = 2〉,
lorsque le faisceau sonde est à résonance avec la transition cyclante entre les états
|F = 2,mF = −2〉 et |F ′ = 3,mF ′ = −3〉. Par ailleurs, cette estimation est probable-
ment sous-estimée car le dépompage induit par le faisceau Zeeman tend à diminuer la
population dans l’état |F = 2〉, et donc l’amplitude du signal de fluorescence, tandis
que le ralentissement provoqué par ce même faisceau tend à augmenter l’amplitude du
signal car les atomes interagissent plus longtemps avec le faisceau sonde.














Figure 2.20 – Dispositif expérimental envisagé pour limiter les effets négatifs du fais-
ceau Zeeman en amont de la zone de ralentissement. Un faisceau laser à deux com-
posantes de fréquences, permettant de repomper les atomes depuis l’état |F = 1〉 vers
l’état |F = 2〉, et de les polariser dans le sous-niveau Zeeman |F = 2,mF = −2〉 illu-
mine le jet atomique transversalement.
2.3.3 Stratégie de repompage vers l’état |F = 2,mF = −2〉
2.3.3.1 Mise en place d’un faisceau « polariseur et repompeur »
L’étude réalisée dans la section précédente montre que les performances du ralentis-
seur Zeeman peuvent être améliorées à condition de préserver la population atomique
occupant l’état |F = 2〉 avant le ralentisseur Zeeman. Nous voulons donc soumettre
le jet atomique à un faisceau laser dont le rôle serait de modifier favorablement les
occupations des états atomiques, de sorte à maximiser la population de l’état |F = 2〉,
et plus spécifiquement celle du sous-niveau Zeeman |F = 2,mF = −2〉 en amont du
ralentisseur Zeeman.
Pour cela, considérons le dispositif expérimental présenté figure 2.20. L’enceinte à
vide comporte une croix située environ 15 cm avant le ralentisseur Zeeman, de part
et d’autre de laquelle sont fixés deux hublots transparents permettant le passage d’un
faisceau laser transverse à la direction de propagation du jet atomique.
Afin de peupler efficacement le sous-niveau Zeeman |F = 2,mF = −2〉, ce fais-
ceau dit « repompeur et polariseur » doit posséder deux composantes de fréquence.
La première est réglée sur la transition |F = 1〉 → |F ′ = 2〉 et assure le repompage des
atomes depuis l’état |F = 1〉 vers l’état |F = 2〉. La seconde est réglée sur la transition
|F = 2〉 → |F ′ = 2〉 et permet de polariser les atomes, c’est-à-dire de les transférer des
sous-niveaux Zeeman |F = 2,mF 6= −2〉 vers le sous-niveau |F = 2,mF = −2〉. Remar-
quons qu’il est nécessaire d’ajouter un champ magnétique local au niveau de la croix
afin de définir un axe de quantification, de sorte que le repompeur et surtout le pola-
riseur possèdent une polarisation σ− pure.
L’action du faisceau repompeur et polariseur sur le système atomique peut être
simulée par résolution des équations de Bloch optiques. Cela permet d’une part de
vérifier notre « intuition » concernant le rééquilibrage des populations atomiques, et
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d’autre part d’estimer précisément la fraction atomique qu’il est envisageable de porter
dans le sous-niveau Zeeman |F = 2,mF = −2〉.
2.3.3.2 Équations de Bloch optiques en présence de plusieurs lasers
L’évolution temporelle de la matrice densité est plus difficile à étudier lorsque le sys-
tème atomique est soumis au rayonnement de plusieurs lasers simultanément, comme
c’est le cas en présence des faisceaux repompeur et polariseur. Dans cette situation,
l’approximation de l’onde tournante vue dans la partie 2.3.2.2 ne permet plus d’élimi-
ner la dépendance temporelle dans les équations (2.51) car elle impose le choix d’une
fréquence privilégiée. Le traitement du problème nécessite donc de développer un for-
malisme dépassant le cadre de cette approximation.
Repartons du jeu d’équations (2.51) qui décrit l’interaction d’un système atomique
avec un champ électrique E comprenant éventuellement plusieurs composantes de fré-
quence. Ce système peut se réécrire en toute généralité sous la forme :
dρ
dt
= Aρ+B [E]ρ , (2.63)
où A est une matrice à coefficients constants indépendants du temps, et B [E] est une
matrice dépendant linéairement du champ E.
Dans le cas qui nous intéresse, le champ électrique représente les faisceaux repom-
peur et polariseur, il peut donc s’écrire E = Er cos(ωrt− krz) + Ep cos(ωpt− kpz), où
les variables indicées r font référence au repompeur, et celles indicées p au polariseur.
Le système (2.63) n’a pas de solution car la matrice B [E] dépend explicitement
du temps. Une façon de contourner cette difficulté consiste à chercher les solutions du




ρ(n,m)(t) exp [i(n(ωrt− krz) +m(ωpt− kpz))] , (2.64)
où les coefficients ρ(n,m)(t) du développement varient lentement avec le temps.
En injectant cette solution dans le système matriciel (2.63), il est possible d’établir
une hiérarchie d’équations sur les coefficients ρ(n,m) :
dρ(n,m)
dt













Ce jeu d’équations peut être simplifié en ne considérant que les termes pertinents
pour cette étude, c’est-à-dire les termes d’ordre 0 ou ±1. Les termes d’ordre supérieur
correspondent à des processus multiphotoniques très hors résonance avec les transitions
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atomiques, et sont donc très peu probables sur les échelles de temps considérées dans









































où sont introduites les notations δr/p = ωr/p − kr/pv et ∆ = δr − δp.
De même que dans la partie 2.3.2.3, nous faisons l’hypothèse que le temps typique
d’évolution des cohérences est négligeable devant le temps d’évolution des populations
atomiques. En supposant que les cohérences se trouvent à chaque instant dans leur
état stationnaire, il est possible de se ramener à des équations de taux donnant accès





























































Ce jeu d’équations permet donc de déterminer l’évolution temporelle des popula-
tions atomiques en présence des faisceaux repompeur et polariseur. Les résultats obte-
nus par une résolution numérique du système sont présentés dans la partie suivante.
2.3.3.3 Résultat des simulations
Nous souhaitons simuler la dynamique interne des atomes dans la situation repré-
sentée sur la figure 2.20. Le système étudié ici est plus complexe que celui traité dans
la partie 2.3.2.4 du fait de la présence des faisceaux repompeur et polariseur 15 cm
avant l’entrée du ralentisseur Zeeman. Pour reproduire fidèlement le comportement du
système, il convient donc de diviser le parcours des atomes en trois régions.
Dans un premier temps, les atomes interagissent uniquement avec le faisceau Zee-
man contra-propageant sur les 35 premiers centimètres en sortie du four. Cette situation
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correspond exactement à celle étudiée dans la partie 2.3.2.4, mis à part que la distance
parcourue par les atomes vaut ici 35 cm et non 50 cm. Nous supposons donc que les
populations atomiques sont initialement équi-réparties entre les huit sous-niveaux Zee-
man des états hyperfins |F = 1〉 et |F = 2〉 en sortie de four. La population de l’état
|F = 2〉 passe de 62 % à 22 % après 35 cm d’interaction avec le faisceau Zeeman. L’oc-








où va = 30 m.s−1 et vb = 2000 m.s−1. Nous observons une chute de 12 % à 6 % de la
population du sous-niveau |F = 2,mF = −2〉 à cause de l’interaction avec le faisceau
Zeeman.
Après avoir parcouru 35 cm, les atomes pénètrent dans la croix où ils sont illumi-
nés par le faisceau Zeeman longitudinal, et par les faisceaux repompeur et polariseur
transverses. Or, ces deux faisceaux sont à résonance avec des transitions atomiques
pour toutes les classes de vitesse considérées, tandis que le faisceau Zeeman est très
hors résonance pour la plupart d’entre elles. Par conséquent, les atomes vont échanger
préférentiellement des photons avec les faisceaux repompeur et polariseur, et il est alors
raisonnable de négliger la présence du faisceau Zeeman dans ces conditions. Il s’agit
donc de calculer l’évolution temporelle de la matrice densité en présence des seuls fais-
ceaux repompeur et polariseur à partir du système d’équations (2.67), en prenant pour
état initial la distribution des états atomiques obtenue après 35 cm d’interaction avec
le faisceau Zeeman.
La figure 2.21 montre les résultats obtenus dans des conditions accessibles expéri-
mentalement. En particulier, les faisceaux repompeur et polariseur possèdent un waist
de 0.5 cm, et leurs paramètres de saturation valent respectivement sr = 1.3 pour le
repompeur, et sp = 7.6 pour le polariseur.
Les atomes sont très rapidement repompés et polarisés vers le sous-niveau Zee-
man |F = 2,mF = −2〉, et ce quelle que soit leur vitesse, comme le montrent les fi-
gures 2.21 (a) et (c). De plus, il apparaît sur les figures 2.21 (b) et (d) que toutes les
classes de vitesse inférieures à 750 m.s−1 interagissent suffisamment longtemps avec les
faisceaux repompeur et polariseur pour atteindre l’état stationnaire du système. En
revanche, les classes de vitesse supérieures à 750 m.s−1 traversent la zone éclairée par
les deux faisceaux trop rapidement pour que les populations atteignent un état station-
naire, mais l’état du système après 1 cm d’interaction est proche de l’état stationnaire.
L’ajout de ces deux faisceaux laser dans le dispositif actuel n’a de sens que s’ils
permettent de modifier significativement la population de l’état |F = 2〉, et en par-
ticulier celle du sous-niveau |F = 2,mF = −2〉. Il convient donc d’estimer la fraction
atomique occupant chacun de ces deux états, puis de la comparer avec celle obtenue
après 35 cm d’interaction avec le faisceau Zeeman. Après 1 cm d’interaction avec les




















Figure 2.21 – (a) Fraction atomique dans l’état |F = 2〉 en fonction de la distance
parcourue dans la zone éclairée par les faisceaux repompeur et polariseur pour plusieurs
classes de vitesse. (b) Occupation de l’état |F = 2〉 après 1 cm d’interaction avec les
faisceaux repompeur et polariseur (trait bleu continu), et état stationnaire du système
(courbe pointillée rouge) en fonction de la vitesse des atomes. La courbe grisée indique
la distribution de vitesse des atomes, tandis que la courbe pointillée noire correspond
à l’état initial du niveau |F = 2〉 obtenu après 35 cm d’interaction avec le faisceau
Zeeman. Les figures (c) et (d) sont identiques aux figures (a) et (b), mais concernent
uniquement le sous-niveau Zeeman |F = 2,mF = −2〉.
faisceaux repompeur et polariseur, la population de l’état |F = 2〉 est multipliée par
un facteur 4.4, passant d’une valeur de 22 % à une valeur de 96 %. De façon encore
plus remarquable, l’occupation du sous-niveau |F = 2,mF = −2〉 est multipliée par un
facteur 16, et vaut 96 % après interaction avec les deux faisceaux laser contre seulement
6 % avant. Ces résultats confirment donc l’intéret de rajouter ces deux faisceaux en
amont du ralentisseur Zeeman.
Suite à cette étape de repompage et de polarisation, les atomes interagissent avec




















Figure 2.22 – (a) Fraction atomique dans l’état |F = 2〉 en fonction de la distance
parcourue entre la croix et l’entrée du ralentisseur Zeeman pour plusieurs classes de
vitesse. (b) Occupation de l’état |F = 2〉 après 15 cm d’interaction avec le faisceau
Zeeman (trait bleu continu), et état stationnaire du système (courbe pointillée rouge) en
fonction de la vitesse des atomes. La courbe grisée représente la distribution de vitesse
des atomes, tandis que la ligne pointillée noire correspond à la population initiale du
niveau |F = 2〉 imposée par l’interaction avec les faisceaux repompeur et polariseur.
Les figures (c) et (d) sont identiques aux figures (a) et (b), mais concernent uniquement
le sous-niveau Zeeman |F = 2,mF = −2〉.
le faisceau Zeeman sur une distance de 15 cm avant d’atteindre l’entrée de la zone de
ralentissement. La figure 2.22 montre qu’une fois de plus, le faisceau Zeeman induit
une modification des populations atomiques en faveur de l’état hyperfin |F = 1〉.
Les classes de vitesse pour lesquelles l’effet Doppler compense le désaccord du fais-
ceau Zeeman sont rapidement dépompées vers l’état |F = 1〉. Ainsi, les atomes se dé-
plaçant à des vitesses typiquement comprises entre 900 m.s−1 et 1200 m.s−1 échangent
suffisamment de photons avec le faisceau Zeeman pour atteindre l’état stationnaire du
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Figure 2.23 – Signal de fluorescence du jet atomique mesuré dans l’enceinte du piège
magnéto-optique en fonction du désaccord du faisceau sonde pour des atomes éclairés
par le faisceau Zeeman en l’absence (ronds bleus), puis en présence (losanges rouges)
des faisceaux repompeur et polariseur.
système, qui correspond à une situation où l’état |F = 2〉 est presque entièrement dé-
peuplé.
De même, les atomes dont la vitesse est typiquement inférieure à 1700 m.s−1
sont progressivement dépompés vers l’état |F = 1〉. Cependant, l’occupation de l’état
|F = 2〉, et plus particulièrement celle du sous-niveau |F = 2,mF = −2〉, restent assez
importantes pour la plupart de ces classes de vitesse (entre 50 % et 80 %).
L’occupation de l’état |F = 2〉 atteint environ 50 % à l’entrée du ralentisseur Zee-
man, tandis que la population du sous-niveau |F = 2,mF = −2〉 est proche des 41 %.
Il convient de comparer ces résultats avec ceux obtenus en simulant la propagation
des atomes entre le four et l’entrée du ralentisseur Zeeman en présence uniquement
du faisceau Zeeman. Dans la section 2.3.2.4, nous avons établi que les populations de
l’état |F = 2〉 et du sous-niveau |F = 2,mF = −2〉 étaient de 18 % et 6 % respective-
ment. Ainsi, la mise en place des faisceaux repompeur et polariseur 15 cm en amont
de l’entrée du ralentisseur Zeeman permet de multiplier la population de l’état |F = 2〉
par 3, et celle du sous-niveau |F = 2,mF = −2〉 par 7.
2.3.3.4 Mise en œuvre expérimentale
En nous basant sur les résultats issus de la résolution des équations de Bloch op-
tiques, nous avons mis en place une voie optique dédiée à la préparation des faisceaux
repompeur et polariseur. Les mesures en absorption étant particulièrement difficiles à
interpréter, nous avons mesuré le niveau de fluorescence du jet atomique éclairé par le
faisceau Zeeman, en absence, puis en présence des faisceaux repompeur et polariseur.
Les résultats obtenus sont consignés sur la figure 2.23.
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La présence des faisceaux repompeur et polariseur en amont du ralentisseur Zeeman
permet de doubler le signal de fluorescence observé dans l’enceinte du piège magnéto-
optique. Le faisceau sonde utilisé interroge exclusivement les atomes occupant l’état
|F = 2〉, l’augmentation du niveau de fluorescence observée indique donc une redistri-
bution des populations atomiques en faveur de l’état |F = 2〉 induite par le repompeur
et le polariseur.
Ces observations sont donc qualitativement en accord avec les simulations numé-
riques qui prédisent une augmentation d’un facteur 3 de la population atomique dans
l’état |F = 2〉. Cependant, il est difficile d’estimer précisément l’augmentation de la
population dans l’état |F = 2〉 en procédant à des mesures par fluorescence, car le si-
gnal mesuré dépend d’une part de la répartition des populations atomiques, et d’autre
part de la distribution en vitesse du jet. Néanmoins, ce résultat permet de mettre en
évidence la contribution positive des faisceaux repompeur et polariseur. Une analyse
reposant sur le taux de chargement du piège magnéto-optique sera présentée dans la
partie 3.3.2.5 et apportera des éléments plus quantitatifs sur l’efficacité des faisceaux
repompeur et polariseur.
Conclusion
Dans ce chapitre, nous avons présenté le dispositif mis en place dans notre expé-
rience pour décélérer les atomes quittant le four.
Après avoir rappelé le principe de fonctionnement du ralentisseur Zeeman, nous
avons présenté une réalisation basée sur l’utilisation d’aimants permanents disposés
en configuration Halbach. Ce dispositif présente de nombreux avantages comparé à un
ralentisseur Zeeman « classique » dont le champ magnétique est produit par un solé-
noïde. Il fonctionne en particulier sans alimentation de courant, et sans refroidissement
à eau. De plus, il peut facilement être démonté pour procéder à un étuvage correct de
l’enceinte à vide, puis remonté. Par ailleurs, les propriétés du champ magnétique pro-
duit par la configuration Halbach sont très intéressantes. Ainsi, le champ magnétique
en tout plan transverse à l’axe du jet atomique est très homogène dans la zone délimi-
tée par le tube du ralentisseur Zeeman, puis s’annule très rapidement après quelques
centimètres. Enfin, la mise en place d’un blindage magnétique permet de réduire l’am-
plitude du champ aux extrémités du ralentisseur à l’ordre du gauss.
Cette configuration présente cependant l’inconvénient majeur de produire un champ
magnétique transverse à l’axe du jet atomique, et la polarisation du faisceau Zeeman
est donc une superposition de composantes σ+ et σ−. Ainsi, les premières mesures ex-
périmentales effectuées sur le jet atomique en sortie du ralentisseur Zeeman font état
d’une diminution notable des niveaux de fluorescence et d’absorption atomiques en
présence du faisceau Zeeman. Afin de comprendre ces résultats, nous avons développé
un algorithme de résolution des équations de Bloch optiques décrivant la dynamique
des atomes soumis au rayonnement du faisceau Zeeman. Nous avons notamment mis en
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évidence l’existence de mécanismes de dépompage vers l’état hyperfin |F = 1〉 induits
par la composante de polarisation σ+ en amont du ralentisseur Zeeman, qui réduisent
la population atomique de l’état |F = 2〉 d’un facteur 3, et celle du sous-niveau Zeeman
|F = 2,mF = −2〉 d’un facteur 7.
Enfin, nous avons proposé une solution pour limiter les effets de redistribution de
population engendrés par le faisceau Zeeman. Nous avons montré qu’en disposant des
faisceaux repompeur et polariseur 15 cm en amont du ralentisseur Zeeman, il était
possible de protéger la population de l’état |F = 2〉, qui s’élève à approximativement
50 % à l’entrée du ralentisseur Zeeman. Cette solution a été mise en place expérimen-
talement, et le signal de fluorescence mesuré en présence des faisceaux repompeur et
polariseur est typiquement 2 fois plus important qu’en leur absence.
Néanmoins, le montage optique de repompage et de polarisation n’était pas prévu
lors de la conception de l’expérience, et nous ne sommes pas certains que les résultats
obtenus soient optimum. En effet, le champ magnétique imposant l’axe de quantifica-
tion du faisceau polariseur est défini suivant une direction orthogonale au jet atomique,
qui se trouve être aussi orthogonale à la direction du champ magnétique créé par les
aimants du ralentisseur Zeeman. Ainsi, il est possible que la rotation d’un angle de
90˚de la direction du champ magnétique sur les 15 cm en amont du ralentisseur Zee-
man induise une dépolarisation d’une partie des atomes. Plusieurs pistes sont à l’étude
pour essayer d’améliorer ce montage, l’une consistant à tourner de 90˚les aimants du
ralentisseur Zeeman pour aligner les deux champs, l’autre consistant à prolonger le
champ du ralentisseur Zeeman plusieurs dizaines de centimètres avant ce dernier afin
de fixer une seule orientation de champ magnétique.
La mise en place du ralentisseur Zeeman offre donc la possibilité de produire un
flux continu d’atomes lents, qui peuvent être utilisés pour charger un piège magnéto-
optique, comme nous le verrons dans le prochain chapitre.
Chapitre 3
Piège magnéto-optique de sodium
Introduction
À l’époque de la démonstration théorique de la condensation de Bose-Einstein [1–3],
aucune technique expérimentale ne permettait de piéger et de refroidir suffisamment
un gaz atomique dilué pour espérer mettre en évidence ce nouvel état de la matière.
Il fallu attendre l’avènement du laser en 1960 pour que la communauté de la physique
atomique soit munie d’un nouvel outil pour interagir avec les atomes. Ainsi, il a été
suggéré dès les années 1970 que la force de pression de radiation exercée par des lasers
pouvait être utilisée pour manipuler une assemblée atomique [151, 152]. Cette idée a
été couronnée de succès une décennie plus tard, avec notamment le ralentissement d’un
jet atomique thermique en 1982 [9] et la réalisation d’une mélasse optique en 1985 [10].
Néanmoins, ces techniques permettent de refroidir considérablement les atomes, mais
n’assurent en rien leur confinement.
Pour résoudre ce problème, J. Dalibard proposa en 1986 de soumettre un nuage
atomique pré-refroidi au champ électrique produit par trois paires de faisceaux la-
ser contra-propageants, combiné au champ magnétique quadrupolaire produit par une
paire de bobines [153]. Cette association permet de confiner les atomes dans un piège
magnéto-optique, qui assure simultanément le refroidissement et le confinement du
nuage [13].
Dans ce chapitre, nous commençons par détailler le principe de fonctionnement et
les caractéristiques d’un piège magnéto-optique. Nous présentons ensuite la mise en
œuvre expérimentale du piège, en étudiant systématiquement l’influence des différents
paramètres ayant un impact sur son chargement. Nous terminons finalement ce chapitre
par la caractérisation des propriétés du piège magnéto-optique.





Figure 3.1 – (a) Schéma de principe de la mélasse optique. (b) Schéma de principe
du piège magnéto-optique. Les atomes (en rouge) sont soumis à l’action de 3 paires de
faisceaux contra-propageants et à un champ magnétique quadrupolaire produit par une
paire de bobines (en violet), dont les lignes de champ sur les axes sont indiquées par des
doubles flèches. Les faisceaux du plan {x, y} possèdent une hélicité identique, tandis
que les faisceaux dirigés selon l’axe z possèdent une hélicité identique, mais opposée à
celle des faisceaux du plan.
3.1 Principe du piège magnéto-optique
3.1.1 Configuration de piégeage
Dans le chapitre précédent, nous avons vu que la force de pression de radiation pou-
vait être utilisée pour ralentir un jet atomique propulsé à plusieurs centaines de mètres
par seconde. L’objet de cette partie est de montrer comment l’association de plusieurs
faisceaux laser et d’un champ magnétique inhomogène conduit au confinement et au
refroidissement d’un nuage atomique.
Pour cela, considérons le schéma proposé figure 3.1 (a). Le nuage atomique est sou-
mis à l’action de 3 paires de faisceaux laser contra-propageants, disposés suivant trois
directions orthogonales de l’espace respectivement notées x, y et z. Le désaccord des
lasers par rapport à la transition cyclante atomique est noté δm, et leur paramètre de
saturation sm (se reporter à l’équation (1.27)).
En régime de faible saturation, c’est-à-dire lorsque sm  1, la force totale ressentie
par un atome de vitesse v s’apparente à une force de friction qui s’écrit [111] :
F = −αv , (3.1)
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où α est le coefficient de friction qui s’exprime sous la forme :





avec k le module du vecteur d’onde du laser et Γ la largeur naturelle de la transition
atomique.
La force de friction conduit à l’amortissement du mouvement atomique (refroidis-
sement Doppler) à condition que le paramètre α soit positif, ce qui implique que les
faisceaux laser soient désaccordés vers le rouge de la transition atomique (δm < 0).
Cette force, maximale pour un désaccord δm = −Γ/2, a été mise en application par
Chu et al. en 1985 pour réaliser la première mélasse optique 3D de sodium [10]. Le
nuage présentait alors une densité atomique de l’ordre 106 atomes/cm3 et une tempé-
rature de 240 µK.
Remarquons cependant que l’expression (3.1) fait intervenir la vitesse des atomes,
mais pas leur position. Par conséquent, il n’est pas possible de piéger les atomes en uti-
lisant uniquement 3 paires de faisceaux laser contra-propageants. Pour cela, il convient
d’exercer sur les atomes une force supplémentaire, qui dépend de leur position.
Le piégeage magnéto-optique consiste donc à plonger les atomes dans un champ ma-
gnétique quadrupolaire (voir l’équation (4.8) du chapitre 4), et à les soumettre comme
précédemment à l’action de 3 paires de faisceaux laser contra-propageants. L’effet Zee-
man permet alors de déplacer la résonance atomique en fonction de la position des
atomes. La configuration de piégeage est représentée sur la figure 3.1 (b). En choisis-
sant convenablement l’hélicité des faisceaux laser, les atomes subissent une force totale
qui s’exprime sous la forme :
F(r,v) = −αv − κr , (3.3)
où le coefficient α est défini comme précédemment, et κ est une matrice diagonale qui
vaut κ = diag(κ, κ, 2κ) avec :





où b est le gradient de champ magnétique suivant les axes x ou y, et µ est le moment
magnétique de l’atome.
L’expression de la force donnée à l’équation (3.3) est formellement analogue à celle
d’un oscillateur amorti, de constante de raideur κ. Une fois de plus, la force exercée
sur les atomes est maximale pour un désaccord δm = −Γ/2, et la raideur du piège est
directement proportionnelle au gradient de champ magnétique b.
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La présence d’un terme proportionnel à la position des atomes dans l’équation (3.3)
assure le confinement spatial du nuage. Cette configuration de piègeage a été mise en
œuvre pour la première fois par Raab et al. en 1987 avec du sodium [13]. Le nuage
atomique contenait alors près de 107 atomes, correspondant à une densité atomique de
l’ordre de 1011 atomes/cm3.
3.1.2 Caractéristiques du nuage piégé
3.1.2.1 Température Doppler
La théorie du refroidissement Doppler considère l’effet moyen exercé par la force
de pression de radiation sur les atomes. Cependant, au cours d’un cycle d’absorption-
émission, un atome absorbe un photon incident provenant d’une direction privilégiée,
puis réémet spontanément un photon dans une direction aléatoire de l’espace. Ainsi,
une succession de cycles d’absorption-émission se traduit par une marche aléatoire dans
l’espace des impulsions.
Les résultats classiques sur le mouvement Brownien dans l’espace des positions [154]
peuvent alors être transposés à l’espace des impulsions. Dans le régime de faible sa-
turation, la marche aléatoire en dimension trois est caractérisée par un coefficient de















La température minimale accessible au système (température Doppler) est atteinte
lorsque la force exercée sur les atomes est maximale, c’est-à-dire pour un désaccord des





L’application numérique de cette relation pour un nuage atomique de sodium conduit
à une température Doppler qui vaut TD = 235 µK.
3.1.2.2 Densité atomique limite
Dans un piège magnéto-optique, la densité atomique peut atteindre des valeurs de
l’ordre de 1010 atomes/cm3 à 1011 atomes/cm3 [13]. Dans un tel régime d’opération,
les photons diffusés spontanément par un atome peuvent être réabsorbés par un autre
atome du nuage avec une probabilité non négligeable. Ainsi, les photons de longueur
d’onde λ émis par l’atome 1 exercent une force de pression de radiation sur l’atome 2,
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où r est la distance entre les atomes, et σ la section efficace d’absorption dont l’expres-







L’équation (3.8) est donc formellement analogue à une force de répulsion coulom-
bienne. En supposant que le nuage atomique est sphérique, et de densité n constante,
l’application d’un analogue du théorème de Gauss permet de déterminer la force totale
exercée sur un atome à la position r. L’effet de réabsorption se traduit alors par une
force répulsive qui prend la forme [111] :
Freabs = nΓsm~kσr . (3.10)
Les atomes sont donc soumis d’une part à une force magnétique qui tend à compri-
mer le nuage, et d’autre part à une force de répulsion liée à la réabsorption de photons
qui tend à faire exploser le nuage. L’équilibre entre les deux forces conduit à une valeur





Estimons la valeur de la densité limite dans nos conditions expérimentales (voir
partie 3.2.1). Nous travaillons en particulier avec b = 0.1 T.m−1, µ = µB et δm = −2.5Γ,
l’application numérique de la relation (3.11) conduit donc à une densité limite de l’ordre
de n0 = 1.7× 1010 atomes/cm3.
3.1.2.3 Densité dans l’espace des phases
La capture d’un paquet atomique dans un piège magnéto-optique s’accompagne en
général d’une diminution significative de la température des atomes, combinée à une
augmentation importante de la densité du nuage. Afin de situer l’étape du piégeage
magnéto-optique sur le chemin de la condensation, il est intéressant de calculer la den-
sité dans l’espace des phases du nuage piégé, puis de la comparer à la valeur théorique
attendue dans le régime de dégénérescence quantique. La densité dans l’espace des
phases est donnée par [111] :
ρ = nλ3dB , (3.12)







où m et T désignent respectivement la masse et la température des atomes, tandis que
~ et kB sont la constante de Planck réduite et la constante de Boltzmann.
Pour donner un ordre de grandeur, considérons le piège magnéto-optique dans son
régime de fonctionnement « limite », c’est-à-dire que la température du nuage est égale
à la température Doppler TD = 235 µK, et sa densité vaut n0 = 1.7×1010 atomes/cm3.
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Figure 3.2 – Photographie de l’enceinte du piège magnéto-optique. Les indications
(1) à (4) repèrent quatre des six collimateurs de sortie du séparateur de faisceaux.
Les bobines du piège magnéto-optique (cachées par leur support), ainsi que le système
d’imagerie sont indiqués sur l’image par des flèches.
En injectant ces valeurs numériques dans les deux équations précédentes, la densité dans
l’espace des phases vaut ρ = 8.3 × 10−7, qui est encore plusieurs ordres de grandeur
inférieure au seuil de condensation situé autour de l’unité.
Une étape de chargement dans un piège magnétique, suivie d’une étape de refroi-
dissement par évaporation seront nécessaires dans l’enceinte de science pour mener le
système au-delà du seuil de condensation.
3.2 Réalisation expérimentale
3.2.1 Dispositif expérimental
Nous avons vu dans la section 3.1 que la réalisation d’un piège magnéto-optique re-
quiert la mise en place d’un champ magnétique quadrupolaire, ainsi que la préparation
et l’installation de six faisceaux laser.
Le champ magnétique est produit à l’aide de deux bobines que nous avons réalisées
à partir d’un fil de cuivre de section rectangulaire (voir la partie 4.4.1). Les bobines sont
disposées en configuration anti-Helmholtz (se référer à la partie 4.1.2) et traversées par
un courant de 5 A, ce qui permet de produire un champ quadrupolaire dont le gradient
vertical vaut approximativement 10 G.cm−1.
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Les six faisceaux laser de piégeage sont préparés à partir d’un faisceau laser incident
injecté dans un séparateur de faisceaux commercial. Celui-ci possède en particulier six
sorties fibrées reliées à des collimateurs 1 permettant d’obtenir six faisceaux collimatés
d’un diamètre de 39 mm et d’une puissance individuelle de l’ordre de 9.5 mW. La
figure 3.2 représente une photographie où apparaissent l’enceinte du piège magnéto-
optique, les bobines produisant le champ quadrupolaire, ainsi que les collimateurs.
D’après le sens du champ magnétique dans notre expérience, nous devons régler les
hélicités des faisceaux de la façon présentée sur la figure 3.1 (b). Ainsi, les quatre fais-
ceaux laser positionnés dans le plan de la table optique possèdent une hélicité « droite »,
ce qui donne lieu à deux paires de faisceaux avec des polarisations circulaires σ+ et
σ−. Par ailleurs, la non-divergence du champ magnétique imposée par la relation de
Maxwell-Thomson∇ ·B = 0 contraint l’orientation du champ magnétique à être inver-
sée dans la direction verticale par rapport à la direction horizontale. Par conséquent,
les deux faisceaux laser disposés suivant l’axe vertical doivent posséder une hélicité
« gauche », qui se traduit par un couple de polarisations circulaires σ+ et σ−.
Remarquons finalement que les faisceaux de piégeage possèdent trois composantes
de fréquence. Ils sont obtenus à partir d’un faisceau accordé à −24 MHz de la transition
cyclante du sodium, qui traverse un modulateur électro-optique donnant naissance à
deux bandes latérales décalées en fréquence de ±1.711 GHz. En présence de la com-
posante porteuse uniquement, les atomes finissent par tomber dans le niveau |F = 1〉
et le piège magnéto-optique est détruit. En rajoutant une composante de repompage à
+1.711 GHz, les atomes peuplant le niveau |F = 1〉 retournent dans le niveau |F = 2〉
en passant par l’état excité |F ′ = 2〉, et interagissent de nouveau avec les faisceaux laser
assurant le piégeage.
Avec une telle configuration, nous parvenons quotidiennement à charger des pièges
magnéto-optiques contenant près de 109 atomes de sodium. Une photographie montrant
un nuage confiné est présentée figure 3.3.
3.2.2 Optimisation des paramètres du piège magnéto-optique
Les propriétés du nuage atomique capturé dans le piége magnéto-optique dépendent
de nombreux paramètres. Ainsi, les premiers nuages que nous avons piégés étaient com-
posés d’environ 107 atomes seulement. Pour optimiser le chargement du piège magnéto-
optique, nous avons dans un premier temps fixé les valeurs de tous les paramètres
impliqués dans le processus de chargement aux valeurs que nous avions prévues théo-
riquement. Les paramètres étaient alors balayés un par un en gardant tous les autres
constants afin de déterminer l’optimum de chaque paramètre. Nous avons ensuite ré-
pété cette procédure jusqu’à ce que les valeurs optimales de tous les paramètres restent
inchangées. Les courbes présentées dans cette partie montrent le chargement du piège
magnéto-optique en fonction de la valeur d’un paramètre, en ayant fixé tous les autres
1. Modèle 60FC-Q589-4-M200-01 de Schäfter-Kirchhoff
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Figure 3.3 – Photographie d’un nuage contenant près de 109 atomes de sodium cap-
turés dans un piège magnéto-optique. Le nuage est légèrement tourné car le champ
magnétique résiduel dans l’enceinte n’est pas compensé.
paramètres à leur valeur optimale.
3.2.2.1 Faisceau ralentisseur
Réglage en fréquence
La figure 3.4 représente le nombre d’atomes chargés dans le piège magnéto-optique
en fonction du désaccord du faisceau Zeeman. Nous observons en particulier que la fré-
quence optimale du faisceau Zeeman se situe à −1885 MHz de la transition cyclante.
Par ailleurs, les atomes sortant du ralentisseur Zeeman ne sont plus capturés dans le
piège magnéto-optique dès lors que le désaccord du faisceau Zeeman est supérieur à
−1900 MHz ou inférieur à −1840 MHz. En vertu de la relation (2.18), ces deux valeurs
du désaccord correspondent respectivement à des atomes s’échappant du ralentisseur
Zeeman avec des vitesses supérieures à 37±3 m.s−1 et inférieures à 2±3 m.s−1, en sup-
posant que le champ magnétique en sortie du ralentisseur Zeeman s’élève à 1304± 3 G
(voir la section 2.2.2.2).
La chute du nombre d’atomes piégés que nous enregistrons pour de grands désac-
cords du faisceau Zeeman (|δ0| > 1900 MHz) est liée à la vitesse de capture vc du piège
magnéto-optique, que nous nous proposons d’estimer. Nous supposons que le piège
magnéto-optique est idéal, c’est-à-dire que la fraction d’atomes capturés en fonction
de leur vitesse est décrite par une fonction de Heaviside centrée sur vc. Si la vitesse
des atomes en sortie du ralentisseur Zeeman était une distribution piquée à une valeur
donnée, le nombre d’atomes capturés dans le piège en fonction de la vitesse de sortie du
ralentisseur Zeeman devrait être une fonction de Heaviside centrée sur vc. Cependant,
le ralentisseur Zeeman produit un jet avec une certaine dispersion en vitesse longitu-
























Figure 3.4 – Mesure du nombre d’atomes capturés dans le piège magnéto-optique en
fonction du désaccord du faisceau Zeeman, dont l’intensité dans la composante σ− vaut
I− = 7 Isat.
dinale, et le nombre d’atomes capturés dans le piège est alors donné par le produit de
convolution entre une fonction de Heaviside et la distribution en vitesse des atomes
en sortie du ralentisseur Zeeman. Le profil du nombre d’atomes capturés en fonction
de la vitesse des atomes aux abords de la vitesse de capture ne ressemble alors plus
à une marche, mais à un profil présentant une décroissance plus douce, telle que celle
observée pour les grands désaccords sur la figure 3.4.
Pour obtenir la vitesse de capture du piège, il convient d’estimer la largeur de la
distribution de vitesse longitudinale en sortie du ralentisseur Zeeman. Durant le pro-
cessus de décélération, les atomes absorbent Nsc photons, avec Nsc = (v0− vf )/vrec, où
v0 et vf représentent respectivement les vitesses d’entrée et de sortie du ralentisseur
Zeeman (dont les valeurs sont données dans le tableau 2.3), et vrec ≈ 3 cm.s−1 est la
vitesse de recul. L’élargissement en vitesse longitudinal dû à l’émission spontanée est
donné par ∆vf =
√
N scvrec, et vaut environ 5 m.s−1. Sachant que le piège est vide
lorsque la vitesse des atomes vaut 37 ± 3 m.s−1, nous en déduisons que la vitesse de
capture du piège magnéto-optique vaut approximativement vc = 32± 3 m.s−1.
Par ailleurs, nous observons aussi une décroissance du nombre d’atomes chargés
dans le piège lorsque le désaccord du faisceau Zeeman devient plus faible, c’est-à-dire
lorsque la vitesse longitudinale des atomes diminue. Nous interprétons ce comporte-
ment comme un effet de divergence du jet atomique, comme nous en avons discuté
dans la section 2.1.4.1. Ainsi, plus la composante de vitesse longitudinale des atomes
en sortie du ralentisseur Zeeman diminue, plus leur composante de vitesse transverse
doit être faible pour qu’ils puissent être capturés.
Réglage en puissance
La figure 3.5 montre le nombre d’atomes chargés dans le piège magnéto-optique en
























Figure 3.5 – Mesures du nombre d’atomes capturés dans le piège magnéto-optique en
fonction de la puissance du faisceau Zeeman, pour un désaccord δ0 = −1885 MHz.
fonction du paramètre de saturation à résonance s0 = I−/Isat, où I− est l’intensité de
la composante σ− du faisceau Zeeman et Isat l’intensité de saturation de la transition
atomique. Nous constatons que le chargement du piège magnéto-optique est nul lorsque
l’intensité du faisceau est inférieure à 3.5 Isat. Dans un tel régime de fonctionnement,
les atomes s’échappant du ralentisseur Zeeman se déplaçent trop rapidement pour être
capturés dans le piège magnéto-optique. En effet, d’après les relations (2.18) et (2.33),
la vitesse des atomes en sortie du ralentisseur Zeeman peut s’exprimer en fonction de
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Ainsi, la vitesse des atomes après le ralentisseur Zeeman est d’autant plus faible
que le paramètre de saturation à résonance est grand, et inversement. En prenant un
paramètre de sécurité qui vaut η = 0.5, nous déduisons de la relation (3.14) que la
vitesse de sortie des atomes est de l’ordre de 31±3 m.s−1 lorsque l’intensité du faisceau
Zeeman vaut 3.5 Isat. Cette estimation est donc compatible avec la vitesse de capture
du piège magnéto-optique que nous avons déterminée dans le paragraphe précédent.
Le nombre d’atomes dans le piège magnéto-optique croît ensuite de façon non-
linéaire avec l’intensité laser, jusqu’à ce que celle-ci atteigne une valeur de 7 Isat, ce qui
correspond à une vitesse de sortie du ralentisseur Zeeman de 28± 3 m.s−1. Au-delà de
cette valeur, le nombre d’atomes capturés dans le piège magnéto-optique décroît pro-
gressivement avec l’intensité du faisceau Zeeman. Nous attribuons ce comportement
aux effets de pompage optique vers le niveau |F = 1〉 qui se produisent en amont du
ralentisseur Zeeman, comme nous en avons discuté dans la partie 2.3 du chapitre 2. Les
simulations numériques des équations de Bloch optiques montrent que le mécanisme de
redistribution des populations atomiques dépend fortement de l’intensité du faisceau
Zeeman. Ainsi, lorsque l’intensité du laser augmente jusqu’à 7 Isat, la compétition entre
les processus de ralentissement et de dépompage qui dépendent du nombre de photons







Figure 3.6 – Schéma représentant les faisceaux Zeeman et polariseur/repompeur
(flèches jaunes), ainsi que les orientations des champs magnétiques en amont du ralen-
tisseur Zeeman et dans le ralentisseur Zeeman (flèches rouges). Enfin, sont représentées
en vert les orientations des champs électriques associés à ces faisceaux, ainsi que leur
état de polarisation perçu par les atomes.
diffusés joue en faveur d’une augmentation du nombre d’atomes capturés dans le piège.
En revanche, une fois que le faisceau Zeeman est suffisamment intense, le processus
de ralentissement atteint un état stationnaire et le processus de dépompage continue
de s’accentuer, ce qui explique la baisse du nombre d’atomes capturés dans le piège
magnéto-optique.
Nous travaillons désormais avec un faisceau Zeeman d’une puissance de 34 mW dont
le waist est proche de 0.5 cm, ce qui nous place dans un régime de fonctionnement tel
que I−/Isat = 7, qui est optimal dans notre expérience.
Réglage de la polarisation
Nous avons discuté dans la section 2.3.1.1 du réglage optimal de la polarisation
du faisceau Zeeman. Du fait de l’orientation transverse du champ magnétique régnant
dans le ralentisseur Zeeman, il convient de mettre en place un faisceau laser dont la
polarisation est rectiligne et orientée perpendiculairement à la direction du champ ma-
gnétique, comme le montre la figure 3.6. Pour cela, nous préparons dans notre montage
expérimental un faisceau Zeeman polarisé rectilignement qui traverse une lame λ/2
avant d’être envoyé en direction du jet atomique.
La figure 3.7 représente le nombre d’atomes dans le piège magnéto-optique en fonc-
tion de l’angle de la lame λ/2, en choisissant un désaccord du faisceau Zeeman de
−1885 MHz et une intensité de 7 Isat. Ne sont indiquées que les mesures associées à des
angles compris entre 120˚et 166˚, le profil observé se répétant avec une période de 90˚.
Quand l’angle de la lame vaut 143˚, la polarisation du faisceau Zeeman est orientée
perpendiculairement à la direction du champ magnétique. Les atomes perçoivent donc
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Figure 3.7 – Mesures du nombre d’atomes capturés dans le piège magnéto-optique en
fonction de la polarisation du faisceau Zeeman, pour un désaccord δ0 = −1885 MHz,
et une intensité de 7 Isat.
un faisceau laser de polarisation σ++σ−, c’est-à-dire ne comportant pas de composante
de polarisation pi (voir la figure 3.6). Les effets de dépompage vers le niveau |F = 1〉
dus à cette composante de polarisation sont donc absents, et la puissance dans la com-
posante de polarisation σ− est maximale, ce qui explique pourquoi nous observons un
maximum du nombres d’atomes capturés.
À l’inverse, lorsque l’angle de la lame vaut 188˚, la polarisation du faisceau Zee-
man est orientée suivant le même axe que le champ magnétique. Les atomes sont donc
éclairés par un faisceau contenant une composante de polarisation pi importante, qui
empêche le ralentissement des atomes. En effet, le profil de champ magnétique donné
par l’équation (2.20) n’a pas été conçu pour un ralentissement opérant sur une tran-
sition pi, ainsi toute la puissance optique portée par cette composante est inutilisable
lors de la décélération. Par ailleurs, cette composante de polarisation est responsable
du pompage optique des atomes vers l’état noir |F = 1〉 à partir duquel ils ne peuvent
plus être ralentis. Ce réglage de polarisation n’est donc pas adapté au chargement d’un
piège magnéto-optique, et explique pourquoi le signal observé est nul.
Remarquons finalement que le réglage de l’angle de la lame λ/2 n’est pas critique,
car les maxima observés présentent un plateau dont la largeur vaut environ 20˚. La
lame λ/2 est réglée sur un angle de 143˚, qui permet de travailler au milieu d’une zone
où le nombre d’atomes chargés dans le piège est maximal.
3.2.2.2 Faisceaux repompeur et polariseur
Nous avons vu dans les sections 2.3.1.2 et 2.3.2.4 que la présence du faisceau Zee-
man entraîne une redistribution des populations atomiques vers l’état |F = 1〉, même
lorsque la polarisation du faisceau est réglée de façon optimale. En nous appuyant sur
une résolution des équations de Bloch optiques, nous avons montré que la mise en place






































Figure 3.8 – (a) Mesure du nombre d’atomes capturés dans le piège magnéto-optique
en fonction de la fréquence du faisceau polariseur. (b) Représentation de la structure
hyperfine de la raie D2 du sodium à champ magnétique nul, où figurent les réglages
en fréquence des faisceaux polariseur et repompeur après la phase d’optimisation en
fréquence.
d’un faisceau polariseur et repompeur polarisé σ− en amont du ralentisseur Zeeman
pouvait réduire cet effet et augmenter significativement le flux d’atomes ralentis (voir
la partie 2.3.3 et le schéma 3.6). Nous étudions donc dans cette section l’influence des
différents paramètres relatifs aux faisceaux polariseur et repompeur sur le chargement
du piège magnéto-optique.
Réglage en fréquence
La figure 3.8 (a) montre la population du piège magnéto-optique en fonction du
désaccord du faisceau polariseur par rapport à la transition cyclante entre les états
|F = 2,mF = −2〉 et |F ′ = 3,mF ′ = −3〉. Le spectre mesuré présente une succession de
maxima et de minima locaux lorsque le désaccord est balayé sur quelques Γ autour de
la transition cyclante. Nous observons en particulier que le nombre d’atomes capturés
dans le piège magnéto-optique chute dramatiquement lorsque la fréquence du faisceau
polariseur se trouve exactement à résonance avec la transition cyclante. Ce compor-
tement s’explique par le fait que les atomes absorbent un grand nombre de photons
durant leur interaction avec le faisceau polariseur lorsque celui-ci se trouve à résonance
(quelques centaines d’après nos simulations numériques). Les faisceaux polariseur et
repompeur n’étant pas rétro-réfléchis dans notre montage expérimental, l’absorption
de quelques centaines de photons confère une vitesse transverse de quelques mètres par
seconde aux atomes du jet, qui ne parviennent donc plus jusqu’à l’enceinte du piège
magnéto-optique.
Le nombre d’atomes confinés dans le piège atteint ensuite un premier maximum lo-
cal lorsque la fréquence du faisceau polariseur se situe approximativement à mi-chemin
entre les transitions |F = 2〉 vers |F ′ = 2〉 et |F = 2〉 vers |F ′ = 3〉. Le désaccord op-












































Figure 3.9 – Mesures du nombre d’atomes capturés dans le piège magnéto-optique en
fonction de la puissance du faisceau polariseur et repompeur (a) et de la fraction de
composante de repompage (b).
timal est observé à environ −7Γ de la transition cyclante, ce qui revient à régler la
fréquence du polariseur sur la transition entre les états |F = 2〉 et |F ′ = 2〉, comme le
montre la figure 3.8 (b). Cependant, l’écart observé est supérieur aux −6Γ attendus en
considérant la structure atomique du sodium, car nous produisons un champ magné-
tique directeur de quelques gauss pour que les faisceaux polariseur et repompeur aient
une polarisation σ− bien définie, ce qui décale les positions des résonances atomiques.
Ces mesures nous permettent néanmoins d’estimer que l’amplitude du champ magné-
tique directeur vaut environ 11 G, ce qui est tout à fait raisonnable compte tenu de
la géométrie de la bobine utilisée pour produire le champ, ainsi que de l’amplitude du
courant qui la traverse.
Par ailleurs, la composante de repompage est réglée sur la transition entre les états
|F = 1〉 et |F ′ = 2〉, c’est-à-dire qu’elle est décalée de +1.771 GHz par rapport au fais-
ceau polariseur (voir figure 3.8 (b)).
Réglage en puissance
La figure 3.9 (a) représente l’évolution du nombre d’atomes dans le piège magnéto-
optique en fonction de l’intensité du faisceau repompeur et polariseur. En l’absence
de ce faisceau, c’est-à-dire pour une intensité nulle, le piège magnéto-optique contient
approximativement 108 atomes, qui ont échappé au processus de dépompage induit
par la présence du faisceau Zeeman. En augmentant progressivement la puissance du
faisceau repompeur et polariseur, une fraction significative des atomes sont repompés
et polarisés dans le sous-niveau Zeeman |F = 2,mF = −2〉 et sont décélérés dans le
ralentisseur Zeeman (voir la partie 2.3.3). Ainsi, nous constatons une augmentation du
nombre d’atomes capturés dans le piège magnéto-optique, jusqu’à observer une satu-
ration lorsque le paramètre de saturation est de l’ordre de quelques unités.
3.2 Réalisation expérimentale 126
Dans le régime de fonctionnement actuel, le faisceau repompeur et polariseur pos-
sède un waist d’environ 0.5 cm pour une puissance de 20 mW, ce qui correspond à un
paramètre de saturation de l’ordre de 8.3.
Fraction de repompeur
Nous avons présenté dans la partie 1.1.4.1 le montage optique permettant de pro-
duire le faisceau repompeur et polariseur. En particulier, la composante de repompage
est obtenue en envoyant le faisceau polariseur dans un modulateur électro-optique, qui
créé deux bandes latérales décalées en fréquence de ±1.771 GHz par rapport à la com-
posante principale.
La figure 3.9 (b) montre la mesure du nombre d’atomes piégés en fonction de la
fraction de bandes latérales dans le faisceau repompeur et polariseur. Nous observons
que le nombre d’atomes capturés dans le piège magnéto-optique passe de 1.6 × 108 à
3.2×108 lorsque l’amplitude des bandes latérales est variée entre 0 % et 15 %. Au-delà
de 15 % de puissance dans les bandes latérales, le nombre d’atomes capturés dans le
piège magnéto-optique sature et cesse de croître.
Notons par ailleurs que le comportement observé sur la figure 3.9 (b) résulte d’une
combinaison de deux effets. Le faisceau repompeur et polariseur étant produit à partir
d’un modulateur électro-optique, il n’est pas possible de modifier la puissance dans les
bandes latérales sans modifier la puissance dans la porteuse. Ainsi, le nombre d’atomes
capturés dans le piège magnéto-optique évolue avec la fraction de bandes latérales
d’une part car la puissance dans les bandes latérales augmente, et d’autre part car la
puissance dans le faisceau polariseur diminue.
3.2.2.3 Faisceaux de piégeage
Fréquence de la composante de piégeage
La figure 3.10 (a) montre le chargement du piège magnéto-optique en fonction de
la fréquence des faisceaux de piégeage. Lorsque le désaccord δm des faisceaux vérifie
|δm| > 2.75Γ, la force appliquée aux atomes par l’ensemble des six faisceaux laser n’est
pas suffisamment importante pour assurer leur capture. Nous observons ensuite une
brusque augmentation du nombre d’atomes entre 0 et 4 × 108 lorsque le désaccord
des faisceaux de piégeage passe de −2.75Γ à −2.5Γ, qui correspond dans notre expé-
rience au réglage optimal en fréquence. En continuant de diminuer le désaccord jusqu’à
−1.6Γ, le nombre d’atomes capturés dans le piège magnéto-optique diminue mollement.
Fréquence de la composante de repompage
L’évolution du nombre d’atomes capturés dans le piège en fonction du désaccord
des bandes latérales dans les faisceaux de piégeage est présentée figure 3.10 (b). Un
maximum est atteint lorsque la fréquence du signal radiofréquence envoyé au modula-













































Figure 3.10 – Mesures du nombre d’atomes dans le piège magnéto-optique en fonction
du désaccord des faisceaux de piégeage (a), et du désaccord des bandes latérales (b).
teur électro-optique vaut 1.711 GHz, ce qui est compatible avec la fréquence prédite par
la structure atomique du sodium (voir figure 1.1). Lorsque cette fréquence est balayée
sur ±10 MHz autour de sa valeur optimale, nous constatons que le nombre d’atomes
chargés dans le piège diminue approximativement de moitié. Au-delà de ±20 MHz de
la fréquence centrale, le piège magnéto-optique ne contient plus d’atomes.
Le comportement observé est lié au fonctionnement du modulateur électro-optique.
En effet, nous réglons par avance la fréquence centrale des bandes latérales en serrant
ou desserant une vis de dispositif, puis un signal radiofréquence de fréquence ajustable
est envoyé au modulateur électro-optique. Cependant, le modulateur électro-optique
peut se représenter électriquement comme un circuit résonant LC, dont la bande pas-
sante n’est que de 7.6 MHz d’après les spécifications du constructeur. Ainsi, lorsque
nous balayons la fréquence du signal radiofréquence autour de sa fréquence centrale, la
fraction de bandes latérales diminue significativement jusqu’à ±7.6 MHz d’écart à la
fréquence centrale, puis continue de décroître jusqu’à devenir nulle pour des écarts plus
importants. Cette caractéristique du modulateur électro-optique est compatible avec
les observations faites sur la figure 3.10 (b), et explique pourquoi le nombre d’atomes
capturés dans le piège magnéto-optique dépend si fortement de la fréquence des bandes
latérales.
Puissance de la composante de piégeage
La relation (3.3) montre que la force totale appliquée sur les atomes dépend de
l’intensité des faisceaux de piégeage au travers des coefficients α et κ. Nous avons donc
effectué une mesure de la population du piège magnéto-optique en fonction de la puis-
sance des faisceaux de piégeage, qui est présentée figure 3.11 (a). Quand l’intensité des
faisceaux est trop faible, c’est-à-dire lorsqu’elle est inférieure à 0.05 Isat, la force exer-
cée par les six faisceaux du piège magnéto-optique n’est pas suffisante pour confiner les
atomes. Le nombre d’atomes capturés dans le piège croît ensuite non-linéairement avec














































Figure 3.11 – Mesures du nombre d’atomes dans le piège magnéto-optique en fonction
de l’intensité des faisceaux de piégeage (a), ainsi que de la fraction de bandes latérales
dans les faisceaux de piégeage (b).
l’intensité des faisceaux laser, jusqu’à atteindre une valeur proche de 4× 108 pour une
intensité de 0.20 Isat. Nous constatons par ailleurs que la population du piège magnéto-
optique reste constante lorsque l’intensité des faisceaux dépasse cette valeur de 0.20 Isat.
Dans les conditions expérimentales actuelles, les faisceaux du piège magnéto-optique
font un diamètre de 39 mm pour une puissance de 9.5 mW par faisceau. L’intensité des
faisceaux est proche de 0.25 Isat, ce qui nous place dans un régime de fonctionnement
où le chargement du piège n’est pas limité par la puissance des faisceaux de piégeage.
Puissance de la composante de repompage
Le piégeage magnéto-optique n’est efficace que si les six faisceaux laser possèdent
deux composantes de fréquence, l’une assurant le piégeage des atomes se trouvant
dans l’état |F = 2,mF = −2〉, et l’autre assurant leur repompage depuis l’état hyperfin
|F = 1〉. La figure 3.11 (b) représente l’évolution du nombre d’atomes piégés en fonction
de la fraction de bandes latérales dans les faisceaux de piégeage. Le piège est totalement
vide en l’absence de bandes latérales, puis il se charge en présentant une dépendance
approximativement linéaire avec la puissance dans les bandes latérales. Par ailleurs,
nous n’observons pas d’effet de saturation lorsque la fraction de bandes latérales atteint
son maximum (20 %), ce qui suggère que la puissance dont nous disposons dans la
composante de repompage est encore insuffisante. Cependant, nous sommes limités
par les capacités du modulateur électro-optique, et il faudrait augmenter la puissance
totale des faisceaux de piégeage pour augmenter la puissance dans les bandes latérales.
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3.3 Propriétés du nuage
3.3.1 Mesure de température par temps de vol
3.3.1.1 Principe de la mesure par temps de vol
La température des atomes contenus dans le piège magnéto-optique peut être déter-
minée en procédant à une mesure par temps de vol. Cette technique consiste à couper
brusquement le piège magnéto-optique (le champ magnétique et les faisceaux de pié-
geage) puis à mesurer la taille du nuage à différents instants au cours de son expansion
balistique.
Considérons un nuage atomique confiné dans un piège magnéto-optique. À l’équi-
libre thermodynamique, le nuage est caractérisé par une température T , et la vitesse
des atomes est imposée par la distribution de Maxwell-Boltzmann. En supposant que
le piège est relâché à l’instant t = 0, la position r(t) d’un atome après un temps de vol
t est donnée par :
r(t) = r0 + v0t , (3.15)
où r0 et v0 représentent la position et la vitesse de l’atome à l’instant initial.
La largeur du nuage à l’instant t est définie comme la variance en position des
atomes, qui vaut σr(t)2 = 〈r(t)2〉−〈r(t)〉2, où la notation « 〈 〉 » indique une moyenne
d’ensemble. En vertu de la relation (3.15), la variance en position s’écrit :
σr(t)
2 =
(〈r20〉 − 〈r0〉2)+ 2 (〈r0v0〉 − 〈r0〉〈v0〉) t+ (〈v20〉 − 〈v0〉2) t2 . (3.16)
Les variables de position et de vitesse n’étant pas corrélées à l’instant initial, le





où σr(0)2 et σv(0)2 représentent respectivement les variances en position et en vitesse
initiales des atomes. Le nuage étant décrit par la distribution de Maxwell-Boltzmann
à l’instant du relâchement du piège, l’écart-type en vitesse σv(0) vaut
√
kBT/m, où








La relation (3.18) montre donc que la taille du nuage atomique au cours de son
expansion balistique est directement reliée à sa température, ce qui permet de remonter
à la valeur de cette dernière.
3.3.1.2 Mesure expérimentale de la température
Dans notre séquence expérimentale, nous libérons le nuage à un instant initial t = 0,
puis nous prenons des images par absorption toutes les millisecondes entre l’instant





































Figure 3.12 – Images par absorption du nuage 5 ms après l’extinction du piège
magnéto-optique en (a), et 8 ms après l’extinction du piège en (b). L’échelle verti-
cale des profils intégrés nz(y) et ny(z) est indiquée en milliers d’atomes. Les courbes
pointillées noires représentent les ajustements gaussiens.
t = 4 ms et l’instant t = 9 ms. Les images ainsi acquises témoignent de l’expansion
du nuage, comme le montrent les figures 3.12 (a) et (b) qui représentent le nuage aux
instants t = 5 ms et t = 8 ms après extinction du piège.
Afin d’obtenir la température des atomes, il convient dans un premier temps d’es-
timer la taille du nuage. Pour cela, nous calculons les profils intégrés du nuage ny(z) et
nz(y) suivant deux directions notées y et z, qui correspondent respectivement à l’axe du
ralentisseur Zeeman et à la direction de la gravité. Ces densités intégrées sont ensuite
ajustées par des profils gaussiens dont les largeurs définissent la taille du nuage dans
l’une ou l’autre des directions.
La température du nuage s’obtient alors en représentant les variances ainsi obte-
nues en fonction du carré du temps de vol, comme le montre la figure 3.13. En vertu de
la relation (3.18), nous ajustons ces données expérimentales par un profil de la forme
σ2mes + kBTmest
2/m, où σmes et Tmes sont les deux paramètres de l’ajustement. Nous
mesurons ainsi une température de 70 ± 7 µK suivant la direction horizontale, et une
température de 101±10 µK selon la verticale, où les incertitudes sont estimées à partir
des résidus des ajustements.
Ces deux estimations de température sont en très bon accord qualitatif, bien que la
température horizontale soit probablement sous-estimée car le profil intégré suivant la
verticale dévie plus d’un profil gaussien que le profil intégré selon la direction horizon-
tale. Notons par ailleurs que les températures mesurées par temps de vol sont environ
2.5 fois plus faibles que la température Doppler TD = 235 µK déterminée dans la par-
tie 3.1.2.1. Cette différence s’explique par le fait que des mécanismes de refroidissement
sub-Doppler (refroidissement Sisyphe [155,156]) ont lieu dans le piège magnéto-optique,
ce qui permet d’abaisser la température du nuage sous la limite Doppler [157].
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Figure 3.13 – Représentation de la variance en position du nuage suivant les directions
verticale (losanges rouges) et horizontale (ronds bleus) en fonction du carré du temps
de vol. Les deux courbes en traits pleins correspondent à des ajustements par des profils
du type σr(t)2 = σ2mes + kBTmest2/m.
3.3.2 Chargement et durée de vie des atomes dans le piège
magnéto-optique
3.3.2.1 Évolution temporelle du nombre d’atomes dans le piège
Le nombre d’atomes capturés dans un piège magnéto-optique est le résultat d’une
compétition entre les processus de pertes se produisant au sein du piège qui tendent à en
diminuer la population, et le flux d’atomes lents provenant du ralentisseur Zeeman qui
tend à l’augmenter. En toute généralité, l’équation différentielle régissant l’évolution
du nombre d’atomes dans le piège magnéto-optique s’écrit [158] :
dN(t)
dt
= R− γN(t)− β
∫
n(r, t)2d3r , (3.19)
où N et n(r, t) désignent respectivement le nombre d’atomes et la densité atomique du
piège. Le premier terme du membre de droite représente le taux de chargement du piège
que nous supposerons constant. Le second terme correspond aux pertes à un corps dues
aux collisions entre les atomes du piège et les molécules du gaz résiduel. Ce processus
est caractérisé par un taux de pertes γ et dépend en particulier de la densité du gaz
résiduel. Enfin, le dernier terme de l’équation (3.19) représente les pertes à deux corps
qui correspondent aux collisions assistées par la lumière entre les atomes contenus dans
le piège. Ce mécanisme collisionnel, qui est caractérisé par un taux de pertes β, joue un
rôle important lorsque la densité atomique dans le piège devient suffisamment grande,
ce qui explique la variation avec le carré de la densité atomique.
Le calcul de l’intégrale apparaissant dans la relation (3.19) est de façon générale dé-
licat. Néanmoins, des approximations peuvent être effectuées sur la forme de la densité
atomique dans certains régimes, en particulier à faible et haute densité, ce qui permet
de déterminer une solution analytique de l’équation (3.19). Dans la section suivante,
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nous discutons de l’approximation de haute densité qui est valable dans les expériences
de chargement et de durée de vie du piège magnéto-optique que nous présentons dans
les sections 3.3.2.3 et 3.3.2.4.
3.3.2.2 Approximation de la densité constante
Walker et al. [159] ont observé que la densité atomique dans un piège magnéto-
optique devenait constante lorsque le nombre d’atomes capturés était suffisamment
grand, c’est-à-dire qu’une augmentation du nombre d’atomes s’accompagne nécessai-
rement d’une augmentation du volume du nuage. Ce comportement s’explique par le
phénomène de réabsorption de photons dont nous avons discuté dans la partie 3.1.2.2.
Lorsque le nombre d’atomes piégés devient important, les absorptions multiples de
photons se traduisent par une force répulsive analogue à la force de Coulomb, qui tend
à rendre la densité atomique constante.
Déterminons le nombre d’atomes nécessaires pour que la réabsorption de photons
commence à limiter la densité atomique dans le piège. Pour simplifier, nous supposerons
que le nuage atomique est constitué de N atomes capturés dans un piège harmonique
isotrope. À l’équilibre thermodynamique, les atomes sont confinés dans une sphère dont
le rayon à 1/
√






où T est la température du nuage, kB est la constante de Boltzmann, et κ représente
la constante de raideur du piège, dont l’expression est donnée par la relation (3.4).
Il convient de comparer ce rayon avec le rayon minimal au-delà duquel la densité





où V est le volume du piège, c’est-à-dire V = 4pir3/3, en notant r le rayon du nuage.









Estimons ce nombre d’atomes dans nos conditions expérimentales. Le désaccord des
faisceaux vaut δ = −2.5Γ, leur paramètre de saturation à résonance s0 = 0.2, le gra-
dient de champ magnétique b = 0.1 T.m−1, et la température du nuage est d’environ
100 µK. L’application numérique de la relation (3.22) donne Nmin ≈ 2000.
Nous verrons dans les deux parties suivantes que le nombre d’atomes dans le piège
magnéto-optique sera toujours bien supérieur à quelques milliers. Nous pouvons donc
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Figure 3.14 – Mesures de chargement du piège magnéto-optique. Les barres d’erreur
sur les mesures représentent l’écart-type statistique calculé à partir de deux répétitions.
La courbe en trait plein correspond à un ajustement des données expérimentales par
le profil donné en équation (3.24).
supposer que la densité atomique est constante, ce qui permet de simplifier grandement
l’équation différentielle (3.19), qui s’écrit alors :
dN(t)
dt
= R− (γ + βn0)N(t) , (3.23)
où n0 désigne la densité atomique dans le régime des grands nombres d’atomes.
3.3.2.3 Chargement du piège magnéto-optique
Les mesures de chargement d’un piège magnéto-optique consistent à mesurer la po-
pulation atomique dans le piège au cours du temps, comme le montre la figure 3.14. Le
piège se charge progressivement jusqu’à ce que le nombre d’atomes atteigne une valeur
limite proche de 7 × 108 atomes au bout d’environ 15 s. Par ailleurs, la population
atomique dépasse au bout de quelques millisecondes seulement la valeur Nmin déter-
minée à partir de la relation (3.22). Ainsi, l’approximation de la densité constante est
tout à fait valable pour décrire l’expérience de chargement du piège magnéto-optique,
et l’évolution temporelle du nombre d’atomes piégés est décrite par l’équation diffé-





(1− exp [−(γ + βn0)t]) . (3.24)
Nous observons sur la figure 3.14 que cette loi d’évolution décrit fidèlement les
mesures expérimentales. Lorsque le temps de chargement du piège est faible, le nombre
d’atomes capturés est directement proportionnel au taux de chargement R, qui vaut
environ 2.0×108 atomes/s. Par ailleurs, un ajustement des données par le profil donné
en équation (3.24) conduit au résultat (γ + βn0) ≈ 0.29, c’est-à-dire que le temps de
chargement du piège magnéto-optique vaut τc = (γ + βn0)−1 ≈ 3.4 s.
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Figure 3.15 – Mesures de durée de vie des atomes confinés dans le piège magnéto-
optique. Les barres d’erreur, qui sont plus petites que les points repérant les mesures
expérimentales, correspondent à l’écart-type calculé à partir de deux répétitions de
chaque mesure. La courbe en trait plein représente quant à elle un ajustement numé-
rique des données par une exponentielle décroissante.
3.3.2.4 Durée de vie
La mesure de durée de vie des atomes consiste à charger le piège magnéto-optique,
puis à annuler le taux de chargement R (en bloquant le jet atomique par exemple) à un
instant que nous noterons t = 0. Le piège se vide alors progressivement, et la mesure
du nombre d’atomes piégés au cours du temps permet de déterminer la durée de vie
des atomes. En effet, dans ce régime de fonctionnement l’équation (3.23) admet pour
solution :
N(t) = N0 exp [−(γ + βn0)t] , (3.25)
où N0 désigne le nombre d’atomes dans le piège au moment de l’annulation du taux
de chargement. La population du piège diminue donc exponentiellement avec un taux
de décroissance (γ + βn0).
La figure 3.15 représente l’évolution du nombre d’atomes dans le piège magnéto-
optique en fonction du temps après le blocage mécanique du jet atomique. Les données
expérimentales sont ajustées avec le profil donné par l’équation (3.25), et nous trouvons
alors que les paramètres γ, β et n0 vérifient (γ + βn0) ≈ 0.16. De cet ajustement, nous
pouvons extraire le temps de vie des atomes, qui vaut τv = (γ + βn0)−1 ≈ 6.1 s.
Les mesures par chargement du piège conduisent au résultat (γ + βn0) ≈ 0.29,
tandis que les mesures par durée de vie mènent au résultat (γ + βn0) ≈ 0.16. Le taux
de pertes estimé à partir des mesures par chargement du piège est donc près de deux
fois plus important que celui déduit des mesures par durée de vie. Pour interpréter cette
différence, rappelons que lors du chargement du piège magnéto-optique, le nuage est
soumis en continu à un flux incident d’atomes provenant du ralentisseur Zeeman. Or,
nous avons montré qu’environ 2× 108 atomes étaient capturés dans le piège magnéto-
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Figure 3.16 – Mesures de chargement du piège magnéto-optique en l’absence (losanges
bleus), puis en présence (ronds rouges) des faisceaux polariseur et repompeur en amont
du ralentisseur Zeeman. Les barres d’erreur correspondent à l’écart-type estimé à partir
d’un échantillon de 2 répétitions par mesure.
optique par seconde, tandis que le flux total d’atomes parvenant dans l’enceinte du piège
magnéto-optique s’élève à quelques 1010 atomes par secondes d’après des considérations
purement géométriques. Ainsi, la majeure partie des atomes du jet incident ne sont
pas capturés et peuvent entraîner des pertes à un corps par collision avec les atomes
capturés dans le piège. En revanche, le jet atomique est bloqué en sortie de four par un
obturateur mécanique dans les mesures de durée de vie, ce qui permet de supprimer
les pertes liées aux collisions entre les atomes non ralentis du jet et les atomes confinés
dans le piège magnéto-optique.
3.3.2.5 Influence des faisceaux polariseur et repompeur
Dans la partie 2.3.3 du chapitre précédent, nous avons montré que la mise en place
des faisceaux polariseur et repompeur en amont du ralentisseur Zeeman permettait de
protéger la population atomique de l’état |F = 2〉 du dépompage induit par le faisceau
Zeeman. Cependant, l’effet de ces faisceaux a été observé sur des signaux de fluores-
cence, dont l’interprétation quantitative est délicate.
Pour rendre compte de l’effet bénéfique des faisceaux polariseur et repompeur, nous
avons réalisé l’expérience de chargement du piège magnéto-optique en l’absence, puis
en présence de ces deux faisceaux, comme le montre la figure 3.16. Dans les deux si-
tuations, les mesures expérimentales sont bien décrites par le modèle donné par la
relation (3.24). En ajustant les profils aux données, nous trouvons dans les deux cas
que les taux de pertes (γ+βn0) sont proches de 0.3, tandis que les taux de chargement
sont assez différents. En l’absence des faisceaux polariseur et repompeur, le taux de
chargement vaut R ≈ 4.8×107 atomes/s, tandis qu’il vaut RRP ≈ 2.0×108 atomes/s en
présence des deux faisceaux. Le flux d’atomes décélérés dans le ralentisseur Zeeman est
donc approximativement 4.2 fois plus important en présence des faisceaux polariseur
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et repompeur qu’en leur absence.
Ce résultat expérimental peut être comparé aux résolutions numériques des équa-
tions de Bloch optiques. Le piège magnéto-optique se remplissant uniquement avec
les atomes lents, il s’agit de déterminer la fraction atomique occupant le sous-niveau
|F = 2,mF = −2〉 à l’entrée du ralentisseur Zeeman avec ou sans les faisceaux pola-
riseur et repompeur. En supposant que les seuls atomes décélérés dans le ralentisseur
Zeeman sont ceux dont la vitesse en sortie du four est comprise entre 28 m.s−1 et
836 m.s−1 (voir le tableau 2.3 de la partie 2.2.2.3), l’application de la relation (2.68)
permet d’estimer à environ 52.5 % la fraction atomique dans le bon sous-niveau Zee-
man en présence des deux faisceaux, tandis qu’elle s’élève à seulement 7.5 % en leur
absence. Ainsi, nous devrions observer un flux atomique près de 7 fois plus important
lorsque les faisceaux polariseur et repompeur protègent la population du sous-niveau
|F = 2,mF = −2〉.
Nous avons deux hypothèses pour expliquer l’écart entre le facteur 7 prédit par
les simulations numériques, et le facteur 4.2 provenant des mesures expérimentales.
Tout d’abord, nous ne sommes pas certains de polariser et de repomper correctement
les atomes en amont du ralentisseur Zeeman (voir la conclusion du chapitre 2). Par
ailleurs, nous avons supposé que les atomes ne subissaient pas de dépompage dans le
ralentisseur Zeeman, ce qui pourrait s’avérer inexact.
Néanmoins, la mesure du flux d’atomes lents représente un excellent critère pour
estimer l’effet des faisceaux polariseur et repompeur. Les mesures présentées sur la
figure 3.16 montrent que ces deux faisceaux contribuent de façon significative à l’amé-
lioration des performances du piège magnéto-optique, à la fois en terme de taux de
chargement et de nombre d’atomes capturés.
Conclusion
Dans ce chapitre, nous avons présenté le principe de fonctionnement d’un piège
magnéto-optique, puis discuté de sa mise en œuvre expérimentale.
Dans un premier temps, nous sommes parvenus à capturer des nuages contenant
environ 107 atomes à partir de la seule vapeur atomique s’échappant du four. En
optimisant les paramètres du faisceau Zeeman, des faisceaux de piégeage, et des fais-
ceaux polariseur et repompeur, nous sommes désormais capables de produire des nuages
contenant environ 7×108 atomes de sodium à une température proche de 100 µK, avec
une densité atomique moyenne de l’ordre de 1.5× 109 atomes/cm3.
En régime de fonctionnement quotidien, le ralentisseur Zeeman produit un flux
d’atomes lents de l’ordre de 2 × 108 atomes/s, qui nous permet de charger le piège
magnéto-optique en 3 secondes. La production de condensats avec un fort taux de ré-
pétition nécessitera probablement d’augmenter le flux d’atomes lents afin de réduire le
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temps de chargement du piège. Pour cela, il faudra améliorer le montage des faisceaux
polariseur et repompeur dans le but de mieux préparer les atomes en amont du ralen-
tisseur Zeeman. De plus, il y a toujours la possibilité d’augmenter la température du
four de sodium pour obtenir un flux d’atomes plus important.
Par ailleurs, toutes les mesures réalisées sur le piège magnéto-optique sous-estiment
le nombre d’atomes du fait que le faisceau sonde utilisé pour effectuer l’imagerie par
absorption est entièrement absorbé, même lorsque le piège est faiblement chargé. Pour
déterminer de façon plus précise les paramètres du piège magnéto-optique (nombre
d’atomes, densité, taux de chargement, ...), nous envisageons de mettre en place un
système d’imagerie par absorption dans le régime saturant [160].
Pour des questions de qualité du vide et de taux de répétition de l’expérience, nous
avons conçu notre enceinte expérimentale de sorte que le piégeage magnéto-optique se
déroule dans une première enceinte, tandis que l’étape de condensation s’effectue dans
une seconde enceinte placée quelques dizaines de centimètres plus loin. Le transport
des atomes depuis le piège magnéto-optique vers l’enceinte finale constituera l’objet du
prochain chapitre.
Chapitre 4
Transport magnétique d’un nuage
d’atomes froids
Introduction
Lors de la réalisation des premiers condensats de Bose-Einstein, les phases de pré-
paration des atomes (refroidissement laser, piégeage magnétique, refroidissement par
évaporation) et d’études expérimentales étaient réalisées au sein d’une unique chambre
de l’enceinte à vide [16, 17, 161]. Cependant, la qualité du vide peut être limitée avec
une telle configuration et l’encombrement autour de l’enceinte à vide réduit fortement
les accès optiques, ce qui a motivé le développement de dispositifs impliquant deux à
trois chambres à vide distinctes. Ce type de montage permet par ailleurs de préparer un
ensemble atomique dans la première chambre, tandis qu’un second ensemble d’atomes
est étudié dans la deuxième chambre, ce qui réduit considérablement la durée d’exécu-
tion d’une séquence expérimentale.
En séparant le lieu de préparation des atomes de leur lieu d’étude, il devient né-
cessaire de mettre au point des techniques permettant de transporter les atomes entre
les deux enceintes. Dès 2001, Gustavson et al. [162] ont développé un dispositif repo-
sant sur l’utilisation d’une pince optique pour déplacer des atomes condensés sur une
distance de 44 cm. La même année, le groupe de D. Meschede [163, 164] charge des
atomes dans un réseau optique qui est ensuite mis en mouvement, ce qui permet de
transporter les atomes sur des distances typiques de l’ordre du centimètre. Cependant,
ces schémas de transport reposant sur des méthodes optiques ne sont pas adaptés au
transport d’atomes « chauds » provenant du piège magnéto-optique car les volumes de
capture sont faibles, et les pièges peu profonds.
En parallèle des méthodes « tout optiques » ont été développées des techniques ba-
sées sur la mise en mouvement d’un piège magnétique. En 2001, Hänsel et al. [165] sont
parvenus à déplacer des atomes refroidis sur quelques millimètres en jouant sur les cou-
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rants parcourant des fils d’or déposés à la surface d’un substrat. De même, Greiner et
al. [166] ont transporté des atomes confinés par un piège magnétique sur 33 cm à l’aide
d’un dispositif constitué d’une succession de bobines dans lesquelles circulent des cou-
rants astucieusement choisis, permettant le déplacement progressif du centre du piège
magnétique. Cette technique, reprise par la suite dans différents groupes [145,167,168],
assure en particulier le transport d’atomes chauds sur des distances arbitrairement
grandes, limitées seulement par la durée de vie des atomes dans le piège. Néanmoins,
le dispositif expérimental de transport est encombrant, et nécessite la mise en place
d’un système de contrôle électronique des courants.
Une seconde méthode initialement proposée en 2003 par Lewandowski et al. [169]
consiste à produire le piège magnétique avec une paire de bobines montée sur une pla-
tine de translation mécanique motorisée. En translatant la paire de bobines, le piège
magnétique se déplace et emporte ainsi le nuage atomique dans son mouvement. La
simplicité du dispositif a conduit plusieurs équipes à reprendre ce procédé [170–172],
qui présente cependant les inconvénients de produire des vibrations mécaniques, et
d’être encombrant.
Durant la conception de l’expérience, nous avons opté pour la méthode de trans-
port reposant sur l’utilisation d’une succession de paires de bobines. Bien que cette
technique soit plus complexe que celle basée sur une platine de translation motorisée,
elle semble plus adaptée à notre montage expérimental. En effet, le déplacement du
piège par un bras motorisé contraint fortement l’espace autour de l’enceinte d’étude
expérimentale, qui sera déjà particulièrement encombrée avec le système d’imagerie et
le support de la puce à atomes.
Nous débutons ce chapitre par une présentation du principe de piégeage magné-
tique d’atomes pré-refroidis dans un piège magnéto-optique. Dans un second temps,
nous expliquons comment une succession de bobines, à l’image du schéma de transport
initialement proposé par Greiner et al. [166], permet de déplacer le centre du piège
magnétique sur plusieurs dizaines de centimètres. Se pose alors naturellement la ques-
tion de la dynamique temporelle de la séquence de transport à laquelle nous apportons
un certain nombre d’éléments de réponses à partir de simulations numériques décri-
vant le mouvement des atomes. Enfin, nous terminons ce chapitre par la mise en place
expérimentale du dispositif.
4.1 Piégeage magnétique de particules neutres
4.1.1 Hamiltonien d’interaction magnétique
Considérons un atome de moment magnétique µˆ, plongé dans un champ magné-
tique externe B(r). L’hamiltonien décrivant le couplage entre l’atome et le champ
s’écrit [173] :
Hˆ = −µˆ ·B(r) . (4.1)
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Dans le régime dit des « champs faibles », l’amplitude du terme d’interaction ma-
gnétique (4.1) est faible devant l’interaction hyperfine. Les niveaux d’énergie atomiques
sont alors indexés par deux nombres quantiques, le moment cinétique total F ainsi que
sa projection mF sur l’axe de quantification imposé par le champ magnétique. Un trai-
tement perturbatif du terme de couplage magnétique dans la base des états hyperfins




où gF est le facteur de Landé, µB le magnéton de Bohr, ~ la constante de Planck ré-
duite, et Fˆ l’opérateur de moment cinétique total.
Si le moment magnétique de l’atome suit adiabatiquement la direction z du champ





et l’énergie potentielle d’interaction magnétique est donnée par [173] :
EF = gF mF µBB(r) , (4.4)
où B(r) représente le module du champ magnétique.
L’expression de l’énergie Zeeman donnée par la relation (4.4) fait donc intervenir
les propriétés atomiques (gF, mF), ainsi que le module du champ magnétique B(r).
Le principe du piégeage magnétique repose sur l’obtention d’un champ magnétique
inhomogène favorisant l’accumulation des atomes dans une zone de l’espace où leur
énergie est minimale. Distinguons alors deux cas de figure :
— gFmF < 0 : afin de minimiser son énergie potentielle, l’atome est attiré vers
les zones présentant des maxima de champ magnétique. D’après le théorème de
Wing [174], il est impossible de créer un maximum de champ magnétique dans
une zone de l’espace vide de charges ou de courants. Il n’est donc pas possible
de piéger des atomes autour de maxima de champ magnétique.
— gFmF > 0 : le couplage entre le champ et l’atome attire ce dernier vers les
zones présentant des minima de champ magnétique. Le théorème de Wing au-
torise la présence de minima spatiaux de champ magnétique autour desquels
peuvent être piégés les atomes comme l’ont montré Migdall et al. en 1985 [12].
Dans son état fondamental 32S1/2, le sodium comporte trois états piégeables véri-
fiant la condition gFmF > 0 :
— |F = 1,mF = −1〉 (gFmF = 1/2)
— |F = 2,mF = +1〉 (gF mF = 1/2)
— |F = 2,mF = +2〉 (gF mF = 1)
Sauf mention contraire, nous considérons dans la suite de ce chapitre que les atomes
sont préparés dans l’état |F = 2,mF = +2〉.
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4.1.2 Configuration anti-Helmholtz
Plusieurs méthodes permettent de créer un champ magnétique inhomogène possé-
dant au moins un minimum local, parmi lesquelles la configuration « anti-Helmholtz »
que nous présentons dans cette section.
Considérons une spire de rayon a, parcourue par un courant I, disposée au centre
d’un système de coordonnées cartésiennes {O, x, y, z} dont l’orientation est choisie de
sorte que l’axe z soit dirigé perpendiculairement à la spire. Le champ magnétique créé
par la spire s’écrit alors [175] :
























a2 − r2)E(k2) + α2K(k2)] ,
(4.5)
où µ0 est la perméabilité magnétique du vide, K(k2) et E(k2) sont respectivement les
intégrales elliptiques complètes de 1re et 2e espèce [117]. Les variables suivantes ont été
définies afin de simplifier l’écriture : ρ2 ≡ x2 +y2, r2 ≡ x2 +y2 + z2, α2 ≡ a2 + r2−2aρ,
β2 ≡ a2 + r2 + 2aρ, et k2 ≡ 1− α2/β2.
Connaissant le champ magnétique produit par une spire, il est possible de déduire
le champ créé par une bobine constituée d’un grand nombre de spires en sommant les
contributions individuelles de chaque spire. Deux bobines coaxiales identiques parcou-
rues par des courants circulant en sens opposés (configuration dite « anti-Helmholtz »,
représentée sur la figure 4.1 (a)), produisent un champ magnétique qui peut être déve-
loppé en série de Taylor au voisinage du centre du système, et qui s’écrit sous la forme :
B(r) = B(0) + (r ·∇)r=0 B + . . . . (4.6)
En configuration anti-Helmholtz, les propriétés de symétrie de la distribution de
courant permettent de déduire que B(0) = 0. Le champ magnétique étant nul au
centre de la paire de bobines, la contribution principale au champ provient du terme
quadrupolaire :
B(r) = (r ·∇)r=0 B = (bxx, byy, bzz) , (4.7)
où bi = ∂Bi/∂ri désigne le gradient de la projection selon ei du champ magnétique
dans la direction ri au point 0.
Le système étudié étant invariant par rotation autour de l’axe z de la paire de
bobines, les gradients bx et by dans le plan orthogonal aux bobines sont égaux. De plus,
le champ magnétique statique doit vérifier la relation de Maxwell-Thompson∇ ·B = 0,
qui impose la divergence nulle du champ magnétique. En notant b ≡ bx = by, le champ
produit par la paire de bobines en configuration anti-Helmholtz s’écrit alors :
B(r) = b (x, y,−2z) , (4.8)
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x
z
Figure 4.1 – (a) Configuration de piégeage « anti-Helmholtz » confinant les atomes
dans un piège quadrupolaire. (b) Module du champ magnétique dans le plan {x, z}
pour des bobines de rayon intérieur 10 mm, composées de 10 spires concentriques et
parcourues par un courant de 10 A. Les tracés en blanc indiquent les positions des
bobines.
et son module vaut :
B(r) = b
√
x2 + y2 + 4z2 . (4.9)
Notons que le gradient de champ magnétique est deux fois plus important suivant
l’axe z que suivant les axes x et y. Le nuage atomique piégé par le champ quadrupolaire
est donc plus fortement confiné suivant l’axe z. La figure 4.1 (b) représente le module
du champ magnétique dans le plan {x, z}. Il apparaît clairement qu’aux abords du
centre, les isomagnétiques sont des ellipses dont le grand axe (dirigé suivant l’axe x)
est deux fois plus grand que le petit axe (dirigé suivant l’axe z).
Remarquons par ailleurs que le développement limité introduit dans l’équation (4.6)
n’est valable que lorsque l’écart des atomes au centre du système est très inférieur au
rayon des bobines. Dans la partie 4.1.3.1, nous montrerons que l’extension spatiale du
nuage piégé est de l’ordre de R ≈ 0.2 mm, ce qui est petit devant le rayon intérieur
des bobines du piège magnéto-optique qui vaut 36 mm (se référer au tableau 4.1).
Par conséquent, l’approximation du champ quadrupolaire est pertinente pour décrire
le piège magnétique considéré dans l’expérience.
4.1.3 Propriétés du nuage piégé
4.1.3.1 Extension spatiale
Supposons que les atomes du nuage sont soumis uniquement à la force magnétique
dérivant du potentiel quadrupolaire. En considérant le système à l’équilibre, le théorème
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du Viriel donne la répartition de l’énergie totale du système entre l’énergie potentielle
Ep et l’énergie cinétique Ec. L’énergie potentielle étant une fonction homogène de degré
1, le théorème du Viriel peut être formulé de la façon suivante :
2 〈Ec〉 = 〈Ep〉 . (4.10)
Afin de donner une formulation de l’extension spatiale du nuage, considérons le cas
simple à 1D. D’après les équations (4.4) et (4.8), l’énergie potentielle s’écrit Ep = µbR,
où R désigne la taille caractéristique du nuage et µ le moment magnétique de l’atome.
L’énergie cinétique est obtenue par application du théorème d’équipartition de l’énergie
au système, qui donne Ec = kBT/2, où kB désigne la constante de Boltzmann et T la
température du nuage. En vertu de la relation (4.10), la taille caractéristique du nuage





Pour fixer les ordres de grandeurs, considérons des valeurs mesurées dans des condi-
tions expérimentales typiques (se référer à la section 3.3.1.2 du chapitre 3). La tem-
pérature du nuage est supposée proche de 100 µK, le moment magnétique de l’atome
vaut µ = µB, et le gradient de champ magnétique est b = 65 G.cm−1. En utilisant ces
données dans la relation (4.11), il vient R ≈ 0.2 mm suivant les axes {x, y} du plan
horizontal, et Rz ≈ 0.1 mm suivant l’axe vertical z.
4.1.3.2 Durée de vie – pertes Majorana
La durée de vie des atomes capturés dans un piège magnétique est principalement
limitée par deux phénomènes physiques. Tout d’abord, les collisions avec les molécules
du gaz résiduel sont responsables d’une décroissance exponentielle du nombre d’atomes
piégés au cours du temps, comme le montre l’étude menée dans la partie 3.3.2.4 du cha-
pitre 3 consacré au piège magnéto-optique. La seconde contribution limitant la durée
de vie du système provient des pertes par retournement de spin, appelées aussi pertes
Majorana [176], qui feront l’objet de cette partie.
Un atome est confiné dans un piège magnétique à condition que l’orientation de
son moment magnétique µ s’ajuste adiabatiquement à l’orientation locale du champ
magnétique externe B. Dans le cas contraire, si l’atome se trouve initialement dans un
état piégeant, une évolution non-adiabatique est susceptible d’entraîner un retourne-
ment du spin de l’atome, qui pourrait alors se trouver dans un état non-piégeant et
être perdu [177].
Le temps de vie des atomes peut être estimé en comparant les échelles de temps
associées respectivement à la dynamique interne de l’atome, et à la dynamique de varia-
tion du champ magnétique [178]. Considérons un atome de vitesse v, se trouvant à une
distance l du centre d’un piège magnétique caractérisé par un gradient radial de champ
b. Le temps typique sur lequel se produit un changement notable de l’orientation du
champ magnétique est donné par τb = l/v. De plus, l’évolution des variables internes
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de l’atome est donnée par la période de Larmor τL = ~/µlb, qui traduit le temps ty-
pique nécessaire pour que l’orientation du moment magnétique de l’atome s’ajuste à la
direction du champ magnétique local.
La condition de suivi adiabatique impose que la dynamique d’évolution des variables
internes de l’atome soit beaucoup plus rapide que la dynamique d’évolution du champ
magnétique, ce qui se traduit par l’inégalité τL  τb. Un atome de vitesse v est donc
perdu par retournement de spin dès lors que cette condition n’est plus vérifiée, c’est-à-






Afin de déterminer une expression donnant accès à l’ordre de grandeur du temps
de vie des atomes, émettons les hypohèses simplificatrices suivantes :
— les atomes sont confinés dans un piège magnétique sphérique de rayon R
— les atomes se déplaçent à la vitesse moyenne v¯
— la zone de basculement de spin est une sphère de rayon l0(v¯)
La variation du nombre d’atomes dans le piège magnétique s’obtient en traitant
le problème dans le cadre général des processus de diffusion de particules. Le piège
magnétique constitue un « réservoir » de particules, qui s’échappent à travers la surface
S = 4pil20(v¯) formée par la zone de basculement de spin. Le taux de pertes d’atomes






j · dS , (4.13)
où N désigne le nombre d’atomes dans le piège, et j le courant de particules s’échap-
pant du piège à travers la surface S.
Le courant de particules vaut j = nv où n représente la densité atomique et v la
vitesse des atomes. En supposant que les atomes sont répartis uniformément dans le

















La solution de cette équation différentielle du premier ordre est une exponentielle
décroissante, dont le temps caractéristique τ0 correspond au temps de vie des atomes
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En appliquant le théorème du Viriel au système (voir équation (4.10)), la vitesse
moyenne des atomes s’exprime en fonction des paramètres du piège sous la forme






Remarquons que la durée de vie des atomes piégés dépend quadratiquement du
rayon nuage. Or, la relation (4.11) montre que l’extension spatiale d’un nuage ato-
mique est d’autant plus faible que sa température est basse. Il vient donc d’après
l’équation (4.17) que plus les atomes sont froids, plus leur durée de vie est limitée par
les pertes Majorana.
Donnons une estimation « pessimiste » du temps de vie d’un nuage de sodium. Les
résultats du paragraphe précédent concernant l’extension spatiale du nuage indiquent
que dans la pire des situations, les atomes sont confinés dans une zone dont le rayon est
de l’ordre de R ≈ 0.2 mm. Par conséquent, la durée de vie des atomes vaut τ0 ≈ 5 s. Les
pertes Majorana sont donc faibles à condition que le piégeage magnétique soit utilisé
sur des échelles de temps très inférieures au temps de vie τ0.
4.2 Conception du transport magnétique
Dans cette section, nous expliquons comment une succession de paires de bobines
parcourues par des courants judicieusement choisis permet de déplacer un piège ma-
gnétique sur une distance arbitraire, à l’image du schéma de transport initialement
développé par Greiner et al. [166]. Nous détaillons ensuite les propriétés géométriques
des bobines que nous allons utiliser dans le montage expérimental. Enfin, nous pré-
sentons le principe de fonctionnement de l’algorithme d’optimisation des courants que
nous avons programmé afin de déterminer les courants circulant dans les paires de
bobines, puis nous montrons les profils de courant obtenus.
4.2.1 Principe
Schéma de transport impliquant deux paires de bobines
Le transport magnétique consiste à confiner les atomes dans un piège magnétique,
puis à déplacer spatialement le centre du piège, forçant ainsi les atomes à suivre le
minimum de potentiel magnétique. Le schéma de transport le plus « simple » repose
sur l’utilisation de deux paires de bobines (notées B1 et B2) en configuration anti-
Helmholtz, qui s’enchaînent le long d’un axe y comme le montre la figure 4.2. Considé-
rons tout d’abord la situation initiale représentée sur la figure 4.2 (a), où seule la paire
B1 est parcourue par un courant I1 = I. Dans ce cas, le centre du piège magnétique
est localisé au centre géométrique de la paire de bobines B1 qui produit un champ
quadrupolaire donné par l’équation (4.8). En augmentant progressivement le courant
circulant dans la seconde paire de bobines, tout en diminuant celui circulant dans la









Figure 4.2 – Représentation d’un montage de transport magnétique impliquant deux
paires de bobines en configuration anti-Helmholtz. En variant simultanément les cou-
rants circulant dans les deux paires de bobines, il est possible de déplacer le centre
du piège quadrupolaire. Notons que la géométrie du piège est modifiée au cours du
transport, ce qui peut induire un chauffage du nuage atomique si le changement est
non-adiabatique.
première paire, le zéro de champ se déplace suivant l’axe y en direction de la seconde
paire de bobines, comme le montre la figure 4.2 (b). En continuant de diminuer le
courant dans la paire de bobines B1 jusqu’à atteindre I1 = 0, tout en augmentant le
courant parcourant la paire de bobines B2 jusqu’à la valeur I2 = I, le centre du piège
est amené au centre de la seconde paire de bobines (figure 4.2 (c)). En généralisant ce
procédé consistant à jouer sur les courants circulant à travers deux paires de bobines
successives à un assemblage constitué de multiples paires de bobines, il est possible de
transporter les atomes sur des distances arbitrairement grandes.
Faisons à présent quelques remarques concernant la méthode de transport présentée
ci-dessus. Tout d’abord, la disposition géométrique des bobines est critique pour as-
surer le bon déroulement de la séquence de transport [168]. La configuration optimale
consiste à espacer les centres des paires de bobines successives d’une distance égale à
leur rayon (comme représenté sur la figure 4.2). Ainsi, le nuage peut être déplacé de
façon continue, c’est-à-dire sans « sauts » du centre du piège, qui pourraient entraîner
un échauffement voire une perte des atomes piégés. Notons que rapprocher davantage
les centres des bobines n’apporte pas de bénéfice d’un point de vue du déplacement des
atomes, mais requiert l’utilisation d’un plus grand nombre de bobines pour transporter
le piège magnétique sur une distance donnée.
Par ailleurs, le déplacement du nuage atomique par deux paires de bobines entraîne
une modification des propriétés géométriques du piège. Notons A le rapport d’aniso-
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où bx et by représentent les gradients de champ suivant les axes x et y en accord avec
les notations introduites dans les équations (4.7) et (4.8).
Dans la configuration initiale, où seule la première paire de bobines est parcourue
par un courant, le rapport d’anisotropie du piège magnétique vaut A = 1 pour des rai-
sons de symétrie (voir équation (4.8)). Dans une situation intermédiaire où un courant
circule dans les deux paires de bobines, la symétrie cylindrique du problème est brisée.
Le nuage est alors étiré dans la direction du transport et le rapport d’anisotropie est tel
que A > 1, comme le montre la figure 4.2 (b). Finalement, le rapport d’anisotropie re-
prend sa valeur initiale A = 1 à la fin du transport lorsque seule la paire de bobines B2
est allumée. Ainsi, en considérant un système comprenant un grand nombre de paires
de bobines, le nuage atomique subit une succession de cycles de compression/dilatation,
qui peuvent induire un chauffage [179] et même une perte des atomes.
Pour éviter que la géométrie du piège ne change au cours du transport, il convient
d’avoir suffisamment de paramètres de contrôle pour que les gradients et la position
du piège puissent être fixés. Les gradients de champ magnétique n’étant pas indépen-
dants à cause de la relation de Maxwell-Thompson ∇ · B = 0, seuls trois paramètres
du piège doivent être contrôlés : la position de son centre yc, son gradient vertical bz,
et son rapport d’anisotropie A. Or, le schéma de transport proposé figure 4.2 ne per-
met d’imposer tous les paramètres du piège, car les courants I1 et I2 circulant dans
les bobines ne représentent que deux paramètres de contrôle. Par conséquent, seules
deux propriétés du piège, sa position et son gradient vertical par exemple, peuvent être
contrôlées, tandis que le rapport d’anisotropie évolue librement, comme le montre la
figure 4.2. La géométrie du piège ne peut donc être conservée qu’à condition d’avoir
accès à un troisième paramètre de contrôle, ce qui impose l’utilisation d’une troisième
paire de bobines dans la séquence de transport.
Schéma de transport impliquant trois paires de bobines
Le transport avec trois paires de bobines repose sur le même principe que celui
exposé dans le paragraphe précédent avec deux paires de bobines. Du courant circule
initialement dans les deux premières paires de bobines (figure 4.3 (a)), et le nuage
atomique est piégé à une position intermédiaire entre les centres des deux paires de
bobines. En diminuant le courant de la première paire, et en augmentant le courant de
la troisième, le nuage se déplace en direction de celle-ci (figure 4.3 (b)). En choisissant
des rampes de courant adaptées dans les trois paires de bobines, toutes les propriétés
géométriques du piège peuvent être contrôlées au cours du déplacement, ce qui permet
notamment de maintenir le rapport d’anisotropie à une valeur constante. Enfin, quand
le courant dans la première paire s’éteint (figure 4.3 (c)), la situation est analogue à celle
présentée à la figure 4.3 (a), et le centre du nuage se trouve quelque part entre les centres
des paires de bobines deux et trois. Cette méthode de transport se généralise facilement
à des systèmes comportant de nombreuses paires de bobines, à condition de toujours
faire circuler du courant dans trois paires de bobines consécutives simultanément.
4.2 Conception du transport magnétique 148
Figure 4.3 – Transport magnétique impliquant l’utilisation simultanée de trois paires
de bobines en configuration anti-Helmholtz. Les courants circulant dans les trois paires
de bobines offrent un contrôle de la géométrie et de la position du piège au cours du
déplacement.
4.2.2 Considérations géométriques
Dans la section précédente, nous avons exposé le principe du transport magnétique
reposant sur l’utilisation de trois paires de bobines en configuration anti-Helmholtz. Ici,
nous présentons le dispositif de transport prévu dans notre montage expérimental, puis
nous discutons du choix des paramètres du transport, ainsi que des étapes critiques du
déplacement.
4.2.2.1 Dimensionnement du système
Un aperçu du montage de transport magnétique est proposé sur la figure 4.4. La
géométrie de transport la plus simple consiste à déplacer les atomes de l’enceinte du
piège magnéto-optique à l’enceinte de science suivant une ligne droite. Cependant, nous
avons opté pour un dispositif comportant un coude à l’image du schéma de transport
initialement proposé par Greiner et al. [166]. En effet, nous espérons à terme être ca-
pables de charger le piège magnéto-optique en parallèle de la réalisation de mesures
sur le condensat dans la chambre de science. Le choix d’une géométrie coudée présente
ainsi l’avantage de limiter la diffusion de photons parasites en provenance de l’enceinte
du piège magnéto-optique dans la chambre de science, qui se traduirait par une perte
d’atomes condensés à chaque cycle d’absorption-émission de photon.
La première étape du déplacement atomique est assurée par un ensemble de 17
bobines selon un axe arbitrairement noté y. Une première bobine simple, dite « pous-
sante » et notée BP, se situe sur l’axe à la position y = −58.3 mm. Vient ensuite la paire
de bobines du piège magnéto-optique (PMO), centrée en y = 0 mm, puis 7 paires de
bobines identiques, notées B1 à B7. La paire B1 est centrée à la position y = 63 mm,
puis les paires B2 à B7 sont disposées régulièrement tous les 40.6 mm. La distance
totale parcourue sur cette première moitié de transport vaut donc L1 = 306.6 mm.
La seconde étape du transport s’effectue selon un axe x, orthogonal à l’axe y,
par l’intermédiaire de 8 paires de bobines. Les paires B7 à B12 sont identiques, et
régulièrement espacées tous les 40.6 mm à partir de la position x = 0 mm. Se trouve







Figure 4.4 – Représentation 3D de l’assemblage de bobines intervenant dans le trans-
port magnétique. Apparaissent, de la gauche vers la droite, la bobine poussante en
rouge, les bobines du piège magnéto-optique en vert, les paires de bobines B1 à B12
en orange, la paire B13 en violet, puis les bobines du piège magnétique final en bleu.
ensuite la paire de bobine B13, centrée en x = 243.6 mm, puis la paire de bobines du
piège magnétique (PM) en x = 344.2 mm. La seconde moitié du transport s’étend donc
quant à elle sur une distance L2 = 344.2 mm. Le tableau 4.1 récapitule les propriétés
des différentes bobines utilisées.
Bobine φint [mm] φext [mm] h [mm] Naxial Nradial z [mm] R [mΩ]
Poussante 38 [42.8 ;76.4]* 40.8 16 [2 ;16]* 0 131.6
PMO 72 124.8 5.1 2 22 ±25 86.8
Bi, i pair 26.6 79.4 5.1 2 22 ±29 46.4
Bi, i impair 26.6 79.4 5.1 2 22 ±35.5 46.4
B6 26.6 79.4 5.1 2 22 ±22.5 46.4
B13 26.6 79.4 25.5 10 22 ±46.5 231.9
PM 124 188.8 10.2 4 27 ±35 336.6
*Géométrie de la bobine poussante détaillée en annexe A
Table 4.1 – Tableau récapitulant les propriétés des bobines impliquées dans le trans-
port magnétique. Sont indiqués les diamètres intérieur φint et extérieur φext des bobines,
ainsi que leur épaisseur h. Les variables Naxial et Nradial correspondent respectivement
aux nombre de couches de spires des bobines, et au nombre de spires concentriques
composant chaque couche. Les altitudes z repèrent l’écart entre la couche de spire la
plus proche de l’axe du transport et l’axe du transport. Enfin, les résistances théoriques
R des bobines sont calculées à partir de la longueur de fil les constituant.
4.2 Conception du transport magnétique 150
Le transport magnétique est donc essentiellement assuré par un ensemble de paires
de bobines identiques (B1 à B12) positionnées sur deux étages (en z = ±29 mm ou
en z = ±35.5 mm par rapport à l’axe de transport). Néanmoins, il convient de placer
une paire de bobines (B6) sur un troisième étage afin d’empêcher l’interpénétration
des paires B6 et B8 au niveau du coude. Notons que notre choix concernant le posi-
tionnement vertical des bobines est contraint par les dimensions des divers éléments
composant le système à vide (enceintes, vannes). De même, les extrémités du transport
mettent en jeu des bobines (BP, PMO et PM) dont les géométries singulières sont
principalement imposées par les propriétés géométriques des enceintes (voir figure 4.4).
4.2.2.2 Étapes du transport
La séquence de déplacement des atomes comporte trois phases particulièrement cri-
tiques : le départ de l’enceinte du piège magnéto-optique, le changement de direction
au niveau du coude, et l’arrêt dans l’enceinte de science. Nous expliquons ici pourquoi
ces étapes sont délicates, et comment surmonter les difficultés qu’elles présentent.
Au début du transport, le piège quadrupolaire est formé par les bobines du piège
magnéto-optique uniquement. Comme le système présente une symétrie cylindrique
dans le plan {x, y}, le piège magnétique produit par les bobines PMO est caractérisé
par un rapport d’anisotropie A = 1. D’après les résultats de la section 4.2.1, il est tout
à fait possible de conserver la forme du piège au cours du mouvement à condition de
contrôler trois courants distincts. Cependant, les simulations numériques (dont nous
discutons dans la partie 4.2.3) montrent que cette géométrie de piégeage ne peut être
maintenue qu’en faisant circuler des courants positifs et négatifs à travers les bobines,
ce qui n’est pas envisageable avec les alimentations électriques à notre disposition. Afin
de privilégier l’usage de courants positifs, il convient donc de modifier la géométrie
du piège au cours du déplacement depuis sa valeur initiale A = 1, jusqu’à une valeur
consigne A∗ > 1 (voir la partie 4.2.2.4).
Par ailleurs, la géométrie de l’enceinte du piège magnéto-optique, ainsi que celle des
bobines PMO limitent fortement la possibilité de recouvrement avec la première paire
de bobines B1 impliquée dans le début du transport. Or, les centres de deux paires de
bobines successives ne doivent pas être trop éloignés pour éviter que le centre du piège
magnétique ne se déplace brusquement sur de grandes distances lors de la modification
des courants circulant dans les bobines [168].
Pour ces deux raisons, le début du transport est réalisé par deux paires de bobines
en configuration anti-Helmholtz (PMO et B1), ainsi qu’une bobine simple, la pous-
sante. Celle-ci est disposée suivant l’axe du transport et permet de déplacer le piège
magnétique sans « sauts » malgré le peu de recouvrement entre les bobines du piège
magnéto-optique et la paire de bobines B1. De plus, l’orientation particulière de cette
bobine favorise la modification de la géométrie du piège afin d’obtenir un rapport d’ani-
sotropie A > 1. Un résumé des propriétés de cette bobine se trouve dans le tableau 4.1,
tandis qu’une description plus détaillée, accompagnée d’un schéma représentant une
coupe radiale de la bobine se trouvent en annexe A.
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La seconde phase délicate de la séquence de transport concerne le déplacement
du piège aux abords du coude. Cette étape est critique car il n’est pas possible avec
seulement trois alimentations électriques de réaliser un virage à 90˚sans opérer d’ar-
rêt au niveau du coude. Cela implique en particulier de terminer la première partie
du transport en utilisant uniquement deux paires de bobines simultanément. Cette
situation ne permet pas d’imposer tous les paramètres du potentiel magnétique (voir
partie 4.2.1), et le rapport d’anisotropie du piège varie de façon non contrôlée entre
la valeur consigne A∗ > 1 et la valeur A = 1 lorsque seule la paire de bobines B7
piège les atomes au niveau du coude. Un raisonnement similaire s’applique au départ
de la seconde partie du transport, où provisoirement deux paires de bobines (la B7 et
la B8) fonctionnent simultanément, entraînant une variation non contrôlée du rapport
d’anisotropie de A = 1 vers A 6= A∗ > 1.
Pour éviter de chauffer ou de perdre les atomes durant ces phases où la géométrie
du piège est modifiée de façon non contrôlée, il convient de ne pas déplacer le piège
trop rapidement pour que les atomes puissent s’adapter au changement de géométrie
de façon adiabatique.
Enfin, l’arrivée au centre de la chambre de science constitue la dernière étape cri-
tique du transfert atomique. Pour des raisons d’encombrement autour de l’enceinte du
condensat, nous avons décidé de ne pas utiliser de bobine « tirante » (analogue de la
bobine poussante), ce qui suppose de relâcher la contrainte sur le rapport d’anisotropie
du piège à la fin du transport. Par ailleurs, nous rencontrons ici aussi un problème de
recouvrement spatial entre les paires de bobines B13 et PM. Pour compenser cela, les
bobines de la paire B13 sont 5 fois plus épaisses que les bobines des autres paires de
type Bi, ce qui permet malgré tout d’assurer le déplacement du piège jusqu’au centre
de la chambre de science.
4.2.2.3 Gradient de champ magnétique vertical
Durant le transport, les atomes sont soumis à la force de piégeage magnétique et à
la gravité. La composante suivant l’axe vertical de la force magnétique s’écrit sous la
forme :
Fz = −µB dBz
dz
≡ −µBbz , (4.19)
où bz désigne le gradient vertical, et µB le magnéton de Bohr.
Pour empêcher que les atomes ne « tombent » au cours de leur déplacement, la
force magnétique doit être dominante comparée à la force de gravité Fg subie par les
atomes. Afin d’estimer le gradient vertical nécessaire, considérons la situation où les
deux forces sont égales :
Fz = Fg ⇔ bz = mg
µB
, (4.20)
où m représente la masse d’un atome de sodium, et g l’accélération de la pesanteur.
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Figure 4.5 – (a) Énergie potentielle totale d’un atome en absence/présence (trait
continu bleu/pointillé rouge) de la gravité pour un gradient de champ magnétique
bz = 4.5 G.cm−1. La gravité déforme le paysage de potentiel qui ne permet plus le
piégeage des atomes. (b) Énergie potentielle totale d’un atome en absence/présence
(trait continu bleu/pointillé rouge) de la gravité pour un gradient de champ magnétique
bz = 130 G.cm−1. La gravité modifie très peu le paysage de potentiel qui permet le
piégeage des atomes.
L’application numérique de la relation (4.20) conduit au résultat bz = 4 G.cm−1.
Afin de s’affranchir des effets de la gravité, le gradient de champ magnétique doit être
grand comparé à la valeur estimée précédemment. Nous fixons donc arbitrairement le
gradient vertical à la valeur suivante :
b∗z = 130 G.cm
−1 . (4.21)
La figure 4.5 représente l’énergie potentielle totale du système suivant l’axe z en
présence/absence de gravité dans deux situations. La figure (a) correspond au cas où les
deux forces sont du même ordre de grandeur, avec un gradient de champ magnétique
bz = 4.5 G.cm−1. Le profil du piège est très fortement déformé par la présence du
potentiel de gravité (profil pointillé rouge), et la profondeur du piège dans la zone des
z < 0 est trop faible pour permettre le piégeage des atomes. La figure (b) illustre la
situation où la force magnétique prédomine largement sur la force de gravité, avec un
choix de gradient de champ magnétique bz = 130 G.cm−1. La présence du potentiel
de gravité perturbe très peu le profil du piège dans cette situation, et nous négligeons
donc la contribution de la gravité dans la suite.
4.2.2.4 Rapport d’anisotropie
La valeur du rapport d’anisotropie A est obtenue par une méthode itérative de
type « essai/erreur ». Celui-ci doit être suffisamment grand pour que la solution vers
laquelle converge notre programme de détermination des courants (voir la partie 4.2.3)
ne fasse pas intervenir de courants négatifs. Inversement, le rapport d’anisotropie doit
rester assez petit pour éviter des situations pathologiques où la première des trois
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Figure 4.6 – Consignes de rapport d’anisotropie sur la première (a), et sur la seconde
(b) partie du transport.
paires de bobines impliquées dans le transport ne s’éteindrait jamais et dont le courant
finirait par croître déraisonnablement. En vertu des caractéristiques géométriques de
l’assemblage du transport (notamment les tailles et positions des bobines), le rapport
d’anisotropie « optimal » est estimé à A∗ = 1.88 pour les deux moitiés du transport.
Comme nous l’avons vu dans la partie 4.2.2.2, la géométrie du piège magnétique est
modifiée à quatre reprises au cours de la séquence de transport. La phase de lancement
à partir du piège magnéto-optique impose le premier changement de rapport d’aniso-
tropie. Les simulations numériques de champ présentées dans la section 4.2.3 montrent
que le courant circulant dans la bobine poussante dépend fortement de la distance sur
laquelle le rapport d’anisotropie du piège est amené de sa valeur initiale A = 1 à sa
valeur de transport A∗ = 1.88. Afin de conserver un courant raisonnable dans la bobine
poussante, la géométrie du piège est changée linéairement durant les quatre premiers
centimètres du déplacement. Le rapport d’anisotropie est ensuite maintenu constant
à sa valeur A∗ = 1.88 jusqu’à atteindre la position y = 25 cm que nous fixons arbi-
trairement, puis une nouvelle rampe linéaire permet de se ramener à un piège dont le
rapport d’anisotropie vaut A = 1 au centre de la paire de bobines B7. Notons que cette
seconde rampe est simplement « indicative » car seules deux paires de bobines fonc-
tionnent simultanément sur la fin de la première partie du transport, et il manque donc
un degré de liberté pour contrôler totalement la géométrie du piège. La consigne per-
met cependant d’orienter l’algorithme d’optimisation vers une solution proche de celle
obtenue lorsque tous les paramètres du piège sont contrôlés. Le tracé de la consigne du
rapport d’anisotropie en fonction de la position suivant l’axe du transport est présenté
en figure 4.6 (a).
Les deux autres phases qui marquent un changement dans la géométrie du piège
magnétique correspondent au début et à la fin de la seconde partie du transport. Au
cours de ces deux étapes, le piège est produit par deux couples de bobines seulement, et
le rapport d’anisotropie évolue librement. Pour les mêmes raisons que celles évoquées
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précédemment sur la fin de la première partie du transport, une consigne de rapport
d’anisotropie est fournie au programme de simulation. Le rapport d’anisotropie croît
tout d’abord linéairement de A = 1 à A∗ = 1.88 durant les cinq premiers centimètres
du second axe de transport, puis est maintenu constant jusqu’à la position x = 20 cm,
ces deux positions étant fixées arbitrairement. Une rampe décroissante linéaire entre
x = 20 cm et x = 34.4 cm ramène le rapport d’anisotropie à la valeur A = 1 attendue
lorsque seule la paire de bobines du piège magnétique est impliquée dans le confinement
des atomes. L’évolution du rapport d’anisotropie le long du second axe de transport
est représentée figure 4.6 (b).
4.2.3 Détermination des courants
Dans les sections précédentes, nous avons exposé le principe du transport magné-
tique d’un nuage atomique, et présenté les détails géométriques du dispositif prévu dans
notre expérience. Ici, nous commençons par expliquer la méthode utilisée pour calculer
le champ magnétique produit par une bobine, puis nous décrivons le fonctionnement
du programme que nous avons développé, et qui permet de calculer les courants à faire
circuler dans les différentes paires de bobines pour créer un profil de champ magnétique
imposé.
4.2.3.1 Champ magnétique produit par une bobine
Considérons une bobine formée par un ensemble de M couches de spires, chaque
couche étant composée de N spires concentriques. Pour connaître le champ magnétique
produit par la bobine, il suffit de sommer les contributions individuelles de chacune des
M × N spires. Néanmoins, la relation (4.5) donnant l’expression du champ créé par
une spire n’est valable que dans un référentiel défini localement à la spire considérée.
Ainsi, pour obtenir le champ magnétique produit par une bobine, et plus généralement
par un ensemble de bobines, il convient de calculer le champ magnétique produit par
chaque spire dans un référentiel commun à toute les spires afin de pouvoir additionner
les différentes contributions.
Pour cela, définissons un repère cartésien orthonormé {O, x, y, z} établissant une
base du référentiel du laboratoire, et considérons une position quelconque r où calculer
le champ magnétique créé par la bobine (voir la figure 4.7). Intéressons nous dans
un premier temps au champ magnétique produit par la n-ième spire de la m-ième
couche de la bobine. Cette spire se situe à une position repérée par un vecteur tm dans
le référentiel du laboratoire, et l’orientation de son référentiel local se déduit de son
orientation spatiale, et du sens du courant qui la traverse.
Notre dispositif de transport étant constitué d’une bobine poussante, puis d’une
succession de paires de bobines en configuration anti-Helmholtz (voir la partie 4.2.2.1),
seules trois orientations particulières de référentiels locaux doivent être prises en compte
dans le programme. Ainsi, les bobines situées au-dessus de l’axe du transport ont un
référentiel orienté identiquement à celui du laboratoire, tandis que celles situées en-
dessous de l’axe du transport ont un référentiel qui se confond avec celui du laboratoire









Figure 4.7 – Représentation d’une bobine comportantM couches de spires, possédant
chacune N spires concentriques, dans le casM = 5 et N = 1 pour simplifier la lisibilité.
Le champ magnétique est calculé au point r du référentiel du laboratoire {O, x, y, z},
repéré par le vecteur rm dans le référentiel local de la m-ième spire (apparaissant en
rouge vif sur le schéma), centrée à la position tm. Notons que le référentiel local de
la bobine représentée ici est tourné d’un angle pi autour de l’axe y par rapport au
référentiel du laboratoire.
au prix d’une rotation d’un angle pi autour de l’axe du transport (y pour la première
moitié et x pour la seconde). Enfin, l’orientation du référentiel local de la bobine pous-
sante est identique à celle du référentiel du laboratoire à condition de réaliser une
rotation d’un angle pi/2 autour de l’axe x.
Notons donc Rα(θ) la matrice de rotation d’un angle θ = 0, pi/2 ou pi autour d’une
direction α = x ou y permettant de passer du référentiel du laboratoire au référentiel
local de la spire. Le point où nous souhaitons déterminer le champ magnétique est
alors repéré dans le référentiel local de la spire par un vecteur rm qui s’exprime sous la
forme :
rm = Rα(θ) · (r− tm) . (4.22)
Le champ magnétique B˜m,n(rm) créé par la spire s’obtient alors en appliquant la
relation (4.5) à la position rm donnée par l’équation (4.22). Le champ magnétique
étant un champ vectoriel, le passage du référentiel local de la spire au référentiel du
laboratoire s’effectue par application de l’opération de rotation inverse au champ calculé
dans le référentiel local de la spire. Ainsi, le champ magnétique créé par la n-ième spire
de la m-ième couche s’écrit dans le référentiel du laboratoire :
Bm,n(r) = Rα(θ)−1 · B˜m,n(rm) . (4.23)
Le champ magnétique créé par la bobine s’obtient alors simplement à partir de la
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4.2.3.2 Algorithme d’optimisation des courants sous contrainte
Comme nous l’avons expliqué dans la section 4.2.1, le transport magnétique repose
sur un choix judicieux des courants circulant à travers un ensemble de trois paires de
bobines au cours du temps. Il convient donc de développer un programme permettant
de déterminer les profils de courant, ce qui fait l’objet de cette partie.
Le programme calcule le champ magnétique créé par l’ensemble des 31 bobines
constituant le dispositif de transport magnétique présenté à la section 4.2.2.1, en te-
nant compte de leur emplacement spatial, de leur propriétés géométriques (nombre
de spires, orientation), ainsi que du courant qui les traverse. Pour illustrer le principe
de fonctionnement du programme, considérons trois paires de bobines indexées par la
variable j = 1, 2 ou 3, dans lesquelles circulent des courants I1, I2 et I3. Notons B˜j le
champ magnétique produit par la paire de bobines j lorsque celle-ci est parcourue par
un courant de 1 A. Pour déterminer les valeurs des trois courants, nous discrétisons
l’espace, puis nous imposons en chaque point du transport un profil de champ magné-
tique sur quelques millimètres le long des trois axes x, y et z. Nous optimisons ensuite
par une méthode des moindres carrés les valeurs des courants circulant dans les trois
paires de bobines afin de minimiser l’écart entre le champ produit par les bobines et
le profil de champ idéal que nous avons établi. Il s’agit donc de résoudre en tout point
rc = {xc, yc, zc} le long de l’axe du transport le système d’équations suivant :
∣∣∣∣∣ ∑j=1,2,3 B˜j(xc + x, yc, zc)Ij
∣∣∣∣∣−B∗(xc + x, yc, zc) = 0 suivant l′axe {x, yc, 0} ,∣∣∣∣∣ ∑j=1,2,3 B˜j(xc, yc + y, zc)Ij
∣∣∣∣∣−B∗(xc, yc + y, zc) = 0 suivant l′axe {0, y, 0} ,∣∣∣∣∣ ∑j=1,2,3 B˜j(xc, yc, zc + z)Ij
∣∣∣∣∣−B∗(xc, yc, zc + z) = 0 suivant l′axe {0, yc, z} ,
(4.25)
où x ∈ [xc − 3mm;xc + 3mm], y ∈ [yc − 6mm; yc + 6mm] et z ∈ [zc − 3mm; zc + 3mm].
Notons que la consigne B∗ sur le module du champ est déterminée à partir des consignes
sur le gradient de champ vertical et sur le rapport d’anisotropie qui sont discutées dans
les sections 4.2.2.3 et 4.2.2.4.
Une fois que les courants sont optimisés à la position rc, l’algorithme passe à la
position suivante rc + drc, où drc représente la résolution spatiale, et répète le même
procédé en prenant pour condition initiale de recherche les courants obtenus à la posi-
tion rc. Les figures 4.8 (a), (c) et (e) représentent le profil de champ magnétique calculé
suivant les trois directions x, y et z avant la phase d’optimisation sur les courants, tan-
dis que les figures 4.8 (b), (d) et (f) représentent le profil de champ après optimisation.
Notons que la procédure d’optimisation recherche un accord entre le champ calculé et
le profil idéal sur une distance plus importante (12 mm) suivant l’axe du transport que
suivant les autres axes (6 mm). Ce choix totalement arbitraire se justifie par le fait
que le nuage n’est pas isotrope, mais étiré dans la direction du transport, comme nous
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Figure 4.8 – (a), (c), (e) Représentation du module du champ magnétique suivant les
axes x, y et z avant optimisation des courants (traits pointillés magenta), et compa-
raison au module de champ idéal calculé à partir des consignes (trait continu bleu).
(b), (d), (f) Représentation du module du champ magnétique suivant les axes x, y et
z après optimisation des courants par résolution du système d’équations (4.25) (traits
pointillés magenta), et comparaison au module de champ idéal (trait continu bleu).
l’avons vu dans la partie 4.2.2.2. Nous remarquons que l’accord entre le profil calculé
et le profil idéal est très bon, avec un écart relatif inférieur au pourcent sur toute la
zone considérée.
4.2 Conception du transport magnétique 158
Par ailleurs, nous imposons pour des raisons pratiques deux contraintes sur les
valeurs de courant déterminées par l’algorithme. Tout d’abord, les alimentations de
courant prévues dans notre montage sont capables de délivrer un courant entre 0 A et
110 A pour une tension de 0 V à 15 V 1. Les intensités des courants déterminées par
l’algorithme sont donc bornées supérieurement à 100 A afin de conserver une marge
de sécurité. Par ailleurs, nos alimentations ne peuvent débiter du courant que dans un
sens, ce qui ne permet pas de changer le signe du courant. Nous imposons donc que les
courants restent toujours positifs ou nuls. Ainsi, si la solution optimale vers laquelle
converge l’algorithme suggère I1 < 0, cela signifie que le centre du piège magnétique est
suffisamment loin du centre de la paire de bobines 1 pour qu’il ne soit plus pertinent
d’impliquer cette paire dans le déplacement du piège. Il convient alors de mettre le
courant de la paire de bobines 1 à 0 A, puis d’impliquer la paire de bobines se trouvant
après la paire numéro 3, puis de reprendre la recherche d’optimum en considérant les
courants I2, I3 et I4, où I4 est le courant circulant dans la nouvelle paire de bobines.
4.2.3.3 Profils de courant
Les profils de courants extraits du programme d’optimisation sont représentés sur
la figure 4.9. Le graphique (a) correspond à la première moitié du transport, tandis
que le graphique (b) est associé à la seconde moitié du transport. Les valeurs obtenues
pour les différentes intensités sont toutes positives ou nulles, et inférieures à 100 A, en
accord avec les contraintes imposées par les conditions expérimentales.
Le courant circulant dans la bobine poussante croît très rapidement vers sa valeur
pic, de l’ordre de 75 A, afin de modifier la géométrie du piège sur les quatre premiers
centimètres du transport. Par ailleurs, le faible recouvrement entre les bobines du piège
magnéto-optique et le couple de bobines B1 impose la circulation de courants impor-
tants (∼ 75 A) dans les bobines B1 afin d’extraire les atomes de la zone d’influence
des bobines du PMO. Les paires de bobines Bi (pour i = 2 . . . 12) sont quant à elles
parcourues par des courants maximum de l’ordre de 50 A ou 80 A suivant qu’elles se
trouvent sur la couche intérieure ou extérieure de la chaîne de bobines constituant la
voie du transport.
Par ailleurs, de forts courants sont requis dans les bobines impliquées dans la fin du
transport. Ainsi, le faible recouvrement entre les paires de bobines B13 et PM impose
un courant pic de l’ordre de 100 A dans le couple de bobines B13 afin de pousser les
atomes dans la zone d’influence des bobines du piège magnétique.
Notons que les propriétés du piège magnétique au début du déplacement sont parfai-
tement maîtrisées, car trois courants sont contrôlés simultanément (Poussante, PMO,
B1). En revanche, trois zones du transport sont assurées uniquement par deux courants :
les trente derniers millimètres du premier axe du déplacement (courants B6 et B7), les
trente premiers millimètres du second axe (courants B7 et B8), et les quatre-vingts
1. Modèle Delta Elektronika power supply SM15-100
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Figure 4.9 – Profils de courants déterminés numériquement pour la première partie
du transport (a), ainsi que pour la seconde partie du transport (b), en fonction de la
position du centre du piège magnétique sur l’axe du déplacement.
derniers millimètres de la fin du transport (courants B13 et PM). Par conséquent, le
rapport d’anisotropie du piège n’est pas contrôlé au cours de ces trois phases du mou-
vement.
La figure 4.10 représente le profil de champ magnétique dans le plan {x, y} en
différentes positions appartenant au premier axe de transport (axe y). Les images (a),
(b) et (c) illustrent le paysage de champ magnétique lors de la déformation initiale
du piège conduisant à un rapport d’anisotropie A∗ = 1.88. Le piège de géométrie
cylindrique au centre de l’enceinte du piège magnéto-optique (a) est progressivement
étiré suivant l’axe du transport sous l’action de la bobine poussante. Les images (d), (e)
et (f) montrent le piège magnétique au cours de la phase intermédiaire où les atomes
sont déplacés sans changement de la géométrie du piège. Enfin, les images (g), (h) et
(i) représentent la fin de la première moitié du transport, qui s’effectue sous l’action de
deux courants uniquement (B6 et B7). Le rapport d’anisotropie est modifié de façon
non contrôlée, et le piège retrouve une géométrie cylindrique dans le coude (i).
Remarquons que le paysage de champ magnétique peut varier énormément entre
les différentes images de la figure 4.10. Cependant, les résultats démontrés dans la par-
tie 4.1.3 indiquent que l’extension spatiale typique du nuage est inférieure au millimètre.
Par conséquent, seuls quelques millimètres autour du centre du piège définissent une
zone dans laquelle il est pertinent de considérer le module du champ magnétique. À de
telles distances du centre du piège, le paysage magnétique est semblable sur toutes les
images, et les variations à plus grande échelle ne jouent aucun rôle dans la dynamique
du nuage atomique.
4.2 Conception du transport magnétique 160
Figure 4.10 – Module du champ magnétique dans le plan {x, y} en différentes positions
le long du premier axe de transport. Les lignes pointillées blanches symbolisent les
bords du tube à vide CF16 dans lequel se déplacent les atomes. Le trait blanc en
y = 85 mm représente le bord de l’enceinte du piège magnéto-optique. Les figures (a),
(b) et (c) représentent le potentiel magnétique aux points y = 0 mm, y = 14 mm et
y = 31 mm, où le piège est étiré dans la direction du mouvement sous l’action de la
bobine poussante. Les images (d), (e) et (f) montrent respectivement le module du
champ magnétique aux positions y = 100 mm, y = 150 mm et y = 200 mm, où la
géométrie du piège est maintenue constante. Enfin, les figures (g), (h) et (i) illustrent
le paysage de champ magnétique aux points y = 271 mm, y = 290 mm et y = 306.6 mm
se trouvant dans la zone où la géométrie du piège n’est plus contrôlée.
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Figure 4.11 – Déplacement brusque d’un récipient contenant un liquide. Au-delà d’une
certaine valeur de l’accélération, la force d’inertie d’entraînement subie par le récipient
conduit à la perte d’une fraction du liquide. Cet effet est analogue à celui se produisant
lors du déplacement du piège magnétique contenant les atomes.
4.3 Dynamique temporelle du transport
Dans la section précédente, nous avons détaillé le principe du piégeage magnétique,
et présenté son application au transport atomique. Cependant, les courbes de courants
tracées figure 4.9 dépendent uniquement de la position du centre du piège magnétique.
Il convient donc d’associer un temps à chaque position du centre du piège afin de
construire une séquence temporelle de transport qui pourra être interprétée par le
séquenceur contrôlant le déroulement des différentes phases de l’expérience (se référer
à la section 1.3.1 du chapitre 1). L’objet de cette section est d’établir les différentes
contraintes auxquelles est sujet le nuage atomique au cours du mouvement, puis de
proposer une séquence de transport la plus rapide possible.
4.3.1 Force d’inertie d’entraînement
Le nuage atomique confiné par le piège quadrupolaire est un système semblable à
celui formé par un liquide contenu dans un récipient. L’expérience commune montre
que si le récipient est déplacé de façon trop « brusque », c’est-à-dire s’il subit une ac-
célération trop importante, alors le liquide est expulsé du contenant (représentation
figure 4.11). Cette analogie illustre parfaitement la problématique du transport des
atomes. Il convient donc de déterminer une borne maximale sur la valeur de l’accélé-
ration du piège magnétique afin d’éviter l’échauffement ou la perte d’atomes au cours
du transport.
Pour simplifier le problème, étudions le cas d’un piège unidimensionnel dont le dé-
placement s’effectue suivant l’axe des y > 0 avec une accélération a∗. Considérons un
atome de masse m, de moment magnétique µ, dont la dynamique est étudiée dans le
référentiel local associé au centre du piège. La force totale appliquée à l’atome est la
résultante de deux composantes : la force qui dérive de l’énergie potentielle magné-
tique, et la force d’inertie d’entraînement. L’équation du mouvement dans le référentiel
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accéléré s’écrit alors :
d2y′
dt2
= −a∗ − µb
m
sign [y′] , (4.26)
où y′ est la distance au centre du piège, et b le gradient de champ magnétique (en
supposant b > 0).
À partir de la relation (4.26), et dans l’hypothèse où l’accélération d’entraînement
a∗ est constante, il est possible de réécrire la force totale appliquée à l’atome comme le
gradient d’un potentiel effectif, qui prend la forme :
Veff = ma
∗y′ + µb|y′| . (4.27)
L’accélération subie par le système se traduit de manière effective par une déforma-
tion du piège magnétique. Le gradient de champ suivant les y′ < 0 est remplacé par le
gradient effectif ma∗/µ − b, tandis que le gradient suivant les y′ > 0 est remplacé par
le gradient effectif ma∗/µ + b. L’accélération limite que peut subir le système lorsque
a∗ est positif correspond donc à la situation où le potentiel magnétique n’assure plus





Durant le transport, la valeur minimale que prend le gradient de champ magnétique
est de 45 G.cm−1 lorsque le rapport d’anisotropie vaut 1.88, ce qui correspond à une
accélération maximale a∗max ≈ 109 m.s−2.
Le profil du champ magnétique donné par l’équation (4.27) est représenté sur la
figure 4.12 pour différents choix de l’accélération du centre du piège a∗. La force d’inertie
d’entraînement altère la forme du potentiel de piégeage, de sorte qu’il est plus confinant
suivant les y′ > 0, mais moins confinant suivant les y′ < 0. En particulier, lorsque
l’accélération du piège atteint la valeur limite a∗max, l’énergie de piégeage est nulle pour
des valeurs y′ < 0, et les atomes ne sont plus piégés. Inversement, lors des phases de
décélération où a∗ < 0, le potentiel de piégeage est plus confinant du côté des y′ < 0,
et moins confinant pour des valeurs y′ > 0.
4.3.2 Simulations de dynamique moléculaire
L’objectif de la section précédente était de mettre en évidence l’existence d’une
limitation sur la dynamique du centre du piège magnétique. Cependant, cette connais-
sance ne renseigne nullement sur la façon optimale de déplacer temporellement le piège.
Faut-il par exemple opter pour un mouvement à vitesse constante tout au long du tra-
jet, ou bien préférer un mouvement « lent » aux extrémités du trajet et « rapide » au
milieu ? Par ailleurs, sur quelle échelle de temps est-il raisonnable de déplacer le nuage
pour éviter les pertes d’atomes et un échauffement ?
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Figure 4.12 – Énergie potentielle effective de l’atome. L’allure de la courbe est modifiée
par la présence de la force d’inertie dûe à l’accélération du centre du piège pendant le
transport. Les tracés noir, bleu, magenta et rouge correspondent respectivement aux
situations a∗ = 0, a∗ = a∗max/10, a∗ = a∗max/2 et a∗ = a∗max. Dans le cas où l’accélération
du piège est supérieure ou égale à l’accélération maximale a∗max, le potentiel ne permet
plus le piégeage des atomes qui sont alors perdus.
Afin d’apporter des éléments de réponse à ces questions, nous avons développé un
programme de dynamique moléculaire. Cette méthode de simulation, introduite au
début des années 1950 par Bird [180], permet notamment de simuler les trajectoires
des atomes au cours du temps, comme nous allons l’expliquer ci-dessous.
4.3.2.1 Principe
Considérons un ensemble constitué de N atomes de masse m confinés dans un
piège quadrupolaire. Dans une approche classique, l’état d’un atome i à l’instant t
est entièrement déterminé par la connaissance de son vecteur position ri(t) et de son






mv2i + U(ri) , (4.29)
où U(ri) désigne l’énergie potentielle de l’atome i.
L’évolution temporelle du système est alors dictée par les équations de Hamilton,




= Fi avec Fi = −dU(ri)
dri
. (4.30)
Les simulations de dynamique moléculaire consistent à discrétiser le temps en in-
tervalles δt, puis à déterminer l’évolution temporelle du système en résolvant numéri-
quement les équations du mouvement (4.30) de façon itérative. Dans cette approche,
le pas de temps δt doit être suffisamment « petit » pour que la force Fi agissant sur un
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atome puisse être supposée constante sur l’intervalle δt, et pour que la probabilité de
collision par atome soit inférieure à 1. À l’inverse, δt doit être suffisamment « grand »
pour que le temps de calcul reste raisonnable.
Afin de simuler la dynamique du transport magnétique, il convient de rajouter dans
le programme toutes les contraintes présentes dans le système réel qui seraient suscep-
tibles d’en modifier la dynamique, telles que la présence d’un tube CF16 entourant
le nuage atomique pendant son transport, ou encore la profondeur finie du piège. La
structure du code de simulation est donc la suivante :
1. Initialisation des paramètres du problème : distribution en position et en vitesse
des atomes, définition du pas de temps δt, ...
2. Incrémentation du temps
3. Mise à jour des paramètres du piège : position du centre, gradients de champ
magnétique, ...
4. Résolution du système différentiel (4.30) par un algorithme de Runge-Kutta
d’ordre 4 (voir partie 4.3.2.3)
5. Dynamique atomique : collisions entre atomes, collisions avec le gaz résiduel,
pertes par retournement de spin, profondeur finie du piège, pertes par collision
avec le tube CF16
6. Mesure des quantités physiques : énergie totale, position du centre de masse du
nuage, ...
7. Répétition des étapes 2 à 6 jusqu’à atteindre la durée souhaitée pour la séquence
de transport
Parmi les différentes phases d’exécution de l’algorithme, deux sont particulièrement
importantes : l’initialisation du système, et la résolution du système d’équations diffé-
rentielles (4.30), qui feront l’objet des deux sections suivantes.
4.3.2.2 Initialisation du système
L’initialisation du système consiste à tirer aléatoirement les variables de position r
et de vitesse v de chaque atome de sorte que la configuration obtenue soit représentative
des configurations possibles compte tenu des contraintes imposées au système. Dans
cette section, nous établirons l’expression des distributions en position et en vitesse des
atomes au point de départ du transport, puis nous indiquerons la procédure numérique
permettant de reproduire ces distributions à partir d’un générateur de nombres aléa-
toires distribués entre 0 et 1 suivant une loi uniforme continue U [0, 1].
Expression analytique des distributions de position et de vitesse
La séquence de transport débute après que les atomes capturés dans le piège
magnéto-optique sont chargés dans le piège magnétique produit par la paire de bobines
PMO. À l’équilibre thermodynamique, l’occupation des états d’énergie accessibles aux
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atomes est donnée par la statistique de Boltzmann. La densité de probabilité de trouver
un atome à la position r = {x, y, z} avec une vitesse v = {vx, vy, vz}, notée f(r,v), est
donc donnée par :










f(r,v) dr dv = 1 , (4.32)
où C est une constante assurant l’égalité (4.32), kB est la constante de Boltzmann, T
la température du nuage, et H(r,v) l’hamiltonien à une particule. Un choix approprié
des gradients de champ magnétique permet en première approximation de négliger










où m et µ représentent respectivement la masse et le moment magnétique de l’atome,
et b = {bx, by, bz} correspond au gradient de champ magnétique.
Remarquons que le système étudié présente deux propriétés qui permettent de sim-
plifier le problème. Tout d’abord, les variables r et v sont indépendantes, et canoni-
quement conjuguées. De plus, l’hamiltonien (4.33) ne contient pas de termes « croisés »
traduisant un couplage entre les positions et les vitesses. Par conséquent, les équations
(4.31) et (4.32) peuvent se réécrire sous la forme :
f(r,v) = f1(r)× f2(v) , (4.34)
avec les contraintes de normalisation :∫
r
f1(r) dr = 1 et
∫
v
f2(v) dv = 1 , (4.35)




























Les densités de probabilités à une dimension (x, y ou z pour les positions, vx, vy
ou vz pour les vitesses) sont obtenues par intégration des distributions f1(r) et f2(v)































avec vi = {vx, vy, vz} .
(4.37)
4.3 Dynamique temporelle du transport 166
La répartition en vitesse des atomes suit une loi gaussienne dépendant uniquement
de la température du système, qui est une caractéristique de la statistique de Maxwell-
Boltzmann. En revanche, la distribution en position des atomes est dictée par une loi
non triviale faisant intervenir la température du système, mais aussi les gradients de
champ magnétique. L’enjeu de l’étape d’initialisation consiste donc à procéder au tirage
aléatoire de variables de position et de vitesse des atomes qui vérifient les distributions
données par l’équation (4.37) à partir d’un générateur uniforme continu de loi U [0, 1].
Tirage aléatoire de la distribution en position
Notons d3P la probabilité de trouver un atome dans un volume infinitésimal dr =















En procédant à plusieurs changements de variables successifs, il est possible de réécrire
cette probabilité sous la forme d’un produit de distributions de probabilités agissant
































ρ cos θ .
(4.40)
La formulation proposée équation (4.39) simplifie le tirage aléatoire des variables
de position. Sous cette écriture, il ressort clairement que les variables aléatoires − cos θ
et ϕ sont respectivement distribuées selon des lois uniformes continues U [−1, 1] et
U [0, 2pi]. Ces deux variables peuvent donc être aisément tirées à partir d’un générateur
aléatoire de loi uniforme U [0, 1]. La variable ρ obéit en revanche à une distribution non
triviale.
Pour procéder au tirage aléatoire de cette variable, il est nécessaire d’avoir recours
à la méthode numérique du « rejet » [181]. Cette méthode consiste à reproduire une
distribution f difficile à simuler en faisant appel à une autre distribution arbitraire g,
facilement simulable, et vérifiant sur tout le domaine de définition de f la condition
f(x) < Mg(x) où M est une constante supérieure à 1. Il s’agit alors de tirer aléatoire-
ment une variable x suivant la loi g, et une variable u suivant la loi uniforme U [0, 1],
puis de vérifier si u < f(x)/Mg(x), auquel cas u est une variable aléatoire tirée selon
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la loi f . En appliquant cette méthode au tirage de la variable aléatoire ρ, la position




× ρmaxα1 × 2
√




× ρmaxα1 × 2
√




× ρmaxα1 × (2α2 − 1) .
(4.41)
où les {αi}i=1...3 sont des variables uniformément distribuées entre 0 et 1, et le pa-
ramètre ρmax = 15kBT/(µby) est introduit empiriquement afin que la variable ρ soit
définie sur un intervalle borné. Notons que ρmax ≈ 7 mm pour un nuage à 200 µK, ce
qui limite ainsi l’extension spatiale du nuage au diamètre intérieur du tube CF16 dans
lequel se déplaceront les atomes.
Les figures 4.13 (a), (c), et (e) représentent les distributions en position intégrées
f
(1D)
1 suivant les trois directions de l’espace obtenues en appliquant la méthode de tirage
donnée équation (4.41). Les courbes en rouge sur les figures indiquent les distributions
théoriques tracées à partir de la relation (4.37). Les amplitudes des histogrammes et
des distributions ont été adaptées pour varier sur une échelle comprise entre 0 et 1.
Nous remarquons que les distributions obtenues par la méthode du rejet sont en très
bon accord avec les distributions théoriques données par la relation (4.37). L’extension
spatiale du nuage est typiquement deux fois plus faible suivant l’axe z que suivant les
axes x et y, ce qui se comprend intuitivement en rappelant que le gradient vertical bz
est deux fois plus grand que les gradients du plan horizontal.
Tirage aléatoire de la distribution en vitesse
L’équation (4.37) montre que la distribution en vitesse des atomes obéit à une loi
gaussienne. La méthode de Box-Muller [182] permet de tirer efficacement une série
de nombres aléatoires de répartition gaussienne à partir d’un générateur de nombres
aléatoires uniformément distribués suivant une loi U [0, 1]. Les trois composantes du





















−2 log β3 × sin (2piβ4) ,
(4.42)
où les {βi}i=1...4 sont des variables uniformément distribuées entre 0 et 1.
Les figures 4.13 (b), (d), et (f) montrent les histogrammes représentant les distri-
butions de vitesse des atomes, obtenus par la méthode de Box-Muller. Les densités de
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Figure 4.13 – (a), (c) et (e) Histogrammes représentant les distributions en position
obtenues par la méthode de tirage aléatoire présentée équation (4.41). (b), (d) et (f)
Histogrammes représentant les distributions en vitesse obtenues par la méthode de
Box-Muller introduite équation (4.42). Les courbes rouges correspondent aux densités
de probabilité théoriques données par la relation (4.37). Toutes les amplitudes ont été
renormalisées pour varier entre 0 et 1. Les tirages ont été effectués pour un échantillon
de N = 5000 « macro-atomes » (définition donnée dans le premier paragraphe de la
section 4.3.3), à une température qui vaut T = 200 µK.
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probabilité théoriques, établies équation (4.37), sont tracées en rouge sur les figures.
Notons que toutes les quantités ont été renormalisées de manière à varier sur une
échelle identique. Les configurations de vitesses déterminées par la méthode de Box-
Muller sont représentatives du système étudié, comme le montre le très bon accord
entre les histogrammes et les distributions attendues théoriquement. Remarquons par
ailleurs que les distributions sont identiques pour les trois composantes de vitesse en
vertu de l’isotropie de la distribution de probabilité dans l’espace des vitesses (voir
équations (4.37) et (4.42)).
4.3.2.3 Évolution temporelle
Dans une approche classique, l’évolution temporelle d’un atome est dictée par la re-
lation fondamentale de la dynamique, qui est une équation différentielle du second ordre
selon la position. Le traitement numérique de cette équation différentielle nécessite de
discrétiser la variable de temps en intervalles δt, puis de résoudre le système pas à pas
en utilisant un algorithme adapté. De nombreuses méthodes existent pour résoudre les
équations différentielles ordinaires (méthode d’Euler, de Runge-Kutta, modèle prédic-
teur/correcteur, ...), celles-ci différant notamment par leur précision, leur stabilité, leur
rapidité et leur complexité. Pour des raisons de « souplesse », la méthode de Runge-
Kutta à l’ordre 4 a été choisie pour déterminer la dynamique du système atomique [183].
Cet algorithme est particulièrement simple à mettre en place et fournit des résultats
en un temps raisonnable (de l’ordre de quelques minutes pour le système étudié) avec
une très bonne précision à condition de choisir un pas de temps δt suffisamment petit.
Considérons une équation différentielle du premier ordre de la forme : dq(t)dt = f (t, q(t)) ,q(t = 0) = q0 , (4.43)
où q est une fonction inconnue du temps (scalaire ou vectorielle), q0 sa valeur initiale,
et f une fonction quelconque dépendant a priori de q et du temps t.
La méthode de Runge-Kutta à l’ordre 4 consiste à écrire la fonction q(t+ δt) sous
la forme d’un développement limité de Taylor faisant intervenir q(t), et l’accroissement
de q, estimé comme la moyenne pondérée de quatre termes [183] :
q(t+ δt) = q(t) +
δt
6
(k1 + 2k2 + 2k3 + k4) , (4.44)
où les {ki}i=1...4 sont des paramètres obtenus comme suit :















k4 = f(t+ δt, q(t) + δtk3) .
(4.45)
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La signification de ces coefficients peut se comprendre grossièrement de la façon
suivante : les paramètres k1 et k4 correspondent aux dérivées de la fonction q aux ins-
tants initiaux et finaux, tandis que les paramètres k2 et k3 correspondent aux dérivées
de q en deux instants intermédiaires. L’accroissement total de la fonction q est alors
calculé comme la moyenne pondérée de ces quatre dérivées, en donnant un poids plus
important aux dérivées intermédiaires k2 et k3.
L’évolution temporelle du système est alors obtenue en appliquant itérativement la
méthode de Runge-Kutta d’ordre 4 à l’équation différentielle décrivant la dynamique
des atomes.
4.3.3 Particularités du système
Le programme que nous avons développé en langage C a pour but de simuler la
dynamique d’une assemblée d’atomes confinés dans un piège quadrupolaire mis en
mouvement dans une enceinte à vide. Après avoir discuté de la technique utilisée pour
étudier l’évolution d’un grand nombre de particules, nous présentons les différents effets
qui sont pris en compte dans nos simulations : les pertes par retournement de spin, les
pertes liées à la profondeur finie du piège, et les collisions entre atomes.
Système étudié
Le piège magnétique sera chargé après une phase de mélasse optique consécutive au
chargement du piège magnéto-optique, et il est raisonnable d’espérer capturer dans le
piège magnétique quelques 108 atomes [145]. Simuler la dynamique du système revien-
drait donc à calculer les trajectoires temporelles de plusieurs centaines de millions de
particules, ce qui n’est pas réalisable en utilisant un ordinateur de bureau. Afin de dé-
passer cette limitation, le programme traite le problème pour un nombre raisonnable de
« macro-atomes », qui correspondent à un paquet de plusieurs millions d’atomes. Ainsi,
nous considérons dans le programme un ensemble de N 0mac = 5000 macro-atomes, re-
présentant chacun un groupe de 221 atomes, ce qui permet de simuler les trajectoires de
plus de 1010 atomes. Le choix d’une puissance de 2 pour le nombre d’atomes composant
un macro-atome apparaîtra clairement dans le paragraphe portant sur la duplication
du nombre de macro-atomes.
Une fois les macro-atomes définis, il s’agit d’initialiser leurs positions et leurs vi-
tesses en suivant la démarche proposée dans la partie 4.3.2.2. La structure particulière
de l’hamiltonien décrivant le système (équation (4.33)) implique que la distribution en
vitesse des macro-atomes ne dépend que de la température du système. En revanche,
l’expression du potentiel quadrupolaire intervient explicitement dans l’hamiltonien dé-
crivant la dynamique du système, et la méthode de tirage des positions présentée dans
la partie 4.3.2.2 est donc spécifique au problème considéré.
Dans toute la suite de cette section 4.3.3, la position d’un macro-atome i sera notée
ri = {xi, yi, zi}, et sa masse m. Nous supposerons que tous les macro-atomes sont pré-
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parés dans le sous-niveau Zeeman |F = 2,mF = +2〉 pour lequel le gradient de champ
magnétique du piège est maximum en vertu de la relation (4.4), ce qui limite les pertes
dues à la profondeur finie du piège, comme nous le verrons plus tard dans cette sec-
tion. La position du centre du piège magnétique sera quant à elle notée rc = {xc, yc, zc}.
Après que le système a été initialisé en position et en vitesse, le programme débute
l’évolution temporelle du système. La trajectoire de chaque macro-atome est déterminée
par intégration numérique de son équation du mouvement, donnée par la relation (4.30),




b2x(xi − xc)2 + b2y(yi − yc)2 + b2z(zi − zc)2 , (4.46)
avec bx, by et bz les gradients de champ magnétique selon les trois directions de l’espace.
Le potentiel magnétique ayant en pratique une profondeur finie, nous introduisons une
troncature pour tenir compte de la perte de certains atomes, ce qui fera l’objet du
prochain paragraphe.
Pertes dues à la profondeur finie du piège
L’approximation du potentiel quadrupolaire est justifiée aux abords du centre du
piège magnétique. Néanmoins, ce dernier n’est pas infiniment profond, et il existe une
borne maximale sur l’énergie de piégeage. Ainsi, un atome dont l’énergie est supérieure
à cette valeur limite sera capable de franchir la barrière de potentiel et sera perdu.
Afin de tenir compte de cet effet, nous avons déterminé numériquement la profon-
deur du piège au cours du transport pour des atomes de sodium préparés dans l’état
hyperfin |F = 2,mF = +2〉. Pour cela, nous avons calculé en tout point du transport le
profil de champ magnétique créé par l’ensemble des bobines suivant l’axe du transport,
qui est l’axe le moins confinant car le rapport d’anisotropie du piège est supérieur à
1. Or, il existe de part et d’autre du centre du piège magnétique un maximum local
de champ, et la profondeur du piège est définie comme la hauteur du plus petit de
ces deux maxima. La figure 4.14 présente les résultats ainsi obtenus suivant les deux
axes du transport. Par ailleurs, la relation (4.11) permet d’estimer le rayon limite de
piégeage des atomes à partir de la température du système et du gradient de champ
magnétique. Quitte à surestimer les pertes liées à la profondeur finie du piège dans
notre algorithme, nous avons considéré la situation la plus défavorable où la profon-
deur limite de piégeage serait de 5 mK et le gradient de 85 G.cm−1 tout au long du
transport, ce qui donne un rayon limite de piégeage Rlim ≈ 9 mm. Ainsi, à chaque pas
de temps, un macro-atome i est conservé s’il satisfait la condition :{
|yi − yc| ≤ Rlim pour la première partie du transport,
|xi − xc| ≤ Rlim pour la seconde partie du transport.
(4.47)
Par ailleurs, notre enceinte à vide est conçue de sorte que le transport magnétique
s’effectue dans un tube standard CF16 dont le rayon intérieur RCF16 est de l’ordre de
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Figure 4.14 – Profondeur du piège magnétique déterminée numériquement pour la
première partie du transport (a), ainsi que pour la seconde partie du transport (b),
pour un atome de sodium préparé dans l’état hyperfin |F = 2,mF = +2〉.
8 mm. Cette valeur est plus limitante que celle obtenue par la profondeur finie du piège
dans une direction transverse à celle du transport, et un macro-atome i est conservé
s’il vérifie :{
(xi − xc)2 + (zi − zc)2 < R2CF16 pour la première partie du transport,
(yi − yc)2 + (zi − zc)2 < R2CF16 pour la seconde partie du transport.
(4.48)
Les équations (4.47) et (4.48) nous permettent donc de tronquer le potentiel ma-
gnétique suivant les trois directions de l’espace pour rendre compte de la profondeur
finie du piège magnétique, et de la présence du tuyau CF16.
Pertes par retournement de spin
Les atomes sont confinés dans le piège magnétique s’ils vérifient la condition de
suivi adiabatique du champ, c’est-à-dire si l’orientation de leur spin s’ajuste à chaque
instant à la direction locale du champ magnétique. En cas de déplacement trop brusque
du piège magnétique, il est possible que le paysage de champ magnétique perçu par un
atome change trop rapidement pour que l’orientation de son spin puisse s’adapter à la
nouvelle direction du champ magnétique, auquel cas l’atome n’est plus piégé. Notons
que les pertes Majorana se produisant aux abords du centre du piège, dont nous avons
discuté dans la partie 4.1.3.2, représentent un cas particulier de ce mécanisme de suivi
non-adiabatique du champ magnétique.
Afin d’éviter les pertes par retournement de spin, le changement d’orientation du
champ magnétique au cours du temps doit être lent comparé à la dynamique d’ajuste-
ment du spin de l’atome. Considérons un atome de position r et de vitesse v, préparé
dans un état Zeeman de nombre quantique mF et de facteur de Landé gF en présence
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d’un champ magnétique B(r). La condition de suivi adiabatique s’écrit [177] :∣∣∣∣dθdt
∣∣∣∣ = |v ·∇θ|  ωL(r) , (4.49)





est la pulsation de Larmor du système, avec B(r) le module du champ magnétique, µB
le magnéton de Bohr, et ~ la constante de Planck réduite.
Nous souhaitons déterminer une séquence de transport permettant idéalement de
déplacer le piège magnétique le plus rapidement possible, tout en évitant le chauffage
et les pertes d’atomes. Comme nous venons de l’expliquer, le mécanisme de perte par
retournement de spin joue un rôle primordial lorsque le déplacement du potentiel ma-
gnétique est rapide, et cet effet doit donc être pris en compte dans le programme de
simulation.
Ainsi, nous enregistrons à chaque pas de temps l’ensemble des données de position,
de vitesse, et de champ magnétique de chaque macro-atome i. La différence d’orienta-
tion du champ magnétique entre les instants (t − δt) et t est déterminée pour chaque







Ensuite, nous déterminons le gradient spatial ∇θi(t) et la pulsation de Larmor
ωiL(r) associés à chaque macro-atome, puis nous vérifions si l’inégalité (4.49) est sa-
tisfaite. Pour cela, nous définissons de façon arbitraire un paramètre  strictement
inférieur à 1, et nous considérons que le macro-atome i est perdu dès lors qu’il vérifie
|vi ·∇θi| > ωiL(r).
Duplication des macro-atomes
Les pertes de macro-atomes peuvent avoir plusieurs origines comme nous l’avons
expliqué ci-dessus. Afin de conserver un nombre de macro-atomes suffisamment im-
portant, notre programme vérifie le nombre Nmac de macro-atomes présents dans le
système à chaque pas de temps. Si celui-ci est tel que Nmac ≤ N 0mac/2, le nombre de
macro-atomes est doublé, et le nombre d’atomes composant chaque macro-atome est
divisé par deux pour conserver le nombre total de particules dans le système. Les posi-
tions rn et les vitesses vn des Nmac nouveaux macro-atomes sont déterminées à partir
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Ce choix des positions et des vitesses est arbitraire et assure la conservation de
l’énergie totale du système, tout en empêchant la collision entre les anciens et les nou-
veaux macro-atomes durant les pas de temps suivants. En effet, en choisissant un tirage
du type rn = −ra et vn = −va, les deux groupes de macro-atomes seraient disposés
symétriquement dans le piège, et les orientations de leurs vecteurs vitesses respectifs
induiraient une collision « forcée » entre les deux groupes. Dissymétriser la répartition
des groupes de macro-atomes dans l’espace des phases permet ainsi de maintenir une
probabilité de collision à chaque pas de temps qui soit inférieure à 1.
Collisions entre atomes
La force de piégeage magnétique, ainsi que la force d’inertie d’entraînement im-
posent de façon déterministe les trajectoires suivies par les macro-atomes, qui peuvent
être modifiées aléatoirement par les collisions que ceux-ci peuvent subir au cours de
leur mouvement. Une façon d’implémenter les collisions entre macro-atomes consiste
à diviser le volume du piège en boîtes rectangulaires de dimensions ∆x, ∆y, et ∆z
suivant les trois directions de l’espace. La taille des boîtes est choisie arbitrairement
de sorte qu’elles soient suffisamment petites pour que leur occupation moyenne soit
de 0 ou 1 macro-atome, et ponctuellement de 2 macro-atomes ou plus, ce qui permet
de limiter le taux de collisions à chaque pas de temps. Afin de simplifier la prise en
compte du processus de collision, nous ne considérons pas les évènements impliquant
plus de deux macro-atomes, qui sont particulièrement rares. À chaque pas de temps,
l’algorithme vérifie la population de chaque boîte. Si elle contient deux macro-atomes,
il existe une probabilité Pcoll pour que les deux macro-atomes subissent une collision,





où Nat est le nombre d’atomes constituant chaque macro-atome, vrel est la norme de
la vitesse relative entre les deux macro-atomes impliqués dans la collision, et σ0 est la




avec as la longueur de diffusion dans l’onde s du sodium, qui vaut approximativement
52a0 [184], où a0 ≈ 53 pm est le rayon de Bohr.
Lorsque deux macro-atomes occupent la même boîte, un nombre aléatoire p est tiré
selon la loi uniforme U [0, 1], et comparé à la probabilité de collision. Si p < Pcoll, la
collision est réussie, et les vitesses des deux macro-atomes i et j sont redistribuées de
4.3 Dynamique temporelle du transport 175




















où cos θ et ϕ sont tirés aléatoirement selon des lois uniformes U [−1, 1] et U [0, 2pi]
respectivement, vcdm = {vcdmx , vcdmy , vcdmz } est la vitesse du centre de masse des deux
macro-atomes, et vrel = {vrelx , vrely , vrelz } leur vitesse relative. Notons que l’énergie totale
du système est conservée lors de la redistribution des vitesses.
4.3.4 Résultats
4.3.4.1 Propriétés du nuage en fonction du temps de transport
Le programme que nous avons développé permet d’implémenter n’importe quelle
séquence de déplacement du piège, et de suivre l’évolution des propriétés du nuage
(énergie moyenne par atome, nombre d’atomes, taille, ...) au cours du temps. Ainsi,
plusieurs schémas de transport ont été étudiés, parmi lesquels les profils linéaire, polyno-
mial par morceaux et en fonction erreur présentés en annexe B. Nous avons étudié ces
profils pour deux raisons. Tout d’abord, ils ont des allures simples et peuvent être dé-
crits analytiquement. Par ailleurs, le raisonnement présenté dans la section 4.3.1 donne
l’intuition que l’accélération du piège sera un paramètre important du problème. Or,
ces trois séquences de déplacement possèdent des profils d’accélération très différents,
et nous espérions pouvoir établir un lien clair entre les performances des séquences de
transport et les profils d’accélération du piège.
Il convient alors de définir des critères permettant d’évaluer l’efficacité de chacune
de ces séquences. Introduisons pour cela N0 et Nf les nombres d’atomes au début et
à la fin du mouvement du piège, ainsi que E0 et Ef les énergies moyennes par atome
en début et en fin de transport. Les différents profils sont comparés en estimant la










Par ailleurs, nous souhaitons transporter le nuage atomique le plus rapidement
possible, sans modification significative de ses propriétés. Nous imposons donc arbi-
trairement que l’énergie moyenne par atome et le nombre d’atomes dans le piège soient
modifiés au plus de quelques pourcents, c’est-à-dire :
τN ≤ 0.1 et ∆E ≤ 0.1 . (4.58)
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Figure 4.15 – En (a) et (b) sont représentées les variations relatives d’énergie par
atome en fonction de la durée du déplacement sur les deux parties du transport. Les
profils repérés par des étoiles bleues, des ronds noirs, et des carrés rouges correspondent
respectivement aux rampes linéaire, polynomial par morceaux et en fonction erreur.
En (c) et (d) sont tracées les fractions d’atomes perdus correspondantes.
Les figures 4.15 (a) et (b) représentent l’évolution de l’énergie moyenne par atome
∆E en fonction de la durée du déplacement sur la première et la seconde moitié du
transport pour les trois profils considérés. Les figures 4.15 (c) et (d) montrent quant à
elles les fractions d’atomes perdus τN associées.
Nous observons pour toutes les séquences de transport étudiées que l’énergie moyenne
par atome augmente lorsque la durée du transport diminue, tandis que le nombre
d’atomes piégés diminue. Ce comportement est très intuitif et rappelle l’expérience
commune du « verre d’eau » (voir la figure 4.11). Lorsque le transport est effectué trop
rapidement, les atomes ne peuvent pas suivre adiabatiquement le mouvement du piège,
ce qui entraîne un échauffement du nuage, qui s’accompagne en général d’une perte
partielle ou totale des atomes à cause de la profondeur finie du piège.
De plus, nous constatons une différence notable de comportement entre la séquence
de transport linéaire, et les séquences de transport polynomiale par morceaux et en
4.3 Dynamique temporelle du transport 177
fonction erreur. En effet, dans le cas d’un déplacement du centre du piège magnétique
linéaire avec le temps, les atomes sont totalement perdus dès lors que la durée du
transport est inférieure à 300/400 ms pour la première/seconde moitié du transport.
En revanche, pour les deux autres profils, les atomes sont perdus lorsque la durée de
transport devient inférieure à environ 150 ms pour chaque bras du transport.
Néanmoins, les caractéristiques du nuage après des déplacements aussi rapides ne
satisfont pas la contrainte imposée par l’équation (4.58). D’après les résultats présentés
figure 4.15, le transport magnétique peut être effectué en un temps d’approximative-
ment 4 s avec une séquence de type linéaire, au prix d’un échauffement du nuage de
l’ordre de 20 %, et d’une perte d’atomes de 0.1 %. Cette performance n’est pas satisfai-
sante, car un mouvement aussi « lent » limite fortement la dynamique de répétition de
l’ensemble de la séquence expérimentale. Les performances offertes par les deux autres
profils sont donc beaucoup plus intéressantes, puisqu’il est possible de transporter les
atomes sur près de 65 cm en seulement 600 ms, avec une perte d’atomes de l’ordre de
0.2 %, et un chauffage du nuage inférieur à 2 %.
4.3.4.2 Interprétation des résultats – choix de la séquence de transport
L’écart entre les résultats obtenus pour la rampe linéaire et les deux autres rampes
de transport peut s’interpréter sans trop de difficultés en s’appuyant sur le tracé des
différents profils (voir partie B.4). Dans le cas du profil linéaire, la vitesse du centre du
piège présente une discontinuité au début et à la fin du transport. Ainsi, le piège passe
« instantanément » d’un état de vitesse nulle à un état dont la vitesse est non nulle
et de l’ordre du mètre par seconde au début de son mouvement. Inversement, le piège
magnétique est brusquement arrêté en fin de transport. Il en résulte par conséquent
un décalage important du centre de masse du nuage par rapport au centre du piège
magnétique aux deux extrémités du transport, qui est dû à l’accélération « infinie »
que subit le système à ces deux moments.
La figure 4.16 (a) montre l’écart A entre le centre du piège et le centre de masse du
nuage dans la direction du mouvement, pour un déplacement effectué selon un profil
linéaire en 500 ms sur la deuxième moitié du transport. L’amplitude du mouvement du
nuage présente deux pics aux extrémités du transport repérées par les instants t = 0 ms
et t = 500 ms, qui coïncident avec les discontinuités du profil de vitesse. Les atomes
sont en moyenne écartés de 2.5 mm à 3 mm du centre du piège, puis l’amplitude de
leur mouvement est progressivement amortie. Cependant, l’à-coup subi par le nuage
entraîne un échauffement et une perte importante d’atomes aux extrémités du trans-
port, rendant la rampe linéaire inadaptée au transport rapide du nuage. Notons qu’en
augmentant la durée du transport, le saut en vitesse du piège aux extrémités du trans-
port est moins marqué. Ainsi, les variations de température et du nombre d’atomes
du nuage sont moins importantes et deviennent comparables à celles des autres profils
(voir figure 4.15).
La figure 4.16 (b) représente l’écart entre le centre de masse du nuage et le centre
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Figure 4.16 – (a) Amplitude des oscillations du centre de masse du nuage autour
du centre du piège magnétique au cours du temps pour un déplacement linéaire du
piège d’une durée de 500 ms sur la seconde partie du transport. (b) Même courbe,
réalisée dans le cas d’un déplacement de type polynomial par morceaux. Les 500 ms
de transport sont suivies dans les simulations par 100 ms de temps de relaxation.
du piège pour un déplacement effectué selon un profil polynomial par morceaux, dans
les mêmes conditions que la figure 4.16 (a). Les profils de vitesse et d’accélération pour
ce type de profil ne présentent pas de discontinuités, à l’inverse du profil linéaire. Ainsi,
le début et la fin du déplacement du piège sont moins brusques pour les atomes, dont
l’écart typique au centre du piège est de l’ordre de 0.15 mm à 0.2 mm, c’est-à-dire près
de 15 fois moins important que dans le cas du profil linéaire. Cette différence notable
explique pourquoi les rampes de type polynomial par morceaux et en fonction erreur
offrent de bien meilleures performances que la rampe linéaire.
Au regard des résultats fournis par la figure 4.15, nous envisageons de réaliser
chacune des deux étapes de transport magnétique en un temps de 300 ms, ce qui revient
à transporter les atomes sur près de 65 cm en 600 ms. Les performances offertes par les
différents profils ne présentant pas de discontinuités en vitesse et en accélération sont
sensiblement les mêmes. Par souci de simplicité, le centre du piège sera déplacé selon un
profil de type polynomial par morceaux facilement programmable dans le séquenceur
contrôlant le déroulement de l’expérience.
4.3.4.3 Accélération maximale du centre du piège magnétique
Les résultats de la partie 4.3.1 établissent l’existence d’une borne maximale sur
l’accélération que peut subir le centre du piège magnétique au cours de son déplace-
ment. L’équation fondamentale de la dynamique permet d’estimer qu’au-delà d’une
accélération a∗max = 109 m.s−2, la force d’inertie d’entraînement modifie suffisamment
le potentiel vu par les atomes pour que le piège n’assure plus leur confinement. Dans
la section précédente, il a été montré qu’un profil de déplacement polynomial par mor-
ceaux était tout à fait satisfaisant pour réaliser le transport magnétique rapidement,
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Figure 4.17 – Accélération maximale subie par le centre du piège magnétique en
fonction de la durée du déplacement sur la première partie du transport en (a), ainsi
que sur la seconde partie du transport en (b), pour un profil de position polynomial
par morceaux. Les tracés sont bornés inférieurement à des durées respectives de 143 ms
et 149 ms en-deça desquelles tous les atomes sont perdus.
et sans modifier significativement les propriétés des atomes.
Afin de s’assurer de la pertinence du raisonnement tenu dans la partie 4.3.1, il est
intéressant de représenter l’accélération maximale du piège pour le profil polynomial
par morceaux en fonction de la durée du déplacement. Les résultats obtenus sur les
deux parties du transport sont représentés sur les figures 4.17 (a) et (b). Pour détermi-
ner la durée minimale du transport, nous regardons la durée de transport en-dessous
de laquelle tous les atomes sont perdus à cause de la profondeur finie du piège. Les
simulations de dynamique moléculaire montrent alors que la durée minimale du dépla-
cement est de 143 ms sur la première moitié du transport, et de 149 ms sur la seconde
moitié, ce qui donne lieu à des accélérations maximales qui valent respectivement sur
les deux moitiés du transport :
amax1 ≈ 120 m.s−2 et amax2 ≈ 124 m.s−2 . (4.59)
Les hypothèses simplificatrices conduisant à l’estimation de a∗max sont donc validées
a posteriori par les résultats des simulations numériques. Cependant, le système réel est
beaucoup plus complexe que le système considéré pour obtenir a∗max, il n’est donc pas
surprenant que les accélérations maximales amax1 et amax2 soient légérement différentes
de a∗max.
4.3.4.4 Courbes temporelles de courants
La figure 4.9 donne les courants à faire circuler dans chaque paire de bobines pour
créer un champ magnétique dont les propriétés sont fixées en tout point le long de
l’axe du transport. Par ailleurs, le séquenceur supervise le déroulement de l’expérience
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Figure 4.18 – (a) Profils de courants pour la première partie du transport en fonction
du temps. (b) Même tracé pour la seconde partie du transport. La position du piège est
paramétrée sur chacune des deux parties par un profil de type polynomial par morceaux
donné en annexe B.
via des instructions dépendant du temps (se référer aux sections 1.3.1 et 1.3.2 du cha-
pitre 1). Il convient donc d’associer à chaque position du centre du piège magnétique
une variable de temps permettant de représenter les courants en fonction du temps et
non plus de la position.
En combinant les résultats des sections 4.2.3.3 et 4.3.4.2, il est possible de déter-
miner la variation temporelle des courants circulant dans les différentes bobines pour
un déplacement du piège décrit par une séquence de type polynomiale par morceaux
effectuée en 300 ms sur chaque bras du transport. Les profils temporels de courants
obtenus sur les deux parties du transport sont représentés sur les figures 4.18 (a) et (b).
Précisons cependant que les déplacements rapides du centre du piège magnétique
imposent des variations rapides des courants circulant dans les différentes bobines. Si
la bande passante des alimentations de courant ne permet pas de reproduire les profils
de courants présentés figure 4.18, il conviendra d’opter pour un transport dont la durée
sera adaptée aux capacités des alimentations de courants.
4.4 Réalisation expérimentale
Dans les sections précédentes, nous avons présenté le principe de fonctionnement
d’un dispositif de transport magnétique. Nous avons en particulier détaillé la géométrie
des bobines impliquées dans le transport (voir tableau 4.1), et montré comment un
choix avisé des courants circulant dans ces dernières pouvait mener au déplacement
d’un nuage atomique (se référer aux figures 4.9 et 4.18). Dans cette section, nous
discutons de la mise en place expérimentale du dispositif de transport magnétique.
Nous détaillons notamment la procédure de fabrication des bobines, puis nous discutons
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de l’assemblage mécanique et du refroidissement du système. Enfin, nous abordons la
problématique de l’alimentation électrique de la chaîne de bobines, et du contrôle des
courants par des boîtiers électroniques.
4.4.1 Fabrication des bobines et caractérisation
4.4.1.1 Réalisation des bobines
Une représentation 3D de l’assemblage de transport est fournie figure 4.4. Le dis-
positif est composé de quatre types de bobines dont les caractéristiques sont rappelées
dans le tableau 4.1 : la bobine poussante BP, les bobines PMO, les bobines {Bi}i=1...13,
et les bobines PM. Notons que les bobines de la paire B13 sont constituées de 10
couches de spires, contrairement aux autres bobines de type {Bi}i6=13 qui sont consti-
tuées de seulement 2 couches. Pour des raisons de simplicité, les bobines de la paire
B13 seront réalisées en superposant 5 bobines de type {Bi}i6=13 connectées en série.
De même, les bobines de type PM sont composées de 4 couches de spires, et seront
donc réalisées à partir de deux bobines de 2 couches d’épaisseur aux bonnes dimensions.
L’ensemble des bobines est produit à partir d’un fil de cuivre souple 2, de section
rectangulaire, dont les dimensions sont 1.0 × 2.5 mm2. Notons que cette qualité de fil
supporte des températures pouvant atteindre 200˚C, et les dépôts successifs de deux
couches de vernis isolantes assurent l’isolation électrique des fils.
La réalisation des bobines nécessite de mettre au point une procédure de bobinage
permettant de produire en série des bobines similaires, et dont les caractéristiques
sont idéalement identiques à celles données dans le tableau 4.1. Pour cela, les bobines
constituées de 2 couches de spires concentriques (PMO, {Bi} et PM) sont obtenues à
partir d’un jeu de 7 pièces (propres à chaque type de bobine) que nous avons dessinées
puis usinées au sein de l’atelier de mécanique du laboratoire. Un jeu de pièces (voir
figure 4.19 (a) et annexe C) est composé des éléments suivants :
— 2 demi-cylindres présentant un fraisage hélicoïdal excentré de profondeur et de
hauteur spécifiques, permettant le passage continu de la couche inférieure de la
bobine à sa couche supérieure au cours de la réalisation,
— 2 blocs de Dural qui viennent s’enchâsser autour des deux demi-cylindres, et dont
la position est ajustée pour contraindre l’épaisseur des couches de la bobine,
— 2 cylindres en PTFE solidaires des blocs de Dural entre lesquels est enroulée
la bobine, car la colle utilisée pour maintenir les spires de la bobine 3 adhère
beaucoup moins au PTFE qu’au Dural.
— 1 cylindre en PTFE présentant une rainure ajustée aux caractéristiques du fil
de cuivre (hauteur et épaisseur), permettant de bloquer le fil de la couche supé-
rieure/inférieure pendant que la couche inférieure/supérieure est bobinée.
2. Synflex, méplat de cuivre émaillé de type W200 G2 2 .50 × 1 .00 mm2
3. Colle cyanoacrylate Loctite Super Glue-3 Professionnel à prise rapide (une dizaine de secondes)
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Figure 4.19 – (a) Photographie de l’assemblage utilisé pour la réalisation des bobines
{Bi} du transport magnétique. (b) Exemple de bobine {Bi} produite à l’aide du système
présenté en (a). (c) Exemple de bobine PMO réalisée avec un assemblage semblable à
celui exposé en (a).
En utilisant ce matériel, nous sommes parvenus à produire 40 bobines de type {Bi},
ainsi que 3 bobines de type PMO, dont des réalisations sont exposées figure 4.19 (b)
et 4.19 (c). Les bobines de type PM seront elles aussi réalisées à l’aide d’un système
semblable à celui présenté figure 4.19 (a).
La bobine poussante est quant à elle directement bobinée sur le support prévu
pour son maintien, car il est difficile de réaliser un usinage mécanique facilitant la
réalisation de la bobine. Une photographie de la bobine poussante est présentée en
annexe A, figure A.2.
4.4.1.2 Caractérisation des bobines
Propriétés électriques
Les résistances théoriques prévues pour les différentes bobines sont assez faibles (se
reporter au tableau 4.1). Ainsi, une mesure naïve de résistance à partir du tracé de
la caractéristique courant-tension de la bobine conduirait à une valeur surestimée à
cause de la résistance des fils de mesure et des résistances de contact. Néanmoins, la
résistance électrique des bobines peut être déterminée indépendamment de ces résis-
tances parasites grâce à un montage à « 4 fils ». Celui-ci consiste à relier la bobine
à une source de courant, puis à lire la tension aux bornes de la bobine à l’aide d’un
voltmètre dont l’impédance d’entrée est très grande devant la résistance à déterminer.
Le courant circulant dans le voltmètre étant très proche de zéro, la tension mesurée
correspond à la tension aux bornes de la bobine, ce qui permet de remonter à la valeur
de sa résistance car le courant circulant dans la bobine est connu.
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En procédant ainsi, nous trouvons que les bobines de type {Bi}i 6=13 ont une résis-
tance moyenne R¯ = 57 ± 2 mΩ, qui est approximativement 20% plus importante que
la résistance théorique de 46 mΩ estimée à partir de la longueur du fil de cuivre utilisé,
de sa section, et de sa conductivité électrique. Les bobines de type PMO ont quant à
elles une résistance moyenne R¯ = 104±3 mΩ, dont la valeur est typiquement 20% plus
élevée que la résistance de 87 mΩ attendue.
Propriétés géométriques
Les bobines de type {Bi} ont en moyenne un diamètre intérieur φ¯int = 26.8±0.3 mm,
un diamètre extérieur φ¯ext = 78.6 ± 0.4 mm, et une épaisseur h¯ = 5.4 ± 0.1 mm, les
incertitudes indiquées prenant en compte l’incertitude sur la mesure, et l’écart-type lié
à la dispersion des mesures autour de la moyenne. De même, les bobines de type PMO
ont en moyenne un diamètre intérieur φ¯int = 72.4 ± 0.3 mm, un diamètre extérieur
φ¯ext = 123.7±0.2 mm, et une épaisseur h¯ = 5.4±0.1 mm. Les écarts observés entre les
propriétés mesurées et celles fournies dans le tableau 4.1 sont principalement dus à des
imperfections provenant de la réalisation des bobines. Remarquons par ailleurs que la
largeur de fil prise en compte dans le tableau 4.1 est de 1.2 mm, alors que le fil utilisé
possède une largeur de 1 mm. Cette différence est volontaire, les 0.2 mm d’écart ayant
été introduits empiriquement après les premières réalisations de bobines pour tenir
compte de l’épaisseur de la couche de colle liant les spires concentriques consécutives,
ainsi que l’épaisseur du vernis isolant entourant le fil.
Propriétés magnétiques
La dernière caractérisation importante des bobines concerne leurs propriétés magné-
tiques. Le champ magnétique axial des bobines de type {Bi} et PMO est mesuré à l’aide
d’une sonde à effet Hall transverse, montée sur une platine de translation. Un exemple
de profil de champ mesuré est présenté figure 4.20 (a) pour une bobine de type {Bi}, et
figure 4.20 (b) pour une bobine de type PMO. Les valeurs de champ magnétique me-
surées pour toutes les bobines sont en très bon accord avec les prédictions numériques,
les différences étant compatibles avec les incertitudes de mesures (les barres d’erreur
n’apparaissant pas sur les figures 4.20 (a) et (b) pour des raisons de lisibilité). Ces
mesures permettent d’extraire la valeur moyenne du gradient de champ magnétique
suivant l’axe de la bobine. En particulier, les bobines de type {Bi} ont un gradient de
champ axial b¯z = 0.93 ± 0.02 G.cm−1.A−1 à une distance de 35.5 mm du centre de la
bobine, pour une valeur théorique de 0.94 G.cm−1.A−1. De même, les bobines de type
PMO ont un gradient de champ axial b¯z = 1.04 ± 0.01 G.cm−1.A−1 à une distance
de 25 mm du centre de la bobine, pour une valeur théorique de 1.01 G.cm−1.A−1. Les
valeurs des différentes grandeurs mesurées sont consignées dans le tableau 4.2.
La procédure de fabrication des bobines que nous avons mise en place permet,
comme nous l’avons vu au long de cette section, de produire des bobines dont les
caractéristiques géométriques et magnétiques sont très proches des valeurs idéales. En
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Figure 4.20 – Module du champ magnétique en fonction de la position suivant l’axe
d’une bobine de type {Bi}i 6=13 (a) et de type PMO (b). En bleu sont représentés les
profils de champ théoriques calculés en tenant compte de la géométrie des bobines et
du courant qui les traverse. Les points expérimentaux sont quant à eux représentés par
des croix rouges. Les bobines réalisées présentent des propriétés magnétiques en très
bon accord avec les propriétés simulées numériquement.
Bobine φ¯int [mm] φ¯ext [mm] h¯ [mm] R¯ [mΩ] b¯z [G.cm−1.A−1]
PMO 72.4 ± 0.3 123.7 ± 0.2 5.4 ± 0.1 104 ± 3 1.04 ± 0.01à z = 25 mm
Bi 26.8 ± 0.3 78.6 ± 0.4 5.4 ± 0.1 57 ± 2 0.93 ± 0.02à z = 35.5 mm
Table 4.2 – Tableau récapitulatif des propriétés des bobines de type {Bi} et PMO
mesurées expérimentalement.
suivant un protocole similaire, nous devrions être capables de réaliser des bobines de
type PM dont les propriétés devraient être en bon accord avec les prédictions théoriques.
4.4.2 Assemblage mécanique du dispositif
Le dispositif de transport magnétique présenté figure 4.4 est composé de 31 bobines
dont la disposition spatiale se doit d’être précisément contrôlée pour assurer un dépla-
cement du nuage d’atomes efficace. Détaillons la mécanique permettant de positionner
les bobines convenablement.
4.4.2.1 Supports de bobines
Toutes les bobines du transport disposent de supports individuels réalisés en Dural
à l’atelier de mécanique du laboratoire. La géométrie spécifique des différents types de
bobines, ainsi que leur emplacement par rapport à l’enceinte à vide, conduisent à la
conception de quatre grands types de supports destinés aux bobines de type poussante,
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Figure 4.21 – (a) Photographie d’un support de type {Bi}i 6=13. (b) Photographie
d’un support de type B13, dont l’usinage est adapté à la géométrie de la bobine, et
à l’assemblage au support voisin PM. (c) Exemple de bobine {Bi} placée dans son
support et noyée dans la colle epoxy.
PMO, {Bi} et PM.
Les supports PMO et PM consistent principalement en un cylindre creux fendu sur
lequel sont collées les bobines à l’aide d’une colle epoxy bi-composants à prise lente 4,
présentant notamment une très bonne conduction thermique, et une résistance aux
hautes températures.
Les supports des bobines {Bi} sont tous réalisés suivant un modèle de base rectan-
gulaire, comportant un fraisage cylindrique dans lequel vient se loger la bobine, comme
le montrent les figures 4.21 (a), (b) et (c). La majeure partie des supports de type {Bi}
sont réusinés à partir du modèle de base pour garantir la faisabilité de l’assemblage
mécanique du système en évitant les inter-pénétrations des supports (pour les bobines
B5, B7 et B9), ou en fournissant une possibilité d’ajustement en position pour s’acco-
moder des contraintes mécaniques appliquées lors de l’assemblage (bobines B3 et B11).
Notons par ailleurs que le coude du transport ne permet pas de placer les bobines B6,
B7 et B8 dans des supports individuels. Il est nécessaire de regrouper deux bobines,
les B6 et B8, dans un support commun. Remarquons enfin que le fraisage des supports
est 1 mm plus profond que ne l’exige l’épaisseur des bobines, afin de tenir compte de
l’épaisseur de colle nécessaire pour noyer la bobine dans son support (voir figure 4.21
(c)).
Le support de la bobine poussante consiste quant à lui en une base cylindrique
creuse, présentant un prolongement fin dont la longueur correspond à la hauteur de la
4. Référence Loctite EA 9497
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bobine. Cette géométrie permet notamment de contraindre le diamètre intérieur de la
bobine afin de pouvoir réaliser le bobinage directement sur le support, pour finalement
enchâsser l’ensemble autour de la bride CF16 de l’enceinte du PMO où est prévue la
bobine.
Des perçages standards M5 usinés dans les différents supports permettent l’assem-
blage mécanique du système complet. Notons de plus que les moitiés « haute » et
« basse » de l’assemblage sont respectivement reliées à des plaques de refroidissement
« en forme de L » (se référer à la partie suivante et à la figure 4.22 (a)), dont l’écart est
contraint mécaniquement par des plaquettes en laiton. Cet assemblage assure donc le
parallélisme entre les deux parties « haute » et « basse » du transport, tout en conférant
à l’ensemble une certaine rigidité.
Notons enfin que tous les supports, à l’image du modèle exposé figure 4.21 (a), pré-
sentent des rainures radiales permettant de limiter l’apparition de courants de Foucault
dans la plaquette en Dural durant les phases d’utilisation des bobines [145,168].
4.4.2.2 Circuit de refroidissement
Au cours de la séquence de transport, les bobines sont parcourues par des courants
intenses (quelques dizaines d’ampères) sur une période de temps de l’ordre de quelques
centaines de millisecondes. La circulation de ces courants entraîne une dissipation de
chaleur par effet Joule, qu’il convient de quantifier pour décider de l’installation ou non
d’un système de refroidissement.
Considérons le cas d’une bobine de type {Bi}, de masse m ≈ 160 g, et de résistance
R ≈ 60 mΩ. Pour modifier la température de la bobine d’une quantité ∆T , il est
nécessaire de lui apporter une énergie δQ qui s’écrit sous la forme :
δQ = mcm ∆T , (4.60)
où cm ≈ 385 J.kg−1.K−1 représente la capacité calorifique massique du cuivre.
Pour fixer les idées, supposons que la bobine est traversée par un courant constant
I de l’ordre de 60 A, pendant une durée δt de 1 s. L’énergie dissipée par effet Joule est
donnée par :
EJ = RI
2 δt = 216 J . (4.61)
En négligeant les mécanismes de refroidissement (convection de l’air), la totalité de
l’énergie dissipée par effet Joule contribue au réchauffement de la bobine. En posant




≈ 3.5 K . (4.62)
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Deux remarques peuvent être émises concernant le résultat ci-dessus. Tout d’abord,
un échauffement de 3.5 K ne présente pas de danger pour la bobine, ni pour la colle
utilisée pour assurer la cohésion des spires ou le noyage dans les supports. Par ailleurs,
la situation considérée pour mener ce calcul, à savoir la circulation d’un courant de
60 A pendant 1 s, conduit à un résultat très largement surestimé. En effet, les bobines
seront a priori parcourues par un courant pendant une durée de l’ordre de la centaine
de millisecondes et non de la seconde, comme en attestent les courbes de courant pré-
sentées figure 4.18. De plus, l’énergie dissipée devrait être calculée comme l’intégrale
d’une courbe de courant sur une période d’allumage. L’échauffement réel d’une bobine
est donc plus probablement un ordre de grandeur en dessous de la valeur annoncée
précédemment.
Néanmoins, au cours d’une journée typique d’expérience, la séquence de transport
sera effectuée très souvent (plusieurs dizaines de fois par heure), chaque cycle entraî-
nant une légère élévation de température de l’ensemble des bobines. Par ailleurs, il
ne faut pas exclure la possibilité d’une défaillance lors de l’exécution de la séquence
de transport (erreur de manipulation, problème d’électronique, ...), pouvant conduire
à l’établissement d’un fort courant pendant une longue période de temps au sein du
dispositif. Notons finalement que l’installation du système de transport nécessitera pro-
bablement une phase d’essais impliquant des cycles de fonctionnement éventuellement
plus longs que ceux initialement prévus, menant éventuellement à un chauffage excessif
des bobines.
La mise en place d’un système de refroidissement permet donc d’assurer le fonction-
nement du dispositif au quotidien, tout en prévenant la dégradation des bobines en cas
de dysfonctionnement. Cependant, les spécificités du système de transport, notamment
la géométrie des différents supports, ainsi que les contraintes liées à l’enceinte à vide,
empêchent l’achat d’un système de refroidissement commercial standard.
Nous avons donc conçu un modèle de plaque de refroidissement recouvrant l’en-
semble des supports de bobines B1 à B12, qui a été fabriqué par un atelier de méca-
nique extérieur au laboratoire 5. La plaque est réalisée à partir d’un bloc de cuivre épais
de 1.5 cm, comportant un usinage dans lequel est brasé un tuyau de cuivre permettant
de relier la plaque à un système de circulation d’eau froide. Une photographie de la
plaque de refroidissement est présentée figure 4.22 (a).
Les autres supports de bobines possèdent des plaques de refroidissement qui leur
sont propres. Les supports des bobines B13 sont refroidis par des plaques réalisées en
laiton au laboratoire, puis brasées en extérieur 6. Les bobines du piège magnéto-optique
sont quant à elles directement refroidies par leurs supports. Des exemples de réalisations
sont présentés figure 4.22 (b) et (c). Enfin, les bobines poussante et PM auront des
plaques de refroidissement du même type que celles des bobines B13 et PMO.
5. CECLA Metal Process
6. Entreprise Précisoud
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Figure 4.22 – (a) Photographie de la plaque de refroidissement des supports B1 à
B12. (b) Plaque de refroidissement des supports de bobines B13. (c) Support d’une
bobine du piège magnéto-optique, directement utilisé pour la dissipation thermique.
4.4.3 Électronique de contrôle
La réalisation du transport magnétique repose sur un contrôle précis des courants
circulant dans les différentes bobines durant l’exécution de la séquence expérimentale.
Il convient donc de mettre en place un système de commande électronique entièrement
dédié à cette tâche.
La figure 4.23 illustre le principe de fonctionnement de l’électronique de contrôle
du transport magnétique. L’ordinateur de commande initie la séquence expérimentale
par l’envoi au séquenceur ADwin de deux tableaux décrivant respectivement l’état des
sorties analogiques et numériques au cours du temps (se référer à la partie 1.3.2).
Trois sorties analogiques du séquenceur sont utilisées pour contrôler les alimenta-
tions de courant, de sorte qu’elles débitent des courants satisfaisant aux profils tem-
porels présentés figure 4.18. Chaque alimentation est connectée à un ensemble de 5 ou
6 paires de bobines au travers d’un boîtier comprenant une carte de contrôle, dont le
schéma électronique est disponible figure D.2, et six bancs de MOSFETs, dont les sché-
mas de cablâge sont présentés figure D.3. Ce châssis a pour rôle d’orienter le courant
dans la bonne paire de bobines à chaque instant.
Le choix de la paire adéquate est décidé en amont par une carte électronique dite de
« décodage »(dont le schéma est présenté figure D.1), sur laquelle sont pré-programmées
les différentes configurations de bobines accessibles au système au cours du temps (une
configuration étant par exemple {B1, B2, B3} sont allumées, tandis les autres bobines
sont éteintes), ainsi que leur ordre d’exécution. Le passage d’une configuration à une






















Figure 4.23 – Schéma détaillant le principe de fonctionnement de l’électronique du
transport magnétique.
autre, par exemple de {B1, B2, B3} vers {B2, B3, B4} est supervisé par le séquenceur
ADwin, qui communique au boîtier de décodage un signal numérique d’horloge qui
prend la forme d’une succession de créneaux TTL. Chaque front montant de tension
indique à la carte de décodage que la configuration de bobines doit changer. Le boîtier
de décodage transmet alors la nouvelle configuration de fonctionnement à l’électronique
de contrôle des bancs de MOSFETs, qui procède à la redirection des courants délivrés
par les alimentations vers les bonnes paires de bobines.
Les bancs de MOSFETs sont individuellement constitués de quatre MOSFETs mon-
tés en parallèle, afin que la puissance dissipée par ces derniers soit divisée par 16. De
plus, les MOSFETs sont assemblés sur des plaques de cuivre (voir figure D.3) pour fa-
ciliter le refroidissement des composants. Par sécurité, des thermocouples sont installés
sur les barreaux de cuivre afin de suivre l’évolution de la température du système en
cours d’opération. En cas d’élévation trop importante de la température des MOSFETs,
un signal d’erreur est envoyé vers l’électronique de contrôle des bancs, qui rétroagit sur
le système en bloquant la circulation des courants dans les boîtiers de MOSFETs. Par
ailleurs, une sécurité manuelle est installée sur chacun des trois boîtiers de MOSFETs
pour couper le courant dans les bobines en cas de dysfonctionnement ou d’erreur lors
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de l’utilisation.
Le circuit de contrôle des commutateurs reçoit de l’ADwin trois signaux numériques
« inhibiteurs », qui permettent d’annuler arbitrairement le courant délivré par l’une des
alimentations, donnant ainsi accès à plus de configurations de bobines. La totalité de la
séquence du transport magnétique est stockée dans la carte de décodage sous la forme
de 15 configurations enregistrées sur 4 bits de mémoire. Parmi ces 15 configurations,
14 représentent des états de fonctionnement faisant intervenir trois paires de bobines
simultanément : {poussante, PMO, B1}, puis {PMO, B1, B2}, ... jusqu’à {B12, B13,
PM}. Une configuration additionnelle impliquant uniquement les paires de bobines
PMO et PM est prévue pour permettre le chargement du piège magnéto-optique en
parallèle de la réalisation des expériences dans l’enceinte de science. La présence des
signaux inhibiteurs offre ainsi la possibilité d’avoir des configurations impliquant uni-
quement une ou deux paires de bobines en forçant l’extinction des autres paires, comme
il en existe au niveau du coude, et à la fin du transport magnétique.
Les boîtiers électroniques contrôlant le transport magnétique ont été réalisés au sein
de l’atelier d’électronique du laboratoire par F. Wiotte et H. Mouhamad, qui se sont
inspirés de plans utilisés dans le groupe de J. Schmiedmayer à Vienne [185].
Conclusion
Dans ce chapitre, nous avons présenté le dispositif prévu dans notre expérience pour
transporter magnétiquement les atomes depuis l’enceinte du piège magnéto-optique jus-
qu’à l’enceinte où sera réalisée la condensation.
Pour commencer, nous avons rappelé le principe du piégeage magnétique de parti-
cules neutres. Nous avons ensuite montré qu’un piège magnétique pouvait être déplacé
sur des distances arbitrairement grandes en utilisant un ensemble de trois paires de
bobines en configuration anti-Helmholtz parcourues par des courants judicieusement
choisis. Cela nous a permis de concevoir un dispositif constitué de 31 bobines, visant à
transporter des atomes sur une distance de près de 65 cm grâce à des profils de courants
spécifiques déterminés par un programme que nous avons mis au point.
Dans un second temps, nous nous sommes intéressés à la dynamique temporelle
du transport des atomes. Pour cela, nous avons développé un programme de dyna-
mique moléculaire, permettant de simuler le comportement du nuage atomique durant
le transport. Nous avons notamment constaté que le choix du profil temporel de dé-
placement du centre du piège magnétique avait un impact crucial sur les performances
de la séquence de transport. D’après les simulations numériques, le nuage pourra être
déplacé sur toute la longueur du transport en près de 600 ms, sans que ses propriétés
(nombre d’atomes et température) ne soient significativement modifiées.
Enfin, nous avons présenté les différentes étapes de la réalisation mécanique du sys-
tème de transport, en commençant par la fabrication des bobines, puis la conception
de leurs supports, et enfin leur assemblage mécanique et leur refroidissement. Une pho-
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Figure 4.24 – Assemblage partiel du transport magnétique.
tographie de l’assemblage partiel du transport est fournie en figure 4.24.
Pour conclure ce chapitre, apportons quelques précisions concernant les perfor-
mances attendues du transport, et ce que nous serons en mesure de réaliser expéri-
mentalement. Tout d’abord, nous avons vu que trois courants distincts étaient néces-
saires pour déplacer le centre du piège magnétique, ce qui impose l’utilisation de trois
alimentations de courant, chaque alimentation pouvant être utilisée pour différentes
paires de bobines à différents instants de la séquence de transport. Or, une source de
courant cesse d’alimenter une paire de bobines pour en alimenter une autre dès lors que
le boîtier électronique qui la contrôle lui en donne la consigne. Cependant, ce passage
ne s’effectue pas instantanément à l’échelle de la durée du transport. En pratique, nous
utiliserons donc une quatrième alimentation de courant pour éviter d’avoir un « temps
mort » où seulement deux courants circuleront dans les paires de bobines.
Par ailleurs, nous estimons à partir des simulations numériques que le transport
pourra être effectué en seulement 600 ms. Cependant, les alimentations de courant
possèdent une bande passante qui est typiquement de 300 Hz, ce qui ajoutera une
contrainte forte sur la dynamique du transport. Le temps total de transport sera ainsi
ajusté pour tenir compte de cette bande passante, et sera sans doute de l’ordre de 1 s.
Pour finir, nous avons discuté de la possibilité que des courants de Foucault ap-
paraissent dans les supports des bobines à cause des variations brutales de champ
magnétique, ce qui nous a conduit à rajouter des fentes dans les supports pour limiter
ce phénomène. Néanmoins, nous avons fixé aux supports un système de refroidissement
qui consiste en une plaque de cuivre épaisse de 1.5 cm dans laquelle est dessiné un cir-
cuit d’eau. Il est possible que des courants de Foucault s’y établissent, mais cela ne
devrait cependant pas poser de problème majeur car les profils de courant que nous
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prévoyons d’utiliser ne comportent pas de coupure soudaine des champs. Là encore, il
nous semble raisonnable de réaliser le transport en une durée de l’ordre de la seconde.
Conclusion
Réalisations
Au cours de cette thèse, nous avons conçu et installé un nouveau dispositif expé-
rimental permettant de produire, de refroidir, et de manipuler des gaz atomiques de
sodium.
Pour cela, nous avons tout d’abord assemblé une enceinte à vide afin d’isoler les
atomes de leur environnement extérieur. La pression de gaz résiduel dans l’enceinte du
piège magnéto-optique a été réduite à seulement 8.0×10−10 mbar, et la durée de vie des
atomes dans le piège magnétique devrait être suffisamment longue pour assurer leur
transfert de l’enceinte du piège magnéto-optique à la puce au moyen d’un transport
magnétique.
Ensuite, nous avons mis en place un montage optique complet visant à prépa-
rer l’ensemble des faisceaux laser qui seront utilisés dans l’expérience. L’originalité de
notre montage optique réside dans la stabilisation en fréquence de la chaîne laser sur
la composante hyperfine a1 de la transition P(38)15–2 de l’iode, qui se situe à seule-
ment 467 MHz de la transition cyclante du sodium entre les états |F = 2,mF = −2〉
et |F ′ = 3,mF ′ = −3〉.
Suite à ces premiers développements expérimentaux, nous avons construit un ra-
lentisseur Zeeman à aimants permaments, en adaptant au cas du sodium un modèle
initialement conçu pour le rubidium [133]. Ce système est désormais parfaitement inté-
gré à l’expérience, et permet de produire un flux atomique de 2.0×108 atomes/s dont la
vitesse longitudinale est proche de 30 m.s−1. Durant la caractérisation préliminaire du
dispositif, nous avons mis en évidence un mécanisme de redistribution des populations
atomiques en faveur de l’état fondamental |F = 1〉. Ces résultats ont été confirmés par
une résolution numérique des équations de Bloch optiques décrivant la dynamique des
atomes soumis au faisceau Zeeman.
Pour limiter le dépompage induit par le faisceau Zeeman, P. Cheiney et al. ont
superposé au faisceau ralentisseur un faisceau repompeur balayé en fréquence sur plu-
sieurs gigahertz, ce qui n’est pas envisageable avec le sodium car cela nécessite une
deuxième source laser indépendante, et donc un investissement coûteux. Nous avons
4.4 Réalisation expérimentale 194
donc proposé une technique alternative qui consiste à soumettre les atomes en amont du
ralentisseur Zeeman à un faisceau polarisé σ− contenant une composante de fréquence
de polarisation réglée sur la transition |F = 2〉 vers |F ′ = 2〉, et une composante de
repompage sur la transition |F = 1〉 vers |F ′ = 2〉. Nous observons alors une augmen-
tation de près d’un facteur 4 du flux atomique ralenti.
À notre connaissance, le dispositif de ralentissement que nous avons mis en place
représente la première réalisation expérimentale d’un ralentisseur Zeeman à aimants
permanents en configuration Halbach pour le sodium. Ce résultat montre par ailleurs
que le dispositif utilisé peut sans doute être adapté au ralentissement d’autres espèces
atomiques couramment utilisées dans le domaine des atomes froids. Enfin, la technique
de préparation atomique que nous proposons pour limiter le dépompage est particuliè-
rement intéressante car elle nécessite peu de puissance laser, elle est simple à mettre en
place, et elle peut a priori être généralisée à tous les ralentisseurs Zeeman afin d’aug-
menter le flux d’atomes ralentis.
Le ralentisseur Zeeman constitue une source stable et continue d’atomes lents,
qui est utilisée quotidiennement pour charger un piège magnéto-optique. Ce dernier
contient actuellement jusqu’à 7.0× 108 atomes de sodium ayant une densité moyenne
de l’ordre de 1.5× 109 atomes/cm3, et une température de l’ordre de 100 µK.
En parallèle de la mise en place du montage expérimental, nous avons entièrement
conçu et réalisé un dispositif de transport magnétique d’atomes inspiré du schéma de
transport proposé par Greiner et al.. De plus, nous avons mené une étude numérique
approfondie de la dynamique des atomes piégés au cours du transport, qui a mis en
évidence que certains profils temporels de déplacement du centre du piège magnétique
étaient plus avantageux que d’autres. Tous les éléments nécessaires à la réalisation du
transport magnétique des atomes sont désormais disponibles.
Prochaines étapes expérimentales
Avec le système aujourd’hui à notre disposition, les prochaines phases de construc-
tion de l’expérience sont clairement identifiées. Dans un premier temps, les membres
de l’équipe vont mettre en place des bobines de compensation au niveau de l’enceinte
du piège magnéto-optique pour annuler le champ magnétique résiduel. Cela permettra
de réaliser une phase de mélasse optique succédant au piégeage magnéto-optique, qui
conduira ensuite à la capture des atomes dans un piège purement magnétique.
Le dispositif de transport étant à présent construit, assemblé, et installé sur l’ex-
périence, les premiers essais de transport magnétique seront réalisés dès que le piège
magnétique sera chargé et optimisé.
En parallèle, les membres de l’équipe travailleront à l’élaboration puis à l’installa-
tion de la puce à atomes, qui constitue la dernière phase de construction de l’expérience.
Le transport magnétique conduira le nuage atomique jusqu’à l’enceinte où sera située la
puce à atomes. Il s’agira alors de transférer les atomes du piège magnétique macrosco-
pique créé par les dernières bobines du transport au piège magnétique microscopique
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produit par la puce. S’ensuivra alors une phase de refroidissement par évaporation me-
nant le gaz atomique au seuil de la condensation de Bose-Einstein.
Perspectives scientifiques
Une fois l’étape de montage expérimental achevée, l’équipe envisage d’orienter son
activité de recherche vers trois sujets particuliers en exploitant pleinement le potentiel
offert par l’intégration d’une puce à atomes dans le dispositif.
Pour commencer, nous espérons observer une résonance de Feshbach micro-onde
récemment prédite pour les alcalins [109], mais encore jamais observée. Ces résonances
suscitent un intérêt prononcé au sein de la communauté des atomes froids car elles
procurent un contrôle absolu tant sur la nature (répulsive ou attractive) que sur l’in-
tensité des interactions entre atomes [25], élargissant ainsi le champ des études pos-
sibles. Néanmoins, les résonances de Feshbach magnétiques identifiées pour le sodium
requièrent l’application d’un champ magnétique statique dont l’amplitude (853 G et
907 G) est trop importante pour qu’elles puissent être facilement exploitées, et les ré-
sonances de Feshbach optiques entraînent des pertes en raison de l’émission spontanée.
L’existence d’une résonance de Feshbach micro-onde offre donc une alternative inté-
ressante aux mécanismes de résonance usuellement considérés. En intégrant un guide
d’onde micro-onde à la puce à atomes [186], il sera possible de soumettre les atomes à
un champ micro-onde dont l’amplitude sera suffisante (≈ 1 G) pour induire cette nou-
velle résonance de Feshbach, et disposer en cas de succès d’un paramètre de contrôle
supplémentaire sur les atomes.
L’équipe s’intéressera ensuite à l’apparition de défauts topologiques dans le nuage
atomique lors d’un passage rapide du seuil de condensation. Les propriétés de ces dé-
fauts (nombre, densité, ...) vérifient des lois d’échelle établies dans le cadre d’une théorie
développée par Kibble et Zurek [73, 75]. Des résultats très récents ont permis de véri-
fier quantitativement ces lois d’échelle dans des gaz quantiques dégénérés homogènes
en dimension 2 et 3 [87,89], et inhomogènes en dimension 3 [91,92]. Cependant, la na-
ture des défauts topologiques, ainsi que les lois d’échelle qui décrivent leur dynamique
dépendent fortement de la dimensionnalité et de l’homogénéité spatiale du système
considéré. Ces premiers résultats encourageants motivent donc l’étude des mécanismes
de Kibble-Zurek dans des configurations encore inexplorées afin de mettre à l’épreuve
les prédictions théoriques. En ce sens, notre équipe prévoit de capturer des atomes de
sodium dans un piège magnétique produit à la surface d’une puce à atomes, et d’uti-
liser une méthode d’habillage radio-fréquence pour réaliser différentes géométries de
piégeage (tubes, anneaux, crêpes, ...) en basse dimensionnalité, notamment en 1D et
2D. Nous espérons ainsi apporter des éléments nouveaux pour valider la théorie des
mécanismes de Kibble-Zurek, ou au contraire en montrer les limites.
À plus long terme, l’équipe se dirigera vers des thématiques de recherche plus géné-
rales concernant la dynamique hors équilibre et la relaxation de systèmes bosoniques
1D, qui restent aujourd’hui mal comprises. Un exemple emblématique de dynamique
hors équilibre est la réalisation de l’analogue du pendule de Newton par Kinoshita et
al. [187] dans un gaz 1D. Cette étude montre que l’état du système après des milliers
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de collisions entre atomes n’atteint toujours pas un état d’équilibre thermodynamique,
tandis que celui-ci est atteint quasi-instantanément dans un système équivalent à 3D.
Les processus physiques à l’origine de la relaxation de systèmes 1D ou quasi-1D sont
donc différents de ceux assurant la thermalisation dans les systèmes 3D, et font l’objet
d’intenses travaux de recherche. Des résultats récents ont par exemple montré que le
refroidissement par évaporation d’un gaz bosonique 1D était possible dans un régime
où les processus de collisions à deux corps ne permettent plus la thermalisation du sys-
tème grâce à un mécanisme de déphasage à plusieurs particules se produisant dans le
gaz [188]. La réalisation de pièges magnétiques 1D sur la puce à atomes permettra donc
d’étudier la dynamique hors équilibre de systèmes quantiques [189], la dynamique de
systèmes fortement corrélés, ou encore la relaxation de systèmes quasi-intégrables [187].
Annexe A
Géométrie de la bobine poussante
La bobine poussante est une bobine de forme conique, constituée de 16 couches
de spires, chaque couche étant elle-même composée de 2 à 16 spires concentriques,
comme le montre la figure A.1. Le diamètre intérieur de la bobine vaut φint = 38 mm,
tandis que son diamètre extérieur est compris entre φext = 76.4 mm pour les couches
possédant 16 spires concentriques, et φext = 42.8 mm pour les couches ne possédant
que 2 spires concentriques.
z
Figure A.1 – Schéma représentant une coupe radiale de la bobine poussante. En
gris figure le support sur lequel est montée la bobine, tandis que les rectangles oranges
correspondent au fil rectangulaire de section 2.5×1.0 mm2 utilisé pour réaliser la bobine.
Celle-ci est composée de 16 couches suivant l’axe z, comportant respectivement entre
2 et 16 spires concentriques.
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Figure A.2 – Photographie de la bobine poussante.
Annexe B
Séquences temporelles de transport
magnétique
Cette annexe donne l’expression de la position, de la vitesse, et de l’accélération
du centre du piège magnétique pour les trois profils de transport étudiés dans la par-
tie 4.3.4. Les deux moitiés du transport ont été traitées séparément, et il convient
d’adapter les relations fournies ci-dessous à chacune des deux étapes.
Dans la suite, nous adopterons les conventions de notation suivantes : T désignera la
durée du transport, et L la distance à parcourir par le centre du piège magnétique. Le
transport sera effectué selon un axe arbitrairement dénommé z, et les variables de posi-
tion, de vitesse et d’accélération du centre du piège magnétique seront respectivement
désignées par les quantités zc(t), vc(t) et ac(t).
B.1 Déplacement linéaire
La méthode de transport la plus simple consiste à déplacer le centre du piège ma-
gnétique linéairement avec le temps entre le point de départ et le point d’arrivée du








pour t ∈ [0;T ]
ac(t) = 0
(B.1)
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B.2 Déplacement polynomial par morceaux
La séquence de transport proposée dans la section précédente peut être raffinée de
deux manières différentes. Tout d’abord, le déplacement peut être divisé en plusieurs
morceaux, chacun étant paramétrisé par un jeu d’équations semblable au système (B.1).
Par ailleurs, le mouvement du piège sur chaque intervalle peut être paramétrisé non
pas par un polynôme d’ordre 1, comme c’est le cas du système (B.1), mais par un
polynôme d’ordre plus élevé.
La seconde méthode de transport considérée dans la partie 4.3.4 est donnée par
les trois systèmes d’équations présentés ci-dessous. Le mouvement du piège est divisé
en trois parties, chacune étant paramétrisée par un polynôme du troisième ordre. Les
coefficients des différents polynômes ont été déterminés à partir des conditions aux li-
mites au début et à la fin du transport, ainsi qu’en imposant la continuité des position,
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B.3 Déplacement en fonction « erreur »
La troisième séquence de transport étudiée dans cette thèse propose un déplacement
du centre du piège magnétique qui soit paramétré non plus par des polynômes, mais par
une fonction « erreur » dont le profil d’accélération ne possède pas de point anguleux
contrairement au profil présenté dans la partie précédente (voir figure B.1). Le système
d’équations considéré est le suivant :


























Le coefficient γ est quant à lui ajusté de sorte que la fraction d’atomes perdus, ainsi
que l’échauffement du nuage soient minimisés lors du déplacement.
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B.4 Représentation des profils de transport
Les profils de transport introduits dans les parties précédentes sont représentés
sur la figure B.1. La figure B.1 (a) montre que les séquences de déplacement de type
polynomial par morceaux et fonction erreur sont beaucoup moins « brutales » en début
et en fin de transport que la séquence linéaire. Cela se vérifie en regardant les valeurs
des vitesses du centre du piège magnétique aux extrémités du transport, qui sont
beaucoup plus importantes dans le cas d’un déplacement linéaire (voir figure B.1 (b)).
Remarquons par ailleurs la discontinuité de la vitesse pour un déplacement linéaire,
qui passe d’une valeur nulle à une valeur non nulle « instantanément » au début du
mouvement, et inversement à la fin du déplacement.



































Figure B.1 – Les graphiques (a), (b) et (c) représentent respectivement les profils
de position, de vitesse et d’accélération du centre du piège magnétique pour un dé-
placement de 306.6 mm en un temps de 500 ms. Le profil de transport linéaire est
représenté en noir, celui de transport polynomial par morceaux en rouge, et celui en
fonction erreur en bleu.
Annexe C
Mises en plan des éléments

















1. Cylindre avec fraisage
hélicoidalxexcentréxparxrapport
àxljaxexduxcylindrex:





Figure C.1 – Demi-cylindre utilisé pour la réalisation des bobines de type {Bi}i 6=13
(les unités sont en millimètres). Le fraisage hélicoïdal usiné sur les deux demi-cylindres











Figure C.2 – Exemple de monture basique accueillant une bobine de type {Bi}i 6=13
dans l’assemblage du transport magnétique. Les dimensions indiquées sont en milli-
mètres.
Annexe D













































































































































































































































































































































































































































































































































































































































































































































Figure D.1 – Schéma électronique du boîtier de décodage. Les configurations d’allu-
mage des bobines sont stockées sur 4 bits, et les changements d’états sont imposés par































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure D.2 – Électronique de pilotage des châssis constitués de six bancs de quatre
MOSFETs montés en parallèle.
207
Figure D.3 – Schéma de cablâge des bancs de MOSFETs.
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Résumé
Dans cette thèse, nous décrivons les premières étapes de la construction d’une expérience
de condensation d’atomes de sodium. À terme, le dispositif intégrera une puce à atomes qui
permettra d’étudier la dynamique hors équilibre de gaz quantiques de dimensionnalité réduite,
ainsi que leur dynamique de relaxation.
Le montage expérimental est constitué d’un système laser stabilisé en fréquence sur une
raie de l’iode, ainsi que d’une enceinte à ultra-vide. Cette dernière comporte un four produisant
un jet atomique effusif qui est décéléré dans un ralentisseur Zeeman à aimants permanents.
Nous obtenons alors un flux de 2× 108 atomes/s, ce qui nous permet de charger près de 109
atomes dans un piège magnéto-optique.
Durant la caractérisation du ralentisseur Zeeman, nous avons mis en évidence un méca-
nisme de redistribution des populations atomiques vers l’état |F = 1〉 en amont du ralentisseur,
induit par l’interaction avec le faisceau Zeeman. Après avoir confirmé ces observations par une
résolution numérique des équations de Bloch optiques, nous avons mis en place un faisceau
laser avec deux composantes de fréquence permettant de préparer initialement les atomes
dans le sous-niveau |F = 2,mF = −2〉 pour les préserver de cet effet.
Enfin, nous avons conçu un dispositif de transport magnétique permettant d’acheminer
les atomes depuis l’enceinte du piège magnéto-optique vers l’enceinte du condensat. Des si-
mulations de dynamique moléculaire nous ont permis de déterminer une séquence temporelle
pour le déplacement du nuage performante, autorisant un transport de 65 cm en 1 s.
Mots clés : sodium, condensation de Bose-Einstein, puce à atomes, ralentisseur Zeeman,
aimants permanents, transport magnétique, dynamique moléculaire.
Abstract
In this thesis, we describe the early stages in setting up a new experiment which aims at
producing sodium Bose-Einstein condensates. The final apparatus will integrate an atomchip,
enabling us to study the non-equilibrium dynamics of low-dimensional quantum gases, as well
as their relaxation dynamics.
The experimental setup comprises a laser system locked to an iodine rovibronic transition,
and an ultra-high vacuum chamber. The latter consists of an oven producing an effusive atomic
beam, which is decelerated in a Zeeman slower made with permanent magnets. We thus obtain
a flux of 2× 108 atoms/s, allowing the efficient loading of a magneto-optical trap containing
up to 109 atoms.
During the slower optimization, we observed a redistribution of the atomic populations
from the |F = 2〉 state to the |F = 1〉 state before the entrance of the Zeeman slower. This
depumping mechanism, induced by the interaction of the atoms with the slowing beam, has
been confirmed by the numerical resolution of the optical Bloch equations describing the
system. To circumvent this effect, we now prepare the atoms before the entrance of the slower
in the |F = 2,mF = −2〉 magnetic substate with a two-frequency light beam.
Finally, we designed a magnetic transport system to transfer the atoms from the magneto-
optical trap chamber to the condensate chamber. Based on the results of molecular dynamics
simulations, we found a performing temporal sequence to move the magnetic trap, and we
intend to efficiently transport the atoms over 65 cm in about 1 s.
Keywords : sodium, Bose-Einstein condensation, atomchip, Zeeman slower, permanent ma-
gnets, magnetic transport, molecular dynamics.
