Rotating spiral waves organize spatial patterns in chemical, physical and biological excitable systems. Factors affecting their dynamics such as spatiotemporal drift are of great interest for particular applications. Here, we propose a quantitative description for spiral wave dynamics on curved surfaces which shows that for a wide class of systems, including the BZ reaction and anisotropic cardiac tissue, the Ricci curvature scalar of the surface is the main determinant of spiral wave drift. The theory provides explicit equations for spiral wave drift direction, drift velocity and the period of rotation. Depending on the parameters, the drift can be directed to the regions of either maximal or minimal Ricci scalar curvature, which was verified by direct numerical simulations.
I. INTRODUCTION
Spiral waves of excitation have been observed in diverse chemical, biological and physical systems [1] [2] [3] [4] [5] . They organize spatial patterns of excitation and underly important processes such as morphogenesis of a social amoeba [6, 7] , some forms of neurological disease [8] and cardiac arrhythmias [5, 9] . In many cases, the dynamics of spiral waves is of great interest because it determines the overall behavior of the system. One of the most important aspects of the dynamics is the spatiotemporal drift of spiral waves. The drift of spirals can determine the type of cardiac arrhythmia [9] ; it has also been observed in the BZ reaction [10, 11] , CO oxidation on a Pt surface [3] and biological morphogenesis [7] . Currently, several sources of spiral drift have been identified, including tissue heterogeneity [12] [13] [14] [15] , an external electrical field [16] [17] [18] , spatially varying anisotropy [19] [20] [21] [22] [23] and surface curvature [24] . The latter is highly relevant as most of real excitable media have complex geometries which may include curved domain boundaries, e.g. the walls of human atria are very thin and have a complex curved shape. In sufficiently thin slabs of excitable medium, we recently showed [25] that dynamics of spiral activity is essentially two-dimensional, and may therefore be modeled as a surface or monolayer of grid elements [26, 27] . Although the most detailed numerical models of human atria include heterogeneous electrophysiology and multiply layered fiber structure in specific wall regions, [28] [29] [30] , the magnitude and direction of spiral wave drift due to the wall shape and anisotropy alone has not yet been quantified.
Essential questions regarding drift of spiral waves on a surface are: What determines the drift direction and velocity of the drift? How is spiral wave drift affected by anisotropy of the medium? Can the parameters of drift be predicted from general properties of 2D spiral waves? Some of these questions were addressed previously in the kinematic approach [23, 24, 31] . However, the kinematic approach used there is valid only for spirals with a large core, i.e. where front-tail interactions are absent. However, curved surfaces with anisotropy were never studied before, despite their usefulness for cardiac applications.
Here, we propose a theory of spiral wave drift on curved anisotropic surfaces based on a gradient expansion around the spiral wave solution. We derive equations for drift of a spiral wave on a surface of arbitrary shape with anisotropy. We show that the drift velocity is given by the gradient of the so-called Ricci curvature scalar (RCS) of the surface, which arises as the generalization of the Gaussian curvature of a surface. The coefficients in our equation for drift velocity are explicitly obtained from the properties of the two-dimensional spiral wave solution in an isotropic planar medium using response functions [32] [33] [34] [35] . Interestingly, depending on parameters the drift can be directed to regions of the surface with either lowest or highest RCS. As the spatial distribution of the RCS can be easily computed (see paragraph IV A 2), the proposed theory can predict the regions which will attract or repel spiral waves in each particular situation. Note that for anisotropic diffusion, the extrema of RCS do not necessarily coincide with the places of extremal surface curvature, an example of which is provided in Fig. 1 . We verify our theory by a direct comparison with numerical simulations and show that the derived equations predict with high accuracy the trajectories of spiral wave drift on curved surfaces with significant anisotropy.
II. ANALYTICAL METHODS AND RESULTS
A. Reaction-diffusion equation on a curved surface with anisotropic diffusion
We start from the reaction-diffusion equation (RDE) in terms of Cartesian coordinates x i . Anisotropy is built in through the diffusion tensor D ij , whose eigenvalues are proportional to the squared conduction velocities along the local material axes:
This PDE describes how a state vector u of the system changes due to local processes F(u) and anisotropic diffusion. The constant, dimensionless matrix P allows to exclude some state variables from diffusion. We now derive the analogue of Eq. (1) on curved surfaces with isotropic or anisotropic diffusion.
Isotropic diffusion on a surface.
Any smooth surface can be parameterized as x i (s A ), (i ∈ {1, 2, 3}, A ∈ {1, 2}), where the s A form a curvilinear coordinate system. The gradient and divergence operators in the diffusion term of Eq. (1) should therefore be expressed using the metric tensor G AB that is induced on the surface by the coordinate transform
, RD systems are thus described by [24] 
Anisotropic diffusion on a surface
When diffusion is anisotropic, the diffusive current for a given diffusion tensorD equals J = −D · grad Pu. Transformation to surface coordinates brings
Taking the divergence will give
as the diffusion term for curved, anisotropic surfaces. From Eq. (3), however, it follows that det(
is the product of the diffusivities along the local material axes and in most of the cases assumed to be constant [15] . Thus, following work by Wellner et al. [36] as in [37, 38] we can write for curved surfaces with anisotropic diffusion that
with the metric tensor still given by the matrix inverse of the diffusion tensor, albeit in surface coordinates s A :
The constant factor D 0 has been included to make g AB dimensionless as is common in physics; we also definê P = D 0 P.
B. Derivation of the drift equations
The derivation of the laws of spiral wave drift occurs in three steps, similar to some of our previous works on wave fronts [39] and three-dimensional scroll waves [15, 37] . The first step is to choose the simplest curvilinear coordinates based on the problem's geometry. Next, we expand the RDE in those coordinates. Finally, we take inner products with response functions to obtain the equation of motion.
Riemann Normal Coordinates
To describe spiral waves on a surface, we introduce Riemann normal coordinates [40] around the spiral's rotation center at t = 0. In these coordinates, the radial lines from the origin are geodesics of the space considered. Such coordinates explicitly reveal how curvature affects the metric in the region close to the origin, in terms of the Riemann curvature tensor R ABCD . This tensor contains second order spatial derivatives of the metric [40] ; its trace is the Ricci curvature scalar R mentioned above. The RCS can be computed from the metric tensor using the Christoffel symbols Γ A BC [40] :
. We shall associate an order λ to each spatial differentiation of the metric tensor, as we are working in the regime of slowly varying anisotropy and small Gaussian curvature K G of the surface in comparison with the spiral's core size. Hence, the fact that Riemann normal coordinates are locally Euclidean can be written as
. The explicit expansion for the metric tensor in the Riemann normal coordinates can be found in differential geometry textbooks (e.g. [40] ):
In this expression, the Riemann curvature components and its derivatives were evaluated at the center of rotation of the spiral wave solution, where ρ 1 = ρ 2 = 0. To find the metric components with upper indices, a matrix inversion is performed:
Since we are dealing with two spatial dimensions only, we can use the identity
whence, omitting terms of O(λ 4 ),
After substituting these relations in Eq. (7b), we may write the diffusion term of Eq. (4) as
with the S R and S dR A given by
The terms S R and S dR
A are the sources of spatiotemporal drift of spiral waves on the surface.
Expansion around the unperturbed spiral wave solution
In the presence of source terms, the exact solution u(ρ A , t) can be approximated by an unperturbed spiral solution u 0 (ρ A ), i.e.
. Our approach thus relies on a linearization around the unperturbed spiral wave solution u 0 . The associated linear operator
has critical eigenmodes for each Euclidean symmetry of the RDE (1). Therefrom, one can prove the existence of one rotational and two rotational Goldstone modes ∂ θ u 0 , ∂ x u 0 , ∂ y u 0 which are sometimes written V (n) , {−1, 0, 1} in a complex basis [17, 35, 41] :
With respect to the inner product
one may define the adjoint operatorL
, which has critical eigenmodes
that are known as response functions [33] . The response functions can be used to fix the decomposition (12) by demanding that
for all times t. This condition lets the origin of the Riemann normal coordinates move along with the spiral wave's rotation center and rotate at the yet unknown rotation frequency ω, as in [37] . The differentiation with respect to time τ in this moving frame will generate convection terms
Adding time-derivative, reaction and diffusion terms, we finally obtain (19) with source terms given by (11).
Rotational and translational dynamcis using response functions
The components of spiral drift can be found by projecting Eq. (19) onto the response functions; this procedure relies on the Fredholm alternative theorem. The response functions were observed to be strongly localized around the spiral wave's tip [34, 42] . This property ensures that dynamics of the full spiral wave can be essentially captured by expansion in Riemann normal coordinates close to its tip. Our method first delivers the instantaneous laws
where the brackets refer to the inner product (15) .
If the drift and spiral core radius are small compared to the distance over which curvature and anisotropy change, one may average over one rotation to find the net spiral wave drift as
where n is a unit normal vector to the surface, the grad operator taken with respect to the metric (5) and
The Eqs. (4), (20)- (21) are the main analytical results of this paper. In index notation, our law of motion (20b) becomeṡ
This expression is particularly useful for practical calculations or numerical implementation.
III. ANALYSIS OF THE DRIFT EQUATIONS
The law (20b) for spatial drift is strikingly similar to the law of motion of electrons in a solid material [43] , where ∂ t X = −µ grad φ under an electric field E = −grad φ. We will thus henceforth call q 1 the 'spiral mobility'. For positive mobility q 1 , the spiral wave will descend the gradient, ending up in a locus of minimal RCS, while for negative q 1 the spiral will drift to the region with maximal RCS value. Spiral waves, however, exhibit also a second component of drift with coefficient q 2 which makes them drift under an angle tan −1 q 2 /q 1 with the direction of the gradient of RCS. However, q 2 cannot influence whether the spiral drifts to higher or lower RCS. If the sense of spiral rotation is reversed, q 1 remains the same, while q 2 switches sign. Since the RCSinduced drift contains third order spatial derivatives of the diffusion tensor, it is different from the metric drift in [15] due to variations in det(D). While the proportionality constants for the metric drift equal the filament tension [44] , we have found no simpler expression for the spiral mobility q 1 , q 2 .
Let us now consider how the laws (20) apply to an isotropic diffusion system, as for example the BZ reaction. Here, R/2 = R 12 12 = K G , so the RCS is simply twice the Gaussian curvature of the surface. Eqs. (20) then confirm results obtained by Zykov et al. [24, 31] which were obtained in the kinematic approach. Our theory demonstrates that those results hold not only in the large core regime but for any stationarily rotating spiral wave. Also, it was suggested in [24] that in the equal diffusion case (P = I) the drift component parallel to the gradient of R disappears, i.e. q 1 = 0. However, in our theory this is not the case, and q 1 can have any value depending on properties of the spiral wave. Our prediction is numerically confirmed in section IV B 2.
For cardiac tissue and other anisotropic reactiondiffusion systems, Eq. (20b) is the first analytical expression that captures the dynamics of spiral waves on a curved anisotropic surface. Spiral drift is shown to be related to the gradient of the RCS which depends both on curvature of the surface and tissue anisotropy. When the local direction of maximal diffusivity is known in the medium, we may consider a smooth anisotropic surface with constant principal diffusivities
. Hence, with e N a unit normal to the surface, the drift law (20b) can be written, with ∇ the gradient operator on an isotropic surface,
For strongly anisotropic tissue (D L D T ), the drift will thus appear to occur almost along the local fiber direction, as long as |q 1 | ≈ |q 2 |.
To further elucidate the link between R and e L , we compare g AB with the metric G AB , which would have been present if the diffusion on the surface had been isotropic. In local Euclidean coordinates p a around a given point of the surface, one has
When necessary, the subscripts . (g) and .
(G) will written to denote which metric is used when calculating a quantity. Notably, the RCS that appears in the laws of spiral motion (20) , (23) , is in fact R (g) . Aided by surface coordinates where ∂ q1 r = e L , we have obtained the decomposition
The two terms separately capture the extrinsic curvature and fiber structure of the surface:
Here K G is the Gaussian curvature, which in absence of anisotropy (d L = d T ) is the only driving force of the spiral wave drift. Anisotropy dependent drift is a result of the divergence in the fiber direction field e L of the surface. To predict spiral drift, one may therefore either compute R (g) from g AB and its Christoffel symbols, or use the pair G AB , e L and Eqs. (25)- (26) . For anisotropic diffusion in a plane, the Gaussian curvature term vanishes, and in terms of the local fiber angle α(x, y), one may then show that
in which ∂ L and ∂ T are directional derivatives along and across the local fiber direction. A remark needs to be made here with respect to a particular fiber organization known as chiral anisotropy [23] , in which the fibers in the surface start at the origin and enclose a fixed angle α with the radial direction. Although one computes that R (g) = 0 everywhere except the origin, spiral drift and a rotation frequency shift have been observed [23] . In the curved-space viewpoint, such systems have the same geometry as a cone which is not a Riemannian manifold in its apex. Spiral drift in chiral anisotropy thus falls outside the scope of our present study.
IV. NUMERICAL VALIDATION
A. Numerical methods
Evaluation of the coefficients q0, q1, q2
using response functions
The numerical values for the coefficients q i (i = 0, 1, 2) displayed in Fig. 2 and listed as q th i in the main text were acquired using an extension of the publicly available dxspiral software in the following way. First, dxspiral was used to generate a standard spiral solution u 0 for Barkley's reaction kinetics [45] , where
The standard spiral solution u 0 was computed on a disc of radius R = 12.0, using a polar grid with N r = 240 and N θ = 128. Thereafter, response functions Y θ , Y x , Y y were computed by the dxlin.c routine, whose details are given in [35] . Next, the overlap integrals (21) were evaluated using the trapezoid rule, with terms S R , S dR A given by Eq. (11). In this way we evaluated the coefficients q 0 , q 1 , q 2 for the parameter set a = 1.1, b = 0.19, = 0.025, D v = 0. The coefficients shown in Fig. 2 for model parameter a > 1.1 were found in steps of 0.025 up to a = 1.4 by calculating new solutions u 0 using the solution for the previous a as an initial guess. For each value of a, the response functions and the overlap integrals were evaluated as above in order to find q 0 , q 1 , q 2 and γ 1 , γ 2 .
Finding the metric and RCS for a surface
with given shape and projected fiber angle
We verified the laws of motion (20) by direct numerical simulations in Barkley's model. In our examples, we consider surfaces
The surface is thought to contain fibers in the direction e L tangent to the surface, whose fiber angle is defined by tan α = ( e L · e y )/( e L · e x ). For a prescribed angle α(x, y), one therefore finds that e L = N [cos α e x + sin α e y + (cos α ∂ x f + sin α ∂ y f ) e z ]; the factor N (x, y) is chosen to give e L unit length. Now, we assume for a moment that the three-dimensional space is filled with copies of such surface in the direction of e z . If diffusion along the local fiber direction occurs with diffusion coefficient
the three-dimensional anisotropy is determined by the tensor
In the curved-space approach, a metric with contravariant components g ij = D ij /D 0 is found in the threedimensional space, with inverse g ij . In our simulations, we chose to let the surface parameterization s A , A = 1, 2 be s 1 = x, s 2 = y. From the transformation law g AB = ∂ A x i g ij ∂ B x j , one then finds
Thereafter, the metric components g AB are found as the matrix inverse of (g AB ). From the coefficients g AB , g AB , it is straightforward to compute the RCS using the Christoffel symbols from Eq. (6).
Forward evolution of the RDE on a surface with anisotropic diffusion
To check the validity and limitations of the theory, forward evolution of spiral waves was studied on curved anisotropic surfaces. Hereto, the reaction-diffusion equation (2) was discretized using the finite difference technique. With the purpose of studying generic surfaces whose shape is prescribed by z = f (x, y) in Cartesian coordinates, the curvilinear coordinates on the surface were taken to be s 1 = x, s 2 = y. That is, the function u j (x, y) would provide a top view on the field of the jth variable of the spiral wave. A rectangular grid with dx = dy was taken. For the examples considered, we had ∂ x f (0, 0) = ∂ y f (0, 0) = 0, such that the finest spatial grid on the surface was obtained in the origin. This value also determined the largest time step allowed in our explicit Euler scheme; we chose dt = 0.9dx
). The diffusion term in Eq. (2) was discretized using a nine-point scheme, with the metric g AB the inverse of g AB from Eq. (29) . For a given time t and state variable label j, we took
Simple finite differencing yields the coefficients C m,n (x, y), which were only computed at the start of the simulation and then stored. With h AB = √ gg AB , they are
An overview of simulation parameters and grid size and resolution is presented in Tab. I. Before each simulation, a spiral wave was first created in a planar domain of larger size, same resolution and constant anisotropy equal to g AB at (x, y) = (0, 0). The midpoint of the circular tip trajectory was determined, such that the standard spiral wave solution could be copied and centered on a suitable position in the anisotropic curved surface. This method allowed to reduce the duration of the transient regime and the associated drift, and therefore brought more control of the initial spiral wave position. Fig. 2 shows the dependency of the coefficients q 0 , q 1 , q 2 as a function of the parameter a which determines the excitability of the medium (the higher values of a correspond to higher excitability). We see that the coefficient q 1 is positive for most values of a, indicating drift to the lower values of RCS. However, in a medium with low excitability, the spiral mobility q 1 can be also negative, making the spiral waves drift into the regions of higher RCS. For counterclockwise rotating spirals, the coefficient q 2 is always positive and slightly decreases with a, while the coefficient q 0 is negative and increases. In accordance with Eq. (20a), this explicitly shows that spiral waves rotate faster on sphere-like surfaces, as can be expected from the angular deficit, thereby extending the results of [31] to non-uniformly curved surfaces with anisotropic diffusion.
Predicted spiral mobility from response functions

Spiral wave drift on a paraboloid with isotropic diffusion
As a first example, we studied the drift of a spiral wave on the paraboloid surface z = −A(x 2 + y 2 ) with equal diffusion, which has
Barkley's model was used for the reaction kinetics, with a = 0.7, b = 0.19, = 0.025 andP = diag(1, 1). Although the kinematic approach in [24] states that q 1 should vanish, it is clearly seen in Fig. 3 that the spiral wave drifts away from the top, in accordance with Eqs.(20b)- (21), which yield (q 1 , q 2 ) = (0.855, −0.386) for a counterclockwise spiral at the given model parameters. This simple geometry allows to find analytically the spiral wave trajectory, which is drawn in black in Fig.  3 . First, we introduce polar coordinates (r, θ) to exploit axial symmetry: ∂ φ R = 0. Thus follows from Eq. (20):
For the paraboloid z = ±Ar 2 , one finds g rr = (1 + 
4A
2 r 2 ) −1 and g = r 2 (1 + 4A 2 r 2 ), whence
Integration then brings
3. Drift of spiral waves in a plane with anisotropic diffusion
In our second numerical experiment, we considered an anisotropic plane with linear fiber rotation as in [46] , i.e. e L = cos α e x +sin α e y with fiber angle α(x, y) = B (x+y). For such anisotropy, a direct analytical calculation using Eq. (27) gives
which is color-coded in Fig. 4 . The configuration does not possess isolated maxima or minima of the RCS: the local extrema are located along lines at −π/4 to the x axis. The minima occur at the fiber angle α = −π/4, while the maxima are found where α = π/4. For this case too, an analytical spiral trajectory can be found. Going to coordinates z = x + y, w = x − y, the RCS is found to be independent of w. In these coordinates, Eq. (20) tells thaṫ
This expression can be integrated to
The trajectory of the spiral wave's center in Cartesian coordinates is thereafter easily found as
These relations are used for a prediction of the spiral trajectory in Fig. 4 . To study both positive and negative mobility in this numerical example, we took a = 1.1 or a = 1.3, for which Eqs. (21) respectively predict (q 1 , q 2 ) = (−0.102, 2.652) and (q 1 , q 2 ) = (0.643, 0.357) if the spirals rotate counterclockwise. We observe in Fig. 4a that for positive mobility q 1 the spiral wave drifts towards minimal value of RCS, as predicted by our theory. In addition, we see a good correspondence of the real computed trajectory (green) and the one predicted by Eq. (40) (black). For the negative mobility q 1 in Fig. 4b , we observe only a small drift component towards the maximal value of RCS, as for this parameter value |q 1 | << |q 2 |. Here too, the theoretical (black) and computed (green) trajectories almost coincide. In a third numerical experiment, the planar surface was replaced by the paraboloid z = −A(x 2 + y 2 ) with the same anisotropic properties as in Fig. 4 . Its RCS was calculated by numerically and already shown in Fig. 1b . We see that the observed drift trajectory (Fig. 5 , red lines) is in close agreement with the theoretical predictions obtained from numerical integration of the equation of motion (22) (black). A good agreement between theory and experiment was reached for both cases of positive and negative q 1 . We also provide trajectories for spiral wave drift in absence of anisotropy, i.e. only due to Gaussian curvature of the surface (yellow lines). We see that for isotropic case the spiral indeed drifts away from the top of the paraboloid (q 1 > 0, Fig. 5a ), or slowly towards it (q 1 < 0 , Fig. 5b ), in accordance with the analytical trajectories (35) .
V. DISCUSSION
In this paper, we derived the laws of motion (20) for spiral waves on curved surfaces with anisotropic diffusion. Using the Fredholm alternative theorem, we showed that on such surfaces, the driving force for spiral wave drift is a gradient of the Ricci curvature scalar. This quantity is determined solely by the geometry of the surface; Eq. (27) shows that it consists of two terms related to the either the shape or anisotropy of the surface. Thus, the current theory can be applied to a broad class of reaction-diffusion systems, exhibiting isotropic diffusion on a curved surface, anisotropic diffusion, or both.
Although the correspondence to forward numerical simulations is excellent, several further steps can be undertaken to further increase the potential with respect to cardiac modeling. For example, spiral waves in more advanced models of cardiac tissue often exhibit quasiperiodic tip trajectories; this meandering motion will need to be included in the response function framework. Our present findings deal with two-dimensional vortices and thus do not consider effects of domain thickness at all. As for effects of anisotropy on two-dimensional spirals, we think that these effects may be substantial. One may recall one of the most cited papers on spiral waves in the heart [47] , which shows that even in simple two-dimensional preparations there is a substantial drift of spiral waves. As the preparations they used in their study were strongly anisotropic but otherwise homogeneous, the driving force of this drift is most likely the anisotropy of cardiac tissue. In real cardiac tissue, the setting will be three-dimensional and the effects of wall thickness and intramural fiber rotation may need to be added on top of our present study. Finally, it will be interesting to measure anisotropy-induced drift of spiral waves in a detailed ionic model of cardiac tissue, to estimate its magnitude in cardiac tissue.
VI. CONCLUSIONS
We have developed an asymptotic theory that predicts the drift of spiral waves on general curved surfaces with anisotropic diffusion. This drift is caused by a gradient of the Ricci curvature scalar, which encompasses both the shape and anisotropy of the surface. We determined the spiral mobility coefficients relating the gradient of the Ricci curvature scalar and drift velocity using response functions. The analytical results were quantitatively confirmed by numerical simulations.
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