We show that the high dimensional expansion property as defined by Gromov, Linial and Meshulam, for simplicial complexes is a form of testability. Namely, a simplicial complex is a high dimensional expander iff a suitable property is testable. Using this connection, we derive several testability results.
INTRODUCTION

High dimensional expanders
Expander graphs have been playing an important role in computer science in the last few decades (see [6] ) and more recently also in pure mathematics (see [12] ). In recent years a high dimensional theory of expanders is starting to emerge (see [13] and the references therein). It is not even clear what is the "right" definition of expanders for simplicial complexes of dimension greater equal 2. But, two essentially equivalent definitions were given in two seminal works: One by Linial and Meshulam [11] (see also [16] ) whose motivation was to study the (homological) connectivity of random complexes, as a first step toward developing a higher dimensional version of the Erdos-Rèyni theory of random graphs. The second is by Gromov (see [5] ) whose motivation was the study of fibers and overlapping properties of maps between complexes and manifolds. These two very different motivations led to a very similar definition, which we now give. We give a version that combines the two and which is most convenient for our needs. The homological/cohomological notions will be defined and explained in details in Section 2. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. While this definition looks mysterious in first sight, one can check that for = −1 = 0, i.e., for graphs, it gives the standard (normalized) edge expansion ("The Cheeger constant") of graphs. Namely, for a graph = ( , ) :
See Section 2 below for details. A result proved independently by Meshulam and Wallach [16] and by Gromov [5] is the following. 
One of the difficult questions about simplicial complexes is to evaluate their expansion constants (see [4] for some results in this direction). Theorem 2 says informally that the complete -dimensional simplicial complex is "an expander". It can be compared with the trivial result that this is the case for = 1 i.e., the complete graph is an expander. It is less trivial to show that there are bounded degree expander graphs, though by now various methods are known: random, Kazhdan property , Ramanujan conjecture, the zig-zag product etc. An outstanding open problem is to show that higher dimensional bounded degree expanders exist. For some results in this direction see [5, 8, 14] . The goal of this paper is to point out that this notion of high dimensional expansion is also of value and interest to theoretical computer science. We show below that the above expansion is intimately related to the area of "Property Testing".
Property Testing
Let us recall first what it means for a property to be testable. One of the early works in the area of Property Testing is the work of Blum, Luby and Rubinfeld [2] which dealt with linearity testing (see [17] for low degree testing). Linearity Testing: Let be the space of all functions from {0, 1} to {0, 1}. This space is of dimension = 2 over 2, the field of two elements, and let 0 be the subspace of all linear functions, so the dimension of 0 is .
Theorem 4. [2]
• A function in is linear iff ( + ) = ( ) + ( ) for every , ∈ {0, 1} .
• There exists a constant > 0 such that for every ∈
is the number of ∈ {0, 1} on which has to be changed to make it linear (i.e., the Hamming distance between and 0 ).
The first item in Theorem 4 is trivial (as this is the definition of a linear map!) and it also follows from the second item. The second part of Theorem 4 is not trivial. It implies, in particular, that if we want to ensure with probability at least 1 − that a given ∈ is linear (for some > 0 e.g. = 0.001), it suffices to check the equation ( + ) = ( )+ ( ) for a constant number 0 of random inputs , ∈ {0, 1} . The number 0 depends on but is independent of . One can take 0 = min{ | < }. In [2] it was proven that in Theorem 4 can be taken to be = 2 9 , and better estimates have been given [7, 9] . So, Theorem 4 says (when = {0, 1}, = 2 , = and the -dimensional linear functionals) that the property of linearity is testable.
Testability and Expansion
The main point of this paper is the observation that expansion and testability are intimately connected with each other. The formal way to express it is Theorem 8, whose proof is obtained by spelling out carefully the definitions, but it requires the notions to be defined in Section 2. Let us instead illustrate it here by a baby example.
The constant function property.. 
Proposition 5. The algorithm is a (2, )-tester for the "constant function" property iff Γ is an -expander graph.
Before providing the proof of the proposition we recall that a graph Γ = ( , ) is called an -expander if for every subset of
Where ( ,¯ ) is the set of edges from to its complement . We are using this definition to take into account also graphs of unbounded degrees. For -regular graphs ( fixed) this is equivalent to the usual definition (up to a change of ).
Proof. Note that the constant function property contains only two elements: the "all 0" function and the "all 1" function. Any function is a characteristic function of some subset , = and
. Now given such (and hence ) the proportion of edges that cause the tester to reject is exactly
. So, the result follows immediately from the definitions.
Let us end this introduction by recalling that property testing is closely related to locally testable codes (LTCs). The fact that LTCs are related to expander graphs was shown in [3] . The results proven here show that if , the -coboundary expansion of , is positive then ( , 2) is a locally testable code inside ( , 2). Unfortunately, as a code, ( , 2) has a poor distance, as it contains the image of every ( − 1)-cell △, which are vectors whose support is equal to the (△) = #{ -cells containing △}. In most cases of interest this is relatively small or even bounded.
HOMOLOGY AND COHOMOLOGY
Definitions and basic facts
In this section we will introduce the homological language needed in this paper. We will use only (co)homology with coefficients in the field 2 = {0, 1} of two elements, which makes life easier than the general case as we can ignore orientation. Let be a finite simplicial complex, i.e., is a non-empty collection of subsets of a finite set , called the set of vertices, satisfying ∈ and ⊆ implies ∈ . In particular, ∅ ∈ . For a subset ∈ , denote dim = | | − 1. If dim = then is called an -face (or a face of dimension or an -cell). The set of all -faces is denoted ( ), so (−1) = {∅}. We say that is of dimension if the face of largest size in is of dimension (i.e., of size + 1). A 1-cell is called an edge, a 2-cell a triangle etc. Let us denote by = ( , 2) the 2-vector space with basis ( ) (or equivalently, the 2 -vector space of subsets of ( )), and = ( , 2 ) the 2 -vector space of functions from ( ) to 2 . It will be convenient sometimes to identify with in the obvious way. One can also think of as the dual of . The boundary map ∂ : ( , 2 ) → −1 ( , 2 ) is:
where ∈ ( ), and the coboundary map : ( , 2 ) → +1 ( , 2 ) is:
where ∈ and ∈ ( + 1). Using the identification between and and defining the bilinear form × → 2 by:
(all in the 2 arithmetic) we have
Indeed to prove (3), it is sufficient to do it for ∈ ( ) and ∈ ( + 1) and in such a case both sides of (3) 
Define the quotient spaces ( , 2 ) = / and ( , 2 ) = / , the -homology and the -cohomology groups of (with coefficients in 2). A linear algebra exercise (as 2 is a field) shows that dim ( , 2 ) = dim ( , 2 ). Another easy exercise gives that when = ( , ) is a graph with a set of vertices and a set of edges then −1 :
where 1 is the "all" function giving 1 to every vertex. Furthermore, 0 :
0 → 1 sends every vertex to the "star" around it. It follows that a subset of is in Ker 0 iff is a union of connected components of the graph. Hence, dim 0 = dim 0 − dim 0 = −1 + # connected components of . Hence:
Assuming is connected, an easy computation shows that
Going now back to general we can deduce from (3) and (4) that
Indeed, if ∈ and ∈ then = ∂ for some ∈ +1 and so ⟨ , ⟩ = ⟨∂ , ⟩ = ⟨ , ⟩ = ⟨ , 0⟩ = 0, hence ⊆ ⊥ . On the other hand, if ∈ and for every ∈ +1 , ⟨∂ , ⟩ = 0, then for every ∈ +1 , ⟨ , ⟩ = 0. The bilinear form is non-degenerate and hence = 0 i.e., ∈ . In a similar way we deduce also the second equality.
2 -coboundary expansion
We are now ready to define following [11, 5] the expansion of a simplicial complex. Let , as before, be a finite simplicial complex of dimension and ∈ ( , 2) for some , 0 ≤ ≤ . Denote: | | = #{ ∈ ( )| ( ) ∕ = 0} and || || = | | | ( )| , i.e., the proportion of the number of -cells on which does not vanish. Of course, in our case, ( ) ∕ = 0 means ( ) = 1, but one may want to think also about this notion over other fields. In the case of 2 , we can also think of as simply a subset of ( ), and | | is its order. For ∈ = ( , 2) and a subspace of let:
It is easy to see that if the minimum is obtained on¯ in the coset + then −¯ is the closest element to in in the Hamming distance and the distance is indeed |¯ |. We should remark that this¯ (and hence also −¯ ) is not necessarily unique. This is a significant difference between "geometry over 2 " versus "geometry over ℝ". We also define the normalized distance:
Let us give now Definition 1 in a slightly different form which will be more convenient for us.
where the minimum is taken over all the functions ∈ ∖ .
Definition 6 is equivalent to Definition 1 as ( , ) is equal to the minimum Hamming weight among the elements of the coset + . [11] and [5] , but is slightly different from both. In [11] 
Remark 1. The 2 -coboundary expansion is defined essentially as in
, Linial and Meshulam studied the quotients min
| | |[ ]|
, without giving it a name, with a goal to prove that vanishes. This is as our up to normalization factors. Gromov in [5] studied
= max 0∕ = ∈ +1 ( , 2 ) ( 1 || || ⋅ min ∈ ( , 2 ), = || ||).
It is easy to see that if
possible that < ∞ even if ∕ = 0 and = 0. The name "coboundary expansion" was coined in [4] .
An easy corollary of the definition is the following.
Proof. If ( , 2 ) ∕ = 0 then there exists ∈ ∖ with = 0, hence, ( ) = 0. On the other hand, if ( , 2) = 0 then ( ) is a minimum over a finite set of rational numbers each of which is non-zero.
Let us spell out the definition for graphs. Here, = ( , ) and = 1. A function ∈ 0 ( , 2 ) is a characteristic function 1 of some subset of , 0 ( , 2 ) is, as explained above, the 1-dimensional space of 0 and 1 . Thus
min(| |, | |∖| |).
On the other hand, one can easily check that 0(1 ) = ( ,¯ ), i.e., the characteristic function of the set of all edges from to its complement. Hence,
This gives us (up to the normalized factor | | | |
) the standard "edge expansion" (known also as the Cheeger constant) which defines expander graphs. Note also that when is a -regular graph, fixed,
2 is a constant. 
The expansion of complete complexes
To get the flavor of this result, let us bring here the proof for = 2. This is the case which we mostly use in Section 3, so it will make the proofs in the current paper self contained. Computing 0 ( ) in this case is easy as it depends only of the 1-skeleton of and it is (as shown before) the normalized edge expansion, i.e.,
In our case the minimum is obtained for | | = 2 , hence,
, so is a set of edges (or a function on the edges). For an edge ∈ (1) and a vertex ∈ (0) with / ∈ , denote by the triangle formed by and . Given , define ∈ 0 ( , 2 ), "the local view of from " by: ( ) = (( , )) if ∕ = , and ( ) = 0 otherwise .
One can now checks that for every edge :
It now follows that:
The first and the third equalities are just a careful spelling out of the notations, while the second follows from (8) . The inequality follows from the fact that 0 ∈ 1 . We deduce that
Proof. In the notations above, the sum functions is exactly the space 1 ( , 2 ). This is a linear space (or a code) and it is well known (see e.g. [1] ) that such a code is locally testable only if it is an LDPC (Low Density Parity Check) code. I.e., its dual space is spanned by bounded weight constraints. However, in our case, 1 ( , 2 ) ⊥ = 1 ( , 2 ) (see equation (7)). But, 1 ( , 2 ), the space of cycles, has no bounded weight vectors as the girth of is unbounded.
We now show that for the complete graphs the answer is positive.
Proposition 10. Let Γ = the complete graph on vertices. Then the sum-function property on Γ is testable.
Proof. We embed Γ = as the 1-skeleton of = (2) , the 2-dimensional complete complex on vertices (i.e., the set of all subsets of [ ] of cardinality at most 3). Note that the space of sum functions is exactly 1 ( , 2 ) -the space of coboundaries, as can be easily seen by spelling out the definitions. By Theorem 2, 1( (2) ) ≥ 1. This means by Theorem 8, that the 1-cocycle tester is a (3, 1)-tester for 1 ( , 2 ) inside 1 ( , 2 ). The meaning of the 1-cocycle tester is: choose a random tuple { , , } ∈
, accept a function on the edges of Γ = (i.e. on (1)) iff ( ) + ( ) + ( ) = 0. Indeed, it performs 3 queries and the fact that it is a (3, 1)-tester for 1 ( , 2) exactly means that the probability of the test to reject is at least its (normalized) distance from 1 ( , 2 ), i.e., from the sumfunctions. This proves the proposition. 
Tensor power testing
Proposition 10 gives also a testability result of a different form (We are grateful to Irit Dinur for calling our attention to this fact).
Let
= {1, −1} and
is the set of all × symmetric matrices with 1 along the diagonal and +1/ − 1 outside the diagonal. Let be the subset of all matrices obtained as a tensor power, i.e., there exists a vector of length with +1/ − 1 entries, such that , = ⋅ . 
Seidel Switching
There is another interpretation for Proposition 10. Given a graph Γ with a set of vertices [ ] = {1, ⋅ ⋅ ⋅ , } and let be a vertex of Γ. One defines the Seidel switching of Γ along to be the graph obtained from Γ by deleting all the edges of Γ incident to and connecting to all vertices of [ ] which were not its neighbors in Γ. We say that the graph Γ ′ on [ ] is Seidel equivalent to Γ if it can be obtained from Γ by a sequence of such Seidel switchings. This is indeed an equivalence relation. The concept of Seidel switching appears in various areas of combinatorics and computer science. See for example [10] and the references therein. We can now prove the following , so it is a 1-cochain of . Now, one can see that if is the cochain associated to Γ, then + 0( ) is the cochain associated with the Seidel switching of Γ along (where is the characteristic function of { } and 0 the coboundary map). As 1 ( , 2) is generated by 0( ), ∈ [ ], it follows that Γ ′ is Seidel equivalent to Γ iff ′ , the cochain associated with Γ ′ , is in the same coset modulo 1 ( , 2 ) as , i.e., iff − ′ ∈ 1 ( , 2 ). Theorem 2 implies, as explained in the proof of Theorem 8 and Proposition 10, that the question of whether a cochain of is a coboundary, is testable. Applying this to − ′ we deduce that "Seidel equivalence" is also testable. In fact the tester acts as follows. "Pick a random triangle and check whether 1 ( ) and 1 ( ′ ) agree on it".
Let us warn the reader that the last proposition says that the Seidel equivalence of graphs Γ and Γ ′ is testable when we consider them as labeled on the vertices [ ], and the Seidel switching preserves the label of the vertices. We do not expect the abstract Seidel switching to be testable since the decision version of that problem is equivalent to the problem of graph isomorphism [10] .
