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In this paper we consider the long time behavior of solutions of a version of gKdV equation
on the real line. The existence of the global attractor in H2(R) is proved when the force
f belongs to H2(R). Moreover, we investigate the change of the attractor according to the
change of f and the coeﬃcient γ of damping term. Finally, several numerical experiments
conﬁrm all the theoretical conclusions.
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1. Introduction
The following weakly damped, generalized Korteweg–de Vries (gKdV) equations
ut + uxxx + upux + γ u = f , t > 0, x ∈R, (1.1)
where γ > 0 is a constant, p is a positive integer and f is a time independent function in H2, are used to model water
waves of small amplitude [1], ion-sound waves [2], etc., and hence have become the focus of researchers in analysis and
simulation.
Recently, the long time behavior of solutions of (1.1) has been studied by several authors. When p = 1, the existence
and ﬁnite dimensionality of the global attractor on bounded domains are investigated in [3–5]. For x varying in the whole
space R, problem (1.1) also has a global attractor (see e.g. [6,7]). Moreover, a kind of asymptotic regularization (the regularity
of the attractor equals regularity of f plus three in the scale of Sobolev spaces) is obtained on bounded domains [8] and
on the real line [9]. When p = 2, Chen et al. [10] obtained the existence of the global attractor in H2(R) based on some a
priori estimates on ‖ux‖, ‖uxx‖ and large numbers of Sobolev inequalities. After that, Dlotko et al. [11] further considered
some more general KdV equations, where the nonlinear convectional term is g(u)ux . Under some growth conditions of g(u),
they obtained the existence of the global attractor in H1(R). For a more detailed description of these kinds of equations,
we refer the readers to the book [12], the review papers [13,14] and the references therein.
The above results and their proofs are fruitful and nontrivial. However, to the best of the authors’ knowledge, for the
following equation
ut + uxxx + u3ux + γ u = f , t > 0, x ∈R (1.2)
with the initial condition
u(0, x) = u0(x), (1.3)
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term of gKdV equation (1.2) is close to the critical case (i.e., the nonlinear term u4ux) in the terminology of [12,15–17], and
becomes diﬃcult to be controlled. Meantime, gKdV equation (1.2) (when γ = 0 and f = 0) is not yet a completely integrable
system (cf. [12]) and only a ﬁnite number of conserved quantities can be obtained. As a result, it is hard to derive some a
priori estimates on ‖ux‖ and ‖uxx‖. Hence, one of major thrusts of the paper is to ﬁll in the blank.
We note that problem (1.2), (1.3) is locally well posed in H2(R) (see [15,18]). Due to the dissipative effect of γ u, some
uniform in time estimates of solutions can be derived (see Section 2). Then, every local solution is a global one. Meanwhile,
the unique solution is continuous with respect to time t and initial data u0. Thus, problem (1.2), (1.3) deﬁnes a semigroup
S(t) : u0 → u(t) in H2(R).
One aim of the paper is to prove that {S(t)}t0 has a compact attractor in H2(R) if f belongs to H2(R). Our proof
will be divided into two steps. Firstly, we obtain the existence of an absorbing set in H2(R) and prove some uniform
decay properties of solutions outside a ball as t → ∞. It allows us to show that the set {S(tn)u0n} is pre-compact in
Hσ (R) (∀0  σ < 2) for any bounded sequence {u0n} in H2(R). Secondly, an application of Ball’s technique [19] and the
estimates in previous step yield the asymptotic compactness of {S(t)}t0 in H2(R).
The other aim is to investigate the change of the attractor corresponding to the change of f and the coeﬃcient γ of
damping term. When the force f is ﬁxed and γ is large enough, Cabral and Rosa [20] proved that the attractor reduces
to a single stationary solution for KdV equation with periodic boundary condition. Later, Dlotko et al. [11] showed that the
attractor has the same property on unbounded domain R. Our analysis suggests that gKdV equation (1.2) still owns this
property. Besides, we point out that the attractor is trivial (that is, consists of a single stationary solution) when f is small
relatively to γ . Finally, numerical experiments indicate that, with different parameters γ and functions f , the change of
attractors is consistent with the theoretical results.
In what follows, we use the notation Hs,W 1,p, Lp for Hs(R),W 1,p(R), Lp(R), denote by ‖ · ‖Y the norm of Banach space
Y , ‖ · ‖, (·,·) the norm, inner product of L2 and ∫ dx = ∫
R
dx. Positive constant, which may vary from line to line, is denoted
by C .
The rest of the paper is organized as follows. In Section 2, we obtain the existence of the attractor in H2. Section 3
is devoted to study the structure of the attractor. Section 4 shows experimental studies for verifying our results. Finally,
conclusions for this paper are summarized in Section 5.
2. The global attractor in H2
In order to establish the existence of an absorbing set, we ﬁrst give some a priori estimates of solutions of (1.2). In what
follows, we shall formally derive these estimates, which hold for smooth solutions and will become rigorous by a limiting
process.
Lemma 2.1. Let u be a solution of (1.2), (1.3), then we have the following conserved quantities
d
dt
‖u‖2 + 2γ ‖u‖2 = 2
∫
f u dx, (2.1)
d
dt
ϕ1(u) + 2γ ϕ1(u) = ψ1(u), (2.2)
d
dt
ϕ2(u) + 2γ ϕ2(u) = ψ2(u), (2.3)
where
ϕ1(u) =
∫ (
1
2
u2x −
1
20
u5
)
dx, ∀u ∈ H1,
ψ1(u) =
∫ (
3γ
20
u5 + fxux − 1
5
f u4
)
dx, ∀u ∈ H1,
ϕ2(u) =
∫ (
1
2
u2xx −
5
6
u3u2x +
1
6
u6
)
dx, ∀u ∈ H2,
ψ2(u) =
∫ (
1
4
u5x +
(
35γ
6
− 10
)
u3u3x +
5
2
u5u3x −
2γ
3
u6
)
dx
+
∫ (
fxxuxx + 5
2
f u2u2x +
5
3
f u3uxx + f u5
)
dx, ∀u ∈ H2.
Proof. Following [6], formulae (2.1) and (2.2) can be derived easily by taking the product of (1.2) in L2 by u and −uxx − 14u4,
respectively. To prove (2.3), we use integration by parts and obtain
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uxx,uu
3
x
)= −(ux,u4x)− (ux,3uu2xuxx)= −14
∫
u5x dx.
Thus
(
uxxx,u
2u2x
)= −(uxx,2uu3x + 2u2uxuxx)= 12
∫
u5x dx− 2
(
ux,u
2u2xx
)
. (2.4)
Similarly, we can deduce
(
uxxx,u
3uxx
)= −3
2
(
ux,u
2u2xx
)
, (2.5)
(
uxxx,u
5)= 10(u3,u3x), (2.6)(
u3ux,u
3uxx
)= −3(u5,u3x), (2.7)(
u3ux,u
5)= 0. (2.8)
Introduce an auxiliary function
L(u) = uxxxx + 5
2
u2u2x +
5
3
u3uxx + u5.
Then, it is easy to check that
d
dt
∫
−5
6
u3u2x dx =
(
ut,
5
2
u2u2x +
5
3
u3uxx
)
, (2.9)
(
u, L(u)
)= (uxx,uxx) + 5
2
(
u3,u2x
)− 20
3
(
u3,u2x
)+
∫
u6 dx. (2.10)
It follows from (2.9) that
(
ut, L(u)
)= d
dt
ϕ2(u). (2.11)
Moreover, by exploiting the equality
(
uxxx + u3ux,uxxxx + 3u2u2x + u3uxx
)= (uxxx + u3ux, (uxxx + u3ux)x)= 0,
and using (2.4), (2.5), (2.6), (2.7) and (2.8), we conclude that
(
uxxx + u3ux, L(u)
)=
(
uxxx + u3ux,uxxxx + 5
2
u2u2x +
5
3
u3uxx + u5
)
=
(
uxxx + u3ux,−1
2
u2u2x +
2
3
u3uxx + u5
)
= −1
4
∫
u5x dx+ 10
(
u3,u2x
)− 5
2
(
u5,u3x
)
. (2.12)
Now, multiplying (1.2) with L(u) and taking the inner product in L2, we arrive at
(
ut, L(u)
)= ( f , L(u))− (uxxx + u3ux, L(u))− γ (u, L(u)). (2.13)
Thus, formula (2.3) follows from equalities (2.10), (2.11), (2.12) and (2.13). 
Lemma 2.2. Let f ∈ H2 , then for any bounded set B ⊂ H2 , u0 ∈ B, there exist constants T = T (B, γ , f ) and C such that any solution
u of (1.2), (1.3) satisﬁes
∥∥u(t)∥∥H2  C ‖ f ‖H2γ , t  T
provided that ‖ f ‖H2/γ is small enough.
Proof. It follows from (2.1) and Cauchy inequality |( f ,u)| ‖ f ‖‖u‖ γ2 ‖u‖2 + 12γ ‖ f ‖2 that
d
dt
‖u‖2 + γ ‖u‖2  ‖ f ‖
2
γ
.
By Gronwall’s lemma, we ﬁnd
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γ 2
(
1− e−γ t).
Thus, there exist constants T1 = T1(B, γ , f ) and C such that
∥∥u(t)∥∥ C ‖ f ‖
γ
, ∀t  T1. (2.14)
In order to get an L2 bound of ux , we deal with each term in ψ1(u) as follows.
For the ﬁrst term of ψ1(u), we claim that∣∣∣∣
∫
u5 dx
∣∣∣∣ ‖u‖5L5  C‖u‖ 72 ‖ux‖ 32  C‖u‖14 + 14‖ux‖2, (2.15)
where we have used the interpolation inequality ‖u‖L5  ‖u‖
2
5 ‖u‖
3
5
L∞ and
‖u‖L∞ 
√
2‖u‖ 12 ‖ux‖ 12 . (2.16)
In the derivation of (2.16), we use the fact that lim|x|→∞ u(x) = 0 and
‖u‖2L∞ = sup
x∈R
∣∣u2(x)∣∣= sup
x∈R
∣∣∣∣∣
x∫
−∞
2uux dx
∣∣∣∣∣ supx∈R
x∫
−∞
2|u||ux|dx
∞∫
−∞
2|u||ux|dx 2‖u‖‖ux‖,
for any u ∈ H1 ↪→ C0.
For the second term of ψ1(u), thanks to Hölder inequality, we have∣∣∣∣
∫
fxux dx
∣∣∣∣ γ4 ‖ux‖2 +
1
2γ
‖ fx‖2.
For the last term of ψ1(u), it can be bounded by∣∣∣∣
∫
f u4 dx
∣∣∣∣ ‖ f ‖L∞‖u‖4L4  ‖ f ‖H1‖u‖3‖ux‖ C
‖ f ‖2
H1
γ
‖u‖6 + γ
4
‖ux‖2.
Now, combining the above estimates and ‖u‖ ‖ f ‖/γ gives
d
dt
ϕ1(u) + γ ϕ1(u) C
‖ f ‖2
H1
γ
provided that ‖ f ‖H1/γ is small enough. Therefore, by Gronwall’s lemma, there exists a constant T2 = T2(B, γ , f ) T1 such
that
ϕ1(u) C
‖ f ‖2
H1
γ 2
, ∀t  T2,
which implies
‖ux‖ C ‖ f ‖H1
γ
, ∀t  T2.
Now, we are in a position to ﬁnd a bound of uxx in L2 from (2.3). In fact, the idea to derive this estimate is similar to
what we have done to ux . By estimating every term in ψ2(u) and Gronwall’s lemma, we ﬁnd ‖uxx‖ C‖ f ‖H2/‖γ ‖ for all
t  T3 = T3(B, γ , f ) provided that ‖ f ‖H2/γ is small enough. We omit the details and list the main estimates that are used
in the proof:∣∣∣∣
∫
u5x dx
∣∣∣∣ 2 32 ‖ux‖ 72 ‖uxx‖ 32  C‖ux‖14 + 14‖uxx‖2,∣∣∣∣
∫
uku3x dx
∣∣∣∣ ‖u‖kL∞‖ux‖3L3  ‖u‖k+2H1 ‖uxx‖ 12γ ‖u‖
2(k+2)
H1
+ γ
2
‖uxx‖2, k = 3,5,
∣∣∣∣
∫
u6 dx
∣∣∣∣ ‖u‖6L∞  ‖u‖6H1  C
(‖ f ‖H1
γ
)6
,
∣∣∣∣
∫
fxxuxx dx
∣∣∣∣ 1 ‖ f ‖2H2 + γ ‖uxx‖2,2γ 2
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∫
f u2u2x dx
∣∣∣∣ ‖ f ‖L∞‖u‖2L∞‖ux‖2  C‖ f ‖H1
(‖ f ‖H1
γ
)4
,
∣∣∣∣
∫
f u3uxx dx
∣∣∣∣ ‖ f ‖L∞‖u‖2L∞‖u‖‖uxx‖ ‖ f ‖H1‖u‖3H1‖uxx‖ C‖ f ‖H1
(‖ f ‖H1
γ
)7
+ γ
2
‖uxx‖2.
Choosing T (B, γ , f ) = max{T1, T2, T3}, the lemma follows from the above bounds of u,ux and uxx . 
Exploiting further the details in the proof of Lemma 2.2, one can conclude the existence of an absorbing set in H2 for
any ﬁxed γ and f .
Lemma 2.3. Let f ∈ H2 , then the semigroup {S(t)}t0 generated by problem (1.2), (1.3) has a bounded absorbing set B0 in H2 . In fact,
for any bounded set B ⊂ H2 and u0 ∈ B, there exist constants M(γ , f ) and T = T (B) such that any solution of (1.2), (1.3) satisﬁes
‖u‖H2  M(γ , f ), t  T (B).
Denote by Ωk = {x ∈ R: |x| k} for k > 0. The following result implies that the solutions of (1.2), (1.3) with various initial
values are uniformly small in L2(R\Ωk) as t → ∞ and k → ∞. These kinds of “tail estimates”, developed by Wang in [21],
are used to prove the asymptotic compactness of solution semigroup.
Lemma 2.4. Let f ∈ H2 and u0 ∈ B0 (the absorbing set obtained in Lemma 2.3). Then, for any  > 0, there exist constants T ′ = T ()
and k′ = k() such that any solution of (1.2), (1.3) satisﬁes∫
|x|k
|u|2 dx , ∀t  T ′, k k′.
Proof. Choose a C∞(R) function χ(x) 0, which satisﬁes that ‖χ‖W 1,∞  C and
χ(x) =
{
0, |x| 1,
1, |x| 2.
Taking the product of (1.2) with χ( xk )u in L
2, we ﬁnd
1
2
d
dt
∫
χ
(
x
k
)
|u|2 dx+ γ
∫
χ
(
x
k
)
|u|2 dx =
∫
χ
(
x
k
)(
f − uxxx − u3ux
)
u dx.
Noting that∫
χ
(
x
k
)
uxxxu dx = −1
k
∫
χ ′
(
x
k
)
uuxx dx−
∫
χ
(
x
k
)
uxuxx dx,
and ∫
χ
(
x
k
)
uxuxx dx = − 1
2k
∫
χ ′
(
x
k
)
u2x dx,
we have, for any  > 0∣∣∣∣
∫
χ
(
x
k
)
uxxxu dx
∣∣∣∣ 1k
∣∣∣∣
∫
χ ′
(
x
k
)
uxxu dx
∣∣∣∣+ 12k
∣∣∣∣
∫
χ ′
(
x
k
)
u2x dx
∣∣∣∣ M(γ , f )k  , (2.17)
and ∣∣∣∣
∫
χ
(
x
k
)
u4ux dx
∣∣∣∣=
∣∣∣∣
∫
1
5k
χ ′
(
x
k
)
u5 dx
∣∣∣∣
C‖u‖5
H1
k
 , (2.18)
when k is large enough.
Meanwhile, by Hölder inequality, we have∣∣∣∣
∫
χ
(
x
k
)
f u dx
∣∣∣∣ γ
∫
χ
(
x
k
)
u2 dx+ 1
4γ
∫
χ
(
x
k
)
f 2 dx γ
∫
χ
(
x
k
)
u2 dx+ 
4γ
(2.19)
provided that k is large enough, where we have used the fact that
lim
∫
χ
(
x
)
f 2 dx = 0.k→∞ k
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d
dt
∫
χ
(
x
k
)
|u|2 dx+ 2γ
∫
χ
(
x
k
)
|u|2 dx C
provided k is large enough.
Then, the lemma follows from the Gronwall inequality. 
To get the existence of the global attractor in H2, one has to prove that the dynamical system {S(t)}t0 deﬁned by
problem (1.2) and (1.3) is asymptotically compact, i.e., for any H2 bounded sequence {u0n}, real number series tn → ∞,
there exist subsequences {u0n′ } and {tn′ } such that {S(tn′ )u0n′ } is convergent in H2 as n′ → ∞ and tn′ → ∞. In other words,
the set
∞⋃
n=1
S(tn)uu0n
is precompact in H2 if tn → ∞ as n → ∞ and {u0n} ⊂ B , where B is a bounded set in H2. We will prove this in two steps.
Firstly, due to Lemmas 2.3 and 2.4, we have the following result.
Lemma 2.5. The set
⋃∞
n=1 S(tn)uu0n is precompact in Hσ for all 0 σ < 2.
Proof. By Lemma 2.3 we know
⋃∞
n=1 S(tn)uu0n is a bounded set in H2, and then its restriction,
⋃∞
n=1 S(tn)uu0n |Ωk , on Ωk is
also bounded in H2(Ωk). Due to Sobolev compact embedding theorems, the restriction is a precompact set in Hσ (Ωk) for
all 0 σ < 2. Combining the fact and Lemma 2.4, the lemma follows from Theorem 3.1 in [22]. 
Since the set
⋃∞
n=1 S(tn)uu0n is bounded in H2, there exist sequences {tn′ }, {u0n′ } and an element u¯ ∈ H2 such that
S(tn′)u0n′ ⇀ u¯ in H
2, tn′ → ∞ (2.20)
as n′ → ∞. As a consequence of Lemma 2.5, there exists a subsequence (without loss of generality still denoted by
{S(tn′ )u0n′ }) such that
S(tn′)u0n′ → u¯ in Hσ , tn′ → ∞ (2.21)
for any 0 σ < 2.
Secondly, we shall prove this convergence also holds when σ = 2. The proof relies highly on Ball’s argument [7,19],
which exploits the elementary fact that weak convergence and norm convergence implies strong convergence in Hilbert
spaces.
Lemma 2.6. Let f ∈ H2 . Then the solution semigroup {S(t)}t0 deﬁned by problem (1.2), (1.3) is asymptotically compact in H2 .
Proof. It suﬃces to prove that S(tn′ )u0n′ → u¯ in H2 as tn′ → ∞. Following Dlotko [11], we consider Eq. (2.3) ﬁrst with
initial data u0n′ taken at time t′n − T , and then with u¯ taken at time −T . Hence
d
dt
(
ϕ2
(
S(tn′ + t)u0n′
)− ϕ2(S(t)u¯))+ 2γ (ϕ2(S(tn′ + t)u0n′)− ϕ2(S(t)u¯))= ψ2(S(tn′ + t)u0n′)− ψ2(S(t)u¯),
where ϕ2 and ψ2 are the same as that in Lemma 2.1. Multiplying both sides with e2γ t and integrating from −T to 0, we
arrive at
ϕ2
(
S(tn′)u0n′
)− ϕ2(S(t)u¯)− (ϕ2(S(tn′ − T )u0n′)− ϕ2(S(−T )u¯))e−2γ T
=
0∫
−T
e2γ t
(
ψ2
(
S(tn′ + t)u0n′
)− ψ2(S(t)u¯))dt. (2.22)
We claim that each term of ψ2(S(tn′ + t)u0n′ ) is convergent to the corresponding term of ψ2(S(t)u¯) uniformly for t ∈
(−T ,0) as tn′ → ∞. Indeed, writing Un′ = S(tn′ + t)u0n′ , U = S(t)u¯, then∣∣∣∣
∫ (
U5n′x − U5x
)
dx
∣∣∣∣ C
∫
|Un′x − Ux|
(|Un′x|4 + |Ux|4)dx M(λ, f )‖Un′ − U‖H1 ,∣∣∣∣
∫ (
U3n′U
2
n′x − U3U2x
)
dx
∣∣∣∣
∫ ∣∣U3n′x∣∣|Un′x − U ||Un′x + U |dx+ C
∫ ∣∣U2x ∣∣|Un′x − Ux|∣∣U2n′x + U2∣∣dx
 M(λ, f )‖Un′ − U‖H1 ,
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∫ (
U6n′ − U6
)
dx
∣∣∣∣ C
∫
|Un′ − U ||U5n′ + U5|dx M(λ, f )‖Un′ − U‖,
where M(λ, f ) is a constant depending on λ, f . Thanks to (2.21) and dominated convergence theorem, we obtain
0∫
−T
∫
e2γ tU5n′x dxdt →
0∫
−T
∫
e2γ tU5x dxdt, as tn′ → ∞,
0∫
−T
∫
e2γ tU3n′U
2
n′x dxdt →
0∫
−T
∫
e2γ tU3U2x dxdt, as tn′ → ∞,
0∫
−T
∫
e2γ tU6n′ dxdt →
0∫
−T
∫
e2γ tU6 dxdt, as tn′ → ∞.
Similarly, we conclude that
0∫
−T
∫
e2γ tU5tn′ U
3
n′x dxdt →
0∫
−T
∫
e2γ tU5U3x dxdt, as tn′ → ∞,
0∫
−T
∫
e2γ t f U2n′U
2
n′x dxdt →
0∫
−T
∫
e2γ t f U2U2x dxdt, as tn′ → ∞,
0∫
−T
∫
e2γ t f U5n′ dxdt →
0∫
−T
∫
e2γ t f U5 dxdt, as tn′ → ∞.
Meantime, since ‖ f U3n′ ‖ ‖Un′ ‖3∞‖ f ‖ < ∞, we ﬁnd { f U3n′ } is uniformly bounded in L2 as tn′ → ∞. Moreover, it is easy
to check that f U3n′ → f U3 strongly in L2 as tn′ → ∞. Then, it follows from (2.20) and dominated convergence theorem that
0∫
−T
∫
e2γ t fxxUn′xx dxdt →
0∫
−T
∫
e2γ t fxxUxx dxdt, as tn′ → ∞,
0∫
−T
∫
e2γ t f U3n′Un′xx dxdt →
0∫
−T
∫
e2γ t f U3Uxx dxdt, as tn′ → ∞.
The claim is proved.
Now we can obtain from (2.22) the estimate
lim
tn′→∞
ϕ2
(
S(tn′)u0n′
)− ϕ2(S(t)u¯) M(λ, f )e−2γ T .
Since T is arbitrary, the above estimate yields
lim
tn′→∞
ϕ2
(
S(tn′)u0n′
)
 ϕ2
(
S(t)u¯
)
.
Due to the weak convergence (2.20) and Fatou’s lemma, we have
ϕ2
(
S(t)u¯
)
 lim
tn′→∞
ϕ2
(
S(tn′)u0n′
)
.
Thus, we obtain the desired convergence S(tn′ )u0n′ → u¯ in H2, which completes the proof of the lemma. 
Remark 2.7. The main part of the proof of Lemma 2.6 is called Ball’s argument. The advantage of this method can be seen
in proving the asymptotic compactness of semigroup {S(t)}t0 without considering higher regularity. For general Banach
spaces, maybe not a Hilbert space, the results can also be obtained by approach of “Condition C”, which is developed in
[23,24].
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Theorem 2.8. Let f ∈ H2 . Then problem (1.2), (1.3) has a global attractorA , which is a compact invariant set in H2 and attracts every
bounded set in H2 .
Proof. It’s proved in [15] that the solution operator S(t) is continuous with respect to t , and a continuous map from
H2 to H2 for any t  0. By Lemma 2.3 and Lemma 2.6, we know {S(t)}t0 has a bounded absorbing set in H2, and is
asymptotically compact in H2. Therefore, the theorem follows from the classical results of existence of the global attractor
in [19,25–27]. 
Remark 2.9. In [28,29], Dlotko investigated the following generalized KdV equation
ut +
(
δuxx + g(u)
)
x − νuxx + γ u = f , t > 0, x ∈R
with positive constants δ, ν,γ . Due to the smoothing effect of the dissipative term −νuxx , they obtained the existence of
the global attractor in H2. Our analysis indicates that this result still holds for g(u) = u4/4 without the strongly dissipative
term.
3. The structure of attractor
In this section, we shall prove that the global attractor A reduces to a single stationary solution when the non-
homogeneous term f is small relatively to γ . The stationary solution v of (1.2) satisﬁes the equation
vxxx + v3vx + γ v = f . (3.1)
It’s shown in [11] that v is bounded in H2 for any γ > 0 and f ∈ H2. However, this estimate is not suﬃcient. We have to
get the explicit bounds of v with respect to γ and f . In what follows, we consider a more general equation
uxxx +
(
g(u)
)
x + γ u = f , (3.2)
where g(·) :R→R is a C2 function satisfying
g(0) = g′(0) = 0,
and, for a constant C ,
∣∣g′′(s)∣∣ C(1+ |s|p), s ∈ R
with 0  p < 3. It should be noted that the growth restriction for g corresponds to that of the subcritical case of gKdV
equation (1.1).1 Under these conditions, one can deduce that there exists a constant C such that
∣∣g′(s)∣∣ C(|s| + |s|p+1), s ∈ R,
and
∣∣g(s)∣∣ C(|s|2 + |s|p+2), s ∈ R.
Lemma 3.1. Let u be a solution of (3.2) and f ∈ H2 , then there exists a constant C such that
‖u‖H2  C
‖ f ‖H2
γ
(3.3)
provided ‖ f ‖H2/γ is small enough.
Proof. Multiplying (3.2) by u in L2, we have
γ
∫
u2 dx =
∫
f u dx.
By Cauchy inequality, it is clear that
1 The case g(u) = 15 u5 is critical in the sense that L2 norm remains unaffected by scaling. In fact, if u is a solution of uxxx + (g(u))x = 0, then uλ(x) =
λ
1
6 u(λ
1
3 x) is also a solution, and ‖uλ(x)‖ = ‖u‖, λ > 0, see [16,17].
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γ
. (3.4)
Now we shall derive an L2 bound of ux . Multiplying (3.2) by −uxx − g(u), we obtain
γ
∫
|ux|2 − g(u)u dx =
∫
f
(−uxx − g(u))dx.
Hence
γ
∫
|ux|2  γ
∫ ∣∣g(u)u∣∣dx+
∫
| fxx||u|dx+
∫
| f |∣∣g(u)∣∣dx
 γ ‖u‖∥∥g(u)∥∥+ ‖ fxx‖‖u‖ + ‖ f ‖∥∥g(u)∥∥
 2‖ f ‖∥∥g(u)∥∥+ 1
γ
‖ f ‖‖ fxx‖. (3.5)
Thanks to the growth condition of g , we get
∥∥g(u)∥∥ C(∥∥|u|2∥∥+ ∥∥|u|p+2∥∥) C(‖u‖2L4 + ‖u‖p+2L2(p+2)
)
.
Using the interpolation inequality
‖u‖L2(p+2)  ‖u‖μ‖u‖1−μL∞
with μ = 1p+2 and Agmon’s inequality ‖u‖L∞ 
√
2‖u‖ 12 ‖ux‖ 12 , we can deduce
‖u‖p+2
L2(p+2)  ‖u‖
(p+2)(1+μ)
2 ‖u‖
(p+2)(1−μ)
2
L∞  C‖u‖
p+3
2 ‖ux‖ p+12
for any p ∈ [0,3). Thus
‖ f ‖∥∥g(u)∥∥ C‖ f ‖‖u‖ 32 ‖ux‖ 12 + C‖ f ‖‖u‖ p+32 ‖ux‖ p+12 := I1 + I2. (3.6)
Recall that the Young’s inequality
ab (a)
q
q
+ b
q′
q
′q′
,
holds for a,b  0,  > 0, 1 < q < ∞ and 1q + 1q′ = 1. Set a = ‖ux‖
p+1
2 , b = C‖ f ‖‖u‖ p+32 , q = 4p+1 (q > 1 since p < 3) and 
such that q/q = γ8 . Then
I2 
γ
8
‖ux‖2 + C−q′
(‖ f ‖‖u‖ p+32 )q′
 γ
8
‖ux‖2 + Cγ −
q′
q
(‖ f ‖ p+52 γ − p+32 )q′
 γ
8
‖ux‖2 + C‖ f ‖
2(p+5)
3−p γ −
3p+7
3−p . (3.7)
Similarly, we have
I1 
γ
8
‖ux‖2 + C‖ f ‖ 103 γ − 73 . (3.8)
It follows from (3.5)–(3.8) that
∫
|ux|2 dx C
((‖ f ‖
γ
) 2(p+5)
3−p
+
(‖ f ‖
γ
) 10
3
+ 1
γ 2
‖ f ‖‖ fxx‖
)
 C
(‖ f ‖H2
γ
)2(
1+
(‖ f ‖H2
γ
) 4
3
+
(‖ f ‖H2
γ
) 4(p+1)
3−p )
,
which gives
‖ux‖ C ‖ f ‖H2
γ
(3.9)
provided ‖ f ‖H2/γ is small enough.
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γ ‖uxx‖2 = γ
(
uxx, g(u)
)+ ( fxx, g(u))+ ( fxx,uxx). (3.10)
We now turn to establishing estimates for each term on the right-hand side of (3.10). In fact, it follows from Agmon’s
inequality, (3.4) and (3.9) that ‖u‖L∞  C‖ f ‖H2/γ . Then, using integration by parts, we have for the ﬁrst term
∣∣(uxx, g(u))∣∣ (|ux|2, |u| + |u|p+1) C
(‖ f ‖H2
γ
)3
.
Meanwhile, by Hölder inequality, we get
∣∣( fxx, g(u))∣∣ (| fx||ux|, |u| + |u|p+1) C‖ fx‖
(‖ f ‖H2
γ
)2
.
For the third term,
( fxx,uxx)
γ
2
‖uxx‖2 + 1
2γ
‖ fxx‖2.
Hence
‖uxx‖ C
((‖ f ‖H2
γ
)3
+ ‖ fx‖
γ
(‖ f ‖H2
γ
)2
+ ‖ fxx‖
2
γ 2
) 1
2
 C ‖ f ‖H2
γ
(3.11)
provided ‖ f ‖H2/γ is small enough.
Finally, the lemma follows from (3.4), (3.9) and (3.11). 
Theorem 3.2. Let f ∈ H2 . Then the global attractor A of semigroup {S(t)}t0 reduces to a single stationary solution {v} provided
that ‖ f ‖H2/γ is small enough when γ  1 and ‖ f ‖H2/γ
4
3 is small enough when 0 < γ < 1.
Proof. Let u(t) be an orbit on the attractor A , and v be a solution of (3.1). Then, w = u − v satisﬁes
wt + wxxx + u3wx + wvx
(
u2 + uv + v2)+ γ w = 0, (3.12)
with initial data w(t0) = u(t0). Taking the product of (3.12) with w in L2, we have
1
2
d
dt
‖w‖2 + γ
∫
w2 dx = −
∫ (
u2vx + v2vx + uvvx − 3
2
u2ux
)
w2 dx. (3.13)
It follows from Lemma 2.3 that for some T = T (u0, γ , f )
∥∥u2ux∥∥L∞  ‖u‖2H1‖u‖H2  C
(‖ f ‖H2
γ
)3
, t − t0  T .
Similarly, by Lemma 3.1 we ﬁnd
∥∥v2vx∥∥L∞  ‖v‖2H1‖v‖H2  C
(‖ f ‖H2
γ
)3
,
and for t − t0  T
∥∥u2vx∥∥L∞ ,‖uvvx‖L∞  C
(‖ f ‖H2
γ
)3
.
If γ  1, by (3.13) it is clear that
1
2
d
dt
‖w‖2 +
(
γ − 1
2
)∫
w2 dx 0
provided that ‖ f ‖H2/γ is small enough. Thus, by Gronwall’s lemma, we obtain
∥∥w(t)∥∥ exp
{
−1
2
(t − t0)
}∥∥u(t0)∥∥.
Since A is bounded in H2, ‖u(t0)‖ is bounded independently of t0. Letting t0 → −∞, we conclude that w = 0.
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If 0 < γ < 1, we have
∣∣∣∣−
∫ (
u2vx + v2vx + uvvx − 3
2
u2ux
)
w2 dx
∣∣∣∣ γ2
∫
w2 dx
provided ‖ f ‖H2/γ
4
3 is small enough. Hence,
1
2
d
dt
‖w‖2 + γ
2
∫
w2 dx 0.
Similarly to the case γ  1, one can conclude w = 0.
Therefore, the global attractor A reduces to the set of stationary points. If we replace u by another stationary solution v ′ ,
the above argument yields v = v ′ . In other words, the stationary solution of (1.2) is unique. The proof is complete. 
Remark 3.3. It’s should be noted that Theorem 2.8 and Theorem 3.2 also hold for problem (1.2) on bounded intervals with
period boundary condition and initial data of vanishing mean. The proof is simpler since we need not to face the diﬃculty
of non-compactness of Sobolev embedding on unbounded domains.
4. Numerical simulation
We shall provide in this section several numerical experiments which are necessary for the understanding of our results.
Consider the following one-dimensional forced and weakly damped gKdV equation
ut + uxxx + u3ux + γ u = f , t > 0, 0 < x < 2π, (4.1)
with a 2π -periodic boundary condition
u(t,0) = u(t,2π), t  0, (4.2)
and the initial condition
u(x,0) = u0(x), 0 x 2π, (4.3)
satisfying
∫ 2π u0 dx = 0.0
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Fig. 3. Numerical simulation for the problem (4.1) with u0 = sin(2x), γ = 1 and f = 0.2cos(x).
Using the ﬁnite difference method to discrete gKdV equation (4.1), we have
un+1j − unj
k
+ 1
2
(un+1j+2 − 2un+1j+1 + 2un+1j−1 − un+1j−2
2h3
+ u
n
j+2 − 2unj+1 + 2unj−1 − unj−2
2h3
)
+ 1
2
((
un+1j
)3 un+1j+1 − un+1j−1
2h
+ (unj)3
unj+1 − unj−1
2h
)
+ 1
2
γ
(
un+1j + unj
)= f (xn).
Here h is space stepsize, k is time stepsize, and unj is a numerical approximation to u(x j, tn) at (x j, tn) = ( jh,nk). Then, split
Newton iterative method is applied to solve the resulting nonlinear algebraic equation. For more details about the iterative
method and its application, we refer to our recent work [30,31]. In what follows, we always set space stepsize h = 2π/100
and time stepsize k = 0.001 to simulate the problem under different conditions.
Firstly, in order to test the inﬂuence of initial conditions, we set the parameter γ = 1, force f = cos(x) and solve the
problem with the initial condition u0(x) = sin(x), sin(2x), cos(4x) and cos(8x), respectively. The 3D information of the
solution, which starts from u0(x) = sin(2x), can be seen in Fig. 1. We ﬁnd that the numerical solution arrives at a stable
state when the time t  3. It implies that the solution is convergent to a stationary solution. Moreover, Fig. 2 shows us the
numerical solutions start from different initial conditions become the same at the time t = 5 and of course the same for
t > 5. It implies that the global attractor in this case reduces to a single function.
Secondly, we are interested in the inﬂuence of f to the gKdV equation. We set the parameter γ = 1, initial data u0(x) =
sin(2x) and solve the problem on (0,2π) × (0,5). The numerical results with f = 0.2cos(x), cos(x) and 4cos(x) are shown
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Fig. 5. Numerical simulation for the problem (4.1) with u0 = sin(2x), γ = 0.2 and f = cos(x).
in Figs. 3, 1 and 4, respectively. These plots indicate that the global attractor A of problem (4.1)–(4.3) is complicated, consist
of many period trajectories, when ‖ f ‖H2 is large. And A reduces to a single function if ‖ f ‖H2 is small. Finally all solutions
go to zero as t → ∞ if ‖ f ‖H2 is smaller.
At last, we are concerned with the inﬂuence of γ to the gKdV equation. We set the force f = cos(x), initial data u0(x) =
sin(2x) and solve the problem on (0,2π)× (0,5). The numerical results with γ = 0.2,1 and 4 are shown in Figs. 5, 1 and 6,
respectively. These plots indicate that the global attractor A of problem (4.1)–(4.3) is complicated if γ is small. And A
reduces to a single function if γ is large. Finally, all solutions go to zero as t → ∞ if γ is larger.
5. Conclusions and ﬁnal remarks
In the present paper, it can be seen from the numerical results that the global attractor A of problem (4.1)–(4.3) exists
for several kinds of γ and f . If ‖ f ‖H2/γ is large, the structure of A is complicated. It includes several types of periodic
solutions and quasi-periodic solutions. Besides, the solutions reduce to a single stationary point if ‖ f ‖H2/γ is small. All
these numerical results are consistent with our theoretical conclusions.
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As it is pointed out in [12], the nonlinear term u3ux is subcritical. It is the main reason that our results hold. For gKdV
equation with critical nonlinearity u4ux , even the existence of a bounded absorbing set in H1 doesn’t seem to be a trivial
matter. Therefore, the proof of existence of an global attractor of gKdV equation in this case is more diﬃcult. This will be
investigated in future works.
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