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The K-doublet transitions in CH at 3.3 and 0.7 GHz are unusually sensitive to variations in the
ﬁne-structure constant and the electron-to-proton mass ratio. We describe methods used to measure
the frequencies of these transitions with Hz-level accuracy. We produce a pulsed supersonic beam of cold
CH by photodissociation of CHBr3, and we measure the microwave transition frequencies as the
molecules propagate through a parallel-plate transmission line resonator. We use the molecules to
map out the amplitude and phase of the standing wave ﬁeld inside the transmission line. We investigate
velocity-dependent frequency shifts, showing that they can be strongly suppressed through careful tim-
ing of the microwave pulses. We measure the Zeeman and Stark effects of the microwave transitions, and
reduce systematic shifts due to magnetic and electric ﬁelds to below 1 Hz. We also investigate other
sources of systematic uncertainty in the experiment.
 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/).1. Introduction
Many extensions to the standard model of particle physics
make the intriguing prediction that quantities we normally con-
sider to be fundamental constants – such as the ﬁne-structure con-
stant a or the electron-to-proton mass ratio l – may in fact vary
with time, position or with the local density of matter [1]. These
theories aim to unify gravity with the other forces, or to explain
the nature of dark energy. The lowest K-doublet and millimeter-
wave transitions in the CH molecule are particularly sensitive to
variation of a and l [2,3]. Recently, we tested the hypothesis that
these constants may differ between the high density environment
of the Earth and the vastly lower density of the interstellar med-
ium, by comparing microwave frequencies of CH observed in cold
interstellar gas clouds in our own galaxy to those measured in the
laboratory [4]. Using this method, we were able to constrain vari-
ations in these fundamental constants at the 0.1 parts-per-million
level.
To measure the laboratory frequencies with Hz-level accuracy,
we developed a source which produces short pulses of CH mole-
cules at low temperature, and we developed a variation on the
method of Ramsey spectroscopy [5]. In our method, the pulse of
molecules propagate along a parallel-plate transmission line which
supports a standing wave of the microwave ﬁeld. In this geometry,the amplitude, polarization, and phase of the ﬁeld are exception-
ally well controlled. The microwaves can be pulsed on when the
molecules are at any chosen position, and because the molecular
pulse is short and the velocity spread is low, they can be used to
map out the amplitude and phase of the ﬁeld as a function of posi-
tion [6]. Doppler shifts are cancelled because the ﬁeld is (nearly) a
standing wave, and any residual velocity-dependent shifts are eas-
ily measured by changing the beam velocity. Here, we describe the
source of CH, the spectroscopic technique, and the methods we use
to control systematic frequency shifts.2. The CH molecule
The methylidyne radical, CH, plays an essential role in both
chemistry and physics. Early investigations of optical emission
spectra of CH helped to explain the spectra of diatomic molecules
(see [7] and references therein). CH is a major participant in most
combustion processes. It was one of the ﬁrst molecules to be
detected in the interstellar medium, in stellar atmospheres, and
in comets, by means of optical absorption spectroscopy [8,9]. It is
an essential building block in the formation of complex carbon-
chain molecules in interstellar gas clouds [10] and it is commonly
used as a tracer for atomic carbon and molecular hydrogen [11]. In
1937 Dunham and Adams recorded the ﬁrst optical spectrum of CH
in the interstellar medium [12]. Over forty years later the frequen-
cies of the two lowest-lying K-doublet transitions, at 3.3 GHz and
0.7 GHz, were determined by radio-astronomy [13–15]. Laboratory
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surements remained the most precise until our own recent mea-
surements [4] using the methods described here.
Fig. 1 shows the low-lying energy level structure in the ground
electronic state of CH, X2Pðv ¼ 0Þ, and the ﬁrst electronically ex-
cited state, A2Dðv ¼ 0Þ, both described using the Hund’s case (b)
coupling scheme. Here, the electronic orbital angular momentum
L and the rotational angular momentum R are coupled to a resul-
tant N ¼ L þ R. The spin angular momentum S adds to N to give the
total electronic angular momentum J ¼ Nþ S. Each J-level is split
into a K-doublet which is composed of two closely-spaced states
of opposite parity p ¼ 1j i ¼ þjKjj i  ð1ÞJS jKjj i, where K is
the quantum number for the projection of L onto the internuclear
axis. The interaction with the I ¼ 1=2 hydrogen nuclear spin splits
each K-doublet component into a pair of hyperﬁne levels, labelled
by the total angular momentum quantum number F ¼ J  1=2. We
use the short-hand notation ðJp; FÞ to label the energy levels of the
X state.3. Production and detection of CH
Fig. 2 shows the apparatus. We produce a pulsed, supersonic
beam of CH molecules by photo-dissociation of bromoform
(CHBr3), following some of the methods described in [18,19]. A car-
rier gas, with a backing pressure of 4 bar, is bubbled through liquid
bromoform (Sigma Aldrich, 96% purity, stabilized in ethanol)
which is held at room temperature in a stainless steel container.
The mixture expands through the 1 mm oriﬁce of a solenoid valve
(General Valve Series 99) into a vacuum chamber at a repetition
rate of 10 Hz. To dissociate the bromoform, we use pulses of light
from an excimer laser, with an energy of 220 mJ, a wavelength of
248 nm, and a duration of 20 ns. This light propagates along the
x-axis, and is focussed to a rectangular spot, 1 mm high (along y)
and 4 mm wide (along z), in the region immediately beyond the
nozzle of the valve. The excimer pulse sets our origin of time. Fur-
ther details of the source are given in [20].
The molecules pass through a skimmer with a 2 mm diameter
oriﬁce, situated at z ¼ 78mm, then through the apparatus used
to measure the microwave transition frequencies (describedFig. 1. Relevant energy levels and transitions between the X and A states of CH. Each state
their e/f parity). Each of these is further split by the hyperﬁne interaction into a pair of sta
the optical transitions used for detecting molecules in the J ¼ 3=2 and J ¼ 1=2 states, la
transition are labelled as a, b and c. Transition frequencies are given in MHz unless statbelow), and are ﬁnally detected at z ¼ D ¼ 780 mm by laser-in-
duced ﬂuorescence. The probe laser used for detection is a fre-
quency-doubled continuous-wave titanium–sapphire laser, tuned
to the A2Dðv ¼ 0Þ  X2Pðv ¼ 0Þ transition near 430.15 nm. This
probe is linearly polarized along z, propagates along x, has a power
of 5 mW, and is shaped to a rectangular cross-section, 4 mm in the
y-direction and 1.4 mm in the z direction. The induced ﬂuorescence
is imaged onto a photomultiplier tube, and the signal is recorded
with a time resolution of approximately 5 ls.
To vary the beam velocity, v0, we use He, Ne, Ar and Kr carrier
gases. Fig. 3(a) shows the time-of-ﬂight proﬁles of CH molecules
arriving at the detector when He and Ar are used. From the arrival
times we measure the mean speeds to be v0 ¼ 1710, 800, 570 and
420 ms1 for He, Ne, Ar and Kr respectively. The duration of the
pulse of CH produced in the source is determined by the 4 mm
width of the excimer beam and is always very short compared with
the width of the time-of-ﬂight proﬁle measured at the detector.
This width therefore measures the translational temperature of
the CH beam. From the data in Fig. 3(a) we measure a CH transla-
tional temperature of 2 K and 0.4 K for He and Ar carrier gases
respectively.
We selectively detect molecules in either the ð1=2; FÞ or the
ð3=2þ; FÞ levels, by driving one of the two transitions labelled
R22ff(1/2) and R11ff(3/2) in Fig. 1. Fig. 3(b) shows the spectrum re-
corded as the probe laser is scanned over the three well resolved
hyperﬁne components of the R22ff(1/2) transition. Because the de-
tected molecules have a range of transverse speeds, the spectral
lines are Doppler broadened to a full width at half maximum of
23 MHz. For the microwave spectroscopy, the laser frequency is
locked to one of the hyperﬁne components of the relevant transi-
tion using an optical cavity which is itself locked to a stabilized
He–Ne laser.4. Microwave spectroscopy setup
At z ¼ 241 mm, the molecules pass through the state-selector,
which selectively populates one of the two parity eigenstates of a
K-doublet. For the J ¼ 1=2 measurements, the state selection is
done by optically pumping molecules out of the relevantlabelled by J is split into two K-doublet levels of opposite parity (, also labelled by
tes with total angular momentum quantum numbers F ¼ J  1=2. Dotted lines show
belled R11ff(3/2) and R22ff(1/2) respectively. The hyperﬁne components of the latter
ed otherwise.
Fig. 2. Sketch of the experiment to measure the K-doublet transitions of CH (not to scale). The molecular beam is produced via photodissociation of bromoform. The beam
passes through a skimmer and a state selector, and then travels between the plates of a magnetically-shielded parallel-plate transmission line where the microwave
transition is driven. Finally, the molecules are detected by laser induced ﬂuorescence. For the measurement of the J ¼ 1=2 K-doublet transition the outer magnetic shield and
the inner magnetic ﬁeld coils were absent.
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Fig. 3. (a) Time of ﬂight proﬁles of CH molecules using (separately) He and Ar carrier gases. Points: data, line: Gaussian ﬁts. (b) Spectrum showing the three hyperﬁne
components of the R22ff(1/2) line of the A
2Dðv ¼ 0;N ¼ 2Þ  X2Pðv ¼ 0;N ¼ 1Þ transition. The labels a, b, c correspond to those in Fig. 1. Points: data. Line: Fit to a sum of
three Gaussians.
Fig. 4. Spectrum of the transmission line resonator. The plate length is chosen so
that the resonator has a peak near the resonance frequency of the molecules. The
width of the transmission line resonance is about 35 MHz. The dashed line indicates
the approximate transition frequency of the ð1=2þ;1Þ  ð1=2;0Þ line at 3.264 GHz.
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the probe. This light is reﬂected almost back on itself to increase
the interaction time with the molecules. The optical pumping re-
moves about 70% of the initial population. Over 95% of the CH mol-
ecules produced in our source are in the ground J ¼ 1=2 state, so for
the J ¼ 3=2 measurements the state selection is done by driving
population into the ð3=2þ;1Þ or ð3=2þ;2Þ states using 10 lW of
radiation near 533 GHz. This millimeter-wave radiation is gener-
ated by an ampliﬁer-multiplier chain that produces the 54th har-
monic of a frequency synthesizer. The transfer efﬁciency is about
40%. A description of the measurement of this lowest millimeter-
wave transition is given in reference [21].
Following the state-selector the molecules enter the transmis-
sion line resonator where we drive the K-doublet transition. The
transmission line is formed by a pair of parallel copper plates of
length L and width w, separated vertically by a distance d. It is
fed from a semi-rigid, non-magnetic coaxial cable, with the inner
conductor connected to one plate and the outer conductor con-
nected to the other. The other end of the transmission line is open,
and the wave reﬂects from this end to form a standing wave. The
quality factor of this resonator is determined by the reﬂectivity
of the open end and the transmission between the coaxial cable
and the transmission line. We cut the plates to a length such that
a resonance frequency of the transmission line matches the
approximate K-doublet transition frequency. This length is
approximately L ¼ n=ð2kÞ where n is the number of electric ﬁeld
antinodes in the resonator, but this is insufﬁciently accurate
because the position where the wave reﬂects from the ends
is not well deﬁned. Instead, we measure the spectrum of theresonator with a vector network analyzer and then reduce the
length to obtain the desired resonance frequency. The lengths were
approximately 480 mm for the J ¼ 1=2 measurements and 440 mm
for the J ¼ 3=2 measurements. Fig. 4 shows the spectrum of the
resonator set up for measuring the ð1=2þ;1Þ  ð1=2;0Þ transition.
The free spectral range of the resonator is 300 MHz, and the full
width at half maximum (FWHM) of the peaks is 35 MHz, corre-
sponding to a round-trip loss of 50%.
We aim to propagate only the TEM00 mode so that the electric
ﬁeld is uniform between the plates and accurately polarized along
y. If the plate spacing is large enough, the transmission line can
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of the k-vector along y, but these modes are cut off if the plate
spacing is smaller than half the wavelength, d < k=2. The shortest
wavelength we use in this experiment is 90 mm, whereas the plate
spacing is only 5 mm, so these higher-order modes are very
strongly attenuated. There can also be modes that have compo-
nents of the k-vector along x. These lesser-known modes zig–zag
horizontally in the space between the two plates, reﬂecting from
the open edges of the structure. Because they can radiate into
the open space beyond the plates, they are referred to as leaky
modes. The procedure for calculating the k-vectors of these modes
is described in [22]. In an early version of the experiment, we used
plates of width w ¼ 50 mm spaced by d ¼ 10 mm. In this case, we
ﬁnd theoretically that there is a leaky mode which has a propaga-
tion wavelength of 130 mm and a 1=e attenuation distance of
220 mm. Using the characterization methods described below,
we indeed observed a mode with this wavelength. To cut-off the
leaky mode, we reduced the width of the plates to w ¼ 30 mm
and also reduced the plate spacing to d ¼ 5 mm. This increases
the leaky mode propagation wavelength to 600 mm and reduces
the attenuation distance to just 20 mm. Since the latter is far smal-
ler than the length of the interaction region, the mode is very effec-
tively eliminated from the experiment. The spectrum shown in
Fig. 4 shows that there are no signiﬁcant higher-order modes.
The microwave radiation is generated by a frequency
synthesizer which is phase locked to a GPS-disciplined frequency
reference to a fractional uncertainty better than 1013. The synthe-
sizer is connected to the transmission line resonator through a fast,
high isolation switch.
5. Characterizing the microwave ﬁeld
The electric ﬁeld inside the transmission line resonator can be
described by
E ¼ A
2
ð1þ DÞ cosðkðz z0Þ xtÞ þ A2 ð1 DÞ cosðkðz z0Þ þxtÞ;
ð1Þ
where k ¼ 2p=k is the wave vector, A is the amplitude of the electric
ﬁeld, z0 is the position of an antinode of the standing wave, and D is
an amplitude imbalance to account for the fact that the wave is not
perfectly reﬂected at the end of the transmission line. This equation
can be rewritten as
E ¼ A
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos2 kðz z0Þð Þ þ D2 sin2 kðz z0Þð Þ
q
cosðxt  /ðzÞÞ; ð2Þ
where
/ðzÞ ¼ tan1 D tan kðz z0Þð Þ½  þ /0: ð3Þ
Here, /0 ¼ 0 when cosðkðz z0ÞÞ > 0 and p otherwise.
For a single microwave pulse, the interaction of the molecules
with the radiation transfers population from the initial to the ﬁnal
state with a probability of
P1pulse ¼ X
2
X2 þ d2 sin
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
X2 þ d2
p
s
2
 !
; ð4Þ
where X ¼ d12E=h is the Rabi frequency, d12 is the transition dipole
moment, d ¼ xx0 is the detuning of the microwave angular fre-
quency x from the resonance angular frequency x0, and s is the
interaction time. When Xs ¼ p and d ¼ 0 (p-pulse condition) the
entire population is transferred from the initial to the ﬁnal state.
To begin an experiment, we ﬁrst pulse the microwaves on for
just a short period, s ¼ 15 ls, at the time when the molecular pulse
is at the centre of the transmission line, near an antinode of the
electric ﬁeld. Scanning the microwave frequency over the resultingbroad resonance gives a ﬁrst estimate of the transition frequency.
The frequency is then ﬁxed at the transition frequency and the
microwave power is scanned. We observe Rabi oscillations in the
measured population, an example of which is shown in Fig. 5(a).
Since X is proportional to the electric ﬁeld of the radiation, we plot
the signal versus the square root of the microwave power, and then
ﬁt Eq. (4) to the data. This identiﬁes the exact power needed to
drive a p-pulse for this pulse duration and for this particular posi-
tion of the molecules. Fig. 5(b) shows the power needed for a p-
pulse with the molecules centred on each of the antinodes. The
variation along the transmission line is small.
Next, we use the molecules to make a map of the microwave
electric ﬁeld amplitude inside the transmission line. We do this
by measuring the population as a function of the time when a
short, resonant microwave pulse is applied. Fig. 6 shows an exam-
ple of the data obtained. Here, we have set d ¼ 0; s ¼ 15 ls, and
the microwave power such that Xs ¼ p when the molecules are
at the central antinode. When d ¼ 0 the transition probability be-
comes P ¼ sin2 Xs=2ð Þ. The Rabi frequency X is proportional to
the electric ﬁeld which varies along the transmission line accord-
ing to Eq. (1). For this measurement, we take D ¼ 0 and so
X ¼ Xmax cos 2p z z0ð Þ=k½ . To account for the ﬁnite spread of the
molecules we introduce an averaged Rabi frequency such that
Xmaxs ¼ qp with q < 1. The line in Fig. 6 is a ﬁt to the data using
the expected model
S ¼ S0 þ A sin2 qp2 cos
2p vt  vt0ð Þ
k
  
; ð5Þ
where t ¼ z=v and v ¼ 570 m s1. The parameter q, the offset S0, the
amplitude A, the initial time t0, and the wavelength k are all ﬁtting
parameters. The ﬁt yields k ¼ 8:99 0:01 cm, in agreement with
the expected wavelength at 3.335 GHz. This ﬁeld map is essential
for the Ramsey experiments described below, where we need to
know exactly when the molecular pulse passes each antinode.
6. Frequency measurements
Next, we increase the interaction time, s, and decrease the
microwave power accordingly to maintain Xs ¼ p. Fig. 7 shows
the signal as a function of microwave frequency for the
ð1=2þ;1Þ  ð1=2;0Þ transition, when s ¼ 326 ls. The timing is
chosen so that the molecules pass through the central antinode
half way through this interaction time. Because the ﬁeld consists
of two counter-propagating waves, parallel and anti-parallel to
the molecular beam direction, we see two resonances separated
by twice the Doppler shift DxD ¼ x0 vc , where v is the velocity
of the molecules. To each resonance we ﬁt the function
S ¼ S0 þ X2X2þd2 sin
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
X2þd2
p
s
2
 
, with s ¼ 326 ls;Xs ¼ qp, and
d ¼ xx0. Here, S0; x0 and q are ﬁtting parameters. The ampli-
tudes of the two peaks are equal within their uncertainties of 3%.
We ﬁnd that the power needed for a p-pulse is the same for the
two peaks to within 2% showing that D is less than 0.005 at this fre-
quency. The mean of the two centre frequencies gives the Doppler-
free resonance frequency, which we ﬁnd to be
3;263;793;456 17 Hz for the ð1=2þ;1Þ  ð1=2;0Þ transition
and 3;335;479;349 7 Hz for the ð1=2þ;1Þ  ð1=2;1Þ transition.
With transitions produced by a single pulse of radiation, it is well
known that splitting the line to such high accuracy may suffer from
systematic errors. Speciﬁcally, inhomogeneities in either the static
ﬁeld or the ac ﬁeld can produce an asymmetric lineshape and a
corresponding shift of the line centre. Remarkably, however, these
resonance frequencies agree at the level of 7 Hz with the measure-
ments below, using the Ramsey method. This agreement indicates
that there is no such lineshape distortion at this level.
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Fig. 5. (a) Rabi oscillations. The detuning is set to d ¼ 0, and the interaction time to s ¼ 15 ls. By scanning the microwave power we observe oscillations in the ð1=2;1Þ
population. This allows us to ﬁnd the right power for a p-pulse. We ﬁt S ¼ S0 þ A sin2ðaxÞ (red solid line) to the data (blue dots), where x is proportional to the square root of
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Fig. 6. Mapping the amplitude of the microwave ﬁeld by recording the ﬂuorescence
as a function of the time when a resonant 15 ls microwave pulse is applied. The
power corresponds to a p-pulse when the molecules are at the central antinode.
Blue dots: data. Red line: ﬁt using the model of Eq. (5). (For interpretation of the
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this article.)
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to the web version of this article.)
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we use Ramsey’s method of separated oscillatory ﬁelds [5]. This
method is less sensitive to the ﬁeld inhomogeneities noted above,
and it reduces the resonance linewidth by approximately 40% com-
pared with a single-pulse measurement of the same over-all dura-
tion. The pulse sequence consists of two short p=2 pulses of
duration s and angular frequency x separated by a period of free
evolution T. The ﬁrst p=2 pulse is applied when the molecular
pulse is at antinode m1 and creates a superposition of the
two K-doublet components. The coherence evolves freely for a
time T at the transition angular frequency x0 and develops a phasedifference dT relative to the microwave oscillator, where
d ¼ xx0. A second p=2 pulse completes the population transfer
with a probability of
P2pulse dð Þ ¼
4p2 sin2 X4
 
X4
 X cos X
4
 
cos
dT þ b
2
 
 2ds sin X
4
 
sin
dT þ b
2
 2
; ð6Þ
where X ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ 4d2s2
p
and b is any change in the phase of the
microwave ﬁeld between one pulse and the next (here is no such
phase shift if the ﬁeld is a perfect standing wave). We set
s ¼ 15 ls, and choose the free evolution time T ¼ mk=ð2v0Þ  s,
where m is an integer, so that the molecules travel an integer num-
ber of half wavelengths between the start of one pulse and the start
of the next, making b ¼ 0 (modulo p) even for a travelling wave.
Fig. 8 shows data taken this way to measure the ð1=2;1Þ
ð1=2þ;1Þ and ð3=2;2Þ  ð3=2þ;1Þ transition frequencies. The ﬁgure
shows data for several different free evolution times T. The lines are
ﬁts using the model bþ aP2pulseðdÞ with b ¼ 0, and with s and T set
to the values used in the experiment. This leaves only the offset b,
the amplitude a (negative if m is odd) and the resonance angular
frequency x0 as ﬁtting parameters. The frequencies measured for
different values of m are all in agreement.
7. Velocity-dependent frequency shifts
If b is not zero, there will be a systematic frequency shift,
df ¼ b= 2pTð Þ. An obvious contribution to b comes from the ampli-
tude imbalance between the co-propagating and counter-propa-
gating waves, b ¼ /ðz2Þ  /ðz1Þ, where /ðzÞ is given by Eq. (3)
and z1;2 are the positions of the molecules at the start of the ﬁrst
and second pulses. As mentioned above, we aim to place z1 and
z2 at antinodes of the standing wave. This can be achieved with
high accuracy using the ﬁeld map that we make for each frequency
measurement, such as the one shown in Fig. 6, but there will al-
ways be some error, and there is a spread in the positions of the
molecules. In fact, this spread in positions can usefully be used to
map out the position dependence of the phase. Consider a mole-
cule whose arrival time at the detector is td. It is at position
z1 ¼ vt0 at the time t0 when the ﬁrst pulse starts, and at position
z2 ¼ vðt0 þ sþ TÞ when the second pulse starts, where v ¼ D=td
is its speed. For this molecule, the expected systematic shift is
df ¼ 1
2pT
tan1 D tan kvðt0 þ sþ TÞ  kz0ð Þ½ 
	
 tan1 D tan kvt0  kz0ð Þ½ 


: ð7Þ
Fig. 8. Frequency measurements using the method of separated oscillatory ﬁelds.
Top: Population in the ð1=2;1Þ state as a function of the microwave frequency for
three different free evolution times, 458 ls (green), 380 ls (blue), 302 ls (red).
Bottom: Population in the ð3=2þ;1Þ state as a function of the microwave frequency
for two different free evolution times, 650 ls (green), 330 ls (blue). Points: data,
Lines: ﬁts using Eq. (6). (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
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each slice we ﬁnd the resonance frequency using the Ramsey
method, and plot this against the arrival time. Fig. 9 shows the data
obtained this way for the ð1=2þ;1Þ  ð1=2;1Þ transition. We see
that the frequency shift is small for molecules near the central ar-
rival time ( 1:35 ms) because, when the pulses were applied,
these molecules were close to the antinodes where the phase
changes very slowly. The molecules that arrive later are moving
more slowly, and they are closer to the nodes when the pulses
are applied. Molecules arriving at 1.4 ms are near the node when
the second pulse is applied, and here we see a sudden change in
the frequency shift. Those arriving even later, at about 1.44 ms,
are at a node when the ﬁrst pulse is applied, and we see another
sudden change in the frequency shift. The line in Fig. 9 is a ﬁt to
the model f0 þ df where df is given by Eq. (7) and f0 is the
resonance frequency for molecules in the centre of the pulse. We
ﬁx t0; s; T and D to the values used in the experiment, while
f0; z0 and D are ﬁtting parameters. From the ﬁt, we ﬁndArrival time (ms)
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Fig. 9. Systematic frequency shift of the ð1=2þ;1Þ  ð1=2;1Þ transition as a
function of the arrival time of the molecules. For each 5 ls interval of the time-
of-ﬂight proﬁle, the resonance frequency is measured by ﬁtting Eq. (6) to Ramsey
data. The red solid line is a ﬁt to Eq. (7) where the ﬁtting parameters are z0; D, and
an overall frequency offset. All other parameters are ﬁxed to the values they have in
the experiment. The shaded regions indicates the range of arrival times used for the
frequency measurements.D ¼ 0:079 0:002. This model agrees remarkably well with the
data, showing that we have excellent control over position-depen-
dent phases in the experiment. For frequency measurements, we
use only those molecules that arrive during the period indicated
by the shaded region in Fig. 9, where the frequency changes by less
than 20 Hz. We note that for the J ¼ 3=2 measurements, a plot sim-
ilar to Fig. 9 showed no frequency dependence at the 20 Hz level
over the entire range of arrival times.
For molecules near the centre of the pulse, we can ﬁnd a simple
expression for the systematic frequency shift discussed above. Let
z1 ¼ z0 þ dz0 and z2 ¼ z1 þ ð1þ Þmk=2, where z0 is now the posi-
tion of any antinode, while dz0=k 1 and  1 account for the
imperfect timing of the microwave pulses due to the uncertainty
in the velocity of the molecule. Expanding the trigonometric func-
tions in Eq. (7) to ﬁrst order in these small quantities, we ﬁnd that
the systematic frequency shift is
df ’ D v
k
 
: ð8Þ
This result shows that the frequency shift is independent of dz0
to ﬁrst order and that the ﬁrst-order Doppler shift (v=k) is sup-
pressed by the product of two small quantities – D, which is the
imbalance factor, and  which is the fractional error in setting
the interaction length to an integer number of half-wavelengths.
We can set upper limits to D in three ways: the ﬁnesse of the trans-
mission line resonator (Fig. 4), the power needed to drive p-pulses
for each of the resolved Doppler-shifted components (Fig. 7), and
ﬁtting to data such as that in Fig. 9. The ﬁrst method gives
D < 0:09 but does not give a tight constraint because the ﬁnesse
of the resonator is only partly determined by the reﬂection at the
open end, the other part being the transmission at the input end.
The other two methods give consistent results as follows:
D < 0:08 for the J ¼ 1=2 components at 3335 and 3349 MHz,
D < 0:005 for the J ¼ 1=2 component at 3264 MHz,1 and D < 0:08
for all the J ¼ 3=2 components. An upper limit to  comes from the
maximum fractional uncertainty in determining the central speed
of the pulse, which we estimate to be 0.03. In addition, molecules
with different speeds have different values of . We select molecules
from the time-of-ﬂight proﬁle with arrival times in the range t0  dt,
where t0 is the most probable arrival time and dt ’ 0:02t0, and so the
spread in  values is 0:02. Thus, the maximum possible value of  in
the experiment is 0.05. For the J ¼ 1=2 measurement the upper limit
to this systematic shift is 0.04 Hz/(m/s). Note that for J ¼ 3=2, the
shift is about 5 times smaller for the same  and d, because of the
longer wavelength.
There is also a second contribution to the velocity-dependent
frequency shift which stems from the motion of the molecules dur-
ing the two short p=2 pulses. Consider ﬁrst the interaction with a
travelling wave tuned to the resonant angular frequency x0. For a
stationary molecule, the phase difference between the microwave
oscillator and the oscillating dipole is p=2, but for a moving mole-
cule there is an additional contribution to this phase difference due
to the Doppler shift dD ¼ 2pv=k. To second order in dD, this phase
difference is ½1 tanðXs=2Þ=ðXsÞdDs. Due to this phase shift, the
population transfer is maximized by slightly detuning the micro-
wave oscillator. To ﬁnd the resulting systematic frequency shift,
we include the Doppler shift in the expression for the Ramsey line-
shape, expand this to second order in both the detuning and the
phase shift, b, between the two pulses, and then ﬁnd the value of
b that maximizes the population transfer. When T  s the fre-
quency shift is1 After measuring the ﬁrst two frequencies the plates were cut to a new length to
measure the 3264 MHz line. This must be the reason for the change in D.
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Xs
 
v0
k
s
T
: ð9Þ
For our case, where Xs ¼ p=2, the bracketed quantity is ð1 4=pÞ.
We see that the Doppler shift is suppressed by the small quantity
s=T , which we may have expected since the microwave ﬁeld is only
applied for this fraction of the time. When there are two counter-
propagating waves, we might expect the above expression to be fur-
ther suppressed by the imbalance factor D, and our numerical mod-
elling shows that this is indeed the case. With D < 0:08 and typical
values of s and T, we ﬁnd the shift to be less than 0.01 Hz/(m/s).
There are other possible velocity-dependent frequency shifts in
addition to those discussed above. For example, a position-depen-
dence of the polarization can produce a frequency shift propor-
tional to the velocity. To control these shifts, we measure the
transition frequency for at least three different velocities.
Fig. 10(a) shows the measured frequency of the ð1=2þ;1Þ
ð1=2; 0Þ transition as a function of v0 for three different values
of m1 (the antinode used for the ﬁrst microwave pulse). For each
data point in the ﬁgure, we average together at least three mea-
surements with different values ofm, since we ﬁnd no dependence
onm. We see that the measured frequency depends linearly on the
velocity of the molecules and that the gradient df=dv0 differs for
different values of m1. The largest gradient observed is 0:05
0:01 Hz/(m/s). After extrapolating to zero velocity, the measure-
ments using various m1 are all in agreement, as shown in
Fig. 10(b). We average together these zero-velocity results to
obtain the ﬁnal transition frequency, and we do this for all seven
frequencies measured. For the J ¼ 3=2 measurements, the largest
velocity-dependence we observed was 0:03 0:01 Hz/(m/s), and
we observed no dependence on m1.8. Zeeman shifts
Next, we consider systematic frequency shifts due to magnetic
ﬁelds in the interaction region. For small magnetic ﬁelds, the Zee-
man splitting is linear and symmetric about the line centre. The
amplitudes of the components are also symmetric if the micro-
wave ﬁeld is linearly polarized. Frequency shifts arise due to circu-
lar polarization components and/or higher-order Zeeman shifts. To
minimize these shifts the interaction region is magnetically
shielded (see Fig. 2).
In the J ¼ 1=2 state the magnetic moments arising from the
orbital and spin angular momenta are very nearly equal and oppo-
site and the g-factor is of order 103. For the J ¼ 1=2 measure-
ments, we used just a single layer mu-metal shield to reduce the
background magnetic ﬁeld to acceptable levels. We applied ﬁelds
as large as 50 lT in each direction and observed no shift of the fre-
quencies measured using the Ramsey method, at the 1 Hz level.(a)
Fig. 10. (a) Resonance frequency of the ð1=2þ;1Þ  ð1=2;0Þ transition as a function of th
velocity frequencies for the three values of m1. They agree within the uncertainty of the
weighted mean is shown by the dashed lines. (For interpretation of the references to coSince the residual magnetic ﬁeld is far smaller than this, Zeeman
shifts are negligible in the J ¼ 1=2 measurements.
The g-factor is much larger in the J ¼ 3=2 state - g ¼ 1:081 for
F ¼ 1 and g ¼ 0:648 for F ¼ 2 – and so for the J ¼ 3=2 measure-
ments we improved the shielding by using a two-layer shield. In-
side the shields we create homogeneous magnetic ﬁelds along x
and y using Helmholtz coils and along z using a solenoid. These
coils are calibrated with a ﬂuxgate magnetometer. To measure
the Zeeman splitting of the hyperﬁne components, we apply large
enough magnetic ﬁelds to resolve the splitting of the spectral line
obtained using a single microwave pulse of 780 ls duration.
Fig. 11(a) shows the Zeeman shift of the ð3=2þ;2Þ  ð3=2;2Þ
hyperﬁne component as a function of the magnetic ﬁeld applied
in the y-direction, parallel to the polarization of the microwaves.
In this case, only the DMF ¼ 0 components are driven, and the shift
is quadratic and negative. This shift is due to mixing of the
MF ¼ 0; 1 levels of F ¼ 2 with those same components in F ¼ 1.
In the f state, F ¼ 1 lies lower (see Fig. 1) and the mixing raises
the energy of F ¼ 2. The opposite is true for the e state, where
the shift is also far smaller because of the larger hyperﬁne splitting.
Therefore, the shift of this transition is negative and is determined
mainly by the shift of the lower F ¼ 2 level. We measure a qua-
dratic Zeeman shift of 12:6 1:1 Hz/(lT)2, which is consistent
with our calculation. Fig. 11(b) shows the Zeeman shift of the same
hyperﬁne component as a function of the magnetic ﬁeld applied in
the x-direction. In this case, we drive DMF ¼ 1 transitions and ob-
serve a linear Zeeman shift of 9:34 0:28 Hz/nT, again consistent
with our calculation. Here, the error is dominated by the uncer-
tainty in the calibration of the magnetic ﬁeld coils. We determine
the residual magnetic ﬁeld averaged over the interaction region
by measuring the change in Zeeman shift upon reversal of the ap-
plied magnetic ﬁelds. We also look for any broadening of the sin-
gle-pulse lineshape due to residual Zeeman splittings. Together,
these set upper limits to the background magnetic ﬁeld of 3, 56,
and 25 nT along x; y and z respectively.
In the frequencymeasurementsmade using the Ramseymethod,
we look for a shift in the resonance frequency as a functionof applied
magnetic ﬁelds. For the ð3=2þ;2Þ  ð3=2;2Þ transition we measure
a maximum gradient of 0:017 0:013 Hz/nT for ﬁelds applied
along x; 0:036 0:005 Hz/nT along y and 0:005 0:003 Hz/nT
along z. Using these, and the upper limits for background magnetic
ﬁelds, we get upper limits for systematic frequency shifts of
0.1 Hz, 2 Hz and 0.2 Hz for residual ﬁelds along x; y and z respec-
tively. Adding these in quadrature gives a total systematic uncer-
tainty due to uncontrolled magnetic ﬁelds of 2 Hz. We assume the
same systematic uncertainty for the ð3=2þ;1Þ  ð3=2;1Þ transition
due to the similar Zeeman structure.
For the ð3=2þ;1Þ  ð3=2;2Þ transition we could not rule out
gradients as large as 0.1 Hz/nT along x, 0.2 Hz/nT along y and(b)
e most probable velocity v0, form1 ¼ 3;4;5 (blue, red, green). (b) Extrapolated zero-
linear ﬁts and we take the weighted mean (solid line). The 1-r standard error of the
lour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 11. Zeeman shifts of the ð3=2þ;2Þ  ð3=2;2Þ transition, measured using single microwave pulses of 780 ls duration. (a) Quadratic Zeeman shift of the DMF ¼ 0
transitions versus ﬁeld applied along y. Line: ﬁt to a quadratic model. (b) Linear Zeeman shift of the DMF ¼ 1 transitions versus ﬁeld along x. We plot the component that
shifts to lower frequency, which is the DMF ¼ þ1ð1Þ component for negative (positive) values of the ﬁeld. Line: ﬁt to a linear model.
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Table 1
The measured K-doublet transition frequencies with
their 1r uncertainties.
Transition Frequency (Hz)
ð1=2þ;1Þ  ð1=2;1Þ 3;335;479;356 3
ð1=2þ;0Þ  ð1=2;1Þ 3;349;192;556 3
ð1=2þ;1Þ  ð1=2;0Þ 3;263;793;447 3
ð3=2þ;2Þ  ð3=2;2Þ 701;677;682 6
ð3=2þ;1Þ  ð3=2;1Þ 724;788;315 16
ð3=2þ;1Þ  ð3=2;2Þ 703;978;340 21
ð3=2þ;2Þ  ð3=2;1Þ 722;487;624 16
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residual ﬁeld gives a systematic uncertainty of 11 Hz. We assume
the same uncertainty for the ð3=2þ;2Þ  ð3=2;1Þ transition due
to its similar Zeeman structure.
9. Stark shifts
Fig. 12(a) shows the calculated Stark shift of the two
J ¼ 1=2 K-doublet levels in low electric ﬁelds. The two levels shift
oppositely and quadratically. Using a dipole moment of 1.46 D [23]
we calculate a shift of 	17:8 Hz/(V/cm)2. For J ¼ 1=2 the shift has
virtually no dependence on F or MF . To measure the Stark shift of
the microwave transition we use single, long microwave pulses,
apply a DC voltage to one of the plates of the transmission line
via a biased tee, and record the transition frequency as a function
of the electric ﬁeld. Fig. 12(b) shows our data for the
ð1=2þ;1Þ  ð1=2;1Þ transition. The line is a ﬁt to a parabola,
df ¼ aðE EbÞ2, where E is the applied ﬁeld and Eb the background
electric ﬁeld. This ﬁt gives a Stark shift of 33 3 Hz/(V/cm)2, where
the error is dominated by the systematic uncertainty in the plate
spacing. The background ﬁeld is consistent with zero, and from
the uncertainty in this ﬁeld we obtain an upper limit to uncon-
trolled Stark shifts of 0.1 Hz. For J ¼ 3=2, the Stark shift depends
on F and MF . Using the same procedure as before we obtain a sys-
tematic uncertainty of 0.2 Hz for the J ¼ 3=2 measurements.
10. Other systematic uncertainties
We test for systematic frequency shifts that depend on the
microwave power by using shorter p=2 pulses in a Ramsey exper-
iment. We reduce the pulse length from 15 to 4 ls, increasing the
power by a factor of 14, and do not ﬁnd any frequency shift. We
also do not ﬁnd any dependence on the probe laser detuning.
Scanning the microwave frequency can change the power in the
resonator and this can lead to a systematic frequency shift.
Consider a worst-case model where the molecular signal depends. 12. (a) Calculated Stark shift of the K-doublet states for low electric ﬁelds. There is no
nsition.linearly on the microwave power and the resonator is badly tuned
so that the molecular frequency is half way down the side of a res-
onance, where the gradient is steepest. Suppose the molecular sig-
nal is a Gaussian with a standard deviationw, and the transmission
line resonances are Lorentzian with FWHMW. We ﬁnd that there is
a systematic shift of jDf j ¼ 2w2=W . In the experiment, typical val-
ues are w ’ 1:5 kHz and W ’ 30 MHz, leading to a shift of only
0.15 Hz. In reality, the shift is much smaller for two reasons. First,
we tune the transmission line to be on resonance at the molecular
frequency. Second, we choose the power that maximizes the
molecular signal, i.e. a p-pulse in a single-pulse measurement or
p=2-pulses in a Ramsey measurement, and so the signal has no
ﬁrst derivative with respect to power.
Unwanted frequency sidebands may be produced, for example
by the microwave oscillator or by the switching electronics, and
these can lead to systematic shifts if there is an asymmetry in
the amplitudes of the sidebands. We have measured the frequency
spectrum and ﬁnd no sidebands down to 40 dB within 1 MHz of
the oscillator frequency. For our parameters, we estimate that the
systematic frequency shift will be largest for an asymmetric side-
band with an offset of 40 kHz [24]. Then, if the amplitude of this
single sideband is 40 dB, the resulting frequency shift is only
10 lHz.dependence on F or MF . (b) Measured frequency shift of the ð1=2þ;1Þ  ð1=2;1Þ
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tional Stark effect, the second-order Doppler shift, and collisional
shifts, are also all negligible at the current accuracy level.
11. Conclusions
Table 1 gives our ﬁnal transition frequencies, reproduced from
[4]. We add the statistical and systematic uncertainties in quadra-
ture to give the total uncertainty.
Our method of microwave spectroscopy is exceptionally versa-
tile and accurate. The method can be used for any molecule that
can be produced in a pulsed supersonic beam, and the same appa-
ratus can be used over a very wide frequency range, including low
frequencies where a conventional microwave cavity would be too
large. Ramsey spectroscopy is more commonly done using two
separate cavities with their axes perpendicular to the molecular
beam direction. The phase difference between the two cavities
then needs to be accurately controlled, which can be difﬁcult to
achieve. In the transmission line resonator, control over the rela-
tive phase of the two pulses is straightforward because the ﬁeld
is supported by a single structure. With high-Q cavities it is neces-
sary to scan the cavity in synchronism with the microwave fre-
quency. By contrast, the transmission line resonances are broad
enough that it is not necessary to tune the line as the frequency
is scanned. We emphasize the importance of choosing the plate
width and spacing so that higher-order modes, including the ‘leaky
modes’, are strongly attenuated. With only the TEM mode able to
propagate, the ﬁeld is very well controlled. In our setup, molecular
resonance frequencies can be measured either using a single, long
microwave pulse, or using the Ramsey method of two short pulses
separated in time. These pulses can be applied when the molecules
are at any position along the transmission line and so the mole-
cules can be used to map out the amplitude and phase of the
microwave ﬁeld, providing an exceptional degree of control. For
this mapping method to work well it is important to produce short,
cold pulses of molecules, and to use a detector with adequate time
resolution. Our CH source produces pulses that are just a few mil-
limeters in length and with a translational temperature as low as
400mK.
Because the ﬁeld is a standing wave, Doppler shifts are very
strongly suppressed in the experiment. As described in Section 7,
the residual Doppler shift in the Ramsey measurements is propor-
tional to two small factors, one being the imbalance in amplitude
between the two counter-propagating waves, the other being the
fractional error in setting the interaction length to an integer num-
ber of half-wavelengths. In this experiment, we observed velocity-
dependent shifts at the level of 0.05 Hz/(m/s) or less. We measured
and eliminated these shifts by varying the beam velocity. The
experiment reached a precision of 3 Hz, limited mainly by the sta-
tistical uncertainty in extrapolating to zero velocity. The velocity-
dependent shifts could be reduced by improving the reﬂection at
the end of the transmission line to reduce the amplitude imbalance
between the counter-propagating waves, and by improving theway the microwaves are launched into the transmission line to
eliminate ﬁeld non-uniformities in this region. A Stark decelerator
[25] could also be used to reduce the velocity of the beam by a fac-
tor of 10, giving both longer interaction times and improved veloc-
ity control [26].
Individual frequency measurements reached a statistical uncer-
tainty of 1 Hz within about 1 h. This was partly limited by a back-
ground of scattered laser light that reaches the detector, and partly
by shot-to-shot ﬂuctuations of the source. The background could
be reduced by improving the shape of the probe laser mode, and
the source noise could be reduced by using a second laser-in-
duced-ﬂuorescence detector upstream of the experiment to record
the number of molecules produced in each shot. The photon shot
noise limit could then be reached, giving an uncertainty of 1 Hz
in just a few minutes of integration.
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