In this paper we present a robust mixture decomposition technique that automatically finds a compact representation of the data in terms of categories, and apply it to the problem of organizing databases for efficient retrieval. The time taken for retrieval is shown to be an order of magnitude smaller than that of exhaustive search methods. The proposed scheme is tested on images from the VisTex texture image database.
Introduction
One of the possible interactions between a user and a multimedia database involves a similarity query of the type: "Retrieve images from the database that are similar to this image". There are many techniques in vogue that can handle pictorial queries like QBIC [9] , Photobook [11] , Blobworld [2] , VisualSeek [15] , etc.
We present a new technique for categorization of image databases that partitions the data into classes based on the natural groupings in the data. We use a maximumlikelihood based mixture decomposition technique to model the features extracted from images in the database. Unlike most techniques, the proposed algorithm finds the appropriate number of categories required to model an image database automatically. The appropriate number of classes represent a compact representation of the database and also give the best retrieval accuracy. The RAGMD algorithm is robust in that it uses the least trimmed square approach to limit the influence of outliers and noise images on class/component parameters.
The rest of the paper is organized as follows. In Section 2, we introduce the RAGMD objective function, and give the update equations. In Section 3, we discuss the use of the RAGMD in organizing image databases, and present experimental results on the VisTex texture database obtained form the MIT media lab. Finally, in Section 4, we present the conclusions.
Robust Agglomerative Gaussian Mixture Decompistion (RAGMD)
Gaussian mixtures have often been used to model a wide range of data in pattern recognition. It is well known in the statistics community that any data set can be modeled using an appropriate number of Gaussians. The ExpectationMaximization (EM) algorithm [3] is widely used to estimate the parameters of the different components in the mixture. The EM algorithm suffers from the following drawbacks: sensitivity to initialization, sensitivity to noise, and the need to specify the number of components. Most approaches to solving the third problem use a criterion function (e.g., AIC [1] , or MDL [13] ), which requires that we run the EM algorithm with a different number of components each time. The case that maximizes the best fit criterion is often used. These techniques are rather time consuming and inefficient. In our case, we determine the appropriate number of classes by maximizing the entropy of the component cardinalities along with the likelihood.
The presence of noise and outliers affect the component parameters and hence the need for robust mixture decomposition techniques. Robust techniques can handle noise quite comfortably and several estimators M, R, L, least median, and least trimmed squares [6, 14] having a high breakdown point [14] of up to 50% are in vogue. Unfortunately, these techniques can only be employed to isolate noise when only one class (component) is present and do not work well when many classes are present. Our approach uses the idea of least trimmed squares to reduce the influence of noise and outliers. represents the component density corresponding to component ! i , and = ( 1 ; : : : ; c ) represents the mixture density parameters for the c components. The maximum likelihood estimate of maximizes J and @J @ = 0, gives us the update equations for the EM algorithm. However EM is not robust and also the number of components need to be specified. To make EM robust, we propose the following scheme.
Since we are using Gaussian mixtures for modeling the data, the value of p(x j j ) is indicative of the goodness of data vector x j in belonging to the mixture. The noise points would have low value for p(x j j ) while good points would have high values. To achieve robustness, we consider only a trimmed fraction of the data for computing the log-likelihood term. The objective function in (1) is modified as follows:
where p(x 1:N j ) : : : p(x N:N j ) are the ordered probabilities, and P is the number of data vectors used in the minimization. The second term in (2) is the entropy of the component cardinalities and is used to find the number of components in the mixture automatically. The algorithm starts with an over-specified number of components in the mixture, and as the algorithm proceeds, components compete to model the data. As a result of the competition introduced by the entropy term, components that model the data eficiently, grow and absorb the remaining components. This clumping of points results in the appropriate number of components required to model the data. Unfortunately, minimization of (2) cannot be achieved easily and we need to turn to exhaustive or random search for a proper solution. However, a heuristic algorithm for minimization of (2) can be derived by assuming that roughly the same pool of data vectors are used from one iteration to the next. Thus, the update equations in the RAGMD algorithm for the mean, covariance and a priori probabilities will then become: 
where, ij is the a posteriori probability of vector x j belonging to class i and is given below
The retention ratio, P=N, represents the percentage of points that are to be used in the estimation. We are currently working on determining this ratio automatically. However, in image retrieval applications, the noise level can be approximately estimated from training data. Therefore, in the experiments presented in this paper, we fix the retention ratio based on an assumed noise level. The choice of is critical to the effective performance of the agglomerative scheme, since it specifies the tradeoff between the required likelihood of the data and the number of components to be found. We choose to be the ratio of first term to the second term in (2) in each iteration t, i.e.,
We initialize RAGMD by running the EM algorithm for an over specified number of clusters. To provide a good transition from the non-agglomerative EM mode to the agglomerative mode of the RAGMD algorithm we increase the value of (t) gradually, starting from zero, and let it remain steady at its peak value. After the agglomeration results in the necessary component reduction, (t) is gradually made to decay to zero (see [10] for details).
As an example, Fig. 1(a) shows an overlapping mixture of 3 components (with 200, 200 and 250 points), that is corrupted by 48% uniform noise. The EM and RAGMD results are shown in Fig. 1(b) and (c) respectively. In the case of EM the appropriate number of components was specified and P was set to 0.5. The black squares represent the means of the components and the ellipses enclose all samples with a Mahalanobis distance less than 4. As expected, noise severely affects EM, while RAGMD succeeds in reducing the influence of noise and also determines the appropriate number of classes required to model the data.
Image Categorization and Retrieval
Mixture decomposition allows us to find the natural groupings in the data and represent each group by a component. By finding the natural components in the data, the task of retrieval is often reduced since the search for similar images is now restricted to a smaller domain of the database. Such a scheme is not guaranteed to be more accurate than an exhaustive search, but is most likely to provide a quick and good approxmiation.
After appropriate features are extracted from the images, the RAGMD algorithm can be applied on the feature vectors, where each vector represents an image. The RAGMD algorithm organizes the database by representing each group of similar images by one component. The RAGMD algorithm also finds the appropriate number of components required to model a given database, and this process is not influenced by outlier images (noise) in the database. The outlier images are also identified by the algorithm automatically. In case of high dimensional features a suitable dimensionality reduction scheme like the KL-transform can be used to reduce the original Ddimensional data set to D 0 < D dimensions.
For the results in this paper we use the VisTex texture image database avaliable at the MIT media lab. Some of the commonly used features for texture analaysis are runlength, co-occurences, local filter outputs such as Gabor filters [7] etc. It has been shown that features based on local filter outputs have outperformed all the others [12] . Manjunath and Ma [8] , have shown that Gabor features are quite reliable when used for retrieving images from the Brodatz texture set. For our experiments we use Gabor filter of four different scales and six orientations to extract the features. For all the examples presented here, the RAGMD algorithm was initialized by running the FCM algorithm for 15 iterations with the initial number of components = 25.
The retention ratio P , was set to 0.64, 0.9, and 0.9 for the three experiments presented here. In our first experiment we try to show the robustness of the RAGMD algorithm.
Four homogenous texture groups, Bark, Fabric, Metal and Water were used to create a new database. The database contained 896 images of size 64 64 pixels obtained by dividing 512 512 "mother" images (selected from the VisTex database) into 64 subimages. Two images from the Bark, Fabric, Metal texture groups were used to get 128 images per class, and three images from the water texture group were used to obtain 192 images. We then added 320 64 64 images randomly picked from the entire VisTex database. Examples of the sample images from each of the groups are shown in Fig. 2. Fig. 2(a-d) show 512 512 images from Bark, Fabric, Metal and Water texture groups and Fig. 2(e) shows 64 of the 320 noise images. From each of the 896 images, a feature vector was constructed using the mean and variance of the Gabor wavelet transform coeffiecients. The 48-D feature vector was then reduced to a 12-D vector using the KL-transform. The RAGMD algorithm was then run on this data and was succesful in finding the four classes in the database and also in isolating the noise images in the database. The confusion matrix of the classified textures is given in Table 1 . Examples of misclassified images are shown in Fig. 3 . The four classes obtained from the RAGMD algorithm were used to organize the image database. Table. 2 presents the retrieval rates obtained on this data set using RAGMD, EM and K-means [4] algorithms. When measuring retrieval rates only the non-noisy images were used. Since each 512 512 "mother image" contributed 64 images to our database, given a query image, ideally all the 64 "sibling images" should be retrieved. Therefore, we measure the retrieval rate as the number of "sibling images" retrieved out of the 64 sibling images . The results are shown for the cases when 64, 200 and 400 images were retrieved from the database in response to a query. From the results, we can see that the RAGMD algorithm performs better than the other two algorithms in retrieval accuracy.
For our next experiments we selected 85 images from the VisTex database that included both homogenous and non-homogenous textures. A database of 1360 images was created by selecting 16 128 128 images from each of the 85 images. Gabor features were extracted for every image and reduced to 12-D using the KL-transform. An exhaustive search using 2-norm (Euclidean distance) was performed for every image in the database and average retrieval rates for the 48-D data are shown in Table 3 . The scaled 1-norm [8] was also used to conduct an exhaustive search on the 12-D data. We also present the retrieval rates obtained by using K-means, EM, and RAGMD algorithms. For the Exhaustive search cases using the 2-norm and the scaled 1-norm, the entire database was searched to select the specified number of images in the order of decreasing similarity to the query. For the EM and the RAGMD cases, the a posteriori probabilities were used to decide which of the components the query belonged to. For the K-means case, the 2-norm was used to find the group closest to the query vector. Within the selected component, the 2-norm was used to find the most similar images. We also tried the Mahalanobis distance, but found no great advantage and in fact the retrieval took a longer time. The RAGMD algorithm found 13 clusters and the same number of clusters were specified to both the EM and the K-means algorithm. The RAGMD results are slightly better than the 12-D results from the exhaustive search using the scaled 1-norm, and also take an order of magnitude less time. The images closest to the prototypes in each of the 13 classes are shown in Fig. 4 . Although no external noise has been added to the features, almost all databases there is some amount of natural noise present. The RAGMD algorithm with P = 0.9, performed better than the EM algorithm since it is robust and less sensitive to initialization. In another similar experiment, we extracted 64 64 64 images from each of the 85 images to obtain a 5440 image database. The retrieval rates using different methods are presented in Table 4. The RAGMD found 17 components in the data and performs better than all other technqiues in considerably shorter time.
Conclusions
Image databases with similar groups of images can use mixture decomposition for efficient indexing and retrieval. We have shown the robustness capabilities of the RAGMD algorithm. We have also shown that the RAGMD algorithm is capable of automatically finding the appropriate number of classes needed to model the data. The retrieval rates are nearly as accurate or better than rates from other organization techniques and take an order of magnitude lesser time than exhaustive search. Currently we are working on extending the RAGMD algorithm to generate a hierarchical partition of the image database with the depth of the hierarchy being proportional to the resolution. Such a tree structure would further increase the retrieval speed. 
