In this study microdata from the Guatemala Household Survey are analyzed using a testable model of endogenous growth in order to estimate the external effects of education. In the first stage of the analysis a wage equation is estimated and the internal effects of education are filtered out. In the second stage the resulting industry wage premiums are regressed on average human capital as well as industry-specific characteristics to account for external effects. While stronger conclusions cannot be drawn, this analysis does not reject the hypothesis that external effects are present.
Introduction
The presence and persistence of substantial wage differentials between industries has been documented in a series of studies (see, for example, Krueger and Summers 1988; Gera and , Grenier 1994) . Interindustry wage differentials can result from: a) the normal functioning of competitive labor markets (compensating wage differentials or differences in human capital accumulation); b) institutional influences, mainly as a result of the presence (or absence) of a union; and c) efficiency wages paid in some industries; that is, employers finding that they can increase profits by paying workers wages that are above market rate.
In section 2, I briefly discuss the above listed alternative explanations and the possibility of testing these explanations using a Guatemalan microdata set, the 1989 Encuesta Nacional Socio-Demografica (ENS 1989) . In section 3, Lucas's (1988) hypothesis of the external effects of human capital is tested using a two stage approach: in the first stage, wage functions for individuals are estimated to isolate internal effects of education, while in the second stage industry wage premiums are regressed on industry-specific characteristics and average human capital in each industry in order to isolate any external effects.
Alternative explanations
If interindustry wage differentials are a result of a different mix of skills or job characteristics, then we would expect them to be smaller when a subgroup of workers that is 5 homogeneous in terms of tasks performed is used than when one uses all workers. An obvious way to test the above is to separate the sample into white-collar and blue-collar workers.
Separate wage functions for white and blue-collar workers as well as all workers were estimated' and the resulting estimated wage differentials (coefficients of the industry dummies in the wage function) for one-digit industries are given in table 1. The excluded category is agriculture.
The evidence provided goes against the explanation that interindustry wage differentials are, to a large extent, caused by differences in job characteristics. Dispersion of wage differentials for all workers, as measured by the standard deviation of differentials are not lower than the separately estimated differentials for white-collar and blue-collar workers.
A related explanation attributes interindustry wage differentials to differences in patterns of human capital accumulation across industries. Such differences include differences in individual characteristics such as level of educational attainment, age, gender, length of job tenure and firm size (which has been suggested as an important factor in explaining wage differentials (see Brown and Medoff 1989) ). a 1 Weighted least-squares were used. The dependent variable is the logarithm of hourly wages. The explanatory variables include years of schooling and its square, age and its square, two marital status dummies, one ethnicity dummy (indigenous/non-indigenous), one sex dummy, one firm size dummy, one urban/rural dummy, nine occupation dummies and eight (one digit) industry classification dummies. Dispersion of differentials, measured by the simple standard deviation of differentials, is almost identical. Therefore, differentials do not seem to be the result of older workers sharing larger rents.
The second panel considers two education groups, low (no schooling or primary education) and high (secondary school or university degree). The standard deviation of industry wage differentials for the low education group is more than twice that of the high education group. If, however, one outlier is omitted when calculating the standard deviation for the low education group, the difference in standard deviations narrows significantly, but a considerable difference still remains.
Since the dispersion is greater for employees with less specific human capital, interindustry wage differentials do not appear to be the result of more educated workers sharing a larger rent. 4 21 Industry dummies were derived by combining the one-digit industry variable and the occupation variable. While agriculture and mining are taken as homogeneous groups, employees in other industries are divided in more homogeneous groups, i.e., manual versus non-manual workers and when sample sizes permit professionals, administrators, office workers etc., within each industry.
Dispersion of wage differentials based on gender and firm size are substantial. Here, one would expect that dispersion would be greater for male employees and employees of larger firms. However, the data indicate otherwise, possibly suggesting that there is more arbitrariness in wage determination for females and employees of small firms.
Certain explanations of interindustry wage differentials could not be tested, as crucial variables are not part of the data set. In particular, differentials may reflect "compensating" differentials, the testing of which would require information on risk of injury and other health hazards, non-standard weeldy hours, or at least full-time versus part-time work.
Likewise, we cannot test an explanation which suggests (unmeasured) labor quality differences as a cause of wage differentials. Here, one needs longitudinal data to control for time-invariant unmeasured labor quality, possibly by estimating interindustry wage differentials estimated for a sample of industry changers and comparing them to those for a cross-section of workers.
Institutional explanations stress the extent of unionization across industries as a cause of wage differentials. If unions can raise wages in certain industries without suffering serious employment loss, this can lead to higher dispersion of differentials among unionized industries.
The absence of information on unionization in the Guatemalan data set did not allow testing of this hypothesis. Results obtained by Krueger and Summers (1988) using United States data and Gera and Grenier (1994) using Canadian data did not provide support for this hypothesis, however.
Past research points to efficiency wages as the most promising explanation of interindustry wage differentials. According to this explanation interindustry wage differentials are wage premiums which would not be observed if the labor market was functioning according 6 to a competitive labor market model (Gera and Grenier 1994) . Rationales for the efficiency wage hypothesis are provided by, among others, Akerlof and Yellen (1986) and Katz (1986) .
They suggest that some firms might pay a wage that is higher than the competitive wage to reduce turnover costs and shirking (see Salop 1979) , to increase work effort and loyalty of employees and to attract higher quality job applicants. The implication is that firms enjoy benefits from sharing rents. These benefits may be in the form of savings associated with lower quit rates. These savings may be as high as 1 to 2 percent of labor costs (Freeman and Medoff 1984) . Had the Guatemalan data set contained information on turover (quits), an investigation of the relationship between turnover and wage premiums would help to determine whether there is presence of rents (negative relationship between turnover and industry differentials) or compensating differentials (no relationship between turnover and industry differentials).
Empirical results by both Krueger and Summers (1988) and Gera and Grenier (1994) support the efficiency wages (rent-sharing) explanations.
Testing Lucas's assumption of external effects of human capital
In this section I look at the impact of human capital on wages and attempt to test Lucas's assumption of the external effects of human capital. Lucas (1988) describes how an individual's human capital investment can lead to external effects upon his co-workers by increasing their productivity and wages. Unlike most previous empirical investigations of the sources of growth (and most empirical tests of New Growth Theory), which were made using time-series and cross-section data, a two-stage microeconometric approach is used here, following Winter-Ebmer (1992).
Lucas assumes a production function involving capital, effective labor Oabor adjusted for skill level) and the average level of skill, intended to capture external effects of human capital.
Individuals maximize a utility function with respect to consumption and leisure. Solving the first-order conditions and following the optimality relation between capital and skill level, the real wage rate for a given skill level (the marginal product of skill) is determined.
In the first step internal effects of education are isolated using wage functions estimated using microdata, while in the second step the resulting industry wage premiums are regressed on average human capital as well as industry-specific characteristics to account for the external effects of human capital.
In filtering out internal effects to human capital a sample of workers between the ages of 18 to 65 is used to estimate an earnings function with the log of hourly wage 2 as the dependent variable, as follows (for a list of control variables, see footnote 1): logW = ao + aXY. + biZi + e A problem that had to be overcome was the absence of more detailed industry classification data beyond nine highly aggregated industry categories and, therefore, the absence of sufficient data points for the second stage regressions. The solution chosen is to use occupation in order to subdivide the broad industry classifications into homogeneous categories such as professionals in manufacturing, manual workers in electricity and so on; 21 such 2 Only income from worker's principal job is considered.
8 categories were created. The greater homogeneity of the resulting industry categories is an added benefit of this approach. This is because if an individual's human capital investment has external effects upon his co-workers, this is expected to occur more within a homogeneous group of workers; for example, within a group of manual workers in any given industry.
In the second step the coefficients of the industry dummies (b,) are regressed on industry Table 4 . Approximately half of the wage differentials are statistically significant or nearly statistically significant at the 5 percent level.
In the second stage I looked at external effects. If human capital has any external effects, industry wage premiums are expected to be higher in industries with average human capital.
Proxies for human capital are taken to be average years of schooling and average age (or A experience). No information of on-the-job training was available. Other control variables included are fraction male, fraction non-indigenous and fraction of workers in firms with less than 10 employees. Information on several other possibly relevant variables such as quit rates, industry concentration ratio and union density were not available. For control variables used see footnote 1. c.
Industry dummies were constructed by combining the one-digit industry vaiable and the occupation variable for: agriculture (control category), mining, four subgroups in manufacturing (professionals, administrators, office workers and manual workers), four subgroups in electricity, gas and water (same as above), two subgroups in construction (white-collar and blue-collar workers), two subgroups in commerce (professionals and administrators, other), three subgroups in transportation (professionals, administrators and office workers, manual workers), two subgroups in finance (professional and administrators, other), and two subgroups in services (professionals and sadministrators, other). No variable in any one of the four regressions is significant at the 5 percent level. The only variable that comes close to being significant is years of schooling in equation 1. However, there is a sign reversal when the fraction non-indigenous variable is present (equations 3 and 4).
The coefficient of average age is consistently positive but with a t-value of only about 1.
Likewise for fraction non-indigenous and the firm size variable; coefficients enter consistently with the correct sign but significant only at the 25-30 percent level. Overall, one can go as far as finding that external effects of human capital are not rejected by the data. Given the low number of industry categories and lack of additional control variables, stronger conclusions cannot be drawn.
Finally, some overall comments are in order. Traditional growth theory is based on the work of Solow (using a neoclassical production function). In this framework, increased use of factors of production does not lead to sustainable economic growth due to diminishing returns. The only source of sustained growth is technical change, which is exogenous. Solow does not discuss it extensively, although it is supposed to be the most important component of growth.
Endogenous growth models (new growth theory models) on the other hand, are questioning the assumption of diminishing returns. They in fact say that accumulation of factors of production such as labor and capital (including human capital) make the same or an increasing contribution to output as the economy becomes richer. This creates a role for governments in the growth process because in this framework increased investment in human capital would lead to faster growth.
Concerning the estimation of external effects of education I believe that the two-stage approach examined in this study which uses data at the industry level as opposed to crosssectional data for different countries is very promising. To be able to derive clear-cut results on the existence of external effects, one needs better data rather than a better model. In particular, a finer disaggregation of industries is essential if one is to have enough data points for the second-stage regression. A richer selection of human capital variables and variables on industry characteristics is also needed. The above seem to indicate that the existence of external 13 effects to education could be first tested using a data set from a country for which rich labor 
