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THE CYCLE STRUCTURE OF PERMUTATIONS WITHOUT
LONG CYCLES
DAVID JUDKOVICH
Abstract. We consider the cycle structure of a random permutation σ chosen uni-
formly from the symmetric group, subject to the constraint that σ does not contain
cycles of length exceeding r. We prove that under suitable conditions the distribu-
tion of the cycle counts is approximately Poisson and obtain an upper bound on
the total variation distance between the distributions using Stein’s method of ex-
changeable pairs. Our results extend the recent work of Betz, Scha¨fer, and Zeindler
in [2].
1. Introduction
The matching problem, which asks for the probability that a uniformly selected
permutation σ ∈ Sn has no fixed points, is one of the oldest problems in probability
theory. It is not difficult to show, using the inclusion-exclusion principle, that this
probability converges to 1/e as n → ∞, a result that was first given in [4] in 1708.
More generally, it is a classical result that for large n the number of fixed points of a
randomly chosen permutation on n letters is approximately distributed as a Poisson
random variable with mean 1; see, for example, [5].
One can also rephrase the matching problem in terms of cycles by noting that
the number of matches is exactly the number of 1-cycles. A natural extension is
to then consider the expected value and distribution of the number of k-cycles in
σ, a problem which was considered in [1]. The authors showed that if Cj is the
number of cycles of length j in σ and (Y1, Y2, ..., Yb) is a vector of independent Poisson
random variables with Yj ∼ Poi1/j, then the total variation distance between the
distributions of (C1, C2, ..., Cb) and (Y1, Y2, ..., Yb) decays to zero super-exponentially
fast as a function of n/b if and only if b = o(n). In the same paper the authors
showed that when conditioning on cycle counts Cj = cj for j ∈ J ⊂ {1, 2, ..., b} with∑
j∈J jcj = s ≤ n, the limiting distribution is (Z1, Z2, ..., Zb) where
Zj =
{
cj j ∈ J.
Yj otherwise
if (n−s)/b→∞ and Yj ∼ Poi1/j as before. While this result applies to permutations
without short cycles, it does not allow for conditioning on the absence of long cycles;
this opposite regime is the subject of this paper. Let
Srn = {σ ∈ Sn : σ does not contain a cycle of length exceeding r}.
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The set Srn was first studied by Goncharov in [5] in 1944. His estimates of the size of S
r
n
were further refined in [7], and we will make use of these results in what follows. More
broadly, the structure of different subsets of the symmetric group under the uniform
measure has been an active area of study. For example, the set of permutations with
cycle lengths belonging to a subset A ⊂ N is considered in [9].
Recently, in [2], it was shown that ifW = (W1,W2, ...,Wd) is a vector of independent
Poisson random variables with Yi ∼ Poi1/i, r > n
α for some 0 < α < 1, and d =
o(r/ log(n)) then
‖L(W )− L(Y )‖TV ≤ C
(
r
n
+
d log(n)
r
)
(1)
for some constant C. In this paper we will prove the following result.
Theorem 1. Suppose
√
n log(n) ≤ r ≤ n and d = o(r/ log(n/r)). Let Wk(σ) be
the number of k-cycles in a permutation σ chosen uniformly from Srn and let W =
(W1,W2, ...,Wd). Let Y = (Y1, Y2, ..., Yd) have independent coordinates with Yi ∼
Poi1/i. Let u = n/r. Then there exists a constant C > 0, independent of d, n, r, such
that
‖L(W )− L(Y )‖TV ≤
2d log(d) + 10d
n− 1
+ C
(d2 + du) log(u+ 1)
nr
.
In particular, when r ≥
√
n log(n) Theorem 1 provides a sharper bound than (1).
2. Background
In this section we state several lemmas and propositions that will be instrumental
in proving Theorem 1. The following result from [7] gives an estimate of the size of
the set Srn.
Proposition 2 ([7], Theorem 4). Suppose
√
n log(n) ≤ r ≤ n. Let u = n/r. Then
ν(n, r) :=
|Srn|
|Sn|
= ρ(u)
(
1 +O
(
u log(u+ 1)
r
))
.
where ρ is the Dickman function, the continuous solution to the difference-differential
equation
tρ′(t) + ρ(t− 1) = 0.
with initial condition ρ(t) = 1 for 0 ≤ t ≤ 1.
Remark. It is worth noting that in Proposition 2 the Big-O term does not approach
0 if r =
√
n log(n); it is Θ(1). However, then u =
√
n/ log(n) →∞ as n → ∞, and
ρ(u)→ 0 rapidly. Indeed, it was shown in [6] that
ρ(t) ≤
1
Γ(t+ 1)
.
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Lemma 3 ([8], Lemma 3). If t ≥ 1 and v > 0, v = O(1), then
ρ(t− v)
ρ(t)
= evξ(t)(1 +O(v/t))
where ξ := ξ(t) is the positive solution to the equation
eξ = 1 + tξ.
It was shown in [7] that if t > 1 then log(t) < ξ(t) ≤ 2 log(t).
Lemma 4. If
√
n log(n) ≤ r ≤ n,
ν(n− k, r)
ν(n, r)
= e
k
r
ξ(u)
(
1 +O
(
u log(u+ 1)
r
))
.
In particular,
ν(n− k, r)
ν(n, r)
= 1 +O
(
ξ(u)k + u log(u+ 1)
r
)
.
Proof. Recall that u = n/r. By Proposition 2,
ν(n− k, r)
ν(n, r)
=
ρ
(
u− k
r
) (
1 +O
(
(u−(k/r)) log(u−(k/r)+1)
r
))
ρ(u)
(
1 +O
(
u log(u+1)
r
)) .
Applying Lemma 3 yields
ν(n− k, r)
ν(n, r)
= e
k
r
ξ(u)
(
1 +O
(
k
ru
)) (1 +O ( (u−(k/r)) log(u−(k/r)+1)
r
))
(
1 +O
(
u log(u+1)
r
))
= e
k
r
ξ(u)
(
1 +O
(
k
n
))(
1 +O
(
u log(u+ 1)
r
))
.
Expanding exp
{
k
r
ξ(u)
}
in a Taylor series gives that
ν(n− k, r)
ν(n, r)
=
(
1 +
ξk/r
1!
+
ξ2(k/r)2
2!
+ · · ·
)(
1 +O
(
k
n
))(
1 +O
(
u log(u+ 1)
r
))
= 1 +O
(
ξ(u)k
r
+
u log(u+ 1)
r
)
completing the proof. 
3. Results
Let Ca denote the cycle containing a ∈ {1, ..., n} and let L(Ca) be its length.
Lemma 5. Let a ∈ {1, 2, ..., n}. Then for σ chosen uniformly from Srn,
P[L(Ca) = k] =
1
n
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
.
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Proof. There are
(
n−1
k−1
)
ways to select the remaining elements to be in the cycle Ca,
(k−1)! cycles that can be formed from these k elements, and |Srn−k| ways to permute
the remaining elements. Dividing by |Srn| yields(
n−1
k−1
)
(k − 1)!(n− k)!ν(n− k, r)
n!ν(n, r)
=
1
n
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
by Lemma 4. 
Proposition 6. Let σ be a uniformly chosen permutation from Srn and let W be the
number of k-cycles in σ. Then
E[W ] =
1
k
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
.
Proof. Let
Xi(σ) =
{
1 i is contained in a k-cycle
0 i is not contained in a k-cycle
for 1 ≤ i ≤ n. Because the Xi are identically distributed for each i ∈ {1, 2, ..., n}, by
the method of indicators and Lemma 5
EW =
1
k
n∑
i=1
EXi =
n
k
EX1 =
1
k
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
. 
The proof of Theorem 1 uses the following multivariate version of Stein’s method
of exchangeable pairs.
Theorem 7 ([3], Proposition 10). Let W = (W1,W2, ...,Wd) with Wi a non-negative
integer valued random variable. Let Y = (Y1, Y2, ..., Yd) have independent coordinates
with Yi a Poisson random variable with mean λi. Let W
′ = (W ′1,W
′
2, ...,W
′
d) be defined
on the same probability space as W with (W,W ′) an exchangeable pair. Then
‖L(W )− L(Y )‖TV ≤
d∑
k=1
αk
2
(
E
∣∣λk − ckP[Ak]∣∣ + E∣∣Wk − ckP[Bk]∣∣)
with αk = min{1, 1.4λ
−1/2}, ck > 0 for each k, and
Ak = {W
′
k = Wk + 1,Wj = W
′
j for k + 1 ≤ j ≤ d},
Bk = {W
′
k = Wk − 1,Wj = W
′
j for k + 1 ≤ j ≤ d}.
Remark. Although the estimate of Proposition 6 is only correct up to a constant factor
if r =
√
n log(n), we nevertheless take λk = 1/k in what follows. The remainder of
the proof shows that this is indeed the correct parameter.
Construct an exchangeable pair (σ, σ′) by choosing σ uniformly from Sn, choosing
a transposition τ uniformly from Sn and independently of σ, and setting
σ′ =
{
τ ◦ σ τ ◦ σ ∈ Srn.
σ otherwise.
Write W ′ = W (σ′).
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Lemma 8. For the random variables W,W ′ as defined above,
P[Ak] =
2
n− 1
+
2
n(n− 1)
n∑
a=1
(
− 1L(Ca)≤d+k + 1d<L(Ca)<2k
)
+
1
n(n− 1)
n∑
a=1
∑
b6=a
1Ca 6=Cb1L(Ca)+L(Cb)=k. (2)
If λk = 1/k and ck = n/2k, then
E
∣∣λk − ckP[Ak]∣∣ ≤ 1
2(n− k)
+
d+ 3k + 1
k(n− 1)
+O
(
ξ(u)k + u log(u+ 1)
nr
)
. (3)
Proof. We count the number of transpositions τ = (ab) such that the event Ak occurs.
Suppose first that a, b are contained in different cycles in the cycle structure of σ. Then
the number of k-cycles will increase by 1 if L(Ca) + L(Cb) = k.
Suppose now that a, b are contained in the same cycle in the cycle structure of σ
and that L(Ca) > k. There are L(Ca) transpositions that will break Ca into two
cycles, one of which has length k. Note, however, that if L(Ca) ∈ {k + 1, k+ 2, ..., d}
and Ca is broken into two cycles, then W
′
L(Ca)
= WL(Ca) − 1. Also, if L(Ca) ∈
{2k+ 1, 2k+ 2, ..., d+ k} then W ′L(Ca)−k = WL(Ca)−k +1. Furthermore, if L(Ca) = 2k
then W ′k = Wk + 2. Putting this together yields
P[Ak] =
2
n(n− 1)
n∑
a=1
(
1L(Ca)>d+k + 1d<L(Ca)<2k
)
+
1
n(n− 1)
n∑
a=1
∑
b6=a
1Ca 6=Cb1L(Ca)+L(Cb)=k.
Equation (2) then follows by writing 1L(Ca)>d+k = 1− 1L(Ca)≤d+k.
By the triangle inequality,
E
∣∣λk − ckP[Ak]∣∣ ≤ 1
k(n− 1)
+ E
[ 1
2k(n− 1)
n∑
a=1
∑
b6=a
1Ca 6=Cb1L(Ca)+L(Cb)=k
]
+ E
[ 1
k(n− 1)
n∑
a=1
1L(Ca)≤d+k + 1d<L(Ca)<2k
]
.
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For the first expectation we have
E
[ 1
2k(n− 1)
n∑
a=1
∑
b6=a
1Ca 6=Cb1L(Ca)+L(Cb)=k
]
= E
[ 1
2k(n− 1)
n∑
a=1
∑
b6=a
k−1∑
j=1
1Ca 6=Cb1L(Ca)=j1L(Cb)=k−j
]
=
1
2k(n− 1)
n∑
a=1
∑
b6=a
k−1∑
j=1
P[L(Cb) = k − j|Ca 6= Cb, L(Ca) = j]P[L(Ca) = j, Ca 6= Cb]
≤
1
2k(n− 1)
n∑
a=1
∑
b6=a
k−1∑
j=1
P[L(Cb) = k − j|Ca 6= Cb, L(Ca) = j]P[L(Ca) = j]. (4)
Applying Lemma 5 to (4) yields
E
[ 1
2k(n− 1)
n∑
a=1
∑
b6=a
1Ca 6=Cb1L(Ca)+L(Cb)=k
]
≤
1
2k(n− 1)
n∑
a=1
∑
b6=a
k−1∑
j=1
[
1
n(n− k)
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))]
≤
1
2(n− k)
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
.
Furthermore, by Lemma 5,
E
[ 1
k(n− 1)
n∑
a=1
1L(Ca)≤d+k + 1d<L(Ca)<2k
]
≤
d+ 3k
k(n− 1)
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
. 
Lemma 9. For the random variables W,W ′ as defined above,
P[Bk] =Wk −
2
n(n− 1)
n∑
a=1
∑
b6=a
(
− 1L(Ca)=k1L(Cb)≤d − 1L(Ca)=k1L(Cb)>r−k
+ 1L(Ca)=k1L(Cb)<k1L(Cb)>d−k
)
+
k − 1
n(n− 1)
n∑
a=1
1L(Ca)=k. (5)
If ck = n/2k, then
E
∣∣Wk − ckP[Bk]∣∣ ≤ d+ k − 1
k(n− k)
+
4
n− k
+O
(
ξ(u)k + u log(u+ 1)
nr
)
(6)
Proof. To decreaseW by 1, an existing k-cycle must be destroyed and no new k-cycles
can be created. If a ∈ {1, 2, ..., n} is in a k-cycle, then the k-cycle Ca is destroyed by
any transposition τ = (ab) with b 6∈ Ca or b ∈ Ca, b 6= a.
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In the first case, Ca can be combined with any cycle Cb such that L(Cb) > d and
L(Cb) ≤ r − k. Also, Ca can be combined with any cycle Cb with L(Cb) < d if
L(Cb) < k and L(Cb) + k > d. In the second case, where b ∈ Ca, there are k − 1
elements in the same cycle that can be paired with a. This yields
P[Bk] =
2
n(n− 1)
n∑
a=1
∑
b6=a
1L(Ca)=k
(
1L(Cb)>d1L(Cb)≤r−k + 1L(Cb)<k1L(Cb)>d−k
)
+
k − 1
n(n− 1)
n∑
a=1
1L(Ca)=k.
Noting that
1L(Cb)>d1L(Cb)≤r−k = (1− 1L(Ca)≤d)(1− 1L(Cb)>r−k) = 1− 1L(Ca)≤d − 1L(Cb)>r−k
because 1L(Ca)≤d1L(Cb)>r−k = 0 yields (5).
By the triangle inequality,
E
∣∣Wk−ckP[Bk]∣∣ ≤ E[ k − 1
2(n− 1)k
n∑
a=1
1L(Ca)=k
]
+ E
[ 1
(n− 1)k
n∑
a=1
∑
b6=a
1L(Ca)=k1L(Cb)>r−k
]
+ E
[ 1
(n− 1)k
n∑
a=1
∑
b6=a
(
1L(Ca)=k1L(Cb)≤d + 1L(Ca)=k1L(Cb)<k1L(Cb)>d−k
)]
.
By Lemma 5
E
[ k − 1
2(n− 1)k
n∑
a=1
1L(Ca)=k
]
≤
1
2k(n− 1)
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
and
E
[ 1
(n− 1)k
n∑
a=1
∑
b6=a
1L(Ca)=k1L(Cb)>r−k
]
≤
1
n− k
(
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
.
Furthermore,
E
[ 1
(n− 1)k
n∑
a=1
∑
b6=a
(
1L(Ca)=k1L(Cb)≤d + 1L(Ca)=k1L(Cb)<k1L(Cb)>d−k
)]
= E
[ 1
(n− 1)k
n∑
a=1
∑
b6=a
(
1L(Ca)=k1L(Cb)≤d,L(Cb)6=k + 1L(Ca)=k1L(Cb)=k
+ 1L(Ca)=k1L(Cb)<k1L(Cb)>d−k
)]
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and by Lemma 5
E
[ 1
(n− 1)k
n∑
a=1
∑
b6=a
(
1L(Ca)=k1L(Cb)≤d,L(Cb)6=k + 1L(Ca)=k1L(Cb)=k
+ 1L(Ca)=k1L(Cb)<k1L(Cb)>d−k
)]
≤
[
d− 1
k(n− k)
+
2
n− 1
+
k
k(n− k)
](
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
=
[
d+ k − 1
k(n− k)
+
2
n− 1
](
1 +O
(
ξ(u)k + u log(u+ 1)
r
))
. 
Proof of Theorem 1. By Theorem 7 and Lemmas 8 and 9,
‖L(W )− L(Y )‖TV ≤
d∑
k=1
αk
2
(
E
∣∣λk − ckP[Ak]∣∣+ E∣∣Wk − ckP[Bk]∣∣)
≤
d∑
k=1
1
2
[
2d+ 4k
k(n− k)
+
4
n− k
+O
(
ξ(u)k + u log(u+ 1)
nr
)]
≤
d∑
k=1
2d
kn
+
8
n
+O
(
ξ(u)k + u log(u+ 1)
nr
)
=
2dHd
n
+
8d
n
+O
(
d2ξ(u) + du log(u+ 1)
nr
)
where
Hd =
d∑
k=1
1
k
≤ log(d) + 1
is the dth harmonic number. 
Acknowledgments
Thank you to Elizabeth Meckes for many helpful discussions.
References
[1] Richard Arratia and Simon Tavare´. The cycle structure of random permutations. Ann. Probab.,
20(3):1567–1591, 1992.
[2] Volker Betz, Helge Scha¨fer, and Dirk Zeindler. Random permutations without macroscopic cycles.
arXiv e-prints, 1712.04738, 2017.
[3] Sourav Chatterjee, Persi Diaconis, and Elizabeth Meckes. Exchangeable pairs and Poisson ap-
proximation. Probab. Surv., 2:64–106, 2005.
[4] Pierre Re´mond de Montmort. Essay d’analyse sur les jeux de hazard. Chelsea Publishing Co.,
New York, second edition, 1980.
[5] V. Goncˇarov. On the field of combinatory analysis. Amer. Math. Soc. Transl. (2), 19:1–46, 1962.
[6] Adolf Hildebrand and Ge´rald Tenenbaum. Integers without large prime factors. J. The´or. Nom-
bres Bordeaux, 5(2):411–484, 1993.
THE CYCLE STRUCTURE OF PERMUTATIONS WITHOUT LONG CYCLES 9
[7] Eugenijus Manstavicˇius and Robertas Petuchovas. Local probabilities for random permutations
without long cycles. Electron. J. Combin., 23(1):Paper 1.58, 25, 2016.
[8] Ti Zuo Xuan. The average order of dk(n) over integers free of large prime factors. Acta Arith.,
55(3):249–260, 1990.
[9] A. L. Yakymiv. Random A-permutations: convergence to a Poisson process. Mat. Zametki,
81(6):939–947, 2007.
E-mail address : david.judkovich@case.edu
Department of Mathematics, Applied Mathematics, and Statistics, Case Western
Reserve University, 10900 Euclid Ave., Cleveland, Ohio 44106, U.S.A.
