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Vorwort
Die vorliegende Dissertation entstand begleitend zu einem DFG-Projekt,
dessen Zielsetzung die Entwicklung eines Simulationsmodells fu¨r den Wasser-
und Stoffhaushalt von Pflanzenwurzeln im Boden war. Erstmalig sollten da-
bei die Wurzeln in ihrer ra¨umlichen Baumstruktur betrachtet und Wasser-
und Stofftransport auf ihnen mit Differentialgleichungen auf Netzwerken mo-
delliert werden. Da es, sowohl was mathematische Theorie als auch die Ver-
fu¨gbarkeit geeigneter Software betrifft, nur recht wenig gab, auf das man
zuru¨ckgreifen konnte, und daru¨berhinaus auch Bodenphysik sowie pflanzen-
physiologische Aspekte in der Wurzel eine Rolle spielen, konnte jedoch in der
begrenzten Zeit nur ein erster Schritt in Richtung dieses Modells vollzogen
werden.
Wa¨hrend sich nun Kapitel 1 und 3 mit dem Boden-Wurzel-Projekt im en-
geren Sinn befassen, soll Kapitel 2 mit einem Exkurs u¨ber singula¨r gesto¨rte
Differentialgleichungen auf Netzwerken den mathematischen Anspruch der
Arbeit erfu¨llen. Diese drei Kapitel sind, wenn auch mit gewissem gegensei-
tigen Bezug, doch weitgehend unabha¨ngig voneinander.
Mein Dank gilt Herrn Professor Leugering fu¨r die Betreuung dieser Ar-
beit, sowie jedem einzelnen meiner Kollegen in der Arbeitsgruppe, die immer
fu¨r ein sehr gutes Arbeitsklima gesorgt haben, daru¨berhinaus jeglichen Per-
sonen, die mich moralisch unterstu¨tzt haben, und nicht zuletzt auch meinen
Eltern fu¨r die finanzielle Hilfe in der Zeit ohne Anstellung.
Kronach, im April 2002 Torsten Fischer
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Kapitel 0
U¨berblick
Die vorliegende Arbeit entstand im Zusammenhang mit einem Projekt, des-
sen Fernziel die Simulation des Wasser- und Stoffhaushalts in einem Boden-
Wurzel-System war. Erstmalig sollten dabei die Prozesse in der Wurzel durch
partielle Differentialgleichungen auf einem Netzwerk, welches in seiner Geo-
metrie der Wurzel entspricht, abgebildet werden. Da dies jedoch eine mathe-
matische Arbeit ist, geht es nicht vorrangig um eine mo¨glichst realistische
Simulation der Prozesse, sondern darum, numerische Verfahren anzugeben,
die fu¨r eine derartige Simulation geeignet sind.
In Kapitel 1 werden die Gleichungen dargestellt, um die es sich im wei-
teren Verlauf der Arbeit dreht. Erarbeitet werden in diesem Zusammenhang
die quasi-eindimensionale Betrachtung der Gleichungen entlang der Wur-
zela¨ste1, sinnvolle Bedingungen an den Wurzelknoten, durch die diese Glei-
chungen gekoppelt werden und schließlich ein Modell fu¨r die Kopplung von
Wurzel und Boden.
Im Bereich der Analysis konzentrieren wir uns auf lineare singula¨r ge-
sto¨rte Differentialgleichungen zweiter Ordnung auf Netzwerken. Damit wird
ein erster Schritt bei der Untersuchung der Diffusions-Advektions-Reaktions-
Gleichungen mit kleinem Diffusionsterm gemacht, die den Stofftransport ent-
lang der Wurzel beschreiben. Partielle Differentialgleichungen auf Netzwer-
ken sind gerade in letzter Zeit Gegenstand diverser Arbeiten, wie z. B. [1], [6],
[19], [24]. Nach Kenntnis des Autors gibt es jedoch bislang keine Vero¨ffentli-
chung mit Fokus auf singula¨r gesto¨rte Probleme. Allgemeine Untersuchungen
fu¨r singula¨r gesto¨rte Gleichungen finden sich in der Literatur unter ande-
rem in [11] und [22], einen U¨berblick gibt das Buch [30]. In Kapitel 2 wird
versucht, eine entsprechende Theorie fu¨r Netzwerk-Differentialgleichungen
zu erarbeiten. Dabei ist ein gewisses Augenmerk auch darauf gerichtet, daß
mo¨glichst wenig Anforderungen an die Regularita¨t der Koeffizienten der Dif-
ferentialgleichungen gestellt werden mu¨ssen. Denn diese sind nicht von vorne
1Wir verwenden diesen Begriff ku¨nftig immer, wenn von einem unverzweigten Teilstu¨ck
der Wurzel die Rede sein soll
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herein gegeben, sondern werden ihrerseits aus der Lo¨sung der Gleichung fu¨r
den Wassertransport erhalten. Auch Netzwerk-Differentialgleichungen erster
Ordnung werden betrachtet. Sie treten im Grenzfall bei verschwindenden
Diffusionskoeffizienten auf.
Kapitel 3 befaßt sich zuna¨chst mit der Problematik der Lo¨sung linea-
rer elliptischer Netzwerk-Differentialgleichungen mittels der Finite-Elemen-
te-Methode. Es bietet sich die Anwendung von Bereichszerlegungsverfahren
an, aber auch die direkte Lo¨sung mit Hilfe eines variationellen Ansatzes auf
dem gesamten Netzwerk. Schließlich ko¨nnen diese beiden Alternativen in
Form einer beliebigen Zerlegung des Netzwerks in Teilnetzwerke miteinan-
der kombiniert werden. Weitere Schwierigkeiten bereitet die Tatsache, daß
die Lo¨sung der fu¨r die Anwendung relevanten singula¨r gesto¨rten Differential-
gleichungen mit Finiten Elementen generell problematisch ist. Das ist wohl-
bekannt, und es gibt auch einige bewa¨hrte Abhilfen, fu¨r die man beispiels-
weise in [29] eine U¨bersicht findet, wie ku¨nstliche Diffusion und Upwind-
Schemata. Hier schlagen wir einen etwas anderen Weg ein und nehmen das
in [34] beschriebene Verfahren als Grundlage. Denn dieses ist dazu geeig-
net, eine spezielle Knotenbedingung, die im Grenzfall bei verschwindender
Diffusion auftritt und in Kapitel 2 hergeleitet wird, auszunutzen.
In der Simulation wird, sowohl im Boden als auch entlang der Wurzel,
Wassertransport mit der Methode von Ja¨ger und Kacˇur aus [17] und Stoff-
transport mit dem impliziten Euler-Zeitdiskretisierungsschema gelo¨st. Fu¨r
die linearen Probleme, die dafu¨r jeweils gelo¨st werden mu¨ssen, werden die
zuvor vorgestellten Verfahren benutzt. Die Kopplung von Boden und Wurzel
geschieht in expliziter Form auf dem zeitdiskreten Niveau, indem zu jedem
Zeitschritt Wasser- und Stoffaustauschraten festgelegt werden, die auf dem
Zustand des vorherigen Zeitschritts beruhen. Dies alles wird schließlich in
einem Simulationsbeispiel fu¨r ein einfaches Boden-Wurzel-Modell getestet.
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Kapitel 1
Modellierung von Wasser-
und Stofftransport im Boden
und in der Wurzel
Im Boden verwenden wir die Richards-Gleichung fu¨r den Wassertransport
und die lineare Dispersions-Advektions-Reaktions-Gleichung fu¨r den Stoff-
transport, was gewissermaßen Standard ist. Als Grundlage fu¨r die hier ge-
wa¨hlte Darstellung diente hauptsa¨chlich [36].
Wie eingangs schon angedeutet, fassen wir das Wurzelsystem in seiner
ra¨umlichen Netzwerkstruktur auf, um auf diesem Netzwerk Gleichungen fu¨r
Wasser- und Stofftransport zu rechnen. Diese Netzwerk-Gleichungen beste-
hen aus gewo¨hnlichen Differentialgleichungen auf den einzelnen Wurzela¨s-
ten zusammen mit geeigneten Bedingungen an den Knoten des Netzwerks.
Zwar gibt es bereits recht ausgefeilte Modelle fu¨r Wasser- und Stofftransport
entlang von Wurzela¨sten (z. B. [32]). Jedoch beruhen diese auf komplexen
pflanzenphysiologischen Zusammenha¨ngen, und ihre Anwendung wu¨rde ein
eingehendes Versta¨ndnis dieser Materie voraussetzen. Da dies nicht Schwer-
punkt dieser Arbeit sein soll, wurde hierfu¨r nur ein pragmatischer, allgemei-
ner Ansatz gewa¨hlt.
Schließlich wird eine Mo¨glichkeit vorgestellt, wie Wurzel und Boden
durch Wasser- und Stoffaustausch an den Wurzelspitzen und entlang der
Wurzel gekoppelt werden ko¨nnen. Aufgrund des Umstands, daß die Wur-
zel in ihrer ra¨umlichen Struktur erfaßt ist, ko¨nnen dem Boden ganz gezielt
dort Wasser und Na¨hrstoffe entzogen werden, wo sie die Wurzel aufnimmt.
Dies ist in bisherigen bekannten Boden-Wurzel-Modellen (z. B. [26], [33],
[10]) nicht mo¨glich. Dort wirkt die Wurzel nur in ihrer Gesamtheit auf den
Boden, etwa als kontinuierlicher Senkenterm.
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1.1 Wasser- und Stofftransport im Boden
Die Richards-Gleichung ist eine partielle Differentialgleichung zur Berech-
nung des volumetrischen Wassergehalts θ = θ(t, x) [−], den Anteil des Was-
servolumens am Bodenvolumen. Da der Boden kein homogenes Medium ist,
sondern sowohl Poren als auch sehr feste Bestandteile entha¨lt, deren Struk-
tur jedoch zu fein ist als daß sie im Detail in einer Simulation beru¨cksichtigt
werden ko¨nnte, muß es sich bei θ um eine gemittelte Gro¨ße handeln. Dies
setzt die Existenz eines repra¨sentativen Elementarvolumens voraus, siehe
[36].
Weitere Gro¨ßen, die eine Rolle spielen, sind der mittlere Geschwindig-
keitsvektor ν [LT−1]3 des Bodenwassers und die Flußdichte q [LT−1]3, die
definiert ist als
q = θν.
Aus einer lokalen Bilanz des Wasservolumens folgt die Kontinuita¨tsgleichung
dθ
dt
= −div q. (1.1)
Kernstu¨ck ist aber ist die sogenannte Darcy-Gleichung fu¨r ungesa¨ttigte
Bedingungen, die im wesentlichen empirisch begru¨ndet ist. Sie lautet
q = −K∇ψh. (1.2)
ψh [EV−1] ist ein ortsabha¨ngiges volumenbezogenes Potential. Die Potential-
differenz ∆ψh zweier Punkte im Boden dru¨ckt die Arbeit aus, die verrichtet
werden muß, um Wasser von der Menge eines Einheitsvolumens von einem
Punkt zum anderen zu bringen. In erster Linie mu¨ssen dabei Kapillarkra¨f-
te, aber auch die Schwerkraft, u¨berwunden werden. Gewo¨hnlich wird ein
Potentialunterschied aber nicht in seiner natu¨rlichen Einheit ausgedru¨ckt,
sondern durch den Ho¨henunterschied, der im Bezug auf die Ho¨henenergie
diesem entspricht. Der Grund dafu¨r ist, daß der Anteil der Schwerkraft in
ψh gesondert betrachtet werden muß, denn er geht nicht in die weiter unten
dargestellten Abha¨ngigkeiten ein. Mit der neuen Darstellung entspricht der
Schwerkraftanteil dem Wert der Ho¨henkoordinate z,
ψh = ψ + z.
Der u¨brige Anteil ψ [L] wird als Matrixpotential bezeichnet.
Im folgenden gehen wir davon aus, daß an jeder Stelle X im Boden unter
ungesa¨ttigten Bedingungen eine eindeutige Beziehung zwischen dem Wasser-
gehalt θ(X) und dem Matrixpotential ψ(X) herrscht. Diese Annahme trifft
in Wirklichkeit nicht zu. So ha¨ngt die Funktion ψ auch stark von der zeit-
lichen Vorgeschichte von θ ab. Da dieser Effekt, Hysterese genannt, jedoch
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nur sehr schwierig im Modell zu erfassen, geschweige denn in der Simulation
zu beru¨cksichtigen ist, werden wir ihn nicht beachten. Ebenso sei die Gro¨ße
K [LT−1]3×3 > 0, der sogenannte Leitfa¨higkeitstensor, an jedem Punkt X
eine Funktion von ψ(X) bzw. θ(X).
Unter den eben genannten Bedingungen lassen sich die Gleichungen (1.1)
und (1.2) zur Richards-Gleichung
q = −K(ψ,X)∇(ψ + z),
dθ(ψ,X)
dt
= −div q
(1.3)
kombinieren. Zusammen mit geeigneten Anfangs- und Randbedingungen lie-
fert diese Gleichung ein vollsta¨ndiges mathematisches Modell fu¨r eine Simu-
lation des Wassertransports.
Die Abbildungen 1.1 und 1.2 zeigen typische Kurvenverla¨ufe der Gro¨-
ßen θ und K in Abha¨ngigkeit vom Matrixpotential ψ. Dabei bezeichnet θs
den Sa¨ttigungswassergehalt und θr den sogenannten Restwassergehalt. Der
Restwassergehalt ist der Wasseranteil, der durch Anlegen eines Unterdrucks
an die Flu¨ssigkeitsphase des Bodens diesem nicht entzogen werden kann.
Die zur Berechnung des Stofftransports verwendete Diffusions-Advek-
tions-Reaktions-Gleichung fu¨r die Konzentration c [MV−1] eines gelo¨sten
Stoffes lautet
d(θc)
dt
= div(θD∇c− cq)− µθc, (1.4)
die sich mit Hilfe von (1.1) auch schreiben la¨ßt als
θ
dc
dt
= div(θD∇c)− q · ∇c− µθc. (1.5)
Es sei darauf hingewiesen, daß die Koeffizienten dieser Gleichung u¨ber die
Gro¨ßen θ und q von der Lo¨sung ψ der Richards-Gleichung (1.3) abha¨ngen.
Der Abbaukoeffizient µ [T−1] ist eine Konstante, die nur von der Natur des
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Abbildung 1.2: K in Abha¨ngigkeit von ψ
gelo¨sten Stoffes abha¨ngt. Der Dispersionskoeffizient D [L2T−1] setzt sich
zusammen aus
D = D0 + λ|ν|,
wobei D0 > 0 den Effekt der molekularen Diffusion wiedergibt und der
u¨brige Term, der normalerweise u¨berwiegt, fu¨r die sogenannte Dispersion1
steht, die von der Porenfließgeschwindigkeit ν abha¨ngig ist. Wegen
q = θν
schreibt sich (1.5) auch
θ
dc
dt
= div
(
(θD0 + λ|q|)∇c
)− q · ∇c− µθc. (1.6)
U¨ber den Reaktionsterm ko¨nnen auch mehrere solche Gleichungen, die je-
weils verschiedenen Substanzen in Lo¨sung entsprechen, gekoppelt werden.
θ
dc1
dt
= div
(
(θD01 + λ1|q|)∇c1
)− q · ∇c1 − µ11θc1 − µ12θc2,
θ
dc2
dt
= div
(
(θD02 + λ2|q|)∇c2
)− q · ∇c2 − µ21θc1 − µ22θc2.
Die Sorption von Stoffen an der festen Bodenmasse lassen wir der Ein-
fachheit halber unberu¨cksichtigt.
1.2 Wasser- und Stofftransport in der Wurzel
Fu¨r die Prozesse im Inneren der Wurzel verwenden wir Gleichungen a¨hn-
lichen Typs wie im Boden. Fu¨r den Wassertransport entlang eines Wur-
zelasts geben wir einen mo¨glichst allgemein gehaltenen, potentialorientierten
1ein stro¨mungsbedingter Zerstreuungseffekt, verursacht durch die unregelma¨ßige Struk-
tur des Bodens
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Ansatz, und fu¨r den Stofftransport verwenden wir eine lineare Diffusions-
Advektions-Reaktions-Gleichung. Ziel dieses Abschnitts ist es, ein Modell
zu entwickeln, in dem die Wurzel als ein Netzwerk bestehend aus eindimen-
sionalen Kanten und Knoten betrachtet werden kann.
Zuna¨chst einmal stellen wir uns einen Wurzelast als Ro¨hre vor, die in
einem dreidimensionalen Koordinatensystem in z-Richtung verla¨uft (siehe
Abbildung 1.3). Im weiteren Verlauf bezeichnen wir Funktionen, die von
drei Raumkoordinaten X = (x, y, z) abha¨ngen, mit Großbuchstaben und
die anderen, die auf der reellen Achse definiert sind, mit Kleinbuchstaben.
P = P (t,X) sei Lo¨sung einer verallgemeinerten Richards-Gleichung
Q = −G(P,∇P,X),
dΘ(P,X)
dt
= −divQ
(1.7)
auf dieser Ro¨hre. Q bezeichne die Flußdichte, P das Potential und Θ den vo-
lumetrischen Wassergehalt. Unter der folgenden Bedingung la¨ßt sich P auch
aus der Lo¨sung einer Differentialgleichung auf der reellen Achse gewinnen.
Bedingung 1.1. Die Funktionen P0 := P (0, ·), Θ und G ha¨ngen nicht von
(x, y) sondern nur von der z-Koordinate ab. Daru¨berhinaus gelte fu¨r die
Funktion G=G(P,Ξ, X) (Ξ = (ξx, ξy, ξz))
eTxG(P, ξzez, X) = 0, (1.8)
eTyG(P, ξzez, X) = 0, (1.9)
eTz G(P, ξzez, X) = e
T
z G(P,Ξ, X), (1.10)
wobei mit ex, ey und ez die jeweiligen Einheitsvektoren gemeint sind.
Sei nun Bedingung 1.1 erfu¨llt. Dann machen folgende Definitionen Sinn.
g(p, ξ, z) := eTz G(p, ξez, X),
θ(p, z) := Θ(p,X),
p0(z) := P0(X).
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Abbildung 1.3: Wurzelast
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Sei nun p = p(t, z) Lo¨sung von
q = −g(p, dp
dz
, z),
dθ(p, z)
dt
= −dq
dz
,
p(0, z) = p0(z).
(1.11)
Dann ist die Funktion P , gegeben durch
P (t,X) := p(t, z), (1.12)
Lo¨sung von (1.7). Denn fu¨r Q := −G(P,∇P,X) gilt
divQ =
d
dz
eTz Q
und
eTz Q = −eTz G(P,∇P,X)
(1.10)
= −eTz G(P,
dP
dz
ez, X)
= −g(p, dp
dz
, z),
da P , G und damit auch Q nicht von (x, y) abha¨ngen. Daru¨berhinaus erfu¨llt
P an der Außenwand der Ro¨hre die Neumann-Randbedingung
dP
dn
= 0 (n: a¨ußere Normale).
Aus (1.8) und (1.9) folgt, daß man diese Randbedingung auch mit Hilfe der
Flußdichte ausdru¨cken kann durch
Q · n = 0.
Wie schon angedeutet, verwenden wir fu¨r die Berechnung des Stofftrans-
ports eine Diffusions-Advektions-Reaktions-Gleichung. Der Unterschied zur
Dispersions-Advektions-Reaktions-Gleichung besteht einzig darin, daß der
Koeffizient D nur noch aus dem konstanten Diffusionsanteil D0 > 0 besteht.
Um ein eindimensionales Modell zu erhalten, verfahren wir a¨hnlich wie beim
Wassertransport. Mit
q = eTz Q
erha¨lt man aus einer Lo¨sung c = c(t, z) von
θ
dc
dt
=
d
dz
(θD
dc
dz
)− q dc
dz
− µθc,
c(0, z) = c0(z)
(1.13)
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stets auch eine Lo¨sung von
Θ
dC
dt
= div
(
ΘD∇C)−Q · ∇C − µΘC,
C(0, X) = c0(z),
(1.14)
indem man C(t,X) := c(t, z) setzt, unter der Voraussetzung, daß Θ und Q
nicht von (x, y) abha¨ngen. Dies ist natu¨rlich immer der Fall, wenn man Θ
aus (1.12) erhalten hat. Fu¨r C gilt an der Außenwand die Randbedingung
dC
dn
= 0.
Zum fertigen eindimensionalen Wurzel-Netzwerkmodell sind fu¨r die Glei-
chungen (1.11) und (1.13) noch Bedingungen an den Verzweigungsknoten der
Wurzel notwendig. Um sie zu formulieren, fu¨hren wir die Indexmengen I fu¨r
die Menge aller Wurzela¨ste (Kanten) und J fu¨r die Menge aller Knoten ein.
Fu¨r jeden Knoten J ∈ J sei IJ die Menge der Indizes der in diesen Knoten
einmu¨ndenden Kanten. Weiter gebe diJ die Richtung der Parametrisierung
der Kante i im Bezug auf den Knoten J an. Diese Notation wird zu Beginn
von Kapitel 2 anhand eines abstrakten Netzwerks pra¨zisiert.
Wir betrachten, zuna¨chst dreidimensional, einen solchen Verzweigungs-
knoten J , in den |IJ | Wurzela¨ste mu¨nden. Fu¨r alle i ∈ IJ seien Ii die
Schnittstellen zwischen dem unmittelbaren Knotenbereich, der in Abbildung
1.4 schattiert und mit ω bezeichnet ist, und den Wurzela¨sten.
Wir stellen jetzt eine Bilanz des Gesamtwasservolumens auf ω u¨ber einen
kurzen Zeitraum [t, t+∆t] auf. Dabei bezeichne qi(t) die Flußdichte im Wur-
zelast i ∈ IJ auf Ho¨he von Ii und W (t) das Volumen der Gesamtwassermen-
ge in ω. Falls kein Wasser von außerhalb in die Wurzel aufgenommen wird,
gilt
W (t+ ∆t)−W (t) =
∑
i∈IJ
∫ t+∆t
t
diJqi(u)Ai du
=⇒ lim
∆t↘0
W (t+ ∆t)−W (t)
∆t
=
∑
i∈IJ
lim
∆t↘0
1
∆t
∫ t+∆t
t
diJqi(u)Ai du
=
∑
i∈IJ
diJqi(t)Ai.
(1.15)
Ausgehend davon, daß die im Knotenbereich gespeicherte Wassermenge,
und auch ihre zeitliche A¨nderung, im Vergleich zum Durchsatz geringfu¨gig
ist, vernachla¨ssigen wir die linke Seite in (1.15) und legen die Kirchhoff-
Bedingung ∑
i∈IJ
diJqi(t)Ai = 0 (1.16)
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Abbildung 1.4: Wurzelverzweigungsknoten
fest.
Daneben stellen wir noch die Stetigkeitsbedingung
pJ(t) := pk(t) = pl(t) ∀k, l ∈ IJ (1.17)
an allen Knoten J ∈ J auf. Sie ru¨hrt von der natu¨rlichen Annahme her,
daß sich das Potential p, das mit dem Wassergehalt einhergeht, auch an
einem Knoten nicht sprunghaft a¨ndert. Automatisch folgt daraus auch die
Stetigkeit des Wassergehalts
θJ(t) := θk(t) = θl(t) ∀k, l ∈ IJ . (1.18)
Um eine Bedingung fu¨r den Stofftransport am Knoten zu erhalten, stellen
wir eine Stoffmengenbilanz im Knotenbereich ω auf. Fu¨r die Gesamtstoff-
menge S(t) gilt
S(t+ ∆t)− S(t) =
∫
ω
(ΘC)(t+ ∆t,X) dX −
∫
ω
(ΘC)(t,X) dX
=
∫
ω
∫ t+∆t
t
d
dt
(ΘC)(u,X) du dX
(1.14)
=
∫
ω
∫ t+∆t
t
div
(
ΘD∇C − CQ)− µΘC du dX
=
∫ t+∆t
t
∫
ω
div
(
ΘD∇C − CQ) dX du
−
∫ t+∆t
t
∫
ω
µΘC dX du.
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Wendet man darauf den Gaußschen Integralsatz an, unter Verwendung, daß
Stoffaustausch nur u¨ber die Schnittstellen Ii, nicht aber u¨ber den Außenrand
des Knotenbereichs stattfindet, so erha¨lt man
S(t+ ∆t)− S(t)
=
∫ t+∆t
t
(∑
i∈IJ
∫
Ii
(
ΘD∇C − CQ) · nds− ∫
ω
µΘC dX
)
du
=
∫ t+∆t
t
(∑
i∈IJ
diJ
(
θiD
dci
dx
− ciqi
)
Ai −
∫
ω
µΘC dX
)
du
(1.18)
=
∫ t+∆t
t
(∑
i∈IJ
diJ(θJD
dci
dx
− ciqi)Ai −
∫
ω
µΘC dX
)
du.
Daraus folgt
S(t+ ∆t)− S(t)
∆t
∆t↘0→
∑
i∈IJ
diJ(θJ(t)D
dci
dx
(t)− ci(t)qi(t))Ai
−
∫
ω
µΘ(t)C(t) dX
(1.16)
= θJ(t)D
∑
i∈IJ
diJ
dci
dx
(t)Ai −
∫
ω
µΘ(t)C(t) dX.
Mit dem analogen Argument wie beim Wassertransport, na¨mlich daß die
im Knotenbereich gespeicherte Stoffmenge gegenu¨ber dem Stoffdurchsatz in
erster Na¨herung vernachla¨ssigt werden kann, erhalten wir die Knotenbedin-
gung
θJ(t)
∑
i∈IJ
diJ
dci
dx
(t)Ai = 0. (1.19)
Außerdem fordern wir noch die Stetigkeit der Konzentrationen am Kno-
ten, na¨mlich
cJ(t) := ck(t) = cl(t) ∀k, l ∈ IJ . (1.20)
1.3 Kopplung von Boden und Wurzel
Um die Aufnahme von Wasser und Na¨hrstoffen der Wurzel aus dem Bo-
den zu beschreiben, verfolgen wir zwei verschiedene Ansa¨tze. Der, auf den
gro¨ßeres Gewicht gelegt wird, ist die Aufnahme an den Wurzelknoten, ins-
besondere an den Wurzelspitzen. Die andere Mo¨glichkeit ist die Aufnahme
u¨ber die Wurzela¨ste auf ihrer gesamten La¨nge.
Die Aufnahme von Wasser an einem Wurzelknoten J aus dem Boden zu
einem bestimmten Zeitpunkt kann durch die Aufnahmerate RJW , eine Gro¨ße
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der Einheit ,Wasservolumen pro Zeit‘, charakterisiert werden. In unserem
Modell ergibt sich RJW aus den Daten pJ im Knoten selbst und ψ(XJ) im
Boden an der Stelle XJ , an der sich der Knoten J im Boden befindet, u¨ber
eine geeignete Funktion αJ durch
RJW = αJ(ψ(XJ), pJ) = R
J,max
W α
∗(ψ(XJ), pJ). (1.21)
RJ,maxW ist die maximale Aufnahmerate am Wurzelknoten. Falls der Wur-
zelknoten eine Wurzelspitze ist, bietet es sich an, RJ,maxW proportional zur
Querschnittsfla¨che des Wurzelasts zu wa¨hlen. Fu¨r die Funktion α∗ nehmen
wir das Modell in [12] als Grundlage.
Die so ermittelte Aufnahmerate RJW geht als rechte Seite in die Knoten-
bedingung (1.16) ein. Wie in (1.15) erhalten wir im Knoten J∑
k∈IJ
dkJqkAk = −RJW .
Auf der anderen Seite muß die von der Wurzel aufgenommene Wassermen-
ge dem Boden entzogen werden. Dazu fu¨hren wir fu¨r jeden Knoten J auf
einer kleinen Umgebung ωJ des Punktes XJ (siehe Abbildung 1.5) einen
Senkenterm SJW ein. Die Kontinuita¨tsgleichung in (1.3) wird so zu
dθ(ψ,X)
dt
= −div q −
∑
J∈J
SJW .
Den Senkenterm wa¨hlen wir auf ωJ konstant gleich 1|ωJ |R
J
W , setzen also fu¨r
alle Knoten J ∈ J
SJW =
1
|ωJ |R
J
W IωJ .
Damit ist die Wasservolumenbilanz zwischen Boden und Wurzel ausgegli-
chen.
Tabelle 1.1 gibt eine U¨bersicht der Gleichungen fu¨r den Wassertransport.
Mit dem gleichen Prinzip erha¨lt man ein System fu¨r den Stofftransport,
indem man die Rate RS des Stoffmengenaustausches durch eine Funktion
RJS = β(ψ(XJ), pJ , c(XJ), cJ)
festlegt. Die Gleichungen fu¨r den Stofftransport sind in Tabelle 1.2 zusam-
mengefaßt.
Die Aufnahme entlang eines Wurzelastes soll nur kurz anhand der Was-
seraufnahme angedeutet werden. Die Wasseraufnahmerate, eine auf dem
Wurzelast variable Gro¨ße mit der Einheit ,Wasservolumen pro Zeit und Wur-
zella¨nge‘, ergibt sich auch in diesem Fall aus den lokalen Daten ψ im Boden
und p auf dem Wurzelast. Diese ermittelte Aufnahmerate wird auf dem
16
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Abbildung 1.5: Anbindung der Wurzel an den Boden u¨ber kleine Bodenkom-
partimente, hier schattiert
Im Boden
q = −K(ψ,X)∇(ψ + z),
dθ(ψ,X)
dt
= −div q −
∑
J∈J
SJW
Auf jeder Kante
i ∈ I
qi = −g(pi, p′i),
dθ(pi, x)
dt
= −q′i
Fu¨r jeden Knoten
J ∈ J
RJW = αJ(ψ(XJ), pJ),∑
k∈IJ
dkJqkAk = −RJW ,
SJW =
1
|ωJ |R
J
W IωJ
Tabelle 1.1: Gleichungen fu¨r den Wassertransport
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Im Boden
θ
dc
dt
= div
(
(θD0 + λ|q|)∇c
)
− q · ∇c− µθc−
∑
J∈J
SJS
Auf jeder Kante
i ∈ I θi
dci
dt
= (θiDc′i)
′ − qic′i − µθici
Fu¨r jeden Knoten
J ∈ J
RJS = β(ψ(XJ), pJ , c(XJ), cJ),
θJD
∑
k∈IJ
dkJck
′Ak = RJS + cJ
∑
k∈IJ
dkJqkAk,
SJS =
1
|ωJ |R
J
SIωJ
Tabelle 1.2: Gleichungen fu¨r den Stofftransport
Abschnitt des Wurzelasts, der das Bodenkompartiment ω durchla¨uft (siehe
Abbildung 1.5), auf die rechte Seite der Kontinuita¨tsgleichung von (1.11)
geschlagen. Im Gegenzug wird wieder ein Senkenterm auf ω erzeugt, der
konstant ist und dem entnommenen Wasservolumen entspricht. Dieser geht
in die rechte Seite von (1.3) ein.
Die Vorgehensweise, Boden und Wurzel u¨ber kleine Bodenkompartimen-
te zu koppeln, hat den praktischen Grund, daß mit den hier verwendeten
Finite-Elemente-Verfahren eine Unterteilung des Bodens in kleine Kompar-
timente schon zur Verfu¨gung steht.
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Kapitel 2
Singula¨r gesto¨rte elliptische
Differentialgleichungen auf
1-dimensionalen Netzwerken
2.1 Einfu¨hrung
2.1.1 Netzwerknotationen
Ein Netzwerk sei repra¨sentiert durch eine endliche Menge V von Punkten
(Knoten) im Raum Rn (n ≥ 1) und eine endliche Menge E von Kurven
(Kanten) endlicher La¨nge, deren Anfangs- und Endpunkte in der Menge V
enthalten sein mu¨ssen. Mit den Indexmengen I und J (|I| <∞, |J | <∞)
schreiben wir
V = {ΓJ | J ∈ J },
E = {Ωi| i ∈ I}.
Wie bereits angedeutet, sind alle ΓJ Punkte in Rn. Fu¨r alle i ∈ I sei
Ωi ⊂ Rn das Bild einer Jordan-Kurve ki im Rn mit endlicher La¨nge li, und
pii die bis auf ihre Laufrichtung eindeutige Bogenla¨ngenkurve von ki, die das
Intervall [0, li] auf Ωi abbildet.
Die Bedingung, daß Anfangs- und Endpunkt einer jeden Kurve Ωi in der
Knotenmenge V sein mu¨ssen, bedeutet mit der eben eingefu¨hrten Notation,
daß es fu¨r alle i ∈ I Indizes J−i , J+i ∈ J gibt mit
pii(0) = ΓJ−i und pii(li) = ΓJ+i .
Es folgen nun weitere Notationen. Wir definieren fu¨r alle i ∈ I
Ji = {J−i , J+i }
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und fu¨r alle J ∈ J
IJ = {i ∈ I| J ∈ Ji}.
Dies induziert eine Relation R auf I × J , welche dadurch definiert ist, daß
fu¨r alle i ∈ I und J ∈ J gilt
Ji = R(i),
IJ = R−1(J).
Diese Relation ist insbesondere ein Graph, den man auch als gerichtet auffas-
sen kann, wenn man die Laufrichtungen der Bogenla¨ngenkurven in Betracht
zieht. In diesem Zusammenhang definieren wir noch fu¨r beliebige i ∈ I und
J ∈ J
diJ =

−1, falls J = J−i ,
1, falls J = J+i ,
0, sonst.
Die hier vorgestellte Netzwerkdefinition entspricht den Definitionen in
[6] und [1], und paßt in den allgemeinen Rahmen, der in [23] beschrieben
ist. Lediglich auf Glattheitsforderungen der Kurven pii verzichten wir, da
wir von vorneherein nur Differentialgleichungen auf den Intervallen (0, li)
betrachten. Deshalb bezeichnen wir der Einfachheit halber im folgenden das
Intervall (0, li) mit Ωi.
2.1.2 Problemstellung
Fu¨r alle i ∈ I wird ein elliptischer Differentialoperator folgender Gestalt be-
trachtet. i ∈ C0(Ωi) sei eine positive Funktion, die von der 0 wegbeschra¨nkt
ist, d. h. es gibt eine Konstante τi mit i ≥ τi > 0. Außerdem seien weitere
reellwertige Funktionen βi, γi ∈ C1(Ωi)∩C0(Ωi) mit auf Ωi beschra¨nkten er-
sten Ableitungen β′i, γ
′
i und die reellwertige Funktion αi ∈ C0(Ωi) gegeben.
Auf jeder Kante i ∈ I betrachten wir den Differentialoperator
Aiui = −
(
iui
′ + βiui
)′ + γiu′i + αiui.
Fu¨r unsere Untersuchungen nehmen wir nun an, daß sich die Menge der
Knoten aus homogenen Dirichlet- und homogenen Neumannknoten zusam-
mensetzt.
J = JD ∪˙ JN .
Mit den Ra¨umen
Hi := L2(Ωi),
Vi :=
{
ui ∈ H1(Ωi)| ui(ΓJ) = 0 ∀J ∈ Ji ∩ JD
}
,
D(Ai) :=
{
ui ∈ Vi|Aiui ∈ Hi
}
=
{
ui ∈ Vi| (iu′i)′ ∈ Hi
}
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betrachten wir auf allen Kanten i ∈ I des Netzwerks den linearen Operator
Ai im Raum Hi mit Definitionsbereich D(Ai). Diese Differentialoperatoren
kann man mit Hilfe der folgenden Transmissionsbedingungen zu einem Ope-
rator auf dem ganzen Netzwerk zusammensetzen, siehe auch [1].
(T0): Sei
u ∈
∏
i∈I
Vi.
Wir sagen, u erfu¨llt (T0), falls fu¨r alle J ∈ JN gilt
ui1(ΓJ) = ui2(ΓJ) ∀ i1, i2 ∈ IJ . (2.1)
In diesem Fall bezeichnen wir den Ausdruck in (2.1) mit u(ΓJ).
(T1): Sei
u ∈
∏
i∈I
D(Ai),
u erfu¨lle (T0). Es sei
ρJ(u) :=
∑
i∈IJ
diJ
(
(iui′)(ΓJ) + (βiui)(ΓJ)
)
=
∑
i∈IJ
diJ(iui′)(ΓJ) +
(∑
i∈IJ
diJβi(ΓJ)
)
u(ΓJ).
Wir sagen, u erfu¨llt (T1), falls fu¨r alle J ∈ JN gilt
ρJ(u) = 0.
(T0) schreibt Stetigkeit an den Knoten vor, (T1) ist eine verallgemeinerte
Kirchhoff-Bedingung.
Mit diesen Transmissionsbedingungen sind die folgenden Ra¨ume von
Funktionen auf dem ganzen Netzwerk definiert.
H :=
∏
i∈I
Hi,
V :=
{
u ∈
∏
i∈I
Vi : u erfu¨llt (T0).
}
,
D(A) := {u ∈ V : u ∈∏
i∈I
D(Ai), u erfu¨llt (T1).
}
,
Wir definieren den Operator
A :=
∏
i∈I
Ai
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im Hilbertraum H mit Definitionsbereich D(A).
Im weiteren Verlauf dieses Kapitels geht es um Existenz- und Eindeutig-
keitsaussagen fu¨r das Problem, zu einer gegebenen rechten Seite f ∈ H eine
Funktion u ∈ D(A) zu finden mit
Au = f,
sowie um die Evolutionsgleichung
du
dt
= −Au.
Dabei werden wir immer die Tatsache im Auge behalten, daß die Koeffizien-
ten i klein sind, und auch versuchen, Aussagen daru¨ber zu machen was pas-
siert, wenn diese Koeffizienten gegen Null konvergieren. Da man bei diesem
Konvergenzprozeß mit Differentialgleichungen erster Ordnung konfrontiert
wird, werden wir auch diese betrachten. Vorher geben wir aber auch einige
Tatsachen u¨ber Differentialgleichungen auf beschra¨nkten Intervallen an, die
als Grundlage fu¨r die Untersuchung der Netzwerk-Differentialgleichungen
dienen.
2.2 Lineare Differentialoperatoren auf einem be-
schra¨nkten Intervall
2.2.1 Differentialoperatoren erster Ordnung
Sei Ω = (a, b) ein beschra¨nktes Teilintervall der reellen Zahlen mit a, b ∈ R
und a < b.
Fu¨r eine Zahl p mit 1 ≤ p ≤ ∞ betrachten wir den Raum Lp(Ω), der
alle Lebesgue-meßbaren komplexwertigen Funktionen auf Ω entha¨lt, fu¨r die
‖u‖ :=
(∫
Ω
|u(x)|p dx
) 1
p
<∞,
falls p <∞, und
‖u‖ := sup
x∈Ω
|u(x)| <∞,
falls p =∞. Lp(Ω) ist mit der Norm ‖ · ‖ ein Banachraum.
Der zu p duale Exponent p′ sei gegeben durch die Gleichung
1
p
+
1
p′
= 1.
Fu¨r Funktionen u ∈ Lp(Ω), v ∈ Lp′(Ω) ist deren Produkt uv im Raum
L1(Ω), und es gilt die Ho¨ldersche Ungleichung∫
Ω
|uv| dx ≤ ‖u‖Lp(Ω)‖v‖Lp′ (Ω).
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Aufgrund dieser Ungleichung ko¨nnen wir die Abbildung
Lp
′
(Ω)→ (Lp(Ω))?,
u 7→ Ju :=
∫
Ω
u · dx
formulieren. Diese Abbildung ist eine isometrische Einbettung, denn es gilt
stets
‖Ju‖(Lp(Ω))? = ‖u‖Lp(Ω).
Falls 1 ≤ p <∞, ist diese Abbildung auch surjektiv, also
Lp
′
(Ω) ' (Lp(Ω))?.
Fu¨r jede lokal Lebesgue-integrierbare Funktion u kann eine distributio-
nelle Ableitung u′ erkla¨rt werden durch
u′ : C∞0 (Ω)→ C,
ϕ 7→ −
∫
Ω
uϕ′ dx.
Dies ist eine Verallgemeinerung der klassischen Differentiation, wenn man
Funktionen u aus der Menge der lokal Lebesgue-integrierbaren Funktionen,
insbesondere solche aus Lp(Ω), gema¨ß der Abbildung
u 7→ Tu,
mit
Tu : C∞0 (Ω)→ C,
ϕ 7→
∫
Ω
uϕdx.
identifiziert.
Fu¨r Funktionen u ∈ Lp(Ω) mit distributioneller Ableitung u′ ∈ Lp(Ω)
ko¨nnen in sinnvoller Weise stetig von der Funktion abha¨ngige Randwerte
zugeordnet werden. Es gilt
|u(t)| ≤ C(‖u‖+ ‖u′‖) ∀t ∈ ∂Ω.
Sei zusa¨tzlich v ∈ Lp′(Ω) mit distributioneller Ableitung v′ ∈ Lp′(Ω). Dann
gilt ∫
Ω
u′v dx+
∫
Ω
uv′ dx = (duv)∂Ω, (2.2)
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wobei d die Normalenrichtung an den Randpunkten angibt, also
d(a) = −1,
d(b) = 1,
und mit der Notation (·)∂Ω die Summe
(·)∂Ω =
∑
t∈∂Ω
·
gemeint ist.
Als na¨chstes untersuchen wir Differentialoperatoren der Form
u 7→ βu′.
β sei eine reellwertige Funktion aus dem Raum C1(Ω), welchen wir definieren
als
C1(Ω) := {u ∈ C1(Ω) ∩ C0(Ω)| u′ ist beschra¨nkt auf Ω.}.
Die Differentialoperatoren D˜β und E˜β definieren wir als
D(D˜β) = C1(Ω),
D˜βu = βu′,
D(E˜β) = C1(Ω),
E˜βu = (βu)′.
An Teilen des Randes ∂Ω = {a, b} sollen jetzt homogene Randbedingungen
vorgeschrieben werden. Dazu seien Γ⊂ und Γ× zuna¨chst beliebige Teilmen-
gen von ∂Ω. Die Differentialoperatoren D˜⊂β und E˜
×
β seien gegeben durch
D(D˜⊂β ) =
{
u ∈ C1(Ω)| u(t) = 0 ∀t ∈ Γ⊂
}
,
D˜⊂β u = βu
′,
D(E˜×β ) =
{
u ∈ C1(Ω)| u(t) = 0 ∀t ∈ Γ×
}
,
E˜×β u = (βu)
′.
Falls ∂Ω = Γ⊂∪˙Γ×, so sind die Operatoren D˜⊂β und −E˜×β formal adjungiert
zueinander.
Diese Situation la¨ßt sich in ein allgemeines Dualita¨tsmodell einordnen.
Angenommen, X und Y sind normierte Ra¨ume, T : X → Y ein linearer Ope-
rator mit Definitionsbereich D(T ) ⊂ X. X? und Y ? seien weitere normierte
Ra¨ume, und
〈·, ·〉X,X? : X ×X? → C,
〈·, ·〉Y,Y ? : Y × Y ? → C
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stetige Bilinearformen. Als Zusatzvoraussetzung gelte lediglich, daß fu¨r alle
f? ∈ X? aus
〈x, f?〉X,X? = 0 ∀x ∈ D(T )
folgt, daß f? = 0. Wenn diese Bedingung erfu¨llt ist, kann man auf eindeutige
Weise den Operator T ? : Y ? → X? folgendermaßen definieren. Der Definiti-
onsbereich D(T ?) bestehe aus all den g? ∈ Y ?, fu¨r die es ein f? ∈ X? gibt
mit
〈x, f?〉X,X? = 〈Tx, g?〉Y,Y ? ∀x ∈ D(T ). (2.3)
Man setzt dann T ?g? = f?. T ? ist ein abgeschlossener Operator, wie man
anhand der Gleichung (2.3) erkennen kann.
In unserem Fall wa¨hlen wir X = Y = Lp(Ω), X? = Y ? = Lp
′
(Ω) und
〈f, g〉Lp(Ω),Lp′ (Ω) =
∫
Ω
fg dx.
Fu¨r 1 ≤ p ≤ ∞ und eine beliebige Funktion f? ∈ Lp′(Ω) folgt aus∫
Ω
uf? dx = 0 ∀u ∈ C∞0 (Ω),
daß f? gleich Null ist. Wir ko¨nnen also D˜⊂β und E˜
×
β als Operatoren in L
p(Ω)
auffassen und dazu die dualen Operatoren in Lp
′
(Ω) erkla¨ren. Es ist klar,
daß fu¨r alle u ∈ D(D˜⊂β ) und v ∈ D(E˜×β ) die Gleichung∫
Ω
(βu′)v dx =
∫
Ω
u
(−(βv)′) dx
gilt. Wir haben also (E˜×β )
? ⊃ −D˜⊂β , und (D˜⊂β )? ⊃ −E˜×β .
Die Suche nach den vollen Definitionsbereichen der dualen Operatoren
fu¨hrt direkt auf die Definition der Sobolevra¨ume. Es gilt
Lemma 2.1. Sei 1 ≤ p ≤ ∞ und ∂Ω = Γ⊂∪˙Γ×. Wir fassen E˜×β als Operator
in Lp(Ω) auf. Dann ist der dazu duale Operator in Lp
′
(Ω) gegeben durch(
E˜×β
)? = −D⊂β ,
mit
D(D⊂β ) =
{
u ∈ Lp′(Ω)| (βu)′ ∈ Lp′(Ω), (βu)(t) = 0 ∀t ∈ Γ⊂
}
,
D⊂β u = (βu)
′ − β′u.
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Beweis. Nach Definition ist eine Funktion f ∈ Lp′(Ω) genau dann im Defi-
nitionsbereich von (E˜×β )
?, wenn es eine Funktion z ∈ Lp′(Ω) gibt mit∫
Ω
zu dx =
∫
Ω
f(βu)′ dx ∀u ∈ D(E˜×β ). (2.4)
In diesem Fall ist (
E˜×β
)?
f = z.
Aus (2.4) folgt∫
Ω
(z − β′f)u dx =
∫
Ω
(βf)u′ dx ∀u ∈ D(E˜×β ). (2.5)
Diese Gleichung gilt insbesondere auch fu¨r alle u ∈ C∞0 (Ω). Also ist (βf)′ ∈
Lp
′
(Ω) und
(βf)′ = −(z − β′f),
also
(βf)′ − β′f = −z. (2.6)
Zu zeigen ist jetzt noch, daß (βf) = 0 auf Γ⊂. Aus (2.6) folgt mit (2.2), daß
fu¨r alle u ∈ C1(Ω)∫
Ω
(−z + β′f)u dx+
∫
Ω
(βf)u′ dx =
(
d(βf)u
)
∂Ω
, (2.7)
gilt. Zusammen mit Gleichung (2.5), die fu¨r alle u ∈ D(E˜×β ) gilt, ergibt sich(
d(βf)u
)
∂Ω
= 0 ∀u ∈ D(E˜×β ).
Da u an den Randpunkten von Γ⊂ beliebige Werte annehmen kann, folgt
daraus
(βf)(t) = 0 ∀t ∈ Γ⊂.
Damit ist gezeigt, daß (
E˜×β
)? ⊂ −D⊂β .
Die andere Richtung kann man direkt nachrechnen, denn fu¨r alle f ∈ D(D⊂β )
und D(E˜×β ) gilt ∫
Ω
(βf)′u dx+
∫
Ω
βfu′ dx = 0.
Die linke Seite dieser Gleichung ko¨nnen wir umschreiben zu∫
Ω
(Dβf)u dx+
∫
Ω
fEβu dx.
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Entsprechend zu D⊂β definieren wir den Operator E
×
β durch
D(E×β ) =
{
u ∈ Lp′(Ω)| (βu)′ ∈ Lp′(Ω), (βu)(t) = 0 ∀t ∈ Γ×
}
,
E×β u = (βu)
′.
Es gilt (
D˜⊂β
)?= −E×β .
Aus der Definition von dualen Operatoren wird klar, daß D⊂β und E
⊂
β fu¨r
alle p mit 1 ≤ p ≤ ∞ abgeschlossen sind. Da D⊂β eine Fortsetzung von D˜⊂β
und E×β Fortsetzung von E˜
×
β ist, gilt(
D⊂β
)? ⊂ −E×β (2.8)
und, analog dazu, (
E×β
)? ⊂ −D⊂β . (2.9)
Es stellt sich die Frage, ob hier Gleichheit gilt. Dazu betrachten wir die
Inklusionen
D˜⊂β ⊂ D⊂β , (2.10)
E˜×β ⊂ E×β . (2.11)
Falls hier Gleichheit eintritt, so auch in (2.8) und (2.9). Dieses Problem
wurde bereits in [14] in großer Allgemeinheit mit Hilfe von Gla¨ttungskernen
(Friedrichssche Gla¨ttung) behandelt. Mit Dβ bezeichnen wir den in Lemma
2.1 eingefu¨hrten Operator, ohne Vorgabe von Randbedingungen, also
D(Dβ) =
{
u ∈ Lp(Ω)| (βu)′ ∈ Lp(Ω)},
Dβu = (βu)′ − β′u,
und analog
D(Eβ) =
{
u ∈ Lp(Ω)| (βu)′ ∈ Lp(Ω)},
Eβu = (βu)′.
Der folgende Satz wird durch Theorem 4.2 in [14] abgedeckt.
Satz 2.1. Die Abschließung des Operators D˜β im Raum Lp(Ω), mit 1 ≤
p <∞, ist gleich Dβ.
Aus Satz 2.1 ko¨nnen wir unmittelbar einige Folgerungen ableiten.
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Folgerung 2.1. Sei 1 < p < ∞, u ∈ Lp(Ω) mit (βu)′ ∈ Lp(Ω), v ∈ Lp′(Ω)
mit (βv)′ ∈ Lp′(Ω). Dann ist (βuv)′ ∈ L1(Ω) und
(βuv)′ = u(βv)′ + (βu)′v − β′uv. (2.12)
Daru¨berhinaus gilt fu¨r alle t ∈ ∂Ω
β(t)(βuv)(t) = (βu)(t)(βv)(t). (2.13)
Beweis. Fu¨r Funktionen u, v ∈ C1(Ω) trifft die Aussage offensichtlich zu.
Ansonsten wa¨hlen wir Funktionenfolgen (un), (vn) ⊂ C1(Ω) mit
un → u in Lp(Ω),
(βun)′ → (βu)′ in Lp(Ω),
vn → v in Lp′(Ω),
(βvn)′ → (βv)′ in Lp′(Ω).
Sei ϕ ∈ C∞0 (Ω). Fu¨r alle n ∈ N gilt (2.12), und damit∫
Ω
(
un(βvn)′ + (βun)′vn − β′unvn
)
ϕdx+
∫
Ω
(βunvn)ϕ′ dx = 0.
Im Limes gilt mit der Ho¨lderschen Ungleichung∫
Ω
(
u(βv)′ + (βu)′v − β′uv)ϕdx+ ∫
Ω
(
βuv)ϕ′ dx = 0.
Da ϕ beliebig war, ist also (βuv)′ ∈ L1(Ω), und es gilt (2.12). Außerdem gilt
unvn → uv in L1(Ω),
(βunvn)′ → (βuv)′ in L1(Ω).
Wir ko¨nnen deshalb bei der Gleichung
β(t)(βunvn)(t) = (βun)(t)(βvn)(t)
den Limes bilden und erhalten (2.13).
Folgerung 2.2. Sei 1 ≤ p <∞, u ∈ Lp(Ω) eine nichtnegative Funktion mit
(βu)′ ∈ Lp(Ω) und t ∈ ∂Ω ein beliebiger Randpunkt mit β(t) ≥ 0. Dann gilt
auch (βu)(t) ≥ 0.
Beweis. (un) ⊂ C1(Ω) sei wieder eine Funktionenfolge mit
un → u in Lp(Ω),
(βun)′ → (βu)′ in Lp(Ω).
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Deshalb gilt auch
(βun)(t)→ (βu)(t). (2.14)
In [14] wird die Funktionenfolge (un) durch Faltung mit nichtnegativen Gla¨t-
tungsfunktionen konstruiert. Es gilt also
(βun)(t) = β(t)un(t) ≥ 0,
und wegen (2.14) ist damit auch (βu)(t) ≥ 0.
Satz 2.1 bezieht sich auf die Operatoren Dβ und Eβ ohne Vorgabe von
Randbedingungen. Gleichheit in (2.10) und (2.11) sind damit also nur dann
gezeigt, wenn Γ⊂ = {} bzw. Γ× = {}. In [14] wird auch die Situation mit
homogenen Dirichlet-Randbedingungen auf dem ganzen Rand betrachtet.
Mit a¨hnlichen Techniken wird dies in [8] auf allgemeine Randbedingungen
u¨bertragen. Schließlich geben wir mit Satz 2.2 auch noch einen eigenen Be-
weis, der allerdings darauf beruht, daß das Gebiet eindimensional und Lp(Ω)
reflexiv ist.
Satz 2.2. Die Abschließung des Operators E˜×β im Raum L
p(Ω) mit 1 < p <
∞ ist gleich E×β .
Beweis. Wir arbeiten der Einfachheit halber im reellen Banachraum. Durch
Aufspaltung der Funktionen in Real- und Imagina¨rteil kann dies auf die
komplexe Situation u¨bertragen werden. Da E×β abgeschlossen ist, ko¨nnen wir
dessen Definitionsbereich als Banachraum, versehen mit der Graphennorm,
auffassen. Mit einer beliebig aber fest gewa¨hlten Konstante λ > 0 definieren
wir eine zu dieser Graphennorm a¨quivalente Norm ‖ · ‖β,λ durch
‖u‖pβ,λ = λp‖u‖p + ‖(βu)′‖p.
Wir zeigen, daß der Raum D(E˜×β ) in D(E
×
β ) dicht bezu¨glich dieser Norm
liegt. Angenommen, dies ist nicht der Fall. Sei w ∈ D(E×β ) mit
δ := inf
z∈D(E˜×β )
‖w − z‖β,λ > 0. (2.15)
Fu¨r eine Minimalfolge (zn) ist ‖zn‖ und ‖(βzn)′‖ beschra¨nkt. Da Lp(Ω) refle-
xiv ist, existiert eine schwach konvergente Teilfolge, die wir der Einfachheit
halber ebenfalls mit (zn) bezeichnen, mit
zn
w→ z ∈ Lp(Ω),
(βzn)′
w→ y ∈ Lp(Ω).
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Nach dem Lemma von Mazur (siehe z. B. [2]) existiert auch eine Folge (zcn)
von endlichen Konvexkombinationen von (zn) mit
zcn → z, (2.16)
(βzcn)
′ → y. (2.17)
Da die Abbildung
z 7→ ‖w − z‖β,λ
konvex ist, muß auch (zcn) eine Minimalfolge fu¨r (2.15) sein. Außerdem wird
mit (2.16), (2.17) und der Abgeschlossenheit von E×β klar, daß z ∈ D(E×β ),
und daß
δ = ‖w − z‖β,λ ≤ ‖(w − z) + z‖β,λ ∀z ∈ D(E˜×β ).
Zusammenfassend ko¨nnen wir (mit w := w − z) feststellen, daß ein w ∈
D(E×β ) existiert, mit w 6= 0 und
‖w‖β,λ ≤ ‖w + z‖β,λ ∀z ∈ D(E˜×β ),
also insbesondere auch
lim inf
µ→0
‖w + µz‖pβ,λ − ‖w‖pβ,λ
µ
≥ 0 ∀z ∈ D(E˜×β ). (2.18)
Auf diesen Differenzenquotienten ko¨nnen wir den Satz von Lebesgue u¨ber
majorisierte Konvergenz anwenden. Dazu definieren wir
χq(x) := sgn(x)|x|q ∀x ∈ R, q > 0.
Die Funktion
x 7→ |x|p
ist differenzierbar und konvex. Es gilt fu¨r alle u, v ∈ R
|u+ µv|p − |u|p
µ
→ pχp−1(u)v fu¨r µ→ 0,
|u+ µv|p − |u|p
µ
≤
(|u|+ µ0|v|)p − |u|p
µ0
fu¨r |µ| ≤ µ0.
Die Voraussetzungen des Satzes von Lebesgue sind also erfu¨llt, und es gilt
lim
µ→0
‖w + µz‖pβ,λ − ‖w‖pβ,λ
µ
=
∫
Ω
λppχp−1(w)z + pχp−1((βw)′)(βz)′ dx.
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Da wir hier anstelle von z stets auch (−z) einsetzen ko¨nnen, folgt mit (2.18)∫
Ω
λpχp−1(w)z + χp−1((βw)′)(βz)′ dx = 0 ∀z ∈ D(E˜×β ).
Aufgrund der Aussage von Lemma 2.1 bedeutet das aber, daß fu¨r y := (βw)′
(βχp−1(y))′ ∈ Lp′(Ω), (2.19)
(βχp−1(y))′ = λpχp−1(w) + β′χp−1(y), (2.20)
(βχp−1(y)) = 0 ∀t ∈ Γ⊂. (2.21)
Multiplikation von (2.20) mit |β|pw und Integration liefert∫
Ω
|β|pw(βχp−1(y))′ dx =
∫
Ω
|β|p(λp|w|p + β′wχp−1(y)). (2.22)
Da (βw)′ ∈ Lp(Ω), so ist wegen Folgerung 2.1 auch (|β|pw)′ ∈ Lp(Ω), und
es gilt
(|β|pw)′ = χp−1(β)(βw)′ +
(|β|p)′w − β′χp−1(β)w
= χp−1(β)
(
(βw)′ + (p− 1)β′w)
= χp−1(β)(y + (p− 1)β′w),(|β|pw)(t) = χp−1(β(t))(βw)(t) = 0 ∀t ∈ Γ×. (2.23)
Durch partielle Integration der linken Seite von (2.22) erhalten wir also∫
Ω
|β|pw(βχp−1(y))′ dx = −
∫
Ω
χp−1(β)(y + (p− 1)β′w)βχp−1(y) dx
= −
∫
Ω
|β|p(|y|p + (p− 1)χp−1(y)β′w) dx,
denn wegen (2.21) und (2.23) treten keine Randterme auf. Eingesetzt in
(2.22) ergibt sich
−p
∫
Ω
|β|pχp−1(y)β′w dx =
∫
Ω
|β|p(|λw|p + |y|p) dx. (2.24)
Die linke Seite von (2.24) ko¨nnen wir aber auch mit Hilfe der Youngschen
Ungleichung
ab ≤ δ
p
p
|a|p + 1
δp′p′
|b|p′ ∀a, b ∈ R, δ > 0
abscha¨tzen. Die Wahl
δ =
( p
p′
) 1
p′
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liefert
pab ≤ ( p
p′
) p
p′ |a|p + |b|p′
= (p− 1)p−1|a|p + |b|p′ .
Mit a = β′w und b = χp−1(y) folgt
−p
∫
Ω
|β|pχp−1(y)β′w dx ≤
∫
Ω
|β|p((p− 1)p−1|β′w|p + |y|p) dx. (2.25)
Der Vergleich der beiden rechten Seiten von (2.24) und (2.25) ergibt∫
Ω
|βw|p((p− 1)p−1|β′|p − λp) dx ≥ 0. (2.26)
Ohne Beeintra¨chtigung der Allgemeinheit ko¨nnen wir jetzt davon ausgehen,
daß wir λ so gewa¨hlt haben, daß
λp > (p− 1)p−1(sup
x∈Ω
|β′(x)|)p.
Dann kann (2.26) jedoch nur dann erfu¨llt werden, wenn βw = 0. Mit (2.20)
folgt daraus schließlich, daß λpχp−1(w) = 0, und damit w = 0, ein Wider-
spruch.
Folgerung 2.3. Es gilt (
D⊂β
)? = −E×β
und (
E×β
)? = −D⊂β .
Folgerung 2.4. Sei 1 < p < ∞, u ∈ Lp(Ω) mit (βu)′ ∈ Lp(Ω), v ∈ Lp′(Ω)
mit (βv)′ ∈ Lp′(Ω). Am Randpunkt t ∈ ∂Ω gelte mit einer Konstante f ∈ C
(βv)(t) = β(t)f.
Dann gilt
(βuv)(t) = (βu)(t)f.
Beweis. Wir wa¨hlen g ∈ C1(Ω) beliebig, so daß g(t) = f . Fu¨r v˜ := v− g gilt
(βv˜)(t) = 0.
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Wegen Satz 2.1 und Satz 2.2 existieren Funktionenfolgen (un), (v˜n) ⊂ C1(Ω),
mit
un → u in Lp(Ω),
(βun)′ → (βu)′ in Lp(Ω),
v˜n → v˜ in Lp′(Ω),
(βv˜n)′ → (βv˜)′ in Lp′(Ω),
(βv˜n)(t) = 0 ∀n ∈ N
und, umgeschrieben auf vn := v˜n + g,
vn → v in Lp′(Ω),
(βvn)′ → (βv)′ in Lp′(Ω),
(βv)(t) = β(t)f ∀n ∈ N.
Wie im Beweis von Folgerung 2.1 gilt somit auch
(βun)(t)→ (βu)(t), (2.27)
(βunvn)(t)→ (βuv)(t). (2.28)
Da aber (βunvn)(t) = (βun)(t)f , folgt aus (2.27) und (2.28) die Behauptung.
Diese Folgerungen werden wir im Abschnitt 2.3.1 an einigen Stellen brau-
chen, ohne daß wir immer im einzelnen darauf hinweisen.
Wir werden jetzt auf Existenz- und Eindeutigkeit von Lo¨sungen fu¨r Dif-
ferentialgleichungen erster Ordnung eingehen. Diese wird man am ehesten
erwarten, wenn man an genau einem der beiden Randpunkte des Intervalls
den Funktionswert vorgibt. La¨ßt man jedoch zu, daß die Funktion β im
Inneren von Ω ihr Vorzeichen wechselt, so trifft das im allgemeinen nicht
zu, denn es ko¨nnen sogenannte ”turning points“ an den Stellen des Vorzei-
chenwechsels entstehen, was dazu fu¨hren kann, daß das Problem in mehrere
voneinander unabha¨ngige Probleme zerfa¨llt.
Die unmittelbar folgenden Aussagen finden sich bereits in wesentlich all-
gemeinerem Rahmen in [4]. Wir fu¨hren sie dennoch aus, damit wir im wei-
teren Verlauf besser auf einzelne Aspekte der Vorgehensweise zuru¨ckgreifen
ko¨nnen.
Zuna¨chst fu¨hren wir noch einige Notationen ein. Die Menge ∂Ω = {a, b}
der beiden Randpunkte zerlegen wir in
∂Ω = Γ− ∪˙Γ0 ∪˙Γ+,
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mit
Γ− :=
{
t ∈ {a, b}| (dβ)(t) < 0},
Γ0 :=
{
t ∈ {a, b}| (dβ)(t) = 0},
Γ+ :=
{
t ∈ {a, b}| (dβ)(t) > 0}.
Von jetzt an werden wir uns auf den Fall p = 2 beschra¨nken. Ein hoch-
gestellter ? soll im folgenden den adjungierten, nicht mehr den dualen, Ope-
rator bezeichnen. Das Skalarprodukt auf L2(Ω) sei
(u, v) =
∫
Ω
uv dx.
Neben der reellwertigen Funktion β ∈ C1(Ω) sei eine weitere Funktion α ∈
C0(Ω) gegeben. Der Differentialoperator L sei definiert durch
D(L) =
{
u ∈ L2(Ω)| (βu)′ ∈ L2(Ω), (βu)(t) = 0 ∀t ∈ Γ−
}
,
Lu = Dβu+ αu.
Es werden nun Bedingungen angegeben, unter welchen dieser Operator eine
beschra¨nkte Inverse besitzt.
Lemma 2.2. Gilt fu¨r eine Zahl δ ∈ R die Ungleichung
−1
2
β′ + α− δ ≥ 0,
so gilt fu¨r alle u ∈ D(L)
‖(L+ c)u‖ ≥ (δ + c)‖u‖.
Beweis. Wegen Satz 2.2 ist es ausreichend, die Behauptung fu¨r den Operator
L˜ zu zeigen, mit
D(L˜) =
{
u ∈ C1(Ω)| u(t) = 0 ∀t ∈ Γ−
}
,
L˜u = βu′ + αu,
denn, da α beschra¨nkt ist, ist L die Abschließung von L˜. Fu¨r eine beliebige
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Funktion u ∈ D(L˜) gilt
<
(∫
Ω
(
(L˜+ c)u
)
u dx
)
=
∫
Ω
<((βu′)u)+ (α+ c)|u|2 dx
=
∫
Ω
1
2
β
(|u|2)′ + (α+ c)|u|2 dx
=
1
2
∫
Ω
(
β|u|2)′ dx+ ∫
Ω
(−1
2
β′ + α+ c
)|u|2 dx
=
1
2
(
dβ|u|2)
∂Ω
+
∫
Ω
(−1
2
β′ + α+ c
)|u|2 dx
=
1
2
(
dβ|u|2)
Γ+
+
∫
Ω
(−1
2
β′ + α+ c
)|u|2 dx
≥ (δ + c)‖u‖2.
Auf der anderen Seite gilt aber nach der Ho¨lderschen Ungleichung∣∣∣∫
Ω
(
(L+ c)u
)
u dx
∣∣∣ ≤ ‖(L+ c)u‖‖u‖.
Division durch ‖u‖ liefert die Behauptung.
Entsprechend ko¨nnen wir fu¨r die Adjungierte formulieren
Lemma 2.3. Gilt fu¨r eine Zahl δ ∈ R die Ungleichung
−1
2
β′ + α− δ ≥ 0, (2.29)
so gilt fu¨r alle u ∈ D(L?)
‖(L+ c)?u‖ ≥ (δ + c)‖u‖.
Beweis. Aus vorausgegangenen Betrachtungen wissen wir u¨ber L?, daß
D(L?) =
{
u ∈ L2(Ω)| (βu)′ ∈ L2(Ω), (βu)(t) = 0 ∀t ∈ Γ+
}
L?u = −Eβu+ αu.
L? la¨ßt sich auch schreiben als
L?u = D−βu+ (−β′ + α)u.
Es liegt also dieselbe Situation wie in Lemma 2.2 vor, nur mit umgekehrter
Flußrichtung. Mit β˜ := −β und α˜ := −β′ + α und einer Zahl δ ∈ R, die
(2.29) erfu¨llt, gilt
−1
2
β˜′ + α˜− δ = 1
2
β′ + (−β′ + α)− δ
= −1
2
β′ + α− δ ≥ 0.
Mit Lemma 2.2 folgt die Behauptung.
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Mit diesen Ergebnissen ko¨nnen wir einen Existenz- und Eindeutigkeits-
satz zeigen.
Satz 2.3. Es gelte fu¨r eine Zahl δ ∈ R
−1
2
β′ + α− δ ≥ 0. (2.30)
Dann gilt fu¨r alle c ∈ R mit c > −δ
R(L+ c) = L2(Ω),
‖(L+ c)u‖ ≥ (δ + c)‖u‖ ∀u ∈ D(L), (2.31)
und die Adjungierte L? ist gegeben durch
D(L?) =
{
u ∈ L2(Ω)| (βu)′ ∈ L2(Ω), (βu)(t) = 0 ∀t ∈ Γ+
}
,
L?u = −Eβu+ αu.
Beweis. (2.31) wurde in Lemma 2.2 bereits gezeigt. Das bedeutet fu¨r c > −δ,
daß R(L+ c) abgeschlossen ist und die Inverse
(L+ c)−1 : R(L+ c)→ L2(Ω)
beschra¨nkt ist. Daru¨berhinaus wurde in Lemma 2.3 bewiesen, daß, ebenfalls
fu¨r c > −δ,
N((L+ c)?) = {0}.
Nach dem ”closed range theorem“, siehe z. B. [35], muß im Fall c > −δ somit
gelten
R(L+ c) = L2(Ω).
Der Abscha¨tzung (2.31) kann man entnehmen, daß die Vereinigung aller
Kreise mit Mittelpunkt −c und Radius c+δ fu¨r c ≥ c0 zur Resolventenmenge
von L geho¨rt, siehe z. B. Satz 9.3 in [2], dessen Beweis auch fu¨r unbeschra¨nkte
Operatoren richtig ist. Das bedeutet dann, daß
σ(L) ⊂ {z ∈ C| <(z) ≥ δ},
oder, direkt ausgehend von (2.30),
σ(L) ⊂ {z ∈ C| <(z) ≥ inf
Ω
(−1
2
β′ + α
)}
.
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Mit Hilfe von Techniken wie in [11], Abschnitt 6.2, kann man aber u¨ber
das Spektrum weitere Aussagen machen, indem man gewichtete Normen
verwendet. Dazu fu¨hren wir die Ra¨ume
C0+(Ω) :=
{
u ∈ C0(Ω)| ∃κ > 0 : u ≥ κ},
C1+(Ω) :=
{
u ∈ C1(Ω)| ∃κ > 0 : u ≥ κ}
ein. Fu¨r eine beliebige Funktion ψ ∈ C0+(Ω) definieren wir die gewichtete
Norm ‖ · ‖ψ durch
‖u‖ψ := ‖ψu‖L2(Ω),
die a¨quivalent zur kanonischen L2-Norm ist. Es gilt
Satz 2.4. Fu¨r eine Funktion ζ ∈ C1+(Ω) und eine Konstante δ ∈ R gelte
−1
2
(βζ)′ + (α− δ)ζ ≥ 0. (2.32)
Dann gilt fu¨r alle c ∈ R mit c > δ
R(L+ c) = L2(Ω),
‖(L+ c)u‖ζ
1
2 ≥ (δ + c)‖u‖ζ
1
2 ∀u ∈ D(L).
Beweis. Fu¨r beliebige Funktionen ψ ∈ C1+(Ω) definieren wir den Operator
Lψ durch
D(Lψ) = D(L),
Lψu := ψL(
u
ψ
)
= Dβu+
(− 1
ψ
βψ′ + αψ
)
u.
Wir wa¨hlen ψ := ζ
1
2 . Wegen (2.32) gilt(−1
2
β′ + α− δ)ψ2 − ψβψ′ = −1
2
(βζ)′ + (α− δ)ζ ≥ 0.
Division durch ψ2 ergibt
−1
2
β′ +
(− 1
ψ
βψ′ + α− δ) ≥ 0,
und daraus folgt mit Satz 2.3, daß
‖(Lψ + c)w‖ ≥ (δ + c)‖w‖ ∀w ∈ D(L).
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Damit gilt nun fu¨r alle u ∈ D(L)
‖(L+ c)u‖ψ = ‖(Lψ + c)(ψu)‖
≥ (δ + c)‖ψu‖
= (δ + c)‖u‖ψ.
Zu zeigen ist noch die Surjektivita¨t von (L + c). Zu f ∈ L2(Ω) suchen wir
eine Funktion u ∈ D(L) mit (L + c)u = f . Nach Satz 2.3 wissen wir, daß
(Lψ + c) surjektiv ist. Also gibt es eine Funktion w ∈ D(L) mit
(Lψ + c)w = ψf.
Mit u := wψ gilt
ψ(Lu+ cu) = (Lψ + c)(ψu) = (Lψ + c)w = ψf,
und damit
(L+ c)u = f.
Fu¨r das Spektrum von L heißt das
σ(L) ⊂
⋂
ψ∈C1+(Ω)
{
z ∈ C| <(z) ≥ inf
Ω
(− 1
ψ
βψ′ − 1
2
β′ + α
)}
=
⋂
ζ∈C1+(Ω)
{
z ∈ C| <(z) ≥ inf
Ω
1
ζ
(−1
2
(βζ)′ + αζ
)}
.
Konkret kann man fu¨r die Funktion ψ z. B. eine Exponentialfunktion wa¨hlen.
Fu¨r ψ(x) = e−θx ergibt sich
σ(L) ⊂
⋂
θ∈R
{
z ∈ C| <(z) ≥ inf
Ω
(
θβ − 1
2
β′ + α
)}
.
Damit folgt unmittelbar
Folgerung 2.5. Falls die Funktion β auf ganz Ω gleichma¨ßig von der Null
wegbeschra¨nkt ist, so gilt
σ(L) = {}.
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2.2.2 Differentialoperatoren zweiter Ordnung
In diesem Abschnitt betrachten wir Differentialoperatoren zweiter Ordnung
auf einem beschra¨nkten Intervall (a, b). Es seien , β, γ und α reellwertige
Funktionen mit , α ∈ C0(Ω), β, γ ∈ C1(Ω), und es gebe eine Konstante
κ > 0 mit  ≥ κ auf ganz Ω. An den Randpunkten {a, b} von Ω legen wir
homogene Dirichlet- und Neumann-Bedingungen fest.
∂Ω = ΓD ∪˙ΓN ,
V := {u ∈ H1(Ω)| u(t) = 0 ∀t ∈ ΓD}.
Der Differentialoperator A in L2(Ω) sei gegeben durch
D(A) =
{
u ∈ L2(Ω)| u ∈ V, (u′)′ ∈ L2(Ω), (u′ + βu)(t) = 0 ∀t ∈ ΓN
}
,
Au = −(u′ + βu)′ + γu′ + αu.
Es ist hilfreich, die stetige Sesquilinearform
a : V × V → C,
(v, u) 7→ (v′, u′) + (βv′, u) + (v, γu′) + (v, αu)
einzufu¨hren. Zwischen a und A besteht folgender Zusammenhang.
Lemma 2.4. Fu¨r u ∈ D(A) und v ∈ V gilt
a(v, u) = (v,Au).
Beweis. Die Behauptung folgt unmittelbar durch partielle Integration.
Lemma 2.5. Seien f ∈ L2(Ω), u ∈ V mit
a(v, u) = (v, f) ∀v ∈ V. (2.33)
Dann ist u ∈ D(A) und Au = f .
Beweis. Fu¨r alle v ∈ V , gilt
(v′, u′) = (βv′, u) + (v,−γu′ − αu+ f).
Falls v ∈ C∞0 (Ω), folgt mit partieller Integration
(v′, u′) =
(
v, (βu)′ − γu′ − αu+ f).
Das bedeutet aber, daß
(u′)′ ∈ L2(Ω),
−(u′)′ = (βu)′ − γu′ − αu+ f. (2.34)
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Noch zu zeigen ist, daß
(u′ + βu)(t) = 0 ∀t ∈ ΓN .
Fu¨r alle v ∈ V gilt wegen (2.33) und (2.34)(
v,−(u′ + βu)′ + γu′ + αu)− a(v, u) = 0,
und damit (
dv(u′ + βu)
)
ΓN
= 0.
Da v(t) fu¨r t ∈ ΓN beliebige Werte annehmen kann, ist die Behauptung
gezeigt.
Aus den beiden Lemmata geht hervor, daß fu¨r beliebige Funktionen u ∈
V , f ∈ L2(Ω) die beiden folgenden Aussagen a¨quivalent sind.
a(v, u) = (v, f) ∀v ∈ V
und
u ∈ D(A), Au = f.
Wir zeigen nun die Definitheit der Sesquilinearform a. Das sichert die
Existenz und Eindeutigkeit von Lo¨sungen des Problems Au = f .
Lemma 2.6. Falls
d(t)(β + γ)(t) ≥ 0 ∀t ∈ ΓN , (2.35)
und fu¨r eine Konstante δ ∈ R die Ungleichung
−1
2
(β + γ)′ + α− δ ≥ 0 (2.36)
auf ganz Ω gilt, so erfu¨llt a die Abscha¨tzung
<(a(v, v)) ≥ ∫
Ω
|v′|2 dx+ δ
∫
Ω
|v|2 dx ∀v ∈ V. (2.37)
Beweis. Wegen (|v|2)′ = 2<(vv′)
gilt
<(a(v, v)) = ∫
Ω
|v′|2 dx+
∫
Ω
βv′v dx+
∫
Ω
vγv′ dx+
∫
Ω
α|v|2 dx
=
∫
Ω
|v′|2 dx+
∫
Ω
(β + γ)<(vv′) dx+ ∫
Ω
α|v|2 dx
=
∫
Ω
|v′|2 dx+ 1
2
(
d(β + γ)|v|2)
ΓN
+
∫
Ω
(−1
2
(β + γ)′ + α
)|v|2 dx
≥
∫
Ω
|v′|2 dx+ δ
∫
Ω
|v|2 dx.
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Nehmen wir zuna¨chst bis auf weiteres an, daß in Lemma 2.6 δ > 0
gewa¨hlt werden kann. In diesem Fall ist na¨mlich die Sesquilinearform a H1-
elliptisch, und somit la¨ßt sich der Satz von Lax-Milgram anwenden. Aus
diesem folgt die Existenz eines beschra¨nkten linearen Operators
S : V → V
mit beschra¨nkter Inverse, der der Gleichung
(v, u)H1(Ω) = a(v, Su) ∀u, v ∈ V (2.38)
genu¨gt. Aufgrund dieses Umstands kann man fu¨r eine beliebige rechte Seite
f ∈ V ? eine Funktion u ∈ V finden mit
a(v, u) = 〈v, f〉V,V ? ∀v ∈ V. (2.39)
Denn zu f gibt es nach dem Rieszschen Darstellungssatz eine eindeutig be-
stimmte Funktion ϕ ∈ V mit
〈v, f〉 = (v, ϕ)H1(Ω) ∀v ∈ V.
Man sieht nun mit (2.38), daß
u = S−1ϕ
die eindeutige Lo¨sung von (2.39) ist. Da L2(Ω) durch die Abbildung
L2(Ω)→ V ?,
f 7→ (·, f) (2.40)
in den Raum V ? eingebettet ist, ist auch das Problem
a(v, u) = (v, f) ∀v ∈ V
eindeutig lo¨sbar. Es gibt also fu¨r alle f ∈ L2(Ω) eine eindeutige Funktion u ∈
D(A) mit Au = f . Der Abscha¨tzung (2.37) kann man außerdem entnehmen,
daß
‖Au‖ ≥ δ‖u‖ ∀u ∈ D(A).
Falls δ > 0, muß A schon aufgrund dieser Abscha¨tzung eine beschra¨nkte
Inverse haben. Falls ΓD 6= {}, ist auch fu¨r δ = 0 und sogar fu¨r kleine negative
δ die Existenz einer beschra¨nkten Inversen mit der Poincare´-Ungleichung
sichergestellt. Es la¨ßt sich aber keine solche Schranke fu¨r δ angeben, die
unabha¨ngig von  ist. Doch gerade der Fall → 0 ist von Interesse.
Wir wollen jetzt die Adjungierte von A bestimmen. Vorher muß sicher-
gestellt werden, daß D(A) dicht in L2(Ω) liegt. Dazu verwenden wir, daß
die Einbettung (2.40) dicht ist. Daraus folgt na¨mlich durch Anwendung von
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S−1, daß D(A) dicht in V liegen muß, damit liegt D(A) auch dicht in L2(Ω).
Aus den Eigenschaften von A kann man fu¨r die Adjungierte A? direkt fol-
gern, daß A? surjektiv ist und die Ungleichung
‖A?u‖ ≥ δ‖u‖ ∀u ∈ D(A?)
erfu¨llen muß. Wir definieren die Abbildung A˜ durch
D(A˜) =
{
u ∈ L2(Ω)| u ∈ V, (u′)′ ∈ L2(Ω)},
A˜u = −(u′ + γu)′ + βu′ + αu.
Man kann mit partieller Integration direkt nachrechnen, daß fu¨r alle u ∈
D(A), v ∈ D(A˜)
(Au, v) = a(u, v) = (u, A˜v)
gilt. A? muß also eine Fortsetzung von A˜ sein. Andererseits ist aber A˜ mit A
identisch, bis auf die Tatsache, daß β und γ vertauscht sind. Die Bedingungen
(2.35) und (2.36) sind also auch fu¨r A˜ erfu¨llt, und A˜ ist damit surjektiv. Wa¨re
nun A? eine echte Fortsetzung von A˜, so ko¨nnte A? nicht injektiv sein. Also
ist A? = A˜.
Diese Betrachtungen bezogen sich auf den Fall δ > 0. Die Aussage u¨ber
die Adjungierte kann man aber auch auf den allgemeinen Fall u¨bertragen,
indem man eine Zahl c > 0 so groß wa¨hlt, daß
−1
2
(β + γ)′ + (α+ c)− δ ≥ 0.
Die Adjungierte von (A+ c) la¨ßt sich dann wie oben darstellen, und damit
ko¨nnen wir auf die Adjungierte von A schließen. Zusammenfassend haben
wir
Satz 2.5. Es gelte (2.35). Dann ist A ein abgeschlossener Operator in L2(Ω)
mit dichtem Definitionsbereich. Die Adjungierte A? ist gegeben durch
D(A?) =
{
u ∈ L2(Ω)| u ∈ V, (u′)′ ∈ L2(Ω)},
A?u = −(u′ + γu)′ + βu′ + αu.
Falls fu¨r eine Zahl δ ∈ R die Abscha¨tzung
−1
2
(β + γ)′ + α− δ ≥ 0 (2.41)
gilt, so gilt fu¨r alle c ∈ R mit c > −δ
R(A+ c) = L2(Ω),
‖(A+ c)u‖ ≥ (δ + c)‖u‖ ∀u ∈ D(A).
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Wie bei den Differentialoperatoren erster Ordnung ko¨nnen wir die Aus-
sage u¨ber das Spektrum von A verallgemeinern, indem wir positive Mul-
tiplikatorfunktionen verwenden. Fu¨r beliebige Funktionen ψ ∈ C0+(Ω) sei
dazu (·, ·)ψ das zur Norm ‖ · ‖ψ geho¨rende Skalarprodukt in L2(Ω), und fu¨r
ζ ∈ C1+(Ω) definieren wir die stetige Sesquilinearform
aζ : V × V → C,
(v, u)→ a(ζv, u).
Fu¨r beliebige Funktionen u ∈ V und f ∈ L2(Ω) sind dann folgende Aussagen
a¨quivalent:
aζ(v, u) = (v, f)ζ
1
2 ∀v ∈ V
und
u ∈ D(A), Au = f.
Entsprechend zu Lemma 2.6 gilt
Lemma 2.7. Gegeben sei eine Funktion ζ ∈ C1+(Ω) mit (ζ ′) ∈ C1(Ω), die
außerdem in allen Neumann-Randpunkten t ∈ ΓN differenzierbar sei. Fu¨r ζ
gelte
d(t)
(
ζ ′ + (β + γ)ζ
)
(t) ≥ 0 ∀t ∈ ΓN (2.42)
und, mit einer Konstante δ ∈ R,
−1
2
(
ζ ′ + (−β + γ)ζ)′ + (−β′ + α− δ)ζ ≥ 0. (2.43)
Dann erfu¨llt aζ die Abscha¨tzung
<(aζ(v, v)) ≥ ∫
Ω
ζ|v′|2 dx+ δ
∫
Ω
ζ|v|2 dx ∀v ∈ V.
Beweis.
<(aζ(v, v)) = < ∫
Ω
(ζv)′v′ + β(ζv)′v + ζvγv′ dx+
∫
Ω
αζ|v|2 dx
=
∫
Ω
ζ|v′|2 dx+
∫
Ω
(
ζ ′ + (β + γ)ζ
)<(vv′) dx+ ∫
Ω
(
βζ ′ + αζ
)|v|2 dx.
Mit (|v|2)′ = 2<(v′v)
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erhalten wir nach partieller Integration
<(aζ(v, v)) = ∫
Ω
ζ|v′|2 dx+ 1
2
(
d
(
ζ ′ + (β + γ)ζ
)|v|2)
ΓN
− 1
2
∫
Ω
(
ζ ′ + (β + γ)ζ
)′|v|2 dx+ ∫
Ω
(
βζ ′ + αζ
)|v|2 dx
=
∫
Ω
ζ|v′|2 dx+ 1
2
(
d
(
ζ ′ + (β + γ)ζ
)|v|2)
ΓN∫
Ω
(
−1
2
(
ζ ′ + (−β + γ)ζ)′ + (−β′ + α)ζ)|v|2 dx
≥
∫
Ω
ζ|v′|2 dx+ δ
∫
Ω
ζ|v|2 dx.
Damit ko¨nnen wir Satz 2.5 auf die ‖ · ‖ψ-Norm u¨bertragen. Es gilt
Satz 2.6. Gegeben sei eine Funktion ζ ∈ C1+(Ω) mit (ζ ′) ∈ C1(Ω), die
außerdem an allen Neumann-Randpunkten t ∈ ΓN differenzierbar ist. Fu¨r ζ
gelte (2.42). Dann ist die Adjungierte A? gegeben durch
D(A?) =
{
u ∈ L2(Ω)| u ∈ V, (u′)′ ∈ L2(Ω)},
A?u = −(u′ + γu)′ + βu′ + αu.
Falls (2.43) mit einer Konstante δ ∈ R gilt, dann gilt fu¨r alle c ∈ R mit
c > −δ.
R(A+ c) = L2(Ω),
‖(A+ c)u‖ζ
1
2 ≥ (δ + c)‖u‖ζ
1
2 ∀u ∈ D(A).
Bemerkung 2.1. Satz 2.5 ist nur dann anwendbar, wenn (2.35) gilt. In Satz
2.6 la¨ßt sich hingegen stets eine zula¨ssige Funktion ζ finden, die (2.42) erfu¨llt.
Wie wir spa¨ter noch sehen werden, ermo¨glichen diese Sa¨tze einen einfachen
Zugang zu Problemen der Form
du
dt
= −Au
u¨ber Halbgruppentheorie. Satz 2.6 gibt fu¨r die durch −A erzeugte Halb-
gruppe S(t) eine zur kanonischen L2-Norm a¨quivalente Norm ‖ · ‖ψ an, fu¨r
welche mit einer Zahl ω ∈ R
‖S(t)‖ ≤ eωt
gilt. Dies ist fu¨r jede C0-Halbgruppe prinzipiell mo¨glich, siehe dazu auch
[27], Abschnitt 1.5.
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U¨ber das Spektrum von A la¨ßt sich jetzt sagen, daß
σ(A) ⊂
⋂
ζ
{
z ∈ C| <(z) ≥ inf
Ω
1
ζ
(−1
2
(
ζ ′ + (β + γ)ζ
)′ + βζ ′ + αζ)},
wobei fu¨r ζ alle Funktionen, die in Satz 2.6 erlaubt sind, eingesetzt werden
du¨rfen. Im Fall  ∈ C1(Ω) erhalten wir
σ(A) ⊂
⋂
θ
{
z ∈ C| <(z) ≥ inf
Ω
(−2θ2 + (′ − β + γ)θ − 1
2
(β + γ)′ + α
)}
,
wenn wir die Schar der Exponentialfunktionen
ζ(x) = e−2θx
einsetzen.
Im folgenden werden a¨hnliche Resultate im Zusammenhang mit der Ma-
ximumnorm hergeleitet. Ein guter Ausgangspunkt dafu¨r sind Maximumprin-
zipien, wie sie in [28] zu finden sind. Einen umfassenden U¨berblick, auch im
Hinblick auf singula¨r gesto¨rte Probleme, gibt [9]. Die folgenden Ausfu¨hrun-
gen sind in Anlehnung an [28]. Einziger Unterschied unserer Situation zu
der in [28] ist die Tatsache, daß der Differentialausdruck zweiter Ordnung
in Divergenzform vorliegt. Das Maximumprinzip ist aber dennoch gu¨ltig,
und la¨ßt sich mit der gleichen Technik beweisen. Wir definieren dazu die
Abbildung A durch
D(A) =
{
u ∈ C0(Ω)| u ∈ C1(Ω), (u′) ∈ C1(Ω)},
Au = −(u′)′ + γu′ + αu.
Lemma 2.8. Seien u00, u01 ∈ C und f ∈ C0(Ω) gegeben. Dann gibt es
eine eindeutig bestimmte Funktion u ∈ C1(Ω) mit u′ ∈ C1(Ω), welche das
Anfangswertproblem
Au = f,
u(a) = u00,
u′(a) = u01
lo¨st.
Beweis. Das Anfangswertproblem la¨ßt sich auf ein System von Differenti-
algleichungen mit zwei Variablen zuru¨ckfu¨hren, indem man u1 := u und
u2 := u′ setzt. In Matrixschreibweise lautet das(
u1
u2
)′
=
(
0 −1
α −1γ
)(
u1
u2
)
−
(
0
f
)
,(
u1
u2
)
(0) =
(
u00
u01
)
.
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Nach dem Existenz- und Eindeutigkeitssatz fu¨r gewo¨hliche Differentialglei-
chungen ist dieses Anfangswertproblem eindeutig lo¨sbar mit Funktionen u1,
u2 ∈ C1(Ω).
Diese Existenz- und Eindeutigkeitsaussage wird zuna¨chst beno¨tigt, um
Hilfsfunktionen fu¨r den Beweis des Maximumprinzips zu konstruieren.
Lemma 2.9. Es gelte α ≥ 0. u sei eine reellwertige Funktion auf Ω mit
u ∈ C1(Ω), u′ ∈ C1(Ω) und Au > 0 auf ganz Ω. Dann kann u kein lokales
Minimum an einer Stelle c ∈ Ω annehmen, fu¨r welches u(c) ≤ 0 gilt.
Beweis. Nehmen wir einmal an, es gibt ein solches Minimum an der Stelle
c ∈ Ω mit m := u(c) ≤ 0. Es folgt, daß u′(c) = 0, und damit
(u′)′(c) = γu′(c) + αu(c)− (Au)(c) = αm− (Au)(c) < 0,
(u′)(c) = 0.
Also wechselt u′, und damit u′, an der Stelle x = c das Vorzeichen. Es
gibt eine Zahl µ > 0 mit u′(x) > 0 fu¨r x ∈ (c − µ, c) und u′(x) < 0 fu¨r
x ∈ (c, c+ µ). Also hat u an der Stelle c ein isoliertes lokales Maximum, ein
Widerspruch.
Der folgende Satz entspricht Theorem 3 in [28].
Satz 2.7. Es gelte α ≥ 0. u sei eine reellwertige Funktion auf Ω mit u ∈
C1(Ω), u′ ∈ C1(Ω) und Au ≥ 0 auf ganz Ω. Falls u ein lokales Minimum
an einer Stelle c ∈ Ω annimmt, fu¨r welches gilt u(c) =: m ≤ 0, so ist u ≡ m
auf ganz Ω.
Beweis. Angenommen, es gibt ein d ∈ Ω mit u(d) > m. Ohne Beeintra¨chti-
gung der Allgemeinheit ko¨nnen wir uns auf den Fall d > c beschra¨nken. Die
Funktion z sei die Lo¨sung des Anfangswertproblems
Az ≡ 1,
z(c) = 0,
z′(c) = −1.
Da u(d) echt gro¨ßer als m ist, kann man eine Zahl κ > 0 so klein wa¨hlen,
daß auch uκ := u + κz an der Stelle d echt gro¨ßer als m ist. Insgesamt gilt
also
uκ(c) = m,
u′κ(c) < 0,
uκ(d) > m.
Also muß uκ auf (c, d) ein negatives lokales Minimum annehmen. Da aber
Auκ = Au+ κAz ≥ κ > 0,
ist das nach Lemma 2.9 ein Widerspruch.
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Daraus ergibt sich unmittelbar
Folgerung 2.6. Es gelte α ≥ 0. u ∈ D(A) sei eine reellwertige Funktion
mit u(a) ≥ 0, u(b) ≥ 0 und Au ≥ 0 auf ganz Ω. Dann ist u ≥ 0 auf ganz Ω.
Diesen Sachverhalt ko¨nnen wir, a¨hnlich wie in [28], mit Hilfe einer posi-
tiven Multiplikatorfunktion verallgemeinern, da sich die Aussage von Folge-
rung 2.6 nur auf das Vorzeichen von u bezieht.
Lemma 2.10. Angenommen, es gibt eine Funktion ζ ∈ D(A) mit ζ ≥ κ > 0
und
Aζ ≥ 0. (2.44)
Sei nun u ∈ D(A) eine reellwertige Funktion mit u(a) ≥ 0, u(b) ≥ 0 und
Au ≥ 0 auf ganz Ω. Dann ist u ≥ 0 auf ganz Ω.
Beweis. Wir folgen der Beweisidee in [28] und definieren den Operator Aζ
durch
Aζu :=
1
ζ
A(ζu)
=
1
ζ
(
−((ζu)′)′ + γ(ζu)′ + α(ζu))
= −(u′)′ + 1
ζ
(−2ζ ′ + γζ)u′ + 1
ζ
(Aζ)u.
Die Funktion u schreiben wir jetzt als u = ζu˜. Es gilt
0 ≤ 1
ζ
A(ζu˜) = Aζ u˜.
Wegen (2.44) ko¨nnen wir Folgerung 2.6 anwenden und folgern, daß u˜ ≥ 0.
Damit ist schließlich auch u ≥ 0.
Folgerung 2.6 kann man auch als Vergleichsprinzip verwenden und daraus
eine Normabscha¨tzung herleiten. Fu¨r Funktionen ψ ∈ C0(Ω) definieren wir
die Norm ‖ · ‖ψ als
‖u‖ψ∞ := ‖ψu‖∞.
Satz 2.8. Angenommen, es gibt eine Funktion ζ ∈ D(A) mit ζ ≥ κ > 0 und
Aζ − δζ ≥ 0, (2.45)
mit einer Konstante δ > 0. Dann gilt fu¨r alle reellwertigen Funktionen u ∈
D(A) mit u(a) = u(b) = 0 die Abscha¨tzung
‖Au‖ζ−1∞ ≥ δ‖u‖ζ
−1
∞ , (2.46)
und fu¨r alle rechte Seiten f ∈ C0(Ω) existiert eine Funktion u ∈ D(A) mit
u(a) = u(b) = 0 und Au = f .
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Beweis. Wir ko¨nnen davon ausgehen, daß Au beschra¨nkt ist. Andernfalls
betrachten wir (2.46) als erfu¨llt. Mit dem Operator Aζ aus dem Beweis
von Lemma 2.10 zeigen wir jetzt, daß fu¨r alle Funktionen u˜ ∈ D(A) die
Abscha¨tzung
‖Aζ u˜‖∞ ≥ ‖u˜‖∞,
welche a¨quivalent zur Behauptung des Satzes ist, gilt. Um das Vergleichs-
prinzip anzuwenden, wa¨hlen wir als obere und untere Schranken fu¨r u˜ die
konstanten Funktionen
φu :=
1
δ
‖Aζ u˜‖∞,
φl := −1
δ
‖Aζ u˜‖∞.
Es gilt
Aζφu =
1
ζ
(Aζ)φu
(2.45)
≥ δφu ≥ δ
(1
δ
Aζ u˜
)
= Aζ u˜, (2.47)
und damit kann man auf die Funktion φu− u˜ Folgerung 2.6 anwenden, denn
es gilt
(φu − u˜)(a) = φu(a) ≥ 0,
(φu − u˜)(b) = φu(b) ≥ 0,
Aζ(φu − u˜) = Aζφu −Aζu
(2.47)
≥ 0.
Es folgt also, daß φu ≥ u˜ auf ganz Ω. Analog gilt φl ≤ u˜ auf Ω. Also sind φu
und φl Schranken fu¨r u˜. Sei nun f ∈ C0(Ω). Die affine Abbildung
R→ R,
u01 7→ u(b),
wobei u Lo¨sung des Anfangswertproblems
Au = f,
u(a) = 0,
u′(a) = u01,
ist, muß nach dem bisher gezeigten injektiv sein. Also ist sie auch surjektiv,
und die gesuchte Lo¨sung des Randwertproblems muß existieren.
Nachfolgend sei noch eine Variante von Satz 2.7 angegeben, die zum
Beweis eines Maximumprinzips auf dem Netzwerk nu¨tzlich sein wird. Im
Falle, daß ein nichtpositives Minimum an einem Randpunkt angenommen
wird, kann man na¨mlich eine Aussage u¨ber die Ableitung an diesem Punkt
machen. Analog zu Theorem 4 in [28] gilt
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Satz 2.9. Es gelte α ≥ 0. u ∈ D(A) sei eine reellwertige Funktion auf Ω
mit Au ≥ 0 auf ganz Ω. Angenommen, u nimmt am Randpunkt t ∈ ∂Ω ein
lokales Minimum an mit u(t) =: m ≤ 0. Außerdem existiere die einseitige
Ableitung u′(t). Dann ist entweder d(t)u′(t) < 0 oder u ≡ m auf ganz Ω.
Beweis. Der Beweis geht im Prinzip a¨hnlich wie der von Satz 2.7. Ohne
Beeintra¨chtigung ko¨nnen wir davon ausgehen, daß t = a. Da u an der Stelle
a ein lokales Minimum besitzt, gibt es eine Zahl δ > 0 mit
m ≤ u(x) ∀x ∈ [a, a+ δ). (2.48)
Falls fu¨r ein x ∈ [a, a+δ) Gleichheit in (2.48) eintritt, liegt auch an der Stelle
x ein lokales Minimum vor. In diesem Fall folgt mit Satz 2.7, daß u ≡ m
auf ganz Ω. Andernfalls muß ein Punkt d ∈ Ω existieren mit u(d) > m. Die
Funktion z sei die Lo¨sung des Anfangswertproblems
Az ≡ 1,
z(a) = 0,
z′(a) = −1.
Da u(d) echt gro¨ßer als m ist, kann man eine Zahl κ > 0 so klein wa¨hlen,
daß auch uκ := u + κz an der Stelle d echt gro¨ßer als m ist. Insgesamt gilt
also
uκ(a) = m,
u′κ(a) < 0,
uκ(d) > m.
Also muß uκ auf (a, d) ein negatives lokales Minimum annehmen. Da aber
Auκ = Au+ κAz ≥ κ > 0,
ist das nach Lemma 2.9 ein Widerspruch.
Folgendes Lemma wird schließlich bei der Konvergenzanalyse in 2.3.3
benutzt. Es sagt aus, daß sich in bestimmten Situationen Grenzschichten
fu¨r kleine  bilden.
Lemma 2.11. Es gelte α ≥ 0. n ⊂ C0+(Ω) sei eine Folge von Diffusionsko-
effizienten und (un) ⊂ C0(Ω) mit un ∈ C1(Ω) und nu′n ∈ C1(Ω). Außerdem
gelte
un ≥ 0 ∀n ∈ N, (2.49)
fn := −(nu′n)′ + γu′n + αun ≥ κ > 0 ∀n ∈ N, (2.50)
nu
′
n → 0 schwach in L1(Ω), (2.51)
und am Randpunkt t ∈ Γ+ sei un(t) = 0 fu¨r alle n ∈ N. Dann gilt
lim sup
n→∞
d(t)(nu′n)(t) < 0.
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Beweis. Wir ko¨nnen ohne Beeintra¨chtigung der Allgemeinheit davon ausge-
hen, daß t = b und γ ≥ m > 0, indem wir Ω gegebenenfalls spiegeln und
anstelle des gesamten Intervalls nur eine Umgebung von t betrachten. Wir
konstruieren eine Funktion v ∈ C1(Ω) mit v 6= 0 und
v ≥ 0, (2.52)
(−γv)′ + αv ≤ 0, (2.53)
v(a) = 0. (2.54)
Dazu definieren wir zuna¨chst v˜ als Lo¨sung des Anfangswertproblems
v˜′ =
α
m
v˜ + 1,
v˜(a) = 0
und setzen v := v˜γ . Fu¨r alle n ∈ N gilt nun
v(b)nu′n(b)
(2.54)
= (v′, nu′n) + (−(γv)′ + αv, un)− (v, fn)
(2.49),(2.53)
≤ (v′, nu′n)− (v, fn)
(2.50),(2.52)
≤ (v′, nu′n)− κ
∫
Ω
v dx
(2.51)→ −κ
∫
Ω
v dx,
und da auch v(b) nach Wahl von v positiv ist, folgt die Behauptung.
2.2.3 Konvergenzresultate fu¨r → 0
Dieser Abschnitt befaßt sich mit der Frage, wie sich die Lo¨sungen der in
2.2.2 betrachteten Differentialgleichungen verhalten, wenn die Diffusionsko-
effizienten  gegen Null konvergieren. Derartige Ergebnisse fu¨r entsprechende
Probleme auf mehrdimensionalen Gebieten finden sich in [11], [5] und [22].
Diese stellen aber auch ho¨here Anforderungen an die Glattheit der Diffu-
sionskoeffizienten, bzw. setzen voraus, daß diese konstant sind. Aus diesem
Grund soll hier ein neuer Zugang erarbeitet werden. Dieser beruht allerdings
darauf, daß das Gebiet eindimensional ist.
Daß nicht in jedem Fall mit Konvergenz zu rechnen ist, zeigt schon fol-
gendes einfaches Beispiel. Fu¨r konstante Koeffizienten  > 0 ist die Lo¨sung
von
−u′′ + u′ = 1,
u′(0) = 0,
u(1) = 0
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gegeben durch
u(x) = x− 1 + (e 1 − ex ).
La¨ßt man  gegen Null gehen, so konvergiert die Folge dieser Lo¨sungsfunk-
tionen auf [0, 1) punktweise gegen unendlich. Dreht man jedoch die Rand-
bedingungen um und lo¨st
−u′′ + u′ = 1,
u(0) = 0,
u′(1) = 0,
so erha¨lt man
u(x) = x− e− 1 (1− ex ).
Das konvergiert auf [0, 1] gleichma¨ßig gegen
u(x) = x,
der Lo¨sung des Anfangswertproblems
u′ = 1,
u(0) = 0.
Sei nun (fn) ⊂ L2(Ω) eine beschra¨nkte Folge von rechten Seiten und
(An) eine Folge von Differentialoperatoren in L2(Ω), wie in 2.2.2 definiert,
die sich nur in ihren Diffusionskoeffizienten  unterscheiden, also
Anu = −(nu′ + βu)′ + γu′ + αu.
Um zuna¨chst Existenz und Eindeutigkeit der Lo¨sungen von
Anu = fn (2.55)
zu erhalten, nehmen wir an, es gibt eine Zahl δ > 0 und eine Funktionenfolge
(ζn) ⊂ C1+(Ω) mit der Eigenschaft, daß fu¨r alle An die Voraussetzungen des
Satzes 2.6, jeweils mit der Funktion ζn und der Konstante δ, erfu¨llt sind.
Satz 2.6 sichert in diesem Fall die Existenz und Eindeutigkeit der Lo¨sungen
von (2.55). Daru¨berhinaus gilt mit Lemma 2.7 die Abscha¨tzung∫
Ω
nζn|u′n|2 dx+ δ
∫
Ω
ζn|un|2 dx ≤
∣∣(un, f)ζ 12n ∣∣.
Um die Beschra¨nktheit der Funktionenfolgen (un) und
(

1
2u′n
)
zu bekommen,
fordern wir deshalb zusa¨tzlich, daß es Schranken m, M > 0 gibt mit
m ≤ ζn ≤M ∀n ∈ N.
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Aus (un) ko¨nnen wir somit eine schwach gegen eine Funktion u ∈ L2(Ω) kon-
vergente Teilfolge auswa¨hlen. Daru¨berhinaus nehmen wir ab sofort an, daß
die rechten Seiten fn schwach gegen eine Funktion f ∈ L2(Ω) konvergieren,
und daß
‖n‖∞ → 0.
Nehmen wir einmal an, die ganze Folge (un) konvergiert schwach gegen
u. Fu¨r beliebige v ∈ C∞0 (Ω) gilt
(v′, nu′n) +
(
βv′ − (γv)′, un
)
+ (v, αun) = (v, fn). (2.56)
Wegen
nu
′
n = 
1
2
n 
1
2
nu
′
n ≤ ‖n‖
1
2∞C
konvergiert nu′n gegen Null, und Gleichung (2.56) lautet im Limes(
βv′ − (γv)′, u)+ (v, αu) = (v, f) ∀v ∈ C∞0 (Ω).
Das bedeutet, daß
(
(−β + γ)u)′ ∈ L2(Ω) und(
(−β + γ)u)′ + (−γ′ + α)u = f. (2.57)
Dadurch ist u jedoch noch nicht eindeutig bestimmt, weil keine Randbedin-
gungen vorgegeben sind.
U¨ber die Konvergenz der Randwerte und -ableitungen ko¨nnen wir den-
noch eine Aussage treffen. Fu¨r alle v ∈ H1(Ω) folgt aus
(v,Aun) = (v, f)
mit partieller Integration(
dv(−nu′n + (−β + γ)un)
)
∂Ω
+ (v′, nu′n) +
(
βv′ − (γv)′, un
)
+ (v, αun)
= (v, fn),
sowie, wegen (2.57),(
dv((−β + γ)u))
∂Ω
+
(
βv′ − (γv)′, u)+ (v, αu) = (v, f).
Da die Funktion v fu¨r alle t ∈ ∂Ω beliebige Werte annehmen kann, ko¨nnen
wir schließen, daß
(−nu′n + (−β + γ)un)(t)→ ((−β + γ)u)(t) ∀t ∈ ∂Ω. (2.58)
Sta¨rkere Aussagen ko¨nnen wir fu¨r den folgenden Spezialfall machen.
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Lemma 2.12. Ausgehend von der gegebenen Situation gelte zusa¨tzlich
fn → f stark in L2(Ω),
β = 0,
ΓD ∩ Γ+ = {}, (2.59)
ΓN ∩ Γ− = {}. (2.60)
Außerdem existiere eine Funktion ζ ∈ C1+(Ω) und eine Konstante κ > 0 mit
−1
2
(γζ)′ + αζ ≥ κ. (2.61)
Dann konvergiert un stark in L2(Ω) gegen die eindeutig bestimmte Funktion
u ∈ L2(Ω) mit (γu)′ ∈ L2(Ω) und
Dγu+ αu = f, (2.62)
(γu)(t) = 0 ∀t ∈ Γ−. (2.63)
Daru¨berhinaus gilt

1
2
nu
′
n → 0 stark in L2(Ω). (2.64)
Beweis. Alle Funktionen un erfu¨llen die Gleichung
(ζun, fn) =
(
(ζun)′, nu′n
)
+(ζun, γu′n) + (ζun, αun). (2.65)
Mit
g := −1
2
(γζ)′ + αζ
folgt aus (2.60) und (2.65) mit partieller Integration
<(ζun, fn)−<(ζ ′un, nu′n) =
∫
Ω
nζ|u′n|2 dx+
1
2
(
dγζ|un|2
)
Γ+
+
∫
Ω
g|un|2 dx.
(2.66)
Wir wissen bereits, daß un schwach gegen eine Funktion u ∈ L2(Ω) konver-
giert mit (γu)′ ∈ L2(Ω) und (2.62). Es gilt also
<(ζu, f) = 1
2
(
dγζ|u|2)
Γ−
+
1
2
(
dγζ|u|2)
Γ+
+
∫
Ω
g|u|2 dx. (2.67)
Da nun un schwach gegen u, fn stark gegen f und nu′n stark gegen Null
konvergieren, konvergiert die linke Seite von (2.66) gegen die linke Seite von
(2.67), und dasselbe gilt damit auch fu¨r die rechte Seite, also
lim
n→∞
(∫
Ω
nζ|u′n|2 dx+
1
2
(
dγζ|un|2
)
Γ+
+
∫
Ω
g|un|2 dx
)
=
1
2
(
dγζ|u|2)
Γ−
+
1
2
(
dγζ|u|2)
Γ+
+
∫
Ω
g|u|2 dx
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Andererseits haben wir jedoch∫
Ω
nζ|u′n|2 dx ≥ 0,
lim inf
n→∞
∫
Ω
g|un|2 dx ≥
∫
Ω
g|u|2 dx, wegen un w→ u und g ≥ κ > 0,(
dγζ|un|2
)
Γ+
→ (dγζ|u|2)
Γ+
, wegen (2.58) und (2.59),
0 ≥ (dγζ|u|2)
Γ−
.
Das alles la¨ßt sich nur in Einklang bringen, wenn∫
Ω
nζ|u′n|2 dx→ 0, (2.68)∫
Ω
g|un|2 dx→
∫
Ω
g|u|2 dx, (2.69)
0 =
(
dγζ|u|2)
Γ−
. (2.70)
Da wegen (2.61) g eine von der Null wegbeschra¨nkte Funktion ist, impliziert
(2.69) die Konvergenz der Normen, die zusammen mit der schwachen Kon-
vergenz die starke Konvergenz von un gegen u ergibt. Aus (2.70) ergibt sich
schließlich (2.63), wegen
ζ(t)
∣∣(γu)(t)∣∣2= γ(t)(γζ|u|2(t)) = 0 ∀t ∈ Γ−.
Daß u durch 2.62 und 2.63 eindeutig bestimmt ist, sagt Satz 2.4 aus.
Verzichtet man in Lemma 2.12 auf die Voraussetzung (2.59), so kann bei
Γ+ ∩ ΓD eine Grenzschicht auftreten. Wie in [22], Kapitel V.1, konstruieren
wir dazu eine Hilfsfunktion, die auf Γ+ verschwindet und so die Grenzschicht
auslo¨scht. Auf diese Weise ko¨nnen wir die starke Konvergenz von un gegen u
zeigen. Lediglich (2.64) la¨ßt sich unter diesen schwa¨cheren Voraussetzungen
nicht mehr beweisen.
Satz 2.10. Es seien die Voraussetzungen von Lemma 2.12 bis auf (2.59)
erfu¨llt. Dann konvergiert un stark in L2(Ω) gegen die eindeutig bestimmte
Funktion u ∈ L2(Ω) mit (γu)′ ∈ L2(Ω) und
Dγu+ αu = f, (2.71)
(γu)(t) = 0 ∀t ∈ Γ−. (2.72)
Beweis. Wir konstruieren eine Funktion ζ˜ ∈ C1(Ω) mit
ζ˜ ≥ 0,
g˜ := −1
2
(γζ˜)′ + αζ˜ ≥ κ˜ > 0,
ζ˜(t) = 0 ∀t ∈ Γ+,
ζ˜(t) > 0 ∀t ∈ Γ−.
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Dazu wa¨hlen wir eine Funktion ϕ ∈ C1(Ω) mit
ϕ ≥ 0,
−1
2
(γζ)ϕ′ + κϕ ≥ κ˜ > 0,
ϕ(t) = 0 ∀t ∈ Γ+,
ϕ(t) > 0 ∀t ∈ Γ−.
Da (γζ) in einer Umgebung von Γ+ nicht das Vorzeichen wechselt, ist es
immer mo¨glich, eine solche Funktion anzugeben, wie man sich anhand von
Abbildung 2.1 klarmachen kann. Fu¨r ζ˜ := ζϕ gilt dann
a b
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Abbildung 2.1: Wahl der Funktion ϕ, hier: Γ− = {a}, Γ+ = {b}
−1
2
(γζ˜)′ + αζ˜ = −1
2
(γζ)ϕ′ +
(−1
2
(γζ)′ + αζ
)
ϕ
≥ −1
2
(γζ)ϕ′ + κϕ
≥ κ˜.
Genau wie im Beweis von Lemma 2.12 erhalten wir∫
Ω
nζ˜|u′n|2 dx→ 0,∫
Ω
g˜|un|2 dx→
∫
Ω
g˜|u|2 dx,
0 =
(
dγζ˜|u|2)
Γ−
,
und die Behauptung ist bewiesen.
Mit diesem Resultat ko¨nnen wir schließlich, mit Hilfe der Adjungierten,
auch dann eine Konvergenzaussage machen, wenn nur schwache Konvergenz
der rechten Seite vorliegt. Die beiden folgenden Sa¨tze umfassen die Situation
inhomogener Dirichlet-Randbedingungen, wie sie bei der Konvergenzanalyse
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auf den Netzwerken im Hinblick auf die einzelnen Kanten auftreten wird. Da
in den beiden Sa¨tzen nur Dirichlet-Randbedingungen auftreten, ko¨nnen wir
die Koeffizienten β und γ zusammenfassen und uns auf den Fall β = 0
beschra¨nken.
Satz 2.11. (un) ⊂ H1(Ω) sei eine Folge von Funktionen mit
(nu′n)
′ ∈ L2(Ω) ∀n ∈ N.
Die Randwerte von (un) seien beschra¨nkt, d. h. es existiert eine Zahl M > 0
mit
|un(t)| ≤M ∀n ∈ N, t ∈ ∂Ω.
Daru¨berhinaus nehmen wir an, es existieren Funktionen u, f ∈ L2(Ω) und
Randwerte u−(t) fu¨r alle t ∈ Γ− mit
fn := −(nu′n)′ + γu′n + αun w→ f, (2.73)
un
w→ u, (2.74)
un(t)→ u−(t) ∀t ∈ Γ−. (2.75)
Dann gilt
(γu)′ ∈ L2(Ω), (2.76)
Dγu+ αu = f, (2.77)
(γu)(t) = γ(t)u−(t) ∀t ∈ Γ−. (2.78)
Beweis. (2.76) und (2.77) werden mit den Bemerkungen zu Beginn dieses
Abschnitts klar. Fu¨r den Beweis von (2.78) ko¨nnen wir ohne Beeintra¨chti-
gung der Allgemeinheit annehmen, daß
−1
2
γ′ + α ≥ κ > 0. (2.79)
Ansonsten wa¨hlen wir eine Konstante C genu¨gend groß, so daß mit α˜ :=
α+ C
−1
2
γ′ + α˜ ≥ κ > 0.
Anstelle von (2.73) gilt jetzt mit f˜ := f + Cu
f˜n := −(nu′n)′ + γu′n + α˜un w→ f˜ .
Sei nun g ∈ L2(Ω) beliebig aber fest vorgegeben. Wegen (2.79) gibt es ein-
deutig bestimmte Funktionen wn ∈ H10 (Ω) mit (nw′n)′ ∈ L2(Ω) und
−(nw′n + γwn)′ + αwn = g.
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Zweimalige partielle Integration liefert
(un, g) = −(dunnw′n)∂Ω + (fn, wn). (2.80)
Aus Satz 2.10 wissen wir, daß wn stark in L2(Ω) gegen die eindeutig be-
stimmte Funktion w mit (γw)′ ∈ L2(Ω) und
−(γw)′ + αw = g, (2.81)
(γw)(t) = 0 ∀t ∈ Γ+ (2.82)
konvergiert. Wegen der starken Konvergenz von wn folgt aus (2.80), daß
(dunnw′n)∂Ω → (f, w)− (u, g).
Andererseits gilt aber wegen (2.77), (2.81) und (2.82) auch
−(dγuw)Γ− = (f, w)− (u, g).
Insgesamt ergibt sich also
(dunnw′n)∂Ω → −(dγuw)Γ− . (2.83)
Das Verhalten der linken Seite dieser Gleichung kennen wir aber auch auf-
grund der gegebenen Voraussetzungen. Da wn jeweils Lo¨sungen von Dirich-
let-Problemen sind, gilt wegen (2.58)
nw
′
n(t)→ −(γw)(t) ∀t ∈ ∂Ω.
Auf Γ+ verschwindet (γw) wegen (2.82), und auf Γ− konvergiert un gegen
u−. Es gilt deshalb
(dunnw′n)∂Ω → −(dγu−w)Γ− . (2.84)
(2.83) und (2.84) ergeben schließlich
(dγuw)Γ− = (dγu−w)Γ− . (2.85)
Diese Gleichung muß insbesondere fu¨r alle w ∈ C1(Ω) mit w(t) = 0 fu¨r alle
t ∈ Γ+ gelten, denn man kann
g = −(γw)′ + αw
wa¨hlen. Da man so beliebige Randwerte fu¨r w auf Γ− erzeugen kann, folgt
(γu)(t) = γ(t)u−(t) ∀t ∈ Γ−.
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Ausgehend davon ko¨nnen wir bei starker Konvergenz der rechten Seiten
mit der Technik, die bereits in den Beweisen von Lemma 2.12 und Satz 2.10
verwendet wurde, auch die starke Konvergenz von un gegen u zeigen.
Satz 2.12. (un) ⊂ H1(Ω) sei eine Folge von Funktionen mit
(nu′n)
′ ∈ L2(Ω) ∀n ∈ N.
Die Randwerte von (un) seien beschra¨nkt, d. h. es existiert eine Zahl M > 0
mit
|un(t)| ≤M ∀n ∈ N, t ∈ ∂Ω.
Daru¨berhinaus nehmen wir an, es existieren Funktionen u, f ∈ L2(Ω) und
Randwerte u−(t) fu¨r alle t ∈ Γ− mit
fn := −(nu′n)′ + γu′n + αun → f, (2.86)
un
w→ u, (2.87)
nu
′
n → 0, (2.88)
un(t)→ u−(t) ∀t ∈ Γ−. (2.89)
Außerdem existiere eine Funktion ζ ∈ C1+(Ω) und eine Konstante κ > 0 mit
−1
2
(γζ)′ + αζ ≥ κ.
Dann konvergiert un sogar stark gegen u, und es gilt
(γu)′ ∈ L2(Ω),
Dγu+ αu = f,
(γu)(t) = γ(t)u−(t) ∀t ∈ Γ−.
Beweis. Da unsere Voraussetzungen sta¨rker sind als in Satz 2.11, ko¨nnen
wir von schwacher Konvergenz der Folge un gegen u ausgehen. Daß un auch
stark gegen u konvergiert, ist noch zu zeigen. Dazu nehmen wir, wie im
Beweis von Satz 2.10, eine Funktion ζ˜ ∈ C1(Ω) zu Hilfe mit
ζ˜ ≥ 0,
g˜ := −1
2
(γζ˜)′ + αζ˜ ≥ κ˜ > 0,
ζ˜(t) = 0 ∀t ∈ Γ+,
ζ˜(t) > 0 ∀t ∈ Γ−.
Fu¨r alle n ∈ N erfu¨llt un die variationelle Gleichung
(ζ˜un, fn) + (dζ˜unnu′n)Γ−∪Γ0 =
(
(ζ˜un)′, nu′n
)
+(ζ˜un, γu′n) + (ζ˜un, αun).
(2.90)
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Mit
g := −1
2
(γζ˜)′ + αζ˜
folgt nach partieller Integration
<(ζ˜un, fn) + <(dζ˜unnu′n)Γ−∪Γ0 −<(ζ˜ ′un, nu′n) =
∫
Ω
nζ˜|u′n|2 dx
+
1
2
(dζ˜γ|un|2)Γ− +
∫
Ω
g|un|2 dx.
(2.91)
Unabha¨ngig davon erhalten wir, ebenfalls mit partieller Integration, fu¨r u
die Gleichung
<(ζ˜u, f) = 1
2
(dζ˜γ|u−|2)Γ− +
∫
Ω
g|u|2 dx. (2.92)
Wir wollen jetzt die in (2.91) vorkommenden Terme einzeln untersuchen.
Wegen der schwachen Konvergenz von un gegen u und der starken Konver-
genz von fn gegen f gilt
(ζ˜un, fn)→ (ζ˜u, f).
Fu¨r alle t ∈ Γ− gilt nach Voraussetzung un(t)→ u−(t), und da wir ja auch
schon wissen, daß (γu)(t) = γ(t)u−(t), konvergiert wegen (2.58) nu′n(t)
gegen Null. Zusammen ergibt dies
(dζ˜unnu′n)Γ− → 0.
Fu¨r t ∈ Γ0 ko¨nnen wir (2.58) direkt entnehmen, daß nu′n(t) gegen Null
konvergiert. Ebenfalls wegen un(t) → u−(t) konvergiert γ(t)|un(t)|2 gegen
γ(t)|u−(t)|2. Der noch verbleibende Randterm (dζγ|un|2)Γ− konvergiert des-
halb gegen (dζ˜γ|u−|2)Γ− . Der Vergleich von (2.91) und (2.92) liefert schließ-
lich
lim
n→∞
∫
Ω
nζ˜|u′n|2 dx+
∫
Ω
g|un|2 dx =
∫
Ω
g|u|2 dx.
Da aber andererseits∫
Ω
nζ˜|u′n|2 dx ≥ 0,
lim inf
n→∞
∫
Ω
g|un|2 dx ≥
∫
Ω
g|u|2 dx, wegen un w→ u und g˜ ≥ κ˜ > 0,
muß gelten ∫
Ω
nζ˜|u′n|2 dx→ 0,∫
Ω
g|un|2 dx→
∫
Ω
g|u|2 dx.
Da g eine von der Null wegbeschra¨nkte Funktion ist, impliziert dies die
Konvergenz der Normen, die zusammen mit der schwachen Konvergenz die
starke Konvergenz von un gegen u ergibt.
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2.3 Lineare Differentialoperatoren auf einem Netz-
werk
2.3.1 Differentialoperatoren erster Ordnung
Diese Operatoren sind fu¨r uns in erster Linie im Zusammenhang mit dem
Grenzfall i → 0 im Bezug auf den in 2.1 geschilderten Kontext interessant.
Wir beschra¨nken uns daher auf eine relativ spezielle Situation, eben auf die,
welche bei der Konvergenzanalyse in 2.3.3 auftreten wird.
Mit den reellwertigen Koeffizienten αi ∈ C0(Ωi) und βi ∈ C1(Ωi) definie-
ren wir den Operator L im Raum H = ∏i∈I L2(Ωi) zuna¨chst durch
D(L) = {(ui)i∈I ∈ H| (βiui)′ ∈ L2(Ωi) ∀i ∈ I},
(Lu)i = Dβiui + αiui.
Wir geben jetzt eine Klasse von Knotenbedingungen an, durch die der Defi-
nitionsbereich von L engeschra¨nkt werden kann. Dazu spalten wir fu¨r jeden
Knoten J ∈ J die Menge IJ der adjazenten Kanten auf in die Mengen
IJ = IfJ ∪˙ IrJ ,
wobei wir IfJ als freie und IrJ als restringierte Kanten bezeichnen. Die Kno-
tenbedingung
CJ(βiui)(ΓJ) = βi(ΓJ)
∑
k∈IfJ
cJkidkJ(βkuk)(ΓJ) ∀i ∈ IrJ (2.93)
fu¨r den Knoten J dru¨ckt aus, daß sich die Funktionswerte in Richtung der
restringierten Kanten als Linearkombination aus den Funktionswerten in
Richtung der freien Kanten ergeben. Dabei sind CJ > 0 und cJki ∈ R beliebige
Konstanten. Es gilt
Lemma 2.13. Sei L der eben eingefu¨hrte Differentialoperator mit durch
(2.93) eingeschra¨nktem Definitionsbereich. L ist ein abgeschlossener Opera-
tor in H. Mit der adjungierten Knotenbedingung
CJ(βkuk)(ΓJ) = −βk(ΓJ)
∑
i∈IrJ
cJkidiJ(βiui)(ΓJ) ∀k ∈ IfJ (2.94)
ist die Adjungierte L? gegeben durch
D(L?) = {(ui)i∈I ∈ H| (βiui)′ ∈ L2(Ωi), es gilt (2.94) fu¨r alle J ∈ J },
(L?u)i = −Eβiui + αiui.
Beweis. Die Abgeschlossenheit von L kommt daher, daß die Knotenwerte
(βiui)(ΓJ) stetig von ui bezu¨glich der Graphennorm von Dβi abha¨ngen und
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deshalb (2.93) im Limes erhalten bleibt. Sei nun w ∈ D(L?) und L?w = z.
Insbesondere fu¨r u ∈∏i∈I C∞0 (Ωi) muß gelten∑
i∈I
(
(Lu)i, wi
)
=
∑
i∈I
(ui, zi). (2.95)
Daraus folgt, daß
(βiwi)′ ∈ L2(Ωi) ∀i ∈ I,
zi = −Eβiwi + αiwi ∀i ∈ I.
(2.95) muß aber auch fu¨r alle u ∈∏i∈I C1(Ωi) gelten mit
CJui(ΓJ) =
∑
k∈IfJ
cJkidkJ(βkuk)(ΓJ). (2.96)
(2.95) schreibt sich∑
i∈I
(βiu′i + αiui, wi) =
∑
i∈I
(ui,−(βiwi)′ + αiwi),
und daraus folgt mit partieller Integration∑
J∈J
∑
i∈IJ
diJ(ui(βiwi))(ΓJ) = 0.
Den am Knoten J auftretenden Term bezeichnen wir mit
BJ(u,w) :=
∑
i∈IJ
diJ(ui(βiwi))(ΓJ).
Es gilt
CJBJ(u,w)
= CJ
∑
k∈IfJ
dkJ(uk(βkwk))(ΓJ) + CJ
∑
i∈IrJ
diJ(ui(βiwi))(ΓJ)
= CJ
∑
k∈IfJ
dkJ(uk(βkwk))(ΓJ)
+ CJ
∑
k∈IfJ
∑
i∈IrJ
diJc
J
kidkJ(βkuk)(ΓJ)(βiui)(ΓJ)
=
∑
k∈IfJ
dkJuk(ΓJ)
(
CJ(βkwk)(ΓJ) + βk(ΓJ)
∑
i∈IrJ
cJkidiJ(βiwi)(ΓJ)
)
.
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Da CJ 6= 0 und die Werte uk(ΓJ) fu¨r alle k ∈ IfJ beliebig auftreten ko¨nnen,
kann
∑
J∈J BJ(u,w) nur dann fu¨r jede zula¨ssige Wahl von u verschwinden,
wenn
CJ(βkwk)(ΓJ) + βk(ΓJ)
∑
k∈IrJ
cJkidiJ(βiwi)(ΓJ) = 0.
(2.94) ist also eine notwendige Bedingung dafu¨r, daß w ∈ D(L?). Um fest-
zustellen, daß sie auch hinreichend ist, betrachten wir die Knotenterme fu¨r
beliebige Funktionen w, welche (2.94) erfu¨llt, und u ∈ D(L). Es gilt, unter
Beachtung von Folgerung 2.4,
CJ
∑
k∈IJ
dkJ(βkukwk)(ΓJ)
= CJ
∑
k∈IfJ
dkJ(βkukwk)(ΓJ) + CJ
∑
i∈IrJ
diJ(βiuiwi)(ΓJ)
=
∑
k∈IfJ
dkJ(βkuk)(ΓJ)
(−∑
i∈IrJ
cJkidiJ(βiwi)(ΓJ)
)
+
∑
i∈IrJ
(∑
k∈IfJ
cJkidkJ(βkuk)(ΓJ)
)
diJ(βiwi)(ΓJ)
= 0.
Also ist auch ∑
k∈IJ
dkJ(βkukwk)(ΓJ) = 0.
Die Knotenterme verschwinden also, und damit ist w ∈ D(L?).
Fu¨r die folgende speziellere Situation ko¨nnen wir nachweisen, daß L nach
unten beschra¨nkt ist, was in 2.3.3 fu¨r den Beweis einer Eindeutigkeitsaussage
verwendet wird.
Lemma 2.14. Angenommen, an einem Knoten J ∈ J gilt
diJβi(ΓJ) ≥ 0 ∀i ∈ IfJ . (2.97)
Wir definieren die U¨bergangsmatrix TJ durch
TJ = (Tik)i∈IrJ ,k∈IfJ ,
Tik = |diJβi(ΓJ)|
1
2 |cJki| |dkJβk(ΓJ)|
1
2 .
Falls nun
‖TJ‖2 ≤ CJ , (2.98)
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dann gilt fu¨r alle u ∈ D(L)∑
i∈IJ
diJ(βi|ui|2)(ΓJ) ≥ 0. (2.99)
Beweis. Fu¨r u ∈ D(L) gilt
C2J
∑
i∈IJ
diJ(βi|ui|2)(ΓJ)
= C2J
∑
k∈IfJ
dkJ(βk|uk|2)(ΓJ) + C2J
∑
i∈IrJ
diJ(βi|ui|2)(ΓJ)
= C2J
∑
k∈IfJ
dkJ(βk|uk|2)(ΓJ) +
∑
i∈IrJ
diJβi(ΓJ)
∣∣∑
k∈IfJ
cJkidkJ(βkuk)(ΓJ)
∣∣2.
Mit
vk =
∣∣dkJ(βk|uk|2)(ΓJ)∣∣ 12 fu¨r k ∈ IfJ
la¨ßt sich dies schreiben als
C2J
∑
i∈IJ
diJ(βi|ui|2)(ΓJ)
(2.97)
= C2J
∑
k∈IfJ
v2k +
∑
i∈IrJ
diJβi(ΓJ)
∣∣∑
k∈IfJ
cJkidkJ(βkuk)(ΓJ)
∣∣2
≥ C2J
∑
k∈IfJ
v2k −
∑
i∈IrJ
∣∣ |diJβi(ΓJ)| 12 ∑
k∈IfJ
cJkidkJ(βkuk)(ΓJ)
∣∣2
≥ C2J
∑
k∈IfJ
v2k −
∑
i∈IrJ
(∑
k∈IfJ
|diJβi(ΓJ)| 12 |cJki| |dkJβk(ΓJ)|
1
2 vk
)2
= C2J
∑
k∈IfJ
v2k −
∑
i∈IrJ
(∑
k∈IfJ
Tikvk
)2
(2.98)
≥ 0.
Damit ko¨nnen wir jetzt folgenden Satz formulieren.
Satz 2.13. Angenommen, es gilt fu¨r alle Knoten J ∈ J
diJβi(ΓJ) ≥ 0 ∀i ∈ IfJ , (2.100)
diJβi(ΓJ) ≤ 0 ∀i ∈ IrJ . (2.101)
Fu¨r die in Lemma 2.14 definierten U¨bergangsmatrizen TJ gelte
‖TJ‖2 ≤ CJ ∀J ∈ J . (2.102)
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Daru¨berhinaus sei fu¨r alle Kanten i ∈ I mit einer Konstante δ ∈ R
−1
2
β′i + (αi − δ) ≥ 0. (2.103)
Dann gilt fu¨r alle c ∈ R mit c > −δ
R(L+ c) = H, (2.104)
‖(L+ c)u‖ ≥ (δ + c)‖u‖ ∀u ∈ D(L). (2.105)
Beweis. Sei u ∈ D(L). Unter Zuhilfenahme von (2.103) erhalten wir mit
partieller Integration wie im Beweis von Lemma 2.2
<((L+ c)u, u)
H
≥ (δ + c)‖u‖2H +
∑
J∈J
∑
i∈IJ
diJ(βi|ui|2)(ΓJ).
Wegen Lemma 2.14 sind auch die Randterme positiv, und es folgt (2.105).
Fu¨r die Adjungierte L? gilt (2.103) ebenfalls, wie im Beweis von Lemma
2.3 verdeutlicht wurde. Um die U¨bergangsmatrizen von L? an den Knoten
J ∈ J darzustellen, mu¨ssen wir die Knotenbedingung (2.94) mit −β anstelle
von β darstellen, da dies ja die Flußrichtung des adjungierten Operators ist.
Die Knotenbedingung lautet
CJ((−βk)uk)(ΓJ) = (−βk)(ΓJ)
∑
i∈IrJ
cJkidiJ((−βi)ui)(ΓJ) ∀k ∈ IfJ .
Die U¨bergangsmatrix von L? am Knoten J ist also gleich T TJ . Da jedoch die
2-Norm einer jeden reellen Matrix immer gleich der 2-Norm ihrer Transpo-
nierten ist, gilt (2.102) entsprechend auch fu¨r L?. Die Ungleichung (2.97),
die fu¨r die Anwendung von Lemma 2.14 gebraucht wird, lautet fu¨r die Ad-
jungierte (2.101). Genau wie fu¨r L gilt also fu¨r L? die Abscha¨tzung
<((L? + c)u, u)
H
≥ (δ + c)‖u‖2H ∀u ∈ D(L?).
Mit dem ”closed range theorem“ ko¨nnen wir damit auf (2.104) schließen.
Um diesen Satz mit gewichteten Normen zu formulieren, definieren wir
fu¨r Funktionen ψ ∈∏i∈I C0+(Ωi) auf dem Netzwerk die Norm ‖ · ‖ψH durch
‖u‖ψH := ‖ψu‖H .
(·, ·)ψH sei das zugeho¨rige Skalarprodukt.
Satz 2.14. Angenommen, es gilt fu¨r alle Knoten J ∈ J
diJβi(ΓJ) ≥ 0 ∀i ∈ IfJ ,
diJβi(ΓJ) ≤ 0 ∀i ∈ IrJ .
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ζ ∈ ∏i∈I C1+(Ωi) sei eine Netzwerk-Funktion mit folgenden Eigenschaften.
Fu¨r die U¨bergangsmatrizen T ζJ , die wir definieren als
T ζJ = (Tik)i∈IrJ ,k∈IfJ , (2.106)
Tik = |diJβi(ΓJ)|
1
2 |cJki| |dkJβk(ΓJ)|
1
2
( ζi(ΓJ)
ζk(ΓJ)
) 1
2
, (2.107)
gelte
‖T ζJ ‖2 ≤ CJ ∀J ∈ J . (2.108)
Daru¨berhinaus sei fu¨r alle Kanten i ∈ I mit einer Konstante δ ∈ R
−1
2
(βiζi)′ + (αi − δ)ζi ≥ 0. (2.109)
Dann gilt fu¨r alle c ∈ R mit c > −δ
R(L+ c) = H,
‖(L+ c)u‖ζ
1
2
H ≥ (δ + c)‖u‖ζ
1
2
H ∀u ∈ D(L).
Beweis. Wie im Beweis von Satz 2.4 definieren wir fu¨r eine Netzwerk-Funk-
tion ψ ∈∏i∈I C1+(Ωi) den Operator Lψ in H durch
D(Lψ) = {u ∈ H : u
ψ
∈ D(L)},
(Lψu)i := ψi
(L(u
ψ
)
)
i
= Dβiui +
(− 1
ψi
βiψ
′
i + αiψi
)
ui ∀i ∈ I.
Wir wa¨hlen ψi := ζ
1
2
i . Wegen (2.109) gilt(−1
2
β′i + αi − δ
)
ψ2i − ψiβiψ′i = −
1
2
(βiζi)′ + (αi − δ)ζi ≥ 0.
Division durch ψ2i ergibt
−1
2
β′i +
(− 1
ψi
βiψ
′
i + αi − δ
) ≥ 0.
Die Knotenbedingungen zu Lψ lauten nach Definition von D(Lψ)
CJ
(βiui)(ΓJ)
ψi(ΓJ)
= βi(ΓJ)
∑
k∈IfJ
cJki
dkJ(βkuk)(ΓJ)
ψk(ΓJ)
,
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also
CJβi(ΓJ) = βi(ΓJ)
∑
k∈IfJ
cJki
ζi(ΓJ)
1
2
ζk(ΓJ)
1
2
dkJ(βkuk)(ΓJ).
T ζJ ist somit die U¨bergangsmatrix von Lψ. Insgesamt erfu¨llt Lψ die Voraus-
setzungen von Satz 2.13, es gilt also fu¨r alle u ∈ D(L) und c > −δ
‖(L+ c)u‖ψH = ‖(Lψ + c)(ψu)‖H
≥ (δ + c)‖ψu‖H
= (δ + c)‖u‖ψH .
Die Surjektivita¨t von (L+ c) folgt aus der Surjektivita¨t von (Lψ + c).
Falls, anschaulich gesprochen, das Netzwerk keine in Flußrichtung verlau-
fende Schleifen entha¨lt, lassen sich solche Netzwerk-Funktionen ζ sukzessive
aus Funktionen auf den einzelnen Kanten zusammensetzen. Angenommen,
auf jeder Kante i ∈ I gibt es eine Funktion ζ˜i ∈ C1+(Ωi), welche die Bedin-
gung (2.109) erfu¨llt. Wir nehmen weiter an, daß wir die Kanten i ∈ I des
Netzwerks in einer Reihenfolge i1, . . . , i|I| so anordnen ko¨nnen, daß fu¨r alle
n ∈ {1, . . . , |I|} und J ∈ J mit in ∈ IrJ gilt
IfJ ⊂ {i1, . . . , in−1}.
Dann setzen wir die endgu¨ltigen Funktionen ζi an als
ζi = ciζ˜i,
mit positiven Konstanten ci und durchlaufen nun das Netzwerk Kante fu¨r
Kante der oben beschriebenen Reihenfolge nach. Im n-ten Schritt sind dann
fu¨r alle J ∈ J mit in ∈ IrJ die Werte ζk(ΓJ) fu¨r k ∈ IfJ alle schon fest-
gelegt. Durch genu¨gend kleine Wahl von cin ko¨nnen wir dafu¨r sorgen, daß
die Norm von T ζJ kleiner als CJ bleibt. Auf a¨hnliche Weise werden in [13]
Gewichtsfunktionen fu¨r Differentialoperatoren zweiter Ordnung konstruiert.
2.3.2 Differentialoperatoren zweiter Ordnung
Wir kehren nun zur Rahmensituation von 2.1.2 zuru¨ck. Auf diese Gleichun-
gen la¨ßt sich dasselbe variationelle Prinzip anwenden wie die in 2.2.2 be-
schriebenen Gleichungen auf dem Intervall. Wir definieren dazu die Sesqui-
linearform
a : V × V → C,
(v, u) 7→
∑
i∈I
(v′i, iu
′
i) + (βiv
′
i, ui) + (vi, γiu
′
i) + (vi, αiui).
Zwischen a und A aus Abschnitt 2.1 besteht folgender Zusammenhang.
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Lemma 2.15. Fu¨r alle u ∈ D(A) und v ∈ V gilt
a(v, u) = (v,Au)H .
Beweis. Partielle Integration liefert
a(v, u) = (v,Au)H +
∑
i∈I
∑
J∈Ji∩JN
diJ
(
v(iu′i + βiui)
)
(ΓJ)
= (v,Au)H +
∑
J∈JN
v(ΓJ)ρJ(u)
(T1)
= (v,Au)H .
Lemma 2.16. Seien f ∈ H, u ∈ V mit
a(v, u) = (v, f)H ∀u ∈ V. (2.110)
Dann ist u ∈ D(A) und Au = f .
Beweis. Auf einer beliebigen Kante i ∈ I gilt fu¨r alle vi ∈ C∞0 (Ωi)
(v′i, iu
′
i) = (vi, (βiui)
′ − γiu′i − αiui + fi).
Also ist
(iu′i)
′ ∈ L2(Ωi),
−(iu′i)′ = (βiui)′ − γiu′i − αiui + fi.
Damit ist gezeigt, daß
u ∈
∏
i∈I
D(Ai),
Aiui = fi ∀i ∈ I, (2.111)
und es muß nur noch die Transmissionsbedingung (T1) nachgewiesen wer-
den. Fu¨r beliebige v ∈ V gilt wegen (2.110) und (2.111)∑
i∈I
(vi, Aiui)− a(v, u) = 0 ∀v ∈ V,
und somit ∑
J∈JN
v(ΓJ)ρJ(u) = 0 ∀v ∈ V.
Da v jedoch an den Neumann-Knoten beliebige Werte annehmen kann, folgt
ρJ(u) = 0 ∀J ∈ JN .
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Wir zeigen jetzt die Definitheit der Sesquilinearform a, um die Existenz
und Eindeutigkeit von Lo¨sungen des Problems Au = f zu erhalten.
Lemma 2.17. Fu¨r alle Neumann-Knoten J ∈ JN gelte mit einer Konstante
µ ∈ R
1
2
∑
i∈IJ
diJ(βi + γi)(ΓJ) ≥ µ. (2.112)
Weiter gelte fu¨r eine Konstante δ ∈ R die Ungleichung
−1
2
(βi + γi)′ + αi − δ ≥ 0 ∀i ∈ I. (2.113)
Dann erfu¨llt a die Abscha¨tzung
<(a(v, v)) ≥∑
i∈I
∫
Ωi
i|v′i|2 dx+ δ
∫
Ωi
|vi|2 dx+ µ
∑
J∈JN
|v(ΓJ)|2 ∀v ∈ V.
Beweis.
<(a(v, v)) = ∑
i∈I
∫
Ωi
i|v′i|2 dx+
∫
Ωi
(βi + γi)<(v′ivi) dx+
∫
Ωi
αi|vi|2 dx
=
∑
i∈I
∫
Ωi
i|v′i|2 dx−
∫
Ωi
1
2
(βi + γi)′|vi|2 dx
+
∑
J∈Ji∩JN
1
2
diJ(βi + γi)(ΓJ)|v(ΓJ)|2
+
∫
Ωi
αi|vi|2 dx
=
∑
i∈I
∫
Ωi
i|v′i|2 dx+
∫
Ωi
(−1
2
(βi + γi)′ + αi
)|vi|2 dx
+
1
2
∑
J∈JN
(∑
i∈IJ
diJ(βi + γi)(ΓJ)
)|v(ΓJ)|2
≥
∑
i∈I
∫
Ωi
i|v′i|2 dx+ δ
∫
Ωi
|vi|2 dx+ µ
∑
J∈JN
|v(ΓJ)|2.
Mit genau denselben Betrachtungen wie in 2.2.2 erhalten wir
Satz 2.15. Angenommen, in Lemma 2.17 kann µ ≥ 0 gewa¨hlt werden. Dann
ist A ein abgeschlossener Operator im Raum H mit dichtem Definitionsbe-
reich. Die Adjungierte A? ist genau wie in A definiert, jedoch treten die
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Koeffizienten βi und γi in vertauschten Rollen auf. Falls fu¨r ein δ ∈ R die
Abscha¨tzung (2.113) gilt, so gilt fu¨r alle c ∈ R mit c > −δ
R(A+ c) = H,
‖(A+ c)u‖H ≥ (δ + c)‖u‖H ∀u ∈ D(A).
Die Forderung, daß in Lemma 2.17 µ ≥ 0 gewa¨hlt werden kann, ist eine
echte Einschra¨nkung, doch sie kann, a¨hnlich wie in der Situation auf dem
beschra¨nkten Intervall, mit gewichteten Normen umgangen werden.
Fu¨r u ∈ V , f ∈ H und eine in allen Neumann-Knoten stetige Funktion
ζ ∈∏i∈I C1+(Ωi) besteht eine A¨quivalenz zwischen
aζ(v, u) := a(ζv, u) = (v, f)ζ
1
2
H ∀v ∈ V
und
u ∈ D(A), Au = f.
Analog zu Lemma 2.17 und Satz 2.15 gilt fu¨r diese gewichteten Normen
Lemma 2.18. Gegeben sei eine Funktion ζ ∈ ∏i∈I C1+(Ωi), die in allen
Neumann-Knoten stetig und in Richtung einer jeden adjazenten Kante dif-
ferenzierbar ist. Es existiere eine Zahl µ ∈ R, mit
1
2
∑
i∈IJ
diJ
(
iζ
′
i + (βi + γi)ζi
)
(ΓJ) ≥ µ ∀J ∈ JN , (2.114)
und δ ∈ R, mit
−1
2
(
iζ
′
i + (−βi + γi)ζi
)′ + (−β′i + αi − δ)ζi ≥ 0 ∀i ∈ I. (2.115)
Dann erfu¨llt aζ die Abscha¨tzung
<(aζ(v, v)) ≥∑
i∈I
∫
Ωi
iζi|v′i|2 dx+ δ
∫
Ωi
ζi|vi| dx+ µ
∑
J∈JN
|v(ΓJ)|2.
Beweis. Die Behauptung folgt mit partieller Integration, wie im Beweis von
Lemma 2.7, und anschließender Aufsummierung u¨ber alle Kanten.
Satz 2.16. Angenommen, in Lemma 2.18 kann µ ≥ 0 gewa¨hlt werden. Dann
ist A ein abgeschlossener Operator in H mit dichtem Definitionsbereich. Die
Adjungierte A? entspricht A, jedoch mit vertauschten Rollen fu¨r βi und γi.
Falls nun fu¨r eine Konstante δ ∈ R die Abscha¨tzung (2.115) gilt, so gilt fu¨r
alle c ∈ R mit c > −δ
R(A+ c) = H,
‖(A+ c)u‖ζ
1
2
H ≥ (δ + c)‖u‖ζ
1
2
H ∀u ∈ D(A).
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Da man offensichtlich stets Funktionen ζ findet, die (2.114) erfu¨llen, la¨ßt
sich dieser Satz immer anwenden.
Im folgenden soll versucht werden, ein Maximumprinzip fu¨r elliptische
Netzwerk-Differentialoperatoren zweiter Ordnung herzuleiten. Fu¨r parabo-
lische Gleichungen finden sich solche Resultate in [6].
Den Definitionsbereich D(A) legen wir jetzt bis auf weiteres fest als die
Menge aller Netzwerk-Funktionen u ∈ ∏i∈I C0(Ωi), die in allen Neumann-
Knoten stetig sind und fu¨r die
ui ∈ C1(Ωi) ∀i ∈ I,
iu
′
i ∈ C1(Ωi) ∀i ∈ I
gilt. Außerdem fordern wir, daß u in allen Neumann-Knoten in Richtung
einer jeden adjazenten Kante differenzierbar ist. Fu¨r u ∈ D(A) sei
(Au)i = −(iu′i + βiui)′ + γiu′i + αiui.
Wir zerlegen die Kantenmenge I des Netzwerks in Zusammenhangskom-
ponenten. Zwei Kanten sollen genau dann in derselben Zusammenhangs-
komponente liegen, wenn sie u¨ber einen Pfad verbunden sind, bei dem alle
Knoten, durch die dieser Pfad la¨uft, Neumann-Knoten sind. Es gilt
Lemma 2.19. Es gelte
−β′i + αi ≥ 0 ∀i ∈ I (2.116)
und ∑
i∈IJ
diJβi(ΓJ) ≥ 0 ∀J ∈ JN . (2.117)
Sei nun u ∈ D(A) eine reellwertige Funktion mit
Au ≥ 0
und
ρJ(u) ≥ 0 ∀J ∈ JN . (2.118)
m sei der minimale Wert, den u auf dem Netzwerk annimmt. Angenommen,
m ≤ 0. Dann wird dieser Minimalwert entweder an einem Dirichlet-Knoten
angenommen, oder u ist auf einer ganzen Zusammenhangskomponente kon-
stant gleich m.
Beweis. Falls m im Inneren einer Kante i ∈ I angenommen wird, so ist
nach Satz 2.7 ui ≡ m auf dieser Kante. Wir ko¨nnen also davon ausgehen,
daß der Minimalwert auf jeden Fall an einem Knoten angenommen wird.
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Angenommen, dies ist ein Neumann-Knoten. Aufgrund der Minimalita¨t von
m muß
diJu
′
i(ΓJ) ≤ 0 ∀i ∈ IJ
gelten. Auf der anderen Seite ist aber wegen (2.118)∑
i∈IJ
diJ(iu′i)(ΓJ) +
(∑
i∈IJ
diJβi(ΓJ)
)
m ≥ 0.
Wegen (2.117) und da m ≤ 0 kann beides gleichzeitig nur dann gelten wenn
diJu
′
i(ΓJ) = 0 ∀i ∈ IJ .
Nach Satz 2.9 ist dann aber ui ≡ m auf allen Kanten i ∈ IJ . Auf diese
Weise ko¨nnen wir alle u¨ber einen Pfad erreichbaren Kanten abarbeiten und
erhalten, daß u auf der gesamten Zusammenhangskomponente gleich m ist.
Folgerung 2.7. Es gelte (2.116) und (2.117). Sei nun u ∈ D(A) eine re-
ellwertige Funktion mit
Au ≥ 0
und
ρJ(u) ≥ 0 ∀J ∈ JN .
Falls jede Zusammenhangskomponente des Netzwerks mindestens einen Di-
richlet-Knoten entha¨lt und u in all diesen Knoten nichtnegative Werte an-
nimmt, d. h.
ui(ΓJ) ≥ 0 ∀J ∈ JD, i ∈ IJ ,
dann gilt
u ≥ 0.
Allgemeiner gilt
Lemma 2.20. Fu¨r eine Netzwerk-Funktion ζ ∈ D(A) gelte
Aζ ≥ 0,
ζ ≥ κ > 0,
ρJ(ζ) ≥ 0 ∀J ∈ JN . (2.119)
Sei nun u ∈ D(A) eine reellwertige Funktion mit
Au ≥ 0,
ρJ(u) ≥ 0 ∀J ∈ JN . (2.120)
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Falls jede Zusammenhangskomponente des Netzwerks mindestens einen Di-
richlet-Knoten entha¨lt und u in all diesen Knoten nichtnegative Werte an-
nimmt, d. h.
ui(ΓJ) ≥ 0 ∀J ∈ JD, i ∈ IJ , (2.121)
dann gilt
u ≥ 0.
Beweis. Wie im Beweis von Lemma 2.10 definieren wir den Operator Aζ
durch (Aζu)
i
:=
1
ζi
(A(ζu))
i
= −(iu′i)′ +
1
ζi
(−2iζ ′i + γiζi)u′i +
1
ζi
(Aζ)iui
und schreiben u als u = ζu˜. Damit gilt
0 ≤ 1
ζ
A(ζu˜) = Aζ u˜.
Angenommen, u˜ nimmt ein nichtpositives Minimum m auf dem Netzwerk
an. Auf Aζ treffen die Voraussetzungen von Lemma 2.19 zu. Wir ko¨nnen
also mit denselben U¨berlegungen wie im Beweis dieses Lemmas schließen,
daß dieses Minimum an einem Knoten J ∈ J angenommen wird. Ferner gilt
diJ u˜
′
i(ΓJ) ≤ 0 ∀i ∈ IJ . (2.122)
Falls J ∈ JD, ist wegen (2.121) die Behauptung bewiesen. Im Fall, daß
J ∈ JN gilt aber andererseits
0
(2.120)
≤
∑
i∈IJ
diJ(i(ζiu˜i)′)(ΓJ) +
∑
i∈IJ
diJβi(ΓJ)ζ(ΓJ)m
= ζ(ΓJ)
∑
i∈IJ
diJ(iu˜′i)(ΓJ) +
∑
i∈IJ
diJ(iζ ′i)(ΓJ)m+
∑
i∈IJ
diJβi(ΓJ)ζ(ΓJ)m
= ζ(ΓJ)
∑
i∈IJ
diJ(iu˜′i)(ΓJ) + ρJ(ζ)m
(2.122)
≤ ρJ(ζ)m
(2.119),m≤0
≤ 0.
Hier muß also u¨berall Gleichheit gelten, insbesondere im vorletzten Schritt.
Das bedeutet, daß
diJ u˜
′
i(ΓJ) = 0 ∀i ∈ IJ .
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Nach Satz 2.9 ist nun ui ≡ m auf allen adjazenten Kanten i ∈ IJ und, nach
sukzessiver Anwendung dieser Schlußweise, auf der ganzen Zusammenhangs-
komponente. Da aber nach Voraussetzung in dieser Zusammenhangskompo-
nente auch mindestens ein Dirichlet-Knoten sein muß, folgt mit (2.121) die
Behauptung.
Entsprechend zu Satz 2.8 ko¨nnen wir auch eine Normabscha¨tzung her-
leiten.
Satz 2.17. Angenommen, es gibt eine Netzwerk-Funktion ζ ∈ D(A) mit
Aζ − δζ ≥ 0, (2.123)
ζ ≥ κ > 0, (2.124)
ρJ(ζ) ≥ 0 ∀J ∈ JN , (2.125)
mit einer Konstante δ > 0. Dann gilt fu¨r alle u ∈ D(A) mit
u(ΓJ) = 0 ∀J ∈ JD, (2.126)
ρJ(u) = 0 ∀J ∈ JN , (2.127)
die Abscha¨tzung
‖Au‖ζ−1∞ ≥ δ‖u‖ζ
−1
∞ . (2.128)
Daru¨berhinaus existiert fu¨r alle rechte Seiten f ∈∏i∈I C0(Ωi) eine Funktion
u ∈ D(A) mit (2.126), (2.127) und Au = f .
Beweis. Den Operator Aζ definieren wir wie im Beweis von Lemma 2.20. u
schreiben wir als ζu˜. Wir definieren die Schranken
φu :=
1
δ
‖Aζ u˜‖∞,
φl := −1
δ
‖Aζ u˜‖∞.
Es gilt
Aζφu = 1
ζ
(Aζ)φu
(2.123)
≥ δφu ≥ δ
(1
δ
Aζ u˜) = Aζ u˜, (2.129)
und
(φu − u˜)(ΓJ) = φu(ΓJ) ≥ 0 ∀J ∈ JD. (2.130)
Um zu zeigen, daß (φu − u˜) auf dem ganzen Netzwerk nichtnegativ ist,
nehmen wir an, daß (φu − u˜) ein negatives Minimum m annimmt. Wegen
(2.129) und (2.130) folgt mit Lemma 2.10, daß dieses Minimum auf jeden
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Fall in einem Neumann-Knoten J ∈ JN angenommen werden muß. Da φu
konstant ist, muß gelten
diJ u˜
′
i(ΓJ) ≥ 0 ∀i ∈ IJ .
Es gilt daher
0 = ρJ(u) = ρJ(ζ)u˜(ΓJ) +
(∑
i∈IJ
diJ(iu˜′i)(ΓJ)
)
ζ(ΓJ)
≥ ρJ(ζ)u˜(ΓJ)
= ρJ(ζ)(φu(ΓJ)−m)
> 0,
ein Widerspruch. Um auch die Existenzaussage zu zeigen, definieren wir eine
affine Abbildung F folgendermaßen. Ausgehend von einem Tupel {uJ}J∈JN
von vorgegebenen Werten in den Neumann-Knoten sei u ∈ D(A) die nach
Satz 2.8 eindeutig bestimmte Netzwerk-Funktion mit
Au = f,
u(ΓJ) = 0 ∀J ∈ JD,
u(ΓJ) = uJ ∀J ∈ JN .
Die erwa¨hnte Abbildung F sei mittels der Funktion u gegeben durch
F : R|JN | → R|JN |,
{uJ}J∈JN 7→ {ρJ(u)}J∈JN .
Wegen (2.128) muß diese Abbildung injektiv sein. Damit ist sie aber auch
surjektiv, und die Behauptung ist gezeigt.
2.3.3 Konvergenzresultate fu¨r → 0
Fu¨r die folgenden Konvergenzbetrachtungen legen wir die zu Abschnitt 2.2.3
analoge Situation auf dem Netzwerk zugrunde. (f (n)) ⊂ H sei eine be-
schra¨nkte Folge von rechten Seiten, (A(n)) eine Folge von Differentialope-
ratoren zweiter Ordnung, wie sie in 2.1.2 eingefu¨hrt wurden. Diese seien
jedoch bis auf ihre Diffusionskoeffizienten (n)i identisch.
Abbildung 2.3 zeigt die Lo¨sung einer solchen Differentialgleichung mit
kleinen (n)i . In den Neumann-Knoten bildet sich auf allen hineinlaufenden
Kanten eine Grenzschicht aus. Auf den aus dem Knoten herauslaufenden
Kanten ist die Tendenz erkennbar, daß ein gemeinsamer Startwert ange-
nommen wird, der sich als Mittel u¨ber alle Werte auf den in den Knoten
hineinlaufenden Kanten ergibt. Dieses Verhalten ist in der Abbildung gut
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sichtbar. Sie zeigt die Lo¨sung (ui)i∈I , die gegeben ist durch
−u′′i + u′i = 1 ∀i ∈ I,
u(ΓJ) = 0 an den Dirichlet-Knoten (D),∑
i∈IJ
diJu
′
i(ΓJ) = 0 an den Neumann-Knoten (N)
(2.131)
mit  = 0.05. Welche Knoten Dirichlet- und welche Neumann-Knoten sind,
sowie die Parametrisierungsrichtungen der Kanten, geht aus Abbildung 2.2
hervor.
Um die Existenz und Eindeutigkeit der Lo¨sungen von
A(n)u = f (n) (2.132)
zu sichern, nehmen wir an, es gibt eine Folge (ζ(n)) von Funktionen auf dem
Netzwerk, welche jeweils die Voraussetzungen von Lemma 2.18 mit von n
unabha¨ngigen Konstanten δ > 0 und µ ≥ 0 erfu¨llen. Es existieren somit
eindeutige Lo¨sungen von (2.132) mit∑
i∈I
∫
Ωi

(n)
i ζ
(n)
i |u(n)i
′|2 dx+ δ
∫
Ωi
ζ
(n)
i |u(n)i |2 dx+ µ
∑
J∈JN
|u(n)(ΓJ)|2
≤ ∣∣(u(n), f (n))(ζ(n)) 12H ∣∣.
(2.133)
Zusa¨tzlich setzen wir von jetzt an voraus, daß alle ζ(n) gemeinsame untere
und obere Schranken besitzen, na¨mlich
0 < m ≤ ζ(n) ≤M ∀n ∈ N,
sowie, daß die rechten Seiten f (n) schwach in H gegen eine Funktion f ∈ H
konvergieren, und daß
‖(n)i ‖∞ → 0 ∀i ∈ I.
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Abbildung 2.2: Netzwerk
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Abbildung 2.3: Lo¨sung einer Netzwerk-D-A-Gleichung mit wenig Diffusion
Fu¨r die Limesfunktion u ∈ H einer schwach konvergenten Teilfolge von (u(n))
ko¨nnen wir jetzt dieselben Schlußfolgerungen wie in 2.2.3 ziehen. Es gilt fu¨r
alle Kanten i ∈ I (
(−βi + γi)ui
)′ ∈ L2(Ωi),(
(−βi + γi)ui
)′ + (−γ′i + αi)ui = fi,
und fu¨r alle Knoten J ∈ J gilt∑
i∈IJ
diJ
(−(n)i u(n)i ′ + (−βi + γi)u(n)i )(ΓJ)→∑
i∈IJ
diJ
(
(−βi + γi)ui
)
(ΓJ).
(2.134)
Als na¨chstes werden wir die Beschra¨nktheit der Funktionswerte in den
Neumann-Knoten nachweisen, mit dem Ziel, auf jeder einzelnen Kante Satz
2.11 oder Satz 2.12 anzuwenden. Falls die Konstante µ echt positiv ist, liefert
(2.133) die Beschra¨nktheit der Knotenwerte. Im Fall µ = 0 zeigt folgendes
Lemma, daß die Gewichtsfunktionen ζ(n) derart modifiziert werden ko¨nnen,
daß (2.133) mit neuen Konstanten δ˜ > 0 und µ˜ > 0 gilt. Dazu nehmen wir
ab sofort an, die gesamte Folge (u(n)) konvergiert schwach gegen u.
Fu¨r alle J ∈ J definieren wir
I←J = {i ∈ IJ : diJ(−βi + γi)(ΓJ) > 0},
I0J = {i ∈ IJ : diJ(−βi + γi)(ΓJ) = 0},
I→J = {i ∈ IJ : diJ(−βi + γi)(ΓJ) < 0}.
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Lemma 2.21. Ausgehend von der gegebenen Situation sei fu¨r einen Neu-
mann-Knoten J ∈ J die Menge der in den Knoten hineinlaufenden Kanten
nichtleer, d. h. I←J 6= {}. Dann bleiben die Werte von u(n)(ΓJ) in diesem
Knoten beschra¨nkt.
Beweis. Sei C > 0 eine Konstante, die groß genug ist, damit
−1
2
(βi + γi)′ + αi + C − δ ≥ 0 ∀i ∈ I. (2.135)
Unter diesen Umsta¨nden gibt es nach Satz 2.8 (mit ζ ≡ 1) eindeutig be-
stimmte Funktionen ∆(n)i auf den einzelnen Kanten i ∈ I mit
−1
2
(

(n)
i ∆
(n)
i
′)′ − 1
2
(−βi + γi)∆(n)i
′
+
(−1
2
(βi + γi)′ + αi + C − δ2
)
∆(n)i = 1,
(2.136)
∆(n)i (ΓJ) = 0 ∀J ∈ Ji,
und es gilt wegen (2.135)
0 ≤ ∆(n)i ≤
2
δ
. (2.137)
Fu¨r ∆(n)i entstehen bei kleiner werdenen i Grenzschichten an allen Rand-
punkten J ∈ Ji mit i ∈ I←J . Im Bezug auf die Abscha¨tzung (2.133) sind die
Ableitungen von ∆(n)i in den Knoten interessant. Lemma 2.11 zeigt, daß
lim sup
n→∞
diJ(i∆
(n)
i
′
)(ΓJ) =: ωiJ < 0 falls i ∈ I←J .
Auf den anderen Ra¨ndern gilt hingegen
i∆
(n)
i
′
(ΓJ)→ 0 falls i ∈ I→J ∪ I0J .
Wir ersetzen jetzt die Gewichtsfunktionen ζ(n)i auf den einzelnen Kanten
durch
ζ˜
(n)
i := ζ
(n)
i − κ∆(n)i
mit einer kleinen positiven Zahl κ. Es gilt
lim inf
n→∞
∑
i∈IJ
diJ
(

(n)
i ζ˜
(n)
i
′ + (βi + γi)ζ˜
(n)
i
)
(ΓJ) ≥ µ− κ
∑
i∈I←J
ωiJ > µ ≥ 0.
Wir ko¨nnen also davon ausgehen, daß fu¨r ζ˜(n) (2.114) mit
µ˜ = −κ
2
∑
i∈I←J
ωiJ
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erfu¨llt ist. Sofern wir κ klein genug wa¨hlen, erfu¨llt ζ˜(n) auch die anderen
geforderten Eigenschaften, denn wegen (2.137) gilt
m− 2κ
δ
≤ ζ˜(n) ≤M
und
− 1
2
(
iζ˜
(n)
i
′ + (−βi + γi)ζ˜(n)i
)′ + (−β′i + αi + C − δ2)ζ˜(n)i
= −1
2
(
iζ
(n)
i
′
+ (−βi + γi)ζ(n)i
)′ + (−β′i + αi + C − δ2)ζ(n)i − κ
(2.115)
≥ (C + δ
2
)ζ(n)i − κ
≥ (C + δ
2
)m− κ.
Insgesamt erhalten wir entsprechend zu (2.133) die Abscha¨tzung∑
i∈I
∫
Ωi

(n)
i ζ˜
(n)
i |u(n)i
′|2 dx+ δ
2
∫
Ωi
ζ˜
(n)
i |u(n)i |2 dx+ µ˜
∑
J∈JN
|u(n)(ΓJ)|2
≤ ∣∣(u(n), f (n) + Cu(n))(ζ˜(n)) 12H ∣∣.
(2.138)
Damit folgt die Behauptung, da wir ja vorher schon wußten, daß ‖u(n)‖H
beschra¨nkt ist.
Zusa¨tzlich zur schwachen Konvergenz einer Teilfolge von (u(n)) ko¨nnen
wir also jetzt auch davon ausgehen, daß die Werte von u in den Neumann-
Knoten konvergieren, d. h. es existiert fu¨r alle J ∈ JN ein Wert uJ ∈ C
mit
u(n)(ΓJ)→ uJ . (2.139)
Aufgrund der schwachen Konvergenz von u(n)i gegen ui und (2.139) folgt mit
Satz 2.11, daß(
(−βi + γi)ui
)
(ΓJ) = (−βi + γi)(ΓJ)uJ ∀J ∈ JN , i ∈ I→J . (2.140)
Andererseits wissen wir aber auch schon, daß (2.134) gilt, und zusammen
mit ρJ(u(n)) = 0 erhalten wir∑
i∈IJ
diJγi(ΓJ)u(n)(ΓJ)→
∑
i∈IJ
diJ
(
(−βi + γi)ui
)
(ΓJ) ∀J ∈ JN
und daraus mit (2.139)∑
i∈IJ
diJγi(ΓJ)uJ =
∑
i∈IJ
diJ
(
(−βi + γi)ui
)
(ΓJ) ∀J ∈ JN .
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Wir spalten jetzt die Summe auf der rechten Seite in i ∈ I←J und i ∈ I→J
auf. Es ergibt sich mit (2.140), daß∑
i∈IJ
diJγi(ΓJ)uJ =
∑
i∈I←J
(
diJ(−βi + γi)ui
)
(ΓJ)
+
(∑
i∈I→J
diJ(−βi + γi)(ΓJ)
)
uJ ,
was gleichbedeutend ist mit( ∑
i∈I←J ∪I0J
diJγi(ΓJ) +
∑
i∈I→J
diJβi(ΓJ)
)
uJ =
∑
i∈I←J
diJ
(
(−βi + γi)ui
)
(ΓJ).
Den Ausdruck auf der linken Seite ko¨nnen wir wegen∑
i∈I←J ∪I0J
diJγi(ΓJ) +
∑
i∈I→J
diJβi(ΓJ)−
∑
i∈I←J
diJ(−βi + γi)(ΓJ)
=
∑
i∈I0J
diJγi(ΓJ) +
∑
i∈I→J
diJβi(ΓJ) +
∑
i∈I←J
diJβi(ΓJ)
=
∑
i∈IJ
diJβi(ΓJ)
noch etwas umschreiben zu(∑
i∈I←J
diJ(−βi + γi)(ΓJ) +
∑
i∈IJ
diJβi(ΓJ)
)
uJ =
∑
i∈I←J
diJ
(
(−βi + γi)ui
)
(ΓJ).
(2.141)
Zusammenfassend lassen sich die Knotenbedingungen also formulieren
als
uJ = 0 ∀J ∈ JD, (2.142)(∑
i∈I←J
diJ(−βi + γi)(ΓJ) +
∑
i∈IJ
diJβi(ΓJ)
)
uJ
=
∑
i∈I←J
(
diJ(−βi + γi)ui
)
(ΓJ) ∀J ∈ JN , (2.143)(
(−βi + γi)ui
)
(ΓJ) = (−βi + γi)(ΓJ)uJ ∀J ∈ J , i ∈ I→J . (2.144)
In unserem Beispiel in Abbildung 2.3 haben wir den Spezialfall βi = 0.
Die Knotenbedingungen (2.142)–(2.144) lassen sich nun einfacher darstellen
als
uJ = 0 ∀J ∈ JD, (2.145)
uJ =
∑
i∈I←J diJ(γiui)(ΓJ)∑
i∈I←J diJγi(ΓJ)
∀J ∈ JN , (2.146)
(γiui)(ΓJ) = γi(ΓJ)uJ ∀J ∈ J , i ∈ I→J . (2.147)
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Da γi = 1, sollte also im Grenzfall i = 0 in jedem Neumann-Knoten J ∈ JN
der fu¨r die herauslaufenden Kanten vorgegebene Wert uJ genau dem Mittel
aller Werte auf den hineinlaufenden Kanten entsprechen.
Unter bestimmten Voraussetzungen legen diese Knotenbedingungen die
Funktion u bereits eindeutig fest. In diesem Fall muß die gesamte Folge
(u(n)) gegen u konvergieren, was der folgende Satz aussagt.
Satz 2.18. Ausgehend von der gegebenen Situation existiere eine Netzwerk-
Funktion ζ ∈∏i∈I C1+(Ωi) mit folgenden Eigenschaften. Fu¨r die U¨bergangs-
matrizen T ζJ , die wir fu¨r alle Neumann-Knoten J ∈ JN definieren als
T ζJ = (Tik)i∈I→J ,k∈I←J ,
Tik = |diJ(−βi + γi)(ΓJ)|
1
2 |dkJ(−βk + γk)(ΓJ)|
1
2
( ζi(ΓJ)
ζk(ΓJ)
) 1
2
,
gelte fu¨r alle J ∈ JN
‖T ζJ ‖2 ≤ CJ :=
∑
i∈I←J
diJ(−βi + γi)(ΓJ) +
∑
i∈IJ
diJβi(ΓJ).
Daru¨berhinaus sei fu¨r alle Kanten i ∈ I mit einer Konstante δ > 0
−1
2
(βiζi)′ + (αi − δ)ζi ≥ 0.
Dann ist u durch (2.142)–(2.144) eindeutig bestimmt. Es liegt also schwache
Konvergenz der gesamten Folge (u(n)) gegen u vor. Falls die Folge (f (n)) der
rechten Seiten sogar stark gegen f konvergiert, dann konvergiert auch u(n)
stark gegen u.
Beweis. Die Eindeutigkeit der Grenzfunktion folgt direkt aus 2.14. Falls die
rechten Seiten sogar stark konvergieren, sind fu¨r jede einzelne Kante die
Voraussetzungen des Satzes 2.12 erfu¨llt. Es gilt also fu¨r alle i ∈ I
u
(n)
i → ui stark in L2(Ωi)
und damit
u(n) → u stark in H.
2.4 Probleme in nicht-variationeller Darstellung
Die in 2.1.2 eingefu¨hrten Differentialoperatoren sind zugeschnitten auf die
variationelle Formulierung von Problemen. Eine Netzwerk-Differentialglei-
chung der Form
Au = f
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la¨ßt sich mit den neuen Koeffizienten
bi := −βi + γi ∀i ∈ I, (2.148)
ai := −β′i + αi ∀i ∈ I, (2.149)
gJ :=
∑
i∈IJ
diJβi(ΓJ) ∀J ∈ JN (2.150)
auch schreiben als
(−iu′i)′ + biu′i + aiui = fi ∀i ∈ I, (2.151)
ui(ΓJ) = 0 ∀J ∈ J , (2.152)∑
i∈IJ
diJiu
′
i(ΓJ) + gJu(ΓJ) = 0 ∀J ∈ JN . (2.153)
Geht man jedoch von einem Problem der Form (2.151)–(2.153) aus, so lassen
sich zwar immer Koeffizienten αi, βi und γi so wa¨hlen, daß (2.148)–(2.150)
gilt. Die Wahl ist aber nicht eindeutig, insbesondere die Aufspaltung von bi
in βi und γi. Allerdings spielt dies in vielen Fa¨llen gar keine Rolle, da sich
viele Resultate in diesem Kapitel direkt mit den Koeffizienten ai, bi und
gJ ausdru¨cken lassen. Beispielsweise ko¨nnen wir (2.114) und (2.115) auch
schreiben als
1
2
∑
i∈IJ
diJ
(
iζ
′
i)(ΓJ) +
(1
2
∑
i∈IJ
diJbi(ΓJ) + gJ
)
ζ(ΓJ) ≥ µ ∀J ∈ JN
und
−1
2
(iζ ′i + biζi)
′ + (ai − δ)ζi ≥ 0 ∀i ∈ I.
So ko¨nnen wir Lemma 2.18 auch formulieren, ohne daß wir Koeffizienten αi,
βi und γi festlegen.
2.5 Zeitdynamische Probleme
Abschließend soll kurz demonstriert werden, wie sich die bisherigen Ergeb-
nisse mit Hilfe von Halbgruppentheorie auf zeitdynamische Probleme anwen-
den lassen. Insbesondere erweisen sich die gewichteten L2-Normen als nu¨tz-
lich fu¨r Normabscha¨tzungen fu¨r die Halbgruppen, und sie ermo¨glichen mit
Satz 2.14 und Satz 2.16 einen einfachen Zugang zur Halbgruppentheorie, der
ohne die Restriktionen (2.102) und (2.112) auskommt. Daru¨berhinaus soll
auch kurz demonstriert werden, wie Maximumprinzipien fu¨r die Konstruk-
tion von Gewichtsfunktionen verwendet werden ko¨nnen. Um die folgenden
Beispiele einfach zu halten, ziehen wir uns auf die Situation des beschra¨nkten
Intervalls zuru¨ck.
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Zuna¨chst kommen wir noch mal auf die Differentialoperatoren erster
Ordnung zuru¨ck, die bis auf weiteres mit L bezeichnet seien. L sei gegeben
durch
D(L) =
{
u ∈ L2(Ω)| (γu)′ ∈ L2(Ω), (γu)(t) = 0 ∀t ∈ Γ−
}
,
Lu = Dγu+ αu,
δ ∈ R sei so gewa¨hlt, daß die Bedingung (2.30) erfu¨llt ist. Dann ist fu¨r alle
c ∈ R mit c > −δ nach Satz 2.3 −c ∈ ρ(L) und
‖(L+ c)‖−1 ≤ 1
δ + c
.
Also existiert fu¨r alle c > −δ und n ∈ N auch(
I − 1
n
(−(L+ c)))−1 = n(L+ (n+ c))−1,
und es gilt ∥∥∥(I − 1
n
(−(L+ c)))−1∥∥∥ ≤ n 1
δ + n+ c
< 1.
Nach Corollar IX.7.1 in [35] erzeugt −(L+ c) eine stark stetige Halbgruppe
Sc(t) im Hilbertraum L2(Ω) mit
‖Sc(t)‖ ≤ 1 ∀t ∈ [0,∞).
Definiert man
S(t) := ectSc(t),
so sieht man mit
lim
h→0
1
h
(S(h)− I)u = lim
h→0
1
h
(echSc(h)− I)u
= lim
h→0
1
h
(echSc(h)− Sc(h) + Sc(h)− I)u
= lim
h→0
1
h
(ech − 1)Sc(h)u+ lim
h→0
1
h
(Sc(h)− I)u
= cu− (L+ c)u
= −Lu,
daß −L die Halbgruppe S(t) erzeugt. Fu¨r S(t) gilt also
‖S(t)‖ = ect‖Sc(t)‖ ≤ ect. (2.154)
Da die Abscha¨tzung (2.154) fu¨r alle c ∈ R gilt, fu¨r welche es ein δ ∈ R gibt
mit
c > −δ ≥ −(−1
2
γ′ + α
)
,
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so kann man schreiben
‖S(t)‖ ≤ eCt (2.155)
mit
C = − inf
Ω
(−1
2
γ′ + α
)
.
Entsprechend dazu ko¨nnen wir auch Satz 2.4 als Grundlage nehmen und
mit gewichteten Normen arbeiten. Fu¨r eine beliebige Funktion ψ ∈ C1+(Ω)
gilt, analog zu (2.155),
‖S(t)‖ψ ≤ eCψt
mit
Cψ = − inf
Ω
(− 1
ψ
γψ′ − 1
2
γ′ + α
)
.
Fu¨r die kanonische Norm gilt somit die Abscha¨tzung
‖S(t)‖ ≤
(supΩ ψ(x)
infΩ ψ(x)
)
eCψt.
Eine mo¨glichst gute Schranke erhalten wir, wenn wir die rechte Seite
dieser Abscha¨tzung u¨ber alle ψ ∈ C1+(Ω) minimieren. Dazu minimieren wir
fu¨r jede Konstante δ ∈ R den Term
Qδ :=
supΩ ψ(x)
infΩ ψ(x)
u¨ber alle ψ ∈ C1+(Ω) mit
inf
Ω
(−γψ′ + (−1
2
γ′ + α− δ)ψ) ≥ 0. (2.156)
Wir betrachten jetzt den Spezialfall, daß α und γ konstant sind, und γ ≥
0, da es in diesem Fall mo¨glich ist, die Funktionen ψ optimal zu bestimmen.
Falls α − δ ≥ 0, ist Qδ = 1, da der Ausdruck in (2.156) fu¨r konstante
ψ nichtnegativ ist. Im Fall α − δ < 0 existiert fu¨r γ = 0 u¨berhaupt keine
zula¨ssige Funktion ψ. Falls γ > 0, betrachten wir alle Funktionen ψ ∈ C1+(Ω)
mit
−γψ′ + (α− δ)ψ ≥ 0,
ψ(0) = 1.
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Diese mu¨ssen alle monoton fallend sein. Q−1δ ist somit der gro¨ßte von einer
solchen Funktion ψ angenommene Wert an der Stelle x = 1. Dieser Wert
wird von ψδ, gegeben durch
−γψ′δ + (α− δ)ψδ = 0,
ψδ(0) = 1,
angenommen. Es gilt
ψδ(x) = e
α−δ
γ
x
.
Insgesamt erhalten wir
‖S(t)‖ ≤
min
{
inf
δ≤α
e−δt, inf
δ>α
1
ψδ(1)
e−δt
}
, falls γ > 0,
inf
δ≤α
e−δt, falls γ = 0,
was sich auswerten la¨ßt zu
‖S(t)‖ ≤
{
e−αt, falls γt ≤ 1,
0, falls γt > 1.
Beim Zeitpunkt t = 1γ ko¨nnen wir noch die starke Stetigkeit der Halbgruppe
ausnutzen und erhalten schließlich
‖S(t)‖ ≤
{
e−αt, falls γt < 1,
0, falls γt ≥ 1.
Daran kann man direkt sehen, daß ein Impuls die Zeit t = 1γ beno¨tigt,
um von x = 0 nach x = 1 zu wandern. Das Ergebnis kann man bei dem
einfachen Beispiel auch anhand der expliziten Lo¨sung u¨berpru¨fen, weil die
Halbgruppenabbildung in diesem Fall nur eine verallgemeinerte Verschie-
bungsoperation ist.
Wir betrachten nun den etwas allgemeineren Fall, daß α weiterhin kon-
stant ist und γ mit einer Konstante b ∈ R dargestellt werden kann als
γ(x) = 1 + bx.
Dabei soll b so gewa¨hlt werden, daß γ(x) > 0 auf [0, 1], es muß also b >
−1 sein. Bei der Berechnung der expliziten Lo¨sung u(t, x) mit u(0, x) =
f(x) liegt die Idee zugrunde, daß man γ als Ausbreitungsgeschwindigkeit
auffassen kann. Denn fu¨r konstante γ und α = 0 gilt
u(t, x) = f(x− γt).
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Um die allgemeinere Wahl der Funktion γ zu betrachten, verfolgen wir den
Weg eines gedachten Teilchens, was zum Zeitpunkt t = 0 bei s(0) = x0
startet. Fu¨r seine Geschwindigkeit v(t) gilt
v(t) = γ(s(t)) = 1 + bs(t).
Also haben wir die Differentialgleichung
ds
dt
(t) = 1 + bs(t),
s(0) = x0.
Lo¨sung mit Variation der Konstanten liefert
s(t) =
{
ebtx0 + 1b (e
bt − 1), falls b 6= 0,
x0 + t, falls b = 0.
Umgekehrt ist jetzt fu¨r gegebene t ≥ 0 und x = s(t) das passende x0 zu
finden. Beru¨cksichtigt man den Parameter α auch noch, so ergibt sich im
Fall b 6= 0
u(t, x) =
{
e−αtf(e−btx+ 1b (e
−bt − 1)), falls e−btx− 1b (ebt − 1) > 0,
0, sonst,
und falls b = 0
u(t, x) =
{
e−αtf(x− t), falls x− t > 0,
0, sonst.
Daß u tatsa¨chlich Lo¨sung von
u˙ = −(γu′ + αu)
ist, kann man durch Einsetzen u¨berpru¨fen.
Genau wie oben, kann man auch fu¨r diese Wahl von γ Abscha¨tzungen
fu¨r die Halbgruppe erhalten. Es ergibt sich
ψδ(x) = (1 + bx)
1
b
(α− b
p
−δ)
,
und
‖S(t)‖ ≤
{
e−(α−
b
2
)t, falls t < 1b ln(1 + b),
0, falls t ≥ 1b ln(1 + b),
(2.157)
falls b 6= 0, und
‖S(t)‖ ≤
{
e−αt, falls t < 1,
0, falls t ≥ 1,
85
falls b = 0.
Abbildung 2.4 zeigt das unterschiedliche Verhalten der Lo¨sungen fu¨r
γ(x) = 1 + x von
Lu = γu′ (obere Kurve)
und
Lu = (γu)′ (untere Kurve)
(2.157) ko¨nnen wir entnehmen, daß ‖S(t)‖ ≤ e t2 , falls Lu = γu′ und ‖S(t)‖ ≤
e−
t
2 , falls Lu = (γu)′.
Bei Differentialoperatoren zweiter Ordnung ist die Bestimmung optima-
ler Funktionen ψ, auch bei konstanten Koeffizienten, komplizierter, wenn
u¨berhaupt mo¨glich. Gegeben sei der Differentialoperator A, definiert durch
D(A) =
{
u ∈ L2(Ω)| u ∈ H10 (Ω), u′ ∈ H1(Ω)
}
,
Au = −(u′)′ + γu′ + αu,
mit konstanten Koeffizienten  > 0, γ ≥ 0 und α ∈ R. Wie bei den Ope-
ratoren erster Ordnung sehen wir auch in diesem Fall, daß −A Erzeuger
einer stark stetigen Halbgruppe S(t) in L2(Ω) ist. Mit den gleichen U¨berle-
gungen wie dort ergibt sich, daß fu¨r alle Funktionen ψ ∈ C1+(Ω)∩C2(Ω) die
Abscha¨tzung
‖S(t)‖ψ
1
2 ≤ eCψt,
mit
Cψ = − inf
Ω
( 1
ψ
(−1
2
ψ′′ − 1
2
γψ′ + αψ
))
,
und damit
‖S(t)‖ ≤
(supΩ ψ(t)
infΩ ψ(t)
) 1
2
eCψt.
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Abbildung 2.4: Unterschiedliches Verhalten von Wellen
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Fu¨r eine fest gewa¨hlte Zahl δ betrachten wir wieder alle Funktionen ψ mit
inf
Ω
(−1
2
ψ′′ − 1
2
γψ′ + (α− δ)ψ) ≥ 0 (2.158)
und minimieren unter diesen Funktionen den Ausdruck
Qδ =
supΩ ψ(t)
infΩ ψ(t)
.
Falls α− δ ≥ 0, so gilt Qδ = 1. Andernfalls betrachten wir die Lo¨sungen der
Differentialgleichung
−1
2
ψ′′ − 1
2
γψ′ + (α− δ)ψ = 0. (2.159)
Es treten drei Fa¨lle auf, abha¨ngig vom Vorzeichen von
D = γ2 + 8(α− δ).
Lo¨sungen von (2.159) sind, falls D > 0,
ψ(x) = C1eλ1x + C2eλ2x, C1, C2 ∈ C,
mit
λ1 =
−γ +√D
2
,
λ2 =
−γ −√D
2
.
Fu¨r D = 0, lauten die Lo¨sungen
ψ(x) = C1eλx + C2xeλx, C1, C2 ∈ C,
mit
λ = − γ
2
,
und fu¨r D < 0
ψ(x) = C1eax sin(bx) + C2eax cos(bx), C1, C2 ∈ C, (2.160)
mit
a = − γ
2
,
b =
√−D
2
.
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Falls die halbe Periodenla¨nge der Sinusfunktion in (2.160) kleiner oder gleich
der La¨nge von Ω ist, kann man mit (2.160) eine Funktion erzeugen, die zwar
an den Randpunkten nichtnegativ ist, dazwischen jedoch einen Bereich mit
negativen Werten hat. Nach Lemma 2.10 kann es in diesem Fall gar keine
Funktion ψ ∈ C1+(Ω) ∩ C2(Ω) geben, die (2.158) erfu¨llt, denn das wa¨re ein
Widerspruch zur Aussage dieses Lemmas. Diese Situation tritt genau dann
ein, wenn
b ≥ pi,
also
δ ≥ α+ (2pi)
2 + γ2
8
.
In allen anderen Fa¨llen la¨ßt sich jedoch mit Hilfe obiger Lo¨sungsformeln eine
Funktion ψ ∈ C1+(Ω) ∩ C2(Ω) angeben mit
−1
2
ψ′′ − 1
2
γψ′ + (α− δ)ψ ≥ 0. (2.161)
Es gilt also das Maximumprinzip. Damit ko¨nnen wir uns leicht u¨berlegen,
daß jede positive Funktion, die (2.161) erfu¨llt, ihren Minimalwert an einem
der Randpunkte annimmt, und daß die Funktion ψδ, gegeben durch
ψδ(0) = 1,
ψδ(1) = 1,
−1
2
ψ′′δ −
1
2
γψ′δ + (α− δ)ψδ = 0,
optimal ist. Diese Funktion ist, je nach betrachtetem Fall,
ψδ(x) =
1
eλ1 − eλ2
(
(1− eλ2)eλ1x − (1− eλ1)eλ2x),
ψδ(x) = eλx + (e−λ − 1)xeλx,
oder
ψδ(x) =
1
sin(b)
eax
(
sin(b) cos(bx) + (cos(b) + e−a) sin(bx)
)
.
Mit
mδ := max
Ω
ψδ
erhalten wir
‖S(t)‖ ≤ min
{
inf
δ≤α
e−δt, inf
α<δ<α+
(2pi)2+γ2
8
√
mδe
−δt}.
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Eine analytische Berechnung dieses Ausdrucks scheint sehr aufwendig oder
gar unmo¨glich.
Die Verwendung von Exponentialfunktionen, wie bei den Differential-
gleichungen erster Ordnung liefert fu¨r alle θ ∈ R die Abscha¨tzung
‖S(t)‖ ≤
(supΩ eθx
infΩ eθx
) 1
2
eCθt
mit
Cθ =
1
2
θ2 +
1
2
γθ − α.
Außerdem gilt (supΩ eθx
infΩ eθx
) 1
2 = e
|θ|
2 .
Wir erhalten damit
‖S(t)‖ ≤ inf
θ∈R
(
e
|θ|
2 e(
1
2
θ2+ 1
2
γθ−α)t)
= e
inf
θ∈R
( |θ|
2
+ 1
2
tθ2+ 1
2
γtθ
)
e−αt.
Die Funktion
g(θ) :=
|θ|
2
+
1
2
tθ2 +
1
2
γtθ
ist stu¨ckweise eine nach oben geo¨ffnete Parabel. Es gilt
g′(θ) =
{
tθ + 12(−1 + γt), falls θ < 0,
tθ + 12(1 + γt), falls θ > 0.
Fu¨r θ > 0 kann g′ also keine Nullstelle haben, und fu¨r θ < 0 gibt es genau
dann eine, wenn γt > 1, na¨mlich
θmin = −γt− 12t .
Der entsprechende Funktionswert ist
g(θmin) =
1
2
t
(γt− 1)2
42t2
+
1
2
(−1 + γt)1− γt
2t
=
(γt− 1)2 − 2(γt− 1)2
8t
= −(γt− 1)
2
8t
.
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Insgesamt gilt die Abscha¨tzung
‖S(t)‖ ≤
{
e−αt, falls γt ≤ 1,
e−
(γt−1)2
8t e−αt, falls γt > 1.
Ab dem Zeitpunkt t = 1γ klingt die Halbgruppe also mindestens exponentiell
ab, und zwar je kleiner  ist, desto schneller.
Abschließend sei noch bemerkt, daß sich der Konvergenzsatz 2.10 mit
Theorem IX.12.1 in [35] auch auf die Halbgruppen u¨bertragen la¨ßt. Es gilt
Satz 2.19. Falls ‖‖∞ → 0, so gilt fu¨r alle f ∈ L2(Ω) und alle t ∈ (0,∞)
S(t)f → S(t)f, (2.162)
wenn S(t) die durch −A und S(t) die durch −L erzeugte Halbgruppe ist.
Dabei ist die Konvergenz in (2.162) gleichma¨ßig auf allen kompakten Teil-
intervallen von (0,∞).
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Kapitel 3
Simulation
Dieses Kapitel besteht zu einem großen Teil darin, Vorgehensweisen zur Lo¨-
sung linearer elliptischer Netzwerk-Differentialgleichungen zu beschreiben.
Denn die Verfahren, die bei der Simulation der Prozesse entlang der Wurzel
angewandt und in den Abschnitten 3.2 und 3.3 dargestellt werden, basieren
auf der Lo¨sung solcher Gleichungen.
Im Boden sind Gleichungen desselben Typs wie auf der Wurzel zu lo¨sen.
Im Unterschied zur Wurzel haben wir es jedoch nicht mit einem Netzwerk
zu tun, sondern mit Gleichungen auf einem Gebiet, was die Sache einfacher
macht. Andererseits bereitet der Umstand, daß dieses Gebiet im Gegensatz
zur Wurzel mehrdimensional ist, im Rahmen dieser Arbeit keine zusa¨tzlichen
Schwierigkeiten, und die Gleichungen im Boden werden mit genau denselben
Verfahren gelo¨st wie die entlang der Wurzel. Deshalb werden wir uns bei den
folgenden Ausfu¨hrungen auf die Netzwerk-Gleichungen entlang der Wurzel
beschra¨nken und verweisen, was die Implementierung auf mehrdimensiona-
len Gebieten betrifft, auf Anhang B.
3.1 Numerische Lo¨sung elliptischer Differential-
gleichungen auf Netzwerken
Wir beziehen uns auf die in 2.1.2 dargestellte Situation, nur verwenden wir
reelle Ra¨ume anstelle von komplexen. Wie wir zu Beginn von Abschnitt
2.3.2 gesehen haben, kann das Problem, zu gegebenem f ∈ H eine Funktion
u ∈ D(A) zu finden mit Au = f , in variationeller Form mit der Bilinearform
a : V × V → R,
(v, u) 7→
∑
i∈I
(v′i, iu
′
i) + (βiv
′
i, ui) + (vi, γiu
′
i) + (vi, αiui)
formuliert werden. Fu¨r eine Funktion u ∈ V ist
u ∈ D(A), Au = f
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a¨quivalent zu
a(v, u) = (v, f)H ∀v ∈ V. (3.1)
(3.1) kann mittels einer Finite-Elemente-Approximation Vh an den Raum
V gelo¨st werden. Fu¨r Vh bietet sich, ausgehend von einer Zerlegung jeder
Kante in Teilintervalle, der Raum aller stu¨ckweise affinen und stetigen Funk-
tionen auf dem Netzwerk an. Eine Basis von Vh bilden die Hutfunktionen im
Inneren einer jeden Kante, zusammen mit speziellen Hutfunktionen an den
Neumann-Knoten (siehe Abbildung 3.1). Der Index h bezeichne die maxima-
le La¨nge der Teilintervalle aller Kanten. Fu¨r jede Kante i ∈ I sei, basierend
auf der erwa¨hnten Zerlegung in Teilintervalle, V 0,hi der Raum der stetigen,
stu¨ckweise affinen Funktionen auf Ωi mit verschwindenden Randwerten. Es
ist bekannt, siehe zum Beispiel [31], daß Konstanten Ci > 0 existieren mit
inf
wh∈V 0,hi
‖wh − v‖H1(Ωi) ≤ Cih‖v′′‖2 ∀v ∈ H2(Ωi) ∩H10 (Ωi). (3.2)
Wir zeigen jetzt, daß wir diese Abscha¨tzung auf Netzwerk-Funktionen v ∈ V
mit vi ∈ H2(Ωi) fu¨r alle i ∈ I u¨bertragen ko¨nnen. Falls i ∈ C1(Ωi) fu¨r alle
i ∈ I, sind das genau die Funktionen in D(A). Zu einer solchen Funktion
v sei v die Netzwerk-Funktion, die auf jeder Kante affin ist und in allen
Knoten mit v u¨bereinstimmt. v ist, unabha¨ngig davon wie die Kanten in
Teilintervalle zerlegt werden, stets in Vh enthalten, und fu¨r die Differenz
v0 := v − v gilt
v0(ΓJ) = 0 ∀J ∈ J .
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Abbildung 3.1: Hutfunktion am Knoten
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Die Abscha¨tzung
inf
vh∈Vh
‖v − vh‖V = inf
vh∈Vh
‖v0 + v − vh‖V
= inf
vh∈Vh
‖v0 − vh‖V
≤
∑
i∈I
inf
wh,i∈V 0,hi
‖v0i − wh,i‖V i
≤
∑
i∈I
Cih‖(v0i )′′‖2
= (max
i∈I
Ci)h
∑
i∈I
‖v′′i ‖2
entspricht (3.2). Wegen der V -Elliptizita¨t von a(·, ·) mu¨ssen die mit dem Fi-
nite-Elemente-Verfahren erhaltenen Lo¨sungen fu¨r h→ 0 gegen die gesuchte
Lo¨sung konvergieren, und wenn diese in
∏
i∈I H
2(Ωi) enthalten ist, la¨ßt sich
auch der Fehler abscha¨tzen.
Alternativ zur direkten variationellen Lo¨sung des Problems ko¨nnen aber
auch nichtu¨berlappende Bereichszerlegungsverfahren angewandt werden, sie-
he [7] fu¨r Gebiete und [20], [21] fu¨r Netzwerke. Auf jeder Kante i ∈ I defi-
nieren wir
ai : Vi × Vi → R,
(vi, ui) 7→ (v′i, iu′i) + (βiv′i, ui) + (vi, γiu′i) + (vi, αiui).
Falls A symmetrisch ist, also wenn βi = γi fu¨r alle i ∈ I, ist die gesuchte
Lo¨sung auf dem Netzwerk die Lo¨sung der Minimierungsaufgabe
min
v∈∏i∈I Vi
ξ∈∏J∈JN R
∑
i∈I
1
2
ai(vi, vi)− (vi, fi)
unter der Nebenbedingung
vi(ΓJ) = ξJ ∀J ∈ JN , i ∈ IJ ,
welche die Stetigkeit an den Neumann-Knoten ausdru¨ckt. Mit beliebigen
positiven Konstanten η˜iJ schreiben wir diese Stetigkeitsbedingung als
η˜iJ(vi(ΓJ)− ξJ) = 0 ∀J ∈ JN , i ∈ IJ .
Die zugeho¨rige penaltisierte Lagrange-Funktion mit Penalty-Parameter η
lautet
L :
(∏
i∈I
Vi
)
×
( ∏
J∈JN
R
)
×
( ∏
J∈JN
∏
i∈IJ
R
)
→ R,
(v, ξ, µ) 7→
(∑
i∈I
1
2
ai(vi, vi)− (vi, fi)
)
+
η
2
∑
J∈JN
∑
k∈IJ
|η˜kJ(vk(ΓJ)− ξJ)|2
+
∑
J∈JN
∑
k∈IJ
µkJ η˜kJ(vk(ΓJ)− ξJ).
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Die Verwendung von ,Algorithmus 3‘, einem speziellen Abstiegsverfahren fu¨r
Sattelpunktprobleme (siehe [16]), liefert mit
ηiJ := ηη˜2iJ ∀J ∈ JN , i ∈ IJ
folgendes Iterationsschema.
Wa¨hle beliebige Anfangsdaten(
u
(0)
i
) ∈∏
i∈I
Vi,
(
τ
(1)
iJ
) ∈ ∏
J∈JN
∏
i∈IJ
R .
Setze n := 1
l1: Fu¨r alle i ∈ I: Bestimme u(n)i ∈ Vi so, daß fu¨r alle vi ∈ Vi
ai(vi, u
(n)
i ) +
∑
J∈Ji∩JN
ηiJ(viu
(n)
i )(ΓJ) = (vi, fi) +
∑
J∈Ji∩JN
vi(ΓJ)τ
(n)
iJ .
Fu¨r alle J ∈ JN , i ∈ IJ :
∆τiJ := −2ηiJu(n)i (ΓJ)− 2
ηiJ∑
k∈IJ
ηkJ
∑
k∈IJ
(τ (n)kJ − 2ηkJu(n)k (ΓJ))
Falls |∆τiJ | < stop fu¨r alle J ∈ JN , i ∈ IJ :
stop, nehme
(
u
(n)
i
)
als Lo¨sung.
Fu¨r alle J ∈ JN , i ∈ IJ :
τ
(n+1)
iJ := τ
(n)
iJ + ∆τiJ
n := n+ 1, gehe zu l1.
Die beiden vorgestellten Alternativen, die direkte Lo¨sung auf dem ganzen
Netzwerk und die Lo¨sung mittels Bereichszerlegung, ko¨nnen flexibel mitein-
ander kombiniert werden, indem man das Netzwerk fu¨r die Bereichszerlegung
in Teilnetzwerke zerlegt, die aber ihrerseits aus mehreren Kanten bestehen
ko¨nnen. Besonders vor dem Hintergrund der Tatsache, daß Bereichszerle-
gungen oft im Zusammenhang mit Parallelisierungen implementiert werden,
erscheint dies sinnvoll. Denn die Anzahl der Teilbereiche kann mit dieser
Methode den jeweiligen Gegebenheiten angepaßt werden.
Obwohl es in der Hauptsache Formalismus ist, wollen wir kurz darlegen,
wie dies konkret umgesetzt werden kann. Zugrundegelegt sei eine Partition
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der Kantenmenge in eine beliebige Anzahl m von Bereichen, die wir mit
P = {P1, . . . , Pm} bezeichnen. Es gilt also
I = P1∪˙ . . . ∪˙Pm.
P erzeugt in kanonischer Weise auch eine Partition Q = {Q1, . . . , QR} auf
der Menge der Neumann-Knoten, indem man jeweils die Knoten, deren in-
zidente Kanten zu genau denselben Bereichen geho¨ren, zusammenfaßt. Wir
definieren dazu fu¨r alle J ∈ JN
PJ :=
{
Pi ∈ P : Pi ∩ IJ 6= {}
}
und die A¨quivalenzrelation ∼ auf JN durch
J ∼ J ′ ⇔ PJ = PJ ′ .
Q sei die Menge der so erhaltenen A¨quivalenzklassen und ist dadurch bis
auf Permutation eindeutig bestimmt. Die Mengen QK bezeichnen wir im
weiteren Verlauf als Interfaces. Zwischen der Menge Q der Interfaces und
der Menge P der Bereiche la¨ßt sich eine Inzidenzrelation R aufstellen. Fu¨r
i ∈ {1, . . . ,m}, K ∈ {1, . . . , R} sei
(QK , Pi) ∈ R ⇔ ∃ J ∈ QK , k ∈ Pi : k ∈ IJ ,
und es sei
PK := {Pj ∈ P : (QK , Pj) ∈ R},
Qi := {QL ∈ Q : (QL, Pi) ∈ R}.
Fu¨r jeden Bereich i ∈ {1, . . . ,m} definieren wir
Vi := {v ∈
∏
k∈Pi
Vk| vk1(ΓJ) = vk2(ΓJ) ∀J ∈ JN , k1, k2 ∈ IJ ∩ Pi}
und die verallgemeinerte Bilinearform
ai : Vi × Vi → R,
(v, u) 7→
∑
k∈Pi
(v′k, ku
′
k) + (βkv
′
k, uk) + (vk, γku
′
k) + (vk, αkuk)
und stellen das Minimierungsproblem
min
v∈∏mi=1 Vi
ξ∈∏RK=1∏J∈QK R
m∑
i=1
1
2
ai(vi, vi)− (vi, fi)
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unter der Nebenbedingung
η˜iKJ(vi(ΓJ)− ξKJ) = 0 ∀K ∈ {1, . . . , R}, Pi ∈ PK , J ∈ QK .
Die zugeho¨rige Lagrange-Funktion ist
L :
( m∏
i=1
Vi
)
×
( R∏
K=1
∏
J∈QK
R
)
×
( R∏
K=1
∏
Pi∈PK
∏
J∈QK
R
)
→ R,
(v, ξ, µ) 7→
( m∑
i=1
1
2
ai(vi, vi)− (vi, fi)
)
+
η
2
R∑
K=1
∑
Pi∈PK
∑
J∈QK
|η˜iKJ(vi(ΓJ)− ξKJ)|2
+
R∑
K=1
∑
Pi∈PK
∑
J∈QK
µiKJ η˜iKJ(vi(ΓJ)− ξKJ).
Wieder mit ,Algorithmus 3‘ und ηiKJ := ηη˜2iKJ erhalten wir
Wa¨hle beliebige Anfangsdaten
(
u
(0)
i
) ∈ m∏
i=1
Vi,
(
τ
(1)
iKJ
) ∈ R∏
K=1
∏
Pi∈PK
∏
J∈QK
R .
Setze n := 1
l1: Fu¨r alle i ∈ {1, . . . ,m}: Bestimme u(n)i ∈ Vi so, daß fu¨r alle vi ∈ Vi
ai(vi, u
(n)
i ) +
∑
QK∈Qi
∑
J∈QK
ηiKJ(viu
(n)
i )(ΓJ) = (vi, fi)
+
∑
QK∈Qi
∑
J∈QK
vi(ΓJ)τ
(n)
iKJ .
(3.3)
Fu¨r alle K ∈ {1, . . . , R}, Pi ∈ PK , J ∈ QK :
∆τiKJ := −2ηiKJu(n)i (ΓJ)
− 2 ηiKJ∑
Pj∈PK
ηjKJ
∑
Pj∈PK
(τjKJ − 2ηjKJu(n)j (ΓJ))
Falls
(∑
J∈QK |∆τiKJ |2
) 1
2 < stop fu¨r alle K ∈ {1, . . . , R}, Pi ∈ PK :
stop, nehme
(
u
(n)
i
)
als Lo¨sung.
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Fu¨r alle K ∈ {1, . . . , R}, Pi ∈ PK , J ∈ QK :
τ
(n+1)
iKJ := τ
(n)
iKJ + ∆τiKJ
n := n+ 1, gehe zu l1.
Wenngleich diese Methode auf der Minimierung eines quadratischen Funk-
tionals beruht, la¨ßt sich der Algorithmus auch fu¨r nicht-symmetrische Pro-
bleme anwenden. Er ist auch fu¨r diese Probleme konsistent und erweist sich
in der Praxis als brauchbar. Fu¨r transportdominierte Probleme ko¨nnte man
auch versuchen, die Penaltisierungskonstanten ηiKJ unterschiedlich zu wa¨h-
len, je nachdem ob eine Grenzschicht auftritt oder nicht. Es sei aber an die-
ser Stelle auch erwa¨hnt, daß es fu¨r Differentialgleichungen auf einem Gebiet
Arbeiten u¨ber Bereichszerlegungsverfahren speziell fu¨r transportdominier-
te Probleme gibt, die andere Ansa¨tze verfolgen, z. B. [3]. Wir wa¨hlen im
folgenden stets einen fu¨r alle Konstanten ηiKJ gemeinsamen Wert η.
Numerisch kann man bei der Bereichszerlegung lineare Konvergenz beob-
achten. Wie eingangs schon erwa¨hnt, ist der Bereichszerlegungsalgorithmus
auch fu¨r mehrdimensionale Gebiete anwendbar, siehe Anhang B. Die Abbil-
dungen 3.2-3.5 zeigen die Lo¨sung von
−u′′i + u′i + ui = 1 ∀i ∈ I,
u(ΓJ) = 0 an den Dirichlet-Knoten (D),∑
i∈IJ
diJu
′
i(ΓJ) = 0 an den Neumann-Knoten (N),
auf dem in Abbildung 2.2 dargestellten Netzwerk, welches auf unterschied-
liche Weise in Teilnetzwerke partitioniert wurde. Fu¨r die Finiten Elemente
wurde jede Kante in 20 Teilintervalle zerlegt. Bei den Plots in Abbildung
3.4 wurde in der Mitte einer jeden Kante ein zusa¨tzlicher Knoten einge-
fu¨gt, in diesem Fall sind es also nur noch 10 Teilintervalle pro Kante. Als
Penalty-Parameter wurde η = 1 gewa¨hlt, sowie stop = 10−6 fu¨r die Ab-
bruchbedingung. Die Abbildungen 3.6 und 3.7 zeigen die Lo¨sung von
−∆u+
(
1
1
)
· ∇u+ u = 1 auf Ω,
u = 0 auf ∂Ω,
mit Ω = (−3, 3) × (−3, 3). Auch in diesem Beispiel wurde der Penalty-
Parameter η = 1 gewa¨hlt und stop = 10−6.
Im Gegensatz zu den gerade vorgestellten Beispielen sind bei den Glei-
chungen, die bei der Simulation des Stofftransports zu lo¨sen sind, die Koef-
fizienten i, welche die Dispersion bzw. Diffusion repra¨sentieren, sehr klein.
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Abbildung 3.2: Direkte Lo¨sung auf dem ganzen Netzwerk.
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(d) Iterationsschritt 12
Abbildung 3.3: Klassische Bereichszerlegung. Jede Kante ist ein eigener Be-
reich.
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Abbildung 3.4: Fu¨r jeden Knoten wird ein sternfo¨rmiger Bereich um diesen
Knoten gebildet.
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Abbildung 3.5: Willku¨rliche Partition in 3 Bereiche.
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Abbildung 3.6: Direkte Lo¨sung auf dem ganzen Gebiet.
100
Quadrat
+0.000e+00
+5.305e-02
+1.061e-01
+1.592e-01
+2.122e-01
+2.653e-01
+3.183e-01
+3.714e-01
+4.244e-01
+4.775e-01
+5.305e-01
+5.836e-01
(a) Iterationsschritt 1
Quadrat
+0.000e+00
+7.745e-02
+1.549e-01
+2.324e-01
+3.098e-01
+3.873e-01
+4.647e-01
+5.422e-01
+6.196e-01
+6.971e-01
+7.745e-01
+8.520e-01
(b) Iterationsschritt 2
Quadrat
+0.000e+00
+7.329e-02
+1.466e-01
+2.199e-01
+2.932e-01
+3.664e-01
+4.397e-01
+5.130e-01
+5.863e-01
+6.596e-01
+7.329e-01
+8.062e-01
(c) Iterationsschritt 5
Quadrat
+0.000e+00
+7.330e-02
+1.466e-01
+2.199e-01
+2.932e-01
+3.665e-01
+4.398e-01
+5.131e-01
+5.864e-01
+6.597e-01
+7.330e-01
+8.063e-01
(d) Iterationsschritt 86
Abbildung 3.7: Partition in 3 Streifen.
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Das wirkt sich ungu¨nstig auf die Lo¨sung von (3.3) aus. Abbildung 3.8 zeigt
die direkte variationelle Netzwerk-Lo¨sung von
−u′′i + u′i + ui = 1 ∀i ∈ I,
u(ΓJ) = 0 an den Dirichlet-Knoten (D),∑
i∈IJ
diJu
′
i(ΓJ) = 0 an den Neumann-Knoten (N),
mit  = 10−3 bei einer (aus der Abbildung ersichtlichen) Diskretisierung
von 20 Intervallen pro Kante. Der Effekt, daß in dieser Situation Oszillatio-
nen auftreten, ist allgemein bekannt, siehe z. B. [29], [30]. Um den Fehler
stabil zu halten, muß bei kleiner werdenden -Koeffizienten die Anzahl der
Diskretisierungspunkte proportional zu −1 wachsen. Dies ist aber vom Re-
chenaufwand nicht vertretbar.
Ziel ist es nun, die in (3.3) zu bestimmenden Funktionen auf andere
Weise zu erhalten. Abgesehen davon sollte das Bereichszerlegungsschema
jedoch unvera¨ndert beibehalten werden. Wir beschra¨nken uns im weiteren
Verlauf auf den Fall
βi = 0 ∀i ∈ I,
wie es auch in unserer Anwendung der Fall ist. Da sich im folgenden alles
um die Gleichung (3.3) fu¨r einen speziellen Bereich i ∈ {1, . . . ,m} dreht,
betrachten wir das Teilnetzwerk dieses Bereichs der Einfachheit halber als
eigensta¨ndiges Netzwerk mit Kantenmenge I und Knotenmenge J .
Man kann erkennen, daß die Lo¨sung von (3.3) wieder die Lo¨sung einer
linearen Netzwerk-Differentialgleichung a¨hnlich dem urspru¨nglichen ellipti-
schen Netzwerk-Problem ist. Einziger Unterschied ist, daß an manchen Neu-
mann-Knoten inhomogene Robin-Knotenbedingungen auftreten, und zwar
genau an denen, die zu einem Interface geho¨ren. Die Knotenmenge J kann
also aufgeteilt werden in
J = JD∪˙JN ∪˙JR.
Zu gegebener rechter Seite f ∈ H wird eine Funktion u ∈ ∏i∈I D(Ai)
gesucht, die an den Knoten stetig ist (T0), mit
Aiui = fi ∀i ∈ I, (3.4)
u(ΓJ) = 0 ∀J ∈ JD, (3.5)∑
i∈IJ
diJ(iu′i)(ΓJ) = 0 ∀J ∈ JN , (3.6)∑
i∈IJ
diJ(iu′i)(ΓJ) + ηJu(ΓJ) = τJ ∀J ∈ JR. (3.7)
102
2.0
1.0
0.0
Z
1
0
-1Y
-3
0
3
X
Abbildung 3.8: Oszillationen bei kleinen -Koeffizienten
Es gilt also, ein Verfahren zu finden, das zur Lo¨sung derartiger Pro-
bleme mit kleinen i-Koeffizienten geeignet ist. Dazu haben wir das in [34]
beschriebene Verfahren in leicht vera¨nderter Form auf Netzwerke anwendbar
gemacht, was wir nachfolgend kurz ausfu¨hren. Angenommen, die Koeffizi-
enten i lassen sich schreiben als
i = ˜ihi,
wobei ˜ = (˜i)i∈I eine differenzierbare Funktion auf dem Netzwerk ist, die
an den Neumann- und Robin-Knoten stetig sein muß. Die Funktionen hi auf
den Kanten mu¨ssen jeweils von der Null wegbeschra¨nkt sein. In den Knoten
wird jedoch keine Stetigkeitsbedingung fu¨r sie gefordert. Mit
qi := −iu′i (3.8)
gilt
h−1i qi + ˜iu
′
i = 0 ∀i ∈ I, (3.9)
q′i + γiu
′
i + αiui = fi ∀i ∈ I, (3.10)
u(ΓJ) = 0 ∀J ∈ JD, (3.11)∑
i∈IJ
diJqi(ΓJ) = 0 ∀J ∈ JN , (3.12)∑
i∈IJ
diJqi(ΓJ) + ηJu(ΓJ) = τJ ∀J ∈ JR. (3.13)
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(3.9) skalarmultipliziert mit einer Netzwerk-Funktion v ∈ ∏i∈I C1(Ωi)
mit ∑
i∈IJ
diJvi(ΓJ) = 0 ∀J ∈ JN (3.14)
ergibt∑
i∈I
(vi, h−1i qi)−
(
(˜ivi)′, ui) = −
∑
J∈J
(∑
k∈IJ
dkJvk(ΓJ)
)
˜(ΓJ)u(ΓJ)
(3.11), (3.14)
= −
∑
J∈JR
(∑
k∈IJ
dkJvk(ΓJ)
)
˜(ΓJ)u(ΓJ)
(3.13)
= −
∑
J∈JR
1
ηJ
˜(ΓJ)
(∑
k∈IJ
dkJvk(ΓJ)
)(
τJ −
∑
k∈IJ
dkJqk(ΓJ)
)
.
Die Funktionen vi sind die eindimensionale Entsprechung stetiger vektor-
wertiger Funktionen mit einer homogenen Kirchhoff-Bedingung, hier (3.14).
Bei der Realisierung mit Finiten Elementen, die nachfolgend beschrieben
wird, behandeln wir Gleichung (3.10) wie in [34] als ein Transportproblem
mit der Unbekannten ui. [34] bezieht sich aber auf die Situation, daß in
(3.10) (γiui)′ anstelle von γiu′i steht. Deshalb nehmen wir stattdessen das in
[18] angegebene Schema.
Ausgehend von einer Zerlegung der Kanten in Teilintervalle verwenden
wir folgende Finite-Elemente-Ra¨ume. Zh sei der Raum aller stu¨ckweise af-
finen Funktionen, ohne daß fu¨r diese eine Stetigkeitsbedingung festgelegt
wird. Der Raum Wh, enthalte die stu¨ckweise affinen Funktionen v, die im
Inneren einer jeden Kante stetig sind und außerdem die Eigenschaft (3.14)
besitzen. Fu¨r die mehrdimensionale Situation muß man auf vektorwertige
Funktionen von maximalem Polynomgrad 1 zuru¨ckgreifen, wie sie in [31] in
Abschnitt 6 beschrieben sind.
Eine Basis von Wh bilden die Hutfunktionen im Inneren der Kanten zu-
sammen mit speziellen Funktionen an den Knoten. Fu¨r Neumann-Knoten
J ∈ JN verwenden wir (|IJ | − 1) Basisfunktionen, die so gewa¨hlt sind, daß
sie der Bedingung (3.14) genu¨gen und in Abbildung 3.9 durch die durch-
gezogenen Pfeile angedeutet sind. Die Pfeile sollen Flu¨sse veranschaulichen,
die durch jeweils zwei Kanten ausgezeichnet sind, eine, aus der der Fluß
kommt und die andere, in die er abfließt. Die verbleibende Kante bleibt da-
von unberu¨hrt. Der durch den gestrichelten Pfeil dargestellte Fluß ist eine
Linearkombination der anderen beiden Flu¨sse. Verwirklicht wird ein solcher
Fluß durch eine Hutfunktion wie in Abbildung 3.1, nur daß der Tra¨ger die-
ser Hutfunktion nur in zwei Kanten hineinla¨uft. Fu¨r die anderen Knoten
J ∈ JD ∪ JR definieren wir |IJ | Basisfunktionen, da in diesen Knoten keine
Bedingung eingehalten werden muß.
Um den Algorithmus im Detail zu formulieren, mu¨ssen wir noch folgende
Notation einfu¨hren. Auf jeder Kante i ∈ I sei Ti die Menge der inneren
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Abbildung 3.9: Basisfunktionen von Wh in einem Neumann-Knoten
Diskretisierungspunkte. Fu¨r eine Funktion g auf Ωi, die im Punkt t ∈ Ti
unstetig sein kann, sei
g+(t) := lim
t′→t
γi(t)(t
′−t)>0
g(t′),
g−(t) := lim
t′→t
γi(t)(t
′−t)<0
g(t′).
Diese Definition macht natu¨rlich nur Sinn, wenn γi(t) 6= 0.
Zu gegebenem f ∈ H suchen wir nun q ∈ Wh, u ∈ Zh, welche fu¨r alle
v ∈Wh und w ∈ Zh die Gleichungen∑
i∈I
(vi, h−1i qi)−
(
(˜ivi)′, ui
)
+
∑
J∈JR
1
ηJ
˜(ΓJ)
(∑
k∈IJ
dkJvk(ΓJ)
)(∑
k∈IJ
dkJqk(ΓJ)
)
= −
∑
J∈JR
τJ
ηJ
˜(ΓJ)
(∑
k∈IJ
dkJvk(ΓJ)
) (3.15)
(wi, q′i + γiu
′
i + αiui)
+
∑
t∈Ti:γi(t) 6=0
|γi(t)|(wi)+(t)
(
(ui)+(t)− (ui)−(t)
)
+
∑
J∈Ji:i∈I→J
|γi(ΓJ)|wi(ΓJ)ui(ΓJ)
= (wi, fi) +
∑
J∈Ji:i∈I→J
|γi(ΓJ)|wi(ΓJ)gJ ∀i ∈ I,
(3.16)
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gJ =

0, falls J ∈ JD,∑
k∈I←
J
dkJγk(ΓJ )uk(ΓJ )∑
k∈I←
J
dkJγk(ΓJ )
, falls J ∈ JN ,
1
ηJ
(
τJ −
∑
i∈IJ diJqi(ΓJ)
)
, falls J ∈ JR
(3.17)
erfu¨llen. Bei der Implementierung werden die rechten Seiten von (3.17) direkt
in (3.16) eingebaut. Nur der U¨bersichtlichkeit halber sind sie hier separat
dargestellt.
Fu¨r die Definition von gJ an den Neumann-Knoten ist allein (2.146)
ausschlaggebend. Da diese Bedingung nachweislich im Limes fu¨r i → 0 gilt,
gehen wir davon aus, daß das Verfahren fu¨r kleine i stabil bleibt. Bemer-
kenswert ist auch, daß der Fall i = 0 nicht ausgeschlossen werden muß.
Dann wird na¨mlich in (3.15) qi = 0 gesetzt, und (3.16), (3.17) liefern die
Lo¨sung des Limesproblems aus Satz 2.18.
Obwohl dieses Verfahren nur intuitiv begru¨ndet ist, scheint es in der
Praxis gut zu funktionieren. Abbildung 3.10 zeigt die so erhaltenen Lo¨sungen
des Problems
−u′′i + u′i = 1 ∀i ∈ I,
u(ΓJ) = 0 an den Dirichlet-Knoten (D),∑
i∈IJ
diJu
′
i(ΓJ) = 0 an den Neumann-Knoten (N),
fu¨r verschiedene . In Abbildung 3.11 wird die Lo¨sung von
dui
dt
+
(−u′′i + u′i) = 0 ∀i ∈ I,
u(ΓJ) = 0 an den Dirichlet-Knoten (D),∑
i∈IJ
diJu
′
i(ΓJ) = 0 an den Neumann-Knoten (N),
die mit dem impliziten Euler-Schema berechnet wurde, mit  = 10−3 zu
verschiedenen Zeitpunkten dargestellt.
3.2 Numerische Realisierung der Simulation des
Wassertransports
Auf die nichtlinearen Gleichungen fu¨r den Wassertransport wenden wir die
in [17] beschriebene Methode an. Sie ist speziell auf Gleichungen fu¨r poro¨se
Medien zugeschnitten. Wir gehen davon aus, daß die Funktion g(·, ·), die
den Wassertransport entlang der Wurzel charakterisiert, den in [17] gestell-
ten Voraussetzungen genu¨gt. Mit der dort verwendeten Notation liegt der
Sonderfall
β(x) = x
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Abbildung 3.10: Lo¨sung elliptischer Probleme fu¨r kleine 
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Abbildung 3.11: Lo¨sung eines zeitdynamischen singula¨r gesto¨rten Netzwerk-
problems
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vor. Fu¨r ein Problem der Form
q = −g(p, p′),
dθ(p, x)
dt
= −q′,
p(t) = 0 ∀t ∈ ΓD,
d(t)q(t) = g(t) ∀t ∈ ΓN
auf einem Intervall Ω, mit ∂Ω = ΓD ∪˙ΓN ist dieses Ja¨ger-Kacˇur-Verfahren
direkt anwendbar. Dafu¨r mu¨ssen zuna¨chst die Parameter d ∈ (0, 12) und
α ∈ (0, 1) gewa¨hlt werden. Es sei
θn(p, x) = θ(p, x) + τdp.
Mit einem gegebenen Anfangszustand p0 und der Zeitschrittweite τ > 0
bestimmen wir die Zusta¨nde pN zu den Zeitpunkten t = Nτ fu¨r N ∈ N
folgendermaßen.
Setze N := 1 (Zeitschritt).
l1: Setze k = 1 (Iterationsschritt), und
λN,0(x) := α
d
dp
θn(p0(x), x).
l2: Bestimme eine Funktion ζN,k so, daß
λN,k−1ζN,k − τg(pN−1, ζ ′N,k)′ = λN,k−1pN−1, (3.18)
ζN,k(t) = 0 ∀t ∈ ΓD, (3.19)
d(t)g(pN−1(t), ζ ′N,k(t)) = −g(t) ∀t ∈ ΓN . (3.20)
Definiere die Funktion ∆ als ∆ := ζN,k − pN−1, und setze
λN,k(x) :=
θn(pN−1(x) + α∆(x), x)− θn(pN−1(x), x)
∆(x)
,
falls |∆(x)| ≥ mach1, und
λN,k(x) := α
d
dp
θn(pN−1(x), x),
falls |∆(x)| < mach.
Falls k = 1 oder ‖ζN,k − ζN,k−1‖ ≥ stop:
k := k + 1, gehe zu l2.
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Setze
pN := pN−1 + α∆. (3.21)
N := N + 1, gehe zu l1.
Das Randwertproblem (3.18)–(3.20) ko¨nnen wir variationell im Raum
V := {u ∈ H1(Ω)| u(t) = 0 ∀t ∈ ΓD}
formulieren als
(v, λN,k−1ζN,k) + τ
(
v′, g(pN−1, ζ ′N,k)
)
= (v, λN,k−1pN−1)− τ(vg)ΓN ∀v ∈ V.
Dieses Schema haben wir in naheliegender, pragmatischer Weise auf die
Netzwerk-Gleichungen u¨bertragen. Auf das in Kapitel 1 gestellte Problem,
eine an den Knoten stetige zeitabha¨ngige Netzwerk-Funktion
t 7→ p(t) =
∏
i∈I
p(i)(t)
zu finden, mit
q(i) = −g(p(i), (p(i))′) ∀i ∈ I, (3.22)
dθ(p(i), x)
dt
= −(q(i))′ ∀i ∈ I, (3.23)
p(ΓJ) = 0 ∀J ∈ JD, (3.24)∑
k∈IJ
dkJqk(ΓJ)Ak = −RJW ∀J ∈ JN , (3.25)
wenden wir, wieder ausgehend vom Startzustand p0 und der Zeitschrittweite
τ , folgendes Schema an.
Setze N := 1 (Zeitschritt).
l1: Setze k = 1 (Iterationsschritt), und
λ
(i)
N,0(x) := α
d
dp
θn(p
(i)
0 (x), x) ∀i ∈ I.
l2: Bestimme eine Netzwerk-Funktion ζN,k so, daß
λ
(i)
N,k−1ζ
(i)
N,k − τg
(
p
(i)
N−1, (ζ
(i)
N,k)
′)′ = λ(i)N,k−1p(i)N−1 ∀i ∈ I, (3.26)
ζN,k(ΓJ) = 0 ∀J ∈ JD, (3.27)∑
l∈IJ
dlJg
(
p
(l)
N−1(ΓJ), (ζ
(l)
N,k)
′(ΓJ)
)
Al = −RJW ∀J ∈ JN . (3.28)
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Definiere die Funktion ∆ als ∆ := ζN,k−pN−1, und setze fu¨r alle i ∈ I
λ
(i)
N,k(x) :=
θn(p
(i)
N−1(x) + α∆
(i)(x), x)− θn(p(i)N−1(x), x)
∆(i)(x)
,
falls |∆(i)(x)| ≥ mach, und
λ
(i)
N,k(x) := α
d
dp
θn(p
(i)
N−1(x), x),
falls |∆(i)(x)| < mach.
Falls k = 1 oder ‖ζ(i)N,k − ζ(i)N,k−1‖ ≥ stop fu¨r ein i ∈ I:
k := k + 1, gehe zu l2.
Setze
pN := pN−1 + α∆. (3.29)
N := N + 1, gehe zu l1.
Zur variationellen Formulierung von (3.26)–(3.28) bietet es sich an, die
Gleichungen auf jeder Kante i ∈ I mit Ai zu multiplizieren. Dann na¨mlich
wird (3.28) zu einer natu¨rlichen Kirchhoff-Bedingung. Um das zu erreichen,
multiplizieren wir (3.22), (3.23) mit Ai. Mit den neuen Funktionen
g˜i := gAi,
θ˜i := θAi
schreibt sich (3.22)–(3.25)
q˜(i) = −g˜i
(
p(i), (p(i))′
) ∀i ∈ I,
dθ˜i(p(i), x)
dt
= −(q˜(i))′ ∀i ∈ I,
p(ΓJ) = 0 ∀J ∈ JD,∑
l∈IJ
dlJ q˜
(l)(ΓJ) = −RJW ∀J ∈ JN ,
Der entsprechend umformulierte Algorithmus lautet, mit Hilfe der urspru¨ng-
lichen Funktionen g und θ ausgedru¨ckt,
Setze N := 1 (Zeitschritt).
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l1: Setze k = 1 (Iterationsschritt), und
λ
(i)
N,0(x) := α
( d
dp
θ(p(i)0 (x), x)Ai + τ
d
) ∀i ∈ I.
l2: Bestimme eine Netzwerk-Funktion ζN,k so, daß
λ
(i)
N,k−1ζ
(i)
N,k − τg
(
p
(i)
N−1, (ζ
(i)
N,k)
′)′Ai = λ(i)N,k−1p(i)N−1 ∀i ∈ I, (3.30)
ζN,k(ΓJ) = 0 ∀J ∈ JD, (3.31)∑
l∈IJ
dlJg
(
p
(l)
N−1(ΓJ), (ζ
(l)
N,k)
′(ΓJ)
)
Al = −RJW ∀J ∈ JN . (3.32)
Definiere die Funktion ∆ als ∆ := ζN,k−pN−1, und setze fu¨r alle i ∈ I
λ
(i)
N,k(x) :=
(
θ(p(i)N−1(x) + α∆
(i)(x), x)− θ(p(i)N−1(x), x)
)
Ai + τdα∆(i)(x)
∆(i)(x)
,
falls |∆(i)(x)| ≥ mach, und
λ
(i)
N,k(x) := α
( d
dp
θ(p(i)N−1(x), x)Ai + τ
d
)
,
falls |∆(i)(x)| < mach.
Falls k = 1 oder ‖ζ(i)N,k − ζ(i)N,k−1‖ ≥ stop fu¨r ein i ∈ I:
k := k + 1, gehe zu l2.
Setze
pN := pN−1 + α∆. (3.33)
N := N + 1, gehe zu l1.
(3.30)–(3.32) ko¨nnen wir jetzt variationell im in Abschnitt 2.1.2 einge-
fu¨hrten Raum V formulieren als∑
i∈I
(v(i), λ(i)N,k−1ζ
(i)
N,k) + τAi
(
(v(i))′, g(p(i)N−1, (ζ
(i)
N,k)
′)
)
=
∑
i∈I
(v(i), λ(i)N,k−1p
(i)
N−1) + τ
∑
J∈JN
v(ΓJ)RJW .
Falls g(·, ·) linear in der zweiten Unbekannten ist, wie es im Beispiel in 3.4
der Fall sein wird, ko¨nnen wir diese Gleichung u¨ber dem zu Beginn dieses
Kapitels eingefu¨hrten Raum Vh mit einem linearen Gleichungssystem lo¨sen.
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3.3 Numerische Realisierung der Simulation des
Stofftransports
Fu¨r den Stofftransport wenden wir auf die in Abschnitt 1.2 vorgestellten
Gleichungen ein Zeitdiskretisierungsschema an. Wir verwenden dafu¨r ein im-
plizites Euler-Schema. Allerdings ko¨nnte man, da die Gleichungen ja trans-
portdominiert sind, auch ein halbimplizites Schema oder ein Schema zweiter
Ordnung in Erwa¨gung ziehen.
Zu gegebener Zeitschrittweite τ und gegebenem Startzustand c0 lo¨sen
wir sukzessive
θ
(i)
N
c
(i)
N − c(i)N−1
τ
=
(
θ
(i)
N D(c
(i)
N )
′)′ − q(i)N (c(i)N )′ − µθ(i)N c(i)N (3.34)
mit den Knotenbedingungen
θN (ΓJ)D
∑
l∈IJ
dlJ(c
(l)
N )
′Al = RJS − cN (ΓJ)RJW ∀J ∈ J .
Genau wie beim Wassertransport multiplizieren wir (3.34) auf allen Kanten
i ∈ I mit Ai und haben es dann mit einem Problem der Form (3.4)–(3.7)
zu tun. Die Gleichungen lauten im einzelnen
−(θ(i)N DAi(c(i)N )′)′ + q(i)N Ai(c(i)N )′ + (µ+ 1τ )θ(i)N Aic(i)N = 1τ θ(i)N−1Aic(i)N−1.
Um auf diese singula¨r gesto¨rte elliptische Differentialgleichung das Lo¨-
sungsschema (3.15)–(3.17) anzuwenden, mu¨ssen wir noch die Zerlegung der
Koeffizienten (i) = θ(i)N DAi gema¨ß (3.8) festlegen. Dazu wa¨hlen wir ˜
(i) =
θ
(i)
N D und hi = Ai.
3.4 Simulationsbeispiel
Das diese Arbeit abschließende Simulationsbeispiel umfaßt ein Bodenseg-
ment, gekoppelt mit dem Teil einer fiktiven Wurzel. Es sei an dieser Stelle
noch einmal betont, daß diese Simulation, insbesondere was die Wurzel be-
trifft, nur ein Modellbeispiel ist und nicht den Anspruch erhebt, realistisch
zu sein.
Der Boden wird der einfacheren Implementierung halber als zweidimen-
sionales Medium mit einer horizontalen und einer vertikalen Dimension be-
trachtet, im vorliegenden Beispiel als ein 6 m (x ∈ [−3 m, 3 m]) breites und
3 m (y ∈ [−3 m, 0]) tiefes Rechteck. Fu¨r den Wassertransport legen wir die in
Anhang A beschriebenen funktionalen Abha¨ngigkeiten zugrunde und wa¨hlen
einen Parametersatz fu¨r einen Sandboden, der aus [36], Anhang A1, u¨ber-
nommen wurde und in Tabelle 3.1 wiedergegeben ist. Fu¨r den Stofftransport
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rechnen wir mit der Konzentration einer gelo¨sten Substanz, die nicht abge-
baut wird (µ = 0). Die restlichen Parameter sind D0 = 10−4 m2h−1 und
λ = 1.0 m.
In dieses Bodensegment eingebettet sei die Wurzel, die so beschaffen ist,
daß sich in jedem Wurzelverzweigungsknoten zwei Wurzela¨ste mit identi-
scher Querschnittsfla¨che zu einem Wurzelast mit der doppelten Querschnitts-
fla¨che vereinigen. Fu¨r die Berechnungen mit den Finiten Elementen zerlegen
wir die Wurzela¨ste in jeweils 40 Teilintervalle. Den Querschnitt des dicksten
Wurzelasts, des Hauptwurzelasts, bezeichnen wir als Aref . Fu¨r den Wasser-
transport entlang eines Wurzelasts i ∈ I verwenden wir die eindimensionale
Variante
dθ(p(i), x)
dt
=
(
k(p(i), x)((p(i))′ − 1))′ (3.35)
der Richards-Gleichung mit denselben Funktionen k und θ wie in der Boden-
simulation und auch mit denselben Parametern. Bei der Darstellung (3.35)
verla¨uft die Parametrisierungsrichtung der Wurzela¨ste immer von der Wur-
zelspitze in Richtung Hauptwurzelast. Den Stofftransport beschreibt die Dif-
fusions-Advektions-Gleichung
θi
dci
dt
= (θiDc′i)
′ − qic′i,
mit D = 10−4 m2h−1.
Als Randbedingungen fu¨r den Wassertransport im Boden wa¨hlen wir
am oberen Rand die Dirichlet-Bedingung ψ = 0. Das gibt die Situation
wieder, daß zu jedem Zeitpunkt gerade so viel Wasser von oben nachkommt,
damit am oberen Rand des Bodensegments Wassersa¨ttigung eintritt, aber
andererseits auch keine stehende Wassersa¨ule entsteht, denn dann wa¨re ψ
positiv. An den u¨brigen Ra¨ndern des Bodens setzen wir die ,free drainage‘-
Bedingung
dq
dν
= −(K(ψ,X)∇z) · ν. (3.36)
Fu¨r die Stofftransportgleichung im Boden wa¨hlen wir am oberen Rand eben-
falls eine Dirichlet-Randbedingung, na¨mlich c = 1.0 und an der u¨brigen
Ra¨ndern die homogene Neumann-Randbedingung
dc
dν
= 0. (3.37)
θr θs α m n Ksat τ
0.03 0.36 3.0 m−1 0.67 3.0 0.1 mh−1 0.5
Tabelle 3.1: Parameter fu¨r den Wassertransport im Boden
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Da die Gleichungen zur Berechnung des Stofftransportes linear sind, ist die
Konzentration des Stoffes beliebig skalierbar, wir mu¨ssen sie deshalb nicht
auf eine Einheit beziehen.
Am oberen Austrittspunkt der Wurzel setzen wir fu¨r Wasser- bzw. Stoff-
transport die zu (3.36) und (3.37) analogen Randbedingungen, denn dieser
Punkt zeichnet sich nicht durch eine besondere Eigenschaft aus, da wir ja
einen willku¨rlich gewa¨hlten Ausschnitt der Wurzel betrachten. Ansonsten
beschra¨nkt sich Wasser- und Stoffaufnahme auf die Wurzelspitzen, d. h. an
allen u¨brigen Wurzelknoten setzen wir RW = 0 und RS = 0. An den Wurzel-
spitzen wa¨hlen wir fu¨r die Aufnahmefunktion (1.21), in entfernter Anlehnung
an [12],
RJW =
RJ,maxW
1.0 + |λWψ(XJ)|µW ,
mit λW = 1.0 m−1, µW = 1.5 und R
J,max
W = g(0, 0)Ai, wobei Ai den Quer-
schnitt des zur Wurzelspitze geho¨renden Wurzelasts bezeichne. Bei der Stoff-
aufnahme weichen wir in der Simulation, mangels einer geeigneten Funktion
β (siehe Tabelle 1.2), vom in Abschnitt 1.3 beschriebenen Modell ab. Anstatt
die Stoffaufnahmerate festzulegen, fordern wir, daß die Stoffkonzentration in
der Wurzel auf der Ho¨he einer Wurzelspitze genauso hoch ist wie im Boden
an der Stelle, wo sich diese Wurzelspitze befindet. Mit der Notation von
Abschnitt 1.3 setzen wir also
cJ = c(XJ).
Die Kopplung von Boden und Wurzel wird in der Simulation in expliziter
Weise auf dem zeitdiskreten Niveau realisiert. Ausgehend von einer Zeitdis-
kretisierung t0, t1, t2, . . . werden zu jedem Zeitpunkt tn die Austauschraten
RW und RS aufgrund der aktuellen Daten festgelegt. Im folgenden Zeit-
schritt [tn, tn+1] werden dann die beiden Systeme Boden und Wurzel separat
voneinander behandelt, aber jeweils unter Beru¨cksichtigung von RW undRS .
Danach werden die Austauschraten wieder aktualisiert und der na¨chste Zeit-
schritt kann vollzogen werden. Allerdings ko¨nnen wir beim Stoffaustausch
nicht so verfahren, da wir ja, wie eben angedeutet, nicht die Austauschra-
te festlegen, sondern fordern, daß die Stoffkonzentrationen im Boden und
in der Wurzel u¨bereinstimmen. Deshalb bestimmen wir zum Zeitpunkt tn
zuna¨chst die Stoffkonzentration cJ := c(XJ) im Boden. Im darauffolgenden
Zeitschritt berechnen wir dann als erstes Wasser- und Stofftransport auf der
Wurzel, wobei wir die Stoffkonzentration an den Wurzelspitzen als Dirich-
let-Bedingung gleich cJ setzen. Aus dem jetzt verfu¨gbaren Zustand auf der
Wurzel zum Zeitpunkt tn+1 berechnen wir RJS (vgl. Tabelle 1.2) als
RJS = θJD
∑
k∈IJ
dkJc
′
k(ΓJ)Ak − cJ
∑
k∈IJ
dkJqk(ΓJ)Ak.
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Mit diesen Austauschraten berechnen wir schließlich den neuen Zustand im
Boden. Auf diese Weise ist sichergestellt, daß die Stoffaustauschbilanz stets
ausgeglichen ist.
Die Abbildungen (3.12)–(3.67) zeigen die Ergebnisse einer solchen Simu-
lation, zuerst mit Aref = 10−3 m2, dann mit Aref = 10−1 m2. Dargestellt
wird der relative Wassergehalt, sowie die Stoffkonzentration.
Zum Zeitpunkt t = 0 setzen wir den relativen Wassergehalt zu 12(θr+θs)
in der gesamten Wurzel und auch im Boden, mit Ausnahme eines Berei-
ches nahe der Bodenoberkante, in dem der Wassergehalt gleichma¨ßig bis
zur Wassersa¨ttigung an der Bodenoberkante ansteigt. Die Stoffkonzentrati-
on zum Startzeitpunkt setzen wir gleich Null in der gesamten Wurzel und
gleich 0.5 im Boden. Im Hinblick auf die Randbedingung c = 1.0 am obe-
ren Bodenrand lassen wir die Konzentration zum Startzeitpunkt im oberen
Bereich des Bodens kontinuierlich von 0.5 auf 1.0 ansteigen.
Die Parameter α und d fu¨r das Ja¨ger-Kacˇur-Verfahren bestimmen wir,
sowohl fu¨r die Wurzel als auch fu¨r den Boden, zu α = 1.0 und d = 0.25. Als
Zeitdiskretisierung wa¨hlen wir τ = 0.01 h.
In den nachfolgenden Plots ist nur im ersten Fall die Wirkung, die die
Wurzel in Form der Senkenterme auf den Boden ausu¨bt, deutlich zu erken-
nen. Es bilden sich an diesen Stellen etwas trockenere Regionen. Ansonsten
bewegt sich die Feuchtigkeitsfront kontinuierlich nach unten. Anfangs ver-
scha¨rft sie sich etwas, was von der besseren Leitfa¨higkeit im feuchteren Be-
reich herru¨hrt, wodurch das Wasser absackt. Auffallend ist auch, daß die
Front der ho¨heren Stoffkonzentration hinter der Feuchtigkeitsfront zuru¨ck-
bleibt. Aus dieser Tatsache ko¨nnen wir schließen, daß die Geschwindigkeit,
mit der sich das Wasser bewegt, niedriger sein muß als die Geschwindigkeit
der Feuchtigkeitsfront. Dies ist aber auch zu erwarten, denn auch im zu Be-
ginn trockenen Teil des Bodens befindet sich schon Wasser, das von dieser
Front teilweise verschluckt wird.
Die beiden Serien von Plots fu¨r die Wurzel unterscheiden sich nicht er-
kennbar voneinander, da ihre Auswirkungen auf den Boden in unserem Bei-
spiel eher gering sind. Was die Feuchtigkeits- und Stoffkonzentrationsfront
betrifft, ko¨nnen wir prinzipiell dieselben Beobachtungen machen wie im Bo-
den. Die Stoffkonzentration erho¨ht sich in zwei Stufen, zuna¨chst auf 0.5
und spa¨ter, sobald der Bereich des Bodens mit ho¨herer Stoffkonzentration
die Wurzelspitze erfaßt hat, auf 1.0, was man zum Beispiel zum Zeitpunkt
t = 7 h gut erkennen kann. Bemerkenswert ist auch die Situation, die beim
Plot fu¨r den Wassertransport zum Zeitpunkt t = 7 h eintritt, wo sich an ei-
nem Wurzelverzweigungsknoten ein trockener und ein bereits feuchter Wur-
zelast vereinigen. Dort dringt auch etwas Wasser in die entgegengesetzte
Richtung in den noch trockenen Wurzelast ein.
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Abbildung 3.12: Aref = 10−3 m2: Wassergehalt θ im Boden: t = 0
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Abbildung 3.13: Aref = 10−3 m2: Konzentration c im Boden: t = 0
117
Boden
+1.946e-01
+2.097e-01
+2.247e-01
+2.397e-01
+2.548e-01
+2.698e-01
+2.848e-01
+2.999e-01
+3.149e-01
+3.299e-01
+3.450e-01
+3.600e-01
Abbildung 3.14: Aref = 10−3 m2: Wassergehalt θ im Boden: t = 1 h
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Abbildung 3.15: Aref = 10−3 m2: Konzentration c im Boden: t = 1 h
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Abbildung 3.16: Aref = 10−3 m2: Wassergehalt θ im Boden: t = 4 h
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Abbildung 3.17: Aref = 10−3 m2: Konzentration c im Boden: t = 4 h
119
Boden
+3.467e-01
+3.479e-01
+3.491e-01
+3.503e-01
+3.515e-01
+3.527e-01
+3.539e-01
+3.552e-01
+3.564e-01
+3.576e-01
+3.588e-01
+3.600e-01
Abbildung 3.18: Aref = 10−3 m2: Wassergehalt θ im Boden: t = 7 h
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Abbildung 3.19: Aref = 10−3 m2: Konzentration c im Boden: t = 7 h
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Abbildung 3.20: Aref = 10−3 m2: Wassergehalt θ im Boden: t = 10 h
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Abbildung 3.21: Aref = 10−3 m2: Konzentration c im Boden: t = 10 h
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Abbildung 3.22: Aref = 10−3 m2: Wassergehalt θ im Boden: t = 15 h
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Abbildung 3.23: Aref = 10−3 m2: Konzentration c im Boden: t = 15 h
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Abbildung 3.24: Aref = 10−3 m2: Wassergehalt θ im Boden: t = 20 h
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Abbildung 3.25: Aref = 10−3 m2: Konzentration c im Boden: t = 20 h
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Abbildung 3.26: Aref = 10−3 m2: Wassergehalt θ in der Wurzel: t = 0
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Abbildung 3.27: Aref = 10−3 m2: Konzentration c in der Wurzel: t = 0
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Abbildung 3.28: Aref = 10−3 m2: Wassergehalt θ in der Wurzel: t = 1 h
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Abbildung 3.29: Aref = 10−3 m2: Konzentration c in der Wurzel: t = 1 h
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Abbildung 3.30: Aref = 10−3 m2: Wassergehalt θ in der Wurzel: t = 4 h
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Abbildung 3.31: Aref = 10−3 m2: Konzentration c in der Wurzel: t = 4 h
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Abbildung 3.32: Aref = 10−3 m2: Wassergehalt θ in der Wurzel: t = 7 h
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Abbildung 3.33: Aref = 10−3 m2: Konzentration c in der Wurzel: t = 7 h
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Abbildung 3.34: Aref = 10−3 m2: Wassergehalt θ in der Wurzel: t = 10 h
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Abbildung 3.35: Aref = 10−3 m2: Konzentration c in der Wurzel: t = 10 h
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Abbildung 3.36: Aref = 10−3 m2: Wassergehalt θ in der Wurzel: t = 15 h
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Abbildung 3.37: Aref = 10−3 m2: Konzentration c in der Wurzel: t = 15 h
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Abbildung 3.38: Aref = 10−3 m2: Wassergehalt θ in der Wurzel: t = 20 h
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Abbildung 3.39: Aref = 10−3 m2: Konzentration c in der Wurzel: t = 20 h
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Abbildung 3.40: Aref = 10−1 m2: Wassergehalt θ im Boden: t = 0
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Abbildung 3.41: Aref = 10−1 m2: Konzentration c im Boden: t = 0
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Abbildung 3.42: Aref = 10−1 m2: Wassergehalt θ im Boden: t = 1 h
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Abbildung 3.43: Aref = 10−1 m2: Konzentration c im Boden: t = 1 h
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Abbildung 3.44: Aref = 10−1 m2: Wassergehalt θ im Boden: t = 4 h
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Abbildung 3.45: Aref = 10−1 m2: Konzentration c im Boden: t = 4 h
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Abbildung 3.46: Aref = 10−1 m2: Wassergehalt θ im Boden: t = 7 h
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Abbildung 3.47: Aref = 10−1 m2: Konzentration c im Boden: t = 7 h
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Abbildung 3.48: Aref = 10−1 m2: Wassergehalt θ im Boden: t = 10 h
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Abbildung 3.49: Aref = 10−1 m2: Konzentration c im Boden: t = 10 h
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Abbildung 3.50: Aref = 10−1 m2: Wassergehalt θ im Boden: t = 15 h
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Abbildung 3.51: Aref = 10−1 m2: Konzentration c im Boden: t = 15 h
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Abbildung 3.52: Aref = 10−1 m2: Wassergehalt θ im Boden: t = 20 h
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Abbildung 3.53: Aref = 10−1 m2: Konzentration c im Boden: t = 20 h
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Abbildung 3.54: Aref = 10−1 m2: Wassergehalt θ in der Wurzel: t = 0
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Abbildung 3.55: Aref = 10−1 m2: Konzentration c in der Wurzel: t = 0
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Abbildung 3.56: Aref = 10−1 m2: Wassergehalt θ in der Wurzel: t = 1 h
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Abbildung 3.57: Aref = 10−1 m2: Konzentration c in der Wurzel: t = 1 h
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Abbildung 3.58: Aref = 10−1 m2: Wassergehalt θ in der Wurzel: t = 4 h
0.84
0.41
−0.02
Z
2.0
−0.2
−2.4
Y
−0.42
0.89
2.19
X
Abbildung 3.59: Aref = 10−1 m2: Konzentration c in der Wurzel: t = 4 h
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Abbildung 3.60: Aref = 10−1 m2: Wassergehalt θ in der Wurzel: t = 7 h
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Abbildung 3.61: Aref = 10−1 m2: Konzentration c in der Wurzel: t = 7 h
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Abbildung 3.62: Aref = 10−1 m2: Wassergehalt θ in der Wurzel: t = 10 h
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Abbildung 3.63: Aref = 10−1 m2: Konzentration c in der Wurzel: t = 10 h
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Abbildung 3.64: Aref = 10−1 m2: Wassergehalt θ in der Wurzel: t = 15 h
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Abbildung 3.65: Aref = 10−1 m2: Konzentration c in der Wurzel: t = 15 h
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Abbildung 3.66: Aref = 10−1 m2: Wassergehalt θ in der Wurzel: t = 20 h
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Abbildung 3.67: Aref = 10−1 m2: Konzentration c in der Wurzel: t = 20 h
140
Literaturverzeichnis
[1] F. Ali Mehmeti. Nonlinear waves in networks. Mathematical Research
80. Akademie Verlag, Berlin 1994
[2] H. W. Alt. Lineare Funktionalanalysis. Eine anwendungsorientierte Ein-
fu¨hrung. Springer Verlag, Berlin 1992
[3] A. Auge, A. Kapurkin, G. Lube, F.-C. Otto. A note on domain decom-
position of singularly perturbed elliptic problems. Ninth International
on Domain Decomposition Methods, Wiley 1998, 163–170
[4] C. Bardos. Proble`mes aux limites pour les e´quations aux de´rive´es parti-
elles du premier ordre a coefficients re´els; The´ore`mes d’approximation;
Application a l’e´quation de transport. Ann. scient. E´c. Norm. Sup. 4
(3) (1970), 185–233
[5] C. Bardos, D. Brezis, H. Brezis. Singular perturbations and maximal
expansion of positive operators. Arch. Ration. Mech. An. 53 (1973),
69–100
[6] J. von Below. Parabolic network equations. Habilitationsschrift an der
Eberhard-Karls-Universita¨t Tu¨bingen, Tu¨bingen 1993
[7] Q. Deng. An analysis for a nonoverlapping domain decomposition itera-
tive procedure. An analysis for a nonoverlapping domain decomposition
iterative procedure. SIAM J. Sci. Comput. 18, No. 5 (1997), 1517–1525
[8] A. A. Dezin. Weak and strong extensions of differential operators.
Math. Notes 24 (1979), 867–873
[9] F. W. Dorr, S. V. Parter, L. F. Shampine. Applications of maximum
principle to singular perturbation problems. Siam Rev. 15 (1973), 43–88
[10] C. J. van Duijn, G. Galliano, M. A. Peletier. A diffusion-convection
problem with drainage arising in the ecology of mangroves. Interfaces
and Free Boundaries 3 (2001), 15–44
141
[11] W. Eckhaus. Asymptotic analysis of singular perturbations. Studies in
Mathematics and its Applications, Vol. 9. North-Holland, Amsterdam
1979
[12] R. A. Feddes et al. Simulation of field water uptake by plants using a
soil water dependent root extraction function. J. Hydrol. 31, 13–26
[13] T. Fischer, G. Leugering. On instantaneous control of singularly pertur-
bed hyperbolic equations on graphs. Lect. Notes Pure Appl. Math. 219
(2001), 69-97
[14] K. O. Friedrichs. The identity of weak and strong extensions of diffe-
rential operators. Trans. Am. Math. Soc. 55 (1944), 132–151
[15] M. T. Van Genuchten. A closed-form equation for predicting the hy-
draulic conductivity in unsaturated soils. Soil. Sci. Soc. Am. J. 44
(1980), 892–898
[16] R. Glowinski, P. Le Tallec. Augmented Lagrangian interpretation of
the nonoverlapping Schwarz alternating method. Domain decompositi-
on methods for partial differential equations, Proc. 3rd Int. Symp. Hou-
ston/TX (USA) 1989 (1990), 224-231
[17] W. Ja¨ger, J. Kacˇur. Solution of doubly nonlinear and degenerate para-
bolic problems by relaxation schemes. Math. Model. Numer. Anal. 29,
No. 5 (1995), 605–627
[18] C. Johnson, J. Pitka¨ranta. An analysis of the discontinuous Galerkin
method for a scalar hyperbolic equation. Math. Comput. 46 (1986),
1–26
[19] J. E. Lagnese, G. Leugering, E. J. P. G. Schmidt. Modeling, analysis
and control of dynamic elastic multi-link structures. Birkha¨user, Boston
(1994)
[20] G. Leugering. Dynamic domain decomposition of optimal control pro-
blems for networks of strings and Timoshenko beams. SIAM J. Control
Optim., Vol. 37, No. 6 (1999), 1649–1675
[21] G. Leugering. Domain decomposition of optimal control problems for
dynamic networks of elastic strings. Computational Optimization and
Applications 16 (2000), 5–27
[22] J. L. Lions. Perturbations Singulie`res dans les Proble`mes aux Limites
et en Controˆle optimale. Lecture Notes in Mathematics 323. Springer
Verlag, Berlin 1973
[23] G. Lumer. Espaces ramifies, et diffusions sur les reseaux topologiques.
C. R. Acad. Sci., Paris, Ser. A 291 (1980), 627–630
142
[24] D. Mercier, S. Nicaise. Existence results for differential equations
on one-dimensional networks and prewavelets approximation. Discrete
Contin. Dyn. Syst. 4, No. 2 (1998), 273–300
[25] Y. Mualem. A new model for predicting the hydraulic conductivity of
unsaturated porous media. Water Resour. Res. 12 (1976), 513–522
[26] M. Obeyesekere, R. M. Anderson. A Model for Water Uptake in Plants.
Applied Mathematics and Computation 84 (1997), 163–191
[27] A. Pazy. Semigroups of Linear Operators and Applications to Partial
Differential Equations. Springer, New York 1983
[28] M. H. Protter, H. F. Weinberger. Maximum principles in differential
equations. Prentice-Hall Partial Differential Equations Series. Prentice-
Hall, Englewood Cliffs 1967
[29] A. Quarteroni, A. Valli. Numerical approximation of partial differential
equations. Springer series in computational mathematics, 23 (1997)
[30] H.-G. Roos, M. Stynes, L. Tobiska. Numerical methods for singularly
perturbed differential equations. Springer series in computational ma-
thematics, 24 (1996)
[31] J. E. Roberts, J.-M. Thomas. Mixed and Hybrid Methods. Handbook
of Numerical Analysis, Horth Holland, Amsterdam 1991, 523–539
[32] E. Steudle. Water transport across roots. Plant and Soil 167 (1994),
79–90
[33] K.-U. Totsche, B. Huwe. SIMFONI: A numerical Model for the Simula-
tion of Nitrogen Budget and Nitrogen Dynamics on Forest Soils: Report
- Documentation - Model Evaluation - Model Application. BITO¨K-No:
36-043/93, Project-No: PT BEO 51-0339476 B
[34] J. Wang, N. Yan. A Parallel Domain Decomposition Procedure for
Convection Diffusion Problems. In: Domain Decomposition Methods
in Sciences and Engineering, Wiley 1997
[35] K. Yosida. Functional analysis. Grundlehren der mathematischen Wis-
senschaften 123. Springer Verlag, New York, 3. Auflage 1971
[36] T. Zurmu¨hl. Validierung konvektiv-dispersiver Modelle zur Berechnung
des instationa¨ren Stofftransports in ungesto¨rten Bodensa¨ulen. Bay-
reuther Bodenkundliche Berichte 36 (1994)
143
Anhang A
Funktionale Abha¨ngigkeiten
im Boden
Fu¨r die in Kapitel 1 dargestellten und in den Abbildungen 1.1 und 1.2 ver-
anschaulichten funktionalen Zusammenha¨nge zwischen Wassergehalt θ und
Matrixpotential ψ, sowie zwischen Leitfa¨higkeit K und Matrixpotential ver-
wendet man u¨blicherweise weitgehend empirische Ansa¨tze, die sich in der
Praxis bewa¨hrt haben, und die mit Hilfe von frei wa¨hlbaren Parametern auf
den jeweiligen Bodentyp angepaßt werden ko¨nnen.
Fu¨r die Abha¨ngigkeit der Wassergehalts θ vom Matrixpotential ψ ver-
wenden wir das in [15] beschriebene Modell. Dazu fu¨hren wir den sogenann-
ten relativen Wassergehalt
Θ :=
θ − θr
θs − θr
ein. Mit den Parametern α [L−1] > 0, m [−] > 0 und n [−] > 1 lautet die
Ansatzfunktion
Θ(ψ) =

1(
1+(α|ψ|)n
)m , falls ψ < 0,
1, falls ψ ≥ 0.
Egal wie die Parameter gewa¨hlt werden, ist die Funktion
θ(ψ) = θs + Θ(ψ)(θs − θr)
streng monoton wachsend auf (−∞, 0), und es gilt
lim
ψ→−∞
θ(ψ) = θr,
θ(ψ) = θs ∀ψ ≥ 0.
Fu¨r den Zusammenhang zwischen Leitfa¨higkeit und Matrixpotential ver-
wenden wir das Modell in [25], in welchem sich die Leitfa¨higkeit berechnet
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als
Kr(ψ) =
K(ψ)
Ksat
= Θ(ψ)τ
(∫ θ(ψ)
θr
1
ψ(θ˜)
dθ˜∫ θs
θr
1
ψ(θ˜)
dθ˜
)2
, (A.1)
mit den Parametern Ksat [LT−1] > 0 und τ [−] > 0, wobei ψ(·) die Um-
kehrfunktion zur oben angegebenen Funktion θ(·) ist, die den Wassergehalt
in Abha¨ngigkeit vom Matrixpotential angibt.
Wir betrachten K als skalare Gro¨ße, was im Kontext von Kapitel 1 be-
deutet, daß K ein Vielfaches der Einheitsmatrix ist. Die bodenphysikalische
Interpretation dafu¨r ist, daß die Durchla¨ssigkeit des Bodens in jede Richtung
gleich ist.
Die Funktion ψ(·) ist definiert auf (θr, θs]. Aufgrund der Eigenschaften
von θ(·) ist ψ streng monoton wachsend, und es gilt
lim
θ↘θr
ψ(θ) = −∞,
ψ(θ) < 0 ∀θ ∈ (θr, θs),
ψ(θs) = 0.
K ist also streng monoton wachsend auf (−∞, 0), und es gilt
lim
ψ→−∞
K(ψ) = 0,
K(ψ) ∈ (0,Ksat) ∀ψ < 0,
K(ψ) = Ksat ∀ψ ≥ 0.
Unter der Zusatzbedingung
m = 1− 1
n
,
die wir auch annehmen, la¨ßt sich (A.1) auch explizit darstellen, da in diesem
Fall 1
ψ(θ˜)
die Stammfunktion
∫
1
ψ(θ˜)
dθ˜ = −α(θs − θr)
(
1− ( θ˜ − θr
θs − θr
) 1
m
)m
besitzt. Daraus erhalten wir
Kr(ψ) =
1(
1 + (α|ψ|n))mτ
(
1− (1− 1
1 + (α|ψ|)n
)m)2
.
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Anhang B
Programmablaufbeschreibungen
Dieses Kapitel entha¨lt detaillierte Ablaufpla¨ne von Algorithmen zur Lo¨sung
der elliptischen Probleme, die die Grundbausteine fu¨r die Boden-Wurzel-Si-
mulation darstellen. Dabei wird die in Kapitel 3 beschriebene nichtu¨berlap-
pende Bereichszerlegung verwendet.
Wir betrachten die Differentialgleichung
−div(a∇u) + b · ∇u+ cu = f auf Ω, (B.1)
u = 0 auf ∂Ω, (B.2)
auf einem Gebiet Ω ⊂ Rm (m ≥ 1) mit den Koeffizienten
a : Ω→ Rn×n,
b : Ω→ Rn,
c : Ω→ R.
Ω sei unterteilt in die Teilbereiche (Ωi)i∈I . Die Gesamtheit der Schnitt-
stellen zwischen diesen Gebieten, also alle nichtleeren Mengen der Form
Ωi ∩Ωk bezeichnen wir als Interfaces (ΓJ)J∈J . Auf dem gesamten Gebiet Ω
sei eine Finite-Elemente-Triangulierung gegeben, welche die Interfaces ΓJ re-
spektiert. Es darf also keine Simplizes geben, die zu mehreren Teilbereichen
geho¨ren. Dadurch entstehen automatisch auch Finite-Elemente-Triangulie-
rungen auf den Teilbereichen Ωi, sowie auf den Interfaces ΓJ .
Die herko¨mmliche Methode, obiges Problem mit Finiten Elementen zu
lo¨sen, basiert auf der variationellen Formulierung
(∇v, a∇u)Ω + (v, b · ∇u)Ω + (v, cu)Ω = (v, f)Ω.
Als Finite-Elemente-Ra¨ume verwenden wir auf jedem Teilbereich Ωi den
Raum V (i)h aller stetigen Funktionen, die die Dirichlet-Randbedingung auf
∂Ω erfu¨llen und auf jedem Simplex Polynome mit maximalem Grad 1 sind.
{w(i)1 , . . . , w(i)ni }
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seien Basen dieser Ra¨ume, typischerweise bestehend aus Hutfunktionen.
Auch auf den Interfaces ΓJ verwenden wir Ra¨ume dieses Typs, mit den
Basen
{v(J)1 , . . . , v(J)nJ }.
Es folgt eine Beschreibung des Programmablaufs fu¨r die Lo¨sung von
(B.1),(B.2) mittels nichtu¨berlappender Bereichszerlegung mit den Interface-
spezifischen Penalty-Parametern ηJ .
Fu¨r jedes Interface J ∈ J :
Berechne Gramsche Matrix G(J) (nJ × nJ)
G
(J)
kl :=
∫
ΓJ
v
(J)
k v
(J)
l dx.
Erzeuge LU-Zerlegung dieser Matrix
L
(J)
G U
(J)
G = G
(J). (B.3)
Berechne Matrix R(J) (nJ × nJ)
R
(J)
kl :=
∫
ΓJ
ηJv
(J)
k v
(J)
l dx.
Erzeuge LU-Zerlegung dieser Matrix
L
(J)
R U
(J)
R = R
(J). (B.4)
Fu¨r jeden Teilbereich i ∈ I:
Berechne Systemmatrix S(i) (ni × ni)
S
(i)
kl :=
∫
Ωi
(∇w(i)k ) · (a∇w(i)l )+ w(i)k (b · ∇w(i)l )+ cw(i)k w(i)l dx.
Fu¨r jedes zu Ωi adjazente Interface ΓJ :
Berechne Matrix C (nJ × ni)
Ckl :=
∫
ΓJ
ηJv
(J)
k w
(i)
l dx.
Bestimme mit Hilfe von (B.4) Matrix M (nJ × ni) mit
R(J)M = C.
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Setze
S(i) := S(i) +MTC.
Bestimme mit Hilfe von (B.3) Matrix P (iJ) (nJ × ni) mit
G(J)P (iJ) = C.
Setze
P (iJ) := 2P (iJ).
Berechne Matrix B(iJ) (nJ × ni)
B
(iJ)
kl :=
∫
ΓJ
v
(J)
k w
(i)
l dx.
Initialisiere Vektor b(iJ) (nJ)
b(iJ) := 0.
Erzeuge LU-Zerlegung der Systemmatrix
L
(i)
S U
(i)
S = S
(i). (B.5)
Berechne rechte Seite r(i) (ni)
r
(i)
k :=
∫
Ωi
w
(i)
k f dx.
l1: Fu¨r jeden Teilbereich i ∈ I:
Initialisiere Vektor t (ni)
t := r(i).
Fu¨r jedes zu Ωi adjazente Interface ΓJ :
Setze
t := t+
(
B(iJ)
)T
b(iJ).
Bestimme mit Hilfe von (B.5) Vektor s(i) (ni) mit
S(i)s(i) = t.
Fu¨r jedes Interface J ∈ J :
Initialisiere Vektor t (nJ)
t := 0.
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Fu¨r jeden zu ΓJ adjazenten Teilbereich Ωi:
Setze
t := t+ P (iJ)s(i) − b(iJ).
Fu¨r jeden zu ΓJ adjazenten Teilbereich Ωi:
Setze
b(iJ) = b(iJ) − (P (iJ)s(i) − t). (B.6)
Falls das Abbruchkriterium noch nicht erfu¨llt ist:
Gehe zu l1.
Das Abbruchkriterium besteht darin, in (B.6) immer auch die L2-Norm
des Update-Terms u := (P (iJ)s(i)− t) zu bestimmen, die sich mit der Gram-
schen Matrix G(J) ergibt als (
uT
(
G(J)
)
u
) 1
2
.
Falls diese Norm stets kleiner als eine vorher festgelegte Konstante stop
bleibt, gilt das Abbruchkriterium als erfu¨llt.
Das Verfahren fu¨r singula¨r gesto¨rte Probleme basiert auf der Darstellung
h−1q + ∇u = 0 auf Ω, (B.7)
div q + b · ∇u+ cu = f auf Ω, (B.8)
u = 0 auf ∂Ω. (B.9)
 sei eine positive differenzierbare skalare Funktion und h eine von der Null
wegbeschra¨nkte Matrix mit
a = h.
Auf jedem Teilbereich Ωi sei W
(i)
h der in [31], Abschnitt 6 beschriebe-
ne Finite-Elemente-Raum vektorwertiger Funktionen von maximalem Poly-
nomgrad 1. Z(i)h sei der Raum aller skalaren Funktionen, die stu¨ckweise (auf
jedem einzelnen Simplex) ein Polynom von maximalem Grad 1 sind, aber
an den U¨bergangsschnittstellen der Simplizes nicht stetig sein mu¨ssen.
Basen dieser Ra¨ume seien
{w(i)1 , . . . , w(i)ni }
fu¨r W (i)h und
{z(i)1 , . . . , z(i)mi}
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fu¨r Z(i)h . Auf den Interfaces betrachten wir wieder die stetigen, stu¨ckweise
affinen Funktionen mit den Basen
{v(J)1 , . . . , v(J)nJ }.
Fu¨r alle Bereiche i ∈ I sei Ti die Menge aller Simplizes in Ωi. Fu¨r einen
Simplex e ∈ Ti definieren wir
∂e− = {x ∈ ∂e| b(x) · ν(x) < 0},
und in analoger Weise sei auch ∂Ωi− definiert. Dabei sei ν(x) der a¨uße-
re Normalenvektor. Dort wo im Inneren eines Bereiches zwei Simplizes e1
und e2 direkt aneinandergrenzen, sei fu¨r eine Funktion z, die innerhalb der
jeweiligen Simplizes stetig sein muß, und einen Punkt x ∈ e1 ∩ e2
z+(x) := limx+→x
b(x)·(x+−x)>0
z(x+),
z−(x) := limx−→x
b(x)·(x−−x)<0
z(x−),
[z](x) := z+(x)− z−(x).
Natu¨rlich machen diese Definitionen nur dann Sinn, wenn b(x) · ν(x) 6= 0.
Der folgende Algorithmus liefert die Lo¨sung von (B.7)–(B.9) mittels
nichtu¨berlappender Bereichszerlegung mit den Penalty-Parametern ηJ .
Fu¨r jedes Interface J ∈ J :
Berechne Gramsche Matrix G(J) (nJ × nJ)
G
(J)
kl :=
∫
ΓJ
v
(J)
k v
(J)
l dx.
Erzeuge LU-Zerlegung dieser Matrix
L
(J)
G U
(J)
G = G
(J). (B.10)
Berechne Matrix R(J) (nJ × nJ)
R
(J)
kl :=
∫
ΓJ
ηJv
(J)
k v
(J)
l dx.
Erzeuge LU-Zerlegung dieser Matrix
L
(J)
R U
(J)
R = R
(J). (B.11)
Fu¨r jeden Teilbereich i ∈ I:
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Berechne Systemuntermatrizen
S11kl
(i) :=
∫
Ωi
w
(i)
k
(
h−1w(i)l
)
dx,
S12kl
(i) := −
∫
Ωi
(div w(i)k )z
(i)
l dx,
S21kl
(i) :=
∫
Ωi
z
(i)
k divw
(i)
l dx,
S22kl
(i) :=
∫
Ωi
(
b · ∇z(i)k
)
z
(i)
l + cz
(i)
k z
(i)
l dx
+
∑
e∈Ti
∫
∂e−\∂Ωi
[
z
(i)
k
]
(z(i)l )−|b · ν| dx.
Fu¨r jedes zu Ωi adjazente Interface ΓJ :
Berechne Matrix C (nJ × ni)
Ckl :=
∫
ΓJ
ηJv
(J)
k (w
(i)
l · ν) dx.
Berechne Matrix D (nJ ×mi)
Dkl := −
∫
ΓJ∩∂Ωi−
ηJv
(J)
k z
(i)
l |b · ν| dx.
Bestimme mit Hilfe von (B.11) Matrix M (nJ ×mi) mit
R(J)M =
(
C D
)
.
Setze (
S11
(i)
S21
(i)
)
:=
(
S11
(i)
S21
(i)
)
+MTC.
Bestimme mit Hilfe von (B.3) Matrix P (iJ) (nJ × ni) mit
G(J)P (iJ) = C.
Setze
P (iJ) := 2P (iJ).
Berechne Untermatrizen
B1kl :=
∫
ΓJ
v
(J)
k (w
(i)
l · ν) dx
B2kl := −
∫
ΓJ∩∂Ωi−
v
(J)
k z
(i)
l |b · ν| dx
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Setze Matrix B(iJ) (nJ × (ni +mi))
B(iJ) :=
(
B1 B2
)
.
Initialisiere Vektor b(iJ) (nJ)
b(iJ) := 0.
Setze Systemmatrix S(i) ((ni +mi)× (ni +mi))
S(i) :=
(
S11
(i)
S12
(i)
S21
(i)
S22
(i)
)
.
Erzeuge LU-Zerlegung der Systemmatrix
L
(i)
S U
(i)
S = S
(i). (B.12)
Berechne rechte Seite r(i) (mi)
r
(i)
k :=
∫
Ωi
z
(i)
k f dx.
l1: Fu¨r jeden Teilbereich i ∈ I:
Initialisiere Vektor t (ni +mi)
t :=
(
0
r(i)
)
.
Fu¨r jedes zu Ωi adjazente Interface ΓJ :
Setze
t := t+
(
B(iJ)
)T
b(iJ).
Bestimme mit Hilfe von (B.12) Vektor s(i) (ni +mi) mit
S(i)
(
s1
(i)
s2
(i)
)
= t.
Fu¨r jedes Interface J ∈ J :
Initialisiere Vektor t (nJ)
t := 0.
Fu¨r jeden zu ΓJ adjazenten Teilbereich Ωi:
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Setze
t := t+ P (iJ)s1(i) − b(iJ).
Fu¨r jeden zu ΓJ adjazenten Teilbereich Ωi:
Setze
b(iJ) =
(
P (iJ)s1
(i) − t)−b(iJ). (B.13)
Falls das Abbruchkriterium noch nicht erfu¨llt ist:
Gehe zu l1.
Das Abbruchkriterium besteht darin, in (B.13) immer auch die L2-Norm
des Update-Terms u := (P (iJ)s1(i)−t) zu bestimmen, die sich mit der Gram-
schen Matrix G(J) ergibt als (
uT
(
G(J)
)
u
) 1
2
.
Falls diese Norm stets kleiner als eine vorher festgelegte Konstante stop
bleibt, gilt das Abbruchkriterium als erfu¨llt.
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