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On basic iteration schemes for nonlinear AFC discretizations
Abhinav Jha, Volker John
Abstract
Algebraic flux correction (AFC) finite element discretizations of steady-state convection-diffusion-
reaction equations lead to a nonlinear problem. This paper presents first steps of a systematic
study of solvers for these problems. Two basic fixed point iterations and a formal Newton method
are considered. It turns out that the fixed point iterations behave often quite differently. Using a
sparse direct solver for the linear problems, one of them exploits the fact that only one matrix
factorization is needed to become very efficient in the case of convergence. For the behavior of
the formal Newton method, a clear picture is not yet obtained.
1 Introduction
A steady-state convection-diffusion-reaction equation is given by
− ε∆u+ b · ∇u+ cu = f in Ω, (1)
where Ω ⊂ Rd, d ∈ {2, 3}, is a bounded domain, ε > 0 is the diffusion coefficient, b the convection
field, c describes a reaction, and f sources. Problem (1) has to be equipped with boundary conditions
on ∂Ω.
In applications, the convection-dominated regime ε  ‖b‖L∞(Ω) is of interest since the transport of
the quantity u (temperature, concentration) by the convection field (velocity) is typically much stronger
than the transport by molecular diffusion. In this regime, the solution of (1) possesses usually layers
whose width is much smaller than the affordable mesh width.
It is well known that the discretization of (1) in the convection-dominated regime requires stabilized
schemes. Two obviously desirable requirements are:
 the numerical solution should be accurate, in particular it should exhibit sharp layers,
 the numerical solution must not have spurious oscillations.
The second requirement is particularly important in applications. Mathematically, it is formulated in the
form of the discrete maximum principle (DMP). In the numerical analysis, the DMP is usually proved
with the sufficient condition that the discretization leads to a system with an M-matrix. However, it is
known [17, Chap. 4.4] that a linear discretization of (1) in the limit case ε = 0 leading to an M-matrix
cannot have a local discretization error of second order, thus it is only of low accuracy. A similar result
for ε > 0 is not known, but experience shows that higher order discretizations lead to numerical
solutions with spurious oscillations.
This situation led to the development of many nonlinear discretizations, where the nonlinearity arises
from parameters that depend on the numerical solution. However, most of the proposed nonlinear
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schemes do not satisfy the DMP, see [11]. There is only one notable exception, namely so-called
algebraic flux correction (AFC) schemes, proposed the first time for equations of type (1) in the context
of finite element methods in [14]. In AFC schemes, one has to compute a so-called limiter, which
depends on the finite element solution. The DMP for the Kuzmin limiter from [14] was proved in [3] and
for another limiter, the so-called BJK limiter, in [4].
With the nonlinearity, a new issue arises:
 the numerical solution has to be computed efficiently.
So far, there is no discretization for convection-diffusion-reaction equations (1) that satisfies all three
requirements. The construction of such a discretization is formulated as important open problem in
[13].
This paper studies numerical methods for the solution of the nonlinear problems arising in AFC
schemes. There seems to be so far no systematic investigations of this topic in the literature. A few
brief studies can be found in [1, 5], which state more or less that the solution of these problems might
be problematic. The goal of this paper consists in performing first steps of a systematic study. Two
fixed point iterations, which can be derived in a straightforward way, and a formal Newton method are
included. Simulations were performed on academic problems in two dimensions. These studies should
serve to obtain some insight in the properties of these schemes and, based on that, to develop ideas
for improving them or for constructing new schemes.
2 AFC Schemes
This section provides a short presentation of AFC schemes.
Let Au = f , A = (aij)ni,j=1 ∈ Rn×n, u, f ∈ Rn, be a linear system of equations from a conforming
Galerkin discretization of (1). Ordering the unknowns such that the (n−m), m < n, Dirichlet values
are at the end of u, this system can be written in the form
n∑
j=1
aijuj = fi, i = 1, . . . ,m,
ui = u
b
i , i = m+ 1, . . . , n.
(2)
Defining the symmetric artificial diffusion matrix D = (dij)ni,j=1 by
dij = dji = −max{aij, 0, aji} for i 6= j, dii = −
∑
i 6=j
dij (3)
leads to a system that is equivalent to (2)
(Aˆu)i = fi + (Du)i, i = 1, . . . , n, (4)
where Aˆ = A+D. Since the row sums of the matrix D vanish, there is a representation
(Du)i =
∑
i 6=j
fij, i = 1, . . . , n,
with so-called fluxes fij = dij(uj − ui) = −fji for all i, j = 1, . . . , n.
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AFC schemes limit those anti-diffusive fluxes fij that cause spurious oscillations. To this end, system
(4) is modified to
(Aˆu)i = fi +
∑
j 6=i
αijfij, i = 1, . . . , n, (5)
with solution-dependent coefficients αij = αij(u) ∈ [0, 1]. It is important, for proving the existence
of a solution of (5), see [3], and for the conservativity of the method, compare [15], that αij = αji,
i, j = 1, . . . , n. Rewriting (5) yields the following nonlinear system of equations
n∑
j=1
aijuj +
n∑
j=1
(1− αij)dij(uj − ui) = fi, i = 1, . . . ,m,
ui = u
b
i , i = m+ 1, . . . , n.
(6)
In the literature, one finds several proposals of limiters for computing αij . Two of them are briefly
presented here. More details, e.g., concerning some issues of the implementation, can be found in
[3, 4].
The Kuzmin limiter. This limiter was proposed in [14]. Defining
P+i =
n∑
j=1
aji≤aij
f+ij , P
−
i =
n∑
j=1
aji≤aij
f−ij , Q
+
i = −
n∑
j=1
f−ij , Q
−
i = −
n∑
j=1
f+ij , (7)
i = 1, . . . , n, where f+ij = max{0, fij} and f−ij = min{0, fij}, one computes
R+i = min
{
1,
Q+i
P+i
}
, R−i = min
{
1,
Q−i
P−i
}
, i = 1, . . . ,m. (8)
If P+i or P
−
i is zero, one sets R
+
i = 1 or R
−
i = 1, respectively. Also at Dirichlet nodes, one sets
R+i = 1, R
−
i = 1, i = m+ 1, . . . , n. (9)
Finally, for any i, j ∈ {1, . . . , n} such that aji ≤ aij , the limiter is given by
αij =

R+i if fij > 0
1 if fij = 0
R−i if fij < 0
, αji = αij. (10)
The Kuzmin limiter can be applied to P1 and Q1 finite elements.
The BJK limiter. This limiter was developed in [4] for P1 finite elements. It was proved that the
corresponding AFC method is linearity preserving on arbitrary simplicial grids. First, one sets for
i = 1, . . . , n
umaxi = max
j∈Si∪{i}
uj, u
min
i = min
j∈Si∪{i}
uj, qi = γi
∑
j∈Si
dij, (11)
where the index set Si satisfies
{j ∈ {1, . . . , n} \ {i} : aij 6= 0 or aji > 0} ⊂ Si ⊂ {1, . . . , n},
and γi is a positive constant that has to be chosen sufficiently large. Now, one defines for i = 1, . . . ,m
P+i =
∑
j∈Si
f+ij , P
−
i =
∑
j∈Si
f−ij , Q
+
i = qi(ui − umaxi ), Q−i = qi(ui − umini ), (12)
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and computes
R+i = min
{
1,
Q+i
P+i
}
, R−i = min
{
1,
Q−i
P−i
}
, i = 1, . . . ,m.
If P+i or P
−
i vanishes, one sets R
+
i = 1 or R
−
i = 1, respectively. The final steps consist in setting
(9) for the Dirichlet nodes, in computing
α¯ij =

R+i if fij > 0
1 if fij = 0
R−i if fij < 0
, i = 1, . . . ,m, j = 1, . . . , n, (13)
and in setting
αij = min{α¯ij, α¯ji}, i, j = 1, . . . ,m, (14)
αij = α¯ij, i = 1, . . . ,m, j = m+ 1, . . . , n. (15)
3 Methods for Solving the Nonlinear Problem
The methods considered here were already outlined in [5, Sec. 5].
Given an approximation u(ν), ν ≥ 0. Then, the next iterate is computed by
u(ν+1) = u(ν) + ω(ν)
(
Fˆ
(
u(ν)
)− u(ν)) , (16)
where ω(ν) is a damping parameter and Fˆ is a map that is determined by the iterative method. The
damping parameter is computed with an adaptive strategy which is detailed in [12].
Consider the nonlinear problem (6) in the form F (u) = 0 with
Fi(u) =
n∑
j=1
aijuj +
n∑
j=1
(1− αij(u))dij(uj − ui)− fi = 0, i = 1, . . . ,m,
Fi(u) = ui − ubi = 0, i = m+ 1, . . . , n.
Then, the damped iteration (16) can be written as
u(ν+1) = u(ν) + ω(ν)
(
B−1
[
Bu(ν) − F (u(ν))]− u(ν)) (17)
with a non-singular matrix B ∈ Rn×n. A vector u is a solution of the nonlinear problem (6) if and only
if it is a fixed point of (17).
A straightforward idea consists in considering linear problems where the currently available approxi-
mation of the limiter is used to assemble the matrix:
n∑
j=1
aij u˜
(ν+1)
j +
n∑
j=1
(
1− α(ν)ij
)
dij
(
u˜
(ν+1)
j − u˜(ν+1)i
)
= fi, i = 1, . . . ,m ,
u˜
(ν+1)
i = u
b
i , i = m+ 1, . . . , n ,
(18)
with α(ν)ij = αij
(
u(ν)
)
. In this iteration, the matrix B from (17) is given by
B
(
u(ν)
)
ij
=

aij + dij − α(ν)ij dij if i 6= j,
aii + dii +
n∑
j=1,j 6=i
α
(ν)
ij dij if i = j,
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for i = 1, . . . ,m, j = 1, . . . , n. The last n−m rows have just the diagonal entry 1.
Using that the row sums of the matrix D vanish, one can derive a second fixed point iteration where
the limiter appears on the right-hand side, see [5] for details,
n∑
j=1
(aij + dij)u˜
(ν+1)
j = gi +
n∑
j=1
α
(ν)
ij f
(ν)
ij , i = 1, . . . ,m,
u˜
(ν+1)
i = u
b
i , i = m+ 1, . . . , n.
(19)
In (19), the matrix in iteration (17) is given by B = A+D, i.e., one has the same matrix in each step.
Thus, using a (sparse) direct solver, a matrix factorization has to be performed only once.
Also, a formal Newton method can be derived. This method is formal because the limiters are not
differentiable. The formal Jacobian is the matrix B of the scheme (17) and it is given by, compare [5],
B
(
u(ν)
)
ij
=

aij + dij − α(ν)ij dij −
n∑
k=1
∂α
(ν)
ik
∂uj
dik
(
u
(ν)
k − u(ν)i
)
if i 6= j,
aii + dii +
n∑
j=1
j 6=i
α
(ν)
ij dij −
n∑
k=1
∂α
(ν)
ik
∂ui
dik
(
u
(ν)
k − u(ν)i
)
if i = j,
(20)
for i = 1, . . . ,m, j = 1, . . . , n. Again, The last n−m rows have only the diagonal entry 1.
In the formal Newton method studied here, the non-smooth situations of the limiters are treated as
follows. Non-smoothness is given by the maxima and minima in both limiters. In the definition of
f+ij , f
−
ij , R
+
i , and R
−
i , one argument of the maximum or minimum is constant. Thus, there is a one-
sided derivative that vanishes. In our approach, the derivative that appears in the formal Jacobian is
set to be zero in these situations. Consider first the Kuzmin limiter and aki ≤ aik. Then, the entry of
the Jacobian is set to be zero if (fik > 0) ∧ R+i = 1, fik = 0, or (fik < 0) ∧ R−i = 1. For the BJK
limiter, this step is performed if (fik > 0) ∧ R+i = 1, fik = 0 or (fik < 0) ∧ R−i = 1. In all other
cases, the derivative ∂α(ν)ik /∂uj can be computed. For brevity, details are omitted here.
4 Numerical Studies
All examples are defined in the unit square Ω = (0, 1)2. Various meshes were used in the simulations,
see Fig. 1 for the coarsest level. A standard red refinement was performed. The described iterative
methods for solving the nonlinear AFC problems were studied with respect to the number of used
steps (iterations + rejections, a rejected step is of the same order of costs as an accepted step) and
the used computing time. The following abbreviations will be used for the methods:
• fixed point rhs: fixed point iteration with changing right-hand side, (19),
• fixed point matrix : fixed point iteration with changing matrix, (18),
• formal Newton: formal Newton’s method, (20).
All schemes were started with the damping parameter ω = 1. The linear systems of equations were
solved with the sparse direct solver UMFPACK [7]. Two stopping criteria were applied. Either, the
iteration was stopped if the Euclidean norm of the residual vector was below
√
#dof 10−10, where
#dof is the number of degrees of freedom (including Dirichlet nodes). Or, the iteration terminated if
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Figure 1: Grid 1, 2 and 3, level 0.
the number of accepted steps reached 25000. In this case, the iteration did not converge. For sim-
plicity of presentation, we do not distinguish between simulations that diverged, giving nan or inf, and
simulations which did not converge. Both cases are indicated with markers at about 25000 iteration
steps. All simulations were performed with the code PARMOON [8, 18] at compute servers HP BL460c
Gen9 2xXeon, Fourteen-Core 2600MHz.
4.1 Example with a Smooth Solution
In this example, the prescribed solution is
u(x) = 100x2(1− x)y(1− 2y)(1− y),
the convection field is b = (3, 2)T , and the reaction coefficient c = 1. Homogeneous Dirichlet
boundary conditions are applied on the whole boundary. Results will be presented for two values of the
diffusion coefficient: the moderately small value ε = 10−3 and the much smaller value ε = 10−6. This
example serves for obtaining first impressions on the behavior of the iterative schemes. Simulations
were performed on Grid 1 and Grid 2 from Fig. 1. Note that Grid 2 is not a Delaunay triangulation. For
the initial iterate, all values were set to be zero.
In a first study, only the fixed point iterations fixed point rhs and fixed point matrix were considered.
For ε = 10−3, the number of iteration steps is presented in Fig. 2. One can already observe that
the behavior of the methods is somewhat different for the different limiters. For the Kuzmin limiter, the
method fixed point rhs had no difficulties to solve the nonlinear problems and the number of iterations
decreased with refinement of the grids. A similar behavior can be observed for fixed point matrix ,
often with a similar number of iterations. For the BJK limiter, in contrast, the method fixed point matrix
needed consistently much fewer iterations than fixed point rhs, apart of the coarsest uniform grid.
Altogether, the nonlinear problems in the case of a moderately small value of the diffusion could be
solved without real difficulties. We had similar observations also for other examples. For this reason,
no further results for moderately small diffusion coefficients will be presented.
Results for ε = 10−6 are shown in Figs. 3 and 4. Figure 3 presents the reduction of the error ‖∇(u−
uh)‖L2 . On the uniform grid, the order of error convergence is similar for both limiters, with the solution
of the Kuzmin limiter being somewhat more accurate. For the unstructured grid, it can be observed
that the BJK limiter worked well on this grid with an order of convergence of about 1. In contrast, the
application of the Kuzmin limiter led to a clear reduction of this order. The behavior of the iterative
methods is presented in Fig. 4. Now, there are fundamental differences considering both limiters. For
the Kuzmin limiter, fixed point rhs worked satisfactory, all problems were solved within the prescribed
maximal number of iterations. But even on the uniform grid, fixed point matrix failed to converge on
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Figure 2: Example 4.1. Number of iterations and rejections for ε = 10−3, left: Grid 1, right: Grid 2.
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Figure 3: Example 4.1. Errors of the computed solutions, left: Grid 1, right: Grid 2.
fine grids. In case of the BJK limiter, fixed point rhs did not converge on many grids, but fixed point
matrix performed usually quite well.
Since the application of the Kuzmin limiter on the unstructured grid led to quite inaccurate numerical
solutions, this limiter should not be used on this grid. This combination will not be considered in the
further studies.
Next, the formal Newton method will be included in the studies. It is well known that Newton-type
methods possess generally a smaller domain of convergence than simpler fixed point iterations. We
could observe this behavior also here: applying formal Newton from the first step of the iteration led
usually to unsatisfactory results concerning the number of steps. For brevity, those results are not
presented here.
The first approach for involving the formal Newton method was quite simple. In the first part of the
iteration, a fixed point method was applied until the Euclidean norm of the residual vector was below
a switching tolerance tolsw. Then, formal Newton was performed without any possibility of switching
back. The current damping parameter ω was used in the first step of the formal Newton method. For
the first part, we applied fixed point rhs as well as fixed point matrix . From the results obtained with
these methods, Fig. 4, it can be expected that fixed point rhs is a better choice for the Kuzmin limiter
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Figure 4: Example 4.1. Number of iterations and rejections for ε = 10−6, left: Grid 1, right: Grid 2.
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Figure 5: Example 4.1. Number of iterations and rejections for ε = 10−6, Kuzmin limiter and formal
Newton method with fixed point rhs in the first part, different values for the parameter tolsw, Grid 1.
and fixed point matrix for the BJK limiter. In fact, the numerical results confirmed these expectations.
Thus, for brevity, only the corresponding results are presented in Figs. 5 and 6.
For the Kuzmin limiter, Fig. 5, it can be seen that formal Newton worked well only on coarse grids. On
finer grids, it did not converge even for small switching tolerances tolsw. The observations for the BJK
limiter are different. On some levels, formal Newton worked well, at least for sufficiently small tolsw, but
on other levels, this method failed to converge.
Examining the non-convergent simulations more closely, we found that often the Euclidean norm of the
residual increased within a few steps after having switched to the formal Newton method, sometimes
it increased considerably. A straightforward idea to mitigate this behavior consists in switching back to
the fixed point iteration that was used in the first part after the norm of the residual exceeds a certain
limit. This approach was implemented in the form that the back switch to the method from the first part
took place always if the Euclidean norm of the residual became larger than 100·tolsw. While switching
between the methods, the current damping parameter ω was not changed. However, the behavior of
the formal Newton method generally did not improve. The only exception is presented in Fig. 7, where
it can be seen that the choice tolsw = 10−5 led to a convergent method for the BJK limiter on all levels
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Figure 6: Example 4.1. Number of iterations and rejections for ε = 10−6, BJK limiter and formal
Newton method with fixed point matrix in the first part, different values for the parameter tolsw, left:
Grid 1, right: Grid 2.
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Figure 7: Example 4.1. Number of iterations and rejections for ε = 10−6, BJK limiter and formal
Newton method with fixed point matrix in the first part and switching back to fixed point matrix if the
norm of the residual became too large, different values for the parameter tolsw, Grid 2.
of the unstructured grid.
The last investigation for this example studies computing times. On Grid 1, the methods fixed point rhs
for the Kuzmin limiter and fixed point matrix applied to the BJK limiter converged without difficulties,
compare Fig. 4. The times for calculating the limiters were very similar. Thus, differences in computing
times are mainly due to differences of the needed time for examining the iterations. All setups were
simulated five times, the slowest and the fastest computing times were removed, and the averages of
the other three times are presented in Fig. 8. One can observe that fixed point rhs is generally about
one order of magnitude faster than fixed point matrix , although the number of iterations is similar for
many levels and fixed point matrix needed even far less iterations on the finest grid, see Fig. 4. Hence,
the possibility to use in fixed point rhs just one factorization of the matrix for the complete iteration has
a strong positive impact on the computing times for this method.
In further studies, we could observe that one step with the formal Newton method is even more ex-
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Figure 8: Example 4.1. Simulation times for ε = 10−6, Grid 1.
pensive than one step with fixed point matrix , because of the time needed for computing the entries
of the formal Jacobian. For brevity, these results are not presented here.
Already for an example with a smooth solution, there were only few of the considered methods that
converged in the convection-dominated case on every refinement level. On the uniform grid, for the
Kuzmin limiter only fixed point rhs worked well and for the BJK limiter only fixed point matrix . There
were two satisfactory performing approaches for the BJK limiter on the unstructured grid: fixed point
matrix and formal Newton with tolsw = 10−5, where fixed point matrix was used as starting method
and it was switched back to fixed point matrix if the norm of the residual became too large. With respect
to computing times, fixed point rhs, in the case of convergence, outperformed all other methods.
4.2 Example with Interior and Boundary Layers
This example, proposed in [10], is a standard academic example for numerical studies of steady-
state convection-diffusion equations. It is given in Ω = (0, 1)2 with b = (cos(−pi/3), sin(−pi/3)),
c = f = 0 and the Dirichlet boundary condition
u =
{
1 (y = 1 ∧ x > 0) or (x = 0 ∧ y > 0.7),
0 else.
Again, the strongly convection-dominated case ε = 10−6 is considered. Then, the solution exhibits
an internal layer in the direction of the convection starting from the jump of the boundary condition at
the left boundary and two exponential layers at the right and the lower boundary, see Fig. 9.
In this example, a study of the impact on choosing the initial iterate in different ways will be presented.
For the initial iterate, we considered the following options:
 setting all non-Dirichlet degrees of freedom to zero (zero),
 using the solution of the upwind finite element method from [16] (upwind),
 using the solution of the SUPG method from [6, 9] (SUPG),
 using the solution of the Galerkin method (Galerkin).
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Figure 9: Example 4.2. Solution (computed with the BJK limiter, Grid 3, level 9).
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Figure 10: Example 4.2. Number of iterations and rejections, Grid 3.
Starting with the zero initial iterate is a usual approach if no information about the expected solution
are available. With the upwind method as initial iterate, the positions of the layers are known from the
beginning, but the layers are strongly smeared. The positions of the layers are also known with the
SUPG method, the layers are sharp, but there are considerable spurious oscillations in a vicinity of the
layers. The incorporation of the Galerkin finite element method in this study is just for completeness.
First, again the behavior of the fixed point iterations was studied, see Fig. 10, left picture. All simula-
tions presented in this figure were started with the SUPG solution as initial iterate. In this example,
fixed point rhs converged for both limiters on all levels, whereas fixed point matrix did not converge
for both limiters on fine levels. For the Kuzmin limiter, the fixed point rhs method needed considerably
less iterations. Representative results for the formal Newton method, with fixed point rhs as scheme
that was used if the norm of the residual was too large and tolsw = 10−5, are displayed in Fig. 10,
right picture. On coarser levels, this approach needed less iterations than fixed point rhs, but on finer
levels, it even failed in two cases.
The dependency of the number of iterations and rejections on the initial iterate is illustrated in Fig. 11.
Generally, there are only minor differences between the four initial iterates. Often, using the SUPG
solution proved to be a good choice.
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Figure 11: Example 4.2. Number of iterations and rejections depending on the initial iterate, top: fixed
point rhs, bottom: formal Newton, Grid 3.
5 Summary and Outlook
This paper presented first steps of a systematic study of schemes for solving the nonlinear problems
arising in AFC finite element discretizations of steady-state convection-diffusion-reaction equations.
Two basic fixed point iterations and a formal Newton method where included in these studies. The
studies were performed for two limiters.
Consider only the results for the strongly convection-dominated situations.
 It could be observed that both fixed point iterations behaved rather differently, which we did not
expected before the studies. Whereas fixed point rhs always converged for the Kuzmin limiter
and in Example 4.2 also for the BJK limiter, fixed point matrix often failed to converge on fine
grids.
 For the formal Newton method, there is no clear picture. Its behavior depended on the choice of
tolsw, sometimes it needed considerably less iterations than the fixed point methods, however,
rather often it did not converge.
 For all methods, the choice of the initial iterate did generally not possess a big impact on the
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number of iterations. Usually, using the SUPG solution was an appropriate choice.
 From the point of view of efficiency, fixed point rhs exploited the fact that a sparse direct solver
was used and this method requires only one matrix factorization for the whole iteration. In case
of convergence, it was by far the most efficient approach.
The findings collected for the basic schemes will serve in our future work as basis for the development
of schemes that behave hopefully better. We want to pursue the approaches of constructing more
sophisticated transitions between the schemes, of appropriate combinations of schemes, of utilizing
regularizations in Newton-type methods, and of using better damping strategies. In examples where
it can be applied, a projection step to a space of admissible functions, as proposed in [2], should be
utilized. Furthermore, more complex examples in two and three dimensions will be studied.
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