Abstract-Electrical drives are usually modeled using circuit theory, with currents or linking fluxes chosen as state variables for its electrical part and rotor speed or position chosen for its mechanical part. Often, its internal structure contains nonlinear relations difficult to model as dead-time, hysteresis, and saturation effects. On the contrary, if the available model is accurate enough, its parameter values are generally difficult to obtain and/or be estimated in real time. Therefore, this paper investigates the use of fuzzy logic for automatic modeling electrical drive systems. An experimental system composed by a DC motor supplied from a DC-DC converter is used. We underline the unsupervised learning characteristics of the fuzzy algorithm, its memory and generalization capabilities. Some learning situations with critical effects in model performance are presented and discussed, pointing out some results and conclusions concerning the fuzzy modeling process in practice.
I. INTRODUCTION
T HE CLASSIC approaches to modeling electrical drive systems do not provide enough representation for actual drive systems. The models are not sufficiently complete to represent the system since simplifications are made in the modelization process, and frequently, their structure contains nonlinear relations that are difficult to model or are even unknown. Recent papers [9] , [10] , [12] show that fuzzy logic is a powerful tool for representing complex relations in state space. Therefore, it introduces a methodology into electrical drive systems to automatically extract their dynamic behavior [3] , [4] .
Fuzzy modeling allows the incorporation of self-learning capabilities into the system and design learning control schemes to compensate nonlinear terms affecting system dynamics. When parameter uncertainties are large, the use of feedback control with fixed coefficients may not be adequate. So, it is useful to identify on-line the complex relations representing the drive's behavior. In this paper, we investigate the capabilities of automatic modeling electrical drive systems by using fuzzy logic. Important situations, such as modeling when the variables are not sufficient to describe a system's dynamic, the problem of a bad learning set not covering all of a system's operating domain, and noise influence in modeling performance, are presented and discussed. This paper is organized as follows. Section II presents the fuzzy learning algorithm used to extract the fuzzy model and resumes its main steps. Section III briefly describes the experimental system and its controller, and Section IV discusses different aspects of the drive modeling process using the fuzzy algorithm.
II. FUZZY LEARNING ALGORITHM
Fuzzy modeling expresses qualitatively the system characteristics by using fuzzy reasoning [2] . It characterizes simple or complex relations between system variables, regardless of their analytical dependence, by a set of rules: "IF a set of conditions is satisfied, THEN a set of conclusions is inferred" (Fig. 1) . In this work, rules have the form of (1). The symbol represents the th model rule among a total of rules, is the chosen system variables expressing its condition, is the system output variable, and is the inferred value from the extracted fuzzy model if is and is and is then is
For electrical drives, the rules usually express the relationship between current, voltage, speed, or position reference, with the output signal being the angular speed, position, or electrical torque. In each rule, represents a linguistic term (or fuzzy set) characterized by a membership function, denoted by , and composing the condition rule part. Fuzzy set represents the conclusion rule part. The antecedent variables representing a system's condition make active each rule by some degree computed using (2) . The condition terms and in this expression are the numerical values acquired from system sensors being 1094-6977/98$10.00 © 1998 IEEE Fig. 2 . Example of input-space fuzzy partition dividing the operating domain in a set of rules. Fig. 3 . Representation of rule (fuzzy cell) delineated by a white rectangle. Its conclusion has a linguistic value defined by the Positive Big (P B) fuzzy set.
fuzzified by membership functions composing the respective rule linguistic terms. The symbol "*" expresses the conjunction and that is represented by the product operator (2) An established number of fuzzy sets divides the antecedent variables with different attributed linguistic grades (for example, Negative Big-NB, Negative Small-NS, , Positive Big-PB). Therefore, the input-space is partitioned into a rule set by the fuzzy sets, as exemplified in Fig. 2 . This figure shows three rules of a model composed by two antecedent variables and and one system output . Each cell in the figure composes a rule with the following form (for example, the white cell rule):
IF
is PM and is NM THEN PB Fig. 3 shows the representation of this rule with its fuzzy cell formed by two fuzzy sets PM and NM and with the cell conclusion part composed by fuzzy set PB. The fuzzy model used in this paper substitutes the fuzzy set composing the rule conclusion part by a numerical value extracted by the learning process. The rule, exemplified in (3), follows the type proposed by Sugeno [9] , with the conclusion part characterized by a real number. The numerical value can be interpreted as a predefuzzified output, helping us accelerate the inference process IF is PM and is NM
THEN Predefuzzified Conclusion (3)

A. Overview of the Fuzzy Algorithm
Learning, in this paper, means the capability to extract a functional relation between the system's variables from a set of examples. The functional relation is constituted by the rule set extracted with the learning algorithm and characterizing the electrical drive's behavior.
This section explains the main steps of the learning procedure. A detailed description of the algorithm can be found in [11] and [12] . The algorithm uses the max operator to select the degree to which two fuzzy sets match. So, only examples that significantly match the condition part of the rule are used to infer its conclusion part. In the following, we describe the algorithm steps illustrating the learning mechanism.
Step 1: Establish the set of variables carrying out the system's incisive information to be analyzed. These input-output variables constitute, respectively, the condition and conclusion parts of the rules.
Step 2: Using triangular membership functions, as exemplified in Fig. 2 , specify the limits of the universe of discourse and the number of fuzzy sets to be attributed to each input-output variable. The input-output space is then subdivided into a rule set covering the system's domain.
Step 3: From the training set, the th numerical example represented in (4) is taken (4)
Step 4: Grades in the attributed membership functions of each numerical input and corresponding numerical output are calculated. Hence, every input variable is given a row vector and another similar vector to the output variable , with a number of elements equal to the attributed linguistic terms.
Step 5: For each input-output variable, choose among all linguistic grades into the respective row vector and their final membership degree. The degree is the highest one selected using the max operator from all of the membership functions. Fig. 4 illustrates this process for one hypothetical variable denoted by . The variable "makes active" two fuzzy sets NM and ZE, with membership grades NM and ZE , respectively. Using the max operator, the final fuzzy set attributed to becomes NM. Usually, data are multidimensional, and this operation is repeated to the other considered variables choosing to each one a fuzzy set. So, we obtain from each data pair, a rule characterized by the linguistic terms corresponding to the anterior maximal membership degrees. The linguistic terms of condition and conclusion parts are, respectively, the fuzzy regions and the output fuzzy set , in which has maximal membership. Step 6: For the rule extracted in the anterior step, we calculate its implication degree as the product of the highest membership degrees of each vector calculated in Step 4, as shown in the following:
Step 7: Since there are usually a great number of data pairs, there will be for the rule region different numerical values for the conclusion part. In Fig. 5 , we show the selected data set for the extraction of the rule composed by antecedent fuzzy sets PM and NM. For data values belonging to region ( ), we compare each rule degree with the anterior one to extract the final conclusion value among all , as stated in the following: then then (6)
Step 8: When a new rule has the same linguistic terms in the IF part, but a different linguistic term in the THEN part, this rule is considered in conflict with the anterior one. To resolve the conflict group, we accept only that rule with the maximum implication degree. This indicates the rule with the higher connection degree between the condition and conclusion parts. At last, if it is not at the end of the training set, the algorithm starts again at Step 3.
B. Inference Process
Each extracted rule contributes, to a certain degree, to the model output. The inference method uses the fuzzy centroid defuzzification formula that combines all rule contributions in a weighted form, as indicated by (7). The symbol denotes the inferred model output; denotes the rule conclusion value; denotes the activation rule degree; and denotes the number of model rules after domain fuzzy partition (7) III. ELECTRICAL DRIVE SYSTEM The electrical drive system is composed by a DC motor supplied by a DC-DC electronic power converter. As generalization is considered a local effect, training data must cover a significant part of the system's operating domain. To assure this. a sliding-mode coarse controller is used [5] . This coarse controller is also helpful because its action attenuates the system-dynamics dependency from secondary variables.
The controller uses (8) as commutation law to operate the converter devices, where is the motor speed, is the estimated value of motor acceleration, and is the command speed (8) The applied motor voltage is indicated in (9) and assumes only two voltage values commanded by the commutation law signal if if (9) Direct model of the electrical drive system is represented by (10) as being DC motor speed , a function of its acceleration signal , the reference command , and the commutation law signal (10) Each antecedent variable ( ) is equally partitioned by a number of symmetrical triangular fuzzy sets, as exemplified in Fig. 2 . The number of fuzzy sets attributed to each variable measures its relative importance to the final model characterization. In this paper, we increase or decrease the fuzzy sets number in a trial-and-error form to maximize the algorithm's performance. If the number of fuzzy sets is small, the rules become very sparse and cannot produce an accurate model. However, if we increase the fuzzy sets number, information holes can appear in the rule-base caused by domain regions where no information about system behavior is acquired. Hence, the final number of fuzzy sets is chosen to minimize the quadratic error mean, compromising model performance.
Our purpose is to now automatically extract the relations between drive antecedent variables ( , , and ) and the output by using the training set and the learning algorithm, building its fuzzy model.
IV. FUZZY MODELING OF THE ELECTRICAL DRIVE SYSTEM
All modeling processes present some drawbacks, with critical effects in model performance. In this section, we investigate the following situations in the learning process to extract drive systems model: 1) less variables used for modeling than those needed to have a good model characterization of the system ( learning with incomplete information); 2) training data corrupted by noise; 3) inverse modeling of the electrical drive system; and 4) regions in the operating domain that have not received information during training phase.
A. Learning Process with Incomplete Information
To select what information is important to the learning process, we can use the available knowledge about systems physic laws. For applications involving electrical drives, we theoretically know their dynamics [7] . The main difficulty is in determining, with adequate precision, their complex parameters. Another complementary way to select the correct information is to use some technique that measures the correlation between system variables, indicating the subset that better characterizes system dynamics [1] , [3] , [6] .
Let us suppose a training set acquired from the electrical drive with only three variables expressing its operating condition: the estimated acceleration , the reference speed signal , and the motor speed . The commutation signal is omitted, as shown in the following, constituting lack of information for the learning algorithm:
The antecedent variables ( and ) are partitioned by five membership functions, resulting in a model with 25 rules. Applying the learning algorithm, the fuzzy model of the electrical drive system is extracted, resulting in the fuzzy rulebase shown in Fig. 6(a) . Although not shown in the figure, the rules superimpose four by four, indicating that at each inference cycle, four rules are made active. In Fig. 6(b) , we exemplify some extracted rules.
To obtain the training set, a sinusoidal reference signal is imposed into the system with different amplitudes and frequencies into the speed limits of the electrical motor [8] . The training process is responsible for acquiring a good learning set. The word good signifies that the experimental training data must cover a significant part of the system's operating domain.
To better visualize the extracted patterns between motor acceleration , the speed reference , and the corresponding prediction of motor speed , we display in Fig. 7 the extracted rules using a gray quantization. Quantization divides the value of each rule conclusion into 13 gray levels, characterizing their magnitude from a near-null speed, represented by the almost white color, to the maximal speed, represented by the black color. Color distribution in Fig. 7 reveals the white domain regions where there is no collected information.
The algorithm potential in extract drive system behavior is verified in a test set composed by signals not presented in the training phase. Therefore, we can verify its generalization capability. Fig. 8 shows the evolution of the experimental motor speed signal and the speed inferred by the fuzzy model when the reference input is a sinusoidal signal with amplitude and frequency values not included in the training set. In Fig. 9 , we show the error evolution. We can see that there is an information deficiency in the learned model, represented by oscillations in the error signal. This deficiency is originated by the lack of commutation signal in the training set. If we now incorporate the commutation signal into the learning process, the extracted fuzzy model gives the results presented in Figs. 10 and 11 , showing a considerable decrease in error evolution. We can conclude then that it is essential to know what variables are significant in system dynamics to obtain a good process model.
B. Noise Corrupting the Training Set
In all practical situations, noise corrupts the training set. The acquired examples become an ambiguity source to the learning algorithm, making the interpretation process of examples in rules difficult and introducing rule conflicts. So, it is important to investigate the sensitivity of the fuzzy learning algorithm when noise contaminates the information.
In this experiment, the noise problem comes mainly from the acceleration signal. We add to all variables in the training set a random signal to increase the noise level of our training examples. Applying the learning algorithm, we verify the small influence of noise over extracted rules by the error signal in Fig. 12 . We can also compare the error signals from the case with low noise influence, as seen in Fig. 11 , and that with high noise influence, as seen in Fig. 12 .
It is important to note that a high noise level refers to an applied noise signal with a magnitude of 10% of the variable nominal value. The learning algorithm uses triangular membership functions. So, if noise has a level greater than the distance between the membership functions, it can disturb the sensor signals so that wrong model rules are activated in the inference process. This effect becomes more evident when the number of membership functions partitioning each variable is high.
C. Inverse Modeling
An application for this modeling algorithm is to design a feedforward control to compensate nonlinear terms affecting 
Fig. 13 displays the reference signal and the reference value inferred by the fuzzy inverse model. In Fig. 14 , we present the error evolution, with high oscillations coming from the commutation signal and the discrete nature of the fuzzy model.
D. Empty Rules Appearing in the Fuzzy Rule-Base
Empty rules appearing in the fuzzy rule-base can have two causes. One happens when the training set is limited, and because of the usually high-dimensional input-space, there are regions not visited during the training phase. Another more simple cause happens when some rules simply do not exist because the process never has that dynamic relation between its variables.
The function to be learned is always represented by a number of data values. If we attribute a low number of membership functions to each variable, the number of rules partitioning the domain is small and too general, as we can see in the simple example illustrated in Fig. 15 . This example uses five rules to cover the function values. Although this model is simplistic, rules become very general and some important relations are lost. The best example of this is rule number 2 in Fig. 15 .
In Fig. 16 , we illustrate the worst situation, where the number of data values is sparse, in low number, and a high number of model rules were used. As there is a lack of information in some regions, the learning algorithm will not be capable of extracting any conclusion to those rules located there (rules 4, 10, and 15). In other regions, only one example is used to extract the rule conclusion, giving these rules a low degree of reliability (rules 1, 3, and 6, for example). To overcome the anterior difficulties, we can start the learning phase by using theoretical values and/or implementing a local interpolation mechanism. In the following, we show results obtained when the training set acquired from the electrical drive system generates empty rules at the fuzzy model.
When the model is extracted and some rule conclusions could not be extracted, made null by us, the model presents great deviations from correct values when it has to reason around the affected zones. Fig. 17 shows these deviations in 
E. Simple Interpolation Method to Complete the Empty Rules
We present in this section a simple interpolation technique to complete the empty rules. In the following, we apply the interpolation algorithm to complete the anterior damaged fuzzy model of Figs. 17 and 18 .
Suppose, for example, the rule-base illustrated in Fig. 19 . It has two antecedent variables and being divided by four membership functions and and and , respectively. Using some available training set, the rule-base was not completely filled, resulting in only six rules labeled by and and displayed as dark squares. The other squares represent empty rules for which there were no information to extract their conclusion. For some numerical input and and taking into account that membership functions are triangular, symmetric, and equally distributed by the universe of discourse, it is attributed to each variable, two membership degrees, as expressed in (13). The other membership degrees are zero (13) For input and , the rules that are fired are , , and , whereas, rule is empty. The output, inferred with this four-rule set, becomes incomplete because there is a lack of one rule. However, it is possible to complete the empty rule with a first inferred value, based on the three fired rules. This always makes an iterative procedure, when assigned to the inference process, an empty rule. Calculating the activation degree for each fired rule (14) the empty rule can be estimated by weighting each rule response, as in (15). After completing the empty rule, the reasoning process uses the model with this new rule
The interpolation technique can be easily extended to the case of more than two input variables. In this example, the empty rule has three neighbor rules. It can occur when the number of neighbor rules is minor. In this case, the filling process has little information to achieve a good generalization and more training data are needed. The interpolation technique is now used to complete the anterior fuzzy model obtained from the restricted training set. Results after the interpolation (Figs. 20 and 21) show that the great deviations are severely 
V. CONCLUSION
This paper explored the automatic modeling of an electrical drive using fuzzy logic. An experimental training set containing some examples of the electrical drive dynamic behavior was acquired. The learning algorithm used the information in the training set to extract a rule set representing its fuzzy model. A test set composed by drive examples that were not presented during the learning process was used to verify the capabilities of the fuzzy model. The model showed good generalization and noise attenuation capabilities that are important in some environments.
Four cases concerning the modeling process were presented and discussed: learning with incomplete information, training data corrupted by noise, inverse systems modeling, and the problem of empty rules appearing in the fuzzy model. The results showed the necessity of selecting what system variables are dominant in systems characterization. The training set must span all operating domain to acquire the most representative set of system examples and eliminate the appearance of empty rules in the model. If this condition cannot be satisfied, a simple, interpolative technique is described to infer the empty rules, based on the extracted limited rule base, with success. He is currently a Full Professor in the area of electrical machines in the Department of Electrical and Computing Engineering, Section of Electrical Machines and Power Electronics, IST. He is also with the Centro de Automática (CAUTL) and is the Scientific Coordinator of the Mechatronics Laboratory, IST. He has published more than 30 scientific articles in refereed journals and books and more than 40 articles in refereed conference proceedings. His primary areas of interest are in electrical machines, motion control, and he is presently engaged in research on advanced learning control techniques for electromechanical systems.
