In Constant Envelope Symbol Level Precoding (CESLP), the transmitted signals by the antennas have constant amplitude regardless of the channel realization and the conveyed information symbols. Such solutions enable the use of power-efficient components, i.e. non-linear power amplifiers and thus, are suitable for systems based on large-scale antenna arrays. In the latter systems, the hardware complexity and power consumption can be limiting factors since each antenna element requires dedicated hardware components. These components include the Digital-to-Analog Converters (DACs) that have exponential complexity and power consumption with the number of the supported resolution. To that end, in this paper, a CESLP precoding technique is presented for Multi-User Multiple Input-Multiple Output (MU-MIMO) systems with low resolution DACs. The case of a multi-carrier system employing the well-known Orthogonal Frequency Division Multiplexing (OFDM) technique is considered. The precoding design problem is formulated as a mixed discrete-continuous least-squares optimization one which is NP-hard. An efficient low complexity solution is developed based on the Cyclic Coordinate Descent (CCD) optimization framework. Simulations show that the proposed solution is able to achieve very close performance to the one of the infinite resolution CESLP precoding counterpart even though, it is based on DACs that have resolution of only a few bits.
propagation loss, penetration loss and rain fading compared to the lower frequencies [6] . Fortunately, the inherent high array gain of an LSAA structure can be used to combat the aforementioned losses. Thus, from the above, it is evident that LSAA-based systems will be a core component of the future BSs.
In order to efficiently exploit the available degrees of freedom in a multiple antenna system, a precoding technique is usually applied at the transmitter's side so as to design the signals to be transmitted such that a performance metric is optimized. In the case of cellular systems where the BS is simultaneously serving multiple user terminals over the same time and frequency blocks, the precoding technique is necessary to effectively deal with the induced multiuser interference. In general precoding techniques can be divided into two major categories. The Block-Level Precoding (BLP) techniques apply linear precoders that depend only on the Channel State Information (CSI) and thus, can be updated according to the channel coherence time. Their simplicity led to the development of numerous different solutions tailored for the various system models that have appeared in the wireless communications literature over the past years [9] [10] [11] . Alternatively, the Symbol-Level Precoding techniques (SLP) are nonlinear precoders that are based on both the CSI and the transmitted information symbols to the users. A clear disadvantage of the latter approach is that the precoders have to be updated on a symbol rate basis. On the other hand, they provide precoding solutions with enhanced capabilities like constructive interference exploitation [12] [13] [14] [15] [16] [17] or constant envelop signals that are not possible to be realized via the BLP techniques. In the case of constant envelop signals, the SLP techniques are designing the transmitted signals from the antennas to be of constant modulus regardless of the CSI and the information symbols that are conveyed to the users [18] [19] [20] [21] [22] [23] . Therefore, the transmitted signals present low Peak-to-Average-Ratio (PAR) and they enable the use of power efficient nonlinear amplifiers at the transmitter's side. This characteristic is highly desirable in LSAA-based systems [18] , [19] since they do not need the use of highly linear power amplifiers that are necessary for the implementation of typical BLP techniques. These amplifiers may increase significantly the cost of the transmitter even if the latter is based on an antenna array of few tenths of elements [24] , [25] .
The majority of the precoding techniques mentioned in the previous paragraph are developed for typical fully digital transceivers. Such transceivers are not suitable for systems equipped with an LSAA. This is due to the one Radio Frequency (RF) chain per antenna element requirement for the implementation of a fully digital technique. Each RF chain includes a number of different electronic elements among which are Digital-to-Analog/Analog-to-Digital converters (DACs/ADCs) that are the most complex and energy consuming devices [26] [27] [28] .
In literature so far, different approaches have appeared with the view to reduce the transceivers' complexity/power consumption. Most of them are developed for the case of BLP and can be divided into two major categories, a) Hybrid analog-digital transceivers [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] that aim at the reduction of the number of RF chains via a two stage beamformer that consists of a low dimensional digital precoder applied in the BaseBand followed by an analog beamformer applied in the RF domain and b) transceivers based on low resolution DACs/ADCs since the complexity and the power consumption of the latter increases exponentially with their resolution [26] . Regarding the second category, initial works in literature [27] , [28] , [41] [42] [43] [44] [45] [46] [47] proposed low complexity/power consumption solutions by developing quantized versions of well-known BLP approaches (Zero Forcing, Minimum Mean Square Error precoding), i.e. application of linear precoding followed by quantization. Despite the simplicity of such an approach, the performance is far from satisfying in several cases. To that end, SLP based approaches have been recently developed for systems with low resolution DACs [1] , [48] [49] [50] . It was shown that for the considered cases, these nonlinear precoders outperform the quantized versions of the BLPs. The latter result along with the power efficiency of the solutions based on constant envelope signals, as discussed above, motivate us in this work to develop Constant Envelope Symbol Level Precoding (CESLP) solutions for Multi-User Multiple Input-Multiple Output (MU-MIMO) systems with low resolution DACs at the transmitter's side. The proposed approach is tailored for multi-carrier systems functioning under the well-known Orthogonal Frequency Division Multiplexing (OFDM) technique.
Analytically, the contributions of the present work is as follows.
• A CESLP precoding technique is developed for a MU-MIMO system constituted by a LSAA-based BS with low resolution DACs and single antenna users that are capable of linearly processing the received signal.
• A novel formulation for the problem is developed for frequency selective channels that are employing the OFDM technique to deal with the frequency selectivity, as opposed to our previous work in [1] where the case of frequency flat channels was considered.
• The novel joint precoder-receive processing design is formulated as a constrained mixed-discrete least squares optimization problem. The formulated optimization problem is NP-hard. To that end, an efficient solution is developed via the use of the Cyclic Coordinate Descend (CCD) technique. The proposed solution is independent to the desired constellation and to the resolution of the DACs while being computationally efficient.
• The power consumption of the architectures based on the low resolution DACs is modeled and used to examine the energy efficiency of the proposed techniques while comparing them to systems that employ infinite resolution DACs. The derived power consumption model is the first one in the literature that considers power efficient PAs that can be employed due to the constant envelope property of the transmitted signals in the considered regime.
• The performance of the proposed approaches is examined via simulations and compared to the state of the art solutions. The proposed solution achieves better performance compared to the one in [51] which considers also the CESLP problem design for an OFDM-based system based on low resolution DACs. The approach in [51] extends the results in [48] to a system that employs the OFDM technique to combat frequency selectivity. Furthermore, it is based on a different problem formulation and solution to the one that is developed in the present paper.
• It is also noteworthy to point out that, as it is also shown from the simulation results, the proposed approach achieves close performance to the one of a system with DACs of infinite resolution even though it is based on ones with resolution of few bits. The rest of the paper is organized as follows. In Sec. II, the system model and the problem formulation is given. In Sec. III, the power consumption of the proposed architecture is modeled, In Sec. IV, the derivation of the proposed algorithmic solution for the precoder design is given. Sec. V presents some numerical results and Sec. VI concludes this work.
Notation: Upper-case and lower-case bold letters are used to define matrix and vector variables, respectively. The M ×M identity matrix is denoted by I M . A⊗B denotes the Kronecker product of matrices A and B. C and R + are the domains of complex numbers and positive real numbers, respectively. E A {·} is the expectation with respect A. · 2 denotes the l 2 norm. A H denotes the Hermitian of a matrix A. v T is the transpose of vector v. The subset of a set A, B is denoted by B ⊂ A.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, the system model and problem formulation will be given. Let us consider a downlink MU-MIMO system with T antennas at the BS that serves M < T single antenna users simultaneously over a frequency selective channel. The system model is shown on Fig. 1 .
In order to mitigate the effects of the frequency selectivity of the channel, we choose to employ an OFDM transmission, where the available bandwidth for transmission W is split among N SC orthogonal subcarriers with f = W /N SC spacing between them. The purpose of splitting the channel bandwidth is to make sure that the signal over each subchannel will experience flat fading rather than frequency selective fading by achieving smaller sub-channel bandwidth than the coherence bandwidth of the channel. The multiuser, multipath time domain channel with L resolvable components is modeled as,
where h(t, m, i) denotes the ith channel tap between the tth BS antenna and the mth user.
The input-output relationship in the time domain is given by,
with m = 1, 2, . . . , M and n = 1, 2, . . . , N SC , x T (t, n − l) is the signal transmitted by the tth antenna at time index n − l and z T denotes the additive white complex Gaussian noise. The channel taps h(t, m, l) are assumed to remain constant during the OFDM symbol time and are perfectly known at the BS side. In OFDM, a Cyclic prefix (CP) of length L−1 is prepended that serves as a guard band protecting the received signal from intersymbol interference. At the receivers, the first L − 1 samples which correspond to the CP are discarded. Then, at each user, the Fast Fourier Transform (FFT) of the received signal is computed before estimating the received information symbols. Therefore, it would be useful to provide the inputoutput relationship in the frequency domain, given by,
with n = 1, 2, . . . , N SC and with h F (t, m, n), x F (t, n) and z F (m, n) denoting the frequency domain channel coefficients, transmitted signals and AWGN samples, respectively. The BS is assumed to have DACs of resolution of B-bits. In general one DAC per complex dimension is employed that drive the RF hardware of each of the antenna array elements. Due to the finite resolution of the DACS the BS may select input vectors
Since, constant envelope signals are assumed, the entries of set X are derived by the discretization of the complex unit circle, i.e.,
where P is a constraint on the maximum transmission power. Furthermore, in (4), it has been used the fact that, DACs of resolution of B-bits are able to support 2 B+1 discrete states over the complex unit circle. In SLP, the BS designs the input vectors x T (n) ∈ X T in order to transmit a desired symbol vector s(n) ∈ O M to the M users such that a performance metric is optimized. O is the set of the employed constellation points.
At the receivers' side, the mth user computes an estimate s (m, n) ∈ C of the transmitted symbol s(m, n) ∈ O by,
where the scalar β m ∈ R + is the array gain at the mth user terminal. Note that the latter array gain is fixed for the whole block of the N SC subcarriers. Then, each UE performs nearest neighbor decoding, that is the received signal is mapped to the nearest point in O. At this point, it would be useful to express the input-output relationship in the following matrix form,
whereỹ F ,x F andz F are the frequency domain MN SC × 1 vectors that we get by concatenating the received signals, transmit signals and noise samples respectively across all the sub-carries and users. The matrixH F is the MN SC × MN SC block matrix,
whereH Fn is a M × T matrix that denotes the channel frequency response over the nth sub-carrier. Additionally, the frequency domain transmit signalx F can be written as,
wherex T is time domain transmit signal andW
We are interested in designingx T such that the total Mean Square Error (MSE) between all the N SC transmit symbols of the OFDM block concatenated in a MN SC × 1 vector,s and their estimatess is minimized. The aforementioned MSE is given by,
where σ 2 z is the noise variance. Given thatx T ∈ X TN SC ×1 and β ∈ R + , the design of the desired precoder can be expressed as the following constrained optimization problem,
At this point, it is instructive to point out that because of the introduction ofW N SC inside the optimization problem, the FFT operation is now integrated inside the signal design and we do not need to compute the IFFT before the transmission, as done in classical OFDM systems. Furthermore, the described system model and problem formulation is also applicable to the case of multi-antenna users. In this case, at each symbol time, a symbol is targeted to each one of the antennas of the users. By following the analysis of the present section, it can be seen that the transmit signals of the BS iñ x T can be derived again as the solution to (P 1 ). The optimization problem (P 1 ) is NP-hard. A naive exhaustive search approach could require a search over all the possible vectorsx T ∈ X TN SC ×1 which has exponential complexity in the number of transmit antennas, subcarriers and the resolution of the DACs. Thus, the number of possible combinations that should be examined for the optimal one is extremely large, even for systems with very small number of antennas/subcarriers. To that end, such an approach is impossible to be realized for LSAA-based MU-MIMO systems. In Sec. IV, a new method is developed based on a Cyclic Coordinate Descent (CCD) algorithm [52] with the view to provide an efficient solution for (P 1 ).
III. POWER CONSUMPTION MODEL
Let us now derive the model for the transceivers' power consumption based on the employed architecture shown on Fig. 1 . The derived power consumption will be used later in Sec. V to plot the energy efficiency of the system. The power consumption is constituted by the power consumption for the transmission of a specific signal and the static power consumed by the system's components. Following the analysis in [53] , an approximate model for the power consumption at the transmitter's side (BS) is given by,
where P PA is the power consumed by the Power Amplifiers (PAs) in order to transmit the intended signals, P DAC (B, F s ) is the power consumed by a B-bit DAC functioning with sampling frequency F s , P RF is the power consumed by the analog components of the RF chain, i.e. filters and mixers and P LO is the power consumed at the local oscillator.
The power consumed by the PAs can be modeled as,
where η is the efficiency of the PA. Note that the second part in (10) is due to the constant envelope property of the transmitted signal (4). LSAA-based MIMO systems must be equipped with power efficient and inexpensive PAs. These criteria are met by class B amplifiers, whose average power efficiency is given by [54] ,
where g(·) is the AM-AM conversion of the amplifier, |x T | is the envelope of the input signal and r o,max is the maximum output amplitude of the amplifier. Here, we consider a simple ideally linearised PA model [54] where the AM-PM conversion is zero and the AM-AM conversion is given by,
where r max denotes a given input reference amplitude level.
We may now provide the model for the power consumption of the DAC. According to the analysis in [53] , the previous can be approximated by
where V dd is the power supply, I 0 is the unit current source that corresponds to the least significant bit, C p is the parasitic capacitance of the switches used to select the DACs' supported states and α is a correcting factor that may be used to introduce some second order effects to the model. Furthermore, the sampling frequency f s , may be approximated as f s = 2(2f b + f cor ), where f b is the employed bandwidth and f cor is the corner frequency of the 1/f noise [55] .
In a similar manner, one may derive an approximate power consumption model for the single antenna system of each user. Following once more the results in [53] , one may show that the consumed power at each one of the users can be approximately modeled by,
where P LNA is the power consumed by the Low Noise Amplifiers (LNAs) and P ADC (B , F s ) is the power consumed by a B -bit ADC functioning with sampling frequency f s with power consumption given by [53] ,
where L min is the minimum channel length for the employed Complementary Metal Oxide Semiconductor (CMOS) technology.
It is now straightforward to see that the total power consumption of a system of T antennas BS and M users is given by,
(16)
IV. SOLUTION
In Sec. II, the design of the CESLP for a system with low resolution DACs has been modeled as a mixed continuous discrete least squares optimization problem (P 1 ). In the following, a new method is developed based on a Cyclic Coordinate Descent (CCD) algorithm [52] with the view to provide an efficient solution to (P 1 ). According to the CCD methodology, we may iterate through the directions of a multivariate cost function, one at a time, minimizing the latter with respect to each coordinate direction. Thus, from (P 1 ), for the lth entry of vectorx (k+1) T , x (k+1) T (l) at the (k + 1)th iteration of CCD, we havẽ
where
β (k) is the update for the value of parameter β at the kth iteration and G m and G l are the mth and the lth column of matrix G =H FWN SC , respectively. Since the entryx k+1 T (l) lies in X , CCD may solve (17) via an one-dimensional exhaustive Algorithm 1 CESLP for Systems With Finite Resolution DACs
The termination criteria in (20) are not met do 4: for 1 ≤ l ≤ TN SC do 5:
search over the set X and select the value that minimizes the cost function f Q .
The β coordinate may be updated by solving the optimization problem,
which admits the closed form solution given by,
where R{·} is the real part of a complex number. The computational complexity of the proposed algorithm is O(T 2 N 2 SC 2 B ) which is much smaller compared to the one of the exhaustive search approach which is O(TN SC 2 BTN SC ).
The complete procedure is described in Algorithm 1. It is noteworthy to mention that the auxiliary vector variable t that appears in Algorithm 1 is introduced in order to update efficiently the quantity
T (m), among the iterations/cycles of the CCD. The CCD terminates when the following criteria are met
In practice, it has been observed that the algorithm requires a few tenths of iterations to reach convergence. A theoretical study of the convergence of Algorithm 1 is still an open problem. In general, the derivation of theoretical results for CCD-based solutions can be a very challenging task even for cases that the addressed optimization problem is convex [52] , [56] . As consequence, theoretical results for the convergence of Algorithm 1 that solves the nonconvex problem (P 1 ) are a very difficult if not impossible task that cannot be addressed within the context of the present paper.
V. NUMERICAL RESULTS
In this section, numerical results are presented in order to study the performance of the proposed solutions. Furthermore, their performance is compared to the ones of a) the existing literature solution [51] , b) the CESLP precoding for infinite resolution DACs for which an efficient solution can be found in [23] and c) the well-known Zeroforcing (ZF) precoder when quantized such that the output signals are of constant envelope and can support the resolution of the employed DACs, i.e., lie in the set X in (4) [57] . We will refer to the latter approach as the quantized ZF solution.
A system of T = 64 antennas at the BS is assumed. All of the involved channels are derived via a multipath model of L = 10 resolvable taps, that follow an i.i.d Circularly Symmetric Complex Gaussian distribution with zero mean and variance equal to 1/L, i.e., CN (0, 1/L). The performance is examined with respect the average uncoded Bit Error Rate (BER) and the energy efficiency achieved by each one of the techniques for different transmit Signal-to-Noise-Ratio (SNR) values. The transmit SNR here is defined as E{ x T (n) 2 2 }/σ 2 z = P/σ 2 z . The equality holds due to the constant envelope property of the transmitted signals. The results are averaged over 10 5 channel realizations.
A. BIT ERROR RATE
At first the BER performance of a system of M = 8 users is examined employing the OFDM technique with N sc = 32 subcarriers for DACs of different resolution (1,2 and 3 bits). In Fig. 2 , the results of the Quadrature Phase Shift Keying (QPSK) modulation are shown whereas in Fig. 3 , the ones for the 16 Quadrature Amplitude Modulation (16QAM) are depicted, respectively. The proposed solution is designated by the label ''QCESLP, X-bit'', where ''X'' is the supported resolution by the DACs. In the same figures the performance of the quantized ZF approach (''ZF, X-bit'') and the one of the nonlinear precoder in [51] (''SQUID, X-bit'') are also plotted. Furthermore, the performance of a system applying the CESLP technique in [23] for infinite resolution DACs is also depicted (''CESLP''). The performance of the proposed approach is very close to the one of the infinite resolution DACs even for low resolutions such as 2 or 3 bits. Furthermore, the proposed technique is able to achieve significantly improved performance for both the QPSK and 16QAM cases when compared to the approach in [51] . Furthermore, the approach in [51] appears to present a floor error for the cases of 1,2-bit DACs in 16QAM after the SNR = 15dB value. The proposed approach appears to not have similar problems. In addition, the proposed technique presents significantly improved performance as compared to the one of the quantized ZF approach. It is also noteworthy to point out that the quantized ZF approach presents very poor performance when applied to the 16QAM case since the BER curves present a floor error as the SNR value increases. Thus, even though it is a tempting solution due to its simplicity, since it can be derived by the quantization of a closed form solution, it appears to exhibit significant degradation on the performance as the constellation order increases. As a general conclusion, the results in Figs. 2-3 verify the efficiency of the proposed solution and shows that the performance can be very close to the ideal one (infinite resolution DACs), even if DACs of very low resolution are employed.
Next, the performance of the proposed technique is examined with respect the number of the users that are simultaneously served by the BS. The cases of M = 2, 4, 8, 16, 24 users are considered. The resolution of the DACs is fixed to B = 1 bit for all of the examined cases. The rest of the parameters are set as in the experimental setup of Figs. 2-3 . The plotted curves are designated by using the label ''QCESLP, M = X'' where ''X'' is the number of users. For each of the examined cases, the performance of the approach in [51] is also plotted (''SQUID, M = X''). In Fig. 4 , the results of the QPSK modulation are shown while Fig. 5 depicts the corresponding ones for 16QAM. As it can be seen on both the Figs. 4-5 , the performance is degraded as the number of the served users M increases. This is the case, since for a given number of transmit antennas, the technique has to design signals to convey information symbols to more users. Thus, as the number of users increases, the optimal value ofx T ,x T in (P 1 ) corresponds, in general, to larger values of the term s − βH FWN SCx T 2 2 that lead to the observed performance degradation. Furthermore, we observe that as the number of users increases, the gap on the performance between the proposed approach and the SQUID-based one increases. Especially, for a relative large number of users (with respect to the number of the transmit antennas), it is evident that the proposed approach may offer significant gains over the SQUID-based one.
In the following experiment, the impact of the number of subcarriers on the performance of the proposed technique is examined. To that end, a system of M = 8 users is assumed and the resolution of the DACs is fixed to 1 bit. The case of QPSK is shown in Fig. 6 and that of 16QAM in Fig. 7 , respectively. The cases of N SC = 32, 64, 128 are examined. The curves are designated by using the label ''QCESLP, N SC = X'', where ''X'' is the number of the employed subcarriers. As it is evident by inspection of these figures, the proposed techniques achieve almost identical performance for all the examined cases. Thus, the proposed technique appears to preserve its efficiency even if the number of subcarriers is large, as it is the case with typical real world systems.
B. ENERGY EFFICIENCY
We close this paper by showing some results regarding the gains on the power consumption that an architecture based on low resolution DACs may offer. A good metric for that is the energy efficiency defined as in [38] , where the achieved rate per user is approximated by R(P e m , k) = (1 − P e mn )k, P e m is the bit error probability of the mth user at the nth sub-carrier, k is the number of the bits per constellation point and the system's power consumption is calculated as in (16) . Note that the normalization term N SC N SC +L−1 in (21) is due to rate loss from prepending the CP as a guard band.
The simulation set-up on Figs. 2-3 is repeated and the results showing the energy efficiency achieved from each one of the different approaches for different DAC resolutions (B = 1, 2, 3) are depicted in Figs. 8-9 . The cases of QPSK and 16QAM constellations are considered once more. It is assumed that the receiver system at each user is employed with B = 14-bit resolution ADCs which can be considered to introduce negligible quantization error to the received signals. We also follow a similar assumption for the infinite resolution CESLP system for which the employment of B = 14-bit DACs at the BS is assumed to achieve the observed performance. In order to achieve high PA efficiency and to fully exploit the advantages of the CESLP system, we consider that the PAs are operated in the saturation region where the amplitude of the output signal of the PA is given by (12) and in this case is equal to r o,max . By plugging this in (11) and considering that the output signal envelope in the CESLP system is constant, we get the PA efficiency which is equal to η = π/4. The different parameters used for calculating the energy efficiency are enlisted in Table 1 for the ease of reference.
The energy efficiency of both the quantized ZF and SQUID approaches is also plotted in the same figures. As it is shown, the techniques based on low resolution DACs have significantly improved complexity compared to the CESLP technique, applied on a system with infinite resolution DACs. This can be explained by the inspection of the energy efficiency definition in (21) . In the numerator, the rate is calculated based on the corresponding bit error probability. The approaches based on low resolution DACs achieve bit error probability quite close to the one for a system with infinite resolution DACs, as shown in Figs. 2-3 . On the other hand, the denominator in (21) is the power consumption of each architecture which is significantly smaller for systems with DACs of resolution of few bits. This has to do with the exponential increase on the power consumption, as the resolution of the DACs increases (13) . From the previous, the ratio in the definition of the energy efficiency is expected to achieve a much greater value for systems of low resolution DACs, as observed in Figs. 8-9 .
Furthermore, the proposed technique achieves in general better performance in terms of the bit error probability as compared to the quantized ZF and SQUID approaches based again on the results on Figs. 2-3. Thus, again from the energy efficiency expression in (21) and given that the power consumption is the same for each one of these systems (for the same DACs' resolution), the proposed technique is expected to be more energy efficient than the quantized ZF and SQUID approaches. This is in line with the results in Figs. 8-9 .
Finally, it is instructive to observe that the most energy efficient solution for the QPSK case is the 2-bit DACs case, as shown in Fig. 2 . This is the case, since the achieved rate for the 2-bit system is already close enough to the one of the system with infinite resolution DACs. Now, going from a 2-bit DACs system to a 3-bit DACs one, can only provide a small improvement in the achieved rate (see also the corresponding bit error probability in Fig. 2) while there is an increase in the power consumption which results in the observed slightly worse energy efficiency of the 3-bit DACs system. The situation is reversed for the 16QAM case in Fig. 3 . Here, the improvement due to the additional bit in the resolution on the DACs is a bit greater compared to the one of the QPSK case (see also the corresponding bit error probability in Fig. 3 ). This improves the energy efficiency of the 3-bit DACs system that now appears to be the most energy efficient solution.
VI. CONCLUSION
In this paper, a SLP solution was presented for constant envelope systems with low resolution DACs. The case of a MU-MIMO system employing the OFDM technique over frequency selective channels was considered. The precoding design was formulated as a mixed discrete-continuous constrained least squares problem which is NP hard. An effective algorithmic solution was developed for the solution of the previous problem based on CCD. An approximate power consumption model for the system was calculated in order to quantify the power gains for systems with lower resolution DACs. Simulation results show that the performance in terms of the bit error rate is very close to the one of a system with infinite resolution DACs even if DACs of resolution of few bits are employed. Moreover, due to the significantly reduced power consumption, as compared to the one of systems with infinite resolution DACs, systems based on low resolution DACs are shown to be much more energy efficient than the latter. Furthermore, the proposed approach outperforms the state-of-the-art solutions in terms of the achieved bit error rate and energy efficiency. Thus, with the proposed approach, the CESLP precoder may be efficiently designed for systems based on low resolution DACs without presenting significant losses on the performance and by using transmitters that consume much less power.
