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The measurements of the properties of the Z boson performed with the large data samples
collected at LEP and SLC challenge the Standard Model of the Electroweak Interaction with
unprecedented precision. This paper reviews the experimental techniques, the measurements
and their comparison with theoretical predictions.
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The existence of the neutral weak currents was predicted by the "Standard Model" of the
electroweak interaction [1] before their discovery [2] in 1973 by the Gargamelle group at





measured precisely at CERN and Fermilab in the deep inelastic scattering of high energy
neutrino beams on isoscalar targets [3, 4, 5, 6] and the intermediate vector bosons were
eventually discovered at CERN [7, 8] in 1983 in proton antiproton collisions.
The electroweak theory predicts relations among experimentally measurable quantities.
Any observable, like the masses of the vector bosons, can be predicted in terms of a nite
number of parameters which have to be determined in previous experiments. New measure-
ments are compared with predictions. If these agree within their errors, the measurement can
be used to further constrain the input parameters. Non-agreement indicates inconsistency
of the theoretical framework and new physics.
The comparison between the measured masses of the intermediate vector bosons and the
prediction based on the measurements of the neutrino scattering cross sections and the muon
lifetime was a major quantitative test of the electroweak theory [9, 10]. It established the
existence of the radiative corrections at three standard deviation level. The mass of the top
quark { which aects the predictions of these measurements only via radiative corrections {
was indirectly constrained [11] at 90% condence level in the range 40 GeV < m
t
< 210 GeV.





at LEP and SLC have tested the electroweak theory to a level comparable to the g-2 exper-
iments [12] which were performed to test quantum electrodynamics.
The accurate measurements of the mass, width and partial widths of the Z boson and of
the asymmetries in its production and decay allow for the rst time quantitative tests of the
electroweak theory beyond the tree level prediction. Using these measurements the mass of
the top quark has been constrained to [13] m
t
= 181  6  17 GeV, where the second error
accounts for the variation in the prediction when the mass of the Higgs boson, the last yet-
unknown parameter of the theory, is varied in the range from 70 to 1000 GeV. The predicted
value of m
t
is in very good agreement with the top mass value m
t
= 175:65:5 GeV reported
4
by the CDF and D0 Collaborations [14] conrming once again the success of the electroweak
theory.
After a description of the parameters used to compute the predictions of the Minimal
Standard Model and a discussion of the precision of these predictions, the present chapter
contains a very brief description of LEP and its detectors and of SLD. The subsequent
chapters describe the precise measurements performed by the LEP collaborations and by
SLD and also include a brief description of the measurement of the W mass. The overall
comparison of the measurements with the Standard Model predictions is left to the last
chapter.
LEP completed data taking at the Z peak in summer 1995 but the analysis of the data
has not yet been completed. SLD is still taking data. This report includes many preliminary
results presented in August 1997 at the International Europhysics Conference on High Energy
Physics in Jerusalem. They may slightly change in the future when the nal publications
are available.
1.1 Parameters of the Minimal Standard Model
The parametrization of the Minimal Standard Model (MSM) most commonly used to predict
the observables measured at LEP and SLC has the following precisely known quantities as
input parameters:
 , the ne structure constant measured at values of q
2
close to zero. It determines the
strength of the QED part of the neutral currents. 
 1
= 137:035 989 5 (61).
 G
F
, the Fermi constant measured in muon decay. It determines the strength of the
charged current. G
F







, the mass of the Z boson, as measured at LEP. M
Z
= 91:1867(20) GeV.
Any process mediated by the weak or electromagnetic current can be computed at tree-level
from these three quantities
1
neglecting the small phase space eects caused by the non-zero
mass of the nal state fermions.
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The Cabibbo-Kobayashi- Maskawa mass-mixing matrix is needed in addition for tree-level predictions
of charged current processes involving avour-tagged hadronic nal states.
5
The precision of the measurements described in this paper is such that the tree-level
prediction is not accurate enough to match the experimental precision and higher orders
have to be included in the calculations. This can be easily seen comparing the prediction
of M
W
= 80:937 GeV computed using the previous equations with the measurement given
in section 5: the prediction is 0.7% larger than the measured value, which is known with a
precision of about 0.1% .
When higher orders are included in the calculations, other input parameters are needed
to predict the observables measured at LEP and SLC:
 m
f
, the masses of all fermions. The contribution of the fermion masses to the photon









that is known with a precision of
7  10
 4
. The fermion masses also appear in the weak bosons self energies corrections









) { where i and j are two fermions of the same iso-doublet






. These corrections are in general
small and known with sucient accuracy, except for the case of the top quark. The
mass of the top quark is known with a precision of 3%.
 M
H
, the mass of the Higgs boson. It appears in the higher order terms as a correction




) and has therefore a small eect on the predictions. The value
of the Higgs mass is bounded from below at about 77 GeV from searches at LEP [15]
and from above at 1 TeV above which new strong interaction appear [16].
 
s





, appears in gluon radiation corrections of
any weak process involving quarks. It is known to about 3% of its value. It has also a
minor eect in processes where quarks contribute only through radiative corrections.
Any observable O
i





















with sucient accuracy to match the experimental precision. The accuracy of the prediction







and not by missing high orders in the radiative corrections (see section 1.3).
The comparison between the measurements of many electroweak observables done at









) is the main subject of
this paper. The overall t can be used to further constrain the parameters { in particular
M
H
{ and the quality of the t provides a test of the structure of the MSM.
The next sections describe the determinations of the MSM parameters measured else-
where than at LEP and how these parameters enter in the predictions of others electroweak
observables through radiative corrections.
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1.1.1 The Fermi constant
The Fermi constant G
F
is dened through the muon lifetime 

. Within the Fermi model,
















































where F (x) is the phase-space term
































Eqn. 1.2 includes mass eects and the leading QED corrections.
The most precise determinations of 

are those of refs. [18, 19]. In both cases, a low
energy 
+
beam is stopped. The muons from the pion decays are also stopped and the
positrons from the muon decays are then observed either in a water Cherenkov detector [18]
or by scintillator telescopes [19]. The time distributions of the signal positrons gives the 
+
lifetime.
The combined result for the muon lifetime is


= (2197:03  0:04) ns ;
from which Eqn. 1.2 gives
G
F







relative error on G
F
from the input quantities is dominated by the uncertainty
on 

. The estimated uncertainty from missing second order QED corrections to Eqn. 1.2 is
larger by a factor 2. In the parametrization used in this paper G
F
is dened by Eqn. 1.2,
therefore the uncertainties induced by the missing QED corrections are assigned to the
quantities computed with G
F
.




The QED coupling constant (q
2
) is very precisely determined at q
2
 0 through the mea-
surements of the quantized Hall resistance [20]. It can be calculated with equivalent precision
from the measurement of the electron's anomalous magnetic moment [21] using the QED
radiative corrections to the eight-order term [22].
The value of (0) is obtained from a combined t to a large set of interrelated atomic,
molecular and nuclear data [23] which is also sensitive to many other parameters that are
left free in the t. The result is

 1
(0) = 137:035 989 5 (61) :
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is obtained by adding to (0) the radiative corrections




), and hence are large for for light fermions. A special treatment, described in
Section 1.2.2, is needed for the masses of the light quarks since they are not well dened.
The correction  is










= 128:89  0:09:
As discussed in section 1.2.2 the error on (M
2
Z
) is dominated by the uncertainty on the
hadronic contribution to the vacuum polarization corrections.
1.1.3 The top mass
The top quark was discovered [24] in 1994 by the CDF and D0 collaborations at Fermilab




Top quarks are produced in pp collisions at
p
s = 1:8 TeV predominantly in pairs with a
cross section of about 7 pb. They decay into a W boson and a b quark producing multi-jet
events which can be classied according to the W decay modes. The most useful channel for
the mass measurement is when one of the W's decays into electron or muon plus neutrino
and the other W decays in two hadronic jets. This channel corresponds to about 30% of the
t

t events. For each event an average top mass is calculated with a kinematic t requiring
that the two top masses are equal and constraining the masses of the W's.
The mass of the top quark is determined comparing the measured distributions of the
average mass with distributions obtained from Monte Carlo simulation for several possible
input values of the top mass. The likelihood t gives:
m
t
= 175:6  5:5 GeV
where the quoted uncertainty also includes systematic errors of the same size as the statistical
ones. They are mainly due to uncertainties in the energy scale of the calorimeters and in
the simulation of the gluon radiation.




The strong coupling constant has been measured with a variety of methods in the last years,




annihilations at high energy. The measurements are transported at the M
Z
scale through
the evolution predicted by the Renormalization Group Equations [25].
8
In most cases the accuracy of the measurements is limited by theoretical uncertainties
related either to uncalculated higher-order perturbative QCD corrections to the predictions
or to low-energy non-perturbative eects.
There are many good reviews on the subject [26]. The average value of all 
s
measure-





) = 0:118  0:003 ;






























level. a) QED corrections; b) Vacuum polarization corrections; c) Vertex corrections; d) Box
corrections.
1.2 Radiative Corrections
Radiative corrections at LEP/SLC can be classied into four categories from the most to
the least important numerically :
 QED corrections (Fig. 1.1 a): these are the corrections involving the radiation of a
real photon or the exchange of a virtual photon. They are numerically very important
(more than 30% reduction of the Z pole cross section, for instance) and known with
sucient accuracy. See section 2.1 for details.
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 Vacuum polarization (Fig. 1.1 b), also called oblique corrections: they are numerically
important and interesting for their sensitivity to new physics. They are universal, in
the sense that they do not depend on the nal state. The large (O (10%)) correction




), while the ZZ and Z propagator corrections can have O (1%) eects
on the Z pole observables.
 Vertex corrections (Fig. 1.1 c): their size depends on the nal state and they are large
for the Z! b

b vertex (O (1%)). Some of them can also be interesting for new physics.
 Box diagrams (Fig. 1.1 d) are almost negligible at LEP1/SLC energies.
The oblique corrections are the most interesting type of radiative corrections at LEP/SLC
due to a property of the MSM not present in pure QED and QCD: the non-decoupling
property. Non-decoupling, common to theories where a large particle mass is associated
with a large coupling constant, means that the eect of particles with masses much larger




to some power: the heavy degrees
of freedom do not decouple and their contributions to vacuum polarization corrections can
instead grow with M
X
.
An example of such a particle is the top quark: the contribution of the top quark loop to














Non-decoupling also appears in the Z ! b

b vertex. The contribution of the vertex
























Figure 1.2: Feynman diagrams for vertex correction to the Z! b

b vertex involving the top
quark.
The vacuum polarization and the vertex corrections to processes involving two fermions






f , can be implemented using an
amplitude with the same structure as the tree-level amplitude and absorbing the eects of
the radiative corrections into energy dependent complex couplings [28, 29, 30].
This procedure, called improved Born approximation, is quite natural for neutral current
processes since the vacuum polarization and vertex corrections at one-loop level are naturally
10
separated from the QED ones forming a gauge-invariant subset. ZZ and WW box diagrams
can also be separated from the external QED corrections and, even their numerical eects
are small near the Z resonance, they are included as explicit corrections to the improved
Born amplitude.
The implementation of the one-loop radiative corrections in the calculation of the dier-




annihilation near the Z pole and in the
prediction of the W mass are briey described in the following sections. A detailed discussion
can be found in ref. [29].












f has the same

































































































The running couplings have contributions from vacuum polarization corrections and from
vertex corrections. The former are the same for all f

f nal states while the latter depend
on the nal state avour. They are discussed in turn.
Vacuum polarization corrections
As shown in Fig. 1.1 b there are three dierent loop diagrams and consequently three dierent
corrections: one involving photon lines to both vertices (photon self energy), one with a
photon line to one vertex and a Z line to the other (Z mixing) and one with Z lines to both
vertices (Z self energy).
The correction 

(s) is evaluated by calculating the loop diagram of Fig. 1.1 b with












where (s) is a complex quantity whose real part was already introduced in section 1.1.2.
Here 











(s)) stands for the photon self energy function [29].
Following the procedure described in ref. [29], the correction induced by the Z mixing










(1 + (s)) (1.5)













Following again the procedure of ref. [29], using the tree-level relation 1.1 the real part of the


























































(s) is the Born total Z decay width computed in terms of eective couplings.
In the MSM at tree-level (s) is equal to 1 and it is convenient to dene the quantity (s):
(s)  (1 + (s)); (1.7)
(s) and (s) are real quantities by denition, since they include only the real part of the
Z vacuum polarization.
Vertex corrections
The vertex corrections are avour dependent. They can be absorbed into the eective




The vertex corrections to the Z amplitude at one-loop can be introduced through the use




modifying the Born axial and vector couplings to




















These form factors can be included in a redenition of the couplings together with the
vacuum polarization corrections. This is done dening avour dependent complex eective









(1 + (s) + 
f
(s)) (1.8)
and the avour dependent complex eective  parameters as:

f
(s)  (1 + (s) + 
f
(s)):








































































With the introduction of these complex avour-dependent eective parameters, the Z

































































Neglecting the small mass terms, the total Z decay width in terms of the eective cou-






























where the factor N
f
c
is 1 for leptons and 3(1 + 
s
=) for quarks. The reduced dierential
cross sections (see Section 2.1) for f

f production can be computed in terms of the eective
couplings using the amplitudes given in equations 1.3 and 1.9. The explicit formulae are
given in the Appendix.
The eective parameters introduced in this section are complex functions of s. In practice,
however, their energy dependence is small and can be safely neglected near the Z peak region.
The imaginary parts are also small. They aect observables which are sensitive to phase
dierences between photon and Z exchange diagrams. To the present level of precision of
the observables discussed in this paper only the imaginary part of (s) has to be taken into
account while the other imaginary parts can be safely neglected.
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1.2.2 The photon self energy
In the MSM the radiative corrections terms  and  have important contributions from
the masses of heavy particles like the top quark and the Higgs boson whereas the contribution
of the photon self energy 





terms that are large for the light fermions.
The analytical expression [31] of 

(s) is used to calculate the contribution of the leptons
and of the top quark with negligible error. It cannot be used for the other quarks because
non perturbative QCD corrections at low energy scale are large.
The contribution of the light quarks is computed by relating [32] through unitarity the
imaginary part of the 

























The real part of 




























annihilation cross section into hadrons. The most recent compila-












)) = 0:0280  0:0007 : (1.12)
The real part of the photon self energy is obtained by adding to 
h
the real parts of the
leptonic and top contributions giving :
 = 0:0632  0:0007 :





annihilation expecially in the region between 1 and 5 GeV centre-of-mass
energy.
1.2.3 Radiative corrections to the W mass prediction
The Fermi constant G
F
is dened within the Fermi model through the muon lifetime 

(Eqn. 1.2). The Fermi model prediction for the muon lifetime can be interpreted at tree-
level in the framework of the Standard Model relating the four fermion coupling G
F
to




























































The rst term accounts for the W self energy correction (vacuum polarization) while the
second corresponds to the remaining corrections (vertices and boxes).
The prediction for r given by Eqn. 1.15 is split into parts with dierent origin:










The photon vacuum polarization  has already been introduced in section 1.2.2; the second
term  is the radiative correction to the  parameter dened from the ratio of the neutral
current to charged current amplitude at q
2
= 0. The third term accounts for the remaining
corrections.
In the MSM (and also for extensions of the MSM with any number of Higgs doublets) at











) = 1. If one-loop corrections are included it
becomes  = 1 +.
With this denition the  parameter is the ratio of the neutral current amplitude divided
by the charged current amplitude at low energy. It is essentially equivalent to the parameter
(s) introduced in Section 1.2.1 and hence the leading terms of their radiative corrections















+ : : : (1.17)









j is the iso-doublet
mass splitting. The correction  is then sensitive to all possible SU(2)
L
multiplets which
couple to gauge bosons and exhibit large mass splitting, hence it is very sensitive to new
heavy particles.



























 3:5 and amounts to
 0:0349  0:0023 for m
t
= 175:6  5:5 GeV.













At one-loop radiative corrections there is no quadratic Higgs mass dependence in .
This is due to the accidental SU(2)
R
symmetry of the Higgs sector in the MSM which implies
 = 1 at tree-level (Veltman screening). The leading contribution of the Higgs boson, which


















































and amounts to 0.0045 for M
H
= 300 GeV.
The numerical prediction for r given in this section and the measured value of the W
mass given in section 5 can be compared using Eqn. 1.14. This exercise is a simple { and
to some extent approximate { example of the procedure used through all this report. Using
M
W







r = 0:0326  0:0051 :



















+ : : :+r
Higgs













where only the largest error has been shown. The dots indicate that some non negligible














'  0:0081  0:0056




) '  1:16  1:12. Unfortunately, this result corresponds
to relatively light Higgs boson mass for which the approximation 1.19 does not hold. By
replacing the left hand side of 1.19 with the exact form [34] of r
Higgs





) '  0:33 and an upper bound on the Higgs mass of about 350 GeV at
95% Condence level.
1.3 Precision of MSM calculations including radiative
corrections
The predictions for the electroweak observables are computed in the MSM as a function of
the parameters of the model using computer codes which implement the radiative corrections
described in the previous sections. The most commonly used electroweak libraries are those
of ref. [34, 37]. Two dierent sources can be the origin of uncertainties in the theoretical
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prediction: the uncertainty induced by the errors on the input parameters, discussed in the
next section, and the uncertainty produced by the limitation of the calculation itself often
called "intrinsic theoretical accuracy".
The predictions for the electroweak observables are computed up to a certain order in
the perturbative expansion and have limited precision, estimated by inferring the size of the
next missing order in the calculation.
The precision of the electroweak libraries has improved in the last few years with the
implementation of the resummation of known leading one-loop terms calculations of leading
terms from genuine two-loop electroweak corrections and studies of the interplay between
QCD and electroweak corrections. The estimates of theoretical uncertainties are to some
extent subjective and their values partly reect the internal philosophy of the actual imple-
mentation of radiative corrections in a given scheme. Detailed studies on how to quantify
these uncertainties have been reported in reference [41], leading to the following conclusions:
 The dierences between results of dierent computational schemes are small compared
to present experimental uncertainties.
 In many cases the one-loop approximation in the electroweak gauge coupling is ad-
equate enough at the present level of experimental accuracy. Recently, a complete









) corrections has been performed [39] and the
estimated theoretical uncertainties have been found to be signicantly reduced [39].
The intrinsic theoretical error in the prediction of the most relevant electroweak observables
is shown in Table 1.1. The values quoted are the largest dierences found in ref. [41], which
may be considered a rather conservative estimate. They are typically smaller than the
experimental accuracy and the uncertainty induced by the errors on the input parameters.
Table 1.1: Present experimental error and errors on the prediction induced by the quoted
uncertainty on the input parameters of the MSM for the most precisely measured electroweak
observables. All errors are in per-mil. The two variations for the Higgs boson mass are














error 6 GeV 70 1000 GeV 0:003 0:09 errors
 
Z
1.0 0.6 +1.7 -2.1 0.7 0.3 0.2
 
`
1.2 0.7 +1.3 -1.7 { 0.2 0.2
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1.4 Dependence of the MSM predictions on the input
parameters
The MSM predictions for six relevant electroweak observables are shown in Fig. 1.4 and 1.5




. The range of m
t
is arbitrarily set between
150 and 200 GeV and for M
H
between 60 and 1000 GeV. The range of the observables is
set to about 5 of the present experimental accuracy. With this choice the slopes of the





calculation the values of the other known input parameters is xed to their central value and
that of M
H
to 300 GeV. The hatched band in the plots reects the error on the prediction
induced by the uncertainties on the other input parameters with a hatching code, described
in Fig. 1.3, that will be extensively used in this report.
Figure 1.3: Ranges for the input parameters of the MSM.
These predictions depend on the masses of the fermions and on M
H
according to a
complex pattern requiring avour dependent corrections described in the previous sections.
However, the leading dependence of one-loop corrections is similar in most observables.




, there are four
numerically relevant loop contributions : the three vacuum polarization corrections r, k
and  and the Z! b

b vertex correction. All four quantities depend quadratically on the
top mass and the rst three also depend logarithmically on the Higgs mass.
The leading terms in the vacuum polarization corrections are:

W







+ : : :

Z







+ : : : (1.20)

Z
! (s) ' 1 + + : : :
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Figure 1.4: Dependence on m
t
of the predictions for six electroweak observables. The vertical
dotted lines indicate the 1  of the present experimental accuracy. The band indicates the
error on the prediction due to uncertainties in the other input parameters. The hatching
code is described in Fig. 1.3.
19
Figure 1.5: Dependence on M
H
of the predictions for six electroweak observables. The
vertical dotted lines indicate the 1  of the present experimental accuracy. The band
indicates the error on the prediction due to uncertainties in the other input parameters. The
hatching code is described in Fig. 1.3.
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They all depend on the same quantity  and therefore have similar leading top dependence.
Moreover the contributions of the top and the Higgs masses can only be disentangled at the
sub-leading level. The dependence on M
H
of the vertex corrections is negligible since the
coupling of the light fermions to the Higgs boson is small. The dependence on the top mass
is only relevant for the Z! b

b vertex due to the large Kobayashi-Maskawa coupling V
tb
.
For the above reasons the predictions of the total Z width,  
Z
, and of the width of the Z
into leptons,  
`




similar to the prediction
of M
W





also has a similar dependence, but with





, does not depend sizably on the vacuum polarization correction { because their
leading contributions cancel in the ratio { while it depends on m
t
via the vertex corrections
and is independent of M
H
in the one-loop order. The prediction of the ratio between the
Z partial widths into hadrons and into leptons, R
`
, is also almost independent on vacuum
polarization correction: its mild dependence on m
t
comes mainly from the vertex corrections
to the Z decays into b

b contributing to  
had
.
The uncertainty on the prediction caused by the limited knowledge of the MSM input
parameters is shown in Table 1.1. The prediction for R
`
is aected mainly by the error on

s




is very mild. The prediction of R
b
is aected only
by the uncertainty on m
t
and for this reason the prediction as a function of the top mass is
very accurate, as is shown in Fig. 1.4. The predictions for the other observables are aected














is also the most sensitive
variable to the top and the Higgs masses.







often larger or of the same size as the experimental error, an overall t of the electroweak
observables can further constrain these quantities.
1.5 LEP and its detectors
LEP is CERN's Large Electron Positron collider. It is located between the Jura mountains
and the Geneva lake in a 26.7 kilometer long, 3.8 meter wide underground tunnel situated
between 50 and 170 meter below the surface. Since its startup in 1989 until 1995 it has been
used to produce electron-positron collisions at a centre-of-mass energy close to the Z mass.
The accelerator consists of eight 2.8 kilometer long arcs linked by eight straight sections.
The particles are kept on their orbit in the arcs by 3400 bending magnets and are focused by
800 quadrupoles and 500 sextupoles. In the rst phase (LEP1) electrons and positrons were
accelerated by copper radiofrequency accelerating cavities located in two diametrically oppo-
site positions in straight sections on either side of the underground experimental halls. The
radiofrequency system is being upgraded for the second phase (LEP2) with the installation
of superconducting cavities which started in fall 1995 and will be completed by 1998 when
21
the beam energy will eventually reach almost 100 GeV. The threshold for the production of
W pairs was crossed in 1996. The energy of the LEP beams has been precisely calibrated
with the resonant depolarization method.
Electrons and positrons circulate in bunches of some 10
11
particles with a revolution time
of 88.92 s. They collide at 4 interaction points producing a luminous region approximatively
300602000 m
3
, where the three numbers refer to the directions along the bending radius,
perpendicular to the bending plane and along the beams. LEP luminosity increased during
the years with operation and improved optics and bunch schemes. The record luminosity in













achieved in the latest years of operation.
Four large underground halls, 70 meter long and 23 meter in diameter, house the four
detectors ALEPH, DELPHI, L3 and OPAL
2
.
The layout of each detector follows a basic pattern (see Fig. 1.6). Starting from the beam
pipe there is a Vertex detector, Tracking chambers, Electromagnetic calorimetry, Hadron
calorimetry and Muon detector. Each detector also includes a magnet to provide the eld
for the measurement of the charge and of the momentum of charged particles and a forward
calorimeter to provide the monitor of the luminosity.
Figure 1.6: Cut-view of the ALEPH detector showing the main detector elements. 1- Silicon
Vertex detector, 2- Inner Trigger Chamber, 3- Time Projection Chamber, 4- Electromag-
netic Calorimeter, 5- Superconducting coil, 6- Hadron Calorimeter, 7- Muon Chambers, 8-
Luminosity monitors.
ALEPH is a general purpose detector [42]. It has a 1.8 meter radius Time Projection
Chamber (TPC) in a magnetic eld of 1.5 Tesla produced by a superconducting solenoid. The
2
ALEPH: Apparatus for LEp PHysics { DELPHI: DEtector with Lepton, Photon and Hadron Identi-
cation { L3: So named because it was the third letter of intent { OPAL: Omni Purpose Apparatus for
Lep
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TPC is surrounded by a ne grain electromagnetic calorimeter for identifying electrons and
photons in dense jets and measuring energy depositions with very good spatial resolution.
Muons are identied by the instrumented hadron calorimeter and by the external muon
chambers.
The main tracking element of the DELPHI detector [43] is also a TPC. It is surrounded
by Ring Imaging Cherenkov counters (RICH), using the Cherenkov eect in a novel way
to identify the various types of particles produced. A High-density Projection Chamber
(HPC) is used for ne grain electromagnetic calorimetry. All these elements are immersed
in a magnetic eld of 1.2 Tesla produced by a superconducting solenoid with a cryostat of
internal radius of 2.6 meter.
The OPAL detector [44] has been designed using well tested detector techniques. The
central detector is a cylindrical chamber of 2 meter radius surrounded by a lead glass elec-
tromagnetic calorimeter, with the coil of the magnet in the annular space between them.
The magnetic eld of 0.43 Tesla is produced by a warm solenoid.
The L3 detector [45] diers from the other detectors because the coil of the magnet
surrounds the whole detector. The central tracker is a one meter radius Time Expansion
Chamber (TEC) and the electromagnetic calorimetry is provided by crystals of Bismuth
Germanium Oxide (BGO) which ensure a very precise measurement of the energies of pho-
tons and electrons. Jet energies are precisely measured by the hadron calorimeter that has
uranium absorbers. The muon momentum is precisely measured since they are tracked over
about 4 meter inside the magnetic eld of 0.5 Tesla.
During the years 1989-1995 LEP delivered an integrated luminosity of about 200 pb
 1
to each of the four experiments About 80% of this integrated luminosity was delivered at a
centre-of-mass energy in a range of 100 MeV around the Z mass. The remaining 20% was
used to scan the resonance. The statistics used by each experiment in the analysis of the Z
lineshape is shown in table 1.2. In total, the four experiments collected about 15 million Z
decays into hadrons and more than 1.6 million Z decays into leptons.
1.6 SLC and SLD
The 3.2 kilometer long linear electron positron collider SLC (Stanford Linear Collider) started
its operation in 1989 at a centre of mass energy close to the Z mass. In 1993 a new source [46]
of polarized electrons was commissioned based on an electron gun with GaAs strained cath-
ode providing electrons with about 90% polarization at a rate of 120 Hz with the possibility
of reversing the spin at each pulse.
SLC operates at a smaller luminosity than LEP but takes advantage of the polarized
electron beam and of the very small dimensions (few microns) of the luminous region in the
directions perpendicular to the beams.
The SLD detector [47] was installed at the SLC interaction point in 1990. It has a general
layout similar to the LEP experiments with very precise vertexing capabilities provided
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Table 1.2: The LEP statistics in units of 10
3
events used for the analysis of the Z line shape
and lepton forward-backward asymmetries. Not all experiments have used the full 1995 data
set for the present results.
ALEPH DELPHI L3 OPAL LEP
qq '90-'91 451 357 416 454 1678
'92 680 697 678 733 2788
'93 prel. 640 677 646 646 2609
'94 prel. 1654 1241 1307 1524 5726
'95 prel. 739 584 311 344 1978





'90-'91 55 36 40 58 189
'92 82 70 58 88 298
'93 prel. 78 74 64 82 298
'94 prel. 190 135 127 184 636
'95 prel. 80 67 28 42 217
total 485 382 317 454 1638
by a 3D silicon CCD system. The tracking is provided by a wire chamber and particle
identication by the Cherenkov Ring Imaging technique. The polarization of the electron
beam is measured with a polarimeter based on the Compton scattering.
SLC has delivered to SLD an integrated luminosity of about 8 pb
 1
corresponding to
20,000 Z decays with 22% polarization, 50,000 Z decays with 63% polarization and 150,000




The precise determination of the Z lineshape parameters (mass M
Z
, total width  
Z
and
partial widths) has been done measuring the leptonic and hadronic cross sections at dierent
centre-of-mass energies around the nominal value of the Z mass.
The measured cross sections are tted to a formula that depends on the Z parameters
and takes into account the important eects caused by initial state radiation. The absolute
scale of the Z mass and widths is given by the precise calibration of the centre-of-mass energy
at the collision points.
2.1 The tting formula
The interpretation of the measured cross sections in terms of the Z parameters requires a
careful treatment of the eects induced by initial state radiation (see Fig. 1.1 a). These
eects are very large: the QED radiative corrections reduce the -pair production cross
section at the Z peak by more than 30% .






f ; f 6= e, corrected with rst order initial

























where s and s
0




centre-of-mass energy before and after
initial state radiation and x is the photon energy in units of the beam energy. The term x
0
is an arbitrary cut-o parameter used to split the corrections between those due to virtual
and soft photons and those due to hard photon emission; 
1
( 9%) accounts for the part of









 1) ' 0:11, at LEP energies. The second term of Eqn. (2.1) is the convolution
of the photon spectrum with the cross section at the centre-of-mass energy remaining after
initial state radiation. Since 
0
(s) decreases rapidly away from the Z pole, the upper limit
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for s  M
2
Z




)   40%, the overall correction is




In conclusion, QED radiative corrections are large because in the vicinity of the Z pole the





system with too little energy to produce a Z. Then, the real photon radiation cannot
compensate for the large negative correction due to virtual photon eects.
The rst-order cross section of Eqn. 2.1 has been complemented with complete initial
state radiationO (
2
) [49] radiative corrections. Furthermore, the leading soft-photon eects
have been introduced to all orders in exponentiated form [50]. Fig. 2.1 shows the theoretical
prediction for the Z lineshape through successive approximations.
All initial state radiative corrections are included in a radiator function H(s; s
0
). The
measured cross sections are tted using a formula that convolutes a reduced cross section ^,
























The expression for the radiator function can be found in [41]. It is peaked at s
0
= s and has
a long tail toward lower values of s
0
.
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The rst term includes the relativistic Breit-Wigner distribution corresponding to the Z
exchange. The photon term jj
2
is only a few percent of the Z term and is xed in the t to




It is xed in the t to the MSM prediction. If the interference term is tted, the error on
the Z mass increases substantially (see Section 2.6), since this term has opposite sign on the
two sides of the Z peak. In the case of Bhabha scattering, f = e, the t-channel photon- and
Z-exchange diagrams have to be added. They are xed in the t to the MSM prediction,
dened as the dierence between the MSM cross sections for f = e and f = .
The cross section at the peak can be written in terms of the Z mass and width and the
Z partial widths to the initial state,  
e





































The explicit MSM formula for the reduced cross section in terms of the eective couplings is given in
the Appendix.
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Figure 2.1: Eect of QED initial state radiative corrections on the muon-pair production
cross section near the Z pole. Cross section without initial state radiation (dashed line),
O() exponentiated initial state radiation (dotted line), O(
2




represents the physical partial width of the Z into the fermion pair f

f , and includes
by denition all radiative corrections. Since the initial state radiation is taken into account
by the convolution procedure, the contribution of the QED nal state radiative corrections

QED
is removed from the initial state width  
e
, thus avoiding a double counting.
In the study of the Z lineshape all hadronic decays of the Z are counted together, irre-
spective of the nal state avour, and the partial width into hadrons  
h
is measured. The







are measured. The constraint that the three leptonic widths are equal, after
small corrections for mass eects, is used to increase the sensitivity of the t. In this case
{ lepton universality { the leptonic width is called  
`
and corresponds to the width of any
single avour as if it were massless. With the lepton universality assumption four parameters
are needed to describe the s dependence of the hadronic and leptonic cross sections. The set










and the hadronic peak cross section 
0
h
. These parameters have small correlations. If lepton
27
universality is not assumed, R
`







This scheme is implemented in two computer programs which are used by the LEP collab-
orations to t their data: MIZA [51] is used by the ALEPH collaboration and ZFITTER [37]
by DELPHI, L3 and OPAL. At the current level of experimental precision, the results ob-
tained with the two programs are equivalent. The overall precision of the treatment of the
initial state radiation for the computation of the total cross section is about 0.06% [51]. For
dierential cross sections, a few modications are needed, and the accuracy is slightly worse.
2.2 Cross Sections
A cross section, 
i
of a given process i is measured selecting and counting the number N
i




















The luminosity L is measured using Eqn. (2.6) for a process with known cross section 
i
. At





















Bhabha scattering is chosen because the cross section is large and is dominated by t-channel
photon exchange, a well understood QED process. To obtain a precise measurement of the
luminosity, the background, N
bh
bk
, has to be small and under control, the eciency, 
bh
, has to
be high and well known, and the theoretical cross section, 
th
bh
, has to be computed precisely.
Before LEP, the standard accuracy in the determination of the luminosity was of the order
of 2{5%. The imperfect knowledge of the absolute eciency was the main contribution to
the overall uncertainty. To compute the eciency precisely, the position R
min
of the inner
edge of the detector with respect to the beam needs to be known. The Bhabha cross section
























are the polar angles dening the inner and outer acceptance, respec-









The typical luminosity detector for a LEP experiment consists of two cylindrical calorime-
tres located at low angles at both sides of the interaction point. Some of them have a tracking
28
device in front, to help in the position measurement. If this is not available, ne granularity
in the calorimeter is mandatory.
The rst generation LEP luminosity monitors had inner radii of the order of 100 mm.
The overall precision of the luminosity measurement, dominated by the systematic error,
was around 2% at startup improving later to 0.5%.
All four experiments upgraded their luminometers between 1992 and 1994. Excellent
mechanical precision of the order of 20 microns was achieved in controlling the position
of the inner edge of the detectors For typical values of R
min
around 60 mm for the sec-





' 7  10
 4
.
To control  precisely, both the detector position and the position of the luminous region
have to be well understood. The sensitivity of the luminosity to the relative position between
beam and detector can be largely removed by appropriately choosing the event selection
cuts [52]. Independence from transverse misalignments is achieved by dening dierent
ducial regions in the two calorimeters at both sides of the interaction point. The dierence in
size between both regions has to be bigger than twice the maximum expected misalignment.
If the denition of loose and tight is changed from one side to the other side randomly on an
event by event basis, the dependence on longitudinal misalignments is also largely cancelled.
The selection procedure requires two almost back-to-back energy depositions in the lu-
minosity calorimeters in excess of some threshold energy. Then the cuts dening the ducial
regions (\tight" or \loose") are applied. In most cases, the precise radial cut is dened study-
ing the energy asymmetry across calorimeter pad boundaries, rather than by using centre-of-
gravity type algorithms. The former are more precise and less dependent on detector sim-
ulations. The L3 experiment takes advantage of the tracker in front of the calorimeter to
dene the radial cut.
The main background to the Bhabha reaction comes from random coincidences of o-
momentum electrons and positrons. These can be measured directly from the data using
samples obtained through downscaled low-energy triggers, and studying acoplanar coinci-
dences. Background levels are below the permil level and their contribution to the systematic
error is very small. The overall experimental error is between 0.07% and 0.1% depending on
the experiment. Usually, the tolerances in the mechanical structure determine the largest
uncertainty. Since these errors are not correlated among experiments, the combined LEP
experimental error is close to 0.05%.
All experiments use calorimeters to dene the acceptance and photons radiated almost
collinearly with the outgoing electrons and positrons are not separated. Their eect has to be
taken into account in the computation of the theoretical cross section, for which the BHLUMI
program [53] is generally used. BHLUMI includes multiphoton radiation with the Yennie-
Fraustchi-Suura [54] mechanism from the dominant diagram with a photon exchanged in
the t-channel. The overall precision of the Bhabha cross section calculation is estimated to
be 0.11% [55], the main uncertainty coming from missing sub-leading O(
2
L) corrections





2.2.2 Hadronic Cross Section
About 70% of the Z bosons produced decay to a qq pair which fragments producing a
multihadronic nal state. These events carry most of the weight in the lineshape analysis.
They can be easily selected exploiting their multiparticle structure and their large visible
energy.
The four experiments select hadronic events requiring a minimum number of clusters in
the calorimeters (of O(10)) with a minimum energy (around 10{20% of the centre-of-mass
energy) [57, 58, 59, 60]. ALEPH and DELPHI also use their TPCs to have independent
selections asking for a minimum number of charged particle tracks (around ve) with a
minimum charged energy (around 10%
p
s). Acceptances are large, between 97% and 99.5%
in the whole solid angle. Ineciencies are only due to low-multiplicity events going down
the beam pipe. Backgrounds are low, below 1% and come mainly from tau-pair events and
the so-called two-photon events, in which two quasi-real photons radiated from the incoming
beams collide at low q
2
.
Since the ratio of hadronic to leptonic cross sections is around 21 at the Z peak, in
contrast with values below 4 at PEP/PETRA energies, the selection of hadronic events at
LEP is easier. Each experiment accumulated about four million hadronic Z decays resulting
in statistical errors below one permil for the peak cross section.



















apparent increase of 0.5 permil at 2 GeV from the Z peak. The centre-of-mass energy
spread is determined with a precision of 2.5% from the measurements of the bunch length
at the collision points and the incoherent synchrotron oscillation tune of the machine [61].
The main systematic errors are due to the understanding of the two-photon background.
Since the two-photon cross section is not resonating, the relative contamination is higher
at o-peak energies, aecting the measurement of the Z width. Overall systematic errors
range from 0.5 to 1.6 permil, depending on the experiment. Fig. 2.2 shows the hadronic
cross sections measured by the ALEPH collaboration.
2.2.3 Leptonic Cross Sections
Charged lepton pair decays of the Z account for only 10% of the Z decays. However, they
allow the precise determination of the electroweak couplings of individual leptons to the Z.
Lepton selections vary in each experiment, but they are typically based on criteria of
low-multiplicity and high visible energy or momentum [57, 58, 59, 60]. Electron pairs are
further identied with the energy deposited in the electromagnetic calorimeters and muon
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Figure 2.2: Hadronic cross section as a function of centre-of-mass energy as measured by the
ALEPH Collaboration [57]. The solid line represents the MSM t to the data.
have been developed to identify tau pairs, using, among other criteria, the missing mass of
the event. Some experiments tag tau pairs vetoing electron and muon pairs from their low
multiplicity event sample.
Eciencies inside the detectors geometrical acceptances are high, from around 85% for
taus to above 95% for electrons and muons. The geometrical acceptance is around 85%,
dened with a cut on the production angle. It is corrected for with the help of Monte
Carlo [62] simulations. The cross section for the Bhabha scattering is usually measured for
cos  < 0:7, where  is the polar angle of the scattered electron: the loss of statistics is
compensated by a signicant reduction of the systematic error on the Z parameters caused
by the subtraction of the t-channel contribution.
Backgrounds from two-photon events are only relevant for tau pairs ( 2%). Otherwise,
the main background consists of lepton-pair events of dierent avour. ALEPH and DELPHI
have measured the cross section for all charged leptons together and achieved purer dilepton
samples. Altogether, each collaboration had accumulated between 300 and 400 thousand Z
decays into charged leptons during the period 1989{1995 .
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As in the hadronic cross section, the measured leptonic cross sections are corrected for
the eect of the centre-of-mass energy spread (see Eqn. 2.7).
Systematic errors are below 0.5% for all species and experiments. Reliability of detector
simulations (for electrons and muons) and background contamination (for taus) are the main
components. The three leptonic cross sections as measured by the DELPHI collaboration
























Figure 2.3: Leptonic cross sections as a function of centre-of-mass energy as measured by
the DELPHI Collaboration [58]. The solid lines represents the MSM t to the data.
2.3 Lep Energy Calibration
The measurements of the mass and the width of the Z boson at LEP rely on the precise
knowledge of the average centre-of-mass energy at the collision points. During the 1993
and 1995 energy scans the luminosity was collected at three scan points (named peak 2,
peak and peak+2) separated by roughly 1790 MeV, almost symmetrically placed around the





depend approximately only on the errors on the sum and on the dierence of
































are the luminosity-weighted centre-of-mass energies at the two o-peak
points. They have to be known with an error of about 1 MeV in order to match the statistical





2.3.1 The energy of electrons and positrons in LEP
The energy distribution of the particles in each bunch is almost gaussian with a spread (rms)





The mean energy of the bunch is not constant as it goes around the ring. The acceleration
in the Radio Frequency cavities (RF) placed symmetrically on either side of L3 and OPAL
interaction points compensates the energy loss due to synchrotron radiation in the arcs (see










Figure 2.4: Deviations from the mean energy in the LEP arcs of electrons and positrons. The
step between the ALEPH and OPAL interaction points is due to emittance wigglers which
were in operation at the beginning of lls in order to limit beam-beam eects by increasing
the bunch emittance.









where B is the vertical magnetic eld sampled by the electrons on their orbit. Electrons and
positrons average energies are equal to rst approximation. The slight dierence of their
orbits caused by the energy loss in the arcs combined with imperfections of the lattice can
induce energy dierences of few tenths of MeV.
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The symmetry of LEP and of the RF stations implies that the average energy of the
bunches at the interaction points is also equal to E
beam
. Deviations occur if the accelerating
elds seen by the beam at the four RF stations are not equal or because of misalignment errors
of the RF stations with the interaction points [63]. Since the alignment is well measured and
the operating status of the RF is monitored, these corrections are known with a precision of
a fraction of MeV.
The average centre-of-mass energy E
cm
is, to rst approximation, the sum of the average
beam energies at the interaction point. A correlation between the transverse position of the
particles in the bunch and their energy (dispersion) may induce a shift in E
cm
[64]. This
correction is proportional to the oset of the centers of the two bunches at collision point
and to the dierence between their dispersions.
2.3.2 Energy calibration with resonant depolarization
The average energy of the circulating beam E
beam
can be measured with a precision of
one MeV [65] using the resonant depolarization method [66].
The emission of the synchrotron radiation in the vertical bending eld polarizes [67] the
LEP beams in the vertical direction. A polarization larger than 10% can be obtained when
the beams are not colliding after compensation of the magnetic elds of the solenoids and
accurate steering of the orbit in the vertical plane. The degree of vertical polarization is
measured using a Compton polarimeter [68] with a typical accuracy of 2% absolute.
The spin vector of each electron precesses a
e
 times on average during one turn around
the ring, where  is its average Lorentz factor and a
e
is the electron magnetic moment
anomaly. The spin tune is dened as a
e
 and the time-averaged spin tune, 
0
, of each






















is the mass of the electron and c is the speed of light.
The precession frequency of the polarization vector is precisely measured by inducing
a resonant depolarization of the beam with a radial oscillating eld from a coil. If the
perturbation from the radial eld is in phase with the spin precession, then the spin rotations
about the radial direction add up coherently from turn to turn and the vertical polarization
is destroyed. About 10
4
turns ( 1 second) are needed to bring the polarization vector
into the radial plane. One resonance condition between the perturbing radial eld and the
nominal spin precession is f
dep




is the frequency of the oscillating eld,
f
rev
is the revolution frequency of the particles, which is precisely known, and [] denotes
the non-integer part of the spin tune. Its integer part is known accurately enough from the
setting of the bending eld.
The depolarization occurs slowly compared to the revolution period and each electron
samples the whole energy distribution during the process. For this reason the depolarizing
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Table 2.1: Size () and error () of the eects changing the LEP center-of-mass energy as
a function of time.
Eect  
Temperature variations  3 MeV 0:3 MeV
Rise per ll  3 MeV 1:0 MeV
Horizontal correctors setting  1 MeV 0:4 MeV
Earth Tides (daily)  10 MeV 0:1 MeV
Geological shifts (weeks)  10 MeV 0:3 MeV
RF corrections  10 MeV 0:5 MeV
Vertical collision osets < 1 MeV 0:3 MeV
resonance is very narrow [65], about 0.1 MeV, and E
beam
can be determined with a precision
of  200 KeV. Various spurious eects that can induce systematic errors have been studied
theoretically and experimental bounds on the magnitude of each eect have been established
in dedicated experiments [65] concluding that the upper bound on the systematic error on
a single measurement of E
beam
is 1.1 MeV. The largest contribution to this error is due to
the radial magnetic elds sampled by the beam inside the quadrupoles and is not correlated
between two measurements done after dierent optimization of the machine.
2.3.3 The time variation of the collision energy
The average beam energy cannot be measured continuously in standard LEP running con-
ditions because the beam-beam interaction prevents the building up of the polarization. A
model based on a large set of monitored quantities (currents in the magnets, temperatures,
measurement of magnetic elds, status of RF units,etc...) is used to follow the evolution of





in Table 2.1 and can be grouped in three categories: (i) eects changing the dipole eld; (ii)
eects changing the vertical quadrupole eld sampled by the orbit; (iii) eects changing the
energy at the interaction point. These eects have been studied with dedicated experiments
in order to provide an assessment of the systematic errors.
The magnetic eld of the dipoles is monitored measuring the eld of few dipoles instru-
mented with a NMR. The rise of the dipole magnetic eld during a ll has been correlated to
vagabond currents that ow along the beam pipe. These current spikes perturb the dipoles
and induce a monodirectional walk along their hysteresis curves resulting in a monotonic
increase of the eld that saturates on a time scale of several hours. The vagabond currents
are mainly due (see Fig. 2.5) to return currents of electrical trains that do not go back to
the power supply along the railtracks.
A variation of 13m of the average relative position of the beam with respect to the
centre of the quadrupole magnets induces a change of E
beam
of about 1 MeV. The length

































































Figure 2.5: From top to bottom: railtrack potential, LEP beam pipe potential, Dipole
magnetic eld measured with NMR
part in 10
10
while the radius of the ring is less stable: on a time scale of one day it changes
by about 100 m under the inuence of earth tides [70] and changes of similar magnitude
are induced on a longer time scale by other strains in the earth crust. This eect can be
monitored [71] by measuring the variation of the position of the beams with respect to the
centre of the quadrupoles using the beam position pickups.
The model used to relate the status of the RF cavities to E
cm
also predicts other observ-
ables like the synchrotron tune and the changes of the longitudinal position of the interaction
point. These quantities can be compared to the measured ones [72] providing strong con-
straints on the predicted energy variations at the collision points.
The model that describes E
beam
as a function of time is precisely calibrated using the
measurements with resonant depolarization. This calibrated model is eventually used to
compute the luminosity-weighted energies with a typical precision of two parts in 10
5
at each




are about 1.5 MeV in both cases [73].
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2.4 Results from the Z Lineshape Analysis
The total cross sections to hadrons and leptons measured by each LEP collaboration are
tted to extract the lineshape parameters applying the formalism outlined in Section 2.1
and using the precise calibration of the centre-of-mass energy. Assuming lepton universality,
the Z lineshape is described by four almost uncorrelated parameters: the Z mass and width,
the ratio of hadronic to leptonic Z partial widths and the hadronic peak cross section.
The set of parameters obtained by each collaboration are averaged taking into account
the common sources of errors following the procedure outlined in ref. [13]. The average
parameters are shown in Table 2.2, the largest correlation among them is about 15%.
The comparison of the results of the four collaborations and the contributions to the
error of each single parameter are discussed in the following sections.
2.4.1 The Z Mass
The Z mass is the most precise single measurement performed at LEP. The results obtained
by the four experiments are shown in Fig. 2.6. The measurement is systematically limited
and the main error is a common uncertainty of 1:5 MeV due to the limited knowledge of
the absolute energy scale of the machine [73]. This error depends mainly on the uncertainty




, as shown in Eqn. (2.8).
The error on M
Z





to their uncorrelated error divided by
p
2.
As discussed in Section 2.1, the set of parameters used does not describe the Z production
and decay completely because it does not include the interference between the Z and the 
exchanges that is xed to the MSM value in the t. The interference term can be determined
from data with reasonable precision by including in the t measurements of the cross sections
at energies far from the Z peak, as those collected at Tristan at
p
s  60 GeV and at LEP
in the runs above the Z peak. In this t the total error on the LEP-averaged M
Z
increases
from 2 MeV to 3.1 MeV (see Section 2.6).
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Figure 2.6: The Z mass measured by the four experiments together with the average. The
numerical values include the errors common to the four experiments, while the error bars
for the four experiments do not, to give a visual impression of the agreement between them,
which can also be seen from the value of 
2
per degree of freedom.
2.4.2 The Z Width
The Z width is a very useful observable because of its strong dependence on the vacuum
polarization corrections. Fig. 2.7 shows the LEP results together with the MSM prediction.
As in the case of the Z mass, the main systematic error comes from the energy calibration:
the measurement of the Z width is proportional to the dierence between the energies of




contribute, giving a systematic error 1:5 MeV [73].
The centre-of-mass energy spread causes an apparent increase of about 4 MeV in the
Z width. This correction is known with good precision and induces a negligible systematic
error.
The other important source of uncertainty for the Z width is the precise knowledge of
the background from non-resonating processes like quasi-real photon-photon collisions. The
current error is slightly above 1 MeV per experiment but uncorrelated among them. The
theoretical error associated with the extraction and interpretation of the width measurement







The results of the measurements of R
`
, the ratio of the hadronic to the leptonic Z partial
widths are given in Fig. 2.8. The result is given for massless leptons. At the current precision
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Figure 2.7: The Z width measured by the four experiments together with the average and
the MSM prediction. The error denitions are those of Fig. 2.6. The hatching code of the
MSM prediction is described in Fig. 1.3.
of measurements, the only the tau lepton gives rise to non-negligible mass correction (0.23%).
The experimental systematic error is dominated by the knowledge of the eciencies and
backgrounds of the leptonic selections: about 0:5% per experiment. A common error from
the t-channel correction in the electron channel, contributes 0:1% to the error in R
`
. This
uncertainty is due to the lack of a full O(
2
) Monte Carlo event generator for Bhabha
scattering.
As can be seen from Figs. 1.4 and 1.5, R
`











) with minimum theoretical uncertainties. This is done assuming the validity of
the MSM to compute the ratio of couplings of quarks and leptons to the Z. Extensions of the
MSM which contribute only via the Z vacuum polarization do not aect R
`
, that is a ratio
of partial widths. On the contrary, any extension that modies only the quark couplings has
a large inuence on R
`
.
Using the average value of R
`
and the formulas relating R
`














where the second error reects the uncertainty on the Higgs boson mass.
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Figure 2.8: The ratio of hadronic to leptonic Z partial widths measured by the four exper-
iments together with their average and the Minimal Standard Model prediction. The error
denitions are those of Fig. 2.6. The hatching code of the MSM prediction is described in
Fig. 1.3.
2.4.4 The Hadronic Peak Cross Section




shown in Fig. 2.9. There are three main contributions to the error: (i) the knowledge of the
eciency and background of the hadron selection contributes about 0:10-0:15% per exper-
iment, uncorrelated; (ii) the experimental uncertainty in the measurement of the absolute
luminosity diers depending on the experiment, and contributes typically 0:07% and 0:15%;
(iii)the theoretical error in the small-angle Bhabha cross section is the largest uncertainty
and is common to the four experiments. For the latter the calculation of ref. [55] is used
giving an error of 0.11% . The error induced by the limited knowledge of the beam energy
spread is negligible.
The MSM prediction is neither very sensitive to the top or Higgs masses nor to the strong
coupling constant. Therefore the hadronic peak cross section is an ideal variable to test
possible deviations from the MSM without the uncertainty related to the lack of knowledge
in some of its parameters. For example, upper limits on the mixing angle between the Z






and a measurement of 
s
from jet studies( see Section 6.3).
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Figure 2.9: The hadronic peak cross section measured by the four experiments together with
the average and the Minimal Standard Model prediction. The error denitions are those of
Fig. 2.6. The hatching code of the MSM prediction is described in Fig. 1.3.
2.5 Derived Quantities
The four quantities in the previous section describe all lineshape data, assuming lepton
universality. The t can also be performed with six free parameters deriving the partial
width into electrons, muons and tau pairs separately to check lepton universality. They
are shown in Fig. 2.10. The three results are in agreement, with a 
2
=dof = 0:3=2 when
common errors are taken into account. The result of the lepton universality t provides an
interesting constraint to the vacuum polarization corrections, because, in contrast to  
Z
, it
does not depend on 
s
.
The invisible width  
inv










The number of light neutrino families N

is obtained from the ratio of the invisible width to
the leptonic width. Assuming that the invisible width is only due to neutrino nal states,





















Figure 2.10: The partial widths measured at LEP for the three charged leptons, corrected to
a massless lepton, are compared to the result of the t with lepton universality assumption
and to the MSM prediction. The hatching code of the MSM prediction is described in









= 1:991 0:001. The small error in the
MSM prediction for this ratio results from the large cancellations of the top and Higgs mass
dependences. Fig. 2.11 shows the results of the four collaborations in very good agreement
with three families of light neutrinos. If N















= 1:9867  0:0073 : (2.14)
This quantity can be used to put limits on the mixing of extra neutral bosons to the Z
without assumptions on the strong coupling constant.
2.6 S-Matrix Approach
The tting formula for the Z lineshape t assumes that the small interference term between
the Z- and the photon-exchange amplitudes is suciently well described by the MSM (see
Section 2.1). An alternative parametrization of the cross section, the S-matrix Ansatz [75,
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Figure 2.11: The number of light neutrino familiesmeasured by the four experiments together
with the average. The error denitions are given in Fig. 2.6.
76], has been used by the LEP collaborations to put aside this assumption including in the
t a new parameter which describes this interference.
This parametrization is based on an expansion of the cross section on the energy de-
pendence around the Z pole . It is suitable for combining cross sections at very dierent
energies, including those measured by Tristan at
p
s  60 GeV and in the high energy run
of LEP above the Z peak.

























































is linked to the pole value of the cross section. Due to the dierent structure of the




is the coecient of the linear (s  M
2
Z
) dependence of the total cross sections. It





is the photon exchange parameter and in the t is taken from QED.
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f for a given avour, in contrast to the three parameters required in Eqn. 2.4. The
























They corresponds to a shift on M
Z
of 34:0 MeV and on  
Z
of 0:93 MeV.
The main drawbacks of this parametrization are the large correlations between the t-
ted values of the parameters and the rather complex interpretation, at the present level of
precision, of some of the parameters within the MSM.
This new set of parameters is extracted from the measured cross sections following the
formalism described in Section 2.1 and using in Eqn. 2.3 the reduced cross section given in
Formula 2.15. Since the sensitivity to the interference term is larger at energies far from the
Z peak, the total cross sections to hadrons measured above the Z peak [77, 78, 79] by the
LEP Collaborations and below the Z peak by the Topaz Collaboration [80] have been added
to the data sample.




 34 MeV and j
tot
had
. The tted value
of the interference j
tot
had
= 0:14 0:12 is in good agreement with the MSM prediction (0.22).















(n) by reconstructing the eective centre-of-mass energy after initial state
radiation [81]. The interference term j
tot













LEP + TOPAZ Data












! hadrons (dotted line). The result of the t using LEP data only (solid line) is also
shown. The MSM prediction for j
tot
had
is shown as an horizontal band.
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Chapter 3
Z decay widths to quarks
The quark sector is interesting for precision tests of the Standard Model as it completes
the picture of Electroweak Interactions and also because electroweak observables involving
quarks are potentially very sensitive to Standard Model parameters.
Flavour tagging allows precise measurements of the partial widths for the decays Z! cc
and Z! b
























In this way the eect of 
s
(see Eqn. 1.11) and also of the vacuum polarization corrections
are cancelled.
As already discussed in Section 1.2, the Z! b

b vertex receives sizable corrections from
diagrams involving the top quark (see Fig. 1.2) which are otherwise suppressed. This is the
only relevant correction to R
b
[82] and within the MSM R
b
is basically dependent on a single
parameter, the mass of the top quark.














to be  0:172, valid over a wide range
of parameters.
The strong interaction complicates electroweak measurements involving quarks in two
ways. First, as quarks cannot be directly observed, electroweak measurements have to be
made once the hadronization has taken place. The observables related to the hadrons are
modied and often diluted with respect to the original quark-level quantities limiting the
use of a measurement to the cases where the modication is small and well under control. If
the modication is large, the measurement can be turned into a QCD test assuming that the
quark-level process is described by the Standard Model. The second eect is related to the
diculty of separating dierent avours which all yield high multiplicity hadronic events,
usually made of two or more jets. This problem is partially overcome by LEP and SLC
detectors capable of isolating enriched samples of Z hadronic decays to individual avours.
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This is particularly true for Z ! b

b and, to some extent, for Z ! cc decays, thanks to the
long lifetime and heavy mass of b and c hadrons.
Heavy avour tagging is performed with very eective techniques which allow precision




and of the b and c forward-backward asymmetries.
Tagging of lighter quarks is more dicult, enriched samples of Z ! ss decays can be




, allowing the measurement of the Z! ss asymmetry
[83]. However the precision is much lower than in heavier avours. Detection of prompt
photons and of high-momentum stable particles opens up the possibility of separating u-
type quarks (u; c) from d-type (d; s; b), and to measure the partial decay width of the Z to
the two types [84, 85] .
Since in Z ! qq decays the quark and antiquark are normally boosted in opposite
directions, it is useful to divide the event in two hemispheres and to apply the avour
tagging techniques described in this chapter to each hemisphere independently. Correlations
among hemispheres, due to momentum conservation or detector eects, are usually small.
The event is typically cut into two halves according to a plane orthogonal to the thrust















is the momentum of particle i and the sum runs over all reconstructed particles in
the event.
The next Section is devoted to the description of the heavy avour tagging techniques.







{ the subject of the second part of this Chapter { as well as b, c forward-backward
asymmetries, described in Chapter 4.
3.1 Heavy Flavour tagging
The large mass and long lifetime of heavy avours provide a number of techniques to perform
eective tagging. These are described in the following Sections in order of importance.
3.1.1 Lifetime tagging
The most ecient way of selecting b-hadrons from Z decays relies on the detection of sec-
ondary vertices or on the large impact parameter of the b-hadron decay products. Since the
average b lifetime is about  1:5 ps and b-hadrons are produced with a typical energy of
30 GeV at the Z peak, their average path before decaying is about 3 mm. This is an order
of magnitude larger than the typical vertexing resolution of present silicon vertex detectors.
Alternatively the impact parameter of the b-hadrons decay products is about 300 m , to
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1:65  0:04 0.40
B
0
1:55  0:04 0.40
B
s
1:52  0:07 0.12

b






1:057  0:015 0.27
D
0
0:415  0:004 0.53
D
s
0:467  0:017 0.12

c
0:206  0:012 0.08
Table 3.1: Beauty [86] and charm [87] hadron lifetimes. The yield is the rate of b (c) hadron






! cc) events as given by
JETSET 7.3 [88]
be compared with an experimental resolution ranging from 20 to 70 m depending on the
momentum of the particle.
The most serious background to lifetime tagging of b-hadrons is due to charm. In Table 3.1
the lifetimes of b and c hadrons are compared, together with the relative yield at the Z . The
importance of the charm background can be decreased exploiting the higher multiplicity of b
decays. Indeed the average b-hadron charged particle yield is about 5 [89] to be compared to
2.2 [90] in the charm case. Another way to reduce charm background is the invariant mass
of the b decay products, which is much larger than in the charm case.
Lifetime tagging techniques require an accurate measurement of the Z decay point, called
primary vertex. This is usually determined on an event by event basis, using the average
size and position of the luminous region (beam spot) as a constraint. At LEP the beam spot
is at in the xy plane, having a size of about 5-10 m in y and 100 m in x, and about 1 cm
long in z. The actual size of the beam spot depends on the optics and its position varies
with time. The beam spot position and width are monitored by taking many { typically
one hundred { hadronic events and analyzing the impact parameter of particles with respect
to a nominal position. The event primary vertex is measured by tting the event charged
particle tracks to a common vertex, by means of algorithms as insensitive as possible to
decay products of long lived particles, as heavy avour hadrons themselves. As an example,
in [91] the primary vertex is tted using only the projections of the particles to the plane
perpendicular to the jet it belongs to, so that most of the lifetime bias is removed. In this
case the primary vertex is measured with an accuracy of 50 m in x and 60 m along the z
coordinate. The resolution in y is given by the LEP beam size of 10 m. At SLC the beam
spot is extremely narrow, of the order of a micron in the xy plane. The knowledge of the
beam position in the transverse plane is limited by the beam motion giving a resolution in
xy of about 7 m . Event-by-event reconstruction allows the measurement of the z position
to a few tenth of microns [92] .
Reconstructed charged particle tracks originating from b-hadron decays show a relatively
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large distance of minimal approach with respect to the primary vertex (i.e. a large impact
parameter) and usually cross the b-hadron line of ight before the primary vertex itself. This
second feature is used to dene a sign for the measured impact parameter. Conventionally
the sign is considered as positive when the crossing point is before the primary vertex,
negative in the other case (see Fig. 3.1). The b-hadron direction is usually assumed to be




Figure 3.1: Lifetime tagging. Denition of impact parameter sign.
The relevant quantity for the tagging is the impact parameter signicance S, dened as
the signed impact parameter divided by its estimated measurement error. Tracks from the
primary vertex are expected to have S normally distributed around zero. Tracks with large
positive S come from decays of b-hadrons. By counting the number of tracks with S greater
than a certain threshold, long lived particles can be tagged [93, 94]. The accuracy of impact
parameter tagging can be greatly improved when the negative side of the S distribution,
which is basically free from lifetime information, is used to calibrate the tagging. An eective
way to perform this calibration is tting the negative S to a functional form and then taking
the integral of this function as the cumulative probability (P
T
) that the track originates
from the Z decay point [91]. Probabilities from single tracks can be combined to form
tagging variables, that is commonly done by combining tracks belonging to the same event
hemisphere to form a hemisphere probability (P
H
) whereby all tracks in the hemisphere
come from the primary vertex. In practice, the performance of this method depends on an
eective selection of well reconstructed tracks, with as small as possible tails of the negative
side of S . Furthermore it is important that the resolution function (the negative S) is well
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reproduced by the Monte Carlo simulation used to compute the lighter quark contamination
in the b tagged sample. The distribution of the P
H
tagging variable at ALEPH is shown in
the left plot of Fig. 3.2 for data and Monte Carlo simulation of b and lighter quarks. By
using this variable high purity b samples have been selected (96% pure) in ALEPH while
keeping high (26%) b-hadron tagging eciency [91] .
The information coming from the invariant mass of the b decay products can be naturally
incorporated in this technique, for instance by ordering the tracks by P
T
probabilities, then
combining them and calculating their invariant mass until they exceed a cut value (typically
the charm mass) [95]. For decays of charm hadrons, the rst track exceeding the cut is
normally coming from the primary vertex and has a high P
T
. For decays of b-hadrons the
probability is typically much lower. This can be seen in the right plot of Fig. 3.2 where the
P
T
of the rst track exceeding 1.8 GeV (
H
) is shown for data and Monte Carlo simulation.
By taking advantage of this property the fraction of non-b events in the sample can be
decreased by more than a factor two at the same eciency.
ALEPH
Figure 3.2: Lifetime tagging. The left plot shows the negative logarithm of the P
H
tagging
variable based on the combination of track impact parameters in an hemisphere. The right
plot illustrates the behaviour of the invariant mass related variable (
H
) described in the
text. Both plots are from the ALEPH experiment, dots are data and histograms are from
Monte Carlo simulation.
A dierent approach on lifetime tagging is based on the direct reconstruction of a sec-
ondary vertex [96]. Well reconstructed tracks, belonging to the same jet, are required to
be consistent with a common vertex (dierent from the primary vertex), specic cuts are
applied to reduce contamination from K
0
s
and hyperons. The vertex is used for the tagging
if a minimum number of tracks (four tracks in [96]) have been successfully tted to the
vertex. Similarly to the impact parameter case, a decay length signicance is dened as the
distance from the secondary to the primary vertex, divided by its error. The decay length
measurement accuracy is improved by constraining the measured decay path to the jet di-
rection. Again it is useful to sign the decay length signicance, by dening it positive when
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the secondary vertex is in front of the primary vertex with respect to the jet direction. The




























Figure 3.3: Lifetime tagging. Decay length signicance distribution for data (points) and
Monte Carlo (full histogram) from the OPAL experiment. The dotted histogram shows the
contribution from lighter avours.
Backward tags from the negative side of the distribution can be used as a control sample
to measure the resolution function directly from data. In [96] purities similar to the impact
parameter case are obtained with a somewhat reduced eciency (19%). As in the impact
parameter case, the invariant mass information can be incorporated in the vertexing method.
This has been done by the SLD collaboration [92], the invariant mass of the tracks originating
from a secondary vertex has been used to considerably increase the purity, as can be seen in
Fig. 3.4 which illustrates the discriminating power of the invariant mass tagging variable.
3.1.2 Lepton tagging
Semileptonic decays of heavy quarks provide a distinct signature of Z ! b

b and Z ! cc.
Electrons and muons in jets are identied with good eciency by existing LEP and SLC
detectors (typically between 60% and 90%) and the background contamination is kept under
control by the high degree of redundancy oered by these experiments. Jets accompanied
by  leptons are more dicult to identify; furthermore the branching ratio of the inclusive
semileptonic decay of beauty hadrons to the  lepton is much lower than the two other lepton
species [97]. In the following, the word lepton refers to electrons and muons only. The three
main sources of prompt leptons from heavy avours, each with a branching ratio of about






























Figure 3.4: Lifetime tagging. The invariant mass of charged tracks coming from a secondary
vertex, measured by the SLD experiment. The mass resolution is improved by means of
an algorithm which employs the total reconstructed transverse momentum of the charged
particles with respect to the hadron direction to correct for missing neutrals.
 the primary semileptonic b decays, b! `
 the weak decays of b-hadrons to c hadrons, with subsequent semileptonic decay of
charm, b! c! `
 the primary semileptonic c decays, c! `.
Minor contributions are given by semileptonic decays to  with subsequent leptonic decay
of the  to electron or muon and by leptonic decays of J=	 produced in b decays with a
branching ratio of the order of 1% [98].
The background from non-prompt leptons is given by the in ight decays of pions and




pairs from photon conversions in the detector material. Since in Z
decays hadrons are produced at a rate two orders of magnitude higher than prompt leptons,
they can be an important source of background; lepton identication algorithms are tuned
to provide good hadron rejection capabilities (of the order of 10
 3
) [99, 100, 101, 102].
The large mass of beauty and charm hadrons provides ways to separate the various
components of prompt leptons from each other and from background. The radiation of
gluons from heavy quarks is suppressed, resulting in a harder momentum spectrum and
therefore in high momentum leptons. Phenomenological models [103] predict that about
70% of the beam energy is carried away by beauty hadrons, and 50% by charm hadrons. This
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has been conrmed by recent measurements of LEP experiments using fully reconstructed
events [104, 105] .
Another feature which is particularly important for semileptonic b decays and a direct
consequence of the large mass is the high transverse momentum of the lepton with respect
to the original b-hadron direction measured by the axis of the jet associated to the lepton.
Jets are reconstructed from charged particles using the information of the tracking devices,
from photons detected by the electromagnetic calorimeters and neutral hadrons by hadronic
calorimeters. The most widely used jet clustering algorithm is the JADE Scaled Minimum
Invariant Mass [106] : particles are merged together until they reach a minimum invariant
mass that is typically of the order of the b-hadron mass (generally greater to allow for mis-
associated particles) . The typical resolution on the b-hadron direction is of about 20 mrad.
It has been shown [99] that the separation of b ! ` from the b ! c ! ` cascade improves
if the transverse momentum (p
?
) is measured with respect to the jet reconstructed without
the lepton.
The typical distributions of prompt leptons for the three main processes and for back-
ground in the (p,p
?































































Figure 3.5: Lepton tagging. Momentum versus transverse momentum distributions for lep-
tons from : a) primary b decays, b) secondary b decays c) primary c decays, d) lepton
fakes.
Primary b decays are characterized by a large average p and p
?
, primary c decays by a
smaller p
?
, the b! c! ` cascade is clustered at small p and p
?
. A pure sample of primary
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b decays can be obtained by selecting leptons at high p and p
?
. Purity of about 80% can




The distribution of the two variables (p and p
?
) for data and the various components of
the lepton spectra are shown in Fig. 3.6 for the L3 experiment.
Data
MC: u,d,s,c backgr.
MC: c → e only
MC: b backgr.
MC: b → c → e only
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Figure 3.6: Inclusive electron spectra as tted by the L3 experiment, showing data and
Monte Carlo simulation with the various components.
The shapes of the spectra are taken from lower energy experiments: b! ` and b! c! `
from the ts to ARGUS and CLEO data [107, 108, 109] and c! ` from DELCO and MARK
III [110, 111]. These ts depend on the theoretical model which is assumed for the shape
[112, 113] and this model dependence must be taken into account when lepton tagging is
applied to a specic measurement.
High p
?
leptons provide an important tool to measure electroweak quantities in the b
sector. Electroweak measurements can be extended to the charm sector by tting the p
and p
?
spectra of the various lepton sources to data [100, 114, 115]. The events are rst
divided into two hemispheres and then classied in terms of number of tagged leptons in
each hemisphere. Multi-tag events are further decomposed according to the sign of the
leptonic charge to exploit the dierent correlation to the original quark charge sign which
occurs in b ! ` , b ! c ! ` and c ! ` decays. The simultaneous t of the single and




and the semileptonic branching ratios BR( b ! ` ) and BR( b ! c ! ` ). Since
neutral B mesons can oscillate, the mixing parameter  is often left free and determined
from the t. Lepton ts in their most elaborated versions are used to determine the b and c
forward-backward asymmetries (see Section 4.5.1) .
3.1.3 Event Shape tagging
Heavy quark production aects the global event properties to various degrees. Already at
PETRA centre-of-mass energies event shape variables have been used to obtain enriched
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samples of b-hadrons [116]. At the Z pole the presence of heavy hadrons, and in particular
of b-hadrons, characterizes the event in the following way :
 The hard fragmentation related to the large mass implies that less energy is carried
away by gluon radiation leaving most of the available energy to heavy hadron decay
products.
 The decay products themselves show a transverse momentum (p
?
) with respect to the
associated jet which is typically larger than the p
?
of fragmentation particles.
 It is unlikely hat a single detected particle carries away a fraction of the total energy
much larger than the other particles of the event. Viceversa this happens in light quark
events where the primary quark hadronizes in a stable particle.
None of these properties can be eciently described by a single variable; a combination
of several variables selected to enhance the above features is used in a multidimensional
analysis [105, 117, 118, 119, 120].
Articial neural network techniques [121] have proved to be very useful to combine sev-
eral event shape variables with the highest possible selection eciency by properly treating
correlations and making the best use of the available information [122]. For this kind of ap-
plications the response of the neural network is typically a single variable which disentangles
b events from the background. The training of the network is usually performed on Monte
Carlo samples. To achieve the best performance it is important that these samples repro-
duce as closely as possible the features of real data. Moreover, in order to give condence to
the evaluation of the background contamination, the output of the network is controlled on
data selected by a dierent tagging (for instance high p
?
leptons) to check the Monte Carlo
response.
Event shape methods alone are not competitive to tag Z! b

b events. It is hard to obtain
purities greater than 70% while keeping a reasonable and well controlled eciency. However,




The peculiar kinematics of charged D

decays provides an excellent tool for heavy avour
tagging at LEP [105, 119, 123, 124, 125, 126], charm in particular. A D

can either be
produced directly from a primary c quark in Z ! cc or as a decay product of a b-hadron.
Typically the search for D







which, being a decay
with a q-value of only 6 MeV, gives a charged pion of low momentum and with a small
transverse momentum with respect to the D

line of ight. A very eective tagging can be

































. Because of the small q-value, the distribution of the mass
1




tagging. The mass dierence distribution for X
E
> 0:25 as seen by the












. Data (points) and Monte Carlo
(solid histogram) are shown. The background (dashed histogram) is calculated by an event
mixing technique.
dierence M = M(K)  M(K) yields a sharp peak over a small background, as can



















less clean but can still provide a signal to background ratio 2 3.
Even if exclusive decays give rather pure samples of D

, the eciency is limited by the low












decay chain has a branching
ratio of 2:7%, reduced to less than 2% by typical selection cuts. Furthermore D

produced
by Z ! cc events have to be disentangled from b-hadron decays. Since primary D

's carry







can be used to
select an enriched Z ! cc sample [105]. The separate contributions of Z! cc and Z! b

b
events to the X
E
distribution are usually measured by means of event shape or lifetime
tagging on the hemisphere opposite to the D

[105, 119, 125]. The combined use of X
E
and
opposite side tagging improves the separation of Z! cc from Z! b

b events tagged through
a secondary D

and allows electroweak measurements to be performed on both the c and b
sectors [119, 125].






is based on the
inclusive properties of the 
+





= 40 MeV) [123, 124]. As a consequence, the pion takes a very low
transverse momentum with respect to the original c quark (much lower than the typical 300
MeV of fragmentation tracks) and therefore to the jet axis. The pion longitudinal momentum
is bounded by kinematics to be lower than 3 GeV, therefore the pion is soft and collinear to
































tagging. Distributions of the squared transverse momentum w.r.t. the jet
axis at DELPHI for (a) inclusive pions, (b) pions from selected D

.
This method has the advantage of not being restricted to a particular D
0
decay channel,
however the extrapolation of the background below the peak is complicated by the presence
of D

from b-hadrons which produce a broad accumulation in that region.
3.2 Measurement of R
b
from double tagging
The most precise measurements of R
b
take advantage from the fact that the b-hadrons
produced in Z ! b

b are typically boosted in opposite directions. The two b-hadrons are
essentially uncorrelated as far as the avour of their accompanying quarks and their baryonic
number are concerned. Therefore it is useful to divide the events into two hemispheres
according to the thrust axis, and to apply a tag on both sides of the event. This allows to
measure the b tagging eciency directly on data. If F
1
is the fraction of hemispheres which
are tagged and F
2














































are respectively the eciency of the tag on b, c and uds events and C
b
is
a coecient that takes into account possible correlations between the eciencies in the two
hemispheres for b events. These relations are based on the fact that the tagging methods have
very similar eciencies for Z! uu , Z! d

d and Z! ss decays, and that the sum of partial
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decay fractions of the Z to the ve quark species is one. Also eciency correlation coecients
for lighter quarks can be neglected, since the tags are designed to have low eciency for udsc
events, therefore the eect of these correlations is very small giving a negligible systematics
on the measurement.
The main advantage of the double tagging method is that the two equations can be solved




, so that the b tagging eciency is measured on data and it


























These equations show that the statistical error on R
b
is dominated by the measurement of the
double tagging fraction which has by far the larger statistical uncertainty. With the statistics
so far accumulated by LEP experiments and using high eciency tagging methods such as
lifetime or event shape tagging, rather low statistical errors are obtained. More important
for precision measurements is the fact that the measurement of R
b
is directly aected by the
knowledge of C
b
, i.e. by the uncertainty on the correlation coecient. Eciency correlations
originate from detector eects, from the physics or from the algorithm itself. Typical exam-
ples of the rst two cases are the correlated loss in acceptance due to the beam hole and
hard gluon radiation which sometimes pushes both b-hadrons in the same hemisphere. An
example of an algorithm related correlation is the possible bias in the primary vertex position
due to the inclusion of a displaced track produced in a b-hadron decay. The primary vertex
is pulled by the b-hadron causing the bias and pushed away from the opposite

b , yielding
a negative correlation. Great care is taken by the most precise measurements [95, 127, 128]
to identify the cause of the correlations and make sure that the Monte Carlo simulation is
reliable in predicting the magnitude of the eect. In these measurements the value of the
coecient C
b
is very close to 1.0, and any deviation due to individual components is of the
order of the percent, or less.
The eciency of lighter quark, in particular of charm, are another source of systematics.
The uncertainty on 
c
is evaluated with the help of Monte Carlo simulations tuned to re-
produce charm hadron properties (lifetimes, decay multiplicities) measured at lower energy
experiments. A major uncertainty for the eciencies of light quarks is related to the yield
of hard gluons splitting to a b

b pair. Theoretical arguments [129] as well as the directly
measured g ! cc [130] are used to constraint this process.
Another source aecting the size of the estimated charm background is the value of
R
c
. Since this is predicted quite precisely by the Standard Model results are usually given
assuming R
c
= 0.172; nevertheless the dependence of the result on R
c
is given by all papers




averages described later on.
Double tagging provides the most accurate measurements to date. The tagging method
should be highly ecient, therefore event shape [117] and, even better, lifetime tagging [91,
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131, 96] are best suited; results using lepton tagging alone suer from statistics [114], but can




. In the most recent measurements
[95, 92, 128, 132, 133] several tagging methods are used to increase eciency. Multitag
methods also have the advantage to enable, at least for some of the tagging variables, the
determination of charm and lighter quarks eciencies from data, reducing the dependence








are a signature of Z ! cc events and can be used to measure R
c
. The
techniques used to detect prompt D

and to disentangle them from b-hadrons decay products







, which is most often used, can be written as the product of the following quantities :
R
c















where P (c! D

) is the probability that a c quark hadronizes in a D

. The rst published
measurements at LEP assumed that the hadronization of c quark yields the same fraction of
D

as in lower energy measurements [134] and R
c
was measured with this hypothesis [119,
135]. This assumption relies on the expectation that no signicant dierences exist in c quark
hadronization to excited D states over a wide range of energies far from charm threshold
production. With the full statistics collected at the Z by LEP experiments it is possible
to perform measurements free from this assumption by using double tagging techniques
[136, 137, 126]. As the double tagging sample suers from low statistics one of the two
D

is taken from the inclusive D

sample by tagging the soft pion (see Section 3.1.4). This
method was originally employed to perform a single tag R
c
measurement [124]. This requires
a careful assessment of the background below the prompt D

peak due to secondary B ! D

decays and resonances yielding pions at low transverse momentum. Since all excited D states








yield can be used to perform an R
c
measurement. This technique has been pioneered in [135] and recently extended to double
tagging [136]. One method which is relatively free from assumptions is the charm counting











as essentially all charm hadrons are decaying to one of these weakly decaying states.
Measurements of R
c
using this method have been recently presented [137, 138, 139]. Precise
measurements of R
c










measurements the systematic error is the dominant component of the
total error. This means that averaging the measurements requires a careful assessment of
the common systematics. A robust procedure to average Heavy Flavour electroweak mea-
surements has been dened by the four LEP Collaborations within the LEP Electroweak
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measurements and the resulting LEP/SLD average are
compared with the MSM prediction. The hatching code of the MSM prediction is described
in Fig. 1.3. The MSM prediction for R
c
is a very thin line almost coincident with the average
of the measurements.
Working Group [140]. This procedure also takes care of the correlations between dierent













= 0:2170  0:0009
R
c
= 0:1734  0:0048 :
The average is compared to the most precise results and to the Standard Model expectation




averages are negatively correlated and the correlation coecient
is {0.20 . This result is shown in Fig. 3.10 together with the Standard Model expectation
versus the top mass. The agreement with the Standard Model for R
c
is very good while
for R
b
is slightly worse than one standard deviation. It has to be said that the latest R
b





where o with respect to the expectations. Since then a considerable
eort has been done to improve the understanding of the systematics and, in particular for
R
b
this has led to a reduction of the charm background and to the development of analyses




















showing the 1, 99% CL and 3 counturs.
The Standard model expectation in function of the top mass is indicated.
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Chapter 4
Asymmetries at the Z pole
Parity violation in the weak neutral current is caused by the the dierence of couplings of




! Z ! f

f with
unpolarized beams, parity violation in the production causes the Z to be polarized along
the direction of the beams. The amount of polarization (A
e
) depends on the ratio between
vector (g
V e
) and axial vector(g
Ae




























In the parity violating decay of the Z! f

f , the fermion is emitted in a preferential direction








comes from the integration over the polar angle. Due to angular momentum
conservation, the helicity of the fermion is correlated to the direction of the spin of the Z.
Each Z decay into an f

f pair can be characterized by the direction and the helicity of
the emitted fermion f . Calling forward the hemisphere where the electron beam is pointing,
the events can be subdivided into four categories: FR, BR, FL and BL corresponding to
right-handed (R) or left-handed (L) fermions emitted in the forward (F ) or backward (B)
direction. The total cross section 
TOT
is measured adding up the four categories and three




























































depends only on the helicity of the fermions emitted in the
decay of the Z and is not sensitive to the parity violation in the production. The forward-
backward polarization asymmetry A
FB
pol





collision and does not depend on the avour of the fermion emitted in the Z decay. The
forward-backward asymmetry A
FB
is proportional to the product of the two eects and can
be measured without analyzing the polarization of the nal state. The rst two asymmetries
require the measurement of the helicity of the fermion. In practice it can be statistically




. The forward-backward asymmetry A
FB
is easier
to measure because only the identication of the charge of the fermion and the measurement
of its direction are needed. It can be measured for all tagged avours (e, ,  , s, c and b)
and inclusively for hadrons (jet charge asymmetry).
Beam polarization provides the most natural way to separate initial from nal state
couplings. The simplest way to access initial state couplings with polarized beams is the
measurement of the left-right asymmetryA
LR




are measured at SLD with the electron beam having left-handed(l) or right-handed(r) po-
larization while the positron beam is unpolarized (lower cases indices are used to distinguish















where P is the average beam polarization.
Beam polarization is useful also for the measurement of the nal state couplings where
one can take advantage of the dierence { which is sizable especially for quark production {
in the forward-backward asymmetry when the polarization of one of the beams is switched
from left-handed to right-handed. It is convenient to dene the forward-backward polarized
























is the forward cross-section for the left-handed beam and the other terms are
dened using the same convention.
These asymmetries have been measured at LEP and SLC and have been interpreted as
measurements of the ratios of the coupling constants of the fermions to the neutral current.
To match the experimental precision the measured asymmetries have been corrected for the
eects of initial and nal state radiation, for the photon exchange and the Z  interference
using the Standard Model prediction. Moreover their predicted energy dependence is used




. In this report the superscript "
0
" indicates
that the measured asymmetry has been corrected for the above mentioned eects. In the




the corrected asymmetries can be expressed in terms

















































u and c quarks .07 -4.0
d, s and b quarks .10 -5.6






various fermion species at the pole of the Z. The numerical values of the couplings given in
the Appendix are used.
The vector coupling of charged leptons (`) to the neutral current is small compared to
the axial vector coupling and the expected value of A
`
is about 15%. The expected forward-
backward asymmetry of leptons at the Z pole is very small ( 1:5%) whereas it changes
very rapidly with energy. Therefore, the precise determination of this asymmetry requires a
careful handling of the energy dependence. The other asymmetries are larger (see Table 4.1
for the forward-backward asymmetries) and their energy dependence is less important and
can be handled by applying a simple correction to the measured value.
Assuming lepton universality, the ratios of the couplings of the Z to the charged leptons






















The asymmetries involving leptons provide a direct determination of the eective mixing
angle. As is shown in Section 4.5, the forward-backward asymmetries measured from quark





up to a very small correction.




(see Eqn. 4.9). In
the case of quarks the second termA
f






of the dependence on the weak mixing angle toA
e
. Therefore at the Z the forward-backward





, while for leptons it shows
a quadratic dependence. The eect of this behaviour is shown in Table 4.1 where the





is given for leptons, for u-type





is maximal for the A
LR
asymmetry and for











4.1 Lepton Forward-Backward Asymmetries.
The lepton forward-backward asymmetry is measured from the angular distribution of the








() after these events are selected with proce-
dures similar to those used for the measurement of the total cross section (see Section 2.2.3).
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nal state, the t-channel photon exchange is taken into account
subtracting the MSM expectation for the angular distribution of all the t-channel contribu-
tions from the measured angular distribution. This expectation is dened as the complete









The information contained in the angular distribution is extracted from the data either
by counting the events with the negative lepton in the forward or the backward hemisphere
and applying Eqn. 4.4 or by tting the odd term A
FB





















where  is the angle of the negative lepton and C(cos ) is an acceptance function which is
symmetric, provided the selection eciency is charge-symmetric or forward-backward sym-
metric. This method assumes a given behaviour of the angular distribution and, under this
assumption, allows a more accurate determination of A
FB





(`) (` = e;  and  ) are extracted by tting the measured
A
FB
(s) to a model independent formula that explicitly incorporates the photonic corrections
and also those due to boxes and to imaginary parts, notably the imaginary part of the photon
vacuum polarization  (see Section 1.2). The tting formula takes into account the energy
dependence of the asymmetry and the t is done simultaneously with the lineshape data to




The energy dependence near the Z peak (given in the Appendix) is caused by the inter-







Since the vector couplings of the leptons are small, the slope of A
`
FB
(s) as a function
of the energy is mainly sensitive to the axial couplings. In the simultaneous t of the
lineshape data and A
`
FB
(s) the axial couplings are mainly determined by the lineshape and







. In a dierent
approach [76] the slope of the asymmetry is described by a free parameter and the consistency
in the determination of the axial couplings between the lineshape and the forward-backward
asymmetries are checked.
The measurement of A
0
FB
(`) is quite simple and robust and its accuracy is limited by the
statistical error. When a log-likelihood method is applied to t the data using formula 4.13,
the result is independent of the detection eciency of the apparatus as a function of the polar
angle, provided it is charge-symmetric or forward-backward symmetric. Typical systematic
errors quoted by the LEP experiments are of the order of A
0
FB
(`) = 0:001 for ` = ;  .
For ` = e, the theoretical uncertainty introduced in the treatment of the t-channel terms,
increases this error to A
0
FB




(`) = 0:0008, comparable to the experimental systematics. Some of
these errors are common to the four experiments and are treated in a correlated way when
averaging the measurements.
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Assuming lepton universality, the three measurements of A
0
FB
(`) for ` = e;  and  can
be averaged. The results of these averages of the four LEP experiments and the global LEP
average are shown in Fig. 4.1. The LEP average, including also preliminary results presented
at the Jerusalem Conference [13], is A
0
FB
(`) = 0:0171  0:0010 :
Figure 4.1: The most recent measurements of A
0
FB
(`) and the resulting LEP average com-
pared with the expectation of the Standard Model. The hatching code of the MSM prediction
is described in Fig. 1.3.





using Eqns. 4.9, 4.1
and 4.12. Alternatively, using Eqns. 4.9 and 4.1, the measurements of A
0
FB
(`) for ` = e;  and









for the three charged leptons up to a common sign.
4.2 Tau polarization asymmetries
The measurement of the  polarization as a function of the polar angle is used to measure
the two asymmetries dened by Eqns. 4.2 and 4.3.
The helicity of the two taus from Z decay are nearly 100% anti-correlated and the tau




















is the cross section
to produce a left-handed 
 
. Comparing this denition with Eqn. 4.2, it follows that the
polarization asymmetry A
pol
is equal to the tau polarization measured on the entire cos 
range. The forward-backward polarization asymmetry A
FB
pol
can be measured comparing the
polarization measured in the forward and in the backward direction.
A more sensitive method is to t the measured dependence of the polarization as a


























is the forward-backward asymmetry of the tau pairs.
The polarization of the  is measured exploiting the parity violation of its decay [144]
that is mediated by the weak charged current. Due to the undetected neutrinos the 
direction cannot be precisely reconstructed and all polarization estimators have to be dened
in the laboratory reference system. The  polarization is obtained by tting the measured
distributions for each  decay channel. Since decay distributions of a 
 
with given helicity
are identical to those of a 
+
with opposite helicity, the decay distributions of a 
+
decaying
at a polar angle  can be simply added in the analysis to the distributions of the 
 
decaying
at polar angle    .
In the case of the two body decay  !  and for the leptonic decays  ! ` the
only available observable of the  decay is the energy (momentum ) of the charged particle
and the decay distributions have simple forms[145]. The hadronic decays  ! (2; 3) are
more dicult and various methods[146, 147, 148] have been proposed to measure P

from
the decay distributions. The decay modes with more than three pions in the nal states,
which correspond to about 10% of the branching ratio, are not useful for the polarization
measurement because the description of the decays depends on model assumptions and
because they cannot be selected with high purity.
The measurement of the polarization is dominated by the  !  and  ! 2 chan-
nels that have large sensitivity, large branching ratios and can be selected with sucient
high purity. The leptonic channels have smaller sensitivities because of the two undetected
neutrinos in the nal state.
When both  's from the same Z decay are used in the polarization measurement the
correlated decay distribution [146] should be used to take into account the correlation induced
by the fact that the helicity of the two  's are nearly 100% anti-correlated. In practice this
eect is small because typical selection eciencies are of the order of 50% and only in a
relatively small fraction of the events both  's are selected for the measurement.
The tau polarization has been measured by the four LEP experiments [150, 151, 152, 153]




events and identifying the  decay channel. The typical signature of
the decay of the Z boson in two  's is the detection of two almost back-to-back very collimated
jets with small charge multiplicity and with large missing energy and unbalanced transverse
momentum due to the undetected neutrinos. The tau decay channels are separated using
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charge multiplicity, particle identication, photon counting and the invariant mass of the
visible state. For a review see [149]. No attempt is done to separate pions from kaons since
they have similar decay distributions. The large background from Z decays into electron and
muon pairs is rejected mainly by applying cuts on the opposite jet in order to minimize the
energy dependence of the eciency.
The eciencies and purities are very dierent in the various experiments, reecting the
dierent design of the detectors, and have a strong dependence on the polar angle. Some
experiments restrict the acceptance of the analyses to the central region where particle
identication and photon counting are more powerful, thus reducing the sensitivity to the
measurement of the polarization asymmetry.
In the  channel the main source of background is from tau decays into 2 when the
photons from the 
o
decays are not identied. The purity of the selected samples ranges
from 84% to 94% depending on the experiment. In the 2 channel the main source of
background is from  decays with more than one 
0
. The purity of the selected samples
ranges from 80% to 92%.
The charge, the momentum and the direction of the charged particles are measured
with the tracking devices, except for L3 where the energy deposits in the calorimeters are
combined with the momentummeasured by the tracking chamber. In ALEPH and DELPHI
the photons are reconstructed as local maxima in the highly segmented calorimeters at a
distance of a couple of centimeters from the impact point of the charged particle track. L3
and OPAL t the shower prole in the calorimeters using reference histograms to subtract
the energy coming from the hadronic shower of the nearby charged pion.
The t for the polarization uses two sets of reference decay distributions obtained applying
the selection program to simulated data produced with the KORALZ Monte Carlo [154]
and the full detector simulation. The two simulated sets are generated respectively for
positive and negative 
 
helicity (see Fig. 4.2). The polarization is extracted by performing a
binned maximum likelihood t of the measured distributions to the sum of the corresponding
simulated distributions normalized by the coecients N(1 + P

) and N(1  P

).
With this procedure the main systematic errors are related to inconsistency between data
and Monte Carlo. Since the kinematic variables used in the t depend on the momentum, an
important source of systematic error is linked to the momentum dependence of the selection
eciency. In the 2 channel the simulation of showers in the electromagnetic calorimeter
is also an important source of systematics. The dependence on the model [148] used for the
simulation of the decay  ! 3 does not aect the nal result since the weight of this
channel is small.
The measurements obtained from the dierent  decay channels are consistent with each
other. They are averaged to obtain a more precise measurement of P

in few separate cos 







is small ( 0:02) and well measured its uncertainty is not propagated





. In some experiments the small term A
FB
is expressed































































.2 d) χ2/DOF = 14.3/9
Figure 4.2: Distribution in the kinematic variable used in the ts for four dierent  decay channels
where the data (shown with error bars) are integrated over the cos  range. Overlaying these
distributions are Monte Carlo distributions for the positive (dashed) and negative(dotted) helicity
 leptons and for their sum (solid) assuming the tted value of P

. The small background from
non Z !  events is shown as hatched histogram (almost invisible in the gure).














using Eqns. 4.7 and 4.8 after a small correction (' 0:003) is applied to take into account the
eects of the photon exchange, the Z    interference and initial and nal state radiation.




and their averages including preliminary
results presented at the Jerusalem conference [13]. The accuracy is typically limited by the




can be interpreted using Eqn. 4.1 as




for ` = e and  . Assuming lepton universality they can











measured using  polarization and
the resulting LEP averages compared with the expectation of the Standard Model. The
hatching code of the MSM prediction is described in Fig. 1.3.
4.3 Measurement of A
LR
at SLD
The left-right asymmetry (see Eqn. 4.5) has been measured with increasing precision by
the SLD experiment [155, 156] thanks to the possibility of operating SLC with a polarized
electron beam [157, 158].
Polarized electrons are produced by a circularly polarized laser source hitting a GaAs
photocathode, allowing SLC to be operated with an electron beam polarization of about
80%. The sign of the polarization is randomly chosen at the frequency of the SLAC machine
pulse rate, so that the measurement is not aected by time variations of the apparatus
eciency.
The asymmetry of the cross sections is measured in a counting experiment. Hadronic Z
decays are selected with 99.9% purity requiring at least 4 charged tracks, at least 22 GeV
visible energy in the calorimeters and an energy imbalance (ratio of vector to scalar energy













)  0:12 is
measured. A small correction of (0:06  0:06)% is applied to take into account the residual
contamination and small beam asymmetries.
The polarimeter measures the longitudinal polarization of electrons by Compton scatter-
ing after the interaction point with circularly polarized light of a Nd:YAG laser beam. The
compton scattered electrons are deected by the rst beam line dipole after the interaction
point and enter a threshold Cerenkov detector segmented in seven cells transverse to the
beam line. The Compton cross section asymmetry between the two laser polarization is cal-
culable within QED and is compared with the measured asymmetries providing a redundant
measurement of the product (P)P

of the electron and laser beam polarization. The laser
beam polarization, typically 99.8%, is continuously monitored. The statistical accuracy on
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(P) is of 1% every three minutes. The relative systematic uncertainties in the polarization
measurement are summarized in Table 4.2. The last entry of this table is the eect of the
dierence between the measured polarization and the polarization at the interaction point,
mainly due to o-energy electrons which do not contribute to the eective luminosity [155]
Uncertainty 1994/5 1996
Laser Polarization 0.2 0.2
Detector Linearity 0.5 0.5
Detector Calibration 0.29 0.30
Electronic Noise 0.20 0.20
Interchannel Consistency { 0.80
Compton/SLD IP 0.17 0.18
Table 4.2: Relative systematic uncertainties (%) on the electron beam polarization at
SLD [159]. The 1996 result is preliminary and is expected to be reduced after the full
analysis is completed.
The uncertainty on the polarization measurement gives the main systematic error for the
left-right asymmetry determination. The measured value of the asymmetry A
LR
is slightly
corrected by +0:0029 to take into account the eects of the photon exchange, the Z   




= 0:1545  0:0032 (4.16)











4.4 Universality of the neutral current couplings
Lepton universality requires that the vector (g
V `
) and the axial (g
A`
) couplings of the neutral
current to electron, muon and tau are equal. The sum of the squares of the couplings is deter-




(see Section 2.5) using
Eqn. 1.11. The ratio of the vector and axial couplings is determined by the measurements
of the asymmetry A
`
dened in Eqn. 4.1 and described in the previous sessions.
Fig. 4.4 shows the comparison of the measured vector and axial coupling constants of
the neutral current to the dierent lepton avours: the vector coupling of the muon is less




(). The measurements are in good agreement and lepton universality is tested to 0.2%










































for ` = e; ;  measured by LEP and the constraint
from the SLD measurement of A
e
are compared with the prediction of the Standard Model.
4.5 Quark FB asymmetry
The measurement of the forward-backward asymmetry of the decay Z! qq provides a very





. Indeed, as shown in Table 4.1, the sensitivity of fermion
forward-backward asymmetries to the mixing angle is particularly enhanced for quarks. A
further advantage of the quark asymmetry is that the dependence on the actual value of
the centre-of-mass energy (see Appendix) is much weaker than for leptons because of their
smaller electric charge.







from the quark forward-backward asymmetries requires
the knowledge of A
q
























The residual vertex correction C
q
is computed in the MSM. For udsc quarks this correction is
small and has very little dependence on the parameters of the model, while for b it depends
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on the top mass because of the additional Z ! b

b vertex corrections (Fig. 1.2) and it is
+0.0014 for a top mass of 175 GeV [160]
Measuring the asymmetry for a given quark requires to evaluate its original charge from
particles detected in the experiments. When the correlation from the charge of primary
hadrons and their decay products is exploited, for instance by means of prompt leptons
or D

, the decay products themselves provide the separation of the interesting events from
other quark species. An alternative method is to employ an ecient event tagging, such as
the lifetime b tagging described in Section 3.1.1, and to measure the original quark charge
with a jet charge technique.
Most of the measurements given in the following Sections rely on the heavy avour tagging
methods described in Section 3.1. The precision obtained on the b and c asymmetries requires
a careful assessment of the correction needed to extract A
0
FB
as dened in Eqn. 4.9 from the
observed experimental asymmetry. This includes the treatment of QCD corrections.
The weak mixing angle can also be determined from the forward-backward jet charge
asymmetry of inclusive hadrons without explicit tagging of individual avours. These mea-
surements, which require the detailed understanding of inclusive hadron properties, are de-
scribed in the last Section.
4.5.1 The asymmetry of b and c quarks from leptons
In primary semileptonic decays of b hadrons there is a natural correlation between the sign
of the lepton and the particle-antiparticle nature of the original b quark. Therefore a pure
sample of b! ` decays, obtained with the lepton tagging techniques can be used to measure
the b forward-backward asymmetry. Experimentally the best denition of the primary quark
direction is provided by the thrust axis, especially if both charged and neutral particles are
used.
The thrust axis is normally taken as pointing to the hemisphere containing the lepton,




=  Q cos 
thrust
:
In a sample of semileptonic b decays, the asymmetry A
obs
FB
can be measured from the
odd term A
FB
in the angular distribution of Eqn. 4.13. Provided the lepton and antilepton
identication eciencies are the same, the acceptance term C(cos 
b
) is symmetric and does
not contribute to the evaluation of the asymmetry if a likelihood method is used to t the
angular distribution. An example of acceptance corrected angular distribution can be seen
in Fig. 4.5.










asymmetry is lowered by a factor (1 2) where  is the average b mixing parameter dened
as the probability that a produced b state yields a




















Figure 4.5: Forward-backward b asymmetry from inclusive leptons. The angular distribution
as seen by the ALEPH experiment before and after acceptance corrections.
further diluted by the presence of the b ! c ! ` cascade which yields the wrong charge,
hence reverses the direction of the b quark, and by the charm semileptonic decay which is





































are respectively the true b asymmetry, the c asymmetry and the eective background
asymmetry due to lepton fakes. The small components due to a  from a b decay (b!  ! `)
and from b! c c s followed by c! `
 




is small but dierent from zero because of correlations in sign
between high p
?
hadrons and the original quark. This eect is normally evaluated by Monte
Carlo simulations tuned on data.
The use of the above relation to extract the b asymmetry requires assumptions on the c
asymmetry or an independent measurement of the c asymmetry itself. This can be avoided if,
instead of applying a p
?
cut, a t of the lepton distribution in the (p, p
?
) plane is performed
by taking into account the lepton composition in each bin of the plane. In such a way
the c asymmetry is a free parameter of the t and can be evaluated from low p
?
leptons.
The typical correlation between the b and c asymmetry when measured simultaneously in
lepton ts is 20%. The precision of present measurements [114, 161, 100, 162, 102, 163] of
the b (and c) asymmetry using leptons is limited by the statistics of the sample, the main
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systematic error being the uncertainty on the mixing parameter . It should be pointed out
that modelling assumptions on the lepton spectra, which are necessary in order to calculate
the 
i
fractions, are not a main source of systematics for the b asymmetry because the
eect of these assumptions on  and on the semileptonic branching ratios BR(b ! `) and
BR(b! c! `) works out in opposite directions, hence they are partially cancel out for the
asymmetry.
4.5.2 The asymmetry of c quark from D

The charge correlation between prompt D

and c quarks can be exploited to measure the
c asymmetry in a way similar to the b asymmetry for high p
?
leptons. Here the main
discriminating variable between the c and b sector is the scaled energyX
E
(see Section 3.1.4).
A cut on X
E
allows to select high energy D

and therefore a rather pure sample of Z! cc .
The typical purity for X
E
> 0:5 is about 80%. The thrust axis direction, signed by the D

charge, is used and a log likelihood t to the angular distribution is performed.
Since D

's are selected by means of invariant mass cuts in channels which have a sizable
amount of background, particular care has to be taken to evaluate correctly the background
contamination which dilutes the asymmetry. For this purpose event mixing techniques (i.e.
taking the D meson combination and the slow pion from opposite hemispheres or from
dierent events) are used to evaluate the background shape in an unbiased way. This allows
to treat partially reconstructed events and signal reections which, being charge-correlated
to the original quark, should not be counted as background. Sidebands of invariant mass
peaks or mixed events themselves can be used to evaluate the background asymmetry which
is generally close to zero.
When a hard cut on X
E
is applied, the eect of the b asymmetry, which originates from
the charge correlation in the b ! D

process, has to be taken into account and subtracted
using an independent measurement of A
b
FB
[164]. Otherwise the X
E
shape can be tted
to a c and b component and both c and b asymmetries can be measured [125, 165, 166].
In all cases the eect of b mixing on the b asymmetry needs to be accounted for in a way





therefore the eective  parameter is dominated by 
d
.
4.5.3 The asymmetry of b quarks from jet charge
Tagging methods based on the long lifetime of b hadrons give the best performance in select-
ing Z ! b

b decays (see Section 3.1.1). As lifetime tagging does not directly provide a way
to separate b from anti-b quarks a charge estimator has to be built from the b hadronization
and decay products. The event is divided into two hemispheres using the thrust axis and






















is the longitudinal component of the momentum of charged particle i with respect
to the thrust axis, q
i
is the charge of the particle and the sum runs over the charged particles
in a given hemisphere. The  parameter weighs the momentum of each particle and is set to
the value giving the smallest statistical error to the measurement. This quantity is used in
a statistical way, taking advantage of the fact that fragmentation and decay products retain
some memory of the original quark charge.
The average value of the dierence between the jet charge in the forward and backward














which holds for a pure sample of Z! b

b decays. The quantity 
b
is called b charge separation
and its knowledge is necessary in order to extract the asymmetry. For a pure sample of a
given quark avour the charge separation 
f
can be measured from data by comparing the










which is narrower and
with an average value close to zero, as can be seen in Fig. 4.6. The procedure is explained
in detail in [167, 168].
Actually, lifetime tagged samples are contaminated by lighter quarks, in particular charm,





















are the purities for each avour (P
u;d;s;c
 1) and C
f
acceptance factors which
depend on the quark avour, since the lifetime tagging biases the polar angle distribution of
dierent avours in dierent ways. The charge separations for light quarks cannot be mea-
sured on data, therefore the b asymmetry extraction is aected by Monte Carlo dependent
small corrections.
This method allows to measure the b asymmetry with a statistical precision similar to the
method based on semileptonic decays: lifetime tagging selects b hadrons with much higher
eciency, but this is compensated by the reduced sensitivity of the charge estimator. An





oscillations is included in 
b
which is
measured with data, hence an explicit correction for b mixing is not needed. On the other
hand, since the asymmetry is measured from the charge ow in forward versus backward
hemispheres, the angular acceptance has to be studied and it is a source of systematic
error, in contrast to the measurement based on semileptonic decays. The main systematic
errors arise from uncertainties in the fragmentation modelling used in the evaluation of
the charge separations  for light quarks and from detector biases for the 
b
measurement.
Published measurements of the b asymmetry using jet charge can be found in References
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Figure 4.6: Distributions of Q
FB
and Q in the measurement of the b asymmetry from jet






are the widths of Q
FB
and Q for a b quark
going forward. The charge separation (
b
) can be measured by comparing the total width of
Q
FB
to the width of Q.
4.5.4 Corrections to the measured Heavy Quark asymmetries
The extraction of the eective electroweak mixing angle requires the evaluation of the cor-






(c), from the measured asymmetries. Corrections
have to be applied for QED initial and nal state radiation and for the eect of photon ex-
change and Z- interference, similarly to what is done for the lepton forward-backward






Heavy quark asymmetries are also aected by radiative corrections due to strong interac-
tions [170, 171, 172]. It can be shown [171, 172] that one-loop QCD corrections are sucient
at the level of precision of present measurements. They consist of virtual vertex corrections
and gluon bremsstrahlung corrections to the nal states. The latter require a correct deni-
tion of the b quark direction, which should closely match the experimental denition based
on thrust axis reconstruction. This has been done in [172] where full one-loop corrections,
including quark mass eects, have been calculated. The correction can be expressed as a







is a avour dependent coecient.
Typical values of b and c quark masses yield C
c
= 0:87 and C
b
= 0:79. The experimental cuts
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measurements and the resulting LEP average. The
measured asymmetries have been readjusted to common values for the relevant parameters
(as the  mixing parameter) and translated into pole asymmetries. Only measurements at
the Z peak are shown. The displayed error does not include systematics which are common to
at least two measurements. They are compared with the prediction of the Standard Model.
The hatching code of the MSM prediction is described in Fig. 1.3.
bias the theoretical corrections, for instance the momentum cut which is applied in lepton
tagging selects events with reduced gluon radiation and thus has the eect of lowering the
correction [173]. QCD corrections do not apply when the b asymmetry is measured with
a jet charge technique as described in Section 4.5.3. In this case the b charge separation,
measured with data, naturally incorporates the eect of hard gluon radiation. The sizes of
the theoretical corrections used to extract the tree level asymmetries are shown in Table 4.3.
Relative corrections
Eects b asymmetry c asymmetry
QED I.S.R. +4.4% +15.6%
QED F.S.R. +0.02% +0.08%
 exch. and Z- interf. {0.003% {0.1%
Final state QCD corr. +3.1% +3.6%
Energy corr. at peak {1.5% {5.1%
Table 4.3: Relative corrections to the experimental asymmetries.
Averaging several measurements of b and c forward-backward asymmetries requires a
correct treatment of the correlations between dierent techniques and dierent experiments.
Still this is not as crucial as for other heavy avour measurements, since all the results are
dominated by the statistical error. The present world averages for the corrected asymmetries,
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(c) = 0:0739  0:0048 :
There is a 10% correlation between the two results. The averages include preliminary results
presented at the Jerusalem Conference. The most precise results, together with the average,
are compared to the Standard Model prediction in g 4.7.
4.5.5 Measurement of jet charge asymmetry in Z! qq
The measurement of jet charge has been introduced in Section 4.5.3 for a sample of hadronic
Z decays highly enriched in Z! b

b . The same technique can be applied to the full Z! qq









































where C is the geometrical acceptance. This relation is a linear function of A
e
and can be
used to extract the electroweak mixing angle from a measurement of the jet charge forward-
backward asymmetry.






At parton level 
f
is equal to twice the quark charge (2q
f
) but hadronization and decays
dilute the charge separation in a avour-dependent way: for example, the charm charge
separation gets particularly reduced by the presence of the soft pion in the D
+
decay. The
soft pion retains memory of the original charm charge, but being low momentum it gets a
low weight from the jet charge denition (see Eqn. 4.17). The 
f
's can be computed with
Monte Carlo simulations of the hadronization process and of the charge ow in the detector
[174, 175, 176].
Measuring at least some of the 
f






extraction. As is explained in Section 4.5.3, 
b
can be measured from pure samples
of Z ! b

b decays. In [177] a novel technique has been employed to evaluate 
c
from
lifetime tagged samples with varying charm content, as well as from fast D
+
tagged samples.
Individual charge separations for lighter quarks cannot be measured separately, however the
average 
uds









i distributions or, equivalently, from forward-backward jet charge correlations [167, 177].







particular the simulation has to be tuned to measured kaon and  production in order to
have a realistic description of strangeness production. Indeed the uncertainty on the 
s
parameter, which controls the relative amount of s versus u and d quark production from
the sea is one of main source of systematics [174, 175, 176, 177].





from the jet charge asymmetry, including new







= 0:2322  0:0010
where the error is dominated by the fragmentation and decay modelling uncertainty.
4.5.6 Measurements of Heavy Quarks forward-backward polarized
asymmetries
The measurement of the combination of nal state couplings A
b
is complementary to the
determination of R
b













), thus probing dierent electroweak corrections than A
e
[180].
The polarized forward-backward asymmetry of b and c quarks have been measured by the
SLD experiment using avour tagging techniques very similar to the one used for unpolarized
asymmetries (see Chapter 3 and Section 4.5). Lifetime tagging coupled to jet-charge provides
the best determination of A
b
[181, 182], the t of the inclusive lepton spectra provides a




[186, 184], D and D
+
mesons are used to measure A
c
[187]. Lifetime tagging analyses based on the correlation between the charge of identied





[183, 185]. These measurements are corrected for QCD eects, the correction depends
on the avour tagging technique and it is about 3%, similarly to the unpolarized case (see
Section 4.5.4). A nice feature of forward-backward polarized asymmetries is their weak
dependence on the centre-of-mass energy within a few GeV around the Z pole [180]. This
makes the measurement essentially independent from QED initial state radiation. The SLD
results are combined [13], yielding:
A
b
= 0:900  0:050
A
c
= 0:650  0:058





The A parameters for b and c quarks can be evaluated at LEP from the unpolarized b and









(see Section 4.6) obtaining A
b
= 0:871  0:025 and A
c
= 0:654  0:045. These




= 0:877  0:023
A
c
= 0:653  0:037
to be compared to the standard model prediction of A
b
= 0:935 and A
c
= 0:668. The
measurement of the c asymmetry is in agreement with the Standard Model prediction, while
the measurement of A
b
is 2.5 standard deviations lower than the predicted value.
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The most precise measurements of the asymmetries presented in the previous Sections can be





. A compilation of the various measurements is shown in Fig. 4.8.





and their average compared with
the prediction of the Standard Model. The hatching code of the MSM prediction is described
in Fig. 1.3.






= 0:23152  0:00023
with a 
2
of 12.5 for six degrees of freedom corresponding to a condence level of 5%.








from tau polarization and the measurement of A
0
LR
done at SLC which can







with the only assump-
tion of lepton universality. The second class contains the other three measurements. The
derivation of the sinus from them requires the knowledge of the A
q
terms that, as discussed





in the Standard Model.
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= 0:1505  0:0023 with a

2









= 0:23108  0:00030:







(c) are:  sin(b) =  0:00128 0:00052 and  sin(c) =  0:00032 0:00115.
The 2:5  discrepancy shown by  sin(b) is very strongly correlated with the discrepancy
(2:5 ) already discussed in Section 4.5.6 where a value of A
b




and compared to the Standard Model prediction. These discrepancies are caused by the
combination of two uncorrelated eects: as shown in Fig. 4.8 the eective mixing angle
derived from the LEP b forward-backward asymmetry is high compared to the average,
while the measurement from A
0
LR





The precise measurement done at the Z pole can be used to predict the mass of W boson
within the framework of the Standard Model. The comparison between the predicted and
the measured masses is one of the most stringent tests of the MSM. The direct measurement
of the W mass is briey described in the following Sections, together with the measurement
of the ratio between the neutral and charged current interaction of neutrino on isoscalar
target that provides an indirect determination of the ratio between the W and the Z mass.
5.1 Measurement of the W mass at pp colliders
At proton-antiproton colliders W bosons are produced with large cross-section by quark-
antiquark annihilation. Large samples of W decays into electron or muon plus neutrino are
selected with a background of few percents requiring an isolated lepton with high momentum,
large transverse missing energy caused by the undetected neutrino and additional cuts on
the energy of the recoiling hadronic system.
Since the longitudinal component of the missing momentum cannot be measured, there
is not sucient information to reconstruct the mass on an event-by-event basis. The W mass
M
W
is extracted from a model-based t of the jacobian lineshape of the transverse mass M
T
W
distribution (see. Fig. 5.1). The transverse mass is analogous to the invariant mass except












(1   cos ) (5.1)
where  is the angle between the lepton and the missing momentummeasured on the trans-
verse plane.
The W mass has been measured with this method by the UA2 collaboration [188] and
more recently by the CDF [189] and D0 collaborations [190]. The measurement of CDF is
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Figure 5.1: Transverse mass distribution in the run 1-b W sample of D0 [190].
3000 W !  candidates. The measurement of D0 is based on the full data sample where
they selected about 33000 W ! e candidates.
The largest single source of systematic error in these measurements is the determination of
the absolute energy scale. The momentum scale of the central detector of CDF is calibrated
using a large sample of J= decays to a precision of 6 10
 4
, contributing only 50 MeV
to the W mass measurement. This calibration is transferred to the calorimeter using high
energy electrons and correcting for radiation in the tracker. This procedure contributes an
additional 110 MeV scale uncertainty on M
W
in the electron channel.
The D0 calorimeter is calibrated using test beam data, Z and J= decays to electron
pairs and 
0
decays. The uncertainty on the energy scale results in a 77 MeV uncertainty
on M
W
dominated by the limited statistics of Z decays.




used for the t. The most relevant are the limited knowledge of the electron energy and muon
momentum resolutions, the simulation of the detector response to the recoiling hadronic
system and the distributions of the W transverse and longitudinal momentum. The rst two
eects are calibrated using Z decays, the latter is constrained also using the measurement
of the forward-backward charge asymmetry in W decays. The total systematic error on the
modelling is about 130 MeV for the CDF measurement in the electron channel, 120 MeV for
the CDF measurement in the muon channel and 130 MeV for the D0 measurement in the
electron channel, with small correlations. The average of the measurements of the W mass
from the pp colliders given at the Lepton Photon Symposium in Hamburg (1997) [191] is
M
W
= 80:41  0:09 GeV:
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5.2 Measurement of the W mass at LEP
Pairs of W bosons have been recently produced at LEP in two runs at center-of-mass energies





0:5 GeV) provides a sensitive measurement of the W mass because the dependence of the
cross section on the mass is mainly of kinematical origin. However, since the cross section
is measured only at one point, the determination of the mass can only be done within
the framework of the Standard Model, though with very small dependence on its input
parameters. At 172 GeV the W mass is measured from direct reconstruction of the nal
state.
The event selection is simple for the nal states where at least one W decays into lepton
plus neutrino. The nal state `` (11%) has two acoplanar leptons and missing energy,
while the nal state q
0
q` (43%) has an isolated lepton, two hadronic jets and isolated miss-
ing energy. These channels can be selected with high eciency and very low background.
The totally hadronic channel (46%) has a large QCD background that is less relevant at
172 GeV where the WW cross section is larger. The events are selected using many topo-
logical properties that are combined in a single distribution (neural networks, likelihood
function, weights) which is compared with the predicted distributions for the signal and the
background obtained with Monte Carlo simulation.
In the 161 GeV data sample each experiment [192, 193, 194, 195] has selected typically 5
events in the channel `` and 15 events in the q
0
q` channel. The small (few %) contribution
of four-fermion events not resulting in two real Ws in the nal state is subtracted using Monte
Carlo simulation. The cross sections measured in each channel are combined using the SM
branching ratios for the W decays. The results of the four experiments are averaged giving a
cross section for the production of two real Ws in the nal state (usually called CCO3 cross
section) of 3:69  0:45 pb that corresponds (see Fig. 5.2) to M
W
= 80:40  0:22 GeV. The
main systematic error on the W mass comes from the uncertainty on the beam energy and

















σWW = 3.69 ± 0.45 pb




√s = 161.33 ± 0.05 GeV  −
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At 172 GeV the W mass is measured by direct reconstruction using the q
0
q` and the
fully hadronic channels. A value of the W mass is extracted for each event using the energies
and the directions of the reconstructed jets and leptons, applying the constraints of energy
and momentum conservation and imposing, in some cases, the equality of the two W masses.
With this procedure, the absolute energy scale of the W mass is constrained by the beam
energy. The measured distribution is compared with the Monte Carlo expectations for
many W masses to t M
W
. The simulation predicts a bias of about 200 MeV, mainly due
to the combined eects of the constraints and initial state radiation. Each Collaboration
selected about 80 WW pairs for this measurement that is statistically limited. The main
systematic errors come from the simulation of the jets and, in the fully hadronic events,
from nal state eects involving quarks or hadrons from the decays of the two W's (colour
reconnection, Bose-Einstein eects). The LEP average mass with direct reconstruction is
M
W
= 80:53  0:18 GeV.
The two values of the W mass measured at LEP with two dierent techniques are com-
parable in precision. Their average is M
W
= 80:48  0:14 GeV. This average is in good










, i.e. the ratio between the neutral and charged current interac-
tion of neutrino on isoscalar target provides a precise indirect measurement [196] of the ratio
between the W and the Z mass with very little dependence on other unknown parameters
of the theory [197].



























where r = 0:38  0:01 is the ratio between neutrino and anti-neutrino induced charged

















(1 + 0:050  0:003):
The largest theoretical errors in Eqn. 5.2 come from uncertainties in the distributions of
strange and charm quark seas in the nucleon.
Events induced by the muon neutrino beam in thick calorimeters are classied as NC
or CC events using the event length, thus exploiting the characteristic penetration of the
muons produced in charged currents. The main experimental systematic error comes from
the model needed for the subtraction of the short charged current events which are mis-
classied. The largest source of contamination in the short event sample comes from events
where the outgoing muon does not cross the required number of counters and from events











with a statistical error of 0.0025. The main
contribution to the experimental systematics (0.0038) comes from the limited knowledge of
the electron neutrino ux, while the theoretical systematics (0.0039) is dominated by the
uncertainties in the charm production.
The present world average is essentially the combination of the measurements done by










= 0:2244  0:0047
or equivalently a value of M
W
= 80:22  0:21 GeV. This indirect measurement of the W
mass is compared to the other measurements in Fig. 5.3 together with the Standard Model
prediction.
Figure 5.3: Recent determinations of the W mass compared with the expectation of the




Precise measurements of many electroweak observables performed at LEP and SLC have been
presented in the previous Chapters. The rst Section of the present Chapter analyzes these
data within the framework of the Minimal Standard Model. In the following Sections possible
models beyond the MSM are studied. In particular, the epsilon variables [199, 200, 201] are
used to obtain constraints on new physics arising from Minimal Supersymmetric Standard
Model or Technicolor. Finally limits on extra neutral bosons are discussed in Section 6.3.
6.1 Standard Model Fits
The measurements of the electroweak observables discussed in this report are analyzed within
the framework of the Minimal Standard Model to verify whether the data are able to discrim-
inate the non trivial MSM radiative corrections introduced in Section 1.2. In a rst stage
the test is restricted to the subset of measurements specically sensitive to the dierent












are, respectively, directly sensitive to , , r and to the Z! b

b vertex correction.








with the MSM prediction. This plot contains almost all the information on radiative
corrections obtained from the Z lineshape and asymmetries measurements. The \Born"
prediction { where the only radiative correction included is the running of the electromagnetic
coupling constant { is not consistent with the measurements while they are consistent with
the MSM prediction for light Higgs masses with a condence level better than 68%.
The eect of non trivial electroweak corrections is even more apparent in Fig. 6.2, show-








are again inconsistent with the \Born" prediction and consistent with the MSM prediction










measurements, the latter mixing both dependences. The consistency of the
intersections provides a rather model-independent check of the direct and indirect determi-
nation of R
b





























the MSM predictions. The star shows the \Born" prediction ( only the running of  is
included) and the arrow shows the eect of its present uncertainty.
The previous plots show that the measurements are suciently precise to discriminate
the non trivial radiative corrections. It is now important to verify that measurements which
are sensitive to dierent radiative corrections show consistency with predictions when these
corrections are computed within the MSM with a given set of values for its input parameters.
This analysis is done with a 
2
t of the measurements to their MSM predictions using
the complete set of electroweak observables discussed in this report. In the t it is assumed
that the systematic errors { prevailing over the statistical ones for some of the relevant
measurements { have a Gaussian behaviour. The set of data used in the t is summarized
in Table 6.1. The two values for R
b
and the two values for R
c
are combined before the t
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with the MSM predictions. The star shows the \Born" prediction ( only the running of  is










is minimized recomputing the MSM
predictions of the 21 input observables with dierent values of the MSM parameters. G
F
is not varied since it is known with high precision while the Z mass { known with similar
precision { is varied to take into account the small correlation with some of the input data.
All the other MSM parameters are varied. Table 6.1 shows the result of the t and the
statistical signicance { in standard deviations { of the dierence between the measured
values and their MSM predictions. No signicant discrepancy is observed.
The 
2
of the t is 18 for 16 degrees of freedom, that corresponds to a condence level
of 30%. It is worth noting that the numerical value of the 
2
/d.o.f depends on the choice


















1 σ constraint from
Rl and  αs
Rb
sin2θlepteff










compared with MSM predictions.
set of individual direct measurements is much larger and some of them have been combined
with a-priori assumptions into the quantities used in the t. In the combination procedure
the information on the internal consistency among the combined measurements is lost and
therefore some relevant statistical information is missing. As an example, the largest pulls in







and from the forward-backward
b asymmetry. If these measurements were combined before the t together with the other
asymmetries, the resulting 
2
/d.o.f of the t would be smaller (see discussion in Section 4.6).












turn. In this study the Higgs mass is xed at 300 GeV. The results are given in Table 6.2.
91
Table 6.1: Summary of the measurements included in the combined analysis of Standard
Model parameters. Section a) summarizes LEP averages, Section b) summarizes the relevant
SLC results and Section c) the electroweak results from hadron colliders and N-scattering.
The size of the estimated systematic component of the quoted uncertainty is indicated in
parenthesis. The MSM t result in column 3 and the pulls in column 4 are derived from the
t including all data with the Higgs mass as a free parameter(M
H
= 109 GeV).













) 0:118  0:003(3) 0.119  0:3
a) LEP
line-shape and lepton asymm.:
M
Z
[GeV] 91:1867  0:0020(15) 91.1866 0:0
 
Z




[nb] 41:486  0:053(52) -0.01 -0.16 41.471 0:3
R
`








0:1411  0:0064(40) 0.1472  1:0
A
e
0:1399  0:0073(20) 0.1472  1:0
b and c quark:
R
b
0:2174  0:0009(7) 0.2158 1:8
R
c

















) 0:2322  0:0010(8) 0.23150 0:7
M
W










) 0:23055  0:00041(14) 0.23150  2:3
R
b
0:2124  0:0029(17) 0.2158  1:1
R
c
0:1810  0:0145(79) 0.1723 0:6
A
b
0:900  0:050(31) 0.935  0:7
A
c
0:650  0:058(29) 0.668  0:3
c) pp and N
M
W







(N) 0:2254  0:0037(23) 0.2230 0:6
m
t



















) = 128:896  0:090, with slightly larger
uncertainty and a large variation when the Higgs mass is moved from 70 GeV to 1 TeV. This






also very sensitive to M
H
(see Table 1.1 in Section 1.3).
When 
s
is left free, the data predict 
s
= 0:1211  0:0030
+0:0026
 0:0019
, in good agreement
with the world average 
s
= 0:118  0:003 and with the same accuracy for a xed value of
the Higgs mass. The inuence of the Higgs mass is, in this case, quite small because the




which is almost insensitive to the non-QCD radiative
corrections, as discussed in Section 1.4. The dierence between the value of 
s
obtained
from this t and the value quoted in Section 2.4.3, where 
s
was derived from R
`
alone,

















GeV, in perfect agree-
ment with the Tevatron measurement m
t
= 175:6  5:5 GeV. For a xed value of the Higgs
mass the uncertainty in the tted value is similar to that of the direct measurement. The
large variation of the central value when M
H
is changed reects the large correlation between




to radiative corrections already discussed in Section 1.4.
The results of the ts when only M
H






GeV. This value is in agreement with the negative result of the searches at
LEP, which bounds M
H
from below at about 77 GeV [15], and with the validity range of
our perturbative calculations [16] that bound M
H
from above at about 1 TeV. This result
is the best M
H
estimation now possible since it uses all the relevant data available. The
dependence of the radiative corrections on M
H
is logarithmic and the result of the t is more








Fig. 6.4 shows the 
2
variation of this t as a function of the Higgs mass and the eect
of the uncertainties produced by the limitation of the calculations used for the predictions,
already discussed in Section 1.3. A 95 % condence level upper limit M
H
< 420 GeV can be
derived from this t using the most pessimistic assumption for the theoretical error on the
calculations and neglecting the information contained in the lower limit from direct searches.
Recent calculations of higher order contributions for some of the main observables [203] may
reduce the theoretical uncertainty thus possibly reducing the upper limit on the Higgs mass
computed with this technique to about M
H
< 295 GeV.
A word of caution should be spent on the determination of the upper limit on the Higgs
mass: since the measurements are sensitive to logM
H
, small uctuations in the position of
the minimumgenerate signicant changes in M
H
and in its error, resulting in large variations
of the upper limit. Moreover the proper evaluation of the upper limit should include the
information contained in the direct limit from searches at LEP2. The main conclusion from
Fig. 6.4 is that the electroweak t prefers a light Higgs mass in a range consistent with the
negative searches performed at LEP2.
The last column of Table 6.3 shows the result of the t when the MSM input parameters
mentioned above are simultaneously unconstrained. Even in this case the data are precise
enough to predict values for these parameters. They are in good agreement with direct
measurements and theoretical expectations.
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Table 6.2: Results of ts to the dataset of Table 6.1 for xed M
H
values. The central values
and the rst errors refer to M
H
= 300 GeV. The second errors correspond to the variation of
the central value when varying M
H
















































Table 6.3: Results of ts to the dataset of Table 6.1 with the Higgs mass left free (column




































6.2 Tests of new physics using the "'s variables.
As already discussed in Section 1.4, there are four non-trivial and numerically relevant loop
corrections contributing beyond tree-level to the predictions of the observables presented in
this report. They are the three vacuum polarization corrections r,  and  and the
Z ! b

b vertex correction. In the MSM they have a similar leading dependence, as shown
by Eqn. 1.20.
In other models, due to the contributions of still undiscovered heavy particles, the vac-






could be dierent. It is then interesting to analyse
the precise electroweak measurements to extract the loop contributions as if they were inde-
pendent. Several possibilities have been suggested [199], among which the most popular are
the " parameters [200, 201]. The " parameters are a set of four variables, dened in terms
of measured electroweak observables which quantify the deviations of these observables with
respect to the Born prediction plus QED and QCD eects (\Born").









which are related to the loop

















































































































Figure 6.4: Variation of the 
2
of the t vs Higgs mass using all precision data. Dierent
lines correspond to results obtained using electroweak libraries with dierent options in the


































































is the Z! b

b vertex correction introduced to modify only the left-handed b-quark
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= 1   s
2
0
. This denition of the sinus is similar to the one in the tree level Eqn. 1.1














measure the deviations from the \Born" expecta-
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Here "
1




















has the quadratic sensitivity to m
t
from the Z ! b










and are hence more sensitive to possible
contributions from new physics.
The analysis in terms of the " variables can be extended with some dynamical assumptions
to other electroweak observables. In particular the observables discussed in this report can
be included in the analysis with the assumption that all deviations from the MSM are only
contained in the vacuum polarization diagrams and in the Z ! b

b vertex [201]. A subset
of the data shown in Table 6.1 is analyzed in terms of the " variables using the formulae of
reference [201] and propagating the present uncertainties in (M
2
Z
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Figure 6.5: The 39 % C.L. contours of the " variables are compared with the MSM predictions




. The \Born" expectation ("
i
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Figure 6.6: The 39 % C.L. contours of the " variables are compared with the MSM predictions




. The \Born" expectation ("
i
= 0) is indicated by a solid square.
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in good agreement with the Standard Model expectations.






, which are the variables mainly constrained
by LEP and SLD measurements. These results are compared in Fig. 6.6 with "
2
that is
linked to the W mass measurement. In these plots the 39% C.L. contours obtained from the





. The \Born" prediction corresponds to "
i
= 0 and is not compatible
with the results of the t which are consistent with the direct measurement of the top mass
and prefer a light Higgs mass.
6.2.1 Implications for the Minimal Supersymmetric Standard Model.
The Minimal Supersymmetric Standard Model (MSSM) [204] is a natural extension of the
MSM with solid motivations. It is a complete and consistent model and can be used to
predict all the observables discussed in the present report. However, the large number of
free parameters makes a direct attempt to t the data in the most general case very dicult.
Following references [27, 205] two limiting scenarios are contemplated:
 The \heavy MSSM", in which all supersymmetric particles (s-particles) are rather
massive. In this case the MSSM predictions for the radiative corrections reproduce the
MSM results with a light Higgs (M
H
 100 GeV) [206].
 The \light MSSM", in which some of the sparticles have a mass close to their present
experimental lower bounds. In this case, the pattern of radiative corrections may
deviate sizably from the MSM one. The most relevant dierences occur in vacuum
polarizations and/or in the Zbb vertex. Therefore, these eects can be described in
terms of the " variables obtained from the t described in the previous section.
Since the data interpreted in the MSM prefer a light Higgs, they are also compatible with
the heavy MSSM scenario. This case is illustrated in Fig. 6.7. In this gure the width of
the band of the MSSM prediction is due to the MSSM Higgs sector and corresponds to the
region covered by the allowed values for the masses of the Higgs bosons.
Several eects in the " variables are predicted [27, 207, 208, 179, 209] in the light MSSM
scenario . The good agreement of the " variables with their MSM expectations gives little
room for the expected deviations and limits on the MSSM parameters can be obtained.
However, in most of the cases large deviations respect to the MSM prediction correspond
to regions of the MSSM parameters already excluded by direct searches and no further
constraint can be derived.
6.2.2 Implications for Technicolor
Most Technicolor models produce large and positive corrections to "
3
[210, 211]. The exper-




are small enough to rule out a substantial class of simple versions
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plane. The \Born" expec-
tation "
i
= 0 is indicated by a solid square. The solid lines are the MSM predictions for




. The band between the dotted lines is the expectation for
a \heavy MSSM". The dashed line corresponds to the expectation for a simple Technicolor
model [211].
The tted value of "
b
also disfavours a wide class of such models: in extended Technicolor
models the same mechanism that generates the large top quark mass also leads to large
corrections to the Z ! b





6.3 Limits on Extra Neutral Bosons
In most grand unied theories the gauge group is such that, after the breaking of the GUT
symmetry, it gives rise to one or more extra U(1) groups [213]. If one of these groups, or
a combination of them, would remain unbroken at relatively low energies (a few TeV), the
eect of the extra neutral gauge boson (or Z') could be seen at LEP [214].
Extra Z bosons have three eects on LEP observables:
 The exchange of a virtual Z' in the s channel modies cross sections and asymmetries
for all pairs of fermions. However, since around the Z pole the interference between
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the almost purely imaginary Z-mediated amplitude and the almost purely real Z'-
mediated amplitude is very small, the eect of the Z' amplitude squared is very small
for Z' masses above the direct limits set by CDF and D0 [215].
 If the new neutral gauge boson and the Z boson mix, then the low mass mass-eigenstate
(the one seen at LEP1) does not coincide with the Standard Model Z boson. The
measured mass is shifted by a small amount { below 1 MeV{ for Z' masses above the
Tevatron limits.
 In the case of Z{Z' mixing, the couplings of the low mass mass-eigenstate to fermions
contain an admixture of the Z' coupling to fermions. Since the couplings of the Z to
fermions have been very precisely measured at LEP and SLD, the Z{Z' mixing can be
severely constrained.
Several experiments have performed studies putting limits to the Z{Z' mixing and Z'
mass [216]. The program of reference [217] is generally used to compute the predictions for
the electroweak observables discussed in this report when including the eect of an extra Z
boson from E
6
models or left-right symmetric models [213]. A t to all data is performed
leaving free the Z{Z' mixing angle, the Z mass, the top mass and 
s
, although the last three
quantities are constrained to their measured values. The Z' mass and the Higgs mass are
xed. With this method, and using the data presented here, mixing angles larger than about
2{5 mrad can be excluded at the 95% condence level for most Z' models. If the Z' mass is
left free in the t, one observes that the sensitivity to its value is rather poor.
Some experiments have used Z peak events with photons radiated in the initial state




, well below the Z mass [219].
In this case, the interference between the photon-mediated, Z-mediated and Z'-mediated
amplitudes can be sizable and therefore one has a handle on the Z' mass. Unfortunately,
most of the sensitivity comes from the events with hard initial state radiation, which are not
many. The exclusion limits on M
Z
0
that can be obtained are not competitive with the direct
limits obtained at the Tevatron.
6.4 Conclusions and outlook
The measurements performed at LEP and SLC by ALEPH, DELPHI, L3, OPAL and SLD
have substantially improved the precision of the test of the Standard Model. The Z mass is
measured with an accuracy of 2 parts in 10
5
and all the other relevant electroweak observables
are measured with a typical precision of about 1 part in 10
3
.
These measurements are compared with predictions based on the Standard Model of the
Electroweak Interactions showing a good overall agreement. At this level of precision the
eects of the non-trivial loop contributions are visible with a signicance larger than three
standard deviations. The top mass predicted by the electroweak t of LEP and SLC data
is 181  18 GeV, in very good agreement with the direct measurement 175  6 GeV by the
CDF and D0 Collaborations.
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The mass of the Higgs boson is predicted including the measured value of the top mass





GeV has large asymmetric errors reecting the
intrinsic logarithmic dependence of the electroweak radiative corrections on the mass of the
Higgs boson. This result translates into an upper limit of 420 GeV on the Higgs mass at
95% condence level.
Little improvements are expected from the nal analyses of the present LEP data set.
The prolongation of the run of SLD up to 0.5 million Z decays would reduce the error on
A
LR





by about 20%. With 500
pb
 1
per experiment above the threshold for production of W pairs LEP2 will measure the
W mass with a precision of 30 MeV. Combining this result with the nal value of M
W
from
run 1 of the Tevatron will reduce the present error on M
W
by about a factor of three. In
addition the nal analysis of the top mass could reduce the error to about 4 GeV. With this




=1 GeV) is reduced from 0.3 to
about 0.2.
If LEP2 does not discover the Higgs boson, no other important improvements in the
precision of the test of the Standard Model are expected before the new century. Then the
new high luminosity run of the Tevatron and eventually LHC will produce a new set of data
that will put the Standard Model to more stringent tests.
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Appendix A
Cross sections and formulae
The dierential cross section for f





with longitudinal polarization P
e
, can be computed in terms of the eective couplings using
the amplitudes introduced in Section 1.2 in Eqns. 1.3 and 1.9.
Neglecting the masses of the fermions, producing eects of O(m
2
f
=s) , the dierential
cross section for the production of a fermion f with helicity  ( = 1) at an angle  with
respect to the direction of the incoming e
 
can be written in the following way:
d
d cos 






















































is the color factor (N
f
c
= 1 for leptons and N
f
c
= 3(1 + 
s





































































































































































































In Eqns. A.1 and A.2 the electron polarization is dened P
e
= +1 for 100% right-ended
electron polarization and P
e
=  1 for 100% left-ended electron polarization. The symbol P
used in Eqns. 4.5 and 4.6 represents the average magnitude of the beam polarization which
is by denition a positive quantity.






























































































































































where the asymmetries A
f


































































































Table A.1 shows the numerical values of the eective couplings computed from Eqn. 1.10
assuming 
f





= 0:2316 and also the numerical values of other functions of
these couplings introduced in this Appendix.
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Table A.1: Numerical values of the couplings and of their functions computed assuming

f





















e; ;  -0.036 -0.5 0.143 7.92 0.56 0.56
u; c; t +0.191 +0.5 0.667 4.62 1.75 0.24
d; s; b -0.346 -0.5 0.935 1.78 1.22 0.04
The energy dependence of the measured asymmetries and the correction due to the immag-
inary part of  can be computed using the numerical coecients given in table A.1. The

















































. This is also the asymmetry measured with the smallest statistical



































































+ 0:000009 E(MeV) + 0:0002:
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