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We consider the statistical properties of interaction parameter estimates obtained by the direct
coupling analysis (DCA) approach to learning interactions from large data sets. Assuming that the
data are generated from a random background distribution, we determine the distribution of inferred
interactions. Two inference methods are considered: the L2 regularized naive mean-field inference
procedure (regularized least squares, RLS), and the pseudo-likelihood maximization (plmDCA).
For RLS we also study a model where the data matrix elements are real numbers, identically and
independently generated from a Gaussian distribution; in this setting we analytically find that the
distribution of the inferred interactions is Gaussian. For data of Boolean type, more realistic in
practice, the inferred interactions do not generally follow a Gaussian. However, extensive numerical
simulations indicate that their distribution can be characterized by a single function determined by
a few system parameters after normalization by the standard deviation. This property holds for
both RLS and plmDCA and may be exploitable for inferring the distribution of extremely large
interactions from simulations for smaller system sizes.
Introduction—Identifying meaningful pairwise
relationships between entities from very high-
dimensional data is a central task in data science [1].
Of particular interest is the family of methods now
generally known as direct coupling analysis (DCA),
which aims to characterize such relationship by the pa-
rameters of a Potts model or an Ising model inferred
from the data. Important progress has been made
on inferring residue-residue contacts in proteins from
multiple sequence alignments (MSA) of many homol-
ogous proteins [2–4], and has led to a breakthrough
in in silico protein structure prediction [5, 6]. Among
other applications we point to a method recently de-
veloped by us to detect of epistatic interactions in bac-
teria from population-wide dense sequencing data [7].
The area was reviewed from the methodological point
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of view at an early stage in [8] and more recently in [9]
and [10].
The above mentioned methods and applications
share several challenging aspects. The first, discussed
in detail in [10] and [11] (and elsewhere), is that learn-
ing non-trivial probabilistic models from large data
sets is computationally hard; in practice it can only
be done approximately or relying on learning crite-
ria weaker than maximum likelihood. The second is
that the relevant data typically have fewer samples
(n) than the number of parameters characterizing the
model (p). For the protein contact prediction prob-
lems n is often in the range 103 − 105 while the num-
ber of parameters in the corresponding Potts models
grows quadratically with the length of the protein, and
can hence realistically be 106−107. Inference schemes
therefore need to be regularized, as will be exempli-
fied below by the RLS and plmDCA algorithms. The
third aspect is that while at an intermediate stage one
2infers many more parameters than there is data, the
final goal is to provide only (relatively) a small num-
ber k of predictions: in all successful applications to
date k ≪ p, and usually k has also been smaller (or
much smaller) than n.
From all the above follows that the important task
of assessing the statistical properties and significance
thresholds of DCA is highly non-trivial. Indeed, in ap-
plications one would like to assign a p-value of a list
of, say, k largest predictions. Alternatively, given an
MSA representing some data one would like to be able
to say that k pairwise relationships can be predicted
from this data with some pre-determined level of con-
fidence. Usually neither of the above has been done,
but instead inference algorithms have been evaluated
by comparing to a “ground truth” deduced from sep-
arate experimental data, in particular, for the contact
prediction problem, by comparing to protein crystal
structures [2, 4, 9, 12–14]. For a majority of potential
future applications such a ground truth will not be
available and there is therefore a need to develop sta-
tistical tests of the results of the inference. In fact the
only previous step in this direction that we are aware
of is our recent use of extreme value distribution the-
ory (Gumbel distribution) to describe the background
distribution for a variant of DCA where only the ex-
ceptionally large sampled predictions are retained in
an intermediate step [7], and which is therefore a kind
of special case.
In this paper we introduce the systematic study of
the background and statistical significance of DCA
predictions. We point out that the question of sta-
tistical significance of DCA is a large deviation prob-
lem for a nonlinear transformation of a data matrix,
and discuss several examples which can be understood
numerically and/or analytically.
Naive mean-field inference of Ising models
and Regularized Least Squares—Consider a data
matrix consisting of Boolean variables σ
(r)
i taking val-
ues ±1 and let the inference task be to estimate the
interaction parameters (“J”) in an Ising model
P (σ) =
1
Z
exp

∑
i
hiσi +
∑
i6=j
Jijσiσj

 (1)
from this data. The simplest version of variational
inference is “naive mean-field” [1] where J = −C−1
and Cij = 〈σiσj〉 − 〈σi〉 〈σj〉 is the covariance matrix.
Note that the indices of Jij are defined to be different
and that therefore only the off-diagonal elements of
the inverse covariance matrix C−1 are used. When
n < L naive mean-field is not a well-defined procedure
since the covariance matrix then does not have full
rank, and hence has to be regularized by the use of
pseudo-counts, as in [4], or a sparsity-promoting L1
regularizer, as in [15].
In the same family Regularized Least Squares
(RLS) is an L2-regularized inference method and given
by the simple matrix equation
J
RLS = −C
(
η1+C2
)−1
(2)
where 1 is the identity matrix and η > 0 is a positive
regularization parameter. Although arguably one of
the simplest non-trivial inference procedures one can
imagine, to the best of our knowledge RLS was only
introduced in the context of DCA in [14], and has
not been investigated since in the subsequent DCA
literature. We will use it here since the matrix form
Eq. (2) renders it quite convenient for our purposes.
A solvable example— A model problem of RLS
inference can be completely understood by random
matrix theory. Assume that the elements in the data
matrix X ∈ Rn×L are real and Gaussian distributed
N (0, σ2). The covariance matrix C = 1
n
X⊤X is
then a Wishart matrix. The spectrum of C converges
by the Marcenko-Pastur law almost surely to a limit
when n and L tend simultaneously to infinity, and
since JRLS is related to C by (2) the spectrum of
J
RLS is almost surely a non-linear transformation of
the Marcenko-Pastur distribution. Furthermore, the
distribution of the individual elements of the distri-
bution of the individual elements of JRLS can be ob-
tained from a singular value decomposition of matrix
X ,
X = USV ⊤, (3)
and regarding the left and right eigen-bases as samples
from the uniform distributions of orthogonal matrices.
The covariance matrix can then be expressed as
C =
1
n
V S2V ⊤ (4)
= V ΛV ⊤
=
(
L∑
k=1
uikλkujk
)
,
where λk is the kth eigenvalue of covariance matrix C
and uik is the kth elements of ith eigen-base of matrix
C. From (2) the inferred interaction matrix obtained
by RLS is
(
JRLSij
)
=
(
L∑
k=1
λk
η + λ2k
uikujk
)
. (5)
In this situation uik are samples from the uniform
distributions of orthogonal matrices, and when the di-
mension of the matrix C goes to infinity uik can be
3handled as random numbers [16] that satisfy
uik = 0, uikujl =
1
L
δijδkl. (6)
Condition (6) means that each diagonal component
converges to an O(1) constant as
JRLSii = 〈
λ
η + λ2
〉, (7)
where the brackets 〈·〉 denote the expectation with re-
spect to eigenvalue distribution ρ(λ) of the covariance
matrix C. The off-diagonal elements similarly follow
a zero mean Gaussian distribution
JRLSij ∼ N (0, v
2
J ) (8)
with variance
v2J ≃
1
L− 1
(
〈
(
λ
η + λ2
)2
〉 − 〈
λ
η + λ2
〉2
)
. (9)
To test the above theory we generated standard i.i.d
Gaussian random variables as data matrix elements,
representative results summarized in Fig. 1. This in-
dicates that after standardization Jij ← (Jij −J)/vJ ,
where the mean J vanishes in the current case, the
coupling distribution collapses to a single function of
N (0, 1) irrespectively of any system parameters.
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FIG. 1. Log-histogram of inferred off-diagonal interac-
tions JRLS using RLS algorithm (Eq. (2) starting from
N (0, 1) i.i.d. Gaussian data, η = 0.1. Number of loci
in this series was L = 10000 and number of samples
n = 1000, 2000, . . . , 20000. All distributions scaled by the
standard deviation of each instance.
Agreement between numerics and the theoretical
prediction is good. However, as discussed above DCA
works by selecting only the exceptionally large pre-
dictions and what would matter for an evaluation of
the statistical background is the distribution over such
rare events. The deviation in the tail (or any finite
range) between an empirical and a predicted probabil-
ity distribution can be quantified by e.g. an Anderson-
Darling test [17], but to connect to current practice in
the DCA field we instead display in Fig. 2 the largest
predicted couplings in a rank plot. Clearly the em-
pirical distribution is quite close to Gaussian also ac-
cording to this more challenging test.
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FIG. 2. Rank plot of inferred off-diagonal couplings. The
J ’s are centered and scaled by the standard deviation of
each instance, and then re-ordered as J1 ≥ J2 ≥ · · · Jr ≥
· · · where r indicates the rank. Data lines (colour on-
line): Jr vs. log(r/NL) where NL = L(L− 1) is the total
number of inferred off-diagonal couplings. Black curve:
x = log 1√
2pi
∫∞
y
e−
1
2
t2 dt.
Boolean data, plmDCA: finite-size scaling
property— We turn to RLS-inferred couplings from
random Boolean data. As in realistic examples the
bias of each variable in each position i varies, we ex-
amined the case where the bias fi = Pr(σi = +1) =
1 − Pr(σi = −1) is uniformly distributed on region
(0, 1). The obtained coupling distribution is neither
a Gaussian nor another analytically expressible dis-
tribution. Nevertheless, the experimental results in-
dicate that as L grows keeping aspect ratio α = n/L
and η fixed, the coupling distribution after standard-
ization collapses to a single function characterized by
α and η. In analogy with well-established use in perco-
lation theory and constraint satisfaction we term this
a finite-size scaling property [18].
This may be exploitable for practical purposes. As
RLS needs the matrix inversion operation, experimen-
tal evaluation of the background distribution becomes
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FIG. 3. Rank plot of RLS algorithm inferred off-diagonal
couplings from random Boolean data generated as the bias
of each variable in each position fi were uniformly dis-
tributed on region (0, 1). In this series, the aspect ratio
n/L = 0.1 and the regularization parameter η = 0.5. The
thick light blue curve was the average of 100 experiments
for random data of loci size L = 1000, which is a smooth
curve. The straight line was extrapolated by the very tail
100 points (about top 0.01% rank data) of this light blue
curve. Number of loci in the colour curves which has a
vibrating tail were L = 2000, 4000, . . . , 10000. The black
curve is drawn by standard Gaussian as a refernce line. All
curves scaled by the standard deviation of each instance.
computationally infeasible as L very large. However,
the scaling property allows us to infer the distribution
of large L via Monte Carlo assessments for smaller L.
A crucial drawback of this approach is that the in-
formation for the extremely large predictions that oc-
cur with a probability smaller than 2/(L(L− 1)) can-
not be evaluated accurately. However, the empirical
observation that the tails of the normalized coupling
distribution typically go down like a Gaussian (Fig.3)
indicates that the straight line extrapolated from the
very tail in the rank plot acts as an upper bound for
the extremely rare predictions, which can be useful for
screening relevant couplings from the background.
We have thus far analyzed the RLS algorithm,
which is based on mean field assumption, because of
the simplicity of the resulting mathematical and nu-
merical analysis. Another approximation algorithm
for estimating the couplings in (1) is pseudo-likelihood
maximization (plmDCA) [13], which has been shown
to have very accurate performance in predicting the
residue contacts in protein structures. plmDCA max-
imizes probability of each element σi conditioned by
all other elements σ\i, P (σi|σ\i), and regularizes the
couplings J and external fields h by the L2 norm. For
details, see Ref. [13]. Here we examine the coupling
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FIG. 4. Log-histogram of plmDCA algorithm inferred off-
diagonal interactions from random Boolean data generated
as fi were uniformly distributed on region (0, 1). In the
experiments, n/L = 0.1 and λJ = λh = 0.5. The thick
light blue curve was the average of 100 experiments for
random data of loci size L = 1000, which is a smooth curve
in low ranking region. Number of loci in the colour curves
which has a vibrating tail were L = 2000, 2500, . . . , 4000.
All distributions scaled by the standard deviation of each
instance.
distribution for plmDCA when the input Boolean data
follows the uniform bias distribution. The result is
shown in Fig.4. Since Frobenius norm was taken on
||J ij(a, b)||F for each i, j pairs, the output coupling
value only has positive values.
Unlike RLS, the relation between the coupling ob-
tained by plmDCA, JplmDCA, and C is highly non-
trivial, and cannot be analytically expressed. How-
ever, the experimental results (Fig.5) show that the
scaling property holds for plmDCA as well, and can be
used for inferring the distribution of extremely large
couplings from extensive simulations for smaller sys-
tem sizes. The value of this property may be more
significant for plmDCA than for RLS since plmDCA
is computationally demanding and practically difficult
to repeat random simulations of large systems many
times for accurately assessing the background effect.
Discussion—The study of the backgound distri-
bution of inferred DCA couplings is of importance
for supporting the selection of significant predictions.
Our work in this paper proves that when the data
matrix elements are i.i.d Gaussian variables the dis-
tribution of the inferred interactions is also Gaussian.
For data of Boolean type, extensive numerical simu-
lations indicate that their distribution can be char-
acterized by a single function determined by a few
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FIG. 5. Rank plot of plmDCA algorithm inferred off-
diagonal couplings from random Boolean data same as in
Fig.4 with the same parameter settings. The thick light
blue curve was the average of 100 experiments for random
data of loci size L = 1000, which is a smooth curve. The
straight line was extrapolated by the very tail 100 points of
this light blue curve. Other single test with different size
L are fluctuated around the averaged curve in the tail.
Black curve: standard Gaussian. All curves scaled by the
standard deviation of each instance.
system parameters (aspect ratio α, regularization pa-
rameter and column bias {fi}) after normalization by
the standard deviation; this holds for both RLS and
plmDCA. This property may be exploitable for infer-
ring the distribution of extremely large interactions
from simulations for smaller system sizes.
Also, investigations on other background models,
for example, a neutral model, could be helpful to
separate clonal inheritance[19] from epistasis[20] as
a mechanism for linkage disequilibrium[21]. In our
recent application of DCA to detect epistasis from
genome sequence data[7], taking such biological effects
into account in the background model could lead to a
more accurate method to predict significant couplings.
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