Bloch wave homogenization is a spectral method for obtaining effective coefficients for periodically heterogeneous media. This method hinges on the direct integral decomposition of periodic operators, which is not available in a suitable form for almost periodic operators. In particular, the notion of Bloch eigenvalues and eigenvectors does not exist for almost periodic operators. However, we are able to recover the homogenization result in this case, by employing a sequence of periodic approximations to almost periodic operators. We also establish a rate of convergence for Dirichlet approximations of homogenized tensors for a class of almost periodic media. The results are supported by a numerical study.
Introduction
The aim of this paper is to extend the framework of Bloch wave method [26] to almost periodic media. Many microstructures beyond periodic occur in nature, such as amorphous solids like glass, motion of 2D electrons in a magnetic field [36] , quasicrystals [49] , etc. The mixing together of two periodic media or an interface problem involving two different periodic media on the two sides of the interface [18] may be thought of as an almost periodic microstructure. Further, quasicrystals, which were discovered by Schechtman [49] , are often modeled by taking projections of periodic media in higher dimensions [39] . Finally, dimers and polymers have also been modeled with almost periodic potentials [22] . We may also note that the spectral theory of almost periodic operators is a well studied subject [45] . Although almost periodic media is completely deterministic, it serves as a bridge to stochastic descriptions of nature. A large variety of seemingly random natural phenomena can be explained through almost periodic structures [6] .
The first author to study the homogenization of highly oscillatory almost periodic media was Kozlov [40] . Unlike periodic media, the cell problem for almost periodic media is posed on R d and may not have solutions in the class of almost periodic functions. This was remedied by an abstract approach outlined in [44, 37] where solutions to the corrector equation were sought without derivatives.
Bloch wave method relies on direct integral decomposition of periodic operators. For almost periodic operators, a direct integral decomposition is proposed in [13] , however its fibers do not have compact resolvent which prevents us from defining Bloch eigenvalues for the almost periodic operator. To overcome this difficulty, we make use of periodic approximations, which are defined by a "restrict and periodize" operation, employed earlier by Bourgeat and Piatnitski [19] for stochastic homogenization.
Bloch wave method is a spectral method of homogenization. In particular, it relies on tools from representation theory for periodic operators [43] . For definiteness, consider an operator in L 2 (R d ) of the form
where the coefficients are measurable bounded, periodic and symmetric. Let T d denote the d-dimensional torus. Then the operator F is unitarily equivalent to a direct integral, given by 2) where the fibers F (ξ) have compact resolvent and hence each fiber has a countable sequence of eigenvalues and eigenfunctions {λ n (ξ), φ n (x, ξ)} n∈N , which are known as Bloch eigenvalues and eigenfunctions when considered as functions of ξ ∈ T d / . Define l th Bloch coefficient of u by (B l u)(ξ) = R d φ l (x, ξ)u(x)e −ix·ξ dx, l ∈ N.
Then as a consequence of the representation (1.2), the equation F u = f , where f ∈ L 2 (R d ), can be written as a cascade of equations in the Bloch space, viz.,
. . .
Homogenized equation can be recovered by passing to the limit in the first equation. The rest of the equations do not contribute to homogenization. It is evident that the representation (1.2) is crucial in this method.
For almost periodic operators, we introduce periodic approximations on cubes of side length 2πR which will add yet another parameter to the problem. We perform a Bloch wave analysis of the approximation and pass to the limit in Bloch space, first as → 0, followed by R → ∞. We mention some of the interesting techniques employed in this paper. The approximate Bloch spectral problems are posed on varying Hilbert spaces indexed by R. The approximate corrector and approximate homogenized tensors are obtained in terms of the first Bloch eigenvector and Bloch eigenvalue of the periodization. The homogenization limit is given a unified treatment by working in the Besicovitch space of almost periodic functions. We will prove a module containment result for the correctors which is of independent interest. The proof of homogenization theorem for almost periodic media (Theorem 5.1) is new to our knowledge.
Although we are not able to obtain a rate of convergence for the approximate homogenized tensors corresponding to periodization, we obtain a rate of convergence for Dirichlet approximations of homogenized tensors for a class of almost periodic media. To this end, we use ideas from [19] , [50] and [33] . Bourgeat and Piatnitski [19] prove a convergence rate for approximate homogenized coefficients for stochastic media under strong mixing conditions. The stochastic process generated by almost periodic media is strictly ergodic and not mixing [53] . Therefore the result of Bourgeat and Piatnitski does not apply to them. This necessitates a quantification of almost periodicity. One such quantification is proposed in [10] . We would also like to point out that an important assumption for obtaining rate of convergence for periodic approximations of stochastic media [32] is that coefficients restricted to cubes should follow the same statistics as the coefficient field on R d . A similar criterion for almost periodic media is open.
In a previous work [54] , we have considered perturbations of coefficients of an operator which make spectral edges simple. This work may also be thought of in the same vein. The almost periodic operator is expected to have a Cantor like spectrum [28] , and hence ill-defined spectral edges. Periodic approximations serve to regularize the spectral edges.
Bloch wave method has also been extended to other non-periodic media such as HashinShtrikman structures [21] . A notion of Bloch-Taylor waves for aperiodic media has been introduced in [14] using regularized correctors.
Plan of the Paper
In Section 2, we shall introduce some of the notation and definitions that will be required in the text. In Section 3, we will discuss two kinds of periodic approximations for almost periodic functions. In Section 4, Bloch wave analysis of periodic approximations is performed. In Section 5, we prove the homogenization result by first taking the limit → 0, followed by the limit R → ∞ in the Bloch transform of the periodic approximations. In Section 6, we prove that the homogenized coefficients of the periodic approximations converge to those of the almost periodic operator. In Section 7, we prove that the higher Bloch modes do not contribute to the homogenization process. In Section 8, we will establish rate of convergence for Dirichlet approximations of homogenized tensors. Finally, in Section 9, we conduct a numerical study of Dirichlet and Periodic approximations.
Notations and Definitions

Periodicity
Let 
Almost Periodicity
Definition 2.1. A bounded continuous function u : R d → R is said to be uniformly almost periodic if it is the uniform limit of a sequence of real trigonometric polynomials, i.e., there exists a sequence P n (y) ∈ Trig(R d ; R) such that ||u − P n || ∞ → 0 as n → ∞.
Uniformly almost periodic functions are also known as Bohr almost periodic functions. The set of all Bohr almost periodic functions when equipped with the uniform norm is a Banach space denoted by AP (R d ).
Definition 2.2. The mean value of a function u : In fact, the limsup above is a limit for Bohr almost periodic functions [16] . One can obtain a larger class of functions than Bohr almost periodic functions by employing the notion of mean value.
On the set of all Besicovitch almost periodic functions, the quantity (M(| · | 2 )) 1/2 is a semi-norm. Given Besicovitch almost periodic functions f and g, we shall identify them if M(|f − g| 2 ) = 0 to obtain a Hilbert space, with the inner product given by M(f · g), which will be denoted by B 2 (R d ). The superscript 2 serves to remind us that one could very well define a Besicovitch analogue of L p spaces. Let us recall some interesting properties of almost periodic functions. In direct analogy with periodic functions, one can define a formal Fourier series for almost periodic functions [16] . The trigonometric factors e iy·η that appear in the Fourier series of an almost periodic function u correspond to all η ∈ R d for which M(ue −iy·η ) is non-zero. Note that for a given function u, the set of all such η is countable. This set is called the set of frequencies of u and the Z-module generated by these frequencies is denoted as M od(u). Almost periodic functions u with a finitely generated M od(u) are called quasiperiodic functions. It is interesting to note that AP (R d ) and B 2 (R d ) are examples of non-separable Banach spaces. More information about these function spaces may be found in [16, 42, 27] . Further, a short but illuminating crash course on almost periodic functions may be found in [52] .
Almost Periodic Differential Operators
Consider the almost periodic second-order elliptic operator in divergence form given by
where summation over repeated indices is assumed and the coefficients satisfy the following assumptions:
(A1) The coefficients A = (a kl (y)) are measurable bounded real-valued almost periodic functions defined on R d . In other words, a kl ∈ AP (R d ).
(A3) Further, the matrix A is coercive, i.e., there exists an α > 0 such that
Let Ω be an open set in R d . We are interested in the homogenization of the following equation posed in H 1 (Ω)
where f ∈ L 2 (Ω) and a kl ( ) := a kl x . Suppose that u converges weakly to a limit u ∈ H 1 (Ω). We shall prove in the course of this paper that u satisfies an equation of the form
and we also identify the coefficients a * kl . The assumption of symmetry is not essential for the purposes of homogenization since it is possible to define a dominant Bloch mode [55] in the non-selfadjoint case.
Homogenization of almost periodic media was first carried out by Kozlov [40] using quasiperiodic approximations. Subsequently, an abstract approach was given in [44, 37] which is described in Subsection 6.1.
Some further notation that we make use of, is listed below:
• We shall call a bounded continuous matrix-valued function A almost periodic if each of its entries is an almost periodic function.
• The notation is shorthand for ≤ with a multiplicative constant which does not depend on and R but may depend on the dimension d, L ∞ bound of A, the coercivity constant α, etc.
Sometimes, the notation M G (b) is also used.
•
Periodic Approximations of Almost Periodic Functions
Equation (2.4) is not amenable to a Bloch wave analysis due to non-periodicity of the coefficients. Hence, we shall introduce some periodic approximations to the coefficients of the operator (2.2). These periodic approximations follow the simple principle of "restrict and periodize". Given
and extend to the whole of
In fact, the functions which can be written as a uniform limit of periodic functions are called as limit-periodic functions [42] and they form a subclass of almost periodic functions. However, the sequence is convergent in L 
Remark 3.1. Another periodic approximation to almost periodic functions is constructed in [52] . Roughly speaking, given a f ∈ AP (R d ), there is a sequence of numbers (T n ) n∈N going to ∞ and a sequence of T n Y -periodic functions P n such that ||u − P n || ∞,TnY → 0 as n → ∞. The notation || · || ∞,TnY implies that the L ∞ norm is taken over the cube
d . The proof of this theorem involves approximation of irrationals by rationals by Dirichlet's Approximation Theorem. Clearly, either of these approximations may be used for our purposes. Note that the approximations in [52] have the advantage that they are smooth being trigonometric polynomials; however, the sequence (T n ) n∈N cannot be chosen.
Periodic Approximations of Almost Periodic Operators
For R > 0, we denote by
at level R, as explained in (3.1), i.e., for
The following operator will serve as a periodic approximation to A.
Such an approximation has been considered in [19] .
Bloch wave Analysis for Periodic Approximations
In this section, we shall perform a Bloch wave analysis for the periodic approximations of the operator in (2.2). In particular, we shall study, for each fixed R > 0, the Bloch waves for the operators in L 2 (R d ) given by
d denote a basic cell for the dual lattice corresponding to 2πRZ d .
The operator A R can be written as the direct integral
is an unbounded operator in L 2 (Y R ). As a consequence, the spectrum of the operator A R is the union of spectra of A R (η) as η varies in Y R [48, p. 284] . It can be shown that the operators A R (η) have compact resolvent [15] . Therefore, A R (η) has a sequence of eigenvalues and eigenvectors
which are called Bloch eigenvalues and eigenvectors.
Remark 4.1. We shall choose ||φ
In this section, we shall state the theorem on decomposition of functions in L 2 (R d ) using Bloch waves. We shall not go through the details of the proof, which may be found in [15] , [55] and [56] .
Consider the unbounded operator defined in 
1. The following inverse formula holds
The definition above is independent of the particular representative of F .
Finally, for g
∈ D(A R, ), B R, m (A R, g)(ξ) = λ R, m (ξ)B R, m g(ξ). (4.11)
Bloch Transform converges to Fourier Transform
The following lemma says that as → 0, the first Bloch coefficient of a function converges to its Fourier transform, which is defined asû(ξ) = R d u(y)e −ix·ξ dy. This is a consequence of the Lipschitz continuity of φ R 1 (y; η) in η close to η = 0, and the choice of normalization of the first Bloch eigenfunctions (See Remark 4.1). For a proof, see [26] .
Regularity Properties of Bloch eigenvalues and eigenvectors
In physical applications, the regularity properties of Bloch eigenvalues and eigenvectors with respect to the dual parameter η ∈ Y R plays an important role, for example, see: [3] , [5] , [4] . It is a simple consequence of the Courant-Fischer minmax principle that Bloch eigenvalues are Lipschitz continuous in the dual parameter [26] . However, such limited regularity is usually not sufficient for our purposes. We require the following theorem about the behavior of the first Bloch eigenvalue and eigenvector in a neighborhood of 0 ∈ Y R .
Theorem 4.4.
There is a neighborhood U R := {η ∈ Y R : |η| < δ R }, where δ R is a positive real number, such that the first Bloch eigenvalue λ R 1 (η) is analytic for η ∈ U R and the first Bloch eigenvector φ
A proof of Theorem 4.4 that uses the notion of infinite-dimensional determinants can be found in [26] . Another proof that uses the Kato-Rellich Theorem [48] , [38] may be found in [55] .
Remark 4.5. The radius δ R of the neighborhood U R depends on the gap between the first and second Bloch eigenvalues of the operator A R . The limit operator of A R is the almost periodic operator A which often has a Cantor-like spectrum [28] . Hence, we expect the spectral gap to vanish in the limit R → ∞. Therefore, the neighborhood U R is expected to shrink to 0 in the limit R → ∞.
Derivatives of the first Bloch eigenvalue and eigenfunction
In the theory of periodic homogenization [15] , homogenized coefficients are given in terms of solutions of the cell problem which is an equation posed on the basic periodic cell. For the R th periodic approximation (4.1), we recall the cell problem and the homogenized coefficients below.
The homogenized coefficients for the R th periodic approximation are given by:
where w R,p ∈ H 1 (Y R ) satisfy the following cell problems for 1 ≤ p ≤ d:
The functions w R,p are called correctors and w R is called corrector field. We recall that λ R 1 (η) and φ R 1 (η) are analytic in U R ⊂ Y R . The proof of the following theorem is standard and may be found in [26] or [55] .
Theorem 4.6. The first Bloch eigenvalue and eigenfunction of the R th periodic approximation A R satisfy:
3. For s = 1, 2, . . . , d, the derivative of the eigenvector (∂φ
4. The Hessian of the first Bloch eigenvalue at η = 0 is twice the homogenized matrix a R, * kl :
Boundedness of Corrector Field
We will show that the sequence (∇w
Using the coercivity and boundedness of the matrix A, we obtain:
From the last equation, we obtain the norm-boundedness of (∇w
Boundedness of homogenized tensors
Due to the boundedness of derivatives of the correctors proved in Subsection 4.5, the sequence of numbers a R, * kl , defined in (4.12), is bounded independently of R. Further, it follows from the identification (4.15) that the sequence of numbers 1 2
Hence, there is a subsequence, still labeled by R, for which the sequence 1 2
We shall call this limit as a * kl , i.e.,
Homogenization Result
In this section, we shall state the homogenization result for almost periodic media and prove it using the Bloch wave method. It will be seen in a further section that the coefficients a * kl , defined in (4.17), coincide with the homogenized coefficients for almost periodic media [44] . In this section, we shall assume summation over repeated indices for ease of notation.
, and
, we have the following convergence of fluxes:
2. The limit u * satisfies the homogenized equation:
where (a * kl ) 1≤k,l≤d are given in (4.17).
The proof of Theorem 5.1 is divided into the following steps. We begin by localizing the equation (5.1) which is posed on Ω, so that it is posed on R d . We take the first Bloch transform B R, 1 of this equation and pass to the limit → 0, followed by the limit R → ∞. The proof relies on the analyticity of the first Bloch eigenvalue and eigenfunction in a neighborhood of 0 ∈ Y R . The limiting equation is an equation in Fourier space. The homogenized equation is obtained by taking the inverse Fourier transform.
Localization
Let ψ 0 be a fixed smooth function supported in a compact set
where
While the sequence g is bounded in
, the sequences h R, and l R, are bounded in
Taking the first Bloch transform of both sides of the equation (5.4), we obtain for
We shall now pass to the limit → 0, followed by the limit R → ∞ in the equation (5.8). 
Limit
and hence has a weakly convergent subsequence with limit g * ∈ L 2 (R d ). This sequence is supported in a fixed set K.
Also, note that the sequence 
Notice that the limit is independent of R.
Limit of B
R,
We have the following weak convergence for B R,
We shall prove this in the following steps.
Step 1. By the definition of the Bloch transform (4.10) for elements of
Step 2. The first term on RHS of (5.12) is the Bloch transform of −iξ k
Step 3. Now, we analyze the second term on RHS of (5.12). In order to do this, we use the analyticity of first Bloch eigenfunction with respect to the dual parameter η near 0. We have the following power series expansion in
We know that γ R (y; 0) = 0 and (∂γ R /∂η s )(y; 0) = 0, therefore, γ
Differentiating the last equation with respect to x k , we obtain
For ξ belonging to the set {ξ : ξ ∈ U R and |ξ| ≤ M }, we have
As a consequence,
The second term on the RHS of (5.12) is given by
Substituting (5.15) in (5.18), we obtain
In the last expression, the term involving γ R goes to zero as → 0 in view of (5.16), whereas the other term has the following limit due to the strong convergence of u and weak convergence of a
Step 4. By Theorem 4.6 and Remark 4.1, it follows that
, then by the definition of the Bloch transform (4.10) for elements of
Using equation (5.15) , the second term on RHS of (5.23) can be written as
The second term in the above expression goes to 0 in view of (5.16). The sequence z R,
Therefore, it has a weakly convergent subsequence whose limit we shall call z R s . The second term on RHS of (5.23) converges to the Fourier transform of ξ s z R s .
Finally, passing to the limit in (5.8) as → 0 by applying equations (5.9), (5.10), (5.11) and (5.25) we get:
In the equation (5.26) above, we pass to the limit R → ∞ as follows:
due to the weak lower semicontinuity of norm. Hence, v
due to the weak lower semicontinuity of norm. Hence, z R s → 0 as R → ∞. As a consequence we obtain the following limit equation in the Fourier space:
Proof of the homogenization result
Taking the inverse Fourier transform in the equation (5.27) above, we obtain the following: 28) where the operator A hom is defined in (5.3). At the same time, calculating using Leibniz rule, we have:
Using equations (5.28) and (5.29), we obtain
Let ω be a unit vector in R d , then ψ 0 (x)e ix·ω ∈ D(Ω). On substituting in the above equation, we get, for all k = 1, 2, . . . , d and for all ψ 0 ∈ D(Ω),
Let x 0 be an arbitrary point in Ω and let ψ 0 (x) be equal to 1 near x 0 , then for a small neighborhood of x 0 :
However, x 0 ∈ Ω is arbitrary, so that
Thus,we have obtained the limit equation in the physical space. This finishes the proof of Theorem 5.1.
Identification of the Homogenized Tensor
In this section, we recall that a * kl can be identified with the homogenized tensor for the almost periodic operator A [40, 44, 37] and that a * kl does not depend on any subsequence of a R, * kl . The study of homogenization of almost periodic media was initiated by Kozlov [40] who also obtained a convergence rate for a subclass of quasiperiodic media. Subsequently, an abstract approach which seeks solutions without derivatives was explained in [44, 37] and is described in the next subsection.
Cell Problem for Almost Periodic Media
We begin by introducing the cell problem for almost periodic operator A. Consider the set S = {∇φ :
Then clearly the bilinear form a is continuous and coercive on W . Let ξ ∈ R d . Define a linear form on W by
for V ∈ W . The linear form l ξ is continuous on W . As a consequence, by Lax-Milgram lemma, the problem
has a solution N ξ ∈ W and by the classical theory of almost periodic homogenization [44] , the homogenized coefficients for A are given by
where e i denotes the unit vector in R d with 1 in the i th place and 0 elsewhere. Since periodic media are also almost periodic, a question arises as to whether the formulation (6.3) is consistent with (4.13).
We restate the two cell problems here in their variational formulations:
The corrector w R,ξ satisfies
for all V ∈ W .
Lemma 6.1. Let w R,ξ and N R,ξ satisfy (6.5) and (6.6) respectively, then it holds that
Proof. We will show that ∇w R,ξ solves the variational formulation (6.6). To see this, it is enough to use test functions V ∈ S. Further, due to linearity, it is enough to use test functions of the form V = ∇(e iy·η ). Now, observe that if η ∈ 2πRZ d , then ∇w R,ξ satisfies (6.6) since it reduces to equation (6.5) due to the equality M(f ) = M Y R (f ) for Y R -periodic functions f . On the other hand, if η ∈ 2πRZ d , once again ∇w R,ξ satisfies (6.6), both sides of which are identically zero, because M(f (·)e iy·η ) = 0 whenever η is not among the frequencies of f . Hence, in either case, ∇w R,ξ satisfies equation (6.6). Finally, due to uniqueness,
Given an almost periodic function f , let Λ(f ) denote the set of all ξ ∈ R d such that M(f e −ix·ξ ) = 0. Let M od(f ) be the Z-module generated by Λ(f ). The Z-module M od(f ) shall be referred to as the frequency module of f . In the argument above, we have shown that M od(N R,ξ ) ⊆ M od(A R ). This argument can be readily generalized to a module containment theorem for the correctors. In particular, we may prove that M od(N ξ ) ⊆ M od(A). To paraphrase, the frequencies of the correctors are generated from the frequencies of the coefficients. To this end, we define a closed subspace of the Hilbert space B 2 (R d ) in the following manner. Consider the set of all real trigonometric polynomials whose exponents come from M od(A) and call it Trig
To begin with, we prove that the frequencies of a given function u ∈ B 2
which can be made arbitrarily small. Therefore, M(u · e ix·ξ ) = 0.
Now the equation
has two variational formulations as below:
for all V ∈ W A and find N ξ ∈ W such that
Lemma 6.3. Let N ξ A and N ξ satisfy (6.7) and (6.8) respectively, then it holds that
Proof. We will show that N ξ A solves the variational formulation (6.8). To see this, it is enough to use test functions V ∈ S. Further, due to linearity, it is enough to use test functions of the form V = ∇(e iy·η ). Now, observe that if η ∈ M od(A), then N ξ A satisfies (6.8) since it is the same as equation (6.7). On the other hand, if η ∈ M od(A), once again N ξ A satisfies (6.8), both sides of which are identically zero, because M(f (·)e iy·η ) = 0 whenever η is not among the frequencies of f . Hence, in either case, N ξ A satisfies equation (6.8) . Finally, due to uniqueness,
Remark 6.4. By Lemma 6.3, we can conclude that if A is periodic then N ξ is also periodic. Thus, it is possible to conclude Lemma 6.1 from Lemma 6.3. We would also like to point out that Lemma 6.3 is a qualitative version of Theorem 8.6 where the almost periodicity of ∇w ξ is expressed in terms of almost periodicity of A. Module containment results pertaining to a variety of differential equations may be found in [31, 8] .
Convergence of Homogenized Tensors
It was proved by Bourgeat and Piatnitski [19, Theorem 1] that approximate homogenized tensors defined in (4.12) using periodic correctors defined in (4.13) converge to the homogenized tensor (6.4) of almost periodic media. They rely on homogenization theorem for almost periodic operators [37, p. 241] and an auxilliary result on convergence of "arbitrary solutions" [37, Theorem 5.2]. We restate this theorem here without proof for which we refer to [19] . In Subsection 4.5, we showed that the sequence of homogenized tensors a R, * kl is bounded and hence converges for a subsequence to a limit a * kl . The theorem of Bourgeat and Piatnitski shows that, in fact, the whole sequence converges to the limit q * kl . Therefore, a * kl = q * kl . Remark 6.6. We can similarly prove that the limit of the fourth-order derivative of the first Bloch eigenvalue at 0 exists. This derivative is called the dispersive tensor [2] or Burnett coefficients [25] , and is useful in establishing dispersive effective models for long time homogenization of wave propagation in periodic media [30] .
Higher modes do not contribute
The proof of the qualitative homogenization theorem (Theorem 5.1) only requires the first Bloch transform. It is not clear whether the higher Bloch modes make any contribution to the homogenization limit. In this section, we show that they do not. We know that Bloch decomposition is the isomorphism
) which is reflected in the inverse identity (4.7). For simplicity, take Ω = R d and consider the equation
which may be further expanded to
We claim that one can neglect all the equations corresponding to m ≥ 2.
Hence, given any sequence, k → 0, we can find a sequence
Proof. Due to boundedness of the sequence (u ) in
However, by Plancherel Theorem (4.9), we have
Using (4.11), we have
Now, by a simple application of Courant-Fischer min-max principle, we can show that
where λ R 2 (−∆, R) is the second eigenvalue of Laplacian on Y R with Neumann boundary condition on ∂Y R . The bound quoted is standard for the Neumann Laplacian on a rectangle but it may also be understood as an instance of the fundamental gap inequality for Neumann Laplacian on convex domains [46] . We also know that λ R,
m , therefore, combining these two facts, we obtain
Now, given any sequence k → 0, we can choose a sequence R k → ∞ such that R 2 k < 1 , then along this sequence
By Parseval's identity, the left side is equal to ||v R, ||
. This completes the proof of this Proposition.
Remark 7.2. The product "R " is the resonance error [33] , [34] due to the approximation. The above discussion explains the relation between higher modes of the Bloch spectrum and the resonance error. In particular, the periodic approximation serves to separate the lowest Bloch mode from the rest of the spectrum and the limit R → ∞ represents the loss of simplicity and hence analyticity of the lowest Bloch eigenvalue near zero.
Rate of convergence for Dirichlet approximations
Let a * kl denote the (k, l) th entry of the homogenized tensor for the almost periodic operator. We shall mostly write this as e k · A * e l . Similarly, the homogenized tensor associated to the periodization A R will be denoted by A R, * . In Section 6, we observed that A R, * → A * . It would have been ideal to obtain rate of convergence estimates for the error |A * − A R, * |, however we have been unable to do so. In lieu of this, we provide rate of convergence for Dirichlet approximations to the homogenized tensor in this section. We also carry out a numerical study with some benchmark examples. Dirichlet approximations to the homogenized coefficients are obtained by constructing the approximate correctors with Dirichlet boundary conditions as opposed to the earlier proposed periodic ones. In what follows, we shall also discuss the difficulties in proving the rate of convergence for A R, * to A * .
Volume Averaging Method
In engineering, the Volume averaging method [20] is employed to determine effective behavior of heterogeneous media by using averages of physical quantities, such as energy, on a large volume of the domain under consideration, called a Representative Elementary Volume [57] . A comparison between the mathematical theory of homogenization and volume averaging is carried out in [29] . In a well-known paper of Bourgeat and Piatnitski [19] , the volume averaging technique has been employed to obtain approximations to homogenized tensor for stochastic media.
The homogenization of stochastic as well as almost periodic media has two major difficulties -the cell problem is posed on R d and the loss of differential structure, i.e., the correctors do not appear as derivatives in the cell problem (6.3) in almost periodic and stochastic homogenization. The differential structure is important as it is responsible for the compensated compactness of the oscillating test functions in homogenization [24] . As a compromise, many authors such as Kozlov [41] , Yurinski [58] have introduced cell problems with a penalization (or regularization) term to recover the differential structure. However, these problems are still posed on R d . The homogenized tensor appears as a mean value on R d which makes the computation of homogenized tensor impossible. Hence, volume averages on large cubes provide a suitable proxy for the homogenized tensor.
Like stochastic media, almost periodic media exhibits long range order. Stochastic media is quantified in terms of mixing coefficients. In contrast, the process generated by almost periodic media is not mixing, although it is ergodic [53] . In some sense, almost periodic functions fall half way between periodic and random media. Therefore, a quantification specific to almost periodicity is required in order to obtain quantitative results in homogenization theory. A modulus ρ(A) of almost periodicity is defined in [10] , which has been employed by Shen [50] to extend the compactness methods in [12] to almost periodic homogenization. Shen also proves that the small divisors condition of Kozlov [40] implies a decay hypothesis on ρ(A). Kozlov was the first to prove a rate of convergence estimate in homogenization of almost periodic media satisfying the small divisors condition. Thereafter, quantitative homogenization of almost periodic operators has seen a resurgence in the works of Armstrong, Shen and coauthors [10, 50, 51, 11, 9] . In particular, they extend the regularity theory in homogenization using compactness methods, which was pioneered by Avellaneda and Lin [12] .
In the next subsection, we shall introduce the Dirichlet approximations, for which we prove a rate of convergence under a suitable decay hypothesis on the modulus of almost periodicity of the almost periodic media. Previously, rate of convergence for approximations to homogenized tensors of almost periodic media have been considered in [34] under the small divisors condition of Kozlov.
Remark 8.1. As pointed out in the introduction, to obtain rate of convergence for approximate homogenized tensors corresponding to periodization of stochastic media, one requires that A R follows the same probability distribution as A [32] . An equivalent question for almost periodic media would be whether the periodization A R has the "same" almost periodicity as A.
Dirichlet Approximations of Cell Problem
The cell problem for almost periodic media (6.3) is posed in R d . The following is its Dirichlet approximation, which is the truncation of (6.3) 
Convergence Result
The Dirichlet approximations for the homogenized tensor converge to the homogenized tensor of almost periodic operators. This is the content of the next theorem whose proof is omitted since it may be found in [19, Theorem 2] . 
Rate of convergence estimates
In this subsection, we will estimate the error |A * − A R,D, * | using the strategy of Bourgeat and Piatnitski [19] . Their techniques were refined and improved by Gloria and his coauthors [33] , [34] , [35] . We shall follow the ideas of these authors to establish convergence rate for A R,D, * in terms of the following quantification of almost periodicity as introduced in [10] . For a matrix A with entries in AP (R d ), define the following modulus of almost periodicity:
It follows that A is almost periodic if and only if ρ(A, L) → 0 as L → ∞. In particular, for periodic functions, the modulus becomes zero for large L. We are now ready to state the theorem on the rate of convergence.
There exists a β ∈ (0, 1) such that
Strategy of Proof
The proof of Theorem 8.3 will be done in four steps. We have already seen two cell problems corresponding to the almost periodic media and its Dirichlet approximation, viz., (6.3) and (8.1). We shall require two more cell problems, corresponding to regularization of (6.3) and (8.1). For the sake of convenience, we list all the requisite cell problems below. For ξ ∈ R d and T > 0:
The homogenized tensor A * is defined as
Also, define the truncated average A T,R as
and define the Dirichlet approximation A R,D, * to A * as
The homogenized tensor corresponding to the regularized Dirichlet cell problem (8.6) is
With the notation in place, we can proceed with the strategy for obtaining the rate of convergence estimates. This is essentially the same as the one employed by Bourgeat and Piatnitski [19] to obtain estimates for Dirichlet approximations of homogenized tensor for random ergodic media. We shall write
In the above inequality, the first and last terms on RHS are estimated in terms of the rate of convergence of regularized correctors to the exact correctors as T → ∞. The proof of this estimate for the first term is available in Shen [50] . For the proof of estimate for the last term, we adapt the argument in Bourgeat and Piatnitski [19] .
The second term corresponds to rate of convergence in mean ergodic theorems. This estimate is available for periodic and quasiperiodic functions and is of order 1/R. In Blanc and Le Bris [17] and Gloria [33] , a different truncated approximation is proposed, through the use of filters; either as a weight in the cell problem or as post-processing. Such approximations have faster rates of convergence. However, we shall write this rate of convergence in terms of ρ(A, L) following [51] .
The third term on RHS corresponds to a boundary term which is controlled by the Green's function decay of the regularized operator
The proof is essentially due to Bourgeat and Piatnitski [19] for stochastic media but has lately been refined by Gloria [33] for general media (also see [35] ).
In the next subsections, we shall prove the four convergence rates.
Rate of convergence of regularized correctors
We will begin by establishing the existence of the regularized correctors as defined in (8.8) . This can be done in two ways. One is by following the derivation theory of Besicovitch spaces as presented in Casado-Díaz and Gayte [23] . The other method is to build solutions in H 1 loc (R d ) directly by approximations on disks [47] , [50] . The second method is more general as it does not require the assumption of almost periodicity on the coefficients. However, the existence of a derivation theory on Besicovitch spaces makes it easier to obtain a priori estimates.
For 11) which is analogous to the space of test functions for defining weak derivatives in the theory of distributions. Next, given a function u ∈ B 1 (R d ), define its mean derivative ∂ j u as a
. This definition is well defined in the sense that if u 1 and u 2 are two functions in B 1 (R d ) such that M(|u 1 − u 2 |) = 0, then they define the same mean derivative. Moreover, if the distributional derivative of a function
, then it agrees with the mean derivative of u. The following definition of the Besicovitch analogue of Sobolev spaces is presented in [23] :
This space admits the semi-norm
It can be made into a Banach space by identifying those elements whose difference has zero semi-norm. We shall continue to denote the associated Banach space as 
Proof. The space B 1,2 (R d ) is a Hilbert space. Define the bilinear form
which is elliptic due to coercivity of A. Also, define the linear form
The existence and uniqueness of such a solution is guaranteed by an application of Lax-Milgram lemma. Each representative of w
The estimate (8.13) is obtained from the weak formulation by choosing v = w ξ T followed by an application of Young's inequality. The convergence rate for the first term in (8.10) is available in Shen [50] in terms of the function ρ(A, ·). 14) where the constant is independent of T but depends on ω.
Rate of convergence of truncated homogenized tensor
In proving the convergence of truncated averages A T,R to A * T , we need to show that the almost periodicity of the correctors w ξ T can be quantified in terms of the almost periodicity of A. This is the content of the following theorem from Shen [50] . 
where C is independent of R, y, and z.
Further, Shen and Zhuge [51] have quantified the convergence of truncated averages in terms of almost periodicity of the integrands in the following theorem.
As a consequence of the two theorems stated above, we can prove the rate of convergence estimate |A T,R − A * T |.
Proof. We shall apply Theorem 8.7 to the functions u 1 = e k · Ae l and u 2 = e k · A∇w e l T . For u 1 , we may choose p = ∞ to obtain the following estimate.
For u 2 , we may choose p = 2. By Theorem 8.7, we have
Through an application of Theorem 8.6, we note that
Combining (8.19) and (8.20) , we get
Combining (8.18) and (8.21), we get (8.17).
Rate of convergence of boundary term
Now, we shall prove estimate on the boundary term, viz.,
The proof is essentially the same as in [19] , although the Green's function estimates are borrowed from [35] . We begin by recalling the existence of Green's function associated with the operator T −1 − ∇ · (A∇) and its pointwise bounds. 22) in the sense of distributions. The function G T (·, y) is continuous on R d \ {y}. Furthermore, the Green's function satisfies the following pointwise bounds:
Proof. Let R ≥ R 0 > 0 and δ ≥ δ 0 > 0. The proof will be done in three steps: first to obtain an interior estimate in Y R−R δ , second to obtain an estimate for the boundary layer Y R \ Y R−R δ and the final step to obtain the required convergence rate.
Step 1 Therefore, by the bounds (8.
− φ 1 , then φ 2 satisfies the following equation:
Hence, we may write 24) where G T,R is the Green's function for the operator T −1 − ∇ · A∇ on Y R with zero Dirichlet boundary conditions, i.e., 8.25) in the sense of distributions. Therefore,
In the above inequality, the second term will be handled by using Caccioppoli's inequality. In particular, let us multiply the equation (8.25) for Green's function G T,R by η 2 G T,R (where η is to be chosen later) and integrate by parts to obtain:
given that η is zero in some neighborhood of 0. From the last equality, we obtain
Choose the function η ∈ C ∞ (Y R , R + ), such that (8.26) then the preceding inequality becomes
Therefore, for all x ∈ Y R , we have
. Therefore, |x − y| R δ Further, note that due to maximum principle, 0 ≤ G T,R ≤ G T . Hence, on using the pointwise estimate for G T (Theorem 8.9), the above inequality becomes for d > 2 and for x ∈ Y R−5R δ /6 :
in the regime R T R 2 . Similar calculations provide the estimate for d = 2. Hence,
Finally, by an application of Caccioppoli's inequality, we have
Therefore,
Thus,
Step 2 Let ξ = e l and denote the solutions of equations (8.8) and (8.6) as w l T and w
Then these functions satisfy respectively the following equations in Y 1 :
Also,
where C is a generic constant. Now, we can obtain the required estimates.
Step 3. On using (8.27 ) and (8.28), we have
Rate of convergence of regularized Dirichlet correctors
In this subsection, the convergence rate for the last term in (8.10) is established.
Proof. Observe that
where w R,D,ξ solves (8.5) and w R,D,ξ T solves (8.6). Hence,
We know that ψ
Therefore, integrating this equation against ψ
Dropping the first term on LHS yields
Hence,
By coercivity of A,
On applying Poincaré inequality:
Substituting the above in (8.30) gives
This equation is a particular case of the following homogenization problem: 
, which satisfies the equation
The zero Dirichlet boundary condition onw D,∞ forcesw D,∞ = 0 a.e. Now, the analysis of proof of inequality (1.8) in [50] shows that it remains valid for solutions of (8.32) in the following form:
. Finally, it follows that 1. The main difficulty for obtaining rate of convergence estimate for the approximate homogenized tensor A R, * corresponding to the periodization A R is the absence of rate of convergence for almost periodic homogenization of periodic boundary value problems. Recall that Shen [50] has obtained rate of convergence estimates for almost periodic homogenization of Dirichlet boundary value problems. These are used in the proof of Theorem 8.11.
2. Another way to obtain the convergence estimate for the approximate homogenized tensor A R, * corresponding to the periodization A R would be to show that ρ(A R , L) ∼ ρ(A, L). Indeed, in approximations of homogenized tensors for stochastic media, it is typically assumed that the probability distribution of the coefficients on every cube of side length 2πL coincides with the probability distribution of the original coefficient field [32] .
3. Rate of convergence for periodic homogenization of periodic boundary value problems can be obtained as suggested in [37, p. 30] . However, the mismatch of periodic boundary conditions and almost periodic media appears to be a difficult problem. 
Numerical study
In this section, we report on the numerical experiments that we carried out for certain benchmark periodic and quasiperiodic functions introduced in [33, 34] . It is known that approximations of homogenized tensor for periodic media using Dirichlet and Periodic correctors have a rate of convergence of R −1 [1, Cor. 1]. Our aim is to verify such results. We also numerically study the difference of Dirichlet and Periodic correctors as we feel that this difference should also show decay. These computations are done using the finite element method on FEniCS software [7] . 
Numerical study for Dirichlet Approximations
In this subsection, we investigate the behavior of the error in the Dirichlet approximations |A R,D, * − A * | with respect to side length R. The first two examples are that of periodic matrices A 1 (x) = 2 + 1.8 sin(2πx) 2 + 1.8 cos(2πy) + 2 + sin(2πy) 2 + 1.8 cos(2πx) Id, and 9.2. Numerical study for approximations of A * using periodic correctors
In this subsection, we investigate the behavior of the error in approximations to homogenized tensor |A R, * − A * | using periodic correctors with respect to R. The approximate homogenized tensor A R, * corresponding to periodization A R has already been defined in (4.12).
Although we have been unable to establish a rate of convergence in this case, the loglog plots of errors in periodic and quasiperiodic cases seem to suggest an asymptotically polynomial rate of convergence. Computations are performed with P1 finite elements with a varying choice of number of meshpoints n per dimension, as denoted in Figures 3 and 4. 
Comparison of Dirichlet and Periodic Correctors
An interesting question that arises in Section 8 is whether the Dirichlet and periodic correctors, respectively w R,D,ξ and w R,ξ , grow close to each other as the side length R of sample cube increases. It is evident that the two approximations satisfy the same differential equation in the interior of the cube and only differ in the boundary conditions. An attempt to prove an estimate for E(R) = − Y R |∇w R,D,e 1 (y) − ∇w R,e 1 (y)| 2 dy 1/2 using Green's function estimate seems to fail. However, the regularized versions of the problems can be shown to have an asymptotic rate of convergence of any order due to exponential decay of Green's function of the operator −∇ · A∇ + T −1 with Dirichlet boundary conditions. The error |A R, * −A * | for approximations to homogenized tensor using periodic correctors in log-log scale for the functions A 1 and A 2 with respect to R Figure 4 : The error |A R, * −A * | for approximations to homogenized tensor using periodic correctors in log-log scale for the function A 3 with respect to R In Figure 5 , we plot the error E(R) with respect to R on a log-log scale for functions A 1 and A 2 . In Figure 6 , we plot the error E(R) with respect to R on a log-log scale for A 3 . The numerical study is carried out with P1 finite elements. The number of meshpoints per dimension is taken to be n = 100 + R 2 . In Figure 7 , we plot the error |A R,D, * − A R, * | with respect to R on a log-log scale for functions A 1 and A 2 . In Figure 8 , we plot the error |A R,D, * − A R, * | with respect to R on a log-log scale for A 3 . in log-log scale for the correctors corresponding to the periodic matrices A 1 and A 2 plotted as a function of R. 
