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Abstract--State space discretization occurs in the discrete finite arithmetic of a computer. When 
a dynamical system is simulated by numerical computations, it consequently evolves in a discretized 
space  of this kind. Where attractors are seen in the simulation, what is their relation to the theo- 
retical structures? If a theoretical ttractor occurs, should we expect always to see a computational 
attractor? We address these questions by giving sufficient conditions for a discretized attractor to be 
present, and show thitt it converges to the true attractor in the sense of convergence ofcompact sets  
in the Hausdorif metric. 
1. INTRODUCTION 
Many insights into complex behaviour of nonlinear dynamical systems derive from computer 
studies. It is thus important o understand just what effects arise from simulation of continuous 
processes on the discrete phase space of a finite state machine. This is a somewhat different 
issue from that concerning the accuracy of representing differential equations by finite difference 
schemes. Instead, we are here concerned with the consequences of discretizing the state space for 
system dynamics whose "true" values lie in a continuum. 
Such discretization can produce artifacts uch as spurious fixed points and limit cycles that do 
not exist in the true system evolution in a continuous pace. It is perhaps not so surprising that 
these effects arise in nonlinear dynamics [1,2], but they occur even in linear systems [3]. This is 
a question of qualitative changes induced by the discrete space, rather than merely quantitative 
errors (however gross) driven by roundoff. 
Of course, time discretization, which replaces differential equations by difference or difference- 
differential schemes, can produce spurious steady state numerical solutions [4,5]. Any bogus 
behaviour introduced in this way arises because iterations of difference schemes on a continuous 
space frequently have richer and more varied behaviour than that of the continuous ystems that 
they approximate. Even here, the attractor of the approximating scheme and the true attractor 
are in a sense related, and are close in the Hausdorff metric [6-8]. 
In this paper, we are concerned with state space discretization of iterates of mappings from 
a continuous pace into itself. Such functions arise naturally in discrete-time sampling, or as 
Poincarg sections of ODEs, or from difference schemes in numerical computation. We study the 
existence of attractive sets for such iterative systems, and their relation to the attractor of the 
true iterative scheme. Our results give sufficient conditions for the existence of an attractor for 
the discretized scheme, in terms involving the Lyapunov stability of the true attractor. Moreover, 
the Hausdorff distance between the two is related to the mesh size of the discretization. These 
results do not distinguish the qualitative nature of the discretized attractor from its counterpart 
in the continuum, nor the artifact from the genuine. Rather, if spurious teady states are induced 
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by discretization ofspatial variables, then they are part and parcel of the discrete attractor whose 
existence is guaranteed by the results proved below. 
Section 2 briefly reviews attractive sets in a continuum and describes necessary and sufficient 
conditions for the appropriate stability. Section 3 introduces the spatial discretization operators 
that are studied. The subsequent section is devoted to the main result on attractors of spatially 
discretized systems. The necessity part of Section 2, which is required to provide for the existence 
of suitable Lyapunov functions, is relegated to Section 5. 
2. ATTRACTIVE  SETS IN A CONTINUUM 
Let (X, d) be a compact metric space and let f : X --* X be globally Lipschitz continuous; 
that is there exists a positive real constant L such that 
d ( f (x) ,  f (y) )  <_ L d(x, y), for all x, y e X. 
We consider an iterative system 
Zn+l = f (xn)  "~- fn+l (z0) .  (1) 
Consider a nonempty compact proper subset A C X and let x E X. Write 
dist(x,A) = inf{Ix - z'[:  z' e A}, 
noting that the infimum is attained because A is nonempty and compact. We say that A is 
globally uniformly asymptotically stable if, for each x E X, it is both 
(1) Lyapunov stable. That is, for every e > 0, there exists 6 = 6(e) > 0 such that 
dist(x, A) < ~f := ,  dist(f  n (x), A) < e, n = 0, 1, 2, . . .  ; 
(2) Globally uniformly attracting. For every e > 0, there is an integer N(e) > 1 such that 
dist(f"(x),  A) < e, for all n > g(e).  
Such sets include singleton sets corresponding to stable equilibria, cycles corresponding to 
periodic trajectories and more bizarre sets such as chaotic attractors. The global uniform and 
asymptotic stability is characterized in terms of Lyapunov functions by the following necessary 
and sufficient conditions. 
THEOREM 2.1. Let f : X --~ X be globally Lipschitz continuous and let A be a nonempty 
compact subset of X .  Then, A is globally uniformly asymptotically stable for the dynamical 
system (1), if and only if there exist 
(i) a Lyapunov function V : X ~ ~+ ; 
(ii) monotone increasing, continuous functions a, fl : N + --* N + with a(O) = fl(O) and a(r) < 
fl(r) for all r > O; and 
(iii) constants K > 0 and 0 < q < 1 such that 
1. IV (x ) -  Y(y)[ _< gd(x ,y ) ,  
2. , (dist(x, A)) < V(x) <  (dist( , A)), 
3. < q 
for all x, y E X.  
This theorem corresponds to that of Yoshizawa [9] for ODEs (see also [10]). The proof of suf- 
ficiency is straightforward and well-known (see, for example, [11]), and the necessity, which we 
require in Theorem 4.1, is proved in Section 5. For completeness, sufficiency is also demonstrated 
there. 
We say that A is positively invariant if 
f i (z )  E A, for all x E A and j=  1,2, . . . .  
Observe that V(z )  = O, if and Jnly if x E A. 
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3. SPATIAL D ISCRET IZAT ION 
We suppose that all the dynamics takes place with respect o a discretization parameter, which 
is a real number h > O, and in a discretized space Xh, which is a compact subset of X, and (Xa, d) 
is a metric subspace. In addition, there is an associated iscretization operator Ph : X --+ Xh, 
with Ph(z) = z, if and only if x E Xh, and a uniform discretization error, that is there exists a 
constant M > 0 such that 
d(Ph(x), x) < M h, for all x e X. 
If f : X --* X, the spatially discretized mapping fh on Xh is defined by 
A = Ph o f :Xh ~ Xh. 
These structures induce a spatially discretized ynamical system on Xh by 
• = = e xh .  (2)  
The discretized space Xh need not be finite here. Indeed, if it is finite, note that we have a 
minimum distance between points: there exists N > 0 such that d(x, x I) >_ N h for all x, x I E Xa. 
EXAMPLE. Let X = [0, 1], h -- 2 -p-1 and Xh = {j/2 p : j -- 0, 1 , . . . ,  2 p} the p-dyadic fractions. 
The operator Ph rounds off to the nearest dyadic, or rounds down in the case where x lies exactly 
at the midpoint between two adjacent dyadics. Then 
1 1 
2p+1 and d(x,z') > ~-~, for all z, z' E Xh. 
4. SPATIAL  D ISCRET IZAT ION OF ATTRACTORS 
Let A, B be nonempty compact subsets of X. Define the Hausdorff separation of A from B by 
p(A, B) - max{dist(a, B ) :  a E A} 
and the Hausdorff distance between A and B as 
H(A, B) = max{p(A, B), p(B, A)}. 
Observe that H is a metric on the space ~(X)  of nonempty compact subsets of X (see, e.g., [12]), 
and is thus, also defined on ~(Xh) .  Note that if A, B E ~(X)  and A C B, then p(A, B) = O, 
but p(B, A) # O. 
A spatially discretized ynamical system has an attracting set that is close (in the sense of the 
metric H) to the theoretical attracting set of the original dynamical system. 
THEOREM 4.1. Let f be globally Lipschitz continuous and let A be a nonempty compact subset 
of X which is globally uniformly asymptotically stable for the original dynamical system (1). 
Then, for each h > 0 there exists a nonempty compact subset Ah of Xh which is globally 
uniformly asymptotically stable for the spatially discretized ynamical system (2) and satisfies 
H(hh, A) ~-* 0 as h --* 0. 
PROOF. The proof uses a Lyapunov function V, the existence of which is guaranteed by the 
theorem quoted in the previous ection, to characterize the global uniform asymptotic stability 
of A for the system (1). 
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V(In(x)) <_ q V(x) + K M h, for all x • Xh. 
PROOF. This follows by the Lipschitz property on V, the spatial discretization error bound and 
the decay of V along trajectories of the dynamical system (1): 
IV(In(z)) - V(f(x))l <_ K d(In(x), f(z)) = K d(Ph(f(x)), f (x))  <_ K M h. 
Hence, V(in(x)) < V(f(x)) + K M h < q V(x) + K M h as required. 
Discretizcd Attracting Set: Let o(h) = 2K M h/(1 - q) and define 
Ah = {x e xh :  V(x)  < ,7(h)}. 
4.2. Ah is Nonempty 
• PROOF. Let x • A, so that V(x) = O. Then, 
= Iv(ph( )) - v( )l 
< K d(Ph(x), x) (Lipschitz condition) 
< K M h (discretization error) 
2KMh 
< (1 - q-------) - r/(h), 
as 0 < 1 - q < 0.  Thus, Ph(x) • Ah. In general, Ph(A) C Ah. 
4.3. Ah is Positive Invariant 
PROOF. Let x • Ah, so that V(x) < r/(h). Then, 
V(in(x)) < q V(x) + K M h (key inequality) 
< q r/(h) + K M h (by definition of Ah) 
1 (1 -- q) 0(h) (by definition of r/(h)) = q + 
= 2 (1 + q) r/(h) < r/(h), 
since 0 < q < 1, and so In(x) • Ah, too. In general, In(Ah) CAh. 
4.4. Ah is Globally Uniformly Attracting 
PROOF. In fact, Ah is globally uniformMly absorbing after a finite number of iterations of In. 
To see this, let 
V0 = max V(z), 
zEXh 
which is attained by the compactness of Xh and continuity of V, and define N = max{[N0(h)] + 
1, 1} ([.] is the integer part), where 
In/'(x-q)Vo ~ 
No(h) = + 
In (~-~q) In (i-~q) " 
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Then, we have fN(x) E Ah for all z E Xh. For, if f~(z) E Ah for some j < N, then f~(z )  E Ah 
by the positive invariance of Ah. So, suppose that f~(z) ~ Ah for j = 0, 1,. . . ,  N - 1. In 
particular, x ~ Ah, so V(z) > T/(h) and, by the key inequality, 
V(fh(x)) <_ q V(x) + K M h 
= q V(z) + 2 (1 - q) tl(h ) 
< qV(m) + ~(1-  q) V(x) 
__ (1+,)  
Repeating the argument for fib(x) replacing z, we obtain 
for j = 1, 2, . . . ,  N. In particular, 
_< v0 = ~(h), 
so f f f (x)  E Ah as is required. 1 
4.5. Ah is Lyapunov Stable for the Discretized System (2) 
PROOF. Since f~(x) E Ah for all x E Ah and all j > [N0(h)] + 1, we certainly have then that 
dist(ff,(z), Ah) <¢ 
for any e > 0. Thus, we need only consider the first [N0(h)] iterates of fh. The result will then 
essentially follow from uniform continuity (because Xh is compact) in initial conditions on a finite 
time interval. We do, however, need the following assumption about the discretized space Xh 
and the action of the discretized mapping fn : Xh --~ Xh. 
ASSUMPTIO N. 
fh : Xh --* Xh is continuous. 
Note that this holds trivially if Xh is a discrete space, with distinct points z, y 6 Xh, satisfying 
d(z, y) > Ko h 
for some K0 > 0. Then, for MI e > O, we would choose go(e) = ½ Ko h in what follows below. 
From the assumption, we have that, for each e > 0 there exists 60(e) > 0 such that for all z, 
vEXh,  
d(z, y) < 60(e) ==~ d(A(z), fh(I/)) < e. 
Choose y E Ah so that dist (z,Ah) = d(x, y). By positive invariance, fh(Y) E Ah also, and 
dist(fh(x), Ah) _< dist(fh(x), fh(y)). 
Consequently, 
dist(x,hh) < 6o(~) ~ dist(A(x),hh) < e. 
Now take ~(e) = min{e,6o(e)} and define 6(e) = ~N(e) = ~o. - -o  ~(e). Then 
Nt~mes 
dist(x,Ah) < 6(e) ==~ dist(f~(x),Ah) < ~N-j(e) < e 
for j -- 1, 2, . . . ,  N - 1. We know that .fN(z) E Ah, so we have 
dist(z,Ah), 6(e) ==~ dist(f~(x),Ah) < 
for j -- 1, 2, 3, . . . .  That is, we have that Ah is Lyapunov stable for the fh dynamical system (2) 
on Xh. 1 
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~.6. Ah is Globally Uniformly Asymptotically Stable 
This follows immediately from the globally uniformly attracting and Lyapunov stability prop- 
erties. 
~.7. The Attractors A, Ah Converge in the Hausdorff Metric as h ---* 0 
PROOF. Let x CAh so that p(Ah,A) = dist(x,A). Then V(z) < ~/(h) and, from (iii), (2) of 
Theorem 2.1, 
a(dist(x, A)) < V(z) < ti(h) 
and so dist(x,A) _< a-ltl(h)). That is, 
< _ ,  (2!CMh'  
p(Ah, A) 
- 1-q  ] ~-*0 as h---*0. 
Now let x $ h be such that p(A, Ah) = dist(x,A). Then Ph(x) GAh and 
p(A, hh) = dist(x, A) 
< Ph(x)) 
<Mh~-*O ash--*O. 
Combining the results, we obtain 
g(Ah, A) = max {p(Ah, A), p(A, Ah)} 
- i --q ] M h) 
~"~ 0 as h --* O. 
REMARK. We can proceed to an attractor 
A~ -- N U f~(Ah) CAh (closure in Zh). 
j_>o ,~>j 
Then we get 
p(A~, A) < p(Ah, A) ~-~ 0 as h ~ 0, 
but there is no a priori guarantee that we also have p(A,A~) ~-~ 0. For this we need more 
assumptions, or information, regarding the dynamics within the attractor A. 
5. PROOF OF THE LYAPUNOV THEOREM 
SUFFICIENCY. Let V be a Lyapunov function as described for the system (1) for every c > 0 
define 
so that a(e) = q Z (6(e)). Now 
so that for all n, 
a(dist(f"(x), A)) < V(f"(x)) < q" V(x) 
<_ q V(x) < q ~(dist(x, A)) 
dist(f"(z),A) < (r-l(qfl(6(e))) 
< ~-1(~(~)) <
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if dist(z, A) < &(e). Thus, A is Lyapunov stable. Now define 
~v(O=max 1,1+1. ~ 'J ' 
where V0 = maxx~x Y(z) < oo (by continuity and compactness). 
q'* < q/V(0 since q E (0, 1]. Thus, since 
fo rn  > N(e) we have 
a(dist(fn(x), A)) <_ qn V(x) (as above) 
< qn Vo < qN(O Vo if n > g(e) 
< ~(,), 
so dist(fn(z),A) < e for n > N(e),z E X. That is, A is globally uniformly attracting and, 
together with the Lyapunov stability, A is globally uniformly asymptotically stable. 
NECESSITY. Let A be globally uniformly asymptotically stable. Let L be the Lipschitz constant 
for f and define Gk : ~+ ~ ~+ by 
I r~  1 , 
ak(r)  = 0, 
for k = 1, 2, 3, . . . .  Then 
if r_> ~, 
i f0_<r<{,  
IGk( r )  - ak ( r ' ) l  <_ tr - "1 
for all r, r' _> 0. Now choose q so that 0 < q < min{L, 1} and define 
gk= (L )  N(I/k), 
for k = 1, 2, 3 , . . . ,  where N(.) is the integer occurring in the definition of global uniform 
asymptotic attraction in Section 1. For k = 1, 2, 3, . . .  define V~ : X ---* ~+ by 
(dist(fn (x), A)) } 
Vk(x) = g~ sup Gk q~ • 
n>_0 
1. Vk(z) = 0 if and only if dist(z, A) < $(1/k) because of Lyapunov stability. 
2. 
IVk(z) -- Vk(x')l _< gk sup q-n iGk(dist(fn(x), A)) - Gk(dist(f"(z'), h))[ 
n>o 
< gk sup 
o<_n<NO/k) 
_< gk sup 
0<-</vO/k) 
< g~ sup 
0<,,<NO/k) 
= d(z, x'), 
q-n[dist(fn(z), A) - dist(fn(x'), A) I 
q-"d(fn(x), f"(z')) 
q-n L n d(x, x') 
since 
Idist(z, A) - dist(z', A)I < d(z, z') 
and 
d(fn(x), fn(x')) <_ L d(fn-l(x), fn-l(x')) <_"" <_ L n d(x, x'). 
3. From the above, Vk(x) < Vk(z') + d(x,z'). Take z' e A. Then V~(z') = 0 and 
Vk(z) < d(x, x~). Since A is compact, the minimum over all x ~ E A is attained and 
vk(x) <_ dist(x,A). 
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4. Vk(f(x)) < q Vk(x), since 
Vk(f(x)) = gk sup Gk(dist(fn(f(x)) ,  A)) q-"  
n>_o 
n>O 
= q gk sup 
n>l  
<_ q gk sup 
n>0 
= q Vk(x). 
Now define V(x) = ~']°~= 1 2-kVk(x). Then, 
(a) V(z) = 0 if and only if dist (x, A) = 
(b) 
(c) 
= qgk sup q-(n+l)Gk(dist(fn+l(x),A) ) 
q-n Gt(dist(fn(z),  A)) 
q-" Gk(dist(f"(x),  A)) 
IV(~)- v(~')l = 
_< 
< 
0, that is, if and only if z E A. 
~=~ 2-~(vk(~)- vk(~')) 
~:. 2-~lVk(~) - v~(~')l 
k=l  
f ]  2-~d(~, ~'1 = d(~, ~'1. 
k=l 
V(x) - ~_, Vk(x) 
k=l  
_< ~ 2-kdist(x,A) = dist(x,A). 
k=l  
(d) V(f(z))  = ~-~k°°=l Vi(f(z)) < ~°~= 1q V(x) = q V(z). 
(e) For dist(x,A) > 1, 
1 1 
V(x) > ~ V1 (x) > ~ gl Gl(dist(x, A)) 
1 _> ~ o~ (dist(~, A) - 1), 
whereas for 1/(k - 1) > dist(x, A) > l /k ,  
1 
U(x) >_ ~ gk+l Gk+l(dist(z, h)) 
1 . _1__ )> 1 1 
_> ~ gk+l(dmt(x, A ) -  k = 1 - ~ gk+l k(k + 1)' 
for k = 2, 3 , . . . .  
From [9, p. 98], there exists a continuous monotone increasing function a : ~+ --* 9t +, with 
a(0) = 0, such that 
a(dist(z, A)) < V(z). 
Setting ~(-) = a(.) and fl(.) = 1, we see that V is a Lyapunov function with the desired properties. 
REMARK 1. The constructed Lyapunov function V depends on the initial choice of q. 
REMARK 2. The discrete proof above is based on the continuous proof of Yoshizawa [9, 
pp. 96-99], but is somewhat simpler because of the assumptions of compactness, global sta- 
bility and global attraction of A. Generalizations are possible, but the case considered here is 
sufficient o demonstrate he nature of our result. 
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6. D ISCRET IZAT IONS OF THE HI~NON MAP 
To illustrate some of the preceding ideas, we consider the H~non recurrence 
2 
Xn+l  = a Jr byn  - x n ,  
Yn+l  = xn ,  
on uniform discretization spaces Xh = Ph(~ 2) for different discretization parameters h. Recall 
that the theoretical mapping is an endomorphism on the square 
1 (1 + Ibl + ((1 + Ibl) 2 + 4a)X/2), s - {(x,  y ) :  Ixl, lyl < R},  R = 
and, consequently, A C S. See [13] for further details. For definiteness, we take the well-studied 
case where a -- 1.4, b = 0.3. The attractor Ah was computed in this case for various values of the 
discretization parameter h. Typically, Ah consisted of the union of a finite number of periodic 
cycles• For example, when h = 0.25, the computed iscretized attractor consisted of attractive 
cycles of periods 4, 11 and 33 (see Figure 1); when h = 0.005, there were cycles of 30 and 78 
(see Figure 2); and for h -- 0.0005, Ah contained attractive cycles of length 225, 473 and 570 
(Figure 3). Only the union of the cycles is shown in the figures, rather than the individual 
periods. For comparison, Figure 4 shows the H~non attractor as constructed on the discretized 
space of double precision computer arithmetic (only 4000 points were taken for space reasons of 
inclusion in the ISTEX file). As the computer resolution becomes finer, the discretized attractors 
tend to have more points and to approach the true attractor in Hausdorff metric, although these 
do not occur strictly monotonically as h --* 0. 
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