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による手法 [1, 2] や Modularity [3] に基づく手法 [4{7] など，
様々な手法が提案されてきた．















































Takahashiらによる SCAN-XP [13]がある．SCAN-XPは In-


















CC G から抽出された core クラスタの集合．
H G からハブとして分類されたノードの集合．
O G から外れ値として分類されたノードの集合．
 (v) ノード v の構造的隣接ノード集合．
N(v) ノード v の   neighborhood であるノードの集合．
D(v) ノード v から Direct structure reachability であるノードの集合．
C(v) ノード v と同じクラスタに属するノードの集合．
CC(v) ノード v と同じ core クラスタに属するノードの集合．
 構造的類似度の閾値, 0 <=  <= 1．
 core となるために必要な構造的類似な隣接ノードの個数の閾値．
(u; v) u と v 間の構造的類似度．
sd(v) v の similar degree．
ed(v) v の eective degree．
find(v) v の属するクラスタを特定する命令
union(v; w) v の属するクラスタと w の属するクラスタをマージする命令
1. 2 本研究の貢献






年では高性能計算分野を中心に Intel Xeon Phi などのメニー
コアプロセッサを用いた並列化によるデータ処理の高速化が






























定義 2.1 (構造的類似度) v; w 2 V に対する構造的類似度
は (v; w) = j (v) \  (w)j=pj (v)jj (w)j．ただし， (v) =
fv; w 2 V jfv; wg 2 Eg [ fvgとする．
ノード vとその隣接ノード wの構造的類似度が閾値 以上を
示した場合，v と w は構造的に類似であるとみなす．ノード v
の構造的に類似なノードの集合を N(v)としたとき，定義 2.2
から jN(v)jが閾値 以上のとき v は coreである．
定義 2.2 (Core) v 2 V と  2 R,  2 Nが与えられたとき，
jN(v)j >= ならば v は coreである．
ノード v が coreだった場合，v と N(v)に含まれるノード
を同じクラスタとする．ここで，同じクラスタとしたノード





定義 2.3 (クラスタ) core vが与えられたとき，vのクラスタ
をC(v)とすると，C(v) = fu 2 N(w)jw 2 C(v)^w = coreg．
最後に，いずれのクラスタにも所属していないノードを定義
2.4に基づきハブまたは外れ値に分類する．




2. 2 SCAN-XP [13]
SCAN-XPは，Intel Xeon Phi上でのスレッド並列化とSIMD
命令によるデータ並列化により，SCAN を高速化した手法で
ある．SCAN-XP のアルゴリズムを Algorithm 1 に示す．2











Input: G = fV;Eg,  2 R and  2 N
Output: C(Set of clusters), H(Set of hubs), and O(Set of outliers)
1: 8v 2 V are labeled as unclassied;
2:
3: // Step 1: 並列 core 検出処理
4: for each edge (v; w) 2 E do in parallel
5: run Algorithm 2;
6: end for
7:
8: // Step 2: 並列クラスタ検出処理
9: //C(v):Set of nodes that are belong to the same cluster as node v
10: for each core node v 2 V do in parallel
11: for each w 2 N(v) do
12: if nd(v) j= nd(w) then
13: get C(v) [ C(w) by using union(v; w) and CAS instruction;





19: // Step 3: 並列ハブ・外れ値検出処理
20: for each node v that is not included in any clusters of C do in parallel
21: if 9u;w 2  (v) s.t. find(u) j= find(w) then
22: label node v as hub, and H = H [ fvg;
23: else




Input: v; w 2 V ,
Output: (v; w)
1: // Initialization
2: select  and  according to dierence between two adjacent array size
3: get head pointers vp and wp from  (v) and  (w), respectively;
4: get tail pointers v end and w end from  (v) and  (w), respectively;
5:
6: while vp < v end && wp < w end do
7: load  and  nodes into SIMD register reg v and reg w from  (v) and
 (w), respectively;
8: get the number of common nodes c between reg v and reg w by using
SIMD instructions;
9: vw common = vw common + c;
10: if vp+ == wp+ then
11: vp = vp + , wp = wp + ;
12: else if vp +  > wp +  then
13: wp = wp + ;
14: else
15: vp = vp + ;
16: end if
17: end while
















core クラスタ検出処理：最初に pSCAN は core の検出を
sd (similar degree)と ed (eective degree)という 2つの値を
管理することで高速に行い，定義 2.5で示される coreのみのク




Gp 計算機 p が担当する G の部分グラフ
V p Gp 中のノードの集合
Ep Gp 中のエッジの集合．




CCp(v) corev 2 V p と同じ core クラスタに属するノードの集合
NCCp(v) core ではないノード v 2 V p が属するクラスタの ID の集合
S(r) 計算機 r 2 P に隣接ノード情報を送るべきノード v 2 V p の集合．
ラスタである coreクラスタを検出する．
定義 2.5 (coreクラスタ) core v 2 V が与えられたとき，v
の coreクラスタをCC(v)とすると，CC(v) = fu 2 D(w)ju =





構造的類似度の結果ごとに更新し，sd(v) >= のとき v が core









2. 4 Intel Xeon Phi
Intel Xeon Phi [14]は Intelから提供されているメニーコア
プロセッサである．現在までに，KNC (KNights Corner) と
KNL (KNights Landing)の 2つが提供されている. 本講にお
いては KNLを用いて実装を行う．
本稿において用いる KNL は現在最も新しい世代の Intel













本稿では複数の Intel Xeon Phiを用いて，SCANを高速化
する手法 DSCANを提案する．提案手法 DSCANでは，(1) 単
Algorithm 3 DSCAN
Input: p,Gp = fV p;Epg,  2 R and  2 N
Output: C(Set of clusters), H(Set of hubs), and O(Set of outliers)
1: 8L(v; w) 2 Lp = Unknown;
2: 8sd(v) = 0; 8ed(v) = j (v)j; (v 2 V p)
3:
4: run Algorithm 4; // Step 1:事前計算によるエッジの枝刈り（3. 3 節）
5: run Algorithm 5; // Step 2:隣接ノード情報通信処理（3. 4 節）
6:
7: // Step 3:分散並列 core 検出処理（3. 5 節）
8: for each edge (v; w) 2 Ep do in parallel
9: run Algorithm 6;
10: end for
11: send 8sd(v) to other process; (v 2 V p) //全ての計算機間で core の情報を
共有
12: //CCp(v):core v と同じ core クラスタに属するノードの集合
13:
14: // Step 4:分散並列 core クラスタ検出処理（3. 6 節）
15: for each edge (v; w) 2 Ep do in parallel
16: run Algorithm 7;
17: end for
18: send CCp to processes 0 (master process);
19: if p == 0 then
20: merge 8CCp to CC;
21: send CC to other process; //全ての計算機で CC を共有
22: end if
23:
24: // Step 5:分散並列クラスタ検出処理（3. 7 節）
25: //NCC(v):core ではないノードが属するクラスタ ID の集合
26: for each node v 2 V p s.t. sd(v) <  do in parallel
27: run Algorithm 8;
28: end for
29: send 8NCC(v) to other process; (v 2 V p ^ sd(v) < )
30:
31: //Step 6:分散並列ハブ・外れ値検出処理（3. 8 節）
32: run Algorithm 9;
33: send Hp to process 0 (master process);
34:
35: C is created based on CC and NCC;H = Pr=0Hr;O = 
P
r=0Or





の Intel Xeon Phiによる分散並列化を実現する．
Algorithm 3に DSCANのアルゴリズムを示す．DSCANは
各計算機に処理対象のグラフ G = fV;Egを分割した部分グラ
フ Gp = fV p;Epgを与える．最初に DSCANは Algorithm 3
の 4行目にて (Step 1)事前計算によるエッジ (v; w) 2 Epの枝
刈りを行い，構造的類似度計算の削減および通信する隣接ノー
ド情報の削減を行う．その次に Algorithm 3 の 5 行目に示す
(Step 2)隣接ノード情報通信処理にて，各計算機間で通信をす
ることで構造的類似度計算に必要な隣接ノード情報を取得す
る．そして Algorithm 3の 7行目から 11行目の (Step 3)分散
並列 core検出処理にてノード v 2 V pが coreか否かを判定し，
Algorithm 3の 13行目から 22行目の (Step 4)分散並列 core
クラスタ検出処理にて core のみのクラスタを構築する．その
後，Algorithm 3 の 24 行目から 29 行目の (Step 5) 分散並列
クラスタ検出処理にて，coreではないノード v 2 V pの所属す
るクラスタを検出する．最後に Algorithm 3の 31行目から 33
行目の (Step 6)分散並列ハブ・外れ値検出処理にてどのクラス
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図 2: 計算機が 2 台の場合のグラフ分割の例
Algorithm 4 事前計算によるエッジの枝刈り
Input: p,Gp = fV p;Epg,  2 R and  2 N
1: for each edge (v; w) 2 Ep do in parallel
2: if j (v)j < 2  j (w)j or j (v)j < 2  j (w)j then
3: L(v; w) = Dissimilar;
4: else if  <= (v; w) then





3. 2 初 期 処 理
3. 2. 1 グラフの分割




配列と to 配列からなるグラフ表現形式を CRS (Compressed
Row Strage) [15]と呼称する．
DSCANはグラフ G = fV;Egを計算機ごとにノード単位で
分散して持つ．このとき，各計算機 p 2 P が分散して持つノー
ドの集合を V pとし，V p中のノードから接続するエッジの集
合を Epと定義する．そして，V pと Epにより構成される G
の部分グラフを Gpとし，Gp = fV p;Epgと表現する．各計算
機は部分グラフ Gpに対して，構造的類似度に基づくグラフク
ラスタリングを適用する






決定する．図 2 では計算機 1 にはノード 0 とノード 1 を割り
当て，計算機 2にはノード 2とノード 3を割り当てる．その次
に，各計算機は割り当てられたノードに対応する範囲の to配
列をロードする．
3. 2. 2 初 期 設 定









Input: p,P ,Gp = fV p;Epg, 2 R and  2 N
1: for each r 2 P n fpg do
2: S(r) = ;
3: end for
4: for each Unknown edge (v; w) 2 Ep do in parallel
5: if (v; w) 2 Ep ^ v 2 V p ^ w 2 V r(r 2 P n fpg) then
6: S(r) = S(r) [ fvg
7: end if
8: end for
9: create data structure based on S(r) in Figure 3;






















rule [11] を用いて計算する．Pruning rule を定義 3.1 に示す．
Pruning ruleを満たすエッジは構造的に類似でないので枝刈り
し，Dissimilar をラベル付けする．
定義 3.1 (Pruning rule) v; w 2 V が与えられたとき，
 (v) < 2   (w) もしくは  (w) < 2   (v) を満たすな
らば，(v; w) < である．
また，定義 2.1の構造的隣接ノード集合は自身と隣接ノード




定義 3.2 (構造的類似度の下限値) v; w 2 V が与えられたと





ド v 2 V pとその隣接ノードの情報を持つ．しかし，ノード v
に接続するエッジは他の計算機 r 2 P のノードw 2 V r (r j= p)
と接続されている可能性がある．このように計算機間をまたい
でノードを接続するエッジ (v; w)間の構造的類似度を計算する
ためには計算機 r からノード w の隣接ノード情報を通信して
受け取る必要がある．そこで DSCANの隣接ノード情報通信処
理のアルゴリズムを Algorithm 5に示す．
Algorithm 6 分散並列 core検出処理
Input: v; w 2 Gp,sd(v),ed(v),  2 R and  2 N
1: if sd(v) <  and ed(v) >=  then
2: if L(v; w) == Unknown then
3: run Algorithm 2
4: if (v; w) >=  then
5: L(v; w) = Similar;
6: else
7: L(v; w) = Dissimilar;
8: end if
9: end if
10: if L(v; w) == Similar then
11: sd(v) = sd(v) + 1 by using atomic instraction;
12: else if L(v; w) == Dissimilar then

























3. 5 分散並列 core検出処理
分散並列 core 検出処理では，各計算機 pは，自身の持つ全
てのノード v 2 V pを coreかどうか判定する．そのアルゴリズ
ムを Algorithm 3の 10{14行目と Algorithm 6に示す．
提案手法では，core かどうか判明していないノード v
（sd(v) < ^ ed(v) >= ）に接続されているエッジ (v; w) 2 Ep
を選択する．そして，エッジ (v; w) が 3. 3 節の処理により枝
刈りされていない場合，Algorithm 2により，構造的類似度を




ず，エッジ (v; w)のラベルが Similar なら sd(v)が更新され，
Dissimilarなら ed(v)が更新される．この sd(v)及び ed(v)の
更新はスレッド間の衝突を防ぐために atomic命令により排他
制御される．sd(v) >= の場合，ノード v は coreである．一方
Algorithm 7 分散並列 coreクラスタ検出処理
Input: v; w 2 Gp,sd(v),sd(w),CCp(v),CCp(w)  2 R and  2 N
1: if sd(v) >=  ^ sd(w) >=  ^ find(v) j= find(v) then
2: if L(v; w) == Unknown then
3: run Algorithm 2
4: if (v; w) >=  then
5: L(v; w) = Similar;
6: else
7: L(v; w) = Dissimilar;
8: end if
9: end if
10: if L(v; w) == Similar then
11: get C(v) [ C(w) by using union(v; w) with CAS instruction;
12: end if
13: end if





3. 6 分散並列 coreクラスタ検出処理
分散並列 coreクラスタ検出処理では，前節の処理により，検
出された core v 2 V pから coreのみで構成される coreクラス




各計算機 pは，core v 2 V pとエッジ (v; w) 2 Epで繋がった
core w 2 V が，構造的に類似ならば同一の coreクラスタとし
て検出する．coreクラスタの検出は Union-Find木を用いて行
う．Union-Find木は，vの属する素集合の特定を find(v)命令，
vと wの属する素集合同士の結合を union(v; w)命令を用いる
ことで高速に行うデータ構造である．初期状態の Union-Find





各計算機上に分割された部分グラフ Gp 上での core クラス
タ CCpが検出した後，全ての CCpを 1つの計算機に集約さ
れる．集約された計算機上で，CCpはマージし，グラフ G上







各計算機は，coreではないノード v 2 V pを並列に探索して
いき，隣接している core wと構造的に類似である場合は，core





Input: v 2 V p, 2 R and  2 N
1: for each node w s.t. (v; w) 2 Ep ^ sd(w) >=  ^ find(w) =2 NCC(v) do
2: if L(v; w) == Unknown then
3: run Algorithm 2
4: if (v; w) >=  then
5: L(v; w) = Similar;
6: else
7: L(v; w) = Dissimilar;
8: end if
9: end if
10: if L(v; w) == Similar then




Input: v; w 2 Gp,sd(v),sd(w),Cp(v),Cp(w)  2 R and  2 N
1: for each node v 2 V p ^ v =2 C do in parallel
2: if 9u;w 2  (v) s.t. 9C(u) j= 9C(w) then
3: label node v as hub, and H = H [ fvg;
4: else












グラフ G中のクラスタ集合 C 及びハブ集合H 及び外れ値集合
Oを求める．C は，coreノードの所属クラスタは CC，coreで
はないノードの所属クラスタは NCC をそれぞれ参照すること
で求める．H および Oは各計算機 r 2 P におけるHr，Orの
和集合として求めることが出来る．











CPU Intel Xeon Phi 7250
# of Processor 1
Clock rate 3.5 GHz
# of Core/# of Thread 68/272
SIMD AVX-512
Main memory 16GB (MCDRAM) + 96(DDR4)
OS Cent OS 7
Interconnect Intel Omni-Path ネットワーク (100Gbps)
また，本実験ではSCANにおけるユーザ定義の閾値は  = 0:4，
 = 2とした．特に言及がない限り，従来手法及び提案手法は
uk twitter gsh sk union
図 4: スケーラビリティ
uk twitter gsh sk union
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図 5: 全体の実行時間に対して各処理が占める割合
表 4: データセットの詳細
Dataset Nodes Edges Data source
uk 39,454,463 783,027,125 uk-2005 [16]
twitter 41,652,230 1,202,513,046 twitter-2010 [16]
gsh 68,660,142 1,502,666,069 gsh-2015-host [16]
sk 50,636,059 1,810,063,330 sk-2005 [16]
union 131,572,430 4,663,392,591 uk-union-2006-06-2007-05 [16]
図 6: 実行時間
常に 1 つの Intel Xeon Phi 上では OpenMP を用いて 272 ス
レッド並列され、更に AVX-512を用いてデータ並列化する．
4. 1 実行時間の比較
図 6に従来手法 SCAN-XPと 1つの計算ノードで実行した
DSCAN（以下 DSCAN(1)），そして一番良い性能を示した 32























































れている. Limらによって提案された LinkSCAN はクラスタ
リングの速度を速めるためにエッジサンプリング手法を取り入
れ高速に近似解を求める手法である. 一方で，SCAN++ [10]，
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