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In this paper, we investigate the water resource allocation for smart water grids (SWG) with
users’ context information. A water resource sharing scheme is proposed for efficient managing
water resources with the aid of the intelligent water informatics. A novel spectral clustering
algorithm is developed to classify end-users into different communities with respect to the
end-users’ profiles. We characterize the dynamics of the SWG with the Markov decision
process (MDP), and an online Q-learning aided water allocation algorithm is conceived by
virtue of the MDP for adapting the dynamics of the SWG, thus improving the water utility
efficiency. Numerical results demonstrate the advantages of the proposed scheme over the
conventional static schemes.
I. INTRODUCTION
Severely aging infrastructure of water grid always leads to water loss, water theft as well as
the loss in revenue of water utilities [1]. In order to improve the efficiency of the water resource
distribution, the smart water grid (SWG) has emerged as a highly efficient next-generation
water management system, which relies on the advanced information and communication
technologies to overcome the problems of the traditional water resource management systems
[2]. With a combination of communication technologies and water resource management
systems, SWG helps ease the regional and/or temporal imbalance of water resources by
accurately controlling water demand and supply in real-time. In addition, Endowing SWG with
self-organizing capabilities is instrumental in helping operators perform smart operations and
maintenance.
Inherently, the accurate control and operation of the water distribution relies on the context
information of the SWG, which generally demands the real-time two-way information
transmission, namely management-center collecting information from end-users (e.g., meters
deployed at factory, farmland, residents etc.) as well as it disseminating signaling information
to end-users. Specifically, the reliability as well as the real-time requirement of information are
crucial for efficient delivery of water resources from the water generating units to end-users [3].
The detrimental impact of equipment failures, capacity constraints, and unrespectable reduction
of qualities of water resources, which cause the unbalance of water resources allocation, will be
largely minimized by the effective water condition monitoring, diagnostics and optimization [4].
The intelligent water monitoring and control enabled by context information and
communication technologies [5] have become essential to realize the envisioned SWG.
A wireless sensor networks based water-grid structure was investigated in [6], where the
small sensors are able to promptly detect particular events or working conditions and then to
report related information to the water manage system. In [7], the smart wireless sensor system
was currently deployed in water management systems to keep track of the information of the
end user’s water consuming activities, preferences as well as locations and time. However, most
of the current approaches cannot meet the requirement of real-time water supply for end-users.
With the aid of contextual information such as end users’ water consuming preferences, water
qualities and the state of the grid network, the water allocation system is able to deliver more
suitable water to end-users in real time. In traditional systems, the water allocation cannot

coincide withh the dynamicc quality of w
water service ((QoWS) requiirements, whicch is natural iin
real situationns. To the bbest of our knnowledge, few
w literatures has ever adddressed on thhe
systematic reesearch resultss of SWG by optimizing the water resourrce allocation with the aid of
o
the context innformation off SWG.
The transm
mission of thee context infoormation of SW
WG demands an efficient ccommunicatioon
network. Typpically, mesh networking ttogether with sensor nodes is a cost effeective approacch
with respectt to its dynam
mic self-organnization, self-hhealing, as weell as self-connfiguration annd
high scalabiility services [7]. Note thhat the advannced water metering
m
infraastructures annd
information m
management ssystems are thhe main sourcees of context innformation.
Reinforcem
ment learningg (RL) approoach describees a learningg scenario, w
where an agennt
gradually im
mproves its behhavior by takking optimal aactions in its eenvironment with
w the rewarrd
for performiing well or uunder the punnishment for failure [8]. T
The Q-learninng, a good RL
R
approach to realize self--organization function alloows the agennt to build inncrementally a
Q-function, which
w
attemptts to estimate the discountedd future costs while taking aan action in thhe
agent’s curreent state. The output of thee Q-function is
i called Q-vaalue. By explooring the wateer
grid environm
ment, the ageents (water connsumer comm
munity) create a table of Q-values for botth
states of the context and pootential actionns of water alloocation.
In this papper, we conceeive a contexxt-aware dynam
mic water ressource allocatiion scheme foor
SWGs. A geeneric intelligeent water distrribution frameework is desiggned with the combination of
o
the informaation/communiiction technologies and w
water grid. A novel specctral clusterinng
algorithm is developed too classify endd-users into ddifferent comm
munities with respect to thhe
end-users’ pprofiles. The Markov decision process (MDP) is em
mployed to ccharacterize thhe
dynamics off the SWG, aand then an oonline Q-learn
rning aided water
w
allocatioon algorithm is
developed foor adapting thee dynamics off the SWG.

Figure

1: Schematic diaagram of SWG
G

II. CONTEX
XT AWARE SWG MODE
EL
A generic SWG system is illustrated in Fig. 1, wheere the SWG iss designed andd operated witth
the followingg functions: tto make good use of waterr resources inccluding rainw
water, reclaimeed
water and seeawater; to disstribute, manage and transport water efficciently to easee the imbalancce
of water resoources; to monnitor the stabillity of SWG inn real time by virtue of an aadvanced sensoor
network [3].. In the curreently existing water resourcce managemeent systems, tthere is a largge
amount of w
water loss owiing to frequennt water leakaage. Furtherm
more, the utilizzation of wateer
resource is uunder a low effficiency and as well under a bad end-usser’s experiencce owing to thhe
fact that the diversity of the end-users’ QoWS requuirements is seldom concerrned. Naturallyy,
different endd-users in SW
WGs have diffferent interessts for water resources, naamely differennt
QoWS requiirements. In adddition, manuual operations in SWG wouuld be very costly. Thereforre,
the self-orgaanizing functiions of the w
water-resourcee managementt are endoweed to adapt thhe
dynamics off SWG, whichh include the cchange of the supply of waater resources,, the varying of
o

users’ interessts, as well as the change off the operationn scheduling/pllaning of SWG
G, etc.

Figure

2: Frramework of sself-organized management system in SW
WG.

Fig. 2 illuustrates a typiccal water resoource managem
ment framewoork, which coonsists of wateer
resources moodule, self-orgganized managgement module and end-useers module. Diifferent types of
o
water resourrces such as raainwater, reclaaimed water and
a seawater aare associated with the wateer
resource moddules, which aare typically ddeployed at thee edge of the S
SWG. The ennd-users module
represents thhe water consuumers such ass residents, inddustry and farrmland and soo on, which arre
clustered intto different ‘‘water commuunities’ by cconsidering thhe similar waater consuminng
profiles of thhe end-users, e.g., the habit of water ussage, the locaation of end-uusers, the wateer
consuming Q
QoWSs and quantities,
q
etcc. In this conntribution, thee user’s conteext informatioon
includes thee informationn of the useer required Q
QoWSs and the water vvolume of thhe
really-depletted. The optim
mal and dynnamic water resource
r
alloccation is perfformed by thhe
self-organizeed managemennt module bassed on the infformation of uusers’ context,, the resources’
context, as w
well as the SW
WG network states. Besidees the measurring functionss, the deployeed
smart waterr meters havve the comm
munication annd control fuunctions, thatt is they maay
collect/reporrt the informattion (may be ccollected by sensor networkk) to the manaagement centeer,
and as well tthey may conntrol/adjust thee water supplyy upon receiviing the instrucctions from thhe
managementt center. We list the notationns in TABLE I.
I

Notation






c ,g
c ,g

T
Table 1 Notatiions
Description
n
Set of water communities
Set of water QoWS
Set of water resource types
Set of water resource context informatioon, e.g., the coosts of producttion and/or stoorage
Set of SWG state informattion, e.g., the costs
c
of operattion/maintenannce of pipelinne networks
Volume of reesource

g disstributed to coommunity c

Volume of reesource

g reaally-depleted bby communityy c

III. PROBL
LEM FORMU
ULATION
In thhis section, wee shall formullate the probleem of water resource allocattion. We denote
 = {g (c )),c  } with g (c ) bbeing the favoorite water typpes of commuunity c . Andd,
w
 = {q (c ,g ),(c ,g )  (, )} with
q (c ,g ) being thee QoWS levvel that SWG
provides watter type g tto communityy c . Note thhat each type of water resoources has beeen
tagged with a specified Q
QoWS. In addiition, each com
mmunity mayy expect to connsume multiple
types of w
water resourcees simultaneoously, that iss each comm
munity has ddiverse QoW
WS

requirements in one time. W.o.l.g, we assume that the action of the water resource allocation is
updated in time-slots. In the end of a time-slot t , the data of the depleted volume

ct,g ,(c ,g ), which is measured by the water meters, will be reported to the management
center. Since the data of the allocated volume

{tc ,g } at time-slot t is inherently known at

the center, the difference of these two volumes can be directly computed as

tc ,g =| tc ,g  ct,g |. In this contribution, are termed as the users’ context information and
insightfully, they denote the weights of the links between multiple resources and multiple
communities in a bipartite graph. We further assume that the operator has configured the
buffering water-pools for each community for leveraging the dynamics of the water arrivals,
which typically leads to additional costs. Therefore, we expect the really-consumed volume and
the allocated volume could be matched as better as possible, even under the dynamics of both
the water-resource supply and pipeline networks. Considering the system utility in a long time
horizon, we define the averaged water allocation mismatch as the objective function, which is
expressed as

{tc ,g } = limsup
T 

1

T

T

tc g (w t ,n t ),w t   ,n t   ,(c ,g ).

t
,

(1)

=0

Our objective is to minimize the mismatch by allocating different types of water resources for
the end-users under the constraint of QoWS with respect to the dynamics of the SWG.

min

c g {tc g },


c g

tc ,g 0  

where

c ,g

,

,

(2)

s .t.{c ,g }  {tc ,g },(c ,g ),

(3)

q (c ,g )  ,(c ,g ) (, ),

(4)

denotes the corresponding weight, Eq. (3) constraints that the averaged depleted

volume cannot exceed the allocated volume, and Eq. (4) ensures to satisfy the QoWS
requirements.
The solving of this problem is to find the optimal matching between multiple water resources
and multiple water communities in a long-time horizon. Generally, the end-users are located in
a very broad area. Hence, even some of them have the same profile and then could be clustered
into one community, the number of communities is typically very large. This requires an
efficient approach of community-clustering. Furthermore, the solution of the problem should be
adapt to the dynamics of the SWG, which typically involves in the highly-dimensional
information, an online learning aided dimension-reduced dynamic programming approach is
demanded herein. In a word, the management system should be self-organized to perform the
optimal water allocation or the autonomic operation/maintenance with respect to the varying of
different types of information.
IV. PROPOSED WATER RESOURCES ALLOCATION SCHEME
In this section, the optimal water resource allocation is determined with the aid of context
information, while satisfying the QoWS of water communities.
A. Clustering Communities
The end-users are clustered into different communities based on the profiles of the end-users,
which include the water utilization habit, the geographic location of users, the water volume
and/or QoWS required by end-users. A spectral clustering algorithm is developed with the aid
of spectral graph theory, which has the advantage of clustering in the sample space of arbitrary
shape and shows good convergence to the global optimal solution [9]. Our novel spectral
clustering method for clustering water communities is realized through constructing adjacent

matrix and gain matrix (c.f. [9]). We assume that the SWG consists of N end-users, which
are classified into K =|| || water communities. The calculation of the two matrices is
given as follows:
• Adjacent Matrix: Let denote A as the adjacent matrix in the network
( A :N  N ). If there is a connection between user i and j , which represents a common
profile or interest, then it marked as

A ij = 1 , else A ij = 0 . Further defining the mutual
N

matrix

M , the element of M

can be expressed as:

M

ij =

A ikA kj , where

k

A ij and A kj

=1

A , and furthermore A ikA kj = 1 when user i and user
j are both have a connection side with user k , which represents the number of common
neighborhoods (common interests) between user i and user j .
• Gain Matrix: Let define li and lj as the connection degrees of user i and user
j respectively, which denote the numbers of the connections between the specified user and

are the elements of adjacent matrix

other users in the network. And further define the number of common neighborhoods between
random users pairs (i,j) as

E =

(M ij 

ij

user

i

and

j

lilj
N

. We compute the gain function as:

lilj
)ij, where ij
N

denotes the membership function in the community. If

are in the same community, ij = 1 ; else,  ij = 0 . Concretely,

E

can

be interpreted as the difference between the numbers of common neighborhood based on
common interests and that based on random selection. Then, we denote the mark vector of the

S = (s1,s 2 s N ). If user i belongs to the first community, s i = 1 , else
1
s i = 1 . We obtain that (s is j  1) = ij, and then
2
ll
1
E = (M ij  i j )(s is j  1) . It can be expanded as
2 ij
N
ll
ll
1
1
(5)
E = (M ij  i j )s is j  (M ij  i j ),
2 ij
2 ij
N
N

community as

We only consider the contiguous item for the communities, namely the former item, as
N
lilj
ll
1
)s is j = (A ikA kj  i j )N N ,
N
2 ij k =1
N
the
gain
matrix
can
C
N
dd
= (A ikA kj  i j )N N . Given the adjacent
N
k =1

1
(M
2 ij
Finally,

C = (c ij)N N

ij 

(6)
be

computed

matrix

A

as

and the gain

matrix C , the complicated network is firstly clustered into two communities: calculate the
principal eigenvectors of the largest eigenvalue of the gain matrix C , and cluster the SWG
network into two water communities based on the symbols of the main elements in the
eigenvectors. Continuously performing the same process with this spectral clustering method,
each community may be divided into different smaller-sized communities. The clustering
process stops while deviating the specified conditions.

B. Q-Learning Aided Dynamic Resource Allocation
In this section, the Q-learning aided self-organized algorithm is developed for water resource
allocation. After the agent makes a decision based on the current state of the context
environment, it receives the profit, either in positive or negative. If the profit of an action is
positive, the probability of this action being selected again is increased, otherwise it decreases.
Considering that the resource context information

w t 

and the SWG state

information n   are varying between different water allocation time-slots, we may
portray the solving of problem Eq.(2) with an MDP approach. Let rewrite the constrained
problem Eq. (2) into an unconstrained MDP problem by virtue of the Lagrange approach. We
finally obtain the corresponding value functions {V (f )} with respect to states {f} .
WLOG., upon selection of an action, the agent should analyze the new state that it has
transited to. Mathematically, the probability of transition to state f , starting from state h
t

can be expressed as
at time instance

P (H t = f H t1 = h ,a t1) = P hf (a t1), where a t1

t 1

corresponding to

is the action taken

H t1 , the previous state.

Since the agent has no means of knowing if one action selected was good or not, a reward is
required to leverage the measurement. A positive reward signifies a beneficial action, while the
negative says that it requires to further try other potential actions. While considering the
long-term reward, the value function can be formulated by the Bellman function:

V  (f ) = R ( (f ))  P hf ( )V  (h )

(7)

h

V  (f ) is the value function in state f with policy  ,  is the discount factor,
and R ( (f )) is the immediate reward, which has larger weight than future rewards achieved
when transiting to the future state h .
*
The goal of RL is to find an optimal policy  , which maximizes the total discounted payoff
V *:
V *(h ) = max [R (h ,a )   Pfh (a )V *(f )].
(8)
where

y

The solving of the above problem requires the knowledge of the transition probabilities, which
are naturally unknown a prior. The mapping from states to actions can be achieved over an
infinite horizon of states and actions with the help of the Q-values. For each of the mapping, it
associated with a Q-value:

Q  (h ,a ) = R h (a )   P fh ( (h ))Q  (f )].

(9)

f

*

Given an optimal policy, the Q-values associated with Q
are also maximized. Determining
the optimal policy is thus closely related to the determining of the optimal Q-values. This can
be realized at the agent through a recursive learning procedure.
(10)
Q (h ,a ) = Q (f,a )  [R   max Q (f,a )  Q (h ,a )]
a

where  is the learning rate and a is the selected action, which has caused the transition
from the initial state h to the new state f .
The states that the agents use to characterize the environment are given by
and

UCA

cg

:

Icg ,QoWS

cg

1, for coveragge
I cg  
0, no coveragge

1, above threshold
QoWScg  
,
0, else
1,

UCA
CA cg = 2,
3,

where

Icg

high
meduimm
low

(122)

is a binary inndicator of thee resource covverage on the water commuunities (0 for nno

QoWS

coverage, 1 for coverage)),

cg

is a binary vvalue illustratting if the waater communitty

associated w
with a given ressource is satisffied in QoWS (1 if the QoW
WS of the com
mmunity
the resource

(111)

g is above the thresholdd, else 0) and UCA

cg

c

foor

is thhe water voluume level of thhe

really-depletted, defined byy {high-3, meedium-2, low-1}. The objecctive of defininng the states iin
this way is tto provide thee identical priority among different com
mmunities, whhere the QoW
WS
requirementss are satisfied.
Again, the rreward in Eq. (10) may be assigned
a
in terrms of the resoource allocatioon mismatch:

R = tc ,g =  | tc ,g  ct,g |.

(133)

Thee Q-learning aiided resource allocation alggorithm is detaailed as:
Step
p1: Initializatiion, create a Q
Q-matrix for eaach communitty with the inittial elements of
o
Q-values settting to 0.
Step
p2: Compute

Icg ,QoWS

cg

and

UCAA

cg

, the vallue function aand the rewarrd

R .

Step
p3: Compute the action prrobability  , if   0.1, then select random actionn;
else select acction corresponnding to the m
maximum valuues of the Q-m
matrix for the ccurrent state.
Step
p4: Compute tthe reward andd evaluate new
w state.
Step
p5: Update the Q-matrix. Iff convergs, endds the algorithhm; else goes back
b
to step2;

Figurre

3: Volum
me percentage of
o different resources

ATION RESU
ULTS
5 SIMULA
In this secttion, we provvide simulation results for evaluating thhe proposed w
water allocatioon
schemes. Thhree types oof contextual information are taken innto account, including thhe
information of the allocatted volume, thhe QoWS, andd the really-ddepleted volum
me. We assum
me
there are 50 communities in SWG, andd 5 types of w
water resources. In the Q-leearning processs,

we set the leaarning rate  = 0.1.
Fig. 3 depiccts the water allocation
a
perccentage betweeen different coommunities foor a certain typpe
of water ressource. We seelect the scenario of 5 com
mmunities as an example tto illustrate thhe
diversity off the resourcce allocation, while guaranteeing the community users’ QoW
WS
requirementss. Fig. 4 illusstrates the waater utilization efficiency. As expectedd, the proposeed
scheme achiieves higher efficiency ovver the random
m allocation method. It im
mplies that thhe
proposed dynnamics allocaation approachh has exploitedd the context information for
f adapting thhe
dynamics of the SWG, thuus leading to ann improved effficiency.

Figure

4: Water utilizattion efficiencyy

6

CONCL
LUSIONS
In tthis paper, wee proposed a context-awaree self-organizeed water resoource allocatioon
scheme for SWGs.
S
A noveel spectral clusstering approaach was develooped for clusttering end-userrs
into water ccommunities in terms of the end-userss’ profiles. A Q-learning aided dynam
mic
algorithm w
was proposed to determine the optimal water allocattion by virtue of the MD
DP
approach.
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