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Statistical depth functions are being used increasingly in nonparametric multi-
variate data analysis. In a broad treatment of depth-based methods, Liu, Parelius,
and Singh (‘‘Multivariate analysis by date depth: Descriptive statistics, graphics and
inference (with discussion),’’ 1999) include several devices for visualizing selected
multivariate distributional characteristics by one-dimensional curves constructed in
terms of given depth functions. Here we show how these tools may be represented
as special depth-based cases of generalized quantile functions introduced by J. H. J.
Einmahl and D. M. Mason (1992, Ann. Statist. 20, 1062–1078). By specializing
results of the latter authors to the depth-based case, we develop an easily applied
general result on convergence of sample depth-based generalized quantile processes
to a Brownian bridge. As applications, we obtain the asymptotic behavior of
sample versions of depth-based curves for ‘‘scale’’ and ‘‘kurtosis’’ introduced by
Liu, Parelius and Singh. The kurtosis curve is actually a Lorenz curve designed to
measure heaviness of tails of a multivariate distribution. We also obtain the
asymptotic distribution of the quantile process of the sample depth values. © 2002
Elsevier Science (USA)
AMS 1991 subject classifications: 62H05; 62G20.
Key words and phrases: generalized quantile processes; statistical depth functions;
multivariate analysis; nonparametric methods; multivariate scatter; ‘‘scale curve’’;
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1. INTRODUCTION
In current developments in nonparametric multivariate inference and
data analysis, notions of ordering of data in Rd based on statistical depth
functions are becoming increasingly exploited. Given a distribution P on
Rd, a ‘‘depth function’’ is any function D(x, P) which provides a P-based
center-outward ordering of points x ¥ Rd. Liu et al. (1999) provide a broad
treatment of depth-based methods in multivariate analysis, including
several devices which they introduce for visualizing selected multivariate
distributional characteristics by one-dimensional curves constructed in terms
of given depth functions. As they comment, ‘‘it is the very simplicity of
such objects which make them powerful as a general tool for the practicing
statistician.’’ In particular, they introduce depth-based one-dimensional
curves for visualization of scale and kurtosis features of multivariate dis-
tributions and provide illustrative plots and practical discussion. The dis-
tribution theory of the sample versions of these curves is left open,
however. Of course, such distribution theory is needed if, for example, one
wishes to place confidence bands on the observed sample curves or to
provide confidence intervals for selected functionals of the sample curves.
In the present paper we develop relevant large-sample distribution
theory, by identifying and treating these and other such curves as special
cases of depth-based versions of the ‘‘generalized quantile functions’’
defined by Einmahl and Mason (1992) as follows. For given probability
measure P on the Borel sets in Rd, subclass C of the Borel sets, and
real-valued function l defined on C, a corresponding generalized quantile
function is defined by
U(p; P, C)=inf{l(C): C ¥C, P(C) \ p}, 0 < p < 1, (1)
for convenience written simply U(p). Denoting the sample version by
Un(p)=U(p; Pˆn, C), 0 < p < 1 (with inf”=.), introducing a suitable
normalizing function g(p), and invoking a lengthy list of technical condi-
tions, Einmahl and Mason show that the corresponding generalized
quantile process
bn(p)=g(p) n1/2(Un(p)−U(p)), 0 < p < 1, (2)
converges in distribution to a limit stochastic process of somewhat general
form. Here we show how to interpret and exploit such functions when the
class C and the function l are induced in an appropriate manner by a given
statistical depth function D( · , · ). Under conditions on the depth function
that are simple and straightforward to check, we establish that the condi-
tions of Einmahl and Mason are met and, moreover, that the resulting limit
process is simply a Brownian bridge. Our convergence result thus possesses
an immediacy of application, in particular yielding the asymptotic behavior
of the sample ‘‘scale’’ and ‘‘kurtosis’’ curves.
Preliminaries on depth functions are covered in Section 2 and our con-
vergence result for depth-based generalized quantile processes is developed
in Section 3. Application to the ‘‘scale curve’’ is provided in Section 4.1,
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showing the deviation of the sample scale curve from its population
counterpart as a process of form (2) which converges in distribution to a
Brownian bridge. Similarly, in Section 4.2 we treat the ‘‘kurtosis curve’’,
which is actually a depth-based Lorenz curve whose shape serves as a
measure of the heaviness of tails of the underlying multivariate distribu-
tion. In Section 4.3 we treat the quantile process of (dependent) sample
depth values, showing that it mimics an analogous, but not observable,
quantile process of classical type.
Remark 1.1. Although their role is to treat properties of multivariate
data, the generalized quantiles of Einmahl and Mason (1992) represent
strictly univariate entities. The use of the term ‘‘quantile’’ is suggested by
the fact that these entities possess typical characteristics of the usual uni-
variate quantiles and reduce to them for the special case C={(−., x]:
x ¥ R} and l((−., x])=x.
Besides the applications in the present paper, these quantiles are utilized
by Beirlant et al. (1999) to treat multivariate normal goodness-of-fit
problems, and by Mushkudiani (2000), Di Bucchianico et al. (2001), and
Mushkudiani (2001) to develop smallest volume nonparametric tolerance
regions. Mushkudiani (2000) also treats application to (univariate) PP-plots
and points out how multivariate PP- and QQ-plots given by Polonik (1999)
as CC-plots may be based on generalized quantile functions.
Such quantiles are not to be confused, however, with various formula-
tions of multivariate quantiles that provide geometric (vector-valued)
generalizations of univariate quantiles with the aim of extending their usual
roles to higher dimension. For example, Chaudhuri (1996) and Koltchinskii
(1997) introduce ‘‘spatial quantiles’’, which Marden (1998) applies to
develop QQ-plots for bivariate data. Liu et al. (1999) introduce ‘‘quantile
surfaces’’ (or ‘‘contours’’) based on statistical depth functions and develop
a range of methodological applications. For critical review of these and
other versions of multivariate quantile functions, see Serfling (2001).
2. DEPTH FUNCTIONS, INNER REGIONS, AND CONTOURS
Let D(x, P) denote a nonnegative real-valued function adopted for the
purpose of providing a P-based center-outward ordering of points x in Rd.
Here the role of ‘‘center’’ is played by the point(s) of maximal depth, and
the depth-induced ‘‘contours’’ may be used to formulate multivariate
analogues of univariate rank and order statistics. A data set X1, ..., Xn in
Rd with corresponding empirical measure Pˆn may thus be ordered using
D(x, Pˆn).
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Relative to a given depth function, for each a \ 0 the ‘‘a depth inner
region’’ is given by
I(a, D, P)={x ¥ Rd : D(x, P) \ a},
with I(0, D, F)=Rd. The boundary “I(a, D, P) is called the ‘‘a depth
contour.’’ Denote by
ap=sup{a: P(I(a, D, P)) \ p} (3)
the largest boundary depth associated with inner regions of probability
\ p, and by FD the cdf of the random depth D(X, P). If FD is continuous,
then P(I(a, D, P))=1−FD(a), and if, further, FD is strictly increasing,
then ap=F
−1
D (1−p). For all a small enough, P(I(a, D, P)) \ p holds.
As a ‘ ap, the sets I(a, D, P), a [ ap, decrease to I(ap, D, P), yielding
P(I(ap, D, P))=lima ‘ ap P(I(a, D, P)) \ p. Thus a smallest inner region
having probability \ p exists and is given by I(ap, D, P), which we call the
‘‘pth central region’’ and also denote by C(p, D, P).
We also consider outer regions, defined for a \ 0 as
O(a, D, P)={x: D(x, P) [ a} 5 supp(F),
and utilize the quantity a˜p=inf{a: P(O(a, D, P)) \ p}. Note that in
general P(O(a, D, P))=FD(a) and thus a˜p=F
−1
D (p).
We mention two leading examples of depth functions. Tukey (1975)
proposed a halfspace depth defined for a probability measure P on Rd and
a point x in Rd as the minimum probability mass carried by any closed
halfspace containing x; i.e.,
HD(x; P)=inf{P(H): H a closed halfspace, x ¥H}, x ¥ Rd.
(For d=1 and F the cdf corresponding to P, HD(x, P)=inf{F(x), 1−
F(x−)}, x ¥ R.) Liu (1990) introduced the simplicial depth, defined with
respect to a probability measure P on Rd as the probability that x belongs
to a random simplex in Rd; i.e.,
SD(x; P)=P(x ¥ S[X1, ..., Xd+1]), x ¥ Rd,
where {X1, ..., Xd+1} is a random sample from P and S[x1, ..., xd+1] is the
d-dimensional simplex with vertices x1, ..., xd+1. (For d=1, SD(x, P)=
2F(x)[1−F(x)], x ¥ R.)
General treatments of depth functions are found in Liu and Singh
(1993), Liu et al. (1999), Vardi and Zhang (2000), and Zuo and Serfling
(2000a). Structural properties of inner regions and contours, and conver-
gence of sample versions, are treated in He and Wang (1997) and Zuo and
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Serfling (2000b). For applications of depth functions regarding geometric
features of multivariate distributions, see Donoho and Gasko (1992), Liu
et al. (1999), and Zuo and Serfling (2000c, 2000d). The focus of the present
paper is on the roles that can be played by generalized quantile functions
defined on depth-based inner regions.
3. DEPTH-BASED GENERALIZED QUANTILE PROCESSES
As noted by Einmahl and Mason (1992) with brief discussion, the class
C may be chosen on the basis of a function that orders multivariate data.
Here we formally develop this case, introducing the following assumptions
on P, D( · , P), C, and l( · ).
A1. The probability measure P of the data in Rd has corresponding
cdf F possessing a density f(x) positive for all x ¥ supp(F).
A2. For P as in A1, the depth function D( · , P) satisfies
(i) D(x, P) is continuous in x, vanishes for x ¨ supp(F), and
converges to 0 as ||x||Q.;
(ii) The set {x: D(x, P)=a} is nonempty for all 0 < a < ag=supx
D(x, P).
A3. In terms of the given depth function, C and l( · ) satisfy
(i) C={I(a, D, P): 0 < a < ag};
(ii) As a function of a ¥ (0, ag), l(I(a, D, P)) is finite, strictly
decreasing and possesses a continuous derivative.
An alternative to A3 is formulated in terms of the outer regions of D( · , P).
A3Œ. In terms of the given depth function, C and l( · ) satisfy
(i) C={O(a, D, P): 0 < a < ag};
(ii) As a function of a ¥ (0, ag), l(O(a, D, P)) is finite, strictly
increasing and possesses a continuous derivative.
Under A3 the corresponding generalized quantile function is given by
U(p)=inf
a
{l(I(a, D, P)): P(I(a, D, P)) \ p}
=inf {l(I(a, D, P)): 0 < a [ ap}
=l(I(ap, D, P))
=l(C(p, D, P)), 0 < p < 1, (4)
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with ap defined by (3). Since ap decreases as p increases, and by A1 and A2
this monotonicity is strict, we have by A3(ii) that U(p) is strictly increasing
in p. For example, we might take as l(C) the diameter of C. In Section 4.1
we take l(C) to be the volume of C, in which case U(p) denotes the volume
of the pth central region.
Alternatively, under A3 − we have
U(p)=inf
a
{l(O(a, D, P)): P(O(a, D, P)) \ p}
=inf{l(O(a, D, P)): a˜p [ a < ag}
=l(O(a˜p, D, P)), 0 < p < 1. (5)
Since a˜p increases as p increases, we again find that U(p) is strictly increas-
ing in p. In the example treated in Section 4.2, U(p) becomes the Lorenz
curve of the depth distribution FD. In Section 4.3, with l(O(a, D, P))=a,
we obtain U(p)=a˜p=F
−1
D (p), the pth quantile of FD.
As noted above, either of A3 or A3 − yields that U is strictly increasing
on (0, 1). Further, A1 and A2(i) imply that FD has a density, yielding that
ap and a˜p are differentiable in p and, in turn, via A3 or A3 −, that U is
differentiable in p.
Putting g(p)=1/U −(p), 0 < p < 1, we now consider the generalized
quantile process bn( · ) given by (2). For arbitrary 0 [ a < b [ 1, define the
metric
||w1−w2 ||
b
a= sup
a [ t [ b
|w1(t)−w2(t)|
for functions w1, w2 on [0, 1]. Let C[0, 1] denote the space of continuous
functions on [0, 1],A the corresponding Borel sets generated by || · ||10, and
B( · ) a Brownian bridge, i.e., a Gaussian process on (C[0, 1],A) with
EB(t) — 0 and Cov[B(s), B(t)]=min{s, t}−st for 0 [ s, t [ 1. Our main
result (proved in the Appendix) is
Theorem 3.1. Under A1, A2 and either A3 or A3Œ, there exists a prob-
ability space (W,F, P0) carrying a Brownian bridge B( · ) and a sequence of
versions of bn( · ), n \ 1, such that for all 0 < a < b < 1 we have
||bn−B||
b
a Q 0 a.s. [P0], nQ.. (6)
Practical applications derive as follows. Note that for each 0 < a < b < 1
we may view Un( · ) and hence bn( · ) as random elements of the space
D[a, b] of left-continuous functions on [a, b] with right limits. Denote by
Dba the corresponding Borel sets generated by || · ||
b
a. By standard arguments
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[e.g., Shorack and Wellner (1986), Sect. 2.3, and Csörgo˝ (1983), Sect. 1.5)],
(6) yields
bn( · )0
d B( · ) on (D[a, b],Dba), (7)
which in turn implies
k(bn)0
d
k(B), nQ., (8)
for any Dba-measurable real-valued functional k on D[a, b] that is
|| · ||ba-continuous. Typical examples of k are ||bn ||
b
a, || |bn | ||
b
a, >ba b2n(p) dp,
and >ba bn(p) J(p) dp for suitable weight functions J( · ), as well as
;Kk=1 ckbn(pk). We utilize (7) and (8) implicitly in the examples treated in
Sections 4.1–4.3.
Remark 3.1. Under somewhat cumbersome further restrictions (detailed
in the Appendix), and with ‘‘a.s.’’ replaced by ‘‘in probability,’’ the case
a=0 and b=1 can be covered also:
||bn−B||
1
0 0
P0 0, nQ., (9)
with practical implications similar to those in (7) and (8).
Remark 3.2. With P satisfying A1, it is easily seen that the halfspace
and simplicial depth functions satisfy A2, as do many other typical depth
functions in the literature. Examples are the simplicial volume, Lp, projec-
tion, and Mahalanobis depths, which are treated in detail in Zuo and
Serfling (2000a).
4. APPLICATIONS
4.1. Multivariate Scatter Measures, and Scale Curves
For each 0 < p < 1, a depth-based measure of multivariate scatter is
given by the volume of the pth central region,
V(p, D, P)=volume of C(p, D, P). (10)
See Zuo and Serfling (2000c) for a general analytical treatment and Liu
et al. (1999) for discussion from a methodological standpoint. The latter
authors plot V(p, D, P) versus p to produce a ‘‘scale curve’’ over 0 < p < 1
that enables visualization of the scale of a multivariate distribution in terms
of the rate at which the pth central region expands with p. Thus different
multivariate distributions may be compared via their exact or empirical
scale curves exhibited in a single two-dimensional plot. See their paper for
extensive graphical illustrations and practical discussion.
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To describe the asymptotic behavior of the sample scale curve
V(p, D, Pˆn) as nQ., we note that the volumes of the pth central regions
generate a multivariate quantile function in the sense of (1). Specifically,
with C the class of inner regions of D( · , P) and l(I(a, D, P))=
vol(I(a, D, P)), we have U(p)=V(p, D, P), 0 < p < 1. Denoting the deri-
vative of V(p, D, P) by v(p), and applying Theorem 3.1 with g(p)=
v(p)−1, we thus obtain that the ‘‘scale curve process’’ over any closed
interval [a, b] in (0, 1),
v(p)−1 n1/2(V(p, D, Pˆn)−V(p, D, P)), a [ p [ b, (11)
converges in distribution to a Brownian bridge B( · ) over the same interval.
In particular, it follows that for any fixed p in (0, 1),
v(p)−1 n1/2(V(p, D, Pˆn)−V(p, D, P))0
d N(0, p(1−p)),
i.e., the volume of the sample pth central region is asymptotically normal with
mean V(p, D, P) and variance p(1−p) v2(p)/n. Further, the sup norm of
the scale curve process over [a, b],
|| v(p)−1 n1/2(V(p, D, Pˆn)−V(p, D, P)) ||
b
a, (12)
converges in distribution to the random variable ||B( · )||ba, providing a basis
for deriving uniform confidence bands for the population scale curve
V(p, D, P) over [a, b].
Remark 4.1. Note that V( · , D, P) may be interpreted as the ordinary
(classical) quantile function of the distribution Ft of the random variable
t=vol(I(D(X, P), D, P)), i.e., of the volume of the inner region corre-
sponding to a random depth value. Characteristics of this distribution, for
example the mean, median, and interquartile range (IQR), may be
estimated by sample analogues based on the quantities {vol(I(D(Xi, Pˆn)),
D, Pˆn)), 1 [ i [ n}, i.e., on the quantities {V(i/n− , D, Pˆn), 1 [ i [ n}. Note
also, however, that the sample quantile function V( · , D, Pˆn) based on these
quantities, which are dependent, is not the classical sample quantile func-
tion that would be used if a sample {vol(I(D(Xi, P), D, P)), 1 [ i [ n} of n
i.i.d. observations on Ft were available. L
Remark 4.2. Although the orientation of this paper is toward dimen-
sion d > 1, for the halfspace and simplicial depth functions we can give in
the case d=1 simple explicit formulas for the above volume quantile func-
tion. Indeed, for d=1 the function U(p) is the same for each of these
depth functions, namely
U(p)=F−1 11+p
2
2−F−1 11−p
2
2 , 0 < p < 1,
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with F the cdf of the data. This coincidence occurs because in each case the
pth central regions have the same shape, an interval. For d > 1, however,
these shapes and hence U(p) will vary over differing depth functions. L
Remark 4.3. Practical application of the above theoretical results for
the sample scale curve is carried out by replacing v(p) by a uniformly con-
sistent estimator vˆn(p), which may be obtained by introducing a smoothed
version of the sample scale curve V(p, D, Pˆn) and taking its derivative. On
this basis, for example, a large sample 95% confidence interval for the
volume of the depth-based interquartile region is given by
V(0.5, D, Pˆn)±1.96
vˆn(0.5)
2`n
.
Likewise, large sample uniform 95% confidence bands for V(p, D, P) over
an interval [a, b] are given by
V(p, D, Pˆn)±k0
vˆn(p)
`n
,
with k0 determined by P(||B( · )||
b
a [ k0)=0.95. Such bands may be added,
for example, to the plots in Figs. 7 and 8 of Liu et al. (1999), each of which
compares sample scale curves for two data sets. Augmentation by such
confidence bands greatly enhances the interpretation of apparent differ-
ences between paired curves. L
4.2. Multivariate Heaviness of Tails, and Kurtosis Curves
Preliminary on Lorenz Curves. Following Gastwirth (1971), the Lorenz
curve of a positive univariate random variable Y having cdf G is defined as
LG(p)=
1
E(Y)
F p
0
G−1(t) dt=
1
E(Y)
FG
−1(p)
0
y dG(y), 0 [ p [ 1, (13)
which we note is scale-free due to normalization by E(Y). Initially
popularized by Lorenz (1905) in the context of income distributions, this
curve provides a graphical tool for measuring and exhibiting the degree of
‘‘inequality’’ in the distribution G. In particular, LG(p) gives the proportion
of total income accruing to the proportion p of individuals having the
lowest incomes, with the ‘‘egalitarian’’ case represented by Le(p)=p,
0 [ p [ 1. In general, LG(p) [ p with LG(0)=0 and LG(1)=1. A related
numerical measure of the degree of ‘‘inequality’’ in the distribution G is the
concentration index introduced by Gini (1909): c(G)=2 >10 (p−LG(p)) dp.
(Also, when G is a lifetime distribution, 1−c(G) represents the ‘‘total time
on test’’ parameter.) Another numerical measure of inequality based on
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LG( · ) is L
−1
G (1/2), the proportion of lower-income individuals possessing
collectively half the total wealth, which has been introduced by Alker
(1965) in the political science context and called the ‘‘minimal majority.’’
The asymptotic behavior of the sample Lorenz curve based on an i.i.d.
sample from G has been treated by Goldie (1977). For excellent extensive
treatment of Lorenz curves and inequality measures, see Arnold (1983),
and for useful brief discussion see Johnson, Kotz and Balakrishnan
(1994). L
As an approach toward characterization of heaviness of tails for multi-
variate distributions, Liu, Parelius and Singh (1999) introduce a depth-
based methodology interpreting depth as ‘‘wealth’’ and utilizing the Lorenz
curve and associated area of concentration of the univariate depth distri-
bution FD. Note that the heavier the tails of a given multivariate distribu-
tion P, the higher the probability attached to the outer region O(a, D, P)
for any fixed a, and, equivalently, the lower the threshold a for which
P(D(X, P) [ a)=p for any fixed p, i.e., the lower the value of F−1D (p) for
any fixed p, and thus the lower the value of LFD (p) for any fixed p. That is,
for heavier-tailed multivariate distributions, the ‘‘bow’’ in the Lorenz curve
LFD (p), 0 [ p [ 1, is more pronounced, the Gini concentration index is
higher, and the minimal majority index is lower. Heaviness of tails is
also described as ‘‘kurtosis,’’ interpreted as the inverse of ‘‘peakedness,’’
relativized for scale.
In particular, several multivariate distributions may be compared with
respect to the heaviness of their tails by exhibiting their respective depth-
based empirical Lorenz curves in a single two-dimensional plot. For
detailed discussion and graphical illustrations, see Liu et al. (1999).
Let us now characterize the asymptotic behavior of this procedure. For
this we construct the generalized quantile process with C given by the outer
regions of D( · , P) and
l(C)=
1
ED(X, P)
F
C
D(x, P) dP, C ¥C.
Via A3 − and (5) we then have
U(p)=l(O(a˜p, D, P))=
1
ED(X, P)
F
O(a˜p, D, P)
D(x, P) dP
=
1
ED(X, P)
FF
−1
D (p)
0
y dFD(y)=
1
ED(X, P)
F p
0
F−1D (p) dp
=LFD (p), 0 < p < 1,
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i.e., U(p) is precisely the Lorenz curve of the depth distribution FD, and the
sample analogue Un(p) is the Lorenz curve Lˆn(p) of the empirical df for
estimation of FD based on the values D(Xi, Pˆn), 1 [ i [ n. The function
g(p)=U −(p)−1 is then given by ED(X, P)/F−1D (p), and it follows by
Theorem 3.1 that the corresponding generalized quantile process over any
closed interval [a, b] in (0, 1),
(ED(X, P)/F−1D (p)) n
1/2(Lˆn(p)−LFD (p)), a [ p [ b, (14)
converges in distribution to a Brownian bridge B( · ) over the same interval.
This yields, for example, that for any fixed p the sample Lorenz curve value
Lˆn(p) is asymptotically normal in distribution with mean LFD (p) and variance
p(1−p)/(ED(X, P)/F−1D (p))
2 n. Moreover, we can obtain uniform confi-
dence bands for the Lorenz curve LFD (p) and results for the sample
concentration and minimal majority indices.
Remark 4.4. Practical application of the above theoretical results for
the sample Lorenz curve is carried out by estimating the mean depth
ED(X, P) by its sample analogue and replacing F−1D (p) by a uniformly
consistent estimator (which is provided in Section 4.3 below). On this basis,
large sample 95% confidence intervals for the majority index LFD (0.5)
and large sample uniform 95% confidence bands for LFD (p) for p in an
interval [a, b] may be obtained in similar fashion to the constructions in
Remark 4.3. L
4.3. Quantiles of Depth Values
As seen in Section 2, the boundary depths demarking outer regions of
probability \ p are given by a˜p=F−1D (p), 0 < p < 1. These threshold
values may be estimated by the pth quantiles of the sample depth values
D(Xi, Pˆn), 1 [ i [ n, which we note are identically distributed, but statisti-
cally dependent, surrogates of the (unobserved) i.i.d. values D(Xi, P),
1 [ i [ n. More generally, we consider the associated quantile process of
depth values, which, as in essence noted by Einmahl and Mason (1992),
p. 1066, corresponds toC the outer regions of D(· , P) and l(O(a, D, P))=a.
Via A3 − and (5) we have U(p)=a˜p=F
−1
D (p), 0 < p < 1, i.e., U(p) is the
ordinary quantile function of the depth distribution FD, and the sample
values Un(i/n−), 1 [ i [ n, represent the ordered depth values D(Xi, Pˆn),
1 [ i [ n. The function g(p)=U −(p)−1 of Theorem 3.1 is then given by
fD(F
−1
D (p)), with fD the density of FD assured by A3
−, and it follows that
the corresponding generalized quantile process over any closed interval
[a, b] in (0, 1),
fD(F
−1
D (p)) n
1/2(F−1D( · , Pˆn)(p)−F
−1
D (p)), a [ p [ b, (15)
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converges in distribution to a Brownian bridge B( · ) over the same interval.
This yields, for example, that for any fixed p the pth quantile of the
(dependent) sample depth values D(Xi, Pˆn), 1 [ i [ n, is asymptotically normal
in distribution with mean F−1D (p) and variance p(1−p)/(fD(F
−1
D (p)))
2 n.
This is the same limit distribution that would be obtained by classical
methods for the sample pth quantile of the i.i.d. values D(Xi, P), 1 [ i [ n,
were they available as the data. A typical application of the sample
quantile process of depth values is noted in Remark 4.4 above.
Remark 4.5. For the halfspace and simplicial depth functions, in the
case d=1 we can as in Remark 4.2 give simple explicit formulas for the
above depth level quantile function. For the halfspace depth we have
FD(a)=2a, 0 [ a [ 1/2, and thus
U(p)=F−1D (p)=p/2, 0 < p < 1,
while for the simplicial depth we have FD(a)=1−`1−2a , 0 [ a [ 1/2,
and thus
U(p)=F−1D (p)=
1−(1−p)2
2
, 0 < p < 1.
The striking aspect here is that, although FD and U indeed vary for the two
depth functions, they depend on F only through its assumed continuity.
Thus, for d=1 and D( · , P) given by HD or SD, the depth quantile func-
tion is uninformative about the underlying model. For d > 1, FD and U do
in general depend on F. This is in a somewhat limited sense, however,
because for any two distributions F and G corresponding to random
vectors X and Y with one an affine transformation of the other, we have
FD=GD in the case of any affine invariant depth function D. L
APPENDIX
Conditions for (9). Denoting the inverse of U by H=U−1, it follows by
the continuous differentiability of l(I(ap, D, P)) or l(O(ap, D, P)), as the
case may be, that H is differentiable with continuous derivative h on
(L, R), where L=limp a 0 U(p) and R=limp ‘ 1 U(p). In particular, in the
case A3 we have
L=lim
p a 0
l(I(ap, D, P))=lim
a ‘ a
g
l(I(a, D, P))=l(C(0, D, P)),
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where C(0, D, P) represents the set of points attaining maximal depth, and
similarly
R=l(supp(F)).
Likewise, in the case A3 − we have
L=lim
p a 0
l(O(a˜p, D, P))
=lim
a a 0
l(O(a, D, P))=l({x: D(x, P)=0} 5 supp(F)),
and similarly (again)
R=l(supp(F)).
Also, the function g( · )=1/U −( · ) may be represented as g=h p U. Con-
sequently, the assumptions needed for (9) may be formulated as follows:
(i) l is nonnegative,
(ii) 0 < h(L+) <.,
(iii) h is nonincreasing in a left neighborhood of R
and, in the case that h(R−)=0,
(iv) h − exists in a left neighborhood of R and, for some 0 <M <.
lim sup
u ‘ R
(1−H(u)) |h −(u)| (h(u))−2 <M.
(If F has bounded support, we have h(R−) > 0 and (iv) is not needed.) L
Proof of Theorem 3.1. The result follows from Theorem 1.1 of Einmahl
and Mason (1992) by showing that their conditions (C1)–(C8) hold. We
introduce the pseudometric d0 defined on any Borel sets B1 and B2 in Rd by
d0(B1, B2)=P(B1 g B2).
1. By A3(ii) or A3 −(ii), it is readily seen that (a) l is continuous on C
with respect to d0. Also, for every p ¥ (0, 1), it follows from A3(ii) (A3 −(ii))
that there exists a sufficiently small (large) a such that the inner (outer)
region indexed by a has probability \ p. Thus (b) the Un, n \ 1, are finite
valued on (0, 1) almost surely. Statements (a) and (b) comprise (C1).
2. We apply the nature of C as given by A3(ii) or A3 −(ii). Let D be
the subclass of C indexed by rational a ¥ (0, ag). Trivially, for any C ¥C
there is a sequence {Dn, n \ 1} in D such that 1Dn (x)Q 1A(x) for all x ¥ R
d.
This is (C2).
3. It is easily checked that C as given by A3(ii) or A3 −(ii) is a Vapnik–
Cˇervonenkis class of sets in Rd. Then, as argued in Einmahl and Mason
(1992), p. 1069 (or see Pollard (1982)), (C2) implies (C3).
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4. Assumptions A1 and A2 readily yield that
0 < P(I(a, D, P)) < 1 for 0 < a < ag,
and similarly for O(a, D, P). This establishes (C4).
5. For 0 < p < 1, Einmahl and Mason (1992) consider the sets
Tp={C ¥C : l(C)=U(p), P(C)=p}.
In our cases of C, we find by A1 and A2 (see also discussion in Section 2)
that P(I(ap, D, P))=1−FD(a) and P(O(ap, D, P))=FD(a) are strictly
monotone in a. Thus, for C given by A3,
Tp={I(ap, D, P): l(I(a, D, P))=l(I(ap, D, P))}=I(ap, D, P),
and similarly, for C given by A3 −, Tp=O(ap, D, P). In either case, Tp is
nonempty, which is (C5).
6. Under A3, (C6) reduces to the following: for each e > 0 there
exists d > 0 such that whenever 0 [ p1, p2 [ 1 with |p1−p2 | < d, we have
d0(I(ap1 , D, P), I(ap2 , D, P)) < e. This follows easily from A1 and A2. The
argument in the case A3 − is similar.
7. Condition (C7) is just the continuous differentiability of the
inverse H=U−1, that follows from either A3 or A3 − as discussed above in
the ‘‘Conditions for (9)’’.
8. Under A3, (C8) reduces to the following: for each e > 0 there
exists d > 0 such that whenever a satisfies 0 < p−d < P(I(a, D, P)) < p < 1
and l(I(a, D, P)) < l(I(ap, D, P)), there is an a − such that d0(I(a, D, P),
I(a −, D, P)) < e. This follows easily from A1 and A2. The argument in the
case A3 − is similar.
This completes the proof. L
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