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GEOMETRIC ARVESON-DOUGLAS CONJECTURE
Miroslav Engliˇs, Jo¨rg Eschmeier
Abstract. We prove the Arveson-Douglas essential normality conjecture for graded
Hilbert submodules that consist of functions vanishing on a given homogeneous sub-
variety of the ball, smooth away from the origin. Our main tool is the theory of
generalized Toeplitz operators of Boutet de Monvel and Guillemin.
1. Introduction
Let Bd be the unit ball in Cd, d ≥ 1. The Drury-Arveson space H2d consists of
all holomorphic functions f(z) =
∑
ν fνz
ν on Bd such that
‖f‖2DA :=
∑
ν
|fν |2 ν!|ν|! <∞,
equipped with the corresponding norm and inner product. The operators
Mzj : f(z) 7→ zjf(z)
of multiplication by the coordinate functions are bounded onH2d , and commute with
each other. This endowsH2d with the structure of a module over the polynomial ring
C[z1, . . . , zd], a polynomial p corresponding to the operator Mp = p(Mz1 , . . . ,Mzd)
of multiplication by p on H2d . If M ⊂ H2d is a (closed) subspace invariant under
all Mzj , j = 1, . . . , d, we can therefore consider the restrictions Mzj |M, which are
commuting bounded linear operators on M, as well as the compressions
Sj := PM⊥Mzj |M⊥ , j = 1, . . . , d,
of the Mzj to the orthogonal complement M⊥ = H2d ⊖M, which are commuting
bounded linear operators on M⊥.
The following conjecture was originally made by Arveson [1] with d in the place
of dimZ(p), and refined to the current form by Douglas [8].1
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1In both cases, it was also formulated for the more general case of modules M in H2
d
⊗ CN
generated by CN -valued homogeneous polynomials, with some finite N ≥ 1.
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Arveson-Douglas Conjecture. AssumeM is generated, as a module, by finitely
many homogeneous polynomials p1, . . . , pm ∈ C[z1, . . . , zd]. Then the commutators
[Sj , S
∗
k ], j, k = 1, . . . , d, belong to the Schatten class Sq for all q > dimZ(p), where
dimZ(p) is the complex dimension of the zero-set Z(p) ≡ Z(p1, . . . , pm) of the
polynomials p1, . . . , pm.
The Arveson conjecture, and in some cases also its refined version due to Douglas,
have so far been proved in various special settings: by Arveson himself [1] when
p1, . . . , pm are monomials; by Guo and Wang [17] for m = 1 or d ≤ 3; by Douglas
and Wang [9] when m = 1 and M is a submodule of the Bergman space L2hol(Bd)
on Bd (instead of H2d) generated by an arbitrary, not necessarily homogeneous
polynomial p; by Fang and Xia [14] for submodules of the same type in certain
weighted (Sobolev-)Bergman spaces on Bd, which included L2hol(B
d) as well as the
Hardy space H2(∂Bd) on Bd, but not H2d (unless d = 1); by Kennedy and Shalit
[20] when p1, . . . , pm are homogeneous polynomials such that the linear spans of
Z(p1), . . . , Z(pm) in C
d have mutually trivial intersections; etc. See the recent
survey paper by Shalit [23] for some more details and further information, as well
as the original paper by Douglas [8] for more on the motivation and applications
to K-homology and index theory.
There is also a reformulation of (a weaker version of) the Arveson-Douglas con-
jecture in terms of varieties. Namely, denote by I(p) the ideal in C[z1, . . . , zd]
generated by p1, . . . , pm; then M is the closure of I(p) in H2d , and I(p) is a homo-
geneous (or graded) ideal, meaning that
I(p) =
∑⊕
k≥0
(I(p) ∩ (homogeneous polynomials of degree k)).
Denoting for any ideal J in C[z1, . . . , zd] by
Z(J) := {z ∈ Cd : q(z) = 0 ∀q ∈ J}
the zero set of J , we then have Z(p) = Z(I(p)), which is a homogeneous variety
in Cd, i.e. z ∈ Z(p), t ∈ C implies tz ∈ Z(p). Conversely, for any subset X ⊂ Cd,
I(X) := {q ∈ C[z1, . . . , zd] : q(z) = 0 ∀z ∈ X}
is an ideal in C[z1, . . . , zd], which is homogeneous if X is. The correspondences
J 7→ Z(J), X 7→ I(X) are not one-to-one: one always has I(Z(J)) ⊃ J , with equal-
ity if and only if J is a radical ideal, i.e. J =
√
J where
√
J := {q ∈ C[z1, . . . , zd] :
qn ∈ J for some n = 1, 2, . . . }; also, Z(J1) = Z(J2) if and only if
√
J1 =
√
J2
(this is Hilbert’s Nullstellensatz). Specializing to modules generated by radical
ideals, we thus get the following “geometric version” of the Arveson-Douglas con-
jecture [20].
Geometric Arveson-Douglas conjecture. Let V be a homogeneous variety
in Cd and M = {f ∈ H2d : f(z) = 0 for all z ∈ V ∩ Bd}. Then [Sj , S∗k ] ∈ Sq
for all q > dimC V .
As already mentioned in passing, one can consider the above conjectures not
only for H2d , but also for other spaces of holomorphic functions on B
d on which
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the multiplication operators Mzj , j = 1, . . . , d, act boundedly. These include the
(weighted Bergman) spaces
A2α(B
d) ≡ A2α := L2hol(Bd, dµα)
of holomorphic functions on Bd square-integrable with respect to the probability
measure
dµα(z) :=
Γ(α+ d+ 1)
Γ(α+ 1)pid
(1− |z|2)α dz, α > −1,
where dz denotes the Lebesgue volume on Cd and the restriction on α ensures that
these spaces are nontrivial (and contain all polynomials). In terms of the Taylor
coefficients f(z) =
∑
ν fνz
ν , the norm in A2α is given by
(1) ‖f‖2α =
∑
ν
|fν |2 ν! Γ(d+ α+ 1)
Γ(|ν|+ d+ α+ 1) .
The right-hand side makes actually sense and is positive-definite for all α > −d−1,
and we can thus extend the definition of A2α also to α in this range; in particular,
this will give, in addition to the weighted Bergman spaces for α > −1 (including
the ordinary — i.e. unweighted — Bergman space L2hol(B
d) for α = 0), also the
Hardy space
A2−1 = H
2(∂Bd, dσ)
with respect to the normalized surface measure dσ on ∂Bd for α = −1, as well as
the Drury-Arveson space
A2−d = H
2
d
for α = −d. Furthermore, passing from (1) to the equivalent norm
(2) ‖f‖2α◦ :=
∑
ν
|fν |2
(|ν|+ 1)d+α
ν!
|ν|! ,
one can even define the corresponding spaces A2α◦ for any real α, with A
2
α◦ = A
2
α
(as sets, with equivalent norms) for α > −d− 1 (hence, in particular, A2−d,◦ = H2d
for α = −d, A2−1,◦ = H2(∂Bd) for α = −1, and A2α◦ = A2α for α > −1). Actually,
A2α◦ are precisely the subspaces of holomorphic functions
A2α◦ =W
−α/2
hol (B
d) := {f ∈W−α/2(Bd) : f is holomorphic on Bd}
in the Sobolev spacesW−α/2(Bd) on Bd of order −α
2
, for any real α. The coordinate
multiplications Mzj , j = 1, . . . , d, are continuous on A
2
α◦ for any α ∈ R, and one
can consider the Arveson-Douglas conjecture in this setting.
Our main result is the proof of the geometric variant of the Arveson-Douglas
conjecture — that is, proof of the Arveson-Douglas conjecture for subspaces M
generated by a radical homogeneous ideal — in all these settings for smooth sub-
manifolds.
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Main Theorem. Let V be a homogeneous variety in Cd such that V \ {0} is a
complex submanifold of Cd\{0} of dimension n, α ∈ R, andM the subspace in A2α◦,
or in A2α if α > −d − 1, of functions vanishing on V ∩ Bd. Then [Sj , S∗k ] ∈ Sq,
j, k = 1, . . . , d, for all q > n.
Our method of proof relies on two ingredients: the results of Beatrous about
restrictions of functions in A2α◦ to submanifolds [7], and the theory of Boutet de
Monvel and Guillemin of Toeplitz operators on the Hardy space with pseudodif-
ferential symbols (so-called “generalized Toeplitz operators”) [4] [3]. It actually
turns out that the Boutet de Monvel and Guillemin theory can also be used to
replace the results of Beatrous from [7], at least those that we need here. The re-
quired prerequisites about the generalized Toeplitz operators of Boutet de Monvel
and Guillemin are reviewed in Section 2, and those about restrictions to subman-
ifolds in Section 3. With these tools it is possible to prove a variant of our main
theorem with V a (not necessarily homogeneous) complex submanifold of Bd in-
tersecting ∂Bd transversally; we do this in Section 4. The proof of Main Theorem,
which builds on the same ideas but with some additional technicalities, is given in
Section 5.
2. Generalized Toeplitz operators
Let Ω be a bounded strictly pseudoconvex domain with smooth (i.e. C∞) bound-
ary in W , where W is either Cn or, more generally, a complex manifold of dimen-
sion n; an example is W a complex submanifold of dimension n in Cd, d > n, and
Ω = W ∩ Bd. (One could even allow W to be a complex analytic variety of di-
mension n with singularities in Ω but not on ∂Ω, an example being a homogeneous
complex cone of dimension n in Cd, d > n, again with Ω =W ∩ Bd; see §2i in [3].)
We fix a positively-signed “defining function” ρ for Ω, i.e. a function smooth on the
closure Ω of Ω such that ρ > 0 on Ω and ρ = 0, ∇ρ 6= 0 on ∂Ω; in the example
above, we can take ρ(z) = 1− |z|2.
Let L2(∂Ω) be the Lebesgue space on the boundary ∂Ω with respect to the sur-
face measure (i.e. the (2n − 1)-dimensional Hausdorff measure) dλ on W ; we will
denote the inner product and norm in L2(∂Ω) by 〈·, ·〉∂Ω and ‖ · ‖∂Ω, respectively,
and similarly by 〈·, ·〉Ω the inner product in L2(Ω, dz).2 Let ∂ denote the usual
Cauchy-Riemann operator on W , and ∂∗ its (formal) adjoint with respect to some
fixed smooth Hermitian metric on W ; the harmonic functions on W are then those
annihilated by the Laplacian ∆ := −∂∗∂. The Hardy space H2(∂Ω) is the sub-
space in L2(∂Ω) of functions whose Poisson extension into Ω is not only harmonic
but holomorphic; or, equivalently, the closure in L2(∂Ω) of C∞hol(∂Ω), the space of
boundary values of all the functions in C∞(Ω) that are holomorphic on Ω. We will
also denote by W s(∂Ω), s ∈ R, the Sobolev spaces on ∂Ω, and by W shol(∂Ω) the
closure of C∞hol(∂Ω) in W
s(∂Ω). The Poisson extension operator
K : C∞(∂Ω)→ C∞(Ω), ∆Ku = 0 on Ω, Ku|∂Ω = u,
then extends to a bounded operator from W s(∂Ω) onto W
s+1/2
harm (Ω), the subspace
of harmonic functions in the Sobolev space W s+1/2(Ω) on Ω, and from W shol(∂Ω)
2In the case of W a manifold, we use the surface measure and volume with respect to some
chosen Riemannian metric on W .
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onto W
s+1/2
hol (Ω), the subspace of holomorphic functions in W
s+1/2(Ω). The oper-
ator of taking the boundary values (or “trace”)
γ : C∞(Ω)→ C∞(∂Ω), γf := f |∂Ω,
which acts from W s(Ω) onto W s−1/2(∂Ω) for s > 12 (this is the Sobolev trace
theorem), similarly extends to a bounded map from W sharm(Ω) onto W
s−1/2(∂Ω)
and from W shol(Ω) onto W
s−1/2
hol (∂Ω), for any s ∈ R, which is the right inverse
to K. On harmonic and holomorphic functions, γ and K are thus mutual inverses,
establishing isomorphisms W sharm(Ω)↔W s−1/2(∂Ω) and W shol(Ω)↔W s−1/2hol (∂Ω),
for any real s. See e.g. Lions and Magenes [21], Chapter 2, Section 7.3 for the
proofs and further details.3
As usual, by a classical pseudodifferential operator (or ΨDO for short) on ∂Ω of
order m we will mean a pseudodifferential operator whose total symbol in any local
coordinate system has an asymptotic expansion
p(x, ξ) ∼
∞∑
j=0
pm−j(x, ξ)
where pm−j is C
∞ in x, ξ and positive homogeneous of degree m−j in ξ for |ξ| > 1.
Here m can be any real number, and the symbol “∼” means that the difference
between p and
∑k−1
j=0 pm−j should belong to the Ho¨rmander class S
m−k, for each
k = 0, 1, 2, . . . ; see [19]. The space of all such operators will be denoted Ψm.
An operator in Ψm maps W s(∂Ω) into W s−m(∂Ω) for any s ∈ R. Unless explicitly
stated otherwise, all ΨDOs in this paper will be classical.
If A ∈ Ψm, m < 0, is elliptic, i.e. its principal symbol σ(A)(x, ξ) = am(x, ξ)
does not vanish for ξ 6= 0, and is positive selfadjoint as an operator on L2(∂Ω)
(i.e. 〈Au, u〉 > 0 for all u ∈ L2(∂Ω), u 6= 0), then A is compact and its spectrum
consists of isolated eigenvalues λ1 > λ2 > · · · > 0 of finite multiplicity, so one can
define the power Az for any z ∈ C by the spectral theorem. Similarly for positive
(i.e. 〈Au, u〉 > 0 for all u ∈ domA, u 6= 0) selfadjoint elliptic A ∈ Ψm with m > 0,
one defines Az as (A−1)−z. It is then a classical result of Seeley that in both cases,
Az is a ΨDO of order mz, with principal symbol σ(A)z . In particular, if we define
the space HA as the completion of C∞(∂Ω) with respect to the norm
‖u‖2A := 〈Au, u〉∂Ω = ‖A1/2u‖2∂Ω,
then HA = Wm/2(∂Ω) as sets, with equivalent norms. All this remains in force
also for operators of order m = 0; note that the positivity of A then implies,
in particular, that A is injective and, hence, with bounded inverse on L2(∂Ω),
so one can again define Az for any z ∈ C by the spectral theorem for (bounded)
selfadjoint operators.
For P ∈ Ψm, the generalized Toeplitz operator TP : Wmhol(∂Ω) → H2(∂Ω) is
defined as
TP = ΠP,
3Or page 29, fifth paragraph, in [2]; as mentioned explicitly on p. 13 there, this applies also to
the case of manifolds Ω, not only to domains in Rn.
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where Π : L2(∂Ω) → H2(∂Ω) is the orthogonal projection (the Szego¨ projection).
Alternatively, one may view TP as the operator
TP = ΠPΠ
on all of Wm(∂Ω). Then TP maps continuously W
s(∂Ω) into W s−mhol (∂Ω), for each
s ∈ R. The microlocal structure of generalized Toeplitz operators was described
by Boutet de Monvel and Guillemin [3] [4], who proved in particular the following
facts. Let Σ denote the half-line bundle
(3) Σ := {(x, ξ) ∈ T ∗(∂Ω) : ξ = tηx, t > 0},
where η is the restriction to ∂Ω of the 1-form Im(−∂ρ) = (∂ρ− ∂ρ)/(2i); the strict
pseudoconvexity of Ω implies that Σ is a symplectic submanifold of the cotangent
bundle T ∗(∂Ω).
(P1) For any TP , P ∈ Ψm, there in fact exists Q ∈ Ψm such that TP = TQ and
Q commutes with Π.
(Hence, TP = TQ is just the restriction of Q to the Hardy space. It follows,
in particular, that generalized Toeplitz operators TP form an algebra.)
(P2) It can happen that TP = TQ for two different ΨDOs P and Q. However,
one can define unambiguously the order of TQ as min{ord(P ) : TP = TQ},
and the symbol of TQ as σ(TQ) := σ(Q)|Σ if ord(Q) = ord(TQ).
(P3) The order and the symbol obey the usual laws: ord(TQTP ) = ord(TQ) +
ord(TP ) and σ(TQTP ) = σ(TQ)σ(TP ).
(P4) If ord(TP ) = m, then TP maps W
s
hol(∂Ω) continuously into W
s−m
hol (∂Ω), for
any s ∈ R. In particular, if ord(TP ) = 0 then TP is a bounded operator
on L2(∂Ω); if ord(TP ) < 0, then it is even compact.
(P5) If P ∈ Ψm and σ(TP ) = 0, then there exists Q ∈ Ψm−1 with TQ = TP .
(P6) We will say that a generalized Toeplitz operator TP is elliptic if σ(TP ) does
not vanish. Then TP has a parametrix, i.e. there exists an elliptic generalized
Toeplitz operator TQ of order − ord(TP ), with σ(TQ) = σ(TP )−1, such that
TPTQ− I and TQTP − I are smoothing operators (i.e. have Schwartz kernel
in C∞(∂Ω× ∂Ω)).
Note that from (P3) and (P5) we obtain, in particular, that
(4) ord[TP , TQ] ≤ ord(TP ) + ord(TQ)− 1.
For an elliptic generalized Toeplitz operator TP of orderm > 0 or m < 0 which is
positive selfadjoint as an operator on H2(∂Ω), it again follows from (P1), (P6) and
the result of Seeley recalled above that the complex powers T zP , z ∈ C, defined by
the spectral theorem, are elliptic generalized Toeplitz operators of order mz, with
symbol σ(TP )
z (see Proposition 16 in [10] for the details); and, likewise, the space
HTP defined as the completion of C∞hol(∂Ω) with respect to the norm
(5) ‖u‖2TP := 〈TPu, u〉∂Ω = ‖T
1/2
P u‖2∂Ω
coincides with W
m/2
hol (∂Ω), with equivalent norms. The corresponding space
KHTP := {Ku : u ∈ HTP }
of holomorphic functions on Ω thus coincides with
(6) KHTP = KWm/2hol (∂Ω) =W (m+1)/2hol (Ω),
with equivalent norms.
We conclude this section with a simple criterion for Schatten class membership
of generalized Toeplitz operators.
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Proposition 1. A generalized Toeplitz operator TQ of order −q on ∂Ω, q > 0,
belongs to Sp for all p > n/q, n = dimCΩ.
Proof. Choose a positive selfadjoint elliptic generalized Toeplitz operator of order
−1 on ∂Ω with positive symbol, for instance, TΛ where Λ = K∗K, cf. the beginning
of the next section. Then T−qΛ TQ is a bounded operator; since Sp is an ideal,
it therefore suffices to show that T qΛ ∈ Sp for p as indicated.
To prove the latter, we proceed as in Theorem 3 in [13]: namely, let 0 < λ1 ≤
λ2 ≤ . . . be the eigenvalues of T−1Λ , counting multiplicities, and denote
N(λ) = card{j : λj < λ}
the corresponding counting function. By Theorem 13.1 in [4],
N(λ) = cλn +O(λn−1) as λ→ +∞
with some positive constant c; implying that
1
λ
=
(N(λ)
c
)−1/n
[1 +O(N(λ)−1/n)].
Consequently,
‖T qΛ‖pSp =
∞∑
j=1
λ−pqj =
∫
[λ1,∞)
λ−pq dN(λ)
=
∫ ∞
1
( c
N
)pq/n
[1 +O(N−1/n)] dN,
which is finite for pqn > 1, i.e. for p >
n
q . 
From the last proof one can in fact show that T qΛ and, hence, TQ belongs to the
ideal Sn/q,∞ of operators T whose singular numbers satisfy sj(T ) = O(j−q/n) as
j →∞, and which is properly contained in Sp for all p > nq .
3. Sobolev-Bergman spaces and restrictions
The Poisson operator K is in particular bounded from L2(∂Ω) into L2(Ω), and
we denote by K∗ : L2(Ω)→ L2(∂Ω) its adjoint. Operators of the form
Λw := K
∗wK,
where w is a function on Ω, are governed by a calculus developed by Boutet de
Monvel [2]. Namely, for w of the form
w = ραg, α > −1, g ∈ C∞(Ω),
Λw is an operator in Ψ
−α−1, with principal symbol
σ(Λw)(x, ξ) =
Γ(α+ 1)
2|ξ|α+1 g(x)‖ηx‖
α.
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In particular, we obtain that Λ := Λ1 = K
∗K is an elliptic operator in Ψ−1, and
more generally, Λρα = K
∗ραK is an elliptic operator in Ψ−α−1, for any α > −1.
From the simple computation
(7)
∫
Ω
|Ku|2 w dz = 〈wKu,Ku〉Ω
= 〈Λwu, u〉∂Ω
= 〈TΛwu, u〉∂Ω,
valid for any u ∈ C∞hol(∂Ω), and (6) we thus see that the space
A2α,ρ(Ω) := L
2
hol(Ω, ρ
α dz), α > −1,
coincides with W
−α/2
hol (Ω), with equivalent norms, independently of the choice of
the defining function ρ. This suggests extending the definition of the spaces A2αρ in
this manner to all real α: namely, let us introduce the notation
A2α∗ :=W
−α/2
hol (Ω), α ∈ R.
It was shown by Beatrous [7] for smoothly bounded strictly pseudoconvex domains
Ω in a Stein manifoldW that there exist many equivalent norms on A2α∗, beside the
Sobolev norm inherited fromW−α/2(Ω). Namely, if m is a nonnegative integer and
m > −α+1
2
, then f ∈ A2α∗ if and only if ∂νf belongs to A2α+2m,ρ for all multiindices
ν with |ν| ≤ m, and the norm in A2α∗ is equivalent to
(8) ‖f‖α#mρ :=
( ∑
|ν|≤m
‖∂νf‖2α+2m,ρ
)1/2
.
Furthermore, in fact one need not consider all the derivatives in (8), but only
“radial” ones: namely, if D is the holomorphic vector field on Ω given by
D :=
n∑
j=1
(∂jρ)∂j ,
then a holomorphic function f belongs to A2α∗ if and only if Djf ∈ L2α+2m,ρ for all
0 ≤ j ≤ m, and
(9) ‖f‖α♭mρ :=
( m∑
j=0
‖Djf‖2α+2m,ρ
)1/2
is an equivalent norm in A2α∗. Here L
2
αρ := L
2(Ω, ραdz) for α > −1, and we use
‖ · ‖αρ to denote the norm in L2αρ. Again, both in (8) and in (9), ρ can be an
arbitrary defining function, and different choices of ρ lead to equivalent norms.
We remark that a proof of all the above facts can be given based on (6) and
the machinery of generalized Toeplitz operators reviewed in the preceding section
(which is completely different from the methods used in [7]): namely, one checks
that the norms in (8) and (9) are special cases of the norm (5), with
(10) P = Pα#mρ :=
∑
|ν|≤m
K∗∂νρα+2m∂νK
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and
(11) P = Pα♭mρ :=
m∑
j=0
K∗D∗jρα+2mDjK,
respectively, and that P is a positive selfadjoint elliptic ΨDO on ∂Ω of order −α−1;
see Sections 5–7 in [10] for the details.
Finally, [7] also gives a result concerning restrictions of functions in A2α∗ to
complex submanifolds which intersect ∂Ω transversally. (In fact [7] treats even the
case of Lp-Sobolev spaces of holomorphic functions for any p > 0, not only p = 2.)
Namely, if V is such a submanifold in a neighbourhood of Ω, then Corollary 1.7 in
[7] asserts that the restriction map
(12) RV : f 7−→ f |V
actually sends each A2α∗(Ω) continuously onto A
2
α+k,∗(Ω ∩ V ):
(13) RV A
2
α∗(Ω) = A
2
α+k,∗(Ω ∩ V ) continuously, ∀α ∈ R,
where
k = n− dimC V
is the codimension of V in the n-dimensional Stein manifold W .
We will need a somewhat more precise information on the nature of the restric-
tion operator RV and its relationships to the inner products like (2), (8), (9) on
A2α∗(Ω) and A
2
α+k,∗(Ω ∩ V ). To that end, we now review some properties of the
Szego¨ projection Π : L2(∂Ω)→ H2(∂Ω) due to Boutet de Monvel and Sjo¨strand [5].
Recall that a Fourier integral distribution is an integral of the form
(14) u(x) = I(a, φ)(x) :=
∫
eiφ(x,θ)a(x, θ) dθ.
Here a is a (classical) symbol in the Ho¨rmander class Sm(U×RN ), U ⊂ Rn, m ∈ R,
and φ ∈ C∞(U×R˙N ), R˙N := RN \{0}, is a nondegenerate phase function, meaning
that φ is real-valued, φ(x, λθ) = λφ(x, θ) for λ > 0, d(x,θ)φ 6= 0, and d(x,θ) ∂φ∂θj ,
j = 1, . . . , N , are linearly independent on the set where dθφ = 0. The integral
(14) converges absolutely when m < −N , and can be defined as a distribution on
U for any real m. The image Λφ of the set {(x, θ) : dθφ(x, θ) = 0} under the
map (x, θ) 7→ (x, dxφ(x, θ)) is then a conical Lagrangian submanifold of T •U :=
T ∗U \ {0}, the cotangent bundle of U with zero section removed. The set of all
distributions of the form (14) turns out to depend not on φ but only on Λφ, modulo
smooth functions: namely, if ψ ∈ C∞(U × R˙M ) is another phase function such that
Λφ = Λψ in a neighbourhood of (x0, ξ0) ∈ T •U , and a ∈ Sm(U ×RN) is supported
in a small conical neighbourhood of (x0, ξ0), then there exists b ∈ Sm′(U × RM ),
wherem′ = m+(M−N)/2, supported in a small conical neighbourhood of (x0, ξ0),
such that I(a, φ)− I(b, ψ) ∈ C∞(U). Moreover, if a is elliptic, then so is b. Given a
conical Lagrangian submanifold Λ of T •U , one can therefore unambiguously define
the space of associated Fourier integral distributions
(15) Im(U,Λ) := {u = I(a, φ) + v locally, Λφ = Λ, a ∈ Sm−N2 +n4 , v ∈ C∞},
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and its subset Imell with a elliptic. (The reason for the shift by
n
4 will become
apparent in a moment.) The whole construction carries over in a straightforward
manner from subsets U ⊂ Rn also to real manifolds of dimension n.
If X,Y are two compact real manifolds, and Λ is a conical Lagrangian sub-
manifold of T •X ×T •Y ⊂ T •(X ×Y ), an operator from C∞(X) into D′(Y ) whose
distributional (Schwartz) kernel belongs to Im(Y ×X,Λ) is called a Fourier integral
operator (FIO for short) of order m. The set
C := {(x, ξ, y,−ζ) : ((x, y), (ξ, ζ)) ∈ Λ} ⊂ T •X × T •Y
is called the “canonical relation” corresponding to Λ, and we denote the space of all
FIOs (with classical symbols) from X into Y of order m and with canonical relation
C by Im(X,Y,C), and by Imell(X,Y,C) its subset of elliptic elements. The L
2
adjoint (with respect to some smooth volume elements on X and Y ) of an operator
A ∈ Im(X,Y,C) belongs to Im(Y,X,Ct), where Ct = {(y, ζ, x, ξ) : (x, ξ, y, ζ) ∈
C}. If X,Y,Z are three compact real manifolds and A1 ∈ Im1(X,Y,C1), A2 ∈
Im2(Y,Z,C2), where C1 and C2 intersect nicely
4, then
(16) A2A1 ∈ Im1+m2(X,Z,C1 ◦ C2),
and similarly for Im replaced by Imell. (This composition law — i.e. that I
m1 ◦Im2 ⊂
Im1+m2 — is the reason for the shift by n4 in (15).)
Pseudodifferential operators are special case of FIOs corresponding to the phase
function φ(x, y, θ) = (x − y) · θ; thus C = diag T •X is the identity relation
{(x, ξ, x, ξ) : (x, ξ) ∈ T •X}, and ΨDOs can be composed with any FIO, yielding a
FIO with the same canonical relation as the original FIO.
Finally, up to a number of technicalities which we will not go into here (see the
references mentioned below for the details), the calculus of FIOs extends also to
complex valued phase functions φ with Imφ ≥ 0. The technicalities stem from the
fact that the set {(x, θ) : dθφ(x, θ) = 0} is no longer a (real) manifold in U × RN
in general, and needs to be replaced, roughly speaking, by the “real part” of its
“almost analytic” complex extension; the same applies to the conical Lagrangian
manifolds Λφ and canonical relations C. With these modifications, the whole for-
malism of Fourier integral distributions and FIOs just described remains in force
also for complex-valued phase functions.
The reader is referred e.g. to Grigis and Sjo¨strand [16], Ho¨rmander [19] (Chap-
ter 25), Melin and Sjo¨strand [22] and Treves [25] (Chapters VIII and X) for full
accounts of the theory of FIOs with real as well as complex valued phase functions.
The main result of [5] then says that for any smoothly-bounded strictly pseudo-
convex domain Ω as in Section 2, the Szego¨ kernel S(x, y) is a Fourier integral distri-
bution in I0(∂Ω×∂Ω,diag Σ∂Ω), and the Szego¨ projection Π : L2(∂Ω)→ H2(∂Ω) is
an elliptic FIO with complex valued phase function in I0ell(∂Ω, ∂Ω,diag Σ∂Ω), where
diag Σ∂Ω = {(Υ,Υ) : Υ ∈ Σ∂Ω}
= {(x, tηx, x, tηx) : x ∈ ∂Ω, t > 0} ⊂ T •(∂Ω)× T •(∂Ω),
4In detail: if ∆ denotes the “diagonal” ∆ = {(a, b, b, c) : a ∈ T •X, b ∈ T •Y, c ∈ T •Z}, then (i)
C1 × C2 should intersect ∆ transversally (i.e. the sum of the tangent spaces should be equal to
the full tangent space of T •X × (T •Y )2× T •Z at each point of intersection), and (ii) the natural
projection (C1×C2)∩∆→ T •(X×Z) should be injective and proper; its image is denoted C1◦C2.
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with Σ = Σ∂Ω as in (3). More specifically, one has
5
(17) S(x, y) =
∫ ∞
0
e−θρ(x,y)a(x, y, θ) dθ,
where a is an elliptic symbol in Sn−1(Ω×Ω×R+) and ρ(x, y) is an “almost analytic”
extension of the defining function ρ, namely ρ(·, ·) ∈ C∞(Ω×Ω) satisfies ρ(x, x) =
ρ(x), ρ(y, x) = ρ(x, y), while ∂xρ(x, y), ∂yρ(x, y) vanish to infinite order on the
diagonal x = y, and 2Re ρ(x, y) ≥ ρ(x) + ρ(y) + c|x− y|2 for all x, y ∈ Ω for some
c > 0. It follows that an (elliptic) generalized Toeplitz operator TP on ∂Ω of order
m is an (elliptic) FIO in Im(∂Ω, ∂Ω,diag Σ∂Ω), and in fact generalized Toeplitz
operators of order m on ∂Ω are precisely those operators A ∈ Im(∂Ω, ∂Ω,diag Σ∂Ω)
for which A = ΠAΠ (= ΠA = AΠ); see [6], p. 21, §v.6
After these preparations, we can state an observation which in some sense is our
main result of this section. Let V be a complex submanifold in a neighbourhood
of Ω which intersects ∂Ω transversally, k = n−dimC V and let RV be the restriction
operator (12). We will denote the Szego¨ projections on ∂Ω and ∂(Ω∩V ) = ∂Ω ∩ V
by Π and ΠV , respectively, and similarly by ρ and ρV the respective defining
functions as well as their almost-analytic extensions (thanks to the transversal-
ity hypothesis, one can take ρV = ρ|V×V , and we will assume this from now on),
by η = 12i (∂ρ − ∂ρ)|∂Ω and ηV = 12i (∂ρV − ∂ρV )|∂Ω∩V the corresponding one-
forms on the boundary, K and KV the respective Poisson operators, etc. Finally,
we denote by
R∂V := γV RVK : u 7−→ u|∂Ω∩V
the action of RV on boundary values.
Proposition 2. R∂VΠ = ΠVR∂VΠ is an elliptic FIO from ∂Ω to ∂Ω ∩ V of order
k/2, with canonical relation7
(18) Σ∂Ω|V := {(x, tηx, x, tηVx ) : x ∈ ∂Ω ∩ V , t > 0} ⊂ T •(∂Ω)× T •(∂Ω ∩ V )
(the “restriction” of diag Σ∂Ω to T
•(∂Ω)× T •(∂Ω ∩ V )).
Furthermore, if T is a generalized Toeplitz operator on ∂Ω of order s ∈ R, then
(R∂VΠ)T (R∂V Π)
∗ is a generalized Toeplitz operator on ∂Ω ∩ V of order s+k, which
is elliptic if T is.8
5For Ω = Bd with ρ(x, y) = 1− 〈x, y〉, one has simply a(x, y, θ) = θd−1/λ(∂Bd).
6Page 253 in [3] gives a construction of an operator H from L2(Rn) onto the Hardy space such
that H∗H = I while HH∗ = Π; H is in fact a FIO of order 0. An operator T satisfying T = ΠTΠ
then equals T = HQH∗ where Q = H∗TH. Now the paragraph before (1.7) on the same page
253 of [3] outlines a proof that any such Q can be obtained as Q = H∗PH for some ΨDO P .
It follows that T = ΠPΠ = TP is a generalized Toeplitz operator, as claimed.
7More precisely, (18) is the “real part” of the canonical relation.
8Throughout the paper, unless explicitly stated otherwise, the adjoint X∗ of an operator X
acting on a Hilbert space of functions on a domain Ω or its boundary ∂Ω (or between two such
spaces) is always meant with respect to the L2 products on Ω or ∂Ω. This is in line with the
standard convention in ΨDO theory — if X is a ΨDO of order m, then X∗ is also of order m,
and both X and X∗ (sic!) map W s into W s−m for any real s. (Normally, the adjoint of X :
W s → W s−m would be X∗ : W s−m → W s, the reason of course being that the latter adjoint is
taken with respect to theW s and W s−m inner products and not with respect to the L2 products.
The only place where we will use the genuine, instead of L2, adjoints are the operators T ∗ in the
proofs of Theorem 4 in Section 4 and of Main Theorem in Section 5.)
Strictly speaking, by the L2 inner product above we also mean its extension to the duality
pairing between W s and W−s, s ∈ R, which coincides with the L2 pairing when both arguments
are smooth functions.
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Note that the second part of the proposition would actually follow immediately
by (16) if the canonical relations Σ∂Ω|V , Σ
t
∂Ω|V and diag Σ∂Ω intersected nicely.
However this does not seem to be the case (unless k = 0); fortunately it is possible
to give a direct proof.
Proof. Set temporarily, for brevity, A := R∂VΠ. Since the restriction of a holo-
morphic function to a complex submanifold is again holomorphic, it is clear that
A = ΠV A. Also by (17), the Schwartz kernel of A is simply the restriction
R∂V,xS(x, y) =
∫ ∞
0
e−θρ(x,y)a(x, y, θ) dθ, x ∈ ∂Ω ∩ V , y ∈ ∂Ω.
Comparing this with (14) shows that, just as (17), the right-hand side is a Fourier
integral distribution, and, hence, A is a FIO, with phase function iθρ(x, y), x ∈
∂Ω ∩ V , y ∈ ∂Ω, and canonical relation given by (18). Since a is an elliptic symbol
in Sn−1, the order of R∂VΠ is n − 1 + dimR+2 − dim ∂Ω+dim ∂Ω∩V4 = n − 1 + 12 −
(2n−1)+(2n−2k−1)
4 =
k
2 , proving the first part of the proposition.
For the second part, note that from the formulas
Af(x) =
∫
y∈∂Ω
f(y)S(x, y) dλ(y), A∗g(y) =
∫
x∈∂Ω∩V
g(x)S(y, x) dλV (x),
we get
ATA∗f(x) =
∫
y∈∂Ω
S(x, y)Ty
∫
x1∈∂Ω∩V
f(x1)S(y, x1) dλV (x1) dλ(y),
where the subscript y in Ty refers to the variable T is being applied to. Thus the
Schwartz kernel of ATA∗ is
KATA∗(x, x1) :=
∫
y∈∂Ω
S(x, y)TyS(y, x1) dλ(y) = (TSx1)(x)
by the reproducing property of the Szego¨ kernel, where Sy(x) := S(x, y). Now we
may assume that T = TP for some ΨDO P of the same order which commutes
with Π; and by the standard symbol calculus for ΨDOs (see, for instance, Theo-
rem 4.2 in Ho¨rmander [18]) we have quite generally
(19) Tx
∫ ∞
0
e−θρ(x,y)a(x, y, θ) dθ =
∫ ∞
0
e−θρ(x,y)b(x, y, θ) dθ
where b ∈ Sm+s(Ω × Ω × R+) if a ∈ Sm(Ω × Ω × R+), and with b elliptic if a
is elliptic. (See the proof of Theorem 5 in [11] for the details.) Restricting to
x, y ∈ Ω ∩ V we thus see that ATA∗ is a FIO, elliptic if T is elliptic, of order s+ k
and with the same canonical relation as ΠV , i.e. diag Σ∂Ω∩V . Since A = ΠV A and,
hence, ATA∗ = ΠVATA
∗ΠV , it therefore follows (see the end of the paragraph
after (17) above) that ATA∗ is a generalized Toeplitz operator on ∂Ω ∩ V , proving
the second part of the proposition. 
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Corollary 3. Under the same hypotheses as for the preceding proposition, A =
R∂VΠ is bounded from W
−s/2(∂Ω) into W
−(s+k)/2
hol (∂Ω ∩ V ), for any s ∈ R, and
its range has finite codimension.
In particular, R∂V : W
−s/2
hol (∂Ω) → W−(s+k)/2hol (∂Ω ∩ V ) and RV : A2α∗(Ω) →
A2α+k,∗(Ω ∩ V ) are bounded for any s, α ∈ R, with ranges of finite codimension.
Proof. Choose an invertible elliptic generalized Toeplitz operator TP of order
s
2
on ∂Ω (for instance, Λ−s/2 with Λ = K∗K as before), and similarly an invertible
elliptic generalized Toeplitz operator TQ of order −k+s2 on ∂Ω ∩ V . Then by the last
proposition and the properties of generalized Toeplitz operators, TQATPT
∗
PA
∗T ∗Q is
a generalized Toeplitz operator of order 0, hence, a bounded operator onH2(∂Ω ∩ V ).
Since an operator X between Hilbert spaces is bounded if and only if XX∗ is,
TQATP must be bounded from H
2(∂Ω) into H2(∂Ω ∩ V ). By the mapping prop-
erties of generalized Toeplitz operators again, this means that A is bounded from
W
−s/2
hol (∂Ω) into W
−(s+k)/2
hol (∂Ω ∩ V ), proving the first claim. Furthermore, since
TQATPT
∗
PA
∗T ∗Q is elliptic, by the property (P6) of generalized Toeplitz operators
it has a parametrix and, hence, is a Fredholm operator on H2(∂Ω ∩ V ); thus it has
(closed) range of finite codimension. Since again an operator X has range of finite
codimension if and only if XX∗ does, while TP and TQ are isomorphisms of H
2(∂Ω)
ontoW
−s/2
hol (∂Ω) and ofW
−(s+k)/2
hol (∂Ω ∩ V ) ontoH2(∂Ω ∩ V ), respectively, the sec-
ond claim about A follows. The second half of the corollary is immediate from the
first. 
From the results of Beatrous, we know that for Ω in Cn or in a Stein manifold,
the restriction operator RV : A
2
α∗(Ω) → A2α+k,∗(Ω ∩ V ) is actually onto. On the
other hand, consider the situation when W is the tautological line bundle over the
complex projective space CP 1, i.e. W = {(Cz, cz) : c ∈ C, z ∈ C2, z 6= 0}, let Ω be
the unit disc bundle {(Cz, cz) ∈ W : ‖cz‖ < 1}, and take V = {(Cz, cz) ∈ W : c ∈
C, z21 − z22 = 0}. Then Ω ∩ V consists of the two fibers of Ω over the points (1 : 1)
and (1 : −1) of CP 1, i.e. two disjoint discs. The function equal to 0 on one disc
and to 1 on the other one is holomorphic in Ω ∩ V , but cannot be the restriction
to V of a holomorphic function f on Ω: any such f must be constant on the zero
section of Ω (which is a compact complex submanifold of Ω), hence assumes one
and the same value in the centers of the two discs that form Ω ∩ V . Thus finite
codimension of the range of RV is indeed the best one can get (in this example,
the codimension is 1).
The statement of the last corollary should be contrasted with the situation for
full Sobolev spacesW s (instead ofW shol): there the restriction map RV mapsW
s(Ω)
intoW s−(k/2)(Ω∩V ) (and R∂V mapsW s(∂Ω) intoW s−(k/2)(∂Ω ∩ V )) only for s >
k/2, by the Sobolev trace theorem; whereas for the subspaces W shol of holomorphic
functions this holds for all real s. This is completely parallel to what happens for the
“boundary-value” operator γ from Section 2, which maps W s(Ω) → W s−1/2(∂Ω)
only for s > 1/2, but W shol(Ω) → W s−1/2hol (∂Ω) and W sharm(Ω) → W s−1/2(∂Ω) for
any real s.
Finally, note that when RV is onto, then RV R
∗
V must be invertible (by Banach’s
inverse mapping theorem), and R∗V (RVR
∗
V )
−1, being a right inverse to RV , is then
a bounded extension operator from A2α+k,∗(Ω ∩ V ) into A2α∗(Ω), for any α ∈ R.
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4. The case of a smooth submanifold
Throughout the rest of this paper, the space A2α◦ on B
d, α ∈ R, will always be
understood to be equipped with a norm of the form
(20) ‖f‖2 = 〈TY γf, γf〉∂B
for some positive selfadjoint elliptic generalized Toeplitz operator TY on ∂B
d of or-
der −α−1. In particular, this includes the weighted Bergman spaces L2hol(Bd, ρα dz)
for α > −1, with Y = Λρα (cf. (7)), the Hardy space on ∂Bd (with Y the identity
operator), or any of the Sobolev norms (8) or (9), for any α ∈ R (with Y given
by (10) and (11), respectively). It also includes the original norms ‖f‖α◦ from (2):
namely, by computing the inner products 〈zν , zµ〉, where µ, ν are two multiindices,
in the Hardy space H2(∂Bd) and in the unweighted Bergman space L2hol(B
d) and
comparing the results, one sees that TΛ, Λ = K
∗K, is the operator on H2(∂Bd)
diagonalized by the monomial basis {zν}ν with eigenvalues
TΛz
ν =
1
2(|ν|+ d) z
ν .
Thus if F ∈ C∞(R) is a function satisfying
F (2x+ 2d) =
Γ(x+ d)
Γ(x+ 1)(x + 1)d+α
for x ≥ 0, F (x) = 0 for x ≤ −1,
then the operator B := F (T−1Λ ) (defined by the functional calculus for selfadjoint
operators) satisfies
〈Bzν , zµ〉∂B = 〈zν , zµ〉α◦.
Thus the norm (2) is of the form (20) with B in the place of TY . Now by the
property (P1) of generalized Toeplitz operators, there exists an elliptic ΨDO Q of
order −1, commuting with Π, such that TQ = TΛ. By elementary properties of
the functional calculus and since ΠQ = QΠ, this implies B = F (T−1Q ) = TF (Q−1).
Finally, the function F is easily seen to belong to the Ho¨rmander class S−α−1(R),
so by the classical result of Strichartz [24], F (Q−1) is also an elliptic ΨDO, of order
−α − 1. So taking Y = F (Q−1) shows that the norm (2) is of the form (20),
as claimed. (Note that for α = −d this includes, in particular, also the Drury-
Arveson norm ‖f‖DA that interests us most of all.) A slight modification of this
construction (with F (2x+2d) = Γ(x+d)/Γ(x+d+α+1) for x ≥ 0) likewise shows
that (20) includes also the norms in A2α(B
d) for all α > −d− 1.
The proof of the result below uses the same ideas as that of our main theorem
in the next section, but is somewhat simpler.
Theorem 4. Let V be a complex submanifold of Cd of dimension n that intersects
∂Bd transversally, α ∈ R, andM the subspace in A2α◦ of functions vanishing on V ∩
B
d. Then [Sj , S
∗
k ] ∈ Sq, j, k = 1, . . . , d, for all q > n.
Proof. Let RV : f 7→ f |V be the restriction map (12) for Ω = Bd. Then M =
KerRV , and by the result of Beatrous in [7], we know that RV maps A
2
α◦ boundedly
onto A2α+k,∗(B
d ∩ V ), k = d−n. The restriction of RV toM⊥ = (KerRV )⊥ is thus
an injective map ofM⊥ onto A2α+k,∗(Bd ∩ V ). Keeping the notations from the end
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of Section 3, let TX be a positive selfadjoint elliptic generalized Toeplitz operator of
order −α−k−1 on ∂(Bd∩V ) = ∂Bd ∩ V so that 〈TXγV f, γV g〉∂Bd∩V is an equivalent
inner product in A2α+k,∗(B
d ∩ V ) (for instance, TX can be one of the operators (10)
or (11) corresponding to the inner products (8) and (9), respectively). Similarly,
as discussed at the beginning of this section, let TY be a positive selfadjoint elliptic
generalized Toeplitz operator of order −α−1 on ∂Bd such that 〈TY γf, γg〉∂B is the
inner product in A2α◦. The composed map
T := T
1/2
X γV RV = T
1/2
X R∂V γ : A
2
α◦ → H2(∂Bd ∩ V )
then satisfies KerT = M, maps boundedly A2α◦ onto H2(∂Bd ∩ V ) and is an iso-
morphism of M⊥ onto H2(∂Bd ∩ V ). Let T ∗ : H2(∂Bd ∩ V )→ A2α◦ be its adjoint.
By abstract operator theory, TT ∗ is then invertible and for all f, g ∈ A2α◦,
(21) 〈PM⊥f, g〉A2α◦ = 〈(TT ∗)−1Tf, Tg〉∂Bd∩V .
(Indeed, the restriction τ of T to M⊥ = (KerT )⊥ is injective and onto, hence
invertible; as TT ∗ = ττ∗, the invertibility of TT ∗ follows. As for (21), both sides
vanish if f or g belongs to M = KerT ; while for f, g ∈ M⊥, the right-hand side
coincides with 〈(ττ∗)−1τf, τg〉 = 〈τ∗−1τ−1τf, τg〉 = 〈f, g〉.) We claim that
(22)
TT ∗ = T
1/2
X TQT
1/2
X for an elliptic generalized
Toeplitz operator TQ on ∂B
d ∩ V of order α+ k + 1.
To see this, note that for any u ∈ H2(∂Bd ∩ V ) and f ∈ A2α◦,
〈T ∗u, f〉A2α◦ = 〈u, Tf〉∂Bd∩V = 〈u, T
1/2
X R∂VΠγf〉∂Bd∩V
= 〈(R∂VΠ)∗T 1/2X u, γf〉∂B,
while
〈T ∗u, f〉A2α◦ = 〈TY γT ∗u, γf〉∂B
by the definition of the inner product in A2α◦. Thus
T ∗ = KT−1Y (R∂VΠ)
∗T
1/2
X
and
TT ∗ = T
1/2
X R∂VΠT
−1
Y (R∂V Π)
∗T
1/2
X .
Since
TQ := (R∂VΠ)T
−1
Y (R∂VΠ)
∗
is an elliptic generalized Toeplitz operator of order α + k + 1 by Proposition 2,
(22) follows.
For the compressions Sj ofMzj toM⊥, j = 1, . . . , d, we thus obtain by (21) and
(22) for any f, g ∈ M⊥,
〈Sjf, g〉M⊥ = 〈PM⊥Mzjf, g〉A2α◦
= 〈(T 1/2X TQT 1/2X )−1T 1/2X γV RVMzjf, Tg〉∂Bd∩V
= 〈T−1/2X T−1Q γVRVMzjf, Tg〉∂Bd∩V
= 〈T−1/2X T−1Q zjγVRV f, Tg〉∂Bd∩V
= 〈(T−1/2X T−1Q zjT−1/2X )Tf, Tg〉∂Bd∩V ,
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where, abusing notation, we have used zj to denote also the operator of multiplica-
tion by (the boundary value of) the restriction zj |∂Bd∩V on ∂Bd ∩ V . Thus under
the isomorphism T :M⊥ → H2(∂Bd ∩ V ),
Sj = T
∗TjT
where
Tj := T−1/2X T−1Q TzjT−1/2X
is a generalized Toeplitz operator on ∂Bd ∩ V of order
α+ k + 1
2
− (α+ k + 1) + 0 + α+ k + 1
2
= 0.
Hence, for all j, l = 1, . . . , d, by an elementary computation
[Sj , S
∗
l ] = [T
∗TjT, T ∗T ∗l T ]
= T ∗(Tj [TT ∗,T ∗l ] + [Tj ,T ∗l ]TT ∗ + T ∗l [Tj , TT ∗])T.
As Tj (and, hence, T ∗l ) are generalized Toeplitz operators of order 0, and so is TT ∗
(by (22)), by (4) the last three commutators are generalized Toeplitz operators
of order −1 (or less). Since Sp is an ideal and T is bounded, taking q = 1 and
Ω = Bd ∩ V in Proposition 1 thus yields
[Sj , S
∗
l ] ∈ Sp ∀p > n,
proving the theorem. 
5. Proof of Main Theorem
Let now V be as in Main Theorem, i.e. a homogeneous variety in Cd such that
V \ {0} is a complex submanifold of Cd \ {0} of dimension n. Our idea is, loosely
speaking, to proceed as in the preceding proof after removing (“blowing up”) the
singularity of V at the origin.
For z ∈ Cd \ {0}, denote by Cz = {cz : c ∈ C} the one-dimensional com-
plex subspace through z; the set of all such subspaces is the complex projective
space CP d−1. The hypotheses on V mean precisely that V := {Cz : 0 6= z ∈ V } is
a complex submanifold of CP d−1 (of dimension n − 1). Consider the tautological
line bundle L over CP d−1, i.e. the fiber over a point Cz ∈ CP d−1 is the very same
complex line Cz; in other words, L consists of all points (Cz, cz) ∈ CP d−1 × Cd of
the form (Cz, cz), z ∈ Cd \ {0}, c ∈ C. (The only role of c is to allow the second
coordinate to be also 0.) Let LV := {(Cz, cz) : z ∈ V \ {0}, c ∈ C} be the part
of L lying over V. Finally let B := {(Cz, cz) ∈ L : ‖cz‖ < 1} and Ω := B ∩ LV
be the unit disc bundles of L and LV , respectively. Then L and LV are complex
manifolds of dimensions d and n, respectively, the subsets B ⊂ L and Ω ⊂ LV are
strictly-pseudoconvex domains with smooth boundary, and Ω contains no singular
points — the origin has been blown up into the zero section of LV . The domains
B and Ω will play the same roles as Bd and Bd ∩ V did in the proof of Theorem 4.
The map pi sending (Cz, cz) into cz sends Ω back into Bd ∩ V (and B into Bd),
and is bijective except for the zero section which is taken into the origin. This
ARVESON-DOUGLAS CONJECTURE 17
map translates holomorphic functions on Ω into holomorphic functions on Bd ∩ V
(any such function must be constant on the zero section, as the latter, being a closed
submanifold of CP d−1, is a compact complex manifold, so the translated function
on Bd ∩ V is single-valued at the origin). Similarly, B is mapped to Bd, bijectively
except for the zero section being mapped into the origin, and holomorphic functions
on B correspond precisely to holomorphic functions on Bd.
One defines harmonic functions on B as those annihilated by ∂∗∂, where ∂∗ is
the formal adjoint of ∂ with respect to some Hermitian metric on L, for instance
the Cartesian product of the Fubini-Study metric on CP d−1 and the Euclidean
metric in the fibers; similarly for Ω. It should be noted that under the map pi from
the preceding paragraph, these functions do not correspond to harmonic functions
on Bd (or Bd ∩ V ).9 In particular, such pushforwards to Bd of harmonic functions
on B can be multi-valued at the origin.
With these prerequisites, we now have the Poisson operator, Szego¨ projection,
defining function, etc., on B (denoted by K, Π, ρ and so on; for the two-variable
defining function one can take the pullback ρ((Cz, cz), (Cw, qw)) = 1 − 〈cz, qw〉
under pi of the two-variable defining function ρ(x, y) = 1 − 〈x, y〉 for Bd), as well
as the analogous objects on Ω = B ∩ LV (denoted KV , ΠV , ρV = ρ|LV ×LV , and
so on), together with the restriction operator RV from B to Ω. (The role of the
“ambient” manifold W from Section 2 is played by L for B and by LV for Ω.)
Note that from the above biholomorphism pi of B \ {zero section} onto Bd \ {0}
sending Ω\{zero section} onto Bd ∩ V \{0}, it follows that Ω (or, more precisely, LV )
intersects ∂B transversally (since V intersects ∂Bd transversally, thanks to the
homogeneity of V ).
The biholomorphism pi also identifies the spaces A2α◦(B
d) with A2α∗(B), for any
α ∈ R. Namely, using pi to transport the Lebesgue measure on Cd \{0} to L\{zero
section} (the resulting volume element on L actually coincides with the one in-
duced by the Hermitian metric mentioned in the penultimate paragraph, provided
the Fubini-Study metric has been normalized so that CP d−1 has volume one),
the fact that pi is a biholomorphism (except for the zero section being sent to the
origin, but these are both of measure zero) implies that f 7→ f ◦ pi is a unitary
map from L2(Bd) onto L2(B) taking L2hol(Bd) unitarily onto L2hol(B). Similarly,
since we are taking for the defining function ρ on B the pullback under pi of the
standard defining function ρB(z) = 1− |z|2 on Bd, the last map acts unitarily from
L2(Bd, ρα
B
) onto L2(B, ρα) for any α ∈ R, taking A2α(Bd) unitarily onto A2α(B) for
any α > −1. By the same argument with ∂Bd and ∂B in the places of Bd and B,
respectively, the Hardy space H2(∂Bd) is mapped by pi unitarily onto the Hardy
space on ∂B, and the observation in the preceding sentence means that (cf. (7))
the generalized Toeplitz operator TΛB
ρα
B
, ΛBw = K
∗
B
wKB, on ∂B
d is mapped by com-
position with pi to the generalized Toeplitz operator TΛρα , Λw = K
∗wK, on ∂B
(even though ΛBρα
B
is not in general mapped into Λρα , because, as was already
remarked above, pi does not preserve harmonic functions). Similarly, repeating
the arguments from the beginning of Section 4, one can check that the various
norms on A2α∗(B
d), α ∈ R, discussed there correspond under the composition with
the biholomorphism pi to norms of the form (20) with TY an appropriate general-
ized Toeplitz operator on ∂Bd. Quite generally, one can arrive at this conclusion
9And there is little reason why they should, because in dimension greater than 1 biholomorphic
maps do not preserve harmonicity in general (though they preserve holomorphy).
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also using the characterization of generalized Toeplitz operators as FIOs with the
canonical relation diag Σ that commute with Π: indeed, as pi is a biholomorphism,
the composition with it is a FIO whose canonical relation takes Σ∂B isomorphically
onto Σ∂B, and, as we have seen above, intertwines the Szego¨ projections on ∂B
d
and ∂B; it follows that the conjugation T 7→ pi−1Tpi is a symbol-preserving map
from Im(∂Bd, ∂Bd,diag Σ∂B) onto I
m(∂B, ∂B,diag Σ∂B) that sends operators com-
muting with ΠB into those commuting with Π; by the above criterion, it is thus an
isomorphism from generalized Toeplitz operators on ∂Bd onto those on ∂B.
From now on, we will therefore simply identify the spaces A2α◦(B
d), A2α∗(B
d),
and so on, discussed in the beginning of Section 4, with the corresponding pullbacks
A2α∗(B) via pi on B, knowing that the inner products in the latter are again of the
form (20) with ∂Bd replaced by ∂B and TY a suitable generalized Toeplitz operator
on ∂B; again, this includes in particular also the pullback A2−d,∗(B) under pi of the
Drury-Arveson space A2−d on B
d.
Proof of Main Theorem. As before, the restriction of RV to M⊥ = (KerRV )⊥ ⊂
A2α◦(B
d) ≡ A2α∗(B) is a continuous injective map of M⊥ into A2α+k,∗(Ω), which is
now no longer onto in general but by Corollary 3 its range is (closed and) of finite
codimension. Let again TX be a positive selfadjoint elliptic generalized Toeplitz
operator of order −α − k − 1 on ∂Ω so that 〈TXγV f, γV g〉∂Ω is the inner product
in A2α+k,∗(Ω), and TY a positive selfadjoint elliptic generalized Toeplitz operator
of order −α − 1 on ∂B such that 〈TY γf, γg〉∂B is the inner product in A2α∗(B) ≡
A2α◦(B
d). The composed map
T = T
1/2
X γVRV = T
1/2
X R∂V γ : A
2
α◦ → H2(∂Ω)
then satisfies KerT = M, maps boundedly A2α◦ into H2(∂Ω), and induces an
isomorphism fromM⊥ onto a (closed) subspaceN in H2(∂Ω) of finite codimension.
Let T ∗ : H2(∂Ω) → A2α◦ be its adjoint. By abstract operator theory, the operator
G := (TT ∗)|N ⊕IN⊥ on N ⊕N⊥ = H2(∂Ω) is then invertible and for all f, g ∈ A2α◦
(23) 〈PM⊥f, g〉A2α◦ = 〈G−1Tf, Tg〉∂Ω.
(Indeed, the restriction τ of T to M⊥ = (KerT )⊥ is injective and maps onto
RanT = N , hence is invertible as an operator fromM⊥ onto N ; as TT ∗ = ττ∗ and
N = RanT = RanTT ∗ = (KerTT ∗)⊥, the invertibility of G follows. As for (23),
both sides vanish if f or g belongs to M = KerT ; while for f, g ∈ M⊥, the right-
hand side reduces to 〈(ττ∗)−1τf, τg〉 = 〈f, g〉.)
Arguing as in the proof of Theorem 4, we see from Proposition 2 that TT ∗ is an
elliptic generalized Toeplitz operator on ∂Ω of order 0. Let TH be its parametrix
(guaranteed by the property (P6) of generalized Toeplitz operators); thus TH is of
order 0 (hence bounded) and TT ∗TH − I is a generalized Toeplitz operator of order
−∞. By Proposition 1, TT ∗TH−I ∈ Sp for any p > 0; for brevity, let us temporarily
denote an operator (not necessarily the same one at each occurrence) belonging
to
⋂
p>0 Sp by C. Since G − TT ∗ = C (as IN⊥ has finite rank), we thus have
GTH = (TT
∗ + C)TH = TT ∗TH + C = I + C, whence TH = G−1(I + C) = G−1 + C.
Noting again that
TMzj = T
1/2
X γVRVMzj = T
1/2
X γVMzjRV = T
1/2
X TzjγV RV = T
1/2
X TzjT
−1/2
X T,
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we thus get from (23) for any f, g ∈M⊥,
〈Sjf, g〉M⊥ = 〈PM⊥Mzjf, g〉A2α◦
= 〈G−1TMzjf, Tg〉∂Ω
= 〈G−1T 1/2X TzjT−1/2X Tf, Tg〉∂Ω,
that is,
Sj = τ
∗G−1T
1/2
X TzjT
−1/2
X τ = τ
∗(TH + C)T 1/2X TzjT−1/2X τ = τ∗Tjτ + C
(since T
1/2
X TzjT
−1/2
X , being a generalized Toeplitz operator of order 0, as well as τ
are bounded), where
Tj := THT 1/2X TzjT−1/2X
is a generalized Toeplitz operator of order 0. For any j, l = 1, . . . , d, we thus obtain
analogously as before
[Sj , S
∗
l ] = [τ
∗Tjτ + C, τ∗T ∗l τ + C] = [τ∗Tjτ, τ∗T ∗l τ ] + C
= τ∗(Tj [ττ∗,T ∗l ] + [Tj ,T ∗l ]ττ∗ + T ∗l [Tj , ττ∗])τ + C.
Once again, the last three commutators are generalized Toeplitz operators of or-
der −1 (or less) by (4), hence belong to Sp for all p > n by Proposition 1, and
since the Schatten class Sp forms an ideal in the algebra of all bounded operators,
we get [Sj , S
∗
l ] ∈ Sp ∀p > n, proving the main theorem. 
Again, we have in fact proved that even [Sj , S
∗
l ] ∈ Sn,∞. Using the machinery
of [13], it is not difficult to give e.g. a formula for the Dixmier trace of [Sj , S
∗
l ]
n.
We finally conclude by observing that our results can be extended also to the
case when V is a disjoint union of smooth submanifolds (away from the origin) of
possibly different dimensions.
Theorem 5. Let V1, . . . , Vm be homogeneous varieties in C
d such that Vj \{0} is a
complex submanifold of Cd \ {0} of dimension nj, j = 1, . . . ,m, and Vj ∩ Vk = {0}
for j 6= k. Let α ∈ R and let M be the subspace in A2α◦ (or in A2α if α > −d− 1) of
functions that vanish on V ∩Bd := ⋃mj=1 Vj∩Bd. Then [Sj , S∗k ] ∈ Sq, j, k = 1, . . . , d,
for all q > max(n1, . . . , nm).
Proof. Let RVj be the restriction operator for LVj = pi−1(Vj) and TXj be the
positive selfadjoint elliptic generalized Toeplitz operator of order −α−(d−nj)−1 on
∂Ωj , Ωj := LVj ∩B, as in the preceding proof for Vj in the place of the V there, j =
1, . . . ,m; and let also TY be as in the preceding proof. Denote by T the the column
block matrix with entries Tj := T
1/2
Xj
γVjRVj = T
1/2
Xj
R∂Vjγ, j = 1, . . . ,m; thus T
acts continuously from A2α◦(B
d) ≡ A2α∗(B) into the Hilbert space direct sum H :=⊕m
j=1H
2(∂Ωj), and as before KerT =M. We have seen in the preceding proof that
each TjT
∗
j is a Fredholm operator on H
2(∂Ωj), by Proposition 2; on the other hand,
from the proof of that proposition we also see that TjT
∗
k for j 6= k is an operator
from H2(∂Ωk) into H
2(∂Ωj) whose Schwartz kernel is in C
∞(∂Ωj × ∂Ωk): namely,
the latter kernel is the restriction of (T
1/2
Xj
⊗T˜ 1/2Xk )T−1Y Sx(y) to x ∈ ∂Ωj and y ∈ ∂Ωk
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(where the tensor product notation means that T
1/2
Xj
acts on the x variable and T˜
1/2
Xk
on the y variable, and for any operator A one defines A˜f := A∗f , with bar denoting
complex conjugation), and T−1Y Sx(y) has singularities only on the diagonal x = y
by (19) while ∂Ωj ∩∂Ωk = ∅ by hypothesis (also T 1/2Xj ⊗ T˜
1/2
Xk
maps C∞(∂Ωj×∂Ωk)
into itself, in view of the way generalized Toeplitz operators act on Sobolev spaces).
Thus TjT
∗
k is a smoothing operator for j 6= k, and hence belongs to all Sp, p > 0.
Denoting temporarily by D them×m block matrix with TjT ∗j , j = 1, . . . ,m, on the
main diagonal and zeroes elsewhere, we therefore have
(24) TT ∗ = D + C
where C has the same meaning as in the preceding proof. It follows that TT ∗ is again
a Fredholm operator, and the restriction τ of T to M⊥ is an isomorphism of M⊥
onto the (closed) subspace N := RanT in H of finite codimension; the operator
G := (TT ∗)|N ⊕ IN⊥ on N ⊕N⊥ = H is invertible and for all f, g ∈ A2α◦,
〈PM⊥f, g〉A2α◦ = 〈G−1Tf, Tg〉H.
Let THj be a parametrix for TjT
∗
j , j = 1, . . . ,m (this is an elliptic generalized
Toeplitz operator of order 0 on ∂Ωj), and H the m×m block matrix with THj on
the main diagonal and zeroes elsewhere. By (24), TT ∗H − I ∈ C and arguing as
before, we get H = G−1 + C and
Sl = τ
∗Tlτ + C,
where Tl is the m ×m block matrix with THjT 1/2Xj TzlT
−1/2
Xj
, j = 1, . . . ,m, on the
main diagonal and zeroes everywhere else; thus Tl is a direct sum over j of gener-
alized Toeplitz operators of order 0 on H2(∂Ωj). For any k, l = 1, . . . , d we thus
again get
[Sj , S
∗
l ] = [τ
∗Tjτ + C, τ∗T ∗l τ + C] = [τ∗Tjτ, τ∗T ∗l τ ] + C
= τ∗(Tj [ττ∗,T ∗l ] + [Tj ,T ∗l ]ττ∗ + T ∗l [Tj , ττ∗])τ + C
= τ∗(Tj [D,T ∗l ] + [Tj ,T ∗l ]D + T ∗l [Tj ,D])τ + C.
The last three commutators are m × m block matrices with generalized Toeplitz
operators of order −1 on the main diagonal and zeroes elsewhere, hence belong to⊕m
j=1 Spj (H2(∂Ωj)) for all pj > nj , j = 1, . . . ,m, by Proposition 1, so to Sp(H)
if p > n := max(n1, . . . , nm). Since the Schatten classes form an ideal and T is
bounded, the theorem follows. (And again, in fact [Sk, S
∗
l ] ∈ Sn,∞.) 
We remark that once we know that the block matrix operator TT ∗ is Fredholm,
and, hence, T has finite-codimensional range, it follows by abstract operator theory
that both T and T ∗ have closed ranges; but the range of the row block operator T ∗
is precisely the sumM⊥1 + · · ·+M⊥m, whereMj is the subspace in A2α◦ of functions
vanishing on Vj . By Proposition 3.4(2) in Kennedy and Shalit [20], the closedness of
this sum together with our Main Theorem imply that [Sk, S
∗
l ] ∈ Sp, k, l = 1, . . . , d,
if p > max(n1, . . . , nm), thus yielding an alternative way to conclude the last proof.
An elementary argument using the decomposition of homogeneous varieties into
their irreducible components shows that every homogeneous variety in Cd which is
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smooth at each of its non-zero points is a finite union of varieties Vj as in Theo-
rem 5. Therefore Theorem 5 generalizes our main theorem to the case of arbitrary
homogeneous varieties V in Cd that are smooth outside the origin. That is, the re-
finement of the Arveson Conjecture as formulated by Douglas holds in this case.
(Note that the dimension of the analytic set V =
⋃m
j=1 Vj at the origin is given by
dim0 V = max(n1, ..., nm), see Section 5.3 in [15].)
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