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Abstract: We study N = 2 3-d theories with two adjoints and fundamental flavors along
with D-type superpotential. For superpotential WDn+2 = Tr
(
Xn+1 +XY 2
)
with n odd,
we propose the 3d dualities, which we motivate from the dimensional reduction of the
related 4-d theory. We consider the factorization of the superconformal index and match
precisely the vortex partition function of the dual pairs. In the language of the Higgs
branch localization, the nonzero contribution of the vortex partition function comes from
the discrete Higgs vacua of the massively deformed theory, which precisely matches with
that of the dual theory. We also clarify the monopole operators parametrizing the Coulomb
branch of such theories. Existence of independent monopole operators of charge 2 is crucial
to describe the Coulomb branch.
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1 Introduction
4d N = 1 asymptotically free SU(Nc) gauge theories with matters in the adjoint represen-
tation are classified by their superpotentials [1]
W
Ô
= 0, W
Â
= TrY 2, W
D̂
= TrXY 2, W
Ê
= TrY 3,
WAn = Tr
(
Xn+1 + Y 2
)
, WDn+2 = Tr
(
Xn+1 +XY 2
)
,
WE6 = Tr
(
Y 3 +X4
)
, WE7 = Tr
(
Y 3 + Y X3
)
, WE8 = Tr
(
Y 3 +X5
)
.
(1.1)
Those theories contain extra (anti-)fundamental matters and flow to interacting fixed points
if the number of fundamentals is within a certain range. One might note that the above
classification only involves two adjoints while the asymptotically free condition also allows
three adjoint matters. In that case, however, there is no extra fundamentals allowed such
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that the theory is nothing but the N = 4 super Yang-Mills theory. Also note that in A-type
theories, the superpotential includes a quadratic term such that one of the adjoints can be
integrated out. The A-type theories are thus effectively one adjoint theories.
Some of those classes are conjectured to have Seiberg-like dualities [2–6]. For the
SU(Nc) gauge theory with Nf fundamental/anti-fundamental pairs, the dual gauge group
is given by
SU(αGNf −Nc) (1.2)
where the coefficient αG is determined by the superpotential type G:
αAn = n,
αDn+2 = 3n,
αE7 = 30.
(1.3)
The dualities have passed various consistency checks such as ’t Hooft anomaly matchings,
mass deformations for flavors and a-theorem. It is important to note that the An-type
theory and the Dn+2-type theory with odd n have classical chiral ring truncations which
come from the superpotential and are independent of Nc. Thus the chiral rings between
dual theories match simply for Nc large enough. However, the Dn+2-type theories with even
n and E7 theories do not have the classical chiral ring truncation so they are conjectured
to have quantum chiral ring truncations in order for the duality to hold. A related issue
was studied in [7] where subtleties for the latter dualities were pointed out by studying flat
directions associated with the adjoint fields.1
Along the development of supersymmetric localization technique, the exact computa-
tion of a supersymmetric partition function has been a powerful tool for testing a conjectural
duality [8–28]. The superconformal index [29–33], for example, is defined as the supersym-
metric partition function on Sd×S1, which can be exactly computed using the localization
technique [34–38]. Usually such localization leads to a finite dimensional matrix integral
with integrations as much as the rank of the gauge group. The 4d dualities we discuss above,
however, involve very high gauge ranks. As a result, only the large N limit of a partition
function has been considered in the literature [39] while there is no finite N computation
so far.
We instead turn our attention to the 3d versions of those theories, and their dualities.
Since it was shown that the 4d Seiberg duality [40] and the 3d Aharony duality [41] are
directly related, many 4d dualities have been discussed with emphasis on their relations to
3d dualities [42–48] (see also [49]). In particular, the 3d compactification of the An-type
duality have been discussed with extra supporting evidence [50–54]. One significant feature
of such compactifications is the nontrivial role of monopole operators, which appear as local
chiral operators in 3d [55–60]. For example, due to the lack of anomaly, a naive 3d com-
pactified theory seems to have a larger global symmetry than the original 4d one. However,
such extra components of global symmetry, which are anomalous in 4d, are forbidden in
1This is explained at the section 2.
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3d as well by monopole superpotentials induced along the compactification [42]. One can
deform the theory to remove such monopole superpotentials, which leads to the following
type of superpotentials in the dual theory,
W ∼ V Vˆ (1.4)
where V is an elementary field and Vˆ is a monopole operator of the dual theory. The
elementary field V is mapped to a monopole operator of the original theory, which is a
generic phenomenon in 3d Aharony-type dualities. Clarifying monopole operators and their
superpotentials are thus crucial to obtain a correct 3d duality. In this note, we find monopole
operators in two-adjoint theories in 3d and the correct form of their superpotentials required
for the dualities. Furthermore, as we consider the compactification on a circle, we are able
to turn on nontrivial holonomy along the circle, which leads to different theories depending
on this holonomy value [42, 61–63]. In this note, however, we focus on the trivial holonomy
while the effect of a nontrivial holonomy will be an interesting topic to study.
One of the technical advantages of studying 3d dualities is that in 3d the factorization
property of partition functions, which could be a result of the Higgs branch localization
[64, 65], is studied quite extensively [66–69]. For example, the factorization of the super-
conformal index in the presence of one adjoint is studied in [54]. In most of the cases, the
factorized expression is much more efficient than the usual contour integral form to compute
exact partition functions. Furthermore, when there are decoupled operators and accidental
symmetries in IR, the naive conformal dimensions of the decoupled operators read off from
UV data could be negative, which yield a convergence issue of the trace formula:
I = Tr(−1)Fx∆+j , (1.5)
which is basically the series expansion of the contour integral with respect to the conformal
dimension(+angular momentum) fugacity x. On the other hand, the factorized expression
doesn’t require such series expansion and is still a useful quantity in spite of accidental
symmetries hidden in UV. As we will see, a few of our examples are such cases having
accidental symmetries in IR. In such cases, the factorized formula of the partition function
is mandatory to study their dualities.
In this note, therefore, we study the factorization of the superconformal index in the
presence of two adjoints. While the contour integral form of the superconformal index
is completely determined by the symmetry group and the representations of matters, the
factorized expression in general is not known. Thus, we derive the factorized form of
the superconformal index with two adjoints by explicitly evaluating the contour integral
expression. We first notice that the index of the Ô-type theory suffers from double poles,
which makes the evaluation of the contour integral more difficult. On the other hand,
such double poles disappear once we introduce the Dn+2-type superpotential with odd n.
As a result, we obtain the factorized form of the superconformal index with two adjoints
for Dodd-type theories. The factorization leads to the fact that the Higgs vacua of the
theory are labeled by so called growing trees, whose definition will be explained in section
– 3 –
3. This classification of the Higgs vacua is also proven by explicitly solving the D- and
F-term vacuum equations of the theory gapped by real masses. Indeed the Higgs vacua are
shown to match precisely for the massively deformed dual pairs, which in turn implies the
matching of the growing trees. Using this one can show the matching of the vortex partition
function of the dual pairs, which leads to the factorized form of the superconformal index.
Given the factorized form of the superconformal index, we perform a test of the Dn+2-
type duality, i.e., the Brodie duality [5], which provides the first evidence of the duality
for finite Nc, Nf . Also we numerically compute the S3 partition function [70, 71], which
can be used to determine the IR superconformal R-charges [72–74] (see also [75]). Along
the chain of RG flows Ô → D̂ → Dn+2, we determine the IR superconformal values of the
R-charges and clarify the relevance of the superpotential.
While the Dodd-type duality successfully passes the test, the fate of Deven- and E7-
type dualities is still unclear because double poles do not disappear in such cases and the
factorized index is missing at the moment. Nevertheless, since our finite-N analysis clearly
distinguishes Dodd and Deven, it signals that the finite-N analysis of the superconformal
index can teach us the mysterious quantum corrections for Deven and E7 if exist, which
weren’t manifest in the large-N analysis in 4d. Indeed, such quantum corrections should be
reflected in the Hilbert series, which captures the algebraic structure of the moduli space.
For a theory with fundamental matters, the relation between the superconformal index and
the Hilbert series was examined in [76, 77]. It will be interesting if our computation of
the superconformal index provides a better understanding of the Hilbert series of a theory
with adjoints. In addition, recently it is observed that the correspondence of vortex states
and elementary particle states under a 3d Seiberg-like duality is closely related to the FI
wall-crossing of vortex quantum mechanics [78]. This relation is used to prove the vortex
partition function equality for the Aharony duality. It will be interesting if that approach
is also applied to adjoint matter cases. Also one might go further beyond 3d. There is
an intriguing work considering the 2d reductions of 3d dualities [62]. We relegate those
interesting subjects to future works.
The paper is organized as follows. In section 2, we review the Brodie-Kustasov-Lin
duality and, in particular, discuss the 3d reduction of the Brodie duality. In section 3, we
derive the factorized form of the superconformal index in the presence of two adjoints with
the Dodd-type superpotential and show that the Higgs vacua of the theory are labeled by
the growing trees. In section 4, we perform a test of the conjectured duality and clarify
the monopole operators of the theory. In section 5, we carry out the F -maximization to
determine the IR superconformal R-charges and the relevance of the superpotential. We
also provide supplementary discussions on contour integral, Higgs vacua and monopole op-
erators in appendix A, B, C respectively, and lists of growing trees in appendix D.
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2 Brodie Duality and 3d Reduction
2.1 Dn+2 Theories and the Brodie Duality
Let’s review the Dn+2 theories and their Brodie Duality in 4-dimensions. We are interested
in the theories with D-type superpotentials
W
Ô
= 0, W
D̂
= TrXY 2, WDn+2 = Tr
(
Xn+1 +XY 2
)
. (2.1)
The Dn+2 theory can be obtained from RG flows
Ô → D̂ → Dn+2 (2.2)
where each of the SCFTs is the IR fixed point of the theory with the corresponding su-
perpotential. The theories without superpotential W
Ô
= 0 flow to an interacting RG fixed
point, Ô SCFT for all Nf in the asymptotic free range: 0 ≤ Nf < Nc. The superpotential
W
D̂
is a relevant deformation of Ô SCFT and it is expected to flow an interacting IR fixed
point, D̂ SCFT for all Nf < Nc. The D̂ SCFT has a relevant deformation ∆W = TrXn+1
for any n, provided that x = NcNf is sufficiently large. In other words, Dn+2 SCFT can be
obtained from the deformation of D̂ SCFT for x > xminDn+2 where x
min
Dn+2
can be determined
by a-maximization [1].
For x > xminDn+2 , theDn+2 theory, which we call original or electric, has a dual (magnetic)
description proposed in [5]. The magnetic theory has SU(3nNf − Nc) gauge group, two
adjoints Xˆ and Yˆ , Nf fundamentals q, Nf anti-fundamentals q˜, and 3nN2f singlets Mst
which corresponds to the mesons QXsY tQ˜, s = 0, . . . , n − 1, t = 0, 1, 2 of the electric
theory, where flavor indices are suppressed. The magnetic theory has a superpotential,
Wmag = Tr(Xˆ
n+1 + XˆYˆ 2) +
n−1∑
s=0
2∑
t=0
Mstq˜Xˆ
n−s−1Yˆ 2−tq (2.3)
Both electric and magnetic theories have the anomaly free global symmetries, SU(Nf ) ×
SU(Nf ) × U(1)B × U(1)R. The matter fields transform under the global symmetries as
given in table 1: The magnetic theory is asymptotic free for Nf < 3nNf − Nc. The term
TrXˆn+1 in the superpotential Wmag is relevant for x < 3n − x˜minDn+2 where x˜minDn+2 can be
determined similarly to xminDn+2 of the electric theory. If the term TrXˆ
n+1 is irrelevant we
call the RG fixed point D̂ magnetic SCFT. The phases of the Dn+2 electric and magnetic
theories can be summarized as [1]
x ≤ 1, free electric,
1 < x < xminDn+2 , D̂ electric,
xminDn+2 < x < 3n− x˜minDn+2 , Dn+2 conformal window,
3n− x˜minDn+2 < x < 3n− 1, D̂ magnetic,
3n− 1 ≤ x, free magnetic
(2.4)
Dn+2 theories have qualitatively different classical chiral rings between n odd and n
even. For n odd, the chiral ring is truncated classically by a constraint Y 3 = 0 coming from
– 5 –
SU(Nf ) SU(Nf ) U(1)B U(1)R
Q Nf 1 1 1− Nc(n+1)Nf
Q˜ 1 Nf −1 1− Nc(n+1)Nf
X 1 1 0 2n+1
Y 1 1 0 nn+1
q Nf 1
Nc
3nNf−Nc 1−
3nNf−Nc
(n+1)Nf
q˜ 1 Nf − Nc3nNf−Nc 1−
3nNf−Nc
(n+1)Nf
Xˆ 1 1 0 2n+1
Yˆ 1 1 0 nn+1
Ms,t Nf Nf 0 2− 2Nc(n+1)Nf +
2s+nt
n+1
Table 1: The representations of the chiral operators under the global symmetry groups.
the F -term condition, as we will review shortly. However, for n even, there is no such clas-
sical constraint. It was conjectured that the chiral ring is truncated quantum mechanically
so that the electric and magnetic theories have the same quantum chiral rings as in odd n
cases. But it is not yet known how such a quantum truncation occurs. Furthermore, mod-
uli space of vacua for the theories and generic deformations of superpotential were studied
in detail in [7] and additional hurdles for the conjectured duality were pointed out. The
subtleties arise from d > 1 dimensional adjoint vacua where [X,Y ] 6= 0 and the adjoints
X and Y are represented as irreducible d × d matrices. Such higher dimensional adjoint
flat directions are generic in the Dn+2 theories with even n. The higher dimensional vacua
violates a-theorem, which mean a SCFT on the flat direction has a bigger value of a than
the UV theory. Besides, higher dimensional adjoint vacua of the electric and magnetic
theories are inconsistent with the conjectured duality with even n.
We focus on Dn+2 theories with odd n, whose chiral rings and superpotential deforma-
tions are understood well and consistent with the duality. The chiral ring and deformations
associated with the adjoints X and Y can also be applied to 3 dimensional theories. Let
us review chiral rings and flat directions of U(Nc) gauge theories. The electric theory has
F -term conditions
Xn + Y 2 = 0, XY + Y X = 0 . (2.5)
We also have Y 3 = −Y Xn = (−1)n+1XnY = (−1)n+2Y 3 so for odd n we have classical
chiral ring truncation,
Y 3 = 0 . (2.6)
For n ≤ Nc, we have the following gauge invariant chiral ring generators:
TrXsY t (2.7)
QXsY tQ˜ (2.8)
for s = 0, . . . , n − 1 and t = 0, 1, 2. For Nc < n the chiral operators involving more than
XNc or Y Nc are not independent due to the characteristic equation of the adjoint fields. In
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the magnetic theory, we have chiral ring relations q˜XˆsYˆ tq = 0 from the equation of motion
of Mst. Thus the chiral rings of the electric and magnetic theories match as
TrXsY t ←→ TrXˆsYˆ t (2.9)
QXsY tQ˜←→Mst (2.10)
If Nc < n or 3nNf −Nc < n the electric and magnetic theories with different gauge groups
(Nc 6= 3nNf − Nc) have different number of classical chiral ring generators. In that case,
the quantum truncation of the chiral ring is expected in order for the duality to hold.
In 3d analogues of the duality, the quantum truncation was shown explicitly using the
superconformal index [52, 53].
Generic deformations of Dn+2 theories were discussed in [7, 79]. Let us consider a
deformation which lead to
Dn+2 → (n+ 2)A1d1 +
n− 1
2
A2d1 (2.11)
where A1 is the SQCD with matters only in fundamental and anti-fundamental represen-
tations. 1d and 2d refer one and two dimensional adjoint vacua respectively. We consider
a generic deformation for X
W = TrXY 2 +
n∑
i=0
ti
i+ 1
TrXi+1 (2.12)
where X is massive. We include the linear term t0TrX to prevent a solution at the origin
X = Y = 0 so that Y is also massive due to the term TrXY 2. Thus the adjoint fields are
integrated out and the IR theories are SQCDs, i.e. A1 theories. The F-term equations are
given by
Y 2 +
n∑
i=0
tiX
i = 0 (2.13)
XY + Y X = 0 . (2.14)
The F-term equations show that X2 and Y 2 are the Casimir, which means [X2, Y ] =
[Y 2, X] = 0. Let us first consider 1d solutions that have the form X = x1 and Y = y1.
Firstly, if y = 0 then there are n non-zero solutions for x from
∑n
i=0 tix
i = 0, which we
denote them by x1di , i = 1, . . . , n. Secondly, if x = 0 then there are two solutions, y = ±
√
t0
denoted by y1dn+1 and y1dn+2. Thus there are (n + 2) 1d solutions. Next, let’s consider 2d
solutions. We can take X = xσ1 and Y = yσ2 where σi are Pauli matrices. (2.13) becomes
(y2 + tn−1xn−1 + tn−3xn−3 + · · ·+ t0)1+ (tnxn + tn−2xn−2 + · · ·+ t1x1)σ1 = 0 (2.15)
There are n−12 non-zero solutions for x
2 from
∑n−1
2
i=0 t2i+1x
2i = 0 and y2 is fixed by y2 =
−∑n−12i=0 t2ix2i. This moduli space can be labeled by x2 and y2 modded out by gauge
transformations x→ −x and y → −y. Thus there are n−12 2d solutions denoted by x2dj and
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y2dj , j = 1, . . . ,
n−1
2 . In sum, the deformation lead to vacua (2.11). The Nc ×Nc matrices
X and Y can be written as block diagonal matrices
〈X〉 ∼ diag
(
x1d1 1m1d1
, · · · , x1dn 1m1dn , 01m1dn+1 , 01m1dn+2 , x
2d
1 1m2d1
⊗ σ1, · · · , x2d(n−1)/21m2d
(n−1)/2
⊗ σ1
)
〈Y 〉 ∼ diag
(
01m1d1
, · · · , 01m1dn , y1dn+11m1dn+1 , y
1d
n+21m1dn+2
, y2d1 1m2d1
⊗ σ2, · · · , y2d(n−1)/21m2d
(n−1)/2
⊗ σ2
)
(2.16)
where 1i are i × i identity matrices, mjdi are the number of eigenvalues corresponding to
xjdi or y
jd
i , and Nc =
∑n+2
i=1 m
1d
i +
∑n−1
2
j=1 2m
2d
j . Let’s consider Higgsing of the gauge group
for the expectation values of the adjoints. The part of the gauge group corresponding to
one dimensional vacua breaks U(
∑n+2
i=1 m
1d
i ) →
∏n+2
i=1 U(m
1d
i ). A two dimensional X and
Y expectation values, say m of x and y can be written as
x1m ⊗ σ1 → xσ1 ⊗ 1m
y1m ⊗ σ2 → yσ2 ⊗ 1m
(2.17)
by a similarity transformation. The matrix on the right hand side is 2 × 2 block matrix
so it breaks U(2m) → U(m)1 × U(m)2. x and y are in a representation (m1,m2) so
their expectation values break U(m)1×U(m)2 → U(m)D, which is the diagonal subgroup.
Therefore, the U(Nc) gauge group is broken to
U(Nc)→
n+2∏
i=1
U(m1di )
n−1
2∏
j=1
U(m2dj ) (2.18)
Note that as gauge groups corresponding to 2d vacua are broken U(2m) → U(m)1 ×
U(m)2 → U(m)D the fundamental flavors decompose as 2m → (m,1) + (1,m) → 2 ·m.
Thus there are 2Nf flavors which transform under each of U(m)D gauge groups.
The deformation of superpotential can be applied to the magnetic theory. The expec-
tation values for the adjoints and the breaking patterns of gauge groups are of the same
form. Thus we have the following map of RG flows and the duality.
U(Nc) −→
n+2∏
i=1
U(m1di )
n−1
2∏
j=1
U(m2dj )xy xy
U(3nNf −Nc) −→
n+2∏
i=1
U(Nf −m1di )
n−1
2∏
j=1
U(2Nf −m2dj )
(2.19)
We have a consistent dual gauge group 3nNf−Nc =
∑n+2
i=1 (Nf−m1di )+
∑n−1
2
j=1 2(2Nf−m2dj ).
2.2 Dimensional reduction of the deformed theories to 3-d
One can consider the circle compactification of the deformed theories and their dualities
[42, 44]. Although the compactification of the full theory would be more complicated, for the
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effective description with the broken gauge group, one can adopt the procedure described in
[42] because the effective description doesn’t involve adjoints. Along the compactification,
as argued in [55], the 3d theory acquires the Affleck-Harvey-Witten (AHW) superpotential
W = ηV+V− where V± are monopole operators. The AHW superpotential can be discarded
by giving large vector real mass to one flavor [80].
On the original side, we start with the U(Nc) theory with Nf + 1 non-chiral flavors
Q, Q˜ and AHW superpotential WA = ηV
high
+ V
high
− where V
high
± are monopole operators
defined at high energy. We give a vector real mass to (Nf + 1)-th flavor, m(QNf+1) = m,
m(Q˜Nf+1) = −m and focus on a vacuum at the origin of the Coulomb branch σ = 0. In
that vacuum, the effect of the large real mass is turning off the effective superpotential
as well as integrating out the Nf + 1-th massive flavor. Thus we are left with the U(Nc)
theory with Nf flavors without any superpotential, which is the 3d theory of interest. On
the other hand, Seiberg dual theory is the U(Nf + 1−Nc) theory with Nf + 1 non-chiral
flavors q, q˜ and (Nf + 1)2 singlets M , and superpotentials WB = Mqq˜ + η˜Vˆ
high
+ Vˆ
high
− . The
chiral fields also get real masses m(qNf+1) = −m, m(q˜Nf+1) = m, m(MNf+1i ) = m and
m(M iNf+1) = −m for i = 1, . . . , Nf . A vacuum which is dual to the one obtained in the
original theory is at σˆ = diag(0, . . . , 0,m) as shown in [42]. In that vacuum, the gauge
group U(Nf + 1−Nc) is broken to U(Nf −Nc)× U(1) where massless charged fields q, q˜,
qNf+1, q˜
Nf+1 are Nf × (Nf −Nc)0⊕Nf × (Nf −Nc)0⊕11⊕1−1 and massless singlets are
M
a=1,...,Nf
b=1,...,Nf
and MNf+1Nf+1 . The Coulomb branch of the theory also get correction through an
AHW-type superpotential between the two gauge sectors [81], W = V+Vˆ− + V−Vˆ+ where
V± from U(1) sector and Vˆ± from U(Nf −Nc) sector. Thus the effective superpotential of
the U(Nf −Nc)× U(1) theory is
WB = Mqq˜ +M
Nf+1
Nf+1
qNf+1q˜
Nf+1 + V+Vˆ− + V−Vˆ+ (2.20)
The U(1) sector is then dualized into three chiral fields interacting through a superpotential
W = V+V−Mˆ where Mˆ = qNf+1q˜
Nf+1. In this description, Mˆ and MNf+1Nf+1 are massive
due to the superpotential W = MNf+1Nf+1 Mˆ so they are integrated out and result in Mˆ = 0
and MNf+1Nf+1 = V+V−. As a result, one obtains U(Nf − Nc) gauge theory with the chiral
multiplets and superpotential
WB = Mqq˜ + V+Vˆ− + V−Vˆ+ , (2.21)
which is the original form of dual theory of the Aharony duality.
For our case, the procedure is almost the same, with a small modification for the U(m2dj )
sector. Since the number of flavors is doubled for this sector, we start from the U(m2dj )
theory with 2Nf + 2 flavors. We give the same large mass to the last two flavors such that
they are integrated out at the origin of the Coulomb branch. On the dual side, we start
from the U(2Nf +2−m2dj ) theory with 2Nf +2 flavors and (2Nf +2)2 singlets. Turning on
the large mass, the gauge group is broken to U(2Nf −m2dj )×U(2) at the vacuum discussed
before, under which only 2Nf×(2Nf −m2dj ,1)⊕2Nf×(2Nf −m2dj ,1)⊕2×(1,2)⊕2×(1,2)
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and 4N2f + 4 singlets are massless and the superpotential,
WB = M
a
b qaq˜
b +Mαβ qαq˜
β +W+Wˆ− +W−Wˆ+ (2.22)
where a, b = 1, . . . , 2Nf , α, β = 2Nf + 1, 2Nf + 2, and W± and Wˆ± are monopole operators
of U(2) and U(2Nf −m2dj ) sectors respectively. Again, the U(2) sector is dualized into six
chiral fields W+, W−, Mˆ
β
α with the superpotential W = W+W− det Mˆ where Mˆ
β
α = qαq˜
β .
Because of the superpotential W = Mαβ Mˆ
β
α , the singlet fields Mαβ and Mˆ
β
α become massive
and are integrated out. Their equations of motion fix them as ∂MαβW = Mˆ
β
α = 0 and
∂
Mˆβα
W = Mαβ + W+W−αα′ββ′Mˆ
β′
α′ = M
α
β = 0. Thus, the remaining massless singlets are
two W± and 4N2f M ’s with a superpotential
WB = M
a
b qaq˜
b +W+Wˆ− +W−Wˆ+ (2.23)
One should note that the topological charge of U(2Nf −m2dj ) and that of the full gauge
group U(3nNf −Nc) are identified up to the multiplication by 2 because the former is the
diagonal part of U(2Nf −m2dj )×U(2Nf −m2dj ) ⊂ U(4Nf −2m2dj ) ⊂ U(3nNf −Nc). Thus,
W± carry topological charge 1 with respect to U(2Nf −m2dj ) while they carry topological
charge 2 with respect to the full gauge group U(3nNf − Nc). Therefore, we expect that
there are n−12 monopole operators of topological charge 2 from the 2d vacua and n + 2
monopole operators of topological charge 1 from the 1d vacua as turning off the defor-
mation parameters ti, i 6= n in the superpotential (2.12). Indeed, we confirm this by the
explicit computation of the superconformal indices and their match under the duality.
2.3 Proposal of 3d Duality for Dn+2 Theories
Combining the results of the previous subsection, we propose the following duality between
theory A and theory B, which is an analogue of the Brodie duality.
theory A U(Nc) gauge theory with chiral superfields, Nf fundamentals Q and Nf anti-
fundamentals Q˜, and two adjoints X and Y with superpotentials,
W = TrXn+1 + TrXY 2 (2.24)
where n ≥ 3 is odd. The theory A has gauge invariant chiral operators, 3nN2f mesons
Ms,t = QX
sY tQ˜ for s = 0, . . . , n − 1, t = 0, 1, 2. It has monopole operators of charge 1,
V +s,t, V
−
s,t for s = 0, . . . , n − 1, t = 0, 1, 2 with st = 0, and monopole operators of charge 2
W+u , W−u for u = 0, . . . ,
n−3
2 .
theory B U(3nNf − Nc) gauge theory with chiral superfields, Nf fundamentals q and
Nf anti-fundamentals q˜, two adjoints Xˆ and Yˆ , 3nN2f singlets Ms,t and 2(n + 2) singlets
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SU(Nf ) SU(Nf ) U(1)A U(1)T U(1)R
Q Nf 1 1 0 r
Q˜ 1 Nf 1 0 r
X 1 1 0 0 2n+1
Y 1 1 0 0 nn+1
Ms,t Nf Nf 2 0 2r +
2s+nt
n+1
V ±s,t 1 1 −Nf ±1 (1− r)Nf − 1n+1(Nc − 1) + 2s+ntn+1
W±u 1 1 −2Nf ±2 2(1− r)Nf − 2n+1(Nc − 1) + 2+4un+1
q 1 Nf −1 0 2−nn+1 − r
q˜ Nf 1 −1 0 2−nn+1 − r
Xˆ 1 1 0 0 2n+1
Yˆ 1 1 0 0 nn+1
Mˆs,t Nf Nf −2 0 −2r + 4−2n+2s+ntn+1
Vˆ ±s,t 1 1 Nf ±1 (r − 1)Nf + 1n+1(Nc + 1) + 2s+ntn+1
Wˆ±u 1 1 2Nf ±2 2(r − 1)Nf + 2n+1(Nc + 1) + 2+4un+1
Table 2: The representations of the chiral operators under the symmetry group. The
upper lines are devoted to the original theory while the lower lines are devoted to the dual
theory. In the original theory side, Ms,t, V ±s,t and W±u are gauge invariant operators rather
than elementary fields. For V ±s,t, the indices satisfy st = 0. Note thatW±u carries topological
charge ±2.
V ±s,t with st = 0, and n− 1 singlets W±u with superpotentials,
W = Tr Xˆn+1 + Tr XˆYˆ 2 +
n−1∑
s=0
2∑
t=0
Ms,tq˜Xˆ
n−1−sYˆ 2−tq (2.25)
+
n−1∑
s=1
V ±s,0Vˆ
∓
n−s,0 +
2∑
t=0
V ±0,tVˆ
∓
0,2−t +
n−3
2∑
u=0
W±u Wˆ
∓
n−3
2
−u
where Vˆ ±s,t and Wˆ±u are monopoles in the theory B. Mst correspond to the mesons in the
theory A, V ±s,t andW±u correspond to the monopoles in the theory A. Mesons Mˆs,t = q˜XˆsYˆ tq
and monopoles Vˆ ±s,t, Wˆ±u are not chiral due to the superpotential. A list of chiral operators
appearing in a duality pair is given in table 2.
3 The Superconformal Index with Two Adjoints
3.1 The Superconformal Index and Factorization
In this section, we examine the superconformal indices of theories with multiple adjoint
matters as well as (anti-)fundamental matters. Especially we will focus on their factoriza-
tion, or equivalently their Higgs branch localization. The superconformal index is defined
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by the trace of (−1)F over the Hilbert space on S2 with appropriate twists [32, 33]:
I = Tr(−1)F eβ′{Q,S}xE+j
∏
i
tFii (3.1)
where F is the fermion number operator. One chooses a supercharge Q carrying quantum
numbers E = 12 , j = −12 , R = 1 under the bosonic subgroup of the 3d N = 2 superconfor-
mal group, SO(3, 2)× SO(2), such that only the BPS states saturating
{Q,S} = E −R− j ≥ 0 (3.2)
contribute to the index. S is another supercharge satisfying S = Q†. The index is therefore
independent of β′. Fi’s are various global charges commuting with Q and S.
The superconformal index can be regarded as a supersymmetric partition function on
S2×S1 with the periodic boundary condition of the fields along S1. One can compute this
partition function exactly, using the supersymmetric localization, whose final representa-
tion depends on which Q-exact deformation is used for the localization. Two of the most
useful representations are the ones usually called the Coulomb branch localization [34, 35]
and the Higgs branch localization [64, 65] respectively. Although their representations are
completely different, they in fact are exactly the same.
The Coulomb branch localization of the index is given by
I(x, t) =∑
m∈monopole background
1
|Wm|
∫
dz
2piiz
Zclassical(x, t; z,m) Zvector(x; z,m) Zchiral(x, t; z,m)
(3.3)
with a classical action contribution and 1-loop determinants that can be found in appendix
A. (3.3) is completely determined if one knows the symmetry group and the representations
of matters. It allows us to obtain information of the strongly interacting IR theory from
handful UV data. One caveat here, on the other hand, is that sometimes the IR symme-
try group is quantum corrected such that it is different from the UV symmetry group. In
that case, only the UV symmetry is visible to us, and we cannot obtain the correct super-
conformal index unless we know the exact relation between the UV symmetry and the IR
symmetry.
In particular, the superconformal index is supposed to have a well-defined series ex-
pansion with respect to x, which is associated with quantum number R + 2j. It can be
formally written as follows:
I(x, t) =
∑
R+2j≥0
aR+2j(t)x
R+2j . (3.4)
Note that a0 should be 1, which corresponds to the unique vacuum on S2. Here R should
be the IR superconformal value RIR while the manifest one is the UV R-symmetry charge
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RUV. Those two are related by nontrivial shifts involving global symmetry charges
RIR = RUV +
∑
i
αiFi. (3.5)
The coefficients αi’s can be determined by the F -maximization [72]. Therefore, in principle,
it is enough to know RUV and Fi’s. However, as we mentioned, sometimes the full IR
symmetry is not visible in UV. In such cases, we cannot determine the relation (3.5) because
we cannot introduce every allowed αi.
Nevertheless, assuming the well-defined IR superconformal index (3.4), the integral
formula (3.3) with UV R-charge can be regarded as a unrefined index with a ugly choice of
fugacities:
Iunrefined(x, ti) = I(x, tix
−αi , taccx−αacc)
∣∣
tacc=1
(3.6)
where tacc is the fugacity for an accidental IR symmetry whose contribution to the IR
R-charge is as follows:
RIR = RUV +
∑
i
αiFi + αaccFacc. (3.7)
Thus, the integral formula (3.3) should be persistent across the duality once we impose the
correct UV symmetry map. One should note that the series expansion of (3.3) might not
be well-defined at x = 0 if we use the UV R-charge RUV. In that case, one cannot compare
the dual pair of the indices by the perturbative series expansion, and different approaches
are required.2
One of the alternatives, especially for U(N) theories, is the Higgs branch localization.
The Higgs branch localization of the superconformal index, which we will also call the
factorized index in this note, is given by
I(x, t) =
∑
σ∈Higgs vacua
Zpert(x, σ(t)) Zvort(x, σ(t)) Zanti-vortex(x, σ(t)) (3.8)
where Zpert is the 1-loop determinant computed at a given Higgs vacuum, and Zvort is the
vortex partition function defined on omega deformed R2Ω × S1. For the superconformal
index, Zanti-vortex is given by Zvortex with arguments all inverted. Unlike the Coulomb
branch localization, the general expression of Zvort for matters of arbitrary representations
is not known. Nevertheless, Zvort is known for many interesting theories containing matters
of fundamental-like representations such as (bi-)fundamental and adjoint [54, 67, 68].
Once we impose the correct UV symmetry map, a dual pair of each component agree
regardless of the analyticity at x = 0. This is why (3.8) is often more useful than (3.3) if
we are not able to know exact IR symmetries, especially the superconformal R-symmetry.
Indeed, the Brodie-Kutasov-Lin duality we reviewed in the previous section is such an ex-
ample. The factorization will turn out to be crucial to use the superconformal index as a
testbed for the duality.
2Some of such examples are worked out in[54].
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The superconformal index and its factorization with a single adjoint matter is examined
in [54]. By evaluating the Coulomb expression, it is shown that the index is written in terms
of vortex partition functions as (3.8) with
Zppert(x, t = e
iM , t˜, τ, υ = eiν)
=
 Nf∏
a,b=1
pa∏
q=1
pb∏
r=1
(6=q if a=b)
2 sinh
iMa − iMb + iν(q − r)
2

 Nf∏
a,b=1
pa∏
q=1
pb∏
r=1
(
tat
−1
b υ
q−r−1x2;x2
)
∞(
t−1a tbυ−q+r+1;x2
)′
∞

×
Nf∏
a=1
pa∏
q=1
∏Nf
b=1
(
tat
−1
b υ
q−1x2;x2
)
∞∏Nf
b=1
(
tat˜bτ2υq−1;x2
)
∞
∏Nf
b=1
(
t−1a t˜
−1
b τ
−2υ−q+1x2;x2
)
∞∏Nf
b=1
(
t−1a tbυ−q+1;x2
)′
∞
 , (3.9)
Zpvortex(x, t, t˜, τ, υ,w) =
∑
nj≥0
w
∑Nc
j=1
∑lj−1
n=0 n
n
j Zp(nj)(x, t, t˜, τ, υ), (3.10)
Zpantivortex(x, t, t˜, τ, υ,w) =
∑
n¯j≥0
w−
∑Nc
j=1
∑lj−1
n=0 n¯
n
j Zp(n¯j)(x
−1, t−1, t˜−1, τ−1, υ−1), (3.11)
Zp(nj)(x = e
−γ , t = eiM , t˜ = eiM˜ , τ = eiµ, υ = eiν)
=
 Nf∏
a,b=1
pa∏
q=1
pb∏
r=1
(6=q if a=b)
∑r
n=1 n(b,n)∏
k=1
sinh iMa−iMb+iν(q−r)+2γk2
sinh
iMa−iMb+iν(q−r)+2γ(k−1−
∑q
n=1 n(a,n))
2

×
 Nf∏
a,b=1
pa∏
q=1
pb∏
r=1
(6=q if a=b)
∑r
n=1 n(b,n)∏
k=1
sinh
iMa−iMb+iν(q−r−1)+2γ(k−1−
∑q
n=1 n(a,n))
2
sinh iMa−iMb+iν(q−r+1)+2γk2

×
Nf∏
b=1
pb∏
r=1
∑r
n=1 n(b,n)∏
k=1
∏Na
a=1 sinh
−iM˜a−iMb−2iµ−iν(r−1)+2γ(k−1)
2∏Nf
a=1 sinh
iMa−iMb−iν(r−1)+2γk
2

(3.12)
where (. . .)′ indicates that the zero factors in a q-Pochhammer symbol are omitted3 The
Higgs vacua are labeled by the forest graphs consisting of Nf one-branch trees where Nf
is the number of the fundamental matters. Given a forest graph, pa and nnj (or equiva-
lently n(b,n)) are determined. For detailed explanations, see the original paper [54]. If one
introduces superpotential W = Xn+1 for the adjoint matter X, the height of each tree
cannot exceed n. Using this factorized index, the duality of the theories with the A-type
superpotential is tested and shows the exact match of the superconformal indices.
3q-Pochhammer symbol (a; q)∞ is defined by
(a; q)∞ =
∞∏
k=0
(
1− aqk
)
. (3.13)
.
– 14 –
For a two-adjoint case, one can also perform a similar computation and obtain the
following result:
I(x, t, t˜, τ, υX , υY , w)
=
∑
f∈G
Z fpert(x, t, t˜, τ, υX , υY )Z
f
vortex(x, t, t˜, τ, υX , υY , w)Z
f
anti-vortex(x, t, t˜, τ, υX , υY , w),
(3.14)
Z fpert(x, t, t˜, τ, υX , υY )
=
Nc∏
i 6=j
(
1− tcit−1cj υ−1i υj
) ∏
A=X,Y
Nc∏
i,j=1
(
t−1ci tcjυ
−1
A υiυ
−1
j x
2;x2
)
∞(
tcit
−1
cj υAυ
−1
i υj ;x
2
)′
∞

×
Nf∏
a=1
Nc∏
j=1
(
t−1cj taυjx
2;x2
)
∞(
tcj t
−1
a υ
−1
j ;x
2
)′
∞

Nf∏
b=1
Nc∏
j=1
(
tcj t˜
−1
b τ
−2υ−1j x
2;x2
)
∞(
t−1cj t˜bτ2υj ;x2
)
∞
 , (3.15)
Z fvortex(x, t, t˜, τ, υX , υY , w) =
∑
nj≥0
w
∑Nc
j=1
∑l(j)−1
k=0 npk(j)Zf(∑l(j)−1
k=0 npk(j)
)(x, t, t˜, τ, υX , υY ),
(3.16)
Z fanti-vortex(x, t, t˜, τ, υX , υY , w) =
∑
n¯j≥0
w
−∑Ncj=1∑l(j)−1k=0 n¯pk(j)Zf(∑l(j)−1
k=0 n¯pk(j)
)(x−1, t−1, t˜−1, τ−1, υ−1X , υ−1Y ),
(3.17)
Zf(nj)(x, t, t˜, τ, υX , υY )
=
 Nc∏
i,j=1
(i 6=j)
[
t−1ci tcjυ
−1
i υjx
2;x2
]
nj[
t−1ci tcjυ
−1
i υjx
−2ni ;x2
]
nj

 ∏
A=X,Y
Nc∏
i,j=1
(i 6=j)
[
t−1ci tcjυAυ
−1
i υjx
−2ni ;x2
]
nj[
t−1ci tcjυ
−1
A υ
−1
i υjx
2;x2
]
nj

×
 Nc∏
j=1
∏Nf
b=1
[
t˜btcjτ
2υjx
2;x2
]
nj∏Nf
a=1
[
t−1a tcjυj ;x2
]
nj
 (3.18)
where we use a shifted q-Pochhammer symbol
[a; q]n =
n−1∏
k=0
(
a−
1
2 q−
k
2 − a 12 q k2
)
= a−
n
2 q−
n(n−1)
4 (a; q)n. (3.19)
t, t˜, τ, υX , υY , w are fugacities for the global symmetries SU(Nf )1 × SU(Nf )2 × U(1)A ×
U(1)X × U(1)Y × U(1)T respectively. Again (. . .)′ indicates that the zero factors in a
q-Pochhammer symbol are omitted. G is a set of forest graphs where each forest graph
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is defined as an ordered set of Nf growing-tree graphs: f = (t1, t2, . . . , tNf ) whose total
number of nodes is Nc.4 Every node is labeled by i = 1, . . . , Nc while a permutation of
the labeling doesn’t affect the final answer. Given a labeling of the nodes, cj is defined
such that the j-th node belongs to the cj-th tree. Note that the tree graphs allowed here
are those called growing-trees, whose definition will be explained shortly in the subsequent
section.
For a given forest graph, υj and nj are defined as follows. The significant difference
compared to the one adjoint case is that each tree now contains two types of branches, each
of which corresponds to adjoint X or Y . We define p(i) such that p(i) = j if the parent
node of the i-th node is the j-th node. B(i) = A if the i-th node is attached to the parent
node by the branch of type-A. For a root node, since it doesn’t have the parent node, we
conventionally define B(i) = 0 if the i-th node is a root node. υj is then defined by
υj =
l(j)−1∏
k=0
υB(pk(j)) (3.20)
with υ0 = 1.5 l(j), the level of the j-th node, is defined as the smallest positive integer
such that pl(j)−1(i) is the root node of the tree. Also we assign a non-negative integer nj
to every node. nj is then defined by
nj =
l(j)−1∑
k=0
npk(j). (3.21)
The simplest example would be the U(2) theory with one fundamental/anti-fundamental
pair and two adjoints. Recall that the Coulomb branch localization of the index is given by
(3.3). Each component of the integrand is given in appendix A. In particular, the 1-loop
determinant of chiral multiplets is given by
Zchiral(x, t; z,m) =
∏
ρ∈RG
∏
σ∈RF
(
(−z)ρtσxr−1)−|ρ(m)|/2 (z−ρt−σx2−r+|ρ(m)|;x2)∞(
zρtσxr+|ρ(m)|;x2
)
∞
. (3.22)
For U(2), this simplifies to
Zchiral(x, t; z,m) =
∏
i=1,2
(
z−1i t
−1x2+|mi|;x2
)
∞(
zitx|mi|;x2
)
∞
∏
A=X,Y
∏
i,j=1,2
(
z−1i zjυ
−1
A x
2+|mi−mj |;x2
)
∞(
ziz
−1
j υAx
|mi−mj |;x2
)
∞
.
(3.23)
4A tree graph ti is defined as a graph of nodes connected by branches without cycles. More precisely,
our tree is a rooted tree with two types of branches, in which a certain node is designated as the root node
and each branch has a specific type between the two. Since we can regard a tree as branched out from the
root node, there is a natural notion of a parent node and a child node. Considering two adjacent nodes,
one closer to the root node is a parent node of the other and the other one is a child node of the closer one.
Examples can be found in figure 1 and a few more subsequent ones.
5Thus υj is the product of υA or υB for a given node of a tree and the product is done over the all nodes
between the root node and the given node.
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i1
i2
(a)
i1
i2
(b)
Figure 1: All possible tree graphs of U(2). The root node is denoted by a black circle.
A node connected to its parent node by a type-X branch is denoted by a red circle while a
node connected by a type-Y branch is denoted by a blue circle. The root node corresponds
to a pole factor taken from the 1-loop determinant of fundamental matters while nodes
connected by a type-X branch and a type-Y branch correspond to pole factors taken from
the 1-loop determinants of adjoints X and Y respectively. An arrow indicates the parent
node.
In this case two types of poles contribute to the integral. The relevant forest graphs are
shown in figure 1. Since we are considering one flavor, each forest graph contains only
one tree graph. Tree graph (a) corresponds to the pole where the following factors in the
denominator vanish:
zi1 − t−1x−|mi1 |−2ki1 = 0, zi2 − zi1υ−1X x−|mi2−mi1 |−2ki2 = 0 (3.24)
while tree graph (b) corresponds to the pole where the following factors vanish:
zi1 − t−1x−|mi1 |−2ki1 = 0, zi2 − zi1υ−1Y x−|mi2−mi1 |−2ki2 = 0. (3.25)
One can consider the other cases where z1 and z2 would take vanishing factors only from
the fundamental part or only from the adjoint part, but the residue vanishes as the single
adjoint case does [54]. In (3.24) or (3.25), a non-zero mi and ki case contributes to the
vortex/anti-vortex parts while a vanishing mi and ki case contributes to the perturbative
part. If zi is taken from the fundamental part, it is represented by the root node of a
tree. If zi is taken from the adjoint X/Y , it is represented by a red/blue node respectively.
Evaluating Zpert, Z(anti-)vortex for each tree graph, one can obtain the superconformal index
for this example. Moreover, in this case, (3.3) can be computed by series expanding the
integrand at x = 0 without any subtlety. Thus, we can explicitly compare (3.3) and (3.14),
and see the exact agreement up to x4. This can be done up to U(3).
However, considering U(4), one immediately sees that the perturbative part (3.15)
diverges.6 In particular, among the tree graphs of U(4), there are two divergent trees,
which are the last two graphs shown in figure 2. Although those two trees naively seem to
correspond to two different poles:
zi1 = t
−1, zi2 = zi1υ
−1
X , zi3 = zi1υ
−1
Y , zi4 = zi3υ
−1
X (3.26)
6One can consider the other possibilities, i.e., the perturbative part vanishes but the vortex part would
diverge such that the combined contribution remains finite or even diverges. However, we will see by
examples in the next section that such a contribution is canceled by other contributions so that it doesn’t
affect the final result. We assume this is always the case and only focus on the perturbative part that
doesn’t vanish.
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i1
i2
i4
i3
(a)
i1
i2 i3
i4
(b)
i1
i2
i4
i3
(c)
Figure 2: The tree graphs of U(4) with n = 3 contributing to the index. (b) and (c)
correspond to the same singularity and make a double pole there if we don’t turn on the
superpotential.
and
zi1 = t
−1, zi2 = zi1υ
−1
X , zi3 = zi1υ
−1
Y , zi4 = zi2υ
−1
Y , (3.27)
both trees indeed correspond to the same singularity
zi1 = t
−1, zi2 = t
−1υ−1X , zi3 = t
−1υ−1Y , zi4 = t
−1υ−1X υ
−1
Y (3.28)
and make it a double pole.7 For this reason, from U(4) with generic fugacities for adjoint
matters,8 the derivation of (3.14), which only assumes simple poles, only works for up to
U(3) and doesn’t work for higher ranks.
In this note, however, we are interested in the theories with nontrivial superpotentials
(1.1), in particular, the D-type superpotential:
W = TrXn+1 + TrXY 2 (3.30)
with odd n. We will see that those superpotential tems reduce the double pole at (3.28)
to a simple pole. Let us recall the double pole tree graphs in figure 2. For both trees, the
perturbative part could be written as follows:
Zpert =∏
i 6=j(1− υi−1υj)
∏
A=X,Y
∏Nc
i,j=1(υA
−1υiυj−1x2;x2)
∏Nc
j=1(υjx
2;x2)
∏Nc
j=1(τ
−2υj−1x2;x2)∏
A=X,Y
∏Nc
i,j=1(υAυi
−1υj ;x2)
∏Nc
j=1(υj
−1;x2)
∏Nc
j=1(τ
2υj ;x2)
(3.31)
where υ1 = 1, υ2 = υX , υ3 = υY , υ4 = υXυY and (a; q) = (a; q)∞. Note that Zpert contains
five zeros in the denominator. If the pole were simple, the denominator should contain only
7We mean by a double pole here that the degree of a pole is Nc + 1. (3.28) is a double pole because five
different factors
zi1 = t
−1, zi2 = zi1υ
−1
X , zi3 = zi1υ
−1
Y , zi4 = zi3υ
−1
X , zi4 = zi2υ
−1
Y , (3.29)
which are the union of (3.26) and (3.27), become zero simultaneously at the pole (3.28).
8In other words, there is no superpotential such that independent U(1) symmetries rotating each adjoint
are allowed.
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four zeros, and we would just drop them from the expression. In the current case, however,
we have one more zero in the denominator, which indicates that we have a double pole. In
the integral form, the relevant part is the following:∫
|zj=1|
 4∏
j=1
dzj
zj
 (. . .)
(1− zi1t)(1− zi2z−1i1 υX)(1− zi3z−1i1 υY )(1− zi4z−1i2 υY )(1− zi4z−1i3 υX)
.
(3.32)
For simplicity, let us fix ij = j and take the residue at z1 = t−1, z2 = z1υ−1X = t
−1υ−1X , z3 =
z1υ
−1
Y = t
−1υ−1Y successively. We then have∫
|z4|=1
dz4
z4
(. . .)
(1− z4tυXυY )2 (3.33)
where (. . .) doesn’t vanish at z4 = t−1υ−1X υ
−1
Y . Now we have a double pole for the z4
integration, and our result (3.14) fails to hold for high gauge rank theories with two adjoint
and without superpotential.
However, once we introduce the superpotential (3.30), which forces us to set υX =
x
2
n+1 , υY = x
n
n+1 , we have an additional zero of the integrand:∫
|zj |=1
 4∏
j=1
dzj
zj
 (1− z−11 z4xn+2n+1 )(. . .)
(1− z1t)(1− z2z−11 x
2
n+1 )(1− z3z−11 x
n
n+1 )(1− z4z−12 x
n
n+1 )(1− z4z−13 x
2
n+1 )
(3.34)
where the zero comes from (1 − υ−1Y z−11 z4x2), which belongs to the 1-loop determinant of
adjoint Y . Note that every factor of the integrand is organized so that the residue at
z1 = t
−1, z2 = t−1x−
2
n+1 , z3 = t
−1x−
n
n+1 , z4 = t
−1x−
n+2
n+1 (3.35)
is simply 1. Thus, in (3.31) with υX = x
2
n+1 , υY = x
n
n+1 , although 00 ’s in principle are am-
biguous, in our context, if the numbers of extra zeros in the numerator are equal to those in
the denominator, we can simply drop them. If the number of extra zeros is larger than that
of poles, simply the corresponding forest graph doesn’t contribute to the index. On the
other hand, if the number of extra poles is larger, there exists a higher degree pole in spite
of the superpotential (3.30). However, this is not the case of examples we are considering
in this note.
Following this rule, one can obtain the correct answer from (3.14), which is confirmed
comparing the factorized index (3.14) and the series expansion of (3.3) for a few examples.
For the U(4) theory with a single flavor and the n = 3 superpotential, the series expansion
of (3.3) gives the following result:
m = 0, 1 + x
1
6 τ2 + x
1
3
(
τ4 + τ−2
)
+ x
1
2
(
τ6 + 2
)
+O(x 23 ),
m = ±1, x 16 τ−1 + x 13 τ + x 12 (τ3 + τ−3)+O(x 23 ),
m = ±2, x 13 τ−2 + x 12 +O(x 23 ),
m = ±3, x 12 τ−3 +O(x 23 )
(3.36)
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where m is the total monopole flux. We have chosen the R-charge r = 1/12 for the fun-
damental matter such that the lowest monopole operator and the lowest mesonic operator
have the same trial UV R-charge for convenience. The superconformal R-charge RIR can
be restored by shifting the U(1)A fuagacity τ → τxα where α satisfies RIR = RUV + αFA,
where FA is the U(1)A charge.
On the Higgs branch localization side, we have two contributing tree graphs as shown
in figure 2. As mentioned, (b) and (c) are equivalent graphs associated with the same
singularity and give the same index contribution as expected. In section 4, we will argue
that such equivalent trees always give the same contribution in general. For tree (a), we
have the following index contribution:
m = 0, 1 + x
1
6 τ2 + x
1
4 + x
1
3
(
τ4 + τ−2
)
+ x
5
12 τ2 + x
1
2
(
τ6 + 4
)
+ x
7
12
(
τ4 + τ−2
)
+O(x 23 ),
m = ±1, x 16 τ−1 + x 13 τ + x 512 τ−1 + x 12 (τ3 + τ−3)+ x 712 τ +O(x 23 ),
m = ±2, x 13 τ−2 + x 12 + x 712 τ−2 +O(x 23 ),
m = ±3, x 12 τ−3 +O(x 23 ).
(3.37)
For tree (b),
m = 0, −x 14 − x 512 τ2 − 2x 12 − x 712 (τ4 + τ−2)+O(x 23 ),
m = ±1, −x 512 τ−1 − x 712 τ +O(x 23 ),
m = ±2, −x 712 τ−2 +O(x 23 ),
m = ±3, O(x 23 ).
(3.38)
One obtains the same result as (3.36) by adding (3.37) and (3.38), which confirms the sim-
ple pole computation (3.14) gives the correct answer once we introduce the superpotential
(3.30).
We would like to comment on a higher rank example. Consider the U(5) theory with a
single flavor. One might want to compare (3.3) and (3.14) in this case as well, but, unfor-
tunately, it is not feasible because for U(5) the naive conformal dimension of a monopole
operator becomes negative.9 For this reason, (3.3) is not analytic at x = 0, and one can-
not evaluate the series expansion of (3.3) with respect to x. Physically this is a signal of
decoupling of the monopole operator because the conformal dimension of a gauge invariant
operator at the IR fixed point shouldn’t be less than 1/2. To be consistent, an operator of
naive conformal dimension less than 1/2 should decouple from the interacting sector. Then
there is an accidental U(1) symmetry that freely rotates the decoupled operator. This ac-
cidental U(1) is mixed with the R-symmetry and corrects the conformal dimension of the
operator to be 1/2, which is the conformal dimension of a free operator.
Since (3.3) is only sensitive to UV data and cannot capture those accidental symmetries
appearing in IR, (3.3) as a series expansion is not powerful at all in this case. However, as
we mentioned, one should note that this singularity at x = 0 is not intrinsic and originates
9One can avoid this problem by increasing the number of flavors but the computation will be heavier.
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from the fact that we assign wrong conformal dimensions to decoupled operators. One can
still have a meaningful answer from (3.3) by exactly evaluating this contour integral rather
than expanding it as a series in x, which is indeed the factorized index (3.14). One can use
(3.14) to compute the (analytically continued) superconformal index of higher gauge rank
theories containing decoupled operators. Indeed, this allows us to test the duality for higher
rank gauge groups in section 4. Moreover, if we look at table 2, the dual chiral fields, q, q˜
carry negative R-charges. Due to the superpotential, their gauge invariant mesonic combi-
nation becomes non-BPS and doesn’t suffer from the unitarity bound because its conformal
dimension ∆ doesn’t saturate ∆ ≥ R + j. Nevertheless, this negative R-charge yields a
practical difficulty in computing the series expansion of (3.3). For this reason, the super-
conformal index of any dual theory cannot be computed using the series expansion method.
This is another critical reason that we require the factorized index to test the duality. See
section 4 for details of the duality test.
3.2 Growing Trees
In the previous subsection, we have seen that the integral formula of the Coulomb branch
localization, (3.3), suffers from double poles, for a high rank gauge group in particular, with
multiple adjoint matters. However, we also argued that such double poles become simple
ones if we introduce the superpotential (3.30). Due to such cancelations between zeros and
poles, the expressions in (3.15), strictly speaking, are not well defined; we have to explain
how to deal with zeros and poles in those expressions, and their cancelations. As we argued
in the previous section, we can simply drop extra zeros and poles if the numbers of them are
equal. If the number of extra zeros is larger than that of poles, simply the corresponding
forest graph doesn’t contribute to the index. On the other hand, if the number of extra
poles is larger, there exists a higher degree pole in spite of the superpotential (3.30), which
doesn’t appear in our examples.
For the equal number of extra poles and zeros, however, this is not the end of the
story. To provide a concrete example, we consider U(5) with a single flavor and the n = 3
superpotential. In this case, the trees having the same number of extra zeros and poles in
the perturbative part are listed in figure 3. First note that (b), (c) are equivalent as similar
to U(4) and (a), (d) are equivalent once we introduce the superpotential (3.30). One can
check that each equivalent pair correspond to the same singularity and indeed give the same
index contribution. This is because we have the F-term conditions
Xn ∼ Y 2, XY ∼ Y X (3.39)
from the superpoential (3.30). Also note that, except for the last one, those trees can be
obtained from nontrivial trees of U(4), which are shown in figure 2, by attaching one more
node. On the other hand, the last tree is obtained by attaching a node to a trivial tree of
U(4). See figure 4.
Here we claim that among the trees having the same number of extra zeros and poles,
only the growing trees can contribute to the index. Up to U(4) we define that every tree
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Figure 3: Nontrivial trees of U(5) with n = 3. The perturbative part corresponding to
each tree has the same number of extra zeros in the numerator and in the denominator.
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i1
i2
i3
i4
(b)
Figure 4: (a) is a non-growing tree of U(5), which is obtained by attaching one more node
to (b), a trivial tree of U(4).
having the same number of extra zeros and poles is a growing tree. From U(5) we define
that a tree of the same number of extra zeros and poles is a growing tree if and only if it
is obtained by attaching one more node to a growing tree of one node less. Non-growing
trees can have nonzero contributions but their contributions are canceled among them.
We would like to explain the details more. Let us consider the non-growing tree shown
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in figure 4. Ignoring the superpotential for a moment, the tree is associated with the residue,
Reszj=z∗j
1∏5
j=1 zj
(. . .)
(1− zi1t)(1− zi2z−1i1 υY )(1− zi3z−1i2 υY )(1− zi4z−1i3 υX)(1− zi5z−1i4 υX)
(3.40)
where z∗j is the pole determined by denominators, and (. . .) is an expression regular at
the pole. The sequence of indices (i) ≡ (i1, i2, . . . , i5) is any permutation of (1, 2, . . . , 5).
Indeed, the residue (3.40) should be understood as iterative residue evaluations with respect
to the fixed order of zj ’s, e.g., z1 → z2 → . . . → z5. Thus, the permutation of (1, 2, . . . , 5)
is effectively changing the order of evaluations. Since each residue evaluation is done at a
simple pole, it can be done without any difficulty.
Once we introduce the superpotential, however, we have more zeros and poles:
Reszj=z∗j
1∏5
j=1 zj
(1− z−1i1 zi3x
2n
n+1 )(1− z−1i2 zi4x
n+2
n+1 )
(1− zi4tx2)(1− zi5z−1i1 x
2n+4
n+1 )
× f(zj)
(1− zi1t)(1− zi2z−1i1 x
n
n+1 )(1− zi3z−1i2 x
n
n+1 )(1− zi4z−1i3 x
2
n+1 )(1− zi5z−1i4 x
2
n+1 )
(3.41)
where f(zj) is the remaining part of the integrand that is regular at the singularity. For
(i) = (1, 2, 3, 4, 5), one can see that (3.41) vanishes because after z1, z2 integrations, there
is no pole at z∗3 = t−1x
− 2n
n+1 . It shows that the non-growing tree with (i) = (1, 2, 3, 4, 5)
doesn’t contribute to the index. If we take (i) = (1, 2, 5, 3, 4), on the other hand, the
residue doesn’t vanish and gives f(z∗j ). However, we will shortly explain that this possible
non-growing tree contribution is canceled by another non-growing tree contribution.
Let us look at (3.41) more closely. It is in fact a part of the evaluation of the integral,
∫
|zj |=1
 5∏
j=1
dzj
zj
 (1− z−1i1 zi3x 2nn+1 )(1− z−1i2 zi4xn+2n+1 )
(1− zi4tx2)(1− zi5z−1i1 x
2n+4
n+1 )
× f(zj)
(1− zi1t)(1− zi2z−1i1 x
n
n+1 )(1− zi3z−1i2 x
n
n+1 )(1− zi4z−1i3 x
2
n+1 )(1− zi5z−1i4 x
2
n+1 )
. (3.42)
Since we want to isolate the residue contribution at the singularity,
z∗i1 = t
−1, z∗i2 = t
−1x−
n
n+1 , z∗i3 = t
−1x−
2n
n+1 , z∗i4 = t
−1x−
2n+2
n+1 , z∗i5 = t
−1x−
2n+4
n+1 ,
(3.43)
let us forget about the poles from f(zj) and regard f(zj) as a constant for a moment to
capture the essential logic of the argument:∫
|zj |=1
 5∏
j=1
dzj
zj
 (1− z−1i1 zi3x 2nn+1 )(1− z−1i2 zi4xn+2n+1 )
(1− zi4tx2)(1− zi5z−1i1 x
2n+4
n+1 )
× C
(1− zi1t)(1− zi2z−1i1 x
n
n+1 )(1− zi3z−1i2 x
n
n+1 )(1− zi4z−1i3 x
2
n+1 )(1− zi5z−1i4 x
2
n+1 )
(3.44)
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where C = f(z∗j ). The integral (3.44) is easily computed after the series expansion with
respect to x, and gives 1. Also it is independent of the order of the integrations unlike
(3.41).
However, one should note that this is not exactly the residue we originally compute.
In order to see that, let us evaluate (3.44) without using the series expansion. For small
|t|, |x| < 1, the contributing residues are located at the singularity (3.43) or at asymptotic
infinity where some of zj take infinite values.10 However, one should note that originally we
don’t have poles at asymptotic infinity. See appendix A. It means f(zj) should have zeros at
asymptotic infinity, which cancel the corresponding poles in (3.44). Therefore, the residue
associated with the singularity (3.43) is the only relevant contribution and can be singled
out by subtracting the asymptotic infinity contribution from (3.44). We will demonstrate
that the contributions from asymptotic infinity are summed up to 1 while those from the
singularity (3.43) are summed up to 0. Thus, the non-growing tree doesn’t contribute.
Case I
First let us consider (i1, i2, i3, i4, i5) = (1, 2, 3, 4, 5). We perform the integrations with
respect to the order z1 → . . . → z5. After z1, z2 integrations, the only relevant z3 pole
is z3 = ∞. Taking the residue at z3 = ∞, and subsequently performing the integrations
over z4 and z5, the final answer is 1. Thus, 1, the result of (3.44), comes from asymptotic
infinity. There is no contribution from the singularity (3.43).
Case II
For (i1, i2, i3, i4, i5) = (1, 2, 5, 3, 4), the integral (3.44) can be computed by collecting the
residues at the following chains of poles:
z1 = t
−1 → z2 = t−1x−
n
n+1 → z3 = z5x−
2
n+1 → z4 = z5x−
4
n+1 → z5 = t−1x−
2n
n+1 ,
z1 = t
−1 → z2 = t−1x−
n
n+1 → z3 = z5x−
2
n+1 → z4 = t−1x−
2n+4
n+1 → z5 = t−1x−
2n
n+1 ,
z1 = t
−1 → z2 = t−1x−
n
n+1 → z3 = z5x−
2
n+1 → z4 = t−1x−
2n+4
n+1 → z5 =∞.
(3.45)
The residue from each chain of poles is 1, -1, 1 respectively, whose total sum reproduces the
result of (3.44). Substituting the explicit values of zj at the end, one can immediately note
that the first two are from the singularity (3.43) while the last one is from asymptotic infinity
and is an irrelevant contribution. Therefore, again, we show that the residues associated
with the singularity (3.43) are summed up to zero. We would like to comment on the second
chain of poles. In our tree representation language, it corresponds to the non-growing tree
shown in figure 5 with non-zero vortex numbers while the first chain corresponds to the
non-grown tree (a) in figure 4. Roughly speaking, for this tree, the perturbative part have
zeros while the vortex/anti-vortex contributions have poles such that their product gives a
finite answer. We expect such non-physical contributions, i.e.,where the perturbative part
10In this note, when we evaluate the unit circle contour integral, we take the residues of the poles located
outside the unit circle.
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Figure 5: The non-growing tree corresponds to the second chain of poles in (3.45).
and the vortex part are not well-defined independently so that they spoil the factorization,
should be canceled out by the mechanism we just explained.
Case III
For (i1, i2, i3, i4, i5) = (1, 5, 2, 3, 4), after z1 integration, we have∫
|zj |=1
 5∏
j=2
dzj
zj
 (1− tz2x 2nn+1 )(1− z−15 z3xn+2n+1 )
(1− z3tx2)(1− z4tx
2n+4
n+1 )
× C
(1− z5tx
n
n+1 )(1− z2z−15 x
n
n+1 )(1− z3z−12 x
2
n+1 )(1− z4z−13 x
2
n+1 )
(3.46)
For z2 integration, one can check that the relevant poles are at z2 = z5x−
n
n+1 and at z2 =∞.
Taking the first one, and subsequently taking the pole at z3 = t−1x−2, we have∫
|zj |=1
 5∏
j=4
dzj
zj
 C
(1− z4tx
2n+4
n+1 )2
, (3.47)
which includes a double pole at z4 = t−1x−
2n+4
n+1 . Now one should remind that C is not
really a constant but is a function of zj , f(zj). Up to z3 integration, f(zj) is regular; we
just substitute the pole values of z1, z2, z3. Let us call it g(z4, z5). Since g(z4, z5) is regular
at z4 = t−1x−
2n+4
n+1 , the residue at this point is given by
−
∫
|z5|=1
dz5
z5
t−2x−
4n+8
n+1
∂
∂z4
z−14 g(z4, z5)
∣∣∣∣
z4=t−1x
− 2n+4n+1
=
∫
|z5|=1
dz5
z5
(
g(t−1x−
2n+4
n+1 , z5)− t−1x−
2n+4
n+1 g′(t−1x−
2n+4
n+1 , z5)
)
(3.48)
where g′(z4, z5) = ∂∂z4 g(z4, z5). Our interest is whether there is a pole at z5 = t
−1x−
n
n+1 or
not. Indeed, since g(z4, z5) is regular at z4 = t−1x−
2n+4
n+1 , z5 = t
−1x−
n
n+1 , so is g′(z4, z5) at
the same point. Thus, (3.48) doesn’t receive any contribution from the singularity (3.43).
As a consistency check, we evaluate the residue of (3.47) at z4 = t−1x−
2n+4
n+1 , z5 = ∞
and obtain 1. Also we evaluate the residue of (3.46) at z2 =∞ and obtain 0. Their sum is
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1, which is the same as the result of (3.44).
Numerical Comparison
We have demonstrated three different choices of (i1, i2, i3, i4, i5), and the other choices are
similar. In those cases, the residues associated with the singularity (3.43) are summed up
to zero. Thus, the non-growing tree associated with this singularity doesn’t contribute to
the index.
We also confirm this claim: the non-growing tree doesn’t contribute, by an explicit
comparison of (3.3) and (3.14). For U(5) with a single flavor, the R-charges of monopole
operators are positive only when n > 3. Thus, let us consider n = 5. First we evaluate the
(3.3) as a series exapnsion, which gives rise to
1 + 2 12
√
x+ 3 6
√
x+ 4 4
√
x+ 6 3
√
x+ 10x5/12 + 17
√
x+ 24x7/12 + 33x2/3 + 46x3/4 + 67x5/6
+ 96x11/12 + 134x+ 180x13/12 + 244x7/6 + 330x5/4 + 447x4/3 + 596x17/12 + 788x3/2
+ 1030x19/12 + 1349x5/3 + 1754x7/4 + 2273x11/6 + 2920x23/12 + 3733x2 + 4746x25/12
+ 6024x13/6 + 7600x9/4 + 9550x7/3 + 11932x29/12 + 14861x5/2 + 18428x31/12 + 22781x8/3
+ 28022x11/4 + 34351x17/6 + 41942x35/12 + 51053x3 +O
(
x37/12
)
. (3.49)
We have chosen the R-charge r = 14 for the fundamental matter. For simplicity we only
keep the fugacity x and turn off the others.
Next we evaluate (3.14) for each tree allowed for U(5). The list of trees having the same
number of extra zeros and poles in the perturbative part is given in figure 6. In figure 6, (c)
and (d) are equivalent; i.e., they correspond to the same singularity. (e) is a non-growing
tree and shouldn’t contribute to the index. For (a), (b) and (c)=(d), we have the following
index contributions respectively:
x2/3 + 2x3/4 + 4x5/6 + 6x11/12 + 9x+ 14x13/12 + 24x7/6 + 36x5/4 + 53x4/3 + 74x17/12
+ 104x3/2 + 146x19/12 + 207x5/3 + 282x7/4 + 381x11/6 + 506x23/12 + 671x2 + 884x25/12
+ 1164x13/6 + 1508x9/4 + 1944x7/3 + 2480x29/12 + 3157x5/2 + 3994x31/12 + 5041x8/3
+ 6306x11/4 + 7855x17/6 + 9722x35/12 + 12000x3 +O
(
x37/12
)
, (3.50)
1 + 2 12
√
x+ 4 6
√
x+ 6 4
√
x+ 11 3
√
x+ 18x5/12 + 32
√
x+ 48x7/12 + 74x2/3 + 108x3/4
+ 164x5/6 + 238x11/12 + 348x+ 488x13/12 + 689x7/6 + 952x5/4 + 1321x4/3 + 1798x17/12
+ 2444x3/2 + 3268x19/12 + 4364x5/3 + 5760x7/4 + 7589x11/6 + 9894x23/12 + 12858x2
+ 16558x25/12 + 21260x13/6 + 27090x9/4 + 34412x7/3 + 43412x29/12 + 54586x5/2
+ 68212x31/12 + 84959x8/3 + 105232x11/4 + 129931x17/6 + 159626x35/12 + 195479x3
+O
(
x37/12
)
, (3.51)
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Figure 6: Nontrivial trees of U(5) with n = 5. The perturbative part of each tree has the
same number of extra zeros in the numerator and in the denominator.
− 6√x− 2 4√x− 5 3√x− 8x5/12 − 15√x− 24x7/12 − 42x2/3 − 64x3/4 − 101x5/6 − 148x11/12
− 223x− 322x13/12 − 469x7/6 − 658x5/4 − 927x4/3 − 1276x17/12 − 1760x3/2 − 2384x19/12
− 3222x5/3 − 4288x7/4 − 5697x11/6 − 7480x23/12 − 9796x2 − 12696x25/12 − 16400x13/6
− 20998x9/4 − 26806x7/3 − 33960x29/12 − 42882x5/2 − 53778x31/12 − 67219x8/3
− 83516x11/4 − 103435x17/6 − 127406x35/12 − 156426x3 +O
(
x37/12
)
(3.52)
up to x3. We immediately note that their sum is exactly the same as (3.49). On the other
hand, the naive contribution from (e) is given by
−x3 +O (x4) , (3.53)
which will be canceled by the contributions of other non-growing trees so that we obtain
the correct x3 term. Hence, we only need to keep the growing trees.
For higher rank gauge groups, it is not easy to perform the same comparision due to the
difficulty of evaluating the integral formula of the Coulomb branch localization. Although
we don’t give a general proof for higher rank gauge groups that non-growing trees do not
contribute to the index, we will see in the next section that this growing tree prescription
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is perfectly consistent with the proposed duality. A quick check is that we need to have
the same number of contributing forest graphs for a duality pair in order to match the
superconformal index. Adopting the growing tree prescription, we indeed find a one-to-one
map between the contributing forest graphs of a duality pair. This can be easily seen using
the box representation of a forest graph, which will be explained in the subsequent section
shortly.
We should comment about the (anti-)vortex part as well. Once we set υX = x
2
n+1
and υY = x
n
n+1 , the vortex part also contains zeros and poles while it doesn’t for generic
υX , υY . Since we have a regular expression for generic υX , υY , we can take the limit
υX → x
2
n+1 , υY → x
n
n+1 so that all extra zeros and poles cancel each other. The expression
for the vortex part with υX = x
2
n+1 , υY = x
n
n+1 should be understood in this way.
3.3 Higgs Vacua
To provide extra evidence of our growing tree prescription, let us examine the structure
of the vacuum solutions of the theory, especially the solutions for the vector multiplet
real scalar σ. The full solutions including chiral fields will be discussed in appendix B.
Considering the U(Nc) gauge theory with (anti-)fundamentals and two adjoints, the vacuum
solutions are determined by two sets of equations. As the FI parameter ζ > 0 is turned on,
the D-term equation is given by
ζ1N −
Nf∑
a=1
QaQa† +
Na∑
b=1
Q˜b†Q˜b − [X,X†]− [Y, Y †] = 0 (3.54)
with mass term conditions
(σi −ma)Qai = 0, (−σi + m˜b)Q˜bi = 0,
(σi − σj −mX)Xij = 0, (σi − σj −mY )Yij = 0.
(3.55)
In addtion, the F-term equation is given by
XY + Y X = 0, Xn + Y 2 = 0. (3.56)
It will be shown that the second condition requires nmX = 2mY .11
11More precisely, the real masses of adjoints, mX , mY , are restricted as follows once we turn on the
superpotential W = Tr
(
Xn+1 +XY 2
)
:
(n+ 1)mX = 0, mX + 2mY = 0, (3.57)
which demand thatmX = mY = 0 as long as we consider a 3d theory on a flat spacetime R3. Nevertheless, if
we consider a spacetime that requires periodic massesm ∼ m+Λ, the condition (3.57) allows discrete values
of the masses mX = kn+1Λ, mY =
1
2
(l − k
n+1
)Λ where k = 0, . . . , n, l = 0, 1. For example, if we consider
R2×S1, one can turn on constant holonomies along the circle, which lift real masses to be complexified and
periodic, so that our analysis of the vacuum equations works. Note that the vortex partition function is
defined on R2×S1. When there are no superpotential terms for X,Y , the analysis of the vacua is identical
for R3 and R2 × S1.
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For simplicity let us consider Nf = Na = 1; the generalization to general Nf is straight-
forward. In order to satisfy (3.54), some of chiral fields should have nonzero vevs. Especially,
if one takes the trace of (3.54), one obtains
Nζ −
N∑
i=1
|Qi|2 +
N∑
i=1
|Q˜i|2 = 0 (3.58)
and sees that at least one component ofQ should have the nonvanishing vev. The real scalars
σ’s then should be pinned to masses of those chiral fields having nonzero vevs. If there are
coincident σ’s, however, the effective low energy theory contains a nonabelian factor with
few massless charged fields, which leads to a runaway superpotential [55]. Therefore, σi 6= σj
for different i, j.
Since now all σ’s are distinct, from real mass terms (3.55), we know that only one
component of Q, say i = 1, is nonzero:
Qi = δi1Q. (3.59)
Furthermore, if Xij is nonzero, Xik and Xkj should vanish for k 6= i, j. The commutator
[X,X†] is thus a diagonal matrix:
[X,X†]ij =
∑
k
XikX
∗
jk −X∗kiXkj = δij
(|Xis|2 − |Xti|2) (3.60)
where Xis (Xti) is the unique nonzero element in the i-th row (column) if it exists. Also
note that Xii = 0. Those conditions are satisfied by Y as well. As a result, only the
diagonal components of the D-term equation (3.54) are nontrivial:
ζ − δi1|Q|2 − |Xis|2 + |Xti|2 − |Yis′ |2 + |Yt′i|2 = 0. (3.61)
For each i 6= 1, ζ must be compensated either by Xis or by Yis′ . Such nonzero element Xis
(or Yis′) then determines each and every σi by (3.55).
Indeed, those conditions ensure that the solutions for σ’s are written in the following
form: σi = m + aimX + bimY where m is the mass of Q. The solutions are labeled by
distinct non-negative integer pairs (ai, bi) that satisfy the following conditions. First, σ1
should bem because we choose the first component of Q to be nonzero; i.e., (a1, b1) = (0, 0).
Second, for any i 6= 1 with (ai, bi), there must exist j with (aj , bj) such that ai − aj = 1 or
that bi − bj = 1. Since σ’s are all distinct, it is convenient to represent those integer pairs
by box diagrams; e.g., for Nc = 3,
(2,0)
(1,0)
(0,0)
(1,0)
(0,0) (0,1)
(1,0) (1,1)
(0,0)
(1,1)
(0,0) (0,1) (0,0) (0,1) (0,2)
(3.62)
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where corresponding (ai, bi) is written in each box. Note that each box would have carried
another label i, which is irrelevant due to the Weyl symmetry permuting σ’s among them-
selves.
We have considered the D-term equation so far and now move on to the F-term equation
(3.56). Let us examine the first equation: XY + Y X = 0. Since only one element is
nontrivial in each row and column of X and Y , the equation reduces to∑
k
XikYkj +
∑
l
YilXlj = XisYsj + Yis′Xs′j = 0. (3.63)
If XisYsj 6= 0, then σi = σs + mX and σs = σj + mY , which are represented by boxes
stacked in the following way:
· · · (ai, bi)
(aj , bj) (as, bs)
...
(3.64)
where
(as, bs) = (aj , bj + 1),
(ai, bi) = (as + 1, bs) = (aj + 1, bj + 1).
(3.65)
In this case, Yis′Xs′j = −XisYsj is nonzero as well. Thus, there must be σs′ that satisfies
σi = σs′+mY and σs′ = σj +mX . Thus, the boxes stacked as in (3.64) cannot be complete;
there should be (as′ , bs′) such that the allowed box diagram contains
· · · (ai, bi) (ai, bi)
(aj , bj) (as, bs)
...
(3.66)
where
(as, bs) = (aj , bj + 1),
(as′ , bs′) = (aj + 1, bj),
(ai, bi) = (as + 1, bs) = (as′ , bs′ + 1) = (aj + 1, bj + 1).
(3.67)
For the same reason, the boxes of shape are not allowed. Therefore, the first equation
of (3.56) tells us that the solutions for σ’s are labeled by Young tableaux. One should note
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that whenever σi satisfies (3.55) such that Xij or Yij can be nonzero, then such Xij or Yij
should be nonzero; otherwise, equation (3.61) and (3.63) cannot be satisfied simultaneously.
The second equation then imposes an extra condition that the allowed Young tableaux
should satisfy. We mentioned that the adjoint masses satisfy nmX = 2mY . This can be
shown as follows. Since only a single element can be nontrivial in each row and column,
again, the second equation reduces to∑
k1,...,kn−1
Xikn−1Xkn−1kn−2 · · ·Xk1j +
∑
l
YilYlj = Xisn−1 · · ·Xs2s1Xs1j + Yis′Ys′j = 0.
(3.68)
This equation is satisfied in two ways: Xn = −Y 2 6= 0 or Xn = Y 2 = 0. In the former
case, the condition [Xn]ij = Xisn−1 · · ·Xs2s1Xs1j 6= 0 requires that σ’s should satisfy
σi = σsn−1 +mX ,
σsp = σsp−1 +mX , 2 ≤ p ≤ n− 1,
σs1 = σj +mX .
(3.69)
In the same manner, the condition
[
Y 2
]
ij
= Yis′Ys′j 6= 0 requires that
σi = σs′ +mY ,
σs′ = σj +mY .
(3.70)
From those relations, we observe that σi−σj = nmX = 2mY . In other words, σi = m+nmX
and σj = m+ 2mY are indistinguishable; i.e., (ai, bi) = (n, 0) ∼ (0, 2). When we represent
such a solution by a box diagram, we are thus able to use both of the diagrams:
(n,0)
(n-1,0)
...
(0,0) (0,1)
(n-1,0)
...
(0,0) (0,1) (0,2)
(3.71)
among which we are going to use the right one for the subsequent discussion. Accordingly
the heights of the Young tableaux we are using are restricted up to n.
Furthermore, for odd n, combining the two equations in (3.56), one can see that
Y 3 = Y (−Xn) = XnY = −Y 3, (3.72)
which implies that
[
Y 3
]
ij
= YisYstYtj = 0. This condition demands that the solution should
not contain more than three σ’s that are connected by mY . In other words, bi must be
less than 3. Hence, the maximum size of the allowed Young tableaux is n × 3. Lastly if
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the solution contains (ai, bi) = (0, 2), it should contain both (0, 1) and (n − 1, 0) because
(0, 2) ∼ (n− 1, 0).
In the latter case, i.e., Xisn−1 · · ·Xs2s1Xs1j = Yis′Ys′j = 0, a solution for σ satisfies
that ai < n and that bi < 2. Hence, the Young tableaux contain at most two columns in
this case. Combining the two cases, the general rule finding the allowed box diagrams is as
follows: the allowed box diagrams are Young tableaux of the maximum size n × 3 which
satisfy that if the third column is non-empty, the first column is always fully occupied.
From this rule, we can count the number of allowed Young tableaux, or equivalently
that of Higgs vacua, which is given by
p(n, 2;Nc) + p(n− 1, 2;Nc − n− 2) (3.73)
where p(n,m;N) denotes the number of partitions of N into at most m integers which are
not greater than n. The first term counts the solutions satisfying Xn = Y 2 = 0 while the
second term counts those satisfying Xn = −Y 2 6= 0.
Now let us evaluate p(n,m;N) for m = 2. When 0 ≤ N ≤ n, every partition that
divides N into at most two parts is allowed. The number of such partitions is as follows:
p(n, 2;N) =
⌊
N
2
⌋
+ 1. (3.74)
When n+ 1 ≤ N ≤ 2n, one simply finds that
p(n, 2;N) = p(n, 2; 2n−N) =
⌊
2n−N
2
⌋
+ 1, (3.75)
which is counting the empty positions among n×2 available slots in a given Young tableau.
p(n, 2;N) vanishes otherwise. Each term in (3.73) is then given by
p(n, 2;Nc) =

⌊
Nc
2
⌋
+ 1, 0 ≤ Nc ≤ n⌊
2n−Nc
2
⌋
+ 1, n+ 1 ≤ Nc ≤ 2n
0, 2n+ 1 ≤ Nc
, (3.76)
p(n− 1, 2;Nc − n− 2) =

0, 0 ≤ Nc ≤ n+ 1,⌊
Nc−n−2
2
⌋
+ 1, n+ 2 ≤ Nc ≤ 2n+ 1⌊
3n−Nc
2
⌋
+ 1, 2n+ 2 ≤ Nc ≤ 3n
0, 3n+ 1 ≤ Nc
. (3.77)
Their sum is therefore
p(n, 2;Nc) + p(n− 1, 2;Nc − n− 2) =

⌊
Nc
2
⌋
+ 1, 0 ≤ Nc ≤ n⌊
2n−Nc
2
⌋
+ 1, Nc = n+ 1⌊
2n−Nc
2
⌋
+
⌊
Nc−n−2
2
⌋
+ 2, n+ 2 ≤ Nc ≤ 2n⌊
Nc−n−2
2
⌋
+ 1, Nc = 2n+ 1⌊
3n−Nc
2
⌋
+ 1, 2n+ 2 ≤ Nc ≤ 3n
0, 3n+ 1 ≤ Nc
.
(3.78)
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While the right hand side looks complicated, indeed it is simplified to n+12 for n+1 ≤ Nc ≤
2n+ 1 because n is odd. Thus, the final result is that
p(n, 2;Nc) + p(n− 1, 2;Nc − n− 2) =

⌊
Nc
2
⌋
+ 1, 0 ≤ Nc ≤ n
n+1
2 , n+ 1 ≤ Nc ≤ 2n+ 1⌊
3n−Nc
2
⌋
+ 1, 2n+ 2 ≤ Nc ≤ 3n
0, 3n+ 1 ≤ Nc
. (3.79)
So far we have considered the solutions for σ. Indeed, this Young tableau classifica-
tion of σ’s vev is expected to have a one-to-one map to the growing trees we found in the
previous section. This one-to-one map is confirmed for a few low n cases, which we will
illustrate in the next section shortly.
4 Test of Dualities
4.1 Nf = 1
So far we have explained how to obtain the factorized form of the superconformal index
for a theory with two adjoints. In this section, using this factorized index, we perform a
test of the 3d version of the Brodie duality, especially for the D(odd)-type superpotential.
Comparing the vortex partition functions of a dual pair, we also find a list of monopole
operators showing up in IR physics.
Let us first consider the single flavor case with n = 3. Since there is only one flavor,
each forest graph includes a single tree, which should be a growing tree as we explained.
The list of growing trees is given in appendix D. We also list the numbers of growing trees
for a few low n in table 3. One can see that the number of growing trees is exactly the
same as that of the Higgs vacua we found in the previous section. As we expect the one-
to-one correspondence between the growing trees and the Higgs vacua, indeed the number
of growing trees for general n, from that of Higgs vacua (3.79), is also given by[
Nc
2
]
+ 1, 1 ≤ Nc ≤ n− 2,
n+1
2 , n− 1 ≤ Nc ≤ 2n+ 1,[
3n−Nc
2
]
+ 1, 2n+ 2 ≤ Nc ≤ 3n.
(4.1)
Note that this is consistent with the proposed duality for Nf = 1:
U(Nc)↔ U(3n−Nc). (4.2)
From table 3, or from equation (4.1) for general n, one can immediately see that a dual
pair have exactly the same number of growing trees, and equivalently the same number of
Higgs vacua.
In order to compare the indices of a dual pair, we have to identify the mapping among
growing trees. For Nc = 0, 1, 8, 9, the map is manifest because there is only a single
growing tree. On the other hand, for general Nc, we first notice that the growing trees
can be represented by stacked boxes of the maximum height n and the maximum width 3
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gauge group # of growing trees
n = 1 n = 3 n = 5
U(1) 1 1 1
U(2) 1 2 2
U(3) 1 2 2
U(4) - 2 3
U(5) - 2 3
U(6) - 2 3
U(7) - 2 3
U(8) - 1 3
U(9) - 1 3
U(10) - - 3
U(11) - - 3
U(12) - - 2
U(13) - - 2
U(14) - - 1
U(15) - - 1
Table 3: The number of growing trees. One can see exact matches for duality pairs
between U(Nc) and U(3n−Nc) with Nf = 1.
once we set υX = x
2
n+1 , υY = x
n
n+1 , which are exactly the Young tableaux that we used
to classify the Higgs vacua of the theory. For example, the growing trees of U(2) shown in
figure 1 can be represented by the following stacked boxes:
(4.3)
where boxes are stacked from the left-bottom conner. The box at the left-bottom corner
corresponds to the black colored root node. A red circle of a tree is then translated into
a box stacked on the top while a blue circle is translated into a box stacked on the right.
Note that here we don’t specify the labeling ij of boxes because the final result (3.14) is
invariant under permutations of ij such that it doesn’t depend on the labeling. Thus, Nc!
possible permutations all give the same contributions, which cancel the Weyl factor Nc!. In
addition, given a box diagram, there would be multiple tree graphs depending on how one
connects tree nodes by arrows. For example, U(4) has a box diagram:
(4.4)
whose corresponding tree graphs are shown in figure 7. Those multiple graphs are indeed
all equivalent and correspond to a single singularity as we discussed in the previous section.
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i1
i2 i3
i4
(a)
i1
i2
i4
i3
(b)
Figure 7: The forest graphs corresponding to the box diagram (4.4)
Recall the perturbative part and the vortex part given in (3.15) and (3.18). While the
independence of the perturbative part to the choice of arrow connections is manifest, that
of the vortex part is less obvious because the ranges of vortex charges nj look different. For
figure 7 as an example, recall that n4 is defined by (3.21) such that
ni4 = ni1 + ni3 + ni4 > ni3 = ni1 + ni3 for (a),
ni4 = ni1 + ni2 + ni4 > ni2 = ni1 + ni2 for (b).
(4.5)
Depending on which one is larger between ni2 and ni3 , the allowed ranges of ni4 look
different for (a) and (b). However, from the vortex part (3.18), especially the factor[
t−1ci tcjυAυ
−1
i υjx
−2ni ;x2
]
nj
, (4.6)
one can see that the nontrivial contributions only come from the range
ni4 ≥ Max(ni2 , ni3) (4.7)
in both cases.12 For (a), taking i = i4, j = i2 and A = Y , (4.6) becomes[
x−2ni4 ;x2
]
ni2
, (4.8)
which doesn’t vanish only when ni4 ≥ ni2 . Similarly, taking i = i4, j = i3 and A = X for
(b), we have [
x−2ni4 ;x2
]
ni3
, (4.9)
which again doesn’t vanish only when ni4 ≥ ni3 . Thus, ni4 must be larger than or equal to
both of ni2 and ni3 . Now we have a one-to-one correspondence between ni4 in (a) and that
in (b), with which the vortex parts for (a) and (b) agree. Indeed, this argument doesn’t
depend on how the i2-node and the i3-node are connected to their parent nodes. Therefore,
in general, given a box diagram, one can reconstruct a tree graph with any convenient
choice of arrow connections between adjacent boxes as long as the parent node of any node
is unique. For this reason, in this section, we use the box representation without specifying
the arrow connections.
12[a; q]n is defined in (3.19).
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Let us go back to the U(2) theory and its dual. The growing trees of the dual gauge
group U(7) is listed in appendix D. For a dual gauge group, we define the box representation
of a growing tree in a similar way but also rotate the stacked boxes 180◦. In other words,
boxes are stacked from the right-top conner, a red circle is translated into a box stacked
on the bottom, and a blue circle is translated into a box stacked on the left. Defining the
box representation in this way, we have found that a growing tree and its dual growing tree
together always form an n× 3 stack of a rectangular shape. For example, the dual partner
of the first U(2) growing tree is given by
− = (4.10)
which corresponds to one of the growing trees of U(7). The other dual pairs satisfy the
same relation regardless of the gauge group rank.
Upon this duality map of growing trees, now one can compare the perturbative parts
and the vortex parts of a dual pair. The perturbative part will be discussed in the following
subsection for general Nf . In this subsection, let us focus on the vortex part. For Nf =
1, n = 3, we have found that the vortex partition functions satisfy the following relation
Ztvortex/Zˆ
tc
vortex =
PE

(
1 + x
1
2 + x
3
4 + x+ x
3
2
)(
x−
1
4
Nc+
5
4 τ−1 − x 14Nc− 34 τ
)
w
1− x2 +
(
x−
1
2
Nc+3τ−2 − x 12Nc−1τ2
)
w2
1− x2

(4.11)
for any growing tree t and its dual tree tc.13 The first term in the plethystic exponential
corresponds to the contribution of monopole operators of monopole charge 1, which are V ±s,t
for s = 0, . . . , n−1, t = 0, 1, 2 and st = 0. The second term, on the other hand, corresponds
to the contribution of monopole operators of monopole charge 2, which we denote by W±0 .
To understand the appearance of those charge-2 monopole operators W±0 , let us trace
their counterparts in the Hilbert space on S2. A monopole operator relates to a state on
S2 with nontrivial magnetic flux background by the radial quantization. By observing the
global charges of W±0 , it is immediately seen that possible candidates are
Tr1X |±2, 0, . . .〉 , Tr2X |±2, 0, . . .〉 , |±1,±1, . . .〉 , (4.12)
which carry exactly the same global charges as W±0 . For the first two states, the gauge
group is broken to U(1)× U(Nc − 1) due to nonzero magnetic flux. Each trace above, Tr1
or Tr2, is taken over each unbroken factor, U(1) or U(Nc − 1), respectively.
13We expect that this gives rise to the half index of the singlet states (or vortex partition function) in the
dual theory, corresponding to monopole operators of the original theory. Thus from this expression one can
read off the states of the monopole operators, which can be compared with the full superconformal index of
the monopole opertors. The superconformal index can be obtained as the product of the two half-indices
as usual.
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We suspect that the existence of charge-2 monopole operators is generic for theories with
two adjoints regardless of the superpotential. Thus, we don’t stick to the superpotential
(3.30) and instead consider the superconformal indices of theories without the superpoten-
tial. For example, let us consider the U(2) theory with Nf = 1. The superconformal index
can be computed by either ways: the integral formula (3.3) or the factorized index formula
(3.14). For convenience we assign the trial R-charges 14 ,
2
n+1 =
1
2 and
n
n+1 =
3
4 for the
(anti-)fundamentals and the two adjoints respectively. Since we turn off the superpotential,
there are global symmetries U(1)X ×U(1)Y rotating each adjoint field. We thus restore the
fugacities υX and υY for those global symmetries.
The chiral primaries can be read off from the superconformal index by taking the
plethystic logarithm, which is the inverse operation of PE. For U(2) with Nf = 1, PL of
the index is given by
PL[I] = x
1
2
(
τ2 + υX
)
+ x
3
4υY + x
(
τ2υX + υ
2
X
)
+ x
5
4
(−υ−1Y + τ2υY + υXυY )
+ x
3
2
(−υ−1X − υ−2X υ−2Y − τ−2υ−1X υ−2Y + υ2Y )
+ w±
(
x
1
2 τ−1υ−1X υ
−1
Y + xτ
−1υ−1Y + x
5
4 τ−1υ−1X − x
3
2 τυ−1Y
)
+ w±2x
3
2 τ−2 +O(x 74 ).
(4.13)
Looking at bosonic contributions, one can recognize the following chiral operators:
M0,0, TrX, TrY, M1,0, TrX
2, M0,1, TrXY, TrY
2, V ±0,0, V
±
1,0, V
±
0,1, W
±
0
(4.14)
up to x
3
2 . One should note that W±0 is not charged under U(1)X × U(1)Y . An advantage
of considering a theory without the superpotential is that the first two and last states in
(4.12) are distinguished by those U(1)2 global charges. For a bare monopole state |m1,m2〉,
the U(1)2 global charges are given by
FX = FY = −1
2
2∑
i,j=1
|mi −mj |. (4.15)
The first two states in (4.12) thus carry the charges (-1,-2) and can be written in terms of
V ±0,1 and TrX:
Tr1X |±2, 0〉 ∼ α1(V ±0,0)2TrX + β1V ±0,0V ±1,0,
Tr2X |±2, 0〉 ∼ α2(V ±0,0)2TrX + β2V ±0,0V ±1,0.
(4.16)
On the other hand, the last state in (4.12) carries charges (0,0) and can be identified with
W±0 :
|±1,±1〉 ∼W±0 . (4.17)
This suggests that the charge-2 monopole operator shouldn’t appear in a U(1) theory. In-
deed, we have checked that there is no independent monopole operator carrying topological
charge 2 in the U(1) theory with Nf = 1.
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For the nonzero superpotential (3.30), the state/operator identifications (4.16) and
(4.17) are not distinguished by their global charges and can be mixed. There still exist
independent charge-2 monopole operators, though.
This comparison can be made for higher n as well. We have found that a dual pair of
vortex partition functions satisfy
Ztvortex/Zˆ
tc
vortex
= PE

(∑n−1
s=0 x
2s
n+1 + x
n
n+1 + x
2n
n+1
)(
x−
1
n+1
Nc+
n+2
n+1 τ−1 − x 1n+1Nc− nn+1 τ
)
w
1− x2

× PE

(∑n−3
2
u=0 x
4u
n+1
)(
x−
2
n+1
Nc+
2n+6
n+1 τ−2 − x 2n+1Nc− 2n−2n+1 τ2
)
w2
1− x2
 . (4.18)
From this, we expect that the independent monopole operators are give by
V ±s,t, s = 0, . . . , n− 1, t = 0, 1, 2, st = 0,
W±u , u = 0, . . . ,
n−3
2
(4.19)
for high enough gauge ranks. Those operators are mapped to the following monopole states
on S2:
V ±s,t ∼ TrXsY t |1, 0, 0, . . . , 0〉 ,
W±u ∼ TrX2u |1, 1, 0 . . . , 0〉
(4.20)
by radial quantization as we will explain at the appendix C. Note that there are more
monopole operators of topological charge 2 as we consider the higher n case.
4.2 Nf > 1
For Nf > 1, a forest graph now contains multiple trees, each of which should be one of
the growing trees allowed in the Nf = 1 case. Any union of growing trees can appear
as long as the total number of the nodes is kept to be the rank of the gauge group. For
example, for the U(3) theory with Nf = 2 and n = 3, we have the following list of the box
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representations of growing forests:
Forest 1 :
Forest 2 :
Forest 3 :
Forest 4 :
(4.21)
and their permutations among trees. In the previous subsection, we have identified the
duality map for growing trees, which can be manifestly extended to general forest graphs
for Nf > 1. In the current example, the dual theory is given by U(3nNf − Nc) = U(15).
Its growing forest graphs are then expressed in the box representation as follows:
Forest 1 :
Forest 2 :
Forest 3 :
Forest 4 :
(4.22)
which are indeed the forest graphs dual to (4.21). In general, a growing forest graph is
defined as an ordered set of Nf growing trees, f = (t1, . . . , tNf ), and its dual forest graph is
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given by fc = (tc1, . . . , tcNf ). Upon this duality map, we again compare the vortex partition
functions for Nf > 1 and find
Z fvortex/Zˆ
fc
vortex
= PE

(∑n−1
s=0 x
2s
n+1 + x
n
n+1 + x
2n
n+1
)(
xNf−
1
n+1
Nc+
1
n+1 τ−Nf − x−Nf+ 1n+1Nc+ 1n+1 τNf
)
w
1− x2

× PE

(∑n−3
2
u=0 x
4u
n+1
)(
x2Nf−
2
n+1
Nc+
4
n+1 τ−2Nf − x−2Nf+ 2n+1Nc+ 4n+1 τ2Nf
)
w2
1− x2
 , (4.23)
which reproduces the extra operators on the dual side expected from the analysis in section
2. See table 2. This is numerically checked up to w4 for several low values of Nf and n.
Note that Z fvortex and Zˆ f
c
vortex now depend on the SU(Nf )× SU(Nf ) flavor fugacities ta, t˜a
while the right hand side is independent of them as expected.
So far we have discussed the vortex partition function part. One can also show that the
perturbative parts agree under the duality. Since now we are using the box representation,
the perturbative part can be expressed as follows:
Z fpert(x, t, t˜, τ) =∏
b,c∈f
(
tk(b)t
−1
k(c)x
−nj(b)+2i(b)
n+1
+
nj(c)+2i(c)
n+1 ;x2
)′
∞(
tk(c)t
−1
k(b)x
−nj(c)+2i(c)
n+1
+
nj(b)+2i(b)
n+1
+2;x2
)
∞

 ∏
A=X,Y
∏
b,c∈f
(
t−1k(b)tk(c)υ
−1
A x
nj(b)+2i(b)
n+1
−nj(c)+2i(c)
n+1
+2;x2
)
∞(
tk(c)t
−1
k(b)υAx
−nj(c)+2i(c)
n+1
+
nj(b)+2i(b)
n+1 ;x2
)′
∞

×

Nf∏
a=1
∏
b∈f
(
t−1k(b)tax
nj(b)+2i(b)
n+1
−n+2
n+1
+2;x2
)
∞(
tk(b)t
−1
a x
−nj(b)+2i(b)
n+1
+n+2
n+1 ;x2
)′
∞

Nf∏
b=1
∏
b∈f
(
tk(b)t˜
−1
b τ
−2x−
nj(b)+2i(b)
n+1
+n+2
n+1
+2;x2
)
∞(
t−1k(b)t˜bτ
2x
nj(b)+2i(b)
n+1
−n+2
n+1 ;x2
)
∞

(4.24)
where b ∈ f represents each box of forest graph f. k(b) indicates the corresponding flavor of
the box b. (i, j) represents a location of b in a given tree with i = j = 0 for the root node.
As before (. . .)′ indicates that the zero factors in a q-Pochhammer symbol are omitted.
Compared with (3.15), here we substitute the explicit value of υi
υi → x
nj(b)+2i(b)
n+1 . (4.25)
Previously we saw that vi is the product of vA and vB where the product is done over all
the nodes between the root node and the given node. In box diagram, i(b) is the number
of the nodes with red circle connected by X-branch and j(b) is the number of the nodes
with blue circle connected by Y-branch. Thus i(b) + j(b) is the number of nodes between
the root node and the given node including itself. Hence the eq. (4.25) is justified. We also
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rewrite
Nc∏
i 6=j
(
1− tcit−1cj υ−1i υj
)→
∏
b,c∈f
(
tk(b)t
−1
k(c)x
−nj(b)+2i(b)
n+1
+
nj(c)+2i(c)
n+1 ;x2
)′
∞(
tk(c)t
−1
k(b)x
−nj(c)+2i(c)
n+1
+
nj(b)+2i(b)
n+1
+2;x2
)
∞
 , (4.26)
which follows from (a;x
2)′∞
(ax2;x2)∞ = 1− a if a 6= 1 and 1 if a = 1. Thus the expression is entirely
expressed in terms of the position of each box and is easier to manipulate.
We first rewrite the last factor which comes from the anti-fundamentals:
Nf∏
b=1
∏
b∈f
(
tk(b)t˜
−1
b τ
−2x−
nj(b)+2i(b)
n+1
+n+2
n+1
+2;x2
)
∞(
t−1k(b)t˜bτ
2x
nj(b)+2i(b)
n+1
−n+2
n+1 ;x2
)
∞
 =
Nf∏
b=1
∏
b∈F
(
tk(b)t˜
−1
b τ
−2x−
nj(b)+2i(b)
n+1
+n+2
n+1
+2;x2
)
∞(
t−1k(b)t˜bτ
2x
nj(b)+2i(b)
n+1
−n+2
n+1 ;x2
)
∞

Nf∏
b=1
∏
b∈fc
(
t−1k(b)t˜bτ
2x
nj(b)+2i(b)
n+1
−n+2
n+1 ;x2
)
∞(
tk(b)t˜
−1
b τ
−2x−
nj(b)+2i(b)
n+1
+n+2
n+1
+2;x2
)
∞

(4.27)
where F represents the full set of boxes, i.e., F = f ∪ fc for any f. In the first factor, we can
decompose
∏
b∈F as
∏
b∈F
→
Nf∏
a=1
n−1∏
s=0
2∏
t=0
(4.28)
such that s = i(b) − 1, t = j(b) − 1 and a = k(b). In the second factor, we introduce new
location function (i′, j′) appropriate for a dual forest such that
i′ = n+ 1− i, j′ = 4− j. (4.29)
Then (4.27) is simply
 Nf∏
a,b=1
n−1∏
s=0
2∏
t=0
(
tat˜
−1
b τ
−2x−
2s+nt
n+1
+2;x2
)
∞(
t−1a t˜bτ2x
2s+nt
n+1 ;x2
)
∞

Nf∏
b=1
∏
b∈fc
(
t−1k(b)t˜bτ
2x−
nj′(b)+2i′(b)
n+1
+n+2
n+1
+2− 4−2n
n+1 ;x2
)
∞(
tk(b)t˜
−1
b τ
−2x
nj′(b)+2i′(b)
n+1
−n+2
n+1
+ 4−2n
n+1 ;x2
)
∞

(4.30)
where the first one is exactly the contribution of mesonic singlets Ms,t while the second one
is the contribution of dual fundamentals q.
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Similarly, one can show that the remaining part of (4.24) can be written in terms of
dual field contributions: ∏
b,c∈fc
(
t−1k(b)tk(c)x
−nj′(b)+2i′(b)
n+1
+
nj′(c)+2i′(c)
n+1 ;x2
)′
∞(
t−1k(c)tk(b)x
−nj′(c)+2i′(c)
n+1
+
nj′(b)+2i′(b)
n+1
+2;x2
)
∞

×
 ∏
A=X,Y
∏
b,c∈fc
(
tk(b)t
−1
k(c)υ
−1
A x
nj′(b)+2i′(b)
n+1
−nj′(c)+2i′(c)
n+1
+2;x2
)
∞(
t−1k(c)tk(b)υAx
−nj′(c)+2i′(c)
n+1
+
nj′(b)+2i′(b)
n+1 ;x2
)′
∞

×

Nf∏
a=1
∏
b∈fc
(
tk(b)t
−1
a x
nj′(b)+2i′(b)
n+1
−n+2
n+1
+2;x2
)
∞(
t−1k(b)tax
−nj′(b)+2i′(b)
n+1
+n+2
n+1 ;x2
)′
∞
 (4.31)
Combining (4.30) and (4.31), we show that
Z fpert/Zˆ
fc
pert = PE
 Nf∑
a,b=1
(∑n−1
s=0
∑2
t=0 x
2s+nt
n+1
)(
tat˜bτ
2 − x−2+ 6n+1 t−1a t˜−1b τ−2
)
1− x2
 (4.32)
where the right hand side is a rewriting of the first factor in (4.30).
In conclusion, we have found
Z fpert = Zˆ
fc
pertIM ,
Z fvortex = Zˆ
fc
vortexZV ZW ,
Z fanti-vortex = Zˆ
fc
anti-vortexZV ZW
(4.33)
where
IM = PE
 Nf∑
a,b=1
(∑n−1
s=0
∑2
t=0 x
2s+nt
n+1
)(
tat˜bτ
2 − x−2+ 6n+1 t−1a t˜−1b τ−2
)
1− x2
 , (4.34)
ZV = PE

(∑n−1
s=0 x
2s
n+1 + x
n
n+1 + x
2n
n+1
)(
xNf−
1
n+1
Nc+
1
n+1 τ−Nf − x−Nf+ 1n+1Nc+ 1n+1 τNf
)
w
1− x2
 ,
(4.35)
ZW = PE

(∑n−3
2
u=0 x
4u
n+1
)(
x2Nf−
2
n+1
Nc+
4
n+1 τ−2Nf − x−2Nf+ 2n+1Nc+ 4n+1 τ2Nf
)
w2
1− x2

(4.36)
and
ZV,W = ZV,W |x→x−1,τ→τ−1,w→w−1 . (4.37)
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Note that IM is the index contribution of Ms,t. The contributions of Vs,t and Wu are given
by
IV = ZV ZV , IW = ZWZW . (4.38)
Combining those results, we finally obtain the equality of the superconformal indices of a
conjectured duality pair:
I = Iˆ (4.39)
where
I =
∑
f∈G
Z fpertZ
f
vortexZ
f
anti-vortex,
= IMIV IW
∑
fc∈Gˆ
Zˆ f
c
pertZˆ
fc
vortexZˆ
fc
anti-vortex
(4.40)
with G, Gˆ, sets of growing forests for the original theory and the dual theory respectively.
The lists of growing trees are given in appendix D.
5 F -maximization
In this section, we investigate more about the IR dynamics of the theories with two adjoints
by performing the F -maximization, especially focusing on the n = 3 case. When we com-
puted the superconformal index and tested the proposed duality in the previous section, we
assumed that the superpotential (3.30) leads to a new IR fixed point. However, depending
on Nc, Nf , n, the superpotential would be irrelevant, and the theory just flows to the same
fixed point as the theory without superpotential flows to. In 4d, it was argued that this new
IR fixed point can be reached by a series of relevant deformations and associated RG-flows:
Ô → D̂ → Dn+2. (5.1)
We first start from the theory with no superpotential. Without any superpotential, the
theory with Nf pairs of fundamental and anti-fundamental matters and two adjoints flows
to a nontrivial IR fixed point, which we call Ô. Then we introduce the deformation by the
superpotential
W
D̂
= TrXY 2. (5.2)
If this deformation is relevant, an RG-flow is initiated and reaches to a different IR fixed
point D̂. Then we also introduce the superpotential
WDn+2 = TrX
n+1. (5.3)
Again if this is relevant, another RG-flow is initiated and reaches to the fixed point Dn+2,
which we are interested in.
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∆/δ Nf = 1 Nf = 2 Nf = 3 Nf = 4 Nf = 5
U(1) (0.333)/0.500 (0.409)/0.500 (0.437)/0.500 (0.452)/0.500 (0.461)/0.500
U(2) 0.328/0.367 0.388/0.395 0.415/0.412 0.431/0.424 0.442/0.433
U(3) 0.35/0.32 0.39/0.35 0.41/0.37 0.42/0.39 0.43/0.40
Table 4: The superconformal values of ∆ and δ are computed by the F -maximization
for the IR fixed point Ô. Note that, for U(1), the theory is decomposed into SQED with
(anti-)fundamentals and decoupled free X,Y ; ∆ (in parenthesis) is for SQED while δ = 1/2
is for free X,Y .
Therefore, we have to ask whether each deformation is relevant or not. In 4d, this
is answered by a-maximization, which determines the superconformal R-charge in IR. In
3d, instead, the superconformal R-charge is determined by the F -maximization. The free
energy F is given by
F = − log |Z| (5.4)
where Z is the supersymmetric partition function on S3. The S3 partition function Z is
also exactly computed by the supersymmetric localization [70]. We have to perform the
F -maximization to check if the RG-flow (5.1) is nontrivial; i.e. the superpotential (3.30) is
relevant so that we have a new fixed point Dn+2 rather than Ô.
Let us start from the fixed point Ô. Because we don’t have any superpotential, the
adjoints X and Y appear symmetrically. Thus, we assign the same trial R-charge δ to them.
Assigning the trial R-charge ∆ to the fundamentals, we have the S3 partition function of
the form:
Z
Ô
(∆, δ) =
1
Nc!
∫ ∞
−∞
 Nc∏
j=1
dxj
2pi
∏
i<j
2 sinh
xi − xj
2
2
×
 Nc∏
j=1
e
Nf l
(
1−∆+i xj
2pi
)
+Nf l
(
1−∆−i xj
2pi
) Nc∏
i,j=1
e
2l
(
1−δ+ixi−xj
2pi
) (5.5)
where l(z) is defined by
l(z) = −z log(1− e2piiz) + i
2
(
piz2 +
1
pi
Li2(e
2piiz)
)
− ipi
12
. (5.6)
Since the superconformal values of the R-charges maximize the free energy F = − log |Z|,
one can determine the correct IR values of ∆ and δ by evaluating (5.5). For some low values
of Nc, Nf with n = 3, we have found the results shown in table 4. We should comment
that a U(1) theory is decomposed into SQED with (anti-)fundamentals and decoupled free
X,Y . The U(1) results shown in table 4 means that ∆ in parenthesis is that of SQED while
δ = 1/2 is that of free X,Y .
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∆/δ Nf = 1 Nf = 2 Nf = 3 Nf = 4 Nf = 5
U(1) (0.333)/0.584 (0.409)/0.584 (0.437)/0.584 (0.452)/0.584 (0.461)/0.584
U(2) 0.242/0.437 0.349/0.489 0.392/0.512 0.416/0.526 0.431/0.535
U(3) 0.19/0.34 0.30/0.42 0.36/0.46 0.39/0.48 0.40/0.500
Table 5: The superconformal values of ∆ and δ are computed by the F -maximization
for the IR fixed point D̂. Note that, for U(1), the theory is decomposed into SQED with
(anti-)fundamentals and the Landau-Ginzburg theory of X,Y ; ∆ (in parenthesis) is for
SQED while δ is for LG.
Our question is whether the superpotential W
D̂
= TrXY 2, whose dimension is 3δ, is
relevant or not. One can see that 3δ < 2 for all the examples in table 4. The deformation
by W
D̂
thus leads to a new IR fixed point denoted by D̂. For U(1), W
D̂
is for decoupled
X,Y and leads to a nontrivial Landau-Ginzburg theory of them in IR.
Since W
D̂
is a relevant deformation, we can initiate the RG-flow to another IR fixed
point D̂ by turning on the superpotential W
D̂
. We should determine the R-charges of X
and Y there. Because of the superpotential W
D̂
, we should assign δ to X and 1 − δ/2 to
Y . The S3 partition function is thus given by
Z
D̂
(∆, δ) =
1
Nc!
∫ ∞
−∞
 Nc∏
j=1
dxj
2pi
∏
i<j
2 sinh
xi − xj
2
2 Nc∏
j=1
e
Nf l
(
1−∆+i xj
2pi
)
+Nf l
(
1−∆−i xj
2pi
)
×
 Nc∏
i,j=1
e
l
(
1−δ+ixi−xj
2pi
)
+l
(
1−(1−δ/2)+ixi−xj
2pi
) . (5.7)
Maximizing F = − log |Z|, we have found the IR values of ∆ and δ as shown in table 5.
Now we should check if the superpotential WDn+2 = TrXn+1 is a relevant deformation.
For U(1), (more precisely, for the decoupled D̂ LG theory,) WDn+2 is irrelevant because the
dimension (n+ 1)δ = 4δ is greater than 2. Thus, we don’t have the Dn+2 IR fixed point for
the LG theory. For U(2), WDn+2 is relevant for Nf = 1, 2 while it is irrelevant for Nf > 2.
Thus, we have the rank-2 Dn+2 fixed point only for Nf = 1, 2. For U(3), WDn+2 is relevant
for Nf < 5 and is marginally relevant for Nf = 5. Turning on relevant WDn+2 , we reach
the fixed point Dn+2.
We have figured out that for which low values of Nc and Nf we have a new IR fixed
point due to the superpotential (3.30). In the previous section, while we already tested the
duality for this fixed point, we didn’t fix the correct superconformal R-charge there. Let
us find the superconformal value of the R-charge by the F -maximization. Now we assign
the fixed R-charges to the adjoints X,Y due to the superpotential (3.30): 2n+1 and
n
n+1
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∆ Nf = 1 Nf = 2 Nf = 3 Nf = 4 Nf = 5
U(1) (0.3333) (0.4085) (0.4370) (0.4519) (0.4611)
U(2) 0.232→ 0.212 0.348 - - -
U(3) 0.144→ 0.080 0.293 0.352 0.384 0.404
Table 6: The superconformal values of ∆ are computed for the IR fixed point Dn+2.
For ∆ < 1/4, the meson operator M0,0 = Q˜Q decouples in IR. In such cases, the F -
maximization is performed again after factoring out the contribution of M0,0, and possibly
other decoupled operators as well, whose result is written on the right hand side of→. Note
that, for U(1), the results are the same as those of SQED without adjoint [82] because the
adjoints are gauge singlets.
respectively. Then we should maximize the free energy F = − log |Z| where Z is now
ZDn+2(∆) =
1
Nc!
∫ ∞
−∞
 Nc∏
j=1
dxj
2pi
∏
i<j
2 sinh
xi − xj
2
2 Nc∏
j=1
e
Nf l
(
1−∆+i xj
2pi
)
+Nf l
(
1−∆−i xj
2pi
)
×
 Nc∏
i,j=1
e
l
(
1− 2
n+1
+i
xi−xj
2pi
)
+l
(
1− n
n+1
+i
xi−xj
2pi
) . (5.8)
We found the superconformal values as shown in table 6.
One should note that for U(2), U(3) with Nf = 1, the superconformal value of ∆ is
less than 1/4. Thus, the conformal dimension 2∆ of the meson operator M0,0 = Q˜Q seems
less than 1/2, which is a signal of decoupling of M0,0. In general, due to the unitarity,
the conformal dimension of any gauge invariant operator at the IR superconformal fixed
point shouldn’t be less than 1/2. If the conformal dimension is less than 1/2, one possible
scenario is that the operator decouples and the conformal dimension is corrected to 1/2 by
an accidental symmetry which freely rotates the decoupled operator. Therefore, when we
perform the F -maximization, we have to check whether there are gauge invariant operators
violating the unitarity bound.
In our case, the following minimal operators must be checked first: the meson operator
M0,0, the monopole operators V ±0,0, and TrX. In particular, the conformal dimension of
TrX is already determined by the superpotential regardless of the F -maximization, which
is 1/2. Thus, TrX is decoupled at the IR fixed point. The conformal dimension of the
meson operatorM0,0 is given by 2∆. From table 6, one can see thatM0,0 has the conformal
dimension less than 1/2 for U(2) and U(3) withNf = 1. In such cases,M0,0 should decouple,
and the F -maximization should be performed again after factoring out the contribution of
M0,0. More precisely, in fact, we should check the conformal dimension of the monopole
operators V ±0,0 as well. As shown in table 7, only the U(3) theory with Nf = 1 has the
unitarity violating V ±0,0,. Thus, for U(2) with Nf = 1, we perform the F -maximization again
after factoring out M0,0 only. The new value of ∆ slightly decreases and is written on the
right hand side of → in table 6. On the other hand, for U(3) with Nf = 1, both M0,0 and
V ±0,0 violate the unitarity bound. We thus have two scenarios: M0,0 decouples first or V
±
0,0
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∆V Nf = 1 Nf = 2 Nf = 3 Nf = 4 Nf = 5
U(1) (0.6667) (1.183) (1.689) (2.192) (2.694)
U(2) 0.518→ 0.538 1.05 - - -
U(3) 0.356→ 0.42 0.914 1.44 1.96 2.48
Table 7: The conformal dimension of the minimal monopole operators V ±0,0.
SU(Nf )1 SU(Nf )2 U(1)A U(1)T U(1)R
N Nf Nf −2 0 2− 2r
Table 8: The representations of the chiral field N under the symmetry groups.
decouples first. In the current example, however, it turns out that both operators indeed
decouple in the end. Therefore, we perform the F -maximization factoring out both M0,0
and V ±0,0, whose result is written on the right hand side of →. The other operators have
the conformal dimensions greater than those of the minimal operators, which are indeed
greater than 1/2.
In conclusion, for a few low rank examples having the relevant superpotential with
n = 3, we have figured out whether there are operators that decouple in IR or not. First,
the operator TrX always decouples in IR. Second, the meson operator M0,0 decouples for
U(2) and U(3) with Nf = 1. Third, the monopole operators V ±0,0 decouple for U(3) with
Nf = 1.
When there is a decoupled operator, one can explicitly integrate out such an operator
by introducing an extra operator playing a role of a Lagrangian multiplier. In particular,
for U(2) theory with Nf = 1, the meson operator M0,0 decouples in IR, and we factor out
its contribution from the partition function by hand to obtain the correct IR R-charges.
Indeed, the same procedure can be understood as introducing a Lagrangian multiplier field.
As we want to integrate out such a decoupled operator, we introduce an extra field N with
the superpotential
∆W = NQ˜Q (5.9)
so that M0,0 has a quadratic mass term:∣∣∣∣∂∆W∂N
∣∣∣∣2 = |Q˜Q|2 = |M0,0|2. (5.10)
Due to the superpotential term, the extra field N carries the global charges as shown in
table 8. Thus, its partition function contribution is indeed the same as the inverse of
the contribution of M0,0. As a result, factoring out the contribution of M0,0 by hand is
equivalent to introducing the Lagrangian multiplier field N with the superpotential (5.9).
Introducing a Lagrangian multiplier field leads to an interesting consequence on the
dual side. Originally we have the superpotential terms involving M0,0 as follows:
W = M0,0q˜X
n−1Y 2q + . . . (5.11)
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Now we introduce the extra field N and the deformation ∆W = NM0,0, which leads to the
following F-term relation:
M0,0 = 0,
N = q˜Xn−1Y 2q.
(5.12)
In other words, M0,0 is excluded from the chiral ring while N = q˜Xn−1Y 2q, one of the dual
theory mesons, is instead included in the chiral ring. The moduli space of the theory is thus
parametrized by N rather thanM0,0. Introducing the extra field N with the superpotential
∆W is called “flipping” of the operator M0,0. In particular, the role of the flipping of a
decoupled operator is recently emphasized in [83].
Note that the extra field N is safe from the unitarity violation because its R-charge
is 2 − 2r = 1.576, which is determined by the F-maximization. It would be interesting
if we can confirm this in the dual theory point of view. Unfortunately, it is beyond our
computational capacity because the dual theory is a U(7) theory, whose gauge rank is too
high. Instead, we have already observed that the factorized superconformal indices agree
for a duality pair. Since the (squashed) S3 partition function share the same factorization
form, we would expect that the S3 partition functions, and accordingly the free energies,
also agree for a duality pair and give the same result for superconformal R-charges as in
table 6, which is obtained from the original theory point of view.
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A More on Contour Integral
In this appendix, we would like to explain more details of the contour integral evaluation of
the superconformal index. Recall that using the Coulomb branch localization, one obtains
the following expression of the superconformal index:
I(x, t) =∑
m∈monopole background
1
|Wm|
∫
dz
2piiz
Zclassical(x, t; z,m) Zvector(x; z,m) Zchiral(x, t; z,m)
(A.1)
The classical action contribution Zclassical includes the various Chern-Simons terms. For
example, if we turn on CS level κ for gauge group U(Nc),
Zclassical(x, t; z,m) =
Nc∏
i=1
(−zi)κmi . (A.2)
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One can consider a flavor CS term as well, whose contribution is nontrivial once we turn
on background flux for a flavor symmetry. One can also consider mixed CS terms between
abelian factors of the symmetry group, which include the Fayet-Iliopoulos term.
The vector multiplet contribution is given by
Zvector(x; z,m) =
∏
α∈g
x−|α(m)|/2
(
1− zαx|α(m)|
)
(A.3)
where α is a root vector of Lie algebra g. zα is a short-hand notation of eiα(a) where
zj = e
iaj . The chiral multiplet contribution is given by
Zchiral(x, t; z,m) =
∏
ρ∈RG
∏
σ∈RF
(
(−z)ρtσxr−1)−|ρ(m)|/2 (z−ρt−σx2−r+|ρ(m)|;x2)∞(
zρtσxr+|ρ(m)|;x2
)
∞
(A.4)
where ρ and σ are weights of the representations under gauge group G and flavor group F
respectively. (a; q)∞ is a q-Pochhammer symbol defined by
(a; q)∞ =
∞∏
k=0
(
1− aqk
)
. (A.5)
As long as each chiral multiplet carries the positive R-charge, one can make a series
expansion of the integrand at x = 0. Then the integration
∫
dz
2piiz is nothing but the
projection onto gauge singlets, thus what we need to do is just reading off the z0 sector
of the integrand. This method is referred as Coulomb branch computation in the previous
sections. As we discussed, this method is only applicable to cases with positive R-charges. If
there is accidental IR symmetries, we usually have negative UV R-charges, which is indeed
the case of examples considered in this note.
On the other hand, one can evaluate the integral without the series expansion, by
taking the residue of the poles enclosed by the integration contour. Such poles are from the
chiral multiplet contribution, Zchiral. For our two adjoint example, the relevant poles are
as follows:
zj =
{
t−1aj τ
−1x−|mj |−2kj , 1 ≤ aj ≤ Nf , kj ≥ 0,
ziυ
−1
A x
−|mj−mi|−2kj , 1 ≤ i( 6= j) ≤ Nc, A = X,Y, kj ≥ 0
(A.6)
where ta, τ, υX , υY are fugacities for SU(Nf )1 ×U(1)A ×U(1)X ×U(1)Y respectively. The
final expression of the integral is obtained by evaluating the residues at those poles. De-
tailed computations are similar to those of the single adjoint case, which are found in [54].
The only difference is how to deal with double poles, which is explained in section 3.
We should comment about asymptotic singularities at z = 0 or z = ∞. To exam-
ine those singularities, one should introduce the approximated index with cutoff, In, in
which every infinite q-Pochhammer symbol is replaced by a finite q-Pochhammer symbol.
Formally,
In ≡ I|(a;q)∞→(a;q)n . (A.7)
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The original index is obtained as a limit of the approximated indices:
I = lim
n→∞ In. (A.8)
For the case with (anti-)fundamental matters, the asymptotic poles of In are discussed in
[65, 68]. For |κ| < |Nf−Na|2 , the integrand of In has an asymptotic pole only at one of z = 0
or z =∞. Thus, one can avoid the asymptotic pole by deforming the integration contour.
For |κ| > |Nf−Na|2 , the integrand of In has asymptotic poles both at z = 0 and z = ∞. In
such cases, one cannot avoid the asymptotic poles, and how to compute their residues is
still an open question. For |κ| = |Nf−Na|2 , again the integrand has poles both at z = 0 and
z =∞, but the residue of one of them becomes zero as n goes to ∞.
In this note we are interested in κ = Nf −Na = 0 with two extra adjoints matters. We
have asymptotic poles both at z = 0 and at z =∞. For example, the residue at z = 0 can
be written as follows:
Resz=0Zn ∼
 Nc∏
j=1
lim
zj→0
1
(Nc − 1)!
∂Nc−1
∂zNc−1j

 Nc∏
i,j=1
(i 6=j)
(
zj − zix|mi−mj |
) (A.9)
×
 Nc∏
j=1
Nf∏
a=1
n−1∏
k=0
zj − t−1a τ−1x|mj |+2k+2
1− zjtaτx|mj |+2k
1− zj t˜−1a τ−1x|mj |+2k+2
zj − t˜aτx|mj |+2k
 (A.10)
×
 Nc∏
i,j=1
(i 6=j)
∏
A=X,Y
n−1∏
k=0
zi − zjυ−1A x|mi−mj |+2k+2
zj − ziυAx|mi−mj |+2k
 (A.11)
where Zn is the integrand of In. ForNc = 1, there is no derivative such that the computation
is simple:
Resz=0 Zn ∼
Nf∏
a=1
n−1∏
k=0
t−1a t˜
−1
a τ
−2x2. (A.12)
The residue doesn’t vanish for finite n while it converges to zero as n goes to infin-
ity given that |t−1a t˜−1a τ−2x2| < 1. For Nc > 1, the residue vanishes due to the factor∏(
zj − zix|mi−mj |
)
. Derivatives can kill a part of them but not all. Note that this is still
true when a part of zj take finite values. Thus, in our examples, we don’t have asymptotic
residue contributions.
B Solutions for Higgs Vacua
In this section, we present explicit solutions of the Higgs vacua of the U(N) theory with
Nf = 1 studied in the section 3.3. Let us summarize the form of solutions for the scalar
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field in the vector multiplet σ obtained in the previous section. The solutions for σ have
the form of σ = diag(σ1, . . . , σN ) and
σi = m+ aimX + bimY (B.1)
where mX and mY are real masses for X and Y respectively, and ai, bi are non-negative
integers. σi are labelled by the restricted Young tableaux. The maximum size of the
restricted Young tableaux is n × 3. Furthermore, if the third column of the restricted
Young tableaux is non-empty the first column is always fully occupied. We fix the Weyl
symmetry of the Higgs vacua as σi < σj for all i, j.
If a solution for σ is obtained then the corresponding solutions for the chiral fields
Q, Q˜, X, Y are uniquely determined by the real mass term, the D-term and the F -term
equations. Because of the solution (B.1) unique solution for chiral fields Q and Q˜ are given
by
|Q|2 = (Nζ, 0, . . . , 0) and |Q˜|2 = (0, . . . , 0) . (B.2)
The other chiral fields X and Y have non-zero elements only at Xij and Yi′j′ such that
σi − σj = mX , σi′ − σj′ = mY , (B.3)
which comes from the real mass term. X and Y can have the unique nonzero element in
each row and column. Then, the non-trivial elements of X and Y are fixed by the F -term
equations
XisYsj + Yis′Xs′j , (B.4)
Xisn−1 · · ·Xs2s1Xs1j + Yis′Ys′j = 0 (B.5)
and the D-term equations
ζ − δi1|Q|2 − |Xis|2 + |Xti|2 − |Yis′ |2 + |Yt′i|2 = 0 . (B.6)
Therefore, all Higgs vacuum solutions for the chiral fields can be determined from the
solutions for σ, which are labelled by the restricted Young tableaux. Let’s give examples
for n = 3 cases.
B.1 Higgs vacua for the U(N) theories with n = 3, Nf = 1
In this section, we give explicit Higgs vacuum solutions for σ, X and Y of the U(N) theories
with n = 3, Nf = 1. The U(1) theory has a unique solution, which is given by
σ = 0, X = Y = 0 . (B.7)
U(2) theory
The U(2) theory has two solutions and corresponding box diagrams are given in figure
8. Note that the numbers in the boxes are gauge indices and we fix the gauge indices by
requiring σi < σj for all i, j.
– 51 –
21
(a)
1 2
(b)
Figure 8: The box diagrams for the U(2) theory with n = 3, Nf = 1. The numbers in
the box represent gauge indices i of σi.
The first solution corresponding to figure 8a is given by
σ = (m,m+mX) ,
X =
(
0 0
x1 0
)
, Y = 0 |x1|2 = ζ .
(B.8)
The second solution corresponding to figure 8b is given by
σ = (m,m+mY ) ,
X = 0, Y =
(
0 0
y1 0
)
, |y1|2 = ζ .
(B.9)
U(3) theory
The U(3) theory has two solutions and corresponding box diagrams are given in figure 9.
3
2
1
(a)
2
1 3
(b)
Figure 9: The box diagrams for the U(3) theory with n = 3, Nf = 1
The solution corresponding to figure 9a is given by
σ = (m,m+mX ,m+ 2mX) ,
X =
 0 0 0x1 0 0
0 x2 0
 , Y = 0, |xi|2 = (2ζ, ζ) , (B.10)
and the solution corresponding to figure 9b is given by
σ = (m,m+mX ,m+mY ) ,
X =
 0 0 0x1 0 0
0 0 0
 , Y =
 0 0 00 0 0
y1 0 0
 , |x1|2 = ζ, |y1|2 = ζ . (B.11)
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U(4) theory
The U(4) theory has two solutions and corresponding box diagrams are given in figure 10.
4
2
1 3
(a)
2 4
1 3
(b)
Figure 10: The box diagrams for the U(4) theory with n = 3, Nf = 1
The solution corresponding to figure 10a is given by
σ = (m,m+mX ,m+mY ,m+ 2mX) ,
X =

0 0 0 0
x1 0 0 0
0 0 0 0
0 x2 0 0
 , Y =

0 0 0 0
0 0 0 0
y1 0 0 0
0 0 0 0
 ,
|xi|2 = (2ζ, ζ) , |y1|2 = ζ ,
(B.12)
and the solution corresponding to figure 10b is given by
σ = (m,m+mX ,m+mY ,m+mX +mY ) ,
X =

0 0 0 0
x1 0 0 0
0 0 0 0
0 0 −x1y2y1 0
 , Y =

0 0 0 0
0 0 0 0
y1 0 0 0
0 y2 0 0
 ,
|x1|2 = 3ζ
2
, |yi|2 =
(
3ζ
2
,
ζ
2
)
.
(B.13)
U(5) theory
The U(5) theory has two solutions and corresponding box diagrams are given in figure 11.
4
2 5
1 3
(a)
4
2
1 3 5
(b)
Figure 11: The box diagrams for the U(5) theory with n = 3, Nf = 1
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The solution corresponding to figure 11a is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+mX +mY ) ,
X =

0 0 0 0 0
x1 0 0 0 0
0 0 0 0 0
0 x2 0 0 0
0 0 −x1y2y1 0 0
 , Y =

0 0 0 0 0
0 0 0 0 0
y1 0 0 0 0
0 0 0 0 0
0 y2 0 0 0
 ,
|xi|2 =
(
12ζ
5
, ζ
)
, |yi|2 =
(
8ζ
5
,
2ζ
5
)
,
(B.14)
and the solution corresponding to figure 11b is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+ 2mY ) ,
X =

0 0 0 0 0
x1 0 0 0 0
0 0 0 0 0
0 x2 0 0 0
0 0 0 x3 0
 , Y =

0 0 0 0 0
0 0 0 0 0
y1 0 0 0 0
0 0 0 0 0
0 0 y2 0 0
 ,
|xi|2 = (α+ 2ζ, α+ ζ, α) , |yi|2 = (−α+ 2ζ,−α+ ζ)
(B.15)
where α is defined by |x3|2 = α and it is fixed by the F-term equation X3 + Y 2 = 0, which
is reduced to x1x2x3 + y1y2 = 0. α is the real positive solution of the F-term equation
α(α+ ζ)(α+ 2ζ) = (α− 2ζ)(α− ζ) (B.16)
at 0 < α < ζ.
U(6) theory
The U(6) theory has two solutions and corresponding box diagrams are given in figure 12.
4 6
2 5
1 3
(a)
4
2 5
1 3 6
(b)
Figure 12: The box diagrams for the U(6) theory with n = 3, Nf = 1
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The solution corresponding to figure 12a is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+mX +mY ,m+ 2mX +mY ) ,
X =

0 0 0 0 0 0
x1 0 0 0 0 0
0 0 0 0 0 0
0 x2 0 0 0 0
0 0 −x1y2y1 0 0 0
0 0 0 0 −x2y3y2 0

, Y =

0 0 0 0 0 0
0 0 0 0 0 0
y1 0 0 0 0 0
0 0 0 0 0 0
0 y2 0 0 0 0
0 0 0 y3 0 0

,
|xi|2 =
(
3ζ,
4ζ
3
)
, |yi|2 =
(
2ζ,
2ζ
3
,
ζ
3
)
,
(B.17)
and the solution corresponding to figure 12b is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+mX +mY ,m+ 2mY ) ,
X =

0 0 0 0 0 0
x1 0 0 0 0 0
0 0 0 0 0 0
0 x2 0 0 0 0
0 0 −x1y2y1 0 0 0
0 0 0 x3 0 0

, Y =

0 0 0 0 0 0
0 0 0 0 0 0
y1 0 0 0 0 0
0 0 0 0 0 0
0 y2 0 0 0 0
0 0 y3 0 0 0

,
|xi|2 =
(
5(α+ 3ζ)
6
, α+ ζ, α
)
, |yi|2 =
(
−5(α− 3ζ)
6
,−α− 3ζ
6
,−α+ ζ
)
(B.18)
where α is the real positive solution of the F-term equation
α(α+ 3ζ)(α+ ζ) = (α− 3ζ)(α− ζ) (B.19)
at 0 < α < ζ.
U(7) theory
The U(7) theory has two solutions and corresponding box diagrams are given in figure 13.
4 7
2 5
1 3 6
(a)
4
2 5 7
1 3 6
(b)
Figure 13: The box diagrams for the U(7) theory with n = 3, Nf = 1
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The solution corresponding to figure 13a is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+mX +mY ,m+ 2mY ,m+ 2mX +mY ) ,
X =

0 0 0 0 0 0 0
x1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 x2 0 0 0 0 0
0 0 −x1y2y1 0 0 0 0
0 0 0 x3 0 0 0
0 0 0 0 −x2y4y2 0 0

, Y =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
y1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 y2 0 0 0 0 0
0 0 y3 0 0 0 0
0 0 0 y4 0 0 0

,
|xi|2 =
(
5α+ 22ζ
7
,
5(α+ 2ζ)(α+ 3ζ)
5α+ 22ζ
, α
)
|yi|2 =
(
−5(α− 4ζ)
7
,−10(α− 4ζ)(α+ 3ζ)
7(5α+ 22ζ)
,−α+ ζ,−2ζ(α− 4ζ)
5α+ 22ζ
)
,
(B.20)
where α is the real positive solution of the F-term equation
α(α+ 2ζ)(α+ 3ζ) = (α− 4ζ)(α− ζ) (B.21)
at 0 < α < ζ. The solution corresponding to figure 13b is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+mX +mY ,m+ 2mY ,m+mX + 2mY ) ,
X =

0 0 0 0 0 0 0
x1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 x2 0 0 0 0 0
0 0 −x1y2y1 0 0 0 0
0 0 0 x3 0 0 0
0 0 0 0 0 x1y2y4y1y3 0

, Y =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
y1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 y2 0 0 0 0 0
0 0 y3 0 0 0 0
0 0 0 0 y4 0 0

,
|xi|2 =
(
5(α+ 4ζ)
7
, α+ ζ, α
)
|yi|2 =
(
−5α− 22ζ
7
,−2(α− 3ζ)
7
,−5(α− 3ζ)(α− 2ζ)
5α− 22ζ ,
7ζ(α− 2ζ)
5α− 22ζ
)
(B.22)
where α is the real positive solution of the F-term equation
α(α+ 4ζ)(α+ ζ) = (α− 3ζ)(α− 2ζ) (B.23)
at 0 < α < 2ζ.
U(8) theory
The U(8) theory has a unique solution and corresponding box diagram is given in figure
14.
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4 7
2 5 8
1 3 6
Figure 14: The box diagram for the U(8) theory with n = 3, Nf = 1
The solution corresponding to figure 14 is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+mX +mY ,m+ 2mY ,m+ 2mX +mY ,m+mX + 2mY ) ,
X =

0 0 0 0 0 0 0 0
x1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 x2 0 0 0 0 0 0
0 0 −x1y2y1 0 0 0 0 0
0 0 0 x3 0 0 0 0
0 0 0 0 −x2y4y2 0 0 0
0 0 0 0 0 x1y2y4y1y3 0 0

, Y =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
y1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 y2 0 0 0 0 0 0
0 0 y3 0 0 0 0 0
0 0 0 y4 0 0 0 0
0 0 0 0 y5 0 0 0

,
|xi|2 =
(
5α+ 28ζ
8
,
5(α+ 2ζ)(α+ 4ζ)
5α+ 28ζ
, α
)
|yi|2 =
(
−5α− 28ζ
8
,−15(α− 4ζ)(α+ 4ζ)
8(5α+ 28ζ)
,−5(α− 4ζ)(α− 2ζ)
5α− 28ζ ,−
3ζ(α− 4ζ)
5α+ 28ζ
,
8ζ(α− 2ζ)
5α− 28ζ
)
(B.24)
where α is the real positive solution of the F-term equation
α(α+ 2ζ)(α+ 4ζ) = (α− 4ζ)(α− 2ζ) (B.25)
at 0 < α < 2ζ.
U(9) theory
The U(9) theory has a unique solution and corresponding box diagram is given in figure
15.
4 7 9
2 5 8
1 3 6
Figure 15: The box diagram for the U(9) theory with n = 3, Nf = 1
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The solution corresponding to figure 15 is given by
σ = (m,m+mX ,m+mY ,m+ 2mX ,m+mX +mY ,m+ 2mY ,m+ 2mX +mY ,
m+mX + 2mY ,m+ 2mX + 2mY ) ,
X =

0 0 0 0 0 0 0 0 0
x1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 x2 0 0 0 0 0 0 0
0 0 −x1y2y1 0 0 0 0 0 0
0 0 0 x3 0 0 0 0 0
0 0 0 0 −x2y4y2 0 0 0 0
0 0 0 0 0 x1y2y4y1y3 0 0 0
0 0 0 0 0 0 0 x2y4y6y2y5 0

, Y =

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
y1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 y2 0 0 0 0 0 0 0
0 0 y3 0 0 0 0 0 0
0 0 0 y4 0 0 0 0 0
0 0 0 0 y5 0 0 0 0
0 0 0 0 0 0 y6 0 0

|xi|2 =
(
5α+ 36ζ
9
,
5(α+ 3ζ)(α+ 4ζ)
5α+ 36ζ
, α
)
|yi|2 =
(
−5α− 36ζ
9
,−4(5α− 108ζ)
9(5α+ 36ζ)
,−5(α− 4ζ)(α− 3ζ)
5α− 36ζ ,−
6ζ(α− 4ζ)
5α+ 36ζ
,
135ζ(α− 4ζ)(α− 3ζ)(α+ 4ζ)
(5α− 36ζ)(5α− 108ζ) ,
ζ(α− 3ζ)(5α+ 36ζ)
2(5α− 108ζ)
)
(B.26)
where α is the real positive solution of the F-term equation
α(α+ 3ζ)(α+ 4ζ) = (α− 4ζ)(α− 3ζ) (B.27)
at 0 < α < 3ζ.
C Independent Monopole Opertors
In this appendix, we justify the claims made at eq. (4.19) about the independent monopole
operators. To show that the independent monopole operators are given by (4.19), we
attempt to find the states in the Hilbert space on S2 corresponding to those monopole
operators, which are expected to be (4.20).
First we start from the theory without the superpotential. In general, for a theory
with two adjoints and without superpotential, one can work out the global charges of bare
monopole states as follows:
R = Nf (1− rQ)
Nc∑
i=1
|mi|+ (1− rX − rY )
∑
i<j
|mi −mj |,
FA = −Nf
Nc∑
i=1
|mi|,
FX = FY = −
Nc∑
i,j=1
|mi −mj |/2
(C.1)
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where R, FA, FX and FY are the global charges under U(1)R × U(1)A × U(1)X × U(1)Y .
rQ,X,Y are the R-charges of Q,X, Y respectively. For a scalar BPS state, the energy is the
same as the R-charge, which will be mapped to the conformal dimension of a chiral operator
in R3 by the radial quantization. We have found that the following chiral operators are
independent and can span arbitrary bare monopole states:
V
([1]p,[0]Nc−p)
0,0 ∼
∣∣[1]p, [0]Nc−p〉 , p = 1 · · ·Nc
V
([0]Nc−p,[−1]p)
0,0 ∼
∣∣[0]Nc−p, [−1]p〉 . (C.2)
[m]p indicates thatm is repeated p-times. An arbitrary bare monopole state is then spanned
as follows:
|m1,m2, . . . ,mNc〉 ∼
n−1∏
p=1
(
V
([1]p,[0]Nc−p)
0,0
)mp−mp+1(V ([1]n,[0]Nc−n)0,0 )mn
×
(
V
([0]n,[−1]Nc−n)
0,0
)−mn+1Nc−n−1∏
p=1
(
V
([0]Nc−p,[−1]p)
0,0
)mNc−p−mNc−p+1
(C.3)
where m1 ≥ m2 ≥ . . . ≥ mn ≥ 0 ≥ mn+1 ≥ . . . ≥ mNc . Note that for the monopole states∣∣[m]p, [0]Nc−p〉 ∼ (V ([1]p,[0]Nc−p)0,0 )m ,∣∣[0]Nc−p, [−m]p〉 ∼ (V ([0]Nc−p,[−1]p)0,0 )m , (C.4)
the gauge group is effectively broken to U(p) × U(Nc − p). One can dress those bare
monopole states by the adjoints invariant under this unbroken gauge group, which yield
additional independent chiral operators as we will see.
From (4.18) we expect two independent charge-2 monopole operators for n = 5, and
more for the vanishing superpotential. Let us demonstrate them in the U(4) theory with
Nf = 1. We assign the trial R-charges 16 ,
1
3 and
5
6 for the (anti-)fundamentals and the two
adjoints respectively. Although we will focus on the positive charge sector, the negative
charge sector can be explained in exactly the same way.
Topological Charge 1
Firstly, for topological charge 1, we have the independent monopole operators V +s,t ≡
V
(1,0,0,0)
s,t with s, t = 0, 1, 2, 3 for the vanishing superpotential, which can be read off from
PL[I] as follows. The topological charge-1 sector of PL[I] is given by
PL[I]|w1 = x
1
3 τ−1υ−3X υ
−3
Y + x
2
3 τ−1υ−2X υ
−3
Y + xτ
−1υ−1X υ
−3
Y + x
7
6 τ−1υ−3X υ
−2
Y + x
4
3 τ−1υ−3Y
+ x
3
2
(−τ−1υ−3X υ−4Y + τ−1υ−2X υ−2Y )− x 53 τυ−3Y + x 116 (−τ−1υ−2X υ−4Y + τ−1υ−1X υ−2Y )
+ x2
(−τ−1υ−6X υ−7Y − τ−3υ−5X υ−7Y − τ−1υ−4X υ−3Y − τυXυ−3Y + τ−1υ−3X υ−1Y )+O(x 136 ).
(C.5)
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The positive terms are from the following bosonic chiral operators:
V +0,0, V
+
1,0, V
+
2,0, V
+
0,1, V
+
3,0, V
+
1,1, V
+
2,1, V
+
0,2, . . . (C.6)
respectively. One should note that, for each V +s,1 with s > 0, there is an accompanying
negative term −x 76+ s3 τ−1υ−4+sX υ−4Y , which is from a fermionic state
Tr2X
s−1ψ†Y |1, 0, 0, 0〉 . (C.7)
If we introduce the superpotential (3.30), υi’s should be turned off such that V +s,1 and (C.7)
become indistinguishable by the global charges. Indeed, (C.7) implies a chiral ring relation
V +s,1 ∼ Tr2 (XsY ) |1, 0, 0, 0〉 = 0 (C.8)
for s > 0, which is due to the F-term
XY + Y X = 0. (C.9)
Also the operator V +0,2 accompanies negative terms −τ−1υ−6X υ−7Y and −τ−1υ−4X υ−3Y . The
first one is irrelevant here because it represents a relation among the operators having the
same global charges as
XM0,0V
(1,1,0,0)
0,0 V
(0,0,0,−1)
0,0 , (C.10)
which includes a mesonic operator. The second one, on the other hand, comes from the
fermionic state
Tr2ψ
†
X |1, 0, 0, 0〉 . (C.11)
If we introduce the superpotential (3.30), (C.11) implies a chiral ring relation
V +0,2 ∼ Tr2Y 2 |1, 0, 0, 0〉 = 0. (C.12)
This relation originates from the F-term
Y 2 = −X5, (C.13)
which vanishes due to the low gauge rank.
We also work out a few more higher order terms and find that, for topological charge
1, the remaining independent monopole operators are V +s,t with s = 0, 1, 2, 3, t = 0, 1 and
st = 0 once we turn on the superpotential (3.30). Note that V +4,0 and V
+
0,2, which are
expected from (4.18), do not appear here because the gauge group rank is low. (4.18) tells
us that V +4,0 and V
+
0,2 still appear on the dual side as elementary chiral fields even though
they do not exist on the original side as monopole operators. Thus these operators should
be truncated quantum mechanically as discussed in [53].
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Topological Charge 2
Secondly, we examine operators of topological charge 2. The topological charge-2 sector of
PL[I] is given by
PL[I]|w2
= xτ−2υ−4X υ
−4
Y + x
4
3
(−τ−2υ−4X υ−6Y + τ−2υ−3X υ−4Y )+ x 53 (−τ−2υ−3X υ−6Y + 2τ−2υ−2X υ−4Y )
+ x
11
6
(−τ−2υ−5X υ−5Y + τ−2υ−4X υ−3Y )+ x2 (−2τ−2υ−2X υ−6Y − υ−2X υ−4Y + τ−2υ−1X υ−4Y )+O(x 136 ).
(C.14)
For x1, we have the unique term coming from the bare monopole state
|1, 1, 0, 0〉 , (C.15)
which is identified with the chiral operator W+0 ≡ V (1,1,0,0)0,0 .
For x
4
3 , we have two terms. The first negative term, from which one can read off the
global charges of the corresponding operators, is explained as follows. For those given global
charges, the allowed monopole states are
(Tr1X)
2 |2, 0, 0, 0〉 , (Tr1X) (Tr2X) |2, 0, 0, 0〉 , (Tr2X)2 |2, 0, 0, 0〉 , Tr2
(
X2
) |2, 0, 0, 0〉 .
(C.16)
On the other hand, the allowed chiral operators composed of the lower dimensional monopole
operators, such as (C.6), are
(X1)
2
(
V +0,0
)2
, X2
(
V +0,0
)2
, X1V
+
1,0V
+
0,0,
(
V +1,0
)2
, V +2,0V
+
0,0. (C.17)
where Xk = TrXk. Since the chiral operators are one more than the allowed monopole
states, the five chiral operators should satisfy one nontrivial relation
f(Xs, V
+
s,0) = A (X1)
2
(
V +0,0
)2
+BX2
(
V +0,0
)2
+ C X1V
+
1,0V
+
0,0 +D
(
V +1,0
)2
+ E V +2,0V
+
0,0
= 0 (C.18)
with unfixed coefficients A,B,C,D,E. This relation indeed appears in PL[I] as the first
negative term of order x
4
3 .
The second term, which is positive, is also explained as follows. Again, for the corre-
sponding global charges, the allowed monopole states are
Tr1X |1, 1, 0, 0〉 , Tr2X |1, 1, 0, 0〉 (C.19)
while the allowed chiral operator composed of the lower dimensional monopole operators is
only X1W+0 . Thus, we should introduce another independent operator V
(1,1,0,0)
1,0 and have
the following state/operator identifications:
Tr1X |1, 1, 0, 0〉 ∼ γ1X1W+0 + δ1V (1,1,0,0)1,0 ,
Tr2X |1, 1, 0, 0〉 ∼ γ2X1W+0 + δ2V (1,1,0,0)1,0 .
(C.20)
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V
(1,1,0,0)
1,0 appears in PL[I] as the positive second term of order x
4
3 . If we turn on the
superpotential (3.30), however, the relation f(Xs, V +s,0) and the operator V
(1,1,0,0)
1,0 can be
mixed; i.e.,
f(Xs, V
+
s,0) ∼ V (1,1,0,0)1,0 . (C.21)
Thus, V (1,1,0,0)1,0 is not independent anymore and is spanned by the charge-1 monopole op-
erators.
For x
5
3 , we have three contributions: one from a relation and two from operators. Let
us examine the relation first. For the corresponding global charges, the allowed monopole
states are
(Tr1X)
3 |2, 0, 0, 0〉 , (Tr1X)2 (Tr2X) |2, 0, 0, 0〉 , (Tr1X) (Tr2X)2 |2, 0, 0, 0〉 ,
(Tr1X)
(
Tr2X
2
) |2, 0, 0, 0〉 , (Tr2X)3 |2, 0, 0, 0〉 , (Tr2X) (Tr2X2) |2, 0, 0, 0〉 ,(
Tr2X
3
) |2, 0, 0, 0〉 (C.22)
while the allowed chiral operators composed of lower dimensional monopole operators are
(X1)
3
(
V +0,0
)2
, X2X1
(
V +0,0
)2
, X3
(
V +0,0
)2
, (X1)
2V +1,0V
+
0,0, X2V
+
1,0V
+
0,0,
X1
(
V +1,0
)2
, X1V
+
2,0V
+
0,0, V
+
2,0V
+
1,0, V
+
3,0V
+
0,0. (C.23)
We have two more chiral operators than the allowed monopole states. However, since we
already have an imposed relation among those operators,
X1f(Xs, V
+
s,0) = 0, (C.24)
only one more new relation is required:
g(Xs, V
+
s,0) = 0. (C.25)
g(Xs, V
+
s,0) appears in PL[I] as the negative first term of order x
5
3 .
Let us now examine the operator contributions, 2τ−2υ−2X υ
−4
Y . The allowed monopole
states are
(Tr1X)
2 |1, 1, 0, 0〉 , (Tr1X2) |1, 1, 0, 0〉 , (Tr1X) (Tr2X) |1, 1, 0, 0〉 ,
(Tr2X)
2 |1, 1, 0, 0〉 , (Tr2X2) |1, 1, 0, 0〉 (C.26)
while the allowed chiral operators composed of the lower dimensional monopole operators
are
(X1)
2W+0 , X2W
+
0 , X1V
(1,1,0,0)
1,0 . (C.27)
Thus, we should introduce two more independent chiral operators V (1,1,0,0)2,0 and V
′(1,1,0,0)
2,0 ,
which span the monopole states (C.26) together with composites of the lower dimensional
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monopole operators. We emphasize that while we don’t specify the exact map between
those two operators and the monopole states in (C.26), from the counting, we do know that
those two, which carry global charges
FA = −2, FX = −2, FY = −4, (C.28)
are required. The super/subscripts indicate that the operators are mapped to the monopole
states of type X2 |1, 1, 0, 0〉 although there are many possible ways of taking the trace on
X2 as shown in (C.26). Now if we turn on the superpotential (3.30), the operators V (1,1,0,0)2,0 ,
V ′(1,1,0,0)2,0 and the relation g(Xs, V
+
s,0) can be mixed; i.e.,
g(Xs, V
+
s,0) = αV
(1,1,0,0)
2,0 + βV
′(1,1,0,0)
2,0 . (C.29)
Therefore, only one combination of V (1,1,0,0)2,0 and V
′(1,1,0,0)
2,0 can survive and is identified as
W+1 .
Higher order terms as well can be identified in a similar way. It turns out that, in the
presence of the superpotential (3.30) with n = 5, the surviving charge-2 monopole operators
are W+0 and W
+
1 , which we have identified in terms of monopole states on S
2.
Topological Charge 3
Lastly, let us examine operators of topological charge 3. The topological charge-3 sector of
PL[I] is given by
PL[I]|w3 = x2
(−τ−3υ−5X υ−7Y + τ−3υ−3X υ−3Y )+O(x3). (C.30)
The second term originates from the operator
V
(1,1,1,0)
0,0 (C.31)
while the first term originates from the relation
h(Xs, V
(1,0,0,0)
s,t , V
(1,1,0,0)
s,t )
∼ (X1)2V (1,0,0,0)0,0 V (1,1,0,0)0,0 +X2V (1,0,0,0)0,0 V (1,1,0,0)0,0 +X1V (1,0,0,0)1,0 V (1,1,0,0)0,0 +X1V (1,0,0,0)0,0 V (1,1,0,0)1,0
+ V
(1,0,0,0)
1,0 V
(1,1,0,0)
1,0 + V
(1,0,0,0)
2,0 V
(1,1,0,0)
0,0 + V
(1,0,0,0)
0,0 V
(1,1,0,0)
2,0 + V
(1,0,0,0)
0,0 V
(1,1,0,0)
2′,0 , (C.32)
which is expected from the fact that the number of the allowed chiral operators is eight
while the number of the allowed monopole states:
(Tr1X)
2 |2, 1, 0, 0〉 , (Tr1X) (Tr2X) |2, 1, 0, 0〉 , (Tr1X) (Tr3X) |2, 1, 0, 0〉 ,
(Tr2X) (Tr3X) |2, 1, 0, 0〉 , (Tr2X)2 |2, 1, 0, 0〉 , (Tr3X)2 |2, 1, 0, 0〉 ,
(
Tr3X
2
) |2, 1, 0, 0〉
(C.33)
is seven. We have omitted the coefficients in the relation for simplicity. For the super-
potential (3.30), the operator V (1,1,1,0)0,0 and the relation h(Xs, V
(1,0,0,0)
s,t , V
(1,1,0,0)
s,t ) can be
mixed:
h(Xs, V
(1,0,0,0)
s,t , V
(1,1,0,0)
s,t ) ∼ V (1,1,1,0)0,0 (C.34)
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such that V (1,1,1,0)0,0 is written in terms of lower dimensional monopole operators. Therefore,
there is no independent monopole operator of topological charge 3 once we turn on the
superpotential.
From the vortex partition function identity (4.18) and the Nc = 2, 4 examples, we
expect that the independent monopole operators are give by
V ±s,t, s = 0, . . . , n− 1, t = 0, 1, 2, st = 0,
W±u , u = 0, . . . ,
n−3
2
(C.35)
for high enough gauge ranks. Those operators are mapped to the following monopole states
on S2:
V ±s,t ∼ TrXsY t |1, 0, 0, . . . , 0〉 ,
W±u ∼ TrX2u |1, 1, 0 . . . , 0〉
(C.36)
by radial quantization. Note that other types of monopole operators, such as
TrX2u+1 |1, 1, 0, . . . , 0〉 and ∣∣[1]p, [0]Nc−p〉 with p > 2,
which appear in a generic two-adjoint theory without superpotential, do not appear in our
theory because they are described by lower dimensional monopole operators by quantum
relations. Also V ±s,t and W±u in (C.36) can be truncated if the gauge rank is low, as we have
seen in the examples.
Indeed, the appearance of monopole operators of higher topological charge is in contrast
to a theory with one or no adjoint matter. Without an adjoint matter, most of the monopole
states are lifted due to the instanton effect. Only the following types of monopole states
remain in the chiral ring:
|m, 0, . . . ,−n〉 ∼ (V +)m(V −)n. (C.37)
With one or more adjoint matters, the instanton superpotential is forbidden due to addi-
tional zero modes from the adjoints. All the monopole states therefore remain in the chiral
ring unless there is a nontrivial superpotential. Nevertheless, for the one-adjoint case, they
are still spanned by unit monopole operators
V +s ∼ TrXs |1, 0, . . . , 0〉 . (C.38)
On the other hand, as we have seen, new independent monopole operators of higher topo-
logical charges are required to span arbitrary monopole flux for the two-adjoint case.
D List of Growing Trees
In this appendix, we give explicit lists of the growing trees for n = 3, 5 with a single flavor.
For a single flavor, those are exactly the contributing forest graphs while for multiple flavors,
the forest graphs are given by possible unions of growing trees that the total number of the
nodes is the rank of the gauge group. Figure 16 is the list of the growing trees for n = 3.
Figure 17 is the list of the growing trees for n = 5.
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(a) U(1) (b) U(2) (c) U(3) (d) U(4) (e) U(5)
(f) U(6) (g) U(7) (h) U(8) (i) U(9)
Figure 16: The growing trees are listed for n = 3.
(a) U(1) (b) U(2) (c) U(3) (d) U(4)
(e) U(5) (f) U(6) (g) U(7)
(h) U(8) (i) U(9)
(j) U(10) (k) U(11)
(l) U(12) (m) U(13) (n) U(14) (o) U(15)
Figure 17: The growing trees are listed for n = 5.
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