The purpose of this research paper it is to present a new approach in the framework of a biased roulette wheel. It is used the approach of a quantitative trading strategy, commonly used in quantitative finance, in order to assess the profitability of the strategy in the short term. The tools of backtesting and walk-forward optimization were used to achieve such task. The data has been generated from a real European roulette wheel from an on-line casino based in Riga, Latvia. It has been recorded 10,980 spins 1 and sent to the computer through a voice-to-text software for further numerical analysis in R. It has been observed that the probabilities of occurrence of the numbers at the roulette wheel follows an Ornstein-Uhlenbeck process. Moreover, it is shown that a flat betting system against Kelly Criterion was more profitable in the short term.
Introduction
Roulette wheel is one of the most famous games in the context of casino gambling, although its invention has no clear author, it is meant to be introduced by the french mathematician Blaise Pascal, in his efforts for building a perpetual motion machine around the 17th century . Currently, two types of roulette wheels can be found in a casino: the European and the American. The difference between them relies in the quantity of numbered pockets. An European roulette wheel presents 37 numbered pockets, from 0 to to 36, whereas an American roulette has one additional compartment: the double zero. In both cases, roulette's non-zero numbers are equally distributed into black and red colors, i.e. 18 red and 18 black. Thus, it is clear to realize the house advantage at the American roulette wheel is higher, such that if a player wagers one monetary unit, the average expected value is −5.3%. Meanwhile, in the European roulette the house edge is only −2.7% and for that reason it will be matter of study.
In the game a ball is spun in the opposite direction of a rotating wheel and the profits or losses are in function on whether the ball landed into one of the compartments where the player wagered. The casino offers several options in which gamblers can stablish their bets at the roulette table, each type of them has been assigned a different payout. These stakes can be grouped into inside bets and outside bets, where the highest payout a player could get belongs to the first group, when a bet is done on a single number -straight up bet -the player receives a 35:1 payout. Forecast accurately the next number of the roulette wheel it is considered as the holy grail in the gambling community.
Since the invention of this game, several approaches and methods were introduced to try to beat roulette, such as martingale systems [1] , chaos theory [2] , physics 1 Data is avaible upon request to: giancarlo.salirrosas@usil.pe [3] , and statistical analysis [4] , [5] , [6] . While the core of martingale systems indicates the gambler to double his bet in a consecutive manner after every loss until a profit occurs which the following form: 2 0 · x, 2 1 · x, 2 2 · x, ..., 2 n−1 · x thus, the cumulative loss is n i=1 (2 i−1 )(x), where x is the amount of the initial bet and n the number of bet the gambler has done. This strategy could not be implemented in a real casino due to constraints on the gambler's initial capital -which is finite -and the casino's maximum size per bet limit. Moreover, one of the most recent studies in the field of physics done by Small and Tse (2012) , where they provided a model for the motion of a roulette wheel and ball, showed that knowledge of initial position, velocity and acceleration was sufficient to predict the outcome of roulette and obtain an average expected return of 18%. In the statistical analysis' approach, large samples of data sets are gathered from roulette spins in order to analyse the outcomes and spot patterns to gain an edge over the house. This last approach takes the assumption that a physical imperfection on the roulette wheel may cause deterministic results that players can detect and exploit. Those non random outcomes are translated into a higher than usual probabilities of occurrence, this last approach is also known as the biased roulette wheel and will be the focus of this research paper. The contribution of this work it is not only to present a new glance and more robust method to quantify the risk inherent to a biased roulette wheel strategy with tools commonly used in the financial industry, such as portfolio and risk management, but also to assess if this strategy proves to be profitable in the long term. Such task will be achieve through in-sample and out of sample backtesting, and walk-forward optimization, as if it were a quantitative trading strategy. The lack of an up-to-date biased roulette wheel approach, with a representative sample that accounts for thousands of spins rather than hundreds, and the ambition to beat the game of roulette, inspired this paper.
Data and Methodology

Data
This work was done with data gathered from a real online casino based in Riga, Latvia. The time taken to achieve this task was 23 days (1 July 2016 until 23 July 2016). A collection of 10,980 observations were stored and distributed into 5,000 spins for in sample analysis and 5,980 spins for out of sample statistical analysis. In order to test the strategy into different time horizons, the out of sample group has been divided into seven different subgroups. Each subgroup division has different time intervals.
The reason to collect a large sample size it is because it allows to have more accurate information about the population, as it reflects more reliably the population mean and other statistical properties that are discussed in the theoretical framework section. While larger the sample size, better level of confidence in the sample estimates, and lower uncertainty about the matter of study.
Since the data was not provided by the casino, nor was requested, this has been taken through screenshots that allowed to visualize the last 500 outcomes from the roulette's spins. First, the raw information was stored as an image data type, then it was reproduced to the computer through a voice-to-text software, in order to avoid typographical errors. Finally, this text file was converted into a numerical data type with an algorithm in R.
Methodology
Theoretical Framework
Let X = {x 1 , x 2 , x 3 , ..., x n } be a finite set that represents a discrete random variable with a population of size n, where x i symbolize the elements of X. Let Ω be a set of all possible outcomes of X, the sample space. Finally, let R be a σ-algebra of subsets of the sample space Ω, i.e a collection of one or more outcomes. Such that, if we spin the roulette wheel n times, the measurable space components are:
Where {x i } is an elementary event. The probability measure P defined over the sample space Ω, such that the probability of an event R ⊂ Ω is denoted as P(R) = x∈R p(x). Thus, the probability space is defined as (Ω, R, P), which satisfies the following axioms:
For (5) we let R 1 , ..., R n be a countable sequence of pairwise disjoint events. Axioms (3), (4) and (5) were published initially by Andrei Kolmogorov in his work Grundbegriffe der Wahrscheinlichkeitsrechnung in 1956.
Under the classical approach we can define the probability of an event, and an elementary event as:
Where in (6), we note |R| and |Ω|, as the cardinals of R and Ω, i.e. the number of elements in the event subset and the sample space set respectively. In (7), we note r as the number of trials, and we make the assumption that each elementary event, x, has the same probability of occurrence.
Example 2.2.1. A ball is spun once in an unbiased roulette wheel, i.e a roulette wheel where each outcome has the same probability of occurrence, such that P(x = 0) = P(x = 1) = P(x = 2) = ... = P(x = 36). The probability space (Ω, R, P) is defined as:
Thus, in this context, it is convenient to state the concept of probability mass function (PMF), where we note F X (x i ) = P(X = x i ), and it is defined as F X : R → [0, 1]. The first property of the mass function states that F X (x i ) ≥ 0, ∀ x i in the state space, and the second property is x F X (x i ) = 1. In this example, our PMF is defined as an uniform distribution: Figure 1 : PMF of an unbiased roulette wheel Moreover, from a frequentist approach, the probability of occurrence of an event, x i , of a discrete random variable X can be measured as the limit of its relative frequency of occurrence in an infinite sequence of repetitions, such that:
Where n(x i ) is the number of times the event x i has taken place in the experiment and n is the total number of repetitions. The element n → ∞ satisfies the condition of the Law of Large Numbers, which holds that as the number of observations increases to infinity, the cumulative relative frequency of an event will converge to the true probability of the event itself, and it was proved by Etemadi [7] in his work An elementary proof of the strong law of large numbers published in 1981. We will review the two types of Law of Large Numbers: the weak law and the strong law.
We define
Proof . From Chebyshev's inequality we know that:
Where X is a discrete random variable. This can be derived straightforward from Markov's Inequality, which holds that
We proceed to solve V ar[X] for X = S n :
We replace this result in (11):
As above, let (X n ) n∈N denote a sequence of independent and identically distributed random variables with common distribution, each having a finite mean µ = E[X], and assume E(X 4 i ) < ∞. Then :
Proof .
From Borel-Cantelli we know that if n P(A n ) < ∞, then:
Where in (13), A n is a sequence of events. The proof of the proposition from above is straight forward:
If we let n → ∞, then P[A g i.o.] = 0, which concludes de proof of the proposition.
Let us define, A ζ n , such that:
Where in (14), ζ is fixed. We define 
From the fourth moment of Markov's Inequality, we apply:
We proceed to solve with Lyapounov's inequality which holds that
This can be simplified to:
Where in (15), we can realize it is a summable expression. Thus:
The result from above implies that (
converges to 0 with probability equal to 1, and thus, ( n i=1 X i )/n → 0 also converges with probability 1. This completes the proof of the strong law of large numbers.
We note our cumulative distribution function (CDF) as G X (x i ) defined by G X : R → [0, 1], such that:
A cumulative distribution function has the following properties:
If we take the function defined in (8), we can define its cumulative distribution function as:
Figure 2: CDF of an unbiased roulette wheel
In order to assess the fairness of a roulette wheel, we will introduce the concept of Chi square test. This statistical test allows to test for deviations of observed frequencies from expected ones:
Where in (19), O i represents the observed frequencies, and E i symbolizes the expected of the frequencies. If the X 2 c is less than the critical value of the Chisquare distribution associated with v degrees of freedom and a significance level, α, we can reject or accept our null hypothesis:
The roulette wheel is not biased.
The roulette wheel is biased.
Backtesting
Backtesting is an indispensable tool for decision making commonly used in quantitative finance [8] , [9] , [10] , in order to assess the efficiency and viability of a trading strategy before to be implemented in real market conditions. A backtest it is conduced in order to see if the final results meet the initial criteria, spot the possible drawbacks, and analyse the profit or losses of the strategy itself. In the financial markets, most of these trading strategies are executed in an automated manner in order to avoid decisions based on human emotions, and in some cases for speed purposes, like in the field of High Frequency Trading [11] , [12] , [13] .
In this research, we will use backtesting to asses whether the biased wheel approach is profitable in the short-term or not, as well to spot the risks of following this method, and analyse other statistical properties of the strategy. In order to define our roulette strategy, we treat the concept of expected value for a discrete random variable:
Where for our strategy, in (20), x i is the payoff and P(x i ) is the probability of that payoff takes place, such that if we bet $1 on a single number per spin in an unbiased roulette wheel our expected value would be:
This means, that for each dollar we bet, we loose −$0.027 or −2.7%. Now, if the roulette wheel is biased, the probability of occurrence of certain numbers could be greater than 1/37, let us make the assumption of a case where P(x 1 ) = 3%:
The expectation in (22) is $0.08 for a dollar, or 8%, almost four times higher than the normal expectation of −$0.027 per spin.
As show in (22), a probability of occurrence of 3% can increase the expected value dramatically. We will use the 3% level as a filter for selecting the numbers to bet. From this we begin to compute the filter of our backtester as boolean, where 1 means True and 0 stands for False, as follows:
We define the payoff function for a single number bet as:
Where in (25), b is the amount willing to risk per bet. Thus, the final value of our portfolio is composed such as:
Where W X represent the value of our portfolio, and I c denotes the amount of initial capital.
One of the most important aspects in portfolio management is money management, use the optimal amount of capital to obtain the best return possible at a certain level of risk. Otherwise, if we overuse our capital, or take a higher risk than necessary, even if our strategy is robust and proves to be profitable, a couple of consecutive losses are enough to make our portfolio go to zero. This phenomena is also known as the gambler's ruin. Thus, it is important to establish a framework which allow us to find the optimal bet size for a wager. This concept is known in finance and in probability theory as the Kelly criterion, and was introduced by John Larry Kelly Jr. [14] in 1956.
Where B is the payout, p is the probability of the desired event takes place, q = 1−p, and K is expressed as the fraction of the initial capital to wager. In an unbiased roulette wheel, the Kelly criterion is:
As K < 0, according to Kelly criterion, we should not make the bet. Moreover, if we apply our filter of a probability greater or equal than three percent, the result turns to be different:
Now, for K = 0.229%, then we should wager 0.229% of our current initial capital, I c , for a single number.
Another important aspect to take into account is risk management. There exist several approaches that measure risk in a systematic way, such as standard deviation parameters, but for testing how much can handle our initial portfolio to the fluctuations inherent to our quantitative trading strategy, the concept of maximum drawdown is more useful.
Maximum drawdown, (MDD), is the maximum cumulative loss from a peak to a bottom on a time interval [0, T ], i.e. is the largest drop from the highest value of our portfolio to its lowest point. Let us define M (T ) as the maximum drawdown of our portfolio, W X , at time T :
A high level of maximum drawdown indicates that the strategy is exposed to a higher downside risk, whereas a low level shows that the strategy can have a sustain growth over time at a low level of risk. The maximum drawdown can also be used as a factor of a risk-adjusted measure of performance such as the Calmar ratio, C(T ), which was introduced by Terry W. Young [15] in 1991:
This ratio will be used instead of the Sharpe Ratio due to a lack of a comparable risk free rate, to calculate the return of our strategy relative to downside risk. The higher the value of C(T ), the better the strategy performed over the time interval [0, T ].
Walk-Forward Optimization
A walk-forward optimization is an iterative function where first, the data is segregated into multiple segments, then the parameters obtained from the insample optimization are backtested in the out-ofsample data, in order to avoid curve fitting issues. In this paper, it is used an anchored walk-forward optimization, due to the preference of a larger in-sample length. In this class of iterative function, the initial point for optimization is the same for both, in-sample and out-sample data, i.e. as this process continues, the out-of-sample data is added to a fixed in-sample data set to test a new out-of-sample data.
Results
In this section, it is presented the results of this research paper. First, it is shown the convergence probability of each number of the roulette wheel [0, 36] for the in-sample data analysis. Then, it is presented the backtesting results, for the in-sample data. Finally, it is applied the walk-forward optimization in order to assess the profitability of the strategy. As we can see, the numbers that has higher probability of occurrence in the sample of 5,000 spins are: 9, 22 and 29; with probabilities of 3.22%, 3.08% and 2.98% respectively.
It has also been found, that the probability of occurrence of the roulette wheel numbers seems to follow an stochastic process and, in some specific cases, the way they converge to its mean are more stable than other numbers. This is the case for numbers such as: 1, 6, 8, 9, 17 and 23, which coincidently, are the numbers with higher standard deviations than the other ones: 0.28%, 0.29%, 0.50%, 0.36%, 0.35% and 0.58% respectively.
We can try to model this stable convergence to the mean as a mean-reverting process, with an OrnsteinUhlenbeck process, which is commonly used in quantitative finance to model interest rates [16] , [17] , [18] .
As the number with the highest probability of occurrence is the number 9 we will use it to try to model the way its probability evolve over time. We define the following stochastic differential equation as:
Where P (t) is the process of P(X = 9) over a time interval [0, T ]. In the RHS, the term A(P, t)dt is deterministic, and the coefficient of dt is know as the drift of the process; the other term B(P, t)dW (t) is random. The coefficient of dW (t) is known as the diffusion of the process, where W (t) follows a standard Wiener process. This can be written in integral form as:
From this, we can begin to state our OrnsteinUhlenbeck process as:
Where µ ∈ R, σ > 0 and θ > 0 are parameters. This can be integrated from 0 to t with the auxiliary function f (x, t) = xe θt to:
The expression from above can be simplified as:
A set of 1,000 Monte Carlo simulations are performed in Mathematica for the Ornstein-Uhlenbeck process described in (31), in order to model the probability of occurrence of the number 9 : Despite the fact that the roulette wheel is not statistically biased due to a Chi square test, where X 2 calc = 28.1076 is less than X 2 stat = 50.999 with 36 degrees of freedom and 95% confidence level, we can still have profits if we select only the numbers that pass the filter of greater or equal than three percent of probability of occurrence, which in this case are the numbers 9 and 22. Moreover, we will compare the performance of a flat betting system (FBS) against Kelly. The wager's size for each FBS are defined as the average of all Kelly's position size in each Walk-Forward Optimization. An initial capital of $2, 000 was selected arbitrary in order to assess the statistical properties of the strategy.
For this in-sample backtesting we can see the presence of curve fitting which is evident in the distribution of the returns figure from above. This issue is generated because the strategy was designed and over-optimized to this specific data set, i.e. a good metaphor would be: buying a lottery ticket with a previous knowledge of the winning numbers. In order to avoid curve fitting issues and test if our strategy it is robust we will use the tool of walk-forward optimization.
The results from the walk-forward optimization and backtesting are presented in the same way as the back-tester used in Bloomberg L.P.'s software as follows: 
Conclusion
In this paper, we have seen that is not necessary that the roulette wheel has to be statistically biased in order to have profits in the short-term. Importantly, however, it is needed a probability of occurrence approximately to greater or equal than three percent for make a bet on a specific number.
Moreover, the probability of occurrence of each number at the roulette wheel can be modelled very accurately as an Ornstein-Uhlenbeck process. This result showed consistency with the Monte Carlo simulations shown in Figure 3 . Further analysis is needed in order to assess if it is possible to make forecasts of how this probabilities evolve over time with this same model. Furthermore, the flat betting system (FBS) has shown a better performance than the Kelly criterion's system, due that Kelly's carries higher volatility and it is more aggressive than the FBS, thus, as more losses in a row comes into the strategy it is more difficult for Kelly's system to recover. It would be a matter of further study to assess the performance of half a Kelly criterion as a position size. Similarly, another matter of further study might involve perform a Non-anchored Walk-forward optimization, in order to get more up-to-date probabilities of occurrence and include the momentum factor of the roulette wheel into the strategy.
In addition, it has also been observed that roulette outcomes get less predictable over time, which may be an evidence of the Second Law of Thermodynamics, which states that disorder, known as entropy, increases with time.
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