We consider a stochastic system where the communication between the controller and the actuator is triggered by a threshold-based rule. The communication is performed across an unreliable link that stochastically erases transmitted packets. To decrease the communication burden, and as a partial protection against dropped packets, the controller sends a sequence of control commands to the actuator in each packet. These commands are stored in a buffer and applied sequentially until the next control packet arrives. In this context, we study dead-beat control laws and compute the expected linear-quadratic loss of the closed-loop system for any given event-threshold. Furthermore, we provide analytical expressions that quantify the trade-off between the communication cost and the control performance of event-triggered control systems. Numerical examples demonstrate the effectiveness of the proposed framework.
I. INTRODUCTION
M ANY textbooks on sampled-data control, e.g., [2, 3] , exhibit periodic control as the unique way to implement feedback control laws on digital platforms. The rationale behind this for future work are given in Section VI. The appendix provides detailed proofs of the main results.
D. Notation
We write N for the positive integers and N 0 for N ∪ {0}, and we use R for the real numbers.
Let R n 0 denote the set of non-negative real vectors of dimension n, and R n denote the set of real vectors of dimension n. Vectors are written in bold lower case letters and matrices in capital letters. If u and v are two vectors in R n , the notation u ≤ v corresponds to the componentwise inequality. The set of all real symmetric positive semi-definite matrices of dimension n is denoted by S n 0 . We let 0 n be the n-dimensional column vectors of all zeros, 1 n be the vectors of all ones. For any given x ∈ R n , the ∞ norm is defined by x ∞ = max 1≤i≤n |x i |. For a square matrix A, Tr(A) denotes its trace, |A| its determinant and λ max (A) its maximum eigenvalue in terms of magnitude. In symmetric block matrices, we use to represent elements implied by symmetry. Let X = lyap(A, Q) denote the positive semi-definite solution of the discrete Lyapunov matrix equation: AXA − X + Q = 0, for any given Q ∈ S n 0 and A ∈ R n×n with λ max (A) < 1. The notation{x k } k∈K stands for {x(k) : k ∈ K}, where K ⊆ N 0 . We use the symbol 1 {x k ∈A} to denote the indicator function of the set A. The probability of an event Ω is denoted by P Ω and the conditional probability of Ω given Γ is written as P Ω | Γ . When χ 
The cumulative distribution function F ( ; µ, Σ) is defined as
(x−µ) Σ −1 (x−µ) dx .
Suppose one or more variates of multivariate normal random variable x are subject to one-sided or two-sided truncation, i.e., − ≤ x ≤ + . Then, x has a truncated normal distribution and its probability density function is given by f (x; µ, Σ,
(x−µ) Σ −1 (x−µ)
There are many techniques for sampling from truncated multivariate normal distributions, such as techniques based on the accept-reject algorithm and Gibbs sampling [35] . The R package mtmvnorm [36] provides several efficient methods to work with truncated random variables.
II. PROBLEM FORMULATION
This section summarizes the control architecture of our event-triggered control scheme and introduces the assumptions under which we will develop the performance analysis.
A. Control architecture
We consider the feedback control loop shown in Fig. 1 . A physical plant G, whose dynamics can be represented by a linear stochastic system, is being controlled. A sensor S takes periodic samples of the plant state x k and transmits these to the controller node. The controller C is eventtriggered and computes new actuation commands only at times when the plant state satisfies the event-triggering condition x k ∞ > for a given threshold > 0. The communication between the controller C and the actuator A is lossy, and control packets are dropped at any time step independently of each other, with probability p ∈ (0, 1). As partial protection against these losses, the controller sends a sequence of predicted commands in each packet. The predicted commands are placed in a buffer at the actuator. In the absence of new control packets, the actuator reads the predicted control command for the current time from the buffer and applies this input to the plant. In this context, we are interested in deriving analytical performance guarantees, both in terms of control performance and the number of transmission attempts on the communication link between controller and actuator.
B. Process model
The dynamics of the plant G can be described by the stochastic discrete-time linear system:
where
is the control signal, and w k ∈ R n is a discretetime zero-mean Gaussian white noise with covariance Σ w ∈ S n 0 , i.e., w k ∼ N (0 n , Σ w ). The initial state x 0 is modeled as a random variable having a normal distribution with zero mean and covariance Σ 0 ∈ S n 0 , i.e., x 0 ∼ N (0 n , Σ 0 ). The process noise {w k } k∈N 0 is independent of the initial condition x 0 .
The system matrix A ∈ R n×n and the input matrix B ∈ R n×m are constant, and B is assumed to be of full column-rank. Furthermore, the system (4) with w k = 0 n for all k ∈ N 0 is assumed to be completely ν-step controllable for some ν ≤ n. In other words, for every x k ∈ R n , there exists a control sequence U = {u k , u k+1 , · · · , u k+ν−1 } that transfers the state from x k to the origin in ν time steps. When A is non-singular (which it will be if it is obtained by sampling a delay-free continuous-time linear system), the system (4) is completely ν-step controllable [37] DRAFT.
if and only if rank
A −1 B, A −2 B, · · · , A −ν B = n .
C. Controller design and performance criterion
We quantify the closed-loop performance in terms of the quadratic cost
for given symmetric positive semidefinite matrix Q x and symmetric positive definite matrix Q u .
We are particularly interested in the case when ρ → 0, sometimes called the cheap control scenario; see, e.g., [38] . It is well known that the optimal controller for the cheap control scenario is a dead-beat controller which ensures that, in the absence of process noise, the state converges to zero in a finite number of steps [2] . Our analysis framework considers a standard linear dead-beat controller
and a cost of the form (5) . When the system is completely ν-step controllable, one can always find such a controller K that drives the system state to zero in ν steps (see e.g., [37] ).
We use a packetized dead-beat controllerto reduce transmissions over the communication channel and to guard against losses. If the event-triggering rule leads to the controller executing the control algorithm at time k ∈ N 0 , it computes and transmits a sequence of control commands
which would transfer the process state of (4) from x k to the origin in at most ν ≤ n time steps in the absence of process noise. We assume the presence of a buffer of length ν − 1 at the actuator.
When a new set of control actions arrives from the controller, the actuator immediately applies the first control action in the set, and stores the rest of the control actions in a buffer, see In the next ν − 1 time steps, the controller issues no transmissions even if the event-triggered condition is met. Rather, the actuator applies the control commands sequentially from the buffer.
If the buffer is empty, the actuator applies zero input (cf. [39] ). Note that this is consistent with the dead-beat assumption: in the absence of noise, the state would be at the origin after ν steps and (6) would evaluate to zero.
After each successful packet transmission, the controller is switched off for ν − 1 time steps, and then it is switched on again. The controller uses a simple threshold-based rule
to determine if a new control sequence should be computed, and a transmission should be attempted between the controller and actuator. We assume that the communication primitive offers reliable acknowledgements, so that the controller node knows if a transmission attempt to the actuator node was successful. In addition, we introduce a time-out mechanism where, if the number of samples since the last successful transmission exceeds a time-out value of T , the controller will attempt to transmit new data to the actuator even if the plant state does not satisfy the triggering condition (8) . Such a time-out mechanism, admittedly essential to our analysis, is also important in event-triggered control system to guard against faulty components. It is worth noting that the time-out T is a design parameter which is not directly related to ν.
D. Communication channel
The communication channel between the controller and actuator is lossy, and packets transmitted from the controller to the actuator are dropped with a probability p ∈ (0, 1), independent of all other events in the system. If a transmitted control packet is dropped, the transmission of a new control command will be attempted in the next sampling instant, irrespectively of the state evolution.
E. Discussion
At any time k ∈ N 0 , the system can operate in one of three modes: (a) we choose not to transmit any information, but let the actuator use data from the buffer; (b) we attempt to transmit a new packet, but it is dropped by the communication link; or (c) we succesfully transmit a new control sequence from the controller to the actuator.
At first glance, it might appear that the system (4) with a packetized dead-beat controller (7) is a Markovian Jump Linear System (MJLS). However, this is not true since the transmission of control updates under the event-triggering rule depends on the plant state (i.e., the Markov jump process depends on the continuous state variable). Thus, traditional techniques for analyzing the long-run average of control performance, such as [40] , cannot be applied. In fact, our system fits into the class of the state-dependent random-time switched systems, which are hard to analyze in general; see e.g., [41] . Nonetheless, we, here, propose a technique which allows us to analyze a similar class of problems when the control sequence satisfies a dead-beat assumption.
III. EVENT-TRIGGERED CONTROL OF FIRST-ORDER SYSTEMS
For pedagogical ease, we first restrict our attention to the case when the plant G is a first-order system. In other words, m = n = 1. To emphasize that A and B are scalars, we write A = a, B = b and the covariance matrices as Σ w = σ 
A. Control over perfect channel
Assume that the controller-actuator communication is reliable, that is p = 0 and that G is a first-order system. For convenience, we rewrite the evolution of the process {x k } as:
with initial condition x 0 correspondingly r 0 ∈ {0, 1} and
where x k ∈ R denotes the state of the process, and w k is a zero-mean Gaussian white noise process with positive variance σ 2 w and w k is independent of x 0 . The process {r k } k∈N 0 describes how many time steps ago the latest transmission of a control packet occurred. Whenever r k = 0, a control packet is transmitted from the controller to the actuator. It is also worth noting that the number of time steps between two consecutive transmissions is bounded by the time-out interval T ∈ N 0 . To this end, the evolution of the process {r k } is defined by
Since the dead-beat control resets the plant state x k whenever {r k = 0}, the stochastic recurrence equation (9) can be re-written as
This implies that the probability of an event-threshold crossing at any time k only depends on a, σ 2 0 , σ 2 w and the current value of r k . Hence, the evolution of the system can be represented by the Markov chain {r k } shown in Fig. 2 .
Lemma 1
The process {r k } k∈N 0 is an ergodic, time-homogeneous Markov chain (i.e. irreducible, aperiodic and positive recurrent) with a finite state space B = {0, 1, · · · , T} and it has a unique invariant distribution π such that π i > 0 for all i ∈ B.
To characterize the transition probabilities
of the Markov chain {r k }, we introduce the random processes
for all i ∈ {0, 1, · · · , T − 1}. The probability density functions of ξ k (i) are time-invariant since the noise {w k } k∈N 0 is white and stationary. Hence, we can drop the time k index to simplify notation. Observe that the vector-valued random variable ξ i ξ 0 ξ 1 · · · ξ i has a multi-variate
... normal distribution with mean E ξ i = 0 i and covariance matrix E ξ i ξ i = Ξ i with
For any i ∈ {1, · · · , T}, we define the events
with the convention that F 0 is a sure event. Thus, we have
with P(F 0 ) = 1. The transition probabilities can now be computed using the following lemma:
Lemma 2 The transition probabilities p ij in the Markov chain {r k }, defined in Fig. 2 , are
A visit of the Markov chain {r k } to state 0 corresponds to a transmission of the control signal from the controller to the actuator, and therefore, in the view of the ergodic theorem,
is the emprical frequency of transmissions. With the transition probabilities of the Markov chain at hand, we can give an explicit characterization of the expected communication rate of the event triggered control system: Theorem 3 (Communication rate) The expected communication rate between the controller and the actuator for the event-triggered algorithm is given by
We are also able to give an explicit characterization of the expected linear-quadratic loss:
Theorem 4 (Control performance) Consider the problem formulation in Section II with the event-triggering algorithm and the standard dead-beat controller (i.e., K = −a/b). For a given event-threshold > 0, the empirical average of the control loss function can be computed as
where Q = Q x + ρK Q u K, and
and F i defined as in (15) .
Remark 5
The analytical calculation of the control performance of an event-triggered control system with an arbitrary controller (except dead-beat controller) seems interactable since it is not possible to provide the closed-form of the probability density function of the state x k at any time step k ∈ N 0 .
Remark 6
It is worth noting that the communication rate and control performance are defined by analytical expressions of the mean and variance of truncated random variables. These means and variances do not have explicit closed-form expressions, but can be computed efficiently.
Together, these results provide analytic expressions for the communication rate and the emprical average of control loss, for any given threshold . Next, we investigate how these expressions change when the probability of loss between controller and actuator is non-zero.
B. Control over lossy channel
With the basic intuition gained from analyzing the Markov chain that models the loss-free scenario (see Fig. 2 ), we now consider the case when the channel between the controller and the actuator exhibits packet loss. Recall that if a transmission fails, then the controller will compute a new control command at the next time instant and attempt to transmit this to the actuator.
Consider the following discrete-time scalar system:
with initial conditions x 0 , correspondingly r 0 ∈ {0, 1} and γ 0 , and
where γ k denotes the number of consecutive transmission failures that occurred immediately ... before time step k ∈ N 0 . The process (r k , γ k ) evolves according to
Lemma 7 The process (r k , γ k ), k ∈ N 0 is an ergodic, time-homogeneous Markov chain in a countably infinite state spaceB = B × N 0 with a unique invariant distribution π.
The behavior of the event-triggered communication with packet losses is described by the bidimensional Markov chain (r k , γ k ), shown in Fig. 3 , with state-spaceB. Note that this Markov chain has a countably infinite state-space. The transition probabilities for the Markov chain depend on the packet loss probability p and the transition probabilities already characterized in Lemma 2 for the loss-free case. Thus, we now have all information necessary to derive the expected rate of attempted and successful transmissions from the Markov chain.
Theorem 8 (Communication rate)
Under the event triggering mechanism (defined in §II-C), the expected rate of the successful reception of control packets at the actuator is calculated as
, ∀i ∈ {0, · · · , T}, and the expected rate of attempted transmissions between the controller and actuator is obtained as
Remark 9 Note that we consider a discrete-time stochastic system whose underlying Markov chain has a countably infinite state-space. Typically, the solution of optimal control problems for such systems rely on the study of a countably infinite set of coupled Riccati equations (e.g., [42, 43] ) and can only offer numerical approximations of the long-run average cost. In contrast, our framework with the dead-beat control assumption yields an anlytical characterization of the control performance that allows for efficient numerical computations.
Theorem 10 (Control performance) Consider the problem formulation in Section II with the event-triggering algorithm and the dead-beat controller described in Section II-C. Suppose that
Then, for a given event-threshold > 0, the empirical average of the control loss function is
and the truncated variances:
Remark 11
Notice that the condition p a 2 < 1 is identical to the necessary and sufficient condition for stability of scalar systems under periodic control over packet drop channels; see e.g., [44] . Accordingly, this condition must be satisfied to compute a finite control loss for our set-up.
IV. EVENT-TRIGGERED CONTROL OF HIGHER-ORDER SYSTEMS
We present our result in two steps. Section IV-A outlines the results for the vector case with arbitrary n when packet loss p = 0. We extend our analysis to the case with packet dropout in Section IV-B.
A. Control over perfect channel
In this subsection, we extend our results to the case when the process state x k is a vector. This is not a trivial extension. Unlike the scalar case, the control packets now need to be stored in a buffer at the actuator. Even when there are no packet losses, the one dimensional process {r k } becomes a bidimensional process (r k , η k ). At each time instant k ∈ N 0 , the controller C uses the state x k of the system (4) to calculate and send a packet with a sequence of control commands as described in (7). We can rewrite the evaluation of the process {x k } k∈N 0 of (4) as follows:
and η k denotes the number of control packets in the buffer.
The evolution of the process pair (r k , η k ) is defined by
Lemma 12 The process (r k , η k ), k ∈ N 0 is an ergodic, time-homogeneous Markov chain with a state spaceB = B × {0, · · · , ν − 1} and it has a unique invariant distribution π.
The behavior of the event-triggered communication of the system (4) with the packetized controller (7) can be described by Markov chain (r k , η k ) (see Fig. 4 ). This discrete-state discretetime Markov chain has (T + 1) × ν states * . Each mode is represented by two digits: the first digit denotes when the last transmission took place, and the second one denotes how many control packets are used from the buffer.
To describe how the transition probabilities depend on the system parameters and the event threshold, we define the random variables, i.e.,
for all i ∈ {0, 1, · · · , T − 1}. Note that we only consider the random variables that describe the evolution of states when there is no transmission, and when we reset the mean of the state because the rest of the events are sure events -the transition probabilities are equal to unity. * Recall that ν represents the controllability index of the system (4). ...
... ... Unlike the random variable ξ i,k (defined in § III-A), δ i,k is vector-valued. However, the probability density function of δ i,k is also time-invariant since the noise process {w k } k∈N 0 is white and stationary. We thus neglect the time index to simplify notation and denote δ i,k by δ i .
Similar to the scalar case, the augmented random variable ∆ in δ 0 δ 1 · · · δ i a multi-variate normal distribution with mean E ∆ in = 0 in and covariance matrix E ∆ in ∆ in = Ξ in given by
As defined in (15), we establish the events, for all i ∈ {1, · · · , T},
where F 0 is a sure event. For the transition probabilities, we use the shorthand notation:
The transition probabilities can now be computed using the following lemma.
Lemma 13
The non-null transition probabilities of the Markov chain (r k , η k ), k ∈ N 0 , shown in Fig. 4 , are
We now proceed to characterize the analytical model of the communication frequency in case the communication between the controller and the actuator.
Theorem 14 (Communication rate)
The expected communication rate between the controller and the actuator for the event-triggered algorithm is obtained as
The next theorem characterizes the expected linear-quadratic loss:
Theorem 15 (Control performance) Consider the problem formulation in Section II-B with the event-triggering algorithm and the control strategy described in Section II-C. For a given event-threshold > 0, the empirical average of the linear-quadratic control loss is computed as
where, for all i ∈ {0, · · · , T},
with Q = Q x + ρK Q u K, A c = A + BK, and the truncated covariances:
and F i defined as in (28).
The aforementioned results allow one to obtain analytical expressions for the communication rate and the empirical average of the control loss for any given event-threshold > 0.
B. Control over lossy channel
If the state vector x k is transmitted over the lossy channel between the controller and the actuator, the behavior of the event-triggered communication with packet losses is described by the three-dimensional Markov chain (r k , γ k , η k ), k ∈ N 0 with countably infinite state space. The Markov chain can be obtained from the one depicted in Fig. 4 using the same technique that was used to generalize the Markov chain of § IV-A to that of § IV-B. To compute the transition probabilities for this Markov chain, it is convenient to use Lemma 13, derived in the previous subsection. In fact, we have all necessary information to derive the expected rate of successful transmissions because the packet-loss probability p is the only additonal parameter.
Theorem 16 (Communication rate)
Under the event triggered mechanism (defined in §II-C), the expected rate of successful reception of control packets at the actuator node is obtained as
, ∀i ∈ {0, · · · .T}, and the communication rate between the controller and the actuator is computed as
The next theorem characterizes the expected linear-quadratic cost.
Theorem 17 (Control performance) Consider the problem formulation in Section II with the event-triggering algorithm and the dead-beat controller described in Section II-C. Suppose that
Tr Q x Σ i−1
with, for all j ∈ {0, · · · , ν − 1},
where Q = Q x + ρK Q u K, A c = A + BK and the truncated variances:
and F i defined as in (28) .
Remark 18 Note once again that the condition p λ max (A)
2 < 1 is a natural assumption needed for the stabilization of the system (4) by any control algorithm when the controller-actuator communication is across an unreliable link with the erasure probability p ∈ (0, 1); see e.g., [44] .
V. NUMERICAL EXAMPLES
We will now illustrate how the analysis techniques developed in Section III allow us to study the trade-off between the communication rate and the closed-loop performance for the eventtriggered scheme detailed in Section II.
A. Event-triggered control for first-order systems
We first consider a scalar linear stochastic system
where {w k } k∈N 0 is a zero-mean Gaussian white noise process with variance σ (3) and (8) (resp. (4) and (10)) and Monte Carlo simulations for several packet loss probabilities; e.g., p ∈ {0, 0.2, 0.3}. The marked curve with "•" is obtained by averaging 10, 000 Monte Carlo simulations for the horizon length 25, 001 samples with the process noise {w k } k∈N 0 and the initial condition x0 generated randomly.
sampling is the dead-beat control law u k = −1.6x k . The number of sample times between two consecutive transmissions is upper-bounded by the time-out interval T = 5.
In Fig. 5 , we examine the communication rate and the control loss predicted by Theorem 3 and 4 in the absence of packet loss (i.e., p = 0) for different thresholds ≥ 0. We first note how the analytical results (solid line) matches the Monte Carlo simulations (circles) almost perfectly.
Next, we observe that changing the threshold from 0 (periodic control) to 1 yields significant reduction in the communication frequency at the expense of a small increase in the control loss.
On the other hand, increasing the threshold from 2 to 4 only brings little (absolute) reduction in communication, but causes a large degradation in the closed-loop performance. Such observations may be useful for designing the event-triggering scheme. 
B. Event-triggered control for high-order systems
Next, we consider a second-order plant with state-space representation
For the periodic cheap control with Q x = 1 0 0 1 , Q u = 1 and ρ → 0, the optimal controller is
This control is of dead-beat type and drives any system state to the origin in two time steps. The consider the initial condition x 0 as a Gaussian random variable with zero mean and covariance (29) and (31) (resp. (30) and (33)) and Monte Carlo simulations for several packet loss probabilities; e.g., p ∈ {0, 0.2, 0.3}. The marked curve with "•" is obtained by averaging 10, 000 Monte Carlo simulations for the horizon length 25, 001 samples with the process noise {w k } k∈N 0 and the initial condition x0 generated randomly.
time-out interval is set to T = 4.
As shown in Figure 7 , the analytical results obtained in Theorem 14 and 15 match Monte Carlo simulations perfectly. Note that the successful communication rate is limited to 0.5 since ν = 2. Therefore, the event-triggered control sends at most one packet every two sampling instances. Apart from this, the behaviour is qualitatively similar to the scalar case. Figure 8 (a) highlights the differences between our packetized event-based control algorithm and the threshold-based event-triggered control algorithm, formed as
For the lossless case (p = 0), Figure 8 (a) shows that the packetized event-triggered control outperforms the standard threshold-based implementation as long as the average successful transmission rate is smaller than 0.5. If we allow for higher communication rates, then the standard implementation performs better on average.
The differences between the two variations are more striking in the case of packet losses. implementation of the threshold-based event-triggered control when the loss rate is 20%. In this case, the packetized implementation strictly dominates the standard implementation, and when a comparable performance is searched for, this can be done at a dramatic decrease in communication cost. This performance improvement can be understood by observing that to reset the state x k in absence of the process noise, it is neccessary to apply two consecutive control commands computed by the dead-beat controller. Whenever the packetized controller succeeds in transmitting a packet, this sequence of control commands will be available to the actuator and can be applied without interruption. In the standard implementation, on the other hand, the likelihood that consecutive packet transmissions will be successful is only
Therefore, the state will often not be brought back close to the origin after an event triggering.
To conform with the guidelines of reproducible research, the R/Matlab file to generate the results presented above is publically available at people.kth.se/~demirel/publication.
VI. CONCLUSIONS
In this paper, we developed a theoretical framework to analyze the trade-off between the communication cost and the control performance of an event-triggering algorithm for control over an unreliable network. We assumed that a threshold-based event-triggering algorithm governs the channel used to transmit the information from the controller to the actuator. Additionally, we assumed the presence of a buffer at the actuator to store the control command sequence received from the controller to mitigate the detrimental effect of packet loss. Furthermore, we 
VII. APPENDIX
Proof of Lemma 1: We begin by proving that the process {r k } k∈N 0 is a Markov chain. Let us consider the case where x k+1 belongs to R which is an uncountable state space. Using the total law of probabilities, we have:
where (a) and (c) come from the definition of the conditional probability, and (b) holds because x k+1 depends stochastically only on r k as described in (12) , and r k+1 depends on x k+1 and r k as described in (11) . It is also worth noting that knowing r k = j implies that knowing r k = j, · · · , r k−j = 0. Therefore, the process {r k } is a Markov chain.
We next proceed to show the ergodicity of this Markov chain. Since the Markov chain {r k }, shown in Fig. 2 , has positive transition probabilities for any > 0, the chain is clearly irreducible.
Furthermore, the chain is aperiodic because state {r k = 0} has a non-zero returning loop for any > 0. By [45, Thm 3.3] , this irreducible chain with finite state space B is positive recurrent. The process {r k } is irreducible, aperiodic and positive recurrent; therefore, it is also ergodic. As {r k } is an irreducible aperodic Markov chain with finitely many states, it has a unique invariant distribution π such that πP = π and π1 = 1; see [46, Cor 2.11] . This concludes our proof.
Proof of Lemma 2:
We focus on the case when i ∈ {0, · · · , T − 1}, j = 0 because the other expressions are obvious from the structure of the Markov chain in Fig. 2 . Let us consider the transition probability p 00 . Since r k = 0 is equivalent to φ k = 0, we have:
where (a) holds because φ k is independent of the process noise at time step k ∈ N 0 . Similarly, for any i ∈ {1, · · · , T − 1}, we have that:
where (b) comes from the Markov property, (c) follows the definitions in (13) , and (d) holds because φ k−i is independent of the process noise after time step k −i, and in particular, ξ i . Lastly, the combination of these expressions and (16) yields the desired result, evaluated by Gaussian integrals (2).
Proof of Theorem 3:
The Markov chain {r k }, depicted in Fig. 2 , is aperiodic, positive recurrent, finite, and irreducible, therefore; the Markov process has a limiting distribution which is also a stationary distribution (π i : i ∈ B). By the ergodic property, i.e., π j = T j=0 π j p ji , we obtain:
Combining the balance equation
T j=0 π j = 1 and the aforementioned equalities, we thus get:
This concludes our proof.
Proof of Theorem 4:
The Markov chain {r k } k∈N 0 is aperiodic and positive recurrent on the countable state space B = {0, · · · , T}. Therefore, the process {r k } k∈N 0 is an ergodic Markov chain with stationary distribution π j = lim k→∞ P(r k = j) for all j ∈ B. By the ergodic theorem for Markov chains [45, pp. 111] , the linear-quadratic loss (5) converges to
Note that (37) holds since x k+1 is a function of r k , i.e., x k+1 ξ k (r k ) = r k l=0 a l w k−l . By the law of total expectation, we have:
,
Using the law of total expectations and Bayes' rule, we thus obtain:
By using (38) , for r k = 0, we obtain that:
Similarly, for any i ∈ {1, 2, · · · , T}, we have that:
Substitution of x k ξ k−1 (i) into (39) and then into (40) yields
for all i ∈ {1, · · · , T}. Let's define
Letting k → ∞, we can rewrite (41) and (42) as
Lastly, substitution of (43), (44) and (19) . Proof of Lemma 7: As in the proof of Lemma 1, the similar reasoning applies to show the January 6, 2015 DRAFT DRAFT.
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bidimensional process (r k , γ k ) is a Markov chain. Firstly, for x k+1 ∈ R, we write:
where (a) and (c) come from the definition of the conditional probability, and (b) holds because
x k+1 depends only stochastically on r k and γ k ; r k+1 and γ k+1 depend on x k+1 , r k and γ k . Notice that knowing r k = i and γ k = j implies knowing r k = i, · · · , r k−i = 0 and
This concludes that the process (r k , γ k ) is a Markov chain.
The proof is completed by showing the ergodicity of this Markov chain. As can be seen in 
and, for n ≥ 2 and m ≥ 0,
Using the aforementioned distribution, we can write the expected return times as
and therefore the chain is positive recurrent. The process (r k , γ k ) is an ergodic Markov chain because it is irreducible, aperiodic and positive recurrent. By [43, Thm 2.1], we conclude that this Markov chain has an invariant distribution π > 0 such that π j = i∈B π i p ji for all j ∈B
and j∈B π j = 1. This proves the lemma.
Proof of Theorem 8:
The Markov chain (r k , γ k ), k ∈ N 0 (shown in Fig. 3 ) is aperiodic, positive recurrent and irreducible, therefore; the Markov process has stationary distributions (π ∞ ij : i ∈ S, j ∈ N 0 ). Using the ergodic property, we write that:
and
for i ∈ {0, 1, · · · , T}. By combining (45) , (46) and (47), we have that:
(1 − p i0 ) π 00 .
Using the balance equation Lastly, to compute the attempted communication rate, we only need to set p = 0. Hence, we have (24) . This concludes our proof.
Proof of Theorem 10:
The proof follows an analysis akin to that in the proof of Theorem 4. The process (r k , γ k ), k ∈ N 0 is an ergodic time-homogeneous Markov Chain (see Fig. 3 ) with stationary distribution π ij = lim k→∞ P r k = i, γ k = j for all i ∈ B and j ∈ N 0 . Using the ergodic theorem for Markov chains [45, pp. 111], we have that:
It is worth noting that (49) holds because x k depends stochastically on r k−1 and γ k−1 , i.e.,
a m w k−m . By the law of total expectation, we have:
with Q 00 = Q x + ρK Q u K and Q ij = Q x for all i ∈ B and j ∈ N 0 .
As in the proof of Theorem 4, we aim at defining recurrence equations H k,ij for all i ∈ B and j ∈ N 0 . For i = j = 0, the recurrence equation equate to 
For any i ∈ {1, 2, · · · , T} and j = 0, we have that:
For any i ∈ {0, 1, · · · , T} and j = 1, we have that:
For all i ∈ {0, 1, · · · , T} and j ≥ 2, we have that:
Substituting x k a j ξ k−γ k (i) + 
H k,ij = p a 2(j−1) E ξ 
We next define H ij lim k→∞ H k,ij for all i ∈ B and j ∈ N 0 . Letting k → ∞, we can rewrite (56) as k ∈ N 0 . On the other hand, for any i ∈ {1, · · · , T − 1}, we have: 1) | (i, 0), (i − 1, 0) , · · · , (1, 0), (0, ν) ,
which follows the same arguments as those of Lemma 2.
Proof of Theorem 14: Similar to the one of Theorem 3.
Proof of Theorem 15: Similar to the one of Theorem 4.
