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Abstract—We consider the following network computation prob-
lem. In an acyclic network, there are multiple source nodes,
each generating multiple messages, and there are multiple sink
nodes, each demanding a function of the source messages. The
network coding problem corresponds to the case in which every
demand function is equal to some source message, i.e., each sink
demands some source message. Connections between network
coding problems and matroids have been well studied. In this
work, we establish a relation between network computation
problems and representable matroids. We show that a network
computation problem in which the sinks demand linear functions
of source messages admits a scalar linear solution if and only
if it is matroidal with respect to a representable matroid whose
representation fulfills certain constraints dictated by the network
computation problem. Next, we obtain a connection between
network computation problems and functional dependency re-
lations (FD-relations) and show that FD-relations can be used to
characterize network computation problem with arbitrary (not
necessarily linear) function demands as well as nonlinear network
codes.
I. INTRODUCTION
Conventional communication networks, like the Internet, en-
sure transfer of information generated at some nodes to others.
It is known that network coding affords throughput gain over
routing in such networks (see [1]–[3] and references therein),
and given a network and the demanded source messages at
each sink, the network coding problem is to design a network
code that maximizes the rate of information transfer from
the source nodes to the sinks. But in some networks, like a
sensor networks for environmental monitoring, nodes may be
interested not in the messages generated by some other nodes
but in one or more functions of these messages. Designing a
network code that maximizes the frequency of target functions
computation, called the computing capacity, per network use
at the sinks is known as the network computation problem
[4]. This subsumes the network coding problem as a special
case. Environmental monitoring in an industrial unit is an
application of network computation where relevant parameter
may include temperature and level of exhaust gases which
may assist in preventing fire and poisoning due to toxic gases
respectively.
A simple way to perform network computation is to com-
municate all the messages relevant to the function required
at each sink using either network coding or routing. This is
not only highly inefficient in terms of bandwidth usage and
power consumption but also undesirable in certain settings.
For example, in an election, who voted whom is to be kept
confidential but the sum total of votes received by each
candidate is to be publicized. An efficient way is that function
computation be performed in-network, i.e., in a distributed
manner. The intermediate nodes on the paths between the
sources and the sinks perform network coding and commu-
nicate coded messages such that the sinks may compute their
desired functions without having to know the value of the
arguments.
In [5], bounds on rate of computing symmetric functions
(invariant to argument permutations) of data collected by
sensors in a wireless sensor network at a sink node were
presented. The notion of min-cut bound for the network coding
problem [2] was extended to the function computation problem
in a directed acyclic network with multiple sources and one
sink in [4]. The case of directed acyclic network with multiple
sources, multiple sinks and each sink demanding the sum
of source messages was studied in [6]; such a network is
called a sum-network. Relation between linear solvability of
multiple-unicast networks and sum-networks was established.
Furthermore, insufficiency of scalar and vector linear network
codes to achieve computing capacity for sum-networks was
shown. Coding schemes for computation of arbitrary functions
in directed acyclic network with multiple sources, multiple
sinks and each sink demanding a function of source messages
were presented in [7]. In [8], routing capacity, linear coding
capacity and nonlinear coding capacity for function computa-
tion in a multiple source single sink directed acyclic network
were compared and depending upon the demanded functions
and alphabet (field or ring), advantage of linear network coding
over routing and nonlinear network coding over linear network
coding was shown.
Connections between matroids and network coding prob-
lems were first explored in [9] wherein matroidal networks
were characterized and a construction method to obtain ma-
troidal networks from matroids was given. It was shown in
[9] that if a network admits a scalar linear solution, then the
network is matroidal with respect to represenatable matroid.
The converse, i.e., if a network is matroidal with respect
to a representable matroid, then it admits a scalar linear
solution was given in [10]. The construction procedure to
obtain network from matroids given in [9] reflects all the
independencies but not all the dependencies of the matroids.
This problem was addressed in [11, Sec. VI] wherein a method
to construct a network from a matroid was given via an
index coding problem; the resultant network reflects all the
ar
X
iv
:1
60
7.
00
49
0v
1 
 [c
s.I
T]
  2
 Ju
l 2
01
6
dependencies and independencies of the matroids and it was
shown that a scalar (vector) linear solution exists for the
network if and only if the matroid has a linear (multilinear)
representation. Also in [11] and [12], relation between net-
work and index coding was studied. Similar relation between
network computation problems and functional index coding
problems (a generalization of index coding problem proposed
in [13]) was established in [14].
A. Contributions and Organization
In this paper, we explore the relationship of network compu-
tation problems and matroid representations. The contributions
of this paper are as follows:
1) In Section III, we give a modified definition of matroidal
networks to fit the requirements of network computation
problems; the modified definition subsumes the original
definition of [9] as a special case (Remark 2).
2) In Theorem 1, we show that a scalar linear network code
for a given network computation problem with linear
functions demanded by sinks exists if and only if the net-
work is matroidal with respect to a representable matroid
whose representation satisfies certain constraints imposed
by the network computation problem. This generalizes
[10, Th. 12] which states that a network coding problem
admits a scalar linear solution if and only if it is matroidal
with respect to a representable matroid.
3) In Section IV, we show connection between functional
dependency relations (FD-relations) and network com-
putation problems with possibly nonlinear function de-
mands. In Proposition 1, we show that a functional rep-
resentation of an FD-relation (determined by the network
computation problem) can be used to obtain nonlinear
network codes. This generalizes [15, Proposition 12]
which states that a network coding problem admits a
scalar solution if and only if the corresponding FD-
relation has a functional representation.
In Section II, relevant preliminaries of network computation
problem and matroid theory are given. We conclude the paper
with a summary of work presented in Section V.
II. NETWORK MODEL
A brief overview of network computation problems and
matroids are presented in this section. A q-ary finite field is
denoted by Fq and the set {1, 2, . . . , n} is denoted by [n], for
some positive integer n. The power set of a set S is denoted
by 2S . The column vector of length N whose nth component
is one and all other components are zeros is denoted as n,N .
An N ×N identity matrix is denoted by IN×N and an m×n
all zero matrix is denoted by 0m×n.
A. Network Computation
A network is represented by a finite directed acyclic graph
N = (V, E), where V is the set of nodes and E = E˜∪E∪Eˆ is
the set of directed error-free links (edges), where the edges in
E˜ correspond to the source messages generated in the network,
the edges in E correspond to the links between the nodes in the
network, and the edges in Eˆ correspond to the demands of the
sink nodes. For a node w ∈ V , In(w) is the set of messages
generated (if any) by node w and the incoming links to it
from other nodes, and Out(w) is the set of outgoing links to
other nodes and the function demanded (if any) by w. For an
edge e = (u, v) ∈ E from a node u to v, u and v are called,
respectively, its tail and head and In(e) = In(u), i.e., In(e)
is the set of edges which terminate at the node at which e
originates. The network may have multiple source nodes and
each may generate multiple messages. The source messages
are represented by tailless edges e˜k ∈ E˜ that terminate at a
source node. The total number of messages generated in the
network is K = |E˜| and are denoted by random variables
X1, X2, . . . , XK , where, for every k ∈ [K], Xk is uniformly
distributed over Fq . Let X = (X1, . . . , XK) be the row
vector of source messages and X = {X1, . . . , XK} be the
set of source messages. Each link e ∈ E can carry one Fq
element per use, i.e., capacity of each link is 1, and Ye is
the associated random variable. Note that for a source edge
e˜k ∈ E˜, the associated random variable is Ye˜k = Xk. The set
of sink nodes is denoted by T . Without loss of generality, we
assume that each sink demands only one function of source
messages. If a sink demands N (> 1) functions, then such
a sink may be replaced by N sinks, each demanding one
function but receiving the same incoming information. A sink
node t requests a function gt(X), where gt : FKq → Fq . The
demands gt(X) of the sink node t is denoted by a headless
edge eˆt ∈ Eˆ originating at t. Let GT = {gt : t ∈ T}.
A network computation problem F(N (V, E),X , GT ) is
specified by the underlying network, the message set, and the
set of sink demands.
A network code {Fe : e ∈ E}∪{Dt : t ∈ T} for a network
computation problem F is an assignment of a global encoding
kernel Fe : FKq → Fq to each edge e ∈ E and a decoding
function Dt : F|In(t)|q → Fq to each sink t ∈ T . For any edge
e ∈ E, Fe maps X to Ye (and thus, the distribution of Ye
depends upon the network code), i.e., Ye = Fe(X) is the data
that flows on edge e. For any sink t ∈ T , the decoding map Dt
takes as input the data on the incoming edges, (Ye′)e′∈In(t)),
and outputs gt(X), i.e.,
Dt
(
(Ye′)e′∈In(t)
)
= Dt
(
(Fe′(X))e′∈In(t)
)
= gt(X). (1)
For every tailless edge e˜k ∈ E˜ denoting the source message
Xk, Fe˜k(X) = Xk is taken to be the global encoding kernel.
For every headless edge eˆt ∈ Eˆ denoting the demand gt(X)
of sink t ∈ T , Feˆt(X) = gt(X) is taken to be the global
encoding kernel.
Remark 1. (a) A code is said to be linear if all the global
encoding kernels of edges in E are linear, i.e., data on
the outgoing edges of each node is a linear combination
of data on the incoming edges. Also, the global encoding
kernels of the outgoing edges of each node is a linear com-
bination of the global encoding kernels of the incoming
edges of that node. Moreover, the global encoding kernel
for an edge e ∈ E can be represented by a length K
column vector Fe over Fq such that Ye = Fe(X) = X ·Fe
for all e ∈ E, where Fe is called the global encoding
vector of e.
(b) Similarly, the global encoding kernel of edge e˜k, k ∈ [K],
can be represented by k,K so that Fe˜k(X) = X · Fe˜k =
X ·k,K = Xk. Note that the matrix obtained by juxtapos-
ing global encoding vectors of e˜1, . . . , e˜K is the identity
matrix IK×K .
(c) If the sink demands are linear then they can be represented
by K length columns vectors gt such that gt(X) = X ·gt.
(d) If all the sink demands are linear and the network compu-
tation problem admits a linear solution, then all the decod-
ing maps will also be linear. For a sink t, the decoding map
can be represented using a length |In(t)| column vector
Dt such that gt(X) = X · gt = Dt
(
(Ye′)e′∈In(t)
)
=
(Ye′)e′∈In(t) ·Dt = X · (Fe′)e′∈In(t) ·Dt.
Another way to specify a network code is to list the local
encoding kernel fe : F|In(e)|q → Fq of each edge e ∈ E and
the decoding functions of the sinks. That is, a network code
{fe : e ∈ E} ∪ {Dt : t ∈ T} for a network computation
problem F is an assignment of a local encoding kernel fe to
each edge e ∈ E and a decoding function Dt to each sink
t ∈ T . For any e ∈ E, fe takes in (Ye′)e′∈In(e) as input
argument and outputs Ye, i.e.,
fe : (Ye′)e′∈In(e) 7−→ Ye.
Given the local encoding kernels, the global encoding kernels
for each edge can be defined by induction on an ancestral
ordering of the edges in the graph as follows (such an ordering
always exists for acyclic graphs). For every tailless edge e˜k ∈
E˜ denoting the source message Xk, take Fe˜k(X) = Xk to be
the global encoding kernel. Then, for any edge e ∈ E,
Fe(X) = fe
(
(Fe′(X))e′∈In(e)
)
. (2)
B. Matroids
Now we review relevant concepts of matroid theory. Com-
prehensive treatment of matroid theory can be found in [16],
[17].
A matroid M(S, r) comprises a ground set S and a rank
function r : 2S → Z that satisfies the following axioms:
(R1) 0 6 r(A) 6 |A| for all A ⊆ S;
(R2) r(A) 6 r(B) for all A ⊆ B ⊆ S;
(R3) r(A∪B) + r(A∩B) 6 r(A) + r(B) for all A,B ⊆ S.
The rank rM of the matroid is rM = r(S). A subset A of
the ground set is said to be independent if r(A) = |A|, if not
then it is said to be dependent. A subset B of S is said to be a
basis if r(B) = |B| = rM. A basis is a maximal independent
set, i.e., adding one more element will make it dependent.
Let M be an m × n matrix over Fq whose columns are
denoted by Mi, i = 1, 2, . . . , n. Let S = {1, 2, . . . , n} and
let r : 2S → Z be a function such that, for every A ⊆ S,
r(A) is the rank of the m×|A| submatrix of M with columns
indexed by A, i.e., if A = {i1, i2, . . . , i|A|} ⊆ S, then r(A) =
rank[Mi1 ,Mi2 , · · · ,Mi|A| ]. In other words, a subset A of S
is independent if and only if the columns indexed by it are
linearly independent. Hence, rM = rank(M). The matroid
defined above is called the vector matroid of M and is denoted
byM(M); the ground set of this matroid is the set of column
indices [n] of the matrix M .
A matroid M(S, r) is said to be representable over Fq
if there exist column vectors v1, v2, . . . , v|S| over Fq and a
bijective map φ : S → V that preserves rank, i.e., for all
A = {s1, s2, . . . , s|A|} ⊆ S, rank[vs1 , vs2 , · · · , vs|A| ] = r(A).
The set of vectors v1, v2, . . . , v|S| is said to form a represen-
tation of M(S, r) and can be described by a matrix obtained
by juxtaposing v1, v2, . . . , v|S|. Thus, matroid representation
can be seen as assignment of vectors to the matroid ground
set elements such that a subset of vectors is independent if
and only if the subset of ground set elements they correspond
is an independent set in the matroid. A matroid can have
several representations over a field. Note that the length d of
the column vectors forming a representation of a matroid M
over Fq must be at least rM, so that at least rM independent
vectors exist in Fdq .
Example 1. Consider a matroid on the ground set S =
{1, 2, 3} and rank function r = min{|A|, 2} for all A ⊆ S,
i.e., any subset of cardinality at most two is independent.
Representations M2 and M3 of M(S, r) over F2 and F3
respectively are given below.
M2 =
( 1 2 3
0 1 1
1 1 0
)
M3 =

1 2 3
1 0 2
0 1 2
1 1 1
2 2 2
.
A matroid on n elements ground set S and rank function
r(A) = min{|A|, k} for all A ⊆ S and some k 6 n is called
a uniform matroid and is denoted by Uk,n. The matroid given
above is U2,3. 
III. NETWORK COMPUTATION PROBLEMS AND MATROIDS
We now define matroidal networks in the context of network
computation problem and prove the main result that relates
scalar linear solutions for network computation problems and
matroid representation.
Definition 1. Let F(N (V, E),X , GT ) be a network computa-
tion problem with K source messages and E = E˜ ∪ E ∪ Eˆ.
Let M(S, r) be a matroid. Then, the network N is ma-
troidal with respect to the matroid M if there exists a map
f : X ∪ E ∪GT → S, called the network-matroid map, from
the set of edges to the ground set of the matroid that satisfies
the following conditions:
(M1) f is one-to-one on X ;
(M2) f(X ) is independent;
(M3) r (f( In(v) )) = r (f( In(v) ∪Out(v) )) ∀v ∈ V .
Condition (M1) ensures that messages are assigned different
matroid ground set elements and condition (M2) ensures that
these messages correspond to an independent set. Condition
(M3) ensures that the outgoing edges of every node in the
network are dependent on the incoming edges of the node.
Remark 2. Note that in a network coding problem, X ∪GT =
X since each sink demands some message from the set X . The
network-matroid map in this case simplifies to f : X∪E → S.
This is same as [9, Definition V.1], and thus is a special case
of Definition 1 given above.
We now present the main result connecting scalar linear
solutions of a network computation problem to representable
matroids.
Theorem 1. Let F(N (V, E),X , GT ) be a network computa-
tion problem with K source messages, E = E˜ ∪ E ∪ Eˆ, and
each sink demands a linear combination of source messages.
Then, F admits a scalar linear solution over Fq if and only
if N is matroidal with respect to a matroid M which is
representable over Fq and at least one of its representations
M ∈ Fm×nq , m > K and n > m, satisfies the following
constraints:
(C1) M contains an m×K submatrix of the form
[
IK×K
0m−K×K
]
;
(C2) M contains an m × |T | submatrix of the form[
gt1 gt2 ... gt|T |
0m−K×|T |
]
.
Proof. Let e˜1, . . . , e˜K , e1, . . . , e|E|, eˆ1, . . . , eˆ|T | be an ances-
tral ordering of edges in the network. We first show that a
scalar linear solution for F describes a representable matroid
with respect to which N is matroidal.
Scalar linear solution implies N is matroidal with respect to
a representable matroid: Let {Fe : e ∈ E} and {Dt : t ∈
T}, respectively, be the set of global encoding vectors and
decoding functions of a scalar linear network code for F over
a field Fq . Let M be a K × |E| matrix over Fq formed by
juxtaposing the global encoding vectors of all the edges in E ,
i.e.,
M =[Fe˜1 · · · Fe˜K |Fe1 · · · Fe|E| |Feˆ1 · · · Feˆ|T | ]
=[IK×K |Fe1 · · · Fe|E| | gt1 · · · gt|T | ].
Let S = {1, 2, . . . , |E|} and M be the vector matroid of M
and r be its rank function. Let f : X ∪E∪GT → S be defined
as follows:
f(Xk) = k, k = 1, 2, . . . ,K;
f(ei) = K + i, i = 1, 2, . . . , |E|;
f(gtj ) = K + |E|+ j, j = 1, 2, . . . , |T |.
We will verify that f satisfies (M1)-(M3) so that N is
matroidal with respect to the vector matroid of M .
The function f is one-to-one on X (distinct elements
are assigned to each message) thus satisfying (M1). It also
satisfies (M2) since f({X1, X2, . . . , XK}) = {1, 2, . . . ,K}
and r({1, 2, . . . ,K}) = K since first K columns of M are
linearly independent. Let v be an arbitrary node in the network
and let e ∈ E be an outgoing edge of v, i.e., e ∈ Out(v).
Then, Fe is a linear combination of the global encoding
vectors Fe′ , e′ ∈ In(v) (by Remark 1), and consequently
r(f(In(v)∪Out(v))) = rank [(Fe′)e′∈In(v), (Fe)e∈Out(v)] =
rank
[
(Fe′)e′∈In(v)
]
= r(f(In(v))). Here we have used the
fact that In(v) is the set containing the messages generated by
v and incoming links from other nodes and hence f(In(v))
is a subset of S containing ground set elements corresponding
to the messages generated by v and those corresponding to
incoming links to v. The vectors Fe′ , e′ ∈ In(v), are assigned
to these elements. Similarly, vectors Fe, e ∈ Out(v) are
assigned to the ground set elements in f(Out(v)), where
Out(v) includes the demand and outgoing links of v. Thus, f
satisfies (M3). Clearly M satisfies (C1) and (C2) with m = K
and n = |E|.
We now prove the converse.
N is matroidal with respect to a representable matroid implies
F admits a scalar linear solution: Let N be matroidal with
respect to a representable matroid M and M ∈ Fm×nq , m >
K and n > m be a representation that satisfies (C1) and
(C2). Since M is a representation of M, r(S) = rank(M)
(since a set of column indices is independent if and only if the
corresponding columns are linearly independent). Let r(S) =
rank(M) = m; if not then redundant rows can be dropped
without changing the dependencies or independencies of the
matroid. Since the network is matroidal, there exists a network-
matroid map f : X ∪ E ∪ GT → S, where S = [n], that
satisfies (M1)-(M3). Without loss of generality, let columns 1
through K of M be of the form
[
IK×K
0m−K×K
]
and f(Xk) = k
for k = 1, 2, . . . ,K. Let columns f(gt1), f(gt2), . . . , f
(
gt|T |
)
of M form the submatrix
[
gt1 gt2 ... gt|T |
0m−K×|T |
]
.
Add a dummy source node that is not connected to any
node in the network and generates dummy source messages
XK+1, . . . , Xm. The modified network has m source mes-
sages and hence the length of global encoding vectors will
also be m. Taking into account the dummy source messages,
the global encoding vector of an edge eˆtj , tj ∈ T , will now
be Feˆtj =
[
gtj
0m−K×1
]
= Mf(gtj ). Assign the global encoding
vectors to the edges e ∈ E as follows:
Fe˜k = Mf(Xk) = Mk, k = 1, 2, . . . ,K;
Fei = Mf(ei), i = 1, 2, . . . , |E|.
We will verify that the above choice of global encoding vectors
satisfies all the sink demands by obtaining a decoding map Dt
for each sink t ∈ T .
Since f satisfies (M3), r(f(In(v))) = r(f(In(v) ∪
Out(v))) for every v ∈ V . That is, for each node v ∈ V and
each edge e ∈ Out(v)∩E (i.e., edges from v to other nodes in
the networks and not representing demands), Mf(e) is a linear
combination of {Mf(e′), e′ ∈ In(v)}. Consequently, by the
above choice of encoding vectors, Fe is a linear combination
of {Fe′ , e′ ∈ In(v)}.
For a sink node t ∈ T , Mf(gt), the global encoding vector of
eˆt, is a linear combination of Mf(e′), e′ ∈ In(v), because the
edge eˆt is in Out(t) and r(f(In(t))) = r(f(In(t)∪Out(t)))
by (M3). Thus, Feˆtj = Mf(gt) is a linear combination of
Fe′ , e′ ∈ In(t). That is, there exists a columns vector Dt
of length |In(t)| such that Feˆtj = Mf(gt) =
[
gtj
0m−K×1
]
=
(Fe′)e′∈In(t)·Dt (Remark 1(d)). The vector Dt is the decoding
vector for sink node t. Removing the dummy messages and
M =

Fe˜1
Fe˜2
Fe˜3
Fe˜4
Fe1
Fe2
Fe3
Fe4
Fe5
Fe6
Fe7
Fe8
Fe9
Fe10
Fe11
Fe12
Fe13
Fe14
Fe15
Fe16
Feˆ1
Feˆ2
Feˆ3
Feˆ4
1 0 0 0 1 1 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 1
0 0 1 0 0 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 1 0 1 0
0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 1
 (3)
M
′
=

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 0 0 0 1 1 0 0 1 1 0 1 1 0 1 2 0 1 2 0 1 1 0 0
0 1 0 0 1 2 0 0 1 2 0 1 2 0 1 1 0 1 1 0 0 0 1 1
0 0 1 0 0 0 1 1 0 1 1 0 2 1 0 1 1 0 2 1 1 0 1 0
0 0 0 1 0 0 2 1 0 2 1 0 1 1 0 2 1 0 1 1 0 1 0 1
 (4)
deleting the last m−K rows of global encoding maps defined
above, we get a network code, i.e., a global encoding vector
of length K for each edge in E and a decoding vector for
each sink in T , for the network coding problem F over the
network N (without the dummy source node and with only
K messages).
Thus, a representation, satisfying (C1) and (C2), of a
matroid with respect to which N is matroidal gives a scalar
linear solution for the network computation problem F .
Example 2. Consider the network computation problem given
in Fig. 1.
v1 v2
X2 +X3 X2 +X4X1 +X3 X1 +X4
X1 X2 X3 X4
e˜1 e˜2 e˜3 e˜4
v3 v4 v5
e1 e2 e3 e4
e5
e6
e7
e8
e9
e10 e11
e12
e13 e14
e15 e16
t1 t2 t3 t4
eˆ1 eˆ2 eˆ3 eˆ4
Fig. 1. A network coding problem.
The global encoding vectors of a linear network code over
F2 are given in (3). Decoding takes place as follows:
gt1 (X) = Ye5 + Ye7 = X(Fe5 + Fe7 ) = X1 +X3;
gt2 (X) = Ye8 + Ye9 + Ye10 = X(Fe8 + Fe9 + Fe10 ) = X1 +X4;
gt3 (X) = Ye11 + Ye12 + Ye13 = X(Fe11 + Fe12 + Fe13 ) = X2 +X3;
gt4 (X) = Ye14 + Ye15 + Ye16 = X(Fe14 + Fe15 + Fe16 ) = X2 +X4.
LetM(M) be the vector matroid of matrix M given in (3)
with ground set S = [24]. Let the network-matroid map f be
defined as follows:
f(Xk) = k, k = 1, 2, 3, 4;
f(ei) = 4 + i, i = 1, 2, . . . , 16; (5)
f(gtj ) = 20 + j, j = 1, 2, 3, 4.
Then, it can be verified that f satisfies (M1)-(M3) and the
network is matroidal with respect to the representable matroid
M(M). 
Example 3. Let M(M ′) be the vector matroid of matrix M ′
over F3 given in (4) with ground set S = [24]. The network in
Fig. 1 is matroidal with respect to M(M ′) with the network-
matroid map f defined as in (5) and the matrix M ′ satisfies
(C1) and (C2). Then, by Theorem 1, the following choice of
global encoding kernels gives a network code over F3 for the
network computation problem of Fig.1:
Fe˜k = M
′
f(Xk)
= M ′k, k = 1, 2, 3, 4;
Fei = M
′
f(ei)
, i = 1, 2, . . . , 16.
The decoding is performed as follows:
gt1 (X) = Ye5 + Ye6 + Ye7 = X(Fe5 + Fe6 + Fe7 ) = X1 +X3;
gt2 (X) = Ye8 + Ye9 + Ye10 = X(Fe8 + Fe9 + Fe10 ) = X1 +X4;
gt3 (X) = Ye11 + Ye12 + Ye13 = X(Fe11 + Fe12 + Fe13 ) = X2 +X3;
gt4 (X) = Ye14 + Ye15 + Ye16 = X(Fe14 + Fe15 + Fe16 ) = X2 +X4.
Thus, a matroid representation satisfying (C1) and (C2) gives
a scalar linear network code. 
IV. NETWORK COMPUTATION AND FD-RELATIONS
In the preceding section, we established connections be-
tween network computation problems and matroid represen-
tation. There are two issues with this connection. Firstly, the
network does not dictate that every set of edges carry depen-
dent or independent information; only the source message, and
hence the corresponding tailless edges, need to be independent
and the data on outgoing edges of each node be completely
determined by the data on its incoming edges. Thus, only
the ground set elements corresponding to source messages
need to be independent, which is reflected by (M2), and
the set of elements corresponding to incoming and outgoing
edges of every node be a dependent set, which is reflected by
(M3). But the matroid will have additional dependencies and
independencies since every subset of the ground set should
be either dependent or independent. Secondly, this connection
is limited to linear network codes for network computation
problems with linear sink demands.
The issues specified above can be circumvented by using
a FD-relation to characterize a network. FD-relations were
defined by [18] and matroids were shown to be a special case
of FD-relation [18, eq. (4)]. FD-relations find application in
relational database theory. Connections between FD-relations
and network coding problems were explored in [15, Sec. VI] to
circumvent the problem of additional dependencies and inde-
pendencies that arise in the matroid-network coding problems
connection.
Definition 2. Let N be a finite set and let Q(N) denote the
set of all ordered pair of subsets of N , i.e., Q(N) = {(I, J) :
I, J ⊆ N} = 2N × 2N . Then, Q ⊆ Q(N) is said to be
a FD-relation on N if and only if it satisfies the following
conditions:
(FD1) If I ⊆ J ⊆ N , then (I, J) ∈ Q;
(FD2) If (I, J) ∈ Q and (J,K) ∈ Q, then (I,K) ∈ Q;
(FD3) If (I, J) ∈ Q and (J,K) ∈ Q, then (I, J ∪K) ∈ Q.
For any (I, J) ∈ Q, J is said to depend functionally on I .
Representation of FD-relations was also studied in [18]. Let,
for each i ∈ N , Φi be a map from a nonempty set B to a
nonempty set C, i.e., Φi : B → C. For a subset I of N ,
define ΦI : B → C |I| by fI(b) = (Φi(b))i∈I ∈ C |I| (with
C |I| = {∅} for I = ∅). Then, the set {Φi : i ∈ N} forms a
functional representation [15, Sec. VI], [18, Example 3 and
Remark 3] of Q if and only if for every (I, J) ∈ Q, there
exists a function ΨJI : C
|I| → C |J| such that
ΦJ = Ψ
J
I ◦ ΦI . (6)
In other words, a functional representation of Q is an assign-
ment of functions from a set B to a set C to the elements of
N that satisfy (6).
Let F(N (V, E),X , GT ) network computation problem with
possibly nonlinear sink demands and K messages. For a node
v, let Out′(v) = Out(v)\Eˆ, i.e, unlike Out(v), Out′(v) does
not include the headless edges denoting the demand (if any)
of node v. Let an FD-relation QE on the set of edges E be
QE={(In(v), Out′(v)) :v ∈ V } ∪ {(In(t), eˆt) : t ∈ T}. (7)
This FD-relation reflects exactly the dependencies of the
network and contains no additional dependencies.
Remark 3. Any functional representation of QE is an assign-
ment of functions to the edges.
(a) For an edge e ∈ E , the function Φe is the global encoding
kernel of e.
(b) For a node v ∈ V , let I = In(v) and J = Out′(v). Then,
the function ΨJI is the set of local encoding kernels of the
outgoing edges of v (from (6) and (2)).
(c) For a sink t ∈ T , let I = In(t) and J = eˆt. Then, the
function ΨJI is the decoding function of sink t (from (6)
and (1)).
We have the following result.
Proposition 1. The network computation problem F admits a
scalar solution over Fq if and only if there exists a functional
representation {Φe : e ∈ E} of QE with B = FKq and C = Fq
(i.e., Φe : FKq → Fq for all e ∈ E) that satisfies the following
constraints:
(C1)′ Φe˜k(X) = Xk for all k ∈ [K];
(C2)′ Φeˆt(X) = gt(X) for all t ∈ T .
Proof. Let {Fe : e ∈ E}, {fe : e ∈ E}, and {Dt : t ∈
T}, respectively, be the set of global encoding vectors, local
encoding vectors, and decoding functions of a scalar network
code for F over Fq . Let Fe˜k = Xk for all k ∈ [K] and
Feˆt = gt(X) for all t ∈ T . Using (2), we have for a vertex
v ∈ V
(Fe(X))e∈Out′(v) =
(
fe((Fe′(X))e∈In(v))
)
e∈Out′(v) ,
i.e., (fe)e∈Out′(v) : F
|In(v)|
q → F|Out
′(v)|
q . And, for a sink t
Dt
(
(Fe′(X))e∈In(t)
)
= gt(X).
Let Φe = Fe for all e ∈ E . For a node v ∈ V , let I = In(v),
J = Out′(v), and ΨJI = (fe)e∈J . For a sink t ∈ T , let
I = In(t), J = eˆt, and ΨJI = Dt. Then, {Φe : e ∈ E} forms
a functional representation of QE with B = FKq , C = Fq and
the function Φes and ΨJI s satisfying (6).
To prove the converse, assume that a functional represen-
tation of QE that satisfies (C1)′ and (C2)′ is given. That is,
{Φe : e ∈ E}, {ΨJI : I = In(v), J = Out′(v), v ∈ V }, and
{ΨJI : I = In(t), J = eˆt, t ∈ T} are given and satisfy (C1)′
and (C2)′. For each t ∈ T , the network computation problem
specifies Feˆt = gt which is equal to Φeˆt (by (C2)
′). To each
edge e ∈ E˜∪E, assign Φe as the global encoding kernel, i.e.,
Fe = Φe. For each v ∈ V , I = In(v), and J = Out′(v), let
(fe)e∈J = ΨJI . For each t ∈ T , I = In(t), and J = eˆt, let
Dt = Ψ
J
I . We will verify that this choice of encoding kernels
and decoding maps satisfies all the sink demands.
For each node v ∈ V , J = Out′(v), and I = In(v),
since ΦI = ΨJI ◦ ΦI , by the above choice of encoding
kernels we have (Fe(X))e∈J = fe((Fe′(X))e′∈I)e∈J , i.e.,
the global encoding maps of the outgoing edges are functions
of those of the incoming edges. For each sink node t ∈ T ,
I = In(t), and J = eˆt, since Φeˆt = Ψ
J
I ◦ ΦI , the above
choice of encoding kernels and decoding maps ensures that
gt(X) = Dt((Fe′(X))e′∈I), i.e., each sink can obtain its
demanded function value.
Thus, a network code that satisfies all the sink demands can
be obtained from a functional representation of QE satisfying
(C1)′ and (C2)′.
Recall that matroid representation involved assignment of
vectors to ground set elements. And, via the network-matroid
map (proof of Theorem1), edges are assigned global encoding
vector. But representation of FD-relation does not pose any
linearity constraint on the function assigned to edges. If the
functions Φe, e ∈ E , in the representation of QE are nonlinear,
then the resulting network code will also be nonlinear. Thus,
FD-relations can be used to characterize network computation
problems with nonlinear demands and their representation can
potentially give nonlinear codes also.
Example 4. Consider the network computation problem given
in Fig. 2. There are 11 source nodes, labeled 1, 2, . . . , 11,
each generating a 10-bit long message. There is only one sink
which wants to compute the maximum among the decimal
equivalents of messages. All dashed and solid edges have
same capacity (say b bits). By max, we mean the maximum of
the decimal equivalent of the b-bit words. The local encoding
kernels are given adjacent to the edges. The local and global
encoding kernels of edges e1, e2, . . . , e13 are given in Table I.
The decoding function for sink t is
Dt(Ye12 , Ye13)=max{Ye12 , Ye13}=max{X1, X2, . . . , X11}.
The global encoding kernels (third columns in Table I)
form a representation (that satisfies the constraints specified
max{X1, X2, . . . , X11}
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X2 X3
X5 X6
X7
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X9
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Fig. 2. A function computation problem.
TABLE I
Ye fe
(
(Y
e′ )e′∈In(e)
)
Fe(X1, . . . , X11)
Ye1
X1 X1
Ye2
X2 X2
Ye3
X2 X2
Ye4
X3 X3
Ye5 max{Ye1 , X4} max{X1, X4}
Ye6 max{Ye2 , X5} max{X2, X5}
Ye7 max{Ye2 , X5} max{X2, X5}
Ye8
max{Ye3 , X6} max{X2, X6}
Ye9
max{Ye4 , X7} max{X3, X7}
Ye10
max{Ye5 , Ye6 , X8} max{X1, X2, X4, X5, X8}
Ye11
max{Ye7 , X9} max{X2, X5, X9}
Ye12
max{Ye10 , Ye11 , X10} max{X1, X2, X4, X5, X8, X9, X10}
Ye13 max{Ye8 , Ye9 , X11} max{X2, X3, X6, X7, X11}
in Proposition 2) for the FD-relation (defined using (7))
for this network computation problem. For instance, at
node 8 in Fig. 2, the sets of incoming and outgoing
edges are I = {e˜8, e5, e6} and J = {e10} respectively,
and ΦJ(X) = Fe10(X) = max{X1, X2, X4, X5, X8},
ΦI(X) = (Fe˜8(X), Fe5(X), Fe6(X)) = (X8,max{X1, X4},
max{X2, X5}), and ΨJI = fe10 = max (outputs the maximum
among its |I| = 3 input arguments). Hence, (ΨJI ◦ΦI)(X) =
ΨJI (ΦI(X)) = max{Fe˜8(X), Fe5(X), Fe6(X)} = max{X8,
max{X1, X4},max{X2, X5}} = Fe10(X) = ΦJ(X). Simi-
larly, at the sink node t, I = {e12, e13}, J = {eˆt}, ΦJ(X) =
max{X1, X2, . . . , X11}, ΦI(X) = (Fe12(X), Fe13(X)) =
(max{X1, X2, X4, X5, X8, X9, X10},max{X2, X3, X6, X7,
X11}) , and ΨJI = Dt = max (outputs the maximum
among its |I| = 2 input arguments). Hence, ΨJI (ΦI(X)) =
max{Fe12(X), Fe13(X)} = Feˆt(X) = ΦJ(X). 
V. DISCUSSION
In this paper, we established a relationship between network
computation problems and representable matroids. The defini-
tion of matroidal networks given in [9] for network coding
problems was modified to fit the requirements of network
computation problems; the modifiend definition subsumes the
original definition of [9] as a special case. We proved that a
network computation problem with linear functions demanded
by sinks admits a scalar linear solution if and only if it
is matroidal with respect to a representable matroid whose
representation satisfies certain constraints imposed by the
network computation problem. An implication of the proposed
work is that results from theory of matroid representability
can be used for network computation problems. Lastly, we
explored relation between FD-relations and network computa-
tion problem and concluded that FD-relations can characterize
nonlinear codes also.
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