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Wilms, Jörn
X-rays from Galactic Black Holes: Theory and Observation
In dieser Dissertation beschäftige ich mich mit den theoretischen Grundlagen der Er-
zeugung von Röntgen- und Gammastrahlung in dem heißen Plasma nahe eines Schwar-
zen Lochs und mit dem Vergleich dieser theoretischen Ergebnisse mit modernen Breit-
bandmessungen der Spektren galaktischer Schwarzlochkandidaten.
Kapitel 1 führt in die Grundlagen der Astrophysik stellarer Schwarzer Löcher ein.
Insbesondere werden die Ergebnisse neuerer Massenbestimmungen referiert, aus de-
nen die Existenz quasi-punktförmiger Objekte mit Massen oberhalb von 5 Sonnenmas-
sen in unserer Milchstraße eindeutig hervorgeht. Da diese Masse oberhalb der maxi-
malen Masse für Neutronensterne liegt, kann nach meiner Ansicht von der Existenz
Schwarzer Löcher auch in unserer Milchstraße ausgegangen werden. Die Beobachtung
stark verbreiterter Eisen-Fluoreszenzlinien in den Röntgenspektren Aktiver Galaxien
ist ebenfalls nur durch die Existenz Schwarzer Löcher erklärbar, die bei Aktiven Gala-
xien allerdings sehr massereich sind. Aus diesen Gründen soll im folgenden nur von
„Schwarzen Löchern“, und nicht, wie im astronomischen Sprachgebrauch oft üblich,
von „Schwarzlochkandidaten“ gesprochen werden.
An dieses einführende Kapitel schließt sich mit Kapitel 2 die Darstellung der Phy-
sik der Strahlungserzeugung in Akkretionsscheibenkoronen um galaktische Schwarze
Löcher an. Die Röntgenspektren dieser Objekte sind Potenzgesetzspektren mit einem
exponentiellen Abbruch bei Photonenenergien von ungefähr 150 keV. Der wahrschein-
lichste physikalische Prozeß, der ein solches Spektrum erzeugt, ist die Comptonisierung
weicher Strahlung in einem heißen Elektronenplasma, einer Akkretionsscheibenkorona.
Diese entsteht wahrscheinlich als Folge hydrodynamischer Instabilitäten in einer Akkre-
tionsscheibe. Unter Comptonisierung versteht man hierbei die Erzeugung harter Pho-
tonen durch inverse Comptonstöße in der heißen Elektronenwolke (Abschnitt 2.1.1).
Dabei können Photonendichten entstehen, die so groß sind, daß Photon-Photon Paar-
bildungsprozesse eintreten können (Abschnitt 2.1.2). Unter Verwendung nichtlinearer
Monte Carlo Methoden habe ich in Zusammenarbeit mit der Gruppe von Mitchell
Begelman (JILA, University of Colorado) das Strahlungstransportproblem in solchen
Akkretionsscheibenkoronen selbstkonsistent für verschiedene Geometrien des Akkreti-
onsprozesses gelöst (siehe Anhang A für eine Beschreibung der dabei verwendeten nu-
merischen Methoden). In Abschnitt 2.2 werden die sich aus diesen Rechnungen erge-
benden Spektren, Temperaturprofile und anderen physikalischen Parameter dargestellt.
Ergebnis ist, daß die früher allgemein angenommene Geometrie einer Akkretionsschei-
benkorona, die sich „sandwichförmig“ an eine kalte, optisch dicke Akkretionsscheibe
anschmiegt, die Spektren der galaktischen Schwarzen Löcher nicht erklären kann, da in
dieser Geometrie die Kühlung der Korona durch die weiche Strahlung zu effizient ist
(Abschnitt 2.2.2.3). Hingegen ist ein vereinfachtes Modell einer geometrisch dicken ku-
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gelförmigen Korona, die sich an eine kalten Akkretionsscheibe anschließt, in der Lage,
die beobachteten Parameter zu erklären (Abschnitt 2.2.3). Dieses Ergebnis wird durch
neuere theoretische Arbeiten über mögliche „advektionsdominierte“ Akkretionsschei-
ben in galaktischen Schwarzen Löchern, wesentlich bestärkt. In Abschnitt 2.3 werden
dann theoretische Modelle für die Vorhersage der zeitlichen Eigenschaften der Akkre-
tionsscheibenkoronen beschrieben. Die Wechselwirkung zwischen kalter Akkretions-
scheibe und heißer Korona führt hierbei zu charakteristischen Beziehungen zwischen
den in verschiedenen Energiebändern meßbaren Lichtkurven, die ebenfalls zur Bestim-
mung der koronalen Parameter verwendet werden können.
Um genaue Parameter für die Koronen in Schwarzen Löchern zu erhalten, müssen
die aus den theoretischen Rechnungen erhaltenen Spektren direkt mit Beobachtungsda-
ten verglichen werden. Hierzu sind simultane Beobachtungen dieser Objekte im Ener-
giebereich von 1 bis 300 keV notwendig, die bis 1995 nur sehr schwierig zu erhalten
waren. Seit Anfang 1996 steht dazu der amerikanische Röntgensatellit Rossi X-ray Ti-
ming Explorer (RXTE) zur Verfügung. In Kapitel 3 und 4 werden die experimentel-
len Methoden der Datenanalyse eingeführt und die auf RXTE befindlichen Instrumen-
te beschrieben. Kapitel 5 ist der RXTE Beobachtung des galaktischen Schwarzen Lo-
ches Cygnus X-1 gewidmet. Hier zeigt sich, daß unsere Akkretionsscheibenmodelle tat-
sächlich das Röntgenspektrum beschreiben können. Die optische Tiefe der Korona be-
trägt hierbei τ = 2.1±0.1 und ihre mittlere Temperature ist kTe = 65.7±3.3 keV. Ferner
kann aus dem zeitlichen Verhalten der Quelle eine koronale Größe von R . 25 GM/c2
abgeleitet werden.
Das abschließende Kapitel 6 beschreibt die bislang längste Beobachtung der zwei hell-
sten Schwarzen Löcher in der Großen Magellanschen Wolke, LMC X-1 und LMC X-3.
Die Spektren dieser Objekte sind wesentlich weicher als das von Cyg X-1 und können
vermutlich durch Comptonisierung in einer wesentlich kälteren Korona erklärt wer-
den, die in diesem Fall scheibenförmig ist. Diese Beobachtungen, bei denen wir jeweils
(fast) kontinuierlich drei Tage die Quellen beobachten konnten, stellen die erste De-
tektion von LMC X-1 und LMC X-3 bei Energien oberhalb von 20 keV dar. Zusätzlich
wurden noch monatliche Beobachtungen von LMC X-1 und LMC X-3 durchgeführt,
die die Entwicklung der spektralen Parameter dieser Quellen über das ganze Jahr 1997
hinweg aufzeigen. Es stellt sich heraus, daß die Röntgenemission von LMC X-3 zeitlich
stark variabel ist, was eventuell mit einer durch Strahlungsdruck verbogenen Scheibe
erklärbar ist. Die mit der Helligkeitsvariation einhergehende ebenfalls beobachtete Va-




X-rays from Galactic Black Holes: Theory and Observation
The main subjects of this thesis are the theoretical foundations for the production of
X-ray and gamma-ray radiation in a hot plasma close to a black hole and the comparison
of the theoretical results with broad-band X-ray observations of the spectra of galactic
black hole candidates.
Chapter 1 introduces black holes as astrophysical objects and describes the observa-
tional basis for the existence of compact objects with masses above 5 solar masses. Since
this mass is above the maximum possible mass of neutron stars, the existence of black
holes in our galaxy seems very probable.
After this introductory chapter, the physics of the production of high energy radiation
in accretion disk coronae is discussed in detail (chapter 2). I introduce the microphysical
processes that are important in coronae, i.e., Compton scattering, photon-photon pair
production, and reflection of the hard radiation off colder material (§2.1). The radiative
transfer problem for accretion disk coronae is then solved using a non-linear Monte
Carlo code (§2.2). I conclude that the generally assumed geometry for the accretion
disk corona, a cold accretion disk sandwiched between two hot coronae, is not able to
explain the observed spectra. This is mainly due to the fact that the reprocessing of the
hard radiation within the disk is too efficient so that the density of low energy photons
within the corona is too large. The result is that the corona is very efficiently Compton
cooled and cannot sustain the high temperatures needed for the production of the hard
spectra (§2.2.2.3). On the other hand, the sphere+disk geometry, where a spherical
corona sits on the inside of a cold accretion disk, is able to reproduce the observed
spectral parameters (§2.2.3). The last section of the chapter describes theoretical models
for the temporal behavior of radiation emerging from a Compton cloud (§2.3). In the
case of the sphere+disk geometry, interesting effects caused by the reprocessing of hard
radiation within the disk are described.
The second part of the thesis describes the application of the above physical models
to observational data. Chapters 3 and 4 describe the observational methods and the
instrumentation needed for this task. After this interlude, Chapter 5 describes the results
from an observation of the galactic black hole Cygnus X-1 using the Rossi X-ray Timing
Explorer. The analysis of these data shows that the thermal accretion disk models are
indeed able to describe the X-ray spectrum from 2 to 150 keV. The optical depth of
the spherical corona is τ = 2.1 ± 0.1 and the average coronal temperature is kTe =
65.7±3.3 keV. From the temporal behavior of the source it is possible to put constraints
on the size of the Compton corona, which is less than a few 10GM/c2.
The final chapter 6 describes first results of the longest observation of the two bright
black holes in the Large Magellanic Cloud (LMC), LMC X-1 and LMC X-3. The spectra
of these objects are softer than those of Cyg X-1, which might be a result of the Comp-
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tonizing medium being a “normal” slab-like corona. These observations represent the
first detection of these objects at energies above 20 keV. Apart from the results of the
long observations I also discuss first results from a monitoring campaign on the LMC
performed in 1997. The X-ray emission of LMC X-3 is strongly variable on a time-scale
of 200 d. The cause for this emission is not understood yet and further observations are
planned for 1998.
The thesis concludes with an outlook on future work planned (chapter 7).
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Black Holes in Astronomy
Black holes are without doubt some of the most popular astronomical objects. Pop-
ular or semi popular books on black holes, like those from Greenstein (1983), Novikov
(1990), Gribbin & Rees (1990), Thorne (1994), Begelman & Rees (1996), and especially
the popular books by Stephen Hawking (1988) are among the best selling astronomy
and even among the best selling science books on the market. Like no other object class
they shape the public perception of astronomy, and, therefore, also determine to a certain
extent where the tax-payers’ money ends up within the broad field of physics.
Because of the strange physics around black holes, they fascinate not only the general
public, but also observational astronomers and theoretical physicists alike. Observation-
ally, black holes seem to exist everywhere. They are almost normal members of stellar
systems, in the form of “microquasars” they produce small jets, they have been observed
as members of binary systems in the companions of our galaxy, and they might harbor in
the center of our galaxy and those of other normal galaxies as well as “monsters” in the
centers of Active Galactic Nuclei (AGN). They are made responsible for the production
of jets in radio galaxies, and they have, at least for a while, been discussed as the sources
of the strange gamma ray bursts. However, although black holes have been assumed
to be responsible for many of the phenomena observed in high energy astrophysics,
astronomers still speak about all these objects as Black Hole Candidates (BHCs).
This thesis is devoted to the study of the three most prominent galactic BHCs, and
therefore a more detailed discussion seems to be in order of what makes a black hole
candidate a Black Hole (BH) and what are the observational indications for their exis-
tence. In this chapter I will try to give such an overview. Most of the more fundamental
physics will only be referenced here and will be derived later, if necessary for the rest of
this thesis. In section 1.1 an overview of BH properties from the viewpoint of the general
theory of relativity will be given, section 1.2 gives a summary of the physical processes
that might be used to discern BHs from other astronomical objects, and section 1.3
gives an overview over the realm of BHs as members of the astronomical community of
objects. The chapter concludes with a description of the structure of this thesis (§1.4).
1.1 Black Holes as General Relativistic Objects
As singularities of space-time, BHs are a direct consequence of the general theory of
relativity (GRT) and thus any work on BH observations should at least contain a brief
summary on the properties of BHs as seen from the view-point of general relativity.
1.1: Black Holes as General Relativistic Objects 11
BHs are a wonderful laboratory for the study of fundamental physical questions, but
here I will only be concerned with the properties that might in principle be observable
in nature.
A black hole is defined as a body whose mass is so large that its escape velocity is
larger than the speed of light. This concept in fact predates the GRT, going back to
the English reverend John Michell and the French scientist Pierre Simon Laplace, who
independently computed the mass of such a body under the assumption that it was of
solar density (Michell 1784; Laplace 1796, 1799). It is doubtful that these early work-
ers really took their ideas more seriously than a pure mind game. Before more work
could be done on these strange objects, a better theory of gravitation was needed. This
was provided by Einstein’s publication of his GRT (Einstein 1916). Briefly after the
publication, Karl Schwarzschild, then at the Russian front, obtained the solution for the
simplest type of a BH, which is entirely defined by its mass (Schwarzschild 1916). At
that time it was unclear, however, how these objects could be physically created since
the theory of stellar evolution was still very preliminary. The pioneering work by Sub-
ramanian Chandrasekhar (1931a), on white dwarfs, and by Chandrasekhar (1931b) and
Baade & Zwicky (1934), on neutron stars, led astronomers to the belief that compact ob-
jects might be produced as the end phases of stellar evolution. Oppenheimer and Volkov
showed in 1939 that also neutron stars have a maximum mass. Given that stellar evo-
lution can lead to remnants with a mass larger than the Oppenheimer-Volkov mass, the
existence of BHs seemed unavoidable. Still, for a while BHs stayed purely in the realm
of theoretical physics, studied only by a small number of people like John Archibald
Wheeler, who coined the word “black hole” in a popular article (Wheeler 1968). It took
more than 20 years before the discovery of active galactic nuclei and of Cygnus X-1 led
to the conclusion that black holes might indeed be part of the zoo of cosmic objects.
Since 1970, black holes have been studied intensively, from both, theoretical and obser-
vational viewpoints. Recent summaries of this field of research are given in the book
edited by Hehl, Kiefer & Metzler (1998), in the review by Novikov (1995), and, in more
popular form, by the literature given at the beginning of this chapter. Here, only the
most important properties of BHs will be referenced.
The most simple geometry for a BH is the Schwarzschild geometry (Schutz 1985),
which is the geometry of the vacuum spacetime outside a spherical mass configuration
(or a point mass if the metric around a black hole is considered). In the usual units of











dr2 + r2 dΩ (1.1)
A theorem due to Birkhoff states that in the limit t → ∞ the Schwarzschild geome-
try is the only spherically symmetric, asymptotically flat solution of the Einstein field
equations.
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The Schwarzschild geometry has a singularity at the Schwarzschild radius









The metric describes the space only outside Rs. This is sufficient for doing astronomy,
since it can be shown that no particle can cross from r < Rs to r > Rs. Hence, the
Schwarzschild radius defines the radius of the event horizon, the radius of the BH. The
singularity on the event horizon is not a true singularity, however, and there exist other
coordinate systems that can be used if the behavior of a physical system inside or crossing
the horizon is to be studied (see Misner, Thorne & Wheeler 1973 for a discussion).
The orbits of particles in the Schwarzschild geometry can be determined analogous
to classical mechanics (see, e.g., Schutz 1985). From invariance arguments, the energy
(invariance of the metric with respect to time) and angular momentum (invariance with
respect to rotations) of a point-mass can be obtained. It is then possible to show that











(Schutz 1985, eq. 11.10) where L is the angular momentum of the particle. Equating
V to the energy of the particle results in the equation of motion. Depending on the
value of L, the effective potential is either periodic, i.e., the particle will move forever on
(complicated) periodic orbits around the central mass, or the potential is non-periodic
and the particle will eventually fall into the BH. This latter case occurs for L2 ≤ 12M2,
corresponding to a minimum possible radius of




This is the radius of the marginally stable orbit, which is important in the theory of thin
accretion disks which cannot extend closer to the BH than this radius.
The Schwarzschild metric is valid outside all spherical non-rotating mass concentra-
tions. In other words, it is also the correct metric around our sun (neglecting its small
angular momentum) or around a neutron star (NS). In these two cases, the predictions
of general relativity have been extensively studied: the precession of Mercury’s perihe-
lion is exactly as that predicted by GRT celestial mechanics, and the motions observed in
the binary pulsar PSR 1913+16 are also exactly as predicted by the equations of motions
derivable using the formalism outlined above. These two observations provide good
tests for the validity of general relativity and show that the GRT is, for now, the best
theory available (see Will 1993 for an extensive discussion of other tests of the GRT).
Since the Schwarzschild metric has thus been directly observed in nature and since BHs
are just a natural extension of these observations to even higher masses, the existence of
BHs seems unavoidable.
More extensive theoretical studies show that the GRT allows more complicated sin-
gularities than that of a Schwarzschild BH. It can be shown that BHs can also have
1.2: Observational Evidence for Black Holes 13
an angular momentum, a charge, and, if magnetic monopoles exist, also a magnetic
monopole charge. It is hard to imagine that electrically or magnetically charged astro-
nomical objects really exist, since the electromagnetic force is so much stronger than
the gravitational force, leading to the neutralization of any astronomical body, but the
existence of rotating (Kerr) BHs might be a possibility.
1.2 Observational Evidence for Black Holes
What black holes do exist and how can they be detected? The only safe way to determine
whether an astronomical object is a BH is the presence of a large amount of mass in a
very small volume. Thus, the detection of a compact object whose mass is above the
maximum possible mass for a NS, i.e., less than about 2.9 M (Kalogera & Baym 1996),
can be considered unequivocal evidence for this object to be a black hole. Since the
compact object is invisible in the optical, the binary is a spectroscopic binary and the
mass has to be inferred from the measurement of the radial velocity v1 of the optical
companion and from the orbital period P, using the mass function







where M∗ is the mass of the optical companion, MX is the mass of the compact object,
and i is the inclination of the orbit. Note that the mass function gives a lower limit to
M2 so that the compact object can definitively be considered a BH if f > 2.9 M. If
this is not the case, then the inclination of the system and/or the mass of the optical
star have to be determined by using standard spectral analysis techniques and optical
polarimetry. If the BH is the member of a High Mass X-ray Binary (HMXB), where
the optical companion is an O- or B-star, the resulting uncertainty for M∗ can be large
(for example, in the case of the HMXB Cyg X-1, different mass estimates range from
∼ 15 M to ∼ 36 M for the optical companion HDE 226868; Gies & Bolton 1986;
Herrero et al. 1995), while the determination of the inclination is very difficult in all
cases.
Unfortunately, for many X-ray Binary (XRB) systems the mass determination is dif-
ficult or impossible. Since the spectral resolution of the currently available X-ray as-
tronomy satellites is too small for the convincing determination of the radial velocity,
the measurement of the mass function is only possible when the optical counterpart is
known. This knowledge of the optical counterpart is not always available. For exam-
ple, in the case of LMC X-1 several good candidates for an optical counterpart have been
discussed in the past fifteen years and only recently the optical counterpart could be con-
vincingly decided on (Cowley et al. 1995). Thus, many methods have been proposed to
“uniquely” identify a BH as a BH from the X-ray measurements alone, but exceptions
to almost all of them have more or less rapidly been found due to the similarity of NS
accretion and BH accretion (the radius of a NS is just a few Schwarzschild radii). Apart
from the dynamical measurements, it appears that there exists no unique method for
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identifying black holes (van der Klis 1994; Tanaka & Lewin 1995).
For a long time, X-ray color-color diagrams were thought to be good tools for the
characterization of XRBs (White & Marshall 1984; Schulz, Hasinger & Trümper 1989).
In analogy to optical color-color diagrams, broad-band X-ray colors (“hardness ratios”)
of objects of known type are compared in such a diagram and regions are identified
which uniquely identify the class. It turned out, however, that such unique regions
do not seem to exist and that NS XRBs and black hole XRBs can have similar broad-
band spectral characteristics. For BHs in their soft (high) state, which is characterized
by a black-body spectrum plus a very steep power-law, a large number of NS XRBs
are known with similar spectra. The same is true for the hard (low) state, the classical
example for which is the canonical BH Cyg X-1. As I will discuss in detail in chapter 5,
the spectrum of Cyg X-1 is roughly characterized by a power-law with a photon index
of Γ = 1.7 and an exponential turnover at around 150 keV, which is interpreted as
being due to Comptonization in a hot electron gas close to the BH (Sunyaev & Trümper
1979). For a long time, Cyg X-1 was the only BH known with (almost) 100% certainty,
and thus people were led to believe that all objects with hard spectra similar to Cyg X-1
might be BHs. However, the discovery of NS Low Mass X-ray Binary (LMXB) systems
with hard spectra extending to energies above 200 keV has severely reduced the faith into
this assumption (Barret et al. 1991), although more complicated broad-band approaches
have been proposed (Barret, McClintock & Grindlay 1996). Finally, the rapid short
term variability observed for a long time only in Cyg X-1 has been used as an indicator
for the existence of BHs. Again, similar behavior has been discovered in NS XRBs
such as Cir X-1 (van der Klis 1994). It remains to be seen whether the values of rin sin i
obtained from modeling the observed spectra with the multicolor disk black-body model
of (Mitsuda et al. 1984) can be used to detect BHs. In this model, rin sin i . 10 km is seen
to be typical for NS XRB, while BHs are found to have typical values larger than∼20 km
(Tanaka & Lewin 1995), however, further tests are needed to convincingly determine the
power of this approach. The same is true for recent attempts by Chakrabarti & Titarchuk
(1995) and others to find differences in the accretion flow between objects with event
horizons (=BHs) and objects with a hard surface (=NSs).
For the determination of the existence of supermassive BHs, other observational
methods have to be used. It appears difficult to explain how the very large luminosi-
ties and relativistic jets observed in AGN can be produced without requiring a central
massive BH (Rees 1984), but direct observational evidence for testing this paradigm has
been missing for a long time. The development of high resolution astronomical obser-
vational techniques in the past years has made the direct dynamical test for the presence
of BHs in AGN possible. High resolution Hubble Space Telescope (HST) and ground
based observations of nearby AGN have shown evidence for large velocities close to the
center that can be best modeled by Keplerian motion around a point source of masses
in excess of 108 M (Macchetto et al. 1997; Kormendy et al. 1997), and also in our own
galaxy there is increasing evidence for a central BH (Genzel et al. 1997). Even more
convincingly, the discovery of water masers close to the center of NGC 4258 (M 106)
by Miyoshi et al. (1995) and Greenhill et al. (1995) has made the mapping of the veloc-
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ity field of matter in the inner few parsec of this object possible. Although the details
are still debated, the only interpretation for the velocity profile seen is that the masers
are situated in an accretion disk around a supermassive BH (Neufeld & Maloney 1995;
Lasota et al. 1996). For a review of the dynamical mass estimates see Ford et al. (1997).
Even closer to the center of AGN is the emission region of the Fe Kα line. Observations
of the broad line profile in MCG−6-30-15 (and subsequently also in other objects) have
shown that the observed broad profile is caused by relativistic effects closer than a few
Schwarzschild radii to a supermassive black hole (Tanaka et al. 1995; Fabian et al. 1995;
Iwasawa et al. 1996). Whether these lines are really generated close to Kerr BHs as op-
posed to Schwarzschild BHs remains to be proven (Fabian 1997; Reynolds & Begelman
1997). See Fabian (1997) and Wilms, Speith & Reynolds (1998) for a further description
of these observations.
1.3 Black Holes as Astronomical Objects
Apart from the supermassive BHs in AGN and in the center of our galaxy, about 20–25
XRBs in the galaxy and in the Large Magellanic Cloud are believed to contain a BH.
These systems are colloquially referred to as “galactic BHs”. In this section I will give a
brief overview on the main properties of these sources as it applies to later sections of this
thesis. For recent extensive reviews of galactic black holes, see Cowley (1992) and Tanaka
& Lewin (1995); a special review emphasizing the broad band spectral information of the
sources has been given by Zhang et al. (1997).
Like NS binaries, the BH XRBs are characterized mainly after the mass of the donor
star, into low-mass and high-mass systems. The additional class of sources with a jet,
the so-called “microquasars” are described below. Depending on whether the BH is the
member of a LMXB (with a K dwarf or later star as companion) or a HMXB (with a B-
or O-star as donor), its observational properties are very different.
Except for three sources, all galactic BHs known are found in LMXB systems and
all of these appear to be transient sources, i.e., sources whose intensity can vary by sev-
eral orders of magnitude in a comparably short amount of time. During the outburst,
these “Soft X-ray Transient (SXT)” sources or or “Black Hole X-ray Novae” can be 104
times more luminous than during quiescence (if they are observable at all during quies-
cence). The peak luminosity can be around 1038 erg/s. Recent reviews on this class of
objects have been given by Wheeler (1996) and Tanaka & Shibazaki (1996). The light
curve of the outburst is usually characterized by a very quick rise of a duration of a
day or shorter, plus a nearly exponential decline with an e-folding time of 30 . . . 40 d.
Sometimes, a deviation from the decline about 60 . . . 80 d after the initial outburst is
observed, which is called the “reflare”. Depending on the luminosity, a third increase
is seen about 200 d after the initial outburst. In most cases, the optical light curve fol-
lows the X-ray lightcurve. This regular behavior has been seen, e.g., in GRS 1124-684
(Nova Mus 1991), GS 2000+251, and J0422+32 (Nova Per 1992), while other tran-
sients, like GS 2023+338 (V404 Cyg, Nova Cyg 1989), have shown deviations from
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this behavior. The X-ray spectrum of the transients is characterized by a soft black body
spectrum which can be modeled by thermal emission from an accretion disk, and a
power-law at energies above 20 keV, extending out to 400 keV or more. In some ob-
jects (like GS 2023+338), the thermal component is missing and the spectrum is a pure
power-law, sometimes with an exponential cutoff (in’t Zand et al. 1992). The explana-
tion for the temporal behavior is not known. Some authors point at a thermal instability
similar to that of dwarf novae, where the accumulation of material in the accretion disk
leads to a thermal instability heating the gas until it suddenly ionizes, thereby increasing
the disk viscosity so that the mass transfer onto the compact object is rapidly increased
followed by a slower cooling of the disk with a decrease in Ṁ (Wheeler 1996; Cannizzo
1996). Other authors challenge this disk instability model on the grounds that the ob-
served time scales in BH appear to be less well reproduced by the model and explain the
outburst with the transition from an Advection Dominated Accretion Flow (ADAF) to
a normal α-disk (Lasota, Narayan & Yi 1996; Esin, McClintock & Narayan 1997).
Related to the “normal” SXTs by their transient outbursts are the “micro quasars”,
GRS 1915+105 and GRO J1655-40 – perhaps some of the least understood objects in
current astronomy. Previously only known in AGN, both sources have jets exhibiting
apparent superluminal motion (Mirabel & Rodríguez 1996; Rodríguez & Mirabel 1995;
Hjellming & Rupen 1995). While the mass function of GRO J1655-40 is known to be
well above 3 M (the most recent mass estimate gives M = 7.02 ± 0.22 M, Orosz
& Bailyn 1997), it is very difficult to measure the mass function of GRS 1915+105
due to its large extinction. Since its behavior is similar to that of GRO J1655-40 it
is very probable, though, that also GRS 1915+105 is a BH. Both sources exhibit very
violent behavior in all wavelength regimes (Greiner, Morgan & Remillard 1996; Pooley
& Fender 1997). The X-ray lightcurves of GRS 1915+105 measured with the Rossi
X-ray Timing Explorer (RXTE) show phases of chaotic variability together with phases
where the lightcurve is periodically repeating a very complex pattern (Greiner, Morgan
& Remillard 1996). QPOs have been detected in GRS 1915+105 at frequencies below
10 Hz, as well as a very stable feature at 67 Hz which might be related to an accretion
disk instability (Nowak et al. 1997).
The most important group of BHs within the framework of this thesis is the small
and elusive group of HMXB BHs, namely Cyg X-1, LMC X-1, and LMC X-3. All three
sources are persistent sources and are continuously observed. For most of the time,
Cyg X-1 is found in its “hard state”, which is also sometimes called the γ2 state (Ling
et al. 1983) or the “low state”. As mentioned above, this state is characterized by a non-
thermal power-law spectrum of photon index Γ = 1.7 with an exponential turnover at
around 150 keV. Such a spectrum is typically interpreted as being due to Comptoniza-
tion in a hot electron gas surrounding an accretion disk, an accretion disk corona. See
chapter 2 for information on the physical processes that might cause this corona. On
several occasions, however, Cyg X-1 has also been found in a state where its luminosity
is dominated by a thermal spectrum plus a very steep (Γ & 2) power-law component.
The last such state has been observed in 1996 (Cui et al. 1997a,b) and, before that, in
1980 (Ling et al. 1983). In this “soft state”, which is also referred to as the “high state”,
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the spectrum of Cyg X-1 is similar to that of the other two BH HMXB, LMC X-1
and LMC X-3. In the “soft state”, the thermal luminosity is above 10% of the Edding-
ton luminosity (the largest luminosity attainable for a BH) and the source variability is
stronger. What causes the switching between states is not understood yet, nor is the basic
physics of why the states appear to be different. See Nowak (1995) and Esin et al. (1998)
for two recent introductions to the different models.
Both states seen in HMXB BH binaries are also sometimes seen in the SXTs and
in other transient BH candidates like GX 339-4. Since the persistent sources are the
only sources that are always observable, an understanding of their spectra and temporal
behavior is crucial for the understanding of the group of galactic BHs as a whole. The
rest of this thesis, therefore, is devoted to such an analysis.
1.4 This thesis
The rest of this thesis will mainly focus on the theoretical and observational aspects of
the hard state X-ray spectrum of galactic BHs. For understanding the physics of the
generation of the hard radiation it is necessary to deal with the physics of accretion disk
coronae in detail.
In the first part of this volume, therefore, the radiation processes in accretion disks
around BHs are described (chapter 2). I present information on the important physics
in the coronae, Compton scattering, photon-photon pair production, and Compton re-
flection. The main part of chapter 2 is devoted to the presentation of results from com-
putations using a new type of Monte Carlo code for the two commonly assumed geo-
metrical configurations of the accretion disk corona. I give information on the spectrum
emerging from the corona and on the temperature structure of the corona, emphasizing
how these results relate to the observations. Furthermore, the temporal behavior of the
emerging radiation is studied.
The second part of this thesis is devoted to the application of these results to real
observed black hole systems, mainly Cygnus X-1. The introductory chapters 3 and 4
introduce the observational and experimental techniques used here, i.e., spectral and
temporal analysis techniques, as well as the X-ray satellite RXTE which perfored the
observations on which the concluding chapters 5 and 6 are based. In chapter 5 the
broad-band spectrum of Cyg X-1 in its hard state is modeled with the accretion disk
corona models, using both a composite non-simultaneous X-ray spectrum as well as a
recent RXTE observation. The final observational chapter, chapter 6 describes the results
from a monitoring campaign on the two BHs in the large Magellanic cloud, LMC X-1
and LMC X-3, and present first results from one of the longest pointed observations of
these sources. A summary and outlook on the future concludes the thesis in chapter 7.




Radiation Processes Around Black Holes
As was briefly described in chapter 1, the hard state X-ray spectrum of galactic BHs
and AGN is characterized by a power-law spectrum with a photon-index of Γ ≈ 1.5
. . . 1.8 and an exponential cut-off at photon-energies around 100 keV (Grebenev et al.
1993; Maisack et al. 1993; Wilms et al. 1996, and references therein). At low energies,
this spectrum is further modified by features due to the interaction of X-rays with “cold”
matter, including an iron fluorescence line at 6.4 keV and the Compton reflection hump
(Guilbert & Rees 1988; Nandra et al. 1991; Fabian 1994, and references therein). The
simplest model that has been successful at reproducing these spectral signatures is one
where soft thermal radiation from an accretion disk is Comptonized in a semirelativistic
electron-plasma, an Accretion Disk Corona (ADC), with the reflection features being
produced in cold matter in the vicinity of the corona.
Even within the context of these models, the exact geometry and the physical proper-
ties of the corona are still unclear, with several models being discussed. Until recently
the generally accepted picture for the generation of X-rays was that of an optically thick,
cold (kT . 1 keV) accretion disk sandwiched between two hot plane-parallel coronae.
Most of the previous work on Compton coronae concentrated solely on this important
configuration (Galeev, Rosner & Vaiana 1979; Field & Rogers 1993; Haardt & Maraschi
1991, 1993; Haardt, Maraschi & Ghisellini 1994, 1997; Nakamura & Osaki 1993; Hua
& Titarchuk 1995; Poutanen, Svensson & Stern 1997, and references therein). In all of
these papers it was commonly assumed that a substantial fraction of the gravitational ac-
cretion energy is directly dissipated in the corona by some unknown physical processes.
The popularity of the slab-ADC is due to the fact that ADC models in this geome-
try can quantitatively explain the X-ray spectra of Seyfert galaxies. Seyfert galaxies are
usually believed to have thin accretion disks even very close to the central engine, and it
seems natural that a corona could somehow form out of the disk. In the past few years,
a magnetohydrodynamic instability has been discovered which might lead to a natural
mechanism for explaining the formation of slab-ADCs (Balbus & Hawley 1991, see also
Hawley, Gammie & Balbus 1994 and references therein): This “magnetorotational in-
stability” or “Balbus-Hawley instability” can amplify the turbulent magnetic pressure in
a magnetized accretion disk, leading to magnetic flux tubes rising out of the accretion
disk to regions where the magnetic pressure is equal to the ambient gas pressure, i.e.,
the β-parameter is of the order of unity. The result is a weakly magnetized “core” of
the disk, surrounded by a magnetized corona (Stone et al. 1996). Analogous to the solar
corona these flux tubes are then thought to reconnect, thereby releasing an appreciable






Figure 2.1: Sketch of the alternative disk model of Shapiro, Lightman & Eardley (1976): An op-
tically thin, geometrically thick, two-temperature region inside of a standard optically think, geo-
metrically thin, one-temperature accretion disk.
amount of the locally available energy into the ambient plasma, heating the corona (Bal-
bus & Hawley 1996). More recent numerical simulations have shown that the turbulent
magnetic pressure is increased in low-density regions where it might directly heat the
corona (Stone et al. 1996).
Although there is good reason to believe that slab coronae are present in AGN, the
evidence for thin accretion disks close to the BH in stellar-mass BHs is less convinc-
ing. It was pointed out as early as the mid-seventies that optically thin, hot accretion
disk models might be an alternative to the standard optically thick, cold accretion disk
(Shapiro, Lightman & Eardley 1976, SLE, see also Lightman & Eardley 1974 and Thorne
& Price 1975). In these models, an outer, geometrically thin, optically thick accretion
disk turns into a geometrically thick, optically thin two-temperature accretion disk close
to the black hole. In the two-temperature region, the ion-temperature is assumed to
exceed the electron temperature by about two orders of magnitude (Shapiro, Lightman
& Eardley 1976), since the electrons are efficiently Compton cooled. Unfortunately, the
SLE-disk was found to be thermally unstable (Piran 1978).
In recent years, however, accretion models have been rediscovered that are stable, at
least for some mass-accretion rates (Abramowicz et al. 1996; Esin et al. 1996; Narayan &
Yi 1995; Ichimaru 1977, and references therein). Contrary to earlier beliefs, there exist
two thermally stable states of the accretion flow exist for mass accretion rates below a cer-
tain threshold. One state is the standard optically thick, geometrically thin accretion disk
described above, the other solution is the Advection Dominated Accretion Flow (ADAF)
(The alternative term “secret guzzlers” for ADAFs, proposed, e.g., by Abramowicz et al.
(1996), did not catch on in the literature). In an ADAF the inner region of the accretion
flow, close to the BH, is assumed to be optically thin. Under certain circumstances it
can happen that the cooling time of the infalling gas is larger than the time it takes for
the gas to be accreted into the BH, a time scale of the order of the free-fall time from the
marginally stable orbit. Therefore, an appreciable amount of the available energy of the
gas is dumped (“advected”) into the BH instead of being radiated away (Narayan 1996a).
The result is that the radiative cooling efficiency is very small (η = L/Ṁc2 . 0.01) as
compared to the standard α-disk where η & 0.1 (Abramowicz et al. 1996). It is not yet
clear whether the ADAF-mode is always the preferred mode of the accretion disk and
the α-disk mode only exists for Ṁ larger than the threshold (dubbed the “strong ADAF
22 Radiation Processes Around Black Holes
principle” by Svensson 1997), whether the ADAF- and the α-disk mode are chosen de-
pending on the boundary conditions of the system (the “initial condition principle”), or
whether the ADAF-mode is chosen only if no other solution exists (the “weak ADAF
principle”). The observed state switches of galactic BHs could be interpreted as indicat-
ing that at least the strong ADAF principle does not hold, assuming the state switches
are interpreted as being due to a switch from an ADAF to a thin disk solution.
Until a theoretical argument for or against each of the different ADAF principles is
found, however, it is not obvious which of the different proposed geometrical configura-
tions is the “only truth”. Since the ability of a model to describe the data is the principal
observational support for any of the Compton models, it is very important that the nu-
merical modeling is done as self-consistently as possible. Recently we have performed
detailed numerical simulations using the code discussed in appendix A.2 to compute
self-consistent models for simplified versions of both accretion disk – corona configu-
rations. Our main interest in these simulations was to understand in detail the spectral
and temporal behavior of the radiation escaping the system, to a level of quality in the
spectra that enables us to use our theoretical results and directly compare them with
the observations. This chapter describes the major physical processes at play in ADCs
(§2.1), summarizes our results on the spectra of ADCs (§2.2), and presents information
on the temporal behavior of ADCs in section 2.3.
Most of the original content of this chapter has been published in the following papers
which are not always referenced explicitly in the rest of this chapter:
Dove, J., Wilms, J., Begelman, M. C., 1997, Self-Consistent Thermal Accretion Disk Corona Mod-
els for Compact Objects: I. Properties of the Corona and the Spectra of Escaping Radiation,
Astrophys. J., 487, 747–758
Dove, J., Wilms, J., Maisack, M., Begelman, M. C., 1997, Self-Consistent Thermal Accretion Disk
Corona Models for Compact Objects: II. Application to Cygnus X-1, Astrophys. J., 487, 759–768
Wilms, J., Dove, J., Staubert, R., Begelman, M. C., 1997, Properties of Accretion Disk Coronae, in:
The Transparent Universe (C. Winkler, T. J.-L. Courvoisier, Ph. Durouchoux, eds.), Noordwijk:
ESA Publications Division, ESA SP-382, 233–236
2.1 Physical Processes in ADCs
In this section a brief overview on the major physical processes that determine the en-
ergetics and the emerging photon spectra of ADCs is given. As was explained in the last
section there is ample evidence that the X-ray continuum of BHs is produced by Comp-
tonization, i.e., by the upscattering of soft photons by the inverse Compton effect. This
process is described in further detail in section 2.1.1. Due to the large photon density in
an ADC, photon-photon pair production is an important physical process, provided the
photon spectrum is hard enough (section 2.1.2). Finally, the presence of cold matter, i.e.,
the presence of the accretion disk, is thought to further modify the escaping spectrum:
photoabsorption of the hard photons leads to the emission of fluorescence lines, and
the interaction of the hard photons with the low-temperature electrons in the matter










Figure 2.2: Geometry for Compton scattering
ing off a stationary electron transfers a certain
fraction of its momentum and energy onto the
electron, thereby changing its own energy and
direction. Denoting the angle between the
new and old directions of the photon with θ,
the new energy of the photon, E′, is given by
E′ =
E
1 + Emec2 (1− cos θ)
(2.1)
This energy change results in a change of the wavelength of the photon given by
λ′ − λ = h
mec
(1− cos θ) (2.2)









The angular distribution of the electron after the scattering event and the cross section


















(Klein & Nishina 1929, see also Rybicki & Lightman 1979). Writing ε = E/mec2 and



































= 6.652× 10−25 cm2 ≈ 2/3 barn (2.6)
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Figure 2.3: Differential Klein-Nishina cross section per electron for different incident photon en-
ergies E of 0.5 keV, 50 keV, 250 keV, and 1 MeV. The photon is coming from the left. Relativistic
beaming dominates for large E.
is the classical Thomson cross section (r0 = 2.82 × 10−13 cm is the classical electron
radius). A plot of the differential cross section is given in Fig. 2.3. Note that σT is
proportional to m−2e . If one were to apply the scattering theory to other charged particles,
e.g., protons, all cross sections would scale as (me/mp)2 ≈ 10−7. Therefore Compton
scattering by particles other than electrons is negligible because almost no momentum
can be transferred.
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(Rybicki & Lightman 1979; Longair 1992). This is the Klein-Nishina formula. For small












It has to be stressed that in the derivation of eq. (2.7) it is implicitly assumed that the
electron be stationary and free. Neither of these two assumptions is realized in nature.
The physics of Compton scattering off a bound electron is described by Evans (1958).
The astrophysical implications have been studied by Sunyaev & Churazov (1996) for
the case of Compton scattering in a hydrogen gas (the only case where the cross section
can be evaluated analytically, see Gorshkov, Mikhăılov & Sherman 1973). It turns out,
however, that for our purposes these corrections to eq. (2.4) are negligible.
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2.1.1.2 Thermal Comptonization
If the electrons cannot be assumed stationary, i.e., if they are not “cold”, the formulae
given in the last section have to be modified. Within the framework of this thesis the
interesting case is that in which the electrons have a (possibly relativistic) Maxwellian
distribution characterized by its temperature Te and are irradiated by “seed” photons
with an initial energy E  Te. This setup is called the “thermal Comptonization”
problem (Hua 1997; Titarchuk 1994; Titarchuk & Hua 1995; Hua & Titarchuk 1995;
Pozdnyakov, Sobol & Sunyaev 1983; Sunyaev & Titarchuk 1980, and references therein).
Ignoring the θ-dependency of the cross section one can average eq. (2.3) over all Ω
to obtain an order of magnitude estimate for the average energy-change of a photon






Thus, the average energy change at E = 6.4 keV (the energy of the Fe Kα line) is about
0.2 keV. If the electrons are not stationary but have a Maxwellian energy distribution
with a temperature that is small compared to the rest-mass energy of the electrons,
kTe  mec2, then the average relative energy change of the seed photon is given by
∆E
E
≈ 4kTe − E
mec2
(2.10)
(Rybicki & Lightman 1979, eq. 7.36). For E < 4kTe, the relative energy change is
∆E/E > 0 and the photons on average gain energy by being upscattered by the inverse
Compton effect. This is the process of Comptonization. A side effect of the upscattering
is that the electrons are losing energy and thus inverse Compton scattering is a cooling
process for the gas. The average energy amplification of the photons, the Compton
amplification factor, is given by
A = 4kTe/mec2 = 4Θ (2.11)
where Θ = kTe/mec2. In reality, there is approximately a Gaussian distribution around








(Ross, Weaver & McCray 1978, eqns. [2], [5], and [10]). The approximate total energy
change of a photon traversing a medium of optical depth τe = neσTR = neσTct can
be computed by multiplying the average number of scatterings with the average energy
change per scattering. The average energy change per scattering is given by eq. (2.10),
while the average number of scatterings is obtained from the theory of random walks
as nscat = max(τe, τ 2e ). Thus the total energy change of the photon while traversing the




max(τe, τ 2e ) (2.13)
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if the recoil effect can be neglected. This parameter is called the Compton y parameter.
A relativistic generalization of y is difficult to find. Most people agree that the Compton
amplification factor is given by
A = 1 + 4Θ
K3(1/Θ)
K2(1/Θ)
≈ 4Θ + 16Θ2 (2.14)
(Zdziarski 1985, eqs. [4] and [7]) where the Ki are the modified Bessel functions of
second kind of order i. A generalization of y itself is more difficult since the naïve gener-
alization of the nonrelativistic y does not work (see Pietrini & Krolik 1995, and references
therein for a discussion of this problem).
In the limit of a large optical depth, the Comptonization problem can be expressed as















where n is the photon occupation number, x = E/kTe, and where y is the Kompaneets
parameter, defined by y = (4kTe/mec2)σTnect (note that the Kompaneets parameter is not
equal to the Compton-y!). A derivation of eq. (2.15) starting from the Boltzmann equa-
tion has been given by Rybicki & Lightman (1979), while a derivation via the Fokker-
Planck equation has been presented by Wilms (1996). Note that the Kompaneets equa-
tion is valid only in the diffusion limit and assumes kTe  mec2. Most probably, both
assumptions are not valid in real astrophysical systems (see below).
With certain additional assumptions on the source geometry and the spatial and ener-
getic distributions of the seed photons it is possible to use eq. (2.15) in order to obtain
the photon spectrum emerging from the cloud. See Sunyaev & Titarchuk (1980) for
the derivation of this spectrum and Titarchuk (1994) and Hua & Titarchuk (1995) for
an extension of the Sunyaev & Titarchuk (1980) work that is also valid for lower optical
depths and relativistic temperatures.
For small optical depth and small seed photon energy, the approximate form of the
emerging spectrum can be derived (Rybicki & Lightman 1979, p. 212): The probability
of a photon to undergo n scatterings before leaving the cloud is p ∼ τ n, while its energy
after n scatterings is E ∼ E0An where A is given by eq. (2.14). Assuming that all seed
photons had small initial energy, the intensity of the emerging photons at a given energy
E is proportional to the initial seed photon intensity times the probability of the photons
to reach E:




)ln τ/ ln A
(2.16)
where the exponent was obtained by multiplying n ∼ ln(E/E0)/ ln A with ln τ on both
sides. Obviously, at some energy of the order of kT, the power-law will turn over in
an exponential cut-off since the photons cannot be upscattered to higher energies. This
limit of the Compton cascade, where the resulting photon spectrum is a power-law, is
2.1.1: Comptonization 27





























Figure 2.4: Comptonization spectrum for a sphere with a Thomson optical depth of τ = 5 and a
uniform electron temperature of kTe = 0.4mec2 = 204.4 keV. The seed photons are injected with
an energy of E = 50 eV from a point-source at the center of the sphere. The spectra labeled 1 . . .
5 are the emerging spectra for the scattering orders 1 . . . 5, the top spectrum is the total escaping
spectrum. The scatter in the spectra is due to noise resulting from the linear Monte Carlo code
used to compute the spectra.
also called unsaturated Comptonization since the photons have only a very small prob-
ability of reaching an energy comparable to kTe.
On the other hand, if the seed photon energy is on the order of the average electron
energy, i.e., for E & kTe, the photon-spectrum emerging the cloud is proportional to
E3 exp(−E/kTe), i.e., a Wien spectrum. For seed photon energies that high, eq. (2.10)
shows that the average energy change of the photons is zero. Due to photon number
conservation in Compton scattering, the result is a Wien spectrum (and not a Planckian).
This Wien hump always forms if enough photons are upscattered to energies of the order
of the thermal energy of the electrons, i.e., for large Compton-y. Because the photons
pile up at around 3kTe, this is called the saturated Compton cascade.
I have used an expanded version of the linear Monte Carlo code described in my
diploma thesis (Wilms 1996) to illustrate these effects. Fig. 2.4 shows how the final
Comptonization spectrum can be thought of as the sum of the Comptonization spectra
for the individual scattering orders. For energies up to about 100 keV the escaping pho-
tons have only suffered a few scatterings, i.e., the cascade is unsaturated, and a power-
law forms. For final photon energies above ∼ 100 keV the cascade saturates and a Wien
hump forms. In Fig. 2.5 the spectra emerging from spheres with the same temperature
but different optical depths are shown. For low optical depth the Compton-y is small
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Figure 2.5: νfν-Spectra from a sphere with an electron temperature of kTe = 0.7mec2 ≈ 360 keV
for different Thomson optical depths τe. The spectra harden with increasing τe until a Wien hump
forms. The deviation from a pure power-law in the τe = 0.05 case is due to the contribution of the
first scattering order to the spectrum, i.e., the contribution of photons just scattering once before
escaping. The noise at low energies in the τe = 10 spectrum is due to the Monte Carlo routine
used.
and the spectrum is a pure power-law. With increasing τ , i.e., with increasing y, the
Compton cascade starts to saturate and a Wien hump is formed.
2.1.2 Pair Production and Annihilation
The second most important physical process in ADCs is photon-photon pair production
and its inverse, electron-positron pair annihilation. Perhaps due to the fact that photon-
photon pair production is difficult to observe in the laboratory1 the first papers realizing
that photon-photon pair production is a process relevant for high-energy astrophysics
have been generally ignored (Nikishov 1962; Jelley 1966). It was only 15 years ago that
photon-photon pair production processes have been systematically studied in an high-
energy astrophysical context (Zdziarski 1980; Svensson 1982, and references therein).
Photon-photon pair production is the process
γ + γ −→ e+ + e− (2.17)
1The difficulty of studying photon-photon pair production is mainly due to the difficulty of producing a high
enough density of gamma-rays above 511 keV. It has only been very recently that this important process has
been detected in the laboratory. See Burke et al. (1997) for a description of this important experiment.
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Figure 2.6: Cross section for photon-photon pair production (eq. 2.18; solid line) and the two
asymptotics of eq. (2.19) (dashed lines).



























(Akhiezer & Berestetskii 1965; Berestetzki, Lifschitz & Pitajewski 1989) where ε =
E/mec2 is the center of mass energy of the photons and r0 is the classical electron radius
(see p. 24). Due to obvious reasons, the threshold CM energy for which pair production
is possible is E = mec2.





ε2 − 1)1/2 for ε− 1 1
πr20 (2 ln(2ε)− 1) /ε2 for ε 1
(2.19)
(Svensson 1982). In Fig. 2.6 a plot of this cross section is given.
In principle, pairs could likewise be produced by the following processes
γ + e− −→ e− + e− + e+
e− + p −→ e− + p + e− + e+
e− + e− −→ e− + e− + e− + e+
Approximate cross sections for these processes have been given by Svensson (1982). He
shows that the pair production rate resulting from γe−-pair production is more than
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Figure 2.7: CM cross section for pair annihilation (eq. 2.21) as a function of the CM energy (in
units of mec2, including the rest mass of the particle; large plot), and as a function of the CM
velocity of one particle (inset). The dashed line is the asymptotic behavior of the cross section for
small velocities, σe−e+ ∝ 1/βc.
one order of magnitude smaller than the pair production rate from γγ-pair production.
The rates from the other two processes are more than three orders of magnitude smaller
than the γγ-pair production rate. In the computations described later, therefore, only
photon-photon pair production is included.
The inverse process to pair production is pair annihilation,
e− + e+ −→ γ + γ (2.20)


















(Berestetzki, Lifschitz & Pitajewski 1989, eq. 88,15) where βc is the CM velocity of the
electrons in units of the speed of light. For small velocities, σe−e+ ≈ πr20/βc.
In Fig. 2.7 the pair annihilation cross section is shown. σe−e+ is strongly peaked at
energies E ∼ mec2, i.e., small velocities, while it asymptotically approaches zero for high
velocities since the interaction timescale between the electron and the positron shortens
for higher velocities so that annihilation cannot occur.
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Figure 2.8: Total cross section for photo absorption per hydrogen atom computed using the pho-
toionization cross sections of Verner et al. (1993), contribution of iron to the photo absorption
cross section, and the Klein-Nishina cross section, assuming a gas with solar abundances (Anders
& Grevesse 1989).
2.1.3 Reflection
The last ingredient in the accretion disk corona cauldron is Compton reflection. Comp-
ton reflection is always observed when hard photons are generated in the presence of
comparably cold material. In Fig. 2.8 the photo ionization cross section σbf and the ef-
fective cross section for Compton scattering per hydrogen atom for material of solar
abundances are shown. For energies below about 15 keV the optical depth for Comp-
ton scattering is small compared to that for photo absorption. Therefore, most inci-
dent photons with energies smaller than 15 keV are absorbed in the cold medium1. On
the other hand, photons with E  15 keV will predominantly Compton scatter. Since
photons lose energy in Compton scattering off a cold electron (eq. 2.9, p. 25), this re-
sults in an energy-dependent effective absorptivity at high energies, with the high en-
ergy photons being scattered to lower energies until they are either scattered out of the
medium or until they are photoabsorbed. The result of both effects, photo absorption
and Compton scattering, is a broad hump in the spectrum between about 10 keV and
1The largest contribution to σbf in the energy band around 7 keV is due to iron, more precisely the iron K and
L shells (Fig. 2.8). Therefore, “cold” in the context of Compton reflection means that at least the iron K and L
shells should be (almost) filled, i.e., the dominating ionization stage should be less than Fe XVI. The ionization
potential of Fe XVI is about 2900 eV (Allen 1973), so that a (very rough) estimate shows that a “cold temperature”
corresponds to disk temperatures less than about 3 × 107 K. The observed soft-excess temperatures in galactic
black holes are in the ball park of kTBB . 2 keV, so that a study of cold reflection is sufficient in the following.
For a description of reflection of hard radiation off ionized disks see Done et al. (1992, and references therein).


















Figure 2.9: Reflection spectrum for a slab of cold matter irradiated by a power-law photon spectrum
with photon index Γ = 1.9. The spectrum at the bottom is the resulting reflection spectrum. Note
the strong iron edge at 7.1 keV and the strong fluorescent iron Kα and Kβ lines. The top spectrum
is the sum of the incident and the reflected spectrum.
100 keV. In Fig. 2.9 the reflection spectrum and the total emerging spectrum resulting
from Compton reflection of an incident isotropic power-law photon spectrum off a cold
slab are shown. The Compton reflection hump was first predicted by Lightman & White
(1988) and White, Lightman & Zdziarski (1988), followed by numerical computations
by George & Fabian (1991), Matt et al. (1992), Matt, Fabian & Ross (1993), and others.
An important side-effect of the photo absorption at low energies is the emission of
fluorescent lines following a K-shell absorption event. Due to a combination of its com-
paratively high cosmic abundance and its high fluorescence yield (ωK,Fe = 0.34, Kaastra
& Mewe 1993), the iron Kα line is especially strong with a predicted equivalent width
of about 150 eV (Fig. 2.9). In addition, other emission lines are present at lower energies
(Reynolds et al. 1994). See my diploma thesis for a more detailed description of the rel-
evant atomic physics (Wilms 1996). Spectral hardening due to reflection and emission
line features are observed in many galactic and extragalactic sources.
To study the reflection spectrum it is convenient to express the reflection spectrum as
a function of the incident spectrum in terms of a Green’s function. Then, the reflected




Gref(µ, x, x0)Iinc(x0) dx0 (2.22)
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Green’s function for Compton Reflection
Figure 2.10: Green’s functions for the pure Compton reflection obtained with a linear Monte Carlo
algorithm based on that described by Wilms (1996) compared to the analytical fits by Magdziarz &
Zdziarski (1995). Initial energy of the photons is E = mec2. The deviation between the simulation
and the analytical curves at E ∼ mec2 is due to a round-off error in the reflection code used.
E/mec2. The cosine of the angle θ between the disk-normal and the direction to the





G(µ,E,E0) dµ dE = 1 (2.23)
G can be interpreted as the probability-density that a photon of incident energy E0 is
observed at an energy of E and an incident angle µ after the reflection process.
The analytic derivation of G is very difficult and most workers have resorted to the
numerical computation of using Monte Carlo computations. Angle averaged Green’s
functions have been published by White, Lightman & Zdziarski (1988). Their work has
been superseded by Magdziarz & Zdziarski (1995), who give analytical angle-dependent
Green’s functions with an error of 5% or less. They assumed an angular distribution
of the photons proportional to µ. In Fig. 2.10 the Green’s function for pure Compton
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reflection of photons of an initial energy of E = mec2 as obtained with my linear Monte
Carlo algorithm is compared to the analytical fits of Magdziarz & Zdziarski (1995). Here,
“pure Compton reflection” means that photo absorption has not been taken into ac-
count. While this is clearly not the case in nature, ignoring photo absorption allows for a
better understanding of the phenomenology of Compton reflection. Looking at the disk
almost edge on, i.e., for small µ, zeroth and first order Compton scattering dominates.
With higher µ, higher scattering orders start to dominate and the importance of zeroth
order Compton scattering is reduced since the photons observed when looking face on
the disk must have suffered at least one head-on Compton scattering before escaping.
For a more in depth description of Compton reflection see my diploma thesis (Wilms
1996).
2.2 Accretion Disk Coronae
Since the high-energy spectrum of the escaping radiation from an accretion disk corona
is primarily a Comptonization spectrum, it depends mainly on the geometry of the sys-
tem, the Thomson optical depth of the corona, τes, and the temperature of the corona,
Tc. When modeling observational data, typically a geometrical configuration is assumed
(most often either a slab geometry or a spherical configuration is chosen), and τes and Tc
are allowed to vary independently until a good fit to the data is achieved. However, it is
not clear whether the best-fit parameters found in this process can indeed be interpreted
as really being the physical parameters of the system. For many configurations, repro-
cessing of radiation from the corona within the cold accretion disk allows the accretion
disk to have a large flux of thermal radiation even if most of the gravitational energy is
dissipated within the corona (Haardt & Maraschi 1991). For example, in the case of the
slab geometry, a high flux of soft photons results in a high Compton cooling rate, and
consequently models with modest optical depths (τes & 0.2) can only have temperatures
Tc . 120 keV (see §2.2.2.3). It has been found empirically that the observed spectrum
of Cyg X-1 can be described by a slab-ADC model, with a temperature of Tc ∼ 150 keV
and an optical depth of τes ∼ 0.3 (Haardt et al. 1993). These parameters are not physi-
cally allowed so that their interpretation in terms of a theory of the accretion process in
Cyg X-1 might result in erroneous conclusions.
Since our knowledge of the physics of the accretion process in a black hole system
depends so strongly on the interpretation of these best-fit parameters, it is important
that the computation of ADC-models be done as carefully and self-consistently as pos-
sible. In the past few years I have performed such simulations in collaboration with the
group of Mitch Begelman at JILA. This section summarizes the results obtained so far,
emphasizing the theoretical aspects of the work. The application of our results to real
systems is postponed to chapter 5.
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2.2.1 Previous Models for ADCs
The study of the thermal properties of ADCs and the computation of the escaping spec-
trum is to a large extent dominated by the computational problems involved with solv-
ing the difficult equations coupling the radiation field to the electron plasma: through
Comptonization, the properties of the photon spectrum depend on the corona’s temper-
ature and opacity. Since Compton cooling is the dominant cooling process, the temper-
ature of the corona, in turn, depends on the spectrum. Additionally, the coronal optical
depth and the radiation field are coupled to each other through pair production and pair
annihilation. Reprocessing of radiation within the accretion disk, where the radiation
is either Compton reflected back into the corona or photo-absorbed and subsequently
thermalized, further complicates the problem. To overcome these difficulties, a large
variety of different mathematical methods has been developed in the past:
Analytical methods solve the Comptonization problem by taking the physical state of
the corona, i.e., the temperature structure and the optical depth, as given and then an-
alytically or numerically solving the Kompaneets equation or one of its variants. The
analytical methods have been pioneered by Felten & Rees (1972), Illarionov & Syunyaev
(1972), Lightman & Rybicki (1980), Lightman, Lamb & Rybicki (1981), and especially
Sunyaev & Titarchuk (1980). These theories have been further extended by Sunyaev &
Titarchuk (1985), Titarchuk (1994), and Hua & Titarchuk (1995). Since the properties
of the corona have to be known before the radiation field can be computed, it is not clear
whether the coronal properties are self-consistent with the radiation field. Furthermore,
fully analytical solutions are only possible for a limited range of geometrical configura-
tions (sphere, slab, and cylinder), and spatial seed photon input distribution (cf. Sunyaev
& Titarchuk 1980). An extension of the formalism to include the fully relativistic, angle-
dependent cross sections appears to be very difficult or even impossible (the iterative
scattering method developed by Poutanen 1994, Poutanen & Svensson 1996, and Pouta-
nen, Svensson & Stern 1997 might provide a solution of this problem). Furthermore,
no analytical method has been presented so far that is capable of taking into account the
anisotropy of the radiation field within the corona and also self-consistently computes
the radiation field resulting from the reprocessing of the incident coronal radiation in the
cold disk. The current “state of the art” is to compute the reprocessed component using
a different method, for example Green’s functions analogous to those of section 2.1.3.
This component is then added to the spectrum emerging from the system. It is obvious
that possible subsequent interactions between the reflected component and the corona
cannot be taken into account this way.
Solving the kinetic equations is an extension to the analytical methods just described.
Instead of “only” solving the Kompaneets equation the full set of integro-differential
equations for the (non-) thermal pair equilibrium and for the radiative transfer is set up
and solved. This approach has been taken, e.g., by Fabian et al. (1986), by Lightman &
Zdziarski (1987) and by Svensson (1987, and references therein). The state of the art has
been described by Coppi (1992) and by Pilla & Shaham (1997). Concerning the flexi-
bility of the method, the approach to solve the kinetic equations suffers from the same
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shortcomings as the analytical methods described above, since it is only possible to ob-
tain solutions for a rather small subset of possible geometries. In addition, the equations
governing the problem are very complicated so that certain approximations have to be
made. Especially the correct treatment of the radiative transfer using the kinetic equa-
tions is difficult so that most workers have usually resorted to using an escape probability
approach (see, e.g., Coppi 1992).
Linear Monte Carlo (MC) methods are based on a philosophy which is very different
from that of the methods just described. Instead of looking at the system from a “global”
point of view, that is by solving the equations governing the global physics of the ADC,
in a MC-code, individual particles are dealt with. For example, in a linear MC-code,
individual photons are propagated through a background-medium simulating the par-
ticle distribution of the electron plasma. The computational techniques for MC-codes
for the Comptonization problem are described by Pozdnyakov, Sobol & Sunyaev (1983)
and Górecki & Wilczewski (1984), further improvements have been given by Zdziarski
(1986), Hua & Lingenfelter (1992), Hua (1997), and the references therein. The main
advantage of these methods is that the microphysics of Compton scattering can be sim-
ulated correctly, including all QED corrections, and that the codes are capable of solving
the complicated radiative transfer problem. It is difficult, however, to simulate the in-
teraction between the radiation and the corona in a straightforward manner and one has
to resort to (messy) iterative methods (see Skibo et al. 1995 for the description of such a
method).
Non-Linear Monte Carlo (NLMC) methods are a natural extension of the linear Monte
Carlo methods. In a NLMC code, the disadvantages of the linear MC method are
avoided by directly simulating both the pair-plasma and the photon-field in parallel
(Stern et al. 1995a; Novikov & Stern 1986; Stern 1985). In other words, instead of
simulating one particle at a time, a large number of particles is dealt with. This way, the
particles representing the coronal plasma can react directly to changes in the radiation
field so that it is very easy to compute self-consistent models for all imaginable geome-
tries with only a modest amount of programming time. A thorough description of the
NLMC method is given by Stern et al. (1995a, and references therein), appendix A.2 also
gives an introduction to the method. A disadvantage of the non-linear MC method, as
well as the linear one, is that the CPU time needed for the computation of one corona
model is much higher than for the analytical models (hours compared to minutes on
typical workstations).
To summarize, the main advantage of both kinds of analytical methods is that they
can be used to gain insight into the physics relevant to the ADC-problem and that they
are not very CPU intensive, while their main disadvantage is that an exact solution of
the radiative transfer problem is not possible due to problems in the treatment of the
coupling between the radiation field and the electron plasma. On the other hand, Monte
Carlo methods allow for the exact treatment of all physical processes by being able to
simulate the micro-physics in detail, while their disadvantage is that it is difficult to
understand the “global picture” due to the large amount of CPU time involved.
The first thermal Comptonization models in which the coupling between the radia-
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tion field and the coronal plasma as well as Compton reflection within the cold accre-
tion disk was taken into account were developed in a series of papers by Haardt and
collaborators using a hybrid of MC and analytical techniques (Haardt & Maraschi 1991,
HM91 henceforth, Haardt & Maraschi 1993, HM93 in the following, and Haardt et al.
1993). These models were done for a plane-parallel accretion disk geometry like that of
Fig. 2.11. In the HM93 models, the resulting temperature of the corona was determined
by equating Compton cooling with viscous heating. Reprocessing of radiation within
the cold accretion disk is also included in their model. While these papers are very im-
portant for the current understanding of the physics of ADCs, the models suffer from
slight shortcomings that make the application of the resulting spectra to observational
data problematic:
1. Since HM93 use the Thomson cross section for the differential cross section in-
stead of the Klein-Nishina cross section, a Wien cutoff rather than a self-consistent
spectral shape is used to approximate the spectrum for photon-energies above kTc
(where Tc is the coronal temperature). This approximation leads to an underesti-
mation of the pair production rates since the hard tail of the self-consistent spec-
trum is harder than a Wien tail (Stern et al. 1995b). Recently, Haardt, Maraschi &
Ghisellini (1997) have modified the HM93 code such that the high energy roll over
is calculated more accurately using a fully relativistic kernel.
2. In addition, the approximation of the high-energy tail by a Wien cutoff leads to a
slightly wrong estimate of the Compton cooling rate.
3. Due to the hybrid nature of the HM93 code, line features and the interaction of the
Compton reflected spectrum with the corona (and therefore the possibility of mul-
tiple reflection) have to be neglected. While this is not a problem for the determi-
nation of the thermal balance within the corona, it results in a slightly erroneous es-
timate of the escaping spectrum that could lead to wrong spectral parameters when
applying the model to observational data.
4. The only geometry that can be studied with the HM93 model is the slab-geometry.
As I showed in the introduction of this chapter, it is not clear whether this geometry
is really the correct geometry in the case of galactic BHs.
In a step towards the inclusion of all relevant physical processes, the work of HM93 was
extended by Poutanen and collaborators using the iterative scattering method (Poutanen
1994; Poutanen & Svensson 1996; Poutanen, Svensson & Stern 1997, and references
therein). Specifically, Poutanen & Svensson (1996) computed ADC models in which
Compton scattering, photon-photon pair production, pair annihilation, bremsstrahlung
and double Compton scattering were taken into account, all using the relativistic cross
sections. They also included Compton reflection off the accretion disk. With the iter-
ative scattering method it is in principle possible to solve the radiative transfer problem
in a “cleaner” way than by using a MC method, but the current implementations of the
iterative scattering method that I am aware of are limited to 1D simulations for a finite
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number of geometrical configurations and the method is only able to deal with coronae
of small optical depth.
Since one of the major aims of the work presented here was to be able to directly
compare the spectra resulting from ADC models with the observed spectra of galactic
and extragalactic black holes, we decided to use a non-linear Monte Carlo code to com-
pute self-consistent numerical corona models that do not suffer from the shortcomings
of the methods described above. The simulated models include the microphysics of
electrons, positrons, and photons and their interactions. Although protons and their
interactions are not included in the simulations since their cross section for Compton
scattering is very small (see p. 24), we specify their initial spatial distribution. Since we
enforce charge neutrality and since the electrons are strongly coupled to the protons
by Coulomb interactions, the spatial distribution of the electrons (excluding the e−-
e+-pairs) is then identical to those of the protons. The physical interactions taken into
account are Compton scattering, photon-photon pair production, and pair annihilation,
all using the correct quantum-electrodynamical cross sections given in section 2.1. In
addition, reprocessing in the accretion disk is taken into account by simulating Compton
scattering off cold electrons, photo-absorption in the disk, fluorescent line emission, and
thermalization of the irradiated photons in the disk. Contrary to HM93, the reflection
component is not simply added to the emerging spectrum but is allowed to interact with
the corona like the primary soft radiation from the accretion disk. Therefore, multiple
reflections and interactions of reflected photons with the corona are self-consistently
taken into account.
In all simulated models the rest-mass energy density of the electrons was several or-
ders of magnitude lower than the radiation energy density. Thus, the collision rate be-
tween the electrons and the photons, a measure for the Compton cooling efficiency, was
much higher than the collision rate between the electrons and the protons, a measure for
the bremsstrahlung cooling rate. Therefore, cooling due to thermal bremsstrahlung can
be ignored in the models. In order to allow for a non-uniform temperature distribution
within the plasma, the coronae were divided into spatial cells in which the physical con-
ditions (i.e., radiation field, temperature, pair density, etc.) were assumed to be constant.
For all models described here, purely thermal electron-positron distributions, i.e., distri-
butions that can be described by a relativistic Maxwellian distribution, were assumed. A
brief overview over the technical details of the code is given in appendix A, while a very
detailed description of the code, including an users manual, has been presented by Jim
Dove in his PhD-Thesis (Dove 1997). The rest of this section is devoted to a description
of the results obtained in our simulations.
2.2.2 Slab-Corona Models
2.2.2.1 Energetics
In the standard plane-parallel slab geometry the electron corona is situated above and
below the optically thick, geometrically thin accretion disk (Fig. 2.11). This geometry
can be thought of as a simplified picture of the coronae produced by the Balbus-Hawley




Figure 2.11: Accretion disk corona geometry in slab-geometry: the cold, optically thick accretion
disk is sandwiched between two coronae (of which only the upper one is shown). The corona
can have a vertical temperature structure. Photons incident onto the disk are either reflected or
photoabsorbed (Dove, Wilms & Begelman 1997, Fig. 1).
instability alluded to at the beginning of this chapter. To understand the results of the
simulations which will be presented, it is instructive to study the energetics of the sys-
tem with an analysis analogous to that of HM93. Although this analysis is done here
specifically for the slab case, it will be seen later that the analysis is quite general and
can be applied to all ADC systems. The flow of energy within the disk-corona system is
shown in Fig. 2.12 which will help in understanding the following paragraphs.
Let the total energy dissipated per unit area and unit time interval be PG. Of this
power, a fraction (1− f )PG is dissipated within the accretion disk, while a fraction Fc =
fPG is directly deposited in the corona. Due to reprocessing of coronal radiation within
the disk, the total flux of radiation of the accretion disk, Fd, is due to two parts: the soft
photons resulting from the conversion of (1− f )PG into radiation, and the flux resulting
from the absorption of photons irradiated onto the disk, Fabs:
Fd = (1− f ) PG + Fabs (2.24)
while the energetical contribution of the corona is just given by
Fc = f PG (2.25)
The absorbed flux, Fabs, is the fraction of the flux irradiated onto the disk, F−c = ηFc,
that is not reflected
Fabs = F−c (1− a) (2.26)
where a is the angle-averaged albedo of the disk. Due to energy conservation the total
emitted flux, Fesc has to be equal to PG. Therefore
Fesc = Fc − Fabs + Fd = PG (2.27)




















Figure 2.12: Energy flow within the accretion disk-ADC-system.
Instead of working with fluxes it is convenient to express the energy requirement using





where i ∈ {c, abs,G, disk, esc} and where z0 is a characteristic length scale of the corona
(see the discussion following eq. (2.33) below). The energy requirement of eq. (2.27)
can then be written as
lG = lesc = lc + ld − labs (2.29)
Since the compactnesses are coupled by the energy conservation requirement we are free
to set one of them to a predefined value. To simplify programming the NLMC-code, it
is a convenient choice to set the intrinsic compactness of the disk, (1− f )lG, i.e., the part
of ld that is due to viscous heating with in the disk, to unity:
(1− f ) lG := 1 (2.30)






For lc  1 this fraction is f ≈ 1 and most gravitational energy is dissipated in the corona
resulting in Fd ≈ Fabs, while for lc  1 most gravitational energy is dissipated in the disk
and Fd ≈ PG.
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2.2.2.2 The Simulations
From the discussion in the preceding section it follows that the corona can be charac-
terized by three parameters, provided that it can be assumed that the disk properties are
constant with respect to radius and that the disk is azimuthally symmetric:
1. The seed Thomson optical depth of the electrons, τp, that is the Thomson optical
depth excluding the contribution due to the electron-positron-pairs. Since charge




σT np(z) dz (2.32)
where np = ne− − ne+ is the proton number density.
















where Fc is the rate of energy dissipation per unit area into the corona, z0 the coro-
nal scale height, and all other symbols have their usual meanings. The parameters
are typical for galactic black holes. For the slab geometry, lc is related to the global
compactness parameter used by HM93 by lc,local = lc,global/π if Fc does not vary with
height.
3. The temperature of the cold accretion disk, TBB, which is thought to be uniform
with radius as well – since the Compton cooling is independent of the average seed
photon energy, provided that kTBB  kTc, this is a good assumption (although it is
numerically no problem to relax this assumption as will be shown in §2.2.3).
For each model point defined by lc, τe, and TBB, the NLMC-code was then used to
obtain a self-consistent ADC-model for these initial parameters. This model allowed us
to obtain the following information:
1. The vertical temperature structure T(z) of the corona.
2. The total opacity of the ADC, τes. Since τes includes a possible contribution caused
by pair production, in general τes 6= τp.
3. The radiation field within the corona.
4. The angle-dependent escaping radiation field, binned into ten bins of equal ∆µ
where µ = cos θ and where θ is the angle of the escaping photons with respect to
the disk normal.
5. The energy-integrated disk albedo.
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In principle, the spatial form of the heating rate is an additional parameter of the code.
For the purposes of this thesis, however, only models with a constant heating rate per
unit volume were considered.
Contrary to HM93 we did not assume f = 1 when computing the model grid. In-
stead, models in the range 0.01 ≤ lc ≤ 1000, corresponding to 0.001 . f . 1, were
studied. The disk temperature TBB was held fixed for each model, normalizing the to-
tal flux of the accretion disk such that the total flux of thermal radiation is consistent
with the self-consistent compactness parameter of the disk and assuming the shape of
the radiation to be a Planckian. For the models presented here we mainly concentrated
on TBB = 200 eV, a value appropriate for galactic BHs (see chapter 5). Finally, the seed
optical depth, τp, was varied within the range 0.05 . τp . 2. Note that varying f , i.e.,
ld, and holding TBB constant corresponds to varying the scale height z0 of the disk. Since
all of the physical processes considered are linear in the particle density this rescaling
does not pose any problem: for a given total optical depth, the self-consistent coronal
temperature depends only on the ratio of the coronal compactness to the intrinsic disk
compactness, which is a function of f (see p. 43 and the relevant discussion in HM93
on this topic). In the next sections I describe the results of these simulations in greater
detail.
2.2.2.3 Thermal Properties of the Corona
In Fig. 2.13 the self-consistent temperature is shown as a function of the total optical
depth, for several values of the corona compactness parameter and seed opacities. As was
pointed out by HM93, for a given total opacity there is a the maximum self-consistent
temperature which is independent of the seed opacity. The solid line marks this max-
imum coronal temperature Tmax(τes), as a function of the total opacity. This figure is
similar to Fig. 1b of HM93 and Fig. 1 of Stern et al. (1995a) but for clarity models that
are both pair dominated and non-pair dominated are shown, allowing us to understand
how the temperature evolves with the compactness parameter of the corona: for a given
total opacity, pair-dominated models reach the maximum temperature with a coronal
compactness that is much lower than the corresponding value for non-pair dominated
models.
The inset of Fig. 2.13 shows the evolution of models starting with the same seed
opacity τp = 0.2 but having a different coronal compactness. For small values of lc the
temperature increases as a function of lc while the opacity remains nearly constant since
pair production is negligible for low lc. In this regime the Compton cooling rate of the
corona is dominated by the soft photons implicitly emitted by the cold accretion disk
( f  1), and an increase in lc corresponds to an increase in the heating rate without
much of an increase in the cooling rate. As the corona becomes hotter, the pair pro-
duction rate increases. Once pair production begins to be significant, the increase in
τes results in an increase of radiation reprocessing within the cold accretion disk. Since
most (∼ 90%) of this reprocessed radiation is re-emitted as a thermal blackbody, the
increase in the reprocessed radiation causes a very large increase of the Compton cool-
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Figure 2.13: Allowed temperature and opacity regime for self-consistent ADC models with a slab
geometry. The solid line is derived from a “fit by eye” to the numerical results. For a given total
optical depth, temperatures above the solid line are impossible. The hatched region below the solid
line marks the parameter space in which the contribution to the total opacity by pairs is significant.
The symbols signify models of the same seed opacity but different coronal compactness. For all
models, the blackbody temperature of the disk is kTBB = 200 eV. Inset: The average temperature
and the total opacity as a function of the coronal compactness parameter (Dove, Wilms & Begelman
1997, Fig. 2).
ing rate within the corona. Thus, through the production of pairs and the increase in
reprocessed radiation the Compton cooling rate increases more than linearly with in-
creasing lc. Since the heating rate is only proportional to lc, the coronal temperature
reaches a maximum value and then decreases with increasing lc for models where the
seed electron optical depth is held constant.
Although Tmax(τes) traces the distribution of self-consistent solutions for pair-domi-
nated models, as was mentioned above the maximum temperature (for a given total
opacity) is independent of whether the model is pair dominated or not pair dominated.
The only difference between these two types of models is that the pair dominated mod-
els need a higher coronal compactness to sustain a given total opacity. For the models
presented here, the pair-dominated models do not predict an observable annihilation
line in the escaping spectrum; thus, for a given total opacity and coronal temperature,
the pair-dominated and non pair-dominated models predict the same spectrum of es-
caping radiation. This degeneracy of models is evident in Fig. 2.13, where models with
different seed opacities and compactness parameters sometimes have the same total op-
tical depth and temperature. For this reason, our results are independent of the value of
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the intrinsic disk compactness parameter, lG(1− f ). This fact justifies our setting of the
intrinsic disk compactness to unity (p. 42). If this value were set to a higher value, the
Compton cooling rate would be higher, but the same maximum temperatures would be
reached with higher lc values. If lG(1− f ) were decreased, the models in which lc  1
would not be altered since the thermal emission is already dominated by reprocessed
radiation. For models where lc . 1, holding the seed opacity constant while decreasing
lG(1− f ) simply reduces the Compton cooling rate and precludes the cooler regions of
Fig. 2.13 (lower left region) from being self-consistent. In other words: reducing the
value of the intrinsic disk compactness parameter drives the solutions towards the pair-
dominated, f ∼ 1, regime. All of these arguments have been confirmed by numerical
simulations.
As was mentioned in on p. 42, the black-body temperature used for the models is
TBB = 200 eV. However, the results presented above are very insensitive to the disk
temperature. For example, a corona with a total optical depth τes = 0.25 and a disk
temperature TBB = 5 eV has a maximum temperature Tmax = 117 keV, compared to
Tmax = 128 keV for the TBB = 200 eV case. Therefore, models with very low disk
temperatures, which are attractive in the sense that the thermal-excess might not be ob-
servable due to the interstellar absorption of ultraviolet radiation, have maximum corona
temperatures that are colder than the values presented above. On the other hand, mod-
els with a higher black-body temperature predict even larger thermal-excesses than those
corresponding to a 200 eV disk.
The major conclusion of this section is that accretion disk coronae cannot have a tem-
perature higher than ∼ 130 keV if the total optical depth is greater than about 0.2, re-
gardless of the coronal compactness parameter, the intrinsic accretion disk compactness
parameter, and the black-body temperature. Alternatively, ADCs with a temperature
& 150 keV cannot have an optical depth greater than ∼ 0.15 (see Fig. 2.13). This range
of parameters corresponds to a minimum value of the photon index of Γ ∼ 1.8, which
places severe limitations on the applicability of these models to observed black hole spec-
tra1. As will be demonstrated in chapter 5, the observed hard power-laws in BHs can
only be explained with models having photon-starved sources, where Compton cooling
is less efficient and the coronae are allowed to have higher temperatures.
2.2.2.4 Non-Uniform Temperature Structure
Our models allow for the determination of the temperature and opacity within local
cells, allowing for the possibility of non-uniform temperature structures.
In Fig. 2.14, the relative temperature deviation (∆T/Tavg) for assorted values of τp,
Tc and lc is given. Note that, for optically thin models (τp . 0.3), the temperature
is essentially uniform, while the temperature varies up to a factor of three for optically
thick models. For τp & 0.5, the region nearest the accretion disk is always the coldest,
1Note that due to the “anisotropy break” in the spectrum (HM93) the power-law portion of the spectrum hardens
with decreasing inclination angle. For models with τes = 0.3 and kTc = 110 keV where the angle averaged
photon index is Γ ≈ 1.8, the angle dependent photon index varies from 2.1 when the corona is seen “edge on”
to 1.7 for a “face on” disk.
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Figure 2.14: Vertical temperature structure of the accretion disk corona expressed as the relative
deviation of the local temperature, T(z), from the volume averaged corona temperature Tavg. Sev-
eral models, with different combinations of the seed optical depth τp and coronal compactness
parameter lc, are shown (Dove, Wilms & Begelman 1997, Fig. 3).
while the region farthest away from the disk (largest values of z) is the hottest. This is
easily understood since the energy density of the radiation field decreases with increas-
ing height, and therefore the Compton cooling rate decreases with z. In optically thin
coronae, on the other hand, the energy density of the radiation field does not vary too
much with height, but the average energy of the radiation field does increase due to the
hardening of the spectrum of the internal radiation field with increasing height. There-
fore, since the Compton cooling rate is proportional to both the average energy, 〈ε〉, and
the energy density, the minimum temperature can occur at intermediate heights rather
than always at z = 0.
2.2.2.5 The Emerging Spectrum
Fig 2.15 shows the comparison of the spectra resulting from models with a non-uniform
temperature structure to those resulting from models where the temperature does not
change with height for a range of model parameters. Note that these models are not
self-consistent. For the optically thin models the thermal gradients do not give rise
to any significant changes in the spectral shape of the radiation field and the fractional
difference between the uniform and the nonuniform models is always less than 1%.
Therefore, in order to obtain spectra that differ significantly from models with a uniform
heating, a nonuniform distribution of the heating rate that significantly amplifies the
temperature gradient would be required and Compton cooling alone is not sufficient.
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Figure 2.15: A comparison of the spectra emerging from the non-linear ADC models with those
emerging from linear models with a uniform vertical temperature distribution. From top to bot-
tom, the average temperature and total optical depth {kTavg(keV), τes} are: {118.4, 0.25}, {69.8,
0.50}, and {15.6, 2.0}. Smooth spectra represent the non-linear models, the noisier ones are spec-
tra emerging from the linear models. For clarity, each spectrum is normalized to an arbitrary value
(Dove, Wilms & Begelman 1997, Fig. 4).
For parameters appropriate for low mass X-ray binaries, where τes & 1, the spectrum
of the escaping radiation is significantly different than the corresponding spectra result-
ing from a uniform model, especially at high energies where the non-uniform model
produces a slightly harder high energy tail. This hard tail is caused by the small contri-
bution to the spectrum of the uppermost region of the corona, where the temperature
is hotter than the average coronal temperature.
2.2.2.6 Anisotropy of the Escaping Radiation Field
In Fig. 2.16 the spectrum of the escaping radiation for several values of the inclination
angle is shown. We define µ = cos(θ), where θ is the angle between the line of sight
and the normal of the accretion disk. As expected, the spectral shape does not vary
with respect to the inclination angle for optically thick models. However, for optically
thin models, the spectral shape of the escaping radiation field (and the internal radiation
field) does vary with µ. Since the effective optical depth for radiation leaving the ac-
cretion disk is τ/µ, the fraction of black-body radiation that escapes the system without
subsequent interactions with the corona decreases with decreasing µ. Consequently, the
thermal-excess weakens with decreasing values of µ. Finally, as µ decreases, the spec-
trum becomes softer since the magnitude of the reflection ‘hump’ decreases. These
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Figure 2.16: The spectrum of escaping radiation for several values of µ = cos(θ). The uppermost
plot is the spectrum averaged over all angles. Below, in order, µ = 0.9, 0.7, 0.5, 0.3, and 0.1.
For all cases, the average temperature is kTavg = 118 keV, the optical depth is τes = 0.25, and the
black-body temperature of the disk is kTBB = 200 eV (Dove, Wilms & Begelman 1997, Fig. 5).
results are in agreement with HM93. Therefore, the spectra of ADCs that are seen “face
on” (µ = 1) are the hardest, but they also have the largest amount of thermal excess.
On the other hand, ADCs viewed “edge on” do not have an observationally recogniz-
able soft-excess in their spectra nor do they contain reprocessing features. If the matter
responsible for producing the “reflection features” is the optically thick, cold accretion
disk that is producing the seed photons, it does not appear possible that the spectra of
ADCs can have strong reflection features without also containing a strong soft excess.
While a very cold accretion disk (i.e., kTBB . 10 eV) would produce thermal emission
that could be “hidden” due to the efficient Galactic absorption of UV radiation, it is
questionable whether an accretion disk of a BH, in the radial region where most of the
X-rays are produced, could stay so cold without heating up.
2.2.2.7 Strength of the Fe Kα Fluorescence Line
The strength of the Fe Kα fluorescence line for BHs provides stringent constraints on
the properties of ADC models. For a slab geometry, roughly half of the Comptonized
radiation field within the corona is reprocessed within the cold accretion disk. For pa-
rameters appropriate for BHs, where the radiation field is hard (having a photon index
of Γ ∼ 1.5), the large amount of reprocessing gives rise to a very large Equivalent Width
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Figure 2.17: Comparison of the predicted spectrum of escaping radiation with the analytic model
of Hua & Titarchuk (1995), for several inclination angles. Solid lines correspond to our model,
and the dashed lines correspond to Titarchuk’s model. From top to bottom, µ = 0.1, 0.5, and 0.9.
Again, kTavg = 118 keV, τes = 0.25, and kTBB = 200 eV (Dove, Wilms & Begelman 1997, Fig. 6).







where F(E) is the total model flux, including the emission line, and C(E) is the pure
model continuum, without the emission line. For the optically thin, hot corona mod-
els, the angle averaged EW varies between about 90 eV and 120 eV. Due to the statistical
nature of the simulations it is not possible to determine better values for the EW. The
predicted EWs would be even higher than these values if a harder spectrum, i.e., a spec-
trum with a spectral shape that better describes the observational evidence from Cyg X-1,
were incident onto the accretion disk. Simulations with the linear Monte Carlo code in-
dicate that an incident radiation field with Γ = 1.5 and an exponential cutoff at 150 keV
irradiated onto a cold disk leads to an iron EW of 150 eV for a “face on” orientation (see
Wilms 1996 for details). Since the observed EWs are typically . 100 eV, this is yet an-
other indication that the slab geometry might not be the correct geometry for galactic
BHs.
2.2.2.8 Comparisons to Previous Models
The major difference between the self-consistent models and the analytic Comptoniza-
tion models of Sunyaev & Titarchuk (1980) and Hua & Titarchuk (1995) is that the




























Figure 2.18: Comparison of the predicted spectrum of escaping radiation with spectra of the form
F(E) ∝ E−γ exp(−E/Ecut). The uppermost spectrum is the angle-averaged spectrum; then, from
top to bottom, µ = 0.1, 0.3, 0.5, 0.7, and 0.9. The model parameters are the same as in Fig. 2.17
(Dove, Wilms & Begelman 1997, Fig. 7a).
former models take into account the reprocessing of radiation within the cold accre-
tion disk, giving rise to reflection features in the spectra. In addition, the self-consistent
models give a more accurate description of the transition between the thermal black-
body (seed photons) and the Comptonized portion of the spectrum since Titarchuk’s
analytical model is only valid for energies much higher than the energy of the seed pho-
tons (cf. §2.1.1). It is therefore expected that the two models will predict different spectra
of escaping radiation. However, due to the popularity of these analytic models, it is nec-
essary to compare our models with the XSPEC version of the Hua & Titarchuk (1995)
models (Fig. 2.17).
Although the two models differ significantly, they do agree for energies much higher
than kTBB if the “reflection” features and the soft excess are ignored. However, the
modeled high-energy tails do not decrease with increasing energy as rapidly as those
predicted by the analytic model. This disagreement has previously been noted by several
other authors (Stern et al. 1995a; Skibo et al. 1995).
As shown in Fig. 2.18, we have also attempted to describe the simulated spectra by a
power-law with an exponential cut-off,
NE = F0E−α exp(−E/E0) (2.35)
where NE is the photon flux as a function of the energy E. Although very good fits for
the angle-averaged spectra are possible, there are large deviations when looking at the
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Figure 2.19: The sphere+disk geometry. The inner spherical corona has a radius Rc and the outer
accretion disk (assumed to be optically thick) extends from the inner radius Rc to the outer radius
Rd. In the computations the disk is assumed to be infinitely thin, the vertical extent shown here is
for illustration only. For the computations the corona is subdivided into several radially symmetric
zones as indicated to enable the study of the temperature structure (Dove et al. 1997, Fig. 2).
individual angle dependent spectra. This problem is due to the presence of reflection
features. The fits become better as the inclination angle increases since the strength of
reprocessing features decreases with increasing µ (§2.2.2.6). When the reflected compo-
nent of the radiation field is subtracted from the spectra of escaping radiation, good fits
are again possible. The reflected component subtracted from the escaping component
is the reflected component evaluated just above the accretion disk. Since subsequent
Comptonization of reprocessed radiation is possible, the escaping photon spectrum is
not simply the sum of the spectra of the reprocessed radiation and “non-reprocessed”
Comptonized radiation. However, this approximation is good for optically thin models
since most reprocessed radiation escapes the corona without additional interactions.
Finally, we tried fitting the slab models with functions that include a reflection hump.
A corona model with kTBB = 200 eV, k〈Tc〉 = 118 keV, τes = 0.25, and µ = 0.9 can be
well described with an exponentially cut-off power-law with Γ = 2, Ecut = 400 keV, and
a relative reflection parameter of fcov = 0.48. The comparison of the best fit spectrum
with the model includes additional structure that shows the danger of simply assuming
that a Comptonized unreflected spectrum can always be described by an exponentially
cut-off power-law. It is interesting to note that the best-fit covering fraction of the reflec-
tion spectrum is f < 0.5, given that the physical covering fraction for the slab geometry
is unity.
2.2.3 The Sphere+Disk Geometry
Although the slab corona models give rise to some very interesting physics, their value in
explaining observed spectra of galactic black holes seems to be small. The main limita-
tion of the slab geometry models, in regard to explaining the high-energy spectra of the
hard state of black holes, is that there is too much reprocessing of coronal radiation in
the cold accretion disk resulting in the low maximum temperatures shown in Fig. 2.13.
2.2.3: The Sphere+Disk Geometry 51
Therefore, models with the reprocessing matter having a smaller covering fraction (as
seen from the corona) are more likely to explain the observations. As I explained in the
introduction, one such geometry is a combination of a spherical corona of radius Rc with
an optically thick, geometrically thin, cold accretion disk where the accretion disk (start-
ing at Rc and extending out to Rd) is assumed to be exterior to the sphere (Fig. 2.19).
This geometry is very similar to the two-temperature accretion disk model of Shapiro,
Lightman & Eardley (1976), although, in the model presented here, the proton temper-
ature is assumed to be equal to the electron temperature. Thus, the geometry is also
similar to the advection-dominated disk models by Narayan and collaborators (Narayan
1996b, and references therein), although the seed photons for Comptonization are pro-
duced by the accretion disk through thermal emission rather than by bremsstrahlung
and synchrotron radiation within the corona.
Similar to the slab geometry, the major model parameters are the coronal compactness
parameter lc and the optical depth of the corona. For the sphere+disk geometry the
























where Rs is the Schwarzschild radius and Lc is the luminosity of the corona. It is easy
to see that the discussion of the energetics of the slab ADC system in section 2.2.2.1
equally applies to the sphere+disk system since nowhere in that discussion was there
any reference to any specific parameter of the geometry. This means that we are again
allowed to set the intrinsic disk compactness to unity, (1 − f ) lG = 1, without affect-
ing the physical space accessible to the models. With this normalization the fraction of





A major difference in the numerical treatment of the sphere+disk geometry as opposed
to the slab geometry is that the whole sphere+disk system has to be simulated in paral-
lel, since the volume in which the Comptonization happens is so far away from the disk.
Thus the thermal structure of the accretion disk has to be considered in detail. In the
case of the slab disk it was possible to just set the disk temperature to a certain value, in
the case of the sphere+disk geometry it is not obvious that a similar treatment is justified.
Before presenting the results from the numerical simulations on the sphere+disk geom-
etry, therefore, the consequences of this “global” approach to the ADC system have to
be studied. Section 2.2.3.1 is devoted to the presentation of some simple physical mod-
els studying the influence of the coronal luminosity on the temperature structure of the
disk, while the following section 2.2.3.2 looks at the amount of disk radiation that is leav-
ing the system freely, without ever interacting with the corona. It is this radiation that is
responsible for the soft excess observable in galactic BHs. Only after these two analyti-
cal sections are the properties of the corona-disk system as a whole described (§2.2.3.3).









Figure 2.20: Covering fraction fd(a) of the accretion disk as a function of the normalized outer
radius a = Rd/Rc, averaged over the surface of the corona (Dove et al. 1997, Fig. 3).
Since many of the results from the slab geometry carry over to the sphere+disk geom-
etry, only physical properties differing from those of the slab geometry are described,
mainly the existence of a regime of much hotter coronae.
2.2.3.1 The Temperature Structure of the Disk
A description of the physics of centrally illuminated disks as a whole is outside the scope
of this thesis, since such a study would also have to include the effects of the internal
heating. Thus, this discussion will be concentrating on simple analytical results for some
important limiting cases. First, the disk will be looked at from a global point of view to
find an expression for the average disk temperature. This expression can then be used to
make a statement on local quantities, i.e., to find the radial temperature structure of the
disk.
The lowest limit for the temperature of a centrally illuminated disk is obtained by
assuming that the disk is heated solely by the hard radiation, that is by assuming that
f ∼ 1. Then
πR2c (a




where a = Rd/Rc is the ratio of the outer disk radius to the corona radius, Lc is the
total luminosity for photons leaving the corona, fd(a) is the fraction of these photons
that is hitting the disk, and A is the albedo of the disk. Although fd is in general a very
complicated function, a good approximation is to assume that the photons leaving the
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corona are uniformly distributed over the coronal surface with an isotropic distribution.










where 〈∆Ω〉 is the average solid angle of the disk as seen from the surface of the corona.
The other terms in the integral are the angle between the normal of the coronal surface





x2 + 1− 2x sin θ
(
a2 − x2
a2 + 1− 2x sin θ
)1/2
dx (2.40)
where csc θ = 1/ sin θ. Both integrals have to be evaluated numerically. Fig. 2.20 shows
how the covering fraction depends on a. For a & 10 the covering factor is nearly constant
with an asymptotic value of about 0.35, so that the amount of reprocessing of radiation
within the accretion disk is insensitive to a in this regime. This maximum possible cov-
ering factor should be compared with the covering factor in the slab geometry, where all
of the downward directed radiation at the base of the corona interacts with the accretion
disk resulting in fd, slab ∼ 1. Thus, the spectra obtained from the sphere+disk geometry
are predicted to contain much weaker reprocessing features than those from the disk
geometry – in agreement with the observational evidence from galactic BHs, which also
points towards small covering factors.
Since it is very plausible that the outer parts of the accretion region still form a disk
with a radial extent that is much larger than the sphere radius, it is very probable that
covering factors smaller than 0.35 do not exist in nature. To simulate such realistic
systems, we therefore chose to set a = 10 for our computations. Hence, the computed
spectra represent models with the maximum amount of reprocessing possible for the
sphere+disk geometry.
The exact shape of the spectrum observed from the sphere+disk system depends on
the radial temperature structure of the disk. Since even in an α-disk the radial tem-
perature structure results in a spectrum that is quite different from a pure Planckian
(Shakura & Sunyaev 1973), this difference should be even more prominent in the case
of the sphere+disk geometry since heating close to the sphere is much more efficient
due to the inverse square law. The local temperature is found from the local energy
balance by equating the absorbed coronal flux with the with the local thermal emissivity
σSBT4BB(r) 2πr dr =
1
2
(1− A)Lc dfd (2.41)
where r = R/Rc, A is the local albedo, dfd(r)/dr is the differential covering fraction of a
ring of radius r, and fd(r) is determined numerically using eq. (2.24). Note that eq. (2.41)
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Figure 2.21: Temperature of the accretion disk as a function of radius assuming that the disk is
heated solely by hard radiation intercepted from the spherical corona. The profile has been com-
puted for lc = 25, M = 10 M, and Rc = 100 Rs (Dove et al. 1997, Fig. 4).
Therefore the sphere+disk model predicts an “effective” disk temperature that is much
lower than in the slab geometry models. Fig. 2.21 shows how TBB(r) varies with r. TBB(r)
roughly decreases as TBB(r) ∝ r−1.1, i.e. the disk cools off much faster than the standard
α-disk models where TBB(r) ∝ r−3/4 (Shakura & Sunyaev 1973).
If any accretion-energy were dissipated directly into the accretion disk ( f < 1), then
the disk temperature would be higher than the values given above. In order to determine
the relative importance of the internal dissipation of energy, compared to the contribu-
tion from coronal illumination, one can look at a model where, for R > Rc, the accretion
disk behaves as the standard optically thick α-disk, while all of the accretion energy is

























(see Dove et al. 1997 for a derivation of this formula). Thus the heating rate due to the
direct dissipation of accretion energy is comparable to that from coronal illumination
showing the need for a better theory of centrally illuminated accretion disks. However,
since T4BB is proportional to the total heating rate per unit area, doubling the heating
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Figure 2.22: Covering factor of the corona as seen from the disk at a distance r from the center of
the sphere (eq. [2.44], Dove et al. 1997, Fig. 5).
rate would only change the resulting disk temperature by a factor of 2(1/4). Therefore,
although the inclusion of direct energy dissipation into the disk would change the disk’s
total luminosity, the effect on the radial temperature profile would be small.
2.2.3.2 The Soft Excess
A major difference between the slab geometry and the sphere+disk geometry is that (by
construction) a large amount of soft radiation never has to interact with the sphere. This
is exactly what is needed to obtain the higher coronal temperature, but has also a directly
observable consequence: even for optically thick coronae there should still be a large
excess of soft radiation visible in the emerging spectrum. The covering fraction of the

















This function rapidly decreases with r (Fig. 2.22). In order to obtain an estimate of
what fraction of the energy emitted by the accretion disk interacts with the corona, fc is
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Figure 2.23: Average covering factor of the corona as a function of outer disk radius, 〈fc〉(a), for
different radial temperature profiles, T(r) ∝ r−γ . γ = 0.75 corresponds to the α-disk of Shakura &
Sunyaev (1973), γ = 1.1 is a centrally illuminated accretion disk (eq. 2.42), and γ = 0.925 is the
geometric average between the two.
Since F(r) ∝ TBB(r)4 by Stefan-Bolzmann’s law, the exact behavior of 〈fc〉(a) depends
on the radial temperature profile. In the previous section it was shown that to good
precision T(r) ∝ r−γ where γ ∼ 1.1 for the centrally illuminated disk and γ = 3/4
for the α-disk. To obtain an estimate for the (more realistic) case in which both effects
are equally important one can average these two exponents. Fig. 2.23 shows how the
averaged covering fraction depends on a for these three cases. For a & 2, 〈fc〉 . 0.25 in
all cases and at least 80% of the thermal radiation escapes the system without interacting
with the corona. In contrast, for the slab geometry models, all of the thermal radiation
must propagate through the corona prior to escaping the system. For that reason the
sphere+disk models always predict that a large amount of thermal radiation, relative
to the amount of Comptonized radiation, will escape the system. Unless this thermal
radiation is absorbed by the interstellar medium (which most of it is since the disk is
quite cold, cf. eq. 2.42), it will appear in the observed spectrum as a soft excess.
Neglecting the radiation intercepted by the sphere, the soft spectrum emerging from





where BP(T) is the Planckian distribution. In Fig. 2.24 the flux spectrum resulting from
such a centrally heated disk is shown using parameters typical for galactic BHs. The
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Figure 2.24: Spectrum of thermal radiation emitted from an accretion disk with a radial temperature
structure TBB(r) as given by eq. (2.42) (solid line), using the same parameters as for Fig. 2.21.
the dashed line is the Planckian for a temperature of TBB = 60 eV, and the dash-dotted line is a
Planckian corresponding to TBB = 80 eV. All distributions a normalized to a maximum flux of
unity (Dove et al. 1997, Fig. 7).
hard tail of the disk spectrum can be quite well described by a Planckian with T = 80 eV
since the hard tail is dominated by radiation emitted fairly close to the corona. Since it is
mainly this radiation from regions of the disk with a comparably high temperature that is
Compton upscattered and since the Comptonization spectrum is insensitive to the exact
spectral shape of the seed photons, for theoretical modeling purposes the radial temper-
ature distribution can be neglected. Thus, the models presented later in this section have
been computed using a constant temperature of 80 eV instead of computing the real disk
spectrum. This overestimates the flux in the predicted soft excess by about 10%. For
real spectral fitting, however, the shape of the soft excess has to be modeled correctly.
Since the exact radial temperature structure strongly depends on the physical assump-
tions put into the above analytical derivation and since the self-consistent computation
of the temperature structure would be very expensive in computer time, we decided to
use the radial temperature structure from an α-disk for computing the models used in
chapter 5.
2.2.3.3 Physical Properties of the Corona
Using the NLMC code we computed a grid of models, in which the range of seed
opacities is 0.5 ≤ τp ≤ 4.0 and the range of coronal compactness parameters is 0.1 ≤
lc ≤ 100. The outer radius of the disk was set to a = 10 and the temperature structure of
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Figure 2.25: Allowed temperature and opacity regime for self-consistent ADC models with a
sphere+disk geometry. The solid line is derived from a “fit by eye” to the numerical results. For
a given total optical depth, coronae with temperatures above the solid line do not exist. The black
body temperature of the disk was assumed to be kTBB = 80 eV for all models (with no dependency
on radius – note that this does only slightly affect the allowed regime!). Different symbols repre-
sent models with different seed opacities, while different points having the same symbol represent
different coronal compactness parameters (Dove et al. 1997, Fig. 9).
the disk was set to kTBB = 80 eV with no radial dependence. The computational strategy
and the output parameters for these models were the same as for the slab geometry.
As already mentioned several times, the most important difference between the slab-
geometry and the sphere+disk geometry is that the spherical corona is able to reach
much higher temperatures as compared to the slab models because the corona is “pho-
ton-starved,” i.e., the luminosity of the seed photons is much less than the luminosity
of the hard X-rays (Zdziarski, Coppi & Lamb 1990). As discussed above, most photons
that are reprocessed within the accretion disk do not re-enter the corona. Therefore,
the Compton cooling mechanism that prohibits slab geometry coronae from having
high temperatures is less efficient in keeping the spherical coronae cool. This can be
clearly seen from the allowed regime of optical depths and average corona temperatures
for the sphere+disk geometry shown in Fig. 2.25. Observationally, the most important
conclusion from this is that there are self-consistent {Tc, τes} combinations such that the
observed power-law and cut-off in BHs can be reproduced.
Note that the allowed temperatures are high even for large optical depths of the
corona. For this reason the spectra emerging from these systems still have power-
law spectra that are quite hard and do not exhibit a Wien hump (Fig. 2.26). At first
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Figure 2.26: Typical spectrum emerging the sphere+disk geometry for τ = 3 and lc = 1, corre-
sponding to an average coronal temperature of 45 keV.
glance, from the discussion on Comptonization in section 2.1.1 this might look counter-
intuitive. However, the big difference between the spectra presented, e.g., in Figs. 2.4
and 2.5 and the spectra from the sphere+disk geometry is that the soft photon source is
situated in the center of the disk for the former models, while the plasma is illuminated
from the outside in the case of the sphere+disk geometry. This means that the escap-
ing photons are mainly Compton scattering within the skin of the sphere and not deep
within the sphere, so that they have a high probability of reemerging after just a few
Compton scatters even if the sphere has a large optical depth. Therefore the “effective”
optical depth of the sphere is small for these photons although the total optical depth of
the sphere is large. Note also that the soft excess of the spectrum shown in Fig. 2.26 is
much stronger than that of the slab models, confirming the discussion in section 2.2.3.2.
As was claimed in the previous sections, due to the small covering factor of the disk, the
spectrum exhibits no discernible reprocessing features.
Finally, a theoretically interesting feature of the sphere+disk models is the internal
temperature structure of the sphere. Even though it was assumed that the heating rate
within the sphere is uniform with volume, the self consistent temperature structure
was found to vary by 30% for the models with τes & 1. For these optical depths, the
outer shells of the corona are the hottest while the center region is the coldest. This is
caused by the symmetry of the system: the center region is illuminated from all sides
so that Compton cooling is most efficient in this region. The variation is not large
enough, however, for the predicted spectra to contain a “hardening” feature that mimics
the hardening due to Compton reflection as proposed by Skibo & Dermer (1995).
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2.3 Temporal Signatures of Accretion Disk Coronae
The results of the ADC simulations presented so far concentrated solely on the phys-
ical conditions within the ADC as well as the escaping spectrum. Although X- and γ-
ray astronomy are traditionally focused on the photon energy spectrum, there is much
knowledge to be gained from the temporal behavior of sources containing ADCs. What
knowledge can be gained, however, is not obvious from the results presented so far and
additional computations need to be done.
To understand qualitatively what is happening in a Comptonizing medium, we con-
sider a spherical electron cloud of uniform electron density. A burst of soft photons
emitted at the center of the cloud will Compton scatter through the cloud and finally
diffuse outwards. The time a photon stays in the cloud obviously depends on its path
length within the cloud, which, in turn, is dependent on the number of scatterings the
photon experiences before emerging. Since many scattering orders contribute to the
emerging spectrum, the initially very narrow photon burst will be spread out in time
when the photons emerge the cloud. Because the average energy gain of the photon per
scattering is approximately constant (eq. 2.9, p. 25), different scattering orders also cor-
respond to different final photon energies. Thus the time at which the photons escape
from the cloud is different for different final energies. If the seed photon intensity is time
dependent, not only will this variability be mirrored in the observed X-ray light-curve,
but likewise there will be a time-lag between different energy bands in the observed
X-ray lightcurve, such that the hard photons lag the softer ones. Such time-lags have
indeed been observed (Nowak & Vaughan 1996; Miyamoto et al. 1992, and references
therein; see also chapter 5).
If it can be assumed that the Comptonizing medium is static, then the observed light




GE1,E2(E0; t, t0)Iintrinsic(E0; t0) dt0 (2.47)
where Iintrinsic(E0; t0) is the intrinsic intensity variation of seed photons emitted with
an energy E0 at time t0, and GE1,E2(E0; t, t0) is the probability that such a seed photon
emerges from the Comptonizing system at time t with an energy in the energy band
from E1 to E2. Since this probability is also dependent on the shape of the emerging
spectrum, only the total Green’s function, G0,∞, is normalized to unity,
∫ ∞
t0
G0,∞(E0; t, t0) dt = 1 (2.48)
while GE1,E2 is normalized to the relative photon flux in the energy band from E1 to E2.
Since G is the light curve resulting from a δ-function like seed photon input light curve,
the Green’s function is colloquially called a “Compton shot”. By virtue of eq. (2.47) it
is sufficient to compute G to be able to characterize the effects caused on the intrinsic
light curve by the electron cloud. In the next two sections I describe the properties of
Compton shots resulting from Monte Carlo computations. Due to its physical sim-
plicity I will first describe the properties of Compton shots from a spherical geometry,
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where the photon source is situated in the center (§2.3.1). After this the results of the
computations for the more complicated sphere+disk geometry are described (§2.3.2).
All results presented in this section have been obtained using an extended version of the
linear Monte Carlo code described in my diploma thesis (Wilms 1996), which is primar-
ily based on the algorithms presented by Pozdnyakov, Sobol & Sunyaev (1983) and Hua
(1997). A brief description of the code can be found in appendix A.1
2.3.1 Compton Shots in the Spherical Geometry
2.3.1.1 Introduction
The simplest geometry to compute Compton shots is that of an electron sphere with
radius R, uniform electron density ne and uniform temperature kTe. The source of
the seed photons is situated at the center of the sphere. Due to its simplicity, this ge-
ometry is the only geometry which has been extensively studied in the literature. In
fact, all published studies presenting Compton shots concentrated on the spherical ge-
ometry. First analytical considerations for the shape of the Compton shot in the limit
of τes  1 were done by Payne (1980) and by Sunyaev & Titarchuk (1980). The lat-
ter authors concentrated especially on the case of a spatial seed photon distribution
N(R) ∝ sin(πneσTR/τ )/R for which they could show that G0,∞(t, 0) ∝ β exp(−βu),
where u is proportional to the time. Later simulations were stimulated by the discovery
of possible time lags between different energy bands in Cyg X-2 and GX 5-1 (see van
der Klis 1995 for a description of these observations using newer data). Stollman et al.
(1987) quantitatively studied the dependency of the time lag on τes for τes ∈ [5, 15].
They also looked at the case where the optical depth itself was time dependent. In a sec-
ond paper using the same code and the same range of parameters, Wijers, van Paradijs
& Lewin (1987) focused on the dependency of the time lag on the seed photon tem-
perature. The properties of the shots emerging from a sphere with a point source in
the center were also studied by Kylafis & Klimis (1987) and Kylafis & Phinney (1989),
using a larger range of parameters and a combination of analytical methods and Monte
Carlo simulations. These latter authors, however, did not include any information on
the energy dependency of the shot.
With the availability of X-ray observations of high temporal resolution as those I will
present in chapter 5.5 and with the availability of new time series analysis methods,
the study of Compton time lags has had a revival. In a series of papers, Hua, Kazanas,
and collaborators have studied the influence of the density profile on the time lag ob-
served from a spherical electron cloud that is symmetrically irradiated with soft photons
(Kazanas, Hua & Titarchuk 1997; Hua, Kazanas & Titarchuk 1997; Hua, Kazanas & Cui
1998), concentrating not on the Green’s function but on the predicted periodogram ob-
tainable from such a system. This geometry is qualitatively closer to the sphere+disk
geometry studied in section 2.3.2.
In his study of time-dependent Comptonization, Payne (1980) found that in the limit
of large optical depth the Green’s function for monochromatic seed photons with energy
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Figure 2.27: Compton shot computed using Payne’s formula (eq. 2.49), for an optical depth of
τes = 5., a temperature of kT = 0.5mec2, and E/E0 = 103. Note that G is distinctly asymmetric,
even for large optical depths.


































Fig. 2.27 gives an example for the shape of G computed from the Payne (1980) theory.
2.3.1.2 Simulations
Payne’s analytical theory (and similar results from Kylafis & Klimis 1987) are quite able
to reproduce the exact Monte Carlo results for high optical depths, but they break down
for lower optical depths. This is unfortunate since the last sections showed that the hot
ADCs observed have to have low optical depths. For low τes, the individual scattering
orders have a strong influence on the shape of the shot. It is therefore necessary to over-
come the problem of the analytical theory by “brute force”, i.e., to compute Compton
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Figure 2.28: Comparison between a Compton shot simulated with the linear Monte Carlo code
and the Compton shot computed from Payne’s theory (dashed), for an optical depth of τes = 5 and
a moderately hot corona with kTe = 0.15mec2 ≈ 75 keV.
shots using a MC code. Using the linear MC code described in appendix A.1, therefore,
a large grid of models was computed, covering the optical depth range from τes = 0.25 to
10, and the temperature range from kT = 0.1mec2 to 0.7mec2. This large range of models
allows for a study of the low optical depth shots occuring in nature, including relativistic
temperatures. On the other hand, the large optical depths included in the grid allow
for a study of the regime where the numerical theory approaches the analytical solution
of eq. (2.49). For all models, the total emerging Compton shot, for all energies, was
computed, as well as shots for narrow energy bands.
Fig. 2.28 compares the shot profile obtained with the Monte Carlo code to the pro-
file given by eq. (2.49), for an optical depth of τes = 5 and an electron temperature of
kTe = 0.15mec2. As with all profiles shown here, the time is normalized to the time it
takes a photon to travel a distance corresponding to the radius of the sphere, R (called
“light crossing time” from now on). The shapes of the theoretical shot and the simu-
lated shot are in quite good agreement. The shot profile computed from Payne’s theory
is narrower, however. The main cause for this disagreement is that in his analytical
theory only the lowest eigenvalue of the diffusion problem is taken into account, corre-
sponding to an underestimation of the higher scattering orders. Since photons of higher
scattering orders stay in the corona for a longer time, the tail of the Compton shot is
underestimated. This build up of a Compton shot from the different scattering orders
is shown in Fig. 2.29. Note the analogy to the build up of the photon energy spectrum
shown in Fig. 2.4, p. 27. When the optical depth is small, as is the case for the model of
64 Radiation Processes Around Black Holes






















Figure 2.29: Contribution of the first five scattering orders (numbers) to the total emerging Comp-
ton shot. The dotted line at TR/c = 3 shows the maximal time-lag for photons suffering exactly
one time-lag, while the dotted power-law is the extrapolation of the asymptotically reached power-
law reached for large time lags, to smaller t.
Fig. 2.29, then the total emerging Compton shot has a characteristic break at t = 3 light
crossing times, indicated by the dotted vertical line in the figure. This break is caused
by the contribution of the first scattering order to the shot, because these photons can
stay in the cloud maximally for this length of time (traveling from the center to the edge
of the cloud, suffering a head on collision, and traveling back to emerge on the opposite
side of the sphere). Note also that for high time lags the shot asymptotically reaches an
exponential, while there are large deviations from the exponential for smaller lags.
For a systematic study of the Compton lags in the spherical geometry many models
need to be computed using up a large amount of CPU time. Since quite a lot of data are
produced this way the results are not very instructive at first. If these data could be pre-
sented in a compact form, then they would be easier to understand and it would be easier
to use the time lags in analyzing the observations. For larger escape times, Fig. 2.29 sug-
gests an exponential behavior of the shot (in agreement with the proportionality found
by Sunyaev & Titarchuk 1980, quoted in the introduction to this section), which is
modified for smaller times. Empirically it was found that for all seed photon energies
the Green’s function can be well described by



















for t > t1
0 for t ≤ t1
(2.53)
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Figure 2.30: Simulated Green’s function for a sphere with τ = 1.5 and kT = 0.2 mec2, for the
energy band from 2 keV to 4 keV (histogram), and the best-fit generalized Gamma function 6 ×
10−4 G(T|x1 = 1, α = 1.36, β = 1.27, γ = 1.81) (solid line).
where α, β, and γ are the parameters of the distribution, A is a normalization constant,
and where Γ (x) is Euler’s Gamma function. All fit-parameters depend on the seed pho-
ton energy. The probability density of (2.53) is called a generalized Gamma distribu-
tion1 . It is one of the most general one-sided probability distributions used in statistics.
In the special case of γ = α − 1 the generalized Gamma distribution is called a Weibull
distribution. The properties of the generalized Gamma and the Weibull distribution are
discussed in detail in appendix C.1.
2.3.1.3 Results
Fits to eq. (2.53) have been performed for the whole grid simulated (60 models and
∼ 350 shots total). The Gamma distribution is able to represent the shot profile to a
very high precision (see Fig. 2.30 for an example). This makes it possible to characterize
each shot by just five parameters so that a study of the behavior of the shots is simplified.
Fig. 2.31 shows the dependency of the normalized shot profile from the energy of
the escaping photons, for several energy bands. Note that for the higher energies the
1In their analysis of the Compton shots from a sphere with a density gradient that is irradiated from the outside,
Hua, Kazanas & Cui (1998) model their profiles with the Gamma distribution,
gHua(t) =
{
tα−1 exp(−t/β) for t ≥ 0
0 otherwise
(2.54)
This simpler fit function does not work with all shot profiles obtained in my simulations.
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Figure 2.31: Dependency of the normalized shot profiles from the final energy of the photons for
a model with τ = 0.75 and kT = 0.25 mec2.
shot is broader and the most probable escaping time of the photons occurs at a later
time. Since the average energy change in one Compton scattering is proportional to kT
(cf. eq. [2.9] on p. 25), photons escaping with a higher energy have on average suffered
more Compton scatterings than photons escaping in lower energy bands. Therefore,
the time these photons spent in the sphere is larger and consequently they escape at a
later time than low energy photons. The larger average number of Compton scatterings
is also the cause for the larger width in the high energy shot profile. Note, however, that
the width of the shot profile also depends on the width of the energy band for which the
profile was computed – it is difficult to disentangle these two effects in simulations of
the kind performed here.
For a given energy band, the time lag decreases with increasing temperature of the
cloud (Fig. 2.32). Again, this is mainly due to the smaller number of scatterings photons
need to undergo before reaching a given energy. In agreement with the discussion of the
previous paragraph, the time lag increases with higher photon bands. Fig. 2.32 indicates
that in models with lower temperatures, which have softer spectra, the difference in
time lags between adjacent energy bands is slightly larger (compare, e.g., the time lags
for kT = 0.1 mec2 with those for kT = 0.7 mec2). In the figure this behavior results in a
decrease of the curvature of the plot with increasing temperature. Observationally this
indicates that the measurement of the time lag between two energy bands in a source that
has a Comptonization spectrum is characteristic of the physical parameters in the source,
an idea brought forth by Vaughan & Nowak (1997), Nowak & Vaughan (1996), and the
papers referenced in these publications. The measurement of the time lag can thus be
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Figure 2.32: Time lag of photons escaping the sphere in a given energy band (here characterized
by the mean energy of the band [not weighted by photon number!]) for spheres with an optical
depth of τ = 0.5 and different temperatures. The lag is characterized by the most probable time
for a photon to escape, i.e., by the time at which the shot profile has its maximum. Points missing
at high photon energies are due to the low photon number in that bin due to the soft spectrum.
The high energy point for the kT = 0.2 mec2 model has a large statistical uncertainty.
used, in principle, to check whether the physical parameters obtained from the spectral
fitting are consistent with those predicted for the temporal behavior of the source.
A similar behavior of the time-lag can also be seen when looking at the second pa-
rameter determining the model, the optical depth (Fig. 2.33). For any given energy band
the most probable time for the photons to escape with that energy shortens with in-
creasing optical depth. This seems counterintuitive at first glance, but is a consequence
of the scaling of the time unit in terms of the light crossing time. In this parametriza-
tion a higher optical depth results in an increase of the electron number density density.
Since the number of scatterings to reach a given output energy band is constant for a
given electron temperature, increasing the electron density means that the scattering
frequency is increased and therefore the time before these photons escape is reduced.
Note that this effect is also apparent in eq. (2.49) where the profile is given in terms of t̃
which is proportional to τ times the light crossing time.
2.3.2 Compton Shots in the Sphere+Disk Geometry
2.3.2.1 Introduction
The results presented for an electron sphere with a source in the center are quite general
and carry over for a much more complicated system, the sphere+disk geometry. Apart
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Figure 2.33: Most probable escape time in a given energy band, for a sphere with temperature
kT = 0.4 mec2 and varying optical depth. As in Fig. 2.32 the uppermost energy bands are not too
significant.
from the different geometry, the major difference between the systems is the presence
of cold matter within the sphere+disk geometry. Due to reprocessing of the hard ra-
diation within the accretion disk, which results in reflected photons or in the emission
of thermalized photons in the form of black body photons, the Comptonizing medium
and the accretion disk are coupled: the effect of thermalization is to cause “echos” in the
temporal response of the system to an initial δ-function like burst of photons, since the
thermalized photons are again able to produce hard photons by Comptonization in the
sphere. In the implementation of the MC code this means that several programming
tricks are necessary to ensure energy conservation. These are discussed in appendix A.1.
Due to the size of the whole sphere+disk system, the time lag of the photons emerg-
ing the system is not only caused by the different light travel time of the photons within
the sphere, but also by the time it takes the photons to travel from their initial point of
emission on the accretion disk to the sphere. In addition, hard photons emitted from
the different “sides” of the sphere have different travel times to the observer (who is as-
sumed to be far away from the sphere). In the computations presented below, this phase
shift was taken care of by adding the travel time of the photons to a plane perpendicular
to the photon’s direction, which is at a large distance (50 sphere radii) from the center
of the cloud, to the total travel time of the photon. Thus, in contrast to the shot profiles
presented in section 2.3.1, the times that will be given in this section are only relative
times. Thermalization and Compton reflection do not affect the final computed time
lag: Compton reflection mainly happens within the first few optical depths of the ac-
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cretion disk. Since the disk has a very high density this volume is very small compared
to the size of the system, so that Compton reflection occurs virtually instantaneously.
Thermalization in the accretion disk occurs primarily via photoabsorption of a photon
followed by the emission of either a photo-electron or Auger electrons, both which have
typical energies on the order of a few keV or less. The electrons then lose their en-
ergy primarily via Coulomb interactions with other electrons. The typical relaxation






















where E = mev2/2 is the initial energy of the electron, ne the electron number density, e
the elementary charge, T the temperature of the plasma, and ln Λ ≈ 15 is the Coulomb
logarithm. Since the thermalization timescale is small compared to the light-crossing
time of the spherical disk and the light-travel time from the accretion disk to the sphere,
it can be assumed that thermalization occurs quasi-instantaneously. Consequently the
time spent by the photons within the accretion-disk was not taken into account in the
determination of the time-lag.
2.3.2.2 Simulations
Using the MC code, I have computed a grid of models for a large range of parameters,
i.e., optical depth and temperature of the cloud, seed photon temperature, and radius
of emission of the first seed photon. Instead of just one generalized Gamma distribu-
tion as in the case of the pure sphere geometry, the sum of two generalized Gamma
distributions is needed to describe the resulting shot profiles. The second distribution,
which contains less flux than the first one, can be attributed to the presence of the pho-
ton “echo” in the shot. From the numerical fits it turned out that the starting times t1
of these two distributions were almost identical. Furthermore, it turned out that the
fit parameters of the individual shots were coupled such that γ ≈ α − 1 in all fits. It
turned out that forcing γ = α− 1 resulted in equally good fits to the computed profiles.
A generalized Gamma distribution with γ = α − 1 is called a Weibull distribution, its
properties are described in appendix C.2 on p. 163. The final fit-function chosen for the
description of the Compton shots was therefore
GE1,E2 = A1PW(t;α1, β1, t1) + A2PW(t;α2, β2, t1) (2.56)
resulting in very good fits for all models computed. Thus, as in the case of the sphere
geometry, only five parameters are needed to describe the shot profile. Fig. 2.34 gives
examples for the shot profiles obtained this way.
Since the major behavior of the shots, like their dependency on the temperature and
the optical depth, are similar to those in the pure sphere geometry, they will not be
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  1.0 -    2.0
  5.5 -    7.0
 12.0 -   23.0
 50.0 -  250.0
250.0 -1000.0
Figure 2.34: Profile of the Compton shots from the sphere+disk geometry for different final energy
bands. Note the tail caused by the photon “echo”. The radius at which the primary photon was
emitted is at rin = 1.5 sphere radii, and the seed photon energy is 214.4 eV.
repeated here. I will focus instead on the dependency of the shot profile on the initial
seed photon energy, and on the effects due to the radius of emission of the seed photons.
All examples given are for a sphere with τ = 2.1 and a temperature of kT = 66 keV,
corresponding to parameters found for Cyg X-1 (chapter 5).
To be able to study the effect of radially symmetric disturbances of the accretion disk
on the temporal behavior of the emerging Comptonization spectrum, the Green’s func-
tion for photons emitted from a ring of radius r was computed. Fig. 2.35 compares
the average time photons take to escape the system as a function of the initial radius at
which the seed photon was emitted. Contrary to the previous section, the lag time is
defined by the mean time the photons need to escape (computed using the expressions
in appendix C.2) and not by the most probable time. Since the energy bands consid-
ered in the figure have energies that are large compared to the seed photon energy, all
photons entering the plot have been Comptonized within the corona. Obviously, the
time lag for photons emitted at large radii is longer because of the larger distance from
outer radii to the corona. For the same two energy bands, however, it is empirically
found that the time lag between these bands appears to be slightly shorter for larger ini-
tial radii (Fig. 2.36). The explanation for this result is at present unknown, but might
be caused by the difference in the illumination of the central sphere for different initial
seed photon radii. One possible application of this effect would be the measurement
of radial symmetric instabilities in accretion disks. If the seed photons observed were
coming from such an instability, then the response between lower and higher energy
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Rin Initial Energy:  115.0 eV
  1.5   2.0
  3.0   5.0
  7.0  10.0
Figure 2.35: Average Compton lag (defined through the first moment of the shot, see text) for
photons with an initial energy of 115 eV and different radii of emission. The offset of the time-
system is arbitrary.











Einit [eV]: Lag between    1.0 -    2.0 keV
and   23.0 -  50.0 keV 40.4 115.0 214.4
Figure 2.36: Time lag between different energy bands as a function of initial photon energy. The
time lag is computed as the difference between the average escape times of the photons for these
bands, as a function of the initial radius at which the seed photons were emitted. The 40.4 eV,
r = 10 point is uncertain due to numerical noise.
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bands should become slightly shorter as the disturbance propagates inwards. A more
detailed study using a much larger number of models than those computed here would





The previous chapters were devoted to a theoretical study of ADCs. In the rest of this
thesis these results will be applied to X-ray observations of Black Hole systems to test
whether the theory is in agreement with the observations. Before this can be done, how-
ever, it is necessary to define the techniques used in the data analysis and to introduce
the instruments used.
In this chapter the observational methods are defined: section 3.1 gives a brief intro-
duction to the X-ray spectral analysis methodology and section 3.2 defines the techniques
used in the temporal analysis. The description of the X-ray instruments used to gather
the data will be given in Chapter 4.
3.1 Spectral Analysis
The major drawback of X-ray spectral analysis as compared to optical spectral analysis
is without doubt the limited spectral resolution of the X-ray detectors currently in or-
bit. The spectral resolution of an X-ray instrument is usually characterized by the ratio
∆E/E, where ∆E is the Full Width at Half Maximum (FWHM) of the energy dis-
persion at energy E. Typical values for instruments sensitive in the 1 . . . 10 keV range
are 15% at 5.9 keV for proportional counters, and about 3% for semiconductor devices
(Zombeck 1990, p. 364). For other energies, ∆E/E ∝ E−1/2. In contrast, optical prisms
have resolutions of λ/∆λ ≈ 1.5 × 104 (Kitchin 1984, eq. 4.1.44), corresponding to
∆E/E < 0.01%! Due to these reasons it is clear that the spectral analysis process in
X-ray astronomy has to use comparably complicated methods to be able to extract a
physical meaning from the measured data.
This measured X-ray spectrum, i.e., the detected information analyzed in the Pulse
Height Analyzer (PHA) of the instrument, can be written as the convolution of the
true photon spectrum of the observed source, Nph(E), with a function characterizing
the properties of the detecting instrument. The source spectrum is typically given in
units of photons per unit area, per unit time, and per unit energy interval, [Nph] =
ph cm−2 s−1 keV−1 . The instrument is characterized by its (energy dependent) efficiency,
which can be expressed in terms of an “effective” collecting area, A(E), and by the prob-
ability function that a photon of energy E is detected as a photon of energy E′ by the
detector, R(E′,E). The probability R is often referred to as the redistribution function
of the detector, while the product of A(E) and R(E,E′) is called the response function
of the detector. To first order, R(E′,E) is a Gaussian centered on energy E with a width
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corresponding to the energy resolution of the detector. Higher order effects in the de-
tector (escape peaks, nonlinearities, etc.) lead to deviations from this behavior. Examples
of real redistribution functions R(E,E′) are discussed in chapter 4. Thus, for each PHA
channel i the rate of photons detected, di, i.e., the PHA spectrum, can be computed from
the incident photon spectrum Nph(E) by







where E′i the energy corresponding to PHA channel i, and ∆E
′
i is the energy width of the
channel. Note the presence of a detector background term, bi, which might be caused
by cosmic radiation, radioactivity within the detector, the cosmic X-ray background, or
other nuisances (cf. §4.1.3, p. 93). The units of di and bi are [di], [bi] = cts s−1 . It is
commonplace to approximate eq. (3.1) by a sum, so that a matrix equation for the PHA
spectrum results. In matrix form, R ∗ A is called the Response Matrix Function (RMF).
Since both R and A have quite a complicated form, all attempts in the literature to
solve eq. (3.1) directly for the source spectrum did not succeed (cf. Blissett & Cruise
1979, and references therein). Instead, the approach used is to assume that the observed
X-ray source has a certain spectrum (the “model” spectrum) and then to use eq. (3.1) to
predict what the model spectrum would look like in the X-ray detector. By minimizing
the deviation between the predicted model spectrum and the measured data one then
obtains a “best fit” to the data. The minimization is typically done using a Levenberg-
Marquardt method as described, e.g., by Bevington & Robinson (1992). To quantify the
correspondence between the model and the data, a statistical test is performed. Due to







as a measure for the deviation between the data and the model (Gorenstein, Gursky &
Garmire 1968). Here, Di is the number of photons registered in PHA channel i over the
duration T of the observation, Di = diT (and ditto for the other uppercase variables),
Di − Bi is the background subtracted measured spectrum, Mi is the model spectrum
(which might depend on model parameters), and σ2i is the variance of the data in PHA
channel i. If the measured events are statistically independent and if a large number of
photons has been detected, D is Poisson distributed and the variance can be estimated by
σ2i = Di + Bi. In real life σi might also be affected by a systematic error, which might be
caused, for example, by uncertainties in the determination of R. This systematic error is
added in quadrature to the uncertainty of the data to obtain the final variance of the PHA
channel1 . If it can be assumed that the measured data have a Poissonian distribution
1An alternative approach to estimating σ2i is to compute σ
2
i from the model (e.g., by assuming Poissonian statis-
tics) instead of estimating it from the data. The way I have described here is the default of the X-ray analysis
package XSPEC, while the latter way of computing σ2i is the one preferred in statistics (Lampton, Margon &
Bowyer 1976; Horowitz 1997). For good fits, where Di−Bi ≈ Mi, these two choices obviously result in almost
identical model parameters, but the resulting confidence intervals will be slightly different. For consistency, I
used the XSPEC default throughout.
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(which is usually the case, but see below!), then S is χ2 distributed with N − p degrees
of freedom where p is the number of estimated model parameters. This χ2-property of
S can be used to test the statistical significance of the agreement between the model and




fχ2(ν = N − p|χ2) dχ2 (3.3)
where fχ2(ν = N − p|χ2) is the probability distribution function of the χ2 distribution
with N−p degrees of freedom. From the asymptotic expansion of eq. (3.3) (see Diem &
Lentner 1970, p. 167) one can show that S/(N− p) ∼ 1 for a fit with a high confidence.
The ratio χ2red := S/(N− p) is called the “reduced chi-squared”. In the X-ray astronom-
ical literature it is standard practice to use the notation “χ2/dof” for the reduced χ2, e.g.,
χ2/124 = 0.9 means that the reduced χ2 of a fit with 124 degrees of freedom was 0.9.
For the fitting of spectral models to the data and for the computation of the statistical
uncertainties, the spectral fitting package XSPEC, version 10.0 (Arnaud 1996; Shafer et al.
1991), was used for all fits presented in this thesis.
The above fitting strategy only yields meaningful results if S is at least reasonably χ2
distributed. This caveat is generally taken to mean that there should be at least 20 counts
per spectral bin (cf., e.g., Nandra et al. 1997). If this is not the case, the data need to
be rebinned, i.e., the data in adjacent PHA channels need to be added, taking care of the
small number statistics involved when computing the statistical uncertainty of the newly
formed bin (Gehrels 1986; Kraft, Burrows & Nousek 1991; Nousek 1992). When only a
small total number of photons has been observed, rebinning does not help and one has
to use a different approach to data modeling (see Cash 1979).
If the fit to the model was successful, i.e., if the confidence computed from eq. (3.3) is
better than at least 0.9, confidence intervals for the model parameters can be computed.
This is typically done following a prescription given by Lampton, Margon & Bowyer
(1976). To compute the uncertainty of the interesting model parameter X, this param-
eter is varied around its best fit value. For each value of X in this range, a new model
fit is done holding X at its preset value and allowing the other parameters to vary. This





N), it is possible to show that the range of X for which S < Smin +χ
2
p(α)
contains the “real” value of X with a probability of 1−α. This range is then called the the
confidence interval of X. Here, χ2p(α) is the value of the χ
2 distribution for p parameters
of freedom and significance α. Where not noted otherwise, the uncertainties given in
this work are confidence intervals for one parameter (p = 1) at the 90% level (α = 0.1),
and χ21(0.1) = 2.71. See Lampton, Margon & Bowyer (1976, Tab. 1) for other values of
χ2p . Note that this X-ray astronomical definition of the confidence interval is not what is
called a confidence interval by statisticians. See Akritas (1997, answers 7, 8, and 33) for a
discussions of these subtleties and Horowitz (1997) for a polemic discussion of the ways
X-ray astronomical fitting is done as seen from the viewpoint of a statistician.
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3.2 Temporal Analysis
Apart from the physical insight that can be gained from the spectral analysis, the tempo-
ral behavior of astronomical sources is a very important source of information. In this
section the methods used in this thesis are defined. The traditional way to analyze time
series in astronomy has been to use Fourier techniques. These methods are described
in section 3.2.1. If the time series is non-periodic, then the analysis using the stochas-
tic processes presented in section 3.2.3 might be more appropriate. These processes are
especially well suited for an analysis directly in the time domain.
For an extensive review on the use of Fourier techniques in X-ray astronomy, see
Lewin, van Paradijs & van der Klis (1988) and van der Klis (1989), while an introduction
ot the stochastic methods from a general point of view is given by Scargle (1981). New
developments have been extensively covered by König (1997) and Pottschmidt (1997).
3.2.1 Timing Analysis with Fourier Techniques
3.2.1.1 Power Spectral Density
The analysis of time series with Fourier techniques is mainly suited for equidistant time
series, i.e., for time series where the count-rate x(ti) =: xi has been determined at times
ti = t0 + i∆t where ∆t is the time-step, i is a natural number going from 0 to N − 1, N
is the number of points in the time series, and t0 is the start of the time series1 . Without
loss of generality it will always be assumed that t0 = 0. For such an equidistant time




xke2πijk/N where j ∈ [−(N/2) . . . (N/2)− 1] (3.4)
and the frequency ωj for which the Fourier coefficient Xj is computed, is
ωj = 2πνj = 2πj/(N∆t) (3.5)
The highest frequency for which Xj can be computed is the Nyquist frequency, νN/2 =
1/(2∆t). The zeroth coefficient of the Fourier-transform, X0, is related to the total













where 〈x〉 is the average count-rate. With this definition of the DFT, the periodogram
of a time series is defined as the squared absolute value of the Fourier coefficients, mul-
tiplied by a normalization constant A
Pj = A|Xj|2 where j ∈ [0 . . .N/2] (3.7)
1A source of confusion is that some authors, most notably van der Klis (1989), use the total number of photons
per time-bin instead of the count-rate in their definitions.
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Since the count rates are real numbers, Xj = X∗−j and therefore |Xj|2 = |X−j|2, so that
the periodogram needs to be defined only for positive frequencies (the star, ∗, denotes
complex conjungation). The continuous counterpart of the periodogram is the Power
Spectrum Density (PSD), in astronomy both terms are typically used without distin-
guishing the continuous and the discrete versions. Note that it is common practice to
subtract the mean count rate from the data before computing the periodogram, i.e., to
force X0 = 0.
For a strictly sinusoidal time series the PSD has a pronounced peak at the frequency
of the signal, while a Quasi-Periodic Oscillation (QPO) is characterized by a broad peak
centered on the QPO frequency. Non-periodic phenomena (“noise”) are characterized
by the broad band behavior of the PSD. For “white noise” the periodogram is flat, while
for “red noise” the PSD is characterized by the power-law exponent resulting from the
fit of a power-law to the data. Other processes result in even more complicated shapes
of the periodogram. Of these, the “shot-noise” process has been used extensively in
X-ray astronomy (Belloni & Hasinger 1990b; Lochner, Swank & Szymkowiak 1991).
The simplest shot-noise process is a time series consisting of a sequence of statistically
independent, exponentially decaying “shots” with a decay time τ . The PSD of the shot
noise process is given by
PSN(ω) ∝
λ
(1/τ )2 + ω
(3.8)
(Lehto 1989) for ω 6= 0. More complicated shot noise processes are discussed by Pa-
poulis (1991, chapter 11).
The normalization constant of the periodogram, A, is one of the big mysteries of
time series analysis, with almost as many definitions as there are authors. The following
normalizations are in use in the X-ray astronomical literature:
ALeahy = 2∆t2/Nph = 2∆t/X0: This normalization, due to Leahy et al. (1983) and pro-
moted by van der Klis (1989), is very often used in the QPO literature1 . If the
statistical fluctuations in the time series are Poissonian, then the ensemble averaged
power is equal to 2 and the variance of the Pj is sj = 4(1 + 1/Nph) (Leahy et al.
1983). In the limit of large Nph, Pj is distributed as a χ2-distribution with two de-
grees of freedom. If the periodograms from M data segments (of equal length and
same time binning) are summed to yield a total power-spectrum, the points in the
spectrum are distributed as a χ2-distribution with 2M degrees of freedom (Leahy
et al. 1983).
AMiyamoto = 2∆t2/(Nph〈x〉) = ALeahy/〈x〉: This normalization has been used mainly by
Miyamoto and co-workers (Miyamoto et al. 1991, 1992) and formally defined by
van der Klis (1995) . Note that they have sometimes given confusing and con-
tradictory definitions of their normalization. In the Miyamoto normalization, the
1Note that the definitions given here assume that xi is the count rate at time ti. Some authors prefer to do
the analysis using the total number of photons detected in the time interval ∆t. In order to obtain the same
periodograms, the factor of ∆t2 has been introduced in the normalization.
3.2.1: Timing Analysis with Fourier Techniques 79
periodogram in the Leahy normalization is divided by the mean count-rate of the
source to obtain a count-rate independent periodogram. This has the advantage that
the shapes of periodograms from different sources can be easily compared. The in-
tegrated periodogram, i.e., the area under the PSD estimated by the periodogram,
defines the square of the total rms variability of the time series, i.e., the fractional
amount by which the lightcurve is sinusoidally modulated (Nowak et al. 1998a).
ASchlittgen = 1/N: This is a normalization that is mainly used in mathematical time series
analysis (Schlittgen & Streitberg 1995). It has been used at IAAT in the analysis
of the periodogram of Cyg X-1 by Pottschmidt (1997), and by König (1997) in
the analysis of the light curves of active galactic nuclei. The main advantage of
this normalization is that the mathematical description of the periodogram is very
easy. On the other hand, absolute measurements of power, which are needed, e.g.,
when a comparison with published data is to be made, are not possible since in the
Schlittgen & Streitberg (1995)-normalization of the periodogram depends on the
count-rate and on the temporal binning.
Due to the large variance of the Pj when determined from just one time series it is
common practice to average individually determined periodograms and/or to rebin the
periodogram in frequency space. See van der Klis (1989) for a description of this process.
Note also that interrupted time series suffer from “spectral leakage”, the redistribution
of power to other frequencies, which complicates the interpretation of the periodogram
and can result in spurious features in the periodogram (Deeter & Boynton 1982).
3.2.1.2 Counting Statistics and the Effect of Dead Time
The time series observed in X-ray astronomy are usually from very weak sources and no
continuous signal is measured, but the time series is obtained from counting the photons
arriving in the detector in the interval ∆t. Thus, the measured time series is influenced
by two (statistically independent) processes: the temporal behavior of the source itself
and additional noise due to the measurement process. Obviously, the periodogram com-
puted using eq. (3.7) is influenced by both processes. Since one is not interested in the
noise caused by the measurement process, means are sought for to remove the effect of
the measurement process from the measured periodogram. Based on the fact that the
measurement process and the statistical fluctuations of the source are statistically inde-
pendent of each other, it can be assumed that the total measured periodogram is the sum
of the signal and the noise powers
Pj = Pj, signal + Pj, noise (3.9)
(van der Klis 1989, eq. 3.1). If the noise-contribution Pj, noise were known, therefore,
it could be subtracted from the measured periodogram to obtain the true signal pe-
riodogram. Often it is assumed that the measurement process is dominated by pure
photon statistics, i.e., a Poisson process. If this is the case, then Pj, noise = 2 in the Leahy
et al. (1983) normalization.
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If the measurement process is purely Poissonian, the χ2 property of the PSD (in Leahy
normalization) can be used to separate the signal- and noise-components. The proba-
bility for the Poisson noise to exceed a threshold level Pthreshold is given by





tn/2−1 exp(−t/2) dt (3.10)
where n = 2 or n = 2M, depending on whether the periodograms have been averaged
or not.
With a real detector, however, the simple assumption that the measurement process
introduces pure Poisson noise no longer holds: After the detection of a photon in an
X-ray detector, the detector cannot detect another photon for a certain amount of time,
since, for example, the detector gas needs some time to discharge, the detector electron-
ics need time to process the signal, etc. This effect is called the dead time. Because
dead time usually operates on small time scales, the measured periodogram is mainly
distorted at frequencies close to the Nyquist frequency. Monte Carlo simulations per-
formed by Weisskopf in 1985 reported by van der Klis (1989) show that the expectation
value for the noise power in Leahy et al. (1983) normalization is approximately given by














where 〈x〉 is the measured count-rate, τdead the dead time, and νN/2 the Nyquist fre-
quency. For the PCA on RXTE, the dead-time due to electronics is about 10µs (Zhang
& Jahoda 1996), which results in a noise-level at the Nyquist frequency of about 1.95 for
the count rate of Cyg X-1 (assumed to be 850 counts/detector), fairly close to the mea-
sured value (chapter 5.5). In a recent work, Zhang et al. (1995) derive the correct shape
of 〈Pν,noise〉 from first principles. These authors show that eq. (3.11) is sufficient for the
description of the count rate effects, provided that the time resolution of the light curve
is much larger than the dead time.
3.2.1.3 Period Determination with unevenly spaced sampling
The Fourier methods described in the last two sections are well suited for the description
of the temporal behavior of an astronomical source provided that the data do not contain
gaps (resulting in spectral leakage) and provided that the data are not unevenly sampled.
Unfortunately, it is a main characteristic of astronomical time series that they usually do
contain both effects, unevenly sampling and missing data, except for the few special cases
where the data have been measured over one cloudless night or only cover one satellite
orbit. Thus the Fourier-based periodogram described in the last two sections can only
be used to characterize the short term behavior of an astronomical source while other
methods have to be used to describe the long term behavior. Within the framework of
this thesis, the main interest in the description of the long term time scales is in searching
for possible periodicities in the data which might be caused by orbital motion, precessing
accretion disks, or other effects.
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In an in-depth analysis of the periodogram as applied to astronomical time series,
Scargle (1982) concluded that a modified periodogram, first presented by Lomb (1976),
should be used instead of eq. (3.7) for the period search in the frequency domain. This
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and where ω is the frequency at which the power is computed. In eq. (3.12), the tk
are the times at which the signal was sampled, and x̃k is the time series normalized to
mean zero and variance unity, i.e., x̃k = (xk − 〈x〉)/σ, where 〈x〉 is the mean count
rate and σ is the standard deviation of the data (cf. Horne & Baliunas 1986 for a clear
explanation of this choice of normalization). The Lomb-Scargle periodogram is time
invariant, i.e., replacing tk by tk − T, where T is a constant, does not change P(ω). For a
fast implementation of the Lomb-Scargle periodogram, see Press & Rybicki (1989).
The probability of the Lomb-Scargle periodogram to exceed a given value Z is expo-
nentially distributed, i.e.,
Pr(Z > z) = 1− (1− exp(−z))Ni (3.14)
which can be used to check the significance of detected periods. In eq. (3.14), Ni is
the number of statistically independent frequencies in the periodogram, given approxi-
mately by
Ni = −6.362 + 1.193N + 0.00098N2 (3.15)
(Horne & Baliunas 1986, eq. 13). This formula is chosen such that it overestimates the
true number of statistical independent frequencies, thus in reality Pr(Z > z) could only
be larger.
The uncertainty to which it is possible to detect the frequency of a periodic signal with
the Lomb-Scargle periodogram is still affected by aliasing. The approach recommended
by Scargle (1982) is to compute the window function by calculating the periodogram of
a periodic signal of high frequency sampled at the same times as the original data. An





(Horne & Baliunas 1986, eq. 14) where σN is the standard deviation of the residual time
series after the sinusoidal signal has been subtracted, T is the total length of the time
series, and A is the amplitude of the signal.
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3.2.2 Coherence and Time Lags
Although the periodogram is very powerful in describing the variability properties of
a time series, not all information available from the time series is contained in the pe-
riodogram and the comparison of different time series using their periodograms will
not reveal all physics behind the process generating the time series. For example, in
section 2.3 it was shown that the presence of a Comptonizing medium leads to char-
acteristic time lags between different energy bands. Since a time lag corresponds to a
phase lag in Fourier space, a measurement of these lags using the periodogram is im-
possible since the phase is lost when squaring the Fourier coefficients. For comparing
different time series, therefore, other methods have to be used. Of these methods, the
cross spectrum and the coherence function are convenient. The use of these functions
in X-ray astronomy is described by Nowak & Vaughan (1996) and Vaughan & Nowak
(1997), while a brief introduction from a mathematical point of view has been given by
Brockwell & Davis (1991, chapter 11).
For extracting the desired information, the computation is best done in Fourier space.
In the following, the two time series to be compared are designated by the indices 1
and 2. The average phase lag is given from the complex cross-spectrum, defined by
Cj = X∗j,1 Xj,2 (3.17)
To obtain a more physical quantity, it is convenient to express this phase lag in terms of





The phase lag or time delay computed this way, however, does not contain any informa-
tion on how strict the phase relationship is between the two light curves. For example,
even for purely random time series there might be by chance some phase lag between
two series at a given frequency. To measure how strict the phase relationship between the
two time series is, the time series is divided into many subseries and the cross spectrum
is computed for each of these time series. These individual cross spectra are averaged. If
there is a strong phase relationship, then the average cross spectrum is non-zero, while
for a weak or non-existent phase relationship the individual cross spectra are randomly
distributed and average to zero. In more formal terms, this averaging is done by com-





If there is a linear relationship between the two time series, then the Fourier coefficients
are related by virtue of the convolution theorem (Vaughan & Nowak 1997, assuming a




h(t− τ )x1(τ ) dτ ⇐⇒ X2(ν) = H(ν)X1(ν) (3.20)
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in this case the cross-spectrum is
|〈C〉|2 = |〈X∗1X2〉|2 = |〈HX∗1X1〉|2 = |H|2〈|X1|2〉2 = 〈|X1|2〉〈|X2|2〉 (3.21)
since
〈|X2|2〉 = 〈|HX1|2〉 = |H2| 〈|X1|2〉 (3.22)
Thus, the coherence function is unity if a linear relationship exists between the two
time series. Within the framework of this thesis the most important example for such a
linear relationship is that coherence is preserved by Compton scattering, provided that
the Compton cloud itself is static (Nowak & Vaughan 1996). Other examples for how
physical processes can modify or preserve the coherence function are given by Vaughan
& Nowak (1997).
In the above discussion, the influence of the measurement process on the determi-
nation of the cross spectrum and the coherence was deliberately omitted. It turns out
that the Poisson noise introduced by the measurement process as well as the dead time
of the detector are important modifiers for the coherence, so that the measured coher-
ence function is not the coherence function intrinsic to the observed source. A recipe
for determining the intrinsic coherence function from measured X-ray data as well as
information on the significance of the coherence function determined from this recipe
are given by Vaughan & Nowak (1997).
3.2.3 Stochastic Methods
Although Fourier techniques are typically used to characterize the temporal behavior of
the observed X-ray sources, they are not the only tools that can be used for describing
this behavior. An alternative approach is the description of the observed time series using
stochastic models directly in the time domain. In recent years it was found that the class
of autoregressive processes is of special importance for astronomy. This class has been
found to be able to reproduce a wide variety of observed temporal phenomena (Scargle
1981; König & Timmer 1997; Pottschmidt et al. 1998). Outside of astronomy, similar
processes have been used in a variety of fields like the medical sciences, stock exchange
rates, and many more.




aix̃j−i + εj(σ2ε ) (3.23)
where εj(σ2ε ) is a Gaussian random variable with variance σ
2
ε and mean zero, while x̃ rep-
resents the time series (the tilde denotes that the time series is normalized to mean zero
and variance unity). The coefficients ai determine how strongly x̃j is correlated to the
previous values of the time series (hence the name autoregressive process). Obviously,
for a stationary process |ai| < 1, and only positive values of ai lead to physically mean-
ingful models. Of special importance for this thesis is the AR[1] process, which can
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be interpreted as the stochastic superposition of exponential shots with time constant
τ = −1/ log |a1| (analogous but not identical to simple shot noise), which is empirically
found to be able to describe the light curves from galactic BHs as well as from active
galactic nuclei (König, Staubert & Wilms 1997; Pottschmidt et al. 1998).
Although the major physical behavior of a source might be able to be described with
eq. (3.23), the observed time series will not look like x̃j since the observational process,
e.g., the Poisson noise introduced by the finite size of the detector, influences the obser-
vation. It can be shown that this observational noise leads to an underestimation of the
true temporal parameters of the system (König & Timmer 1997). In analogy to Fourier
techniques, where the measured periodogram is given by the sum of the signal Psignal and
an additional component, Pnoise, that is due to the measurement process (cf. eq. [3.9]),
extensions to eq. (3.23) have been developed which allow for the explicit modeling of
the observational process. Of these, the Linear State Space Model (LSSM) is of special
importance. The LSSM of first order, LSSM[1], is defined by
x̃j = ax̃j−1 + εj(σ2ε ) (3.24a)
ỹj = cx̃j + ηj(σ2η) (3.24b)
where η is Gaussian noise with mean σ2η . Eq. (3.24a) is the AR[1] process describing the
variability attributed to the physical system, while eq. (3.24b) models the observational
process, resulting in the observed light curve ỹj. There are powerful methods that allow
to estimate the system parameters from ỹj. By working in the time domain and directly
modeling the observed data, problems like spectral leakage and aliasing arising in the
frequency domain are avoided. A description of these methods has been given by König
(1997) and König & Timmer (1997).
The PSD resulting from such an LSSM[1] model is given by
PLSSM(ω) =
σ2ε
1 + a2 − 2a cosω + σ
2
η (3.25)
Especially for noisy data, fitting the periodogram with a PSD of this shape leads to larger
uncertainties for a and σ2ε than working in the time domain (König & Timmer 1997).
CHAPTER 4
RXTE
The observations presented in this thesis rely mainly on results obtained with the
Rossi X-ray Timing Explorer (RXTE). RXTE was launched on a Delta II Rocket from
Cape Canaveral on 1995 December 30. Its circular orbit has an altitude of about 580 km
above ground, corresponding to an orbital period of about 96 minutes, with an inclina-
tion of 23◦.
According to a popular brochure about RXTE, the general purpose of the mission is to
“take the pulse of the universe”, i.e., to make the measurement of lightcurves with a tem-
poral resolution in the ms to µs range possible while also providing a moderate energy
resolution from 2 to 250 keV. See Bradt (1983) for a first description of the scientific ob-
jectives of an “X-ray timing mission”, and Bradt, Swank & Rothschild (1990, 1991) for
pre-launch summaries of the satellite instrumentation and capabilities. A very extensive
technical description of the instruments is given in Appendix F to the National Aero-
nautics and Space Administration (NASA) Research Announcement for RXTE (NASA
1997, unless noted otherwise, the rest of this chapter is based on this publication), while
an overview on the management procedures has been given in an internal NASA report
(NASA 1996).
The RXTE spacecraft is based on NASA’s Medium Explorer class of spacecraft (see
Fig. 4.1 for a sketch of the spacecraft). Compared to previous X-ray missions like
the Advanced Satellite for Cosmology and Astronomy (ASCA) and the Röntgensatellit
(ROSAT), this spacecraft provides a much larger flexibility: due to its rotating solar pan-
els the spacecraft is able to observe almost any region of the sky1. Furthermore, RXTE
has two (flat) high gain antennae that are able to track different Tracking and Data Relay
Satellites (TDRS), allowing the spacecraft to be in (almost) real time connection with the
Science Operations Facility (SOF) at Goddard Space Flight Center (GSFC). The daily
average telemetry rate of the spacecraft resulting from these connections is 40 kbps, with
much higher peak rates of up to 256 kbps for 30 min per day being possible. For onboard
data storage, 1 GB of solid state RAM are available. Finally, the onboard software of the
spacecraft is more intelligent than has been the case in previous missions. For exam-
ple, pointing the instruments to a different source just requires the specification of the
source position (α and δ) and of a slewing-rate, the rest is done autonomously by the
spacecraft (Rothschild 1997). This flexibility has allowed the SOF to react very quickly
when necessary, with response times as small as 3 hours.
Onboard RXTE are two pointing instruments that are used to make long observations







Figure 4.1: The RXTE spacecraft (after Rothschild et al. 1998, Fig. 1)
of individual cosmic X-ray sources: the Proportional Counter Array (PCA), which is
sensitive to photons in the energy range from about 3 to about 100 keV, and the High
Energy X-ray Timing Experiment (HEXTE), which is sensitive to photons in the energy
range from about 15 to about 250 keV. In addition, the All Sky Monitor (ASM), an
array of shadow cameras scanning the whole sky visible from the spacecraft for five
to ten times per day, provides almost uninterrupted information about the long-term
behavior of bright X-ray sources. The rest of this chapter is devoted to a description of
the scientific instruments upon RXTE in greater detail and to a definition of the data
extraction methods used to analyze data obtained from these instruments. Section 4.1
describes the PCA, section 4.2 is devoted to HEXTE, and section 4.3 describes the ASM.
The chapter ends in section 4.4 with a summary of the data extraction process used in
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Figure 4.2: Sketch of the structure of one proportional counter unit of the PCA (after Bradt, Swank
& Rothschild 1990, Fig. 3).
4.1 RXTE-PCA
4.1.1 Introduction
The Proportional Counter Array (PCA) onboard RXTE was built in house by NASA’s
GSFC. It is a direct descendant of the HEAO-1 A-2 instrument (Rothschild et al. 1979,
and references therein), with a much larger effective area and much higher temporal
resolution. The PCA is an array of five coaligned Proportional Counter Units (PCUs),
one of which is shown in Fig. 4.2. From top to bottom, each PCU consists of a Propane
anticoincidence layer, three Xenon/Methane science layers, and a final Xenon/Methane
anticoincidence layer. The side anodes of the Xe-chamber are connected to provide
further anticoincidence information and the detectors are wrapped with a graded shield
(Tl and Zn) to provide additional passive background reduction. Gain control and cal-
ibration is done using a tagged 241Am source in each of the PCUs. 241Am is unstable
to α-decays that are coincident with the emission of a 59.6 keV photon. A photon reg-
istered in the PCU simultaneously with the detection of an α-particle in the detector
attached to the Am-probe is assumed to be produced in the Am source and can be used
for calibration purposes, e.g., to perform automatic gain control (see Jahoda et al. 1997,
for a description). Since the PCA is not position sensitive, BeCu collimators are used
to provide a field of view of 1◦ FWHM. By accident, these collimators are slightly mis-
aligned with respect to each other. Since the misalignment is small, it is not a problem
for the standard data analysis. The misalignment has even proven to be useful since it al-
lows for a coarse determination of source positions within the field of view (Jahoda et al.
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1997). The total collecting area of the detectors is 6250 cm2 with a temporal resolution
of 1µs and an energy resolution of 18% at 6 keV.
Due to the large effective area of the instrument the count rates are so high that it
would be easy to max out the telemetry constraints of the satellite if all event informa-
tion measured within the PCA were transmitted to ground. Thus, the measured raw
data has to be compressed by selecting only the information desired by the observer
in the observing proposal, throwing away unnecessary information. This is the task of
the Experiment Data System (EDS). A very large set of observational modes is avail-
able, providing the observer with many choices on what is finally transmitted to Earth.
For example, it is possible to ignore part of the spectral information by fully ignoring
certain PHA channels or rebinning others, and the temporal resolution of the trans-
mitted data can be reduced by ignoring the lower bits in the time word. Furthermore,
individual photon event information can be transmitted (“event data”) as well as whole
spectra accumulated over specific time intervals (“science array data”). Up to seven dif-
ferent modes can be treated in parallel by the EDS, allowing fine tuning of the returned
information. Of these seven modes, two modes are reserved for the “standard mode
data”: the standard 1 data with a temporal resolution of 0.125 sec, including PCU count
rate information (without spectral information) and various indicators for the observed
background (see p. 93f.) and the standard 2 data with a temporal resolution of 16 sec,
which include 129 PHA channel spectra for each PCU layer, 33 PHA channel Propane
spectra, and various other detector and layer specific information. The standard 2 data
are the basis of most of the spectral work presented in chapters 5 and 6. The standard
mode data are not gain shifted using the 241Am source, while all other modes are.
In the first 70 days after launch the PCA high voltage was set to the planned value
of 2000 V. During passage through the South Atlantic Anomaly (SAA) the voltage was
reduced to 1000 V. In mid 1996 March, two of the five detectors exhibited signs of oc-
casional break-downs that were most probably caused by sparks within the Xe-chamber
followed by polymerization of the quenching gas around the anodes (Jahoda et al. 1997,
see Smith & Turner 1982 and references therein for laboratory studies concerning this
effect). This phase of the first 70 d after launch is usually called the epoch 1. As a re-
action to the sparks, a reconfiguration of the PCA was undertaken, reducing the high
voltage setting to about 1950 V and switching the detectors off during the SAA passage.
The transitional period where the detector gain was changed is called the epoch 2. Fi-
nally, since 1996 April 15 all detectors are operated at∼1950 V, and detectors 4 and 5 are
turned off in phases of high particle background1 . This phase, called epoch 3, started
in 1996 May and lasts until today. Since the flaky PCUs still occasionally exhibit an
unstable behavior they are switched off approximately every third day, so that any given
observation can consist of parts where all five detectors, four detectors, or only three
detectors are working.
1The detector numbering scheme for the individual PCUs is very confusing. Depending on whether the PCU is
seen in the context of the EDS, or in the context of the communication with the PCA electronics, the detectors
are numbered from 0 to 4 or from 1 to 5 (Jahoda et al. 1997).


































Figure 4.3: The PCA effective area as a function of energy. The inset shows the effective area in the
(more often used) logarithmic form.
In the next two sections I give a description of the two experimental aspects of the
PCA that are most important for the practical work with PCA-data. In section 4.1.2 the
response matrix of the PCA is described, and in section 4.1.3 the background subtraction
strategies for the PCA are explained. For further information of the hardware aspects of
the PCA see the papers by Zhang et al. (1993), Jahoda et al. (1997), and the NASA
Research Announcement for RXTE (NASA 1997, appendix F, chapter 4).
4.1.2 The PCA Response Matrix
Apart from the selection of the observing modes the “normal” user of RXTE needs not
to be concerned too much with the hardware aspects of the detectors. An important
aspect, however, is how to interpret the PHA data after an observation has been made.
For this a thorough understanding of the PCA response matrix is necessary. Due to
the changes of the PCU voltage, the energy sensitivity and response of the detectors
is different for epochs 1 through 3. Since all observations presented here have been
made during epoch 3, special emphasis will be given to this epoch. For a description of
epoch 1 data see Kreykenbohm (1997) and Kreykenbohm et al. (1998). Summaries on
the PCA calibration effort have been given by Jahoda (1996) and Jahoda et al. (1996), a
final calibration paper was unavailable at the time of writing (1997 December).
The PCA is the largest proportional counter ever flown on an X-ray astronomy satel-
lite, with an effective area that is 50% larger than that of the next largest counter, the



















Figure 4.4: The PCA Response Matrix 2.2.1. The varying gray levels depict the probability that a
photon of a given primary energy will be detected in a certain PHA-channel. The gray level scale
is very non-linear! For example, only 1% of the 10 keV photons are detected in the PHA-channels
around ∼ 6 keV.
instrument is rather difficult, since physical effects need to be taken into account that
could be ignored for the smaller detector arrays of the past. For example, higher order
effects in the generation of the primary electron cloud become important. Furthermore,
due to the collimator, for any observed source the effective area of the detector depends
on the current instrument pointing. Finally, since for standard 2 data the PHA to energy
conversion depends on the (temporally variable) detector gain, it is typically not possi-
ble to use the same detector response function for all observed data. Instead a response
matrix generation program, called pcarmf, has been developed by GSFC that builds an
individual response matrix for each observation using the gain shift information and the
satellite attitude information. In Fig. 4.3 the effective area of the instrument is shown.
According to this figure the useful energy range of the PCA is from about 2.5 keV to an
energy of about 50 keV. Note the jumps in the effective area at the Xe L edges (at ener-
gies of 5.45, 5.10, and 4.78 keV respectively, Henke et al. 1982), and the strong decrease
below the Xe K edge at 34.6 keV. It is these strong changes in the detector sensitivity that
cause the most difficulties and result in a systematic uncertainty of about 5% around the
L edge, i.e., in the astronomically important iron K band, so that the released matrix
generated with pcarmf is not too useful for our purposes (cf. Fig. 4.5c for an illustration
of the nature of these uncertainties).
For the purposes of this thesis it was therefore decided to use a pre-released copy of
version 2.2.1 of the RMF that was kindly provided by Keith Jahoda (Jahoda, 1997, priv.
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comm.). These matrices assume that the source is on axis, which was the case in all
observations analyzed here. In Fig. 4.4 the response-behavior of the detector resulting
from this matrix is shown in a schematic way (see Kretschmar 1996, Fig. 3.3, for a similar
schematic for the HEXE detector). The figure displays the probability that a photon with
a given incident energy is detected in a certain PHA channel as a sequence of gray levels.
Darker colors correspond to a higher probability of detection. Since the detector is
linear to first order, i.e., since most photons of photon energy E are detected in the PHA
channel corresponding to energy E, the gray scale had to be chosen to be very non-
linear – the probability corresponding to the “lightest” features shown in the figure is
very small. The figure is still very instructive, however, since the major properties of the
detector can be clearly seen. The diagonal blackish line is due to the photopeak. It shows
the linearity of the detector: for any incident photon energy the probability is very high
that the photon is detected at this energy. The width of the photopeak corresponds to
the energy resolution of the detector, which goes as ∆E/E = 0.18(E/6 keV)−1/2 where
∆E is the FWHM. The “side bands” of the diagonal are caused by the escape peaks: the
detection of a photon in the PCU is mainly due to photoabsorption by the K or L shell
of the detector gas. A consequence of this absorption event is that either Auger electrons
are set free, or that a fluorescent photon is emitted. If this photon is not detected by a
subsequent interaction with the detector gas, then the amount of energy corresponding
to the fluorescence energy of Xe is lost. The net effect is that the detected signal is
interpreted as coming from an initial photon of lower energy. If the observed source
were monochromatic (as it is in most laboratory experiments), then the observed PHA
spectrum would have a dominant peak at the photon energy (the photopeak) and a
second weaker peak at E − Eesc due to the escaping photons (which have energy Eesc).
This second peak is called the escape peak. In a visualization of the response like that
of Fig. 4.4, the escape peak is visible as a band at PHA energies close to the photopeak.
For the PCA, the active component is the Xe gas. Since low energy photons interact
with the Xe L shell, the escape peak is caused by the Xe Lα photons having an energy
of 4.11 keV (Bearden 1967). For higher incident photon energies the major interaction
is with the Xe K shell and thus the main escape peak is caused by the Xe Kα photons
(EKα = 29.46 keV, Bearden 1967). In this case, however, a second escape peak is present
due to Xe Lα photons escaping after the interaction of the first fluorescent photon with
the detector gas, as well as an escape peak caused by the (very improbable) interaction of
high energy primary photons with the Xe L shell. The secondary escape peaks are weak,
however, and are only visible in Fig. 4.4 due to the non-linearity of the gray scale.
The uncertainty of a RMF can be checked by looking at the residues of a spectral fit
to the observation of a source with a known spectrum. The source traditionally used
for this purpose is the Crab pulsar which has a pure synchrotron spectrum of the form
Nph ∝ E−2.08, absorbed by a column equivalent to NH = 3×1021 cm−2 (Toor & Seward
1974). At higher energies, above about 70 keV, the spectrum has been reported to soften,
i.e., the power-law index increases (Strickman, Johnson & Kurfess 1979, and references
therein). To study the long-term stability of the detectors on RXTE, the Crab pulsar












































Figure 4.5: Fit to an observation of the Crab pulsar. a) Observed data and best fit using the PCA
response matrix, version 2.2.1. b) Ratio between the best fit of subfigure a) and the data. c) Ratio
between the data and the best fit obtained with the older matrix generated with pcarmf. Note the
improvement between c) and b).
team provided me with 1200 s of one of these monitoring observations, measured 1997
January 31 (OBS-ID 10200-01-20-00, Jahoda, 1997, priv. comm.). These data were then
extracted using the standard procedures employed at the IAAT (see §4.4, p. 101) and a
spectral fit to an absorbed power-law was done. In Fig. 4.5 the resulting spectrum and
the ratio between the model and the observation are shown1. For comparison, Fig. 4.5c
shows the same ratio obtained with a fit using the older version of the RMF. It is obvi-
ous that version 2.2.1 of the matrix is a large improvement over the old pcarmf matrix,
1Traditionally, X-ray astronomers used the O − C residue or some variant of it to characterize the deviations
between the observation and the model. In the case of a strongly varying source spectrum this approach is not
very instructive and can mislead the observer. The ratio between the observation and the model is better in this
respect since it is independent of the measured count rate. Furthermore, in the presence of known deviations
between the assumed detector response and the true RMF, the significance of deviations between the model
and the observation can be understood by comparing the measured ratio to that of a calibration observation. For
this reason, only ratio plots are given in this thesis.
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although there are still characteristic deviations between the model and the observation
due to some ill-understood effects in the detector. These uncertainties are especially
apparent below 3 keV (corresponding to PHA channel 6) and around and above the Xe
K edge. Furthermore, the channels around the L edge still have some slight deviations
which might be caused by uncertainties in the modeling of the energy to channel con-
version. The overall uncertainty in the response is around 1%, i.e., comparable to or
even better than the uncertainty in the RMF in previously flown proportional counters
(the Ginga LAC had a final calibration uncertainty of about 2%, Turner et al. 1989).
This study suggests that for bright sources like Cyg X-1, where the uncertainty in the
background is negligible, the assumption of a systematic error of about 1% results in
meaningful χ2 values. For weaker sources, PHA channel dependent systematic errors
should be assumed, which put less weight on the PHA channels with the largest uncer-
tainty. This was not necessary for any object described in this thesis.
Finally it should be noted that an even better signal to noise ratio could be reached by
ignoring data from the less well calibrated detectors (dets. 3 and 4), and by only using
information from the top layer of the detector (Remillard, 1997, priv. comm.). For the
purposes of this thesis I decided not to adopt this strategy, because
1. Throwing data away from some detectors would result in a much smaller signal
which would be prohibitive in the study of the weak sources like LMC X-1, espe-
cially when detectors 4 and 5 were turned off at the time of the observation. In this
case, ignoring detector 3 would mean to ignore 33% of the available data.
2. The effective area of the topmost layer drops significantly at energies above 10 keV
which makes broad band observations of sources with steep spectra difficult, es-
pecially if they are weak. In the case of a bright source like Cyg X-1, the signal to
noise ratio is dominated by the source and ignoring the lower layers only results in
a small change in the resultant response uncertainty while the overall sensitivity of
the detector is strongly reduced.
Due to these reasons it seems that for demonstrating the applicability of ADC models to
observational data, using all available data while keeping in mind the slightly increased
calibration uncertainty is the correct choice. For later refined studies, however, single-
detector analysis, and ignoring information from the lower layers are methods that might
be useful.
4.1.3 The PCA Background
The background seen in any X-ray detector is the sum of three parts: first, background
produced by interactions of cosmic ray particles with the detector material and, second,
the background produced by short-term radioactivity from isotopes produced by spalla-
tion in the detector during the transition through the SAA (about 50% of all RXTE orbits
lead through the SAA). These two components of the background are called the detector
internal background. In addition, there is a third contamination of the source-spectrum


















    
    









Figure 4.6: Estimated and measured background for the first part of the Cyg X-1 observation of
section 5.3. The bars at the bottom of the figure indicate times during which the Earth was occult-
ing the source, or the satellite was passing through the South Atlantic Anomaly (SAA), and times
during which the satellite was looking onto the source. No data are available or can be generated
for the direct SAA passages. MET is the mission elapsed time, a time system used in the RXTE
data.
superposition of spectra of many weak active galactic nuclei (Fabian & Barcons 1992, and
references therein). Since the PCA is not an imaging instrument and does no source-
background-swapping measurements like HEXTE (see §4.2.2, p. 97), these three com-
ponents of the background cannot be observed directly and the background has to be
found by other means. There are two possible strategies to find the background:
1. Since the PCA detectors are turned off only during the SAA passage it is possible
to extract a spectrum for the time when the instruments are looking at the Earth.
At energies below about 20 keV and when the detector is not looking at the Earth’s
limb (which is bright in soft X-rays, Rothschild et al. 1979), the Earth’s X-ray
luminosity is almost zero so that the observation results in a measurement of the
detector internal background. A problem with this approach is that the particle
environment of the instrument during Earth occultation varies from the particle
environment during the source observation since the Earth’s magnetic field is not
uniform. Furthermore, the activation component of the background is strongly
variable during the on-source time because it has a characteristic decay time of only
half an orbit.
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2. Using onboard measurements for the particle background and information about
the position of the satellite in the magnetic field of the Earth, a background model
for the detector can be built. This is usually done by using many blank sky mea-
surements and Earth occultations. These are correlated with the Very Large Event
(VLE) count-rate, which is a measure for the current particle background, and with
the orbital information to find the background model. For this thesis, the current
background-model as implemented in version 1.5 of the program pcabackest was
used. A description of the “background” of pcabackest has been given by Jahoda
(1996). The major problem of uncritically using the PCA background model is
that, at the time of writing, there were still large systematic uncertainties associated
with it.
Due to the problems associated with both methods I performed tests to be able to quan-
tify their uncertainty. In fig. 4.6 the background observed during the Earth occultation is
compared with the background predicted by pcabackest, taking into account the VLE-
and the activation model. During the Earth occultations, the pcabackest generated
background and the measured background show the same general behavior. The differ-
ence between the model and the measurement is reduced with decreasing importance
of the activation, indicating that the activation model is still the weakest part of the back-
ground model. This can also be seen when comparing the measured background with
another possible background model, based on the so-called q6 count rate. Again, the
main difference between the real background and the modeled background is in phases
directly after the SAA.
Although these problems exist, using the background model is still preferable to using
the Earth occultation background since the long term variation of the background can be
taken into account1. Since no current PCA background estimator is able always to cor-
rectly model the activation component it is necessary to manually check any generated
background model. I have done this by comparing the modeled background variation
with Earth occultation measurements, and by testing whether the high channels in the
PCA, where the count rate is background dominated, are sufficiently close to zero. If




The High Energy X-ray Timing Experiment (HEXTE) on RXTE has been built by the
Center for Astrophysics and Space Sciences (CASS) of the University of California at
San Diego (UCSD), La Jolla, CA, as a direct descendant of the HEAO-A4 detector
(Matteson 1978). A pre-launch description of the detectors is given in the paper by
1This might be different for epoch 1 data where our tests indicated that pcabackest was unable to reproduce
the Earth occultation data measured during a long observation of Vela X-1 (Kreykenbohm et al. 1998).
96 RXTE








                                              
                                              
                                              
                                              
                                              
                                              
                                              












Figure 4.7: Sketch of the structure of one of the HEXTE counters (after Bradt, Swank & Rothschild
1990, Fig. 4c).
Gruber et al. (1996), while the post-launch calibration efforts have been described by
Rothschild et al. (1998).
The main elements of HEXTE are two clusters of four NaI(Tl)/CsI phoswich scin-
tillation counters, named cluster A and B, respectively, that are collimated with a lead
honeycomb collimator. In Fig. 4.7 a sketch of one scintillator is given. The field of view
of the collimator is 1◦ FWHM and the detector is coaligned with the PCA. Each scin-
tillator has an effective area of 200 cm2. Since the PHA analyzer of one of the detectors
in cluster B failed on 1996 March 6, the total effective area of HEXTE is 1400 cm2 (see
Fig. 4.8). The temporal resolution of the detectors is 7µs. As in the PCA, the gain cor-
rection is done onboard using a 241Am source. For all observations used in this thesis,
HEXTE was operated in a mode in which all individual events are returned.
After the launch of RXTE it turned out that the HEXTE electronics suffers from
a dead-time which is severely prolonged compared to pre-launch expectations. The
effective observing time, the “live time”, is thus shortened by an appreciable fraction of
the total on-source time (40% on average). See Rothschild et al. (1998) for a detailed
description of this effect. The correction of the dead-time has to be done using special
software written by the UCSD HEXTE-team. I mainly used pre-release software and



















Figure 4.8: The energy dependent effective area of HEXTE cluster A, without taking into account
the detector dead-time and the misaligned collimator.
internal UCSD software for the extraction of the spectra presented in chapters 5 and 6
(Gruber & Heindl, 1997, priv. comm.). The unfortunate result of the unexpectedly
high dead-time and of an additional misalignment of the detector collimator (see below,
p. 99) is that the real effective area of the instrument is about 50% of the pre-launch
expectations, which makes it comparable with the HEXE detector built by MPE /AIT
and placed onboard the Mir space station since 1987 (Reppin et al. 1983).
4.2.2 The HEXTE Background
The internal background in the detectors is reduced by the phoswich design of the de-
tectors, where raise-time discrimination is used to accept only events from within the
NaI crystal as scientific events (Rothschild et al. 1998). Four plastic anticoincidence
detectors around each crystal perform additional active background shielding. The re-
sulting instrumental background is reduced to a level of about 100 cps by these pro-
cedures. To enable the observer to subtract this final background, HEXTE performs
source-background rocking: each of the clusters can be displaced by 1.◦5 and by 3◦ away
from its nominal pointing position. In standard HEXTE operations, one cluster is ob-
serving the source, while the other observes a background field. Source and background
swapping is done every 16 s (or multiples of 16 s), with the phasing of the swapping
ensuring that one detector always observes the source. Although the internal detector
background turned out to be stronger than estimated before launch (see Gruber et al.




























Figure 4.9: The HEXTE background spectrum for cluster A (background for the observation of
Cyg X-1 presented in chapter 5, live time 3833 sec on the background fields), indicating possible
sources for the major line features (Rothschild et al. 1998, Gruber, 1997, priv. comm.): a Pb line
from the collimator material in the band from 60 to 90 keV, a 58 keV line from 121I which is the
result of activation in the SAA, as well as K lines in the 25 to 30 keV range resulting from spallation
products of the detector material.
tions perfectly. This can be nicely seen in our LMC observations (chapter 6), where the
background was flawlessly subtracted even in the 132 ksec long observations (Fig. 6.2,
p. 131). In Fig. 4.9 a background spectrum is shown. Since almost all astronomical X-
ray sources are background dominated in the HEXTE band, the disappearance of the
line features in a background subtracted spectrum can be used to check whether the
deadtime algorithm works properly.
4.2.3 The HEXTE Response Matrix
The HEXTE response matrix is well understood (see Rothschild et al. 1998 for the de-
tails of the calibration). Fig. 4.10 gives a graphical representation of the matrix. The
energy resolution of the detectors is 16% at 60 keV, with an E−1/2 proportionality. A
comparison of the current matrix with the observed Crab spectrum analogous to sec-
tion 4.1.2 indicates that the systematic uncertainty of the matrix is smaller than 2%, with
a break around 30 keV caused by the K edge of Iodine and K escape photons (Fig. 4.11c).
Further empirical corrections can be introduced into this matrix to remove the remain-
ing uncertainties. Figs. 4.11a and 4.11b illustrate the resulting quality of the calibration
using a pure power-law fit to the Crab spectrum.


















Figure 4.10: The Response Matrix for cluster A of HEXTE. A nonlinear table of gray-values was
used to emphasize the physically important features of the matrix like the escape peak.
as HEXTE consistently predicts fluxes that are about 25% smaller than those measured
with other instruments. Recent investigations by the HEXTE team indicate that this
discrepancy is caused by a slight misalignment of the HEXTE collimator, resulting in
an effective area that is smaller than that assumed in the generation of the HEXTE re-
sponse matrices (Heindl, 1997, priv. comm.). Since the spectral form is unaffected by
the discrepancy, the misalignment can be taken care of in the spectral fitting procedure
by either letting the normalization of the spectra free in spectral fits or, alternatively, by
introducing a multiplicative constant in the spectral fits and perform all normalizations
with respect to the PCA. I chose to adopt this latter procedure here.
4.3 RXTE-ASM
The third instrument on RXTE is the All Sky Monitor (ASM). The ASM consists of
three triangular shadow mask cameras with a field of view of 6◦ × 90◦ FWHM and a
spatial resolution of 3′ × 15′. The detectors are Xe/CO2 Position Sensitive Proportional
Counters (PSPCs) with a total effective area of 90 cm2 for all three detectors combined.
See Fig. 4.12 for a sketch of one ASM detector. The cameras are mounted on the “rear”
of the spacecraft on a rotateable platform (cf. Fig. 4.1) that is moved such that 80% of the
sky passes through the field of view of the ASM during each RXTE orbit. This allows
the ASM to continuously monitor the intensity and the broad-band spectral evolution













































Figure 4.11: Fit of a pure power-law spectrum to the HEXTE measurement of the Crab pulsar
made in 1996 January 6 (total live time 1150 s per cluster). The data were taken before the detectors
in cluster B failed so that the cluster count rates are comparable. a) Data and the best fit power-law
using the 1997 March 20 crab fudged matrix. b) Ratio between the data and the model, using the
fudged matrix. c) Ratio between the data and the model using the unfudged matrix.
sparks in the PSPCs at the beginning of the mission, ASM data is not available for about
50 days after the beginning of the mission. The technical background of the ASM is
described by Levine et al. (1996), the history and ideas behind the construction of the
ASM are described by Doty (1994).
In contrast to data gathered from the pointing instruments, which are only released
after a proprietary period of (nominally) one year after the observation, the ASM data are
available to the astronomical community directly after the observation. First results from
a quick-look analysis of the ASM data are typically published within 24 hours after the
observation and can be obtained via the World Wide Web (WWW). In longer intervals
these data are reprocessed and calibrated and are made available electronically by the
High Energy Astrophysics Archive (HEASARC) at GSFC. The relevant data products
and file formats are described by Lochner & Remillard (1997).
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Figure 4.12: Schematic diagram of one ASM detector (not drawn to size; in reality, one segment of
the mask has the size of the detector window). After Levine et al. (1996, Fig. 1).
For the purposes of this thesis, only “1 dwell” solutions to the ASM data were used,
i.e., data containing count rates from the individual detectors. These individual light
curves were then rebinned from their original unevenly spaced temporal binning to
evenly spaced light curves with a temporal resolution of (typically) 0.5 to 1 day, depend-
ing on source brightness.
4.4 Summary: Data Extraction for RXTE
To summarize, the data extraction procedure adopted for the spectra analyzed here con-
sisted of the following steps:
• Using the orbital ephemeris and information on the high voltage in the PCA, a list
of the available good time intervals is created. To avoid possible contamination from
X-rays from the Earth’s limb, only data taken at elevations more than 10◦ above the
horizon were used. Since the response matrices used for the PCA (version 2.2.1)
and HEXTE (version dated 1997 March 20, crab fudged) do not include collimator
effects, only data taken when the real satellite pointing position was closer than 0.◦01
to the nominal position.
• Using the RXTE extraction software (ftools 4.0), spectra for these good time in-
tervals were extracted. Separate spectra were generated for phases in which one or
more PCA detectors were turned off. These spectra were not combined to obtain
a final spectrum, but were treated individually in the spectral analysis process.
• For HEXTE, software obtained from UCSD was used to perform the dead time
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correction. The success of the dead time computations was checked by looking at
the source light curve and by looking at the precision of the background subtraction
as described in section 4.2.2.
• For the PCA, a background estimate was generated for the good “on source” times,
as well as for the Earth looking intervals (when available). To control the quality of
the background model, the modeled background was compared to the Earth look-
ing data. In addition, the background subtraction was checked by testing whether
the background dominated PCA channels had zero count rates within their statis-
tical fluctuations (see the description in §4.1.3). In the case of any problems, the
good time intervals around the SAA were enlarged to minimize the effects of acti-
vation using a prescription given by the RXTE Guest Observers Facility (GOF) in
one of their RXTE recipes. If this enlargement was not sufficient, the good time
intervals were shortened even more.
For the spectral analysis, XSPEC version 10.0 (Arnaud 1996; Shafer et al. 1991) was used.
This XSPEC version contains patches that are necessary to be able to correctly read the
HEXTE PHA files.
The extraction process is described in further detail in the “RXTE cheatsheet” pre-
pared at IAAT (Kreykenbohm & Wilms 1997).
CHAPTER 5
Observations of a Hard State Black Hole: Cyg X-1
The previous chapters laid out the framework of the theoretical and observational
study of systems containing ADCs. In the next two chapters these methods will be
applied to conduct an observational study of these systems. This chapter is devoted to
black holes in the hard state, which is mainly characterized by a hard power-law. Most of
this paper focuses on the prime example of a hard-state black hole, Cygnus X-1, although
several other black holes will also be mentioned. In the following chapter 6, observations
of the soft-state black holes LMC X-1 and LMC X-3 will be described.
This chapter is organized as follows: in section 5.1 the system Cyg X-1 is intro-
duced with a description of the relevant observational parameters, in section 5.2 non-
simultaneous data from Cyg X-1 are analyzed using ADC models, in section 5.3 data
from a 10 ksec RXTE observation are studied. The result of these observations is that
ADC models work satisfactory to explain the X-ray spectrum. Whether the temporal
behavior can likewise be explained is the subject of section 5.5. The chapter ends with a
summary of the observational results on Cyg X-1 and other black hole systems.
This chapter is based on the following papers, which are not always quoted explicitly:
Dove, J., Wilms, J., Maisack, M., Begelman, M. C., 1997, Self-Consistent Thermal Accretion Disk
Corona Models for Compact Objects: II. Application to Cygnus X-1, Astrophys. J., 487, 759–768
Dove, J., Wilms, J., Nowak, M. A., Vaughan, B. A., and M. C. Begelman, 1998, RXTE Observation
of Cygnus X-1: I. Spectral Analysis, Month. Not. Royal Astron. Soc., submitted.
Wilms, J., Dove, J., Maisack, M., Staubert, R., 1996, The Broad-Band High-Energy Spectrum of
Cyg X-1, Astron. Astrophys. Suppl., 120, C159–C162
Wilms, J., Dove, J., Nowak, M. A., Vaughan, B. A., RXTE Observation of Cyg X-1: Spectra and
Timing, in: Proc. 4th Compton Symposium, Williamsburg, VA, (C. D. Dermer, M. S. Strickman,
J. D. Kurfess, eds.), AIP Conf. Proc. 410, Woodbury, NY: AIP, 849–853
5.1 Cygnus X-1
Cygnus X-1 is one of the most firmly established persistent galactic BHCs. Discovered
in a rocket flight in 1964 (Bowyer et al. 1965), the object was one of the first X-ray
sources known, although its exact nature was not clear until its optical identification with
the O-star HDE 226868 (Hjellming 1973). Since then, Cyg X-1 has been the subject of
observations by almost all X-ray missions. In-depth reviews on the system have been
published by Oda (1977) and Liang & Nolan (1984). Tab. 5.1 gives an overview on the
most important parameters relevant for the interpretation of observations of Cyg X-1,
for a more extensive discussion of the system parameters see Wilms (1996).
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Table 5.1: Parameters for the system Cyg X-1/HDE 226868. Values in parentheses are uncertainties
in units of the last digit. Table prepared in collaboration with Katja Pottschmidt (Pottschmidt 1997).
Optical Compact References
Companion Object
HDE 226868 Cyg X-1
Position:
J2000.0: α, δ 19h58m21.s700, +35◦12′05.′′82 1
galactic: lII , bII 71.◦33, +3.◦07 1
Spectral Type O9.7 Iab 3
Teff [K] 32 000 4
EB−V 0.95(7) 8
NH [cm−2] 6(2)× 1021 8,2
Distance [ kpc] 2.5(3) 5
mV [mag] 8.84 6
BT [mag] 9.828(22) 6
VT [mag] 9.020(17) 6
B− V [mag] +0.81 9
U− B [mag] −0.28 9
Luminosity [L ] 105.4 104 4,10
Luminosity [erg/s] 1039 4 · 1037
Inclination 35◦ 11
a sin i [km] 5.82(8)× 106 7
Orbital Period [d] 5.59974(8) 7
Major Axis [R ] 14.6 26.3 11
v sin i [km/s] 75.6(10) 7
Mass Function [M ] 0.252(10) 7
Mass [M ] 18 10 11
Radius 17 R 30 km† 4
Separation [R ] 41 11
Mass loss rate [M/a] 3× 10−6 4
Wind velocity [km/s] 2100 11
1Turon et al. (1992), 2Bałucińska-Church et al. (1995), 3Walborn (1973), 4Herrero et al. (1995),
5Ninkov, Walker & Yang (1987b), 6ESA (1997), Volume 9, 7Gies & Bolton (1982), 8Wu et al. (1982),
9Lutz & Lutz (1972), 10Liang & Nolan (1984) 11 see text for further explanation.
† Schwarzschild radius
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The value of the mass given in Tab. 5.1 is lower than the usually quoted value of 16±
5 M determined by Gies & Bolton (1986). These authors determined the mass by using
a relationship between the rotational broading of the absorption lines of HDE 226868
and the radial velocity, stating that these two values only depend on the mass ratio. By
modeling the light curve of HDE 226868 they found M = 33± 9 M for HDE 226868.
Using the value for the mass function given in Tab. 5.1 the black hole mass given above
was determined. This fairly high value of the BH mass quickly propagated into the
literature and is the mass value that is quoted in most reviews on black holes (e.g., Tanaka
& Lewin 1995). It should be noted, however, that the method used by Gies & Bolton
(1986) is not a standard method and their mass measurement for HDE 226868 disagrees
with those obtained by other independent methods. Masses obtained from the rotational
light curve of the system are in the range of 16± 2 M for HDE 226868 and 8± 3 M
for the black hole (Balog, Goncharskĭı & Cherepashchuk 1981; Hutchings 1978), and
masses following from a determination of the log g value of the O-star atmosphere of
HDE 226868 typically result in masses around 15 M (Herrero et al. 1995; Sokolov
1987; Aab et al. 1984, and references therein). Since the work by Herrero et al. (1995)
represents the “state of the art” in the theory of hot stellar atmospheres including wind
loss, I decided to use their value for the mass of HDE 226868 (and consequently a
smaller black hole mass) in this thesis. This mass is still high enough to point without
doubt at the presence of a black hole in the system.
A problem intimately connected with the determination of the BH mass is the de-
termination of the inclination. The value of 35◦ given in Tab. 5.1 is given without a
statement on its uncertainty. This is due to the fact that the uncertainty of the inclina-
tion measurements is very large since the inclination has to be determined from difficult
optical polarization measurements1 and the values found for the inclination thus scat-
ter in the range from about 26◦ to 67◦ (Bochkarëv et al. 1986; Ninkov, Walker & Yang
1987a,b; Dolan 1992, and references therein) with most people estimating rather lower
inclinations. Due to these reasons I decided to use i = 35◦, the value adopted by Herrero
et al. (1995) in their mass determination.
5.2 The Hard State Spectrum of Cygnus X-1
Cyg X-1 is usually found in the so-called “hard”, or X-ray low, state, where the X-ray
spectrum can be roughly described by a power-law with a photon-index Γ ∼ 1.65,
modified by an exponential cutoff with an e-folding energy Ef ∼ 150 keV (Ebisawa
et al. 1996; Gierliński et al. 1997; Sunyaev & Trümper 1979, and references therein).
Below about 1 keV, there is evidence for a soft-excess, usually interpreted as thermal
radiation from a cold accretion disk having a temperature kTBB ≈ 0.1–0.3 keV (Bału-
cińska-Church et al. 1995; Ebisawa et al. 1996). In addition, the spectrum is found to
1One can assume that HDE 226868 (almost) fills its Roche lobe, so that the star is not a sphere. The non-
sphericity of the O-star results in a partial polarization of the radiation emerging the atmosphere, a measurement
of which can be used to infer the size and orientation of the Roche lobe and thus the inclination.
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contain a weak iron line feature at ≈ 6.4 keV and a slight hardening above 10 keV, often
interpreted as being due to Compton reflection (Barr, White & Page 1985; Ebisawa et al.
1996, and references therein).
All of these features in the X-ray spectrum point towards the presence of an ADC in
the system. The geometric configuration of the corona and the cold disk, however, is
still unclear. In most prior work, the geometry has been assumed to be a cold accretion
disk embedded between two hot coronae in a slab configuration (Haardt, Maraschi &
Ghisellini 1997; Haardt & Maraschi 1993, and references therein). From the simulations
presented in chapter 2, however, there is evidence that such a geometry might not be
able explain the observed spectrum. This evidence relies on the result that there exists a
maximum temperature for each optical depth, regardless of the compactness parameter
or the disk temperature (cf. §2.2.2.3, Fig. 2.13, p. 43). For τes & 0.2, this maximum
temperature is 140 keV, colder than the temperature inferred from spectral fitting with
Comptonization models. Different evidence, pointing in the same direction, has also
been presented by Gierliński et al. (1997). These authors analyzed simultaneous Ginga-
OSSE data of Cyg X-1 and found that the strength of the reflection component is too
small to be consistent with a slab geometry. Due to these reasons we decided to model
the spectrum of Cyg X-1 using our synthetic ADC spectra.
The direct observational study of the geometry of the ADC in Cyg X-1 is compli-
cated by the fact that, until recently, no simultaneous X-ray observation of Cyg X-1 was
available. Either the observations concentrated on the low energy spectrum and the soft
excess, or the data was taken in the energy range above 100 keV to study the high energy
tail of the spectrum. For the purposes of applying our theory to the observations we
therefore compiled a broad band spectrum using non-simultaneous data from several
experiments. The detailed properties of the data and information on the instruments is
given in my diploma thesis (Wilms 1996, see also Wilms et al. 1996). For the low-energy
part of the spectrum (below ≈ 10 keV) we used archival data from the Broad Band X-
Ray Telescope (BBRXT) which have been reported by Marshall et al. (1993). Only the
spectrum measured outside the dips is used, and the spectrum is heavily rebinned to
take care of the response matrix uncertainties around 2 keV1 . The energy range from
10 to 200 keV is covered by observations from the Coded Mask Imaging Spectrome-
ter (COMIS-TTM) and the High Energy X-ray Experiment (HEXE) upon the Russian
space station Mir. The HEXE data have been previously presented by Döbereiner et al.
(1995), while the joint HEXE-TTM data have been analyzed by Borkus et al. (1995).
The high-energy part of the spectrum is represented by the average OSSE spectrum
presented by Kurfess (1995) and Phlips et al. (1996). Except for the BBRXT data, the
1These uncertainties were not known to us at the time when the first paper on the composite spectrum was
written (Wilms et al. 1996). By accident, the matrix uncertainties are located at the energies of the Sulfur and
the Silicon Kα lines. Due to an unfortunate bug in the treatment of reflection in the NLMC code at that time, in
which the relative weight of Compton reflection and thermalization were reversed, our models produced very
strong S and Si Kα lines and much softer spectra. This led us to the wrong conclusion that the slab geometry
could explain the observed spectrum. Only after the publication became it clear to us that the uncertainties in
the BBRXT response matrix around the absorption edges in the detector material were too optimistic and that
the “line features” were bogus features.
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Figure 5.1: Comparison of the unfolded composite spectrum with the slab ADC model (modified
by interstellar absorption, NH = 6× 1021 cm−2). The model shown has TBB = 200 eV, τes = 0.28,
Tc = 110 keV and was fitted to the tail of the data (Dove et al. 1997, Fig. 1).
unfolded spectra presented by these authors were used to produce our final composite
spectrum. In the case of the BBRXT observation, the unfolded spectrum was produced
by myself using an absorbed power-law model. For all instruments the individual spec-
tral models had sufficiently good χ2red values that the individual unfolded spectra can
be regarded as a good representation of the actually observed photon spectrum. There-
fore, even though the comparison is done in photon space and not in detector space, the
results shown should not be sensitive to the deconvolution procedure.
In Fig. 5.1 the by-eye “best-fit” of the predicted angle averaged spectrum for the slab
geometry to the composite spectrum is shown. The model spectrum shown is the hard-
est spectrum possible in slab geometry that still has a cutoff energy larger than 100 keV.
Although such a spectrum might be able to fit the hard tail, it is apparent from the figure
that the spectrum is much softer than the observed spectrum. Out of the entire grid
of models computed, the hardest spectrum predicted has a photon-index of Γ = 1.8,
while the spectral index of Cyg X-1 is Γ ∼ 1.6 . . . 1.7. Simulations with the linear code
indicate that only models with τ & 0.3 might be able to explain the spectrum. This is
consistent with the results of Haardt et al. (1993) and Titarchuk (1994) who found these
values in their application of the slab-geometry to Cyg X-1. Such models, however, are
not self-consistent. Even if additional cooling mechanisms such as bremsstrahlung were
included in the code, the resulting temperatures would only be smaller than the tem-
peratures found by just including Compton cooling. Thus the T-τ-relation shown in
Fig. 2.13 represents indeed the maximum possible temperature so that harder spectra
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Figure 5.2: Comparison between the “best-fit” model for the sphere+disk geometry grids with
TBB = 50 eV and absorbed by NH = 6 × 1021 cm−2 to the composite spectrum. The agreement
between the data and the model is very good. For this model, τes = 1.5, Tc = 90 keV (Dove et al.
1997, Fig. 8).
are not possible using this setup.
Apart from predicting the wrong power-law index, the slab geometry also suffers from
other problems. The strength of the iron line in the model spectra is larger than the ob-
served spectrum in all simulated models having hard spectra. For example, the model
of Fig. 5.1 predicts an EW of about 120 eV, while the observed value is rather below
50 eV (Ebisawa et al. 1996), and in all models the soft excess is far too strong. Since
all slab models with hard spectra have to have fairly low coronal optical depths, most
of the thermal emission from the disk can escape the system without modification. Al-
though part of the soft excess can be “hidden” from the observer by absorption in the
ISM (NH = 6 × 1021 cm−2, cf. Tab. 5.1), the column is not sufficient to hide the soft
excess for a disk with kTBB ∼ 200 eV. Note that the BBRXT observation used for the
preparation of Fig. 5.1 was unique because a soft excess was not observed (Marshall
et al. 1993). However, even when using data containing a soft excess (Bałucińska &
Hasinger 1991; Bałucińska-Church et al. 1995; Ebisawa et al. 1996), the modeled soft-
excess is still much stronger than the measured one. Therefore, it can be concluded
that self-consistent accretion disk corona models with slab geometry are not capable of
reproducing the observed broad band X-ray spectrum of Cyg X-1.
Most of these problems are due to the cold disk of the slab ADC model having a cov-
ering fraction of unity (i.e., all downward directed coronal radiation is reprocessed in the
cold disk). ADCs having a geometry with a smaller covering fraction have weaker repro-
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cessing features, are less efficiently Compton cooled, and thereby allow higher coronal
temperatures for a given optical depth. An example for this is the hot coronal sphere
that is surrounded by an exterior cold, optically thick and geometrically thin, accretion
disk studied in section 2.2.3. Using the grid of models described in section 2.2.3 it is in-
deed possible to obtain a very satisfactory description of the composite spectrum. Fig 5.2
shows the best fit obtained with the sphere+disk models with a uniform temperature of
TBB = 50 eV. The agreement between the data and the model is very good. Although
the soft-excess in the models is even larger than in the slab geometry models, the lower
disk temperatures predicted for centrally illuminated accretion disks helps in hiding this
soft excess from the observer. In fact, the soft excess predicted by the model appears to
be consistent with the observations. The quality of the data available to us, however, is
insufficient to make a final statement on the soft-excess.
Because of the smaller covering fraction of the accretion disk, the models predict
weaker reprocessing features in the radiation field as compared to the slab models. In
principle this could be used to constrain the outer radius of the accretion disk by looking
at the EW of the iron fluorescence line, which is proportional to the solid angle of the
disk. The best-fit model of Fig. 5.2, where Rd/Rc = 10, has an EW of about 60 eV,
consistent with the EW . 70 eV found in the spectrum (Ebisawa et al. 1996; Gierliński
et al. 1997). Models with smaller Rd/Rc would predict much smaller equivalent widths,
so that our result is consistent with the presence of a comparably large accretion disk
outside the corona. Although this is not an exciting result per se, it is at least nice to see
that what everybody believes is true and that the outer radius of the disk in BHs is larger
than a few Schwarzschild radii.
There are two caveats associated with the good “fit” found for the sphere+disk ge-
ometry. First, the unfolded spectrum used in the “fit” is not unique and there might be
other spectra that reproduce the data measured in the detector. We have addressed this
question by simulating observations for ROSAT, HEXE, and the RXTE PCA using the
above best-fit sphere+disk model. The simulated observations were then fit with the
empirical spectral models used by previous workers in the field to see whether our phys-
ical model agrees with their spectral fits. The result of these comparisons was that the
model reproduces the measured spectral parameters for these satellites (see the appendix
of Dove et al. 1997 for a detailed discussion of how this comparison was done).
The second caveat is caused by the rather low soft-excess temperature predicted from
the sphere+disk models, which might result in an observability of the soft excess in
the ultraviolet. We have therefore compared the flux predicted by our model in the
1200 to 1950 Å band with the flux observed in this band by the International Ultraviolet
Explorer (IUE). The predicted flux is 2–3 orders of magnitude smaller than the flux in
a typical IUE low-dispersion spectrum of HDE 226868 made 1980 June 25 (specifically,
the spectrum SWP09421 was used in which the measured background subtracted flux
is about 2 × 10−13 erg cm−1 s−1 Å−1). This is consistent with earlier results that the
ultraviolet spectrum of the system is dominated by emission from the O star (Treves
et al. 1980; Pravdo et al. 1980). Therefore, IUE observations cannot be used to constrain
the disk temperature of the models.
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Figure 5.3: Comparison between the best-fit sphere+disk models and data for composite spectra
of GRO J0422+32 (Döbereiner et al. 1994; Kroeger et al. 1996) and V404 Cyg (in’t Zand et al.
1992; Döbereiner et al. 1994, 1989 June 20 spectrum). The spectra have been scaled arbitrarily. For
V404 Cyg, the best fit parameters are kT = 52 keV, τes = 3.4, and NH = 2.4 × 1022 cm−2, while
for GRO J0422+32 the parameters are kT = 75 keV, τes = 1.9, and NH = 1.6 × 1022 cm−2 (Dove
et al. 1997, Fig. 10).
The results obtained for Cyg X-1 are also applicable to other hard-state BHCs. Al-
though the spectrum of SXTs is typically dominated by a soft component, occasionally
they have spectra that are similar to the hard-state of the non-transient BHs. In Fig. 5.3
the spectra of two of these SXTs, V404 Cyg (GS 2023+338) and GRO J0422+32, are
compared to spectra resulting from the sphere+disk geometry. Therefore it appears that
photon-starved ADC models, such as the sphere+disk model, are applicable to explain-
ing the observed X-ray spectra of many BHs. In the case of the transient sources, this
result might shed light on the physical circumstances triggering the outburst.
5.3 RXTE Observation of Cygnus X-1
Thus, as was shown in the previous section, there is plenty of observational evidence
that the slab corona model is unable to explain the observed spectrum. This statement,
however, has been criticized by several people since the observations on which the com-
posite spectrum of Figs. 5.1 and 5.2 is based were not taken simultaneously. Although
the smooth transition between individual observations taken by different instruments
invalidates this argument (at least in my opinion), simultaneous broad-band spectral ob-
servations are necessary to further constrain the coronal parameters. In this section I
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present the results from the spectral analysis of 10 ksec of RXTE data on Cyg X-1, taken
on 1996 October 26 and 27. Section 5.3.1 describes how the observations were per-
formed, in section 5.3.2 the results from spectral modeling of the Cyg X-1 spectrum
using “standard” simplified models and self-consistent ADC models are given, and in
section 5.4 the results of these fits are discussed.
5.3.1 Observations and Data Analysis
RXTE observed Cyg X-1 for a total of 22.5 ksec on 1996 October 23 and 24. The data
were extracted and screened as described in section 4.4. Due to problems in the RXTE
SOF concerning the data repackaging, only the first 10 ksec of the standard-mode PCA
data were available to us (the rest of the data got only delivered in 1997 November –
too late for an inclusion of the results in this thesis). This duration is sufficient for
the spectral analysis, as the PCA count-rate is high (≈ 4300 cps, compared to a back-
ground count-rate of ≈ 150 cps). The comparison between the background obtained
from Earth occultation and the background derived from pcabackest indicates that the
pcabackest derived background using the VLE model is suitable for the spectral ana-
lysis of this observation (see §4.1.3, especially Fig. 4.6 on p. 94). Due to the PCA calibra-
tion uncertainties, PHA channels above 30 keV and below 3 keV were ignored, and a 2%
channel independent systematic error was assumed in the data analysis. The HEXTE
data was extracted using β-test versions of the HEXTE data extraction and dead time
correction software. Changes made in the software after the extraction of the HEXTE
spectra does not influence the results presented here. Due to the calibration uncertainty
of HEXTE, only data for PHA channels above 20 keV was used. The rapidly decreasing
signal to noise ratio forced us to rebin the spectrum by a factor of 3 for channels between
50 and 100 keV, and by a factor of 10 for higher channels.
5.3.2 Spectral Analysis
5.3.2.1 Standard Models
To facilitate the comparison of this observation with previous observations, spectral fit-
ting was performed using the following models, which had been used in the past to
describe the spectrum of Cyg X-1: a power-law, a power-law with an exponential cutoff,
a power-law with an exponential cutoff plus a cold reflection component, and thermal
Comptonization models. In addition, a Gaussian line with energy and width fixed to
6.4 keV and 0.1 keV, respectively, was added to several of these models. The low-energy
absorption was fixed to an equivalent cold Hydrogen column of NH = 6 × 1021 cm−2,
the value suggested by the soft X-ray spectrum and interstellar reddening measurements
of HDE 226868 (Bałucińska & Hasinger 1991; Wu et al. 1982, see also Tab. 5.1). The
results of the spectral fits are given in table 5.21.
1To account for the known discrepancies in the relative normalization of PCA and HEXTE (see §4.2.3, p. 98), a
multiplicative constant was introduced in the spectral models that represents the relative normalization between
the data-sets. The relative normalization between HEXTE and PCA was always found to be 0.74 ± 0.01 and is
therefore not listed in table 5.2.






























































































































































































































































































































































































































































































































































































































































Figure 5.4: Fit of a power-law with an exponential cutoff to the Cyg X-1 data, including only data
measured above 10 keV in the fit to illustrate the importance of the soft excess The top part of the
figure displays the data and the model (lines), while the bottom display indicates the ratio between
data and model. Uncertainties shown are 1σ.
For energies E & 10 keV, a power-law with an exponential cutoff provides a good de-
scription of the data (Fig. 5.4). The value for the e-folding energy, Ef, is well constrained
due to the quality of the HEXTE data. The analysis of the residuals of this fit indicates
the presence of a soft excess at energies . 8 keV. Adding a black-body component with a
temperature kTBB ≈ 1 keV and a Gaussian at 6.4 keV with an equivalent width of 46.4 eV,
to this model improves the quality of the fit, resulting in a good description of the data
over the whole energy range (χ2red = 169/166; Fig. 5.5). The PCA residuals between 20
and 30 keV seen in Fig. 5.5 are consistent with those seen for power-law fits to the Crab
shown in the last chapter (Fig. 4.5, p. 92).
It is important to note that a literal interpretation of the black-body component as
being due to disk emission is difficult. The black body component is simply added
phenomenologically to measure the magnitude of the data’s deviation from a power-
law. Other components like a soft excess resulting from a temperature distribution in
an accretion disk (“disk black body”, see section 6.3 for a description of this model),
or a bremsstrahlung model result in an equally good description of the data. Due to
the unavailability of simultaneous low-energy data covering the energy range from 0.1
to 3 keV, a decision of which soft excess model describes the observed deviation best is
impossible. This inability to distinguish between different physical causes for the soft
excess, however, does not influence the results presented below concerning the ADC
geometry, and should only be considered a slight nuisance.































Figure 5.5: Fit to the whole spectrum from 3 keV to 200 keV using a model with a blackbody of
kTBB = 1.1 keV, a Gaussian at 6.4 keV with an equivalent width of 46.4 eV, and a power-law with a
photon-index of Γ = 1.45 a high-energy cutoff with a folding energy of Ef = 163 keV. The fit is
very satisfactory, with the remaining residuals present being consistent with the detector uncertainty
(cf. Figs. 4.5 and 4.11).
The addition of a reflection component to the best fit plexp+bb+g model does not
improve the quality of the fit. The best-fit value for the fraction of incident radiation that
is Compton reflected by cold matter is f . 0.02. Even though we only considered PCA
data in the 3 . . . 30 keV range, the power-law index of the continuum is well constrained
by the HEXTE data, and there is no evidence that the spectral slope of the data for the
two instruments disagree within the energy range of the overlap (the turn over in the
PCA ratio above 20 keV is due to the calibration uncertainty at the Xe K edge).
There is a strong deviation between these measured parameters and spectral param-
eters found in the earlier literature. The power-law is harder and the reflection com-
ponent is definitively much weaker than in previous observations. The most probable
explanation for this behavior is that these new parameters are due to the description of
the entire 3–200 keV spectral band with a single model. Previous broad-band observa-
tions were to a large extent made using Ginga and OSSE data and therefore had relatively
poor spectral coverage in the energy range ∼ 30–100 keV (the composite spectrum pre-
sented earlier in this chapter does not suffer from these problems and consequently is
entirely consistent with the findings from the RXTE data). To check to what extent
the best-fit is influenced by the remaining RXTE calibration uncertainties (which are
smaller than those for the Ginga LAC, see p. 93), we restricted the RXTE data to 3–
30 keV and 100–200 keV, that is to an energy band that roughly covers the energy range

































Figure 5.6: Fit to the data using the reflection model of Magdziarz & Zdziarski (1995). To simulate
previous observations, only the data below 30 keV and above 100 keV were used. Adding these data
back in shows that the spectrum exhibits an excess over the otherwise satisfactory model.
of the Ginga and OSSE observations. If this is done, the resulting best-fit parameters
are similar to those previously found for Cyg X-1, although, due to the higher signal
to noise ratio in our measurement, deviations are still present. Specifically, for this re-
stricted data range, a reflected power-law with Γ = 1.81 ± 0.01 and covering fraction
f = 0.35 ± 0.02 yields χ2/dof = 157/90 = 1.75 (Fig. 5.6). Adding back the HEXTE
data in the 30–100 keV range, significantly reduces the quality of the fit (χ2/77 = 8.7).
Being able to fit a reflected power-law with a large disk covering fraction is thus seen to
be partly a consequence of ignoring the data in the ∼ 30–100 keV range.
It is this 30–100 keV energy range that is crucial for constraining a power-law index
since these energies are uncontaminated by reprocessing or reflection features. We there-
fore postulate that the observed 10–30 keV “hardening” feature typically found in obser-
vations with a smaller energy range appears to be the beginning of a hard power-law that
continues to ∼ 100 keV, and that the ∼ 1–10 keV portion of the spectrum has a softer
power-law due to contamination from the thermal excess. This contamination could be
due to Comptonization of the thermal radiation emitted by the cold disk with an effec-
tive blackbody temperature kTBB ∼ 150 eV, since, for energies less than about 10 kTBB,
the Comptonized spectrum is not expected to be a pure power-law.
Note that this result does not indicate that there are no reflection features in the ob-
served spectrum of Cyg X-1. As shown below, the ADC model with a sphere+disk
geometry is able to describe the observation, and this model does include reflection.
The reflection feature predicted from the sphere+disk geometry, however, differs from
116 Observations of a Hard State Black Hole: Cyg X-1
the reflection features predicted by the phenomenological reflection models, in which
a pure power law with exponential cutoff is assumed as the spectrum incident onto the
slab-accretion disk. In the sphere+disk geometry, the incident spectrum is the spec-
trum emerging from the spherical corona, which is different from a pure power-law.
This is especially important in the energy region around 10 keV, where the soft thermal
radiation is only slightly Comptonized so that the spectrum is not a pure power-law.
Although the residuals of the power-law fits clearly indicate the presence of an Fe Kα
line, the ∼ 2% uncertainty in the PCA response matrix at 6 keV make a determination
of the line equivalent width problematic. One possible way out of this problem is to try
to perform a spectral analysis which is independent of these uncertainties. For this, the
measured PHA spectrum is divided by the spectrum of a source which is known to be
featureless, for example the Crab spectrum. If the spectrum of Cyg X-1 were featureless
and if the detector were ideal, then the ratio between the spectrum of the Crab and the







so that a plot of this ratio divided by E2.08−Γ would result in a straight line if the spec-
trum of Cyg X-1 were a pure featureless power-law continuum. If this assumption were
wrong and the spectrum contained features, they would be seen as deviations from the
straight line. Fig. 5.7 shows the result of the division of the Cyg X-1 data by the Crab
spectrum described in section 4.1.2 on p. 91f. If a power-law spectrum with Γ = 1.42
is assumed for Cyg X-1, i.e., a power-law with an index that is approximately equal to
the best fit values given in Tab. 5.2, then the corrected ratio above 10 keV is indeed flat,
indicating that the spectrum is a pure power-law in this region. Below 10 keV, the soft
excess is clearly visible, as is the iron line feature at 6.4 keV. Unfortunately, problems
with the channels above 30 keV, which start to contain an appreciable fraction of back-
ground photons, prevent the use of this method to look for the characteristic curvature
of the spectrum caused by reflection. Furthermore, due to different detector gains in
the two observations, it is also not possible to use the divided spectrum to estimate the
equivalent width of the line1. Therefore, due to our inability to decide on the exact
strength and shape of the line we included a Gaussian line in most of our fits presented
in table 5.2, fixing the line energy at 6.4 keV and fixing the line width at 100 eV, i.e., at
the typical values found in the ASCA observations of Ebisawa et al. (1996). Using these
values and just fitting the normalization of the line results in EW ≈ 60 ± 35 eV. Fits
where the line width was not fixed always resulted in unphysical line widths of around
600 eV due to the remaining calibration uncertainties and due to the only moderate en-
ergy resolution of the detector. Although undoubtedly influenced by the uncertainties
in the RMF, the best-fit EW with a fixed width does indicate the contribution from an
intrinsic line to the spectrum and is probably in agreement with the results based on four
1Our general experience with the “Crab division method” indicates that it is very difficult to make specific state-
ments about spectral parameters obtained this way so that the method should only be used to verify information
gained by other means (Kreykenbohm et al. 1998).
























Figure 5.7: Division of the measured Cyg X-1 data by the spectrum of the Crab pulsar, divided
by E2.08−1.42. The flattening in the ratio above ∼ 10 keV (dotted horizontal line) shows that the
spectrum can be well described by a power-law in this regime, while at lower energies the soft
excess and the iron line are visible (the dotted horizontal line is at 6.4 keV).
days of ASCA observations presented by Ebisawa et al. (1996), who found a comparably
weak Fe line with EW. 30 eV.
Thermal Comptonization is a more physical model for the observed energy spectrum
of Cyg X-1 than a power-law. Applying the model of Titarchuk (1994) to the data it
is found that a thermal Comptonization spectrum, resulting from a spherical geometry
with τ ≈ 3.6 and kTc ≈ 40 keV, with an additional soft component, can give an ac-
ceptable description of the data, although the model underestimates the flux at energies
& 150 keV (Fig. 5.8). The semi-relativistic, optically thin model of Titarchuk (1994), for
either a slab geometry or a spherical geometry, was unable to explain the data.
Although the traditional models can be reasonably successful in describing the ob-
served broad band spectrum of Cyg X-1, they do not yield a physical interpretation
of the emitting mechanisms responsible for the production of the high-energy radia-
tion. There is not necessarily a one-to-one correspondence between a phenomenologi-
cal model component and a physical interpretation. This can only be obtained by more
physical coronal models like the sphere+disk ADC models.
5.3.3 Accretion Disk Corona models
The spectra obtained for the ADC models described in chapter 2 have been imple-
mented into the data reduction software XSPEC (version 10.0, Arnaud 1996) for use
in spectral fitting. The radial temperature structure of the accretion disk was assumed






























Figure 5.8: Fit to the spectrum using the analytical Comptonization theory of Titarchuk (1994) for
the high energy spectrum, and including a Gaussian and a black body in the low energy spectrum.
Note the deviations above about 100 keV.
to be TBB ∝ (R/Rc)−3/4, where R is the disk radius and Rc is the radius of the coro-
nal sphere (see p. 57). The implicit flux of the disk (i.e., the radiation emitted due to
viscous energy dissipation and not due to reprocessing of coronal radiation) is given by
F(R) = σSBT4(R), and the spectral shape is determined by the local disk temperature (so
that the disk spectrum seen at infinity is a superposition of thermal Planckian distribu-
tions analogous to eq. 2.46, p. 56). A description of the interpolation algorithm used is
given in appendix B.
Slab-corona models do not result in good fits, as the predicted spectra are always much
softer than the observed spectrum (χ2red ∼ 80). This result is consistent with the findings
from non-simultaneous data presented in section 5.2.
The sphere+disk ADC model does provide a good description to the data (cf. Tab. 5.2
and Fig. 5.9)1. The formal χ2-value of the best-fit model (χ2red = 1.55) is larger than the
values found for some of the phenomenological models discussed in section 5.3.2.1.
Considering that the model has only three parameters (seed optical depth, coronal com-
pactness, overall normalization, plus the “hidden” parameter TBB, which is fixed at
150 eV during the fitting procedure), and considering that the model is physically self-
consistent, the level of agreement with the data is quite good. The major disagreement
between the model and the data occurs in the ∼ 5 . . . 10 keV range, where the residuals
1Note that, even though the free parameters of each grid of models are the coronal seed opacity and the coronal
compactness parameter, for convenience the corresponding average coronal temperature and total optical depth
are listed in Tab. 5.2.
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Figure 5.9: Fit of the sphere+disk model to the data, indicating good overall agreement between
the accretion disk corona model and the observations. See text for further explanation, especially
on the deviations in the iron band.
are as large as 7%. In section 5.4 several ways in which slight modifications to the model
might result in improved fits to the data are discussed.
Contrary to the results of Gierliński et al. (1997), we were able to fit the high-energy
tail with a single Comptonizing component. This result might be due to the ∼ 15%
variation of the coronal temperature in the models, which is due to the non-uniform
radiation field within the corona and gives rise to a non-uniform Compton cooling rate.
We also tried sphere+disk models in which the inner temperature of the disk is 300 eV
or 800 eV, the latter temperature roughly being consistent with the best-fit black-body
temperature found in the previous section. However, since sphere+disk models calcu-
late the flux emitted by the disk self-consistently, both of these models predict much
more of a soft-excess than observed. This result reinforces the conclusion that the 1 keV
black-body component that was added to the exponentially truncated power-law model
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Figure 5.10: The RXTE-ASM count-rates for Cyg X-1 from the beginning of the ASM measure-
ments until 1997 December. The time of the observation analyzed here is indicated with the arrow.
Note the soft state (characterized by the high ASM count rates) shortly before the observation.
should not be interpreted literally as disk emission.
5.4 Discussion and Conclusions
We have applied a variety of spectral models to an RXTE observation of Cyg X-1. We
find that the observed spectrum in the 3.0–200 keV range is well described by a power-
law with a photon index Γ = 1.45+0.01−0.02 modified by an exponential tail with an e-folding
energy Ef ≈ 160 keV, and a soft excess that was modeled as a black-body (although other
broad distribution models are capable of explaining the soft-excess) having a tempera-
ture kTBB ≈ 1.2 keV. The measured value of Γ is lower than those found in previous
broad-band analyses, which find a Γ ∼ 1.65 (Gierliński et al. 1997; Döbereiner et al.
1994). In addition, the observed strength of the Compton reflection feature is weak, as
the best-fit covering fraction, determined by fitting the data with a power-law reflection
model (Magdziarz & Zdziarski 1995), is found to be ≈ 0.2 when no soft excess compo-
nent is included, and is found to be . 0.02 when one is included. The latter value is
considerably lower than the f ≈ 0.3 found by Gierliński et al. (1997).
Two weeks prior to our observation, Cyg X-1 transited from a soft (“high”) state to
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a hard (“low”) state (Fig. 5.10). For a description of the properties the Cyg X-1 soft
state, see Cui et al. (1997b). The proximity of our observation to this transition might
have influenced our results, leading to a harder spectrum and weaker reflection compo-
nents than what has usually been observed from this source. However, we believe that
our best-fit parameters are also due to our fitting the entire 3–200 keV spectral band, as
discussed in section 5.3.2.1.
ADC models having a slab geometry are unable to explain the observed hard power-
law and the small amount of reprocessing, consistent with the results of Dove et al.
(1997), Gierliński et al. (1997), and Poutanen, Krolik & Ryde (1997). In contrast, the
sphere+disk ADC models provide a good explanation of the data, and furthermore
these models are physically self-consistent. The sphere+disk models seem to under-
produce “reprocessing features”, especially the Fe line, even though reprocessing is self-
consistently included within these models (as shown in chapter 2, the geometrical cov-
ering fraction of the accretion disk, as seen from the surface of the corona, is fG ≈ 0.30).
If these residuals, which represent less than 1% of the total flux from Cyg X-1, are due
to underestimating reprocessing, several possibilities come to mind. First, our model
has a sharp transition between the cold (flat) disk and the corona. It is possible that these
two regions overlap to some extent, and thereby produce stronger reprocessing features.
Poutanen, Krolik & Ryde (1997) suggest that these regions overlap to a large extent
during the high state, which ended only two weeks prior to our observation. Another
possibility is that we are observing a hot transition layer between the disk and corona.
Our disk also remains flat out to its outer edge. If the disk flares, which is likely due to
X-ray heating, it is not flat anymore and reprocessing features will be enhanced. Finally,
the iron abundance in the disk of Cyg X-1 could be higher than the solar value that we
used in our model.
Due to the data’s broad energy range, the physical properties of the corona are well
constrained. However, it is premature to claim that the sphere+disk configuration is
indeed the correct geometry. Other, albeit unknown, geometries in which a small frac-
tion of coronal radiation is reprocessed by the disk, may also be able to describe the data.
The spectral features due to the reprocessing of coronal radiation in the cold disk (i.e.,
the Fe Kα fluorescence line, the Compton reflection “bump”, and the soft-excess due
to thermalization of the coronal radiation) occur for energies in the ∼ 0.1–20 keV range,
and different geometries will predict slightly different reprocessing features. Since data
below 3 keV had to be ignored, we were unable to constrain the model parameters which
deal with the soft-excess due to thermal radiation emitted by the cold disk, nor can the
strength or width of the iron line be measured directly (due to the uncertainty of the
PCA response matrix at 5.5 keV). Therefore, more low energy data are needed to fur-
ther constrain ADC models for Cyg X-1 on the basis of spectral data alone.
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Cygnus X-1 PSD for (0-4.95 keV)
















RMS  (0-4.95 keV)     = 29%
RMS  (4.95-8.23 keV)  = 28%
RMS  (8.23-14.09 keV) = 19%
RMS  (14.09-100 keV)  = 21%
Figure 5.11: Periodogram for the energy band below 4.95 keV in Miyamoto et al. (1992) normal-
ization. Note the distinctive breaks at about 0.2 Hz and 2 Hz. The rms-noise has been subtracted
from the PSD, the sensitivity level of which is indicated by the thin line. The rms levels of the
PSDs for the other spectral bands are given in the inset.
5.5 Temporal Constraints on ADC Models
Additional constraints to the ADC models can come from measurements of time-lags
and the temporal coherence between several energy bands from the source. These mea-
surements can be compared with the time-lags and coherence function predicted using
the physical parameters of the geometry found from spectral fitting (Vaughan & Nowak
1997; Nowak & Vaughan 1996). Only a geometry in which both the spectral and the
temporal data can be explained should be considered a valid candidate for Cyg X-1. Due
to its complexity, however, the combined temporal and spectral analysis of the Cyg X-1
observation is outside the scope of this thesis. What I present in this section, therefore,
is mainly a short overview on the observed temporal properties. The extensive analysis
of these data is postponed to later studies. See Nowak et al. (1998a) and Wilms et al.
(1997a) for previous discussions of these data.
Cyg X-1 was the first X-ray source where temporal variability on time scales less than
1 s was observed (Oda et al. 1971). These fluctuations have been typically described in
terms of shot-noise models, although the shape and temporal distribution of the shots
has been the subject of much debate (Nolan et al. 1981; Lochner, Swank & Szymkowiak
1991; Negoro et al. 1995). Typically, some form of exponentially decaying shot was
assumed or, alternatively, symmetric shot profiles. I am not aware of any study using
realistic non-symmetric profiles comparable to those shown in section 2.3. The peri-
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Time Lag for (14.09-100 keV) vs. (0-3.86 keV)
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Figure 5.12: Time lag as a function of Fourier frequency for the band from 14.09 to 100 keV vs.
the band below 3.86 keV. Open diamonds indicate frequencies where the hard photons lag the soft
photons, stars indicate frequencies where the hard photons lead the soft photons.
odogram was then fitted with the theoretical PSD obtained from the shot model to ob-
tain a description of the shot properties. As an example for the measured periodogram,
the PSD of Cyg X-1 as obtained from our RXTE observation is given in Fig. 5.11. Over







0.091 for f < 0.2 Hz
0.017f −1.04 for 0.2 Hz ≤ f < 2.4 Hz
0.031f −1.71 for 2.4 Hz ≤ f
(5.2)
where the break frequencies and power-law slopes have been determined numerically.
This shape of the PSD is similar to previous observations (Miyamoto et al. 1992; Belloni
& Hasinger 1990a,b), although, due to the quality of the RXTE data, the shape could be
determined to a higher precision than was previously possible. Thus, the PSD is charac-
terized by a flat top at low frequencies, and two red noise components at higher frequen-
cies (note that the shape of the periodogram appears to be variable on long timescales
Belloni & Hasinger 1990b). For very small frequencies, i.e., large time scales, additional
low frequency noise might be present, indicated by the increase at frequencies below
6× 10−3 Hz in Fig. 5.11.
As was shown in section 3.2.2, for the physical interpretation of the temporal variabil-
ity of Cyg X-1 within the framework of Comptonization models, the time lags between
different energy bands can be used. Fig 5.12 displays the measured frequency dependent
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Coherence for (14.09-100 keV) vs. (0-3.86 keV)













Figure 5.13: Coherence function as a function of Fourier frequency for the same bands as the
time lags shown in Fig. 5.12. The coherence is unity from about 0.02 Hz to 10 Hz, the coherence
loss at larger time scales is real. The loss of coherence at high frequencies might be influenced by
uncertainties associated with the Poisson noise subtraction.
time lag between the lowest band accessible in the RXTE observation (E < 3.86 keV)
and the highest energy band (E > 14.09 keV). In agreement with the previous Ginga re-
sults presented by Miyamoto et al. (1992), the observed time lag is a function decreasing
with frequency that has two characteristic breaks at∼0.6 Hz and at∼10 Hz. Compared
to the previous data, however, our measurement could determine the time lag to a much
higher precision. Note that the time lag erratically changes sign for frequencies above
∼20 Hz, as well as for frequencies below ∼0.08 Hz. This indicates that no strong phase
relationship can be found in these frequency regimes. Consistent with this result is that
the coherence function is unity to a high precision in the frequency range from 0.08 Hz
to 20 Hz, while coherence is not preserved outside this range (Fig. 5.13).
This strong phase relationship over a large frequency range is still a major puzzle for
the astrophysics of BH systems. Typical time scales in Cyg X-1 are on the order of











If the observed time lag were due to the light travel time of the photons through the
medium producing the radiation, the observed shortest time lag of about 10−3 s points
to sizes of smaller than 10 GM/c2, or about 150 km, while the longest time lag of 0.05 s
corresponds to a size of 1000 GM/c2. Thus, these sizes are at least in the correct physical
regime (i.e., km as opposed to AU). If the transport of information between the regions
5.5: Temporal Constraints on ADC Models 125
radiating coherently were moving with velocities smaller than c, the resulting sizes would
be even smaller. As pointed out by Nowak et al. (1998a), the longest time lag observed
is longer than the expected free fall time in an ADAF model, so that it appears that
these models are not able to reproduce the observed temporal behavior of Cyg X-1.
Further studies are needed, however, to understand whether this claim is true or not.
For Comptonization models in the diffusion limit, the minimum time lag observed is
the difference in the diffusion times for the hard and the soft photons. If the minimum
time lag observed is 10−3 s, then the theory of Miller (1994) and Nowak & Vaughan
(1996) yields a coronal radius of 10 GM/c2 for the system. Since this minimum time
scale might be influenced by the measurement uncertainties, perhaps a better choice for
the minimum time lag is 2 × 10−3 s, resulting in a coronal radius of 45 GM/c2 (Nowak
et al. 1998a). For the sphere+disk geometry, the simulations presented in Fig. 2.36,
p. 71, indicate that the observed time lag corresponds to about 1.7 light crossing times.
In this case the measurements point towards 25 GM/c2. To summarize, independent
from the estimates used, the time lag arguments lead to coronal sizes between 10 and 20
Schwarzschild radii. Note that these sizes are smaller than the 100 Schwarzschild radii
predicted from the simple ADAF solution (Esin et al. 1998).
How realistic are these coronal sizes? An independent check of these time lag ar-
guments can be obtained from a study of the temporal behavior of the source in time
space. In her diploma thesis, Katja Pottschmidt analyzed all available EXOSAT data us-
ing the LSSM approach (Pottschmidt 1997; Pottschmidt & König 1997). She finds that
these data can be successfully modeled using LSSM[1] models. The relaxation time in-
ferred from the AR[1] process describing the system is τ = 0.19 s. To understand how
this measured parameter translates into a physical parameter, we used the theoretical
Compton profiles for the sphere+disk geometry presented in section 2.3.2 to generate
synthetic shot noise light curves. These time series were then analyzed with the LSSM
code and it was shown that the time series could be well represented by AR[1] processes.
The relaxation time scales determined from this modeling were found to correspond to
3 . . . 6Rc/c, where Rc is the coronal radius. Translating this to a physical size by using
the value measured for Cyg X-1, the coronal radius appears to be on the order of 500 to
1000 GM/c2 (Pottschmidt et al. 1998).
Thus, depending on the method used the values for the coronal size appear to be
quite different. One explanation for this might be that the LSSM solution is sensitive
to a different kind of temporal structures than the time lags. The measurements for the
coronal size in the case of the time lags are derived from the argument of a minimal
local size and quite deliberately no attempt was made to build a self-consistent model
that is able to describe the whole frequency range of time lags. On the other hand, the
relaxation time obtained from the LSSM model describes the shape of the individual
shots seen. If the seed photons were generated by a radially symmetric disturbance
moving inwards, then the simple toy model presented by Nowak et al. (1998a) shows
that it is possible to quantitatively reproduce the range of time lags seen and the range
of frequencies where coherence is preserved. In such a case, however, the observed
shot profiles would look different from those computed in section 2.3.2: roughly, the
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shot profile is given by the integral of the Green’s functions for Compton scattering
for the individual radii, weighted by a function describing the shape of the disturbance.
Thus, the resulting shot profile would be much broader than the profile obtained from
an individual shot and the ratio between τ as estimated from the AR[1] model and the
coronal light crossing time would be larger. Therefore the coronal size inferred from the
observation would be much smaller. Since the development of such a theory requires
the detailed modeling of the different oscillating modes of the accretion disk, it is well
outside the scope of this thesis. First results will be presented in a forthcoming paper
(Nowak et al. 1998b).
CHAPTER 6
RXTE Observations of Soft State Black Holes: LMC X-1 and LMC X-3
6.1 Introduction: The Monitoring Campaign
In this chapter first results from observations of the two only persistent soft state black
holes are presented. LMC X-1 and LMC X-3 were discovered by Uhuru during the
scans of the Large Magellanic Cloud (LMC) in 1970 December and 1971 January, where
also the very soft photon spectrum of these sources was noted (Leong et al. 1971). Al-
though the luminosity of both objects is quite high (a few 1038 erg/sec), the distance of
the LMC prevented the study of these objects for a long time. Only with the advent
of detectors with a large effective area, a systematic approach on analyzing these objects
has become possible. Ginga results on LMC X-1 and LMC X-3 presented by Ebisawa,
Mitsuda & Hanawa (1991) and Ebisawa et al. (1993) revealed that both sources exhibit
very interesting physical behavior. While LMC X-1 was found to exhibit a 0.08 Hz QPO
during part of the observation, LMC X-3 was found to be variable on long time scales
of a couple of 100 d (Cowley et al. 1991). No systematic monitoring could be done by
Ginga , however, and due to the absence of an instrument sensitive above 20 keV, no
information about the high energy spectrum was obtained.
Since the end of 1996 RXTE has therefore monitored the two black hole candidates in
the LMC in three to four weekly intervals, providing a unique opportunity to study their
long term behavior. In this chapter I present first results on the evolution of the spec-
tral parameters of the sources from the first twenty pointings. As part of the campaign,
RXTE also performed one long (170 ksec) observation for each of BH. Even though
their spectrum is very soft (Γ = 2.5 and softer), RXTE detected a significant signal at
energies up to 50 keV. In the first part of the chapter, in section 6.2, I describe the re-
sults from the observations of the more luminous of the two objects, LMC X-3, while
section 6.3 will be devoted to LMC X-1. Note that the results presented here are pre-
liminary since the campaign will be continued for all of 1998.
6.2 LMC X-3
6.2.1 Introduction
LMC X-3 is the most luminous BH in the LMC. The object has a peak X-ray luminosity
of about 4× 3038 erg/s and is variable by a factor of about four on time scales of 100 d or
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200 d (Cowley et al. 1991, see below). The optical counterpart is a well established B3 V
star with a mass function of f = 2.3 M (Cowley et al. 1983; van der Klis, Tjemkes &
van Paradijs 1983) in a 1.7 d orbit. The analysis of the stellar spectrum is complicated
by the presence of a fair amount of radiation from an extended accretion disk in the
system (Cowley et al. 1983, 1994). Using the absence of X-ray eclipses to determine
an upper limit for the inclination the mass of the compact object is found to be above
9 M (Cowley et al. 1983). The position of the source is α2000.0 = 05h38m56.s4, δ2000.0 =
−64◦05′01′′.
The soft X-ray spectrum of LMC X-3 was first studied in detail by White & Marshall
(1984), who noted in their HEAO 1 data that the spectrum of the source is considerably
softer above 3 keV than below this energy (their value for the photon-index above 3 keV
is Γ = 3.1± 0.2) and correctly comment that the spectrum is similar to that of Cyg X-1
in its high (=soft) state. White & Marshall (1984) also detected that the spectrum is
variable, although they were not able to quantify the variability due to lack of data. Due
to the availability of the many EXOSAT observations of LMC X-3 made in 1983 De-
cember and 1984 December, the soft spectrum below 10 keV and its variability could be
quantified to a larger extent. Treves et al. (1988) were able to model these data with op-
tically thick Comptonization models, other models like a pure black body and thermal
bremsstrahlung did not result in satisfactory fits. Due to the soft spectrum of the source
the optical depth resulting from the fits is high, τ = 22 . . . 28, while the temperature
of the electron cloud is around 1 keV. Treves et al. (1988) also find a negative correla-
tion between the optical depth and the gas temperature, i.e., higher temperatures lead to
smaller optical depths. Note that these model spectra closely resemble pure black bodies
with a very steep power-law. In their later analysis of Ginga observations of LMC X-3,
the same authors note that such a model, represented by a multicolor disk black body
model plus a soft power-law (perhaps the result of Comptonization), indeed gives a bet-
ter and physically meaningful description of the data (Treves et al. 1990). These authors
quote an inner disk temperature of about 1.1 keV and a photon index of Γ = 2.77 with
NH = 3.6 × 1021 cm−2. The multicolor disk black body is an approximation to the
spectrum of an accretion disk with T(r) ∝ r−3/4, i.e., a simple α-disk. See Mitsuda et al.
(1984, eq. 4) for a detailed description of this model.
Ginga observations have also been published by Ebisawa et al. (1993), who concen-
trated especially on the spectral variability of the object. The disk component of the
spectrum is well described by a multicolor disk model with fixed r2in cos i and varying
temperature, as might be the result of a varying mass accretion rate. On the other hand,
the power-law component was found to vary independently from the soft component.
One physical interpretation for the power-law put forth by Ebisawa et al. (1993) is that
it is produced in a cold Compton corona.
Although the multicolor disk blackbody is found empirically to provide a good de-
scription of the soft X-ray hump, its physical interpretation is difficult since the tem-
perature structure of the disk close to the BH is affected by relativistic corrections. See
Ebisawa, Mitsuda & Hanawa (1991) and Ebisawa et al. (1993) for a more detailed de-
scription of these problems and for the description of a generalized accretion disk model
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that does not suffer from these problems. Since most previous work on LMC X-1 and
LMC X-3 used the multicolor disk black body, it was decided to use this model for the
analysis of the observations presented here. The analysis of the data using more physical
models will be presented at a later time.
As mentioned above, LMC X-3 is variable by about a factor of four with a period of
either 99 or 198 d (Cowley et al. 1991, see also Fig. 6.3, p. 133 below). For energies
below 13 keV, these authors found a positive correlation between the intensity and the
hardness, while the hard energies did not show such a correlation. There also appears to
be a correlation between the optical light curve and the X-ray light curve, which show
similar behavior with the optical light lagging the X-rays by about 20 days. This long-
term variability is usually interpreted by the precession of the accretion disk, by analogy
with objects like Her X-1. Since the disk is optically thick, the precession results in a
changing aspect angle between the line of sight and the surface of the disk, so that “limb
darkening” effects lead to a changing disk luminosity.
6.2.2 The Long Observation
As part of the monitoring campaign, LMC X-3 was observed almost continuously dur-
ing the course of the first week of 1996 December. Fig. 6.1 displays the light curve of
the object during this observation. The figure reveals that LMC X-3 was significantly
variable by a factor of about ten percent over the course of the week-long observation.
During the first interval of the data, the background subtracted PCA count rate rises
from about 410 cps to 450 cps. A second “flare”-like event is seen during the second
observing block on 1996 December 2, while it returned to a count rate of 410 cps during
the last block, on 1996 December 4 and 5, although significant variability on about half
day timescales is still observable. This last block of data will be called the “non-flare”
data from now on.
To analyze whether any spectral changes are observable during the flare and the non-
flare, the flare and non-flare data were analyzed separately. The data were extracted using
the methods described in chapter 4.4, except that PCA data measured up to 30 minutes
after the SAA were ignored. The total usable PCA time was 132 ksec. Only data where all
PCUs were on was included in the present analysis. Due to the length of the observation
it was also possible to measure a significant flux with HEXTE (total on-source live time
is 50 ksec for each cluster). This is the first time that spectral information for the band
above 20 keV was obtained for this object. The average background subtracted count
rates for the whole long observation were 416 cps for the PCA, and 0.76 cps and 0.41 cps
for HEXTE clusters A and B, respectively. The background count rate in HEXTE clus-
ter A is 56.5 cps. A 1% channel independent systematic error was assumed for all PCA
data. For the long observation, the PCA data is usable to 20 keV, while the HEXTE data
yields meaningful data below 50 keV. This latter energy is the hardest energy at which
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Figure 6.1: Background subtracted PCA count rates for the long observation of LMC X-3. The
short gaps in the data are due to SAA passages and Earth occultations of the source.
LMC X-3 has ever been detected1.
To describe the data, the popular spectral models for the BH soft state were used.
Tab. 6.1 presents the results of these fits. From the broad band data available here, ther-
mal Comptonization can be shown not to be the source of the observed spectrum. Not
only is the overall quality of the fit bad (χ2red = 3), but the fit indicates that thermal
Comptonization (modeled using the theory of Hua & Titarchuk 1995) fails to explain
the data at energies above 10 keV. Whether this completely rules out Comptonization
as a model for the spectrum of LMC X-3 remains to be seen, however, since the “best-
fit” parameters found for the data are outside the range of validity of this Comptoniza-
tion model. Modeling the spectrum with Comptonization, however, requires thermal
Comptonization models that correctly describe the transition regime where the Comp-
tonized radiation and the seed photon spectrum overlap. The computation of such mod-
els using the NLMC code is planned for the future.
A better description of the spectrum is given by the sum of a high energy power-law
and a model for the soft excess. The soft excess can approximately be described with a
black body spectrum (Tab. 6.1), however, the best description is given by modeling the
1The Compton Telescope (COMPTEL) flux limits presented by McConnell et al. (1996) for LMC X-1 and
LMC X-3 are rather high compared to the extrapolation of the high energy power-law. Their most probable
explanation is that they are due to source confusion (McConnell et al. 1996).
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Figure 6.2: Best-fit of the disk black body plus power-law model to the total long observation
of LMC X-3. Panel a) displays the observed data and the model, while panel b) gives the ratio
between the PCA data and the best fit model. Panel c) shows the effect of adding a Gaussian line
to the model.
soft excess with a disk black body after Mitsuda et al. (1984) and Makishima et al. (1986).
This is in accordance with the results of Ebisawa et al. (1993) reported in section 6.2.1.
Fig. 6.2 displays the best fit spectrum and its residuals. No high energy turnover
is seen in the data – an indication that the power law extends to at least 50 keV. The
ratio between the model and the data reveals that the best fit model agrees with the
data to better than 2% so that this model is sufficient to explain the observation over
the whole range from 2.5 to 50 keV. The deviation between the model and the data in
the iron line band, however, is slightly larger than that observed in the fit of the Crab
pulsar. Adding a Gaussian at the iron line energy to the spectral model indeed results in a
slightly better fit (χ2/dof = 107/115), and the value found for the EW of the line, 75 eV,
is reasonable. It is premature, however, to interpret this as a real detection of an iron
line feature and the subsequent fits were done without including the line feature. Note
that the column density could not be constrained very well, even though the quality of
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Table 6.1: Results from spectral fitting to the long observation of LMC X-3.
Total Flare Non-Flare
Comptonization
NH [1021cm−2] 0 . . . . . .
kT0 [keV ] 0.74 . . . . . .
kTe [keV ] 14.5 . . . . . .
τ 0.23 . . . . . .
A 0.02 . . . . . .
χ2/dof 534/118 . . . . . .
Black body plus power-law

























χ2/dof 140/117 111/117 122/117
Disk black body plus power-law

























χ2/dof 114/117 98/117 107/117
Comptonization: Comptonization model after Hua & Titarchuk (1995) and Titarchuk (1994), kT0: seed pho-
ton temperature (the seed photons are described by a Wien hump), kTe: temperature of the electron gas, τ
optical depth of the spherical cloud, A: normalization. Black body: kTBB: temperature of the black body, ABB
normalization in 1039(D/10 kpc)2 erg/sec where D is the distance, power-law: Γ: photon index, APL: photon
flux at 1 keV, Disk black body: disk black body after Mitsuda et al. (1984) and Makishima et al. (1986), kTin:
temperature at inner disk radius, ADB = ((rin/km)/(D/10 kpc))2 cos i where rin is the inner disk radius, D the
distance of the object, and i the inclination angle. Uncertainties given are at the 90% level for one interesting
parameter (∆χ2 = 2.7). The uncertainty in the relative normalization between the PCA and HEXTE was
taken care of by introducing a multiplicative constant which is not shown in the table.
the data is high. Since data below 3 keV were not included in the fit due to response
matrix reasons, this is not astonishing. Simulations reveal that even for a bright source
like Her X-1 measuring precise column densities with RXTE is a very challenging task
when NH < 1022 cm−2(Stelzer et al. 1998). Since the column to LMC X-3 is less than
5× 1021 cm−2 it is no surprise, therefore, that NH could not be constrained very well.
Comparing the “flare” and the “non-flare” data results in almost the same fit param-
eters. As is also evident from looking at the spectrum in detector space, only the nor-
malization of the spectrum changes between the flare and the non-flare state, while the
shape of the spectrum stays the same. A more detailed analysis of shorter time inter-
vals during this observation is necessary to enable us to make a final statement on the
variability of the source on timescales of a day1.
1Between the long observation and observation 02 of the monitoring campaign (presented in the next section),
Tin changed by about 0.01 keV/day. Thus the result that the physical parameters are almost constant over the
long observation is consistent with the long term variability of the source presented in section 6.2.3.
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Figure 6.3: RXTE/ASM lightcurve of LMC X-3 for 1996 and 1997. The numbered dashes indicate
the dates at which the RXTE monitoring observations were performed. Observation 15 occurred
shortly after observation 14, and observation 16 briefly before observation 17. For clarity these
observations are not shown. See Tab. 6.2 for the observing log.
6.2.3 The Spectral Evolution of LMC X-3
Fig. 6.3 displays the temporal variability of LMC X-3 for 1996 and 1997. The source is
clearly variable on timescales of several weeks, with a possible periodicity on a timescale
of 200 days. Note the strong peak to peak variation by more than a factor of eight of the
amplitude which is definitively not a simple sinusoidal and looks very different from the
behavior seen by HEAO 1 (Cowley et al. 1991). The Lomb-Scargle periodogram of this
lightcurve, shown in Fig. 6.4, reveals the presence of a period of about 180 d, as well as a
possible second period at about 110 d. Since the basis of the measurement is only about
600 days, these periods cannot be given to a higher precision. It is not possible to decide
whether the lower period is just a sidelobe of the dominant 180 d period since the small
peak at 90 d and the peak at 110 d are just separated by one frequency bin. At least two
more years of continuous monitoring are necessary to be able to speak the final word
about the periodicity.
To study the long term variability of LMC X-3, RXTE performed an approximately
three weekly monitoring of the source starting at the beginning of 1996 December with
the long observation described in section 6.2.2 above. A log of the observations is given
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LMC X-3: Scargle Periodogram

















Figure 6.4: Lomb-Scargle periodogram of the data of Fig. 6.3. The dashed line denotes a false alarm
probability of 0.001.
Table 6.2: Observing log for the monitoring campaign on LMC X-3. The date is the starting date of
the observation, the duration is the total on-source time for which all PCA detectors were turned
on, rounded to the closest 100 seconds.
Obs. Date Duration Obs. Date Duration
01 1996.11.30 132100 11 1997.07.04 7300
02 1996.12.29 8700 12 1997.08.03 5900
03 1997.01.16 3000 13 1997.08.19 8100
04 1997.02.07 9400 14 1997.09.09 9300
05 1997.03.09 8000 15 1997.09.12 7900
06 1997.03.21 7400 16 1997.09.19 3200
07 1997.04.17 9000 17 1997.09.23 10000
08 1997.05.05 7500 18 1997.10.11 7400
09 1997.05.27 8400 19 1997.11.02 8400
10 1997.06.18 8100 20 1997.11.23 8900
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Table 6.3: Results from fitting the LMC X-3 monitoring observations.













































−2.0 . . . . . . 57 /32 1.8
08 1.23+0.10−0.00 30.6
+0.6
−0.4 . . . . . . 16 /32 0.5
09 1.22+0.01−0.01 28.8
+0.4













































































−0.04 50 /30 1.7
NH was fixed at 3.6 × 1021 cm−2 . Uncertainties given are at the 90% level for one interesting parameter
(∆χ2 = 2.7). Due to the weakness of the source, only the energy band from 3 to 10 keV was included in this
analysis.
in Tab. 6.2. To visualize the position of the observations within the ASM lightcurve of
LMC X-3, the observations are also indicated in Fig. 6.3. For describing the observations
the data were fitted with the disk black body plus power-law model that has proven to
be successful in the long observation. Since it is not possible to constrain NH in any way
from these short observations, it was fixed at 3.6 × 1021 cm−2 for the fits. The results
from spectral modeling are given in Tab. 6.3 and are also displayed in Fig. 6.5.
There is a clear correlation between the inner disk temperature Tin and the total soft
X-ray flux as observed by the ASM. For about the first half of the observations, the
normalization of the disk black body, r2 sin i, is also correlated to the ASM flux, while
it appears to be constant for the second half of the monitoring campaign. This latter
behavior, where the variation of the soft flux is solely due to the varying Tin, has also been
seen by Ginga and has been interpreted as the observation of a varying mass accretion
rate in the system (Ebisawa et al. 1993).
The first part of our monitoring campaign, however, indicates that this interpretation
does not always hold: r2 sin i is not constant during that time interval. That LMC X-3






































Figure 6.5: Temporal variability of LMC X-3 using the fit-parameters from Tab. 6.3. The error bars
indicate the 90% uncertainties from the table.
behaved differently during the first half of 1997 is also evident from the hard component.
For the first few pointings, from 1996 November to 1997 March, the photon index
appears to be weakly anticorrelated with the flux, i.e., a softer power-law is observed
when the source luminosity is low. However, from 1997 January to March, the total
flux in the hard component decreased, and no evidence for this component was found
in the monitoring observations 07 to 09. After that the hard component appears again.
For the second half of 1997, the photon index of the power-law is almost constant and
its flux traces the soft component fairly reasonably. This behavior of the power-law is
different from that seen in the Ginga observations presented by Ebisawa et al. (1993).
These authors found no correlation between the soft and the hard spectral components
at all. The cause for this discrepancy is at present unknown. It should be noted, however,
that the data presented here are the result from an analysis of data from all PCA layers
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and are thus very sensitive to the uncertainties in the background subtraction process.
Before the final word on the apparent correlations between the power-law normalization
and the soft component can be spoken, a better PCA background model needs to be
available and the analysis ought to be done for the two topmost PCA layers only. Such
an analysis has to wait for the end of the second year of the monitoring campaign and
will be presented in a later paper.
6.3 LMC X-1
The optical counterpart of LMC X-1 has been a mystery for a long time since the field
around the X-ray source is very crowded. Using a large number of ROSAT HRI obser-
vations, Cowley et al. (1995) were finally able to identify the counterpart with “star num-
ber 32” of Cowley, Crampton & Hutchings (1978), an object that has long been one of
the most probable counterparts (Hutchings, Crampton & Cowley 1983, and references
therein). The position of the source is α2000.0 = 05h39m39.s5, δ2000.0 = −69◦44′36.′′6.
The counterpart is surrounded by a He II nebula that might be photoionized by the X-
rays from LMC X-1 (Bianchi & Pakull 1985; Pakull & Angebault 1986). Star 32 itself is
a O(7-9) III star with mV = 14.8 in a 4.2 d orbit with an object of M > 4 M, assuming a
mass function of f = 0.144 M (Hutchings, Crampton & Cowley 1983; Hutchings et al.
1987). Hutchings et al. (1987) assume a most probable mass of 6 M for the compact
object, with an uncertainty of about 2 M mainly due to the uncertainty in the inclina-
tion, where only an upper limit could be inferred from the absence of X-ray eclipses.
The luminosity of the object is about 2× 1038 erg/s (Long, Helfand & Grabelsky 1981)
and was not found to be variable (Syunyaev et al. 1990).
In the Ginga observations of LMC X-1, the X-ray spectrum could be well described
by a black-body with kTBB = 0.70 ± 0.01 keV plus a power-law with photon index
Γ = 2.52 ± 0.05 in 1987 April and Γ = 2.85 ± 0.12 in 1987 June (Ebisawa, Mitsuda &
Inoue 1989). The parameters of the blackbody were found to be constant during both
observations. Instead of using a Planckian blackbody, the disk black body model was
found to be able to describe the soft excess even better. The spectral fits to the disk
black body resulted in an inner temperature of the disk of kTin = 0.94 ± 0.03 keV, and
a slightly harder power-law with Γ = 2.25 ± 0.08 in April and Γ = 2.43 ± 0.13 in
June (Ebisawa, Mitsuda & Inoue 1989). In addition to the continuum, there was weak
evidence for an iron Kα line with EW ≈ 75 eV at 6.8 keV in the spectrum. These results
for the spectral continuum have been verified in the BBRXT observation presented by
Schlegel et al. (1994), although the disk temperature was found to be slightly lower.
Furthermore, these authors present evidence for additional small line features at 5.1 keV
and 7.1 keV, respectively. Whether these features are real, however, remains to be seen.
Information on the spectrum of LMC X-1 (and LMC X-3) at energies below 20 keV
can also be obtained from the TTM observations described by Syunyaev et al. (1990).
These authors model the data with a pure power-law with index Γ = 3.6±0.1, absorbed
by NH = (6.6±0.4)×1022 cm−2. This latter value for the absorption appears high com-
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Figure 6.6: Background subtracted PCA count rates for the long observation of LMC X-1.
pared to the Ginga and BBRXT measurements, which both yielded NH ≈ 5×1021 cm−2
over the same energy range (Ebisawa, Mitsuda & Inoue 1989; Schlegel et al. 1994), and
a similar small value for NH can also be inferred from the interstellar extinction to the
object (EB−V = 0.35, Hutchings et al. 1987). Since Syunyaev et al. (1990) did not at-
tempt to describe the measured spectrum with an additional soft excess component, this
deviation might be due to the large NH “mimicking” the soft excess (note also that these
authors do not indicate the quality of their fit). Further studies are needed to solve this
puzzle.
The short term temporal behavior of LMC X-1 is not studied very well. Ebisawa,
Mitsuda & Inoue (1989) present evidence for a QPO of 0.075 Hz in the first 40 minutes
of the Ginga observation in 1987 April. During their later 1987 June observation, no
QPO was observed, ditto in the ROSAT HRI observations presented by Cowley et al.
(1995) and in the BBRXT observations presented by Schlegel et al. (1994). Note that the
strength of the QPO reported by Ebisawa, Mitsuda & Inoue (1989) is only slightly above
the Poisson limit and that observations with a higher signal to noise ratio are necessary
to test whether their claim of a detection of a QPO is real or not (Nowak 1995).
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Table 6.4: The best-fit disk black body model for the long observation of LMC X-1.
Disk black body plus power-law
kTin [keV ] 1.00+0.02−0.04
ADB 29.4+1.1−1.0
Γ 3.65+0.05−0.07
APL [ph cm−2 s−1 keV−1] 0.57+0.08−0.09
χ2/dof 50.5/30
See Tab. 6.1 for an explanation of the spectral models and abbreviations used. Uncertainties given are at the 90%
level for one interesting parameter (∆χ2 = 2.7), except for kTin which is at the 90% level for two interesting
parameters. The uncertainty in the relative normalization between the PCA and HEXTE was taken care of by
introducing a multiplicative constant, see text. NH was fixed to 3× 1021 cm−2 .
6.3.1 The Long Observation
RXTE observed LMC X-1 continuously from 1996 December 6 to 1996 December 8
while the source was circumpolar as seen from the satellite. The observed lightcurve is
shown in Fig. 6.6. No variability outside the systematic uncertainty associated with the
background variability is evident during these three days so that the observation can be
analyzed as a whole without any dangers.
The data were extracted using the same methods as those employed for LMC X-3.
Only PCA data where all four detectors had been turned on is included in the present
analysis, resulting in a total of 75 ksec of on-source PCA data. The background sub-
tracted count-rate for the PCA is 164 cps. For the HEXTE, a total of 55 ksec of live time
per cluster was obtained. LMC X-1 was barely detected with the high energy instru-
ment, the count-rate being 0.2 cps. Since the spectrum of LMC X-1 is both weak and
very soft, PCA data above 10 keV had to be ignored. A meaningful HEXTE flux was
detected up to an energy of 25 keV. Due to the soft spectrum of the source, though, the
signal to noise ratio of the HEXTE data is not good enough to obtain more information
than just the presence of the source.
As in the case of LMC X-3, neither Comptonization nor a black body with a high
energy power-law result in a satisfactory description of the data, while the disk black
body model is again able to describe the data. HEXTE can only be used to constrain the
high energy spectrum, but this is sufficient to obtain a good handle on the high energy
spectrum. In Tab. 6.4 the parameters of the best fit disk black body model are shown.
The parameters are in qualitative agreement with the earlier observations, although the
photon index of the power-law is significantly softer. The residuals show no evidence
for additional line features.
Compared to LMC X-3, the power-law component is stronger in the spectrum. Plot-
ting the unfolded spectrum reveals that for energies above 8 keV the power-law domi-
nates the observed flux. This is a crucial region in the X-ray spectrum since, by chance,
there also is the 7 keV iron K absorption edge. The presence of residuals in this en-
ergy band seen in the Ginga observations of LMC X-1 has prompted Ebisawa (1991) to
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Figure 6.7: RXTE/ASM lightcurve of LMC X-1 for 1996 and 1997. The numbered dashes indi-
cate the dates at which the RXTE monitoring observations were performed. See Tab. 6.5 for the
observing log.
describe these residuals with a Doppler-smeared iron edge. No such feature is found
in the long observation presented here: the inclusion of such a feature in the spectral
models lead consistently to optical depths of zero at the edge energy. However, there
are residuals in this regime that are due to the transition between the soft excess and
the power-law. One explanation for these residuals is that the power-law is the result of
Comptonization of the seed photons from the disk in a comparably cold corona. In this
case, the transitional regime does not look like the sum of the seed photon spectrum and
the high energy power-law. Therefore, the computation of additional Comptonization
models is necessary before a final decision on the nature of the residuals in the iron edge
band can be made.
6.3.2 No Spectral Evolution in LMC X-1
As in the case of LMC X-3, short (10 ks) monitoring observations on LMC X-1 were
done for all of 1997 in intervals of approximately three to four weeks. A log of the
observations is given in Tab. 6.5. As is revealed by the ASM lightcurve of LMC X-1, no
clear temporal variability is seen from the object. The results from the spectral modeling
of the monitoring observations presented in Tab. 6.6 reveal the same picture: None
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Table 6.5: Observing log for the monitoring campaign on LMC X-1. The date is the starting date of
the observation, the duration is the total on-source time for which all PCA detectors were turned
on, rounded to the closest 100 seconds.
Obs. Date Duration Obs. Date Duration
01 1996.12.06 75300 11 1997.07.04 3400
02 1996.12.30 4000 12 1997.08.01 8500
03 1997.01.18 8100 13 1997.08.20 8000
05 1997.03.09 5400 14 1997.09.09 6100
06 1997.03.21 8800 15 1997.09.12 8800
07 1997.04.16 10600 16 1997.09.19 7200
08 1997.05.07 8700 18 1997.10.10 9600
09 1997.05.28 5900 19 1997.11.01 8800
10 1997.06.18 3600 20 1997.11.23 4700
PCU 4 was off for all of Observation 04, while Observation 17 had not yet been delivered at the time of writing
(1998 January).
Table 6.6: Results from fitting the LMC X-1 monitoring observations.
























































































































NH was fixed at 3.6 × 1021 cm−2 . Uncertainties given are at the 90% level for one interesting parameter
(∆χ2 = 2.7), all χ2-values are for 16 degrees of freedom. The two parameter sets given for observation 11 are
for the first and the second part of that observation.
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of the spectral parameters is deviating significantly from the values found in the long
observation.
Both objects are quite similar (both donors are high mass stars, orbital periods are on
the order of a few days) but the X-ray luminosities differ by a factor of two. The failure
to detect any variability in LMC X-1 might put constraints on those physical models
that attempt to interpret the variability of LMC X-3, which is usually explained with
the presence of a warped, precessing accretion disk in the system. Physical processes
responsible for the warping might be an accretion disk wind (Schandl 1996) or strong
radiation pressure onto the disk (Maloney, Begelman & Pringle 1996). Both effects
lead to a torque on the disk and eventually to a disk precession. Note that it has been
suggested that the torque due to the wind might be weaker than the radiation torque,
due to the inefficiency of X-ray heating (Maloney & Begelman 1997, Begelman, 1998,
priv. comm.). Since LMC X-1 does not exhibit any variability, this might indicate that
the crucial factor in determining whether the warping instability operates is the X-ray
luminosity of the object.
CHAPTER 7
Summary and Future Work
The major result of this thesis is that the simple slab ADC appears not to exist in galac-
tic black holes. The major physical cause for this is that the slab ADC cannot have a tem-
perature high enough to explain the observed X-ray spectrum since the large covering
factor of the accretion disk leads to strong reprocessing in the disk, which increases the
Compton cooling. Additional constraints come from the fact that the observed equiva-
lent width of the iron line in the hard state is too small compared to the predictions of
the ADC models and that the predicted soft-excess is much stronger than that seen in
the observations. Independent from this work, basically the same result has also been
found by Gierliński et al. (1997) and Poutanen, Krolik & Ryde (1997). We were able to
verify our conclusion by unsuccessfully attempting to model hard state observations of
Cyg X-1 and two other galactic black holes with the slab ADC spectra.
We were also able to find a possible geometry that can reproduce the observed spec-
tra. The sphere+disk geometry or similar geometries with a reduced covering fraction
have less reprocessing and therefore less Compton cooling. As a result the coronal tem-
peratures are high enough to produce the observed spectra and the Compton reflection
features from this geometry are much weaker than those for the slab geometry. A further
advantage of the sphere+disk geometry is that it appears to fit within the framework of
currently discussed models on the soft to hard state transitions (Esin et al. 1998; Pouta-
nen, Krolik & Ryde 1997).
Finally, I’ve presented results from the first year of the monitoring of LMC X-1 and
LMC X-3. These preliminary results appear to put constraints on the mechanisms trig-
gering the long term variability in soft-state black holes, although much more data is
necessary to be able to quantify these constraints.
What will the future bring? In many places new questions have arisen from the com-
putations and the observations presented here. This work started out in a different di-
rection and has subsequently evolved – science just is not a linear process. From the
results presented here, however, at least the rough direction of our work for the next
couple of years appears to be set.
We will continue the analysis of broad-band data from Cyg X-1. To study transient
dips in the system we have been awarded 4 × 20 ksec of RXTE time. The dips are
thought to be caused by material from the accretion stream, moving into our line of
sight and photo absorbing the radiation from the black hole (Kitamoto et al. 1984; Ba-
łucińska-Church et al. 1997). No detailed study of these dips has ever been done, and
even very basic questions remain unanswered so far: What is the real cause of the dips,
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clumps in the stellar wind or the accretion stream? Is there any periodicity in the dips
or in substructures of the dips that could help us in understanding where the dipping
material is situated? What is the ionization state of the absorbing material? A side-
effect of this plan is that we realized that the ephemeris of the BH is outdated. We will
therefore attempt to redetermine the ephemeris using optical spectroscopy.
Since not all of our planned observations will be successful in the sense that they
contain dips, the non-dip observations will be used to further refine the ADC models.
A first observation, made in 1997 December, has already been briefly looked at. The
observation did not contain any dip so that a PCA spectrum with a very high signal to
noise ratio could be extracted from the data. The analysis of these data shows that the
observation presented in chapter 5 is indeed special, in the sense that the spectrum is
softer than that usually observed (but still too hard for the slab ADC models). This
might be an indication that the hard-state had not yet been completely settled down
when our first observation was done. Note, however, that this harder spectrum does not
change the claim that the accretion geometry in the system is not a pure slab – all slab
spectra are much softer! We will also look at X-ray data from the black hole GX 339-4
in its hard state, which is very similar to Cyg X-1. This will further increase the number
of black holes of which the coronal parameters are known, perhaps enabling us in a few
years to understand what determines the coronal parameters. We will also look at the
temporal behavior of Cyg X-1 and GX 339-4 in greater detail, using the Compton shots
presented here to get a handle on the system parameters like its size.
For the LMC black holes, the monitoring campaign is going on into its second year.
Furthermore, other pointings on these sources will become public during 1998. These
data will be subjected to an analysis analogous to that presented in chapter 6. Since the
light curve of LMC X-3 appeared special over all of our campaign, these two additional
years of data should help in defining whether it was really “special” or whether this ob-
ject is just changing its appearance in weird ways. Three years of data should also be
enough to define a new period, if any, for LMC X-3, and to perform a systematic search
for QPOs in LMC X-1, such as the one seen previously by Ginga . With the new point-
ings on LMC X-1 and hopefully a finally converged response matrix and background
model, it will also be possible to decide whether this object is really as quiet as I have
claimed, or whether there are subtle spectral changes that have been overlooked in the
rough analysis performed here. Finally, for the long observations of both objects grids
of Comptonization models will be computed that better describe the transitional regime
between the soft excess and the power-law component in the spectrum.
Looking at the questions of chapter 1, i.e., what constitutes a black hole and are there
any spectral signatures that could be used to decide whether a black hole candidate is a
black hole, we have obtained 30 ksec of RXTE data of the black hole candidate V1408 Aql
(1957+115), an object that has been in the lists of possible black holes since 1984 but has
never been subjected to a detailed broad band analysis. Data presented by Yaqoob, Ebi-
sawa & Mitsuda (1993) lead these authors to the conclusion that the object is a neutron
star, but the final word on this question has not yet been spoken.
For massive black holes, like those in the centers of radio quiet AGN, Comptonization
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is one of the physical processes that has been invoked for a long time. The spectra of
radio quiet AGN appear to be explainable with slab-geometry models, but an application
of our models to these data is necessary and very important. Results from a study of the
temporal behavior of these sources with the LSSM show that the characteristic time
scale of these systems is correlated with the spectral hardness (König, Staubert & Wilms
1997). This behavior can be explained with the Compton shots of section 2.3, but it is
not yet clear whether the coronal parameters inferred from the timing models and those
inferred from spectral fitting really do agree.
From a programming point of view, the NLMC code will continue to be developed.
Physical processes not yet fully included in the code are bremsstrahlung emission and
other effects from magnetic fields. Although the inclusion of slightly ionized material
is possible in the code, no self-consistent computation of the ionization structure of
the material is possible right now. Nayakshin & Melia (1997) have shown that the slab
geometry might be able to reproduce the observed hard-state BH spectra if an ionized
transition layer is put between the cold disk and the corona. The effect of this layer is to
reduce the amount of reprocessing, so that the cooling rate of the corona is reduced. The
result is that higher coronal temperatures are possible. A self-consistent implementation
of this effect is necessary to see whether the reduction of the amount of reprocessing is
sufficient to allow coronal temperatures on the order of those observed in the hard-state.
We are planning on doing such a simulation in the near future.
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The major results presented here were computed using different types of MC codes
that are described in greater detail in this appendix. To introduce the general ideas behind
the MC method, section A.1 describes the simpler linear MC code which was used,
e.g., to compute the time lags of section 2.3 and the reflection features presented in
section 2.1.3. In the second section, section A.2, these ideas are expanded in a general
description of the NLMC code used for the simulation of the ADC spectra.
A.1 Linear Monte Carlo Codes
In the linear MC method, photons are propagated one at a time through a medium with
predefined properties. These methods are therefore restricted to the computation of
spectra for models where self-consistency is not required. In this case, linear MC codes
are to be preferred over the non-linear ones because they are far less CPU intensive.
The general procedures applied in a linear MC code are best described by looking at the
general structure of such a code (Wilms 1996):
• Generate a photon with an energy drawn from the spectrum of the seed photons,
at a certain position and moving in a certain initial direction.
• Generate the distance which the photon is allowed to move, making use of the fact
that the probability of a photon to travel an optical depth τ is given by exp−τ . This
optical depth is translated into a physical length using the scattering cross section σ
and the particle density n of the scattering material: l = τ/nσ. Here σ is the total
cross-section for photo absorption and Compton scattering.
• Decide from the Klein-Nishina cross section, σes, and the photoabsorption cross-
section, σbf, whether the photon is photo absorbed or Compton scattered: the
probability for Compton scattering is given by the ratio of the cross sections Pes =
σes/(σes + σbf). If α is a uniformly on [0, 1] distributed random number, then the
photon will Compton scatter if α < Pes.
• Simulate the scattering event: either, Compton scattering is simulated using the
correct micro-physics, or the photon gets photoabsorbed. If the photon gets ab-
sorbed, there is a certain probability that the photon will get reemitted as a fluores-
cent photon. This probability is given by the fluorescence yield. If the photon is
not reemitted, it is killed.
• Simulate the next step.
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For low energy photons, the probability that a photon is photoabsorbed is very large
so that most photons propagated using such a MC code never escape the system. Fur-
thermore, for low Compton optical depths, the probability that escaping photons have
undergone many Compton scatterings is very small. Thus, for low optical depths a
very large amount of CPU time would be required to obtain good statistics in the high
Compton scattering orders. This is obviously not desirable since the larger scattering
orders determine the shape of the spectrum for the astronomical objects that are to be
described.
To avoid these shortcomings, the “method of weights” is used. For astrophysical ap-
plications this method is extensively described by Pozdnyakov, Sobol & Sunyaev (1983,
and references therein), Górecki & Wilczewski (1984), and White, Lightman & Zdziarski
(1988). The basic idea behind the method of weights is that the particle propagated in
the code is not considered a “real” photon but represents the statistical property that the
photon still exists. This statistical property is characterized by the statistical weight w
of the propagated “particle”. The advantage of this paradigm change of not simulating
“real” photons but “virtual” photons is that they do not get killed so that all simulated
paths contribute to the output spectrum.
In the normal propagation step, use is made of the trivial fact that the probability that
a photon escapes without further scatterings is P = exp(−τ ) where τ is the optical depth
to the boundary of the system. Before propagating the particle, the weight w exp(−τ )
is added to the output-spectrum. The rest of the particle, with weight w(1− exp(−τ )),
continues to scatter within the corona, i.e., the distance the particle is propagated is
simulated under the constraint that it does not leave the system. Obviously, very long
path lengths within the corona can be obtained this way. Since the weight of the photon
is reduced before each propagation step, its weight can get very small in time and does
not contribute appreciably to the output spectrum anymore. Thus, if the particle weight
goes below a certain threshold, the particle is killed. For the simulations presented here
the threshold was typically taken to be 10−6 or smaller. Therefore the photon particle
is killed if its weight goes below a threshold, which I have usually taken to be 10−6 of
its “fresh” weight. The use of the method of weights for obtaining good statistics for
the higher scattering orders is called “particle-escape weighting” by Pozdnyakov, Sobol
& Sunyaev (1983).
It is also advantageous to use the method of weights when the photon is photoab-
sorbed. In the method of weights, the particle gets re-emitted after the absorption with
a new weight given by Yw, where Y is the fluorescence yield of the absorbing element
and w is the weight of the photon before the absorption. The energy of the particle is
set to the fluorescence energy of the fluorescence line. Pozdnyakov, Sobol & Sunyaev
(1983) call this use of the method of weights “absorption weighting”. For algorithms
and many more examples on the use of the method see the references given above, as
well as the books by Marchuk et al. (1980) and Sobol (1991). Algorithms for the com-
putation of the mean free path in the case of an inhomogeneous medium are given by
Hua (1997).
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The linear MC code used in this thesis was programmed from scratch using the ideas
above. Compton-scattering is simulated using relativistic formulae and using the dif-
ferential Klein-Nishina cross section in the computation of the scattering angle. The
electrons are assumed to have a relativistic Maxwellian distribution, the effect of which
is taken into account in the simulation of the Compton scattering and in the simulation
of the mean free path of the photon. Atomic processes are simulated using the fits to the
photoabsorption cross sections for the elements from Hydrogen to Zinc given by Verner
& Yakovlev (1995), Verner et al. (1993), and Band et al. (1990), as well as the theoretical
fluorescence yields published by Kaastra & Mewe (1993). For the simulations described
here, fluorescent emission of the Fe Kα (6.4 keV), Fe Kβ (7 keV), Si Kα (1.7 keV), and
S Kα (2.3 keV), lines was included.
The computation of the spectrum and time-lags emerging from the sphere+disk ge-
ometry (section 2.3) is complicated by the interaction between the sphere and the disk.
Photons leaving the sphere can hit the disk and vice versa, while the code is only able to
deal with one photon at a time. These photons are put on a stack and dealt with after the
weight of the original particle is small enough that it needs not be followed anymore.
Photons hitting the accretion disk deposit part of their initial energy wE within the disk,
while another part leaves the disk in the form of reflected photons. To ensure energy
conservation, record is kept of the latter amount of energy. When the statistical weight
of the reflecting particle is so small that the particle is killed, the energy not reflected
from the disk is emitted as thermal photons. This approach of using a photon stack to
ensure that all of the primary photon finally leaves the system only works if the model
simulated is self consistent: if the corona is too hot, then the stack grows without bounds
until the memory is full and the code crashes.
A.2 Non-Linear Monte Carlo Codes
A.2.1 Introduction
Contrary to the linear MC codes, in the NLMC methods all interactions between the
medium and the radiation are taken into account. Thus a NLMC code can be used
when the computation of self-consistent models is desired.
The NLMC method is a standard method outside of astrophysics, where it can be
used in many engineering applications. For the purposes of simulating accretion disk
coronae, the NLMC method was first used in astrophysics by Boris Stern, who also
provided the basis for the code used in this thesis. Earlier descriptions of the code have
been given by Stern (1985), Novikov & Stern (1986), and Stern et al. (1995b), while the
version that is the basis for our work has been described by Stern et al. (1995a). The
modifications made for our purposes have been discussed by Dove, Wilms & Begelman
(1997), Dove et al. (1997), and Wilms et al. (1997b). A very thorough description of the
ideas behind the code and a user’s manual to the code is given in the appendix to Jim
Dove’s thesis (Dove 1997), allowing me to present just a short description of the major
ideas behind the code.
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The major challenge faced in the simulation of a self-consistent high energy plasma is
the large range of energies of the photons and other particles. For a correct simulation,
several orders of magnitude of photon energy have to be covered with the code. If this
is to be done in parallel, then the “easy” application of the method of weights described
above is not sufficient, since the code would be forced to spend a large amount of time
in the simulation of many low energy particles. A much better approach is to sample
the energy spectra of the particles dealt with in such a way that the number-density of
simulated particles is constant over the whole energy range. Obviously this means that
each particle within the NLMC code represents a different number of real particles.
Extending the idea of weights to cover this problem, Boris Stern invented the concept
of the Large Particle (LP). Basically, a LP corresponds to the “photon with weight” de-
scribed in the previous section, i.e., each photon has a certain energy E and an energy
dependent weight w(E), which is chosen such that the number density of LPs is approx-
imately constant with energy. The statistical weight can be thought to be proportional to
the number of real particles that are represented by the LP.
To compute the physical properties of the medium, all LPs are allowed to interact
with each other. For example, there are electron-LPs that represent the electron plasma.
Summing over the number density of electron-LPs gives the total optical depth of the
plasma, and Comptonization is dealt with by the interaction of photon LPs with electron
LPs. Similarly, the pair production process is represented by the interaction of two pho-
ton LPs, while its inverse is implemented as the collision between an electron LP and a
positron LP. Due to the Monte Carlo character of the method, it is easy to implement
these processes, since the microphysics of the interaction of individual particles is well
known. Although the implementation of the microphysics is quite easy, it is complicated
by the fact that the statistical weights of the interacting particles represent different num-
bers of real particles. Therefore, not all particles represented by the LPs can take part in
the collision. A consequence of this is that each interaction requires the elimination or
creation of new LPs such that energy, momentum, and particle number are conserved
in a statistical sense. To ensure that the total number of particles does not grow over
all bounds, programming techniques have to be developed to stochastically “destroy”
LPs without changing the properties of the physical system simulated. For the details
of these techniques cf. Stern et al. (1995a). Since each LP sees all the other LPs as the
“background” through which it is propagated, the time step on which the properties of
the LP distribution are updated has to be chosen such that the system does not change
appreciably over the propagation step. In our simulations the time step for the propaga-
tion was chosen such that . 5% of the particles undergo an interaction. While each LP
propagates the properties of the system are determined from the state of the system at




The major modification of our version of the NLMC code to that described by Stern
et al. (1995a) is the implementation of thermal pools. For our thermal accretion disk
models it is not necessary to treat all electrons and positrons as LPs since they can be
assumed to be thermalized. It is better to use an electron and a positron “reservoir”,
or “thermal pool” instead of spending all the computer time on propagating particles
which are known to come from a Maxwellian distribution. The volume simulated is
split into spatial cells that are chosen such that the physical properties of the cell (e.g.,
the temperature) can be assumed to be uniform. The temperature of the electron and
the positron pool are assumed to be equal to the local temperature of the cell. Each time
a photon interacts with an electron (or positron), an electron LP is drawn from the ther-
mal pool using a relativistic Maxwellian distribution for its energy. Then the interaction
of the particles is simulated. Depending on the final electron energy the new electron
is put back into the pool, or, if the electron energy is larger than a preset cutoff energy,
the electron stays “free” as an electron LP. Alternately, after an electron or positron LP
interaction or following a pair production event, the electron or positron is inserted into
the pool if its energy is less than the cutoff energy. Once an LP is inserted into the pool,
its identity is lost, but the pool gains a statistical weight and an energy equal to the LP.
After the time step, these changes in energy of the pool are used to determine the new
temperature of the pool, by balancing the energy losses (=cooling) with the energy gain
from newly created electrons and from the (unspecified) heating source. The use of
thermal pools makes the computation much more efficient because it is not necessary to
simulate all low energy particle interactions within the pool. These low energy interac-
tions always result in thermalization of the particles so that it is not necessary to simulate
them explicitly. See Dove, Wilms & Begelman (1997) for a technical description of the
pools.
A.2.3 Statistical Fluctuations
Due to statistical fluctuations that arise from using a finite number of LPs in the simula-
tions (currently 65 536), the Compton cooling and pair production rates vary between it-
erations. The result are large temperature and opacity oscillations. Due to the the strong
coupling between the temperature and the opacity of the corona, intrinsic fluctuations
in the temperature leads to fluctuations in the opacity (and vice versa). These oscilla-
tions can lead to an escaping photon spectrum that differs from that of a “steady-state”
model, even if the two models have the same “time-averaged” properties. In order to
reduce the magnitude of the fluctuations, the temperature of each electron or positron
pool is averaged over the previous four iterations. Averaging over a larger number of
steps leads to overstable oscillations in both the temperature and pair opacity because
the corona cannot adjust to changes in the radiation field quickly enough, causing it to
overshoot its equilibrium values. An additional improvement is made by averaging the
opacity over the previous ten iterations. This averaging still allows for the correct anni-
hilation and pair production rates, when averaged over all the iterations, and therefore
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does not alter the equilibrium pair opacity values. Occasionally, even when averaging,
severe fluctuations will cause significant temperature changes. We prevent this occur-
rence by artificially preventing the temperature of the pool to change by more than 10%
between iterations. When the system is in equilibrium, the fluctuations of the cooling
rates are symmetric around the equilibrium values. Thus, even though energy is not
conserved in the iterations where large temperature changes are artificially prohibited,
the energy of the system is conserved in a statistical or “time-averaged” sense.
An additional source of statistical fluctuations of the pool properties is due to unlikely
LP–pool interactions. For example, there is a very small probability that a Compton-
scattered photon gives all of its energy to a “pool-electron” particle, causing the particle
to be ejected from the pool as discussed above. For optically thin models, where the
statistical weight of the electron pool is small, these ejection events can lead to large
fluctuations in the opacity. In order to reduce the magnitude of these fluctuations, LPs
that interact with a pool are “split” into N mini-LPs, where the mini-LPs have a statistical
weight equal to 1/N of the original weight of the LP. Each of the mini-LPs is then
propagated in the usual way, and the final state of the LP and pools is determined in a
statistical sense. Numerical experiments show that N = 25 allows for adequate statistics
without degrading the efficiency of the code too much. For models with a total optical
depth of the corona τ . 0.1, a larger number is necessary (N = 50).
Using the above methods, the root mean square statistical fluctuations of both the
coronal temperature and the total optical depth are σrms . 5% after the system has
reached its steady-state equilibrium values. Note that, although the simulations are in-
tegrated in “time”, the true time dependent behavior of the simulations may not be cor-
rect since the statistical methods force the timescales for the changes in the temperature
and opacity to be longer than their proper values. Thus, time dependent simulations
are only meaningful on time scales longer than the time needed for the corona prop-
erties to vary smoothly. Since only steady state models are discussed here, this is not a
problem. However, the transient behavior of the radiation field, arising from simulating
one model by starting from the ending point of a different model, has to be disregarded.
Only after the simulation has reached a steady-state the spectrum is recorded and the
coronal properties are determined.
A.2.4 Generation of Models
In order to reduce the CPU time needed for the computation of model grids, the param-
eters of the corona are varied in a systematic way, by sweeping the coronal compactness
parameter from its minimum to its maximum values while keeping the seed opacity
fixed. After each sweep, the seed opacity is incremented. Each new simulation is started
using the end-state of the previous simulation. This approach saves CPU time since
the system does not have to evolve much prior to reaching an equilibrium state when
compared to starting a simulation from scratch. The only caveat in producing the grid
is that the relative increments in lc should not be more than about threefold; for larger
increments, the system is unable to smoothly evolve to the new equilibrium solution
158 Numerical Methods
since the transitional behavior will heavily disturb the system. We have verified that the
results presented here are independent of the order in which the grid is produced i.e.,
there is no hysteresis.
APPENDIX B
Interpolation of Gridded Spectra
B.1 Introduction
One of the advantages of the popular X-ray fitting package XSPEC is that it is very easily
extended with new spectral models. The most straightforward way to extend XSPEC is
to write a separate subroutine which returns the spectral model for the desired combi-
nation of free parameters. Such a subroutine was written, e.g., to add the new reflection
subroutines to the list of available models (Magdziarz & Zdziarski 1995). This approach,
however, is possible only for spectral models that are available in analytical form, which
is very often not the case. To make the non-analytical models available, an additional
possibility had been defined, in which the photon-fluxes of spectral models are given in
tabular form as FITS files and where XSPEC interpolates between the given grid-points to
obtain the desired model spectra. The current implementation of XSPEC (version 10.0),
however, requires the models to be available on an regularly spaced grid of parameters.
In other words, for models described by two parameters x and y, the models have to be
given for all combinations (xi, yj) where the indices i and j describe the ith and jth param-
eter number (fig. B.1a). When the CPU time to compute one spectral model is high, the
large coverage of the parameter space implied by this interpolation algorithm of XSPEC is
not an option. A more natural approach in spectral fitting is to compute a coarse grid of
models to acquire a feeling for the general behavior of the spectra and then to iteratively
refine the grid spacing in regions of special interest which are, for example, defined by
models that are similar to the X-ray spectrum to be studied. In this case, the final grid of
models to be computed is similar to that of fig. B.1b. Since it is still desirable to be able
to reuse the previously computed models, a more complicated interpolation approach
needs to be used. In this appendix I describe such an interpolation algorithm, focusing
on the case of two free parameters. A review on the commonly used methods for the
interpolation of unevenly spaced data has been given by Franke & Nielson (1991).
B.2 Finite Element Interpolation Using Delaunay Triangularization
From the many methods available for the interpolation of unevenly spaced data we chose
to use the interpolation on the linear surface defined by the corners of a triangle enclos-
ing the desired point. This approach resembles the surface construction algorithms used




Figure B.1: Examples for parameter combinations for the case of models with two free parameters.
The parameters can either form a simple regular grid (a), here sketched by the dashed lines, or they
can be distributed in an arbitrary way (b), here shown as a primary grid indicated by the dashed lines
plus additional spectral models that have been computed in regions of special interest, presumably
since an interesting astronomical source lies in this range of parameters.
in the method of finite elements. Linear interpolation with the “triangular” approach has
the advantage of being computationally very efficient while still producing a surface that
closely resembles to the real surface, even though the interpolating function is not dif-
ferentiable on the edges of the triangle. In practice this is not a large problem, provided
that the density of the grid points is sufficiently high. It remains the question, however,
how to define the triangle defining the interpolating surface.
Although this last question might look trivial at first glance, it turns out that in practice
the definition of what exactly constitutes the optimum grid is a very difficult. For exam-
ple, in the case of the ADC models, whether the interpolation is done with τ and lc or
with τes and Te might result in different interpolated functions (Experimenting with our
models resulted in us using τ and lc, since these are the parameters used to characterize
a given model and the interpolated spectra looked best this way). More mathematically
spoken it is therefore necessary to define a metric on the interpolating grid. After this
metric has been decided on (in the case of the ADC models it was just possible to use
the Euclidean metric in τ and lc, other grids might need more complicated metrics), the
interpolating triangle can be defined as the most evenly looking triangle enclosing the
parameters to be interpolated. Here, “most evenly” means that the angles of the triangle
computed from the metric are as similar as possible1 , i.e., that the triangle is given by
the Delaunay triangularization of the set of two-dimensional points defined by the grid-
points. It turns out that this definition of optimality is also advantageous in an other
sense, since there exist fast algorithms for the computation of the the Delaunay trian-
1Choosing, e.g., just the three points closest to the desired point is not an option since this triangle might not
enclose the point.
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gularization and its dual, the Voronoi diagram, which can be done with an efficiency
of
 
(n log n) using an divide-and-conquer approach (Guibas, Knuth & Sharir 1992).
Moreover, it is possible to locate the triangle (xi, yi), i ∈ {1, 2, 3}, containing a given
point (x, y) with an efficiency better than
 
(n log n) (see, e.g., Joe 1991; Guibas, Knuth
& Sharir 1992; Sloan 1987, and references therein). The interpolated model F(x, y) is
then given by
F(x, y) = a + bx + cy (B.1)
where
c =
(z3 − z1)(x2 − x1)− (z2 − z1)(x3 − x1)
(y3 − y1)(x2 − x1)− (y2 − y1)(x3 − x1)
(B.2)
b =
(z2 − z1)− c(y2 − y1)
x2 − x1
(B.3)
a = z1 − bx1 − cy1 (B.4)
and where the zi are the values of the function to be interpolated, zi = F(xi, yi). In
the case where the interpolating point is situated on the line segment connecting two
triangular points, interpolation is just done along this segment.
The above interpolating algorithm has been implemented into XSPEC using the De-
launay triangularization subroutines and search-routines of the library package GEOM-
PACK, kindly provided by Barry Joe (Joe 1991). The interfacing between the algorithm
and the model points is done using an extension of the standard FITS format for XSPEC
tabular models. A subroutine using the present XSPEC FITS files and “hiding” the differ-
ences between the previous grids and the current grids in FITS keywords is in prepara-
tion. Thanks to the
 
(n log n) property of the gridding and searching algorithms it was
possible to write a program which allows the “by eye” fitting to be done interactively.
The interactivity of the program is very useful in visualizing the properties of the corona
and its spectra in a much better way than can be done by just providing figures since it
is possible to “play” with the physical parameters and see what happens with the spec-
trum. The fitting of the unfolded spectrum of Cyg X-1 presented in chapter 5, Figs. 5.1
and 5.2, was done using the interactive program.
APPENDIX C
Properties of the generalized Gamma- and Weibull-Distributions
C.1 The Generalized Gamma Distribution
The probability density function of the generalized Gamma distribution is given by



















for x > 0






tx−1 exp(−t) dt (C.2)
is Euler’s Gamma function. The generalized Gamma distribution is one of the most
studied probability density functions of statistics since many of the important non-
discrete density functions can be derived from PΓ. For example, PΓ(x; 2,
√
2σ, 0) is the
one-sided normal distribution, and PΓ(x; 1, 2, n/2− 1) is the χ2 distribution. The prop-
erties of the generalized Gamma distribution are discussed by Gran (1992, chapter 2.6)
to whom the reader is referred for a more extensive discussion1 .


















The moments can be used to compute the mean and the variance of the distribution:












1The notation used here is different from that used by Gran (1992). His notation can be mapped onto the
notation used here by substituting a→ (γ + 1)/α, h→ α, and A→ β.
C.2: The Weibull Distribution 163
while the variance is
























Finally, by computing the maximum of PΓ it is found that the most probable value of

























Note that the generalized Gamma distribution used in chapter 2.3 was defined in a
slightly different way since the Compton shots of chapter 2.3 did not start with x = 0 but
at x = x1 (cf. eq. 2.53). The moments of the “shifted” generalized Gamma distribution









The resulting expression for the variance of the “shifted” distribution is quite messy.
C.2 The Weibull Distribution
In the special case of γ = α− 1 the Gamma distribution is called a Weibull distribution.
This distribution was first used in 1939 by Waloddi Weibull as an empirical description
for the distribution of the strength of materials to failure. Since then, the distribution has
had a widespread use in many fields outside of engineering mechanics, e.g., to describe
the mass distribution of crushed materials (Brown & Wohletz 1995), to describe the
distribution of the force amplitudes exerted by ocean waves onto swimming platforms
and oil rigs (Gran 1992, section 3.7.5), to describe the distribution of wind speeds to
produce building codes (Whalen 1996), and many others.
The probability density of the Weibull distribution is given by


















for x > x1
0 for x ≤ x1
(C.9)
where α, β > 0. In many applications, the “threshold” or “location parameter” x1 is
implicitly set to zero (as has been done for the generalized Gamma distribution above).
For α > 1 the Weibull distribution looks similar to an asymmetric “bell curve”, while
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for α < 1 the distribution resembles an exponentially decaying function. Since α de-
termines the shape of the distribution, it is often called the “shape parameter”. The
parameter β is called the “scale parameter” since for a given α the variance of the distri-
bution is uniquely defined by β:





























so that the variance of the distribution is















For other properties of the Weibull distribution, see Gran (1992).
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List of Abbreviations
ADAF : Advection Dominated Accretion Flow
ADC : Accretion Disk Corona
AGN : Active Galactic Nucleus
ASCA : Advanced Satellite for Cosmology and
Astronomy
ASM : All Sky Monitor
BBXRT : Broad Band X-Ray Telescope
BHC : Black Hole Candidate
BH : Black Hole
CASS : Center for Astrophysics and Space
Sciences
CGRO : Compton Gamma-Ray Observatory
COMPTEL: Compton Telescope
DAAD : Deutscher Akademischer
Austauschdienst
DARA : Deutsche Agentur für
Raumfahrtangelegenheiten
DFT : Discrete Fourier Transform
EDS : Experiment Data System
EUVE : Extreme Ultraviolet Explorer
EW : Equivalent Width
FITS : Flexible Image Transport System
FWHM : Full Width at Half Maximum
GOF : Guest Observers Facility
GRT : General Theory of Relativity
GSFC : Goddard Space Flight Center
HEAO : High Energy Astrophysics Observatory
HEASARC : High Energy Astrophysics Archive
HEXE : High Energy X-ray Experiment
HEXTE : High Energy X-ray Timing Experiment
HMXB : High Mass X-ray Binary
HRI : High Resolution Imager
HST : Hubble Space Telescope
IAAT : Institut für Astronomie und
Astrophysik Tübingen
ISM : Interstellar Medium
IUE : International Ultraviolet Explorer
LAC : Large Area Counter
LMC : Large Magellanic Cloud
LMXB : Low Mass X-ray Binary
LP : Large Particle
LSSM : Linear State Space Model
MC : Monte Carlo
MIT : Massachusetts Institute of Technology
MPE : Max Planck Institut für
Extraterrestrische Physik
NASA : National Aeronautics and Space
Administration
NLMC : Non-Linear Monte Carlo
NSF : National Science Foundation
NS : Neutron Star
OSSE : Oriented Scintillation Spectrometer
Experiment
PCA : Proportional Counter Array
PCU : Proportional Counter Unit
PHA : Pulse Height Analyzer
PSD : Power Spectrum Density
PSPC : Position Sensitive Proportional
Counter
QPO : Quasi-Periodic Oscillation
RAM : Random Access Memory
RMF : Response Matrix Function
ROSAT : Röntgensatellit
RXTE : Rossi X-ray Timing Explorer
SAA : South Atlantic Anomaly
SOF : Science Operations Facility
SXT : Soft X-ray Transient
TDRS : Tracking and Data Relay Satellite
TTM : Coded Mask Imaging Spectrometer
UCSD : University of California at San Diego
VLE : Very Large Event
WWW : World Wide Web
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