Abstract. Families of Fibonacci codes and Fibonacci representations are defined. Their main attributes are: (i) robustness, manifesting itself by the local containment of errors; (ii) simple encoding and and decoding. The main applica· tiOD explored is the transmission of binary strings whose length is in aD. unknown range, using robust Fibonacci representations instead of the conventional errorsensitive logarithmic ramp representation. Though the former is asymptotically longer than the latter, the former is actually shorter for very large initial segments of integers.
Introduction
Efficient loga.rithmic ramp representations of binary strings of either nnbounded length or a priori unknown length, have emerged some time ago in the somewhat related frameworks of data transmission [5, 151 , coding theory [31 and unbounded searching [11. Logarithmic ramp representations rest on a simple idea:
after writing the string S -encoded in binary, say -the length of 5, with leading I, is similarly encoded and prefixed to S. The process of recursively placing the length of a string in front of that string is repeated until a short string, of length 3, say, is obtained. Since all strings representing lengths begin with a leading i-bit, For example, the string S = 001011100 is represented as follows:
The major disadvantage of this representation, however, lies in its vulnerabilit)-°to errors. If an error occurs in the logarithmic ramp, then the decoding capability is lost and cannot, normally, be recovered.
The main contribution of this paper is to show that generalized Fibonacci systems of numeration [12, 61 can be exploited to construct binary uniquely decipherable (UD) codes which are robust and easy to encode and decode. They can, in particular, be exploited to represent unbounded strings efficiently.
The key idea lies in the following property of a Fibonacci numeration system of order m (m 2:' : 2), denoted by .T(m) in the sequel: any positive integer N can be expressed uniquely as a sum of distinct m-th order Fibonacci numbers, provided that no m consecutive such numbers are used. In other words, the encoding of N in .T(m) is a binary encoding with the property that it contains no run of m or more consecutive I-bits. A run of m consecutive I-bits can thus be used as a comma, also called separator, separating consecutive codewords.
A representation is a bijection of a countable infinite set Sl of strings onto a set S2 of strings, such that any concatenation of the members of any subset of S2 is un [4, Ch. 4] . The set S2 is called a code, and its members codewords. For example, the encoding of the positive integers using the standard binary numeration system {I, 10, 11 , 100, 101, ... } is not a representation: the parses 1,1 and 11 of the string 11 illustrate the problem. However, any prefix code is 00. (A pre;fiz code is any code with the property that no codeword is a prefix of any other codeword.)
, Let P = (a" ... ,a.l be an arbitrary binary string (the pattern). A pattern code (P-code) is a set T of binary strings, each of length 2: P, such that for any z = %1:1;2··· X n + p E T (n 2:' : 0), P occurs in z precisely once, as a suffix. That is, Z'n+; = Gj for j = 1"" I p, and there is no i E IO, n -11 such that zi+i = Gj for i = 1"., ,p. Note that every P·code is a prefix code, and is thus un.
A P-code is comma free or Bynchronizable (SP-code), if for any codeword x = Zl%2··· XnGl .•• G p E T, the pattern P does not appear as a block anywhere in a2 ···apxl'··Xnal'··Gp_l_ Thus for P =:: 0101, the string 11010101 is not in any P-codej 0110101 is in some ?-code but not in any SF-code; and 10110101 is in some SP-code.
A receiver turned on in the midst of the transmission of an SF-code has only to identify P for unambiguous parsing of the code, which is not true for a general UD code. On the other hand, an SF-code is not in general complete. (A un code is complete ii addition of any codeword renders it non-UD.) However if P has autocorrelation PP = 10···0 (see [lOn, it is easy to see that the SF-code with pattern P can be completed. It is therefore not too surprising that the number - .
Fibonacci numbers came up in previous work on P-codes as bou.nds for code lengths, etc., but not, it seems, as codewords in UD codes. The main new features of this work is the construction of robust codes-based on the Fibonacci numeration system which are easy to encode and decode, the exploration of their properties, application to the robust transmission of strings of unknown sizes, and the "asymptotic efficiencyll computation of this transmission.
In Section 2 we construct two basic Fibonacci representations, <p~m) and <p~m), based on a single P-code elm) derived from Fibonacci numbers of order m (m~2).
The representation epi m ) maps arbitrary binary integers onto elm). Here In the main Section 4. we apply Fibonacci representations to the problem of the robust transmission of binary strings in an unknown range. We show that the logarithmic ramp representation is asymptotically shorter than any These computations are based on a list of higher-order Fibonacci nnmbers which: Gerald Bergum has kindly prepared for us.
We point out that every Fibonacci code is a /ized infinite set, independent of the probability distribution of any given source. 1n particular, the code does not have to be constructed anew for every probability distribution, as, for example, a Huffman code. On the other hand, the independence of probability implies that Fibonacci codes, unlike Huffman codes, are not generally optimal. In the final Section 5 we show, however, that a very broadiamily of Fibonacci representations, including~~m) J~~m) and )?;m), is u.ni'fJersal in_ the sense of Elias 13] . That is, the expected representation lengths lie within a constant.multiple of the optimal. entropy lower bound.
Two Basic Fibonacci Representations
Fibonacci numbers of order m ;::: 2 are defined by the recurrelice
where
In the sequel we often write F i for Fi,m) when an arbitrary but fixed m is the underlying order of Fi. such that there is no run of m consecutive Fibonacci numbers of order m in the summation. This is the 1(mLnlLmera.tion system [12 1 6] . The encoding of the 
The proof is completed by induction on n.
• We thus have,
• For the encoding and decoding processes, itis useful to compute Sn efficiently.
PROOF. Induction on n for arbitrary but fixed m. For n = -1, the right-hand-side of (2) becomes Example. Let m = 3, N = U. Since 5~') = 8 < N = 11 < 5~'), we have n = 4 and Q = 2. Hence 1"\') (11) = OlDOll1. _~~~d..I.etd8 cO;~&QZ~,-whereJlbE 2 0 XbeIh""~~0;,,,.~K~bi5 mappingjo,cc_ _~~m = 3 can be observed in the two left-hand columns of Table 1 .
Encoding and decoding are even simpler than for 1j01' The essence is that if  N E Z+, then the 1(m)-encoding of N, with aIm postfixed, gives ",,(N) . The process is reversed for decoding.
For later reference we record the following LEMMA 3. Ifk E Z+ and 1",,(k)1 :: (iii) It is not hard to construct P-<odes for which the bOUlld F n is assumed.
for small n. But for larger n the inequality b n :5 F n is then strict. The decoding_ of such codes may be harder than for 0 1 ,
An Alternate Fibonacci Code and Representation
The code we define now is conceptually simpler tha.n 0 1 , For m~. Table 2 .
We note that C 2 is not a prefix code: Table.2 shows that I'~S)(l) is a prefix of, say, I"~s) (4), and I'~S) (2) is a prefix of, say, I"~S) (11). Of course 1"~2) (1) is a prefix. 
• _ en Thus as we established in the proof of Theorem 1.
• Theorems 1 and 2 assert that no codeword can be adjoined to either 0 1 or C 2 without losing their UD property. This does not imply that they necessarily have the same densityl however. In fact, O 2 contains one code of length m -1, whereas the minimum length of the C1·codewords is m. Since both 0 1 and O 2 satisfy the Kraft equality, the density of 0 1 must be larger than that of O 2 for some codelengths. We shall see that this is in fact the case everywhere except for small codelengths. This may at first seem counterintnitive, since the separator Olm_l of O 2 is shoner than the separator DIm of C 1 • Note, however, that if we rotate the leading I-bit of every codeword of O 2 to its right-hand end, the resulting code -which is a prefix code! -contains words with leading Q-bits and every word ends in DIm. It is not, however, identical to 0 1 : In the latter there are codewords with leading 1 m -I , which do not exist in the fanner. 
On the other hand, using the binomial expansion, we get We remark that with a little more effort, the interval for u can be narrowed further. 
By the S;ymmetric Polynomial Theorem it follows that>. is real. Since F n '" ""un and F n and u are positive} we have in fact .\ > O. • Theorem 4 enables us to give an asymptotic estimate of the length of any Fibonacci representation. We cm:ry this out below for~3, but it is not much. different for~l and~2 (for which we get a slightly smaller asymptotic length). We have !R(')(n)1 = 4 bits and 11"\' ) (n)1 = 5 bits for n = 5,6,7. But 11"\' ) (n)l $ IR(') (n)1 for all integers n in the range 8 $ n $ Fi;) -1 = 514,228.
In view of Lemma 5 we can write
Beyond this point, the representation 1"\' ) (n) becomeS slowly larger than R(') (n).
I. We have IR(') (n)l < 11"\') (n)1 for 2 $ n $ 7, 11"\') (n)1 $ IR(') (n)l for 8 $ n $ 116, and 11"\')(n)I-IR(')(n)1 = 1 for 117 $ n $ 127. Bnt 11"\')(n)1 $IR(')(n)1 rorall ,
(F(') 2F(') F('»)
.s 128 $ n :' :-3" 23. + 229 + 228 -1 '" 4.194 X 10 .
Beyond this point, the representation 1,01 (n) becomes very slowly larger th3IL.
R(') (n).
These computational results and the asymptotic formula.for A (valid for 1",), both indicate that II"\m) (n)1 $ IR(m)(n)1 for exponentially laxger n as m increases. Hence if we expect mauy of the transmitted strings to be very large, jt may be advantageous to select a larger value of m than for the transmission of shorter strings.
Universality of Fibonacci Codes and Representations
Let C be a couutably infinite UD binary code, and M = {m(I), m(2), ...} ::> Z+ a countable set of messages. Let 5 = { (1,p,),(2,p,) , ... ,(n,Pn)} be a source 
