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Abstract 
In this article, the demand absorption coefficient is proposed as a measure to quantify the degree of flexibility of a process against the variations 
of its environment in a context of robust planning. The demand absorption coefficient is defined as the slope on the function relating throughput 
and demand rates. This coefficient measures how demand disturbances are translated into output production rates depending on the capacity 
and inventory buffers of the production system. Models of serial production lines with different numbers of machines, capacities and sizes of 
buffers are solved by means of a decomposition method using phase-type distributions to study the behavior of this coefficient. 
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1. Introduction 
Production systems, whether considered in isolation or as 
part of a supply chain, are subject to numerous sources of 
uncertainty that leads to changes in the variables that 
characterize their behavior. It is usual to classify the sources 
of uncertainty into three groups: demand, manufacturing 
process and supply [1,2]. Traditionally, this variability, 
because of the use of deterministic planning models to select 
the decision variables, has been countered by the use of excess 
amounts of inventory, capacity and delivery [2]. In academia 
it has been recognized long ago the limitation of deterministic 
methods for planning, and has developed a vast research to 
develop stochastic methods including explicitly the variability 
in material flow models [3]. Demand uncertainty is probably 
the most important source of variability for manufacturing 
systems, both at long and at short term. Many authors 
distinguish three production planning levels [e.g. 4,5]: 
strategic, tactical and operational. In any of these three 
hierarchical levels could take into account the variability of 
demand, albeit with different approaches. Strategic planning is 
about the design of the manufacturing system (location, 
dimensioning capacity ...) [6] and the selection of the material 
flow strategy (push, pull, make-to-order, make-to-stock...). 
These are decisions that are made at the beginning of the life 
cycle of the manufacturing system and can be considered for 
its adaptation every few years as these decisions involve a 
substantial financial investment. At the strategic level, the 
uncertainty is so large that many times personal risk-taking 
and entrepreneurship becomes critical. At the opposite side, 
operational planning deals with day-to-day decisions 
(sequencing, scheduling in detail), trying to analyze real data 
reflecting the current state of the system. At operational level, 
where usually the term scheduling is used to refer short term 
planning, the effect of the variability in demand is limited (e.g. 
urgent orders, orders cancelled). Manufacturing system 
uncertainty at this level directly stems from machine 
breakdown, manually executed tasks, rework activities, late 
supplying of raw materials or parts.  
At the tactical level is where much of the demand 
uncertainty can be handled adequately [7]. At the tactical 
level, decisions try to adjust production capacity and material 
flow control variables to the predicted demand [8]. The 
management process for tactical planning process is also 
known as the sales and operations planning (S&OP) [9]. At 
this level it is decided the implementation of appropriate 
countermeasures, usually in the form of inventory, capacity or 
time buffers [10], to prevent erosion of the results due to the 
impact of demand uncertainties.  
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For dimensioning adequately these buffers, it is critical the 
understanding of how changes in demand may affect the 
throughput of the manufacturing system. In this paper, we 
analyze this effect in a capacitated production line (e.g. 
following WIP cap policy such us Kanban or Constant Work 
in Process, CONWIP).   
We will show that the relation between demand rate and 
throughput is directly related with the capacity, inventory and 
time buffers. To quantify these relations we propose to use the 
slope of the curve that relates throughput with demand rate, as 
a measurement of the process flexibility reacting to demand 
variability. This performance measure, which we call the 
demand absorption coefficient, may be useful in production 
robust planning approaches taking into account the 
manufacturing system variability.  
In the rest of the paper, we first review the different types 
of tactical planning, the concept of robust planning and its 
different methods. Then we analyze the effect of variability on 
production rate for a given production line configuration 
highlighting that changes in demand are absorbed through the 
production line. Next, we define the demand absorption 
coefficient, i.e. the relation between changes in demand and 
changes in production rate (throughput). Finally, we illustrate 
the behavior of this coefficient in different capacitated 
production lines with exponential demand and processing 
times. The different production lines models configurations 
are solved following an iterative stochastic Markovian process 
decomposition approach using phase-type distributions and its 
results discussed.   
2. State-of-the-art on robust tactical planning 
Tactical planning may be performed periodically, for 
example, every month future demand is estimated by 
comparison with previously estimated, if it has significantly 
changed, the system configuration is set according to the 
performance objectives. Similarly, it may be continuously 
monitored the evolution of demand forecasts, the actuations of 
competitors, and the disruptions in the supply or in 
manufacturing plant to detect as soon as possible events that 
may lead to any changes in the production plan. This way, 
following a method of management by exception [11], when a 
disturbance is detected it will proceed to re-plan the 
configuration of the system so the best results possible are 
obtained.  
In a first approach it could pose a statistical method to 
detect significant changes in the mean and the deviation in the 
estimated products demand or system capacity. So, an 
appropriate method could be to apply SPC techniques to 
detect these changes in demand or capacity. In this line, Hopp 
and Spearman [12] propose using exponential smoothing 
techniques to monitor the evolution of both the mean and the 
deviation of capacity. 
However for tactical planning purposes, we think that it 
would be more appropriate to assess the significance of 
change in terms of their effect on the results because, 
depending on the particular configuration of the production 
process, can be that changes in demand or available capacity 
do not result in changes of the performance measures of the 
process. That is, the process can be insensitive or inflexible to 
these changes.  
Therefore, following Matson and McFarlane [13], we use 
the concept of disturbance as an event that produces a change 
(internal or external) affecting significantly the performance 
of a production system, which is either outside its control or 
has not been planned. 
Disturbances in the production system will be reflected in 
changes in system variables. The immediate impact may be 
localized (e.g. machine failure) or distributed (e.g. power 
failure). It should be noted, as mention in [13], that 
disturbances with a localized immediate impact may be 
propagated through the system by subsequent material and 
information processing. In turn, the changes in the system 
variables may have an effect on the production system 
objectives as measured by the output performance measures.  
In models of S&OP process maturity, for example the 
proposed by Grimson and Pyke [14] or the proposed by 
Lapide [15], this form of event driven management is in the 
last stages of maturity as it requires advanced management 
and information systems. In practice most of the companies 
that have formalized this S&OP process conduct monthly 
meetings to establish plans. In this way occurs in the case of 
Renault, described in detail by Lim et al. [16], or in the case of 
Volvo trucks by Karlsson & Sandin [17] as representative 
examples. 
Due to the uncertainty, the tactical plans elaborated with 
deterministic models will render obsolete quickly as 
disturbances happens. To cope with uncertainty, deterministic 
approaches propose to react revising the schedule (reactive 
approach) when unexpected events or disturbances occur, 
either modifying the initial schedule or generating a 
completely new one.  
Robust approaches, on the other hand, aim at protecting the 
performance of the plan by anticipating to a certain degree the 
occurrence of uncertain events (proactive approaches) [18]. 
Robust planning follows a proactive approach considering 
future possible behavior when generating the initial plan. 
Robust planning is concerned with generating a plan 
minimizing the possible effects of disturbances on the 
production system performance measures [7].  
Matson and McFarlane [13] put forward a definition of 
production system Robustness as “the ability of a production 
system to maintain its goals in the face of disturbances 
originating from suppliers or within the production system” 
When the impact of a disturbance on a system objective is 
negative, robustness is associated with the absorption of the 
effect, e.g. machine failure effect on service absorbed by 
safety stock. When the impact on a particular goal is positive, 
robustness is associated with the degree of resulting 
operational enhancement, e.g. increase in demand exploited 
with an increase in throughput. Thus, robustness is also about 
detecting and exploiting opportunities created by disturbances. 
This view of robustness is consistent with the quality 
engineering concept of robust product or process introduced 
by Taguchi [19]. For Taguchi robustness implies that the 
product´s functional characteristics are not sensitive to 
variation caused by noise factors. Noise factors can be 
environmental, product or manufacturing process variables. In 
the field of quality engineering it is understood that a process 
is robust when the measure used to characterize its 
performance has small variations in relation to its targets by 
changing the control variables or noise variables that affect it 
[20].  
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Most of the authors dealing with robust planning have been 
focused on providing robust scheduling algorithms. In line 
with the quality engineering concept of robustness T. Tolio et 
al. [21] define the robustness of the production schedule as the 
possibility and capability of modifying the schedule with little 
or no penalty with regard to the value of the objective 
function. Szelke and Monostori [22] defined the concept of 
proactive scheduling, as a way to timely prevent the impact of 
anticipated disturbances, as early as they are foreseeable from 
monitored performance trends.  
A close concept to robustness is stability. Plan stability is 
assessed by the difference between initial and realized plans 
themselves, rather than between their performances [23]. A 
plan whose defining parameters, such as production 
quantities, lot size or reorder points, do no differ substantially 
from the initial parameters is called stable. Even though 
existing studies hints that robustness and stability are 
conflicting objectives (e.g. [24]) we think that in general they 
can be reinforcing. A robust planning will reduce the 
magnitude of the changes required and the frequency 
required, precisely because it has already taken into account 
many of the changes that may occur in reality. To this end, 
robust planning includes identification and risk assessment to 
devise countermeasures to reduce its impact. Thun and 
Hoenig [25] propose that one should consider explicitly only 
severe and high probability of occurring disturbances. 
Behdani [26] notes that there is little rigorous research on 
methods, tools and procedures for monitoring risks in 
production systems.  
The possible effects of disturbances can be included in the 
planning models by using stochastic methods or using 
scenario planning. In scenario planning, a scenario is defined 
and solved with deterministic methods for each possible 
disturbance (e.g. [27],[28],[29]). Only most probable or 
critical events can be considered. A good portion of the 
research on stochastic production planning at tactical level 
examines the applicability of stochastic optimization, 
particularly stochastic programming methods, to production 
planning models ([3],[8]). The stochastic programming 
methods try to optimize an objective function expressed as a 
robustness measure. According to Graves [2] whereas 
stochastic programming methodology includes uncertainty, it 
has significant limitations. In many contexts, it remains 
computationally prohibitive when there are many periods in 
the planning horizon and frequent re-planning. Also, the 
resulting scenario-based production plans can be difficult to 
implement. 
Most of the robust planning models rely on the 
minimization of the expected value of only one performance 
indicator (e.g., the expected tardiness). For instance, Mehta 
and Uzsoy [30] develop an algorithm that minimizes 
maximum lateness and the difference between job completion 
times in the schedule and the realized one. T. Tolio et al. [21] 
also propose to use maximum tardiness performance measure 
to protect the plant performance against worst cases.  
These objective functions with only one performance 
measure, even if providing a significant improvement with 
respect to pure deterministic approaches [31], do not entirely 
model the concept of robustness, in our opinion. 
The concept of robustness in manufacturing should be 
multidimensional, involving different process output aspects 
reacting to different state variable changes or disturbances. 
Therefore, none generic robust measure can provide a 
complete view of plan robustness by itself but a balanced 
combination of the most relevant measures for each case. In 
this reasoning line, Mirja Meyer et al. [32] suggest to evaluate 
the robustness of a manufacturing system in relation to several 
performance measures, dividing each of the performance of 
the disturbed system by the corresponding initial operational 
performance measure value. They study in a particular case 
the evolution of these robustness measures for different 
operational performance measures (such a WIP or utilization) 
subject to different disturbances affecting the capacity and the 
demand to the system. The authors suggest that in order to 
choose and adequate plan the different robustness measures 
have to be balanced with the cost of adjusting the capacity. 
This is coherent with the variability buffering law stated by 
Hopp and Spearman [12]: “variability in a production system 
will be buffered by some combination of inventory, capacity, 
and time”. Applying this law, if a plan should be robust in 
terms of inventory costs and customer service level the 
manufacturing process should be flexible enough in capacity 
to absorb the variability of demand.  
To find an adequate trade-offs between the different 
buffers type is important to understand the effects of the 
variability on the process operational performance measures, 
and particularly the blocking and starvation phenomena 
occurring in production lines. The decomposition methods 
following Markovian approaches, such as those proposed by 
Gerswhin [33] and Altiok [34], allow to compute explicitly 
the system states probabilities including the blocking and 
starvation probabilities in the steady state for production lines. 
All the operational performance measures can be computed 
knowing the system states probabilities.   
In the next section the absorption coefficient will be 
introduced as a measure to assess the flexibility of the 
manufacturing process and then discussed its evolution with 
the manufacturing capacity. 
3. The demand absorption coefficient 
The possible states that a production line can be in at any 
moment can be obtained by the combination of its state 
variables. Knowing the transition rates between the different 
states it is possible to find and solve the system equations to 
find the state probabilities. The state probabilities, Pr, include 
the probability for a workstation being blocked Pr(B) or idle, 
Pr(0). The throughput, th, of a workstation can be computed 
as: 
    
 
 1 0
th u
u Pr Pr B
P
P
 
     
where u is the utilization. This equation says that the 
throughput is the production rate, P, when it is utilized. A 
machine is utilized when it is not idle or blocked.  
When a product orders arrives to a production line 
following a specific random distribution with demand rate O, 
it cannot be processed meanwhile the arrival workstation is 
blocked. As in a capacitated production line this probability is 
not null (by definition) the throughput will always be less that 
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the demand rate (th < O). We may represent this conceptual 
relation with the curve of figure 1. 
 
th
λ
th max
Δth
Δλ
aλ
 
Fig. 1. Conceptual relation between throughput and arrival rate. The 
absorption coefficient is the curve´s slope. 
 
When the demand rate is small, the probability of the 
arrival to be blocked is also small and the throughput will be 
similar to the arrival rate. Therefore, when the system 
operates with excess of productive capacity (capacity buffer) 
an increment in demand will translate smoothly into increased 
production. Flexibility in production output rate varies with 
closeness of plant workload to capacity. As the arrival rate 
increases, the line congestion increases, then the probability 
of the initial buffer to be full when a new order arrives, Pr(B), 
increases. This increment in the blocking probability is due to 
the limited capacity of the buffer and also to the blocking in 
others workstation of the system transmitted upstream. As a 
consequence, the slope of the curve is less as O increases. It 
arrives at a point where the line arrives to its maximum 
throughput and from there on the slope remains flat. A line 
with a high degree of congestion, i.e., with an arrival rate 
close to the maximum capacity, has its inventory buffers and 
machines near their maximum utilization. If we increase 
further the demand, it will not substantially change its use, 
since it has little room to do so.  
Usually the machine congestion measure is expressed as 
U OPConceptually, given a workstation with a specific 
production capacity and buffer capacity, we can expect that as 
demand increases the process will be less flexible to its 
variation.  
The demand absorption coefficient, aO, is defined as the 
slop of the curve relating the throughput and the demand 
(figure 1). In discrete terms we can write: 
thaO O
' '   
where 2 1th th th'    and 2 1O O O'     
If we could estimate the algebraic expression of this curve 
th = F(O) then we could also obtain the continuous expression:  
( )FaO
G O
GO  
Next, we will try to explain the link of the absorption 
coefficient with robust planning. 
 
In practice, the planning process generates a starting plan 
to guide the detailed scheduling and others planning activities. 
In the face of random demand disturbances this plan needs to 
be partly or completely revised to maintain its feasibility. The 
plan that is actually executed receives the name of realized 
plan. The difference between the initial and the realized plans 
are related with the robustness and the stability of the plan.  
Robustness is concerned with the difference in terms of 
objective function value. It refers to the insensitivity of the 
planning performance to the disturbances. A plan whose 
performance does not deteriorate much in the face of 
disruptions is called robust.   
Let Si be a scenario defined by the values of its expected 
demand rate Oi and its variance coefficient, CvO. Suppose that 
there are n+1 scenarios corresponding to possible 
disturbances, i.e., i=0..n with i=0 representing the initial state 
with none disturbance. Let Pi the different possible plans. In 
the classical approach the aim is to find a plan P0* according 
to selected performance measures. Let f(P) denote the 
distribution of a performance measure for plan P. The original 
state S0 changes into Sj with probability tj. Accordingly, plan 
Pi changes into plan Pij under scenario j. That is, Pij is the 
realized version of the initial plan Pi, if the disturbance j 
occurs.  
Some robustness measures proposed in the literature are 
based on the performance of the realized schedules, f (Pij) and 
others on regrets or opportunity loss (as defined in decision 
theory). The regret associated with the initial plan Pi and the 
scenario j is defined as the difference between realized and 
optimal performances, i.e., f(Pij)-f (Pi*).  
Using this nomenclature we can express different 
performance measures used in robust planning and scheduling 
methods [34]. For instance, the most common performance 
based robustness measure in the literature (e.g. [24]) is the 
expected realized performance to choose the plan whose 
performance is the best (e,g. min) on average: 
> @^ `* , arg min ( )t iiiP P t E f P    
where > @
0
( ) ( )
n
i j ij
j
E f P t f P
 
 ¦  
Others proposed policies can be found in [23]. 
Let Oi be the expected demand rate for the scenario Si. 
Representing the relation between the expected performance 
f(Pi) and the Oi we obtain a curve with different behavior for 
each plan Pi (figure 2). Therefore, for a given range of 
possible values of Oi those plans with less slope will be more 
robust in relation to this specific inventory or time 
performance measure, e.g. lead time and WIP. 
 
f(Pi)
λiλ1 λ2
P1
P2
P1 more robust than P2
in [λ1, λ2]
 
Fig. 2. Performance measures evolution for different demand scenarios. 
Each curve represents a planning solution. 
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By the variability buffering law, to obtain flat curves for 
inventory and time performance measures the plan has to be 
flexible to adjust the throughput to the different demand 
scenarios. If the production system were not flexible an 
increase in demand will be translated into an increase of 
inventory and lead time, because the orders will wait more 
time to be processed. 
To estimate the relationship between demand and the 
results f(Pi), it is required a model of the production process, 
which may be a simulation or a stochastic process model. The 
input to this model is the distribution of the demand and the 
production plan logic. The output is the distribution of the 
resulting performance measures for the steady state. Usually 
we will work with the expected and its deviation (or the 
variation coefficient). 
In the next section we will study the behavior of the 
demand absorption coefficient depending on the capacity 
buffer for several production line configurations with 
exponential distribution variables.  
4. Exponential line example 
In this section we study the evolution of the demand 
absorption coefficient for production lines with k machines Mi 
and k-1 buffers, Bi, i=1..k (figure 3). 
 
M1 M2 MkB2 B3 Bk
N2 N3 Nk  
Fig. 3. Flow line with k stations 
 
Each production line has different number of machines and 
different limited buffer size, Bi. The different production plans 
are characterized by different distribution for the arrival 
stream of manufacturing orders and different buffer size. 
Within a production line all the production times are equal. 
All the buffer sizes are also homogeneous within a production 
line. For each of the production lines, several initial scenarios 
with different congestion rates are considered, and for each of 
the resulting configurations, different demand disturbances are 
evaluated. In total 900 models are solved using Markov 
stochastic process models. The k-station flow line with phase-
type processing times may be analyzed solving the 
continuous-time Markov chain represented by:  
           ^ `1 1 2 2, ; , ; ; , , 0k kN t J t N t J t N t J t t} t   
where Ni(t)=0,1,…Ni is the number of jobs of buffer i at time 
t, Ji(t) is the index of the phase the processor is in at station i in 
time t. Ji(t)=B implies that station i is blocked.  
A two-node decomposition approach has been used to 
solve the Markov chain model. We consider the case where 
both the distribution of time between arrivals and processing 
times are approximated by an exponential distribution (a 
phase-type distribution with just one phase). The evaluated 
production lines configurations are lines of several 
workstations in series, all with the same effective rate of 
production, with the same limited buffer size, and the same 
sequence of orders along the line. Using the iterative method 
of decomposition by Mixture of Generalized Erlang 
distributions as can be found in [34] (it is out of the scope of 
this paper to describe the method and the algorithm used) line 
behaviors were evaluated for different disturbances in demand 
arrival rate ∆λ ranging from 5% to 50%. The algorithm has 
been validated by event discrete simulation. 
Specifically, the models that have been solved are those 
resulting from the combination of the following parameters: 
x Number of machines, k= 2, 4, 8, 10. 
x Buffer size, Bi:  2, 5, 10, 15 and 20 units. 
x Congestion rate, U: 0.65, 0.75, 0.8, 0.85, 0.9, 0.95, 0.98, 
0.99, 1. 
 
In table 1 we show the results for one of the 20 production 
lines configurations analyzed.  
 
Table 1. Results of the case with 8 machines and buffer size 10 
Δλ ρ=0.65 ρ=0.75 ρ=0.8 ρ=0.85 ρ=0.9 ρ=0.95 ρ=0.98 ρ=0.99 ρ=1 
0.05 0.987 0.874 0.755 0.513 0.198 0.062 0.030 0.025 0.020 
0.1 0.964 0.828 0.660 0.374 0.131 0.042 0.023 0.019 0.016 
0.25 0.909 0.588 0.359 0.175 0.061 0.021 0.011 0.009 0.008 
0.5 0.639 0.308 0.184 0.090 0.032 0.011 0.006 0.005 0.004 
 
The results support our previous discussion about the 
demand absorption due to the variability and the limited buffer 
capacity. As can be seen in table 1, always aO <1. This means 
that the change in demand is not completely translated into a 
change in output rate (throughput). As the demand disturbance 
increases the absorption coefficient decreases due to line 
congestion. Soon, the absorption coefficient becomes smaller 
than 50% due to the large variability of the exponential 
distributions. This very important effect in the effective 
production output should be took into account when planning.   
The figure 4 shows the evolution of the curve relating 
absorption coefficients and congestion for the case 
corresponding to table 1, with 8 machines and buffer size of 
10 units. The remaining 19 cases presented qualitatively 
similar curves. 
absortion coeficient vs congestionath
ρ0,00
0,10
0,20
0,30
0,40
0,50
0,60
0,70
0,80
0,90
1,00
0,60 0,65 0,70 0,75 0,80 0,85 0,90 0,95 1,00
Δλ=5% Δλ=10% Δλ=25% Δλ=50%  
Fig. 4. Absorption coefficient for a production line with 8 machines and 
with buffer size 10. Each curve represents different demand disturbances. 
In this case, as can be seen in figure 4, it is observed that 
for congestion rates above 0.95 the process is very rigid to 
changes in demand. Changes in demand practically do not 
translate into any change in throughput. Therefore, in order to 
adapt to demand variations, the management of this 
production line should increase the productive capacity of the 
machine and adjust the sizes of the buffers, i.e, they have to 
change the production plan. 
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absortion coeficient vs congestionath
ρ0,00
0,05
0,10
0,15
0,20
0,25
0,30
0,35
0,40
0,45
0,50
0,60 0,65 0,70 0,75 0,80 0,85 0,90 0,95 1,00
Δλ=5% Δλ=10% Δλ=25% Δλ=50%  
Fig. 5. Absorption coefficient for a production line with 8 machines and 
with buffer size 2 
absortion coeficient vs congestionath
ρ0,00
0,10
0,20
0,30
0,40
0,50
0,60
0,60 0,65 0,70 0,75 0,80 0,85 0,90 0,95 1,00
Δλ=5% Δλ=10% Δλ=25% Δλ=50%  
Fig. 6. Absorption coefficient for a production line with 4 machines 
For the same producing line, we can analyze the effect of 
buffer size. Reducing the buffer size from 10 to 2 (figure 5) 
makes the line even less sensitive to input variations. In this 
case for large values the variations are 95% absorbed with 
congestions rates bigger than 0.9. Comparing the absorption 
with less number of machines, e.g. 4 machines (figure 6) it can 
be seen than the absorption also increases with the number of 
machines. This happens because the blocking and starvation 
states are propagated upstream and downstream, reducing the 
effective machine utilizations. 
We can conclude that in an exponential line, the demand 
variations are in a large proportion absorbed by the production 
line and this abortion increase rapidly as the congestion, the 
number of machines and leanness increases. All these factors 
are translated in blocking probability increase. Therefore, as 
the production line gets more blocked it’s more difficult to 
translate the demand increments into production output.   
A qualitative example of the possible consequences of this 
conclusion can be stated in the following terms. Consider a 
line which was dimensioned with a capacity to produce the 
average demand without considering the variability effects on 
throughput. If a demand disturbance happens, it will be not 
possible to attend all the orders if the congestion goes close to 
saturation due to the increasing relevance of blocking effect 
caused by variability. During the periods in which disturbance 
remains effective the plan will not be robust and as 
consequence will not be valid to maintain the inventory and 
lead time targets.  
5. Conclusions 
Variability in orders arrival time and effective processing 
time provokes starvation and blocking in the production line 
resulting in reduced capacity utilization. These effects increase 
with the number of machines and the reduction of the buffer 
size. The Markov process models used to solve the different 
cases has help also to understand the underlying blocking 
effects that cause the production line demand absorption. 
The demand absorption coefficient measures the 
production system capability to adapt its output to a variation 
in the demand. A very small coefficient means that the output 
will be independent of the demand variations, i.e. an 
absorptive or rigid production line means that it cannot 
accommodate changes in the arrival stream. This situation of 
lack of flexibility in capacity may cause difficulties in 
fulfilling the demand requiring modifications in the 
production plan. In this sense, robust planning and capacity 
flexibility are complementary. 
The demand absorption coefficient may be interesting to 
analyze the behavior of a production system subject to 
variability and as a tool for robust production planning.  
From a planning point of view, a small absorption 
coefficient of the production system for a given plan means 
that the plan will have difficulties to adapt changes in demand 
distribution and therefore will need to be changed in that case.  
For further research, the demand absorption coefficient 
concept can be extended to include other combinations of 
performance measures and disturbances variables to measure 
planning robustness.   
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