1* Introduction* In a recent paper [2] , Cameron and Storvick treat a Banach algebra S of functions on Wiener space which are a kind of stochastic Fourier transform of Borel measures on L 2 [a, &] .
(Precise definitions will be given in the next section.) For such functions they show that the analytic Feynman integral, defined by analytic continuation of the Wiener integral, exists, and they give a formula for this Feynman integral. The work in [2] is related to Albeverio and Hώegh-Krohn's beautiful theory [1] of infinite dimensional oscillatory integrals ("Fresnel integrals") as well as to [5] . Cameron and Storvick's work is highly promising and has some appealing features. For example, as we will show in a later note, the existence of the Feynman integral for certain qudratic potentials can be established without having to construct special spaces, quadratic forms, etc. to fit the particular problem of interest.
The main purpose of this note is to show that a crucial part of [2] can be substantially simplified. Let R, C denote the real and complex numbers respectively. Let θ map (α, b] x R to C. Let C [a, b] denote Wiener space; that is, the space of R-valued continuous functions on [α, b] which vanish at α. Let m denote Wiener measure on C [a, &] . Under certain hypotheses on θ, Cameron and Storvick show that the function
belongs to the Banach algebra S and hence possesses an analytic Feynman integral. This result depends on some rather elaborate machinery; for example, their spaces <Λ€', S', ^/έ", S", ^C", S", Sn, ^£n are all part of this picture. We give a simpler proof of this result avoiding the machinery. We also extend their result somewhat, but it is the simplification that is the main point. It should be mentioned that the results on ^£\ S', ^£ fϊ \ etc. are interesting in their own right and may well prove useful in identifying other functions in the space S and in other ways. However, it is functionals of the form (1.1) that are of primary interest with regard to the physical motivation in quantum mechanics.
[2] deals throughout with functions F on C" [a, b] . We will restrict attention to the case v = 1 for notational simplicity, but our arguments work just as well for general v. 2+ Preliminaries; Some simple results and comments* A subset A of Wiener space is said to be scale-invariant measurable provided pA is Wiener measurable for every p > 0. A scale-invariant measurable set N is said to be scale-invariant null provided m(pN) = 0 for every p > 0. A property which holds except on a scale-invariant null set is said to hold scale-invariant almost everywhere (β -a.e.). The class of scale-invariant measurable sets form a σ-algebra [4] . A function F on C [a, 6] is said to be scale-invariant measurable if it is measurable with respect to this tf-algebra. We begin with the definition of the analytic Feynman integral.
Let F be a function which is scale-invariant measurable and s-a.e. defined and which is such that the Wiener integral
J<7 [α,δ] exists for all λ > 0. If there exists a function J*(λ) analytic in C + = {λ in C: Reλ > 0} such that J*(λ) = J(λ) for all λ > 0, then J*(λ) is defined to be the analytic Wiener integral of F over C [a, b] with parameter λ, and, for λ in C + , we write
Let g be a real parameter (q Φ 0) and let F be a function whose analytic Wiener integral exists for λ in C + . If the following limit exists, we call it the analytic Feynman integral of F over C [a, b] with parameter q and we write
where λ approaches -ίq through C + .
REMARK. Equality s-a.e. is an equivalence relation. It is the appropriate equivalence relation for the analytic Feynman integral. One can, for example, find functions F and G on C [a, b] which are Borel measurable and equal m-a.e. but such that the analytic Feynman integral of F exists but the analytic Feynman integral of G does not exist. A detailed discussion of topics related to scaleinvariant measurability can be found in [4] .
Let L 2 = L 2 [a, b] denote as usual the space of Lebesgue measurable, /ί-valued, square-integrable functions on [α, &] . Throughout [2] , Cameron and Storvick work with the σ-algebra Jϊf of subsets of L 2 generated by sets of the form j v in L 2 : \ v(t)φ(t)dt < r \ where Φ is in L 2 and r is in R. Since L 2 is a separable Banach space, Jϊf is actually just the Borel class of L 2 , that is, the σ-algebra &(L 2 ) generated by the norm-open subsets of L 2 . This fact seems to be quite well known, and one finds it stated in a variety of places, for example [6; p. 115] , The fact that J%f = &(L 2 ) allows one to simplify some of the arguments in [2] and will be helpful to us in this paper.
The definition of the Banach algebra S with which we will be concerned throughout involves the Paley-Wiener-Zygmund (P. W. Z.) integral [7] , a type of stochastic integral which we now define.
Let {φj} be a complete orthonormal set of iϊ-valued functions of
for all x in C [a, b] for which the limit exists. It can be shown [7] that this integral exists for m-a.e. x and that it is essentially independent of the choice of the sequence {φ n }; further, if v is of bounded variation, the P. W. Z. integral is m-a.e. equal to the
Ϊ b v(s)dx(s).
a Now let ^ -^£{L 2 ) be the collection of C-valued countably additive measures on &{L 2 ). ^ is a Banach algebra under the total variation norm where convolution is taken as the multiplication in ^'.
The Banach algebra S consists of functions F expressible in the form (2.1)
for s-a.e. x in C [a, b] 
. It is easy to check that / imbeds Λ f in ^£ and that the question as to whether S' is a proper subset of S is equivalent to the question as to whether JL*C is a proper subset of ^£'. It is not hard to show that it is; we include the rather simple proof of this result. PROPOSITION 
Let ^t x = {σ in ^€\Έ,F in ^(L 2 ) and E f) BV= Ff]BV implies σ{E) = σ(F)}. Then
Proof. It is clear from the definition of / that I^C c ^/£ x .
Let σ be in ^£[. Define σ' on ^(BV) = ^(L 2 )nBVby σ\EnBV) = σ(E). σ
f is well-defined by definition of ^J. Now we show that σ' is countably additive. Suppose E 1 Π BV, -, E n n BV, is a pair wise disjoint sequence from ^(57). Then
where the last equality holds since (^n\(£Ί U U E n^) ) 5F. Thus σ', defined as above, is in ^'. Finally (Iσ')(E)=σ'(EΓ) BV) = σ(E) and so σ is in I^/έ' as desired. PROPOSITION 
Z^T' = ^C S ^ and so S' g S.
Proof. Let σ be the unit mass concentrated at an element v 0 of L 2 \BV. σ is in ^£ clearly. To see that σ is not in ^^ let v x be another element of L 2 \BV. Then the singleton sets E = {v 0 } and F = {v Ί } have the property that E Π BV = ί 7 Π 5F but σ(E)Φσ(F).
This question is open as far as we know. The Banach algebra S' will not concern us throughout the rest of this paper. 
3* Proof that exp ] \ θ(t, x(t))dt [is in S.
We begin by considering the following map from (α, 6] x R into Z/ 2 [α, &] .
(v 9 a < s < t (3.1) Φ(ί,t;)(8) = ' -j: h (0, ί ^ s ^ 6 . Φ is easily seen to be continuous and so is Borel measurable. We begin with two easy measurability lemmas. 6] . Further, for any Borel measure μ on 
S b φ (t, v){s)dx(s) is a Broel measurable function of
(t, a v, x) on (a, b] x R x C[α,
Φ(t, v)(s)dx(s) is defined except on a μ x m-null Borel
Proof. Let {φ n } be a complete orthnormal set of functions of bounded variation on [α, 6] in terms of which the P. W. Z. integral is defined. Now
Thus the left hand side of (3.2) is a continuous and hence Borel 
Φ(t, v)(β)dx(β) is defined as lim whenever this limit exists, we see that I Φ(t, v)(s)dx(s) is a Borel
Ja measurable function of (t, v, x) . G(x) = ί exp {ίt;α(t)}cijκ(t, v) .
G is in S.
Proof. We need a measure σ on &(L 2 ) such that for every G(px) = I expjii u{s)dpx{s)\dσ{u) for m-a.e. α; .
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We claim that the Borel measure σ -μoφ-1 works. [a, b] ) measurable function of (u, x) which is σxm-a.e. defined. Using this fact, the trivial fact that constants involved in the integrator can be taken outside of both the Riemann-Stieltjes and P. W. Z. integrals, the change of variables theorem [3; p. 163] and Lemma 2, we can write
Next we give the main result. THEOREM 1. Let Θ: (α, 6] x R^> C be a function which for each t in (α, δ] is the FourierStieltjes transform of a C-valued countably additive Borel measure σ t on R; that is, (3.4) θ(t, u) = \ exp {iuv}dσ t (v) . L^a, b] and that, for each Borel set E in (a, b]xR, σ t (E {t) ) is a Borel measurable function of t. (Here E {t) denotes the t-section of E.) Under these hypotheses, the function defined by (1.1) is in S.
We assume that \\σ t \\ is dominated by a function h(t) in
REMARK. Cameron and Storvick make the stronger assumption that ||0 t || is bounded as a function of t rather than dominated by an Z/i-function. Except for this, our assumptions on θ coincide with theirs.
Proof. Since S is a Banach algebra, it suffices to show that the function (3.5) f
Ja is in S. This will follow from Lemma 3 if we show that / can be written in the form (3.3) . 
We claim that μ is a Borel measure on (α, b] x R with \\μ\\ ^ 11 ^ I Ii Let {E n } be a disjoint sequence of Borel sets from (α, 6] (v) ~\dt = \ φ(t, v)dμ(t, v) .
which is measurable as a function of t by assumption. Also -\ y~E(t>, v)dμ(t, v) as desired.
The result now follows easily for simple functions φ by linearity. For φ a bounded measurable function, take a sequence {φ n } of simple functions such that ||0j|«> ^ II^IU and φ n converges to φ uniformly. By the Dominated Convergence Theorem, For each x, exp {ivα (ί)} is a bounded Borel measurable function of (t, ^ ). Hence /(#) = I I exp {ίvx(t)}dσ t (v) as desired. We now know that F(x) = exp |(V<, »(*))dίl = Σ (1M!) / Λ W is in S where / is given by (3.5 ). Further we know from the proofs of Theorem 1 and Lemma 3 that / is associated with the measure a = μoφ~ι where μ is the measure from the preceding theorem. Because convolution is taken over into pointwise multiplication by the map from ^^(L 2 ) onto S, the measure (l/n\) σ* *σ {n convolutions) is associated with (l/n\)f n . Now ||(l/iif)σ* *σ|| ^ (l/^!)||σ|| w and so, of course, ΣSU (Xl n !) 11 ^* *^ 11 < °° Under these conditions, as noted earlier, the analytic Feynman integral of the sum is the sum of the analytic Feynman integrals, and so we have We will obtain such a
