Abstract Basic hidden Markov models are very useful in stochastic environmental research but their ability to accommodate sufficient dependence between observations is somewhat limited. However, they can be modified in several ways to form a rich class of flexible models that are useful in many environmental applications. We consider a class of hidden Markov models that incorporate additional dependence among observations to model average regional rainfall time series. The focus of the study is on models that introduce additional dependence between the state level and the observation level of the process and also on models that incorporate dependence at observation level. Construction of the likelihood function of the models is described along with the usual secondorder properties of the process. The maximum likelihood method is used to estimate the parameters of the models. Application of the proposed class of models is illustrated in an analysis of daily regional average rainfall time series from southeast and southwest England for the winter season during 1931 to 2010. Models incorporating additional dependence between the state level and the observation level of the process captured the distributional properties of the daily rainfall well, while the models that incorporate dependence at the observation level showed their ability to reproduce the autocorrelation structure. Changes in some of the regional rainfall properties during the time period are also studied.
INTRODUCTION
The modelling of regional rainfall at the daily time scale is an important area of research, as the daily rainfall sequence is one of the key inputs into hydrological models that are used to understand and manage water resources, environmental and ecological systems. The availability of a stochastic model does not only provide the user with an ability to extend the observational data sets with realistic time-series of daily rainfall. It is also useful in providing a range of possible inputs to hydrological models to quantify uncertainty and assess risk in environmental systems associated with climate variability. As the rain generating mechanism can take on many different forms (convective, frontal, orographic) and as it exhibits different characteristics, it is not obvious that one single type of model can encapsulate this wide range of behaviour. It may be that it is useful to have a number of different types of stochastic models at our disposal to capture and quantify rainfall patterns and their behaviours associated with the application under study.
There are numerous models available in the literature that are useful for different applications. Many specialized models have been developed to capture the properties of rainfall in different types of application. There are broadly three approaches to stochastic modelling of a process like rainfall:
(a) apply a general type of stochastic process (typically a Markov process) to represent the dependence structure of rainfall occurrence and/or intensity ); (b) attempt to relate daily rainfall to a number of explanatory variables (e.g. climatological, geographical variables) using a regression-based approach, or a generalized linear model (Chandler and Wheater 2002) ; and (c) construct a model that emulates some of the mechanism of the rainfall process (without using any of the physical equations governing it).
The first approach may be described as purely datadriven. The second is also data-driven, but takes into account the physical nature of the process by replacing the physics with empirical linear relationships involving physically relevant variables. The third uses phenomenological features of the process to emulate what is physically driven. Many of the models of the latter type have been based upon either a description of the phenomenology of the process at given scales, thus typically identifying cells and storms (Onof et al. 2000) , or a representation of what is scale-invariant about the rainfall generating mechanism (Schertzer and Lovejoy 1991) . The aim of this paper is to contribute to the development of a modelling approach that combines the advantages of the first two types of models. That is, it is essentially a data-driven stochastic approach, but one in which there is room for relating the process to extraneous explanatory variables. That is possible insofar as it assumes that there is an underlying Markov chain representing the weather-type, which controls the rainfall parameters. So, rather than attempt to represent physical behaviour with linear relations, the proposed model will be able to accommodate a dependence upon weather types (Bardossy and Plate 1991, Maraun et al. 2010) in its second phase. The aim of the present paper is to present the first phase of model development.
Hidden Markov models (HMMs) have been used extensively in the field of rainfall modelling by a number of authors. Following earlier work by Zucchini and Guttorp (1991) , Hughes and Guttorp (1994) , and Hughes et al. (1999) considered a nonhomogeneous HMM to relate the precipitation occurrences at multiple raingauge stations to atmospheric circulation patterns. More recently, Robertson et al. (2004) developed an HMM to represent rainfall occurrence at a number of locations in the northeast of Brazil. They identified four hidden states, two of which can be interpreted as weather types defined in terms of long-wave radiation, sea-surface temperature and inter-annual variability in wind patterns. This model is used to downscale GCM scenarios so as to obtain daily rainfall simulations. A similar method, focusing upon the link between rainfall and low-pass filtered winds is used for downscaling purposes by Moron et al. (2008) , Bellone et al. (2000) , Mehrotra et al. (2004) , and Thomson et al. (2007) use a multisite HMM for the purpose of downscaling rainfall amounts from climate models. The temporal dependence of rainfall is assumed to be modelled by the Markov chain of daily weather states which are conditioned upon climatological variables. Although this assumption is fairly well validated, the spatial structure of rainfall is not always well captured by this approach. A similar issue arises with the Vrac et al. (2007) multi-site HMM for downscaling rainfall from climate models. This chain of weather states is conditioned upon climatological variables by having the transition matrix depend upon them, with a maximum conditional probability when the climatological variable is equal to a characteristic value for that state. The probability of rainfall occurrence is modelled using a logistic regression with a parameter dependent upon climatological variables, and the daily rainfall depth is sampled from a gamma distribution. This method shows promising results, even if the reproduction of extreme rainfall and spatial dependence could be improved. The problems exhibited by such approaches in reproducing the spatial structure of rainfall are avoided because in the approach taken here, the modelled variable is the mean areal rainfall.
The HMMs incorporate a wider class of models giving us a larger framework to deal with more complex problems. Their important characteristics are simplicity and analytical tractability. That means we can easily construct simple but flexible models and derive analytical expressions to make likelihoodbased inferences about the process. HMMs form a very flexible class of models that can be used as a source model for a number of different types of applications in the area of stochastic modelling; see, e.g. Zucchini and MacDonald (2009) who give a comprehensive coverage of these models and their applications. Recent developments utilizing autoregressive HMMs to model wind time series can be found in Ailliot and Monbet (2012) .
In this paper, we describe a class of HMMs that incorporate additional dependence among observations and explore their application in the area of regional rainfall modelling. We shall start with a brief introduction of general HMMs (in the context of rainfall modelling) and describe their likelihood function and second-order properties in Section 2, before moving onto more complex models incorporating additional dependence in Section 3. Section 4 presents the results of data analysis when this class of models are applied to daily regional average rainfall data from southeast and southwest England for the winter season during 1931 to 2010. Conclusions are summarized in Section 5.
HIDDEN MARKOV MODELS

Background
Suppose that we are interested in modelling the distribution of daily rainfall recorded as regional averages based on observations from a network of raingauge recording stations across the region. There are many standard probability distributions that can be used to model rainfall data collected in this form. The problem is that a single distribution from a specified family will not be sufficient to model the behaviour of the rainfall time series. This may be due to a number of reasons such as the changing behaviour of the rainfall intensity process, varying nature of the environmental weather conditions, different types of rainfall regimes, etc.
Therefore, it is necessary to have a model that has the capability of mixing or combining different distributions, either from the same family with different parameters or from different families. The mixture distributions provide a framework for this type of modelling but they can only handle the so called independent identically distributed (iid) data. Typical rainfall time series cannot be treated as iid data, as they quite often exhibit some type of correlation. The HHMs simply assign different distributions to each state of an underlying Markov chain which allows us to mix different distributions to model the rainfall volume while preserving their correlation through the Markov chain. The underlying Markov process is usually taken as a finite state (to correspond to different phases of rain or even different types) Markov chain and is normally unobserved, hence the name Hidden Markov model.
Model formulation
Suppose that y 1 , y 2 , …, y n are the sequence of rainfall volumes in intervals of fixed width (daily) during a given time period for a region. Let {X t } be an irreducible finite state Markov chain and for each t = 1, …, n the value of {X t } corresponds to the state of the Markov chain at the tth interval, X t = {1, 2, …, m}. Let f j (j = 1, …, m) be the distributions of the rainfall y corresponding to the state j of the Markov chain. Then conditionally on X t = j, that is whenever the Markov chain is in state j, the distribution of the rainfall is taken as f j . Hence the distribution of the rainfall at a given time interval is determined by the state of the underlying Markov chain at that time. If we know the state of the underlying Markov chain at each arrival times then it is straight forward to calculate the likelihood of the rainfall data. Unfortunately, the Markov chain {X t } is unobserved and therefore we proceed to calculate the likelihood as outlined below.
Likelihood function
Suppose that the underlying process {X t } is a stationary irreducible Markov chain with m states, labelled 1, 2, …, m, and its transition probability matrix is given by Λ mÂm . We shall assume the process {X t } is initially in equilibrium, with equilibrium probabilities π = (π 1 , π 2 , …, π m ). The probability density functions f j of the daily rainfall volumes Y t , when X t = j, can be any of the specified distributions depending on the application. Here we will leave the distribution of f j unspecified, but our method is applicable to any distribution (such as gamma, lognormal, Poisson, Pareto, etc.) that arise in hydrological applications.
Let F(y) m×m = diag(f 1 (y), …, f m (y)) and π be a 1 × m row vector as specified earlier. Then, by using a conditional argument, the likelihood of the sequence y 1 ; y 2 ; :::; y n of rainfall amounts can be written as (see for example Zucchini and MacDonald 2009):
where 1 is a m × 1 column vector of ones. The parameters in F and Λ are estimated from the observations of the process Y t f g, as X t f g is unobserved. We will use maximum likelihood methods to estimate the parameters of the model numerically.
Statistical properties
One of the important characteristics observed in most rainfall sequences is their serial dependence, as the observations are collected sequentially over time. This can be described by the autocorrelation function of the proposed model. Other measures, such as the mean, variance and covariance of the model are also useful tools in the analysis of rainfall data. As these properties can be used to assess how well the model fits the data, we studied them for a special class of models called exponential hidden Markov models which were used in our data analysis. Their derivation is given in the Appendix.
ADDITIONAL DEPENDENCE IN HIDDEN MARKOV MODELS
There are several ways to introduce additional dependence in hidden Markov models. One way to incorporate extra dependency in HMM is to take the underlying process as a second-order Markov chain. Another possibility is to allow the process of observations to depend on the current as well as the previous state of the Markov chain and we shall take up this case in Section 3.1. Section 3.2 describes another class of models where the distributions of the observations are dependent on some covariates or their previous values, as in standard autoregressive processes that arise in time series analysis.
Dependence between observations and Markov chain
Here we look at models that incorporate additional dependence between observations and the Markov chain of the process. In this context we allow the distribution of the observations to be dependent on the current as well as the previous state of the Markov chain.
3.1.1 Likelihood Following our earlier notation, let f ij ðyÞ be the distribution of the daily rainfall volumes y when the previous and current states of the Markov chain were i and j respectively. That is:
Now define the (i -j)th element ω ij ðyÞ of a m × m matrix Ω(y) as ω ij ðyÞ ¼ λ ij f ij ðyÞ , where λ ij values are elements of the transition probability matrix Λ: Hence, by taking the initial distribution at time t = 0 of the Markov chain as its equilibrium distribution π, the likelihood of the time series of observations y 1 ; y 2 ; :::; y n can be written as:
where 1 is a m × 1 vector of ones.
3.1.2 Second-order properties Let Y t f g be the successive observations from the hidden Markov model as defined in Section 3.1. Then by conditioning on the current and previous states of the underlying Markov chain, we obtain an expression for the mean as:
where E(f jk ) is taken as the expectation of the random variate Y t when it follows the distribution of type f jk and Φ is an m × m matrix with elements
: Hence the variance is given by:
Now to find the covariance function we first obtain the following product moment of the sequence Y t f g. For h ¼ 1; 2; :::; by conditioning on the state of the Markov chain at times t À 1 ð Þ; t and also on
where λ
is the (j,k)th element of the hth step transition probability matrix Λ h of the underlying Markov chain X t f g. Hence, the covariance function of this additional dependence hidden Markov process is given by:
which gives the autocorrelation as:
The above expressions for a general class of additional dependence hidden Markov models can be simplified easily when a specific probability distribution is assigned to the random variate Y t f g.
Dependence among observations
Here we shall look at models that incorporate additional dependence at the observation level of the process. To this end, the distributions of the observations are allowed to be dependent on their previous values or covariates. We use exponential distributions with parameter θ to model the rainfall volumes in different states of the Markov chain. The sort of dependence considered here is to take the parameter (or the mean 1/θ) of the distribution to depend on the previous values of the rainfall volumes or the number of rainy days in the past three days. The following three models are used in our analysis where θ tj is the parameter of the exponential distribution for the observation Y t at time t, when the Markov chain is in state j:
where z t is the number of rainy days in the previous three days. The additional dependence of the above form can be incorporated into the basic HMM likelihood given in Section 2.3 by making appropriate adjustments to the state distributions f i of the process at observation level. The likelihood function of this model will therefore take the form of equation (1) with elements of F(y) specified by one of above three forms. Care must be taken to treat the first and second values of θ tj by taking initial values y 0 ; y À1 ; z 1 ; z 2 appropriately.
DATA ANALYSIS
Data
We use daily regional rainfall data for southeast England (SEE) and southwest England (SWE) obtained from the Met Office Hadley Centre for Climate Change. The Hadley Centre UK precipitation (HadUKP) series incorporates a selection of long-running rainfall stations to provide a homogeneity-adjusted series of area-averaged precipitation. The whole of the UK is divided into nine spatially coherent precipitation regions and SEE and SWE are two of them. The rainfall phenomenon within a region is expected to exhibit similarity. The precipitation series for the SEE region, for example, is constructed based on daily weighted totals from a network of seven evenly distributed stations within the region; further details can be found in Gregory et al. (1991) , Jones and Conway (1997) and Alexander and Jones (2001) . The regional daily precipitation record is available from 1931 and we use the daily rainfall volumes (mm) for the winter months (December to February) for the SEE and SWE regions in our analysis so covering a period of 80 years.
Models incorporating additional dependence for SEE data
The daily regional average precipitation series for the winter season during the period 1931-2010 shows sequences of days with moderate rain, heavy rain and no rain. The empirical distribution of the non-zero rainfall exhibits a monotonic decreasing function of the form of exponential density with a strong positive skewness. Hence, we use 3-state Hidden Markov models, HMM(3), with no rain in State 1 and exponential distributions for the rainfall depth in states 2 and 3. Alternatively other commonly used distributions, such as gamma or Pareto, can be used for the rainfall depth, but we chose exponential based on the evidence from the empirical density function for the data under consideration. Here, State 1 is interpreted as dry state, State 2 as moderate rain and State 3 as heavy rain, in all our models. During the model selection, we also considered 2-state models with m = 2, but the 3-state models performed significantly better than them, based on a likelihood ratio test, and hence we settled for the 3-state models. A basic HMM(3) for this model configuration will have the following components as the transition probability matrix and the matrix of state distributions:
FðyÞ ¼
where θ 2 and θ 3 are the parameters of the state distributions f 2 (y) and f 3 (y), and f 1 (y) is taken as a distribution with an atom at y = 0, i.e. f 1 (y) = 1, y = 0 and f 1 (y) = 0, y > 0. This basic HMM is our model M1 for the datasets we used. The models with additional dependence described in Section 3.1 will have the same transition probability matrix Λ but with the following matrix of state distributions:
Apart from f 1 (y), there are six distributions in the above matrix. This model with exponential distributions for rainfall in states 2 and 3 will have 12 parameters (six for the Markov chain and six for state distributions). If two-or three-parameter distributions are considered for f ij (y), then this will increase the total number of parameters greatly. However, there are special cases which can be considered to reduce the number of parameters while achieving more or less the same result. In our analysis using the daily rainfall data, the results of the full model with 12 parameters are not very different from that of the reduced models described below that incorporate additional dependence. For our application, a useful special case would be to take f 22 (y) = f 32 (y) = f 2 (y) and f 23 (y) = f 33 (y) = f 3 (y), and allow different distributions f 12 (y) and f 13 (y) for the dry to wet transitions, as the rainfall process may start slowly from the dry state and have a different structure when moving from the dry state to the rainy states. This model will have 10 parameters with the following matrix of state distributions. We call this model M2:
Another reduced model considered here is to take, from the above special case, f 12 (y) as f 2 (y), with the mean μ 2 e Àγ and f 13 (y) as f 3 (y) with the mean μ 3 e Àγ where μ 2 and μ 3 are the means of the distributions f 2 and f 3 in states 2 and 3, respectively. So, the means of rainfall volumes are discounted by a factor of e Àγ when the process arrives at the rainy states from the dry state. This allows the state distribution of the dry to wet transitions to have the same distribution as that of the wet to wet transitions, but with a smaller mean as the rainfall may start gradually from a dry day. This model has nine parameters and is called model M3.
The above three models are fitted to the daily rainfall volumes for the SEE winter season (December-February) for the period 1931 to 2010 using maximum likelihood methods. We used the Nelder-Mead simplex algorithm using the direct search method for optimization. Summary statistics showing mean, variance and autocorrelations (first three lags) of the observed data and the fitted values for the three models are presented in Table 1 . The results clearly show that although the mean and variance of the daily rainfall have been reproduced well by the models, the autocorrelations have been consistently underestimated by all three models, despite a slight improvement in values from M1 to M3. Hence the additional dependence introduced here (in M2 and M3) appears to show only a slight improvement in capturing the correlation between daily rainfall volumes. However, the fitted probability density functions of the daily rainfall volumes for the additional dependence models show better improvement over the basic model M1, particularly for small values of rainfall. The empirical probability density function for the daily rainfall volume is in very good agreement with the fitted one for models M2 and M3 in Fig. 1 . Although the fitted density for model M1 does well in general, it seems to underestimate the rainfall distribution at the start. This reveals that the two additional dependence models capture the structure of the daily rainfall distribution better than the basic model M1.
The distribution of the dry spell is estimated well by both models M1 and M2, as shown in Fig. 2 ; both are in very good agreement with their empirical counterpart. The fitted distributions of the length of wet spell for the two models are also in very good agreement with the empirical one in general (Fig. 3) , but seem to underestimate the longer period of wet spells slightly. Model M3 shows a very similar pattern, almost identical to that of M2. These plots indicate that the additional dependence model M2 captures the distribution of daily rainfall better than the basic model M1, but the distributions of the wet and dry spells do not show notable improvement. However, likelihood ratio tests show that model M2 is the best of the three models. Twice the difference in the log-likelihood between M1 and M2 is 111.224, showing that the dependence of state distributions on previous states of the Markov chain is highly significant. The value of the likelihood ratio test statistics for the comparison of M2 versus M3 is 7.258, which is significant at α = 1%, confirming that M2 is the best model for the data of the three. Rainfall (mm) Probability density Fig. 1 Observed and fitted probability density functions for the non-zero daily rainfall for the winter season in southeast England using the basic model M1 and additional dependence models M2 and M3. The line with blue circles is the empirical one, the green dashed line is for M3, the red dashed line for M2 and the black dotted line for M1. Results from the parameter estimates of model M2 show that the distribution of daily rainfall in the heavy rain state (State 3) is exponentially distributed with a mean of either 4.06 mm or 1.74 mm, depending on whether the previous day was wet or dry, respectively. The distribution of rainfall in the moderate rain state (State 2) is exponentially distributed with a mean of 0.37 mm when the Markov chain was in one of the two rainy states on the previous day. The rainfall in the moderate rain state has an exponential distribution with a mean of 0.11 mm when the Markov chain enters this state from the dry state (State 1). It is noticeable from the above that the means of the rainfall depth distributions f 12 and f 13 are smaller than those of f 2 and f 3 , respectively, showing that the rainfall process starts slowly when moving to a rainy state from the dry state.
We have also explored the daily rainfall data with the 12 parameter full model which fits six different exponential distributions f ij for all i = 1, 2, 3 and j = 2, 3. Although there is significant increase in the likelihood function, the results are not very different from that of the reduced model M2. In addition, the autocorrelations are still underestimated by this model which incorporated additional dependence between the observations and Markov chain.
We now move on to apply the models with additional dependence among observations, described in Section 3.2. These models will again have the same transition probability matrix Λ but the structure of the state distributions is changed. We consider three different types of dependence as noted below, although there are other possibilities. In this set-up the observed rainfall Y t at time t, when the underlying Markov chain is in state j, is taken as exponentially distributed with the parameter θ tj for j = 1, …, m:
Covariate dependence model M6 ð Þ :
Here y tÀ1 is the observed rainfall at time t -1 and z t is taken as the number of rainy days in the previous three days. To determine z t , we considered the number of rainy days in the recent past up to a week, but settled for the last three days, as there was very little effect on the results by using a longer period. In the above models, parameter β 0 is taken to be dependent on the hidden state while β 1 is taken as a constant to keep the effect of the autoregressive or covariate dependence the same on all three states. However, in a more general set-up, the parameter β 1 can also be allowed to depend on the hidden state.
The models with autoregressive dependence introduced here are not as analytically tractable as the basic HMMs or the other dependence described earlier. However, they can be utilized in stochastic modelling and analysis with the help of numerical computation and simulation. Incorporation of the type of dependence described here is expected to improve the model's capability of reproducing the autocorrelation among the observed rainfall and we shall now see whether this has been achieved in our application.
The above models were fitted to the 80 years of winter season daily rainfall volumes for southeast England using maximum likelihood methods which employed the Nelder-Mead algorithm. The maximum likelihood estimates (MLEs) of the parameters for the three models are displayed in Table 2 . The estimates of the transition probabilities are more or less the same for all three models but the difference lies in the estimates of parameters that introduce additional dependence, namely β 02 , β 03 , β 1 . The estimates show that the mean of daily rainfall (1/θ tj ) on any given day goes up by 1.068 mm for a 1 mm increase in rainfall on the previous day for model M4. Similarly, for model M5, a unit increase (1 mm) in the average rainfall over the last two days increases the mean of daily rainfall by 1.087 mm e Àβ 1 À Á . The estimates of the transition probability matrix of the models suggest that a heavy rain day is more likely to be followed by another heavy rain day with a probability of around 0.92 ð1 Àλ 5 Àλ 6 Þ: The chances of a moderate rain day to remain moderate on the next day is around 69% whereas a dry day is more likely to be followed by a moderate rain day with about 45% chance ð100λ 1 Þ. The stationary distribution of the Markov chain for both autoregressive models shows that, on average, the process spends 71% of the time in the heavy rainfall state and only 24% of the time in the moderate rainfall state. The remaining 5% of the time the process visits the dry state, which agrees with the observed empirical values for the winter season.
For these models with autoregressive dependence it is difficult to derive analytical expressions for their second-order properties, as noted earlier, and the results derived in Section 3 are only useful for models with additional dependence between observations and Markov chain. Therefore for the model assessment we compare the empirical properties with those of the simulated ones from the fitted models. We simulated 200 copies of the data from the fitted models and calculated their summary statistics (mean, variance and autocorrelations) for the daily rainfall. The average values of the 200 simulations are compared with those of the observed data for the three models in Table 3 . The results clearly show that the mean of the daily rainfall volume has been reproduced well by all three models. However, there appears to be a slight overestimation of the variance, especially by models M4 and M5. Nevertheless, models M4 and M5 capture the autocorrelations well while the model M6 underestimates all correlations. Figure 4 displays the observed autocorrelation function for the daily rainfall volumes for southeast England from 1931 to 2010, together with a simulation band using 200 simulations from the fitted models M4 (left panel) and M5 (right panel). Both models captured the correlation structure reasonably well compared with the other models considered, although there seems to be a slight underestimation of correlation at higher lags by model M4. Model M5 has reproduced the autocorrelations much better than the other models and the empirical autocorrelations fall inside the simulation band for all lags.
Additional dependence models for SWE data
Here we apply the additional dependence models to the daily regional average rainfall for southwest England for the winter season for 1931 to 2010. The observed and fitted values of the probability density functions of the daily rainfall volumes for the basic (M1) and additional dependence models (M2 and M3) are shown in Fig. 5 . Again the additional dependence models capture the structure of the daily rainfall distribution better than the basic model M1, especially at the start. This is more apparent in the analysis of SWE data than that of SEE data. The probability density of rainfall for SWE relative to SEE has a lower initial value and slightly slower tail-off giving a longer tail. The distribution of the dry and wet spells is again estimated well by models M1 and M2 (Figs 6 and 7) . They are in very good agreement with their empirical counterparts, but wet spells seem to be slightly underestimated for the longer period. Model M3 shows a very similar pattern as M2. The dry spell distribution of SWE has a longer tail and slower tailoff than that of SEE, whereas the wet spell distribution of SWE has higher initial values and faster tail off than that of SEE. The observed autocorrelation function for the daily rainfall volumes for southwest England for 1931-2010 is displayed in Fig. 8 with a simulation band from the fitted models M4 (left panel) and M5 (right panel) using 200 simulations. Again model M5 has reproduced the autocorrelations much better than all the other models and the empirical autocorrelations fall inside the simulation band for all lags for this SWE data. Findings from this analysis show that the additional dependence models developed here produce consistently better results than the basic models, across regions. In addition, fairly similar model performance in both data analyses is evidence of the robustness of the models studied.
Changes over time
The additional dependence models proposed here are capable of dealing with the gradual changes in rainfall characteristics over time. In this section, we explore how the properties of the winter season regional average rainfall for SEE evolved over the years and see if there have been any changes in their distribution over time. The quantities of interest are seasonal average daily rainfall over the 80-year period, seasonal wet-day and dry-day frequency. Based on the daily regional rainfall series for the winter season for the period under study, we calculated the seasonal average daily rainfall for southeast England. We generated 100 series from the fitted model M5 and calculated the same for the simulated data. The results are displayed in Fig. 9 , which shows the observed seasonal daily average for the period and the smoothed mean using Lowess (locally weighted scatter plot smoother), which uses a robust locallyweighted polynomial regression fit to obtain a smooth curve through the points (Cleveland 1981) .
The dotted lines show a 95% simulation band from model M5 and the dark solid line is the median of the 100 simulations which seems to track the smoothed mean daily rainfall well. The results suggest that the average daily regional rainfall stays more or less at the same level, just below 3 mm/d, across the years throughout the period. Figure 10 shows a scatter plot of the number of rainy days in the winter season from 1931 to 2010. The plot suggests that, although the smooth mean number of rainy days moves around 85 for the season, there appears to be an increase in wet-day frequency in the late 1980s before levelling off around year 2000. The fitted model M5 appears to capture these changes well, as the variation falls within the simulation band. Despite this increase in wet day frequency, the average seasonal daily rainfall does not show any increase with time, as is evident in Fig. 9 . Winter season dry-day frequency does not show much variation, falling mostly between 0 and 10, with an average of around 5 dry days per season, and has a minimum of 0 and a maximum of 20 (for year 1992).
CONCLUSION
We studied hidden Markov models incorporating additional dependence and explored their application in regional rainfall modelling. The analytical tractability of the process is exploited to make a flexible set of models that accommodate additional dependence. The models studied under additional dependence between the state level and observation level of the process capture the structure of the rainfall distribution better than the basic model and reproduce the distributions of wet and dry spells well. However, they tend to underestimate the autocorrelation of the rainfall series. Among those models that incorporate additional dependence at the observation level, model M4 and M5 reproduce the autocorrelation very well, although they slightly overestimate the variance of the daily rainfall. The covariate dependence model could be exploited to produce better results by incorporating more realistic climatological covariates. Overall, the results of the study reveal that the proposed additional dependence models appear to have good potential in modelling environmental data collected over time. The models described here would be useful in many environmental applications and can be extended to a multi-site model framework to analyse rainfall data from multiple sites. A starting point for that would be to explore the approach used in the extension of univariate doubly stochastic Poisson process models to the multivariate set-up, as described by Davison and Ramesh (1996) , Ramesh et al. (2012 Ramesh et al. ( , 2013 . Their idea was to assume a common underlying Markov chain for the multiple stations and then work out the joint likelihood of the observed series using the conditional independence assumption. This will be taken up in our future work for the hidden Markov models. Fig. 9 Seasonal average daily rainfall (thin blue line) for southeast England with smoothed mean (red line) using Lowess. The 95% simulation band (----) and the median of the average daily rainfall (---) are from the fitted model M5.
