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0 MAKING SPACES WILD
(SIMPLY-CONNECTED CASE)
KATSUYA EDA
Abstract. We attach copies of the circle to points of
a countable dense subset D of a separable metric space
X and construct an earring space E(X,D). We show
that the fundamental group of E(X,D) is isomorphic to
a subgroup of the Hawaiian earring group, if the space
X is simply-connected and locally simply-connected. In
addition if the space X is locally path-connected, the
space X can be recovered from the fundamental group of
E(X,D).
1. Introduction and definitions
In former papers [10, 11, 2, 4, 12, 13] we investigated funda-
mental groups of wild spaces, i.e. spaces which are not semi-
locally simply connected. In [2], we defined a construction of
spaces from groups and showed that certain wild spaces, e.g.
Sierpinski carpet, Menger sponge and their direct products,
are recovered from their fundamental groups (This last result
is extended to a larger class of spaces [4]).
The roots of this investigation are in the following [10, The-
orem 1.3]:
Let X and Y be one-dimensional, locally path-
connected, path-connected, metric spaces which
are not semi-locally simply connected at any
point. If the fundamental groups of X and Y
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are isomorphic, then X and Y are homeomor-
phic.
In the proof of this theorem we use the fundamental group of
the Hawaiian earring to extract some topological information
from groups. Here, the Hawaiian earring is the plane contin-
uum H =
⋃∞
n=1Cn where Cn = {(x, y) : (x+1/n)
2+y2 = 1/n2}
and o denotes the origin (0, 0). The fundamental group pi1(H)
is isomorphic to the free σ-product×n<ωZn [7] and is called the
Hawaiian earring group. In the present paper we attach infin-
itely many copies of the circle to a dense subset D of a given
simply-connected space X and making all the points ofX to be
non-semilocally simply connected in the resulting earring space
E(X,D). Then we’ll show that by applying the construction of
[2] to the fundamental group of E(X,D) we recover the original
space X. In particular, if X is a separable connected manifold,
pi1(E(X,D)) has the same information as that of the space X,
since the choice of D does not affect the space E(X,D). The
fundamental group of E(X,D) is a subgroup of×d∈DZd. Since
×d∈DZd is isomorphic to the Hawaiian earring group, i.e. the
fundamental group of the Hawaiian earring. we have many
pairwise non-isomorphic subgroups of pi1(H) which correspond-
ing to simply-connected separable metric spaces. In the next
paper [5] we treat with non-simply-connected spaces and will
have similar results, but in such cases pi1(E(X,D)) may not
be isomorphic to a subgroup of the Hawaiian earring group.
This paper only deals with simply-connected spaces X. For a
non-simply-connected space X the presentation of pi1(E(X,D)
becomes more complicated, we postpone such cases to the next
paper. In the remaining part of this section we give prelim-
inary definitions and the construction of the space E(X,D).
Let X be a separable, metric space with its metric ρX and D
be its countable subset of X. Since in the present paper D is
always dense in X, but the construction can be done gener-
ally and we shall use it in the next paper. We choose a point
o from the unit circle S1 and denote the metric on S1 by ρC ,
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where the diameter of S1 is less than 1. We fix the enumer-
ation {dn|n ∈ N} = D. We define metrics ρx for x ∈ X on
{x} × S1 so that ρx((x, u), (x, v)) = ρC(u, v)/n, if x = dn, and
on {x} × {o} so that ρx are the constant map 0, if x /∈ D.
Let E(X,D) be a metric space space whose base set is X ×
{o} ∪ {dn|n ∈ N} × S
1 with the metric ρ defined by:
ρ((x, u), (y, v)) =
{
ρx(u, v), if x = y ∈ D
ρX(x, y) + ρx(u, o) + ρy(v, o), otherwise
The diameter of a subset Y of E(X,D) is sup{ρ(x, y) : x, y ∈
Y } and is denoted by diam(Y ). There are two important maps
defined on E(X,D). Let r : E(X,D) → X be the retrac-
tion defined by r(x, u) = x, where we identify x and (x, o).
Another map is the metric quotient σ obtained by regarding
X×{o} as one point ∗, i.e. the distance between ∗ and (dn, u)
is ρC(u, o)/n. The space becomes homeomorphic to the Hawai-
ian earring.
A path f in a topological space X is a continuous map from
a closed interval [a, b] to X. We define f− : [a, b] → X by:
f−(s) = f(a+ b− s). Two paths f and g in X are simply said
to be homotopic, if f and g have the same domain [a, b] and
are homotopic relative to the end points {a, b}. We use a set
theoretic notion
⋃
as follows:
⋃
i∈I Xi =
⋃
{Xi : i ∈ I} and⋃
X = {u : u ∈ x for some x ∈ X}. An ordinal number is the
set of all ordinals less than itself. To simply the notation, we
also regard a natural number m as the set {0, 1, · · · , m − 1}.
The least infinite ordinal is written as ω and is the set of all
natural numbers. Since we use the symbol “(a, b) ” for an
ordered pair, we write 〈a, b〉 for the open interval between a and
b. We denote the empty sequence by ( ). For a finite sequence
s and an element x, the sequence obtained by attaching x to
σ is denoted by s ∗ (x). The unit interval [0, 1] is denoted by
I. Undefined notions are standard [17].
Remark 1.1. There are many ways to make spaces wild. In
our way we attach a circle to every point of a dense set. As
a most explicit method we may attach copies of the Hawaiian
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earring instead of circles. In such a case we cannot have Corol-
lary 3.6, i.e. pi1(E(X,D)) is not a subgroup of the Hawaiian
earring group for simply-connected spaces.
The countability of a pi1(X) is crucial for recovering the space
X from the fundamental group of the resulting space. We
explain this here. Any group can be realized by a connected
simplicial complex. LetX be such a space with its fundamental
group isomorphic to that of the Sierpinski carpet and E the
resulting space by attaching circles or copies of the Hawaiian
earring so that every point of X becomes wild. Then, since
X is a retract of E, our construction produces a space which
contains not only X, but the Sierpinski carpet in a complicated
way.
We also remark a similar construction to E(X,D), i.e. at-
taching infinitely many circles, was done in [14] to investigate
reflections between group theoretic properties of the fundamen-
tal groups and set theoretic ones of uncountable trees.
2. infinitary words
To investigate pi1(E(X,D)), we define letters and words. We
use a notion of words of infinite length as in [1] and [7, 8].
Here we use this notion following [1] and [8, p.290], which is
an infinitary version of the presentation of free groups using
generators, while the notion in [7] is an infinitary version of
the presentation of free products.
Let D be a set. Then, the letters consist of a and a− for
a ∈ D and we denote the set {a− : a ∈ D} by D−. The letter
a− is a formal inverse for a ∈ D and so D ∩ D− = ∅, but we
identify a1 and (a−)− with a.
A word W in W(D) is a map whose domain W is a linearly
ordered set and W (α) ∈ D ∪ D− for α ∈ W and {α ∈ W :
W (α) = a} is finite for each a ∈ D ∪ D−. The inverse word
W− is defined as: W− = {α : α ∈ W} and α− ≤ β− if β ≤ α
for α, β ∈ W and W−(α−) = W (α)−.
A section S of a linearly ordered set is a subset of the lin-
early ordered set such that for α, γ ∈ S α < β < γ implies
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β ∈ S. A subword V of a word W is a restriction of W to a
section of W , i.e. V is a section of W and V (α) = W (α) for
α ∈ V . For a section S of W the subword obtained by restrict-
ing to S is denoted by W |S. The concatenation of words are
defined naturally. (We refer the reader to [7] for the precise
definitions.)
A subword V of W is a head of W , if V is non-empty and
W ≡ V X for some X, and similarly a subword V of W is a
tail of W , if V is non-empty and W ≡ XV for some X.
The equivalence between words in W(D) is defined as fol-
lows:
For W ∈ W(D) and F ⋐ D, WF is a word in W(D) such
that WF = {α ∈ W : W (α) = a or a
− for some a ∈ F} and
WF (α) = W (α). Since WF is a word of finite length, WF
presents an element of the free group generated by F . Two
words V and W inW(D) are equivalent, denoted by V ∼W if
VF = WF as elements in the free group generated by F for each
F ⋐ D. We denote the group consisting of all the equivalence
class of words in W(D) with the concatenation of words as the
multiplication by×σa∈DZa, where Za’s are copies of the integer
group. For the group theoretic properties of this group we refer
the reader to [7, 13, 16].
Since words V,W ∈ W(D) presents elements of a group
×σa∈DZa, we simply write V = W when V and W are equiva-
lent. We write V ≡W , when V and W are the same as words,
i.e. there exists an order-preserving bijection ϕ : V →W such
that V (α) = W (ϕ(α)) for α ∈ V . As in the case of words
of finite length, reduced words are important. A word W is
reduced, if any non-empty subword of W is not equivalent to
the empty word.
Lemma 2.1. For a word W ∈ W(D), there exists a unique
reduced word W0 ∈ W(D) which is equivalent to W .
A proof is an easy corollary to [7, Theorem 1.4] and we
omit it. The difference of terminology is explained after [8,
Definition 4.3].
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To define the above equivalence directly and combinatori-
ally Cannon and Conner [1, Definition 3.4] introduced a notion
“complete noncrossing inverse pairing”. We use this thinking to
construct a homotopy and it is particularly important for the
non-simply-connected case [5]. Since our notation is somewhat
different and we have a different purpose, we define only no-
tions “noncrossing pairing’ and “noncrossing inverse pairing” ’.
Definition 2.2. A noncrossing pairing Γ on a linearly ordered
set S is the following:
(1) each element of Γ, called a Γ-pair, is a pair of elements
of S, i.e. a subset of S of the cardinality exactly 2;
(2) x ∩ y = ∅ for distinct Γ-pairs x, y and, for a Γ-pair
{α, β}, {γ : α ≤ γ ≤ β} ⊆
⋃
Γ;
(3) β0 < α1 or β1 < α0 for distinct Γ-pairs {α0, β0}, {α1, β1}
satisfying α0 < β0 and α1 < β1,
A noncrossing inverse pairing Γ on a word W ∈ W(D) is
a noncrossing pairing on W such that W (α0) = W (α1)
− for
each Γ-pair {α0, α1}. Let  be a partial ordering on Γ defined
by: {α0, β0}  {α1, β1} if α1 ≤ α0 and β0 ≤ β1.
Let Γ be a noncrossing inverse pairing on a word W . A
subword V of W is bound by Γ, if for every α ∈ V there exists
a Γ-pair {β, γ} such that β ≤ α ≤ γ.
The first lemma follows from the definition and the second
is straightforward and we omit their proofs.
Lemma 2.3. Let Γ be a noncrossing inverse pairing on a word
W and U and V be subwords of W such that
(1) α < β for α ∈ U and β ∈ V ;
(2) the subword W ′ of W restricted to {α ∈ W : β0 ≤ α ≤
β1 for some β0 ∈ U, β1 ∈ V } is bound by Γ;
(3) for each α ∈ U there exist α′ ∈ U and β ∈ V such that
α ≤ α′ and {α′, β} is a Γ-pair and similarly for each
β ∈ V there exist β ′ ∈ V and α ∈ U such that β ′ ≤ β
and {α, β ′} is a Γ.-pair.
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Then, the restriction of Γ to a word UV is a non-crossing
inverse pairing.
Lemma 2.4. Let Wµ be subwords of a word W for µ < λ
(1) If Wµ is closed under Γ and Wµ is a subword of Wν for
µ ≤ ν, then
⋃
µ<λWµ is a subword of W and
⋃
µ<λWµ
is closed under Γ.
(2) If Wµ is closed under Γ and Wν is a subword of Wµ for
µ ≤ ν, then
⋂
µ<λWµ is a subword of W and
⋂
µ<λWµ
is closed under Γ.
The next lemma is contained in [1, Section 3] implicitly, but
we present its proof for the explicitness. Though we apply this
to words of countable domains, i.e. σ-words [7], we prove this
for a general case.
Lemma 2.5. (Cannon-Conner [1]) For a word W ∈ W(D),
W = e, i.e. W is equivalent to the empty word, if and only
if there exists a noncrossing inverse pairing Γ on W such that⋃
Γ = W .
Proof. Let Γ be a noncrossing pairing on W satisfying
⋃
Γ =
W , then for each F ⋐ D the restriction ΓF = Γ|{α ∈ W |W (α) =
d or d− for d ∈ F} to WF is also a noncrossing inverse pairing
ΓF onWF such that
⋃
ΓF = {α ∈ W |W (α) = d or d
− for somed ∈
F}. Therefore, WF = e in the free product ∗d∈FZd and hence
W = e.
To show the converse, let W = e. We define a noncrossing
pairing on W inductively as follows. We well-order D and so
identify D with an ordinal number λ. We define Γµ inductively.
In the µ-step we have defined Γν (ν < µ) such that
(1) each element of Γµ is a pair of elements of W ;
(2) x ∩ y = ∅ for distinct x, y ∈ Γµ and
⋃
Γµ = {α ∈ W :
W (α) ∈ µ or W (α)− ∈ µ};
(3) for distict pairs {α0, α1}, {β0, β1} ∈ Γµ with α0 < α1
and β0 < β1, α0 < β0 implies α1 < β0 or β1 < α1;
(4) W (α0) = W (α1)
− for {α0, α1} ∈ Γµ;
(5) W | 〈α0, α1〉 = e for each {α0, α1} ∈ Γµ.
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We remark that Γ0 is the empty map by definition. When µ
is a limit ordinal, let Γµ =
⋃
ν<µ Γν . Then Γµ satisfies the
required properties.
Let µ = ν + 1. If ν nor ν− does not appear in W , we let
Γµ = Γν . Otherwise we extend Γν as follows.
Let β0 < · · · < βm be the enumeration of {α ∈ W : W (α) =
ν or ν−}. For βi, we have a maximal subword V ofW such that
βi ∈ V and V ∩ {α0, α1 : {α0, α1} ∈ Γν , α0 < βi < α1} = ∅.
Then V =
⋂
{〈α0, α1〉 : {α0, α1} ∈ Γν , α0 < βi < α1} and
hence V = e by the property (5) of Γν and Lemma 2.4(2). We
define a word U as the restriction of V to
U = {β ∈ V : β /∈ [α0, α1] for any α0, α1 ∈ V ∩
⋃
Γν}.
Since U is obtained by deleting possibly infinitely many sub-
words of V equivalent to the empty word, we have U = e. We
extend Γν on {βj : βj ∈ U, 0 ≤ j ≤ m}. We remark that
βi ∈ U and we obtain the same U if we start from βj ∈ U .
We can regard U as a word for the free product Zν ∗×
σ
ξ≥µZξ.
Since U = e, we have a reduction as a word for this free prod-
uct and have a pairing according to the cancellation of ν and
ν−. (Of course the reduction is not unique and so we choose
one of them.) Now, it is easy to see that the resulting pair-
ing satisfies the required properties and we can extend Γν on
{α ∈ W : W (α) = ν or ν−} and let Γµ to be the extension.
We have Γλ as the desired noncrossing inverse pairing. 
Lemma 2.6. Let W ∈ W(D), Γ a maximal noncrossing in-
verse pairring andW0 = {α ∈ W |α /∈
⋃
Γ} andW0 = W |W0.
Then, W0 = W and W0 is reduced.
Proof. Suppose that W0 is not reduced. Then, there exist α <
β in W0 such that W0|{γ ∈ W | γ /∈
⋃
Γ, α ≤ γ ≤ β} = e. By
the item (2) in Definition 2.2, we can extend Γ to Γ′ such that
α, β ∈
⋃
Γ′, which contradicts the maximality of Γ.

For a given countable dense subset D of X we use words in
W(D). For each d ∈ D = {dn|n ∈ N}, let Cd be the circle
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attached at d and wd a letter corresponding to a fixed winding
on the circle Cd.
Define supp(wd) = supp(w
−
d ) = d and for a wordW ∈ W(D)
let supp(W ) be the set {supp(W (α)) : α ∈ W}.
Two paths with domain [a, b] are simply said to be homo-
topic, if they are homotopic relative to {a, b}.
Definition 2.7. A path f : [a, b] → E(X,D) is a proper path,
if the following hold: f(a), f(b) ∈ X and if f(〈u, v〉) ∩X = ∅
and f(u) = f(v) ∈ X, then f |[u, v] is a winding or reverse-
winding on the circle Cd.
For a proper path f , let
⋃
i<ν〈ai, bi〉 = f
−1(E(X,D) \ X)
where ν ≤ ω and 〈ai, bi〉 ∩ 〈aj , bj〉 = ∅ for i 6= j. We define
W f to be a word in W(D) such that W f = {〈ai, bi〉 : i < ν}
with the natural ordering induced from the one on the real
line and W f(〈ai, bi〉) = wd if f |[ai, bi] is the fixed winding on
Cd and W
f(〈ai, bi〉) = w
−
d otherwise, i.e. f |[ai, bi] is the reverse
winding on Cd.
Recall the metric quotient map σ of E(X,D) to the Hawaiian
earring H, where each circle corresponds to Cd for d ∈ D,
then σ∗ is regarded as a homomorphism from pi1(E(X,D)) to
×d∈DZd. It is easy to see that σ∗([f ]) = [W
f ] for a proper loop
f in E(X,D) with base point x0 ∈ X. A word W ∈ W(D) is
realizable, if there exists a proper path f in E(X,D) such that
W ≡W f .
Lemma 2.8. Let f : [a, b] → E(X,D) be a path with f(a), f(b) ∈
X. Then there exists a proper path homotopic to f .
Proof. Let f−1(E(X,D) \ X) =
⋃
i<ν〈ai, bi〉, where 〈ai, bi〉 ∩
〈aj, bj〉 = ∅ for distinct i, j and ν ≤ ω. Then f |[ai, bi] is homo-
topic to the constant, a winding, or a reverse winding on the
circle at d ∈ D. In case f |[ai, bi] is homotopic to the constant,
we construct a homotopyH so that the image ofH | [ai, bi]×I is
in some Cd for each i. Then we have a proper path homotopic
to f . 
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Definition 2.9. Let f : [a, b] → E(X,D) be a proper path
satisfying f(a), f(b) ∈ X and W f = e and Γ be a non-crossing
inverse pairing on W f . An open subinterval 〈u, v〉 of [a, b] is Γ-
bound, if for any ε > 0 there exists a Γ-pair {〈a0, b0〉, 〈a1, b1〉}
such that u ≤ a0 < u + ε and v − ε < b1 ≤ v. A maxi-
mal Γ-bound is maximal among Γ-bounds under inclusion. A
subinterval [c, d] of [a, b] is closed under Γ, if f(c) = f(d) ∈ X
and W f |[c,d] is closed under Γ.
3. simply-connected case
Our construction of homotopy is involved in techniques of
wild topology. To clarify the construction we introduce a
definition involved with punctured homotopies and other no-
tions. A partial continuous map H : [a, b] × [c, d] → X is
bound for constant, if dom(H) contains ∂([a, b] × [c, d]) and
H(s, c) = H(a, t) = H(b, t) for a ≤ s ≤ b and c ≤ t ≤ d.
A punctured homotopy H is from a loop f to constant, if
f(s) = H(s, d) for a ≤ s ≤ b.
A punctured homotopy H is a partial continuous map bound
for constant satisfying:
(1) the domain of H is of form [a, b]× [c, d] \
⊔
i∈I Ri where
Ri are open subrectangles of [a, b] × [c, d] and Ri are
pairwise disjoint; and
(2) the restriction of H to each ∂Ri is bound for constant.
We remark that the domain of a punctured homotopy H con-
tains ∂([a, b]× [c, d]), when we write H : [a, b]× [c, d] → X, but
dom(H) may not contain the whole [a, b]× [c, d]. The size of a
map is the diameter of the range of the map.
A simplest example of a punctured homotopy is a partial
homotopy H bound for constant such that dom(H) = ∂([a, b]×
[c, d]).
We use the following agreement for the equality of partial
maps, which is common in set theory: for a partial map f
and a set A, dom(f |A) = dom(f) ∩ A and f |A(x) = f(x) for
x ∈ dom(f |A).
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A family F of loops in a metric space X is admissible, if the
following conditions are satisfied.
(1) For any f ∈ F and δ > 0 there exists a punctured ho-
motopyH from f to constant such that diam(H(∂Ri)) <
δ andH|∂Ri is a punctured homotopy from some g ∈ F
to constant;
(2) For each ε > 0 there exists δ > 0 such that: for any
f ∈ F whose size is less than δ > 0 and any α > 0
there exists a punctured homotopy H from f bound for
constant whose size is less than ε, diam(H(∂Ri)) < α
and H|∂Ri is a punctured homotopy from some g ∈ F
to constant for any Ri related rectangle to H .
Lemma 3.1. If there exists a complete metric subspace of a
space X containing the ranges of all loops in a given admis-
sible family, then every loop in the admissible family is null-
homotopic.
Proof. First we outline the proof roughly, then proceed to state
a rigorous proof. Using (2), we have δn > 0 such that any g ∈ F
whose size is less than δn for any α there exists a punctured
homotopy G from g to constant whose size is less than 1/n such
that diam(G(∂Ri)) < α and G|∂Ri is a punctured homotopy
from some g ∈ F to constant. Let f ∈ F . Using (1), we
have a punctured homotopy H from f to constant such that
G|∂Ri is a punctured homotopy from some g ∈ F to constant
and the size of G|∂Ri is less than δ1. After the n-step we have
constructed punctured homotopiesH so that the sizes ofH|∂Ri
are less than δn for each Ri related to H . In the n+1-stage
we work for each H|∂Ri and construct a punctured homotopy
G extending H|∂Ri so that the sizes of G is less than 1/n and
also the sizes of the the restriction of G to the boundary of each
related rectangle is less than δn+1. The union of all punctured
homotopies, we have a continuous map from a dense subset
of [0, 1] × [0, 1] to X. Undefined parts are points or intervals
which are the intersections of rectangles of intermediate stages.
Then, the ranges of punctured homotopies converge by the
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given condition of the ranges of loops in F . Therefore, we
have a homotopy from f to constant, i.e. f is null-homotopic.
Now we start a rigorous proof. Let Seq be the set of all fi-
nite sequences (R0, · · · , Rn) of open subrectangles of [0, 1] ×
[0, 1] such that Ri+1 ⊆ Ri. We define subsets Sn of Seq
whose elements are of their length n and punctured homo-
topies Hs for s ∈ Sn, where ( ) is the empty sequence. For
s = ((R0, · · · , Rn) ∈ Seq, let s∗ = Rn. Let dom(H( )) =
∂([0, 1]× [0, 1]) and H( ) the punctured homotopy from a given
f ∈ F to constant. For the n+1-stage we have defined Sn
and Hs for s ∈ Sn. Let R be an open rectangle related to
the punctured homotopy Hs. We recall that the restriction of
Hs to ∂R is a punctured homotopy bound for constant whose
size is less than δn. By (2) we have a punctured homotopy
bound for constant of size less than 1/n extending Hs|∂R. By
adjusting the domain to a subset of R we have a punctured
homotopy Hs∗(R) so that the size of the restriction of Hs∗(R)
to the boundary of each open rectangle is less than δn+1. Let
Sn+1 be the set of all such s∗(R) for s ∈ Sn.
After all n-stages are over we may have an element x in
[0, 1] × [0, 1] on which any Hs is not defined. This happens
only when there exist infinite sequence s through
⋃
n Sn, i.e.
s = (R0, · · · , Rn, · · · ) and Rn ⊆ Rn+1 and x ∈ Rn for every n.
Since the sizes of the restriction of punctured homotopies to
∂Rn converges to 0 and the condition of an admissible class,
we have a convergent point of the ranges of the maps to which
we extend the union of punctured homotopies by mapping x to
the point. Now we have a homotopy from f to constant. 
In comparison with proofs of [7, Theorem A.1], [8, Theorem
3.2], [15, Appendix B] and [9, Theorem 1.1], the difficulty in
our case lies in controlling a homotopy in the simply connected
space X and here a noncrossing inverse pairing works.
For a proper loop f : I → E(X,D) with f(0) = f(1) = x,
we have a word W f . To show that this correspondence in-
duces an injective homomorphism from the fundamental group
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pi1(E(X,D), x) to ×
σ
d∈DZd, it suffices to show that W
f = e if
and only if f is null-homotopic.
Theorem 3.2. Let X be a simply connected, locally simply
connected metric space and x ∈ X and D a countable dense
subset of X. Then, the metric quotient map σ induces an injec-
tive homomorphism σ∗. Consequently, pi1(E(X,D), x) is iso-
morphic to a subgroup of×σd∈DZd, i.e. isomorphic to a subgroup
of the Hawaiian earring group.
Proof. It suffices to show that σ∗ is injective. Suppose that
σ∗(f0) = e for a proper loop f0. Then, it implies W
f0 = e.
Now it suffices to show that W f0 = e implies that f is null-
homotopic. We define an admissible class containing f0 the
ranges of whose elements are subset of the range of f0. Since
the range of f0 is compact, the assumptions of Lemma 3.1
is satisfied and we conclude that f0 is null-homotopic. Since
W f0 = e, we have a noncrossing inverse pairing Γ on W f0 by
Lemma 2.5. Let F be the set of loops which are obtained from
f0 by iterating use of the following construction of g from a
given f such that f(s) = f(t) ∈ D∗ and W f |[s,t] is closed under
Γ let
(1) g = f |[s, t]; or
(2) dom(g) = dom(f) and g(u) = f(s) = f(t) for u ∈ [s, t]
and g(u) = f(u) otherwise.
In the either casesW g is closed under Γ. We show that F is ad-
missible, which implies that f0 is null-homotopic by Lemma 3.1.
To show the first property for F to be admissible there are
two procedures which we iterate alternatively finitely many
times. For a given δ > 0 choose δ0 > 0 so that |u − v| < δ0
implies ρ(f0(u), f0(v)) < δ/2. We remark that |u − v| < δ0
implies ρ(f(u), f(v)) < δ/2 for every f ∈ F .
Our induction is onm such that the size of f is less thanmδ0.
Let m = 2. Since f(a) = f(b), the size of f is less that δ. Let
H(s, 0) = H(a, t) = H(b, t) = f(a) = f(b) and H(s, 1) = f(s).
Then H : ∂([a, b] × [0, 1]) → E(X,D) is a desired punctured
homotopy.
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Our induction hypothesis is that, if the size of f is less than
mδ0 we have a puctured homotopy H from f to constant such
that the sizes of H(∂Ri) are less than δ, where Ri are the
related rectangles.
The first procedure is taking the maximal pairwise disjoint
set of all maximal Γ-bounds {〈ui, vi〉 | i ∈ I}. Since the range
of r ◦ f is contained in X, r ◦ f is null-homotopic. We let
H(s, 1/2) = r(f(s)) and H|[a, b]× [0, 1/2] to be a homotopy to
the constant f(a) = f(b). For t ∈ [1/2, 1] and s /∈
⋃
i∈I〈ui, vi〉,
let H(s, t) = f(s) and for s ∈ 〈ui, vi〉, H(s, 1) = f(s), but
H(s, t) is not defined for t ∈ [1/2, 1]. Consequently, H | ∂([ui, vi]×
[1/2, 1]) is a punctured homotopy bound for constant. If the
sizes of f |〈ui, vi〉 are less than δ, this is a desired punctured
homotopy. Otherwise, we extend H on each 〈ui, vi〉 × [1/2, 1]
where the sizes of f |〈ui, vi〉 are not less than δ, using the second
procedure.
The second procedure is in case 〈a, b〉 is a maximal Γ-bound
and the size of f is equal to or greater than δ. There are
{〈u0, v0〉, 〈u1, v1〉} ∈ Γ such that u0 < a + δ0 and b − δ0 < v1
by the assumption.
(Case 0): Suppose that there exists such a pair satisfying a +
δ0 ≤ v0 or u1 ≤ b − δ0. Remark that such a pair is unique, if
it exists, and f(v0) = f(u1) and W
f |[v0,u1] is closed under Γ.
Since
u1 − v0 ≤ b− a− δ0 ≤ (m+ 1)δ0 − δ0 = mδ0,
we have a punctured homotopy G0 from f |[v0, u1] to constant
having holes less than δ. Since {〈u0, v0〉, 〈u1, v1〉} ∈ Γ, we
have a homotopy G1 : [v0, u1] × [1/2, 1] → E(X,D) from f1 :
[u0, v1] → E(X,D) to constant, where f1(s) = f(s) for s ∈
[u0, v0]∪ [u1, v1] and f1(s) = f(v0) = f(u1) for s ∈ [v0, u1]. Let
f2(s) = f(s) for s ∈ [a, u0] ∪ [v1, b], and f2(s) = f(u0) = f(v1)
for s ∈ [u0, v1]. Since f(a) = f(b), and the sizes of f |[a, u0]
and f |[v1, b] are less than δ/2, the size of f2 is less than δ. We
define G2 : ∂([a, b] × [0, 1/4]) → E(X,D) to be a punctured
homotopy from g2 to constant. As a whole, we define
MAKING SPACES WILD (SIMPLY-CONNECTED CASE) 15
H|[v0, u1]× [1/2, 1] = G0 and H(s, t) = f(s) for s ∈ [a, v0] ∪
[u1, b], and t ∈ [1/2, 1];
H|[u0, v1] × [1/4, 1/2] = G1 and H(s, t) = f(s) for s ∈
[a, u0] ∪ [v1, b], and t ∈ [1/4, 1/2]; and
H|[a, b] × [0, 1/4] = G2. Then, H is a desired punctured
homotopy.
(Case 1) Otherwise: Let
u∗ = inf{v1 | {〈u0, v0〉, 〈u1, v1〉} ∈ Γ for some u0, v0, u1}; and
v∗ = sup{u0 | {〈u0, v0〉, 〈u1, v1〉} ∈ Γ for some v0, u1, v1}.
Then W f |[u
∗,v∗] is closed under Γ. Take all maximal Γ-bounds
〈ui, vi〉(i ∈ I) such that u
∗ ≤ ui and vi ≤ v
∗. If ui < a+δ0, then
vi ≤ b−δ0 and if b−δ0 < vi, then a+δ0 ≤ ui. Therefore, for each
i ∈ I we have vi−ui ≤ mδ0 and by the induction hypothesis a
punctured homotopy Hi : [ui, vi] × [1/2, 1] → E(X,D) whose
holes are less than δ.
Let G0[ui, vi] × [1/2, 1] = Hi for i ∈ I and G0(s, t) = f(s)
for s ∈ [u∗, v∗] \
⋃
i∈I〈ui, vi〉. Next, define f1 : [u
∗, v∗] → X
by f1 = f(ui) = f(vi) for s ∈ [ui, vi] and f1(s) = f(s) for
s ∈ [u∗, v∗] \
⋃
i∈I〈ai, bi〉. Since f1(u
∗) = f1(v
∗), we have a
homotopy G1 : [u
∗, v∗]× [1/4, 1/2] from g1 to constant. As in
Case 0, let f2(s) = f(s) for s ∈ [a, u
∗] ∪ [v∗, b], and f2(s) =
f(u∗) = f(v∗) for s ∈ [u∗, v:∗]. Since u∗−a ≤ δ0 and b−v
∗ ≤ δ0
and f(a) = f(b), the size of f2 is less than δ. The hole of the
punctured homotopy G2 : ∂([a, b] × [0, 1/4]) → E(X,D) from
f2 to constant is less than δ. We define
H|[u∗, v∗]× [1/2, 1] = G0 and H(s, t) = f(s) for s ∈ [a, u
∗]∪
[v∗, b], and t ∈ [1/2, 1];
H|[u∗, v∗] × [1/4, 1/2] = G1 and H(s, t) = f(s) for s ∈
[a, u∗] ∪ [v∗, b], and t ∈ [1/4, 1/2]; and
H|[a, b] × [0, 1/4] = G2. Then, H is a desired punctured
homotopy. Now, we have shown the first property for F to be
admissible.
To show the second property, let ε > 0 be given. Then,
by the local simle-connectivity of X we have δ > 0 such that
δ < ε/3 and every loop with base point x in the δ-neighborhood
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of x inX for x in the range of r◦f0 is homotopic to the constant
in the ε/3 neighborhood of x. Let f ∈ F be a loop whose size
is less δ and α > 0 be given. We choose δ0 > 0 as in the
preceding proof of the first property for min(δ, α) instead of δ.
Then, tracing the preceding proof we see that the range of H is
in the ε/3-neighborhood of the range of f . Since the size of f is
less than ε/3, the size of H is less than ε. The other properties
are satisfied as in the preceding proof. Now we complete the
proof. 
Corollary 3.3. Let X be a simply connected, locally simply
connected metric space, x ∈ X, D a countable dense subset of
X and f a proper path in E(X,D).
Then there exists a proper path g in E(X,D) such that W g
is the reduced word of W f and g is homotopic to f .
Proof. We have a proper path f : [a, b] → E(X,D) such that
W f ≡ W . We choose a maximal noncrossing inverse pairring
Γ on W f , which can be gotten by a straightforward induction
using the axiom of choice. By Lemma 2.6 we have the reduced
word W0 of W using Γ. Since we need to define a path, we
describe this procedure more precisely. We have subwords Xi
of W such that Xi = e, Xi ∩ Xj = ∅ for i 6= j, Γ|Xi is a
noncrossing inverse pairring and W0 = W \
⋃
iXi. Remark
that
⋃
(Γ|Xi) is a subset of [a, b]. We let ui = inf
⋃
(Γ|Xi)
and vi = sup
⋃
(Γ|Xi). Then W
f |[ui,vi] ≡ Xi. Therefore, each
f |[ui, vi] is nullhomotopic by Theorem 3.2. Define
g(x) =
{
f(ui) = f(vi), for x ∈ 〈ui, vi〉;
f(x), otherwise.
Then, we see W g ≡W0 and consequently W
f = W g. The last
equation implies that W fg
−
= W f(W g)− = e. Theorem 3.2
implies that fg− is homotopic to the constant map and hence
g is homotopic to f . 
We recall that a homomorphism h : pi1(X, x) → pi1(Y, y)
is a spatial homomorphism, if there exists a continuous map
f : X → Y such that f(x) = y and f∗ = h [10].
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Theorem 3.4. Under the same condition as that in Theo-
rem 3.2, for each homomorphism h : pi1(H, o)→ pi1(E(X,D), x)
there exist a point x∗ ∈ X, a path p from x∗ to x and a spa-
tial homomorphism h : pi1(H, o) → pi1(E(X,D), x
∗) such that
h = ϕp · h. If the image of h is not finitely generated, x
∗ and h
are unique and p is unique up to homotopy relative to the end
points.
Proof. By Theorem 3.2 we have a homomorphism σ∗ : pi1(E(X,D))→
× σd∈DZd, i.e. σ∗([f ]) = [W
f ] for a loop f : I → E(X,D).
Then, by [9, Lemma 2.9], σ∗ ◦ h is conjugate to a standard
homomorphism h, i.e. there exists u ∈ × σd∈DZd such that
σ∗ ◦h(x) = u−1h(x)u for all x ∈ pi1(H, o) and h(W ) = V where
V = W and V (α) = h(W (α)) for α ∈ W (see [7]).
If h(δn) is trivial for almost all n, then we easily have a a
spatial homomorphism h : pi1(H, o) → pi1(E(X,D), x
∗) such
that h(δn) = h(δn) for every n. Then [11, Lemma 2.5] implies
that h = h. In this case the image of h is finitely generated.
Otherwise, i.e. h(δn) is non-trivial for infinitely many n, then
the above conjugator u is unique [9, Lemma 2.9].
Though E(X,D) is neither a space in [9, Section 3] nor one-
dimensional, we easily see that a standard homomorphism is in-
duced from a continuous map from H to E(X,D). Actually, let
Wn = h(en), whereWn is a reduced word and en is a homotopy
class of a winding on the n-th circle, then h(e1e2 · · ·en · · · ) =
W1W2 · · ·Wn · · · and we have a loop f in E(X,D) such that
W f = W1W2 · · ·Wn · · · . Therefore, p is gotten as a unique
accumulation point of {d ∈ D | d or d− appears in some Wn}.

We recall a construction of a space from a group [2, 3]. For
a given group G let XG be the topological space defined in
[2, Section 2]. Since this construction is not well-known, we
explain this slightly and how the local path-connectivity in the
assumption of Corollary 3.5 concerns. For a group G, a point of
the space XG is a maximal compatible family of homomorphic
images of the Hawaiian earring group in G. Here, we admit the
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difference of finitely generated parts and are only interested in
uncountable homomorphic images. The convergence of points
xn ∈ XG is done as follows. Choosing arbitrary an ∈ xn modulo
finitely generated parts, then collection {an |n < ω} belongs
to the limit point. By Theorem 3.4 we see an uncountable
image of the Hawaiian earring group determines a point as one-
dimensional case [2, Proposition 2.1]. To make {an |n < ω} as
a homomorphic image of the Hawaiian earring group we need
to define a continuous map from the Hawaiian earring. For
this purpose we can use the local path-connectivity.
Corollary 3.5. In addition to the assumptions for a space
X in Theorem 3.2, suppose that X is locally path-connected.
Then, the space Xpi1(E(X,D)) is homeomorphic to the original
space X.
Now, we have pairwise non-isomorphic subgroups of the Hawai-
ian earring group pi1(H).
Corollary 3.6. Under the same condition as in Corollary 3.5,
pi1(E(X,D)) is isomorphic to a subgroup of pi1(H), which are
non-isomorphic if spaces X are not homeomorphic.
Remark 3.7. The local simple-connectivity in the assump-
tion of Theorems 3.2 is essential. We show the existence of
a simply-connected space X such that pi1(E(X,D)) contains
a subgroup isomorphic to the rational group Q for any count-
able dense subset D ofX. Since any non-zero abelian subgroup
of ×σd∈DZd is isomorphic to Z, the conclusion of Theorem 3.2
does not hold. Let CH be the cone over H which is the quo-
tient space of H × [0, 1] by collapsing H × {1} to one point
∗. Obviously CH is simply-connected. Choose a countable
dense subset D of CH and also dn ∈ D so that dn converge
to (o, 0). Apparently CH is simply-connected. Let l
n
be es-
sential loops in CH \ {∗} whose ranges converge to (o, 0) and
dn ∈ D ∩ H × [0, 1/2] converge to (o, 0). Choose paths pn
from dn to (o, 0) whose ranges converge to (o, 0). We construct
concatenations of loops pnwdnp
−
n lnp
−
nw
−
dn
pn, which is a typical
construction in wild topology [6, 7].
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Let Seq be the set of finite sequences of nonnegative integers.
For s ∈ Seq, the length of s is denoted by lh(s) and s =
(s(0), · · · , s(n − 1)), where n = lh(s). The sequence obtained
by adding i to s is denoted by s ∗ (i). Let Σ = {s ∈ Seq :
s(i) ≤ i for i < lh(s) and lh(s) ≥ 1}. For s ∈ Σ, define
numbers as and bs inductively as follows:

a(0) = 0, a(1) =
1
2
;
bs = as +
1
2n
·
1
(n+ 1)!
, where n = lh(s);
as = bt +
1
2n−1
·
1
n!
·
i
n + 1
, where n = lh(s), t ∗ (i) = s.
Define f : [0, 1]→ E(CH, D) by:{
f |[as, bs] ≡ pnwdnp
−
n lnp
−
nw
−
dn
pn for s ∈ Σ with lh(s) = n,
f(α) = (o, 0) for α /∈
⋃
s∈Σ[as, bs].
Here, f ≡ g for two loops f and g means the existence of
order-homeomorphism ϕ between dom(f) and dom(g) such
that f(s) = g(ϕ(s)). Since the ranges of pnwdnp
−
n lnp
−
nw
−
dn
pn
converge to (o, 0), f is a loop with basic point (o, 0). Define
fn : [0, 1] → E(CH, D) by:{
fn|[as, bs] ≡ f |[as, bs] for s ∈ Σ with lh(s) ≥ n,
f(α) = (o, 0) for α /∈
⋃
s∈Σ,lh(s)<n[as, bs].
Since each pnwdnp
−
n lnp
−
nw
−
dn
pn is null-homotopic, fn are homo-
topic to f . To show that f is an essential map by contra-
diction, we suppose that f is null-homotopic, i.e. H : [0, 1] ×
[0, 1]→ E(CH, D) satisfies H(s, 1) = f(s), H(0, t) = H(1, t) =
H(s, 0) = (o, 0) for s, t ∈ [0, 1]. ConsiderH−1(E(CH, D)\CH),
which becomes a disjoint union of H−1(Cdn \ {dn}. Since wdn
and w−dn are essential, each interval in [0, 1]× {1} correspond-
ing to wdn or w
−
dn
is contained in a component of H−1(Cdn \
{dn}) which contains another interval corresponding to w
−
dn
or wdn respectively. Each components of the complement of
H−1(Cdn \ {dn}) intersects with H
−1({∗}), since every lm is
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essential. Therefore, every component of the complement of
H−1(
⋃
d∈D Cd\D) intersects withH
−1({∗}). Since there are in-
finitely many such components, we have an accumulation point
(u, v). Then, H(u, v) = ∗. On the other hand, since (u, v) is
also an accumulation point of H−1(Cdn \ {dn})’s, H(u, v) be-
longs to H × [0, 1/2], which is a contradiction. Hence f is
essential.
Define 0n ∈ Seq so that lh(0n) = n and 0n(i) = 0. Then, we
see that f |[b0n, a0n−1∗(1)] is homotopic to (f |[a0n+1 , a0n∗(1)])
n+2
and consequently f |[a0n , a0n−1∗(1)] is homotopic to (f |[a0n+1 , a0n∗(1)])
n+2.
Since f |[as, bs] depends only on the length lh(s), pi1(E(CH, D))
contains a subgroup isomorphic to Q.
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