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The classical open mapping theorem says that if X and Y are Fréchet spaces and f : X → Y is a continuous linear
operator such that f (X) = Y , then f is open, i.e., f (G) is open when G is open in X .
V. Ptak [1] and T. Husain [2] established the open mapping theorem for linear operators on barrelled spaces. Especially,
in 1998 and 2004, Qiu Jinghui [3] and E. Beckenstein and L. Narici [4] established open mapping theorems for closed linear
operators and basis separating linear operators, respectively. Moreover, several special propositions can imply open mapping
theorems (see [5–8]).
Note that an open mapping f : X → Y can be very complicated even for the case of X = Y = R. In fact, there is an
open mapping f0 : R → R which is everywhere discontinuous and f0(G) = R for every nonempty open G ⊆ R [9, p. 168].
However, the existing open mapping theorems heavily relay on both linearity and continuity of concerned mappings.
In this paper we ﬁnd a large extension of the family of linear operators and for mappings in this extension we will
establish an open mapping theorem which is independent of continuity and linearity of concerned mappings. We also have
a satisfactory result which characterizes the family { f ∈ Y X : f is linear and open} where X and Y are metric linear spaces.
As in the classical version, we will consider mappings between Fréchet spaces, i.e., complete metric linear spaces. By
the Kakutani theorem [10, p. 2] and the Klee theorem [10, p. 19], a complete metric linear space (X,d) is equivalent to
a complete metric linear space (X,ρ) where the metric ρ is invariant, i.e., ρ(x, z) = ρ(x + u, z + u) for all x, z,u ∈ X [10,
p. 2] and, letting ‖x‖ = ρ(0, x) for x ∈ X , ‖ ·‖ : X → [0,+∞) is a paranorm, i.e., ‖0‖ = 0, ‖−x‖ = ‖x‖, ‖x+ z‖ ‖x‖+‖z‖ and
‖tnxn − tx‖ → 0 whenever ‖xn − x‖ → 0 and tn → t in the scalar ﬁeld [11, p. 15]. Moreover, ‖ · ‖ is Hausdorff (equivalently,
separated): ‖x‖ > 0 if x = 0. Thus, each complete metric linear space (equivalently, Fréchet space) is equivalent to a complete
Hausdorff paranormed space.
It is also worthwhile observing that the new open mapping theorem is derived from the classical Banach–Schauder
method.
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Every linear function T : R → R is exactly additive: T (x) + T (u) = T (x + u), ∀x,u ∈ R. Besides, it is easy to see that the
nonlinear function
ϕ(x) =
{
2n−1 sin x, 2nπ < x < (2n + 1)π, n = 1,2,3, . . . ,
0, otherwise
also has a similar additive property:
∀x,u ∈ R ∃α,β ∈ [0,1] such that ϕ(x) + ϕ(u) = ϕ(αx+ βu).
Deﬁnition 1.1. Let pa(R,R) = {ϕ ∈ RR: ϕ is continuous and ∀x,u ∈ R ∃α,β ∈ [0,1] such that ϕ(x) + ϕ(u) = ϕ(αx+ βu)}.
Theorem 1.1. Let ϕ : R → R be continuous. Then ϕ ∈ pa(R,R) if and only if the following (1), (2) and (3) hold for ϕ:
(1) ϕ(0) = 0,
(2) ϕ(a)ϕ(b) 0 whenever ab < 0,
(3) min{ϕ(x): a + b  x 0} ϕ(a) + ϕ(b)max{ϕ(x): a + b  x 0} for a  b < 0 and min{ϕ(x): 0 x a + b} ϕ(a) +
ϕ(b)max{ϕ(x): 0 x a + b} for 0 < a b.
Proof. If ϕ ∈ pa(R,R) and a < 0 < b but ϕ(a)ϕ(b) > 0, then there is {cn} ⊂ [a,b] such that each ϕ(cn) = kϕ(a) + (n +
1−k)ϕ(b) for some k ∈ {1,2, . . . ,n} and so |ϕ(cn)| → +∞. This contradicts that ϕ is continuous on [a,b]. Thus, ϕ ∈ pa(R,R)
implies (2). The remainder arguments are obvious. 
If ϕ : R → R is linear, then there is α ∈ R such that ϕ(x) = αx, ∀x ∈ R and so ϕ ∈ pa(R,R). However, Theorem 1.1 shows
that pa(R,R) includes nonlinear functions as many as linear functions (see Fig. 1).
Note that pa(R,R) includes many of homeomorphisms from R onto R, e.g., x3, sinh x = ex−e−x2 , ϕ(x) =
{
βx, x 0,
αx, x <,0
where 0 < α < β , ψ(x) =
{
ex − 1, x 0,
x, x < 0,
etc. Thus, pa(R,R) has nonlinear homeomorphisms from R onto R as many as
linear functions.
Henceforth, X and Y are nontrivial vector spaces. For a paranormed space (X,‖ · ‖) and r > 0, set Ur = {x ∈ X: ‖x‖ < r}
and for a topological vector space Y let N (Y ) be the family of neighborhoods of 0 ∈ Y .
Recall that a metric linear space is equivalent to a Hausdorff paranormed space.
Deﬁnition 1.2. For a Hausdorff paranormed space (X,‖ · ‖) and a topological vector space Y , set
p(X, Y ) = { f ∈ Y X : f (0) = 0 and f satisﬁes (p1), (p2) and (p3)},
where (p1)–(p3) as follows:
(p1) ∀x ∈ X and ε > 0 ∃δ > 0 such that f (x) + f (Uδ) ⊂ f (x+ Uε),
(p2) ∀δ > 0 and n ∈ N ∃m ∈ N such that f (nUδ) ⊂mf (Uδ),
(p3) ∀δ > 0 ∃η(δ) > 0 such that − f (Uδ) ⊂ f (Uη(δ)) and limδ→0 η(δ) = 0.
Evidently, p(X, Y ) includes all linear operators. For f : X → Y we are also interested in the following
(p4) there is a C > 0 such that if
∑∞
i=1 ‖xi‖ < +∞ in X and
∑∞
i=1 f (xi) is convergent, then there is {ui} ⊂ X with‖ui‖ C‖xi‖ for all i and ∑∞i=1 f (xi) = f (∑∞i=1 ui).
Observe that
∑∞
i=1 ui is convergent in (p4).
We will show that (p4) is a key object in the discussion of open mappings (see Corollary 2.1). Especially, the conditions
(p1)–(p4) are independent of either linearity or continuity of the concerned mappings.
Example 1.1. Let f0 : R → R be the function which is everywhere discontinuous and f0(G) = R for all nonempty open G ⊆ R
[9, p. 168]. For every x ∈ R and ε > 0, f0(x + Uε) = f0[(x − ε, x + ε)] = R and so f0(x) + f0(Uδ) = f0(x) + f0[(−δ, δ)] =
R = f0(x+ Uε) for all δ > 0, (p1) holds for f0. Since f0(nUδ) = R =mf0(Uδ) for all δ > 0 and n,m ∈ N, (p2) holds for f0.
Since − f0(Uδ) = R = f0(Uδ) for all δ > 0, f0 satisﬁes (p3). Suppose that 0 <∑∞i=1 |xi | < +∞ and ∑∞i=1 f0(xi) = α ∈ R.
Since f0(0) = 0 [9, p. 104], if α = 0 then ∑∞i=1 f0(xi) = f0(0) = f0(∑∞i=1 ui) with ui = 0 for all i. Let α = 0. Since xi0 = 0 for
some i0, α ∈ R = f0[(0, |xi0 |)] and so α = f0(ui0 ) for some ui0 ∈ (0, |xi0 |). Letting ui = 0 for all i = i0, |ui | < |xi | for all i and∑∞
i=1 f0(xi) = α = f0(ui0 ) = f0(
∑∞
i=1 ui). Thus, (p4) holds for f0.
2088 R. Li et al. / Topology and its Applications 157 (2010) 2086–2093ϕ(x) =
{
2n−1 sin x, 2nπ < x < (2n + 1)π, n = 1,2,3, . . . ,
0, otherwise.
Fig. 1. pa(R,R).
Deﬁnition 1.3. PL(X, Y ) = { f ∈ p(X, Y ): (p4) holds for f }.
It is trivial that for a Fréchet space X , PL(X, Y ) includes all continuous linear operators.
Let e j = (0, . . . ,0,
( j)
1 ,0,0, . . .), j = 1,2,3, . . . .
Example 1.2. For
∑∞
j=1 t je j ∈ c0 = {(t j)∞1 ∈ RN: t j → 0}, let ‖
∑∞
j=1 t je j‖∞ = sup j |t j|. Pick a nonzero continuous lin-
ear operator T : c0 → Y . Let ϕ ∈ pa(R,R) be a nonlinear homeomorphism from R onto R. Deﬁne f T ,ϕ : c0 → Y by
f T ,ϕ(
∑∞
j=1 t je j) = T (
∑∞
j=1 ϕ(t j)e j). Then f T ,ϕ ∈ PL(c0, Y ) but f T ,ϕ is not linear (see Appendix A).
Lemma 1.1. If n ∈ N and Y is a topological vector space, then the family of all linear operators L(Rn, Y ) ⊂ PL(Rn, Y ), and PL(Rn, Y )
includes nonlinear mappings as many as linear operators.
Proof. Every linear operator T : Rn → Y is continuous and so L(Rn, Y ) ⊂ PL(Rn, Y ). For T ∈ L(Rn, Y ) and nonlinear
ϕ ∈ pa(R,R) which is a homeomorphism from R onto R, deﬁne f T ,ϕ : Rn → Y by f T ,ϕ(
∑n
j=1 t je j) = T (
∑n
j=1 ϕ(t j)e j),
∀∑nj=1 t je j ∈ Rn .
Since two norms ‖∑nj=1 t je j‖∞ = max1 jn |t j| and ‖∑nj=1 t je j‖2 =√∑nj=1 t2j are equivalent, we can regard Rn as a
subspace of (c0,‖ · ‖∞). It is similar to Example 1.2 that f T ,ϕ ∈ PL(Rn, Y ). 
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onto R} is uncountable since pa(R,R) includes uncountably many of nonlinear homeomorphisms from R onto R.
By the Hahn–Banach theorem, for every nontrivial Banach space X we can pick an n ∈ N for which there is a continuous
linear T : X → Rn such that T (X) = Rn .
Theorem 1.2. Let X be a Banach space and Y a topological vector space. If T is a continuous linear operator from X onto Rn and
f ∈ PL(Rn, Y ), then f ◦ T ∈ PL(X, Y ). Moreover, PL(X, Y ) includes nonlinear mappings as many as continuous linear operators.
Proof. Let Rn = (Rn,‖ · ‖2), where ‖∑nj=1 t je j‖2 = √∑nj=1 t2j . By the Cauchy inequality, ∑nj=1 |t j|  √n‖∑nj=1 t je j‖2,
∀∑nj=1 t je j ∈ Rn .
Let x ∈ X , ε > 0. For r > 0, set Ur = {x ∈ X: ‖x‖ < r} and Vr = {v ∈ Rn: ‖v‖2 < r}. Since T (X) = Rn , it follows from
the classical open mapping theorem that T (Uε) is open in Rn and 0 = T (0) ∈ T (Uε) so Vr ⊂ T (Uε) for some r > 0. But
f ∈ PL(Rn, Y ) and T : X → Rn is linear, there is a θ > 0 such that f [T (x)] + f (V θ ) ⊂ f [T (x) + Vr] ⊂ f [T (x) + T (Uε)] =
f [T (x + Uε)]. Since T : X → Rn is continuous, T (Uδ) ⊂ V θ for some δ > 0 and so f [T (x)] + f [T (Uδ)] ⊂ f [T (x + Uε)], i.e.,
(p1) holds for f ◦ T .
Let δ > 0, p ∈ N. There exist r > 0 and k ∈ N such that Vr ⊂ T (Uδ) ⊂ V‖T‖δ ⊂ kVr and so T (Uδ) ⊂ kT (Uδ), V‖T‖δ/k =
1
k V‖T‖δ ⊂ Vr ⊂ T (Uδ). But f ∈ PL(Rn, Y ) so there is an m ∈ N such that f (pkV‖T‖δ/k) ⊂ mf (V‖T‖δ/k) and f [T (pUδ)] =
f [pT (Uδ)] ⊂ f (pV‖T‖δ) = f (pkV‖T‖δ/k) ⊂mf (V‖T‖δ/k) ⊂mf [T (Uδ)]. Thus, (p2) holds for f ◦ T .
Since f ∈ PL(Rn, Y ), there is a function η : (0,+∞) → (0,+∞) such that limδ→0 η(δ) = 0 and − f (V δ) ⊂ f (Vη(δ)), ∀δ > 0.
Pick a k0 ∈ N for which V1/k0 ⊂ T (U1) and let δ > 0. Then − f [T (Uδ)] ⊂ − f (V‖T‖δ) ⊂ f (Vη(‖T‖δ)) =
f [k0η(‖T‖δ)V1/k0 ] ⊂ f [k0η(‖T‖δ)T (U1)] = f [T (k0η(‖T‖δ)U1)] = f [T (Uk0η(‖T‖δ))] and limδ→0 k0η(‖T‖δ) = 0. Thus,
(p3) holds for f ◦ T .
Let C1 be the positive number in (p4) which holds for the f ∈ PL(Rn, Y ). Suppose ∑∞i=1 ‖xi‖ < +∞ in X . Then∑∞
i=1 ‖T (xi)‖ ‖T‖
∑∞
i=1 ‖xi‖ < +∞ and so
∑∞
i=1 f [T (xi)] = f (
∑∞
i=1 wi) where {wi} ⊂ Rn such that ‖wi‖2  C1‖T (xi)‖2 
C1‖T‖‖xi‖, ∀i ∈ N. Denote that wi =∑nj=1 ti je j , i = 1,2,3, . . . .
Since T (X) = Rn , pick z1, z2, . . . , zn ∈ X for which T (z j) = e j = (0, . . . ,0,
( j)
1 ,0, . . . ,0) ∈ Rn , j = 1,2, . . . ,n. Then∑n
j=1 s je j =
∑n
j=1 s j T (z j) = T (
∑n
j=1 s j z j) and ‖
∑n
j=1 s j z j‖ 
∑n
j=1 |s j |‖z j‖  max1 jn ‖z j‖
∑n
j=1 |s j | √
nmax1 jn ‖z j‖‖∑nj=1 s je j‖2, ∀∑nj=1 s je j ∈ Rn .
Let ui =∑nj=1 ti j z j , ∀i ∈ N. Then T (ui) = T (∑nj=1 ti j z j) =∑nj=1 ti je j = wi and
‖ui‖ =
∥∥∥∥∥
n∑
j=1
ti j z j
∥∥∥∥∥√n max1 jn‖z j‖‖wi‖2 
(√
nC1‖T‖ max
1 jn
‖z j‖
)
‖xi‖, ∀i ∈ N,
where the constant
√
nC1‖T‖max1 jn ‖z j‖ determined by f , T and picked z1, z2, . . . , zn ∈ X . Moreover, ∑∞i=1 f [T (xi)] =
f (
∑∞
i=1 wi) = f [
∑∞
i=1 T (ui)] = f [T (
∑∞
i=1 ui)]. Thus, (p4) holds for f ◦ T .
Now, f [T (0)] = f (0) = 0 and f ◦ T ∈ PL(X, Y ). 
2. A new open mapping theorem
Theorem 2.1. Let X, Y be Fréchet spaces. If f ∈ PL(X, Y ) is onto, i.e., f (X) = Y , then f is open.
Proof. Both X = (X,‖ · ‖) and Y = (Y ,‖ · ‖) are separated complete paranormed spaces so ‖x‖ = 0 if and only if x = 0.
For r > 0, set Ur = {x ∈ X: ‖x‖ < r} and Vr = {y ∈ Y : ‖y‖ < r}. Observe that f ∈ PL(X, Y ) so f (0) = 0 and the conditions
(p1)–(p4) hold for f .
Let δ > 0. Since limn 1n x = 0, ∀x ∈ X , X =
⋃∞
n=1 nUδ and Y = f (X) = f (
⋃∞
n=1 nUδ) =
⋃∞
n=1 f (nUδ). But (p2) holds for f
so
⋃∞
n=1 f (nUδ) ⊂
⋃∞
m=1mf (Uδ) ⊂
⋃∞
m=1m f (Uδ) ⊂ Y . Thus, Y =
⋃∞
m=1m f (Uδ). By the Baire category theorem, f (Uδ) has
nonempty interior so f (Uδ) − f (Uδ) ∈N (Y ), the family of neighborhoods of 0 ∈ Y .
Let δ > 0. Since (p3) holds for f and limα→0 η(α) = 0 in (p3), pick an α ∈ (0, δ) for which 0 < η(α) < δ and − f (Uα) ⊂
f (Uη(α)). Then f (Uα) − f (Uα) ⊂ f (Uα) + − f (Uα) ⊂ f (Uα) + f (Uη(α)) ⊂ f (Uδ) + f (Uδ). This shows that f (Uδ) + f (Uδ) ∈
N (Y ), ∀δ > 0.
Let δ > 0 and C > 0 as in (p4). For y, z ∈ f (Uδ/(2C)) pick {xn}, {un} ⊂ Uδ/(2C) such that f (xn) → y and f (un) → z.
For each n ∈ N let vn1 = xn , vn2 = un , vni = 0 for i  3. Since (p4) holds for f , there is wni ∈ X with ‖wni‖  C‖vni‖
(n, i ∈ N) such that f (xn) + f (un) =∑∞i=1 f (vni) = f (∑∞i=1 wni) for all n ∈ N. But X is Hausdorff and ‖wni‖ = 0 for i  3
and all n ∈ N, hence wni = 0, ∀n ∈ N, i  3. So f (xn) + f (un) = f (wn1 + wn2) where ‖wn1 + wn2‖  ‖wn1‖ + ‖wn2‖ 
C‖xn‖+C‖un‖ < δ, ∀n ∈ N. Letting sn = wn1+wn2, sn ∈ Uδ and y+ z = limn[ f (xn)+ f (un)] = limn f (sn). Thus, y+ z ∈ f (Uδ),
f (Uδ/(2C)) + f (Uδ/(2C)) ⊂ f (Uδ) and so f (Uδ) ∈N (Y ), ∀δ > 0.
Let δ > 0 and y ∈ f (Uδ/(2C)). Since f (Ur) ∈N (Y ), ∀r > 0, there is an integer sequence n1 < n2 < · · · such that V1/nk ⊂
f (Uδ/(2kC)), ∀k ∈ N. Pick an x1 ∈ Uδ/(2C) such that ‖y − f (x1)‖ < 1/n2. Then y − f (x1) ∈ f (Uδ/(22C)) so there is an x2 ∈
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gives a sequence {xi} ⊂ X for which
‖xi‖ < δ/
(
2iC
)
, ∀i ∈ N;
∥∥∥∥∥y −
k∑
i=1
f (xi)
∥∥∥∥∥< 1/nk+1, ∀k ∈ N.
Thus,
∑∞
i=1 ‖xi‖ < δ/C and y =
∑∞
i=1 f (xi).
By (p4), there is {ui} ⊂ X for which ‖ui‖  C‖xi‖ for all i and y = ∑∞i=1 f (xi) = f (∑∞i=1 ui). Since ∑∞i=1 ui is con-
vergent, limn
∑n
i=1 ui =
∑∞
i=1 ui , i.e., limn ‖
∑∞
i=1 ui −
∑n
i=1 ui‖ = 0 and so ‖
∑∞
i=1 ui‖ = limn ‖
∑n
i=1 ui‖ limn
∑n
i=1 ‖ui‖ =∑∞
i=1 ‖ui‖ C
∑∞
i=1 ‖xi‖ < δ. Then
∑∞
i=1 ui ∈ Uδ and y ∈ f (Uδ). Thus, f (Uδ/(2C)) ⊂ f (Uδ), f (Uδ) ∈N (Y ), ∀δ > 0.
Now let G be an open set in X and x ∈ G . Then x + Uε ⊂ G for some ε > 0. But (p1) holds for f and so there is a
δ > 0 such that f (x) + f (Uδ) ⊂ f (x + Uε) ⊂ f (G). Since f (Uδ) ∈N (Y ), f (x) is an interior point of f (G) whenever x ∈ G .
Therefore, f (G) is open. 
The function f0 : R → R in Example 1.1 is everywhere discontinuous and nonlinear but f0 satisﬁes all conditions in
Theorem 2.1. This shows that our Theorem 2.1 is independent of either continuity or linearity.
For topological vector spaces X and Y , a linear operator T : X → Y is called almost open if for each U ∈N (X), T (U ) ∈
N (Y ) [11, p. 57].
Deﬁnition 2.1. A mapping f : X → Y is called almost open at 0 ∈ X if for each U ∈N (X), f (U ) ∈N (Y ).
Example 2.1. Let c00 = {(t j)∞1 ∈ RN : t j = 0 eventually}. Then c00  c0 but c00 is a dense subspace of c0. Let ϕ ∈ pa(R,R)
be a nonlinear homeomorphism from R onto R. Deﬁne f : c00 → c0 by f (∑ j∈ t je j) =∑ j∈ ϕ(t j)e j , ∀∑ j∈ t je j ∈ c00.
Let F (
∑∞
j=1 t je j) =
∑∞
j=1 ϕ(t j)e j , ∀
∑∞
j=1 t je j ∈ c0. As a special case of Example 1.2 (Y = c0, T (x) = x when x ∈ c0), F ∈
PL(c0, c0) and F (c0) = c0 so F : c0 → c0 is open by Theorem 2.1. Let ∑∞j=1 tnje j →∑∞j=1 t je j in (c0,‖ · ‖∞) and ε > 0. Then
M = sup j |t j| + supn, j |tnj | < +∞ and ϕ is uniformly continuous on [−M,M] and so there is an α > 0 such that |ϕ(t) −
ϕ(s)| < ε/2 when t, s ∈ [−M,M] with |t − s| < α. Pick an n0 ∈ N for which sup j |tnj − t j| = ‖
∑∞
j=1 tnje j −
∑∞
j=1 t je j‖∞ < α
when n > n0. Then ‖F (∑∞j=1 tnje j) − F (∑∞j=1 t je j)‖∞ = ‖∑∞j=1 ϕ(tnj)e j −∑∞j=1 ϕ(t j)e j‖∞ = sup j |ϕ(tnj) − ϕ(t j)| ε/2 < ε
for all n > n0. This shows that F : c0 → c0 is continuous. Moreover, F is one-to-one since ϕ is a homeomorphism from R
onto R. Thus, F is a homeomorphism from c0 onto c0 since F is open. Now for δ > 0 and Uδ = {x ∈ c00: ‖x‖∞ < δ} the
closure Uδc0 = {x ∈ c0: ‖x‖∞  δ} ∈N (c0) and f (Uδ)c0 = F (Uδ)c0 = F (Uδc0 ) since F is a homeomorphism from c0 onto c0.
Since F is open and F ({x ∈ c0: ‖x‖ < δ}) ⊂ F (Uδc0 ) = f (Uδ)c0 , f (Uδ)c0 ∈N (c0) and so f : c00 → c0 is almost open at 0 ∈ c00
but f is neither linear nor open since f (Uδ) /∈N (c0).
There is a classical version which says that if a continuous linear operator from a Fréchet space to a separated para-
normed space (= metric linear space) is almost open then it is open [11, p. 58]. Observing every continuous linear operator
deﬁned on a Fréchet space satisﬁes (p1)–(p4), we improve this version as follows.
Theorem 2.2. Let X and Y be separated paranormed spaces. If f : X → Y satisﬁes the conditions (p1) and (p4) and f is almost
open at 0 ∈ X, then f is open.
Proof. Let δ > 0 and Uδ = {x ∈ X: ‖x‖ < δ}. Let C > 0 be the constant in (p4).
Suppose y ∈ f (Uδ/2C ) where Uδ/2C = {x ∈ X: ‖x‖ < δ/2C}. Since f is almost open at 0 ∈ X , there is an integer sequence
n1 < n2 < · · · such that V1/nk = {y ∈ Y : ‖y‖ < 1/nk} ⊂ f (Uδ/2kC ) where Uδ/2kC = {x ∈ X: ‖x‖ < δ/2kC}, k = 1,2,3, . . . . Pick
an x1 ∈ Uδ/2C such that ‖y − f (x1)‖ < 1/n2. Then y − f (x1) ∈ V1/n2 ⊂ f (Uδ/22C ) and so there is an x2 ∈ Uδ/22C such that
‖y − f (x1) − f (x2)‖ < 1/n3, i.e., y − f (x1) − f (x2) ∈ f (Uδ/23C ). Continuing this construction inductively gives {xi} ⊂ X such
that
‖xi‖ < δ/2iC for all i,
∥∥∥∥∥y −
k∑
i=1
f (xi)
∥∥∥∥∥< 1/nk+1 → 0.
Thus,
∑∞
i=1 ‖xi‖ < δ/C < +∞ and y =
∑∞
i=1 f (xi).
Since (p4) holds for f , there is {ui} ⊂ X such that ‖ui‖ C‖xi‖ < δ/2i for all i and y =∑∞i=1 f (xi) = f (∑∞i=1 ui) where
‖∑∞i=1 ui‖ ∑∞i=1 ‖ui‖ <∑∞i=1 δ/2i = δ, i.e., y = f (∑∞i=1 ui) ∈ f (Uδ). Thus, f (Uδ/2C ) ⊂ f (Uδ). But f (Uδ/2C ) ∈N (Y ) since
f is almost open at 0 ∈ X and so f (Uδ) ∈N (Y ), ∀δ > 0.
As in the last part of the proof of Theorem 2.1, f : X → Y is open since (p1) holds for f . 
Now we have a nice consequence as follows.
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open if and only if the condition (p4) holds for f and f is almost open at 0 ∈ X.
Proof. Since f is linear, (p1) holds for f . By Theorem 2.2, if (p4) holds for f and f is almost open at 0 ∈ X , then f is
open.
Suppose that f : X → Y is linear and open. For U ∈ N (X) there is open G ∈ N (X) such that 0 ∈ G ⊂ U , 0 = f (0) ∈
f (G) ⊂ f (U ) and f (G) is open. Thus, f (U ) ∈N (Y ), f is almost open at 0 ∈ X .
Let {xi} ⊂ X for which 0 <∑∞i=1 ‖xi‖ < +∞ and ∑∞i=1 f (xi) converges. Then ‖xk‖ > 0 for some k ∈ N and U‖xk‖ = {x ∈ X :‖x‖ < ‖xk‖} is open. Since f is open, f (U‖xk‖) is open and 0 = f (0) ∈ f (U‖xk‖). Hence, it follows from limn∑∞i=n f (xi) = 0
that
∑∞
i=n f (xi) ∈ f (U‖xk‖) for suﬃciently large n.
Pick an n0 > k + 1 such that ∑∞i=n0 f (xi) ∈ f (U‖xk‖). Then ∑∞i=n0 f (xi) = f (w) for some w ∈ U‖xk‖ . Now let
u1 = x1, . . . , uk−1 = xk−1, uk = xk + w, uk+1 = xk+1, . . . , un0−1 = xn0−1,
ui = 0, ∀i  n0.
Then
∑∞
i=1 f (xi) =
∑n0−1
i=1 f (xi)+
∑∞
i=n0 f (xi) =
∑n0−1
i=1 f (xi)+ f (w) = f (
∑n0−1
i=1 xi +w) = f (x1+· · ·+xk−1+xk +w+xk+1+
· · · + xn0−1) = f (
∑n0−1
i=1 ui) = f (
∑∞
i=1 ui). Since w ∈ U‖xk‖ , ‖w‖ < ‖xk‖, ‖uk‖ = ‖xk + w‖ < 2‖xk‖ and ‖ui‖  ‖xi‖  2‖xi‖
for all i = k. Thus, (p4) holds for f . 
We now emphasize that the condition (p4) is very important and valuable for the consideration of open mappings.
Appendix A. The proof of Example 1.2
Simply, let f = f T ,ϕ .
Fix a
∑∞
j=1 t je j ∈ c0 and let ε > 0, M = ‖
∑∞
j=1 t je j‖∞ + ‖
∑∞
j=1 ϕ(t j)e j‖∞ + 1. Since ϕ ∈ pa(R,R), each
∑∞
j=1 s je j ∈ c0
gives {α j}, {β j} ∈ [0,1]N such that ∑∞j=1 ϕ(t j)e j + ∑∞j=1 ϕ(s j)e j = ∑∞j=1[ϕ(t j) + ϕ(s j)]e j = ∑∞j=1 ϕ(α jt j + β j s j)e j and
so f (
∑∞
j=1 t je j) + f (
∑∞
j=1 s je j) = T (
∑∞
j=1 ϕ(t j)e j) + T (
∑∞
j=1 ϕ(s j)e j) = T (
∑∞
j=1[ϕ(t j) + ϕ(s j)]e j) = T (
∑∞
j=1 ϕ(α jt j +
β j s j)e j) = f (∑∞j=1(α jt j + β j s j)e j) = f (∑∞j=1[t j + (α j − 1)t j + β j s j]e j) = f (∑∞j=1 t je j +∑∞j=1[(α j − 1)t j + β j s j]e j). Since∑∞
j=1 t je j is ﬁxed,
∑∞
j=1[(α j − 1)t j + β j s j]e j depends on
∑∞
j=1 s je j only. It is possible that
∑∞
j=1 ϕ(t j)e j +
∑∞
j=1 ϕ(s j)e j =∑∞
j=1 ϕ(α jt j + β j s j)e j =
∑∞
j=1 ϕ(α′jt j + β ′j s j)e j for different sequences in [0,1], but the axiom of choice gives a mapping
Φ : c0 → ([0,1]N)2 for which Φ(∑∞j=1 s je j) = ({α j}, {β j}) implies ∑∞j=1 ϕ(t j)e j +∑∞j=1 ϕ(s j)e j = ∑∞j=1 ϕ(α jt j + β j s j)e j .
Let ξ(
∑∞
j=1 s je j) =
∑∞
j=1[(α j − 1)t j + β j s j]e j where ({α j}, {β j}) = Φ(
∑∞
j=1 s je j). Then f (
∑∞
j=1 t je j) + f (
∑∞
j=1 s je j) =
f [∑∞j=1 t je j + ξ(∑∞j=1 s je j)] whenever ∑∞j=1 s je j ∈ c0.
Since ϕ is a homeomorphism of R onto R, there is a θ ∈ (0,1) such that |ϕ−1(t)−ϕ−1(s)| < ε/2 whenever t, s ∈ [−M,M]
with |t − s| < θ . Then pick a δ > 0 for which |ϕ(t)| < θ if |t| < δ.
Let
∑∞
j=1 s je j ∈ Uδ = {
∑∞
j=1 r je j: sup j |r j | < δ} and ξ(
∑∞
j=1 s je j) =
∑∞
j=1[(α j − 1)t j + β j s j]e j . For each j ∈ N, |s j| < δ
so |ϕ(s j)| < θ < 1. Then |ϕ(t j)|  M − 1, |ϕ(t j) + ϕ(s j)| < |ϕ(t j)| + 1 < M and |(α j − 1)t j + β j s j | = |α jt j + β j s j − t j | =
|ϕ−1[ϕ(t j) + ϕ(s j)] − ϕ−1[ϕ(t j)]| < ε/2, ∀ j ∈ N. Hence, ‖ξ(∑∞j=1 s je j)‖∞ = sup j |(α j − 1)t j + β j s j |  ε/2 < ε. This shows
that f (
∑∞
j=1 t je j) + f (Uδ) ⊂ f (
∑∞
j=1 t je j + Uε), i.e., (p1) holds for f .
Let δ > 0, n ∈ N and ∑∞j=1 t je j ∈ Uδ . Since ϕ : R → R is continuous and one-to-one, ϕ is strictly monotonic. Observing
ϕ(0) = 0, let M = max(|ϕ(−nδ)|, |ϕ(nδ)|), μ = min(|ϕ(− δ2 )|, |ϕ( δ2 )|) and pick an integer m > Mμ . For each j ∈ N, it follows
from |t j| < δ that |ϕ(nt j)|m < Mm < μ and so ϕ(nt j)m ∈ ϕ[(− δ2 , δ2 )], i.e., ϕ(nt j) =mϕ(s j) for some s j ∈ (− δ2 , δ2 ). Since ϕ−1 : R → R
is continuous and t j → 0, s j = ϕ−1[ϕ(nt j)m ] → 0 as j → +∞ and so
∑∞
j=1 s je j ∈ c0 with ‖
∑∞
j=1 s je j‖∞  δ2 < δ and
f
(
n
∞∑
j=1
t je j
)
= f
( ∞∑
j=1
nt je j
)
= T
( ∞∑
j=1
ϕ(nt j)e j
)
= T
( ∞∑
j=1
mϕ(s j)e j
)
=mT
( ∞∑
j=1
ϕ(s j)e j
)
=mf
( ∞∑
j=1
s je j
)
.
Thus, f (nUδ) ⊂mf (Uδ), i.e., (p2) holds for f .
For δ > 0 let η(δ) = |ϕ−1[−ϕ(δ)]| + |ϕ−1[−ϕ(−δ)]|. It follows from limt→0 ϕ(t) = 0 that limδ→0 η(δ) = 0. Let
δ > 0 and
∑∞
j=1 t je j ∈ Uδ . Since ϕ is strictly monotonic, for each j ∈ N we have either ϕ(−δ) < ϕ(t j) < ϕ(δ) or
ϕ(δ) < ϕ(t j) < ϕ(−δ) and so either −ϕ(δ) < −ϕ(t j) < −ϕ(−δ) or −ϕ(−δ) < −ϕ(t j) < −ϕ(δ) must hold. Then either
ϕ−1[−ϕ(δ)] < ϕ−1[−ϕ(t j)] < ϕ−1[−ϕ(−δ)] or ϕ−1[−ϕ(−δ)] < ϕ−1[−ϕ(t j)] < ϕ−1[−ϕ(δ)] must hold for each j ∈ N.
Hence, |ϕ−1[−ϕ(t j)]| < max{|ϕ−1[−ϕ(δ)]|, |ϕ−1[−ϕ(−δ)]|} < |ϕ−1[−ϕ(δ)]| + |ϕ−1[−ϕ(−δ)]| = η(δ), ∀ j ∈ N. But t j → 0
so ϕ−1[−ϕ(t j)] → 0 and ∑∞j=1 ϕ−1[−ϕ(t j)]e j ∈ Uη(δ) and
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( ∞∑
j=1
t je j
)
= −T
( ∞∑
j=1
ϕ(t j)e j
)
= T
( ∞∑
j=1
[−ϕ(t j)]e j
)
= T
( ∞∑
j=1
ϕ
[
ϕ−1
(−ϕ(t j))]e j
)
= f
( ∞∑
j=1
ϕ−1
[−ϕ(t j)]e j
)
∈ f (Uη(δ)).
Thus, − f (Uδ) ⊂ f (Uη(δ)), i.e., (p3) holds for f .
Suppose limn ‖∑∞j=1 tnje j − ∑∞j=1 t je j‖ = 0 in c0. Then supn ‖∑∞j=1 tnje j‖∞ + ‖∑∞j=1 t je j‖∞ = M < +∞. Since ϕ is
uniformly continuous on [−M,M] and limn sup j |tnj − t j | = 0, limn sup j |ϕ(tnj) − ϕ(t j)| = 0, that is, limn ‖
∑∞
j=1 ϕ(tnj)e j −∑∞
j=1 ϕ(t j)e j‖∞ = 0. Hence, limn f (
∑∞
j=1 tnje j) = limn T [
∑∞
j=1 ϕ(tnj)e j] = T [
∑∞
j=1 ϕ(t j)e j] = f (
∑∞
j=1 t je j). This shows that
f : c0 → Y is continuous.
Let
∑∞
i=1 ‖
∑∞
j=1 ti je j‖∞ =
∑∞
i=1 sup j |ti j| < +∞ in c0. Letting α(1)1 j = 1 for all j ∈ N, we have f (
∑∞
j=1 t1 je j) =
f (
∑∞
j=1 α
(1)
1 j t1 je j). If n ∈ N and
∑n
i=1 f (
∑∞
j=1 ti je j) = f (
∑n
i=1
∑∞
j=1 α
(n)
i j ti je j) for some α
(n)
i j ∈ [0,1] where 1  i  n and
j ∈ N, then for each j ∈ N there exist β(n+1)j ,α(n+1)n+1 j ∈ [0,1] such that
n+1∑
i=1
f
( ∞∑
j=1
ti je j
)
=
n∑
i=1
f
( ∞∑
j=1
ti je j
)
+ f
( ∞∑
j=1
tn+1 je j
)
= f
(
n∑
i=1
∞∑
j=1
α
(n)
i j ti je j
)
+ f
( ∞∑
j=1
tn+1 je j
)
= f
[ ∞∑
j=1
(
n∑
i=1
α
(n)
i j ti j
)
e j
]
+ f
( ∞∑
j=1
tn+1 je j
)
= T
[ ∞∑
j=1
ϕ
(
n∑
i=1
α
(n)
i j ti j
)
e j
]
+ T
( ∞∑
j=1
ϕ(tn+1 j)e j
)
= T
( ∞∑
j=1
[
ϕ
(
n∑
i=1
α
(n)
i j ti j
)
+ ϕ(tn+1 j)
]
e j
)
= T
( ∞∑
j=1
ϕ
[
β
(n+1)
j
(
n∑
i=1
α
(n)
i j ti j
)
+ α(n+1)n+1 j tn+1 j
]
e j
)
= f
[ ∞∑
j=1
(
n∑
i=1
β
(n+1)
j α
(n)
i j ti j + α(n+1)n+1 j tn+1 j
)
e j
]
= f
[ ∞∑
j=1
(
n+1∑
i=1
α
(n+1)
i j ti j
)
e j
]
= f
(
n+1∑
i=1
∞∑
j=1
α
(n+1)
i j ti je j
)
,
where α(n+1)i j = β(n+1)j α(n)i j ∈ [0,1] for 1  i  n and j ∈ N. This shows that for every n ∈ N there exists a matrix {α(n)i j ∈
[0,1]: 1 i  n, j ∈ N} such that
n∑
i=1
f
( ∞∑
j=1
ti je j
)
= f
(
n∑
i=1
∞∑
j=1
α
(n)
i j ti je j
)
= f
( ∞∑
i=1
∞∑
j=1
α
(n)
i j ti je j
)
, (∗)
where α(n)i j = 0 whenever i > n and j ∈ N.
Now the diagonal procedure produces an integer sequence n1 < n2 < · · · such that
limα(nk)i j = αi j ∈ [0,1], ∀(i, j) ∈ N2.k
R. Li et al. / Topology and its Applications 157 (2010) 2086–2093 2093Fix an i ∈ N. Since ∑∞j=1 ti je j ∈ c0 and ‖∑∞j=m α(nk)i j ti je j‖∞ = sup jm |α(nk)i j ti j|  sup jm |ti j| = ‖∑∞j=m tije j‖∞ for all k
and m,
∑∞
j=1 α
(nk)
i j ti je j converges uniformly for k ∈ N and
lim
k
∞∑
j=1
α
(nk)
i j ti je j = limk limm
m∑
j=1
α
(nk)
i j ti je j = limm limk
m∑
j=1
α
(nk)
i j ti je j
= lim
m
m∑
j=1
αi jti je j =
∞∑
j=1
αi jti je j,
lim
k
m∑
i=1
∞∑
j=1
α
(nk)
i j ti je j =
m∑
i=1
∞∑
j=1
αi jti je j, ∀m ∈ N. (∗∗)
Let ε > 0. By limt→0 ϕ(t) = ϕ(0) = 0, pick a δ > 0 for which |ϕ(s)| < ε whenever |s|  δ. Since ∑∞i=1 sup j |ti j| =∑∞
i=1 ‖
∑∞
j=1 ti je j‖∞ < +∞, there is an m0 ∈ N such that
∑∞
i=m0 sup j |ti j| < δ. Let n m m0. By ϕ ∈ pa(R,R), we have
that
∑n
i=m ϕ(ti j) = ϕ(
∑n
i=m rijti j) where ri j ∈ [0,1] for m i  n and j ∈ N. Since |
∑n
i=m rijti j |
∑n
i=m |ri jti j|
∑n
i=m |ti j|∑∞
i=m0 |ti j| 
∑∞
i=m0 sup j |ti j| < δ for each j ∈ N, |ϕ(
∑n
i=m rijti j)| < ε for each j ∈ N and so ‖
∑n
i=m
∑∞
j=1 ϕ(ti j)e j‖∞ =
‖∑∞j=1(∑ni=m ϕ(ti j))e j‖∞ = ‖∑∞j=1 ϕ(∑ni=m rijti j)e j‖∞ = sup j |ϕ(∑ni=m rijti j)|  ε. This shows that, ∑∞i=1∑∞j=1 ϕ(ti j)e j
converges in (c0,‖ · ‖∞) and T [∑∞i=1∑∞j=1 ϕ(ti j)e j] =∑∞i=1 T (∑∞j=1 ϕ(ti j)e j) =∑∞i=1 f (∑∞j=1 ti je j).
Since
∑∞
i=1 ‖
∑∞
j=1 ti je j‖∞ < +∞ and
∑∞
i=m ‖
∑∞
j=1 α
(nk)
i j ti je j‖∞ =
∑∞
i=m sup j |α(nk)i j ti j| 
∑∞
i=m sup j |ti j| =∑∞
i=m ‖
∑∞
j=1 ti je j‖∞ for all k,m ∈ N, limm
∑m
i=1
∑∞
j=1 α
(nk)
i j ti je j =
∑∞
i=1
∑∞
j=1 α
(nk)
i j ti je j uniformly for k ∈ N. Hence, it fol-
lows from (∗), (∗∗) and the continuity of f : c0 → Y that
f
( ∞∑
i=1
∞∑
j=1
αi jti je j
)
= f
(
lim
m
m∑
i=1
∞∑
j=1
αi jti je j
)
= f
(
lim
m
lim
k
m∑
i=1
∞∑
j=1
α
(nk)
i j ti je j
) (
by (∗∗))
= f
(
lim
k
lim
m
m∑
i=1
∞∑
j=1
α
(nk)
i j ti je j
)
= lim
k
f
(
lim
m
m∑
i=1
∞∑
j=1
α
(nk)
i j ti je j
)
= lim
k
f
( ∞∑
i=1
∞∑
j=1
α
(nk)
i j ti je j
)
= lim
k
nk∑
i=1
f
( ∞∑
j=1
ti je j
) (
by (∗))
=
∞∑
i=1
f
( ∞∑
j=1
ti je j
)
,
where ‖∑∞j=1 αi jti je j‖∞ = sup j |αi jti j| sup j |ti j| = ‖∑∞j=1 ti je j‖∞ for all i ∈ N. Thus, (p4) holds for f .
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