We describe a novel adaptive wavelet-based compression scheme for images which takes advantage of image redundancy across scales. As with standard wavelet transform coders, our compressed image representation consists of a set of quantized wavelet coefficients and quantized wavelet subtrees. Instead of having a fixed subtree codebook, however, we construct a codebook from the image being compressed. Subtrees are quantized to contracted isometries of coarser scale subtrees. This codebook drawni from the image is effective for quantizing locally smooth regions and locally straight edges. We prove that this self-quantization enables us to recover the fine scale wavelet coefficients of an image given its coarse scale coefficients. We show that this self-quantization algorithm is equivalent to a fractal image compression scheme when the wavelet basis is the Haar basis. The wavelet framework greatly simplifies the analysis of fractal compression schemes and places fractal compression in the context of existing wavelet subtree coding schemes. We obtain a simple convergence proof which strengthens existing fractal compression results, we describe a new reconstruction algorithm which requires 0(N) operations for an N pixel image, and we derive an improved means of estimating the error incurred in decoding fractal compressed images. We show the effect of self-quantization for a test image.
INTRODUCTION
Orthogonal and biorthogonal discrete wavelet transforms have been used with great success in image compression applications. The wavelet transform eliminates much of the spatial redundancy within images thereby making them much easier to compress. Recent techniques which have achieved particularly high quality ratedistortion results have done so by making use of scale-based redundancy in images. The algorithms in [9, 10] use the fact that small wavelet coefficients are grouped in subtrees in order to predict zero wavelet coefficients across scales. In this work we describe a compression algorithm which takes advantage of regularities in the behavior of the wavelet coefficients across scales. Our algorithm predicts zerotrees in a manner similar to [9, 10] and in addition makes use of wavelet coefficient decay properties of straight edges to predict coefficients near edges.
The balance of the paper is organized as follows: in the next section we describe fractal image compression, a form of scale-based compression. In section 3 we analyze fractal image compression in the wavelet domain. The wavelet representation greatly simplifies analysis of fractal compression and reveals that these schemes function by predicting wavelet coefficients across scales. We generalize fractal compression to the self-quantized subtree scheme, and use this scheme to quantize a sample image. We describe a fast decoding algorithm for self-quantized subtrees which simplifies and generalizes current fractal decompression schemes [2] .We prove that this decoding scheme converges in N steps for a 2N x 2N image, which unifies and generalizes the results of [7] and [3] . We derive new error bounds for fractal compressed images that give a means for improving fractal encoding schemes.
FRACTAL IMAGE COMPRESSION
Fractal image compression techniques, introduced by Jacquin [5] and Fisher [3] , have proved very successful for compressing images at very low bitrates. An overview of these techniques can be found in [4] .
The basic idea of fractal image compression is that many basic features in images are invariant under rescaling. Constant regions in images are invariant under local averaging and subsampling, as are straight edges. Fractal image compression schemes perform a vector quantization of image blocks. The codebook consists of larger blocks from the image which are locally averaged and subsampled. This codebook is very effective for coding constant regions and straight edges due to the scale invariance of these features. Unlike standard vector quantization schemes, fractal image compression does not require separate storage ofthe codebook. Fractal encoding algorithms construct a contraction map from the plane to the plane for which the unique fixed point is close to image to be coded. Images are stored by storing this contraction map and recovered by iterating the map to find the fixed point. We now describe a simple fractal image compression scheme based on [7] .
Let I be a 2N x 2N image, and let B'1I be the 2? x 2-subblock ofl with lower left hand corner at (2ik, 2il). We will treat I and its subblocks both as matrices of pixels and as vectors. We will use the notation BI(x, y) to refer to the (x, y) entry of a subblock matrix; otherwise we will treat the block BI as a vector. In the vector framework, the image subblock B1I is interpreted to be the result of applying the linear "get-block" operator B1 : R22N R22' to the image I. The adjoint of the get-block operator, B31, is a "put-block" operator which maps a 2 x 2 subblock into an all-zero image at the point (2ik, 2u1). We will abbreviate the block coordinates k, 1 with a single Greek letter (usually p) to simplify our notation.
We first partition I into a set of non-overlapping 2R x 2R range blocks, the blocks B1I. The goal of the compression scheme is to approximate each range block with a block from a codebook. The codebook consists of isometries of averaged and subsampled versions of the domain blocks B1I where D > R. For simplicity we will take D = R + 1, i.e. the domain blocks are blocks with twice the width and height of the range blocks. This approximation process is illustrated in detail in Figure 1 below. We now define several operators which will be used to construct the codebook. Let A be the "average-andsubsample" operator which maps 2. x P image blocks to 221 x 23_i blocks by averaging each pixel in B,1 with its neighbors and then subsampling. We have (ABI)(x, y) = ( (BI)(2x,2y) + (BI)(2x + 1, 2y)+ (BI)(2x, 2y + 1) + (BI)(2x + 1, 2y + 1)).
Let {Li}1<<8 be the 8 isometries of the square obtained from compositions of reflections and 90 degree rotations. We can write {L}1<<8 = {FRm}ü<n<i,0<m<3, where (FBI)(x, y) = (BI)(23 -x, y) is a horizontal reflection and (RB,I)(x, y) = (BI)(2i -y, x) is a 90 degree counterclockwise rotation. Fractal compression schemes construct a codebook by taking domain blocks B'I, eliminating their DC components, averaging and subsampling them, and applying symmetry operators, as illustrated in Figure 1 . We note that the earliest fractal compression schemes do not include the DC removal stage, but without this stage, the corresponding decompression schemes can only be proved to converge under restrictive conditions. We approximate each range block in the image with a linear combination of a codebook element and a subblock of /C. The subblock of X allows us to adjust the DC component of the approximation. We have BI gLADB1I + hBC, (2) where the domain block index p' the scalars gp and h, and the symmetry operator are chosen to minimize the 12 approximation error IIBI -(gLADB'I + hBAC)II.
The image I can be written as a sum of its range blocks, I = > BRBI, so we have
: gpBLpADBI + hPBRBC (3) = GI+HK. (4) To store the image we store the scalars gp and h, we record which symmetry L we use for each range block, and we store the indices each domain block used.
We recover the image iteratively from this stored information. We start with an arbitrary image 1o, and we compute I = GI_1 + HK. This recovery process converges in N steps for a 2N x 2N image [7] , and a fast algorithm for reconstruction exists [2] . The reconstruction error I -INII can be bounded in terms of the approximation errors for each block [6] [2] . In addition, weaker results exist for versions the above scheme which do not remove the block DC components.
In the next section we introduce a wavelet-based framework for analyzing fractal image compression. We show that the above fractal compression scheme is a special case of a self-quantized subtree scheme. The wavelet framework gives new insight into the mechanics of fractal compression schemes, and it places them in the context of existing subtree-based wavelet encoders. The framework yields simple and more general proofs of the convergence ofthe reconstruction algorithm, a generalization and simplification ofthe fast reconstruction scheme, and improved estimates for MI -INI in terms of the individual range block approximation errors.
SELF-QUANTIZED SUBTREE COMPRESSION
Let (x) be an orthogonal wavelet and let q(x) be the associated scaling function (see [8] for an overview of wavelets). We use orthogonal wavelets for this discussion, but the results can easily be generalized to biorthogonal wavelets. The function q(x, y) = q(x)q(y) is a separable 2-D scaling function and the functions bH(x, y) = q(x)?b(y), L5(x, y) = L(x)qf(y), and iI'D(x, y) = (x)(y) are 2-D wavelets which act as horizontal, vertical, and diagonal edge detectors, respectively. We use the subscript w to represent one of the three orientations H, V or D. The discrete wavelet transform of a 2N x 2N image I expands the image into the sum N-i 2 2
where 'L,k,l 22(23x -k, 2y -1) and kl = 23(23x -k, 2y -1).
Each wavelet w,k,l has four children, the wavelets of the next finer scale, wk+1,21' 2k,2l+1' and lk2k+1,2l+1, that correspond to the same spatial location and the same orientation as bkl. A wavele subfree is a set of wavelets that have the same spatial location but different scales and orientations. The subtree S'1I consists of the coefficients of the three oriented wavelets I1,k,l together with the coefficients of their children, their children's children, and so on. Two wavelet subtrees are shown as shaded regions in Figure 2 .
Fractal Compression in the Wavelet Domain
In fractal compression we approximate a set of 2R x 2R range blocks using a set of 2R+1 x 2R+1 domain blocks.
The wavelet analog of an image block, a set of pixels associated with a small region in space, is the wavelet subtree. In fact, when our wavelet basis is the 2-D Haar basis, the inverse transform of the subtree S_RI is exactly the block BI minus its DC component. For the remainder of this discussion we will take our wavelet basis to be the Haar basis. range subtree SRI using the codebook element gLAS1I which is derived from the lightly shaded domain subtree S_R_hI. A truncates the finest scale coefficients of the domain subtree and multiplies the coefficients by , and L rotates it. When storing this image we save the coarse-scale wavelet coefficients in bands 2 and below, and we save the encodings of all subtrees with roots in band 3.
The horizontal reflection operator F reflects wavelet coefficients horizontally at each scale, and the rotation operator R rotates the waveletcoefficients at each scale and switches the H coefficients to bv coefficients.
Hence the symmetry operators L permute wavelet coefficients within each scale. Figure 2 illustrates the action of a symmetry operator on a subtree,
We recall that the fractal compression scheme approximates each range block with a symmetry of a domain block plus a constant block. Wavelet subtrees have no DC component, so the constant block is unnecessary as is the eliminate-DC operator D. The range block approximation (2) becomes S_RI gpLpASI. (6) We store the same information as before, except that instead of storing the DC components of the blocks, h, we store the coarse-scale wavelet coefficients up to scale N -R -1. There is no net change in storage requirements, but for larger values of R, the wavelet coefficients can be quantized more efficiently than the h due to their low entropy generalized Gaussian distribution [1 , 8] .
This Haar wavelet-based fractal compression scheme is a special case of a self-quantized subree (SQS) cornpression scheme. For a wavelet bases other than the Haar basis, we define a new operator A which has the same effect on the basis as the average-and-subsample operator has on the Haar basis. Namely, we define the new A so that Aq = q, A = ij+' for k < N -1, and Ab1 = 0. The SQS algorithm then proceeds just as before.
1. Fix an initial scale J > 0. Quantize and store all wavelet coefficients for 0 j < J.
2. For each subtree with root at the initial scale J, SI, we find the subtree of scale J -1, a constant gp, and a symmetry operator L which minimize -We store the value gp, the offset p', and the index of L . The norm used in fractal compression schemes is the 12 norm. We will discuss this choice of norm in more detail in the error analysis section below.
By using bases other than the Haar basis, we can reduce the subtree quantization error, and we eliminate the blocking artifacts which are characteristic of fractal compression schemes. Figure 3 illustrates the effects of subtree quantization on the 512 x 512 Lena image for three different wavelet bases. Here J = 5, i.e. we quantize 16 x 16 blocks using 32 x 32 blocks in the fractal case. The coefficients g have been quantized uniformly between -2 and 2 using 7 bits. The coarse-scale coefficients are not quantized here so that we see only the effects of the self-quantization.
Because Haar wavelets are discontinuous, quantizing the Haar coefficients introduces discontinuities into the reconstructed image. The effect of these discontinuities can be seen in the clear blocking effects in the Haarquantized image at the top right of Figure 3 . Because the human visual system is especially sensitive to horizontal and vertical lines, blocking artifacts yield especially poor subjective image quality. The Daubechies wavelet D4 is continuous, and we see in the bottom left of Figure 3 that the block discontinuities are eliminated. Using the higher order D6 and D8 wavelets yields further small reductions in the error. In the bottom right corner we use the biorthogonal spline wavelet from [1] We can obtain greatly improved image fidelity by adapting the size of our quantized subtree, quantizing larger subtrees when the quantization error is small and smaller subtrees when the error is large. Such quadtree and HV-tree schemes are described in [4] . In addition, the computational cost of the seif-quantization can be reduced by adapting fractal compression techniques. [4] obtains substantial speedups in quantization by dividing image blocks into quarters and classifying them according to the average brightness of each quarter. This classification scheme is equivalent to a classification based on the three coarsest subtree coefficients.
We show below that we can reconstruct a self-quantization approximation to I in finite steps.
Convergence of Self-Quantized Subtree Reconstruction
The idea of the convergence proof can be seen in Figure 2 . In approximating range subtrees by coarser domain subtrees, we generate a map from the coarse-scale wavelet coefficients to the fine. We start with the coarsest coefficients, and iterate the map to generate the finer ones. In the figure we initially know all coefficients in bands 0, 1, and 2, which means we know the values of all the roots of the domain subtrees S,I used to generate the codebook. The roots of the domain subtrees S,I are used to obtain the values of the roots of the range subtrees sI. By applying the relation s;2: = gLAS1I (7) to each range subtree, we obtain the coefficients in band 3. Each time we apply (7), we obtain one more band of coefficients. Hence the algorithm converges after N -J steps.
We will prove that we can reconstruct our image when we encode with a more general codebook. The symmetry operators we have been using to generate codebook elements are examples of scale-ascending operators. We say that an operator T is scale-ascending for scale K if for j K we can write as a linear combination of wavelets of the same or finer scale, i.e. as a linear combination of f j. For scales K and above, scale Figure 3 : Effects of seif-quantization on a 512 x 512 image using different wavelet bases. Clockwise from the top left we have the original image, seif-quantization using the Haar basis, seif-quantization using a biorthogonal spline, and seif-quantization using the Daubechies D4 basis. We quantize all subtrees with root in scale 5, which in the Haar case is equivalent to approximating 16 x 16 blocks with 32 x 32 blocks. In section 3.3 we show that if we quantize the coarse-scale coefficients to 8 bits/coefficient, this simple quantization scheme yields a compression ratio of 78.7:1. A considerable improvement in image quality is obtained by adapting the size of the quantized subtrees according to local quantization errors.
ascending operators move information from the coarser scales to finer or maintain information at a particular scale, but no information is moved from the fine scale back to the coarse.
We can generalize our scheme in two ways. First, our image reconstructions converge when L is any linear operator which is scale-ascending for scale J. Second, we can apply an initial scale-ascending for scale J operator E to our image I. One such operator which has been used in fractal compression schemes is the half-step translation operator M defined such that -J1 k,l n,m k+,l+1 .
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The addition of this initial operator E thus enables us to include fractal schemes that use the domain blocks B'I in our wavelet framework. Proof: The proof proceeds by induction. We suppose that we have all coefficients for k < j. We must show that we can use this information to obtain the coefficients c7'. To simplify our notation, we combine the wavelet position and orientation subscripts into a single Greek letter subscript.
The coefficient c1 is contained in some subtree SI which satisfies (7). We have = < I, > (9) = < SSI, >, (10) since is the projection of I onto the wavelets corresponding to the subtree SI. Applying (7) we obtain cjp+1 = Th < STLaAS'EaI, l+1 > . k=O r since the operator SS is a translation operator. When k > j we have by hypothesis that Ea5 is equal to a sum of wavelets of scale > k. The operator A increases the scale of each of the resulting wavelets by 1, and then again by hypothesis the operator L maintains or increases the scale. The left hand side of the inner product is thus a linear combination of wavelets of scale k + 1 and above. The inner product is therefore 0 for k > j which proves that can be expressed as a linear combination of the c for k <j. Thus, the similarity relation (7) gives a map which enables us to obtain fine-scale coefficients from coarse-scale coefficients.
0
This map from coarse-scale to fine-scale coefficients is what allows fractal compression schemes to decode images at a higher resolution than that at which they were encoded. The fine-scale coefficients of the highresolution image are extrapolated from the same map used to generate the subtree coefficients.
When the operator L is one of the symmetry operators FRm and E is the identity map, we have LLi = i.e. the symmetry operators permute wavelet coefficients within each scale, The expression for obtaining the fine-scale coefficients from the coarser coefficients simplifies to +1 = (15) where the factor of comes from the operator A. For this case we can obtain all fine scale coefficients of a 2N >< 2N image from the given coarse scale coefficients in o(22N) operations. Inverting the wavelet transform to obtain the original image requires an additional o(22N) operations. We thus obtain a reconstruction algorithm which is linear in the number of pixels in the image. We note also that the matrix representation of the half-step operator M has a banded form in the wavelet domain which enables us to preserve the O(22N) operation count for the reconstruction scheme.
The above proof can easily be extended to the adaptive quadtree and HV-tree schemes described in [4] .
Moreover, because we are now working in a wavelet subtree setting, we can combine self-quantized subtrees with a zerotree quantizer like that of [10] .
Compression Rate
The compression rate of this algorithm depends on the quantization scheme we use for the coarse-scale wavelet coefficients. We wish to compress an image of 2' x 2N b-bit samples. If we quantize all coarse-scale wavelet coefficients to b bits, we require 22Jb bits to store the coarse-scale coefficients. Storing the similarity relation (6) for each range subtree requires that we store a constant g, an operator L, and the index p' of the domain subtree used for the quantization. We encode g using bg bits. There are 8 possible symmetry operators L so this requires 3 bits. There are 22(J-1) possible domain subtrees so storing the domain tree index requires 2J -2 bits. Each subtree of 22N-2J _ coefficients thus requires bg + 2J + 1 bits to store. There are 22j such subtrees and 22j coarse-scale coefficients which we must store, so the total storage requirement is 22(b + b9 + 2J + 1) bits. In contrast, the original image requires 2Nb bits to store.
For the images in Figure 3 , we have N = 9, J = 5, b = 8, and b0 = 7, so each subtree is quantized to 18 bits.
If we were to quantize the coarse-scale coefficients to 8 bits apiece, we would obtain a compression ratio of 78.8 to 1. A more effective strategy for quantizing the coarse-scale coefficients is to allocate more bits to the coarsest coefficients and fewer to the finer scale coefficients. Further savings can be obtained using entropy coding. In particular, the distribution ofthe ge's is sharply peaked around 0, so entropy coding will yield significant savings.
When we use wavelets with several vanishing moments, such as the biorthogonal spline wavelet of [1] ,smooth regions of the image give rise to all-zero subtrees in the wavelet transform. We can obtain significant further storage savings by noting that when the factor g is zero, we need not store a symmetry or the indices of the domain block.
Error Analysis
An important consideration for lossy compression schemes is the amount of error introduced by the compression process. We have two sources of error in self-quantized compression: the error incurred in the quantization of the coarse-scale coefficients and the error incurred by using the approximate self-similarity relation (6) . We use the 12 norm as our measure of image distortion to simplify our analysis, although this measure does not necessarily correlate well with the human visual system's perception of image distortion.
The error incurred in using a scalar quantizer for the wavelet coefficients is well-understood, so we focus our attention onto the seif-quantization error. We rewrite (6) as sI = gSíLAI + SE (16) where S is an error image. We will write for the wavelet coefficient < >. We examine the first few iterations of the reconstruction algorithm to see how this similarity approximation affects the reconstructed image. We consider the case for which L is a symmetry operator and E is the identity, which corresponds to the simplified compression scheme described earlier. We reconstruct the image from the similarity relationships using the iterative scheme described in the reconstruction theorem. We write ö for the reconstructed coefficient of the wavelet
The coefficients for scales j < J are obtained from the stored, quantized values of c. We have for j < J =c+e, (18) where here e is the error incurred in quantizing the coarse-scale coefficients. On iteration k of the reconstruction we compute öJ+k-1 = g6Jk_2 (19) where o corresponds to the domain subtree used to quantize the range containing +k1, and p' is the position of the coefficient in the domain subtree which is mapped to ö+k_1. We use the fact that c1 + e1 and induct on the relation (19) to obtain, The significance of this derivation is that errors in coarse-scale coefficients propagate to finer scales as the reconstruction proceeds. In our algorithm, we minimize the 12 error when approximating each range subtree. This analysis suggests that we should weight errors in coarse-scale coefficients more heavily than those in the fine scales to compensate for the propagation of the coarse-scale errors.
In order to estimate the order of magnitude of this error, we assume that the errors and the coefficients gcT are independent and have mean 0, and that each domain subtree is used to quantize exactly 4 range subtrees. Under these assumptions, we find that the average contribution of an error e_l+' in a scale J -1 + k coefficient, k > 0, to the total squared error is (eJ+k)2(l + 2 2(N_J_k)), where 2 is the average of the g.
In the table below we compare estimates for the final RMS error using this weighted error to estimates using the 12 error. The error estimate we have derived is for the transformed image and not the original image. For orthogonal bases, such as the Haar and Daubechies D4 bases, these errors are the same, but they are not for non-orthogonal bases such as the spline. The minimization of the 12 error in fractal compression schemes is somewhat ad hoc. Our analysis shows that because is relatively small, this use of the 12 norm is not unreasonable. Using the weighted estimate for selection of the domain subtrees results in a small improvement in the final error of the order of 0.5 percent. Adaptive quadtree and HV-tree schemes stand to benefit more from such a weighted norm, since propagation of errors to fine scales is more of a problem in these cases.
Our reconstruction process is equivalent to repeated multiplication of the original coefficients by a sparse matrix. [7] describes an error bound in terms of the largest eigenvalue of this reconstruction matrix. Our estimate is similar in spirit, but our estimate uses some average of the eigenvalues rather than the absolute maximum eigenvalue (the relationship between the g 's and the eigenvalues can be estimated using the Gergorin circle limit theorem). Values of the 12 estimate for the RMS error, our weighted estimate, and the bound of [7] are shown below for the 256 x 256 Lena image, in which 8 x 8 blocks are approximated with 16 x 16 blocks, and the ge's are unquantized. Although our estimate does not provide a strict upper bound for the error, for the test case we obtain an order of magnitude improvement in the estimated error over that of [7] . We have shown that fractal image compression schemes are special cases of self-quantized subtree schemes. The wavelet framework has enabled a strengthening of existing analytical results, and provides new insight into fractal compression algorithms. We are currently investigating adaptive SQS schemes using a variety of wavelets, and extending existing zerotree encoding schemes to incorporate self-quantized subtrees. We are also exploring ways to incorporate the above error estimates into our encoding.
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