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The q-deformed Fock spaces of higher levels were introduced by
Jimbo–Misra–Miwa–Okado. Uglov deﬁned a canonical bases in
q-deformed Fock spaces of higher levels. Leclerc–Thibon showed
a product theorem in q-deformed Fock spaces of level one.
The product theorem is regarded as a formal q-analogue of
the tensor product theorem of level one. In this paper, we show
a higher level analogue of Leclerc–Thibon product theorem under
a suitable multi charge condition.
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1. Introduction
The q-deformed Fock spaces of higher levels were introduced by Jimbo, Misra, Miwa and Okado
[JMMO91]. For integers n  2,   1 and a multi charge s = (s1, . . . , s) ∈ Z , the q-deformed Fock
space F q[s] of level  is the Q(q)-vector space whose basis is indexed by -tuples of Young diagrams,
i.e. {|λ; s〉 | λ ∈ Π}, where Π is the set of Young diagrams.
The Fock space F q[s] is endowed with the action of bosons Bm and they generate a Heisenberg al-
gebra [Ugl00]. For a partition λ, we deﬁne Sλ as a Q-linear combination of products of elements B−m
(see Section 3.1 for the precise deﬁnition). Quantum group Uq(sˆln) also acts on F q[s] as level q .
These actions commute on F q[s].
The canonical bases {G+(λ; s) | λ ∈ Π} and {G−(λ; s) | λ ∈ Π} are bases of the Fock space F q[s]
that are invariant under a certain involution [Ugl00].
A partition λ = (λ1, λ2, . . .) is n-restricted if 0 λi − λi+1 < n for all i = 1,2, . . . . Each partition λ
can be uniquely written as λ = λ˜ + nλˇ, where λ˜, λˇ ∈ Π and λ˜ is n-restricted. In the case of  = 1,
Leclerc and Thibon introduced linear operators Sλ as a Q-linear combination of products of elements
B−m and showed the following theorem (see Section 3.1 for the precise deﬁnitions):
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Our main result is a higher level version of Theorem A. For a non-negative integer M , a ba-
sis vector |λ; s〉 is called M-dominant if si − si+1  M + |λ| for all i = 1,2, . . . ,  − 1. For λ =
(λ(1), λ(2), . . . , λ()) ∈ Π , deﬁne λ˜ and λˇ as λ˜ = (λ˜(1), λ˜(2), . . . , λ˜()), λˇ = ( ˇλ(1), ˇλ(2), . . . , ˇλ()).
Theorem B. (See Theorem 4.12.) If |λ; s〉 is 0-dominant, then
G−(λ; s) = S λˇG−(˜λ; s),
where S λˇ is a linear operator on F q[s] deﬁned in Deﬁnition 4.11.
Now we explain an expected connections of canonical bases G±(λ; s) with representation theory.





G−(λ; s) = ∑μ −λ,μ(q)|μ; s〉. We call +λ,μ(q) and −λ,μ(q) q-decomposition numbers. These q-
decomposition matrices play an important role in representation theory. However it is not known
that there is an explicit combinatorial formula which expresses q-decomposition matrices as a one-
dimensional summation.
In the case of  = 1, Varagnolo and Vasserot [VV99] proved that +(1) coincides with the decom-
position matrix of v-Schur algebra. Ariki deﬁned a q-analogue of decomposition numbers of v-Schur
algebra by using Khovanov–Lauda’s grading, and proved that it coincides with the q-decomposition
numbers [Ari].
We recall the tensor product theorem by Lusztig [Lus89]. Let ζ ∈ C be such that ζ 2 is a primitive
n-th root of unity. Let Fr denote the Frobenius map from the quantum enveloping algebra Uζ (glr) to
the classical enveloping algebra U (glr). Given a U (glr)-module M , one can deﬁne a Uζ (glr)-module
MFr by composing the action of U (glr) with Fr.
Theorem. (See Steinberg and Lusztig [Lus89].) Suppose that  = 1. Let λ = λ˜ + nλˇ. Then,
L(λ) = L(˜λ) ⊗ W (λˇ)Fr,
where L(λ) (resp. W (μ)) is the simple (resp. classical Weyl)module with highest weight λ (μ).
Since the simple module L(λ) corresponds to the canonical basis G−(λ) in the case of  = 1,
Theorem A is a Fock space version of Steinberg–Lusztig’s tensor product theorem (see [LT00] for
details).
For  2, Yvonne [Yvo06] conjectured that the matrix +(q) coincides with the q-analogue of the
decomposition matrices of cyclotomic Schur algebras at a primitive n-th root of unity under a suitable
condition on a multi charge and a proof of the conjecture is presented by Stroppel and Webster [SW,
Theorem D].
Let Os(,1,m) be the category O of rational Cherednik algebra of (Z/Z)  Sm associated with
multi charge s [GGOR03]. Rouquier [Rou08, Theorem 6.8, §6.5] conjectured that, for an arbitrary multi
charge, the multiplicities of simple modules in standard modules in Os(,1,m) are equal to the cor-
responding coeﬃcients +λ,μ(q), where m = |λ| = |μ|. Shan showed that
⊕
m0Os(,1,m) categorify
F 1[s] [Sha]. More generally, it is expected that, together with a suitable grading, ⊕m0Os(,1,m)
should categorify F q[s]. For the detail of correspondence between the charges of Os(,1,m) and the
charges of Fock spaces, see [Rou08].
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levels and their canonical bases. In Section 3, we review the q-analogue of tensor product theorem
by Leclerc–Thibon. In Section 4, we state the main results and prove them except Proposition 4.6. In
Section 5, we prove Proposition 4.6.
Notations
For a positive integer N , a partition of N is a non-increasing sequence of non-negative integers
summing to N . We write |λ| = N if λ is a partition of N . The length l(λ) of λ is the number of non-
zero components of λ. And we use the same notation λ to represent the Young diagram corresponding
to λ. For an -tuple λ = (λ(1), λ(2), . . . , λ()) of Young diagrams, we put |λ| = |λ(1)| + |λ(2)| + · · · +
|λ()|.
2. The q-deformed Fock spaces of higher levels
2.1. q-Wedge products and straightening rules
Let n, , s be integers such that n 2 and  1. Let r ∈ Z0. For k ∈ Zr , a ﬁnite q-wedge of length r
is
uk = uk1 ∧ uk2 ∧ · · · ∧ ukr .
Finite q-wedges satisfy certain commutation relations, so-called straightening rules. Note that the
straightening rules depend on n and  [Ugl00, Proposition 3.16].
Example 2.1.
(i) For every k1 ∈ Z, uk1 ∧ uk1 = −uk1 ∧ uk1 . Therefore uk1 ∧ uk1 = 0.
(ii) Let n = 2,  = 2, k1 = −2, and k2 = 4. Then,
u−2 ∧ u4 = qu4 ∧ u−2 +
(
q2 − 1)u2 ∧ u0.
(iii) Let n = 2,  = 2, k1 = −1, k2 = −2 and k3 = 4. Then,
u−1 ∧ u−2 ∧ u4 = u−1 ∧ (u−2 ∧ u4) = u−1 ∧
(
qu4 ∧ u−2 +
(
q2 − 1)u2 ∧ u0)
= qu−1 ∧ u4 ∧ u−2 +
(
q2 − 1)u−1 ∧ u2 ∧ u0
= −u4 ∧ u−1 ∧ u−2 −
(
q − q−1)u3 ∧ u0 ∧ u−2 − (q − q−1)u2 ∧ u0 ∧ u−1.
We deﬁne P (s) and P++(s) as follows;
P (s) = {k = (k1,k2, . . .) ∈ Z∞ ∣∣ kr = s − r + 1 for any suﬃciently large r}, (1)
P++(s) = {k = (k1,k2, . . .) ∈ P (s) ∣∣ k1 > k2 > · · ·}. (2)
Let Λs be the Q(q) vector space spanned by the q-wedge products
uk = uk1 ∧ uk2 ∧ · · ·
(
k ∈ P (s)) (3)
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q-wedge product
uk1 ∧ uk2 ∧ · · · ∧ ukr ∧ us−r ∧ us−r−1 ∧ us−r−2 ∧ · · · . (4)
By applying the straightening rules, every q-wedge product uk is expressed as a linear combination
of so-called ordered q-wedge products, namely q-wedge products uk with k ∈ P++(s). The ordered q-
wedge products {uk | k ∈ P++(s)} form a basis of Λs called the standard basis.
2.2. Abacus
It is convenient to use the abacus notation for studying various properties in straightening
rules.
Fix an integer N  2, and form an inﬁnite abacus with N runners labeled 1,2, . . . ,N from left to






−N + 1 −N + 2 · · · −1 0
1 2 · · · N − 1 N






Each k ∈ P++(s) (or the corresponding q-wedge product uk) can be represented by a bead-
conﬁguration on the abacus with n runners and beads put on the positions k1,k2, . . . . We call this
conﬁguration the abacus presentation of uk .
Example 2.2. If n = 2,  = 3, s = 0, and k = (6,3,2,1,−2,−4,−5,−7,−8,−9, . . .), then the abacus
presentation of uk is







−17© −16© −15© −14© −13© −12© · · ·m = 3
−11© −10© −9© −8© −7© −6 · · ·m = 2
−5© −4© −3 −2© −1 0 · · ·m = 1







c = 1 c = 2 c = 1 c = 2 c = 1 c = 2
We use another labeling of runners and positions. Given an integer k, let c, d and m be the unique
integers satisfying
k = c + n(d − 1) − nm, 1 c  n and 1 d . (5)
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example). Relabeling the position k by c − nm, we have  abaci with n runners.
Example 2.3. In the previous example, relabeling the position k by c − nm, we have







−5© −4© −5© −4© −5© −4© · · ·m = 3
−3© −2© −3© −2© −3© −2 · · ·m = 2
−1© 0© −1 0© −1 0 · · ·m = 1







c = 1 c = 2 c = 1 c = 2 c = 1 c = 2
We assign to each of  abacus presentations with n runners a q-wedge product of level 1. In fact,
straightening rules in each “sector” are the same as those of level 1 by identifying the abacus in the
sector with that of level 1 (see also [Ugl00] and [Iij12]).
We introduce some notation.
Deﬁnition 2.4. For an integer k, let c, d and m be the unique integers satisfying (5), and write
uk = u(d)c−nm. (6)
Also we write u(d1)c1−nm1 > u
(d2)
c2−nm2 if k1 > k2, where ki = ci + n(di − 1) − nmi (i = 1,2).
A ﬁnite q-wedge
v = u(d1)k1 ∧ u
(d2)
k2
∧ · · · ∧ u(dr)kr
is simple if d1 = d2 = · · · = dr .
We regard u(d)c−nm as uc−nm in the case of  = 1.
Example 2.5. If n = 2,  = 3, then we have
u−10 ∧ u1 = −q−1u1 ∧ u−10 +
(
q−2 − 1)u−4 ∧ u−5,
that is,
u(1)−2 ∧ u(1)1 = −q−1u(1)1 ∧ u(1)−2 +
(
q−2 − 1)u(1)0 ∧ u(1)−1.
On the other hand, in the case of n = 2,  = 1,
u−2 ∧ u1 = −q−1u1 ∧ u−2 +
(
q−2 − 1)u0 ∧ u−1.
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Another indexation of the ordered q-wedge products is given by the set of pairs (λ, s) of -tuples
of Young diagrams λ = (λ(1), . . . , λ()) and integer sequence s = (s1, . . . , s) summing up to s. Let
k = (k1,k2, . . .) ∈ P++(s), and write
kr = cr + n(dr − 1) − nmr, 1 cr  n, 1 dr  , mr ∈ Z.
For d ∈ {1,2, . . . , }, let k(d)1 ,k(d)2 , . . . be integers such that




2 , . . .
}
and k(d)1 > k
(d)
2 > · · · .
Then we associate to the sequence (k(d)1 ,k
(d)
2 , . . .) an integer sd and a partition λ
(d) by
k(d)r = sd − r + 1 for suﬃciently larger and λ(d)r = k(d)r − sd + r − 1 for r  1.
In this correspondence, we also write
uk = |λ; s〉
(
k ∈ P++(s)). (7)
Example 2.6. If n = 2,  = 3, s = 0, and k = (6,3,2,1,−2,−4,−5,−7,−8,−9, . . .), then
k1 = 6 = 2+ 2(3− 1) − 6 · 0, k2 = 3 = 1+ 2(2− 1) − 6 · 0,
k3 = 2 = 2+ 2(1− 1) − 6 · 0, . . . and so on.
Hence,
β(1) = {2,1,0,−1,−2, . . .}, β(2) = {1,0,−2,−3,−4, . . .}, β(3) = {2,−3,−4,−5, . . .}.
Thus, s = (2,0,−2) and λ = (∅, (1,1), (4)).
Note that we can read off s = (2,0,−2) and λ = (∅, (1,1), (4)) from the abacus presentation (see
Example 2.3).
2.4. The q-deformed Fock spaces of higher levels
Deﬁnition 2.7. For s ∈ Z , we deﬁne the q-deformed Fock space F q[s] of level  to be the subspace of





We call s a multi charge.
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uk1 ∧ uk2 ∧ · · · ∧ ukr−1 ∧ ukr−nm ∧ ukr+1 ∧ · · ·
(
m ∈ Z∗), (9)
where Z∗ denotes the set of non-zero integers.
Remark. Bm ’s generate a Heisenberg algebra [Ugl00, Proposition 4.5]:






m ∈ Z>0 andm′ ∈ Z∗
)
.
2.6. The bar involution
Deﬁnition 2.8. The bar involution of Λs is the Q-vector space automorphism such that q = q−1
and
uk = uk1 ∧ · · · ∧ ukr ∧ ukr+1 ∧ · · ·
= (−q)κ(d1,...,dr)q−κ(c1,...,cr)(ukr ∧ · · · ∧ uk1) ∧ ukr+1 ∧ · · · , (10)
where ci , di are deﬁned by ki as in (5), r is an integer satisfying kr = s − r + 1. And κ(a1, . . . ,ar) is
deﬁned by
κ(a1, . . . ,ar) = #
{
(i, j)
∣∣ i < j, ai = a j}.
Remarks.
1. The involution is well deﬁned, i.e. it doesn’t depend on the choice of r [Ugl00].
2. The involution comes from the bar involution of aﬃne Hecke algebra Hˆr (see [Ugl00] for more
detail).
3. The involution preserves the q-deformed Fock space F q[s] of multi charge s.
The following proposition shows that the action of Bm commutes with the bar involution.
Proposition 2.9. (See [Ugl00].) For |λ; s〉 ∈ F q[s] and m ∈ Z>0 , we have
B−m|λ; s〉 = B−m|λ; s〉. (11)
2.7. The dominance order
We deﬁne a partial ordering |λ; s〉 |μ; s〉.






g j (for all r = 1,2,3, . . .). (12)
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u−1 ∧ u−3 ∧ · · · and |μ; s〉 = u3 ∧ u1 ∧ u−2 ∧ u−3 ∧ · · · . Thus, |μ; s〉 is greater than |λ; s〉.





Then the matrix (aλ,μ(q))λ,μ is unitriangular with respect to , that is
{
(a) if aλ,μ(q) = 0, then |λ; s〉 |μ; s〉,
(b) aλ,λ(q) = 1 (14)
(see the identity (29) for the detail).
Thus, by the standard argument, the unitriangularity implies the following theorem.
Theorem 2.12. (See [Ugl00, Theorem 3.25].) There exist unique bases {G+(λ; s) | λ ∈ Π} and {G−(λ; s) |
λ ∈ Π} of F q[s] such that
(i) G+(λ; s) = G+(λ; s), G−(λ; s) = G−(λ; s),




















The entries ±λ,μ(q) are called q-decomposition numbers. Note that q-decomposition numbers
±(q) depend on n,  and s. The matrices +(q) and −(q) are also unitriangular with respect
to .
It is known [Ugl00, Theorem 3.26] that the entries of −(q) are Kazhdan–Lusztig polynomials of
parabolic submodules of aﬃne Hecke algebras of type A, and that they are polynomials in q with
non-negative integer coeﬃcients.
3. A q-analogue of the tensor product theorem of level one
In this section we review the q-analogue of tensor product theorem in the case of  = 1 [LT00].
3.1. Vλ and Sλ
Let pm , hm and sλ be the power sum symmetric function of degree m, the complete symmetric
function of degree m and Schur function, respectively. There is some well-known relationship among
them.








K (−1)μ,λ hμ, (16)
where K (−1)μ,λ is the inverse Kostka number and for a partition μ = (1α1 ,2α2 , . . .), we deﬁne zμ =∏
i1 i
αiαi !. For a partition λ = (λ1, λ2, . . .), we deﬁne B−λ by
B−λ = B−λ1 B−λ2 · · · . (17)









K (−1)μ,λ Vμ, (18)
where Vμ = Vμ1Vμ2 · · · for μ = (μ1,μ2, . . .) ∈ Π .
That is, we regard B−m (resp. Vm , Sλ) as the power sum (resp. the complete symmetric function,
Schur function). By Proposition 2.9, Vm and Sλ also commute the bar involution.
The action of Vm is combinatorially described as follows. An n-ribbon is a connected strip of n-
cells which does not contain a 2 × 2 square; more precisely, an n-ribbon is a sequence of n cells
R = {(a1,b1), (a2,b2), . . . , (an,bn)} such that (ai+1,bi+1) is either (ai + 1,bi) or (ai,bi − 1), for i =
1,2, . . . ,n. The head of R is the cell head(R) = (a1,b1) and spinn(R) = #{1 i < n | ai+1 = ai + 1} is
the n-spin of R .
For partitions λ and μ, we write λ
m:n μ if λ ⊂ μ and the skew diagram μ\λ is a disjoint union of
m n-ribbons such that the head of each ribbon is either in the ﬁrst row of μ or is of the form (i, j)
where (i − 1, j) ∈ λ. Lascoux, Leclerc and Thibon call μ/λ an n-ribbon tableau of weight (m) and they
note that there is a unique way of writing μ\λ as a disjoint union of ribbons. Finally, if λm:n μ then
spinn(μ/λ), the n-spin of μ/λ, is the sum of the n-spins of the ribbons in μ\λ.






Example 3.3. Let n = 3,  = 1, m = 2 and λ = (2). Then,
V2
∣∣(2); s〉= ∣∣(8); s〉− q−1∣∣(5,2,1); s〉+ q−2∣∣(4,3,2); s〉+ q−2∣∣(5,13); s〉
+ q−4∣∣(24); s〉− q−3∣∣(32,12); s〉.
3.2. A q-analogue of the tensor product theorem in the case of  = 1
Deﬁnition 3.4. A partition λ = (λ1, λ2, . . .) is n-restricted is
0 λi − λi+1 < n for all i = 1,2, . . . . (19)
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Example 3.6. Let n = 3 and λ = (9,5,4,4). Then (9,5,4,4) = 3 · (2,1,1,1) + (3,2,1,1). Thus, λ˜ =
(3,2,1,1), λˇ = (2,1,1,1).




Remark. Theorem 3.7 is a formal analogue of Lusztig’s tensor product theorem (see [LT00, §3.2]).
Example 3.8. In this example, we write |λ; s〉 simply λ.




)= S(2)G−(∅) = V (2)∅ = (4) − q−1(3,1) + q−2(2,2).




)= S(1,1)G−(∅) = (V (1,1) − V2)∅ = (2,2) − q−1(2,1,1) + q−2(14).
4. A q-analogue of the tensor product theorem of higher levels
4.1. M-dominancy
Deﬁnition 4.1. For M ∈ Z0, |λ; s〉 is M-dominant if
si − si+1  M + |λ| (21)
for all i = 1,2, . . . ,  − 1.
Deﬁnition 4.2. For 1 i  l, we deﬁne linear operators B ′−m[i] by
B ′−m[i]
∣∣(λ(1), . . . , λ(i), . . . , λ(l)); s〉= ∣∣(λ(1), . . . , B−mλ(i), . . . , λ(l)); s〉, (22)
where the right hand side is understood as
∣∣(λ(1), . . . , B−mλ(i), . . . , λ(l)); s〉=∑
μ
cμ
∣∣(λ(1), . . . ,μ, . . . , λ(l)); s〉
if B−m|λ(i)〉 =∑μ cμ|μ〉 in the q-deformed Fock space of level one.




q(i−1)mB ′−m[i]|λ; s〉. (23)
4.2. A q-analogue of the tensor product theorem of higher levels
Deﬁnition 4.4. For 1 j  , we deﬁne B−m[ j] as follows.
B−m[] = B ′−m[], B−m[ j] = B ′−m[ j] − q−mB ′−m[ j + 1] (1 j   − 1). (24)
For 1 j  ,
B−m[ j, ] =
∑
i= j
q(i− j)mB ′−m[i]. (25)




q jm − q− jm




q jm − q− jm
qm − q−m B−m[ j] =
∑
j=1
q jm − q− jm
qm − q−m B
′−m[ j] − q−m
−1∑
j=1
q jm − q− jm
qm − q−m B
′−m[ j + 1]




q jm − q− jm
qm − q−m − q




= B ′−m[1] +
∑
j=2
q( j−1)mB ′−m[ j].
Hence, the assertion follows from Proposition 4.3. 
The next proposition is the key proposition in this paper and will be proved in Section 5.
Proposition 4.6. Let m ∈ Z>0 and 1 i  . If u = |λ; s〉 is nm-dominant, then:
(i) B−m[ j]u = B−m[ j]u.
(ii) B−m[ j, ]u = B−m[ j, ]u.
We deﬁne V ′k[i], Vk[i], S ′λ[i], Sλ[i] in the same fashion in Deﬁnition 3.1.






















(i) From the deﬁnition of B ′−m[i], the operator V ′m[i] (resp. S ′μ[i]) acts on the i-th component of|λ; s〉 in the same way as Vm (resp. Sμ) in the case of  = 1. If n = 2, for example,
V ′m[1]
∣∣(λ(1), λ(2)); s〉= ∣∣(Vmλ(1), λ(2)); s〉, S ′μ[2]∣∣(λ(1), λ(2)); s〉= ∣∣(λ(1), Sμλ(2)); s〉.
In particular, V ′m[i] has a combinatorial expression given in Theorem 3.2.
(ii) Since B−m[] = B ′−m[], we have Vm[] = V ′m[] and Sλ[] = S ′λ[].
The next lemma gives the formula that expresses Sλ[i] in terms of S ′μ[i] and S ′ν [i + 1]. Therefore
we can compute Sλ[i]u from the calculation in the case of  = 1 if u is n|λ|-dominant.




(−q−1)|ν|LRλμν S ′μ[ j]S ′tν [ j + 1], (27)
where LRλμν is the Littlewood–Richardson coeﬃcient and
tν means the transpose of the Young diagram ν .
Proof. Let X = (X1, X2, . . .), Y = (Y1, Y2, . . .) be two families of variables. Let Λ(X |Y ) = Λ(X) ⊗ Λ(Y )
be the ring consisting of all symmetric function in both X and Y . Let B = Q[B ′−m[i] | m ∈ Z0,
i = j, j + 1] be the ring consisting of all the Q-linear combinations of products of elements B ′−m[ j]
and B ′−m[ j + 1]. We deﬁne the ring homomorphism ι : Λ(X |Y ) → B by ι(pm(X)) = B ′−m[ j] and
ι(pm(Y )) = B ′−m[ j + 1].




)= pm(X), ω−Y (pm(Y ))= −pm(Y ) (m = 1,2, . . .).






))= ω−Y (pm(X) + pm(q−1Y ))= ω−Y (pm(X))+ q−mω−Y (pm(Y ))
= pm(X) − q−mpm(Y ).
Hence we have B−m[ j] = ι(ω−Y (pm(X,q−1Y ))), and it follows from Deﬁnition 3.1 that









where sλ(X,q−1Y ) is the supersymmetric Schur function with variable (X,q−1Y ) = (X1, X2, . . . ,
q−1Y1,q−1Y2, . . .).




























From the well-known formula




















Therefore (27) follows from (28), S ′μ[ j] = ι(sμ(X)) and S ′tν [ j + 1] = ι(stν(Y )). 
Theorem 4.9. Let 1 j   and λ ∈ Π . If |μ; s〉 is n|λ|-dominant and μ( j) is n-restricted,
Sλ[ j]G−(μ; s) = G−
((
μ(1), . . . ,μ( j) + nλ, . . . ,μ()); s).
Proof. By deﬁnition of the basis G− , we have to prove that F = Sλ[ j]G−(μ; s) satisﬁes
F = F and F ≡ ∣∣(μ(1), . . . ,μ(i) + nλ, . . . ,μ()); s〉 mod q−1L−.
The ﬁrst property is clear by Proposition 4.6. Indeed, Sλ[ j] is a Q-linear combination of products
of elements B−m[ j]. To prove second property, we observe that by Theorem 3.2 for all ρ ∈ Π and
m ∈ N, V ′m[ j]|ρ; s〉 ∈ L− . Thus, S ′λ[ j]|ρ; s〉 ∈ L− since S ′λ[ j] is a Q-linear combination of products of
elements V ′m[ j].
Note also the following lemma.
Lemma 4.10. (See [LT00, proof of Theorem 6.9].) Let  = 1. Let λ,ρ be two partitions such that ρ is n-restricted.
Then,
Sλ|ρ〉 ≡ |ρ + nλ〉 mod q−1L−.
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F = Sλ[ j]G−(μ; s) ≡
(∑
ρ,κ
(−q−1)|κ |LRλρκ S ′ρ [ j]S ′tκ [ j + 1]
)
G−(μ; s) (by Lemma 4.8)
≡ S ′λ[ j]G−(μ; s)
(
by S ′tκ [ j + 1]G−(μ; s) ∈ L−
)
≡ S ′λ[ j]|μ; s〉
(
by G−(μ; s) ≡ |μ; s〉)
≡ ∣∣(μ(1), . . . ,μ(i) + nλ, . . . ,μ()); s〉 (by Lemma 4.10). 
Deﬁnition 4.11. For λ = (λ(1), λ(2), . . . , λ()) ∈ Π , we deﬁne λ˜, λˇ ∈ Π by
λ˜ = (λ˜(1), λ˜(2), . . . , λ˜()), λˇ = ( ˇλ(1), ˇλ(2), . . . , ˇλ()),




Sλ(i) [i] = Sλ(1) [1]Sλ(2) [2] · · · Sλ() [].
Now we can state our main result, which is a higher level version of the q-analogue of Theo-
rem 3.7.
Theorem 4.12. If |λ; s〉 is 0-dominant, then
G−(λ; s) = S λˇG−(˜λ; s).
Proof. Note that for any partition μ, μ = nμˇ + μ˜. Since |λ; s〉 is 0-dominant, for any 1  i <  and
1 j  ,





∣∣λ˜(k)∣∣+ ∣∣λ( j)∣∣+ ∑
k= j+1





Hence |(λ˜(1), . . . , λ˜( j), λ( j+1), . . . , λ(); s)〉 is n| ˇλ( j)|-dominant for any 1 j  . Thus, by applying The-
orem 4.9 repeatedly,
S λˇG
−(˜λ; s) = S ˇλ(1) [1] · · · S ˇλ(−1) [ − 1]S ˇλ() []G−
((
λ˜(1), . . . , λ˜(−1), λ˜()
); s)
= S ˇλ(1) [1] · · · S ˇλ(−1) [ − 1]G−
((
λ˜(1), . . . , λ˜(−1), λ()
); s)
= · · · = G−((λ(1), . . . , λ(−1), λ()); s)= G−(λ; s). 
Example 4.13. In this example, we write |λ; s〉 simply λ.
(i) Let n = l = 2, λ = ((2,2),∅) and s = (2,−2). Then, |λ; s〉 is 0-dominant and (2,2) = ∅ + n(1,1).





= (S ′(1,1)[1] − q−1S ′(1)[1]S ′(1)[2] + q−2S ′(2)[2])(∅,∅) (Lemma 4.8)
= (S(1,1)∅,∅) − q−1(S(1)∅, S(1)∅) + q−2(∅, S(2)∅)
= ((2,2) − q−1(2,1,1) + q−2(14),∅)− q−1((2) − q−1(1,1), (2) − q−1(1,1))
+ q−2(∅, (4) − q−1(3,1) + q−2(2,2))
= ((2,2),∅)− q−1((2,1,1),∅)+ q−2((14),∅)− q−1((2), (2))+ q−2((2), (1,1))
+ q−2((1,1), (2))− q−3((1,1), (1,1))+ q−2(∅, (4))− q−3(∅, (3,1))+ q−4(∅, (2,2)).








= (S ′(1)[1] − q−1S ′(1)[2])S ′(1,1)[2](∅,∅) (Lemma 4.8)
= (S ′(1)[1] − q−1S ′(1)[2])(∅, S(1,1)∅)
= (S(1)∅, S(1,1)∅) − q−1(∅, S(1)S(1,1)∅)
= (S(1)∅, S(1,1)∅) − q−1(∅, S(2,1)∅) − q−1(∅, S(13)∅)
= ((2) − q−1, (2,2) − q−1(2,1,1) + q−2(14))
− q−1(∅, (4,2) − q−1(4,1,1) − q−1(3,3) + q−2(3,13)− q3(23)+ q−4(22,12))
− q−1(∅, (23)− q−1(22,12)+ q−2(2,14)− q−3(16))
= ((2), (2,2))− q−1((2), (2,1,1))+ q−2((2), (14))− q−1((1,1), (2,2))
+ q−2((1,1), (2,1,1))− q−3((1,1), (14))− q−1(∅, (4,2))+ q−2(∅, (4,1,1))
+ q−2(∅, (3,3))− q−3(∅, (3,13))− (q−1 + q−3)(∅, (23))+ (q−2 + q−4)(∅, (22,12))
− q−3(∅, (2,14))+ q−4(∅, (16)).
5. Proof of Proposition 4.6
We prove Proposition 4.6 by using (inﬁnite) q-wedge product. Fix a suﬃciently large integer r so
that for every ordered q-wedge product appearing in our argument, all of the components after r-th
factor are consecutive. We are able to truncate q-wedge products at the ﬁrst r parts. See [Ugl00, §4]
for detail.
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In this section, we review the straightening rules [Ugl00] to prove our main results.
Proposition 5.1. ([Iij12, Proposition 4.2], see also [Ugl00, Proposition 3.16].) For unequal integers k1 , k2 , let
c j,d j,mj be the unique integers satisfying k j = c j +n(d j − 1)−nmj, 1 c j  n and 1 d j   ( j = 1,2).
Then,
u(d2)c2−nm2 ∧ u(d1)c1−nm1
= (−q−1)δd1=d2qαu(d1)c1−nm1 ∧ u(d2)c2−cm2









1 if m1 <m2,
−1 if m1 >m2,




1 if c1 = c2 and k1 > k2,
−1 if c1 = c2 and k1 < k2,
0 if c1 = c2,
δd1=d2 =
{
1 if d1 = d2,
0 if d1 = d2, β =
{





1 if d1 < d2, m1 <m2 or d1 > d2, m1 >m2,
0 if d1 > d2, m1 <m2 or d1 < d2, m1 >m2.
Remarks. Note that the identity (29) depends only on the inequality relationship between d1 and d2
(c1 and c2). It is independent of .
Corollary 5.2. Suppose u(d1)k1 ∧ u
(d2)
k2









g2 ∧ u(d1)g1 ,
where α(g1, g2) ∈Q(q). Then,
(i) k1 + k2 = g1 + g2 .
(ii) If k1 < k2 , then k1  g1  k2 and k1  g2  k2 . If k1 > k2 , then k1  g1  k2 and k1  g2  k2 .
(iii) Let ki = ci −nmi and gi = c′i −nm′i (i = 1,2) where ci, c′i and mi,m′i are deﬁned in Deﬁnition 2.4. Then,{c1, c2} = {c′1, c′2}.
Corollary 5.3. Let k,m, g be three integers such that m 0 and k g+nm. If u(d1)k ∧u(d2)g and u(d1)k ∧u(d2)g+nm
is expressed by straightening rule as










g+nm+ j ∧ u(d1)k− j ,
where C j(q),C ′j(q) ∈Q(q), then C j(q) = C ′j(q) for all 0 j  k − g − nm.
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u = u(d1)k1 ∧ u
(d2)
k2
∧ · · · ∧ u(dr)kr , ka = ca − nma (a = 1,2, . . . , r)
and
v = u(d′1)g1 ∧ u
(d′2)
g2 ∧ · · · ∧ u(d
′
t )
gt , gb = c′b − nm′b (b = 1,2, . . . , t),
and suppose that da = d′b for all a ∈ {1, . . . , r} and b ∈ {1, . . . , t}. Then we deﬁne ξ(u, v) as
ξ(u, v) = #{(a,b) ∣∣ ca = c′b, u(da)ka < u(d′b)gb }. (30)
Lemma 5.5. ([Iij12, Lemma 4.8], see [Ugl00, Lemma 5.19].) Let a ∈ Z, t ∈ Z0 , 1 i  , and 1 j  .




a . Let u
( j)
[k,k−t] = u( j)k ∧ u( j)k−1 ∧ · · · ∧ u( j)k−t . Then,




a )u( j)[k,k−t] ∧ u(i)a .




a . Let u
( j)
[g+t,g] = u( j)g+t ∧ u( j)g+t−1 ∧ · · · ∧ u( j)g . Then,




[g+t,g])u( j)[g+t,t] ∧ u(i)a .




[g+t,g] look as follows.
where the boxed region means that all positions are occupied by beads.
Throughout this section, s = (s1, . . . , s) ∈ Z is a ﬁxed multi charge.
5.2. A deletion lemma for ﬁnite q-wedges
Deﬁnition 5.6. Let 1  d1,d2  . Let v(d1) = u(d1)k1 ∧ u
(d1)
k2
∧ · · · ∧ u(d1)kr and w(d2) = u
(d2)
g1 ∧ u(d2)g2 ∧
· · · ∧ u(d2)gR be two simple ﬁnite q-wedges.
(i) The size of v(d1) for sd1 is
∣∣v(d1)∣∣sd1 =
∣∣u(d1)k1 ∧ u(d1)k2 ∧ · · · ∧ u(d1)kr ∣∣sd1 =
r∑
i=1
|ki − sd1 + i|.
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∣∣w(d2)∣∣sd2 + M  sd1 − sd2 .
Example 5.7.
(i) Let s1 = 2, s2 = −4, v(1) = u(1)4 ∧ u(1)2 ∧ u(1)1 ∧ u(1)−1 ∧ u(1)−2 ∧ u(1)−3 and w(2) = u(2)−2.
Then |v(1)|s1 = 4 and |w(2)|s2 = 2. Thus, |v(1)|s1 + |w(2)|s2  s1 − s2. Therefore (v(1),w(2), s1, s2)
is 0-dominant.
(ii) Let r be a positive integer and λ be a partition whose length is less than r. For any 1 j  , put
v( j)λ = u( j)λ1+s j ∧ u
( j)
λ2+s j−1 ∧ · · · ∧ u
( j)
λr+s j−r+1.
Then, |v( j)λ |s j = |λ|.
Remarks.
(i) Let v( j) = u( j)k1 ∧ u
( j)
k2
∧ · · · ∧ u( j)kr and w( j) = u
( j)
g1 ∧ u( j)g2 ∧ · · · ∧ u( j)gr be two simple ﬁnite q-wedges
such that the length of v( j) is equal to that of w( j) . Then, the size of v( j) for s j is equal to that





(ii) From Corollary 5.2 (i), straightening rule preserves |v(d1)|sd1 + |w(d2)|sd2 . That is, if x(d1) ∧ y(d2)
appears in a linear expansion of w(d2) ∧ v(d1) , then |v(d1)|sd1 + |w(d2)|sd2 = |x(d1)|sd1 + |y(d2)|sd2 .
In particular, for a non-negative integer M , if the pair (v(d1),w(d2), sd1 , sd2) is M-dominant, then
the pair (x(d1), y(d2), sd1 , sd2) is also M-dominant.
Lemma 5.8. Let 1  j   and v( j) = u( j)k1 ∧ u
( j)
k2
∧ · · · ∧ u( j)kr be a simple ﬁnite q-wedge. Suppose that
min{k1,k2, . . . ,kr} s j − r + 1 and |v( j)|s j < 0, then v( j) = 0.




∧ · · · ∧ u( j)
k′r
appears in the
linear expansion of v( j) . Then from Corollary 5.2 (ii), we have k′1 > k′2 > · · · > k′r  s j − r + 1. Thus|v ′|s j  0.
On the other hand, from Corollary 5.2 (i) (see the previous remark (ii)), |v(1)|s1 = |v ′|s1 . This is a
contradiction. 




· · · ∧ u(d1)kr . If (v(d1),u
(d2)
t , sd1 , sd2 ) is M-dominant, then∣∣u(d1)t+γ ∧ v(d1)∣∣sd1+1 < 0.
Moreover, if min{t + γ ,k1,k2, . . . ,kr} sd1 − r, then u(d1)t+γ ∧ v(d1) = 0.
Proof. For simplicity, we assume that d1 = 1 and d2 = 2.




ki − (s1 + 1) + (i + 1) − 1
)
= t − s1 + γ − 1+
∣∣v(1)∣∣s1
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 s1 − s2 − M + s2 − s1 + γ − 1
((




= γ − M − 1 < 0 (γ  M).
The second statement follows from the ﬁrst statement and Lemma 5.8. 
Lemma 5.10. Let v( j) = u( j)k1 ∧ u
( j)
k2
∧ · · · ∧ u( j)kr be an ordered q-wedge such that kr  s j − r +1. Then, for any
1 a r,
∣∣u( j)ka ∧ u( j)ki+1 ∧ · · · ∧ u( j)kr ∣∣s j−a+1  ∣∣v( j)∣∣s j .
In particular, for a non-negative integer M, if (v(d1),w(d2), sd1 , sd2 ) is M-dominant, then for all 1 a r,
(u(d1)ka ∧ u
(d1)
ka+1 ∧ · · · ∧ u
(d1)
kr
,w(2), sd1 − i + 1, sd2 ) is also M-dominant.
Proof. Since v( j) is ordered and kr  s j −r+1, k1 > k2 > · · · > kr  s j −r+1. Hence, for any 1 a r,
ka  s j − a + 1. Thus,













(ki − s j + i − 1) =
∣∣v( j)∣∣s j .
The second statement is clear. 
5.3. A exchange rule for dominant ﬁnite q-wedges
Deﬁnition 5.11. Let 1 j  , λ ∈ Π and k, g be two integers such that k g . We deﬁne
u( j)[k,g] = u( j)k ∧ u( j)k−1 ∧ u( j)k−2 ∧ · · · ∧ u( j)g+1 ∧ u( j)g ,
v( j)λ,r = u( j)λ1+s j ∧ u
( j)
λ2+s j−1 ∧ · · · ∧ u
( j)
λr+s j−r+1.
Lemma 5.12. Let m ∈ Z0 and λ ∈ Π . Let t, t0 be two integers such that t  t0 . Suppose that |λ|+|u(d2)t |sd2 
sd1 − sd2 − nm. Put r = sd1 − t0 and v(d1) = v(d1)λ,r . If v(d1) ∧ u(d2)t is expressed as








where t′ ∈ Z, y = u(d1)k (k ∈ Zr) and α(t′, y) ∈Q(q). Then,
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and v(1) = v(1)(1,1),6 = u(1)2 ∧ u(1)1 ∧ u(1)[−1,−4] = u(1)2 ∧ u(1)1 ∧ u(1)−1 ∧ u(1)−2 ∧ u(1)−3 ∧ u(1)−4.
Since |λ|+|u(2)−4|s2 = 2+0 s1− s2−nm, these satisfy the condition in Lemma 5.12. The expansions
of v(1) ∧ u(2)−4 and v(1) ∧ u(2)−2 are
v(1) ∧ u(2)−4 = q−1u(2)−4 ∧ u(1)2 ∧ u(1)1 ∧ u(1)[−1,−4] −
(
q − q−1)u(2)−3 ∧ u(1)2 ∧ u(1)0 ∧ u(1)[−1,−4]
+ (q2 − 1)u(2)−2 ∧ u(1)1 ∧ u(1)0 ∧ u(1)[−1,−4],
v(1) ∧ u(2)−2 = qu(2)−2 ∧ u(1)2 ∧ u(1)1 ∧ u(1)[−1,−4] −
(
q3 − q)u(2)−1 ∧ u(1)2 ∧ u(1)0 ∧ u(1)[−1,−4]
+ (q4 − q2)u(2)0 ∧ u(1)1 ∧ u(1)0 ∧ u(1)[−1,−4].
On the other hand, let w(1) = u(1)2 ∧ u(1)1 . Then, the expansions of w(1) ∧ u(2)−4 and w(1) ∧ u(2)−2 are
w(1) ∧ u(2)−4 = q−1u(2)−4 ∧ u(1)2 ∧ u(1)1 −
(
q − q−1)u(2)−3 ∧ u(1)2 ∧ u(1)0 + (q2 − 1)u(2)−2 ∧ u(1)1 ∧ u(1)0
− (q − q−1)u(2)−1 ∧ u(1)2 ∧ u(1)−2 + (q2 + 1)u(2)0 ∧ u(1)1 ∧ u(1)−2,
w(1) ∧ u(2)−2 = q−1u(2)−2 ∧ u(1)2 ∧ u(1)1 −
(
q − q−1)u(2)−1 ∧ u(1)2 ∧ u(1)0 + (q2 − 1)u(2)0 ∧ u(1)1 ∧ u(1)0 .
In general, the expansion of w(1) ∧ u(2)t has more terms than that of w(1) ∧ u(2)t+nm . Lemma 5.12
asserts that u(1)[−1,−4] deletes the “excessive” terms and the coeﬃcient q2m comes from the difference
between u(1)[−1,−4] ∧ u(2)−4 and u(1)[−1,−4] ∧ u(2)−2.
Proof of Lemma 5.12. For simplicity, we assume that d1 = 1 and d2 = 2.
From r = s1 − t0 and |λ| + |u(2)t |s2  s1 − s2 − nm, we have |λ| r − nm− t + t0. Thus, λr = λr−1 =
· · · = λr−nm−t+t0+1 = 0 and |λ| = |v(1)|s1 . In particular, the pair (v(1),u(2)t , s1, s2) is nm-dominant.
We divide v(1) into two parts, say
w(1) = u(1)λ1+s1 ∧ u
(1)










It is clear that v(1) = w(1) ∧ x(1) .
Let c = ξ(u(1)[t,t0+1],u
(2)
t ). By Lemma 5.5, x
(1) ∧ u(2)t = qc−mu(2)t ∧ x(1) and x(1) ∧ u(2)t+nm = qc+mu(2)t ∧
x(1) , since ξ(u(1)[t+nm,t+1],u
(2)
t ) = ξ(u(2)t+nm,u(1)[t+nm,t+1]) = m. Hence, the following claim deduces
Lemma 5.12.
Claim 1. If w(1) ∧ u(2)t ∧ x(1) is expressed as








where t′ ∈ Z, y = u(1)k (k ∈ Zr) and β(t′, y) ∈Q(q). Then,







u(2)t′+nm ∧ y. 
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If |λ| = 0, we have w(1) = u(1)[s1,t+nm+1] . Thus, from Lemma 5.5,
w(1) ∧ u(2)t ∧ x(1) = q−c+mu(1)[s1,t+nm+1] ∧ x(1) ∧ u
(2)
t = q−c+mu(1)[s1,t0+1] ∧ u
(2)
t
= qc′u(2)t ∧ u(1)[s1,t0+1],
where c′ = ξ(u(1)[s1,t+nm+1],u
(2)




t+nm) = c′ and Lemma 5.5,
w(1) ∧ u(2)t+nm ∧ x(1) = u(1)[s1,t+nm+1] ∧ u
(2)
t+nm ∧ x(1) = qc
′
u(2)t+nm ∧ u(1)[s1,t0+1].
Suppose that |λ| > 0. Let wˇ(1) be the simple ﬁnite q-wedge removing the ﬁrst component from
w(1) , i.e.
wˇ(1) = u(1)λ2+s1−1 ∧ u
(1)
λ3+s1−2 ∧ · · · ∧ u
(1)
λr−nm−t+t0+s1−(r−nm−t+t0−1).
Note that |wˇ(1)|s1−1 = |w(1)|s1−1 − λ1 = |λ| − λ1. Since |λ| + |u(2)t |s2  s1 − s2 − nm and λ1  1,∣∣wˇ(1)∣∣s1−1 + ∣∣u(2)t ∣∣s2 = |λ| − λ1 + ∣∣u(2)t ∣∣s2  (s1 − 1) − s2 − nm. (31)
Thus, the pair {λˇ = (λ2, λ3, . . .), s1 − 1, s2, t, t0} satisfy the condition of Claim 1. Hence, from the in-
duction hypothesis, if wˇ(1) ∧ u(2)t ∧ x(1) is expressed as wˇ(1) ∧ u(2)t ∧ x(1) =
∑
t′,y βˇ(t
′, y)u(2)t′ ∧ y then,







u(2)t′+nm ∧ y. (32)
From Corollary 5.2 (i) and (ii), for all t′, y = u(1)k = u(1)k2 ∧ · · · ∧ u
(1)
kr
such that βˇ(t′, y) = 0,
∣∣wˇ(1)∣∣s1−1 + ∣∣u(2)t ∣∣s2 = |y|s1−1 + ∣∣u(2)t′ ∣∣s2 and λ2 + s1 − 1 t′ + nm t + nm. (33)
Let a = λ1 + s1. From Corollary 5.2 (ii), for t′  a − nm





t′+ j ∧ u(1)a− j, (34)





t′+nm+ j ∧ u(1)a− j, (35)
where C j(q) ∈Q(q). Note that if 0 j  a− t′ −nm then C j(q) = C ′j(q) because of Corollary 5.3. From
(32), (34) and (35), we have









u(2)t′+ j ∧ u(1)a− j ∧ y,









u(2)t′+nm+ j ∧ u(1)a− j ∧ y.
Therefore the following claim proves Claim 1 and Lemma 5.12.
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Proof. Let γ = a − t′ − j. Then, t′ + γ = a − j and 0  γ < nm. We exchange j for γ , i.e. we prove
that u(1)t′+γ ∧ y = 0 if 0 γ < nm. To prove it, we use Lemma 5.9.
Note that the length of the ﬁnite q-wedge u(1)t′+γ ∧ y is equal to that of v(1) , that is r = s1 − t0.
From Corollary 5.2 (ii), it is clear that min{t′ + γ ,k2,k3, . . . ,kr}  t0 + 1 = s1 − (r − 1), where y =
u(1)k = u(1)k2 ∧ · · · ∧ u
(1)
kr
. Thus, it is enough that we prove the pair (y,u(2)t′ , s1 − 1, s2) is nm-dominant.
From (31) and (33),
|y|s1−1 +
∣∣u(2)t′ ∣∣s2 = ∣∣wˇ(1)∣∣s1−1 + ∣∣u(2)t ∣∣s2  s1 − s2 − nm. 
5.4. Bar involution and dominant ﬁnite q-wedges
Deﬁnition 5.14. Let v = uk = uk1 ∧ uk2 ∧ · · · ∧ ukr be a ﬁnite q-wedge. We deﬁne a ﬁnite q-wedge ←−v
as
←−v = ukr ∧ ukr−1 ∧ · · · ∧ uk2 ∧ uk1 .
Deﬁnition 5.15. Let 1 d1 < d2 < · · · < db < j < db+1 < · · · < dc   and v(di) = uk(i)1 ∧ uk(i)2 ∧ · · · (1
i  c) be simple ﬁnite q-wedges. We deﬁne the action of B ′−m[ j] on the ﬁnite q-wedge v = v(d1) ∧
v(d2) ∧ · · · ∧ v(db) ∧ v( j) ∧ v(db+1) ∧ · · · ∧ v(dc) as
B ′−m[ j]v = q−bmv(d1) ∧ v(d2) ∧ · · · ∧ v(db) ∧
(
B−mv( j)
)∧ v(db+1) ∧ · · · ∧ v(dc),
where B−mv( j) means the level one action of B−m on v( j) , i.e. if v( j) = u( j)k1 ∧ u
( j)
k2




u( j)k1 ∧ · · · ∧ u
( j)




We also deﬁne B−m[ j, ] on ﬁnite q-wedges as similarly in Deﬁnition 4.4, i.e.
B−m[ j, ] =
∑
i= j
q(i− j)mB ′−m[i]. (36)
Remark. From [Ugl00, Proposition 5.3 (i)], if |λ; s〉 is nm-dominant, then the above deﬁnition of
B ′−m[ j] and B−m[ j, ] on ﬁnite q-wedges coincides with that on |λ; s〉.
Lemma 5.16. Let m  0 and 1  d1 < · · · < db < j. Let t, t0 be two integers such that t  t0 . Let
λ(d1), λ(d2), . . . , λ(db) ∈ Π such that |λ(d1)| + · · · + |λ(db)| + |u( j)t |s j  sdi − s j − nm for all 1  i  b. For

















Set v = v(d1) ∧ v(d2) ∧ · · · ∧ v(db) . If v ∧ u( j)t is expressed as







u( j)t′ ∧ y, (37)
where t′ ∈ Z, y = y(d1) ∧ · · · ∧ y(db) (for all 1 i  b, y(di) = u(di)
k(di )
(k(i) ∈ Zri )) and α(t′, y) ∈Q(q). Then,
(i) For all 1 i  b, |v(di)|si = |λ(di)|.
(ii) For all t′ and y, if α(t′, y) = 0, then |y(d1)| + · · · + |y(db)| + |u( j)t′ |s j  sdi − s j − nm.
(iii) v ∧ u( j)t+nm = q2bm
∑
t′,y α(t
′, y)u( j)t′+nm ∧ y.
(iv) u( j)t ∧ ←−v =
∑
t′,y α(t
′, y)←−y ∧ u( j)t′ , u( j)t+nm ∧ ←−v = q−2bm
∑
t′,y α(t
′, y)←−y ∧ u( j)t′+nm.
(v) B ′−m[ j](v ∧ u( j)t ) = B ′−m[ j]v ∧ u( j)t .
Proof. For simplicity, we assume that d1 = 1,d2 = 2, . . . ,db = b.
For all 1 i  b, we have
∣∣λ(i)∣∣ ∣∣λ(1)∣∣+ · · · + ∣∣λ(b)∣∣ si − s j − nm − ∣∣u( j)t ∣∣s j
= si − s j − nm − t + s j  si − t0 − nm = ri − nm.
This proves (i).
From Corollary 5.2 (i) (see also the remark after Deﬁnition 5.6) and (i), we have
∣∣y(1)∣∣+ · · · + ∣∣y(b)∣∣+ ∣∣u( j)t′ ∣∣s j = ∣∣v(1)∣∣+ · · · + ∣∣v(b)∣∣+ ∣∣u( j)t′ ∣∣s j = ∣∣λ(1)∣∣+ · · · + ∣∣λ(b)∣∣+ ∣∣u( j)t ∣∣s j
 si − s j − nm
for all 1 i  b. This proves (ii).
From (ii), we can apply Lemma 5.12 repeatedly and prove (iii).
Put v ∧ u( j)t = A(q)u( j)t ∧ ←−v . Then, by the deﬁnition of bar involution (Deﬁnition 2.8) and Corol-
lary 5.2 (iii),
v ∧ u( j)t+nm = A(q)u( j)t+nm ∧ ←−v , y ∧ u( j)t′ = A(q)u( j)t′ ∧ ←−y and y ∧ u( j)t′+nm = A(q)u( j)t′+nm ∧ ←−y
if α(t′, y) = 0. Thus, we obtain (iv) by taking bar involution of (37) and (iii).
Finally, we prove (v). Put v ∧ u( j)t = A(q)u( j)t ∧ ←−v .
B ′−m[ j]v ∧ u( j)t = B ′−m[ j]
(
A(q)u( j)t ∧ ←−v
)























)←−y ∧ u( j)t′+nm.
On the other hand,
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(
v ∧ u( j)t
)= q−bmv ∧ (B−mu( j)t )= q−bmv ∧ u( j)t+nm (by Deﬁnition 5.15)

















)←−y ∧ u( j)t′+nm. 
Corollary 5.17. Let m  0 and 1  d1 < · · · < db < j. Let N be a positive integer and t0 be an integer such
that s j − N  t0 . Let λ(d1), λ(d2), . . . , λ(db), λ( j) ∈ Π such that |λ(d1)| + · · · + |λ(db)| + |λ( j)| sdi − s j − nm
for all 1 i  b. Put
































Set v = v(d1) ∧ v(d2) ∧ · · · ∧ v(db) . Then,
B ′−m[ j]
(
v ∧ w( j))= B ′−m[ j]v ∧ w( j).
Proof. We prove the assertion by induction on N . If N = 1, then the assertion follows from
Lemma 5.16 (v).
Suppose that N > 1. For 1  i  N , put ti = λ( j) + s j − i + 1 and w˜( j) = v( j)λ( j),N−1 = u
( j)
t1 ∧ u( j)t2 ∧




v ∧ w˜( j))= B ′−m[ j]v ∧ w˜( j). (38)
Put v ∧ w˜( j) ∧ u( j)tN = A(q)u( j)tN ∧ v ∧ w˜( j) and v ∧ w˜( j) = C(q)w˜( j) ∧ ←−v . Set the expansion of v ∧ w˜( j)
as







y( j) ∧ x, (39)
where x = x(d1) ∧ · · · ∧ x(db) (for all 1  i  b, x(di) = u(di)
k(di )
(k(i) ∈ Zri )), y( j) = u( j)k (k ∈ ZN−1) and
α(x, y( j)) ∈Q(q). Then,






)←−x ∧ ←−−y( j). (40)
Also set the expansion of x∧ u( j)t asN







u( j)t′ ∧ z, (41)
where z = z(d1) ∧ · · · ∧ z(db) (for all 1 i  b, z(di) = u(di)
g(di )
(g(i) ∈ Zri )) and β(t′, z) ∈ Q(q). Then, from
Lemma 5.16 (iv)











)←−z ∧ u( j)t′+nm. (42)
Under the above preparation,
B ′−m[ j]
(
v ∧ w( j))
= B ′−m[ j]
(
v ∧ w˜( j) ∧ u( j)tN
)
= q−bmv ∧ (B−mw˜( j))∧ u( j)tN + q−bmv ∧ w˜( j) ∧ u( j)tN+nm
= qbmA(q)u( j)tN ∧ v ∧
(
B−mw˜( j)
)+ qbmA(q)u( j)tN+nm ∧ v ∧ w˜( j)
= A(q)u( j)tN ∧
(
B ′−m[ j]v ∧ w˜( j)
)+ qbmA(q)u( j)tN+nm ∧ v ∧ w˜( j) (by (38))






)←−x ∧ ←−−y( j))






































































(←−z ∧ u( j)t′ ∧ ←−−y( j)).
On the other hand,
B ′−m[ j]v ∧ w( j)
= B ′−m[ j]v ∧ w˜( j) ∧ u( j)tN
= B ′−m[ j]
(
A(q)u( j)t ∧ v ∧ w˜( j)
)
N



























(←−z ∧ u( j)t′ ∧ ←−−y( j)) (by (42) ). 
Corollary 5.18. Let m  0, 1  j  , t0 ∈ Z and λ ∈ Π . Suppose that |λ; s〉 is nm-dominant and t0 

















Set v = v(1) ∧ v(2) ∧ · · · ∧ v( j−1) and w = v( j) ∧ v( j+1) ∧ · · · ∧ v() . Then,
B−m[ j, ](v ∧ w) = B−m[ j, ]v ∧ w.
Proof. By applying Corollary 5.17 repeatedly, we obtain the assertion. 
Proof of Proposition 4.6. The statement (ii) follows from Corollary 5.18. We prove (i). For convenience,
we deﬁne B−m[ + 1, ] = B−m[ + 2, ] = 0 and B ′−m[ + 1] = 0.
From B−m[ j, ] =∑i= j q(i− j)mB ′−m[i], we have








= B−m[ j, ] − qmB−m[ j + 1, ].
Thus,
B−m[ j] = B ′−m[ j] − q−mB ′−m[ j + 1]
= B−m[ j, ] − qmB−m[ j + 1, ] − q−mB−m[ j + 1, ] + B−m[ j + 2, ]
= B−m[ j, ] −
(
qm + q−m)B−m[ j + 1, ] + B−m[ j + 2, ].
Hence from (ii),
B−m[ j]u = B−m[ j, ]u −
(
qm + q−m)B−m[ j + 1, ]u + B−m[ j + 2, ]u
= B−m[ j, ]u −
(
qm + q−m)B−m[ j + 1, ]u + B−m[ j + 2, ]u = B−m[ j]u. 
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