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For tasks on central-perspective images, convolutional neural networks have been a revo-
lutionary innovation. However, their performance degrades as the amount of geometric image
distortion increases. This limitation is particularly evident for 360◦ images. These images capture
a 180◦ × 360◦ field of view by replacing the imaging plane with the concept of an imaging sphere.
Because there is no isometric mapping from this spherical capture format to a planar image rep-
resentation, all 360◦ images necessarily suffer from some degree of geometric image distortion,
which manifests as local content deformation. This corruptive effect hinders the ability of these
groundbreaking computer vision algorithms to enable 360◦ computer vision, resulting in a perfor-
mance gap between networks applied to central-perspective images and those applied to spherical
images.
This dissertation seeks to better understand the impact that geometric distortion has on convo-
lutional neural networks and to identify spherical image representations that can mitigate its ef-
fect. This work argues that there are three requisite properties of any general solution: distortion-
mitigation, transferability, and scalability. Bridging the performance gap requires reducing dis-
tortion in the image representation, developing tools to directly apply central-perspective image
algorithms to spherical data, and ensuring that these algorithms can efficiently process high reso-
lution spherical images.
Drawing insight from the field of cartography, the subdivided regular icosahedron is proposed
as a low-distortion alternative to the commonly used equirectangular and cube map spherical
image formats. To address the non-Euclidean nature of this representation, a generalization of the
standard convolution operation is proposed to map the standard convolutional kernel grid to the
iii
structure of any spherical representation. Finally, a new representation is proposed. Derived from
the icosahedron, it represents a spherical image as a set of square, oriented, planar pixel grids ren-
dered tangent to the sphere at the center of each face of the icosahedron. These “tangent images”
satisfy all three requisite properties, offering a promising, general solution to the spherical image
problem.
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CHAPTER 1: INTRODUCTION
There is an oft-related story that the study of computer vision began as a summer research
project presented by the artificial intelligence pioneer, Dr. Marvin Minsky, to an undergraduate
intern in 1966. This story is usually shared to both express the early optimism for artificial intel-
ligence as well as the massive oversimplification of the problem, but it also marks the point in
time when the goal of giving computers the gift of sight first came into being. In the half-century
since, the field has expanded significantly, and the objective has shifted, evolved, and transformed
considerably.
What began as simply connecting a camera to a computer and trying to get the computer to
describe what it saw has morphed into a widely-scoped discipline encompassing aspects of image
processing, photogrammetry, computer graphics, machine learning, and immersive computing.
It has been buoyed by major advances in processing speed, cheap hardware, the ubiquity of cam-
eras, and easy access to data. Today, with seemingly daily advances in image recognition, object
detection, and scene geometry estimation, and the successful productization of technologies that,
even a decade ago, seemed destined to reside in scientific textbooks, research labs, and science
fiction novels, the field of computer vision seems on the verge of reaching the lofty, yet abstract,
target of complete “scene understanding.” Nevertheless, despite high-profile early successes in
virtual and augmented reality1, facial recognition2, and nearly-autonomous vehicles3, it is still
unclear how close the field truly is to that goal. What is clear, however, is that the expansion of
computer vision is being driven by the development of new technologies and image modalities
and the desire for new vision-based applications.
1Oculus Quest, Microsoft HoloLens, Google Glass
2Amazon Rekognition, Apple Face ID
3Tesla Model 3, Nuro autonomous delivery
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At the heart of many of these advances is the desire to enrich the human experience. Whether
by providing a conduit for virtual immersive experiences, conferring the power to augment per-
ception of the surrounding world, or simplifying and improving daily functions, computer vision
plays an increasing role in everyday life. If there is one shortcoming to the current engine of
progress, it is that its field of view is still largely limited, in the most literal sense. Most vision
algorithms are designed with undistorted, central-perspective images in mind. While this con-
straint is reflective of the prevalence of these types of cameras in circulation, this narrow field of
view restricts progress to merely 30◦ - 60◦ crops of the world. Yet, not everything can be experi-
enced, augmented, or understood from these small glimpses. This partial view cannot transport
someone to another place, nor can it guarantee the context required to augment a scene or assist
with a desired task. These applications require capturing a scene in its entirety: in all directions at
once. Unfortunately, it is not a trivial task to apply algorithms designed for perspective images to
these all-encompassing image representations. In order to represent the entire 360◦ × 180◦ field
of view, these images are formed on an imaging sphere, rather than an imaging plane. Yet, as
most existing computer vision algorithms expect a standard, planar image, the resulting spherical
image must be represented on a plane. Mapping this spherical image to a planar representation
introduces an important new factor, spherical distortion, that has a powerful, deleterious effect on
the performance of central-perspective image algorithms when applied to 360◦ data. For reasons
explained herein, spherical distortion cannot be completely removed and thus instead must be
mitigated in order to obtain the proper outcomes. This dissertation proposes promising, novel
solutions to account for this distortion. In doing so, it aims to close the spherical performance gap
and thereby unlock the full potential of 360◦ computer vision.
1.1 360◦ Computer Vision
To some, 360◦ computer vision is a niche topic within the scope of the field at large; it is just
another application of computer vision as a whole. However, significant questions remain about
the ability of existing computer vision research to naturally expand to the full 360◦ field of view,
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Figure 1.1: An example of an equirectangular representation of a 360◦ image. This image demon-
strates the high degree of geometric distortion in this representation. The straight lines on the
floorboards and the ceiling are severely warped. Image from (Bourke, 2020).
especially in the modern deep learning era. Large, traditional framework problems like structure-
from-motion (SfM) and simultaneous localization and mapping (SLAM) often treat 360◦ images
as just a different type of input, addressable through the appropriate choice of camera model.
Similarly, many popular tasks currently being tackled by deep learning, like image classification,
segmentation, and detection, are also generally considered to be input agnostic. However, these
solutions have been designed and optimized under an assumption of undistorted (or undistort-
able) images. Geometric image distortion impacts image formation, warping straight lines and
deforming the image content. This effect can impede the operations underlying many existing
computer vision algorithms. An example of a heavily distorted spherical image representation is
given in Figure 1.1.
For example, consider automatic camera resectioning, a cornerstone of many traditional 3D
computer vision tasks. The goal is to estimate the intrinsic and extrinsic parameters of a camera:
the parameters of the linear system that projects points in the 3D world onto images. The geom-
etry of these relationships for spherical cameras has been worked out (Torii et al., 2005; Pagani
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and Stricker, 2011), but these geometric solutions overlook the problems of image representation.
Heavy geometric distortion in spherical representations results in pixel redundancy, which means
that patch-based error functions no longer represent the true local minima they may otherwise
have in an undistorted image. Similarly, sparse geometric methods are predicated on first identi-
fying robust keypoints in an image, yet the repeatability of these keypoints depends on viewpoint
invariance, which is violated by view-dependent image distortion in current spherical image rep-
resentations. Most recently, convolutional neural networks have been among the hottest topics
in the field, and these algorithms are particularly susceptible to spherical distortion due to their
location-independent, parameter-sharing design. Many of the most popular network architectures
have some degree of translation invariance built in by design, but their robustness is limited when
it comes to the heavy doses of distortion induced by spherical images. This shortcoming mani-
fests through reduced performance. Whether through noisier correspondences between images
for geometric tasks or through diminished accuracy for inference tasks, distortion in spherical
image representations has a clear impact.
Now, in theory, it seems that 360◦ images should provide better performance on the basis
that they capture more information in a single frame. There is more content, more context, and
a broader view of the scene’s composition and configuration. If spherical distortion can be suf-
ficiently reduced in the 360◦ representation, it stands to reason that, not only should many algo-
rithms see equivalent performance on 360◦ images, but some, particularly inference algorithms,
could see improved performance thanks to the additional field of view. The goal of 360◦ com-
puter vision is to develop the tools, models, and representations required to close the performance
gap between central-perspective and spherical image algorithms and create new opportunities to
leverage the complete field of view.
1.1.1 360◦ Imaging
As this work seeks to identify a more optimal 360◦ image representation, it is important to be-
gin by defining what a 360◦ image is. Most images captured today that are categorized as “360◦”
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Central-Perspective Camera Spherical Camera
Figure 1.2: The left figure depicts the central-perspective camera. It casts rays from a center of
projection out towards the world, and what it captures is projected onto an image plane. How
much of the world it captures is dictates by a field of view (FOV) in the x and y direction, which
is a function of the camera’s focal length, f : the distance from the center of projection to the
image plane. The right figure depicts the 360◦, or spherical, camera model. Here, the image plane
is replaced by an image sphere. Rays are cast outward from a center of projection at the center of
the sphere, and the image is projected onto the inside of the sphere. A spherical camera captures
a 180◦ × 360◦ field of view. Unlike an image plane, which is indexed by 2D Cartesian coordinates,
(x, y), the image sphere is indexed by spherical coordinates, (λ, φ).
are not created by a single lens camera. Due to its field of view, a spherical camera is required to
capture a 360◦ image. Yet, a true spherical camera poses significant engineering difficulties, from
sensor design (a uniform tessellation of the sphere is mathematically impossible) to more prac-
tical considerations (how does the user hold the camera without occluding the view?). However,
for definitional purposes, it is useful to consider a 360◦ image as any image that satisfies the three
properties laid out by Krishnan and Nayar (2009):
 4π steradian field of view
 Single (effective) center of projection
 Uniform resolution
Figure 1.2 relates the spherical camera model to the more common central-perspective cam-
era model. Across the related literature, these types of images are referred to in varying ways.
Among the most common descriptions are 360◦, spherical, omnidirectional, and panoramic im-
ages. In this dissertation, these terms are considered synonymous and used as such.
5
Spherical images can be generated in a variety of ways. Nayar (1997) present a camera de-
sign that uses two hemispherical catadioptric lenses with a shared center of projection to capture
a spherical image. This design is present in many of the consumer 360◦ cameras on the market,
like the Ricoh Theta4, for example. Polydioptric camera rigs provide another source of 360◦ im-
ages. These setups typically consist of a set of central-perspective cameras arranged so that the
cameras have an overlapping field of view and a very close center of projection to minimize paral-
lax. Facebook’s Surround360 camera5 and the Google Jump VR camera (Anderson et al., 2016)
are examples of these capture strategies. Polydioptric cameras typically leverage post-processing
algorithms to stitch the images captured from each component camera. Panoramic images can
also be stitched from properly curated central-perspective image captures (Szeliski et al., 2007).
These types of stitched images are often used in products that seek to create immersive experi-
ences from commodity smartphone cameras, as with Zillow’s 3D Home6. The final common
source for 360◦ images is through virtual renderings. RGB-D cameras, like the Matterport Pro27,
are increasingly being used to create highly accurate 3D model of scenes. Using graphics tools,
360◦ images can be rendered by placing virtual spherical cameras in the 3D model. Because it
provides an efficient source of large-scale data, this rendering technique is used to create many
of the popular large-scale 360◦ datasets currently in use (Armeni et al., 2017; Chang et al., 2017;
Zioulis et al., 2018).
1.1.2 Applications
There are wide-ranging applications of 360◦ computer vision. From immersive experiences to
autonomous driving to medical imaging and more, expanding a camera’s field of view can solve







the desire to maximize the amount of content and context encapsulated by a single image. One
of the more popular applications of this complete field of view is to create immersive user expe-
riences. Omnidirectional images can create an illusion of presence, or a sense of “being there”
(Skarbez et al., 2017). This concept of presence is a sought after trait for virtual experiences. For
example, Zillow Group, the online real-estate listings company released “3D Home” in 2018,
a virtual home tour service built atop stitched panoramic images. The product aims to promote
residential home buying from the comfort of one’s computer screen. Another endeavor, Google’s
Street View service, has been one of the most successful applications of 360◦ images. Street View
offers the ability to virtually navigate a map nearly anywhere in the world, providing users the
opportunity to look around in any direction via their computer screen. Perhaps the biggest benefi-
ciary of early advances in 360◦ imaging technology has been the gaming industry. Platforms like
the Oculus VR or HTC Vive use 360◦ video as a conduit for users to physically explore a virtual
environment. The 360◦ field of view combined with physical movement helps to reinforce the
illusion of presence during game play.
Additionally, much has been made about the development of autonomous and semi-autonomous
vehicles in recent years, and some of the big drivers of this new technology have been advances
in computer vision and deep learning research. Now, prototypes, and even released vehicles like
the Tesla Model 38, have cameras that cover a full 360◦ field of view around the vehicle. An im-
portant purpose of these cameras is to collect data for inference algorithms built into the vehicle’s
software. Of course, there are instances when the a 360◦ field of view is not needed, but it is im-
portant not to overlook the opportunity to exploit the extra field of view to improve safety-critical
features.
Another growing application realm for 360◦ vision is medical imaging. As minimally invasive
surgeries become more commonplace, the demand for high-quality, visualizations using devices
like endoscopes is increasing. Until recently, many endoscopes have been limited by a small field
of view. Early research into this idea (Roulet et al., 2010) has recently given way to actualized
8https://www.tesla.com/autopilot
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products. In the last few years, some products, like the Saneso colonoscope9, have augmented the
traditional endoscope with 360◦ vision, while others have incorporated the 360◦ field of view into
radically new imaging solutions, like the swallowable CapsoCam10. The panoramic field of view
provided by 360◦ images has opened new possibilities for treatments.
More generally, any sort of inspection application can benefit from 360◦ vision. The ability
to capture the entire surrounding field of view removes the need to specifically target regions of
a scene for documentation. This makes 360◦ images quite useful for remote inspection and doc-
umentation purposes. For example, companies like OpenSpace11 and HoloBuilder12 are putting
360◦ cameras in the hands and on the helmets of construction workers in order to provide con-
struction progress management solutions. The 360◦ captures provide an immersive monitoring
platform for builders and engineers. This concept is not restricted solely to the construction indus-
try, and can be extended to any industry in which remote inspection is useful or necessary.
An interesting thing to note is that many of these applications provide 360◦ views through
a polydioptric setup. As camera hardware continues to become cheaper and more advanced,
it is likely that these camera designs will become increasingly prevalent, which means more
applications of 360◦ computer vision will emerge.
1.2 Convolution on Spherical Images
For tasks on central-perspective images, convolutional neural networks (CNN) have been a
revolutionary innovation. However, the utility of these inference engines is limited for domains
outside the regular Cartesian pixel grid. One of the most important properties behind convo-
lution’s effectiveness, translational equivariance, can also be one of its most limiting factors.
Translational equivariance with regards to discrete convolution means that the response of a filter






makes fully convolution networks possible (Long et al., 2015), what drives the accuracy of state-
of-the-art detection frameworks (Liu et al., 2016), and what allows convolutional neural networks
to predict disparity and flow maps from stereo images (Mayer et al., 2016). Yet this property
breaks down in the presence of geometric distortion. This distortion changes the representation
of the image, resulting in local content deformation that violates the required translational equiv-
ariance. This distortion is the reason that many state-of-the-art convolutional neural networks see
their performance degrade when applied to spherical inputs.
Spherical distortion can be considered a type of lens distortion, but its origin is somewhat
different. Unlike geometric lens distortion, which is caused by aberrations in the physical lens,
spherical distortion is a property of the image representation itself. The planar image is formed
from the sphere via a map projection. The choice of mapping function used, and thus the image
representation, dictates how and where the image will be distorted. Also unlike traditional lens
distortion, spherical distortion cannot be fully removed. The only available option, then, is to
limit distortion through the choice of representation or to modify the convolution operation to
work around it. Both solution avenues come with trade-offs. Modifying the convolution operation
can inhibit the ability of networks to efficiently process high resolution images or restrict the
reuse of state-of-the-art models. Yet, changing the representation can present new problems, such
as local orientation ambiguity or the need to extend convolution to non-Euclidean geometry.
1.3 Three Guiding Principles for 360◦ Computer Vision
Whichever approach is taken, it is important that any practical solution to the problems of
spherical or 360◦ images satisfies three conditions:
1. Distortion must be significantly addressed to no longer disrupt the translational equivari-
ance required by a central-perspective image algorithm.
2. The solution must efficiently scale to high resolution spherical images.
3. The transfer of central-perspective image computer vision algorithms to spherical images
must require minimal additional effort.
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Distortion Mitigation
Distortion in the most popular spherical image representations, equirectangular images and
cube maps, is quite significant and severely inhibits the performance of many computer vision
algorithms. This effect is particularly noticeable in the use of convolutional neural networks.
Although most lens distortion can typically be removed from perspective images using mathemat-
ical distortion models like Brown-Conrady (Brown, 1966), spherical distortion is mathematically
inescapable: a sphere is not isometric to a plane. As such, any effort to represent a spherical
image as a planar one will result in some degree of distortion. Thus, the objective in this case,
and one shared by cartographers for thousands of years, is limited to finding an optimal planar
representation of the sphere for the desired use case.
Scalability
A consequence of the full field of view provided by a spherical image is that the angular
resolution of each pixel is substantially larger than for a central-perspective image of equivalent
pixel resolution. Discretizing a field of view into a pixel grid is an inherently lossy operation. To
capture the world with the same level of detail and granularity of a central-perspective image,
a spherical image must have a much higher pixel resolution due to its significantly wider field
of view. As such, spherical image algorithms need to be able to efficiently scale to process such
images at least as efficiently as their central-perspective counterparts.
Transferability
Because spherical distortion is ever-present, many algorithms that rely on local information,
such as convolution, keypoint detection, patch-based optimization strategies, and even low-level
operations like edge detection, will function differently for spherical inputs. Nevertheless, in
a field with over a half-century of existing research, a general solution for the spherical image
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domain should not need to reinvent the wheel. It should be possible to make use of the decades of
existing research on central-perspective image algorithms with minimal additional effort.
Because spherical distortion is inevitable, many prior researchers have looked to modify the
tools of computer vision accordingly. These approaches will be discussed in detail in Chapter 2.
This dissertation suggests, however, that a more general solution, satisfying all three requisite
characteristics, will be found by seeking a better representation for the spherical image.
1.4 Thesis Statement
By changing the representation of the spherical image, it is possible to sufficiently mitigate
distortion to close the performance gap and facilitate scalable and transferable 360◦ computer
vision.
1.5 Overview of Chapters
The remainder of this dissertation is organized into five chapters. Chapter 2 surveys the land-
scape of related research on 360◦ computer vision, particularly focusing on efforts to adapt con-
volutional neural networks for the domain. Chapter 3 takes a deeper dive into the background
and mathematical underpinnings of different spherical data representations, suggesting the use
of the subdivided icosahedron to address spherical image distortion. Chapter 4 compares the use-
fulness of different spherical image representations for convolutional neural networks on 360◦
images, introducing the mapped convolution operation as a means to fairly examine the impact
of different image representations. Penultimately, Chapter 5 proposes tangent images, a novel,
low-distortion, spherical image representation derived from the icosahedron, and illustrates its
ability to significantly improve the scalability and seamless transfer of central perspective image
algorithms. Finally, Chapter 6 summarizes the contributions herein and identifies opportunities
for future work.
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CHAPTER 2: RELATED WORK
This chapter highlights notable prior work on the topic of 360◦ computer vision. This re-
search encompasses the development of omnidirectional camera models, panorama stitching
techniques, and 3D geometry estimation algorithms from spherical cameras, along with exten-
sions of convolutional neural networks to spherically distorted images.
2.1 360◦ Image Formation
Much of the early work on 360◦ computer vision focused on the formation of the omnidi-
rectional image and proper calibration of the camera. In 1997, Nayar (1997) proposed the first
truly 360◦ camera in which two hemispherical catadioptric lens were designed to share a single
center of projection. Baker and Nayar (1999) subsequently derived the associated theory for a
single-viewpoint sensor, which is critical for geometrically accurate image formation. Much of
the related early work on omnidirectional camera calibration, epipolar geometry, stereo vision,
and panorama generation is captured or summarized by Benosman et al. (2000), who published
an textbook on the subject. Since then other works have further examined the camera geometry of
such omnidirectional imaging devices. Geyer and Daniilidis (2001) derive the projective camera
geometry for catadioptric cameras, introducing the intermediate representation of a sphere to pro-
vide a unifying model for omnidirectional cameras. Camera calibration for a variety of different
wide field of view and spherical cameras have been studied in great depth by Scaramuzza (2007).
There has also been substantial research into the creation of 360◦ images via image stitching;
Szeliski et al. (2007) provide a thorough overview of the basic methods for aligning and stitching
images into wide field of view panoramas. Recent work on this subject includes advances in high
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resolution stereo panorama stitching (Richardt et al., 2013) and casual stereo panorama stitching
(Zhang and Liu, 2015) as well.
2.2 360◦ Images in 3D Computer Vision
Although this dissertation primarily focuses on some of the more recent challenges regarding
360◦ images and convolutional neural networks, there has been a great deal of prior research into
geometric computer vision tasks using spherical images. Torii et al. (2005) extend the classic
definitions of epipolar geometry and the trifocal tensor to the spherical camera model, and Ma
et al. (2015) extend this idea, demonstrating fundamental matrix estimation, image rectification,
and two-view stereo depth estimation from spherical cameras. Pathak et al. (2016) decompose
optical flow for spherical images into a translational component that follows great circles on the
sphere and a rotational component that loops around the axis of rotation, showing that purely
translational flow can be extracted by ‘derotating’ the sphere. Finally, Pagani and Stricker (2011)
introduce a variant of structure from motion built around spherical cameras, developing spherical-
image-specific error models for epipolar geometry and camera pose estimation.
2.3 Spherical Distortion and Convolution
Most recently, a number of methods have been proposed to address convolutional neural net-
work performance on spherical images. These techniques vary in design, encompassing learnable
transformations, convolutional filter banks, generalizations and modifications of the convolu-
tion operation, and specialized kernels for specific spherical representations. This section takes




This existing work can be sorted into four categories based on the approach taken to address
spherical distortion:
 Learning-based methods attempt to learn adaptations to spherical distortion rather than
directly model it or its effects. These methods typically address the problem through trans-
former modules that manipulate the input and/or features using learned parameters of a
network. While transferable by design and inherently scalable because they use the same
tools as central-perspective networks, they are held back by not explicitly modeling the
distortion present in a spherical image.
 Reparameterization methods seek to generalize or approximate convolution on the
sphere through spherical harmonics or graphical analysis. These methods are often efficient
and mathematically rigorous, but they are also quite dissimilar to standard convolutional
neural networks. As a result, although they sufficiently address distortion and are often
lightweight, efficient solutions, they do not enable the desired transferability of existing
algorithms.
 Location-adaptive methods have typically operated on the equirectangular image for-
mat and modify the network architecture or convolution operations to specifically handle
equirectangular distortion. These methods leave the representation untouched, only chang-
ing the image processing operations. These methods are transferable, with most being
designed as drop-in replacements for the standard 2D convolution operation, but they raise
the question of whether simply changing where the filter samples goes far enough to fully
address spherical distortion. Additionally, it is not entirely clear from the literature how
changing the convolutional kernel affects the ability of these methods to scale efficiently to
deep networks and high-resolution images. In Chapter 4, both of these potential limitations
will be explored further.
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 Icosahedral methods use the subdivided icosahedron representation of the sphere. Be-
cause this representation does not naturally lend itself to a rectangular pixel grid, these
approaches typically develop techniques to modify either the representation or image pro-
cessing operations, or both. These methods address distortion well, but a consequence
of these changes is that they typically do not scale or transfer effectively. The research in
this category of work has been performed concurrent to the contributions presented in this
dissertation.
2.3.2 Learning-Based Methods
Su and Grauman (2017)
Learning Spherical Convolution for Fast Features from 360 Imagery
Su and Grauman treat spherical image convolution as a domain transfer problem where the
domains differ by a geometric projection rather than a shift in the data distribution. In this work,
the authors seek to train a convolutional neural network to accept equirectangular image inputs
by transferring a network trained on central-perspective images. To do this, the authors propose
to align the receptive fields of convolutional kernels in both domains by learning a row-dependent
adaptation for each convolutional kernel, separately, in order to match the horizontal distortion
in equirectangular images. This research is notable for being one of the first efforts to consider
modifications to the convolutional kernel, learned or otherwise, to address spherical distortion.
Xiong and Grauman (2018)
Snap Angle Prediction for 360 Panoramas
Xiong and Grauman develop a content-aware rotation of the spherical data in the cube map
format that “snaps-to” a view where the most relevant information has minimal distortion. The
idea behind this approach is that distortion can be tolerated in regions of an image that are of
little interest for certain tasks. For example a clear, empty sky is not of interest for most object
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detectors. This approach learns a rotation of the sphere such that the most informative content
ends up aligned to the regions of least distortion in the cube map.
Su and Grauman (2019)
Kernel Transformer Networks for Compact Spherical Convolution
Su and Grauman build on the transfer learning idea of their prior work (Su and Grauman,
2017) by developing a learnable module capable of transforming a feature map according to local
distortion properties. With their proposed kernel transformer network, the authors again address
the problem of transferability. They propose a small network that learns location-dependent mod-
ifications to a convolutional kernel according to the distortion function inferred from the data.
This method is efficient, because it seeks to learn the distortion-adaptation function independently
from the data, task, and network. This design permits re-use by simply applying the trained mod-
ule to the filters of any other central-perspective network. In effect, this method aims to learn the
transformation that is hard-coded in the approaches proposed by Coors et al. (2018) and Tateno
et al. (2018), discussed in a later section.
2.3.3 Reparameterization Methods
Although they overlap with the other categories in some respects, reparameterization ap-
proaches stand out as a class of their own largely due to how the solutions are formulated. This
line of research tends to treat spherical convolution more abstractly, providing well-founded the-
oretical solutions for spherical signals, agnostic to the image representation. These contributions
are insightful, but they do not facilitate transferability, which is an important requirement. As a
result, the approaches offered do not necessarily promise a general solution.
Cohen et al. (2018)
Spherical CNNs
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The spherical convolutional neural network from Cohen et al. raises one of the most impor-
tant considerations regarding convolutions on spherical data: maintaining translational equiv-
ariance. In this work, Cohen et al. demonstrate that spherical distortion renders the weight-
sharing design of traditional convolutional neural networks ineffective. On undistorted, central-
perspective images, convolutional filters provide translational equivariance (Goodfellow et al.,
2016), but this property is lost on planar spherical representations like equirectangular images
due to heavy distortion effects.
Cohen et al. prove that, for spherical signals, it is necessary to provide rotational equivariance
instead in order to maintain the proper function of convolutional neural networks. Because there
is no isometric mapping from a sphere to a plane, the authors propose to consider convolutions on
spherical signals as rotations in SO(3) rather than translations inR2. On this premise, the authors
derive a general form of convolution on the sphere and develop an efficient implementation using
the generalized fast Fourier transform algorithm. They experiment on spherical MNIST digit
classification to demonstrate the formulation’s rotational equivariance and suggest more general
applicability by addressing 3D shape classification as well as a task in molecular geometry.
Although mathematically analogous to the planar convolution, the spherical convolution is
parameterized differently. Thus, although common network architectures like VGG (Simonyan
and Zisserman, 2014) or ResNet-101 (He et al., 2016) can be implemented explicitly with spher-
ical convolutions, this approach does not provide an obvious way to convert a model trained on
central-perspective images to a spherical convolutional neural network. As such, this method
hinges on the availability of large scale spherical datasets for training. Additionally, because
spherical convolutional kernels have a different parameter set, they cannot reap the full bene-
fits of years of research into optimal kernel shapes and network architecture design. As a result,
while this research contributed considerable insight to the fundamental problems of convolving
on spherical data, the specific solution proposed has, so far, yielded little further development.
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Esteves et al. (2018)
Learning SO(3) Equivariant Representations with Spherical CNNs
Concurrent to Cohen et al. (2018), Esteves et al. proposed a similar generalization of convo-
lution, also equivariant to the SO(3) rotation group. The authors propose spherical convolution
via the Spherical Fourier Transform. As with planar convolution via the Fourier Transform, by
decomposing the spherical signal and the filter into their spherical harmonic basis, convolution
becomes point-wise multiplication in the frequency domain. Subsequently, the result can be
transformed back to a spherical signal via the inverse Spherical Fourier Transform. This method
enables more efficient convolutions than Cohen et al. (2018) while also utilizing fewer param-
eters. To support many common network architectures, the authors also extend spatial pooling
to the frequency domain. While this work provides some improvements in both speed and per-
formance compared to prior work, it is still not transferable to or from planar convolutions. As
a result, it is difficult to see spectral parameterization as an avenue to a general solution to the
spherical convolution problem.
Perraudin et al. (2018)
DeepSphere: Efficient Spherical Convolutional Neural Network with HEALPix Sampling for
Cosmological Applications
Perraudin et al. look to avoid the computational expense of the Fourier transform. Addition-
ally, as this work focuses on cosmological applications of spherical convolutions, the authors
seek a solution that does not necessary require the full sphere as input. With these constraints
in mind, the authors propose a general graph convolution formulation built around the hierarchi-
cal equal area isolatitude pixelization (HEALPix) representation of the sphere. Weighting the
graph to address unequal distance between pixels in this representation, the authors then define
a Fourier basis on the graph that they observe resemble the spherical harmonics used by Esteves
et al. (2018). They propose an efficient convolution on this basis by defining a convolution kernel
parameterized by coefficients of Chebyshev polynomials.
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This work is notable for being among the first to consider a different spherical mapping,
HEALPix, as part of the solution to the spherical convolution problem. HEALPix is a popular
class of hierarchical sampling schemes in cosmology and cartography as it provides a tessellation
of the sphere into equal area pixels. It is a parallel approach to the study of geodesic grids, which
use the tessellation of subdivided polyhedra, and which form the basis of the icosahedral methods
discussed in Section §2.3.5. Up to this point, other works primarily focused on equirectangular
images or, in the case of Cohen et al. (2018) and Esteves et al. (2018), sought representation-
agnostic solutions. However, the use of the HEALPix representation and the desired cosmologi-
cal applications inhibit the authors from making direct comparisons to existing work, so it is not
clear how this method performs in comparison to the other methods reviewed in this section.
Jiang et al. (2019)
Spherical CNNs on Unstructured Grids
In one of the more recent graphical approaches to the problem, Jiang et al. reparameterize the
convolutional kernel as a linear combination of differential operators on the surface of an icosa-
hedral mesh. This is the first work to attempt to take advantage of the lower distortion present in
the icosahedron representation as well as the efficiency gains that can be achieved by reparame-
terizing the convolution. This method circumvents the scalability problem of novel kernel design
by leveraging fast differential computations to approximation convolution, and it scales better to
higher resolution spherical images as a result. This scalability comes at the cost of transferabil-
ity, however. Because it no longer uses the traditional convolution operation, it does not permit
network reuse. Like other methods in this category, despite the performance gains, the novel
operation inhibits significant further application of this method in the spherical image domain.
2.3.4 Location-Adaptive Methods
The first efforts to incorporate spherical distortion into the convolution operation were de-
signed around the equirectangular image format. These methods’ capabilities are intrinsically
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limited due to their reliance on the heavily distorted equirectangular image. Nevertheless, be-
cause they are built around a pixel grid representation, they are generally simpler to use and
computationally more efficient than some of the more accurate icosahedral methods that have
been put forth recently. Moreover, these works have produced important insight into the problem
of spherical image convolution.
Zioulis et al. (2018)
OmniDepth: Dense Depth Estimation for Indoors Spherical Panoramas
Zioulis et al. present an approach for accommodating the strong horizontal distortion present
in equirectangular images. Observing that equirectangular distortion is exclusively horizontal, the
authors propose a convolutional neural network architecture that applies two sequential blocks of
rectangular filter banks on the input. The motivation of this design is to horizontally expand the
network’s receptive field, with the idea being that it will enable the network to better accumulate
information from the heavily warped regions of the equirectangular image.
The authors evaluate their architecture for depth estimation and demonstrate that it provides
some improvement over the traditional use of square features. However, there are some notable
limitations of this method. The rectangular filter banks, while useful for horizontally expanding
the receptive field, are not equipped to handle various input dimensions. Simply put, wider im-
ages will require a wider receptive field, but this architecture has no way to adapt for that. This
undermines one of the great advantages of convolutional layers: parameter sharing regardless of
the input size. Additionally, because this approach does not try to explicitly model the distortion,
the receptive field is expanded everywhere, not just where heavy distortion is present. This can
result in the loss of fine-grained detail in less distorted regions.
Tateno et al. (2018)
Distortion-Aware Convolutional Filters for Dense Prediction in Panoramic Images
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This work from Tateno et al. (2018) was one of the first to try to model spherical distortion
through an adaptive convolutional kernel. The authors model convolution on the sphere as a pla-
nar filter set tangent to the sphere at each spherical coordinate indexed in the equirectangular im-
age. The filter is projected onto the surface of the sphere using the inverse gnomonic projection,
where it samples data from the equirectangular image with bilinear interpolation. The samples
are then weighted and summed according to the filter parameters.
The authors evaluate their method on two dense prediction tasks: single-image depth esti-
mation and semantic segmentation and demonstrate noticeable improvement over the standard,
unadapted grid convolutional kernel on equirectangular images. Another important result is that
this adaptive convolution also outperforms the use of the grid convolution on the cube map repre-
sentation. This outcome highlights the impact of distortion on convolution. Although faces of the
cube map are less distorted than equirectangular images, they still result in worse performance for
the standard convolution compared to a kernel that adapts to the image distortion.
As implemented, this method is hampered slightly by the wrong choice of projection func-
tion for equirectangular images (more on this in Chapter 4), but this work introduced a few key
insights about distortion and convolution. One of the key innovations of this work is the idea that
“distortion-awareness” can be encoded in the convolutional kernel. Unlike prior work, Tateno
et al. try to explicitly model the distortion function in how the data is sampled. Furthermore,
they demonstrate that the adaptive kernels provide a way to transfer standard convolutional ar-
chitectures for spherical image inputs. These networks can be trained on large scale perspective
datasets, and, at test time, the grid kernels can be exchanged for distortion-aware kernels with the
same parameter weights.
Coors et al. (2018)
SphereNet: Learning Spherical Representations for Detection and Classification in Omnidirec-
tional Images
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Independently from Tateno et al. (2018), Coors et al. simultaneously developed the idea of
adapting the convolutional kernel to spherical distortion. In this work, however, the authors focus
on the problems of spherical classification and detection. For detection, in particular, the authors
propose spherical anchor boxes, which are the gnomonic projection of the standard rectangular
anchor boxes set tangent to the sphere. This contribution is an extension of the idea of a tangent
grid kernel.
Additionally, Coors et al. address the issue of oversampling the sphere, which is something
not discussed by Tateno et al. (2018). A consequence of the equirectangular image is that the
pixels do not reflect a uniform sampling of the sphere: there are disproportionately more pixels
indexing the polar regions than the equatorial region. Coors et al. observe that using these pixels
to define the domain of the convolution results in unnecessary computation. As a result, they
evaluate the use of spiral spherical sampling (Saff and Kuijlaars, 1997) to provide a more uniform
application of convolution. This choice is largely motivated by efficiency, so the authors evaluate
performance with different numbers of samples.
As it turns out, uniformly applying the convolutional kernel to the sphere is an important
consideration when convolving on spherical images. This is one of the motivations for the icosa-
hedral methods. However, it is equally important to ensure that the number of locations where
convolution is applied aligns with the resolution of the spherical input. Traditionally, convolu-
tional neural networks use convolutions with a stride of 1, unless otherwise specified. Adjusting
the number of locations where convolution is applied on the sphere, as the authors do in this
work, is effectively altering the convolution stride. This is likely why Coors et al. report worse
accuracy when using uniform sampling.
In their use of uniform sampling, Coors et al. also address the loss of spatial position that
arises. Because the samples no longer align to pixels of the equirectangular images, there is no
obvious 2D representation of the intermediate features. Instead, they represent the intermediate
features as an n× c matrix of n filter locations with c channels each, and use a lookup table for the
kernel sampling locations, handling image downsampling by computing a smaller set of sampling
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points. This idea comes up again in many icosahedral methods, as those also suffer from the
same representational shortcoming.
2.3.5 Icosahedral Methods
Representing the spherical image as a subdivided icosahedron mitigates spherical distortion,
thus improving the accuracy of convolutional neural networks compared to techniques that op-
erate on equirectangular images. This representation has demonstrated the most success to date
for processing spherical inputs, but it is still new. Most related work has focused on creating
compatible convolution operations for the shape’s triangular tessellation and non-uniform face
orientations.
Cohen et al. (2019)
Gauge Equivariant Convolutional Networks and the Icosahedral CNN
In this work, Cohen et al. address the problem of icosahedral convolution through the lens of
gauge equivariance. The authors recognize that the icosahedral net, the unfolded representation
of the icosahedron, consists of five parallelogram strips that can have one of six orientations, or
gauges, around the icosahedron. They use these strips to define an atlas of charts that relate the
the planar parallelograms to locations on the icosahedron. For each potential orientation of the
chart on the icosahedron, a transformation is defined to align features to a consistent orientation
on which a standard 3× 3 convolution operator can be applied. Each of the charts includes some
overlap with its adjacent charts to function as padding for the boundary cases. This method uses
the faces of the icosahedron as an analogy to pixels in an image.
The proposed approach is mathematically well-justified, and it enables the use of the standard
convolution operation, suggesting that it is a potential avenue for transferable networks, but its
distortion-reduction properties are limited to only the basic icosahedron. While it can use mid-
point subdivision to represent higher resolution spherical images, midpoint subdivision does not
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improve the approximation of the sphere as does Loop subdivision (Loop, 1987). Furthermore, a
Loop subdivided icosahedron cannot be represented by the same well-behaved charts.
Lee et al. (2019)
SpherePHD: Applying CNNs on a Spherical PolyHeDron Representation of 360 Degree Im-
ages
The primary contribution in this work is the suggestion of the subdivided icosahedron as a
low-distortion spherical image representation. Like Cohen et al. (2019), the authors use the pixel-
to-face analogy of the icosahedral representation. In order to convolve on this representation, they
define new, orientation-dependent, kernels to sample from triangular faces of the icosahedron.
A canonical north and south pole is defined on the icosahedron, and the proposed kernels use a
weight-sharing design to address different orientations.
A major drawback of this approach is the authors’ redefinition of the convolutional kernel,
which inhibits the ability to transfer traditional network architectures without retraining them
with the new kernel design. Furthermore, it scales poorly to higher resolution images, because
it relies on the pixel-to-face analogy. This parallel means that significant additional subdivisions
are required to represent the spherical image, which impedes the ability of the novel kernel to be
implemented efficiently.
Zhang et al. (2019)
Orientation-Aware Semantic Segmentation on Icosahedron Spheres
The most recent related work on icosahedral convolutions comes from Zhang et al.. Similar
to Cohen et al. (2019), the authors propose a method that operates on the icosahedral net. They
define a special hexagonal convolution on the vertices of the icosahedron that can interpolate to
and from the standard grid convolution operation. In this way, the proposed method can leverage
the standard convolution operation while still operating on the triangularly tessellated surface.
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To date, this approach has demonstrated the best scalability and transferability of any related
work. Nevertheless, like Cohen et al. (2019), it still is limited to the distortion properties of the
basic icosahedron because it represents an image on the icosahedral net. While its results are
promising for research into modifications of the convolution operation, Chapter 5 will demon-
strate that changing the image representation provides a simpler approach to achieving scalability
and transferability while also improving performance dramatically.
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CHAPTER 3: DISTORTION AND SPHERICAL REPRESENTATIONS1
When developing computer vision algorithms for 360◦ images, the crux of the problem boils
down to sufficiently addressing image distortion. A 360◦ image captures a scene by projecting
the world onto an image sphere rather than the traditional image plane. The resulting images are
consequently tied to this underlying spherical geometry and its related set of problems. There are
number of concerns that arise when considering spherical camera geometry, including physical
considerations such as sensor resolution limitations and the choice of lens design used to capture
the full field of view, but the most important factor regarding spherical image processing is the
fundamental issue of image representation.
This problem is not isolated to the computer vision or deep learning communities. In fact,
it dates back millenia to when the first cartographers sought accurate projections of a spherical
Earth on flat, planar maps. This study of map projections blossomed during the European Re-
naissance, as global exploration created a strong need for more accurate maps of the world. The
emergence of the field of differential geometry in the 18th and 19th centuries provided a for-
mal language for quantifying distortion in these maps and led to Gauss’s landmark Theorema
Egregium, a consequence of which is the fundamental impossibility of a perfect, distortion-less,
planar map of a sphere. The effects of this result are still influential today regarding efforts to
design computer vision and deep learning algorithms for spherical data.
Spherical distortion has a deleterious effect on the accuracy of convolutional neural networks
when given 360◦ image inputs. This distortion manifests as content deformation in the image,
which impacts the efficacy of weight sharing via convolutional filters. To understand why this
is problematic and identify a solution, it is helpful to dive into the details of spherical map pro-
1This chapter is adapted from collaborative research with Jan-Michael Frahm, which was published in (Eder and
Frahm, 2019).
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jections and the convolution operation itself. This chapter provides an overview of the distortion
characteristics of map projections, the mathematical principles underlying spherical image distor-
tion, and an explanation of distortion’s effect on convolution.
3.1 The Language of Map Projections
Long before computer vision set its sights on spherical images, cartographers were devel-
oping novel mathematical models, map projections, to project the Earth onto flat maps. A map
projection relates locations on the surface of a sphere (or spheroid) to those on a plane. Formally,
it is an invertible, differentiable function M :
M : (λ, φ)→ (x, y) (3.1)
that transforms spherical coordinates, (λ, φ), to rectangular coordinates (x, y). From ancient
Greece to the European Renaissance, scholars throughout history have sought to develop an accu-
rate planar representation of the sphere in order to facilitate trade, exploration, and a general un-
derstanding of their surroundings. Each projection has thus typically been invented for a specific
purpose in mind. For example, to this day, the 16th century Mercator projection is still useful
for marine navigation, because it represents loxodromes, or a constant bearing, as a straight line
(Snyder, 1987). While infinite map variations abound, the actual projections themselves can be
classified into a finite number of categories.
It is standard to classify projections by three common projection surfaces: cylinders, cones,
and tangent planes (Figures 3.1a–3.1c). The common theme among these options is that they
are developable surfaces, meaning they can be unraveled into a plane without stretching the sur-
face. The interaction between the sphere and the projection surface can vary. For example, the
mapping surface sits tangent to the sphere at a single point or line in an azimuthal (tangent) pro-
jection, shown in Figure 3.1c, while the sphere and mapping surface will intersect at one or more
lines in a secant projection, depicted in Figure 3.1d. Projections can also differ by the orientation
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(a) Cylindrical Projection (b) Conical Projection (c) Azimuthal Projection
(d) (Conical) Secant Projection (e) Transverse (Cylindrical)
Projection
(f) Oblique (Azimuthal) Projection
Figure 3.1: The geometric classes of map projections. The shape, intersections, and relative
orientation (aspect) of the mapping surface dictate the distortion characteristics of the map.
of the mapping surface, known as the aspect. A projection is considered normal if the mapping
surface is oriented parallel to the sphere, where the canonical spherical orientation is defined by
the orientation of the data. In a transverse aspect (Figure 3.1e), the mapping surface and sphere
are orthogonal to each other. Any other relative orientation is known as an oblique aspect (Fig-
ure 3.1f). Two special aspects are the polar and equatorial aspects, where the mapping surface is
tangent or secant to the pole or the equator. Both the equatorial and polar aspects of an azimuthal
projection are used when rendering the popular cube map spherical image representation.
Understanding the geometry of the projection surface is key to understanding how spherical
images are represented and what sort of distortion characteristics are present. In 1828, the famed
German polymath Carl Friedrich Gauss published his Theorema Egregium, which, among other
things, proved the mathematical impossibility of representing a sphere on a plane without some
degree of distortion. In other words, there is no isometric mapping that will preserve all measure-
ments of shape, scale, direction, and distance when projecting from a spherical surface to a plane.
28
While there are numerous map projections that satisfy useful properties for specific applications,
no single projection can perfectly represent spherical data without distorting it in some way.
Generally, there are three properties to consider with regards to distortion (Snyder, 1987):
 Equal area projections preserve the relative areal scale of regions on a map. When consid-
ering a spherical image, this implies that the amount of information in a certain region of
the image is going to be equivalent to the amount of information at another, equally-sized
region. However, equal area projections will result in distortions elsewhere in the image.
 Conformal projections preserve local angles, which means that at any single point on the
map, shapes are locally accurate. For a spherical image, this can be interpreted as ensuring
the compactness and regularity of information in the image. Put differently, the image
content may be deformed by distortion, but that deformation will be equal in all directions
at any given point. It is impossible for a projection to be both conformal and equal area.
 Equidistant projections preserve the distance between locations on the sphere. A pro-
jection cannot be equidistant in every direction (lest it be an isometry of the sphere), but
equidistant projections preserve distance along some direction of lines in the resulting map.
For spherical images, this implies that the distance between pixels along some line is a con-
stant proportion to the distance between points on the surface of the sphere. An equirectan-
gular image is an example of an equidistant projection; rows of the image preserve lines of
latitude.
A common method in the cartography literature for visualizing the distortion properties of
different map projections is to use Tissot’s indicatrices (Tissot, 1879), which illustrate local
distortion at desired points on the map. Tissot’s indicatrix depicts the projection onto a plane of
a circle with infinitesimal radius on the surface of the sphere. The result on the planar map is an
ellipse whereby the major and minor axes relate the scale and angular distortions. By placing the
circles with regular spacing on the sphere, the indicatrices also depict the distortion of distances
in the projection.
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(a) Gnomonic (Equatorial Aspect) (b) Equirectangular
(c) Lambert Cylindrical
(d) Mercator (e) Icosahedron
Figure 3.2: Different map projections with superimposed Tissot’s indicatrices to illustrate dis-
tortion. Ellipse eccentricity shows conformality, size shows areal equality, and spacing shows
equidistance. Note that the gnomonic projection depicts a 90◦× 90◦ segment of the Earth, as would
a face on a cube map. Also note that the icosahedron is shown unwrapped to the net for clarity,
but in practice the 3D polyhedral representation is maintained, which allows for better spherical
approximation through subdivision.
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For example, Figures 3.2a–3.2d show maps of the Earth represented by the equatorial aspect
of the gnomonic (rectilinear) projection (used for faces of cube maps), the equirectangular pro-
jection, the Lambert cylindrical equal-area projection (used in the HEALPix representation), and
the common Mercator projection, respectively, with Tissot’s indicatrices overlaid. The gnomonic
projection is neither conformal, equal area, nor equidistant, as demonstrated by the varied eccen-
tricity and shape of the ellipses and the spacing between them. The equirectangular projection
is an equidistant projection, preserving the distance between parallels of latitude, but is neither
equal-area nor conformal, so the indicatrices are neither circular nor equal in size. The Lambert
cylindrical projection is an equal-area projection, addressing scale imbalance by preserving the
relative size of objects in the map. This method is not conformal, though, and therefore local
angles are not preserved, which can be observed by the varying eccentricities of the ellipses rep-
resenting increased shape distortion near the poles. Finally, the Mercator projection is conformal
but not equiareal, and thus relative scale varies throughout the map. Note how Antarctica ap-
pears significantly larger than Africa, despite actually having less than 50% of Africa’s area. All
indicatrices remain circular as it is conformal, but they vary in size depending on location.
Because of its relationship to spherical data, the science of map projections is at the core of
spherical image analysis, and the indicatrix is a useful visual representation as well as a meaning-
ful measuring device and geometric indicator of distortion. The interpretations of its computation
and measurement are studied further in the next section. This analysis provides the insight that
motivates the representations proposed later in this dissertation.
3.2 A Taste of Differential Geometry
The purpose of this section is to provide a mathematical understanding of the principles un-
derlying spherical geometry, map projections, and distortion.
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3.2.1 Differentials on the Sphere
In the cartography literature, there are numerous tables and equations devoted to various
map projections and their characteristics for certain types of projections and specific ellipsoidal
models of the Earth. For the purposes of understanding the relevance to 360◦ images, the funda-
mentals of spherical geometry and derivations in this section assume a sphere with unit radius
and an eccentricity of 0. All formulae in this section incorporate this assumption. A more in
depth study of general ellipsoidal geometry as it pertains to cartographic map projections can be
found in Snyder (1987) and Laskowski (1989).
Figure 3.3: The relationship between
spherical and Cartesian coordinates.
Distortion in different spherical image formats arises
due to the absence of an isometric mapping between the
sphere and the plane. By representing both as paramet-
ric surfaces in R3, it is possible to measure and visualize
and quantify this distortion as the ratio between ele-
mental measurements on the spherical surface and on
the planar surface. To define this ratio, it is necessary
to measure how distance changes on each surface as
a function of a common coordinate system. A useful
choice of coordinate systems for this purpose is the orthogonal curvilinear system of spherical
coordinates, (λ, φ) ∈ [0, 2π) × [0, π], where the surface of the sphere is indexed by meridians
of longitude, λ, and parallels of latitude, φ. Using the common computer vision convention of a
Cartesian coordinate system where +X is to the right, +Z is forward, and +Y is down, the unit







This relationship is depicted in Figure 3.3.
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Substituting these coefficients into Equation (3.3) gives the formula for elemental distance on the
sphere:
ds2S2 = (cosφ)
2 dλ2 + dφ2 (3.6)
This result relates the measure of distance on the S2 manifold as a function of the spherical coor-
dinate system.
3.2.2 Measuring Map Distortion
The set of map projection functions defined by Equation (3.1) can be considered as mappings
from the S2 manifold to a plane in R3. Letting this plane be indexed by the 2D Cartesian system
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for a map projection M , where M(λ, φ){x,y} represent the x and y coordinates of the projection.
To measure the distortion induced by this mapping, it is necessary to compute the element of
distance on this surface, dsΠ, also as a function of spherical coordinates (λ, φ). Again, this can be



























Here, the partial derivatives are to be derived from the specific mapping function of interest.
While these values can be analytically derived from the spherical projection equations, it is help-
ful to note that it is often easier in practice to approximate them numerically via central differ-
ences.
Given these values of dsS2 and dsΠ, it is possible to quantify the magnitude of spherical dis-





Recall that image distortion is a local effect. As such, these measurements will differ depending
on their location on the map. To visually interpret a spherical image representation, it can be
useful to depict such distortion in different locations. For this purpose, Tissot (1879) proposed
the use of an indicatrix: an infinitesimal circle on S2 mapped to the plane. The result will always
be an ellipse, and the ellipse’s area, eccentricity, and rotation concisely summarize the local
distortion.
3.2.3 Tissot’s Indicatrix
The purpose of Tissot’s indicatrix is to relate the measures of distance along the coordinate
axes on the sphere to those on the plane. That is, the indicatrix represents the transformation, T ,






Recall the parametric plane defined in Equation (3.7). On the surface of this plane, the Cartesian
coordinates (x, y) are functions of spherical coordinates (λ, φ). By the chain rule, this relation-














Next, consider the elemental distances along each axis in the spherical coordinate system:
dsS2(λ, 0) = (cosφ) dλ
dsS2(0, φ) = dφ
(3.14)
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This equation gives the definition of the transformation, T , introduced in Equation (3.11), which
expresses the local mapping of a differential circle on S2 to an ellipse on the planar projection
surface:
T = JS (3.17)
Expressed in this form, singular value decomposition (SVD) can be used in order to parcel
out the important components of the local transformation: the scaling and rotation parameters
(Laskowski, 1989). Recall the definition of SVD:
SVD(T ) = UΛV T (3.18)
It is the decomposition of the transformation, T , into a rotation in the source domain, V T , a scal-
ing along the basis, Λ, and a subsequent second rotation, U . For understanding distortion, the
rotation expressed by V T is irrelevant, as it rotates the axes of the circle but has no bearing on
the final orientation of the ellipse. The next operation, represented by the diagonal singular value
matrix, scales the circle along its axes, deforming it to an ellipse. Thus, the singular values repre-
sent the scale factors along axes of the ellipse. The first singular value provides the semi-major
axis, a, and the second provides the semi-minor axis, b, which are the directional scaling factors
of distortion. Scale distortion can be computed as the area of the ellipse, ab, or equivalently by
the determinant of A. Finally, the orientation of the ellipse, θ, which represents the direction of
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As with Equation (3.9), the Jacobian for Equation (3.12) can be computed using central differ-
ences at each location of interest on the sphere.
3.3 Equivariance in Convolutional Neural Networks
Because distortion is inevitable in spherical images, it creates an impediment for modern
advances in convolutional neural networks. The design of convolutional neural networks is predi-
cated on the idea of location-independent parameter sharing. That is, each convolutional filter at a
given layer has only one set of parameters that are shared across all positions in the layer’s input.
Contrast this with a fully-connected network, in which each input has its own set of weights. An
important consequence of the convolutional design is that convolutional layers exhibit equivari-
ance to translation. In other words, shifting or translation the input image, results in an equivalent
shift or translation of the filtered output. Formally, this relationship can be expressed as:
h (t(x)) = t (h(x)) (3.20)
for some convolutional filter, h(x), and a translation function, t(x). If the input has location-
dependent content deformation, as is true for distorted images, Equation (3.20) will not hold.
This effect is on display in Figure 3.4.
Certain tasks may avail themselves of pooling layers to build in some invariance to small
translation (Goodfellow et al., 2016), but this has not been shown to be significant enough to
handle the severity of spherical distortion. Furthermore, while some broad inference tasks, like
classification and even localization, might benefit from this invariance to shifts, other tasks, like
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Equator Shifted by 45◦
Figure 3.4: The left figure depicts an image projected onto a hemisphere at the equator and
rendered to a spherical image. The right figure depicts that same image shifted by 45◦ in the
spherical image. The clear, location-dependent warping effect violates the property of trans-
lational equivariance that is required for the proper function of convolutional neural networks.
Image from (Arnold, 2020).
dense prediction, require highly-localized outputs for which translation invariance is unwanted.
As a result, these latter tasks are particularly susceptible to geometric distortion.
The computational backbone of convolutional neural networks is the convolution opera-
tion. Consider the 1D discrete convolution of a filter h of size K and a signal g given in Equa-
tion (3.21). For simplicity, only the 1D case is given, but generally, m and n can be d-dimensional
tuples.








The operation has two components: a sampling and a weighted summation. More explicitly, these
operations can be separated as:















where δ[·] is the discrete Dirac delta, or impulse, function:
δ[x] =

1 x = 0
0 x 6= 0
(3.23)
Although an image projected on a pixel grid is a discrete signal, it is common to treat the under-
lying image information as continuous, wherein data between pixel locations can be interpolated.
This is the case for traditional computer vision techniques like SIFT feature detection (Lowe
et al., 1999) as well as for more recent deep learning modules like spatial transformers (Jaderberg
et al., 2015) and spherical convolutions (Cohen et al., 2018). Thus, it may be more accurate to
describe the image convolution operation in convolutional neural networks as the weighted sum
of convolutions between the continuous signal and the continuous impulse function:













where the continuous impulse function is defined as the function δ(x) that is infinite at x = 0 and
zero everywhere else, and that is constrained so that:
∫ ∞
−∞
δ(x)dx = 1 (3.25)
In this continuous sense, the impulse function can equivalently be expressed as the area of a











In 2D, such a distribution is represented as an infinitely small circle. Hence, when convolving
a filter with a spherical image, each datum sampled from the sphere can be modeled as the area
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bounded by an infinitesimal circle on the sphere’s surface. This result is why Tissot’s indicatrix
makes for such a useful tool to study the effects of distortion on convolution.
From Equation (3.24), the kernel must sample the same area at each location in the data,
otherwise the summation becomes biased by unequal information. This is why it is important that
the image is undistorted. The distribution of data at each point must be equivalent, which implies
that the image itself must be both conformal and equiareal. Yet this is not possible for spherical
images. Figure 3.2a and Figure 3.2b show the significant distortion patterns on two of the most
common spherical image formats, which explains why the performance of convolutional neural
networks on these images falls short when compared to central-perspective images that have little
to no distortion.
While standard perspective images suffering from radial distortion can be resampled to an
undistorted view before applying any convolutional algorithm, there is no such solution for
spherical images. Instead, an alternative approach must be developed to resolve this distortion-
induced bias for spherical data. It follows that there are two viable solutions for resolving this
issue: replace the continuous delta function in the 2D version of Equation (3.24) with a bivari-
ate, anisotropic Gaussian with location-dependent variance, or resample the image to a different
projection with less distortion. The former approach would allow for all of the information to be
aggregated over the space of distortion, but would slow down convolution significantly in heav-
ily distorted regions, as a large variance would require the accumulation of potentially massive
regions of pixels. The latter approach is thus preferable. The equirectangular image and cube
map have been demonstrated to be less-than-ideal projections, and the theoretical limitations of
map projections still prohibit a perfect solution, but a different projection surface, the subdivided
icosahedron, offers a promising route for distortion mitigation.
3.4 The Subdivided Icosahedron
Recall the three distortion properties of spherical projections: conformality, equiareality,
and equidistance. While there is no perfect projection of the sphere onto a planar surface, it is
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Figure 3.5: The five convex polyhedra that comprise the set of Platonic solids, from left to right:
the tetrahedron, cube, octahedron, dodecahedron, and icosahedron. The rightmost shape, the
20-face regular icosahedron, is the best approximation to sphere.
Figure 3.6: Subdividing an icosahedron to approximate a sphere. Two iterations of Loop subdivi-
sion are shown.
possible to form a compromise projection that is nearly conformal, nearly equiareal, and nearly
equidistant. Consider the classical method of exhaustion of approximating a circle with inscribed
regular polygons. It follows that, in three dimensions, the sphere can be approximated in the
same way. By this logic, the choice of planar spherical approximation ought to be the convex
Platonic solid with the most faces: the icosahedron, shown in Figure 3.5. Furthermore, as the
icosahedron is a subdivision surface, it can be iteratively subdivided using the Loop subdivision
algorithm (Loop, 1987) until it becomes infinitesimally close to a perfect sphere, as illustrated in
Figure 3.6. The Loop subdivision algorithm is reviewed in Section §C.1.
The icosahedron has been used by cartographers to represent Earth at least as early as Buck-
minster Fuller’s Dymaxion map, which projects the globe onto the icosahedral net, an “unwrap-
ping” of the polyhedron (Buckminster, 1946). More recently, cartographers have leveraged
geodesic grids, such as the icosahedral Snyder equal-area (ISEA) projection (Snyder, 1992),
to get more accurate models for precise climate and weather simulations and similar applications.
These projections map the data from the spherical surface to the planar faces of a subdivided
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icosahedron using a triangle partitioning. This shape has been shown to be one of the least dis-
torted spherical representations (Kimerling et al., 1999), which satisfies the goals of the desired
compromise projection. The low-distortion properties of the icosahedron are on display in Fig-
ure 3.2e. This figure applies the inverse gnomonic projection of a spherical Earth onto each face
of the icosahedron, and unwraps the shape to the net for better visualization. Tissot’s indicatrices
are super-imposed to highlight the low-distortion qualities. From this image, it is clear that, when
compared to the other map projections represented in the figure, including the two predominant
spherical image representations shown in Figures 3.2a and 3.2b, the icosahedron is distinctly less
distorted.
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CHAPTER 4: CONVOLVING ON MAP PROJECTIONS1
Chapter 3 explained the important characteristics of distortion in spherical data and intro-
duced distortion metrics that inform the selection of the subdivided icodahedron as a useful repre-
sentation for 360◦ images. These metrics suggest that this representation can help reduce the dele-
terious effect of distortion on convolutional neural network performance. However, unlike the
equirectangular image and the cube map, the subdivided icosahedron does not have an inherently
friendly, rectangular representation. There is no obvious transformation to a flattened grid. The
equirectangular representation is, by design, a rectangular pixel grid. The faces of a cube can be
regularly tessellated by squares, which is why the cube map is also a natural choice for represent-
ing a pixel grid. The icosahedron, on the other hand, can only be regularly tessellated by triangles
or hexagons.
Figure 4.1: The net, or unfolded representa-
tion, of the 20-face icosahedron. It does not
directly lend itself to the rectangular grids used
in standard convolutional filters.
The icosahedral net, shown in Figure 4.1,
therefore also consists of these same poly-
gons. Without an obvious parallel to a regular
pixel grid, either at vertices or faces, there is
no clear way to apply a grid convolutions to
this representation in the standard way. Yet,
because it is clear that the icosahedron pro-
vides a less distorted representation than the
commonly-used cube map and equirectangular
image formats, it would be beneficial to find a way to leverage this shape.
1This chapter is adapted from collaborative research with True Price, Thanh Vu, Akash Bapat, and Jan-Michael
Frahm, which was published in (Eder and Frahm, 2019) and (Eder et al., 2019).
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Figure 4.2: The mapped convolution can map the sampling grid of a convolutional kernel to a
spherical surface.
In order to apply standard, off-the-shelf convolutional neural network architectures to the
surface of an icosahedron, it is necessary to change how the convolution operation samples the
surface. In a typical image, the rectangular pixel grid defines where the filter samples; only the fil-
ter shape needs to be determined. Because this grid is absent from the icosahedron, it is necessary
to provide an auxiliary mechanism to specify the sampling locations. This chapter introduces a
new, versatile method of convolution, the mapped convolution, that enables this type of control
over the convolutional filter. Enabling this ability to define where the filter samples facilitates the
transfer of popular convolutional neural network architectures to the icosahedral representation.
Moreover, the mapped convolution provides a way to adapt the filter’s sampling to any desired
type of spherical projection, which enables a direct performance comparison between different
spherical representations of the same data. In this chapter, the mapped convolution is formulated
and the respective performance of the equirectangular image, cube map, and subdivided icosa-
hedron are studied as spherical image representations. The results of these experiments clearly
demonstrate that the use of the subdivided icosahedron leads to improved performance outcomes
for dense prediction tasks.
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4.1 Mapping Convolution
Recall from Section §3.3 that the convolution operation is implicitly two operations: a data
sampling routine, followed by a weighted summation. For image processing tasks, this operation
itself is typically carried out through the use of a small matrix, known as a kernel. Because most
desired operations like smoothing, blurring, and sharpening are based on small spatial neighbor-
hoods, the convolutional kernel is typically regarded as spatially regular, local operator. In fact,
this idea is maintained for most applications of convolution in signal processing. The importance
and pervasiveness of convolution for digital signals has led to the development of highly efficient
algorithms for applying these regular convolutions. Convolution’s rich history in image process-
ing, combined with the availability of fast implementations has driven its usage in neural network
design in computer vision. Yet, this does not have to be the case, nor is it always so. There are
plenty of reasons why a neural network would want to aggregate non-regular or non-local fea-
tures. An influential example of this non-local aggregation is the deformable convolution (Dai
et al., 2017), which learns a warping function of the kernel’s sampling grid as an attention mech-
anism, thereby allowing a network to aggregate non-local information in the pursuit of object
detection.
The ability of a network to learn where to look for useful information can certainly be an
important feature, but what about the cases where the distribution of useful information is not
regular or local, yet there is a known structure that describes it? Distortion, for example, deforms
content irregularly, but how this deformation occurs can be modeled a priori. Additionally, man-
ifold mesh surfaces are a type of structured, non-Euclidean data that are becoming of greater
interest to the vision community for their ability to represent objects in the 3D world. For spher-
ical images, they provide a particularly useful tool for approximating the spherical geometry of
the imaging surface as an icosahedron. However, due to the non-Euclidean nature of the icosa-
hedron and the lack of a regular grid structure on its surface, the standard convolution cannot be
applied. For these applications, a variant of the convolution operation must be developed that can
incorporate this known structure.
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The mapped convolution provides an avenue for incorporating a priori knowledge of the
data’s structure into the convolution operation. Mapped convolution decouples the sampling
operation from the summation, enabling the transfer of convolutional neural networks to data
for which the underlying structure is not properly modeled by a rectangular pixel grid. This
class of data also includes the projection manifolds of distorted images. The operation itself
accepts a task- or domain-specific mapping function in the form of an adjacency list that dictates
where each convolutional kernel samples the input. The goal of the operation is to generalize
the standard convolution operation beyond the space of regular planar grids. Specifically in the
context of spherical image processing, the mapped convolution provides an avenue to encode any
closed-form map projection into the convolution operation.
The name comes from that notion that the operation specifies a mapping of the convolutional
kernel’s sampling function from a regular grid to alternate locations on the input signal. This
mapping generalizes the notion of sampling implicit to convolution and is not restricted to a spe-
cific scheme. Inherently the mapped convolution is a type of graph convolution, and it shares
some characteristics with the graph convolution networks (GCN) proposed by Kipf and Welling
(2017). However, there are notable distinctions between mapped convolutions and graph convolu-
tions. Graph convolutions typically learn to embed nodes of a graph at each layer by performing
a “neighborhood-mixing” of the data at adjacent nodes through multiplication with an adjacency
matrix. In contrast, mapped convolutions maintain the “correlation with template” model of a
sliding window kernel. There are pros and cons to both methods. For one, mapped convolution
maintains a correspondence to grid convolutions which permits the extension of popular network
architectures to non-Euclidean data. On the other hand, mapped convolutions require a constant
kernel size to do this, which limits their operation to graphical structures with uniform vertex
degree. Graph convolutions have no such restrictions on vertex degree, but they lack the transfer-
ability between domains offered by mapped convolutions via analogy to grid convolution.
The primary driver behind the development of the mapped convolution is the icosahedral
representation of spherical images. As demonstrated in Chapter 3, the recursively subdivided
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icosahedron provides unparalleled distortion reduction for this class of data, unachievable with
planar, regular pixel grid representations. This distortion mitigation is paramount to maintain
the performance of convolutional neural networks on spherical data. By providing an avenue
to map the traditional grid convolution to the surface of the icosahedron, the mapped convolu-
tion enables the application of well-studied network architectures to this useful spherical image
representation.
4.2 Formulation
Convolution can be separated into a sampling operation on an input signal g, followed by
a summation of the samples weighted by the parameters of a filter h, as expressed in Equa-
tion (3.22) and repeated here for convenience:














The mapped convolution is predicated on this observation. It decouples the sampling operation
from the weighted summation. It is formulated in equation (4.2) in a similar way as the standard
convolution, with the primary difference being that n now indexes a mapping function,M, in-
stead of directly indexing the input. Additionally, the concept of the kernel shape is no longer
predefined, and the relationship between the kernel center and the output location is now rele-
gated to the mapping function.
(h ∗ g)[n] =
K−1∑
m=0
h[m]D (g,M[n−m]) , M : xstd → xmapped (4.2)
This mapping function transforms the sampling location of the standard grid convolution, xstd ∈
Z, to a new sampling locations, xmapped ∈ R. D(g, xmapped) is an interpolation function that
dictates how to sample the signal at real-valued indices. In short, the mapping function specifies
how the input will be sampled at each location where the filter is applied.
47
The choice of mapping function can be domain- or data-dependent and can change layer-to-
layer. Consider the inverse gnomonic convolution operation developed by Coors et al. (2018) and
Tateno et al. (2018) for convolving on equirectangular images. This operation uses the inverse
gnomonic projection function to convert Cartesian to spherical coordinates, inherently applying
the function:
Mgnomonic : (x, y)→ (φ, ψ) (4.3)
to the convolutional kernel. This choice of function is domain-dependent, as the kernel reso-
lution, and thus the values, (x, y), at each sampling location, is fixed by the resolution of the
equirectangular image. Mapped convolutions for spherical image representations only require
domain-dependent functions, because all inputs typically share the same representation. The
specific mapping parameters may need to be changed between network layers, though, due to
upsampling and downsampling operations that affect the resolution of the input.
Although not evaluated in this work, it is worth mentioning that mapped convolutions can be
applied to non-Euclidean data other than spherical representations. For example, the geodesic
convolution operation for Riemennian manifolds (Masci et al., 2015) is another potential applica-
tion of a mapped convolution. In that work, the authors define a radial patch operator to sample
from a mesh based on the mapping function:
Mgeodesic : (ρ, θ)→ B(x) (4.4)
where ρ and θ are local geodesic polar coordinates and B(x) is a patch on the mesh surface sur-
rounding some location x. This operation is also domain-dependent due to its definition on local
patches, though, in general, the mapping function for 3D meshes can depend on the mesh topol-
ogy and may differ between meshes.
Finally, it is important to note that the mapped convolution does not inherently change the
convolution operation. The traditional grid convolution and its common library of parameters
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(e.g. stride, dilation, padding, etc.) is simply a mapping function:
Mgrid : (x, y)→ (x′, y′) (4.5)
and can therefore be thought of as a mapped convolution.
4.3 Implementation
One of the great advances to spark the current success of convolutional neural networks is
the efficient, parallel implementation of the convolution operation on GPUs. The basic approach
supported by many of the popular deep learning frameworks, including Caffe (Jia et al., 2014),
PyTorch (Paszke et al., 2019), and TensorFlow (Abadi et al., 2016) is to use some variant of the
Im2Col algorithm. This two-step method first samples a multi-dimensional tensor into a large ma-
trix, then leverages highly-efficient, parallel general matrix multiplication (GEMM) operations to
apply the filter weights. There are different variants of this algorithm that are useful for different
memory layouts and cost considerations (Anderson et al., 2017), but the common element is the
use of GEMM operations for the final computation. A useful feature of this approach is that, like
Equation (4.1), it also separates the convolution into two operations: a sampling followed by a
weighted summation. Hence, to implement the mapped convolution, it is only necessary to adjust
the sampling routine. The mapped convolution does this by accepting an adjacency list that de-
fines the desired sampling function. The adjacency list data structure is useful as it is compact but
can represent any type of graphically-structured data. With this extra input, the sampling routine
is no longer a hard-coded grid, but can be defined dynamically for the desired domain.
4.3.1 Convolutions Using Matrix Multiplication
There are two primary types of 2D convolutional layers: convolution and transposed convo-
lution. This section provides an overview of the canonical way that these operations are imple-




Figure 4.3: The top figure illustrates how the d blocks of c×k×k convolutional filters are reshaped
into the weight matrix, W. The bottom figure depicts how n blocks of some input feature map,
where n is the number of output features, are copied into the “column” matrix, Z.
their own optimizations of these algorithms and leverage proprietary libraries, like NVIDIA’s
cuDNN (Chetlur et al., 2014), for increased efficiency. Nevertheless, understanding the basic
algorithm informs the design of the mapped convolution operation suite.
Im2Col and Col2Im
The Im2Col function and its inverse, Col2Im, are the core operations supporting GEMM-
based convolution. Consider the convolution of a multi-channel input feature tensor, I, with
shape (c × hin × win) and a convolutional kernel with shape (kH × kW ). The Im2Col function
converts blocks of input, I, to columns in matrix, Z, so that that shape of Z is (ck2 × n), where
n = houtwout, the total number of output features. The values of hout and wout can be precom-
puted from the parameters of convolution, which makes the standard implementation of this
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operation quite simple. Figure 4.3 provides a visualization of how the necessary matrices are
formed. In the simplest case, where the convolution has unit stride and dilation, Z is a Toeplitz
matrix. While Im2Col goes from a multichannel input to a column matrix, Col2Im provides the
opposite operation. It takes the columns of Z and copies them back to blocks in a feature map.
One of the efficiency considerations of this approach is that the Im2Col and Col2Im func-
tions are, themselves, highly parallelizable on the GPU. Because the copying operations are lim-
ited to local blocks of the feature maps, they can be divided among many simultaneous threads.
This intuitive parallelizability, along with the highly-optimized GPU GEMM operations, make
GEMM-based convolution a fast, general-purpose implementation.
Convolution Parameters
The traditional 2D convolution operation is defined by a set of 4 parameters, each defined
along the height and width of the image:
 Kernel shape (kH , kW ) defines the shape and extent of the kernel
 Stride (sH , sW ) defines how many pixels the kernel should move along each axis between
convolution operations
 Padding (pH , pW ) defines how many pixels to add outside the image boundaries to hand
convolution on the image border. Typically padding is done by sampling zeros, although
it can be useful to use other image information when possible. When is it desired for the












 Dilation (dH , dW ) defines how many pixels should be skipped between samples of the
kernel grid. Dilated convolutions were introduced by Yu and Koltun (2016) to expand a
network’s receptive field without increasing the number of parameters.
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(a) Convolution (b) Transposed Convolution
Figure 4.4: The left figure illustrates how the convolutional kernel (blue) aggregates features of
an input feature map (green) to produce an output feature map (orange). The right figure shows
how the transposed convolution scatters the inputs, which are weighted and then aggregated in
the output feature map.
Once these parameters are set, the dimensions of the output feature map can be computed as:
hout =
⌊











In a standard convolutional layer, the number of input feature dimensions, c, and output feature
dimensions d are also fixed. As such, these parameters are all that is needed to completely de-
fine the 2D convolution. For 2D transposed convolution, the parameter set is the same, but the
formulae for the output dimensions become:
hout = sH(hin − 1) + kH + (kH − 1)(dH − 1)− 2pH
wout = sW (win − 1) + kW + (kW − 1)(dW − 1)− 2pW
(4.7)
GEMM Convolution
In a convolutional layer, an input feature map is sampled, weights are applied to the samples,
and the samples are subsequently aggregated to produce a map of output features (Figure 4.4a).
The convolutional layer can be thought of as a weighted gather operation, accumulating and
weighting a local region of the input feature map for each output feature. The fundamental pur-
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pose of stacking these convolutional layers is to sequentially embed local information at increas-
ingly higher levels of complexity (LeCun et al., 1990).
The parameters of the layer are the weights of the convolutional kernels. These are stored
in a (d × c × kH × kW ) tensor, W, where d is the feature dimension of the output, c is the
feature dimension of the input, and (kH , kW ) represent the dimensions of the kernel. Note the
memory layout of the tensor, as indicated by the shape. This allows the four-dimensional tensor
to equivalently represent a matrix with dimensions (d× ckHkW ).
For an input tensor, I, the convolution is performed by first calling the Im2Col function on the
input tensor:
Im2Col : I→ Z (4.8)
which produces the column matrix Z. Then, the convolution is performed via matrix multiplica-
tion as:
O = WZ (4.9)
where O is the output matrix. Note that it has shape (d × n). The final step is to reshape it to a
(d× hout × wout) tensor representing the output feature map.
This convolution formulation is convenient for back-propagation learning (Rumelhart et al.,
1985) as well. Error gradients can be computed by a similar matrix multiplication. Given a ten-
sor of gradients, O′, corresponding to the output feature map computed in Equation (4.9), the
parameter gradients can be computed as:
W′ = O′ZT (4.10)
where O′ is first reshaped into a (d × houtwout) matrix, W′ is the resultant tensor of parameter
gradients, and Z is the same column matrix of inputs as before. Similarly, gradients with respect
to the input feature map can be computed by first computing the gradient column matrix, Z′:
Z′ = WTO′ (4.11)
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and subsequently calling the Col2Im function:
Col2Im : Z′ → I′ (4.12)
which converts the column matrix back to the input tensor.
GEMM Transposed Convolution
If the convolutional layer can be thought of as applying a weighted gather operation, a trans-
posed convolutional layer applies a weighted scattering. In a transposed convolution, each feature
of the input is duplicated according to the kernel size, weighted, and then scattered to correspond-
ing locations in the output feature map, where the data is then aggregated (Figure 4.4b). This
concept was introduced by Long et al. (2015) to provide a learnable upsampling operation for
fully-convolutional neural networks.
For the transposed convolution, the weight parameters are stored in a permuted memory order:
(c × d × kH × kW ). The first two dimensions are transposed, hence the name of the operation.
With this change, the transposed convolution works by leveraging the same GEMM operations as
when computing the gradients for the standard convolution. First the column matrix is computed:
Z = WT I (4.13)
where W is first reshaped to a (c × dkHkW ) matrix and I is the input tensor reshaped to a (c ×
hinwin) matrix. Then, the Col2Im function converts the result to the output tensor:
Col2Im : Z→ O (4.14)
The complete suite of forward and backward operations are provided for convolution and
transposed convolution in Section §C.2.
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Figure 4.5: The mapped convolution is similar to convolution, except that the samples it ag-
gregates are interpolated from an input feature surface (green) and assigned to a location on an
output feature surface (orange), also with interpolation. For spherical images, these surfaces are
different spherical representations, including the subdivided icosahedron.
4.3.2 Modifying the Im2Col and Col2Im Functions
The key to the mapped convolution is the inclusion of an adjacency list tensor, G, as a param-
eter of the Im2Col and Col2Im functions. This adjacency list replaces all of the convolution pa-
rameters except for input and output feature dimensions. Furthermore, the shape of the adjacency
list defines the shape of the output feature map. This takes takes the shape: (hout × wout × k × 2),
where k is the number of samples in the convolutional kernel and the two elements in the last
dimension specify coordinates from the input feature map. For a planar input signal, these sam-
pling coordinates would be (x, y) ∈ R2, but when sampling from the sphere, they can be speci-
fied by (λ, φ) ∈ S2. Unlike traditional convolution layers, mapped convolution layers store the
weight parameters in a single dimension, as the shape of the kernel is now defined by G. The
resulting Mapped Im2Col function iterates over each (k × 2) matrix in G and samples from
real-valued locations on the input feature map with interpolation. On a regular pixel grid, nearest
neighbor and bilinear interpolation are used, while barycentric interpolation (Figure 4.7) is used
for sampling from a mesh. These values are copied to the Z matrix as with the standard operation.
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In effect Mapped Im2Col is not much different than traditional Im2Col. The algorithm iterates
over the output feature map locations, and copies values from the input feature map to Z. The
primary difference is in how the sampling is determined. By using the adjacency list to define
real-valued sampling locations, the sampling operation is no longer limited to a pixel grid.
The Mapped Col2Im operation is more dissimilar to its traditional counterpart. In the context
of back-propagation, the traditional Col2Im function iterates over the input feature map, comput-
ing the gradients for each input feature independently from each other. This is made possible by
the ability to precompute which elements of the output feature map contribute to each input gra-
dient. This also allows the function to be efficiently parallelized without the need for any atomic
operations. Because the mapped convolution interpolates from real-valued coordinates, how-
ever, it is no longer a simple task to determine these correspondences between input and output
features directly. A more exhaustive search would be required to use the traditional approach.
Instead, Mapped Col2Im iterates over the dimensions of the provided adjacency list. For each k× 2
matrix representing a kernel, the single output gradient for that kernel is propagated back to all
the inputs in one operation simultaneously. For real-valued sampling coordinates, the gradient is
extrapolated accordingly. While this approach is effective, it creates an impediment to paralleliz-
ability: multiple kernels can have sampled from the same input feature. As such, it is necessary
to use atomic additions for gradient accumulation. Depending on the choice of mapping function,
these atomic operations can have a varying impact on speed. This sacrifice, though, is necessary
to enable the real-valued sampling that makes mapped convolutions effective.
Having defined Mapped Im2Col and Mapped Col2Im, the rest of the steps of the GEMM-
based convolution remain unchanged. Because this convolution implementation variant explicitly
breaks the operation into a sampling operation followed by a weighted sum, the only aspect that
needs to be changed is the sampling function. As a result, the mapped versions of convolution
and transposed convolution are still defined by Equations (4.9) and (4.13).
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Figure 4.6: The mapped transposed convolution is to the transposed convolution as the mapped
convolution is to convolution. It samples with interpolation from an input feature surface (green)
with interpolation, then weights and scatters the sample to the output feature surface (orange)
with interpolation.
Figure 4.7: Barycentric interpolation is used when sampling from the surface of mesh. Barycen-
tric interpolation weights the relative contribution of each vertex to a point on a triangular face as
a ratio of triangular areas.
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Figure 4.8: Performance comparison between the mapped convolution and grid convolution
operations on a single NVIDIA GeForce GTX 1080Ti GPU. Results are shown for a forward
pass, a backward pass, and a combined forward and backward pass. The number of elements
represents the total size of the input tensor.
4.3.3 Benchmarking
It is important to note that modifying the sampling function has a non-negligible effect on per-
formance. Standard convolutions are efficient in part due to data locality: grid sampling benefits
significantly from spatially local data. Because the provided mapping functions are not con-
strained to sample from nearby regions of the input, mapped convolutions often violate this data
locality and therefore see efficiency degrade as the input size or kernel size increases. Addition-
ally, the mapped Col2Im function requires an atomic operation to handle real-valued sampling
locations. Hence, running time is now also tied to the choice of mapping function; for example,
mapping functions where a single input location maps to a significant number of output location
can inhibit training speeds by slowing down back-propagation. Even so, mapped convolutions
measure up to the performance needs for the spherical image representation experiments in the
next section.
Mapped convolution is profiled in Figure 4.8 against the standard grid convolution imple-
mented using the Im2Col algorithm with double-precision floating point inputs. Each input size
is run for 100 trials each, and the average result is reported. The mapping function used for the
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profile shuffles pixels with uniform randomness. The results show that the breakdown of data
locality clearly affects the speed of a forward pass as the image sizes get larger, but the slowdown
is a constant factor. In this benchmark, the slowdown in the forward pass is 2.3× for nearest-
neighbor interpolation and 3.75× for bilinear interpolation. For backward passes, the slowdown
is 2.5× and 4.5× for nearest-neighbor and bilinear interpolation, respectively. It is useful to note
that the largest input size profiled is equivalent to a 10-channel, 2000×2500 image, which is signif-
icantly larger than typical inputs to a neural network. Mapped convolutions are computationally
costlier than grid convolutions, but the impact does not necessarily handicap usage.
4.4 Experimental Results
This section serves two purposes. First, it demonstrates the important role that the choice of
spherical representation plays in determining the quality of the results. Second, it highlights the
application of the mapped convolution operation to different irregularly shaped surfaces. The
experimental outcomes show that dramatic improvements in accuracy can be obtained simply
changing the image representation. Along the way, the results also shed light on important con-
siderations when selecting or designing a mapping function.
4.4.1 Experimental Setup
These experiments are designed around three spherical image representations: the two preva-
lent existing ones, equirectangular images and cube maps, and the proposed subdivided icosahe-
dron format. Convolving on each representation involves a mapping function between Cartesian
(rectangular) and spherical coordinates, M : (x, y)→ (φ, λ). The only difference between them
are in the projection functions used. For each representation, the quantitative results are measured
on the equirectangular image in order to provide a equivalent comparison. Due to the highly local
nature of dense prediction, two such tasks, single-image depth estimation and semantic segmen-
tation, are used to evaluate each image representation. All experiments use the same 16-layer,
encoder-decoder network architecture, and each mapping function is trained and tested three
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times on each dataset, with the average results reported. Details of the architecture and training
routines are given in Section §A.1.
Datasets
The Omnidepth (Zioulis et al., 2018) and SUMO (Tchapmi and Huber, 2018) datasets are
used for evaluation. Omnidepth is an aggregation of four other 360◦ image datasets, two consist-
ing of real scene captures, Matterport3D (Chang et al., 2017) and Stanford 2D-3D (Armeni et al.,
2017), and two with exclusively computer-generated scenes, SceneNet (McCormac et al., 2017)
and SunCG (Song et al., 2017). In total, Omnidepth’s standard split has 34,679 training images,
and 1298 test images.
The SUMO dataset consists entirely of computer-generated, synthetic scenes derived from the
much larger SunCG dataset. SUMO contains 58,631 RGB-D cube maps representing synthetic
spherical image captures. For these experiments, it is divided into 80% training, 10% valida-
tion, and 10% testing sets. Additionally, because the dataset contains 132 semantic classes, and
some that have high inter-class similarity (e.g. ‘bunk bed’ and ‘baby bed’), similar classes are
combined to balance the data. There is still a very high variance in class frequency even after
aggregation, so only the 15 most common classes are used for training and evaluation.
Omnidepth consists of 256 × 512 pixel equirectangular images, while SUMO contains cube
maps with 1024× 1024 pixel faces. In order to evaluate each representation, the data is rendered
from these original formats to the desired representation with considerations taken to ensure that
the angular resolution of the inputs is as similar as possible when training each network.
Metrics
The depth estimation experiments all use the common set of metrics established by Eigen
et al. (2014). These consist of seven different computations involving predicted depth, y, and
ground truth, y∗:
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 Absolute relative error measures the average absolute error in prediction over N pixels as






|yi − y∗i |
y∗i
(4.15)
 Squared relative error is formulated similarly to the absolute relative error, except it has







|yi − y∗i |2
y∗i
(4.16)
 Linear root-mean-squared error measures the standard deviation of the error. A higher






|yi − y∗i |2 (4.17)
 Log root-mean-squared error is similar to its linear cousin, but it is more invariant to the
scale of the error. It is worth noting that it penalizes underestimates more than overesti-







| log yi − log y∗i |2 (4.18)
 3 inlier thresholds are used to determine the quality of the depth predictions. These are the
percentage of predictions within some factor δ of the ground truth. The standard measures,
used in these experiments, are δ < 1.25k, k = {1, 2, 3}.



















Before computing the estimation errors, each predicted depth image D is scale normalized to best






For the semantic segmentation experiments, results are reported in terms of mean intersection-
over-union (mIOU). The intersection-over-union (IOU) score is defined for a class c in an image










where y and y∗ are now the predicted and ground truth classes, respectively. This metric provides
a value in the range [0, 1] that encapsulates both the accuracy of the prediction as well as how
precise the segmentation is. A higher value is better. The mIOU for all classes is the sum of each
class-specific IOU, weighted by the percentage of pixels in the ground truth image assigned to
that class.
4.4.2 Equirectangular Images
Equirectangular projections are commonly used thanks to the simple association between
pixel and spherical coordinates and their rectangular layout, but their heavy distortion effects
severely impact the efficacy of convolutional neural networks. Various methods have been devel-
oped to try to account for this distortion. Zioulis et al. (2018) attempt to address the distinctive
horizontal distortion that occurs near the poles through the use of rectangular filter banks on the
input layers of the network, while Coors et al. (2018) and Tateno et al. (2018) try to adapt the
convolution sampling grid in a location-dependent way using the inverse gnomonic projection.
Both methods improve over traditional grid convolutions, but neither method completely ac-
counts for the distortion induced by the equirectangular projection. The rectangular filter bank
increases the effective horizontal receptive field of the filters, but it does not directly model the
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distortion. Conversely Coors et al. (2018) and Tateno et al. (2018) do attempt to model spherical
distortion, but they do not apply the optimal model for equirectangular images. The gnomonic
projection is an azimuthal projection (recall Figure 3.1c), which is a useful analogy for applying
a grid convolution to a sphere. However, equirectangular projections are a different class of pro-
jection, mapping the sphere to a cylinder (depicted in Figure 3.1a). The distortion characteristics
of an equirectangular image are thus different than that of the gnomonic projection. For an image
formed via equirectangular projection, the correct mapping function to use would be the inverse
equirectangular projection.
This difference is borne out by the projection functions themselves. The inverse gnomonic
projection function, from a tangent plane to the sphere, is defined as
φ = sin−1
(
cos c sin y0 +














(i,j) c = tan
−1 ρ,
where φ and λ represent latitude and longitude on the sphere and ∆x(i,j) and ∆y(i,j) define the
angular distance in the X and Y directions, respectively, from the kernel center (x0, y0) at kernel
index (i, j). Note that each of the resulting spherical coordinates are functions of both the x and
y rectangular coordinates. This relationship is visible in Figure 4.9b, which illustrates the inverse
gnomonic projection of a convolutional kernel grid. Near the poles, the line of points sampled
visibly curves. However, equirectangular projections preserve lines of latitude. That is, they map
parallels of latitude in the spherical domain directly to rows in an image. In other words, the



















(b) Inverse Gnomonic Projection









(c) Inverse Equirectangular Projection
Figure 4.9: A comparison of sampling functions used for equirectangular images: the standard,
regular grid convolution; the inverse gnomonic filter used by Coors et al. (2018) and Tateno et al.
(2018); and the most appropriate choice proposed herein, the inverse equirectangular filter. In
each plot, the blue point represents the top-left sample to demonstrate the kernel’s orientation.
Note how using the inverse equirectangular projection maintains the lines of latitude and distorts
particularly severely near the poles. In contrast, the inverse gnomonic projection curves lines of
latitude and does not distort as much near the poles.
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AbsRel ↓ 0.1184 0.1133 0.1124 0.1104
SqRel ↓ 0.0549 0.0509 0.0514 0.0498
RMSLin ↓ 0.3584 0.3461 0.3483 0.3417
RMSLog ↓ 0.1673 0.1617 0.1628 0.1611
δ < 1.25 ↑ 0.8673 0.8773 0.8764 0.8785
δ < 1.252 ↑ 0.9756 0.9779 0.9764 0.9768




AbsRel ↓ 0.0842 0.0792 0.0767 0.0745
SqRel ↓ 0.0616 0.0553 0.0573 0.0534
RMSLin ↓ 0.3655 0.3535 0.3534 0.3481
RMSLog ↓ 0.1729 0.1658 0.1660 0.1627
δ < 1.25 ↑ 0.9131 0.9197 0.9224 0.9234
δ < 1.252 ↑ 0.9642 0.9624 0.9670 0.9682
δ < 1.253 ↑ 0.9844 0.9834 0.9853 0.9860
Table 4.1: Comparison of different mapping functions for dense depth estimation from equirect-
angular images. Use of the inverse equirectangular projection, defined in Equation (4.23), as the
choice of mapping function consistently outperforms the other methods.
latitude. Indeed, this is the case with the inverse equirectangular projection:
φ = y0 + ∆y(i,j) (4.23)
λ = x0 + ∆x(i,j) secφ
Figure 4.9c shows the sampling scheme produced with the inverse equirectangular projection.
While similar to sampling pattern of the inverse gnomonic projection, the inverse equirectangu-
lar sampling has more pronounced horizontal distortion near the poles, and it clearly projects
rows of the sampling grid to rows in the image as well. This difference is slight, but it is an im-
portant nuance that indicates the importance of using the correct mapping function for the data
representation.
Tables 4.1 and 4.2 demonstrate that the experimental results support the choice of the inverse
equirectangular projection as the mapping function for equirectangular images. It is a logical
decision as well: if the image is formed by a specific projection, the same projection should be
used when sampling from the image. This outcome highlights the importance of selecting the
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Class Grid Filter Bank Inv. Gnom. Inv. Equirect.
Floor 92.8 93.4 93.2 93.3
Ceiling 97.1 96.9 97.1 96.5
Wall 86.0 87.5 86.0 85.7
Door 63.7 66.8 64.7 66.9
Cabinet 50.1 55.1 63.8 66.4
Rug 64.8 68.4 72.8 70.0
Window 70.1 71.7 70.1 71.8
Curtain 47.5 50.5 47.0 42.5
Sofa 72.3 74.0 71.1 73.4
Partition 42.8 48.4 41.7 44.5
Bed 33.7 34.4 71.3 72.3
Chair 35.8 37.8 42.2 44.2
Table 36.2 37.9 45.9 53.6
Shelving 35.2 38.2 32.8 28.4
Chandelier 44.7 44.5 44.9 45.7
All Classes 54.5 56.6 59.0 59.7
Table 4.2: Comparison of different mapping functions for semantic segmentation from equirect-
angular images in the SUMO dataset. The values given are the mean intersection-over-union
(mIOU) for each class. The classes in the table are ordered by descending frequency. As with
depth estimation (Table 4.1), the inverse equirectangular projection mapping function outper-
forms the other methods for equirectangular images.
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appropriate mapping function for the data domain. These results also demonstrate the importance
of addressing distortion in the convolution operation. Not only does the inverse equirectangular
mapping function provide the best overall performance for both dense prediction tasks, but it also
significantly boosts the quality of the segmentation, as measured by the mIOU metric, for smaller
objects commonly found in the center of the images in this dataset. While occasionally the grid
convolution or filter bank methods provide the top score for a class, those classes tend to be large
regions (wall, curtain, partition) or found in highly distorted regions near the top (ceiling) and
bottom (floor) of the image. Adapting to distortion allows the network to more evenly sample the
image during training, which prevents it from being over-weighted by a distorted region.
4.4.3 Cube Maps
The next experiment analyzes the cube map representation. Cube maps are commonly used
in graphics for environment mapping as they allow for a low-poly representation of far away
scenes. Pertaining to deep learning research in computer vision, they are also a common format
for large-scale omnidirectional image datasets. Both the SUMO (Tchapmi and Huber, 2018) and
Matterport3D (Chang et al., 2017) datasets provide 360◦ images in the cube map format. This
representation has two primary benefits. Recall from Chapter 3 that cube maps also exhibit less
distortion than equirectangular images. Also, each face can be tessellated by regular pixel grid,
which provides an obvious application of convolutional filters. Despite these clear improvements,
they still present a few unique challenges with regards to convolution: image discontinuities,
orientational ambiguity, and singular points.
The most naı̈ve solution using a cube map is to consider faces of the cube individually. Each
face is processed as a separate image that can then be rendered back to a sphere. Because each
face is a pixel grid, a standard grid convolution can be used. This approach is more effective than
applying a standard grid convolution to an equirectangular image (Tateno et al., 2018; Zioulis
et al., 2018). However, it limits the receptive field of the network by creating content disconti-
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nuities between image. It also fails to fully address the issue of distortion, as there is still fairly
sizable distortion near the boundaries and corners of each image.
Figure 4.10: Earth represented as a cube map
with graticules overlayed to show how content
on the top and bottom faces radiates from the
center, as opposed to the side faces that have
consistently oriented content.
Additionally, the top and bottom cube
faces force the question of correct filter ori-
entation. A cube map is created by applying
the gnomonic projection to 90◦ × 90◦ regions
of the sphere. Typically these regions are cen-
tered at spherical coordinates (λ, φ): (0◦, 0◦),
(90◦, 0◦), (180◦, 0◦), (−90◦, 0◦), (0◦, 90◦), and
(0◦,−90◦), resulting in a complete coverage
of the sphere. The content projected onto the
faces centered at φ = 0 have an explicit orien-
tation defined by the orientation of the sphere.
That is, the “up” direction of the content is
aligned with the Y-axis. On the top and bot-
tom faces, those with φ = ±90, the orientation of the content radiates from the center of the
image: “up” and “down” point toward the center pixel on the top and bottom faces, respectively.
This results from the polar aspect of the gnomonic projection used to create the cube map. This
effect is shown clearly in Figure 4.10, where the grid lines are concentric circles around the north
and south poles. How should a convolutional filter be oriented on these faces? The premise of
convolutional neural networks is parameter sharing over all inputs. The filters learn to extract
features from images with specific content orientation; they are not invariant to such large ro-
tations. There is no clear solution to this problem using the standard grid kernel. In fact, Lee
et al. (2019) evaluate the use of traditional filters on the cube map representation and report a
noticeable performance drop-off, even compared to equirectangular images.
These issues all arise when considering a cube map as 6 separate planar images. The logical
next question is, could treating the cube map as a textured 3D polyhedron be a possible solution?
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Figure 4.11: Ambiguity in applying a grid kernel (left) to the corner of a cube map (right). The
upper-right 2 × 2 elements are lost in the fold. They would either doubly sample from the blue
locations or the green locations.
The image discontinuity issue would be resolved. It is replaced, however, by filter ambiguity at
the singular points on the cube’s corners, as depicted in Figure 4.11. Furthermore, the orienta-
tional ambiguity still poses a potential problem. How should the filters be oriented on the top and
bottom faces of the cube? One potential workaround is to apply the filter according to spherical
coordinates, designating the center pixels on the top and bottom faces as the spherical poles. Con-
structed with mapped convolutional layers, a convolutional neural network could sample from the
faces using a piecewise-defined inverse cube mapping function. A visualization of this sampling
pattern is depicted in Figure 4.12.
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Figure 4.12: Sampling the cube map according to latitude and longitude. Notice the radial effect
on the ±Y faces due to the poles of the sphere.
To examine this possibility, the same network architecture is trained for depth estimation













































The cube maps are resampled to a face dimension of 128× 128 pixels in order to have equivalent
angular resolution to the 256× 512 pixel equirectangular images used in the previous experiment.
The network is also trained on cube maps with face dimensions of 256× 256 to verify if the lower
pixel resolution is impacting learning.
Because there is a simple mapping function between the two formats, the choice between
them is typically determined by the desired application. Despite this equivalence, cube maps
pose a challenge for convolutional neural networks, even when using mapped convolutions with
the appropriate mapping function. The results of these two experiments, shown in Table 4.3, are
noticeably worse than the prior experiments that use equirectangular image inputs. This worse
performance is likely due to the warping of the convolutional filters at the poles to account to
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Dataset Metric Equirectangular Image Cube Map




AbsRel ↓ 0.0745 0.0956 0.1256
SqRel ↓ 0.0534 0.0728 0.1053
RMSLin ↓ 0.3481 0.3932 0.4586
RMSLog ↓ 0.1627 0.1837 0.2210
δ < 1.25 ↑ 0.9234 0.9011 0.8546
δ < 1.252 ↑ 0.9682 0.9608 0.9409
δ < 1.253 ↑ 0.9860 0.9826 0.9743
Table 4.3: Examining the cube map representation for spherical images. Depth estimation results
are shown at two different face resolutions and compared to the best performance on the equirect-
angular image from the previous experiment. Ambiguities innate to the cube map hamper its
usefulness as a data representation for convolutional neural networks. Because of the noticeably
poor results, this experiment is only performed on the SUMO dataset.
the radial data layout. Although the mapped convolution provides a way to address the filter
orientation ambiguity, the mapping function causes the filters to contract at the poles. However,
as discussed above, there is no clear alternative. This abundance of obstacles to convolution on
cube maps makes them a poor choice of spherical image representation for convolutional neural
networks.
4.4.4 Subdivided Icosahedrons
This final experiment explores the benefits of the subdivided icosahedron to reduce distortion.
Like the cube map, there are a handful of obstacles to convolution on its surface. However, these
barriers are more tractable to resolve. The icosahedron can be defined with a consistent orienta-
tion so that the north and south pole are each a single vertex. As a result, the spherical image can
be mapped to the vertices of the icosahedron assuming alignment between the vertical axes of the
sphere and the image. Because the poles are individual vertices, the icosahedron does not share
the filter ambiguity problem that plagues the cube map representation. All filters can be oriented
tangent to the icosahedron so that they align with the predefined spherical orientation. A visu-
alization of this ability to define filter orientation on the icosahedron is depicted in Figure 4.13.
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Figure 4.13: Visualizing the mapped convolution applied to the interior surface of the subdivided
icosahedron. Individual points represent samples from the surface. The blue point indicates the
top-left sample of each filter, demonstrating consistent orientation of the filter on various parts of
the spherical representation.
Notice that, although the faces of the icosahedron are neither square nor not consistently oriented,
the mapped convolution still provides oriented sampling from the icosahedral surface.
For this experiment, the regular icoshedron is represented by a triangle mesh and subdivided
seven times using Loop subdivision (Loop, 1987). Loop subdivision provides the useful property
that the dimensions of the 3D mesh (the number of faces and vertices) roughly scale by 4 at
each successive order. This is useful for maintaining the existing convolutional neural network
paradigm, as typical stride-2 convolutions down-sample the image by a factor of 4. For faces,
the scale relation is exactly analogous, while for vertices, it is very close. For |F | faces and |V |
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vertices at subdivision k:
|F | = 20(4k)
|V | =





i) k > 0
(4.25)
Seven subdivisions are chosen because the resulting number of vertices (163, 842) is most similar
to the number of pixels (131, 072) in the 256× 512 equirectangular images. As with the resolution
of the cube map in the previous section, this is done to maintain parity in the resolution of the
data representation.
To prepare the data, the spherical images are first resampled to vertices of the subdivided
icosahedron. This resampling operation can be defined using the relation:
R : (φ, λ)→ F (4.26)
where (φ, λ) are the latitude and longitude of each pixel in an equirectangular image and F is
a face on the icosahedron. Vertices are assigned pixel intensities via barycentric extrapolation
on each face. Convolution is then applied to the surface of the icosahedron using the inverse
gnomonic projection given by Equation (4.22). In this case, the choice of mapping function is
mostly appropriate, as it models what is occurring: the data as represented on each icosahedral
face is the gnomonic projection of the spherical image. It is not entirely accurate to describe this
as the correct mapping function, though. When a projected filter samples data from across a face
boundary, it is no longer sampling according to the exact inverse mapping, but this experiment
assumes the design to be close enough.
As the data is discretized by mesh vertices, the filter is applied at each vertex, and the filter
resolution is defined by the angular resolution of adjacent vertices. The only difference in the
training routine between this experiment and the previous ones is that, now, the loss is computed
on each vertex rather than each pixel.
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AbsRel ↓ 0.1104 0.0965
SqRel ↓ 0.0498 0.0371
RMSLin ↓ 0.3417 0.2966
RMSLog ↓ 0.1611 0.1413
δ < 1.25 ↑ 0.8785 0.9068
δ < 1.252 ↑ 0.9779 0.9854




AbsRel ↓ 0.0745 0.0628
SqRel ↓ 0.0534 0.0426
RMSLin ↓ 0.3481 0.3084
RMSLog ↓ 0.1627 0.1449
δ < 1.25 ↑ 0.9234 0.9422
δ < 1.252 ↑ 0.9682 0.9756
δ < 1.253 ↑ 0.9860 0.9893
Table 4.4: Resampling the data to the vertices of the icosahedron and convolving on the surface
using the mapped convolution provides a significant boost in depth estimation accuracy. For com-
parison, the best results achieved on the equirectangular image (regardless of mapping function)
are repeated here. Simply changing the representation to the icosahedron results in a nearly 14%
improvement in absolute accuracy.
















All Classes 59.7 66.4
Table 4.5: Semantic segmentation results in terms of mIOU score. As with depth estimation, the
icosahedron representation facilitates significant and consistent improvement over the equirect-
angular representation. The best results on the equirectangular image (regardless of mapping
function) are repeated here for comparison. Using the subdivided icosahedron results in a 12.6%
improvement in mIOU across all classes.
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(a) RGB Input
(b) Standard Grid Kernel (c) Rectangular Filterbank
(Zioulis et al., 2018)
(d) Inverse Gnomonic Filter
(Coors et al., 2018; Tateno et al., 2018)
(e) Inverse Equirectangular Filter
(f) Subdivided Icosahedron
Figure 4.14: Absolute error maps for depth predictions, visualized as equirectangular images.
The error bar represents metric depth error, according to the scale of the dataset. Observe that the
subdivided icosahedron representation results in visibly less error near the middle of the image.
Because they operate on the equirectangular projection, methods (b)-(e) oversample the poles,





















Figure 4.15: Selected qualitative examples of semantic segmentation predictions from the
equirectangular image and icosahedron representations. Using the subdivided icosahedron repre-
sentation leads to a more accurate and fine-grained segmentation, particularly in the middle of the
image.
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The quantitative results listed in Tables 4.4 and 4.5 illustrate how simply mapping to the
subdivided icosahedron dramatically improves the results. For depth estimation, the absolute
error reported represents a 14% improvement over the top absolute error result on the equirect-
angular image. For semantic segmentation, the mean IOU result across all classes constitutes
a 12.6% improvement over the best equirectangular image result. While the depth estimation
results show a clear improvement across the board, the per-class semantic segmentation results
require some further analysis. Some classes of objects are marginally more accurately segmented
on the equirectangular representation than on the icosahedron. It is important to note, though,
that there classes are typically found at the top (‘ceiling,’ ‘chandelier’) or bottom (‘rug,’ ‘chair,’
‘table’) of an image. In an equirectangular image, these regions of the image see the strongest
distortion (recall Figure 3.2b) resulting in quite a bit of pixel redundancy. This effect increases
the number of training samples for these classes when using the equirectangular image, which
biases the model during training. The icosahedron’s low distortion characteristic removes this
training bias, as these specific classes are no longer overrepresented.
The icosahedron’s representational benefits can be seen qualitatively as well. The heat maps
given in Figure 4.14 clearly illustrate lower absolute error in depth estimation using the icosahe-
dron than any of the mapping functions on the equirectangular image. Additionally, Figure 4.15
shows a comparison between semantic segmentation predictions from equirectangular images
and the subdivided icosahedron representation. In some cases, the icosahedron representation
provides a significant quality improvement, and generally, segmentations towards the middle
of the image preserve more fine-detail when using the icosahedron representation. This better
segmentation granularity is again due to the reduced distortion during training, which prevents
oversampling of the spherical inputs.
4.5 Takeaways and Limitations
The mapped convolution operation provides a generalization of the grid convolution operation
that is useful for adapting convolution to different representations of spherical data. In particu-
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lar, it has been used in these experiments to apply a standard convolutional architecture to three
different planar representations of the sphere. The outcomes of these experiments confirm that
reducing the overall distortion in a given representation makes an enormous difference on perfor-
mance.
Although not explored in these experiments, it is likely that the magnitude of impact would
be even more stark if more image content were present near the poles of the sphere. This could
occur when the camera is tilted in some way, as is common with hand-held 360◦ image cap-
tures. Due to the datasets containing indoor scenes and upright captures only, the most distorted
regions of the equirectangular images are dominated by ceiling and floor pixels. For the seman-
tic segmentation task, most classes did not suffer from extreme distortion as they might if they
were more present in these regions of the image. This is likely why the benefit of the icosahedral
representation was more apparent for depth estimation. Even so, these regions typically have
a constant depth gradient as well, so it is likely that images that contain more varied content in
these highly distorted regions would highlight the benefits even further.
Given that the issue of distortion manifests as redundant pixels for equirectangular images, it
is logical to question why it cannot be addressed by simply weighting the loss function. After all,
this is a common practice to address class imbalance in a training dataset. However, this does not
address the underlying issue with the structure of the convolution operation. For example, assume
that pixels in an equirectangular image were weighted according to their informational content.
That is, each pixel is assigned a weight as a function of its redundancy. The convolutional filter
is still strided according to the pixel layout. As such, it will still be over-applied to regions with
heavy distortion. Coors et al. (2018) actually try to address this fact by using a more uniform
sampling of the sphere (Saff and Kuijlaars, 1997), but their experiments with this sampling do
not maintain the angular resolution of the image. Additionally, even when applying a proper
sampling on the equirectangular image, interpolating the pixel data becomes problematic. In
heavily distorted regions of the equirectangular image, a single unit of information on the sphere
my be distributed across hundreds of pixels. Apply bilinear interpolation to the four adjacent
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pixels will not correctly sample the spherical content. When resampling to the icosahedron with
Equation (4.26), the image content is aggregated to the vertices, which themselves are a fairly
uniform sampling of the sphere. This consolidation allows for barycentric interpolation of the
three vertices of each face to be sufficient for data sampling.
Mapped convolutions provide a useful way to adapt convolution to non-Euclidean data like
the icosahedron. Nevertheless, there are some notable drawbacks to this solution. First and fore-
most, there are aspects of the formulation that make mapped convolutions inherently less efficient
than standard convolutions. It is dependent on the choice of mapping function and can be heavily
reliant on the memory layout of the data to ensure data locality. This limitation becomes more
pronounced when processing higher resolution spherical images. Because the number of subdivi-
sions is chosen to ensure that the number of vertices closely aligns to the number of equirectan-
gular pixels, a higher resolution image requires a higher resolution mesh to represent it. This has
a significant effect on running time, to the point that deep networks become prohibitive on even
fairly low resolution images. Many related works that modify the convolution operation (Cohen
et al., 2019; Jiang et al., 2019; Lee et al., 2019; Zhang et al., 2019) have also been similarly lim-
ited to low resolution images. To address this scalability issue, the next chapter proposes a new
representation, derived from the icosahedron, that provides the same low-distortion benefits while
enabling the use of the standard convolution operation.
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CHAPTER 5: A NEW REPRESENTATION1
In general, research exploring the generalization of the convolution operation to spherical
data has fallen into two classes: those that operate on equirectangular projections and those that
operate on a subdivided icosahedrons. Although cube maps have been popular in graphics, and
each face provides a regular pixel grid, they have actually proven to be problematic for convo-
lutional neural networks due to the issues discussed in Section §4.4.3. Because the subdivided
icosahedron has been shown to offer the least distorted representation, many recent approaches
for spherical inference have tried to incorporate the representation into deep learning solutions.
Furthermore, the icosahedron’s useful subdivision property, faces and vertices scaling by a factor
of (roughly) 4 at each resolution, permits a simple analogy to image up-sampling and down-
sampling operations. These properties have made the icosahedron the representation of choice for
recent researchers studying spherical data, and a number of papers have been published demon-
strating its usefulness for classification and dense prediction tasks (Cohen et al., 2019; Jiang et al.,
2019; Lee et al., 2019; Zhang et al., 2019). Despite this growing body of work on icosahedral
convolutions, there are still two significant impediments to further development:
1. The transferability of central-perspective image convolutional neural networks to spherical
data on the icosahedron
2. A pronounced difficulty in scaling spherical convolution operations to high resolution
spherical images and deep networks
Related work has implied (Cohen et al., 2019) or demonstrated (Coors et al., 2018; Tateno
et al., 2018; Zhang et al., 2019) the transferability of networks trained on perspective images to
1This chapter is adapted from collaborative research with Mykhailo Shvets, John Lim, and Jan-Michael Frahm,
which was published in (Eder et al., 2020).
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Image Up-Sampling Icosahedron Subdivision
Figure 5.1: All prior work relies on the seemingly useful analogy between image upsampling and
the subdivision property of the icosahedron. Subdividing an icosahedral face results in one face
becoming four, which parallels factor-of-two up-sampling, in which one pixel becomes four.
different spherical representations. However, those who report results see a noticeable difference
in accuracy between their transferred networks and those that are trained natively on spherical
data, which leaves this important and desired behavior an unresolved question. Furthermore, the
proposed solutions that support network transfer to the icosahedron all do so with subsequent
network fine-tuning (Cohen et al., 2019; Zhang et al., 2019), which requires additional training
data in the spherical domain. Finally, all of these methods address icosahedral convolutions by
changing the convolution operation. This approach leads to slower running times, which has
limited the scalability of these methods to deep networks or high-resolution images.
In this chapter, a new representation, tangent images, is presented to resolve the scalability
and transferability questions. Tangent images are a pixel grid representation derived from the
icosahedron, and they can be used to provide both efficient scalability and near-seamless transfer-
ability. Moreover, these benefits are not restricted only to deep learning applications, and can be
used for traditional computer vision tasks that are also impacted by spherical distortion.
5.1 Facilitating Scalability and Transferability
It has been mentioned a few times now that there is a seemingly elegant relationship between
pixels in an image and face or vertex elements of an icosahedral mesh. Depicted in Figure 5.1,
subdividing the mesh produces a roughly 4× increase in number of mesh elements, in the same
81
way up-sampling an image increases the number of pixels by a factor of four. Because of this
desired behavior all related work on icosahedral convolutions to date has been built on this anal-
ogy: Cohen et al. (2019) and Lee et al. (2019) align pixels and faces, while Jiang et al. (2019)
and Zhang et al. (2019) align pixels to vertices, as does the mapped convolution formulation pre-
sented in the previous chapter. Although this is a useful parallelism for formulating the problem,
this correspondence has actually led to difficulties scaling icosahedral convolutions to higher
resolution spherical images. Figure 5.2 depicts spherical image resolutions evaluated in these
other works. Notice that the highest resolution obtained by these other methods is equivalent to a
level 8 icosahedron: an icosahedron subdivided eight times. A comparable equirectangular image
would be 512× 1024 pixels. On the surface, this pixel resolution actually seems reasonably high,
but in reality the angular resolution per pixel is still quite low. A 512×1024 equirectangular image
has an angular resolution of 0.352◦ per pixel. For comparison, a perspective image with 45◦ × 60◦
field of view at VGA resolution (480× 640 pixels) has an angular resolution of 0.094◦. To match
this resolution, a spherical image would have to correspond to a level 10 subdivided icosahedron
or a 2048 × 4096 equirectangular image, which has an angular resolution of 0.088◦. This is a
significantly higher pixel resolution than related work has been capable of demonstrating.
Achieving high pixel resolution is certainly important for representing fine detail in a scene.
However, low angular resolution per pixel is key for capturing the fine detail to represent. An
angular resolution of 1◦ per pixel, means that a full degree of the field of view must be averaged
or otherwise collected into a single pixel. For large, homogeneous objects like walls or objects
very near to the camera, this aggregation not a major issue, but in the general case, this step can
discretize away important information. It has a similarly lossy effect to image down-sampling.
360◦ images are particularly susceptible to this information loss, simply because they capture
such a wide field of view in a single frame. To maximize the effectiveness of computer vision
algorithms on 360◦ images, it is imperative to use as much information as possible, which is why
































Figure 5.2: Demonstrating the number of elements, corresponding equirectangular image dimen-
sions, and angular pixel resolution at various icosahedral subdivision levels. Recent work on the
icosahedral representation has primarily focused on low resolution data: Cohen et al. (2019) and
Jiang et al. (2019) evaluate their approaches at level 5, Lee et al. (2019) operates at level 7, and
Zhang et al. (2019) provides results at level 8. As with the mapped convolution in the previous
chapter, these works have all been limited by the pixel-to-face or pixel-to-vertex analogy. By
rethinking this analogy, tangent images enable efficiently scalability to higher resolution spherical
images and deeper networks.
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Additionally, it it just as important to facilitate transferability for state-of-the-art networks.
Spherical images suffer from limitations in their representation, but they are otherwise still im-
ages. As such, they can benefit immensely from the years of prior research into convolutional
neural networks. Furthermore, labeled spherical data is not nearly as prevalent or varied as la-
beled perspective images. This is an impediment for supervised learning methods. The seamless
transfer of existing models trained on central-perspective images, without decreased performance,
is an important objective as well.
5.2 Tangent Images
Practical methods for processing spherical images must address the efficient scalability prob-
lem, but also should permit the transfer of well-researched, high-performance methods designed
for central-perspective images. Because spherical distortion cannot be entirely removed, these
should also provide the opportunity to modulate the level of acceptable distortion depending
on the application. To address all of these constraints, it is necessary to break the coupling of
subdivision level and spherical image resolution.
This section proposes such a solution using oriented, distortion-mitigated images that can
be filtered with the standard grid convolutional kernel operation. Using these tangent images,
network performance on spherical data is competitive with the state of the art without using spe-
cialized convolutional kernels. Furthermore, tangent images facilitate efficiently scalability to
high resolution spherical images and deeper networks and also open the door to performance-
preserving network transfer from central-perspective to spherical data. Moreover, because they
can be used with the standard grid convolution, they allow the usage of highly-optimized and
hardware-accelerated convolution implementations, such as those from the cuDNN library
(Chetlur et al., 2014). Finally, the benefits of tangent images are not restricted to deep learning, as
they address distortion through the data representation rather than the convolution operation. As
such, they can be used to improve traditional vision applications like structure-from-motion and
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Level 1 Icosahedron Tangent Images
Interior View
Figure 5.3: Using tangent images to represent a high resolution Earth image. TL: A base level 1
icosahedron. TR: Selection of tangent images rendered from the Earth image. B: Interior view of
the tangent image spherical approximation.
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SLAM as well. Because they are a low-distortion pixel grid representation, tangent images are an
important step toward a general solution to the spherical image problem.
5.2.1 Decoupling Distortion and Resolution
Although an improvement over single-plane image projections and its Platonic solid cousin,
the cube, the 20-face icosahedron on its own is still limited in its distortion-mitigating proper-
ties. It can be improved by repeatedly applying Loop subdivision (Loop, 1987) to subdivide the
faces and interpolate the vertices, producing increasingly close spherical approximations with
decreasing amounts of local distortion on each face. Figure 5.4 demonstrates how distortion
decreases at each subdivision level. Not all prior work leverages this extra distortion reduction,
though. There has largely been a trade-off between efficiency and representation. The charts used
by Cohen et al. (2019) and the icosahedral net used by Zhang et al. (2019) are efficient thanks
to their planar image representations, but they are limited to the distortion properties of a level
0 icosahedron. On the other hand, the mapped convolution proposed in Chapter 4 operates on
the mesh itself and thus can benefit from higher level subdivision, but it does not scale well to
higher level meshes due to data locality problems when computing intermediate features on the
mesh. The other method that operates on the mesh, from Jiang et al. (2019), provides efficient
performance, but does so by approximating convolution, which means existing networks can not
be transferred, and thus it is not really in the same class of operations. It is also interesting to note
that the current top-performing method for many deep learning tasks, Zhang et al. (2019), uses
the net of the level 0 icosahedron. This suggests that extensive subdivisions may not be necessary
for all use cases. In fact, subdividing the icosahedron provides diminishing returns rather quickly
from a distortion-reduction perspective, which is indicated by the red vertical line in Figure 5.4.
Nonetheless, existing methods are hamstrung by tethering subdivision level to image resolution
and must continue to subdivide in order to match the spherical image resolution to the number of
mesh elements.
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Figure 5.4: Ratio of the surface area of the subdivided icosahedron to the surface area of a sphere
of the same radius at each subdivision level. This global metric demonstrates how closely the
subdivision surface approximates a sphere and is drawn from established cartographic metrics
(Kimerling et al., 1999). Note the leveling off after the third subdivision level.
The tangent image representation provides a way to divorce resolution from subdivision level
by representing a spherical image as a collection of images with tunable resolution and distor-
tion characteristics. It requires first fixing a base level of subdivision, b, which defines the num-
ber of tangent images, the distortion characteristic, and the field of view of each tangent image.
Then, the spherical image is rendered to square, oriented, planar pixel grids tangent to each face
of the icosahedron at that base level. A visualization of a set of tangent images is given in Fig-
ure 5.3. The resolution of these tangent images is subsequently determined by the resolution of
the spherical input. Given a subdivision level, s, corresponding to the spherical input resolution,
the dimension of the tangent image, d, is given by the relation:
d = 2s−b (5.1)
This design preserves the same resolution scaling that would occur through further subdivisions
by instead increasing the resolution of the tangent image. Figure 5.5 depicts this relationship,
visualizing how a pixel on a tangent image would sample from the surface of a triangular mesh
at increasing resolutions. The low distortion characteristic of tangent images is visualized with
Tissot’s indicatrices in Figure 5.6.
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Base Level +2 Base Level +3
Base Level +4 Base Level +5
Figure 5.5: Illustrating how the tangent image resolution increases without changing the under-
lying subdivision level. The field-of-view of the tangent pixel grid remains unchanged, but its
resolution increases by a factor of 2 in each dimension, demonstrated by the blue dots represent-
ing pixel samples on the sphere. This scaling maintains the angular pixel resolution of higher
level icosahedrons without the need for additional subdivisions.
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Figure 5.6: A tangent image visualized at base level 1 with Tissot’s indicatrices overlaid to
demonstrate distortion. The projection of the corresponding face of the icosahedron is high-
lighted in yellow.
5.2.2 Computing tangent images
Tangent images are the gnomonic projection of the spherical data onto square, oriented planes
set tangent to the sphere at the center of each face of a level b subdivided icosahedron. The num-
ber of tangent images, N , is determined by the faces of the base level icosahedron: N = 20(4b),
while their spatial extent is a function of the vertex resolution, Rv(b− 1), of the level b− 1 icosahe-
dron and the resolution of the image grid, given by Equation (5.1).
Let (φf , λf ) be the barycenter of a triangular face of the icosahedron in spherical coordinates.
The bounds of the plane are then computed in spherical coordinates as the inverse gnomonic















The vertex resolution, Rv, of a level b icosahedron, S(b), is computed as the mean angle between












Using Rv(b− 1) ensures that the tangent images completely cover their associated triangular faces.
Because vertex resolution roughly halves at each subsequent subdivision level, Rv(−1) is defined
as:
Rv(−1) = 2Rv(0) (5.4)
An example of a spherical image being divided into tangent images is given in Figure 5.7.
5.2.3 Using tangent images
Tangent images require rendering from and to the sphere only once each. First, the tangent
image set is created by rendering the sphere to the planes defined by Equation (5.2). Then, the
desired central-perspective image algorithm, like a convolutional neural network or keypoint de-
tector, is applied in the tangent image domain. Finally, the region on each tangent image visible
to a spherical camera at the center of the icosahedron is identified, and the algorithm output is
rendered back to the sphere. This operational flow is visualized in Figure 5.8.
5.2.4 Inspiration
The design of tangent images is motivated by existing techniques in related fields. For exam-
ple, the Universal Transverse Mercator (UTM) geodetic coordinate system divides the Earth into
a number of nearly-Euclidean zones, which enables the consistent measure distances in meters
rather than spherical coordinates. Tangent images similarly break the sphere into low-distortion,
locally planar regions. Additionally, tangent images can be thought of as rendering a sphere to a
set of quad textures. From this view, the high resolution benefits are similar to Ptex (Burley and
Lacewell, 2008), an efficient high resolution computer graphics technique that provides every
quad of a 3D mesh with its own texture map. Ptex accomplishes its performance gains by making
resolution modulation a function of the texture map, rather than the mesh elements. Tangent im-
ages likewise represent high resolution spherical data with high resolution tangent images, rather
than increasing the density of the mesh elements.
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(a) Spherical image (equirectangular format)
(b) Tangent images at base level 0
(c) Tangent images at base level 1
Figure 5.7: Example of tangent images at base levels 0 and 1.
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Figure 5.8: Demonstrating the canonical usage of tangent images.
5.3 Spherical Image Experiments
Prior research has established a common suite of experiments that have become the test bed
for new research on spherical convolutions. This set typically includes some combination of
spherical MNIST classification (Cohen et al., 2018, 2019; Jiang et al., 2019; Lee et al., 2019;
Zhang et al., 2019), shape classification (Cohen et al., 2018; Esteves et al., 2018; Jiang et al.,
2019), climate pattern segmentation (Cohen et al., 2019; Jiang et al., 2019; Zhang et al., 2019),
and semantic segmentation (Cohen et al., 2019; Jiang et al., 2019; Lee et al., 2019; Tateno et al.,
2018; Zhang et al., 2019). In this section, tangent images are evaluated on both the shape classifi-
cation and semantic segmentation tasks in order to benchmark against these prior works. Shape
classification is chosen over spherical MNIST digit classification, because, in the former, the
data densely encompasses the entire sphere, unlike spherical MNIST, which is sparse and pro-
jected only on one hemisphere. As such, this task is more indicative of general classification
performance for spherical images. The choice of semantic segmentation over climate pattern seg-
mentation is simply because the former is a more prolific benchmark. Additionally, because tan-
gent images are not limited only to deep learning experiments, this section also introduces a new
benchmark, sparse keypoint detection, which is a common task in traditional computer vision.
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For this experiment, tangent image performance is compared to the equirectangular projection as
a baseline. The network training details for these experiments can be found in Section §A.2.
5.3.1 Shape Classification
The spherical shape classification task aims to determine which shape is depicted in a spher-
ical embedding. This embedding was proposed by Cohen et al. (2018) and has since become
standard practice for subsequent work. It is worth mentioning that shape classification on this
spherical embedding does not perform as well as classification of shapes represented by point
clouds (Qi et al., 2017b; Wu et al., 2018). Nonetheless, this task is meant to stand in for general
spherical image classification, for which a large-scale dataset does not yet exist. This experiment
serves to demonstrate that the tangent images provide a way for the standard grid convolution to
produce competitive results with state-of-the-art kernels specialized for spherical data.
Dataset
This experiment is performed using the ModelNet40 dataset (Wu et al., 2015). ModelNet40 is
a collection of 3D meshes of shapes spanning 40 different classes. Outside of its use for spherical
convolution evaluations, it has been an important benchmark for early work on convolutions on
pointclouds and other 3D representations (Qi et al., 2017a,b). It is broken into 9,843 shapes for
training and 2,468 shapes for evaluation. For spherical shape classification, each shape is ren-
dered to the sphere using the method described by Jiang et al. (2019) and depicted in Figure 5.9.
Each mesh is centered and normalized and then circumscribed by a unit sphere. Then, for each
desired output spherical coordinate (such as a vertex on a subdivided icosahedron or a pixel in an
equirectangular image), a ray is cast toward the origin of the sphere. At the first intersection with
the shape, the distance traveled, sine and cosine of the incident angle, and the 3D coordinate of
the shape’s convex hull along that ray are recorded. The result is a 6-channel spherical rendering
of the shape. This representation is the input to the network.
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Ray Casting Output Distance Channel
Figure 5.9: Visualizing the spherical rendering process for the ModelNet40 dataset. The left im-
age depicts how rays are cast from the surface of the sphere toward the origin until they contact
the shape. The right image shows the distance channel of the same shape’s rendering.
Method Filter Acc
Cohen et al. (2018) Spherical Correlation 85.0%
Esteves et al. (2018) Spectral Parameterization 88.9%
Jiang et al. (2019) MeshConv 90.5%
Tangent Images 2D Convolution 89.1%
Table 5.1: Classification results on the ModelNet40 dataset. Without any specialized convolution
operations, the use of tangent images is competitive with state-of-the-art spherical convolution
methods.
Metric
Performance for this task is measured on the basis of classification accuracy: the fraction of
inputs that are correctly classified.
Experimental setup
In order to isolate the related choices of image representation and convolutional kernel, the
same network architecture is used for this experiment as in Jiang et al. (2019), but the specialized
kernels are replaced with simple 3 × 3 2D convolutions. A forward pass involves running the
convolutional blocks on each tangent image separately and subsequently aggregating the patch
features with average pooling. To maintain continuity with prior work, the training and test data
are restricted to a level 5 resolution.
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Results and analysis
The results of these experiments are shown in Table 5.1. Without any specialized convolu-
tional kernels, tangent images outperform most of the prior work on this task. Recall that the
best performing method, from Jiang et al. (2019), uses a convolution approximation on the mesh,
which inhibits the ability to fine-tune existing CNN models for the task. Using the standard grid
convolution on tangent images can be thought of as using a multi-view approach for convolving
on spherical images. This analysis implies that tangent images could provide a useful means to
transfer pre-trained networks to spherical data. In this case, due to the addition of the tangent
image aggregation layer, it is likely that some fine-tuning would be necessary to achieve simi-
lar performance. In the general case, though, fine-tuning is not needed to maintain performance
between domains. This notion is explored in more detail in Section §5.4.
5.3.2 Semantic Segmentation
Semantic segmentation is next evaluated in order to demonstrate both dense prediction ca-
pabilities and scalability. To compare to prior work, a baseline evaluation is performed at low
icosahedron resolutions (5 and 7), but the tangent image representation is also evaluated at a
level 10 input resolution using a very deep, 101-layer architecture. The goal of this experiment
is to demonstrate how the tangent image representation enables the processing of high resolution
spherical data with very deep networks. No prior work has operated at this resolution or used
such a deep network architecture for this task.
Dataset
The Stanford 2D-3D-S dataset (Armeni et al., 2017) has been the dataset of choice for this
task in much of the prior work (Cohen et al., 2018, 2019; Jiang et al., 2019; Zhang et al., 2019) as
it is one of the only large-scale, real-world, 360◦ datasets with ground truth semantic annotations.
Stanford 2D-3D-S consists of 1,413 2048 × 4096 RGB-D images captured using a structured
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light camera across 6 different indoor areas. In addition to the panoramic images, it provides
25,434 associated central-perspective images as well as their intrinsic camera parameters and
pose, among other 3D information. All images are densely annotated with semantic labels across
13 object classes. The dataset is also broken into three canonical training and validation folds.
Standard practice has been to report results averaged across all three folds.
Metrics
The semantic segmentation results are evaluated using two metrics, mean intersection-over-
union (mIOU), computed as described in Section §4.4.1, and mean per-class accuracy (mAcc).
Per-class accuracy is simply fraction of pixels associated with a class that are correctly labeled in






where y and y∗ are the predicted and ground-truth labels, respectively. The mean per-class accu-
racy is the weighted sum of the individual per-class accuracies per image.
Experimental setup
These experiments look at three image spherical input resolutions: levels 5, 7, and 10, the
maximum resolution provided by the dataset. As with prior work, the input format is RGB-D,
including the per-pixel depth maps with each RGB image. It is worth noting that the extra infor-
mation typically gives a boost in accuracy, but it is necessary to include the depth channel for
consistency with other reported results.
The residual UNet-style architecture (Ronneberger et al., 2015) used by Jiang et al. (2019)
and Zhang et al. (2019) are used for the level 5 and 7 experiments, but again the specialized
kernels are replaced with 3 × 3 convolutions. Because the higher pixel resolution of the level
10 input requires the larger receptive field of a deeper network, the fully-convolutional ResNet
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101 architecture (He et al., 2016) is used for those experiments. This model is pre-trained on the
COCO dataset (Lin et al., 2014).
When training with level 5 and level 7 inputs, the entire set of tangent images are used for
each input. However, for the high-resolution experiment with level 10 inputs, a randomly-sampled
subset of tangent images from each spherical input is amassed in an online fashion to expedite
training. This sampling method proves to be useful without a noticeable loss of accuracy. It can
be likened to training a network on multiple views of a scene. In all experiments, forward passes
are run on all sampled tangent images before each backward pass. In this way, the computed
gradients at every iteration come from the entire span of the spherical image’s field of view.
Results and analysis
The results of these experiments are provided in Table 5.2. Results on the Stanford2D-3D-S
dataset are averaged over the three folds. As expected, using tangent images does not provide
the same level of accuracy as prior work at the level 5 resolution. Recall that a level 5 resolution
spherical image is equivalent to a 16× 16 perspective image with 45◦ field of view. Tangent images
take that already low angular resolution image and separate it into a set of low pixel resolution
images. Although it had limited impact on classification, these dual low resolutions are problem-
atic for dense prediction tasks. This effect can severely limit the receptive field of the networks,
to which the poor low resolution performance can be attributed. However, this limitation is only
notable in the context of the existing literature, because prior work has been restricted to low
resolution spherical data, as shown in Figure 5.2. A viable workaround not studied in these exper-
iments is to incorporate the tangent image rendering into the convolution operation. Regenerating
the tangent images at every step would effectively resolve the receptive field issue. However,
this is an issue for low resolution images, and these experiments seek to scale to high resolution
spherical inputs, so this modification is left for future study.
Where the tangent image representation excels is when scaling to high resolution images.
What is sacrificed in low-resolution performance, is more than made up for by the efficiently
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Stanford2D-3D-S Dataset
s Method Input b mAcc mIOU
5
Cohen et al. (2019) RGB-D 0 55.9 39.4
Jiang et al. (2019) RGB-D 5 54.7 38.3
Zhang et al. (2019) RGB-D 0 58.6 43.3
Tangent Images RGB-D 0 53.9 35.6
7
Tateno et al. (2018) RGB ERP - 34.6
Lee et al. (2019) RGB 7 51.4 -
Tangent Images RGB-D 0 58.6 44.7
10 Tangent Images RGB-D 1 64.8 52.6
Table 5.2: Semantic segmentation results. s is the input resolution in terms of equivalent icosahe-
dron level, b is the base subdivison level (ERP denotes equirectangular inputs), mIOU is the mean
intersection-over-union metric, and mAcc is the weighted per-class mean prediction accuracy.
scalability to high-resolution inputs. Results at the full resolution of the dataset denote the high-
est performing results ever on Stanford 2D-3D-S by a wide margin. Due to GPU memory con-
straints, the level 10 network was trained by randomly sampling only four of the eighty base level
1 tangent images for each input. Sampling more views will likely lead to even better results as the
network.
Per-class results are given for semantic segmentation in Table 5.3. Nearly every class benefits
from the high-resolution inputs facilitated by tangent images. This is especially noticeable for
classes with fine-grained detail and smaller objects, like ‘chair,’ ‘window,’ and ‘bookcase.’ The
‘table’ class is an interesting example of the benefit of the method. While prior work has higher
accuracy, the high resolution segmentation achieved using tangent images provides a notice-
ably better IOU score. In other words, the use of high resolution inputs may not result in correct
classifications of every ‘table’ pixel, but those that are correct are much precise. This increased
precision is reflected almost across the board by mean IOU performance.
The choice of base level plays a role in segmentation performance as well. There are a few
factors involved in choosing the right base level. Recall that, along with input resolution, the
base level determines the pixel resolution of each tangent image. This is particularly relevant for
low resolution spherical inputs. Not only does it have the impact on a network’s receptive field,
but it also can be a limiting factor of a network architecture. For example, the U-Net network
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mAcc
Class Jiang et al. (2019) Zhang et al. (2019) Level 5 Level 7 Level 10
beam 19.6 23.2 25.8 28.2 22.7
board 48.6 56.5 48.2 57.1 57.3
bookcase 49.6 62.1 56.5 58.5 69.7
ceiling 93.6 94.6 93.2 94.1 93.9
chair 63.8 66.7 65.5 63.0 82.3
clutter 43.1 41.5 41.1 57.6 61.2
column 28.0 18.3 19.7 14.2 26.9
door 63.2 64.5 55.1 59.6 64.6
floor 96.4 96.2 95.4 96.6 96.7
sofa 21.0 41.1 23.8 27.0 45.2
table 70.0 79.7 68.7 77.0 79.8
wall 74.6 77.2 71.3 81.0 86.9
window 39.0 41.1 47.4 47.9 55.3
mIOU
Class Jiang et al. (2019) Zhang et al. (2019) Level 5 Level 7 Level 10
beam 8.7 10.9 8.5 10.4 6.2
board 32.7 39.7 27.7 41.5 49.7
bookcase 33.4 37.2 35.4 41.1 50.2
ceiling 82.2 84.8 79.0 82.8 84.3
chair 42.0 50.5 36.9 49.5 71.0
clutter 25.6 29.2 30.0 39.5 44.6
column 10.1 11.5 5.2 7.5 16.2
door 41.6 45.3 42.4 47.0 51.9
floor 87.0 92.9 87.4 91.3 93.8
sofa 7.6 19.1 10.6 16.5 33.7
table 41.7 49.1 42.5 50.4 62.6
wall 61.7 63.8 58.7 66.4 70.5
window 23.5 29.4 29.7 37.4 48.9
Table 5.3: Per-class results for RGB-D inputs on the Stanford 2D-3D-S dataset.
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Base Level 0 1 2 3 4
Tangent Image FOV 73.1◦ 51.6◦ 31.5◦ 16.7◦ 8.4◦
Table 5.4: Tangent image field of view at different base levels for a level 10 input. There is a
slight variation depending on the input resolution due to faces near the 12 icosahedral singular
points, but the values stay mostly consistent.
architecture used in these experiment has four downsampling layers. Because a downsampling
operation on the icosahedron is equivalent to a reduction in subdivision level, this architecture
cannot accept spherical inputs at a lower resolution than level 5, and it forces a choice of base
level 0. Typically, the most compressed spherical resolution of a feature layer in a dense predic-
tion network must be strictly greater than b when using tangent images. Otherwise the entire
tangent image is reduced to a single pixel feature, which can create difficulties in recovering the
original shape using transposed convolutions.
The base level also provides a constraint on the field of view of the tangent images. Table 5.4
shows the field of view of the tangent images at different base subdivision levels. As the field
of view decreases, algorithms that rely on some sense of context or neighborhood break down.
This effect is observable for the b = 2 experiment with level 10 RGB inputs. There is certainly
a trade-off with the tangent image representation, but it is functional because the choice of base
levels can be modulated according to the desired input resolution to fit the required application.
For example, in that same experiment, setting b = 1 delivered the best trade-off between the
lower field of view at higher base levels and the increased distortion present at lower ones.
Figure 5.10 shows three examples of semantic segmentation results at each input resolution
evaluated. The most obvious benefits of the higher resolution are visible in the granularity of
the output segmentations. Notice the fine detail preserved in the chairs in the level 10 outputs in
the third set of examples. Yet the effects of the smaller field of view of the base level 1 tangent
images are also on display with the mis-classifications on the right wall in the level 10 output in
the second set of examples. The level 5 network has no such problems classifying that surface,
having been trained using base level 0. Nevertheless, large, homogeneous regions are going to be








Figure 5.10: Qualitative results of semantic segmentation on the Stanford 2D-3D-S dataset
(Armeni et al., 2017) at different input resolutions. These results illustrate the performance gains
accessible by scaling to high resolution spherical inputs and deeper networks.
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of the network. If the region in question is larger than the receptive field of the network, the
network cannot infer context. As such, these errors are indicative of a more general shortcoming
of network design rather than something specific to tangent images. A potential solution is to
blend lower resolution and higher resolution outputs in a coarse-to-fine approach. This type of
network design is well-studied for improving the granularity of segmentation (Eigen and Fergus,
2015; Long et al., 2015), and incorporating it into a tangent image network would likely have
similarly beneficial outcomes.
5.3.3 Sparse Keypoint Correspondences
Much of the recent research on spherical images has focused on deep learning tasks, primarily
because many of those works have focused on the convolution operation. As tangent images
provide a representational solution, its benefits are not restricted only to algorithms built on the
convolution operation. To demonstrate its relevance to other computer vision applications, use
of the tangent image representation is evaluated for sparse keypoint detection, a critical step of
structure-from-motion, SLAM, and a variety of other traditional computer vision applications.
Dataset
There is no existing benchmark for this task, so a dataset is created using a subset of the
spherical images provided by the Stanford2D-3D-S dataset. The Area 1 split of the dataset is
first clustered according to the provided room information. Then, for each location, SIFT key-
points (Lowe et al., 1999) are detected and their features computed in the equirectangular image
format. Using the spherical structure-from-motion (SfM) pipeline provided by the OpenMVG
library (Moulon et al., 2016), pairs of images are identified that have some field of view over-
lap. Next, the average volumetric field of view overlap is computed for each overlapping image
pair. For 360◦ images, there is no concept of image bounds to constrain “visible” regions of an
image; all 3D points are technically visible to every camera. Instead, the ground truth depth maps
and pose information are used to back-project each image pair into a canonical pose. From this
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Left Image Right Image
Figure 5.11: FOV overlap visualized between an image pair from the keypoints benchmark
derived from the Stanford 2D-3D-S dataset. The red regions in the left image represent areas
visible to the right camera, and the green regions in the right image represent areas visible to the
left camera.
Split # Pairs Mean FOV Overlap # Corr.
Hard 30 83.35% 298
Easy 30 89.35% 515
Table 5.5: Statistics of the keypoints benchmark. # Corr. is the number of inlier matches detected
on the equirectangular images in that split. Statistics are averaged over the splits.
three-dimensional perspective, the percentage of right image points visible to the left camera are
determined using the the left image depth map to remove occluded points. The same process is
done to compute the percentage of left image points visible to the right camera. An example of
this field of view overlap is visualized in Figure 5.11. The two values are averaged to provide a
field of view overlap score for the image pair.
The resulting keypoints dataset is defined as the top 60 image pairs according to this over-
lap metric. These pairs are subsequently split into an “Easy” set and “Hard” set based on their
overlap score. The statistics of these splits are given in Table 5.5. For the experiment, all images
are evaluated at their full, level 10 resolution. The full breakdown of the dataset is provided in
Appendix B.
Metrics
Correspondence matching performance is measured according to three standard metrics for
this task, as laid out by Heinly et al. (2012): the putative matching ratio (PMR), matching score
103
(MS), and precision (P). For an image set S of image pairs, (L,R), with p putative correspon-
dences, f inlier matches, and n{L,R} detected keypoints visible to both images, the metrics over
the image pairs are defined as follows:
 Putative Matching Ratio measures the percentage of detected keypoints that are success-














 Matching Score is a similar metric, except it refers to the percentage of keypoints whose














 Precision relates the previous two metrics, measuring what percentage of putative corre-
spondences are geometrically consistent. A keypoint algorithm that only results it geometri-









In the same way that field of view overlap is computed, the ground truth pose and depth infor-
mation provided by the dataset is used to determine which keypoints in the left image should be
visible to the right image (nL) and vice versa (nR), accounting for occlusion.
Experimental setup
To evaluate the tangent image representation for this task, SIFT keypoints are detected and
described on tangent images and subsequently rendered back to the sphere. This rendering step
ensures that only keypoints visible to a spherical camera at the center of the icosahedron are con-
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Easy
Metric Equirect. L0 L1 L2
PMR 26.3% 32.4% 34.6% 31.9%
MS 13.6% 16.6% 17.7% 16.1%
P 46.0% 46.4% 47.5% 46.5%
Hard
Metric Equirect. L0 L1 L2
PMR 22.2% 28.4% 30.1% 27.4%
MS 8.2% 11.1% 11.7% 10.9%
P 36.9% 39.5% 39.6% 40.2%
Table 5.6: Keypoint detection evaluation metrics. The metric’s average is reported over all image
pairs per split. L{0,1,2} are the base levels at which the keypoints are computed.
sidered, as the tangent images have overlapping content. The OpenMVG spherical SfM pipeline
is again used to compute putative correspondences and geometrically-consistent inlier matches.
Results and analysis
The quality of correspondences is evaluated at three different tangent image base levels and
compared to the equirectangular image format as a baseline. In Table 5.6, the results of this
experiment demonstrate that the use of tangent images has a strong impact on the quality of the
resulting correspondences, particularly for the hard split. Recall that this split has a lower FOV
overlap and fewer inlier matches at baseline. Improved performance in this case is thus especially
useful. A significant improvement in PMR in both splits is observed. This improvement can be
attributed to the computation of the local SIFT feature vector on the less distorted representation.
Like the convolution operation, SIFT descriptor computation is a local operation. Furthermore,
keypoint repeatability also requires equivariance across viewpoints. Tangent images restore this
property with their low-distortion representation, which results in more accurate descriptors
and repeatable keypoints. The better ratio of high quality putative matches as well as the better
localization of the keypoints affects the inlier matches as well, resulting in a better MS score. The
leveling off in performance beyond level 1 is likely due to the reduced field of view of higher
base levels, which affects the detector’s ability to find keypoints at larger scales. This is visible
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in the qualitative comparison of keypoint detections in Figure 5.12. Tables 5.7 and 5.8 give the
detailed results for the entire dataset. All three metrics are almost universally improved for every
image pair when using tangent images.
The qualitative comparison in Figure 5.12 illustrates two interesting effects in particular. First,
in highly distorted regions of the image that have repeatable texture, like the floor in both images,
detection performed on the equirectangular format produces significant redundancy. With tangent
images, fewer redundant points are detected as the base level increases and distortion decreases.
The keypoints that are detected are consequently more accurate and robust, which is indicated the
higher MS score in nearly every individual image pair. Additionally, use of the equirectangular
representation results in more keypoints detected at larger scales. These outsize scales are an
effect of distortion. Should a camera be rotated in such a way that the corresponding keypoints
are located elsewhere in the image with different distortion characteristics, the corresponding
keypoint would have a different scale, and consequently a different descriptor. This highlights
the need for translational equivariance in an image representation for robust keypoint detection.
Tangent images provide the requisite low levels of distortion to make this possible, and this effect
is reflected quantitatively by higher PMR scores across the board.
Figure 5.13 shows an example of inlier correspondences computed on the equirectangular
images and at different base levels for an image pair from the hard split. Even though fewer key-
points are detected using tangent images, the subsequent inlier correspondences are still of the
same or better quality. Distortion in the equirectangular format results in keypoint over-detection,
which can strain the subsequent inlier model fitting, resulting in poor models and slower conver-
gence. With tangent images, fewer, but higher quality, keypoints are detected. This more effective
detection outcome leads to a more efficient and reliable RANSAC (Fischler and Bolles, 1981)
routine as part of geometric model estimation. This is why the tangent image representation




Pair ID Equirect. L0 L1 L2
PMR MS P PMR MS P PMR MS P PMR MS P
1 0.27 0.07 0.27 0.35 0.09 0.26 0.40 0.13 0.33 0.34 0.10 0.28
2 0.41 0.17 0.42 0.45 0.27 0.60 0.50 0.28 0.57 0.48 0.28 0.58
3 0.34 0.19 0.55 0.40 0.23 0.56 0.46 0.27 0.60 0.44 0.25 0.58
4 0.21 0.08 0.36 0.27 0.11 0.41 0.30 0.14 0.48 0.25 0.12 0.48
5 0.59 0.48 0.80 0.67 0.47 0.70 0.70 0.45 0.64 0.66 0.35 0.54
10 0.29 0.10 0.35 0.35 0.12 0.35 0.36 0.14 0.38 0.34 0.11 0.33
20 0.30 0.09 0.30 0.46 0.14 0.32 0.50 0.19 0.38 0.43 0.14 0.33
23 0.23 0.07 0.32 0.33 0.13 0.39 0.34 0.14 0.42 0.34 0.13 0.38
24 0.16 0.07 0.43 0.22 0.09 0.42 0.24 0.10 0.43 0.23 0.10 0.44
25 0.83 0.48 0.58 0.99 0.71 0.72 1.01 0.58 0.58 0.95 0.58 0.61
28 0.18 0.06 0.34 0.25 0.08 0.33 0.24 0.10 0.40 0.24 0.10 0.40
29 0.29 0.13 0.46 0.35 0.16 0.46 0.38 0.21 0.55 0.34 0.17 0.51
30 0.17 0.07 0.42 0.25 0.08 0.33 0.24 0.08 0.32 0.21 0.08 0.37
31 0.14 0.06 0.47 0.15 0.07 0.48 0.16 0.08 0.51 0.14 0.07 0.51
34 0.46 0.39 0.86 0.48 0.38 0.78 0.51 0.42 0.82 0.52 0.43 0.84
35 0.42 0.34 0.82 0.43 0.33 0.77 0.46 0.38 0.82 0.47 0.38 0.82
37 0.23 0.09 0.40 0.24 0.10 0.42 0.25 0.12 0.47 0.25 0.11 0.43
39 0.22 0.08 0.39 0.23 0.08 0.34 0.24 0.09 0.36 0.23 0.07 0.32
43 0.27 0.19 0.70 0.38 0.24 0.63 0.39 0.25 0.63 0.37 0.24 0.65
44 0.13 0.04 0.30 0.18 0.07 0.39 0.23 0.08 0.36 0.16 0.06 0.36
45 0.14 0.05 0.36 0.17 0.07 0.40 0.21 0.09 0.44 0.17 0.06 0.39
47 0.31 0.21 0.67 0.40 0.25 0.64 0.42 0.22 0.52 0.36 0.21 0.57
49 0.10 0.04 0.41 0.15 0.05 0.36 0.15 0.06 0.37 0.15 0.06 0.42
50 0.18 0.08 0.46 0.21 0.11 0.50 0.23 0.11 0.47 0.22 0.11 0.52
51 0.15 0.04 0.31 0.19 0.06 0.32 0.22 0.07 0.31 0.19 0.07 0.38
52 0.15 0.05 0.32 0.18 0.06 0.35 0.19 0.08 0.39 0.18 0.06 0.34
54 0.17 0.05 0.31 0.24 0.09 0.35 0.25 0.08 0.33 0.22 0.08 0.38
55 0.18 0.10 0.53 0.24 0.11 0.45 0.26 0.13 0.49 0.22 0.07 0.32
56 0.22 0.11 0.50 0.32 0.16 0.50 0.33 0.16 0.48 0.29 0.14 0.49
58 0.16 0.06 0.37 0.19 0.07 0.37 0.22 0.09 0.40 0.20 0.08 0.38
Table 5.7: Keypoint matching results on individual image pairs in the Easy split.
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Hard
Pair ID Equirect. L0 L1 L2
PMR MS P PMR MS P PMR MS P PMR MS P
0 0.25 0.12 0.51 0.28 0.14 0.50 0.30 0.15 0.49 0.30 0.15 0.49
6 0.26 0.09 0.33 0.35 0.15 0.43 0.38 0.16 0.43 0.34 0.14 0.40
7 0.22 0.07 0.32 0.28 0.09 0.34 0.29 0.09 0.32 0.29 0.10 0.34
8 0.23 0.08 0.38 0.30 0.14 0.46 0.30 0.11 0.37 0.29 0.11 0.39
9 0.31 0.08 0.26 0.42 0.12 0.28 0.42 0.13 0.32 0.39 0.11 0.27
11 0.23 0.07 0.32 0.28 0.11 0.41 0.32 0.08 0.25 0.27 0.08 0.29
12 0.20 0.05 0.24 0.34 0.09 0.26 0.33 0.07 0.21 0.29 0.09 0.32
13 0.24 0.07 0.30 0.35 0.10 0.29 0.37 0.11 0.30 0.31 0.10 0.31
14 0.26 0.08 0.32 0.43 0.10 0.24 0.50 0.17 0.33 0.40 0.12 0.30
15 0.30 0.12 0.40 0.40 0.19 0.47 0.42 0.21 0.51 0.36 0.17 0.49
16 0.16 0.05 0.34 0.19 0.06 0.35 0.19 0.07 0.37 0.17 0.06 0.36
17 0.19 0.09 0.47 0.21 0.11 0.51 0.24 0.12 0.49 0.21 0.11 0.51
18 0.24 0.06 0.26 0.36 0.12 0.33 0.36 0.10 0.28 0.31 0.12 0.38
19 0.20 0.06 0.28 0.31 0.09 0.29 0.34 0.12 0.34 0.28 0.12 0.42
21 0.22 0.08 0.35 0.30 0.11 0.37 0.31 0.12 0.38 0.29 0.10 0.34
22 0.25 0.07 0.29 0.35 0.12 0.35 0.36 0.13 0.37 0.33 0.13 0.41
26 0.21 0.06 0.31 0.31 0.10 0.31 0.33 0.10 0.30 0.29 0.08 0.29
27 0.16 0.06 0.37 0.24 0.11 0.46 0.25 0.12 0.48 0.22 0.10 0.46
32 0.25 0.09 0.37 0.30 0.12 0.39 0.34 0.15 0.43 0.30 0.12 0.39
33 0.19 0.09 0.49 0.24 0.12 0.50 0.25 0.13 0.51 0.26 0.14 0.53
36 0.23 0.10 0.42 0.25 0.11 0.44 0.26 0.11 0.44 0.25 0.10 0.42
38 0.22 0.09 0.39 0.23 0.08 0.37 0.23 0.09 0.37 0.23 0.09 0.41
40 0.20 0.10 0.50 0.22 0.11 0.51 0.23 0.11 0.50 0.22 0.11 0.52
41 0.23 0.12 0.52 0.25 0.14 0.54 0.26 0.14 0.54 0.27 0.15 0.56
42 0.17 0.05 0.30 0.21 0.08 0.37 0.21 0.09 0.41 0.20 0.08 0.42
46 0.21 0.10 0.50 0.25 0.10 0.40 0.25 0.10 0.39 0.24 0.08 0.35
48 0.27 0.08 0.29 0.32 0.12 0.38 0.32 0.13 0.41 0.29 0.13 0.44
53 0.15 0.05 0.33 0.15 0.05 0.32 0.17 0.06 0.32 0.15 0.04 0.26
57 0.17 0.07 0.43 0.20 0.10 0.47 0.20 0.10 0.51 0.20 0.10 0.49
59 0.26 0.13 0.50 0.28 0.15 0.53 0.27 0.15 0.53 0.29 0.16 0.54






















(a) From image pair 58 (b) From image pair 33






















Figure 5.13: Comparison of SIFT matches on image pair 15.
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5.4 Network Transfer Experiments
The tangent image representation aims to address equivalent network performance regardless
of the input data format. That is, for a given network, the goal is to achieve equal performance on
both central-perspective and spherical images. This objective is motivated by the limited number
of spherical image datasets and the difficulty of collecting large scale spherical training data.
High transferability of central-perspective image networks reduces the need for these datasets to
train specialized spherical networks. That being said, equal performance should be considered
the baseline. For inference tasks, the additional content and context provided by the 360◦ field
of view should theoretically provide even better performance. That is, if distortion were not a
problem, it is reasonable to expect a network with a large receptive to be more accurate on a 360◦
panoramic image than on a central-perspective image with a smaller field of view.
Note that tangent images are rendered from the sphere according to the gnomonic projection,
also known as a rectilinear projection. This is the same projection that is used in the formation of
central-perspective images. The primary difference is the field of view of each image. There is no
formal definition of a “central-perspective camera” in terms of fields of view beyond that perspec-
tive projection is only valid within [−90◦, 90◦]. However, in practice, a typical 35mm rectilinear
prime lens will have a field of view in the 30◦ to 55◦ range. A review of the camera parameters
estimated from 2,083,609 unique internet images from the Megadepth (Li and Snavely, 2018)
and YFCC100M (Thomee et al., 2016) datasets, shows a mean horizontal field of view of 43.8◦
(std. 18.2◦) and a mean vertical field of view of 37.6◦ (std. 16.1◦), which supports a similar range.
From Table 5.4, it can be seen that tangent images with base levels of 1 or 2 actually fall in this
range. Because they are formed via the same projection, it can be assumed that they will have
very similar distortion properties to a typical central-perspective image. In effect, tangent images
convert a spherical image into a collection of central-perspective ones. From this observation, it
follows that dense prediction networks trained on central-perspective images should be able to
process spherical inputs represented in this way with limited performance drop-off.
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30◦ FOV 40◦ FOV 50◦ FOV
Figure 5.14: Each of these images has the same dimension and same center of projection. They
vary only in terms of their focal length, which changes the field of view of the resulting image.
Observe how changing the focal length changes the scale of the image content. This effect moti-
vates the importance of camera-normalization during training for a network transfer application.
In this section, two experiments are performed to evaluate the usefulness of the tangent image
representation in this regard. First, the accuracy of a transferred semantic segmentation network
is compared between central-perspective and spherical image inputs. The impact of matching the
angular resolution of training and testing data is also quantified. Then, semantic segmentation net-
work transfer is directly compared to prior work. All experiments include camera-normalization
as a pre-processing step during training in order to ensure angular resolution conformity between
training and evaluation data. Additional training details are provided in Section §A.3.
5.4.1 Matching Angular Resolution
A network trained on central-perspective images with an angular resolution of 1◦ has learned
filters accordingly. Should those filters be applied to an image captured at the identical posi-
tion, at the same image resolution, but with a narrower field of view, the difference in angular
resolution is effectively scale distortion. This effect is on display in Figure 5.14, in which the
same image is captured using cameras with different fields of view. Hence, it is important to
ensure that the angular resolution of the images used to train the convolutional filters matches
the angular resolution of the images used to test the ensuing model. In order to ensure that the
central-perspective training images and spherical test images have the same angular resolution,
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the intrinsic camera matrices of all training images are normalized to match the angular reso-
lution of the desired spherical inputs, αs. To this end, all central-perspective image inputs are
resampled to a common camera with the desired angular resolution.








where Ωx and Ωy are the fields of view of the image as a function of the image dimensions, W
and H , and the focal lengths, fx and fy:










Because spherical inputs have uniform angular resolution in every direction, the central-perspective
inputs are resampled likewise: αx = αy = αs.
Choosing camera properties
For these camera-normalized central-perspective images, fields of view, Ω′x and Ω
′
y, and im-







While there are a variety of options that could be used, Ω′x and Ω
′






radians (45◦) is a reasonable field of view for a central-perspective image. W ′ and H ′ are se-
lected accordingly. For a level 8 spherical input, this results in W ′ = H ′ = 128.
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Normalizing intrinsics








Given the choices for fields of view and image dimensions explained above, a new, common
intrinsic matrix is created. The new focal lengths, f ′x and f
′
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the camera intrinsics can be normalized using the relation:
x̂′ = K ′K−1x̂ (5.16)
where x̂ and x̂′ are homogeneous pixel coordinates in the original and resampled images, respec-
tively, and K−1 is the inverse of the intrinsic matrix associated with the original image.
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Random shifts
If the image were resampled using Equation (5.16), it would result in only center crops of the
original central-perspective images. In order to ensure that useful information is not discarded,
the principle point of the original camera is randomly shifted by some (δx, δy) before normalizing.
This produces variations in where the original image is cropped. Including this shift produces the
formula used for resampling the perspective training data:








Ensuring that the crops stay within the bounds of the original image provides the constraints:
δx + P (0, 0)x ≥ 0
δy + P (0, 0)y ≥ 0
δx + P (W
′, H ′)x ≤ W
δy + P (W
′, H ′)y ≤ H
(5.19)
where P (x′, y′){x,y} denotes the x- and y-dimensions of the new camera’s coordinates projected
into the original camera’s coordinate system:












c′x − cx ≤ δx ≤ W − cx −
fx
f ′x
(W ′ − c′x)
fy
f ′y
c′y − cy ≤ δy ≤ H − cy −
fy
f ′y
(H ′ − c′y)
(5.21)
5.4.2 Preserving Performance Across Domains
In the first experiment, semantic segmentation performance is evaluated on a spherical image
test set using a network trained on the corresponding central-perspective image training set. This
experiment is designed to test the ability of tangent images to facilitate network transfer. The
objective for this task is to have performance parity between both the perspective and spherical
domains at baseline.
Experimental setup
The Stanford 2D-3D-S dataset is again used to train a network for semantic segmentation.
This dataset is particularly useful as it contains both central-perspective and spherical images of
the same scenes. As such, the evaluation sets in both domains share the same distribution of data,
which means that the network transfer performance on them can be fairly compared. The network
used is an off-the-shelf FCN-ResNet101 network (He et al., 2016; Long et al., 2015) provided
by the PyTorch library. The network comes pre-trained on the COCO dataset (Lin et al., 2014),
so it is first fine-tuned on the central-perspective image training set of Stanford 2D-3D-S. Its per-
formance is then evaluated on both the central-perspective and spherical image test tests. The
spherical images are tested at a level 8 resolution using a base level of 1 for the tangent image
set. All central-perspective images are camera-normalized likewise. The inputs in this experi-
ment are RGB-D, as with the semantic segmentation experiments previously. The purpose of this
experiment is to analyze the ability of the tangent image representation to facilitate network trans-
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fer, so results are evaluated without fine-tuning, with a single epoch of fine-tuning on spherical
data, and with 10 epochs of fine-tuning on spherical data. To control for the extra training, the
central-perspective network is also trained for an additional 10 epochs.
Results and analysis
Table 5.9 shows that tangent images enable the network to preserve about 96% of the central-
perspective image performance without any subsequent network tuning. With only a single epoch
of fine-tuning on spherical data, performance is effectively even, and after 10 epochs of fine-
tuning on the spherical format, the transferred network is actually more accurate than the original
central-perspective network performance, even after the original network is trained further on
central-perspective images. This improvement can be credited to the greater field of view pro-
vided by the 360◦ image inputs. Although the tangent image representation breaks up the full
field of view, gradients are computed from the full 360◦ image in the training routine, so the net-
work is still able to benefit from this extra information. Table 5.11 gives the per-class results,
which reinforces the interpretation of the wide field of view benefit. The strongest improvements
in the spherical evaluation are from classes like ‘beam’ and ‘column.’ Both of these objects are
often large regions in the image that could easily be mistaken for ‘ceiling’ or ‘wall,’ respectively.
Providing the wider field of view enables the network to better disambiguate these regions.
Note that the results in Table 5.9 are broken down by individual folds of the dataset. This is
done to highlight the interesting behavior of Fold 2. At baseline, Fold 2 consistently has lower
performance than the other two, even when evaluating central-perspective image performance.
As such, it is perhaps expected that network transfer performance will also be reduced. However,
after only a single epoch of fine-tuning, spherical image evaluation provides the largest boost in
performance compared to the central-perspective image baseline. Furthermore, after 10 epochs
of fine-tuning on spherical data, Fold 2 performance increases significantly above the central-
perspective image baseline. So, although Fold 2 was initially the weakest of the three folds, both
in terms of baseline performance and transfer performance, after 10 epochs of fine-tuning using
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Figure 5.15: Results are shown for spherical semantic segmentation using a network trained on
perspective images that are normalized to have a angular resolution of 0.352◦ per pixel, closest
to a level 8 spherical input. Performance drops off considerably as the angular resolution of the
spherical inputs becomes more dissimilar to the training data. Level 8 results are darkened.
tangent images, it actually demonstrates a notable improvement over the baseline. This outcome
is attributable to the network’s ability to engage the additional context provided by the spherical
image’s wide field of view to address particularly difficult scenes in the test set.
As a add-on to this experiment, the same network is run on the spherical test at differing
spherical resolutions. The goal of this ablative study is to demonstrate how great of an impact an-
gular resolution mismatch can have during network transfer. The bar chart in Figure 5.15 shows
what happens when the model trained at an angular resolution equivalent to a level 8 spherical
image is applied to spherical inputs at other resolutions. Observe how performance deteriorates
as the angular resolution of the spherical input moves further from the angular resolution of the
training data. This stark outcome motivates the need for the camera normalization step during
training.
It is likely that this analysis is generalizable beyond the 360◦ domain, particularly for dense
prediction tasks. Recall the idea that mismatched angular resolution is effectively scale distortion.
Although many convolutional neural network architectures are believed to be robust to small
translations of the input due to feature aggregation operations like max pooling, dense prediction
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is inherently a local operation and is thus affected by local distortions. Hence, when training a
network for dense prediction, the camera information is still relevant. To maximize performance
at inference time, these results suggest that the intrinsics of the input should be quite similar to
the that of the training data.
The results of these experiments indicate effective parity in performance between central-
perspective and spherical image inputs when using the tangent image representation. This is pos-
sible because the tangent images onto which the spherical data is rendered are, in fact, quite simi-
lar to central-perspective images. They have similar distortion characteristics, and angular pixel
resolution has been matched between the training and test sets. The reason that fine-tuning has
such a big effect is most likely because it effectively serves as data augmentation. Having seen
only camera-normalized images, it will perform best on data with identical angular resolution.
By fine-tuning on the tangent images, which might marginally differ from the central-perspective
inputs in their angular resolution, the network becomes more robust to this difference. It is im-
portant to note, though, that this robustness is only possible because the difference is slight. Too
much of a difference will have the same detrimental effect as spherical distortion.
5.4.3 Comparison to Prior Work
Much of the prior work on icosahedral convolutions insinuate network transferability using
the proposed approaches, but only one, from Zhang et al. (2019), actually performs a quantifiable
evaluation. This semantic segmentation experiment replicates their process in order to measure
how changing the image representation via tangent images compares to modifying the convolu-
tion operation.
Dataset
This experiment uses a different dataset for the semantic segmentation task: the OmniSYN-
THIA dataset. Zhang et al. (2019) derive OmniSYNTHIA from the “SUMMER” split of the
SYNTHIA dataset (Ros et al., 2016), a graphically-generated driving dataset. Sequences {1, 2,
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5, 6} are used for training, and sequence 4 is used for testing. The SYNTHIA dataset provides
images captured by a virtual multi-camera rig that provides a full 360◦ coverage of the scene. To
produce the OmniSYNTHIA variant, the images from each camera are stitched to produce 360◦
panoramas as 2096 × 4192 equirectangular images. Although the dataset provides dense depth
information, only the RGB inputs are used for this experiment.
Experimental setup
This experiments uses the same network architecture from Zhang et al. (2019). Similar to
the setup of the previous experiment, this network is trained on a set of central-perspective im-
ages from the SYNTHIA dataset and evaluated on the corresponding spherical test set from the
OmniSYNTHIA dataset. All input images use camera-normalization as a pre-processing step,
and tangent image performance is again evaluated at base level 1. Because Zhang et al. (2019)
reports results only after 10 epochs of fine-tuning on spherical inputs, this experiment is done
both without fine-tuning and with 10 epochs of fine-tuning on tangent images.
Results and analysis
Table 5.10 demonstrates that using the standard convolution on the tangent image represen-
tation significantly outperforms the modified convolution operation from Zhang et al. (2019)
without any subsequent fine-tuning. This is an important outcome, because it highlights that state-
of-the-art performance is achievable without modifying the convolution operation. That is, one
of the obstacles to scalable 360◦ computer vision, an efficient spherical variant of convolution,
is no longer an absolute necessity. Moreover, after fine-tuning, the tangent image representation
results in significantly higher accuracy than the prior method trained natively on spherical data.
It is worth noting that the level 8 results from the prior work do not match the expected improve-
ments over their lower resolution performance, so it is possible that part of this outcome could be
attributed to the extra attention paid to matching the angular resolution of the training and test-
ing data. Nevertheless, the high performance is consistent across all three evaluated resolutions,
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suggesting that tangent images could allow the effective processing of even higher resolution
spherical data by training on high resolution central-perspective images and only fine-tuning on a
small subset of spherical data.
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P d = 128 61.7 - 47.4 -
S L=8 59.8 -3.2% 46.6 -1.6%
P-FT-1 d = 128 60.9 - 48.4 -
S-FT-1 L=8 62.5 +2.5% 48.5 +0.2%
P-FT-10 d = 128 60.6 - 48.9 -




P d = 128 57.8 - 38.6 -
S L=8 55.0 -4.8% 35.9 -7.0%
P-FT-1 d = 128 56.4 - 39.6 -
S-FT-1 L=8 59.0 +4.6% 40.6 +2.8%
P-FT-10 d = 128 56.7 - 40.8 -




P d = 128 65.9 - 51.1 -
S L=8 64.1 -2.8% 49.0 -4.2%
P-FT-1 d = 128 66.0 - 51.5 -
S-FT-1 L=8 66.3 +0.4% 52.2 +1.3%
P-FT-10 d = 128 65.6 - 51.7 -







S P d = 128 65.9 - 51.1 -
S L=8 64.1 -2.8% 49.0 -4.2%
P-FT-1 d = 128 66.0 - 51.5 -
S-FT-1 L=8 66.3 +0.4% 52.2 +1.3%
P-FT-10 d = 128 65.6 - 51.7 -
S-FT-10 L=8 68.7 +4.7% 54.8 +5.8%
Table 5.9: Network transfer using RGB-D data from the Stanford2D3DS dataset. “Perspective”
format means the original network trained and evaluated on perspective images only, while
“Spherical” is that network evaluated on spherical data using tangent images, without any fine-
tuning. Formats suffixed by “FT-#” denotes addition epochs of fine-tuning on that format. The
percentage next to the spherical results denotes how much of the original perspective network
performance is maintained across formats. These results suggest that tangent images sufficiently
mitigate distortion, and, as a result, a network can begin to benefit from the ultra-wide field of
view of 360◦ images.
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s Method mAcc mIOU
6
Zhang et al. (2019) (FT-10) 44.8 36.7
Ours (no FT) 51.1 43.0
Ours (FT-10) 52.4 46.1
Zhang et al. (2019) (native) 52.2 43.6
7
Zhang et al. (2019) (FT-10) 47.2 38.0
Ours (no FT) 54.0 44.9
Ours (FT-10) 56.3 50.1
Zhang et al. (2019) (native) 57.1 48.3
8
Zhang et al. (2019) (FT-10) 52.8 45.3
Ours (no FT) 61.4 55.0
Ours (FT-10) 62.0 55.7
Zhang et al. (2019) (native) 55.1 47.1
Table 5.10: Comparing transfer learning results to prior work from Zhang et al. (2019) on the
OmniSYNTHIA dataset at different input resolutions, s. “no-FT” denotes no fine-tuning on
spherical data, “FT-10” means after 10 epochs of fine-tuning, and “native” means both trained
and evaluated on spherical data. Even without fine-tuning, tangent images improve over the
previous state-of-the-art. With fine-tuning, tangent images substantially improve over the prior
work trained natively on spherical data.
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mAcc
Class P S Perf. % P-FT-10 S-FT-10 Perf. %
beam 28.0 25.8 -7.6% 15.3 25.0 +62.7%
board 71.6 71.3 -0.3% 68.9 73.7 +7.0%
bookcase 66.5 66.8 +0.4% 65.8 68.3 +3.9%
ceiling 88.0 83.1 -5.5% 89.3 94.5 +5.8%
chair 66.7 67.5 +1.1% 67.7 73.1 +8.0%
clutter 57.4 58.2 +1.2% 61.1 58.7 -4.0%
column 21.1 19.1 -9.3% 14.7 20.8 +41.9%
door 60.2 55.8 -7.4% 58.3 62.5 +7.2%
floor 90.0 79.7 -11.4% 91.3 95.4 +4.5%
sofa 36.3 41.5 +14.4% 41.1 44.3 +7.7%
table 75.7 74.3 -1.9% 73.7 77.8 +5.6%
wall 77.9 79.1 +1.6% 82.7 80.9 -2.1%
window 64.1 52.9 -17.4% 62.7 58.4 -6.9%
mIOU
Class P S Perf. % P-FT-10 S-FT-10 Perf. %
beam 8.6 8.7 +1.0% 6.7 10.7 +60.0%
board 50.5 49.2 -2.6% 56.2 54.7 -2.7%
bookcase 45.5 43.9 -3.4% 47.0 49.6 +5.5%
ceiling 72.6 75.0 +3.2% 73.6 82.6 +12.2%
chair 50.1 50.4 +0.6% 51.2 56.4 +10.2%
clutter 36.8 35.1 -4.7% 38.4 39.6 +3.0%
column 11.5 10.1 -12.0% 10.0 10.4 +4.6%
door 49.0 44.7 -8.7% 48.9 51.6 +5.3%
floor 82.0 76.2 -7.1% 84.0 89.3 +6.4%
sofa 22.2 24.0 +7.7% 24.9 30.6 +22.9%
table 50.5 47.2 -6.6% 53.7 54.0 +0.7%
wall 64.6 63.0 -2.4% 66.5 68.5 +3.1%
window 50.1 42.3 -15.7% 51.6 45.6 -11.6%
Table 5.11: Per-class results for the semantic segmentation transfer learning experiment, aver-
aged over all folds of the Stanford 2D-3D-S dataset (Armeni et al., 2017). “Perf. %” denotes
how much better (+) or worse (-) the transferred network performance is as a percentage of the
corresponding central-perspective image network. “FT-10” indicates 10 epochs of additional
fine-tuning on the associated format.
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CHAPTER 6: SUMMARY, LIMITATIONS, AND FUTURE WORK
6.1 Summary
Recall the three guiding principles for 360◦ computer vision: distortion-mitigation, scalability,
and transferability. This dissertation has presented a solution to fulfill all three conditions. The
subdivided icosahedron provides the necessary distortion mitigation, which clearly results in the
requisite performance boost, while the derived tangent image representation facilitates efficient
scalability and near-seamless transferability. While many concurrent works aim to address the
problem of convolving on spherical images by modifying the convolution operator, addressing
the problem through the representation provides a more promising general solution to the prob-
lem. The inherent similarities between tangent images and central-perspective images mean that
the tangent image representation is useful beyond just deep learning applications. Moreover,
because tangent images are derived from the faces of the icosahedron, they still encode posi-
tional information on the sphere. This means that, although they break up the image, they can
still be used collectively for algorithms that require the full spherical geometry. As a result, this
new representation provides a promising direction for future work, both for convolutional neural
networks and traditional computer vision tasks.
6.2 Limitations
Although the novel approaches described in this dissertation demonstrate substantial promise
to move the field of 360◦ computer vision forward, they are not without limitations of their own.
For example, the icosahedron is a demonstrably useful representation, but it is difficult to work
with given its non-Euclidean structure and triangular tessellation. Both mapped convolutions
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and tangent images provide viable workarounds, but each is itself limited or untested in some
regard. The mapped convolution operation is impeded by an inability to scale with its current
GEMM-based implementation. This curbs its appeal as a general solution to the spherical dis-
tortion problem for convolutional neural networks. Tangent images, on the other hand, do offer
a more general solution to the problem. They satisfy all three properties of a necessary solution:
they profoundly mitigate distortion, they scale at least as well as any central-perspective image
algorithm, and they permit the transfer of convolutional neural networks and traditional computer
vision algorithms to spherical data. However, they do so by interrupting the panoramic repre-
sentation of the image. In a way, tangent images solve the problem by sacrificing the primary
benefit of spherical images, their complete field of view. The contributions of this dissertation
have helped to advance the study of 360◦ computer vision, but they have by no means solved the
problem in its entirety.
6.3 Future Work
In some regards, this dissertation can be thought of as presenting new tools for 360◦ image
research. It has proposed two different spherical image representations and an image processing
operator, all of which can be utilized for various tasks on spherical images. It also opens the door
for new research questions to be answered.
Further Distortion Analysis
To what extent are convolutional neural networks inherently robust to distortion effects?
An obvious conclusion from this dissertation is that distortion impacts the performance of
convolutional neural networks. Yet, it is not obvious at what point distortion begins to impact
performance or if that impact is uniform across all architectures and tasks. As distortion is quan-
tifiable, it is possible to determine this breaking point for a given network. It is also interesting
to understand what ability a network has to learn to accommodate distortion through data aug-
mentation during training. For example, a simple fully-convolutional classification network can
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Figure 6.1: This plot shows the capacity of a simple, three-layer convolutional neural network
to learn accommodate radial distortion through data augmentation. When trained to classify
only undistorted MNIST digits (LeCun et al., 1998), distortion added during inference reduces
accuracy by over 3% (blue line). However, when augmenting training by randomly distorting the
inputs (K1 ∈ U(0.0, 0.5)), the network becomes robust to this distortion (red line). An example
digit at various levels of distortion is shown above the graph for perspective.
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learn to be robust to simple radial distortion added to MNIST digits (LeCun et al., 1998) through
data augmentation, as shown in Figure 6.1. However, this experiment is run on very small images
(28 × 28 pixels) with a simple data distribution. Related work reviewed in Chapter 2 has found
that even when fine-tuned on equirectangular images, convolutional neural networks see their
accuracy decline due to the heavy distortion in that image format, so there must be some inherent
limitation in this regard.
Furthermore, this dissertation has specifically focused on dense predictions tasks for analy-
sis on the basis that they are likely to be impacted by the local content deformations caused by
geometric distortion. Yet, the impact of distortion most likely differs based on the task. Global
inference tasks like classification ultimately make predictions from the entire image. In contrast
to dense prediction, this setup seems as though it would be less affected by local changes in con-
tent. Object localization falls somewhere between dense prediction and classification, as tight
bounding-box predictions require very local information, but determining the object can be con-
sidered to be a classification task. Object detection networks also typically account for objects at
multiple scales, so, while distortion’s effects may show up in the scale of the predictions, there
may be less of an effect on the network’s accuracy. In any case, too much distortion clearly im-
pedes the groundbreaking inference capabilities of convolutional neural networks, and the field as
a whole would benefit from a better understanding of such limitations.
Traditional Computer Vision Extensions
What other traditional computer vision algorithms can benefit from the low-distortion benefits
of the icosahedron and derivatives thereof?
Chapter 5 highlighted the importance of low-distortion representations for sparse keypoint
detection and opined that other traditional vision tasks can also be improved for 360◦ inputs by
using better spherical image representations. This avenue is an interesting direction to extend
this work. For example, many vision tasks that use sparse keypoints to find image correspon-
dences have dense variants that use direct pixel matching. The photometric matching costs used
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Input Image Equirectangular (σ = 1.0)
Equirectangular (σ = 3.0) Tangent Images (σ = 1.0)
Figure 6.2: The output of the Canny edge detection algorithm (Canny, 1986) when applied to a
spherical input. The top left image shows the input in an equirectangular format. The top-right
image shows the edges detected using a smoothing filter with the bandwidth set to σ = 1.0 on
the equirectangular image. Note the noisy edges detected on the floor. These can be removed by
increasing the bandwidth of the smoothing filter to σ = 3.0 (bottom-left), but it comes at a cost
of the detail on the ceiling and elsewhere and in the strength of the detected edges, as depicted by
the image intensity. When accounting for distortion by running the edge detector on base level 0
tangent images, the same level of fine detail and edge strength can be captured as in the top-right
image, but without the noisy edges induced by spherical distortion.
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for direct SLAM and stereo depth estimation, for example, require the same sort of translational
equivariance as convolution. In fact, a common metric, normalized cross-correlation, is roughly
equivalent to the convolution operation. It seems reasonable to expect, then, that the low distor-
tion properties of the icosahedron or the tangent image representation should facilitate improved
performance for these direct methods as well.
Spatial algorithms like the PatchMatch algorithm (Barnes et al., 2009), which is a common
component in multi-view stereo (MVS) algorithms (Bleyer et al., 2011; Schönberger et al., 2016),
suffer from the effects of spherical distortion as well. The traditional PatchMatch algorithm
determines a nearest-neighbor field to define corresponding patches within an image or across
multiple images. In the standard approach, information propagation performed along pixel rows
and columns is an integral step. Distortion in equirectangular images creates significant noise
for this propagation step. When some pixels are effectively copies of each other in near the poles
of the image, the information being propagated becomes highly imbalanced. Not only does this
result in unnecessary extra work, but it also suffers from the same problem as the direct methods
mentioned above when trying to find patch correspondences. Leveraging the more uniform sam-
pling of the icosahedron provides a potential solution to this problem. Propagation can be defined
along edges of the icosahedron instead of rows and pixels in the image, and the low-distortion
representation can improve the quality of the patch correspondences as well.
Finally, there are opportunities to make use of better spherical image representations for more
primitive, low-level operations which are just as affected by local distortion. For example, Fig-
ure 6.2 shows the qualitative benefits of the tangent image representation for the fundamental task
of edge detection. It follows that simple morphological operations like dilation and contraction
are similarly impacted by distortion. Other basic operations, like spherical image up-sampling
and down-sampling, could also benefit from the more uniform discretization of the sphere for
more accurate interpolation weights. Adjusting the camera model is just the beginning. Many
traditional computer vision operations rely on undistorted images for proper functionality. There
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is an opportunity to extend the contributions in this work to improve the performance of these
tasks for 360◦ images as well.
Incorporating a Priori Knowledge
What other a priori geometric knowledge can be incorporated into the convolution operation?
As demonstrated in Chapter 4, mapped convolutions can hard-code the camera geometry of
a spherical image. How about for a central-perspective image? Can camera intrinsic information
be used to adapt the convolution operation on a per-image basis? Perspective distortion in most
cameras is not significant enough to impede network function, but, as Chapter 5 demonstrated,
the variation in camera geometry between training data and testing data has a non-negligible
effect on inference-time performance. This impact has also been studied by Facil et al. (2019),
whose results confirm this analysis. Furthermore, because the impact of this variation is effec-
tively a conformal scaling, the sampling function would be an expansion or contraction of the
convolutional grid, which would not have the same detrimental effect on data locality as a mesh
representation. As a result, it would be expected that the mapped convolution operation would
scale better for this task.
Another interesting application is to use depth information from the scene to slant the con-
volutional kernel according to a local plane at each filter location in an RGB-D image. This
concept of slanted support windows has been shown to significantly improve stereo depth esti-
mation (Bleyer et al., 2011). Chu et al. (2018) explore a similar idea by using depth information
to dynamically scale a convolution according to perspective projection. It is well-accepted that
incorporating depth information into a convolutional neural network can boost predictive perfor-
mance, and this effect is visible in the results presented in Section §5.3. However, most existing
approaches seek to let the network learn how to incorporate that information from the data itself.
Just as explicitly modeling spherical distortion in the convolutional kernel outperforms methods
that seek to learn to model it from the data, it might be expected that explicitly incorporating
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depth information in the same way will lead to similar improvements. Mapped convolutions can
provide a tool to facilitate more explicit 2.5D convolution.
Cooperative Multi-View Inference
Can multiple views of a scene be used for accurate 360◦ inference?
Tangent images solve a number of problems for spherical images, but in doing so, they also
break up the scene. Untested in this dissertation is the effect of this parceling up on object detec-
tion. What happens when an object is detected across a tangent image boundary, for example?
It is observed in the qualitative analysis in Figure 5.10 that this disjointedness can lead to dense
prediction errors. Although there is redundancy built into the representation, it may not account
for objects at large scales or that encompass large regions in a scene. Incorporating the tangent
image rendering into the learning process was mentioned as a potential solution to poor low res-
olution performance in Chapter 5. This could provide the necessary solution since features on
each tangent image would be aggregated during the rendering process back to the sphere. Sub-
sequently re-rendering the tangent images will effectively pass information from the entire 360◦
field of view to each tangent images. This concept recalls work on differentiable renderers, such
as RenderNet (Nguyen-Phuoc et al., 2018), that have demonstrated the ability to incorporate the
tradition graphics rendering pipeline into the deep learning process. As tangent image generation
borrows from the graphics concept of render-to-texture, these differentiable renderers could prove
to be the right tool for the task.
Furthermore, at its core, the tangent image representation effectively models a camera rig
consisting of central-perspective cameras with specific fields of view arranged in an icosahedral
pattern sharing the same center of projection. This idea informs the design of a polydioptric rig
in which images can be processed separately or together. Omnidirectional vision has been well
studied for robotic applications (Winters et al., 2000; Scaramuzza, 2007; Rituerto et al., 2010;
Caruso et al., 2015), and, today, autonomous vehicle navigation systems are exploiting camera
set ups that provide 360◦ field of view coverage. An interesting result of the transfer learning
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experiments in Chapter 5 is that incorporating the full 360◦ field of view via network fine-tuning
actually provides better predictive performance than using each view independently. Put simply,
the collective effort of the entire camera rig outperforms the efforts of any single camera.
And yet, fine-tuning on spherical images is a naı̈ve solution for sharing information between
cameras. For many applications, there are time and memory constraints that prohibit synthesizing
a full 360◦ panorama. For these applications, it would be beneficial to develop a better system
of cooperative information-sharing between multiple views of a scene or cameras in a rig. The
success of tangent images at leveraging multiple views across the full field of view invites the
question: what could be possible with a more complex information sharing mechanism between
views?
This outcome also informs a new type of predictive task, which bridges the central-perspective
and spherical image domains: performing inference in the spherical domain using multiple
central-perspective observations. The idea is to make predictions corresponding to a ray in the
complete 180◦ × 360◦ field of view, rather than a pixel in an individual image. This task has two
implications. First, it challenges a model to be learned agnostic to the intrinsic parameters of
any single camera. The idea is to circumvent the issues regarding camera geometry explored in
Chapter 5. Second, it asks the question: how much of a scene needs to be captured in order to
maintain maximal predictive capacity across the full 360◦ field of view? Humans are capable of
continuity reasoning between viewpoints, so it seems a logical direction to explicitly pursue this
same ability between multiple camera views.
6.4 Final Thoughts
If there is to be one main takeaway from this dissertation, it should be that 360◦ computer
vision is full of possibilities, so long as the tools exist to enable it. It is not enough to just solve
the spherical distortion problem, however; solutions must be useful. For that, scalability and
transferability are necessary attributes of any general solution. Many researchers have sought
to adapt specific algorithms for use with 360◦ images, but unlocking the full potential of the
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complete field of view in this way will be a slow and painstaking process. Because spherical
distortion is a function of the spherical image representation, a better solution can be found by
identifying novel ways to represent spherical images. Rather than adapting the tools of computer
vision to fit the spherical image, perhaps a more promising avenue to achieve the goals of 360◦
computer vision is to adapt the spherical image to the tools. The contributions proposed herein
provide an exciting step forward in this regard, and they open to door to more advances to come.
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APPENDIX A: NETWORK ARCHITECTURES AND TRAINING DETAILS
This appendix provides the details of the network architectures and training routines used for
all deep learning experiments in this dissertation. The goal is to enable reproducibility for future
work. All deep learning experiments were performed using the PyTorch library (Paszke et al.,
2019).
A.1 Training Details for Chapter 4 Experiments
All experiments in Section §4.4 use the same base network architecture, visualized in Fig-
ure A.1. All layers but the last one in the 16-layer network consist of a standard or mapped con-
volution operation, depending on the experiment, followed by a non-linear activation. Instead of
applying an activation function to the final layer, the output is used as the prediction. The choice
of activation function for all experiments is exponential linear unit (ELU) (Clevert et al., 2016).
When evaluating the filter-bank method, the first two layers are replaced by the concatenation of
4 layers, each with different rectangular filter sizes.
For the depth estimation experiments, each trial is trained for 10 epochs using Adam opti-
mization (Kingma and Ba, 2015) with an initial learning rate of 10−4, reduced by half every 3
epochs. The BerHu loss (Laina et al., 2016) is used as the training criterion, as it is useful for
Figure A.1: Simple encoder-decoder network architecture used for all experiments in Chapter 4.
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expediting training when there is high-quality ground truth. The BerHu loss is defined as:
B(x) =






where T is adjusted on a per-batch basis to be 20% of the max per-batch error.
For semantic segmentation, the network outputs are squashed to the range [0, 1] via the soft-
max function, and a negative log-likelihood loss is used for training. Each trial is trained for 20
epochs, also using Adam optimization with an initial learning rate of 10−4, reduced by half every
3 epochs.
A.2 Training Details for Chapter 5 Spherical Image Experiments
This section includes the training parameters and network architectures used for all spherical
image experiments from Section §5.3.
A.2.1 Shape Classification
For the shape classification experiment, the network architecture from Jiang et al. (2019)
is used, replacing their MeshConv layers with 3 × 3 2D convolutions with unit padding. For
downsampling operations, the tangent images are bilinearly interpolated. Rather than render-
ing to the icosahedron directly, the ModelNet40 (Wu et al., 2015) shapes are first rendered to
equirectangular images to be compatible with the tangent image conversion implementation. The
equirectangular image dimensions are 64 × 128, which is equivalent to the level 5 icosahedron
used by Jiang et al. (2019). As with prior work, the network is trained with a batch size of 16 and
learning rate of 5 ∗ 10−3 using the Adam optimizer.
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A.2.2 Semantic segmentation
For the level 5 and 7 experiments, the residual U-Net-style architecture from Jiang et al.
(2019) and Zhang et al. (2019) is used. Instead of MeshConv (Jiang et al., 2019) and HexConv
(Zhang et al., 2019), these experiments swap in 3× 3 2D convolutions with unit padding. The level
10 experiments use the fully-convolutional ResNet101 (He et al., 2016) pre-trained on COCO
(Lin et al., 2014) that is provided by the PyTorch model zoo. All experiments train and test on
each of the standard folds of the Stanford 2D-3D-S dataset (Armeni et al., 2017). At each level,
training is run for 200 epochs, and results are reports from the best model. It is worth noting
that at level 5, the model begins to overfit to the training set fairly quickly, and the best model is
usually found around 50 epochs.
Level 5, 7 parameters The level 5 and 7 experiments use RGB-D tangent images at base
level 0. All 20 tangent images from each image are used in a batch of 8 spherical images, result-
ing in an effective batch size of 160 tangent images. Training is run using Adam optimization
with an initial learning rate of 10−2 and decay by 0.9 every 20 epochs, as in (Jiang et al., 2019).
Because the original dataset images are fairly high-resolution (2048× 4096 pixels, or a level
10 icosahedron) and the network used for levels 5 and 7 is quite efficient, these experiments can
easily become IO-bound. To expedite training, the original panoramas are down-sampled using
bilinear interpolation. To prevent aliasing when resampling to the tangent image representation,
the images are down-sampled to a minimum of one level above the resolution of interest. For
level 5 panoramas, inputs are down-sampled to a level 7 icosahedron before conversion to tangent
images, while for level 7, the inputs are down-sampled to a level 8 icosahedron.
Level 10 parameters The level 10 RGB-D experiments uses tangent images at base level
1. Training is done in batches of four panoramas, with four tangent images randomly sampled
from each, resulting in an effective batch size of 16 tangent images. Because the pre-trained FCN-
ResNet101 network does not have a depth channel, the depth channel filter is initialized with zero
weights. This has the effect of slowly adding the depth information to the model. Similarly, the
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last layer is randomly initialized, as Stanford 2D-3D-S has a different number of classes than
COCO. During training, Adam optimization is used with a learning rate of 10−4.
A.3 Training Details for Chapter 5 Network Transfer Experiments
A.3.1 Performance Preservation Experiments
The performance preservation experiments use the same pre-trained FCN-ResNet101 archi-
tecture as the level 10 semantic segmentation experiment. For the dataset fine-tuning, the network
is trained for 10 epochs on camera-normalized central-perspective images using a batch size of 16
and a learning rate of 10−4 with Adam optimization.
For evaluating performance after fine-tuning, the network is trained for an additional 10
epochs on base level 1 tangent images sampled from a level 8 icosahedron. For this the learning
rate is reduced to 10−5. For a fair comparison, the same model is trained further on the central-
perspective images with these parameters.
A.3.2 OmniSYNTHIA Experiments
The experiments on the OmniSYNTHIA dataset use the same U-Net-style architecture as
Zhang et al. (2019). For each spherical input resolution in the evaluation set, the network is
trained on the camera-normalized central-perspective images from the SYNTHIA dataset (Ros
et al., 2016). All training images are normalized to square images with a 45◦ × 45◦ field of view.
For level 6 spherical images, the training images are 32× 32 pixels, for level 7, they are 64× 64
pixels, and for level 8, they are 128× 128 pixels.
Training is run on the central-perspective training set for 200 epochs, and the best model,
according to the central-perspective test set, is chosen to evaluate the spherical test set. As with
the semantic segmentation experiments, the spherical panoramas (2096 × 4192 equirectangular
images) are down-sampled, when possible, to the spherical resolution at least one level up from
the resolution of interest in order to prevent aliasing when resampling to tangent images.
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APPENDIX B: SPHERICAL KEYPOINT MATCHING BENCHMARK
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Easy
Pair ID Left Image Right Image FOV Overlap
1 0f65e09 hallway 7 1ebdfef hallway 7 0.87
2 08a99a5 hallway 7 251a331 hallway 7 0.97
3 08a99a5 hallway 7 f7c6c2a hallway 7 0.89
4 251a331 hallway 7 f7c6c2a hallway 7 0.87
5 251a331 hallway 7 b261c3b hallway 7 0.97
10 f7c6c2a hallway 7 b261c3b hallway 7 0.89
20 9178f6a hallway 6 29abbc1 hallway 6 0.89
23 bc12865 hallway 6 7d58331 hallway 6 0.88
24 ee20957 hallway 6 bed890d hallway 6 0.86
25 ee20957 hallway 6 eaba8c8 hallway 6 1.00
28 bed890d hallway 6 eaba8c8 hallway 6 0.86
29 077f181 hallway 6 83baa70 hallway 6 0.86
30 97ab30c hallway 6 eaba8c8 hallway 6 0.86
31 fc19236 office 18 e7d9e58 office 18 0.88
34 09ad38a office 26 04a59ce office 26 0.96
35 04a59ce office 26 c16a90f office 26 0.96
37 c40ca55 office 31 7b74e08 office 31 0.87
39 4a41b27 office 31 7b74e08 office 31 0.87
43 5512025 office 23 7f04c9b office 23 0.92
44 5512025 office 23 5a18aa0 office 23 0.86
45 7f04c9b office 23 5a18aa0 office 23 0.87
47 433548f hallway 3 dcab252 hallway 3 0.91
49 d31d981 office 8 54e6de3 office 8 0.89
50 f85a909 office 3 c9feabc office 3 0.88
51 f85a909 office 3 97be01e office 3 0.89
52 c9feabc office 3 97be01e office 3 0.90
54 8fd8146 office 10 ab03f88 office 10 0.88
55 7c870c2 hallway 8 4de69cf hallway 8 0.87
56 33e598f office 15 8910cb1 office 15 0.88
58 46b4538 office 1 db2e53f office 1 0.92
Table B.1: Easy split of Stanford2D-3D-S keypoints dataset image pairs.
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Hard
Pair ID Left Image Right Image FOV Overlap
0 c14611b hallway 7 37a4f42 hallway 7 0.83
6 1b253d2 hallway 7 6e945c8 hallway 7 0.84
7 5d3a59a hallway 7 ec0b9b3 hallway 7 0.81
8 ac01e35 hallway 7 649838b hallway 7 0.85
9 f6c6ce3 hallway 7 5221e31 hallway 7 0.85
11 438c5fb hallway 7 ec0b9b3 hallway 7 0.82
12 ec0b9b3 hallway 7 531efee hallway 7 0.85
13 724bbea hallway 7 c8c806b hallway 7 0.85
14 724bbea hallway 7 55db392 hallway 7 0.82
15 32d9e73 hallway 7 55db392 hallway 7 0.85
16 fcd2380 office 22 2d842ce office 22 0.85
17 2d842ce office 22 ffd2cca office 22 0.86
18 89d9828 hallway 6 87e6e35 hallway 6 0.81
19 89d9828 hallway 6 7d58331 hallway 6 0.84
21 75acaa8 hallway 6 87e6e35 hallway 6 0.84
22 92b146f hallway 6 8c78856 hallway 6 0.86
26 b640b47 hallway 6 87e6e35 hallway 6 0.80
27 bed890d hallway 6 97ab30c hallway 6 0.85
32 af50002 WC 1 36dd48f WC 1 0.84
33 1edba7e WC 1 e0c041d WC 1 0.84
36 c40ca55 office 31 a77fba5 office 31 0.85
38 4a41b27 office 31 da4629d office 31 0.82
40 da4629d office 31 9084f21 office 31 0.84
41 75361af office 31 ecf7fb4 office 31 0.82
42 2100dd9 office 4 26c24c7 office 4 0.83
46 84cdc9a conferenceRoom 1 0d600f9 conferenceRoom 1 0.83
48 dcab252 hallway 3 a9cda4d hallway 3 0.82
53 6549526 office 21 08aa476 office 21 0.83
57 dbcdb33 office 20 f02c98c office 20 0.83
59 24f42d6 hallway 5 684b940 hallway 5 0.84
Table B.2: Hard split of Stanford2D-3D-S keypoints dataset image pairs.
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APPENDIX C: MISCELLANEOUS ALGORITHMS
C.1 Loop Subdivision
Loop subdivision (Loop, 1987) is a subdivision algorithm designed for triangular meshes.
It involves the creation of new vertices along edges in the mesh followed by a subsequent in-
terpolation over all vertices. Recursively applied ad infinitum, Loop subdivision converges to a
piecewise linear approximation of a smooth surface. Generally, it handles the creation of new ver-
tices on both interior edges and boundary edges of the mesh, but only the interior case is relevant
for spherical approximation, as the icosahedron has no boundary edges. The basic algorithm is
presented in Algorithm 1. Note that the new vertices generated by the subdivision process are
termed odd vertices, while the existing ones are referred to as even vertices. The choice for β, the










as demonstrated by Warren (1995), who simplified the original computation provided by Loop
(1987).
C.2 GEMM Convolution
Algorithms 2–7 provide the sequence of operations for GEMM-based convolution and trans-
posed convolution and their respective back-propagation algorithms. In each algorithm, Im2Col
and Col2Im can be swapped out for Mapped Im2Col and Mapped Col2Im to implement the
mapped convolution equivalents. These operations are described in detail in Section §4.3.1. Note
that the GEMM convolution algorithms listed here use the same variable conventions as Sec-
tion §4.3.1: c and d denote the number of input and output channels, respectively, kH and kW are
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the dimensions of the convolutional kernel, and (hin, win) and (hout, wout) are respectively the
input and output feature map spatial dimensions.
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Odd Vertices Even Vertices
Figure C.1: Loop subdivision diagram
Algorithm 1 Loop Subdivision
. Let a, b, c, d, vodd, veven, vi be vertices in R3 on a triangular mesh as depicted in Figure C.1.
. First, create the new, odd vertices




(a+ b) + 1
8
(c+ d)





. Then, update the pre-existing, even vertices
for all interior edges do
veven = veven(1− kβ) + β
∑k−1
i=0 vi, where k is the number of adjacent vertices, vi




(a+ b) + 3
4
veven
. Finally, rebuild mesh with the new vertices
Algorithm 2 GEMM Convolution
. Let I be a (c× hin × win) tensor of input features
. Let W be a (d× c× kH × kW ) tensor of weights
Z = Im2Col(I)
W = reshape(W) to (d× ckHkW )
O = WZ
O = reshape(O) to (d× hout × wout)
return O
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Algorithm 3 GEMM Back-propagation w.r.t. Weights
. Let O′ be a (d× hout × wout) tensor of error gradients
. Let I be a (c× hin × win) tensor of input features
O′ = reshape(O′) to (d× houtwout)
Z = Im2Col(I)
W′ = O′ZT
W′ = reshape(W′) to (d× c× kH × kW )
return W′
Algorithm 4 GEMM Back-propagation w.r.t. Inputs
. Let O′ be a (d× hout × wout) tensor of error gradients
. Let W be a (d× c× kH × kW ) tensor of weights




Algorithm 5 GEMM Transposed Convolution
. Let I be a (c× hin × win) tensor of input features
. Let W be a (c× d× kH × kW ) tensor of weights
W = reshape(W) to (c× dkHkW )
Z = WT I
O = Col2Im(Z)
O = reshape(O) to (d× hout × wout)
return O
Algorithm 6 GEMM Transposed Back-propagation w.r.t. Weights
. Let O′ be a (d× hout × wout) tensor of error gradients
. Let I be a (c× hin × win) tensor of input features
Z′ = Im2Col(O′)
I = reshape(I) to (c× houtwout)
W′ = IZ′T
W′ = reshape(W′) to (c× d× kH × kW )
return W′
Algorithm 7 GEMM Transposed Back-propagation w.r.t. Inputs
. Let O′ be a (d× hout × wout) tensor of error gradients
. Let W be a (c× d× kH × kW ) tensor of weights
W = reshape(W) to (c× dkHkW )
Z′ = Im2Col(O′)
I′ = WZ′
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