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Define a (t/l, unary)-sentence to be a prenex first-order sentence of unary type (i.e., a type 
which only contains unary relation and function symbols and constant symbols) with only 
one (universal) quantifier. A successor structure is a structure (B, 5’) such that S is a function 
which is a permutation of the basis B with only one cycle. We exhibit a (Vl, unary)-sentence cp 
of type {S, U,, . . . . U,,] such that if B is finite then 
(B, S) is a successor structure iff (B, S) satisfies 3(1,, ._., 3U,,(p. 
It implies that 
U NRAM(cn) = SPECTRA(V1, unary), 
<$i 
where NRAM(cn) denotes the class of sets of positive integers accepted by a nondeterministic 
random access machine in time cn (where n is the input integer) and SPECTRA(V1, unary) is 
the class of linite spectra of (Vl, unary)-sentences. Another consequence is that some graph 
properties (hamiltonicity, connectedness) can be characterised by sentences with unary 
function symbols and constant symbols and only one variable. This contrasts with the result 
(by Fagin and De Rougemont) that these two graph properties are not definable by monadic 
generalized spectra (without function symbols) even in the presence of an underlying successor 
relation. 1‘1 1990 Academic Press. Inc. 
1. INTRODUCTION 
Strangely, the logic of finite structures which greatly concerns computer science is 
still little studied and badly known (although it has generated some recent interest 
[4, 7, 9, 10, 12, 13, 15, 16, 18, 221). It seems that computer scientists have mainly 
used the old apparatus of classical logic which indistinctly considers finite and 
infinite structures. Of course the classical frame allows one to obtain nice 
mathematical properties (Completeness Theorem, Interpolation Theorem...) which 
do not hold or hold in a weaker form inside the finite structures [12, 131. 
Some searchers [ 1, 2, 12-16, 223 have observed that first-order logic is not 
powerful enough to express many natural properties (connectedness of a graph, . ..) 
and have proposed to extend it with several operators: transitive closure, least fixed 
point, and so on. The purpose was to capture the natural graph properties without 
capturing the untractable ones. ([ 151 and [22] have proved that in the presence of 
linear order, the least fixed point extension of first-order logic captures polynomial 
time). 
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Unfortunately many natural graph properties (3-colorability, existence of a 
hamiltonian cycle) are NP-complete and for this reason seem to be intractable. 
Fagin [5] has proved that a graph problem is in NP iff it is the “generalized spec- 
trum” of a first-order sentence; i.e., it is the projection of a first-order expressible 
problem. 
First-order spectrum is an old concept (defined in 1950 [21]) but has been 
followed by very few papers. (Formally, the spectrum of a first-order sentence is the 
set of cardinalities of its finite models.) However, we feel that it is a fruitful notion. 
It is used in the proof of the following result [ 111: there is a natural NP-complete 
problem, denoted SAT < (N), which is accepted in linear time by an alternating 
Turing machine with only one alternation but cannot be accepted in linear time by 
any deterministic Turing machine. The proof of the lower bound uses the famous 
separation theorem of [20], 
u DTIME(cn) s NTIME(n) 
Cal 
and a result of [lo] about the exact expressiveness of (generalized) spectra (with 
only one quantifier and a unary type). In a recent paper [25] we prove the same 
lower bound for a well-known NP-complete problem: Reduction of incompletely 
specified automata [S] (a problem which has been studied in many papers for a 
long time). 
Therefore we feel that the class of spectra with bounded resources (i.e., bounded 
number of quantifiers and bounded arity) is a generic tool for proofs of lower 
bounds (for natural problems of low complexity) just as problem SAT, i.e., the 
satisliability of boolean formulas [8], is the generic NP-complete problem (see also 
Cl81). 
The present paper continues the work of [9, lo] which study the expressiveness 
of bounded resource spectra. We assume that the resources are minimal: our lirst- 
order sentences are (Vl, unary)-sentences, i.e., have only one (universally quan- 
tified) variable and a unary type. A unary type consists of unary relation symbols 
and of unary function symbols and constant symbols. 
Our main result is that on finite bases, successor structures (i.e., structures con- 
sisting of a permutation with only one cycle) are characterized by a (Vl, unary)-sen- 
tence. In the same sentence we define some other useful relations and functions, for 
example, a (kind of) linear order of a subset of the basis. 
The main result has the following consequences. Some graph properties (connec- 
tedness, existence of a hamiltonian cycle) can be expressed by sentences with a 
single (first-order) variable and a unary type (with function and constant symbols). 
This contrasts with the results of Fagin [6] and De Rougemont [4] who prove 
that connectedness and hamiltonicity are not expressed by sentences with a unary 
type if function symbols are not allowed, even if graphs are equipped with an 
additional successor relation. Our results reveal the difference in expressive power 
that can be obtained by allowing unary function symbols in the existential second- 
order quantifiers. 
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Let NRAM(cn) denote the class of sets of positive integers accepted by a non- 
deterministic RAM (random access machine) in time cn (where n is the input 
integer). Let SPECTRA i (Vl, unary) (resp. SPECTRA(V1, unary)) denote the 
class of spectra of (Vl, unary)-sentences with an undefined linear order < which is a 
binary relation (resp. without linear order). We have proved in [lo] that: 
u NRAM(cn) = SPECTRA < (Vl, unary). 
C>l 
As a second application of the main result we get rid of the linear order and then 
we obtain a “cleaner” characterization of NRAM-linear time: 
u NRAM(cn) = SPECTRA(V1, unary). 
C>l 
As a consequence many natural properties of integers are definable by (VI, unary)- 
sentences. In Section 5 we give an explicit characterization of the set of primes. We 
also show that certain arithmetical operations (addition, modulo, and so on) can be 
defined by (Vl, unary)-sentences (compare this with [ 191). 
Note that the finiteness of the basis is essential for our main result because of the 
following argument. Assume that the class of finite and infinite successor structures 
(B, S) (i.e., S is a permutation of B with only one cycle) is the generalized spec- 
trum of some first-order sentence rp on finite or infinite bases: By the Upward 
Lowenheim Skolem Theorem (see [3, Theorem 3.1.5, p. 109]), cp has a model of 
each infinite cardinality. Let (B, S) be a nonnumerable model of cp. This con- 
tradicts the fact that permutation S has a single cycle and then must be numerable. 
Our paper is divided into six sections. After preliminaries (Section 2) our main 
result is proved in Section 3. Section 4 uses it to represent the two mentioned graph 
problems and the complexity class lJrB 1 NRAM(cn). In Section 5 we explicitly 
construct a (VI, unary)-sentence whose spectrum is the set of primes. Section 6 gives 
perspective and open problems. 
2. PRELIMINARIES 
We will use the usual notations and definitions in first-order logic and model 
theory (see [3 or 91, for example). The notation (B, U, , . . . . Up) denotes a struc- 
ture consisting of: 
- a basis B 
- relations, constants and functions U,, . . . . Up defined on B. 
If J%! is a structure on basis B, the notations (A, U\, . . . . Ub) denotes an expan- 
sion of JY with some relations, constants, and functions, U;, . . . . Ul defined on B. 
For convenience our notation does not distinguish between a relation (resp. 
constant, function)‘symbol and its interpretation. If U is a unary relation, then U 
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also denotes the set of elements which satisfy the relation U. Iff is a function from 
B to B, thenf’ denotes the functionsfofo ... 0s (i times) if i 2 1 and is the identity 
on Bif i=O. 
The cardinality of a structure is the cardinality of its basis. We only consider 
j&ire structures, i.e., structures of finite cardinality. 
The type F of a structure (resp. of a first-order formula) is unary if the Y 
consists of: 
- unary relation symbols 
- constant symbols 
- unary function symbols. 
The spectrum of a first-order sentence cp is the set of cardinalities of the finite 
models of cp. A (El*, unary)-sentence (resp. (Vl, unary)-sentence) is a prenex first- 
order sentence cp of the form 
vx3y, .‘. 3YklcI(XP Yl, *..2 Yk) 
(resp. Vx~(x)), where the formula t,G is quantifier-free and has a unary type. Note 
that if g,, . . . . g, are new unary function symbols, then the sentence 
V’xti(x, g1(x), ...? g/c(x)), 
where we have replaced each occurrence of yi by g,(x) (that is, the Skolem normal 
form of rp), is a (Vl, unary)-sentence which has the same spectrum as cp. For pur- 
poses of readability we often exhibit (M*, unary)-sentences in place of (Vl, unary)- 
sentences. 
A conjunction of (Vl, unary)-sentences (resp. (VI*, unary)-sentences) is obviously 
equivalent to an (easily constructed) (Vl, unary)-sentence (resp. (El*, unary)- 
sentence). 
In the sequel, integer will mean nonnegative integer (we will never deal with 
negative integers). If n,, n, are integers such that n, < n2 then the interval [n,, nz[ 
(resp. [n,, n2]) will denote the set of integers i such that n, ,<i<n, (resp. 
n, < i < n2). The notation L,,&_I will denote the integer part of &, i.e., the integer 
m such that m2<n<(m+1)2. 
3. THE MAIN RESULT 
Let YS be the type (S, 0, b}, where S is a unary function symbol and 0, b are 
constant symbols. 
DEFINITION. A structure (B, S, 0, b) of type .YS on a finite basis B is called a 
(finite) successor structure if 
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(i) function S is a permutation of B with only one cycle and 
(ii) S(b) = 0. 
The standard successor n-structure is the successor structure defined by: 
Remark. Clearly, a successor structure of cardinality n is isomorphic to the 
standard successor n-structure by the isomorphism: i H S’O. Finite successor 
structures are characterized by the following: 
THEOREM 1. There are a unary type Y0 including Fs and a (El*unary)-sentence 
Q0 of type F0 such that: a finite structure As of type & and of cardinability n B 4 is 
a successor structure iff it has an expansion M of type F0 which satisfies QO. 
Let us Skolemize the sentence Qp,; i.e., let us replace its existentially quantified 
variables by new (unary) function symbols. Let Yi be the unary type obtained by 
adding to Y0 these Skolem function symbols and let @, be the Skolem normal form 
of @,,. Theorem 1 can be restated in a nicer form: 
THEOREM 1’. There are a unary type FI including Fs and a (Vl, unary )-sentence 
(D, of type & such that: a finite structure A%!~ of type Fs and of cardinality n z 4 is a 
successor structure tff it has an expansion A? of type F, which satisfies @, 
In order to prove Theorem 1 and to characterize some useful arithmetical 
relations and functions (on finite bases), we now define an expansion of a successor 
structure. 
DEFINITION. Let F0 be the unary type (including the type F.) which consists of: 
(i) unary functions symbols: S, SUC, fO, fi , f2, 1, r 
(ii) constant symbols: 0, 1, a, b 
(iii) unary relation symbols: A. REP, ORDER. 
Let n be an integer 24 and let m denote L&j. The arithmetical n-structure, 
denoted A?,,, is the structure of type Y0 and basis [IO, n[ defined by the conditions 
(l-8) below: 
(1) 4” is an expansion of the standard successor n-structure ( [0, n[, S, 0,b); 
(2) for each i<n, SEA iff i<m; 
(3) for each i<m, SUC(i)=i+ 1 modulo m, l= 1 and a=m- 1; 
(4) for each e < n which in m-ary notation is e = im2 + jm + k, where i, j, k E 
[0, m[ (this is possible since m = L&J 22 and then n < (m+ 1)2 <m3 + 1 and 
n - 1< m3), we have: 
f2(e) = i, f,(e) =j, fo(e) = k; 
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(5) for each e<n, ~GREP iff e<m’; 
(6) for each e < m* which is e = jm + k, where j, k E [0, m[, we have I(e) = j 
and r(e) = k (I and r intuitively mean left and right projections, respectively); 
(7) for each e < m2 which is e = jm + k, where j, k E [0, m[, 
e E ORDER iff j<k 
and for each e > m2, we have e 4 ORDER; 
(8) for each e 2 m, we have SUC e = 0 and for each e 3 m2, we have Z(e) = 0 
and r(e) = 0. 
Remark. Condition (8) has no essential implications in the sequel but has been 
included in order that all values of functions SUC, 1, r be fixed. 
DEFINITION. A (finite) arithmetical structure is an arithmetical n-structure Mm,, 
for some nb4. 
In the following we will give a list, cpi - cp2,, of (V3*, unary)-sentences (of the 
previous type &) such that the conjunction Aic2,, ‘pi isomorphically characterizes 
the arithmetical structures (on finite bases). For purpose of readability we first give 
some informal ideas: 
- We want to define on a subset A of the basis B, a successor function, 
denoted SUC (having 0 and a as first and last elements, respectively) which will be 
(except on a) the restriction (to A) of the successor function S we want to define on 
the whole basis. The “little” relation SUC can be regarded as the “germ” or the 
“embryo” of the “big” relation S. 
- In the same time, we “represent” each ordered pair (i, j) E A2 by a specific 
element e of the basis B (the set of “representers” is a subset, REP, of B: this is 
possible if card(A*) = m2 < n = card B) and we define the left and right projections: 
l(e) = i and r(e) = j. 
- In the same time, we define ORDER, the subset of REP such that for each 
“representer” t: 
t E ORDER iff Z(t) is less than r(t) in the linear order associated to the 
successor relation on A. 
In fact, the definitions of the previous functions and relations will be intricate. 
However, in order to have a progressive and modular proof, we divide our 20 
sentences into 3 lists with 3 corresponding results: Lemmas 2-3 and Proposition 4. 
The first list is the following: 
cpi : Vx[A(x) =a A(SUC x)] 
(p2: Vx[A(x) * 3y(A(y) A SUC y = x)] 
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cpl A q2 means that the restriction of the function SUC to the set A is a 
permutation of A. 
cp3: A(O) A A(a) A SUCa=O A a#0 
q4: Vx[(A(x) A ~#a)==-jt[(l(t), r(t))=(x, sucx) A ORDER(r)]] 
cps: Vt[(ORDER(t) A r(t) # a) =S 3t'[(l(t'), r(t')) = (l(t), SUC r(t)) A 
ORDER(t’)]] 
(p4 A cps implies (in particular) that for each x E A and each integer i k 1 such 
that a # {x, SUC x, . . . . SUC’-’ x} there exists t such that 
(I(t), r(t)) = (x, SUC’ x) and t E ORDER. 
(p6: WC/(t) = r(t) * 1 ORDER(t)]. 
LEMMA 2. Let ~‘4 be a finite model of the conjunction AiG6 cpi: 
(i) The restriction of function SUC to the set A is u permutation of A with 
only one cycle, the cycle of 0 and a. Let m be the curdinulity of A. 
(ii) We have m > 2 and each element of A is the value of exactly one term 
SUC’ 0, where 0 < i -C m. In particular a = SUC”- I 0. Let x c A y denote the formula: 
3t[ORDER(t) A (l(t), r(t)) = (x, y)]. 
(iii) For all i, je [0, m[ we have: i< j tf and only tf A satisfies 
SUC’ 0 ca SUCj 0. (Zn other words, formula X-C,,, y defines the natural linear order 
of A.) 
Proof (i) From cpi A cpz, the function SUC (restricted to A) is a permutation 
of A. Suppose that it has a cycle C (in A) distinct from the cycle of 0 and a. Take 
e E C. From the previous remark concerning (p4 A (ps, it follows that for each 
integer i 2 1 there exists t E ORDER such that (l(t), r(t)) = (e, SUC’e). In par- 
ticular, if i = card C then we have I(t) = e = SUC’ e = r(t) which contradicts (p6. So 
(i) is proved. 1 
Remark. The previous argument strongly rests on the finiteness of A. In case A 
is infinite it cannot prove (i) but only proves that the permutation has no finite 
cycle except perhaps the cycle of a and 0. 
(ii) Obvious. 
(iii) The “only if” part immediately follows from the remark about qp4 A cps. 
The “if” part is proved like (i) by contradiction: let t E ORDER be such that 
(Z(t), r(t)) = @UC’ 0, SUC’ 0), where 0 < j < i < m. Then it follows from (p4 A cps 
that there is t’ E ORDER such that l(t’), r(t’)) = (SUC’ 0, SUC’-j SUCj 0); this 
contradicts qs. 1 
The first list of sentences above defines a linear order on A and its corresponding 
successor function, SUC. The second list below must define S, a successor function 
on the whole basis: 
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4. APPLICATIONS TO THE REPRESENTATION OF GRAPH PROBLEMS AND 
COMPLEXITY CLASSES 
In order to define a linear order on a finite basis, we give the following formula of 
type YO, denoted x cB y: 
fdx) <A f2(Y) ” cficx) = f2b) A fib) <A fib)] 
” [f*(x) =f,(y) A f*(x) =f,(v) A fdx) <A fo(Y)l. 
Remember that the formula x cA y is 3t[ORDER(t) A (l(t), r(t)) = (x, y)]. We will 
use the following easy Lemma (cf. Lemma 2(iii)). 
LEMMA 5. Let n 3 4 and m = L&l. Let J&, be the arithmetical n-structure. For 
all e,, e2 < m (resp. e, , e2 <n) we have: e, < e2 iff An satisfies e, <a e2 (resp. 
el cBe2). I 
Some natural properties 9 of (directed or undirected) graphs can be charac- 
terized by a prenex first-order sentence cp (with only one V) as follows: a graph has 
property B iff there is a linear order of its vertices (resp. there is a tree with the 
same vertices as the graph) such that the structure expanding the graph with the 
corresponding successor function (resp. with the tree) satisfies sentence cp. 
For example, a directed graph has a hamiltonian cycle iff there is a successor 
function S on its basis (i.e., S is a permutation of the basis with a single cycle) such 
that “every ordered pair (v, S(v)) is an edge of the graph”; an undirected graph is 
connected iff there is a tree (given by its root and its function father) “which is a 
spanning tree of the graph.” Each expression between quotation marks is 
expressible by a prenex first-order sentence with only one quantifier. Let us study 
these two graph properties, denoted HAM and CONNECT, respectively. 
DEFINITION. A directed (resp. undirected) graph property 9 is (t/l, unary)- 
expressible if there is a unary type Y and a first-order sentence cp of the form 
Vx$(x) such that 
(i) II/ is quantifier-free; 
(ii) the type of II/ is {E} u r, where E is a specified binary relation symbol; 
(iii) any directed (resp. undirected) graph G = ( V, E) has property S iff G 
has an expansion J&? = ( V, E, . . . ) of type {E} u Y which satisfies Vxtj(x). 
Remark. If B is (Vl, unary)-expressible, then the proof that any graph G (with 
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n vertices) has property 9 can be “as short as possible,” i.e., have length O(n) (that 
is, less than cn, for a constant c). It consists of: 
- exhibit the constants, unary functions, and relations of type Y of an 
expansion Jkl/ of G; 
- check that & satisfies Vx$(x). 
PROPOSITION 6. The directed (resp. undirected) graph property HAM (resp. 
CONNECT) is (Vl, wary)-expressible. 
Proof. Consider the sentence Qi, of Proposition 4. The sentence cp of property 
HAM is the prenex Skolem normal form of the sentence (of type {E} u &): 
Q0 A vx E(x, S(x)). 
The sentence cp for CONNECT is the prenex Skolem normal form of the following 
sentence of type {E, ROOT, FATHER} u Y0 : 
Go A Vx[x # ROOT =z. FATHER(x) <B x] 
A Vx[x # ROOT =z. E(x, FATHER(x))]. 
We sketch the argument only for this last sentence cp. In a finite model of the two 
first conjuncts, the formula y cBz defines a linear order and then ROOT and 
FATHER are the root and the function father of a tree. Conversely, if a finite tree is 
given (by its ROOT and its function FATHER), there is a linear order of its 
vertices which satisfies these two conjuncts: first the root, then the vertices of the 
first level of the tree, then the second level, and so on. The third conjunct of the 
above sentence expresses that the tree is a spanning tree of the graph (a graph is 
connected iff it includes a spanning tree). 1 
Remark. Remember that our sentence cp must be slightly modified to hold in 
structures of cardinality n < 4, too. 
Proposition 6 is optimal because Fagin [6] and De Rougemont [4] have proved 
that properties CONNECT and HAM are not expressible by first-order sentences 
using only additional unary relation symbols (but no function symbol) even in the 
presence of an (undefined) successor function (with unbounded number of 
variables). 
We now prove a complexity theoretic consequence of Proposition 4. Let us recall 
some definitions and a result of [lo] about computational complexity and lirst- 
order spectra. 
DEFINITION. Let NRAM(T(n)) denote the class of sets of positive integers 
defined as follows: if %ZG N - {0} then %ENRAM(T(~)) iff there is a nondeter- 
ministic random access machine (NRAM) which accepts exactly the integers neW 
and works in time T(n) (see [lo] for a more detailed definition). 
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The author uses in [lo] a spectrum with an (undefined) linear order: 
DEFINITION. Let cp be a first-order sentence the type of which includes <, 
a specified binary relation symbol. The spectrum of cp with order is the set of 
cardinalities of the finite models JZ of cp such that: 
(i) the basis of J&’ is an interval [0, n[; 
(ii) the relation < of J%! is the standard linear order. 
Notation. Let SPECTRA(V1, unary) (resp. SPECTRA <(t/l, unary)) denote 
the class of spectra (resp. spectra with order) of (Vl, unary)-sentences. Let 
SPECTRA(V1) and SPECTRA,(Vl) be the similar classes if we drop the 
assumption about the arity of the type. 
THEOREM 7 (cf. [lo]). UC, 1 NRAM(cn) = SPECTRA, (VI, unary) = 
SPECTRA < (VI). 
We now state a nicer version of this result: 
THEOREM 8. U, > 1 NRAM(cn) = SPECTRA(V1, unary) = SPECTRA(H). 
Proof of Theorem 8. Because of Theorem 7, we only have to prove the inclusion 
SPECTRA < (Vl, unary) E SPECTRA(V1, unary). 
Let %? be the spectrum (with order) of a sentence Vx$(x) of type { < } u Y-, such 
that $ is prenex and has no quantifier V and Y is a unary type. For proving %?E 
SPECTRA(V1, unary), it is sufficient to exhibit a sentence Vxll/*(x) of unary type 
Y*, such that $* is prenex and has no universal quantifier and satisfies the 
following equivalence (*) for each integer n 2 4: 
Vx$(x) has a model on basis [0, n[ with standard interpretation of < iff 
Vx+*(x) has a model of cardinality n. (If this holds. we easily modify the (VI*, 
unary)-sentence Vx, +*(x) by standard technics [9] so that (*) holds for each n 2 1 
and then we transform it “into” a (Vl, unary)-sentence by Skolemization). 
The (VI*, unary)-sentence Q0 (of type 3$) of Proposition 4 has the form 
Vx@,(x), where Ic/,, is prenex and has no quantifier V. Let $‘(x) denote the formula 
1,5(x), where each atomic subformula of the form cr < r (where G and r are terms) is 
replaced by the formula 0 cB t which contains no quantifier V (without loss of 
generality, assume that no inequality occurs negatively in $). Let ti*(x) denote the 
prenex form of tic,(x) A $‘(x); Vx$*(x) is equivalent to Q+, A Vxr,Y(x). Let Y* be 
the unary type Y0 u Y-. 
For proving (*) it suffices to prove the following claims: 
Claim (i). If a structure of type { < } u Y-, ([0, n[, <, U,, . . . . U,), where < is 
the standard linear order of the basis [0, n[, satisfies Vx$(x), then the structure (of 
type r* = Y0 u Y-, expanding the arithmetical n-structure) (J&, U,, . . . . U,) 
satisfies a0 A Vx$‘(x). 
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Claim (ii). If a structure (of type F* = F0 u F) (J%‘, U1, . . . . U,) of cardinality 
n, satisfies Q0 A Vxt,Y(x) then there is a structure ([0, n[, <, Vi, . . . . U;) of type 
{ < } u F which satisfies Vxll/(x) and where < has the standard interpretation. 
Claim (i) is an immediate consequence of Proposition 4 and Lemma 5. To prove 
Claim (ii), note that if a structure of cardinality n, (A, U,, . . . . U,,) satisfies 
Q0 A Vx$‘(x), then it follows from Proposition 4 that it is isomorphic to a structure 
(A,,, U’, , . . . . l/b). The result follows by Lemma 5. 1 
Remarks. We have noticed in [9, lo] that many sets of integers which naturally 
arise in arithmetics (primes, . ..) belong to uca, NRAM(cn) (in fact they belong to 
the smaller class U, a, DTIME(cn)). Theorem 8 shows that they are spectra of 
(t/l, unary)-sentences. In Section 5 we explicitly construct such a sentence for 
primes. 
Note that the results of Sections 3 and 4 do not hold if we do not allow constant 
symbols: the reason is that the union of two models of a (El*, unary)-sentence cp 
without constant symbols is (obviously) also a model of cp. 
5. A SPECTRUM REPRESENTATION OF PRIMES 
As promised, we now explicitly construct a (El*, unary)-sentence cp the spectrum 
of which is the set of primes greater than 4, denoted PRIMES. As usual, cp can be 
immediately converted into a (Vl, unary)-sentence by Skolemization. We will 
expand our arithmetical structure _.Bn (n > 4) by defining new (arithmetical) unary 
functions so that the expansion (AH, . . . ) satisfies cp iff n E PRIMES. This process 
can be similarly applied to other arithmetical sets. 
Of course, we have: n E PRIMES iff for each Jo [2, m], n modulo j# 0 (where 
m=L&J). Th e f unction “modulo” which has two arguments cannot be directly 
defined but will be “encoded” with several unary functions from [0, n[ to [0, n[. 
Notation. Let t = REPRES(x, y) abbreviate the conjunction: REP(t) A 
(Z(t), r(t)) = (x, y); this notation is justified by the uniqueness of t for x, YE A. 
Let ADD and MOD0 denote new unary function symbols (for “addition” and 
“modulo”) which occur in the following sentences: 
(pZ1 : Vt[(REP(t) A Z(t) = 0) = ADD(t) = r(t)] 
(pz2: Vt[(REP(t) A l(t)#a)*!It’[t’=REPRES(SUCl(t), r(t)) A ADD(t’)= 
S(ADD(t))ll 
cpz3: Vt[REP(t) A l(t)=0 A r(t)#O)=-MOD,(t)=01 
(pZ4: Vt[(REP(t) A l(t) # a A r(t) #O) 
* 3’ 3s[t’ = REPRES(SUC I(t) r(t)) A s = S(MOD,(t)) 
A (s #r(t) - MOD,(t’) = s) 
A (s = r(t) S- MOD,(t’) = O)]]. 
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(i) m-MOD(j) = m modulo j 
(ii) MOD,(mi + j) = mi modulo j. 
Proof (i) follows from (pz5 (remember that a=m- 1). In order to prove (ii) 
notice that m(i + 1) modulo j = ((mi modulo j) + (m modulo j)) modulo j and then 
we prove the result by induction on i, using (pz6 and (p2,. m 
Let MOD,(x, y, z) denote the formula: 
3, 3t,[t, = REPRES(f,(x), y) A t, = REPRES(f,(x), y) 
A SUMMOD(MOD,(t,), MOD,(t,), y, z)]. 
Let MOD,(x, y, z) denote the formula: 
3x1 3~ %Cf(x,) = (0, f*(x), ./-l(x)) A MOD,@, 3 Y, ~1 
A f(xcJ = (0, u, fdx)) A MOD,(x,, Y, ~11. 
LEMMA 12. Let ~2 = (A$, ADD, MOD,,, m-MOD, MOD,) he a model of 
AiC2, ‘pi. Then for all jE 10, m[ and ke [0, n[: 
(i) for each eE [0, m2[ we have: 
A! satisfies MOD,(e, j, k) iff e modulo j = k; 
(ii) for each e E [0, n [ we haoe: 
A satisfies MOD,(e, j, k) iff e module j = k. 
Proof: (i) is obvious (note that e =mfi(e) + fo(e)). (ii) is a consequence of the 
remark: the formula MOD,(x, y, z) exactly mimics the euclidean division algorithm 
of an integer x <n (x = mzf2(x) + mfi(x) + fO( x in m-ary notation) by an integer ) 
y < m. (We only consider the remainder of the division.) 1 
Let us give two last sentences: 
‘pzs: f,(b) #a. (pz8 expresses that the rightmost figure of the integer b = n - 1 in 
m-ary notation is distinct from a = m - 1 or, equivalently, that the integer m does 
not divide n. 
(~7.9: Vy[(A(y) A y#O A y#1)*3z(MOD~(b, y, z) A SZ#Y)I. (~29 expresses 
that for each y E [2, m [ we have (n - 1) modulo y # y - 1, i.e., we have n modulo 
y #O. 
PROPOSITION 13. The set PRIMES is the spectrum of AiS (pi. 
Proof: Let _& = (J%‘~, ADD, MOD,, m-MOD, MOD,) be a model of 
/\iG29 (pi. It follows from cpzs A (pz9 that n is not divisible by any integer y E [2, m]; 
that means, n is prime. 
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Conversely, if n 2 4 is a prime integer, then it is easy to expand the arithmetical 
structure .&, (which satisfies AicZO (pi ) with functions ADD, MODo, m-MOD, 
MOD, so that the expansion & satisfies (p2i - (p2,. J%’ clearly satisfies (pZ8 A (pZ9. 1 
6. PERSPECTIVES AND OPEN PROBLEMS 
Using an inclusion similar to (see Theorem 7) 
u NRAM(cn) c SPECTRA < (Vl, unary), 
CD1 
we have proved in [ 11 J that SAT < (N ), a natural NP-complete problem concern- 
ing satisfiability of some inequalities on integers, is linearly NP-complete; that 
means that each problem of NTIME(n) is linearly reducible to SAT < (N) on a 
deterministic Turing machine. Using the separation result of [20], 
U DTIME(cn) 5 NTIME(n); 
C>l 
this reduction result implies SAT < (N ) $ u, a 1 DTIME(cn): this is the first non- 
trivial lower bound for a natural NP-complete problem. We recently proved the 
same result (cf. [25]) for RISA (reduction of incompletely specified automata), a 
classical problem (listed in [8]) which has interested many computer scientists for 
a long time (cf. Ref. [27] which gives a list of 54 papers on this subject). The proof 
uses a notion of generalized spectrum of a first-order sentence of the form: 
VY /j WY)=%(Y), 
l<P 
(*) 
where each 3$, 3. is a word of the form fk .. . fi fi with k 2 0, and each& is a unary 
function symbol (some specified function symbols have a standard interpretation: 
for instance, successor, constant function zero). 
We think that the notion of a (generalized) spectrum of a first-order sentence is a 
generic tool for proofs of linear NP-completeness. This sentence must be normalized 
and simplified as much as possible (see (*), for example) before its reduction to the 
NP-problem (SAT < (N ), RISA). 
In the present paper we have proved minimal conditions for a definability charac- 
terization of NRAM-linear time by first-order (generalized) spectra: 
- a unary type (with unary function and constant symbols) 
- a single variable 
- no predefined symbols (no underlying linear order, . ..). 
Our result can be useful for proving linear NP-completeness of other nature1 
problems, in particular, in relational database theory. 
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We conjecture that many other natural problems are also linearly NP-complete: 
- satkfiability problems in logic (comparable to SAT < (N ) [ 11) 
- problems of graph contractability and graph homomorphism 
~ subgraph isomorphism. 
It would be interesting to exhibit a particular “generic” linearly NP-complete 
problem (comparable to the satisfiability of boolean formulas) and a large class of 
linearly NP-complete problems (see [8, 261) to which the generic problem is easily 
reducible. We think that our method (using nondeterministic RAM, and first-order 
generalized spectra) contributes to a better understanding of the theory of NP-com- 
pleteness of natural problems. 
Blass and Gurevich [23] have recently remarked that the well-known logic 
characterization of deterministic polynomial time (by Immerman [ 151 and Vardi 
[22]) can be reformulated as follows: the class of deterministic polynomial time 
computable queries (on relational databases) is exactly the class of queries 
expressible by existential positive first-order sentences with the least fixed point 
operator and underlying (undefined) successor relation and constant symbols 0 and 
End (for first and last elements). 
We feel that this is comparable to the logical characterization of nondeterministic 
polynomial time and we think that it is still worthwhile to study the exact connec- 
tion between the number of distinct variables of the (existential positive) first-order 
sentence and the degree of the polynomial time (of its least fixed point). 
This is interesting for two reasons: 
- The notion of least fixed point is used in semantics of PROLOG 
programs. Therefore the above (exact) connection is useful to determine a priori 
upper time bounds of queries defined by PROLOG programs on finite structures 
(i.e., relational databases, see [ 241). 
- We hope to obtain nonlinear time lower bounds for natural and tractable 
(i.e., computable in deterministic polynomial time) problems. 
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