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РЕФЕРАТ 
 
 Выпускная квалификационная работа (дипломная работа) по теме 
«Восстановление данных на основе Multiple imputation с использованием  
Jack Knife» содержит 27 страниц текста, 15 использованных источников. 
 МЕХАНИЗМ ПОРАЖДЕНИЯ, МНОГОКРАТНОЕ ВКЛЮЧЕНИЕ, 
СКЛАДНОЙ НОЖ, НЕКОМПЛЕКТНЫЕ ДАННЫЕ, ПРОПУСКИ, 
ПОЛНОКОМЛЕКТНЫЕ ДАННЫЕ, ЕМ АЛГОРИТМ, MISSING DATA, 
MULTIPLE IMPUTATION, INCOMPLETE DATA, HOT DECK, MCAR, MAR, 
MNAR. 
 Цель работы – создать программу, использующую метод многократной 
вставки по правилу Рубина с использованием метода Jack Knife для улучшения 
результатов. 
 В результате работы был реализован программный продукт, работающий 
с некомплектными данными заполняя пропуски методами однократной 
вставки, оценки которых, впоследствии агрегируются в общую оценку методом 
многократной вставки по правилу Рубина. Взаимодействие пользователя с 
программным продуктом производится через графический интерфейс (UI). 
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ВВЕДЕНИЕ 
 
При проведении научных исследований и технических разработок во 
многих случаях возникают ситуации, когда исходные данные являются 
неполными или некомплектными. Под «неполностью» или 
«некомплектностью» подразумевается то, что некоторые данные по тем или 
иным причинам пропущены или отсутствуют в исходном массиве данных.  
Традиционными причинами, приводящими к появлению пропусков, 
являются:  
- невозможность их получения или обработки;  
- искажение или сокрытие информации; 
- всевозможные поломки технического оборудования; 
- природные явления; 
- экономические причины и т.д. 
в результате на вход программ анализа собранных данных поступают 
неполные сведения.  
С проблемой обработки пропусков в массивах данных приходится 
сталкиваться при проведении разнообразных технических, социологических, 
экономических, астрономических, биологических, статистических и др.  
исследований. Западные исследователи такие данные с пропущенными 
значениями называют “missing data” или “incomplete data”. 
Обычно классическая математика не предусматривает работу с 
пропущенными данными, следовательно, нужно заниматься методами, которые 
либо «восстанавливают» данные в пропусках, либо работают непосредственно 
с неполными данными. Во всем мире особый интерес проявляется именно к 
восстановлению пропущенных данных, на основании каких-либо моделей о 
представлении работы с данными, это связанно с тем, что в дальнейшем мы 
сможем использовать не только классические методы работы с такими 
данными, но и делать определённые выводы, считая данные 
“полнокомплектными”.  
На практике многие исследователи при работе с некомплектными 
данными большей частью идут по пути усечения выборки, отбрасывая 
неполные данные, мало задумываясь над тем, что такой подход может 
приводить к сильному различию статистических выводов, сделанных при 
наличии в данных пропусков и при их отсутствии.  
В связи с этим к настоящему времени разработано достаточно большое 
количество подходов к восстановлению пропущенных данных, тем не менее, 
исследователи продолжают поиск новых методов восстановления, которые 
направлены на более качественное обработку и восстановление таких данных.  
Предыдущими работами исследователей показано, что применение тех 
или иных методов восстановления пропущенных данных тесно связано с 
моделью появления пропусков. 
В настоящей дипломной работе представлены модели появления 
пропусков, проведен обзор методов восстановления пропущенных данных, а 
4 
 
также предложен подход восстановления данных на основе многократного 
включения (multiple imputation) c последующей корректировкой методом jack 
knife. Для предложенного подхода разработано программное обеспечение и на 
основе медицинских данных, рассмотрен конкретный пример восстановления 
данных. Для осуществления однократных включений (single imputation), 
применяемых в multiple imputation, использованы как стандартные процедуры 
пакета SPSS (основной пакет программ для статистической обработки данных, 
предназначенной для проведения прикладных исследований в социальных 
науках), так и вновь разработанные процедуры. 
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1. Теория некомплектных данных  
В процессе сбора информации исследователь может столкнуться с 
разными типами данных и механизмами их порождения. Основными среди них 
являются 
- Данные, качественно характеризующие исследуемый процесс или 
объект, которые называют категориальными или качественными (данные 
измерены по шкале не выше порядковой). Обычно представляют собой 
строковые значения из ограниченного набора категорий (например, пол, ФИО, 
профессия и т.д.) или заменяя точное значение измеряемой величины на 
указание интервала группировки, в которую это значение попадает.  
- Данные, представленные как действительные числа (например, 
результат измерения, рост или вес человека и т.д.), которые называют 
количественными (данные измерены не ниже чем по интервальной шкале).  
Учитывая, что причины появления пропусков могут быть достаточно 
различны и вызваны различными условиями (см. выше) в настоящее время в 
исследовательской среде на основе [9] литературы Литтла и Рубина выделяют 
следующую классификацию механизмов появления пропусков: 
Missing Completely At Random (MCAR) - полностью случайные 
пропуски, Missing At Random (MAR) - случайные пропуски, Missing Not At 
Random (MNAR) - неслучайные или неигнорируемые пропуски. 
Для понимания теории некомплектных данных, Рубин [9] предлагает 
ввести некоторые базовые обозначения и терминологию. Полные данные 
состоят из оценок, которые можно получить без пропущенных значений. 
Обозначим полные данные как 𝑌𝑐𝑜𝑚. На практике некоторые части 
гипотетически полного набора данных часто отсутствуют. Следовательно, 
можно подумать о полных данных как данных, состоящих из двух частей: 
наблюдаемые данные и ненаблюдаемые данные (𝑌𝑜𝑏𝑠 и 𝑌𝑚𝑖𝑠 соответственно). 
Ключевой идеей теории Рубина является то, что элемент некомплектных 
данных - это переменная, которая имеет распределение вероятностей. В 
частности, Рубин определяет бинарную переменную 𝑅, которая обозначает, что 
наблюдается или отсутствует определенная оценка переменной (то есть, 𝑅 = 1, 
если оценка наблюдается и 𝑅 = 0, если оценка отсутствует). Итак, 
1) Пропуски полностью случайны(MCAR) когда их присутствие не 
зависит от наблюдаемых и ненаблюдаемых данных. К примеру, респондент, 
отвечая на вопросы бросает монету. Следовательно, 𝑌𝑜𝑏𝑠 и 𝑌𝑚𝑖𝑠 не связаны с 𝑅, 
и распределение недостающих данных выглядит следующим образом: 
 
𝑝(𝑅|𝜙), (1.1) 
 
где 𝑝 – общий символ для распределения вероятностей; 
      𝜙 – параметр (или набор параметров), описывающий отношение между 𝑅 и 
данными.  
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2) Если пропуски MAR, то некомплектность связана с наблюдаемыми 
данными, но не сама с собой и не зависит от ненаблюдаемых данных. К 
примеру, респонденты работающие в сфере обслуживания предпочитают не 
отвечать на вопросы о своем заработке. То есть, 𝑅 зависит от 𝑌𝑜𝑏𝑠, но не от 𝑌𝑚𝑖𝑠. 
Тогда, распределение некомплектных данных записывается так: 
 
𝑝(𝑅|𝑌𝑜𝑏𝑠, 𝜙). (1.2) 
 
3) Неигнорируемые пропуски(MNAR), зависят как от наблюдаемых 
данных, так и от ненаблюдаемых. Как следствие, вероятность пропуска 
невозможно выразить на основе информации, содержащейся в наборе данных. 
К примеру, при сборе данных, в работе программы возникла неизвестная 
ошибка, приведшая к потере данных. В этом случае 𝑅 зависит и от 𝑌𝑜𝑏𝑠 и от 
𝑌𝑚𝑖𝑠:  
  
𝑝(𝑅|𝑌𝑜𝑏𝑠, 𝑌𝑚𝑖𝑠, 𝜙). (1.3) 
      
Несмотря на четкое определение механизма порождения пропусков для 
каждого из рассмотренных случаев, на практике точно сказать, в какую 
категорию попадают имеющиеся пропуски, не представляется возможным. 
Однако существует несколько способов установить, являются ли пропуски не 
полностью случайными. Один из них – показатель хи-квадрат (критерий 
Литтла), показывающий, можно ли считать пропуски полностью случайными 
(missing completely at random, MCAR). Для этого критерия нулевая гипотеза 
состоит в том, что пропуски в данных вполне случайны, а значение p значимо 
на уровне 0,05. Если это значение больше 0,05, пропуски в данных полностью 
случайны. Формула расчета критерия: 
 
𝑑2 = ∑ 𝑛𝑗 (?̂?𝑗 − ?̂?𝑗
(𝑀𝐿))
𝑇
Σ̂𝑗
−1
(?̂?𝑗 − ?̂?𝑗
(𝑀𝐿))𝐽𝑗=1 ,  (1.4) 
 
где 𝑛𝑗 – это число случаев в модели некомплектных данных 𝑗; 
      ?̂?𝑗 содержит средние для них;  
      ?̂?𝑗
(𝑀𝐿)
 – содержит оценку максимального правдоподобия главного среднего; 
      Σ?̂? - оценка максимального правдоподобия ковариационной матрицы; 
      𝑗 – индекс, который указывает, что число элементов матрицы параметров 
варьируется в зависимости от модели некомплектных данных. 
 𝑑2 приближённо распределен как хи-квадрат со следующими степенями 
свобод: 
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∑𝑘𝑗 − 𝑘, 
(1.5) 
 
где 𝑘𝑗 – число полных переменных в шаблоне j; 
       𝑘 – общее число переменных.  
Этот способ, позволяет с уверенностью различать полную (MCAR) и не 
полную (MAR и MNAR) случайность пропусков. 
Областью применимости данного исследования являются только случаи 
игнорируемых пропусков (MAR и MCAR), поскольку с ними есть возможность 
эффективно бороться уже после этапа сбора информации с помощью методов 
восстановления пропущенных данных, о которых пойдет речь далее. 
 
2. Обзор наиболее популярных методов восстановления данных 
 
2.1 Подстановка среднего по выборке 
Среднеарифметическая вставка (включение) заполняет пропущенные 
данные на основе среднеарифметического из остальных доступных случаев 
(2.1). Подобно другим методам вставки, вставка среднего по выборке удобна 
тем, что производит полный набор данных. Однако, удобство не является 
убедительным преимуществом, потому что такой подход сильно искажает 
полученные оценки параметров, даже если данные MCAR. 
  
?̅?𝑗 = 
1
𝑁𝑂𝑏𝑠
∑ 𝑥𝑖
𝑗
𝑁𝑂𝑏𝑠
𝑖=1
, 
 
(2.1) 
 
Где 𝑁𝑂𝑏𝑠 – количество известных значений искомого признака; 
        j – порядковый номер, а суммирование введется по объектам, содержащим 
значение искомого признака[2].  
На интуитивном уровне, при вводе значений в центр распределения 
снижает изменчивость данных. Поэтому средняя вставка будет ослаблять 
стандартное отклонение и дисперсию. Ограничение изменчивости данных 
также ослабляет величину ковариации и корреляции. Чтобы 
проиллюстрировать это, рассмотрим формулу ковариации в уравнении 2.2. 
Выборки с пропущенными значение на любой оси X или Y ослабляет величину 
ковариации, потому что они дают нулевое значение в числителе формулы. 
  
?̂?𝑋𝑌 =
∑(𝑥𝑖 − ?̂?𝑋)(𝑦𝑖 − ?̂?𝑌)
𝑁 − 1
. 
(2.2) 
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Чтобы проиллюстрировать работу метода воспользуемся 
полнокомплектными данными из медицинского исследования и случайным 
образом удалим несколько значений тем самым смоделируем пропуски типа 
MCAR: 
Таблица 2.1 – Пример данных 
№ VAR1* VAR2* VAR2(MCAR)** 
1 5,10 4,30 4,30 
2 4,70 4,90 4,90 
3 4,20 5,10  
4 3,30 3,00 3,00 
5 4,40 3,60 3,60 
6 4,70 4,30  
7 4,60 4,40 4,40 
8 6,30 4,20 4,20 
9 4,80 4,40 4,40 
10 4,80 5,00  
11 5,20 5,00  
12 4,80 4,60 4,60 
13 5,10 4,80 4,80 
14 5,40 5,60 5,60 
15 4,90 4,20 4,20 
16 5,00 4,80  
17 4,40 4,20 4,20 
18 4,50 3,40 3,40 
19 4,80 4,40  
20 4,10 3,50 3,50 
21 5,60 4,80  
22 6,10 5,60 5,60 
23 5,20 4,50 4,50 
24 6,20 5,70  
25 4,00 3,60 3,60 
26 4,30 4,40 4,40 
27 5,70 4,10 4,10 
28 7,00 5,60 5,60 
29 4,60 5,00 5,00 
30 4,00 3,30 3,30 
*VAR1 и VAR2 – некоторые параметры 
наблюдений 
**VAR2(MCAR) – параметр VAR2 с полностью 
случайными пропусками        
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Рисунок 2.1– подстановка среднего по выборке 
 
Рисунок 2.1 показывает распределение заполненных данных средним по 
выборке на основе данных из таблицы 2.1, где синими точками на графике 
указаны наблюдаемые значения, серыми – реальные значения пропущенных 
данных, а оранжевым – подставленные вместо них. Восстановленные значение 
распределены прямо по горизонтальной линии, которая означает, что 
корреляция между VAR1 и VAR2 равна нулю для выборки со вставленными 
значениями [10]. Коэффициент корреляции между VAR1 и VAR2 примерно 
равен 0,618 его можно найти по формуле Пирсона: 
 
𝑟 =
∑ (𝑥𝑖 − ?̅?)
𝑁
𝑖=1 (𝑦𝑖 − ?̅?)
√∑ (𝑥𝑖 − ?̅?)2
𝑁
𝑖=1 ∑ (𝑦𝑖 − ?̅?)
2𝑁
𝑖=1
,  
 
(2.3) 
 
где ?̅?, ?̅? -  выборочные средние. 
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2.2 Метод заполнение медианой 
Метод заполнения медианой использует значение делящее 
отсортированную выборку пополам для устранения некомплектности в 
выборке. Вставка медианы имеет все достоинства и недостатки что и 
предыдущий метод. Замена производится на следующее значение признака: 
 
𝑀𝑗 =
{
 
 𝑥𝑖
𝑗 , 𝑖 =
𝑛 + 1
2
, 𝑛 = 2𝑘,
𝑥𝑖
𝑗 + 𝑥𝑖+1
𝑗
2
, 𝑖 =
𝑛
2
, 𝑛 = 2𝑘 + 1,
 
 
(2.4) 
 
где j – порядковый номер; 
      n – количество объектов в наборе данных, а значения 𝑥 
𝑗 отсортированы по 
возрастанию или убыванию[2]. 
 
 
Рисунок 2.2 – подстановка медианы 
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Рисунок 2.2 показывает распределение заполненных данных медианой на 
основе данных из таблицы 2.1. Восстановленные значения, как и в первом 
методе, распределены прямо по горизонтальной линии. По факту, исследования 
[11] показывают, что подстановка среднего по выборке и медианы, возможно, 
худшие методы обработки недостающих данных и не подходят для 
повсеместного использования. 
 
2.3 Метод Hot Deck  
Метод хот-дек сохраняет распределение значений элементов, это 
позволяет использовать значимость шаблона для всех элементов, а также 
результаты, полученные из различных анализов, согласуются друг с другом. 
Основной принцип метода состоит в использовании текущих 
данных(доноров) для предоставления включений для записей с пропущенными 
данными. Процедура, через которую мы находим донора, который 
соответствует записи с отсутствующими значениями отличается в зависимости 
от конкретных применяемых методов. 
Процесс согласования осуществляется с помощью так называемых 
фильтрующих переменных. Записи совпадают, если они имеют одинаковые 
значения при применении фильтра. Другой хот-дек метод включает в себя 
согласование функции расстояния или соседнее включение, в котором 
безответному будет присвоено значение элемента ближайшего соседа.  
К примеру, используя матрицу корреляций параметров можно 
отсортировать значения выборки с пропусками(Y) по выборке с полными 
данными(X) с наибольшим коэффициентом корреляции (2.3) между ними. При 
этом заполнять пропуски ближайшими соседями: 
 
𝑦
𝑖   
=
{
 
 
 
 𝑦𝑖+1
𝑋 ,   при 𝑖 = 0,
𝑦𝑖−1
𝑋 + 𝑦𝑖+1
𝑋
2
,    при 𝑖 = 1. . .𝑚 − 1,
𝑦𝑖−1
𝑋 , при 𝑖 = 𝑚,
 
 
 
(2.5) 
 
 
где m – количество элементов в выборке, а данные 𝑦 
𝑋 отсортированы по набору 
данных X.  
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Рисунок 2.3 – заполнение данных методом Hot Deck 
 
Рисунок 2.3 показывает распределение заполненных данных методом Hot 
Deck на основе данных из таблицы 2.1. Включение методом Hot-Deck обычно 
сохраняет одномерные распределения данных и не ослабляет изменчивость 
заполненных данных так же, как многие другие методы включения [11]. Тем не 
менее, Hot-Deck может привести к существенному смещению оценки 
корреляции и коэффициентов регрессии. 
 
2.4 ЕМ-алгоритм 
ЕМ алгоритм представляет собой двуступенчатую итерационную 
процедуру, которая состоит из Е-шага и М-шага (Е и М обозначают ожидание и 
максимизацию, соответственно). Итерационный процесс начинается с 
первоначальной оценки вектора средних, дисперсии и ковариационной 
матрицы (К примеру, для подсчета µ и ∑ можно использовать только 
наблюдаемые данные). Е-шаг использует элементы вектор средних, дисперсию 
и ковариационную матрицу для создания набора уникальных регрессий, 
которые генерируют предполагаемые значения для пропусков из наблюдаемых 
величин. Смысл Е-шага в заполнении некомплектных значений в виде, который 
напоминает стохастическую регрессионную вставку. M-шаг впоследствии 
применяет стандартную комплектацию указанных формул, заполняя данные 
для формирования обновленной оценки вектора средних, дисперсии и матрицы 
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ковариаций. Алгоритм несет обновленные оценки параметров, которые 
переходят на следующий E-шаг, на котором строится новый набор уравнений 
регрессии для прогнозирования некомплектных значений. Последующий M-
шаг затем повторно оценивает вектор средних, дисперсию и ковариационную 
матрицу. EM повторяет эти два шага до того момента, когда элементы µ̂ и ∑̂ 
больше не изменяются между последовательными M-шагами, после чего 
алгоритм сводится к максимальному правдоподобию.   
Чтобы проиллюстрировать механику EM, воспользуемся примером 
двумерного анализа, где одна из переменных является неполной. Обозначим X 
как выборку с полными данными и Y для обозначения выборки с неполными. 
Это относительно простая задача оценивания, но основные идеи легко 
раскрываются и на многофакторном анализе с общими закономерностями 
некомплектных данных. Анализируя только полные наблюдения используем 
следующие формулы генерации оценки максимального правдоподобия 
среднего значения, дисперсии и ковариации. 
 
?̂?𝑌 =
1
𝑁
∑𝑌, (2.6) 
 
?̂?𝑌
2 =
1
𝑁
(∑𝑌2 −
(∑𝑌)2
𝑁
), (2.7) 
 
?̂?𝑋,𝑌 = 
1
𝑁
(∑𝑋𝑌 −
∑𝑋∑𝑌
𝑁
), (2.8) 
 
отсюда µ̂ и ∑̂: 
 
?̂? = [
?̂?𝑋
?̂?𝑌
], (2.9) 
 
?̂? = [
?̂?𝑋
2 ?̂?𝑋,𝑌
?̂?𝑌.𝑋 ?̂?𝑌
2 ]. 
 
 
(2.10)
Обратите внимание, что суммы баллов (т.е. ΣX и ΣY), суммы квадратов 
оценки (т.е. Σ𝑋2 и Σ𝑌2) и суммы перекрестных членов (т.е. ΣXY) являются 
основой для предыдущих уравнений. В совокупности эти величины известны 
как достаточная статистика, потому что они содержат всю необходимую 
информацию для оценки средней по выборке, дисперсии и матрицы 
ковариации. Как вы увидите, эти достаточные статистики играют важную роль 
в E-шаге. Назначение E-шага для "заполнения" недостающих значений, так что 
M-шаг мог использовать уравнения 2,6 - 2,8 и генерировать оценки параметров 
по формулам 2.11 – 2.14. С помощью элементов среднего по выборке, 
дисперсии и ковариационной матрицей, создаётся набор уравнений регрессии, 
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который предсказывает пропуски через наблюдаемые величины. В этом случае, 
уравнения для двумерного набора данных с пропущенными значениями у 
(уравнения для коэффициентов линейной регрессии и самой регрессии) 
выглядят так: 
 
?̂?1 =
?̂?𝑋,𝑌
?̂?𝑋
2 , (2.11) 
 
?̂?0 = ?̂?𝑌 − ?̂?1?̂?𝑋, (2.12)
 
?̂?𝑌|𝑋
2 = ?̂?𝑌
2 − ?̂?1
2?̂?𝑋
2, (2.13) 
 
?̂?𝑖 = ?̂?0 + ?̂?1𝑋𝑖 , (2.14) 
 
где ?̂?0 и ?̂?1 – эмпирические коэффициенты регрессии; 
      ?̂?Y | X 
2  – остаточная дисперсия от регрессии Y на X; 
      ?̂?𝑖 – новое значение Y по заданному значению X. 
Отметим, что E-шаг на самом деле не приписывают необработанных 
данных. Скорее, он заполняет вычисление для средне выборочного, дисперсии 
и ковариации (т.е. достаточной статистики). Как только этот процесс 
завершится, M-шаг становится простой задачи оценивания, которая использует 
заполненные достаточной статистики для вычисления уравнений 2,6 - 2,8. 
Полученные оценки параметров переносят на следующий E-шаг, где процесс 
начинается заново. 
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Рисунок 2.4 – заполнение пропусков ЕМ алгоритмом 
 
Рисунок 2.4 показывает распределение заполненных данных ЕМ 
алгоритмом на основе данных из таблицы 2.1. Первые несколько циклов EM 
производят наибольшие изменения в логарифме правдоподобия, а второй шаг 
даёт гораздо меньшие изменения. То же самое верно и для оценки параметров. 
По сути, алгоритм оптимизации проходит самую «крутую часть подъема» в 
начале похода, и подъем становится более постепенным рядом с «плато». 
Поскольку алгоритм «приближается к пику» функции логарифма 
правдоподобия, каждый дополнительный цикл производит очень небольшое 
улучшение в значении логарифма правдоподобия, и коррективы в параметрах 
настолько малы, что оценки эффективно остаются теми же между 
последовательными M-шагами [10]. 
 
2.5 Парная регрессия и метод наименьших квадратов 
Основными задачами регрессионного анализа являются установление 
зависимости между переменными и оценка (прогноз) значений зависимой 
переменной. 
В экономических исследованиях часто заданному значению одной 
переменной может соответствовать множество значений другой переменной. 
Другими словами, каждому значению одной переменной соответствует 
условное распределение другой переменной. 
0,00
1,00
2,00
3,00
4,00
5,00
6,00
0,00 1,00 2,00 3,00 4,00 5,00 6,00 7,00 8,00
16 
 
Зависимость, при которой каждому значению одной переменной 
соответствует условное математическое ожидание другой называется 
регрессионной: 
 
M(Y|X) = f(X). 
(2.15) 
 
Уравнение регрессии находят по формуле: 
 
?̂?𝑖 = ?̂?0 + ?̂?1𝑋𝑖, (2.16)  
 
где ?̂?0 и ?̂?1 – эмпирические коэффициенты регрессии.  
Чтобы определить параметры модели, используем МНК - метод 
наименьших квадратов. Система нормальных уравнений будет выглядеть 
следующим образом [11]: 
 
{
𝑁?̂?0 + ∑𝑋 ?̂?1 =∑𝑌 ,
∑𝑋 ?̂?0 +∑𝑋
2 ?̂?1 =∑𝑋𝑌,
 
 
(2.17) 
 
Отсюда β̂0 и β̂1 можно найти методом Крамера[20]: 
 
?̂?0 = 
∑𝑌∑𝑋2 − ∑𝑋∑𝑋𝑌
𝑁∑𝑋2 − ∑𝑋∑𝑋
, (2.18) 
 
?̂?1 = 
𝑁∑𝑋𝑌 − ∑𝑌∑𝑋
𝑁∑𝑋2 − ∑𝑋∑𝑋
 . (2.19) 
 
После подстановки (2.18) и (2.19) в (2.16) мы получим новое значение Ŷi 
от Xi. 
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Рисунок 2.5 – заполнение пропусков методом парной регрессии 
 
Рисунок 2.5 показывает распределение заполненных парной регрессией 
данных на основе таблицы 2.1. Регрессионная вставка увеличивает значения 
корреляции и квадратов статистики, даже когда данные MCAR. Тот факт, что 
вставленные значения попадают на прямую следует, что заполненные данные 
не имеют изменчивости, которая присутствовала бы, если бы данные были 
полнокомплектными [10]. Не удивительно, что ослабляется дисперсия и 
ковариация, хотя и не в такой же степени, как при заполнении 
среднеарифметическим значением или медианой. 
 
2.6 Стохастическая регрессионная вставка 
Стохастическая регрессионная вставка также использует уравнения 
регрессии для прогнозирования пропущенных данных основываясь на 
наблюдаемых данных, но требует дополнительный шаг, увеличивающий 
каждую прогнозируемую оценку с нормально распределённым остаточным 
членом. Добавление остатков усиливает изменчивость данных и эффективно 
устраняет смещение, связанное со стандартными схемами регрессионного 
включения. 
В соответствии со стандартной регрессионной вставкой, стохастическая 
регрессия начинается с использования анализа полных наблюдений для оценки 
набора уравнений регрессии, которые прогнозируют пропущенные данные 
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основываясь на наблюдаемых данных. Подставляя наблюдаемые оценки в эти 
уравнения регрессии получаем прогнозируемые значения для потерянных 
данных. В качестве последнего шага, процедура восстанавливает потерянную 
изменчивость данных путём добавления нормально распределённого 
остаточного члена для каждого прогнозируемого включения. Уравнение 
регрессионной вставки выглядит следующим образом: 
 
?̂?𝑖 = ?̂?0 + ?̂?1(𝑋𝑖) + 𝑧𝑖 . (2.20) 
 
Стохастическая регрессия использует ту же процедуру, как и стандартная 
регрессионная вставка, так что коэффициенты регрессии в уравнении (2.20) 
идентичны тем, что и в уравнении (2.16). Однако, уравнение выше, имеет 
остаточный член 𝑧𝑖. Этот остаточный член является нормально распределенной 
случайной величиной с параметрами N(0,σ), т.е. с нулевым математическим 
ожиданием и изменениями в интервале минус-плюс остаточной дисперсии от 
регрессии Y на X. Регрессионный анализ полных наблюдений производит 
оценку остаточной дисперсии (2.13). Для генерации случайных значений в 
дипломной работе использована стандартная процедура Delphi - randomize и 
процедуру библиотеки math в Delphi - randomrange, которые гарантированно 
создают произвольные числа в заданном диапазоне.  
 
Рисунок 2.6 – заполнение пропусков методом стохастической регрессии 
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Рисунок 2.6 показывает распределение заполненных стохастической 
регрессией данных на основе таблицы 2.1. Стохастическая регрессия 
генерирует прогнозируемые значения из уравнения регрессии и увеличивает 
каждую прогнозируемую оценку с нормально распределённым остатком. Это 
сохраняет распределение переменных и создаёт график распределения, 
который напоминает, график распределения полных данных [10]. На первый 
взгляд, метод стохастической регрессии может показаться достойной 
альтернативой методам Максимального правдоподобия и Множественной 
вставки, поскольку он производит объективные оценки параметров данных 
MAR. Однако, как и каждая техника вставки, стохастическая регрессия 
ослабляет стандартные ошибки, что приводит к риску появления ошибок 
первого типа. Интуиция подсказывает, что отсутствие анализа данных должно 
производить большие стандартные ошибки, чем гипотетический анализ 
полнокомплектных данных. Однако стандартные аналитические методы 
рассматривают заполненные значения как реальные и игнорируют 
дополнительную погрешность выборки с потерянными данными. В следствии, 
стандартные ошибки от отдельно вставленного набора данных будут крайне 
малы. 
Перечисленные выше методы являются однократными методами 
включения (single imputation), дальше будет описан основной метод 
восстановления некомплектных данных в рамках данной работы – метод 
многократного включения (multiple imputation). По сути метод многократного 
включения в данной работе будет агрегировать оценки некомплектности 
однократных методов. 
 
2.7 Метод multiple imputation 
При подстановке значений на место пропущенных данных используя 
метод multiple imputation или метод многократного включения исследователь 
должен помнить, что результаты включения не являются реальными, и при 
анализе необходимо учитывать неопределенность, порождаемую совместным 
распределением интересующей нас переменной с пропусками и 
соответствующего ей индикатора присутствия, а также самой моделью 
заполнения. Для снижения этой неопределенности Рубином [9] был разработан 
метод многократного заполнения пропусков, подразумевающий, что пропуски 
в исходном массиве заполняются несколько раз с использованием нескольких 
методов заполнения пропусков.  
Достоинства этого метода перед прочими заключаются, во-первых, в том, 
что многократное включение вводит случайную ошибку в процесс заполнения 
пропусков, что позволяет получить относительно несмещенные оценки 
статистических параметров; во-вторых, он вносит поправку на дополнительную 
ошибку, возникающую в процессе включения; в-третьих, разнообразие моделей 
заполнения пропусков и вариабельность позволяют применять этот метод к 
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любому типу данных без использования специальных программ. Разберем 
подробнее, что конкретно здесь подразумевается под «поправкой на 
дополнительную ошибку». В том случае, если у нас имеются 
полнокомплектные данные, в распределении будет наблюдаться некоторая 
дисперсия, которую мы можем оценить с точностью до имеющейся выборки и 
которая является одним из основных показателей искомого закона 
распределения интересующей нас величины. В том случае, если мы имеем 
данные с пропусками, оценка дисперсии по имеющимся наблюдениям будет 
гораздо менее точной, чем изначально предполагалось в исследовании. Если же 
мы заполняем эти пропуски только один раз, мы рассматриваем полученные 
значения как реальные и можем учесть их искусственную природу только 
условно, а не статистически. В случае применения многократного заполнения 
пропусков к («внутривыборочной») дисперсии добавляется «межвыборочная» 
дисперсия, которая и позволяет брать в расчет тот факт, что подставленные 
значения не являются реальными, иными словами, рассматривать набор 
подставленных вместо конкретного пропуска значений как выборку, 
позволяющую установить не истинность значений, а интервал, в котором этот 
ответ лежит с некоторой вероятностью [4]. 
Сам алгоритм состоит из трех последовательных шагов: 
2. Подстановка значений. 
3. Анализ данных. 
4. Агрегирование результатов. 
Рисунок 2.7 – Визуальное представление алгоритма 
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Рассмотрим принципы и особенности работы с алгоритмом 
многократного заполнения пропусков по порядку производимых для его 
осуществления действий. 
Шаг 1: подстановка значений на место каждого пропуска 
Этот этап включает в себя использование однократных методов 
восстановления пропущенных данных. Согласно рекомендации Рубина, их 
количество обычно составляет от 3 до 10, поскольку большое количество 
подстановок не дает существенного увеличения эффективности оценки ε, 
вычисляемой по формуле 
 
𝜀 = (1 +
𝛾
𝑚
)
−1
, (2.21) 
 
где 𝛾 - доля пропущенной информации в массиве данных; 
      m - количество использованных методов. 
 
Наглядное представление об эффективности даёт следующая таблица: 
Таблица 2.2 - Эффективность оценки пропущенной информации методом 
многократного восстановления данных 
 Эффективность оценки (%) 
m 𝛾 = 0.1 𝛾 = 0.3 𝛾 = 0.5 𝛾 = 0.7 
3 97 91 86 81 
5 98 94 91 88 
10 99 97 95 93 
 
Шаг 2-3: анализ данных и агрегирование результатов 
Классический алгоритм многократного заполнения пропусков 
предполагает проведение анализа данных на каждом из сформированных на 
предыдущем шаге массивов и агрегирование результатов анализа данных при 
помощи набора формул – правила Рубина, – который позволяет вычислить 
оценки статистических параметров: точечную оценку, стандартное отклонение, 
доверительный интервал и значение t-статистики [18].  Для каждого набора мы 
должны вычислить оценки средних и стандартные ошибки (оценки дисперсий). 
Обозначим оценку интересующего нас параметра (например, коэффициента в 
уравнении регрессии), как ?̅?𝑗, полученное из j-ого набора данных (j=1,2,...,m), а 
?̅?𝑗  — стандартная ошибка параметра ?̅?𝑗. Тогда агрегированная оценка среднего 
будет равна [4]:  
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?̅? =  
1
𝑚
∑𝑄𝑗
𝑚
𝑗=1
, 
 
 
(2.22)
где j – набор данных (j=1,2,...,m); 
Для оценки агрегированной дисперсии необходимо вычислить 
внутривыборочную дисперсию(𝑈𝑗 можно найти по формуле (2.7)): 
 
?̅? =  
1
𝑚
∑𝑈𝑗
𝑚
𝑗=1
, 
 
(2.23) 
 
а межвыборочную дисперсию: 
 
𝐵 = 
1
𝑚 − 1
∑(𝑄𝑗 − ?̅?)
2
𝑚
𝑗=1
, 
 
(2.24) 
 
тогда общая дисперсия будет равна: 
 
𝑇 = ?̅? + 𝐵 (1 +
1
𝑚
). 
(2.25) 
 
Доверительные интервалы вычисляются при помощи значения 
распределения Стьюдента с df степенями свободы, вычисляемыми по формуле: 
  
𝑑𝑓 = (𝑚 − 1)(1 +
𝑚?̅?
𝐵(𝑚 + 1)
)
2
. (2.26)
 
Проверка нулевой гипотезы Q=0 выполняется при помощи сравнения 
соотношения (2.27) с тем же распределением Стьюдента. 
 
𝑡 = ?̅? √𝑇⁄ . (2.27) 
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2.8 Метод Jack Knife 
 
Идея метода заключалась в том, чтобы последовательно исключать из 
рассмотрения по одному наблюдению и проводить вычисления по оставшимся 
данным. Дж. Тьюки [11], совершенствовавший этот подход, назвал его Jack 
knife – «складной нож». 
Оценка любого параметра θ методом складного ножа рассчитывается 
следующим образом. Допустим, имеется реализация случайной величины X = 
(x1, x2, …, xq-1, xq, xq+1,…,xN), для которой определяется оценка 𝜃′. 
Последовательно удаляется каждая точка xq; пересчитывается значение 
параметра для оставшихся N – 1 наблюдений, 𝜃′−𝑞= 𝜃(x1, x2, …, xq-1, xq, 
xq+1,…,xN) и вычисляется среднее из этих значений[17]: 
 
𝜃′ = 
1
𝑁
∑𝜃′−𝑞
𝑁
𝑞=1
. (2.28) 
 
Оценка параметра по методу Jack knife: 
 
?̃? = 𝑁𝜃′ − (𝑁 − 1)𝜃′. (2.29) 
 
Коэффициенты регрессии по методу Jack knife оцениваются следующим 
образом: находятся значения 𝜃′−𝑞  при последовательном отбрасывании 
каждого наблюдения, затем пересчитанные параметры заменяются на 
псевдооценки: 
 
𝑃𝑞 = 𝑁𝜃
′ − (𝑁 − 1)𝜃−𝑞 , (2.30) 
 
и рассчитывается их средняя величина. Таким образом, оценка по этому 
методу [10]: 
 
?̃? =
1
𝑁
𝑃𝑞 =∑
𝑁𝜃′ − (𝑁 − 1)𝜃−𝑞
𝑁
𝑁
𝑞=1
. 
 
(2.31) 
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3. Реализация многократного включения 
 
3.1 Реализация в пакете SPSS 
 
За работу с пропущенными данными в статистическом пакете SPSS 
предусмотрен модель Missing Values [7], содержащий две процедуры:  
1. Процедура «Анализ пропущенных значений» выполняет три 
основных функции: 
 Описывает структуру пропущенных данных. Где расположены 
пропущенные значения? Насколько широкую область они охватывают? Есть ли 
тенденция к пропуску значений в нескольких наблюдениях у пар переменных? 
Принимают ли данные крайние значения? Носят ли пропуски случайный 
характер? 
 Оценивает средние, среднеквадратичные отклонения, ковариации и 
корреляции для различных методов обработки пропущенных значений: по 
спискам, попарно, регрессия или ОМП (максимизация ожиданий). Попарный 
метод выводит также частоты полных пар наблюдений. 
 Производит включение (импутацию) на место пропущенных 
значений оценочных значений, используя метод регрессии или ОМП 
(максимизация ожиданий). 
Анализ пропущенных значений помогает в борьбе с рядом серьезных 
проблем, порождаемых неполнотой данных. Если наблюдения с 
пропущенными значениями имеют систематические отличия от наблюдений 
без пропущенных значений, результаты могут вводить в заблуждение. Кроме 
того, пропущенные данные могут снизить точность рассчитанной статистики, 
поскольку информации окажется меньше, чем планировалось. Во многих 
статистических процедурах подразумевается, что анализ основан на полных 
наблюдениях, а для учета отсутствующих значений требуется более сложная 
теория. 
Чтобы выполнить анализ пропущенных значений 
A. Выберите в меню: 
Анализ > Анализ пропущенных значений... 
B. Выберите хотя бы одну количественную переменную для оценки 
статистики и, если нужно, «импутации пропущенных значений». 
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Рисунок 3.1 – Функционал процедуры «Анализ пропущенных значений» 
 
2. Процедура «Множественная импутация». Цель «множественной 
импутации» - сгенерировать возможные значения для пропущенных значений, 
создав несколько якобы полных наборов данных. Аналитические процедуры, 
работающие с наборами данных многократного включения, генерируют 
результаты для каждого якобы полного набора данных плюс объединенный 
результат, который оценивает, какими были бы результаты, если бы 
первоначальный набор данных был без пропущенных значений. Эти 
объединенные результаты обычно точнее, чем полученные по методам одного 
включения. Для «множественной импутации» предназначены два диалоговых 
окна. 
 Процедура «Анализ структур пропущенных значений» помогает 
описать структуру пропусков в данных, что позволяет определить, является ли 
она монотонной или немонотонной, выявить переменные с наибольшим числом 
пропусков, долю пропущенных данных в массиве и т. д. 
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Рисунок 3.2 – Функционал процедуры «Анализ структур пропущенных 
значений» 
 
 При помощи процедуры «Импутировать пропущенные значения» 
можно сгенерировать многократные включения. Полные наборы можно 
анализировать при помощи процедур, которые поддерживают наборы данных 
многократной вставки. Процедура работает следующим образом: после выбора 
как минимум двух переменных с пропусками и определения количества 
включений (по умолчанию их 5) SPSS создает новый файл, содержащий 
исходные наблюдения с пропусками и все наборы наблюдений с включениями, 
то есть если мы, к примеру, имеем 10 неполных наблюдений и 5 включений, то 
результирующий файл будет содержать 60 наблюдений. Кроме того, создается 
дополнительные переменные Imputation_, которые по сути являются 
индикатором того, какое именно по счету это включение [4]. 
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Рисунок 3.3 – Функционал процедуры «Импутировать пропущенные значения» 
 
По умолчанию алгоритм автоматически оценивает пропуски на 
монотонность и выбирает между монотонной моделью и методом Монте-Карло 
с цепями Маркова, если пропуски оказываются немонотонными. Кроме того, 
можно запросить вручную применение метода Монте-Карло или предиктивную 
модель, а также назначить максимальное число итераций. В качестве результата 
пакет SPSS выдает спецификации метода, информацию об использованной 
модели и описательные статистики для переменных с включенными 
значениями в каждом из массивов. Для дальнейшего анализа переменная, 
содержащая индикаторы присутствия, используется в качестве группирующей. 
 
3.2 Реализация в разработанном программном обеспечении в среде 
программирования Delphi 
 
Разработанное программное обеспечение noMissingness основано на 
описанных выше методах. Программа позволяет создавать новые данные или 
же открывать и редактировать данные из файла формата .txt с разделением 
знаком табуляции. Для работы с данными необходимо: 
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1) Выберите в меню: 
Анализ>Восстановление пропущенных значений 
2) В появившемся окне «Выбор методов» отметьте методы однократных 
включений, на основе которых будет строится агрегированная оценка 
по правилу Рубина на стадии многократного включения. 
Дополнительно можно вывести на экран матрицу коэффициентов 
корреляции Пирсона и матрицу ковариаций. 
 
 
Рисунок 3.4 – Функционал процедуры «Восстановление пропущенных 
значений» 
 
Описание алгоритма программы: 
После того как пользователь внес в программу данные и выбрал методы 
однократных включений, программа в начале работы найдет матрицу 
ковариации, матрицу коэффициентов корреляции по формуле Пирсона и 95% 
доверительные интервалы по каждому столбцу. Матрица коэффициентов 
корреляции используется для нахождения полнокомплектной выборки с 
наибольшим коэффициентом корреляции с неполнокомплектной выборки, над 
которой проводится анализ, в противном случае (если нет полнокомплектных 
выборок) программа найдет неполнокомплектную выборку и заполнит ее 
средним по выборке для дальнейшего анализа. Данный алгоритм, в рамках 
программы, используется во всех процедурах однократного включения за 
исключением заполнения среднего по выборке.  Матрица ковариации нужна 
для начальных расчетов в методах, использующих уравнение регрессии. 
Доверительные интервалы необходимы для дальнейшего анализа включений. 
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При использовании метода программа работает с копией данных для 
сохранения целостности оригинала и далее обрабатывает данные по их 
описанию (см. раздел 2).  
При этом данные с включениями из однократных методов и из 
многократного метода будут автоматически сохранены в файле SaveFF.txt в 
корне программы. 
 
4. Вычислительный эксперимент 
 
На основе медицинских полнокомплектных данных из исследования 
ожирения детей из 15 наблюдений и 10 признаков построен вычислительный 
эксперимент со сгенерированными полностью случайными 
пропусками(MCAR) как изображено на рисунке 4.1, что составляют 2.8% от 
всех данных. Массивы данных обрабатывались описанными раннее методами 
восстановления пропущенных значений: подстановка среднего по выборке, 
подстановка медианы, метод Hot Deck, модель максимального правдоподобия 
(ЕМ алгоритм), парная регрессия, стохастическая регрессия и метод multiple 
imputation Рубина с использованием Jack Knife.  
 
 
Рисунок 4.1 – Исходные данные с пропусками 
 
Воспользуемся пакетом SPSS чтобы найти доверительный интервал для 
каждого из параметров с пропусками. 
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Таблица 4.1 – Доверительные интервалы при 6 пропусках 
 
95% доверительный интервал 
Нижняя гр. Верхняя гр. 
Среднее VAR2 4.233 4.733 
VAR3 41.503 52.444 
VAR6 18.333 20.499 
 
Получены следующие результаты из программы, созданной в течении 
дипломной работы:  
 
Таблица 4.2 – результаты заполнения при 6 пропусках 
  Метод  
N Подстан
овка 
среднего 
по 
выборке 
Подстан
овка 
медианы 
Hot 
Deck 
EM 
алгори
тм 
Парна
я 
регре
ссия 
Стохасти
ческая 
регрессия 
Multip
le 
imputa
tion 
Jack 
Knife 
Реальн
ое 
значен
ие 
1 4.958 4.450 4.89
5 
4.803 4.142 4.726 4.662 4.662 4.4 
2 4.958 4.450 3.63
0 
4.944 4.283 4.867 4.522 4.522 4.4 
3 49.695 43.550 56.6
50 
43.786 30.72
5 
45.205 44.935 44.935 47,3 
4 49.695 43.550 57.8
00 
52.363 39.30
2 
53.782 49.415 49.415 44,0 
5 21.128 18.550 15.8
00 
20.670 17.82
0 
19.834 18.967 18.967 18,6 
6 21.128 18.550 19.6
90 
20.406 17.55
6 
19.570 19.483 19.483 16,4 
 
Для значений, восстановленными методом многократной вставки по 
правилу Рубина, что не вошли в доверительный интервал метод корректировки 
Jack Knife подобрал новые. 
 
Таблица 4.3 – отклонения при 6 пропусках 
 Метод 
Отклонен
ие от 
рольного 
значения(
%) 
Подстан
овка 
среднего 
по 
выборке 
Подстан
овка 
медианы 
Hot 
Dec
k 
EM 
алгори
тм 
Парна
я 
регре
ссия 
Стохастич
еская 
регрессия 
Multiple  
imputati
on 
Jack 
Knife 
0-20 5 6 4 5 5 5 6 6 
20-50 1 0 2 1 1 1 0 0 
50-100 0 0 0 0 0 0 0 0 
100+ 0 0 0 0 0 0 0 0 
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Далее, для сравнения эффективности методов проведем подобный анализ 
с теми же исходными данными, но с 15 пропусками: 
 
Таблица 4.4 – Доверительные интервалы при 15 пропусках 
 
95% доверительный интервал 
Нижняя гр. Верхняя гр. 
Среднее VAR2 5.15 6.025 
VAR3 43.975 56.55 
VAR6 18.2 21.775 
 
Таблица 4.5 – результаты заполнения при 15 пропусках 
  Метод  
N Подстановк
а среднего 
по выборке 
Подстановк
а медианы 
Hot 
Deck 
EM 
алгоритм 
Парная 
регресс
ия 
Стохастическ
ая регрессия 
Multiple 
imputati
on 
Jack Knife Реальное 
значение 
1 5.027 4.250 5.390 4.390 2.747 4.368 4.362 4.362 4.9 
2 5.027 4.250 3.190 4.463 2.820 4.452 4.034 4.276 3.0 
3 5.027 4.250 2.915 5.457 3.814 5.446 4.485 4.485 4.4 
4 5.027 4.250 2.530 4.910 3.267 4.899 4.147 4.470 4.4 
5 5.027 4.250 3.300 4.362 2.720 4.351 4.002 4.258 5 
6 48.850 41.150 55.05
5 
42.225 28.978 39.717 42.662 42.662 47.3 
7 48.850 41.150 58.10
0 
47.568 34.321 45.060 45.841 45.841 41 
8 48.850 41.150 31.35
0 
51.842 39.321 50.247 43.793 43.793 44 
9 21.340 17.550 13.09
0 
21.385 14.583 30.647 19.766 19.766 18.5 
10 21.340 17.550 21.94
5 
21.353 14.552 31.253 21.332 19.348 18.6 
11 21.340 17.550 12.70
5 
21.321 14.520 31.221 19.776 19.776 17 
12 21.340 17.550 12.81
5 
21.337 14.536 31.237 19.803 19.803 21.2 
13 21.340 17.550 14.35
5 
21.385 14.583 31.285 20.083 20.083 15.8 
14 21.340 17.550 23.48
5 
21.369 14.567 31.269 21.597 19.662 16.4 
15 21.340 17.550 19.58
0 
21.258 14.698 31.158 20.931 18.885 22 
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Таблица 4.6 – отклонения при 15 пропусках 
 Метод 
Отклонение 
от рольного 
значения(%) 
Подстановк
а среднего 
по выборке 
Подстановк
а медианы 
Hot 
Deck 
EM 
алгоритм 
Парная 
регресс
ия 
Стохастическ
ая регрессия 
Multiple  
imputation 
Jack 
Knife 
0-20 12 12 6 11 7 7 11 13 
20-50 2 3 9 5 8 4 4 2 
50-100 1 0 0 0 0 4 0 0 
100+ 0 0 0 0 0 0 0 0 
 
 
Из проведенного анализа можно заключить, что методы, в основе 
которых уравнение регрессии (включая ЕМ алгоритм), более подвержены 
смешению в результате увеличения некомплектности данных. Метод Hot Deck 
так же показал отклонения от реальных значений, но не более 50% как в случае 
со стохастической регрессией и подстановкой среднего по выборке, а метод 
Jack knife в какой-то мере улучшил оценки метода многократного включения. 
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ЗАКЛЮЧЕНИЕ 
В данной дипломной работе проведены исследования на тему 
восстановления пропусков в некомплектных данных. Были рассмотрены 
механизмы порождения пропусков и дан обзор некоторых популярных методов 
работы с некомплектностью данных, выполняющих задачу. На основании этого 
было принято решение о создании собственного программного продукта. В 
процессе создания программного продукта была рассмотрена реализация 
функционала пакета SPSS, работающую с пропусками в данных. Был 
реализован программный продукт, применяющий методы восстановления 
пропущенных данных.  
а) Программный продукт использует популярные методы восстановления 
данных для заполнения пропусков в некомплектных данных. 
б) Взаимодействие с пользователем программного продукта производится 
через графический интерфейс (UI). 
А также, был проведен вычислительный эксперимент, в результате 
которого сделан сравнительный анализ эффективности применения 
многократной вставки по правилу Рубина и однократных методов заполнения 
пропусков. После оценки эффективности подходов можно сделать вывод, что 
Multiple imputation действительно дает хорошие результаты восстановления. По 
реальным численным значениям они могут отличаться, но тем не менее они 
будут входить в 95% доверительный интервал, а метод Jack Knife на шаге 
анализа в какой-то мере способен улучшить результат, но его имеет смысл 
использовать при некомплектности от 20% и выше, поскольку при меньших 
потерях его работа не видна. 
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ПРИЛОЖЕНИЕ А 
 
(Обязательное) 
 
Исходный код программы 
 
Модуль Main.pas 
 
unit Main; 
interface 
uses 
  Winapi.Windows, Winapi.Messages, System.SysUtils, System.Variants, 
System.Classes, Vcl.Graphics, 
  Vcl.Controls, Vcl.Forms, Vcl.Dialogs, Vcl.Menus, Vcl.Grids, Single, Multi, 
Unit4, 
  Vcl.StdCtrls; 
type 
  TForm1 = class(TForm) 
    MainMenu1: TMainMenu; 
    N1: TMenuItem; 
    N3: TMenuItem; 
    StringGrid1: TStringGrid; 
    N7: TMenuItem; 
    N8: TMenuItem; 
    StaticText1: TStaticText; 
    X: TEdit; 
    Y: TEdit; 
    Button1: TButton; 
    StaticText2: TStaticText; 
    Edit1: TEdit; 
    OpenDialog1: TOpenDialog; 
    procedure N2Click(Sender: TObject); 
    procedure Button1Click(Sender: TObject); 
    procedure N8Click(Sender: TObject); 
    procedure N3Click(Sender: TObject); 
  private 
    { Private declarations } 
  public 
    { Public declarations } 
37 
 
  end; 
 
var 
  Form1: TForm1; 
  SaveF: TextFile; 
  f:textfile; 
implementation 
 
{$R *.dfm} 
 
procedure TForm1.Button1Click(Sender: TObject); 
begin 
 StringGrid1.Cells[strtoint(X.text),strtoint(Y.text)]:=edit1.text; 
end; 
 
procedure TForm1.N2Click(Sender: TObject); 
begin 
Unit4.Form4.Show; 
end; 
 
procedure TForm1.N3Click(Sender: TObject);   //open file 
var 
  I,j: Integer; 
  k:string; 
  r:extended; 
begin 
  if OpenDialog1.Execute then 
      assignfile(f,OpenDialog1.FileName); 
      reset(f); 
      StringGrid1.Cells[0,0]:='№'; 
      while not eof(f) do 
        for I := 0 to 29 do begin 
          readln(f,k); 
          StringGrid1.Cells[0,i+1]:=inttostr(i+1); 
          for j := 0 to 18 do begin 
             StringGrid1.Cells[j+1,0]:='VAR'+inttostr(j+1); 
             StringGrid1.Cells[j+1,i+1]:=copy(k,1,pos(#9,k)-1); 
             delete(k,1,pos(#9,k)); 
          end; 
        end; 
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end; 
 
procedure TForm1.N8Click(Sender: TObject);    //анализ 
var 
  I,j: Integer; 
begin 
 AssignFile(SaveF, 'SaveF.txt'); 
 Rewrite(SaveF); 
 //writeln(SaveF, StringGrid1.RowCount,' ',StringGrid1.ColCount); 
 for I := 1 to StringGrid1.ColCount do begin 
     for J := 1 to StringGrid1.rowCount do begin 
       write(SaveF, StringGrid1.Cells[i,j]); 
       write(SaveF, ' '); 
     end; 
     writeln(SaveF); 
 end; 
 
closefile(SaveF); 
Multi.Form3.show; 
end; 
end. 
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Модуль Multi.pas 
 
unit Multi; 
interface 
uses 
  Winapi.Windows, Winapi.Messages, System.SysUtils, System.Variants, 
System.Classes, Vcl.Graphics, 
  Vcl.Controls, Vcl.Forms, Vcl.Dialogs, Vcl.StdCtrls; 
type 
  TForm3 = class(TForm) 
    CheckBox1: TCheckBox; 
    CheckBox2: TCheckBox; 
    CheckBox6: TCheckBox; 
    CheckBox5: TCheckBox; 
    Button1: TButton; 
    CheckBox3: TCheckBox; 
    CheckBox4: TCheckBox; 
    CheckBox7: TCheckBox; 
    CheckBox8: TCheckBox; 
    procedure Button1Click(Sender: TObject); 
 
 
  private 
    { Private declarations } 
  public 
    { Public declarations } 
  end; 
 
var 
  Form3: TForm3; 
  AnF:textfile; 
implementation 
 
{$R *.dfm} 
 
uses Main, Calc; 
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procedure TForm3.Button1Click(Sender: TObject); 
begin 
  AssignFile(AnF, 'AnF.txt'); 
  Rewrite(AnF); 
  if CheckBox1.Checked = true then write(Anf,'1 '); 
  if CheckBox2.Checked = true then write(Anf,'2 '); 
  if CheckBox3.Checked = true then write(Anf,'3 '); 
  if CheckBox4.Checked = true then write(Anf,'4 '); 
  if CheckBox5.Checked = true then write(Anf,'5 '); 
  if CheckBox6.Checked = true then write(Anf,'6 '); 
  if CheckBox7.Checked = true then write(Anf,'7 '); 
  if CheckBox8.Checked = true then write(Anf,'8 '); 
  closefile(Anf); 
  Multi.Form3.close; 
  calc.Form2.Show; 
end; 
 
end. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
41 
 
Модуль Calc.pas 
 
unit Calc; 
interface 
uses 
  Winapi.Windows, Winapi.Messages, System.SysUtils, System.Variants, 
System.Classes, Vcl.Graphics, 
  Vcl.Controls, Vcl.Forms, Vcl.Dialogs, Vcl.StdCtrls, Vcl.Grids, math; 
type 
  TForm2 = class(TForm) 
    Button1: TButton; 
    StringGrid1: TStringGrid; 
    StringGrid2: TStringGrid; 
    StringGrid3: TStringGrid; 
    StringGrid4: TStringGrid; 
    StringGrid5: TStringGrid; 
    StringGrid6: TStringGrid; 
    StringGrid7: TStringGrid; 
    procedure Button1Click(Sender: TObject); 
  private 
    { Private declarations } 
  public 
    { Public declarations } 
  end; 
  TElem = Record 
    Elem: real; 
    Mis: integer; 
  end; 
 
  TArray = array of array of TElem; 
 
 
 { function Dublicate(CopyData: Tarray): array of array of TElem; 
 
  procedure qSort(var A: array of real; min, max: Integer);  } 
var 
  Form2: TForm2; 
       Data,Data2,data3,data4,data5,data6,data8,HD,OBSData,JK: array of array 
of TElem; 
       CorP,cov,di: array of array of extended; 
       Mean,vJK: array of extended; 
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       Bias:array of array of integer; 
 
implementation 
 
{$R *.dfm} 
{procedure qSort(var A: array of real; min, max: Integer); 
var i, j: Integer; 
supp, tmp : real; 
begin 
supp:=A[max-((max-min) div 2)]; 
i:=min; j:=max; 
while i<j do 
  begin 
    while A[i]<supp do i:=i+1; 
    while A[j]>supp do j:=j-1; 
    if i<=j then 
      begin 
        tmp:=A[i]; A[i]:=A[j]; A[j]:=tmp; 
        i:=i+1; j:=j-1; 
      end; 
  end; 
if min<j then qSort(A, min, j); 
if i<max then qSort(A, i, max); 
end; 
 
function Dublicate(CopyData: array of array of TElem): array of array of 
TElem; 
var   I,j: Integer; 
begin 
   for i := 0 to length(copydata) do begin 
     setlength(result,length(result)+1); 
     for j := 0 to length(copydata[i]) do begin 
      setlength(result[i],length(result[i])+1); 
      result[i,j].elem:= copydata[i,j].elem; 
      result[i,j].mis:= copydata[i,j].mis; 
     end; 
   end; 
 
end;   } 
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procedure TForm2.Button1Click(Sender: TObject); 
 var                                                        //!!! 
  SaveF,AnF,SS:textfile; 
  I,j,i1,j1,Obs2,Obs3,n,k, saveJ,k1,miss,intrv: Integer; 
  s,m: string; 
  
Count2,Count3,p,Sum,SSum1,SSum2,pp,l,X,Y,YY,XY,XX,mX,mY,vX,v
Y,cXY,B1,B0,rv,d,d1,d2: real; 
  A: array of real; 
  Pr,Mis: array of integer; 
  p1,p2:TELEM; 
 
begin        //ввод данных в модуль 
AssignFile(SaveF, 'SaveF.txt'); 
 Reset(SaveF); 
i:=0; 
while not eof(SaveF) do begin 
     readln(savef,s); 
     if s[1] = ' ' then break; 
     setlength(data,length(data)+1); 
     j:=0; 
     while (s<>'') or (s[1] <> ' ') do begin 
     setlength(data[i],length(data[i])+1); 
     data[i,j].elem:=strtofloat(copy(s,1,pos(' ',s)-1)); 
     if strtofloat(copy(s,1,pos(' ',s)-1)) = 0 then data[i,j].mis:=1 else 
data[i,j].mis:=0; 
     delete(s,1,pos(' ',s)); 
       if (s = '') then break else 
       if (s[1] = ' ') then break; 
      inc(j); 
 end; 
 inc(i); 
 end; 
closefile(SaveF);      //конец ввода 
 
AssignFile(AnF, 'AnF.txt'); 
Reset(AnF); 
readln(Anf,m); 
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// вектор средних 
begin 
  setlength(mean,length(data)); 
    for I := 0 to length(data)-1 do begin 
       n:=length(data[i]); 
       for j := 0 to length(data[i])-1 do begin 
          if data[i,j].mis = 0 then 
             mean[i]:=mean[i]+data[i,j].elem else 
             n:=n-1; 
       end; 
       mean[i]:=mean[i]/n; 
    end; 
 
end; 
 
////////////////// 
 
// матрица корреляции пирсона. и ковариации 
  begin 
    setlength(corp,length(data),length(data)); 
    setlength(COV,length(data),length(data)); 
    for I := 0 to length(corp)-1 do begin 
 
 
       for j := 0 to i do begin 
             SSum1:=0; 
              SSum2:=0; 
              Sum:=0; 
              n:=length(data[i]); 
             for k := 0 to length(data[j])-1 do 
                  if (data[i,k].mis = 0) and (data[j,k].mis = 0) then begin 
                     Sum:=Sum+(data[i,k].elem-mean[i])*(data[j,k].elem-mean[j]);         
//нахожд. х-Х и у-У и квадраты 
                     Ssum1:=SSum1+sqr((data[i,k].elem-mean[i])); 
                     Ssum2:=SSum2+sqr((data[j,k].elem-mean[j])); 
                  end else n:=n-1; 
                  COV[i,j]:=Sum/(n); 
                  if i<>j then COV[j,i]:=Sum/(n); 
                  Corp[i,j]:=ABS(Sum/sqrt(ssum1*ssum2)); 
                  if i<>j then Corp[j,i]:=ABS(Sum/sqrt(ssum1*ssum2)); 
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       end; 
    end; 
  end; 
  setlength(di,length(data),2);       //вычисление доверительного интервала 
    for I := 0 to length(data)-1 do begin 
        n:=length(data[i]); 
        YY:=0; 
       for j := 0 to length(data[i])-1 do begin 
         if data[i,j].mis = 0 then YY:=YY+sqr(data[i,j].elem-mean[i]) else n:=n-1; 
       end; 
       vY:=sqrt(YY/n);                                         //SD 
       di[i,0]:=mean[i]-1.96*(vY/sqrt(n)); 
       di[i,1]:=mean[i]+1.96*(vY/sqrt(n)); 
       end; 
 //////////////////////////////////////// 
 //////вывод 
 begin 
 
 StringGrid1.RowCount:=length(corp)+1; 
 StringGrid1.colCount:=length(corp)+1; 
 StringGrid2.RowCount:=length(COV)+1; 
 StringGrid2.colCount:=length(COV)+1; 
 
 if pos('7',m) > 0 then begin 
 StringGrid1.width:=(length(corp)+1)*67; 
 StringGrid1.height:=(length(corp)+1)*26; 
 StringGrid1.visible:=true; 
 StringGrid2.Top:=StringGrid1.height+50; 
 end; 
 if pos('8',m) > 0 then begin 
 StringGrid3.Top:=StringGrid1.height+50; 
 StringGrid2.width:=(length(COV)+1)*67; 
 StringGrid2.height:=(length(COV)+1)*26; 
 StringGrid2.visible:=true; 
 end; 
 
 StringGrid1.Cells[0,0]:='Cor'; 
 StringGrid2.Cells[0,0]:='Cov'; 
 
 for I := 0 to length(corp)-1 do begin 
    for j := 0 to length(corp)-1 do begin 
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        if i = 0 then begin StringGrid1.Cells[0,j+1]:='VAR'+inttostr(j); 
                            StringGrid1.Cells[j+1,0]:='VAR'+inttostr(j); 
                            StringGrid2.Cells[0,j+1]:='VAR'+inttostr(j); 
                            StringGrid2.Cells[j+1,0]:='VAR'+inttostr(j); 
                      end; 
 
        StringGrid1.Cells[i+1,j+1]:=FloatToStrF(corp[i,j],ffFixed,4,3); 
        StringGrid2.Cells[i+1,j+1]:=FloatToStrF(COV[i,j],ffgeneral,4,2); 
    end; 
 end; 
 end; 
 
 //////////////////////////////// 
 
if pos('1',m) > 0 then     //анализ хот дек 
begin 
   begin 
   for i := 0 to length(data)-1 do begin 
     setlength(Data4,length(Data4)+1); 
     for j := 0 to length(data[i])-1 do begin 
      setlength(Data4[i],length(Data4[i])+1); 
      Data4[i,j].elem:= data[i,j].elem; 
      Data4[i,j].mis:= data[i,j].mis; 
     end; 
   end; 
   end; 
 
setlength(Pr,length(data4)); 
for I := 0 to length(Pr)-1 do 
  Pr[i]:=i; 
setlength(HD,2,length(data4[1])); 
 
for I := 0 to length(data4)-1 do begin      //22 
   l:=0; 
   for j := 0 to length(data4)-1 do 
    if i<>j then 
    if corp[i,j] > l then begin l:=corp[i,j]; saveJ:=j; end;      // определили 
корреляцию 
 
   for j := 0 to length(data4[0])-1 do begin 
     HD[0,j]:=data4[i,j]; 
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     HD[1,j]:=data4[saveJ,j]; 
     if data4[i,j].Mis = 1 then begin HD[0,j].Elem:=i;  HD[0,j].mis:=j; end;         
//сохраняем реальные координаты 
 
 
   end;                                        //заполнили массив для сортировки 
    Begin 
            for i1:=0 to Length(HD[1])-1 do 
                for j1:=0 to Length(HD[1])-2-i1 do 
                    if HD[1,j1].Elem>HD[1,j1+1].Elem then 
                        begin {Обмен элементов} 
                            p1:=HD[1,j1]; 
                            p2:=HD[0,j1]; 
                            HD[1,j1]:=HD[1,j1+1]; 
                            HD[0,j1]:=HD[0,j1+1]; 
                            HD[1,j1+1]:=p1; 
                            HD[0,j1+1]:=p2; 
                        end; 
       End; 
    for j := 0 to length(data4[0])-1 do begin 
 
      if HD[0,j].Mis > 0 then 
           if j=0 then begin 
              p:=0; 
              k1:=1; 
              while p=0 do begin 
                p:=HD[0,j+k1].elem; 
                inc(k1); 
              end; 
              Data4[round(HD[0,j].elem),round(HD[0,j].Mis)].elem:=p; 
           end else if j=length(data4)-1 then  begin 
              p:=0; 
              k1:=1; 
              while p=0 do begin 
                p:=HD[0,j-k1].elem; 
                inc(k1); 
              end; 
              Data4[round(HD[0,j].elem),round(HD[0,j].Mis)].elem:=p; 
           end else begin 
              p:=0; 
              pp:=0; 
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              k1:=1; 
              k:=1; 
              while p=0 do begin 
                p:=HD[0,j+k1].elem; 
                inc(k1); 
              end; 
              while pp=0 do begin 
                pp:=HD[0,j-k].elem; 
                inc(k); 
              end; 
              
Data4[round(HD[0,j].elem),round(HD[0,j].Mis)].elem:=((p+pp)/2)*1.1; 
           end; 
    end; 
end;                                 //22 
StringGrid4.RowCount:=length(Data4)+1; 
StringGrid4.colCount:=length(Data4)+1; 
StringGrid5.Top:=StringGrid1.height+50; 
StringGrid4.width:=(length(Data4)+1)*67; 
StringGrid4.height:=(length(Data4)+1)*26; 
//StringGrid4.visible:=true; 
    for I := 0 to length(Data4)-1 do begin 
    for j := 0 to length(Data4)-1 do begin 
        if i = 0 then begin StringGrid4.Cells[0,j+1]:=inttostr(j+1); 
                            StringGrid4.Cells[j+1,0]:='VAR'+inttostr(j); 
                      end; 
        StringGrid4.Cells[i+1,j+1]:=FloatToStrF(Data4[i,j].Elem,ffFixed,4,3); 
    end; 
 end; 
end;                 //анализ хот дек конец 
 
 
if pos('6',m) > 0 then    //парная регрессия 
begin 
   begin 
   for i := 0 to length(data)-1 do begin 
     setlength(Data6,length(Data6)+1); 
     for j := 0 to length(data[i])-1 do begin 
      setlength(Data6[i],length(Data6[i])+1); 
      Data6[i,j].elem:= data[i,j].elem; 
      Data6[i,j].mis:= data[i,j].mis; 
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     end; 
   end; 
   end; 
 ///вектор 0 1 по признакам 
setlength(mis,length(data6)); 
for I := 0 to length(mis)-1 do 
    mis[i]:=0; 
 
for I := 0 to length(data6)-1 do 
   for j := 0 to length(data6[0])-1 do 
      if data6[i,j].Mis = 1 then 
         mis[i]:=1; 
//// 
 
for I := 0 to length(data6)-1 do if mis[i] = 1 then begin      //22 
   l:=0; 
   for j := 0 to length(data6)-1 do 
   if mis[j]=0 then 
    if i<>j then 
    if corp[i,j] > l then begin l:=corp[i,j]; saveJ:=j; end; 
   miss:=0; 
   {for j := 0 to length(data6[i])-1 do begin 
    Y:=Y+data6[i,j].Elem; 
    if data6[i,j].mis = 1 then inc(miss); 
   end; 
   mY:=Y/(length(data6[i])-miss); 
   for j := 0 to length(data6[i])-1 do begin 
    if data6[i,j].mis = 1 then data6[i,j].Elem:=mY; 
   end;  } 
 
  for k := 0 to 50 do begin       ///  начало итераций алгоритма 
    Y:=0; 
     X:=0; 
     YY:=0; 
    XX:=0; 
     XY:=0; 
     miss:=0; 
   for j := 0 to length(data6[i])-1 do begin      //i параметры - которые нам 
надо найти, saveJ параметры - на которые мы ориентиреумся 
     X:=X+data6[saveJ,j].Elem; 
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     XX:=XX+sqr(data6[saveJ,j].Elem); 
 
     if data6[i,j].mis = 1 then begin 
     YY:=YY+sqr(data6[i,j].Elem); 
     inc(miss) 
     end else begin 
     XY:=XY+data6[i,j].Elem*data6[saveJ,j].Elem; 
     Y:=Y+data6[i,j].Elem; 
     YY:=YY+sqr(data6[i,j].Elem); 
     end; 
 
 
 
   end; 
     mY:=Y/(length(data6[i])-miss);                      //m - среднее v - дисперсия  
c - ковариация 
     mX:=X/length(data6[i]); 
     vY:=(YY-(sqr(Y)/length(data6[i])-miss))/(length(data6[i])-miss); 
     vX:=(XX-(sqr(X)/length(data6[i])))/length(data6[i]); 
     if k = 0 then begin // k = шаг 
       cXY:=0; 
       for j1 := 0 to length(data6[1]) do 
          if data6[i,j1].Mis = 1 then 
             data6[i,j1].Elem := mY; 
     end else cXY:=(XY-(X*Y)/length(data6[i]))/length(data6[i]); 
     D:= length(data6[i])*XX - X*X;             //метод крамера 
     D1:= Y*XX - X*XY; 
     D2:=length(data6[i])*XY - Y*X; 
     B0:=D1/D; 
     B1:=D2/D; 
     rv:=vY-(sqr(B1))*vX; 
     intrv:=round(rv); 
       for j1 := 0 to length(data6[1]) do 
          if data6[i,j1].Mis = 1 then begin 
             randomize; 
             data6[i,j1].Elem := (B0+B1*data6[saveJ,j1].Elem+(RandomRange(-
intrv, intrv) / 100))*1.1; 
          end; 
 
      miss:=0; 
     end; //конец итераций 
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end; 
end;                //парная регрессия END 
 
if pos('5',m) > 0 then    //EM alg 
begin 
   begin 
   for i := 0 to length(data)-1 do begin 
     setlength(Data5,length(Data5)+1); 
     for j := 0 to length(data[i])-1 do begin 
      setlength(Data5[i],length(Data5[i])+1); 
      Data5[i,j].elem:= data[i,j].elem; 
      Data5[i,j].mis:= data[i,j].mis; 
     end; 
   end; 
   end; 
 
///вектор 0 1 по признакам 
setlength(mis,length(data5)); 
for I := 0 to length(mis)-1 do 
    mis[i]:=0; 
 
for I := 0 to length(data5)-1 do 
   for j := 0 to length(data5[0])-1 do 
      if data5[i,j].Mis = 1 then 
         mis[i]:=1; 
//// 
/// 
 
for I := 0 to length(data5)-1 do if mis[i] = 1 then begin      //22 
   l:=0; 
   for j := 0 to length(data5)-1 do 
   if mis[j]=0 then 
    if i<>j then 
    if corp[i,j] > l then begin l:=corp[i,j]; saveJ:=j; end;       //выбрали 
кореляцию из полных 
   //end; 
   if l = 0 then 
   for j := 0 to length(data5)-1 do 
    if i<>j then 
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    if corp[i,j] > l then begin l:=corp[i,j]; saveJ:=j; end;        //выбрали 
кореляцию из не полных 
 
 
    rv:=0; 
   for k := 0 to 50 do begin       ///  начало итераций алгоритма 
    Y:=0; 
     X:=0; 
     YY:=0; 
    XX:=0; 
     XY:=0; 
     miss:=0; 
   for j := 0 to length(data5[i])-1 do begin      //i параметры - которые нам 
надо найти, saveJ параметры - на которые мы ориентиреумся 
     X:=X+data5[saveJ,j].Elem; 
 
     XX:=XX+sqr(data5[saveJ,j].Elem); 
 
     if data5[i,j].mis = 1 then begin 
     YY:=YY+sqr(data5[i,j].Elem)+rv; 
     inc(miss) 
     end else begin 
     XY:=XY+data5[i,j].Elem*data5[saveJ,j].Elem; 
     Y:=Y+data5[i,j].Elem; 
     YY:=YY+sqr(data5[i,j].Elem); 
     end; 
 
   end; 
     mY:=Y/(length(data5[i])-miss);                      //m - среднее v - дисперсия  
c - ковариация 
     mX:=X/length(data5[i]); 
     vY:=(YY-(sqr(Y)/length(data5[i])-miss))/(length(data5[i])-miss); 
     vX:=(XX-(sqr(X)/length(data5[i])))/length(data5[i]); 
     if k = 0 then begin // k = шаг 
       cXY:=0; 
       for j1 := 0 to length(data5[1]) do 
          if data5[i,j1].Mis = 1 then 
             data5[i,j1].Elem := mY; 
     end else cXY:=(XY-(X*Y)/length(data5[i]))/length(data5[i]); 
     B1:=cXY/vX; 
     B0:=mY-B1*mX; 
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     rv:=vY-(sqr(B1))*vX; 
       for j1 := 0 to length(data5[1]) do 
          if data5[i,j1].Mis = 1 then 
             data5[i,j1].Elem := (B0+B1*data5[saveJ,j1].Elem)*1.1; 
 
      miss:=0; 
     end; //конец итераций 
 
end; 
StringGrid5.RowCount:=length(Data5)+1; 
StringGrid5.colCount:=length(Data5)+1; 
StringGrid6.Top:=StringGrid1.height+50; 
StringGrid5.width:=(length(Data5)+1)*67; 
StringGrid5.height:=(length(Data5)+1)*26; 
//StringGrid5.visible:=true; 
    for I := 0 to length(Data5)-1 do begin 
    for j := 0 to length(Data5)-1 do begin 
        if i = 0 then begin StringGrid5.Cells[0,j+1]:=inttostr(j+1) ; 
                            StringGrid5.Cells[j+1,0]:='VAR'+inttostr(j); 
                      end; 
        StringGrid5.Cells[i+1,j+1]:=FloatToStrF(Data5[i,j].Elem,ffFixed,4,3); 
    end; 
 end; 
 
 
end;                            //EM ALGORITM END 
 
 
if pos('4',m) > 0 then    //Стохастическая регрессия 
begin 
   begin 
   for i := 0 to length(data)-1 do begin 
     setlength(Data8,length(Data8)+1); 
     for j := 0 to length(data[i])-1 do begin 
      setlength(Data8[i],length(Data8[i])+1); 
      Data8[i,j].elem:= data[i,j].elem; 
      Data8[i,j].mis:= data[i,j].mis; 
     end; 
   end; 
   end; 
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for I := 0 to length(data8)-1 do if mis[i] = 1 then begin      //22 
   l:=0; 
   for j := 0 to length(data8)-1 do 
   if mis[j]=0 then 
    if i<>j then 
    if corp[i,j] > l then begin l:=corp[i,j]; saveJ:=j; end;       //выбрали 
кореляцию из полных 
   //end; 
   if l = 0 then 
   for j := 0 to length(data8)-1 do 
    if i<>j then 
    if corp[i,j] > l then begin l:=corp[i,j]; saveJ:=j; end;        //выбрали 
кореляцию из не полных 
 
 
    rv:=0; 
   for k := 0 to 50 do begin       ///  начало итераций алгоритма 
    Y:=0; 
     X:=0; 
     YY:=0; 
    XX:=0; 
     XY:=0; 
     miss:=0; 
   for j := 0 to length(data8[i])-1 do begin      //i параметры - которые нам 
надо найти, saveJ параметры - на которые мы ориентиреумся 
     X:=X+data8[saveJ,j].Elem; 
     XX:=XX+sqr(data8[saveJ,j].Elem); 
     if data8[i,j].mis = 1 then begin 
     YY:=YY+sqr(data8[i,j].Elem); 
     inc(miss) 
     end else begin 
     XY:=XY+data8[i,j].Elem*data8[saveJ,j].Elem; 
     Y:=Y+data8[i,j].Elem; 
     YY:=YY+sqr(data8[i,j].Elem); 
     end; 
 
   end; 
     mY:=Y/(length(data8[i])-miss);                      //m - среднее v - дисперсия  
c - ковариация 
     mX:=X/length(data8[i]); 
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     vY:=(YY-(sqr(Y)/length(data8[i])-miss))/(length(data8[i])-miss); 
     vX:=(XX-(sqr(X)/length(data8[i])))/length(data8[i]); 
     if k = 0 then begin // k = шаг 
       cXY:=0; 
       for j1 := 0 to length(data5[1]) do 
          if data8[i,j1].Mis = 1 then 
             data8[i,j1].Elem := mY; 
     end else cXY:=(XY-(X*Y)/length(data8[i]))/length(data8[i]); 
     B1:=cXY/vX; 
     B0:=mY-B1*mX; 
     rv:=vY-(sqr(B1))*vX; 
     intrv:=round(rv); 
       for j1 := 0 to length(data8[1]) do 
          if data8[i,j1].Mis = 1 then begin 
             randomize; 
             data8[i,j1].Elem := (B0+B1*data8[saveJ,j1].Elem+(RandomRange(-
intrv, intrv) / 100))*1.1; 
          end; 
 
      miss:=0; 
     end; //конец итераций 
end; 
{StringGrid5.RowCount:=length(Data8)+1; 
StringGrid5.colCount:=length(Data8)+1; 
StringGrid6.Top:=StringGrid1.height+50; 
StringGrid5.width:=(length(Data5)+1)*67; 
StringGrid5.height:=(length(Data5)+1)*26; 
//StringGrid5.visible:=true; 
    for I := 0 to length(Data5)-1 do begin 
    for j := 0 to length(Data5)-1 do begin 
        if i = 0 then begin StringGrid5.Cells[0,j+1]:=inttostr(j+1) ; 
                            StringGrid5.Cells[j+1,0]:='VAR'+inttostr(j); 
                      end; 
        StringGrid5.Cells[i+1,j+1]:=FloatToStrF(Data5[i,j].Elem,ffFixed,4,3); 
    end; 
 end;   } 
end;                            //Стохастическая регрессия конец 
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if pos('2',m) > 0 then   //анализ ср арифм 
begin 
  begin 
   for i := 0 to length(data)-1 do begin 
     setlength(Data2,length(Data2)+1); 
     for j := 0 to length(data[i])-1 do begin 
      setlength(Data2[i],length(Data2[i])+1); 
      Data2[i,j].elem:= data[i,j].elem; 
      Data2[i,j].mis:= data[i,j].mis; 
     end; 
   end; 
end; 
 
  for I := 0 to length(data2)-1 do begin 
  Obs2:=0; 
  Count2:=0; 
     for j := 0 to length(data2[i])-1 do 
        if Data2[i,j].mis = 0 then  begin 
           Obs2:=Obs2+1; 
           Count2:=Data2[i,j].elem + Count2; 
        end; 
        Count2:= (1 / Obs2)*count2;      //X~ 
     for j := 0 to length(data2[i])-1 do 
        if Data2[i,j].mis = 1 then Data2[i,j].elem := abs(Count2*1.1);                
//включение 
StringGrid6.RowCount:=length(Data2)+1; 
StringGrid6.colCount:=length(Data2)+1; 
//StringGrid3.Top:=StringGrid1.height+50; 
StringGrid6.width:=(length(Data2)+1)*67; 
StringGrid6.height:=(length(Data2)+1)*26; 
//StringGrid6.visible:=true; 
    for I1 := 0 to length(Data2)-1 do begin 
    for j1 := 0 to length(Data2)-1 do begin 
        if i1 = 0 then begin StringGrid6.Cells[0,j1+1]:=inttostr(j1+1) ; 
                            StringGrid6.Cells[j1+1,0]:='VAR'+inttostr(j1); 
                      end; 
        
StringGrid6.Cells[i1+1,j1+1]:=FloatToStrF(Data2[i1,j1].Elem,ffFixed,4,3); 
    end; 
 end; 
 end; 
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if pos('3',m) > 0 then     //анализ медианой 
begin 
begin 
   for i := 0 to length(data)-1 do begin 
     setlength(Data3,length(Data3)+1); 
     for j := 0 to length(data[i])-1 do begin 
      setlength(Data3[i],length(Data3[i])+1); 
      Data3[i,j].elem:= data[i,j].elem; 
      Data3[i,j].mis:= data[i,j].mis; 
     end; 
   end; 
 
    for I := 0 to length(data3)-1 do begin 
    Obs3:=0; 
    Count3:=0; 
       if Data3[i,j].mis = 0 then  begin 
          Obs2:=Obs2+1; 
           for j := 0 to length(data[i])-1 do begin 
           if i = 0 then Setlength(A,Length(A)+1); 
          A[j]:=Data3[i,j].elem; 
    end; 
       Begin 
            for i1:=0 to Length(A)-1 do 
                for j1:=0 to Length(A)-2-i1 do 
                    if A[j1]>A[j1+1] then 
                        begin {Обмен элементов} 
                            p:=A[j1]; 
                            A[j1]:=A[j1+1]; 
                            A[j1+1]:=P; 
                        end; 
       End; 
       if (length(A) mod 2) = 0 then 
       Count3:=A[(length(A)) div 2] 
       else Count3:=(A[(length(A)-1) div 2]+A[((length(A)-1) div 2)+1])/2; 
    for j := 0 to length(data3[i])-1 do 
        if Data3[i,j].mis = 1 then Data3[i,j].elem := Count3; 
    end; 
    end; 
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end; 
end; 
end; 
Y:=0; 
YY:=0; 
vY:=0;               //тут W 
for I := 0 to length(data)-1 do begin       //MI 
     for j := 0 to length(data[i])-1 do begin 
        if Data[i,j].mis = 1 then 
            
Data[i,j].Elem:=abs((Data2[i,j].Elem+Data3[i,j].Elem+Data4[i,j].Elem+Dat
a5[i,j].Elem+Data8[i,j].Elem+Data6[i,j].Elem)/6); 
        end; 
     for j := 0 to length(data[i])-1 do begin 
        Y:=Data[i,j].Elem+Y; 
        YY:=sqr(Data[i,j].Elem)+YY; 
        end; 
        mY:=Y/length(data[i]); 
     end;             //MI END 
 
 
   for i := 0 to length(data)-1 do begin 
     setlength(JK,length(JK)+1); 
     for j := 0 to length(data[i])-1 do begin 
      setlength(JK[i],length(JK[i])+1); 
      JK[i,j].elem:= data[i,j].elem; 
      JK[i,j].mis:= data[i,j].mis; 
     end; 
   end; 
setlength(vJK,6); 
 
for I := 0 to length(data)-1 do begin       //JK 
 
     for j := 0 to length(data[i])-1 do begin 
          k:=6; 
        if Data[i,j].mis = 1 then 
          for i1 := 0 to 4 do 
           if JK[i,j].elem < di[i,0] then begin 
              vJK[0]:=Data2[i,j].Elem; 
              vJK[1]:=Data3[i,j].Elem; 
              vJK[2]:=Data4[i,j].Elem; 
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              vJK[3]:=Data5[i,j].Elem; 
              vJK[4]:=Data6[i,j].Elem; 
              vJK[5]:=Data8[i,j].Elem; 
              JK[i,j].elem:=(JK[i,j].elem*k-MInValue(vJK))/(k-1); 
              k:=k-1; 
           end else 
           if JK[i,j].elem > di[i,1] then begin 
              vJK[0]:=Data2[i,j].Elem; 
              vJK[1]:=Data3[i,j].Elem; 
              vJK[2]:=Data4[i,j].Elem; 
              vJK[3]:=Data5[i,j].Elem; 
              vJK[4]:=Data6[i,j].Elem; 
              vJK[5]:=Data8[i,j].Elem; 
              JK[i,j].elem:=(JK[i,j].elem*k-maxValue(vJK))/(k-1); 
              k:=k-1; 
           end else k:=6; 
 
     end; 
end; 
 
 
StringGrid7.Cells[0,0]:='JK'; 
StringGrid7.RowCount:=length(Data[1])+1; 
StringGrid7.colCount:=length(Data)+1; 
StringGrid7.Top:=StringGrid2.height+600; 
StringGrid7.width:=(length(Data)+1)*67; 
StringGrid7.height:=(length(Data)+1)*26; 
StringGrid7.visible:=true; 
    for I1 := 0 to length(Data)-1 do begin 
    for j1 := 0 to length(Data[1])-1 do begin 
        if i1 = 0 then begin StringGrid7.Cells[0,j1+1]:=inttostr(j1+1) ; 
                            StringGrid7.Cells[j1+1,0]:='VAR'+inttostr(j1); 
                      end; 
        StringGrid7.Cells[i1+1,j1+1]:=FloatToStrF(JK[i1,j1].Elem,ffFixed,4,3); 
 
   end; 
 end; 
 
AssignFile(SS, 'SaveFF.txt');      //вывод включений 
 rewrite(SS); 
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 for I := 0 to length(data)-1 do begin 
     for j := 0 to length(data[i])-1 do 
        if Data[i,j].mis = 1 then  begin 
          writeln(SS, 
Data2[i,j].Elem:5:3,#9,Data3[i,j].Elem:5:3,#9,Data4[i,j].Elem:5:3,#9,Data5
[i,j].Elem:5:3,#9,Data6[i,j].Elem:5:3,#9,Data8[i,j].Elem:5:3,#9,Data[i,j].El
em:5:3,#9,JK[i,j].Elem:5:3); 
 
        end; 
        end; 
closefile(SS); 
 
AssignFile(SS, 'ObsData.txt');     // полные данные(при наличии) 
 Reset(SS); 
i:=0; 
while not eof(SS) do begin 
     readln(SS,s); 
     if s[1] = ' ' then break; 
     setlength(obsdata,length(obsdata)+1); 
     j:=0; 
     while (s<>'') or (s[1] <> ' ') do begin 
     setlength(obsdata[i],length(obsdata[i])+1); 
     obsdata[i,j].elem:=strtofloat(copy(s,1,pos(' ',s)-1)); 
     if strtofloat(copy(s,1,pos(' ',s)-1)) = 0 then obsdata[i,j].mis:=1 else 
obsdata[i,j].mis:=0; 
     delete(s,1,pos(' ',s)); 
       if (s = '') then break else 
       if (s[1] = ' ') then break; 
      inc(j); 
 end; 
 inc(i); 
 end; 
closefile(SS);      //конец ввода 
setlength(bias,8,4); 
 
for I := 0 to length(data)-1 do begin       //bias 
     for j := 0 to length(data[i])-1 do 
        if data[i,j].Mis=1 then begin 
          if abs(((data2[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then 
inc(bias[0,0]) else if abs(((data2[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 
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50 then inc(bias[0,1]) else if abs(((data2[i,j].Elem*100)/obsdata[i,j].Elem)-
100) < 100 then inc(bias[0,2]) else inc(bias[0,3]); 
          if abs(((data3[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then 
inc(bias[1,0]) else if abs(((data3[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 
50 then inc(bias[1,1]) else if abs(((data3[i,j].Elem*100)/obsdata[i,j].Elem)-
100) < 100 then inc(bias[1,2]) else inc(bias[1,3]); 
          if abs(((data4[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then 
inc(bias[2,0]) else if abs(((data4[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 
50 then inc(bias[2,1]) else if abs(((data4[i,j].Elem*100)/obsdata[i,j].Elem)-
100) < 100 then inc(bias[2,2]) else inc(bias[2,3]); 
          if abs(((data5[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then 
inc(bias[3,0]) else if abs(((data5[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 
50 then inc(bias[3,1]) else if abs(((data5[i,j].Elem*100)/obsdata[i,j].Elem)-
100) < 100 then inc(bias[3,2]) else inc(bias[3,3]); 
          if abs(((data6[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then 
inc(bias[4,0]) else if abs(((data6[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 
50 then inc(bias[4,1]) else if abs(((data6[i,j].Elem*100)/obsdata[i,j].Elem)-
100) < 100 then inc(bias[4,2]) else inc(bias[3,3]); 
          if abs(((data8[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then 
inc(bias[5,0]) else if abs(((data8[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 
50 then inc(bias[5,1]) else if abs(((data8[i,j].Elem*100)/obsdata[i,j].Elem)-
100) < 500 then inc(bias[5,2]) else inc(bias[4,3]); 
          if abs(((data[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then 
inc(bias[6,0]) else if abs(((data[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 50 
then inc(bias[6,1]) else if abs(((data[i,j].Elem*100)/obsdata[i,j].Elem)-100) 
< 100 then inc(bias[6,2]) else inc(bias[5,3]); 
          if abs(((jk[i,j].Elem*100)/obsdata[i,j].Elem)-100) <20 then inc(bias[7,0]) 
else if abs(((jk[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 50 then 
inc(bias[7,1]) else if abs(((jk[i,j].Elem*100)/obsdata[i,j].Elem)-100) < 100 
then inc(bias[7,2]) else inc(bias[5,3]); 
        end; 
end; 
AssignFile(SS, 'SaveFFF.txt'); 
 rewrite(SS); 
 for I := 0 to length(bias)-1 do begin       //MI 
          writeln(SS, bias[i,0],#9,bias[i,1],#9,bias[i,2],#9,bias[i,3]); 
        end; 
closefile(SS); 
end; 
end. 
