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BOHR SETS AND MULTIPLICATIVE DIOPHANTINE
APPROXIMATION
SAM CHOW
Abstract. In two dimensions, Gallagher’s theorem is a strengthening of
the Littlewood conjecture that holds for almost all pairs of real numbers.
We prove an inhomogeneous fibre version of Gallagher’s theorem, sharp-
ening and making unconditional a result recently obtained conditionally
by Beresnevich, Haynes and Velani. The idea is to find large generalised
arithmetic progressions within inhomogeneous Bohr sets, extending a con-
struction given by Tao. This precise structure enables us to verify the
hypotheses of the Duffin–Schaeffer theorem for the problem at hand, via
the geometry of numbers.
1. Introduction
1.1. Results. A famous conjecture by Littlewood [4, §4.4] asserts that if
α, β ∈ R then
lim inf
n→∞
n‖nα‖ · ‖nβ‖ = 0.
However, Gallagher’s theorem [9] implies that for almost all pairs (α, β) ∈ R2
the stronger statement
lim inf
n→∞
n(log n)2‖nα‖ · ‖nβ‖ = 0 (1.1)
is valid. Beresnevich, Haynes and Velani [3, Theorem 2.1 and Remark 2.4]
recently showed that for any α ∈ R the statement (1.1) holds for almost all
β ∈ R. On inhomogeneous fibres, they were able to establish the following
conditional outcome [3, Theorem 2.4].
Theorem 1.1 (Beresnevich–Haynes–Velani). Let α, γ ∈ R, and assume that
α is irrational and not Liouville. Further, assume the Duffin–Schaeffer con-
jecture (Conjecture 1.9). Then for almost all β ∈ R we have
lim inf
n→∞
n(log n)2‖nα− γ‖ · ‖nβ‖ = 0. (1.2)
Here we recall that an irrational real number α is Liouville if
lim inf
n→∞
nw‖nα‖ = 0
for all w > 0. We prove the result unconditionally.
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Theorem 1.2. Let α, γ ∈ R, and assume that α is irrational and not Liouville.
Then for almost all β ∈ R we have (1.2).
The assumption that α is not Liouville is mild. Indeed, it follows from the
Jarn´ık–Besicovitch theorem [4, Theorem 3.2] that the set of Liouville numbers
has Hausdorff dimension zero. That said, we believe the Liouville case to
be more demanding, owing to the erratic behaviour of certain sums; see [3,
Theorem 1.8] and its proof. We expect the Liouville case to require a somewhat
different method, and hope to address it in future work.
Note that the case γ = 0 of Theorem 1.2 follows without any assumption on
α ∈ R, for if α is rational or Liouville then we plainly have the stronger result
lim inf
n→∞
n2‖nα‖ = 0.
We shall in fact prove the following strengthening of Theorem 1.2.
Theorem 1.3. Let α, γ ∈ R, and assume that α is irrational and not Liouville.
Let ψ : N→ R>0 be a decreasing function such that
∞∑
n=1
ψ(n) log n =∞. (1.3)
Then for almost all β ∈ R there exist infinitely many n ∈ N such that
‖nα− γ‖ · ‖nβ‖ < ψ(n).
We know at least in some cases that the assumption (1.3) is necessary, as
demonstrated in [3, Corollary 2.1] given below. Here we recall that α ∈ R is
badly approximable if
lim inf
n→∞
n‖nα‖ > 0.
Theorem 1.4 (Beresnevich–Haynes–Velani). Let α be a badly approximable
number, let δ ∈ R, and let ψ : N→ R>0 be a decreasing function such that
∞∑
n=1
ψ(n) log n <∞.
Then for almost all β ∈ R the inequality
‖nα‖ · ‖nβ − δ‖ < ψ(n)
holds for only finitely many n ∈ N.
In particular, if we set γ = 0 in Theorem 1.3 and δ = 0 in Theorem 1.4, we
obtain the following dichotomy.
Corollary 1.5. Let α be a badly approximable number, and let ψ : N → R>0
be a decreasing function. Then the measure of the set
{β ∈ [0, 1] : ‖nα‖ · ‖nβ‖ < ψ(n) for infinitely many n ∈ N}
is {
0, if
∑∞
n=1 ψ(n) log n <∞
1, if
∑∞
n=1 ψ(n) log n =∞.
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Some readers may wonder about the corresponding Hausdorff theory. This
appears to be less interesting: as discussed in [5, §1], genuine ‘fractal’ Hausdorff
measures are insensitive to the multiplicative nature of such problems.
If we knew an inhomogeneous version of the Duffin–Schaeffer theorem, then
the following assertion would follow from our method.
Conjecture 1.6. Let α, γ, δ ∈ R, and assume that α is irrational and not
Liouville. Let ψ : N→ R>0 be a decreasing function satisfying (1.3). Then for
almost all β ∈ R there exist infinitely many n ∈ N such that
‖nα− γ‖ · ‖nβ − δ‖ < ψ(n).
It would follow, for instance, if we knew the following.
Conjecture 1.7 (Inhomogeneous Duffin–Schaeffer theorem). Let δ ∈ R and
Φ : N→ R>0. Assume
∞∑
n=1
ϕ(n)
n
Φ(n) =∞ (1.4)
and
lim sup
N→∞
(∑
n6N
ϕ(n)
n
Φ(n)
)(∑
n6N
Φ(n)
)−1
> 0. (1.5)
Then for almost all β ∈ R there exist infinitely many n ∈ N such that
‖nβ − δ‖ < Φ(n).
Here ϕ is the Euler totient function. The statement above should be com-
pared to Theorem 1.10. There is little consensus over what the ‘right’ state-
ment of the inhomogeneous Duffin–Schaeffer theorem should be, but there is
some relevant discussion in [15]. In the inhomogeneous setting, we do not at
present even have an analogue of Gallagher’s zero-one law [8]. Our statement
is partly motivated by a random model being developed by Ramı´rez [14]; such
a framework could potentially transfer to the inhomogeneous setting.
1.2. The method. Consider the auxiliary approximating function Φ = Φγα
given by
Φ(n) =
ψ(n)
‖nα− γ‖ . (1.6)
The conclusion of Theorem 1.3 is equivalent to the assertion that for almost
all β ∈ R there exist infinitely many n ∈ N such that
‖nβ‖ < Φ(n).
If Φ were monotonic, then Khintchine’s theorem [4, Theorem 2.3] would be a
natural approach.
Theorem 1.8 (Khintchine’s theorem). Let Φ : N → R>0 be a monotonic
function. Then the measure of the set
{β ∈ [0, 1] : ‖nβ‖ < Φ(n) for infinitely many n ∈ N}
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is {
0, if
∑∞
n=1 Φ(n) <∞
1, if
∑∞
n=1 Φ(n) =∞.
For any n ∈ N the function β 7→ ‖nβ‖ is periodic modulo 1, so Khintchine’s
theorem implies that if Φ is monotonic and
∑∞
n=1 Φ(n) = ∞ then for almost
all β ∈ R the inequality ‖nβ‖ < Φ(n) holds for infinitely many n ∈ N. The
specific function Φ defined in (1.6) is very much not monotonic, so our task
is much more demanding. Beresnevich–Haynes–Velani took a Duffin–Schaeffer
conjecture [7, p. 255] approach to establish Theorem 1.1.
Conjecture 1.9 (Duffin–Schaeffer conjecture). Let Φ : N→ R>0 satisfy (1.4).
Then for almost all β ∈ R the inequality
|nβ − r| < Φ(n)
holds for infinitely many coprime pairs (n, r) ∈ N× Z.
We note for comparison to Khintchine’s theorem that if Φ is monotonic then
the condition (1.4) is equivalent to
∑∞
n=1 Φ(n) = ∞. Beresnevich–Haynes–
Velani obtained their conditional result by confirming the hypothesis (1.4) for
the specific function (1.6).
The Duffin–Schaeffer conjecture has stimulated research in diophantine ap-
proximation for decades, and is still open. There has been some progress,
including the Erdo˝s–Vaaler theorem [10, Theorem 2.6], as well as [11, 2] and
[1]. For us, the most relevant partial result is the Duffin–Schaeffer theorem
[10, Theorem 2.5].
Theorem 1.10 (Duffin–Schaeffer theorem). Conjecture 1.9 holds under the
additional hypothesis (1.5).
If Φ were monotonic or supported on primes then the hypothesis (1.5) would
pose no difficulties [10, p. 27], but in general this hypothesis is quite unwieldy.
There have been very few genuinely different examples in which the Duffin–
Schaeffer theorem has been applied so, a priori, our strategy may come across
as being particularly ambitious. One other example of an application of the
Duffin–Schaeffer theorem is [3, Theorem 2.3], which we shall mention again in
due course.
We tame our auxiliary approximating function Φ by restricting its support to
the complement of a ‘poorly-behaved’ set B, giving rise to a modified auxiliary
approximating function Ψ = Ψγα; see §§4 and 5. By partial summation, we are
led to study the sums∑
n6N
n/∈B
1
‖nα− γ‖ ,
∑
n6N
n/∈B
ϕ(n)
n‖nα− γ‖ .
Specifically, we require sharp upper bounds for the first sum and sharp lower
bounds for the second. The former result follows rather quickly from the work
of Beresnevich, Haynes and Velani. For the latter, we ultimately require sharp
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lower bounds for the average of the Euler totient function ϕ over inhomoge-
neous Bohr sets
Nγ(α, ρ) = {n ∈ N : n 6 N, ‖nα− γ‖ 6 ρ}.
The point is that one needs to understand the structure of these Bohr sets.
Beresnevich, Haynes and Velani investigated this structure using the so-called
Ostrowski expansion [3, §3]; in the real setting, this is referred to as the t-
expansion in [16, Chapter II, §6], and something similar appeared in Daven-
port’s work from the late 1940s [6]. The Beresnevich–Haynes–Velani analysis
resulted in a ‘gaps lemma’ [3, Lemma 5.1]. Thus, admittedly, those authors
had already provided fairly precise information concerning the structure of
Nγ(α, ρ). Nonetheless, it is not at all clear whether this knowledge suffices for
a rigorous averaging of the totient function over a Bohr set.
As it were, Bohr sets have been studied in other areas of mathematics, and
have been particularly useful in additive combinatorics [20, §4.4]. In a blog
post [19], Tao explains a correspondence between Bohr sets and generalised
arithmetic progressions, and even uses it to provide a possible strategy for
proving the Littlewood conjecture. The idea is that there should be generalised
arithmetic progressions P and P ′, of comparable size, for which
P ⊆ Nγ(α, ρ) ⊆ P ′.
For us, it is the first inclusion that is important, since it is lower bounds
for averages of ϕ that we seek. For some b, A1, A2, N1, N2 ∈ N, we will have a
two-dimensional arithmetic progression
P = {b+ A1n1 + A2n2 : 1 6 n1 6 N1, 1 6 n2 6 N2}.
Tao’s construction is for the homogeneous case γ = 0, and we succeed in
extending it to the inhomogeneous case in certain ranges, using the assumption
that α is not Liouville. The idea is to separate the task into homogeneous
and inhomogeneous parts, handling the inhomogeneous part using the three
distance theorem [12].
At this stage it should be fairly intuitive that we have enough structure to
prove that the totient function averages well: we need to show that ϕ(n)/n 1
on average over a generalised arithmetic progression. We use the AM–GM in-
equality [18, Ch. 2] to go from considering an arithmetic mean to considering
a geometric mean. This enables us to exploit the fact that ϕ(n)/n is a multi-
plicative arithmetic function, and to thus separate the contribution from each
prime. We are thereby able to reduce the problem to counting lattice points,
and to finish the proof.
We briefly address an important technical finesse. The sum
RN(α, γ) :=
∑
n6N
1
‖nα− γ‖
was investigated in [3]. A recurring theme in that analysis was that a small
number of terms, perhaps a single term, could greatly affect the sum. By
taming our auxiliary approximating function, as described above, we are able
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to obtain much better control over the relevant sums. Indeed, in [3] we see that
RN(α, γ) can behave erratically. Consequently, those authors are only able to
solve the problem unconditionally for almost all α, see [3, Theorem 2.3].
We end this discussion with a challenge related to the previous paragraph.
In the course of our proof, we establish the Duffin–Schaeffer conjecture for a
class of functions, namely those modified auxiliary approximating functions of
the shape Ψ = Ψγα, where α is irrational and not Liouville. The task of proving
the Duffin–Schaeffer conjecture for Φ = Φγα, however, remains largely open.
1.3. Organisation. In §2, we provide a large two-dimensional arithmetic pro-
gression within Nγ(α, ρ). For homogeneous Bohr sets, the construction was
given on Tao’s blog [19]. We provide a much simplified account in a significant
range in the non-Liouville case, and also extend to the inhomogeneous setting.
Then, in §3, we use the generalised arithmetic progression structure together
with the geometry of numbers, to show that ϕ(n)/n  1 on average over
the Bohr set. Our estimate enables us to study the pertinent sums involving
‖nα− γ‖−1 in §4, and to then confirm the hypotheses of the Duffin–Schaeffer
theorem in §5, thereby establishing Theorem 1.3.
1.4. Notation. We use Vinogradov and Bachmann–Landau notation: for func-
tions f and positive-valued functions g, we write f  g or f = O(g) if there
exists a constant C such that |f(x)| 6 Cg(x) for all x. Further, we write f  g
if f  g  f . The implicit constants are permitted to depend on α. If S is
a set, we denote the cardinality of S by |S| or #S. The symbol p is reserved
for primes. The pronumeral N denotes a positive integer, sufficiently large in
terms of constants such as α. When x ∈ R, we write ‖x‖ for the distance from
x to the nearest integer.
1.5. Acknowledgments. The author was supported by EPSRC Programme
Grant EP/J018260/1. The author was supported by the National Science
Foundation under Grant No. DMS-1440140 while in residence at the Mathe-
matical Sciences Research Institute in Berkeley, California, during the Spring
2017 semester. Thanks to Victor Beresnevich, Andrew Pollington, Carl Pomer-
ance, Terence Tao and Sanju Velani for valuable suggestions. Finally, thanks
to the referees for their feedback, which has been gladly incorporated.
2. Bohr sets and generalised arithmetic progressions
In this section, we study the inhomogeneous one-dimensional Bohr sets
Nγ(α, ρ), showing that they contain large two-dimensional arithmetic pro-
gressions. The reader may consult [19] for a more general discussion of the
homogeneous case, or [20, §4.4] for a similar theory that is more classical. Our
definitions will differ slightly from the usual ones, even upon specialisation to
the homogeneous scenario.
We fix α, γ ∈ R as given from the outset, with α irrational and not Liouville.
For b, A1, A2, N1, N2 ∈ N, define
P (b;A1, A2;N1, N2) = {b+ A1n1 + A2n2 : 1 6 n1 6 N1, 1 6 n2 6 N2} ⊆ N;
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this is a variant of a two-dimensional generalised arithmetic progression. One
can read [13, Ch. 8] or [20] to learn more about generalised arithmetic pro-
gressions.
Recall that the diophantine exponent of α is
µ(α) := sup{w > 0 : ‖nα‖ < n−w for infinitely many n ∈ N}.
Let λ = 1 + µ(α); our assumptions imply that
2 6 λ <∞.
Throughout, put
ε =
1
10λ
. (2.1)
Lemma 2.1. Let N−2ε 6 ρ 6 N−ε. Then there exist b, A1, A2, N1, N2 ∈ N
with
(A1, A2) = 1, N1N2  ρN, A2 > N1, min(N1, N2) > N ε
such that N/20 6 b 6 N/2 and
P (b;A1, A2;N1, N2) ⊆ Nγ(α, ρ).
Proof. Our construction relies heavily on the theory of continued fractions [16].
We begin by choosing b0 ∈ N such that
‖b0α− γ‖ 6 ρ/10, b0 6 N/10, (2.2)
as we now explain. We shall apply the three distance theorem, in the precise
form given in [12], to
M := bN/10c.
This concerns the distances di+1 − di, where
{d1, . . . , dM} = {nα− bnαc : 1 6 n 6M}
and
0 = d0 < d1 < . . . < dM < dM+1 = 1.
For some i ∈ {0, 1, . . . ,M}, the fractional part of γ lies in the subinterval
[di, di+1]. Moreover, there exists b0 ∈ {1, 2, . . . ,M} for which the fractional
part of b0α is either di or di+1. Now
‖b0α− γ‖ 6 di+1 − di 6 dα(M) := max
06i6M
(di+1 − di).
The three distance theorem tells us that the distances di+1 − di take on at
most three distinct values, and also specifies what the three possible distances
are. Let q1, q2, . . . be the successive denominators of the continued fraction
expansion of α, and let a0, a1, a2, . . . be the partial quotients. By [12, Theorem
1], there is a unique representation
M = rqk + qk−1 + s,
where k ∈ Z>0, 1 6 r 6 ak+1 and 0 6 s < qk. Moreover, [12, Corollary 1]
implies the upper bound
dα(M) ak+1‖qkα‖  ak+1
qk+1
 1
qk
.
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By [3, Lemma 1.1], we have
q`+1  qλ` (` ∈ N), (2.3)
and so
‖b0α− γ‖ 6 dα(M) q−1/λk+1 M−1/λ  N−3ε.
Hence ‖b0α− γ‖ 6 ρ/10, and we have verified (2.2).
Next we tackle the homogeneous part, similarly to Tao [19]. Let t ∈ N be
such that
ρq2t−1 6 N < ρq2t ,
and note that
qt > (N/ρ)
1/2 > N1/2. (2.4)
We use two cases, as Tao does: let
(A1, A2) =
{
(qt−2, qt−1), if N < ρqt−1qt
(qt−1, qt), if N > ρqt−1qt.
By a basic property of continued fractions, we have (A1, A2) = 1. Choose
N1 =
⌊ρA2
10
⌋
, N2 =
⌊ N
10A2
⌋
.
Plainly A2 > N1.
If N < ρqt−1qt then, by (2.1), (2.3) and (2.4), we have
ρA2 = ρqt−1  ρq1/λt  ρN
1
2λ  N2ε
and
N
A2
=
N
qt−1
> ρqt−1  N2ε.
In particular, since N is large we now have min(N1, N2) > N ε and N1N2  ρN .
If, on the other hand, we have N > ρqt−1qt, then
ρA2 = ρqt  N2ε
and
N
A2
=
N
qt
> ρqt−1  N2ε.
Again we have min(N1, N2) > N ε and N1N2  ρN .
Finally, we shift our base point by defining b = b0 + N2A2. This lies in the
correct range and, further, if n ∈ P (b;A1, A2;N1, N2) then
n 6 b+N1A1 +N2A2 6 N/2 + ρA1A2/10 +N/10 6 N
and
‖nα− γ‖ 6 ‖b0α− γ‖+N1‖A1α‖+ 2N2‖A2α‖.
If N < ρqt−1qt then
‖A1α‖ 6 q−1t−1, ‖A2α‖ 6 q−1t ,
so
‖nα− γ‖ 6 ρ
10
+
ρ
10
+
N
5qt−1qt
6 ρ.
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If instead N > ρqt−1qt, then
‖A1α‖ 6 q−1t , ‖A2α‖ 6 q−1t+1 6 q−1t ,
so
‖nα− γ‖ 6 ρ
10
+
ρ
10
+
N
5q2t
6 ρ.

The range N−2ε 6 ρ 6 N−ε will suffice for our purposes. The proof could
be modified so as to unify the two cases, but one aspect would become slightly
more tedious, so we feel that the benefit would be marginal at best. We opine
that the three distance theorem is the cleanest and most aesthetic way to find
the base point b0. However, as kindly pointed out by one of the referees, the
sort of calculations in [16, Chapter IV, §9] provide a reasonable alternative.
3. The geometry of numbers
In this section, we use the generalised arithmetic progression structure to
control the average behaviour of the Euler totient function ϕ on
N∗γ (α, ρ) := Nγ(α, ρ) ∩ [N/20, N ].
The AM–GM inequality [18, Ch. 2] will enable us to treat each prime sepa-
rately, at which point we can employ the geometry of numbers.
Lemma 3.1. Let N−2ε 6 ρ 6 N−ε. Then∑
n∈N∗γ (α,ρ)
ϕ(n)
n
 ρN.
Proof. Let b, A1, A2, N1 and N2 be as in Lemma 2.1, and let
P = P (b;A1, A2;N1, N2) ⊆ Nγ(α, ρ).
The lower bound b > N/20 now ensures that P ⊆ N∗γ (α, ρ). We will show, a
fortiori, that ∑
n∈P
ϕ(n)
n
 ρN.
Note that the generalised arithmetic progression P is proper, in that if n ∈ P
then there are unique n1, n2 ∈ N for which
n1 6 N1, n2 6 N2, n = b+ n1A1 + n2A2.
This property follows from the fact that (A1, A2) = 1, together with the fact
that A2 > N1. Now
|P | = N1N2  ρN
so, by the AM–GM inequality, it suffices to prove that
X :=
(∏
n∈P
ϕ(n)
n
)|P |−1
 1.
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Next we use the identity
ϕ(n)
n
=
∏
p|n
(1− 1/p),
and swap the order of multiplication. This gives
X =
∏
p
(1− 1/p)αp ,
where
αp = |P |−1#{n ∈ P : n ≡ 0 mod p}
should be regarded as a proportion.
This leads us to bound the quantities αp. To this end, we may suppose that
αp > 0, whereupon p 6 N . Fix positive integers n∗1 6 N1 and n∗2 6 N2 such
that
b+ A1n
∗
1 + A2n
∗
2 ≡ 0 mod p.
The congruence
b+ A1n1 + A2n2 ≡ 0 mod p
then implies that
A1n
′
1 + A2n
′
2 ≡ 0 mod p, (3.1)
where n′1 = n1 − n∗1 and n′2 = n2 − n∗2 are integers in the box
B := [−N1, N1]× [−N2, N2] ⊆ R2.
In particular, the quantity |P |αp is bounded above by the number of integer
solutions to (3.1) in the box B.
Recall that (A1, A2) = 1. If p | A1 or p | A2 then
αp  N1(1 +N2/p) +N2(1 +N1/p)
N1N2
 p−1 +N−11 +N−12 .
As min(N1, N2) > N ε > pε, we get αp  p−ε in this case.
Now assume that A1 and A2 are not divisible by p. Then (3.1) defines a
full lattice of determinant p. We apply the following special case of a counting
lemma [17, Lemma 2]. As our statement is for lattices that are contained in
Z2, we note that the first successive minimum satisfies λ1 > 1.
Lemma 3.2. Let S ⊆ R2 be a convex set containing the origin, and suppose
that S lies in the compact disc of radius r centred at the origin. Let V (S)
denote the area of S, and let Λ ⊆ Z2 be a full lattice in R2. Then
|S ∩ Λ| = 1 + V (S)/det(Λ) +O(r).
By Lemma 3.2, we have
|P |αp  N1N2
p
+N1 +N2
and, as |P | = N1N2, we again get
αp  p−1 +N−11 +N−12  p−ε.
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Setting
Y = log(1/X),
we find that
Y 6
∑
p
αp log(1 + 2/p)
∑
p
p−ε log(1 + 2/p).
As log(1 + 2/p) 6 2/p, we now have
Y 
∑
p
p−1−ε  1,
so X  1. As discussed, this completes the proof. 
We also record the corresponding upper bound, for later use. This will be
a fairly simple consequence of [3, Lemmas 6.1 and 6.3], which we state below
for convenience.
Lemma 3.3. Let α ∈ R \ Q, and let q` (` = 0, 1, 2, . . .) be the successive
denominators of the continued fraction expansion of α. Let N ∈ N, and let
ξ > 0 be such that 0 < 2ξ < ‖q2α‖. Suppose
1
2ξ
6 q` 6 N
for some `. Then
bξNc 6 #N0(α, ξ) 6 32ξN.
The following is the first part of [3, Lemma 6.3].
Lemma 3.4. For α ∈ R, ρ > 0 and N ∈ N, we have
#Nγ(α, ρ) 6 1 + #N0(α, 2ρ).
Let η = ‖q2α‖/8, where q0, q1, q2, . . . are the continued fraction denominators
of α. When
N−4ε 6 ρ 6 η, (3.2)
we see from (2.1) and (2.3) that some q` must lie in the range [(4ρ)
−1, N ]. We
may therefore apply Lemmas 3.3 and 3.4 to get
#Nγ(α, ρ) ρN. (3.3)
Now a trivial estimate yields∑
n∈N∗γ (α,ρ)
ϕ(n)
n
6
∑
n∈Nγ(α,ρ)
ϕ(n)
n
 ρN.
We summarise the primary outcome of this section as follows.
Corollary 3.5. Let N−2ε 6 ρ 6 N−ε. Then∑
n∈N∗γ (α,ρ)
ϕ(n)
n
 ρN.
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4. Sums of reciprocals of fractional parts
As in [3], an essential part of the analysis is to estimate inhomogeneous
variants of sums of reciprocals of fractional parts. Recall that we fixed real
numbers α and γ, with α irrational and not Liouville, from the beginning. A
restriction on the range of summation will enable us to go beyond what was
shown in [3]. Let
B = {n ∈ N : ‖nα− γ‖ < n−4ε}.
We consider the sums
TN(α, γ) :=
∑
n6N
n/∈B
1
‖nα− γ‖ , T
∗
N(α, γ) :=
∑
n6N
n/∈B
ϕ(n)
n‖nα− γ‖ ,
and show that
TN(α, γ)  T ∗N(α, γ)  N logN. (4.1)
We begin with an upper bound.
Lemma 4.1. We have
TN(α, γ) N logN.
Proof. Let η be as it is in (3.2). Now
TN(α, γ) 6 T1 + T2,
where
T1 =
∑
n6N
N−4ε6‖nα−γ‖6η
1
‖nα− γ‖ ,
and
T2 =
∑
n6N
η<‖nα−γ‖61
1
‖nα− γ‖ .
A trivial estimate gives
T2 6 η−1N α N,
so it remains to show that
T1  N logN. (4.2)
We can decompose T1 into at most O(logN) sums of the form∑
n∈Nγ(α,ρ)\Nγ(α,ρ/2)
1
‖nα− γ‖ .
For each, we have (3.2) and therefore (3.3). Hence∑
n∈Nγ(α,ρ)\Nγ(α,ρ/2)
1
‖nα− γ‖ 
|Nγ(α, ρ)|
ρ
 N.
Since there are O(logN) such ranges at most, we obtain (4.2), completing the
proof. 
We also require a lower bound for T ∗N(α, γ).
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Lemma 4.2. We have
T ∗N(α, γ) N logN.
Proof. First observe that if N/20 6 n 6 N and ‖nα− γ‖ > N−2ε then n /∈ B.
It therefore suffices to prove that∑
N/206n6N
N−2ε6‖nα−γ‖6N−ε
ϕ(n)
n‖nα− γ‖  N logN. (4.3)
Let δ be a positive constant, small in terms of α. There are at least a
constant times logN disjoint subintervals (δρ, ρ] of the interval [N−2ε, N−ε],
and for each we have the bound∑
n∈N∗γ (α,ρ)\N∗γ (α,δρ)
ϕ(n)
n‖nα− γ‖ > ρ
−1 ∑
n∈N∗γ (α,ρ)\N∗γ (α,δρ)
ϕ(n)
n
= ρ−1
( ∑
n∈N∗γ (α,ρ)
ϕ(n)
n
−
∑
n∈N∗γ (α,δρ)
ϕ(n)
n
)
.
As δ is small in terms of the constants implicit in Corollary 3.5, it now follows
readily from Corollary 3.5 that∑
n∈N∗γ (α,ρ)\N∗γ (α,δρ)
ϕ(n)
n‖nα− γ‖  N.
We have this for each of the disjoint subintervals, and so we have (4.3). 
Note from the definitions that TN(α, γ) > T ∗N(α, γ). By Lemmas 4.1 and
4.2, we now know (4.1).
5. An application of the Duffin–Schaeffer theorem
In this section, we finish the proof of Theorem 1.3. The overall strategy is
to apply the Duffin–Schaeffer theorem (Theorem 1.10) to the approximating
function
Ψ(n) = Ψγα(n) =
{
ψ(n)
‖nα−γ‖ , if n /∈ B
0, if n ∈ B.
A valid application of the Duffin–Schaeffer theorem will complete the proof,
so we need only verify its hypotheses, namely
∞∑
n=1
ϕ(n)
n
Ψ(n) =∞ (5.1)
and ∑
n6N
ϕ(n)
n
Ψ(n)
∑
n6N
Ψ(n). (5.2)
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The inequality (5.2) is only needed for an infinite strictly increasing sequence
of positive integers N , but we shall prove a fortiori that for all large N we
have ∑
n6N
ϕ(n)
n
Ψ(n)
∑
n6N
ψ(n) log n (5.3)
and ∑
n6N
Ψ(n)
∑
n6N
ψ(n) log n. (5.4)
Observe, moreover, that (1.3) and (5.3) would imply (5.1). The upshot is that
it remains to prove (5.3) and (5.4).
Recall the sums TN(α, γ) and T
∗
N(α, γ) from §4, and let N0 ∈ N be a large
constant. Here N0 is sufficiently large, so that Lemmas 4.1 and 4.2 may be
safely applied to all N > N0.
By partial summation [3, Eq. (1.2)], and using the fact that
ψ(n) > ψ(n+ 1),
we have the lower bound∑
n6N
ϕ(n)
n
Ψ(n) > ψ(N + 1)T ∗N(α, γ) +
N∑
n=N0
(ψ(n)− ψ(n+ 1))T ∗n(α, γ).
Applying Lemma 4.2 to continue our calculation yields∑
n6N
ϕ(n)
n
Ψ(n) ψ(N + 1)N logN +
N∑
n=N0
(ψ(n)− ψ(n+ 1))n log n.
As ψ(n) > ψ(n+ 1) and
∑
m6n logm 6 n log n, we now have∑
n6N
ϕ(n)
n
Ψ(n) ψ(N + 1)
(∑
m6N
logm
)
+
N∑
n=N0
(ψ(n)− ψ(n+ 1))
∑
m6n
logm.
Another application of partial summation now gives∑
n6N
ϕ(n)
n
Ψ(n)
N∑
n=N0
ψ(n) log n,
establishing (5.3).
We come to the final piece of the puzzle, which is (5.4). By partial summa-
tion, we have∑
n6N
Ψ(n) = ψ(N + 1)TN(α, γ) +
∑
n6N
(ψ(n)− ψ(n+ 1))Tn(α, γ).
Observe that if n 6 N0 then Tn(α, γ) 6 TN0(α, γ) 1. Thus, applying Lemma
4.1 to continue our calculation yields∑
n6N
Ψ(n) 1 + ψ(N + 1)N logN +
N∑
n=N0
(ψ(n)− ψ(n+ 1))n log n.
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Partial summation tells us that
∑
m6n logm n log n, and so∑
n6N
Ψ(n) 1 + ψ(N + 1)
(∑
m6N
logm
)
+
N∑
n=N0
(ψ(n)− ψ(n+ 1))
∑
m6n
logm.
A further application of partial summation now gives∑
n6N
Ψ(n) 1 +
N∑
n=N0
ψ(n) log n.
This confirms (5.4), thereby completing the proof of Theorem 1.3.
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