Abstract-In this paper, we investigate a new approach for literature mining. We use frequent subgraph mining, and its generalization topological structure mining, for finding interesting relationships between gene names and other key biological terms from the text of scientific articles. We show how we can find keywords of interest and represent them as nodes of the graphs. We also propose several methods for inserting edges between these nodes.
I. INTRODUCTION
Biologists can now quickly identify hundreds, and even thousands of candidate genes associated with a target disease or functionality. Traditionally, biologists performed a thorough literature review and sequence/structure analysis to find the interaction and similar structure among different genes. Unfortunately, the sheer volume and rapid growth of biological literature and other available data sources has made this practice extremely time-consuming and tedious.
In the past several years, many research efforts have focused on literature/text mining to automatically associate existing knowledge in the literature with the genes of interest [1] , [2] , [3] , [4] . To extract information from biomedical literature, the current research either reduces the documents to a simple format, such as bag-of-words [5] or the spacevector model [6] , or performs direct analysis, such as the one based on NLP [7] . We believe that both these approaches have limitations, which restrict their ability to provide the kind of information biologists desire. The first approach misses a lot of useful information because of the simple representation of a document, whereas the second approach is likely to be only semi-automatic [8] .
In the data mining community, there has been a lot of interest in mining frequent patterns from graph datasets [9] , [10] , [11] , [12] . Because a graph is a convenient representation for capturing processes, structures, or interactions, finding commonly occurring subgraphs can be an effective data mining tool, similar to frequent itemset mining applied to a database of transactions. Furthermore, in our recent work, we have generalized the notion of subgraph mining to topological structure mining [13] .
In this paper, we propose a new approach for literature mining. We believe that co-occurrence of scientific names and terms of interest in a scientific article can be effectively captured by a graph representation. By constructing one graph for each article and then by finding frequent subgraphs and topological structures, we can find commonly occurring interactions between the terms of scientific significance and represent those interactions visually.
A. Graph and Topological Structure Mining
In many real world applications, such as biology and social networks, the exact matching required in subgraph mining will likely to miss many potential interesting patterns. For example, in a document, Gene A is directly connected with Gene B, but in another document, Gene A connects Gene B through a certain disease name. In subgraph mining, such structures will be treated differently and therefore the relationship between Gene A and B is likely to be missed. In comparison, our proposed model, which is based on topological structures from graphs, can handle such cases. It provides a very flexible and powerful mechanism to incorporate approximate matching, and has been proved to be very useful in discovering structural motif of proteins [13] . Definition of Frequent Topological Structures: Let G = (V, E) be a graph, where V is the set of vertices, and E is the set of edges, and E C V x V. A path P in a graph G is a sequence of vertices VI, V2,... , vk, where vi C V(G) and vi, vi+I C E(G). The vertices vi and Vk are linked by P and are called its ends, and V2, V3, , Vk 1 are the inner vertices of P. We call a path intersecting with other paths only at its ends as an independent path.
Informally, a topological minor of a graph is obtained by contracting the independent paths of one of its subgraphs into edges. For example, in Figure 1 , X is a topological minor of Y since X can be obtained by contracting the independent paths of G, which is a subgraph of Y. Clearly, contracting independent paths helps simplify a (sub)graph without compromising its topological information [14] . A subdivision graph of X is a graph obtained by performing a subdivision-operation of X. Given two parameters, I and h, 0 < I < h, an (1, h)-subdivision of a graph X, involves replacing all edges of X with independent paths whose lengths are between I and h. If X has an (1, h)-subdivision graph G (G C Tl,h(X)) and G is a subgraph of another graph Y, then X is a (1, h)-topological minor, or a topological structure of Y. Therefore, in Figure 1 , X is a (0, 3 [13] .
II. DATA PREPROCESSING AND GRAPH REPRESENTATIONS The obvious challenge in applying subgraph and topological structure mining on scientific articles is creating a graph representation of each relevant article. The graph representation we construct should allow for meaningfiul relationships to be discovered. This section describes our methodology. The nodes of the graph represent keywords of interest, whereas edges are inserted based on occurrences of keywords.
A. Keywords
In general, for applying graph and topological structure mining on graph representation of scientific documents, the nodes correspond to keywords of interest for that study. Our work was done in the context of follow-up studies to microarray experiments.
In our study, we started with a list of 21 genes that are differentially expressed between prostate epithelial and stromal cells in prostate cancer patients (including genes that were significantly up-regulated in stromal cells). For each gene, we also maintain a list of its other names (e.g., approved gene symbols, previous symbols, and aliases).
Starting from this, we build four dictionaries, as follows. Short dictionary (Ds): We used the list of 21 genes that are differentially expressed between prostate epithelial and stromal cells, as described above. Then, we obtained a list of 300 genes from [15] . This includes genes that were significantly up-or down-regulated in tumor and adjacent normal tissues when compared with a normal donor tissue. We combine these two sets of gene names to form the short dictionary and we denote it by Ds.
Long dictionaty (DL): This dictionary contains 2600 human genes found in superarray's DNA microarray experiment'. Again, each gene in DL is validated and represented by a unique identifier Confusion dictionary Dc: The confusion dictionary contains all the gene names which might be easily confused with some commonly used English words. Examples include CAN and HI, which are common English words, but also happen to be gene names. We use confusion dictionary to discriminate gene names from common English words [16] . There are a total of 182 gene names in the dictionary we built. GO dictionary (DG): If we are interested in finding an interesting relationship between two genes, it is very important that we exploit the gene ontology information as well. Gene Ontology (GO2) is a controlled vocabulary to describe gene and gene product attributes in any organism. There are three main GO categories; molecular function, biological process, and cellular component. To incorporate this information, we build yet another dictionary, the GO dictionary DG,7 which contains all unique GO terms corresponding to each genes in Ds. 
where H(X) and H(Y) are marginal entropies, and H(X, Y) is the joint entropy of X and Y. We can clearly see that if X and Y are independent, the mutual information of them is zero. For two terms Ti and T2, the mutual information of them can be estimated as follows l17]:
where A is the number of times TE and £2 co-occur, B is the number of times A occurs without !4, C is the number of times IL occurs without Ti, and N is the total number of articles.
In this method, Edges are built in the following way: if the mutual information of two keywords is greater than a pre-specified threshold, an edge is built between the two vertices corresponding to the two terms. Sliding Window Metlod: In this method, we consider a pre-specified sliding window, in terms of number of words, as the boundary. Edges are built in the following way: if two keywords are located within a sliding window with a pre-specified window size, we connect the two vertices corresponding to the two terms by an edge. In our sliding window implementation, we allow the sliding window to cross sentences.
II1. EXPERIMENTAL RESULTS
Our experiment focus on scientific articles which contains at least one of the 5 gene names related to prostate cancer, which are CCL5, 7T IGFJ, MYLK, and IGFBP3. These five genes are included in the short dictionary Ds. We refer to these five genes as Key Gene Terms.
In our experiments, we extract documents that contain at least one of the five gene names listed above, and generate graph representations as described above. Then, we run TSMiner on these graphs. We use PubMed database as the source of articles. Complete documents had to be manually downloaded from PubMed. For this experiment, we fetched 436 documents related to the five gene names. Table I shows the number of documents we used for this work.
For all experiments below, the mutual information threshold is set to be 0.6, and the size of sliding window is set to be the average length of sentences in all the documents. In this experiment, we compare the three edge constructing methods, which are the sentence-based method, the mutual information method and the sliding window method. Our experiment is done is the following way. For each key gene term, we consider three sets of topological mining parameters, which are (I = 0, h 0) for extracting sub-graph patterns, and (I = l,h = 1) and (I 2, h = 2) for extracting topological patterns. For each set of topological parameters, we consider two support values, which are 15% and 20%. In Figure 2 , we report the patterns found comparison results for MYLK and IGFBP3. The results for the other three key gene terms are very similar. We also show the execution times for the cases represented in Figure 2 in Table II .
From Figure 2 and Table II, we can observe that for most cases, the sliding window method gives us the best results in terms of the number of frequent patterns (both sub-graph and topological patterns), followed by the sentence-based method and then the mutual information method. This is because the sliding window method can capture cross-sentence relationships which cannot be captured by the sentence-based method. In terms of the execution time, with the increase of I and h value, we tend to find the patterns with more nodes hidden between edges, and therefore, more computation time is needed, which is shown in Table II . We show the amount of time needed to find one more pattern if we increase both of the I and h values from 0 to 2, which measures the scalability of the three edge construction methods. we can notice that, for both the cases shown here, the sliding window method gives us the best scalability.
we define a metric which we refer to as the interestingness of the edges to measure the usefulness of the patterns found by differnt edge construction methods. The idea is as follows: For a given pattern, we can count the number of distinct edges in the pattern which involve the key gene terms. The greater the number of such edges, we believe the more meaningful the pattern is for a biologist.
Based on this premise, we measure the quality of the three edge construction methods in the following way. For each method, we will collect the topological minor patterns for each key gene term at different 1, h, and the support level. We group the patterns by the name of the key gene terms, the values of 1, h, and the support value. For example, all patterns found for MYLK at (I = 1, h = 1) and support value 20% will be grouped together. Similarly, all patterns found for IGFBP3 at (I = 2, h = 2) and support value 15% will be grouped together as well.
Then we compute the mean value of the number of distinct edges among all the patterns in each group for each edge construction method. We consider the method with the highest mean value to have the best quality of patterns.
In this experiment, we use lisliding, Ilsentence, and /IVim to represent the mean value of distinct useful edges generated by each corresponding edge construction method. The results are shown in Table III .
From the metric interestingness of edges, we can notice that sliding window method can not only give us the most number of patterns while maintaining good scalability, but also give us more interesting (useful) patterns.
B. Comparing Subgraph and Topological Pattern Mining
From Figure 2 , we have the following observations. Irrespective of the edge construction method we use, and for any gene name, the number of topological patterns found ((I = 1, h = 1) or (I = 2, h = 2) is higher than that the number of sub-graph patterns found (I = 0, h = 0). This is because each topological structure could correspond to several different graphs, none of which may be frequent. We can also notice from Table II that the execution time for finding topological patterns is much higher than that for finding sub-graph patterns. This is also to be expected, because when searching for topological patterns, we need to do more graph related computations and manage a large occurrence list [13] .
IV. ANALYSIS OF PATTERNS DETECTED
This section focuses on biological relevance of the patterns obtained using our method. We do an analysis of the topological structures we found, including examining the topological patterns which can only be found by using sliding window method, and the patterns that can only be found by using topological minor mining and not subgraph mining. We also discuss the scientific significance of the topological structures and the underlying graphs.
A. Examples of Important Topological Patterns
In Figure 3 , we show 6 topological patterns we found from analyzing the documents whose abstracts included the gene names CCL5. These Figure 3 * These patterns are all topological minors and can ONLY be found by using the topological mining, and not subgraph mining. * These patterns can ONLY be obtained if we use sliding window method to insert edges between nodes. Now, we discuss biological significance of the observed patterns. Five of the patterns in Figure 3 (all but F) reveal well-known relationships among chemokine ligands (such as CCL5, CCL3, CCL4) and their respective receptors (such as CCR5). CC family of chemokines are small proteins that are chemoattractant to different cell types, including T lymphocytes, macrophages and basophils, and play critical roles in inflammatory conditions [18] , [19] . Chemokine receptor CCR5, which is also known to function as a key cell entry coreceptor for HIV-1 [20] , is capable of binding not only CCL5, but also CCL3 and CCL4 [21] , [22] . Additional clues about relationships among the elements of the graphs may be obtained through keywords like Binding (pinpointing the nature of interactions, structures E and F in Figure 3 ) and CD4 (indicating the cell type such as, where glycoprotein CD4 is expressed, graph B).
As we noted above, the patterns in Figure 3 could only be found using the sliding window method, and by using topological minors. Biological significance of these patterns further points to the effectiveness of mining topological minors, and the use of sliding window method. Figure 4 and Figure 5 are the (1, h) -subdivision subgraphs of the patterns C and F in Figure 3 . From the two figures we can see that T and PSMB6 are two very important gene terms related with CCL5. In many documents, T and PSMB6 cannot connect with each other directly, i.e., some other terms must be inserted between T and PSMB6, such as CXCR4, CCL3, CCR5 and HGF. Another observation is that, when T is indirectly connected with PSMB6, T is always indirectly connected with CCBP2. Overall, this example shows that several related graphs can be summarized as a single topological structure by our algorithm.
B. Analysis of Underlying Graphs
These results show that topological structure mining can be a valuable tool for researchers who are not deeply familiar with the existing literature, and want to obtain a quick summary about published relationships among gene names and other key terms.
V. RELATED WORK
We now compare our work with related efforts in literature mining and graph mining. Literature Mining: Literature mining has been under intense study for more than a decade. One of the recent issues of Briefings in Bioinformatics is dedicated to biomedical literature mining, and provides an overview of the entire field [23] . In particular, the NLP based approaches have been studied extensively and achieve great success in many information extraction tasks [7] , [24] , [25] , [26] , [27] . Some recent works in NLP include RLIMS-P [8] , MDL-based method [28] , and BiolE [29] .
Another type of research in biological information extraction, which is closely related with our work, constructs large-scale protein-protein interaction networks, measures the association between genes, etc., based mainly on the co-occurrence of genes/proteins within sentences or paragraphs [30] , [31] . In particular, Blaschke et al. look for the occurrences of two protein names separated by an interaction word to identify the relationships among genes [30] , [32] . Jenssen et al. built one of the first large-scale protein-protein interaction networks based the co-occurrence of genes in the same abstract [5] . Futher, Wilkson and Huberman [31] studied finding communities from gene networks derived from the cooccurrence relationships in literatures. In this work, we use graph-models to represent documents, which can capture more information besides the co-occurrence relationship. In addition, our topological structure mining can help to discover or infer the relationships shared by genes, or geneproduct based on the document graphs. Graph Mining: The early efforts for discovering useful patterns from graph datasets include the SUBDUE system [33] and WARMER algorithm [34] . They are quite expensive computationally, and do not scale very well to large datasets. Recently, frequent subgraph mining approach has received much attention. This approach enumerates all frequent patterns defined by a class of subgraphs. The AGM algorithm [9] was the first to be proposed in this category. The more recent efforts focus on discovering all frequent connected subgraphs. Several efficient algorithms, such as FSG [10] , gSpan [11] , FFSM [35] , and Gaston [12] , have been proposed to mine these kinds of patterns. To reduce the computational costs associated with enumerating frequent subgraphs, researchers have looked at generating closed [36] , maximal [37] and free-tree based [38] shown how we can find keywords of interest and represent them as nodes of the graphs. We also proposed several methods for inserting edges between these nodes.
We have evaluated our work in the context of follow-up studies to microarray experiments. Overall, our study shows the following. 1) Among the three edge constructing methods, sliding window method not only can give us the most number of frequent topological patterns, but also the patterns produced by sliding window method is much more meaningful. Furthermore, in terms of scalability, sliding window method outperforms the other two methods as well.
2) The number of frequent topological patterns is much larger than the number of sub-graph patterns, and 3) Finally, the topological structures we found correspond well to known relationships in biological literature. Thus, we believe that topological structure mining can be a very valuable tool for researchers who are not deeply familiar with the existing literature, and want to obtain a quick summary about known relationships among key scientific names or terms.
