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a b s t r a c t
IfA ⊆ B are structures for a first-order language S,A is said to be algebraically (existen-
tially) closed in B just in case every positive existential (existential) SA-sentence true in
BA is true inAA. In 1976 Elliott showed that unital AF (‘approximately finite-dimensional’)
algebras are classified up to isomorphism by corresponding dimension groups with order
unit. This paper shows that one dimension group with order unit is algebraically (exis-
tentially) closed in another just in case the corresponding AF algebras, viewed as metric
structures, fall in the same relation.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
This paper will match model-theoretic relations between unital AF algebras with relations between the dimension
groups, with order unit, that classify the algebras up to isomorphism. One group will be algebraically (existentially) closed
in another just in case the corresponding algebras have the same property as metric structures (see [2]). After Section 2
sketches the algebraic background of the present work, Section 3 describes the language relative to which AF algebras
are metric structures and also explains what ‘algebraically (existentially) closed in’ should mean for metric structures.
Section 4 shows that ‘algebraically closed in’ and ‘existentially closed in’ transfer from dimension groups with order unit to
the corresponding unital AF algebras. The converse, for ‘algebraically closed in,’ is established in Section 5 approximately
by showing that the positive diagram of the unit interval of a dimension group is interpretable in the corresponding AF
algebra. A corresponding argument, for ‘existentially closed in,’ would interpret the diagram of the unit interval of the
dimension group in the corresponding AF algebra, but in general, negated atomic formulas in the dimension group seem
to be interpreted in the algebra by formulas that are not existential. So Section 6 expands the language for AF algebras
by adding an extra sort that allows existential interpretation of the unit interval of the dimension group, and shows that
‘existentially closed in’ for unital AF algebras in this expanded language corresponds exactly to ‘existentially closed in’ for
dimension groups with order unit. After Section 7 illustrates the results of previous sections with examples, the concluding
remarks raise some open problems.
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Model-theoretic notions exploited here may be found in [2] – for the logic of metric structures – and in [8] for
the logic of ordinary first-order structures. Background material on AF algebras and dimension groups may be found in
[6,7].
2. Background on dimension groups and AF algebras
This section will sketch the algebraic background of what follows. Almost everything here comes from [6], to which
specific references for proofswill be given. Technical results repeatedly exploited inwhat followswill be labelled as lemmas,
but only those without proofs in [6] will receive proofs here.
Let G be a partially ordered Abelian group. G is directed just in case every two elements of G have an upper bound in
G. G is isolated just in case for all positive integers n, x ≥ 0 whenever nx ≥ 0. G obeys the Riesz interpolation property
just in case for all x, y ≤ z, v in G there is w ∈ G with x, y ≤ w ≤ z, v. In partially ordered Abelian groups, the Riesz
interpolation property is equivalent to the Riesz decomposition property: if x1, . . . , xm, y1, . . . , yn ≥ 0 and∑i xi = ∑j yj,
then for i = 1, . . . ,m and j = 1, . . . , n there are zij ≥ 0 with
xi =
−
j
zij and yj =
−
i
zij
always ([7], Propositions 2.1 and 2.2). An order unit in G is a nonnegative element whose natural-number multiples are
cofinal in the group. Finally, G is a dimension group just in case it is directed and isolated and obeys the Riesz interpolation
property.
Let L = {+,−,≤, 0} be the language of partially ordered Abelian groups, 1 be a new constant symbol, and L1 =
L ∪ {1}. An important result of Effros, Handelman, and Shen ([7], 3.17–3.20) states that the dimension groups, viewed as
L-structures, are exactly the direct limits of directed systems of finiteL-powers of the ordered Abelian groupZ, and that the
dimension groups with distinguished order unit, viewed as L1-structures, are exactly the direct limits of directed systems
ofL1-structures (Zk, u) with u an order unit in Zk. When these results are specialized to countable dimension groups, one
may assume that the directed systems have the order type of the natural numbers.
A (complex)1 algebra is a unital ring A that is a vector space over C and obeys
λ(xy) = (λx)y = x(λy)
for all x, y ∈ A and λ ∈ C.
An algebra A is a ∗-algebra just in case A is equipped with a map ∗ : A → A obeying
(x+ y)∗ = x∗ + y∗, (λx)∗ = λx∗, (xy)∗ = y∗x∗, and x∗∗ = x
for all x, y ∈ A and λ ∈ C; ∗ is called the involution of A.
A Banach algebra is an algebra A equipped with a norm ‖ · ‖making A a Banach space with
‖xy‖ ≤ ‖x‖ · ‖y‖
for all x, y ∈ A and
‖1‖ = 1.
A C∗-algebra is a ∗-algebra A that is a Banach algebra obeying
‖x∗x‖ = ‖x‖2
for all x ∈ A.
The ringMn(C) of all n× nmatrices over C becomes a C∗-algebra with involution the usual Hermitian adjoint and norm
‖M‖ = sup
‖x‖=1
‖Mx‖,
where for z ∈ Cn
‖z‖ =
 n−
i=1
|zi|2.
If A is any ∗-algebra, the algebraMn(A) of all n× nmatrices over A becomes a ∗-algebra if one sets
B∗ = (b∗ji)
for B = (bij) ∈ Mn(A), and
1 Because this paper treats only algebras over C, the modifier ‘complex’ is almost always dropped. Arguments analogous to those given here handle real
AF algebras.
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Lemma 2.1. If A is a C∗-algebra, there is a unique norm on the ∗-algebra Mn(A) that makes it a C∗-algebra, and for B = (bij) ∈
Mn(A)
‖B‖ ≤
 n−
i,j=1
‖bij‖2.
Proof. See Theorem 7.4 of [6]. 
If A1, . . . , Ak are C∗-algebras,
∏k
i=1 Ai is a C∗-algebra with respect to the componentwise operations and the sup norm
‖(z1, . . . , zk)‖ = sup
1≤i≤k
‖zi‖
for (z1, . . . , zk) ∈∏ki=1 Ai.
If X is a compact Hausdorff space, the ring C(X,C) of all continuous functions f : X → C becomes a C∗-algebra with
respect to the pointwise operations – ∗ being pointwise complex conjugation – and
‖f ‖ = sup
y∈X
‖f (y)‖.
Conversely, the Gelfand–Naimark Theorem ([6], Theorem 4.5) implies that every commutative C∗-algebra is isomorphic, as
C∗-algebra (see below), to a C∗-algebra C(X,C) as above.
An algebra isomorphism is a bijection between algebras that is an isomorphism both of rings and of vector spaces; ring
homomorphisms are assumed to preserve the multiplicative identity.
A ∗-isomorphism is a bijection between ∗-algebras that is an algebra isomorphism respecting ∗.
An inner ∗-algebra automorphism of the ∗-algebra A is a ∗-isomorphism, of A onto A, of the form x ∈ A → u∗xu, where
u ∈ A is unitary: i.e., u∗u = uu∗ = 1.
A Banach-algebra isomorphism is a bijection between Banach algebras that is a norm-preserving algebra isomorphism.
A C∗-algebra isomorphism is a bijection between C∗-algebras that is a ∗-preserving Banach-algebra isomorphism.
If A, B are ∗-algebras, ϕ : A → B is a ∗-algebra map just in case ϕ is a ring homomorphism preserving ∗.
Lemma 2.2. If A, B are C∗-algebras and ϕ is a ∗-algebra map, then ϕ is continuous and ‖ϕ‖ = 1 (when ϕ is viewed as a linear
operator). If ϕ is also a ∗-algebra isomorphism, then ϕ is an isometry and a C∗-algebra isomorphism.
Proof. See Corollary 4.2 of [6]. 
Suppose A is a ring and x ∈ A. x is an idempotent if and only if x2 = x. If y also belongs to A and both x and y are
idempotents, they are orthogonal if and only if xy = yx = 0. If A is a ∗-algebra, x is self-adjoint if and only if x∗ = x, and x is
a projection if and only if x is self-adjoint and idempotent.
A matricial ∗-algebra is a C∗-algebra isomorphic, as C∗-algebra, to a finite product Mn1(C) × · · · × Mnk(C) of matrix
algebras.
Let A be a ∗-algebra, k, n(1), . . . , n(k) be positive integers, and e(i)pq ∈ A for 1 ≤ i ≤ k and 1 ≤ p, q ≤ n(i). The e(i)pqs form a∗-matricial basis of A just in case
(1) e(i)pqe
(i)
qr = e(i)pr always
(2) e(i)pqe
(i)
rs = 0 if q ≠ r
(3) (e(i)pq)∗ = e(i)qp always
(4) e(i)pqe
(j)
rs = 0 if i ≠ j
(5)
∑k
i=1
∑n(i)
p=1 e
(i)
pp = 1
(6) The e(i)pqs form a basis for the complex vector space A.
A ∗-algebra A is matricial just in case it has a ∗-matricial basis (if A is matricial, look at the matrices in Awith exactly one
nonzero entry, equal to 1). If A has a ∗-matricial basis {e(i)pq}1≤i≤k;1≤p,q≤n(i), then each e(i)pp is a projection and the elements
e(i) =
n(i)−
p=1
e(i)pp
are pairwise orthogonal projections with sum 1.
An ultramatricial ∗-algebra is a ∗-algebra that is the union of a chain A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · (n ∈ N) of matricial∗-algebras. A ∗-algebra is ultramatricial if and only if it is isomorphic to the direct limit of a system {(An, ϕn : An → An+1)}n∈N
ofmatricial ∗-algebras and ∗-algebramaps ([6], Proposition 16.1). An important ingredient in the proof of this last claim runs
as follows.
Lemma 2.3. If A is a matricial ∗-algebra, B is a ∗-algebra, and ϕ : A → B is a ∗-algebra map, then ϕ(A) ⊆ B is a matricial
∗-algebra.
758 P. Scowcroft / Annals of Pure and Applied Logic 162 (2011) 755–785
A C∗-algebra B is an AF algebra just in case the ∗-algebra B has a ∗-subalgebra A, dense in B, such that A is an ultramatricial
∗-algebra. Such an A is called a dense ultramatricial subalgebra of B.
Lemma 2.4. Suppose B is an AF algebra and M is a matricial ∗-subalgebra of the ∗-algebra B: then M is a ∗-subalgebra of some
dense ultramatricial subalgebra of B.
Proof. See Theorem 2.2 of [3]. 
To define the dimension group associated with an AF algebra, one may start with a more general notion applicable to
unital rings R. Idempotents e, f from R are said to be equivalent – e ∼ f – just in case there are x, y ∈ Rwith
x = exf , y = fye, xy = e, and yx = f
([6], p. 134). One may easily show, for example, that if R is the ring of linear endomorphisms of a complex vector space V ,
then e ∼ f just in case the subspace e(V ) has the same dimension as the subspace f (V ) ([6], Exercise 18A). Returning to the
general situation, one notes that if e, e′, f , f ′ ∈ R are idempotents with e ∼ f , e′ ∼ f ′, e orthogonal to e′, and f orthogonal
to f ′, then e+ e′ ∼ f + f ′; in the particular example where R is the ring of endomorphisms of the complex vector space V ,
e + e′ is an idempotent corresponding to e(V ) ⊕ e′(V ). To obtain a totally defined addition on idempotents that preserves
equivalence, one may consider idempotents in arbitrary matrix algebras over R, where by taking diagonal sums one may
avoid an explicit requirement of orthogonality. So, let E(R) be the set of idempotents from all matrix algebras Mn(R) with
n ≥ 1. If e, f ∈ E(R), then e is an idempotent in Mn(R) and f is an idempotent in Mk(R) for some positive integers n and k,
and one may let e⊕ f be the block-diagonal matrix
e 0
0 f

,
an idempotent inMn+k(R). e is said to be equivalent to f – e ∼ f – just in case
e 0
0 0

∼

f 0
0 0

in the sense defined earlier; here e and f are expanded by blocks of zeros to square matrices of the same size.
One may show that ∼ is an equivalence relation on E(R), that ⊕ preserves equivalence, and that e ⊕ f ∼ f ⊕ e and
(e⊕ f )⊕ g = e⊕ (f ⊕ g) for all e, f , g ∈ E(R) ([6], Lemma 18.1). So one could make the set of∼-classes into a commutative
semigroup with respect to the operation corresponding to ⊕. A commutative semigroup is embeddable in a group just in
case the semigroup obeys the cancellation law
x ⋆ y = x ⋆ z ⇒ y = z,
but this lawmay fail in the semigroup built from∼ and⊕. So one considers another equivalence relation on E(R). e, f ∈ E(R)
are called stably equivalent – e ≈ f – just in case
there is g ∈ E(R)with e⊕ g ∼ f ⊕ g.
≈⊇∼ is an equivalence relation, preserved by⊕, that obeys
e⊕ f ≈ e⊕ g ⇒ f ≈ g
for all e, f , g ∈ E(R) ([6], Lemma 18.2). So the ≈-classes of elements of E(R) form a commutative semigroup with respect
to the operation corresponding to⊕, and because this commutative semigroup obeys the appropriate cancellation law one
may embed the semigroup in an Abelian groupwhose elements are the differences [e]−[f ] of≈-classes [e], [f ] of elements
e, f ∈ E(R) and whose identity element is [0] (see [6], p. 137). If on this Abelian group one defines the binary relation≤ by
X ≤ Y iff X + [e] = Y for some e ∈ E(R),
one obtains a pre-ordered Abelian group K0(R): that is, an Abelian group in which ≤ is reflexive, transitive, and preserved
under translations (see [6], pp. 138–139). If 1R is the multiplicative identity of R, [1R] ∈ K0(R) is nonnegative and every
element of K0(R) is bounded above and below by integer multiples of [1R] ([6], Lemma 18.4).
So with each unital ring R one associates an L1-structure (K0(R), [1R]). If S is another unital ring and ϕ : R → S is a
homomorphism of (unital) rings, there is an associatedL1-homomorphism K0(ϕ) : (K0(R), [1R])→ (K0(S), [1S]) obeying
K0(ϕ)([e]) = [ϕ(e)]
for all e ∈ E(R), where ϕ(e) ∈ E(S) is the result of applying ϕ to the entries of e (see [6], p. 138). The assignments
R → (K0(R), [1R]) and ϕ : R → S → K0(ϕ) : (K0(R), [1R]) → (K0(S), [1S]) yield a functor K0 from the category of
unital rings into the category of pre-ordered Abelian groups with distinguished order unit, and this functor preserves direct
limits ([6], Propositions 18.6 and 18.7).
The following result provides an example of K0(R).
Lemma 2.5. Let A be a ∗-algebra with ∗-matricial basis {e(i)pq}1≤i≤k;1≤p,q≤n(i).
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(i) The group K0(A) is free Abelian with basis {[e(i)11]}1≤i≤k.
(ii) The set of nonnegative elements of K0(A) is
∑k
i=1 N[e(i)11].
(iii) [1A] =∑ki=1 n(i)[e(i)11].
(iv) The unit interval [0, [1A]] consists of all elements∑ki=1 li[e(i)11] with 0 ≤ li ≤ n(i) for i = 1, . . . , k.
Proof. See Lemma 20.4 of [6]. 
So if A is as in Lemma 2.5, (K0(A), [1A]) is isomorphic as L1-structure to the dimension group (Zk, (n(1), . . . , n(k))).
Because the functor K0 preserves direct limits and the ring underlying the union of a nondecreasing chain of ∗-algebras is
their direct limit in the category of unital rings, reaches the following conclusion.
Lemma 2.6. If A is an ultramatricial ∗-algebra, then (K0(A), [1A]) is a countable dimension group with order unit, and [0, [1A]]
consists of all [e] with e a projection from A.
In fact, one may show the following.
Lemma 2.7. If A is an AF algebra with dense ultramatricial subalgebra B and ι : B ⊆ A is the inclusion map, then K0(ι) is an
isomorphism of (K0(B), [1B]) onto (K0(A), [1A]).
Proof. See Corollary 19.10 of [6]. 
So (K0(A), [1A]) is a dimension group whenever A is an AF algebra. Elliott showed that AF algebras are isomorphic just
in case the corresponding dimension groups with distinguished order unit are isomorphic ([6], Theorem 20.7). Though this
important result is implicit in the remaining sections of this paper, it relies more on technical machinery behind the result.
In the world of C∗-algebras, questions about idempotents may often be reduced to questions about projections. Suppose
B is a ∗-algebra. If e, f are projections in B, say that e is ∗-equivalent to f – e ∗∼ f – just in case there isw ∈ Bwith
w = ewf , ww∗ = e, andw∗w = f
([6], p. 146). If projections are ∗-equivalent, they are equivalent: for if w is as above and one sets x = w and y = w∗, then
x = exf , y = fye, xy = e, and yx = f . When A is a C∗-algebra or an ultramatricial ∗-algebra, equivalent projections are
∗-equivalent, and any idempotent h ∈ A is equivalent to some projection from A ([6], Proposition 19.1 and Corollary 19.2).
When B is a ∗-algebra, one may move from elements of B to matrices of such elements much as before. So, let P(B) be
the set of all projections from the ∗-algebrasMn(B) for all positive n. If e, f ∈ P(B), then e is a projection inMn(B) and f is a
projection inMk(B) for some positive integers n and k, and e⊕ f will be a projection inMn+k(B). e is said to be ∗-equivalent
to f – e
∗∼ f – just in case
e 0
0 0

∗∼

f 0
0 0

in the sense already defined; here e and f are expanded by blocks of zeros to square matrices of the same size. e, f ∈ P(B)
are said to be stably ∗-equivalent – e
∗≈ f – just in case e ⊕ g ∗∼ f ⊕ g for some g ∈ P(B). Some relations between these
notions about projections and the corresponding notions about idempotents may be summarized as follows.
Lemma 2.8. Let A be a C∗-algebra or an ultramatricial ∗-algebra.
(i) If e ∈ E(A), then [e] = [f ] for some f ∈ P(A).
(ii) If e, f ∈ P(A), then e ≈ f if and only if e ∗≈ f .
(iii) If A is an ultramatricial ∗-algebra and e, f ∈ P(A), then
e
∗≈ f if and only if e ∗∼ f .
Proof. See Proposition 19.3 and Lemma 20.1 of [6]. 
When projections are sufficiently close together, they are ∗-equivalent.
Lemma 2.9. Let A be a C∗-algebra and e, f ∈ A be projections.
(i) If ‖e− f ‖ < 1, then e ∗∼ f .
(ii) If there is x ∈ A with ‖exf − x‖, ‖xx∗ − e‖, and ‖x∗x− f ‖ all strictly less than 1/3, then e ∗∼ f .
Proof. See Corollaries 19.6 and 19.7 of [6]. 
And self-adjoint elements sufficiently close to their squares are close to projections:
Lemma 2.10. Let (A, 1A) be a C∗-algebra, δ ∈ (0, 1/4], and x ∈ A be self-adjoint with ‖x2 − x‖ < δ: then there is a projection
e ∈ A with ‖x− e‖ < √(1/4)+ δ −√(1/4)− δ.
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Proof. The argument, which copies the proof of Lemma 19.8 in [6], will be sketched here because Lemma 19.8 is formally a
special case of the present result.
Replacing A by the bicommutant {x}cc of {x}, one may assume that A is commutative ([6], pp. 34–35). So the Gelfand–
Naimark Theorem allows one to assume that A = C(X,C) for some compact Hausdorff space X . For every p ∈ X ,
|x(p)2 − x(p)| ≤ ‖x2 − x‖ < δ :
so
−δ < x(p)2 − x(p) < δ,
0 ≤ (1/4)− δ < (x(p)− (1/2))2 < (1/4)+ δ,
and either
−(1/4)+ δ < x(p)− (1/2) < −(1/4)− δ
or 
(1/4)− δ < x(p)− (1/2) < (1/4)+ δ.
Thus, x(p) always belongs to
((1/2)−(1/4)+ δ, (1/2)−(1/4)− δ) ∪ ((1/2)+(1/4)− δ, (1/2)+(1/4)+ δ).
Since these open intervals are disjoint and x ∈ C(X,C) is continuous, X is the disjoint union of clopen sets X1 and X2 with
x(X1) ⊆ ((1/2)−

(1/4)+ δ, (1/2)−(1/4)− δ)
and
x(X2) ⊆ ((1/2)+

(1/4)− δ, (1/2)+(1/4)+ δ).
There is a projection e ∈ C(X,C) with e(X1) = {0} and e(X2) = {1}. 0 ∈ ((1/2) − √(1/4)+ δ, (1/2) − √(1/4)− δ),
1 ∈ ((1/2)+√(1/4)− δ, (1/2)+√(1/4)+ δ), and each of these intervals has length√(1/4)+ δ−√(1/4)− δ): so this
number is greater than ‖x− e‖. 
The next result connects properties of ∗-homomorphisms with properties of the corresponding homomorphisms
between dimension groups.
Lemma 2.11. Let A be a matricial ∗-algebra and B an ultramatricial ∗-algebra.
(i) If f : (K0(A), [1A])→ (K0(B), [1B]) is a homomorphism, then there is a ∗-algebra map ϕ : A → B with K0(ϕ) = f .
(ii) If ϕ,ψ : A → B are ∗-algebra maps, then K0(ϕ) = K0(ψ) if and only if ϕ = γψ for some inner ∗-automorphism γ of B.
(iii) If γ is an inner ∗-automorphism of B, then K0(γ ) is the identity map on K0(B).
Proof. See Lemma 20.5 of [6]. 
Another result along these lines goes as follows.
Lemma 2.12. If A and B are AF algebras and ϕ : A → B is a ∗-algebra map, then ϕ is injective if and only if K0(ϕ) sends no strictly
positive element to zero.
Proof. This result appears as Exercise 19J in [6].
Suppose K0(ϕ) sends a strictly positive element to zero. Let D be a dense ultramatricial subalgebra of A and ι : D ⊆ A
be the inclusion map. Lemma 2.7 says that K0(ι) : (K0(D), [1D]) ∼= (K0(A), [1A]): so K0(ϕ)K0(ι) = K0(ϕι) sends a strictly
positive element to zero. IfD is the union of the chainM0 ⊆ M1 ⊆ · · · ofmatricial ∗-algebras, then (K0(D), [1D]) is the direct
limit of the K0(Mn)s, and so by Lemma 2.5 there are natural numbers n, l1, . . . , lk and nonzero projections e1, . . . , ek ∈ Mn
such that
∑k
i=1 li[ei] > 0 in K0(D) and
0 = K0(ϕι)

k−
i=1
li[ei]

=
k−
i=1
li[ϕι(ei)].
Since
∑k
i=1 li[ei] > 0, some li ≠ 0; if, say, l1 ≠ 0, then l1 > 0 since the ls are natural numbers, and in K0(D)
0 < [e1] ≤
k−
i=1
li[ei].
Because ker K0(ϕι) is convex in K0(D),
0 = K0(ϕι)([e1]) = [ϕ(e1)].
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ϕ(e1) ∈ ϕ(Mn), a matricial ∗-subalgebra of the AF algebra B (Lemma 2.3): so Lemma 2.4 provides a dense ultramatricial
subalgebraD′ of Bwith ϕ(Mn) ⊆ D′. If ι′ : D′ ⊆ B is the inclusionmap, K0(ι′) : (K0(D′), [1D′ ]) ∼= (K0(B), [1B]): so 0 = [ϕ(e1)]
in (K0(D′), [1D′ ]). Lemma 2.8 implies that 0 ∗∼ ϕ(e1) in D′: so by definition ϕ(e1) = 0 and ϕ is not injective.
Suppose now that K0(ϕ) sends no strictly positive element to zero. Again let D, a dense ultramatricial subalgebra of A,
be the union of a chain M0 ⊆ M1 ⊆ · · · of matricial ∗-subalgebras. If every ϕ  Mn is injective, then Lemmas 2.2 and 2.3
make every ϕ  Mn isometric, and ϕ is isometric and injective since D is dense in A. So suppose that ϕ  Mn is not injective,
and let ψ : Mn ∼= Mn1(C) × · · ·Mnk(C) be a C∗-algebra isomorphism. ker (ϕ  Mn) is a two-sided ideal inMn, and the only
two-sided ideals in a matrix algebraMl(C) are trivial: so for some l,
ψ−1({0} × · · · × {0} ×Mnl(C)× {0} × · · · × {0}) ⊆ ker (ϕ).
Thus ϕ sends some projection e ∈ Mn \ {0} to zero, and 0 = [ϕ(e)] = K0(ϕ)([e]) in (K0(B), [1B]), contrary to hypothesis.
Thus, every ϕ  Mn is injective and the argument is complete. 
Combining the last two results, one may show the following.
Lemma 2.13. If A and B are ultramatricial ∗-algebras and f : (K0(A), [1A]) → (K0(B), [1B]) is an embedding, then there is an
injective ∗-algebra map ϕ : A → B with K0(ϕ) = f .
Proof. Let A be the union of a chain M0 ⊆ M1 ⊆ · · · of matricial ∗-subalgebras, and for n ∈ N let ιn : Mn ⊆ A be the
inclusion map. If there are injective ∗-algebra maps ϕn : Mn → B such that each ϕn+1  Mn = ϕn and each K0(ϕn) = fK0(ιn),
then there will be an injective ∗-algebramap ϕ : A → Bwith ϕ  Mn = ϕn always, and K0(ϕ)will be f because K0 commutes
with direct limits.
Since fK0(ι0) is a homomorphismof (K0(M0), [1M0 ]) into (K0(B), [1B]), Lemma2.11 provides a ∗-algebramapϕ0 : M0 → B
withK0(ϕ0) = fK0(ι0). If e ∈ M0\{0} is a projection, then ι0(e) ∈ A\{0} is a projection, and Lemma2.8 implies that [ι0(e)] ≠ 0
in (K0(A), [1A]); so since f is an embedding,
0 ≠ f ([ι0(e)]) = fK0(ι0)([e]) = K0(ϕ0)([e])
in (K0(B), [1B]). Since ker K0(ϕ) is convex in (K0(A), [1A]), Lemma 2.5 implies that K0(ϕ0) sends no strictly positive element
to zero, and so Lemma 2.12 makes ϕ0 injective.
Given an injective ∗-algebramap ϕn : Mn → Bwith K0(ϕn) = fK0(ιn), proceed as in the last paragraph to find an injective∗-algebra map ψ : Mn+1 → Bwith K0(ψ) = fK0(ιn+1). If ι : Mn ⊆ Mn+1 is the inclusion map, then
K0(ψι) = K0(ψ)K0(ι)
= (fK0(ιn+1))K0(ι)
= fK0(ιn+1ι)
= fK0(ιn) = K0(ϕn).
So Lemma 2.11 provides an inner ∗-automorphism γ of Bwith ϕn = γ (ψι), and if one lets
ϕn+1 = γψ,
then ϕn+1 : Mn+1 → B is an injective ∗-algebra map with ϕn+1  Mn = ϕn and
K0(ϕn+1) = K0(γ )K0(ψ) = K0(ψ) = fK0(ιn+1).
Proceeding in this way, one obtains the sequence of injective ∗-algebra maps with all the desired properties. 
A slightly more complicated argument yields the following conclusion.
Lemma 2.14. If G is a countable dimension group with order unit u, then G ∼= (K0(A), [1A]) for some AF algebra A.
Proof. See Theorem 21.10 of [6]. 
As noted much earlier, the Gelfand–Naimark Theorem says that the commutative C∗-algebras are the C∗-algebras of the
form C(X,C) for X a compact Hausdorff space. When attention is narrowed from C∗-algebras to AF algebras, one may be
more specific about X .
Lemma 2.15. A is a commutative AF algebra just in case A is isomorphic to C(X,C) for some separable Stone space X. In this case
(K0(A), [1A]) ∼= (C(X,Z), 1), where C(X,Z) is the group of continuous integer-valued functions on X with pointwise addition
and weak order.
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Proof. See ([4], Proposition 3.1) for the identification of commutative AF algebras.
Assume now that X is a separable Stone space, and let D ⊆ C(X,C) consist of the locally constant functions in C(X,C).
D is a ∗-subalgebra of C(X,C), and because X is a Stone space D is dense in the C∗-algebra C(X,C). If D is ultramatricial,
Lemma 2.7 reduces the second part of Lemma 2.15 to the proof that (K0(D), [1D]) ∼= (C(X,Z), 1).
Because X is a separable Stone space, its clopen algebra B consists of at most countably many elements C0, C1, . . . . Let Bi
be the subalgebra of B generated by {Cj : j < i}: then Bi is finite and atomicwith ai ≥ 1 atoms. The Boolean powerC[Bi]∗ ([8],
Section 9.7) of the C∗-algebra C by the Boolean algebra Bi consists of functions in D that are constant on certain elements of
Bi. Because every element of B appears in some Bi, D is the union of the chain C[B0]∗ ⊆ C[B1]∗ ⊆ · · · of ∗-algebras. Since
the finite Boolean algebra Bi has exactly ai atoms, the ∗-algebras C[Bi]∗ and∏aij=1 C are isomorphic: so D is ultramatricial as
desired.
The bijection between the clopen subsets C of X and their characteristic functions χC : X → {0, 1} is a bijection between
the clopen subsets of X and the projections in D. If g ∈ C(X,Z), ran(g) is finite and
g =
−
k∈ran(g)
kχg−1{k},
where {g−1{k} : k ∈ ran(g)} is a finite partition of X into clopen subsets. So one may define F : C(X,Z)→ K0(D) by
F(g) =
−
k∈ran(g)
k[χg−1{k}].
F sends 0 to [0], 1 to [1D], and strictly positive elements to strictly positive elements: for if e ≠ 0 is a projection in D, then
e is not ∗-equivalent to 0 and so e ≉ 0 in the ultramatricial ∗-algebra D (Lemma 2.8). The argument below will show that
F : (C(X,Z), 1) ∼= (K0(D), [1D]).
One first shows that if H1, . . . ,Hn, L are clopen subsets of X , then
(1)
∑n
i=1[χHi ] = [χL] in K0(D)
just in case
(2) H1, . . . ,Hn are pairwise disjoint with union L.
If (1) holds, then the n× n diagonal matricesχH1 . . .
χHn
 and

χL
0
. . .
0

are stably equivalent: so since D is ultramatricial, Lemma 2.8 implies that these matrices are ∗-equivalent. Thus there is
M = (Mij) ∈ Mn(D)with
M =
χH1 . . .
χHn
M

χL
0
. . .
0
 ,MM∗ =
χH1 . . .
χHn
 ,
and
M∗M =

χL
0
. . .
0
 .
The first of these three identities implies that
Mij =

0 if j > 1
χHiMijχL if j = 1.
So the second identity implies that each
χHi = Mi1M∗i1,
and the third identity implies that
χL =
n−
i=1
M∗i1Mi1.
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Because D is commutative,
χL =
n−
i=1
Mi1M∗i1 =
n−
i=1
χHi .
Since χL is a characteristic function, the His are pairwise disjoint; so the last identity implies that L = ni=1 Hi. Thus (1)
implies (2).
Conversely, if (2) holds, then
χL =
n−
i=1
χHi
where each
χHi = χHiχ∗Hi = χ∗HiχHi .
Since each Hi ⊆ L, each
χHi = χHiχHiχL.
So if
M =
χH1 0 · · · 0... ... ...
χHn 0 · · · 0
 ,
one obtains the three matrix identities of the last paragraph, and soχH1 . . .
χHk
 ∗∼

χL
0
. . .
0

and
∑k
i=1[χHi ] = [χL] in K0(D). Thus (2) implies (1) and they are equivalent.
One concludes that if H and L are clopen subsets of X ,
[χH ] ≤ [χL] iff H ⊆ L.
For if [χH ] ≤ [χL], then
[χH ] + Y = [χL]
for some Y ≥ 0 in K0(D); because Y ≤ [χL] ≤ [1D], Y belongs to the unit interval [0, [1D]] of K0(D) and Y = [e] for some
projection e in the ultramatricial ∗-algebra D (Lemma 2.6); if H ′ ⊆ X is clopen with e = χH ′ , then [χH ] + [χH ′ ] = [χL] and
H ∪ H ′ = L since (1) implies (2). Conversely, if H ⊆ L, then L is the disjoint union of the clopen sets H and L \ H , and so
[χH ] + [χL\H ] = [χL] – since (2) implies (1) – and [χH ] ≤ [χL].
Suppose now that g ∈ C(X,Z) takes the value kj on the clopen set Hj, where {H1, . . . ,Hn} is a partition of X into
nonempty clopen sets. Without loss of generality there is a positive q ≤ n such that k1, . . . , kq are pairwise distinct and
{k1, . . . , kq} = {k1, . . . , kn}. If Ij = {l ∈ {1, . . . , n} : kl = kj} for j = 1, . . . , q, then
g =
q−
j=1
kjχl∈Ij Hl ,
where the clopen sets

l∈Ij Hl are pairwise disjoint; so since k1, . . . , kq are pairwise distinct,
F(g) =
q−
j=1
kj[χl∈Ij Hl ].
The equivalence of (1) with (2) implies that each
[χ
l∈Ij Hl ] =
−
l∈Ij
[χHl ] :
so
F(g) =
q−
j=1
kj
−
l∈Ij
[χHl ] =
q−
j=1
−
l∈Ij
kj[χHl ] =
n−
l=1
kl[χHl ].
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One may now show that F commutes with addition. For if g, g ′ ∈ D, there is a partition {H1, . . . ,Hn} of X into nonempty
clopen sets such that g and g ′ are constant on each Hl: say g is kl and g ′ is k′l on Hl. So, g + g ′ is kl + k′l on each Hl, and the
result of the last paragraph implies that
F(g + g ′) =
n−
l=1
(kl + k′l)[χHl ] =
n−
l=1
kl[χHl ] +
n−
l=1
k′l[χHl ] = F(g)+ F(g ′).
Because F respects addition and F(kχH) = k[χH ] for every clopen H ⊆ X , F is surjective. If F were not injective,
then since F sends 0 to [0], sends strictly positive elements to strictly positive elements, and respects addition, there is
g ∈ ker (F) \ {0} that assumes both positive and negative values on X . So there are m, n ≥ 1, pairwise disjoint nonempty
clopen sets H1, . . . ,Hm+n, and positive integers k1, . . . , km+n with
g =
m−
i=1
kiχHi −
m+n−
i=m+1
kiχHi
and
m−
i=1
ki[χHi ] =
m+n−
i=m+1
ki[χHi ].
The Riesz decomposition property implies that for i = m + 1, . . . ,m + n and j = 1, . . . , ki there are zij in the dimension
group K0(D) such that 0 ≤ zij ≤ [χHi ] and
[χH1 ] =
−
i,j
zij.
Because D is ultramatricial and each zij belongs to the unit interval of K0(D), Lemma 2.6 implies that each zij is the stable
equivalence class of a projection, which must have the form χHij for some clopen set Hij ⊆ X . Because
[χHij ] ≤ [χH1 ], [χHi ],
Hij ⊆ H1 ∩ Hi = ∅, and thus [χH1 ] = [0] and F sends a strictly positive element to zero. This contradiction implies that F is
injective.
One may complete the proof that F is an isomorphism by showing that if g ∈ C(X,Z) and F(g) > 0, then g > 0. If
F(g) > 0 but g ≯ 0, then since F is an order-preserving group homomorphism g assumes both positive and negative values
on X , and as in the last paragraph there are m, n ≥ 1, pairwise disjoint nonempty clopen sets H1, . . . ,Hm+n, and positive
integers k1, . . . , km+n with
g =
m−
i=1
kiχHi −
m+n−
i=m+1
kiχHi .
Because F(g) > 0,
m−
i=1
ki[χHi ] >
m+n−
i=m+1
ki[χHi ].
The Riesz decomposition property implies that for i = 1, . . . ,m and j = 1, . . . , ki there are zij in the dimension group K0(D)
with 0 ≤ zij ≤ [χHi ] and
[χHm+1 ] =
−
i,j
zij.
One may now show, as in the last paragraph, that each zij = [χHij ] for some clopen Hij ⊆ X , that each Hij ⊆ Hi ∩ Hm+1 = ∅
since [χHij ] = zij ≤ [χHi ], [χHm+1 ], and that 0 = [χHm+1 ] = F(χHm+1), though χHm+1 ≠ 0. This contradiction finishes the
proof. 
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3. Metric structures and positive existential formulas
In many of the following arguments, C∗-algebras become metric structures relative to the language – call it
M – mentioned in ([2], pp. 319–320). Thus for each positive integer n there are variables of sort n, viewed as ranging over
the closed ball B(0, n) of center zero and radius n; there are constant symbols 0, 1 of sort 1, used to name zero and one;
for each pair m < n of positive integers, there is a unary function symbol Imn, producing a term of sort n when applied to
a term of sort m, that corresponds to the inclusion map from B(0,m) into B(0, n); for every positive integer m there are
function symbols ∗m (+m, ·m), producing terms of sort m (2m,m2) when applied to a term (a pair of terms) of sort m, that
correspond to the restriction to B(0,m) of the involution (addition, multiplication); for each λ ∈ C and positive integer m
there is a unary function symbol λm, producing terms of sortm(⌊|λ|⌋+1)when applied to terms of sortm, corresponding to
scalar multiplication by λ; and for each positive integerm there is a binary relation symbol=m corresponding to the metric
restricted to B(0,m)2. Sortm is assigned diameter 2m; the function symbols
Imn, ∗m ,+m, ·m, and λm
are assigned moduli of uniform continuity
ϵ → ϵ, ϵ → ϵ, ϵ → (1/2)ϵ, ϵ → (2m)−1ϵ, and ϵ → (⌊|λ|⌋ + 1)−1ϵ,
and the relation symbol=m is assigned modulus of uniform continuity ϵ → (1/2)ϵ and interval [0, 2m]. When C∗-algebras
are viewed as metric structures for the languageM (or for a richer languageM+ defined in Section 6), the corresponding
notion of embedding is described in ([2], Definition 2.3), and amounts to isometric ∗-homomorphism (preserving and
reflecting the extra relations inM+, when that language is at issue). When C∗-algebras are viewed just as ∗-algebras, one
may also consider ∗-algebra homomorphisms between them.
Note that anM-condition
0 = sup
x1
. . . sup
xn
ϕ(x1, . . . , xn),
with ϕ(x) quantifier-free, is true in anM-structure just in case
∀x1 . . . ∀xn(0 = ϕ(x1, . . . , xn))
is true. So there is a set of such universalM-conditions that axiomatizes the class ofM-structures that are C∗-algebras. For
example, a condition guaranteeing that addition is commutative on B(0, 3) takes the form
0 = sup
x1∈B(0,3)
sup
x2∈B(0,3)
(x1 +3 x2 =6 x2 +3 x1),
while a condition guaranteeing that ‖xy‖ ≤ ‖x‖ · ‖y‖ on B(0, 3) takes the form
0 = sup
x1∈B(0,3)
sup
x2∈B(0,3)
u(x1 ·3 x2 =9 I1,9(0), I3,9(x1) =9 I1,9(0), I3,9(x2) =9 I1,9(0)),
where u : [0, 9]3 → [0, 9] is the connective with
u(a, b, c) = max(a− (bc), 0)
for all a, b, c ∈ [0, 9].
To define notions of ‘existentially closed in’ or ‘algebraically closed in’ for metric structures, one must first single out
existential and positive existential formulas in metric languages. The discussion in [2] of existential formulas in such
languages does not single out a subclass of positive existential formulas, though Chang and Keisler do introduce a notion
of positive formula when generalizing Lyndon’s Theorem in [5]. In the present context, one may begin to treat positive
existential formulas by treating positive connectives. To simplify notation, the following general discussionwill concentrate
on a one-sorted metric structure S of signature N and diameter one, where predicates take values in [0, 1] and n-place
connectives are uniformly continuous functions from [0, 1]n into [0, 1].
Definition 3.1. A positive n-place connective is a uniformly continuous u : [0, 1]n → [0, 1]with u(0) = 0 and
u(x) ≤ u(y)when x ≤ y
for all x, y ∈ [0, 1]n.2
The idea here is that a statement built with a positive connective grows in truth with its constituents – as in ([5], p. 10,
l. 1–4 and p. 121) – and is true if they are. The constant function with value zero – ‘true’ – obeys these conditions, as do the
2 For x, y ∈ [0, 1]n , x ≤ y just in case xi ≤ yi for all i = 1, . . . , n.
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functions
(x, y) → max(x, y) and (x, y) → min(1, x+ y)
corresponding to conjunction and the functions
(x, y) → min(x, y) and (x, y) → max(0, x+ y− 1)
corresponding to disjunction ([11], pp. 2–3; note that since the logic ofmetric structures assigns zero to true and one to false,
the assignment of truth functions to connectives is dual to that made in some works on Łukasiewicz logic). Other functions
obeying these conditions are
x → max(0, x− r) = x .− r
for fixed r ∈ [0, 1] – which corresponds to a conditional whose antecedent has truth value r – and functions
x → min(1, ax)
for fixed a ≥ 0 in R.
In ordinary predicate logic conjunction and disjunction do not alter quantifiers when prenexing rules are applied. In the
logic of metric structures, positive connectives have an analogous property.
Lemma 3.2. Let u : [0, 1]l → [0, 1] be a positive connective, ϕ1(x, y) and ϕ2(y), . . . , ϕl(y) beN -formulas, and a come from S:
then
u(sup
x
ϕ1(x, a), ϕ2(a), . . . , ϕl(a)) = sup
x
u(ϕ1(x, a), ϕ2(a), . . . , ϕl(a))
and
u(inf
x
ϕ1(x, a), ϕ2(a), . . . , ϕl(a)) = inf
x
u(ϕ1(x, a), ϕ2(a), . . . , ϕl(a)).
Proof. For z ∈ [0, 1], let
v(z) = u(z, ϕ2(a), . . . , ϕl(a)).
For all d from S
ϕ1(d, a) ≤ sup
x
ϕ1(x, a)
and so
v(ϕ1(d, a)) ≤ v(sup
x
ϕ1(x, a))
because u is positive; thus
sup
x
v(ϕ1(x, a)) ≤ v(sup
x
ϕ1(x, a)).
Conversely, if ϵ > 0, then since v is uniformly continuous there is δ > 0 for which
|v(z)− v(z ′)| < ϵ when z, z ′ ∈ [0, 1] and |z − z ′| < δ.
For some e from S
ϕ1(e, a) ≤ sup
x
ϕ1(x, a) < ϕ1(e, a)+ δ :
so
|ϕ1(e, a)− sup
x
ϕ1(x, a)| < δ
and
|v(ϕ1(e, a))− v(sup
x
ϕ1(x, a))| < ϵ.
Thus
v(sup
x
ϕ1(x, a)) < v(ϕ1(e, a))+ ϵ,
v(sup
x
ϕ1(x, a)) < sup
x
v(ϕ1(x, a))+ ϵ
for all ϵ > 0, and
v(sup
x
ϕ1(x, a)) = sup
x
v(ϕ1(x, a))
as desired.
A similar argument yields the result about inf. 
Lemma3.2 implies that any formula obtained fromatomic formulas by application of positive connectives and quantifiers
(i.e., supx and infx) is equivalent to a prenex formula of this kind; in particular, any formula obtained from atomic formulas
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by application of positive connectives and existential quantifiers (i.e., infx) is equivalent to a prenex formula of this kind.
In what follows a positive existential formula, in the logic of metric structures, will be a formula equivalent to a prenex
existential formula whose matrix is a positive connective applied to atomic formulas; and if f : A→ B is an embedding of
metric structures, f will makeA algebraically (existentially) closed inB just in case for all positive existential (existential)
formulas ϕ(x1, . . . , xm) and a1, . . . , am fromA,
0 = ϕ(a1, . . . , am)A if 0 = ϕ(f (a1), . . . , f (am))B
(the superscript indicates the structure in which the formula is evaluated).
Though later sections do not need the following results – which are therefore merely stated and not proved – they do
reveal further ways in which positive connectives, as defined above, resemble the positive connectives of ordinary logic. In
it, one may express any connective in terms of conjunction, disjunction, and negation; in the logic of metric structures a
corresponding result states that
Lemma 3.3. Every connective is a uniform limit of connectives composed from positive connectives and x → 1− x.
Proposition 6.6 of [2] also has an analogue for positive connectives. Let G = {Gn}n≥1 be the following system of positive
connectives: G1 consists of all connectives x → x
.− r and x → min(1, ax), where r ∈ [0, 1] and a ≥ 0 are rational; G2
consists of max, min, and (x, y) → min(1, x + y); and Gn = ∅ if n > 2. Much as in ([2], Section 6), the Stone–Weierstrass
Theorem yields the following conclusion.
Lemma 3.4. The positive connectives are exactly the uniform limits of compositions of connectives from G.
4. Model-theoretic transfer from dimension groups to AF algebras
This section is devoted to the proof of the following result.
Theorem 4.1. Let (A1, 1A1) ⊆ (A2, 1A2) be AF algebras – viewed as metricM-structures – and ι : (A1, 1A1)→ (A2, 1A2) be the
corresponding embedding ofM-structures. If K0(ι) is an embedding under which theL1-structure (K0(A1), [1A1 ]) is algebraically
(existentially) closed in theL1-structure (K0(A2), [1A2 ]), then (A1, 1A1) is algebraically (existentially) closed in (A2, 1A2).
Proof. To show that (A1, 1A1) is algebraically (existentially) closed in (A2, 1A2), one must show that if
ϕ1(x1, . . . , xm, y1, . . . , yn), . . . , ϕl(x, y)
are atomicM-formulas, a1, . . . , am come from A1, and u is an l-place positive connective (or just an l-place connective), then
0 = inf
y
u(ϕ1(a, y), . . . , ϕl(a, y))A1
when
0 = inf
y
u(ϕ1(a, y), . . . , ϕl(a, y))A2 .
Let (M1, 1M1) ⊆ (A1, 1A1) be a dense ultramatricial algebra and {bi}i∈N a sequence from Mm1 that converges to a: then for
i = 1, 2
inf
y
u(ϕ(a, y))Ai = lim
r→∞ infy
u(ϕ(br , y))Ai .
So the desired conclusion holds if
inf
y
u(ϕ(b, y))A1 ≤ inf
y
u(ϕ(b, y))A2
for all suitable b fromMm1 .
3 Let (B1, 1B1) ⊆ (M1, 1M1) be a matricial ∗-algebra containing all the entries of b. There is a dense
ultramatricial (M2, 1M2) ⊆ (A2, 1A2)with B1 ⊆ M2 (Lemma 2.4). Because eachMi is dense in Ai, each
inf
y
u(ϕ(b, y))Ai = inf
y
u(ϕ(b, y))Mi
when one views (Mi, 1Mi) as anM-prestructure ([2], p. 330 and Theorem 3.7). So the desired conclusionwill hold if for every
suitable g ∈ Mn2 there is a suitable h ∈ Mn1 with
u(ϕ(b, h))M1 ≤ u(ϕ(b, g))M2 .
So fix g ∈ Mn2 and let (B2, 1B2) ⊆ (M2, 1M2) be a matricial ∗-algebra containing both B1 and the entries of g .
3 Suitable, in the sense that each bi comes from the domain over which xi varies.
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If for i = 1, 2 αi : Mi ⊆ Ai is the inclusion ∗-algebra map, then K0(αi) : (K0(Mi), [1Mi ]) ∼= (K0(Ai), [1Ai ]) by Lemma 2.7.
Thus
K0(α2)−1K0(ι)K0(α1) : (K0(M1), [1M1 ])→ (K0(M2), [1M2 ])
makes (K0(M1), [1M1 ]) algebraically (existentially) closed in (K0(M2), [1M2 ]). By Lemma 2.13 there is an injective ∗-algebra
map β : (M1, 1M1)→ (M2, 1M2)with
K0(β) = K0(α2)−1K0(ι)K0(α1).
If j11 : B1 ⊆ M1 and j12 : B1 ⊆ M2 are the inclusion homomorphisms, then
ια1j11 = α2j12
and so K0(ι)K0(α1)K0(j11) = K0(α2)K0(j12) and
K0(β)K0(j11) = K0(j12).
So by Lemma 2.11 there is an inner ∗-algebra automorphism γ ofM2 with
βj11 = γ j12,
and θ = γ−1β fixes B1. Because K0(γ ) is the identity on K0(M2) (Lemma 2.11), K0(θ) makes (K0(M1), [1M1 ]) algebraically
(existentially) closed in (K0(M2), [1M2 ]).
Concentrate now on the algebraic case. Let {e(j)pq}j,p,q be a ∗-matricial basis for B1, {f (j′)p′q′}j′,p′,q′ be a ∗-matricial basis for B2,
and ȷ˜ : B1 ⊆ B2 be the inclusion ∗-homomorphism. Since the nonnegative elements of K0(B2) ⊇ K0(ȷ˜)K0(B1) are theN-linear
combinations of the elements [f (j′)11 ] (Lemma 2.5), there is a nonnegative integer matrix H for which the conjunction (#) =
j′
[f (j′)11 ] ≥ 0 ∧
k′−
j′=1
n(j′)[f (j′)11 ] = 1 ∧ K0(ȷ˜)⟨[e(j)11]⟩ = H⟨[f (j
′)
11 ]⟩
is true in K0(B2); here ⟨[e(j)11]⟩ and ⟨[f (j
′)
11 ]⟩ are vectors whose entries are the elements [e(j)11] and [f (j
′)
11 ], respectively. If
j22 : B2 ⊆ M2 is the inclusion ∗-homomorphism, then
j22 ȷ˜ = j12 = θ j11
and so in K0(M2)
j′
[j22(f (j′)11 )] ≥ 0 ∧
k′−
j′=1
n(j′)[j22(f (j′)11 )] = 1 ∧ K0(θ)⟨[j11(e(j)11)]⟩ = H⟨[j22(f (j
′)
11 )]⟩.
Because K0(θ)makes (K0(M1), [1M1 ]) algebraically closed in (K0(M2), [1M2 ]), there are elements d(j′) from K0(M1)with
j′
d(j
′) ≥ 0 ∧
k′−
j′=1
n(j′)d(j
′) = 1 ∧ ⟨[j11(e(j)11)]⟩ = H⟨d(j
′)⟩.
As a torsion-free Abelian group, K0(B2) is the internal direct sumof the subgroupsZ[f (j′)11 ] (Lemma 2.5); so since each d(j′) ≥ 0
and
∑k′
j′=1 n(j′)d(j
′) = [1M1 ], there is an order-preserving homomorphismψ : (K0(B2), [1B2 ])→ (K0(M1), [1M1 ]) that sends
each [f (j′)11 ] to d(j′). Lemma 2.11 provides a ∗-algebra map δ : (B2, 1B2)→ (M1, 1M1) such that
K0(δ) = ψ.
So
K0(δ ȷ˜)⟨[e(j)11]⟩ = ψK0(ȷ˜)⟨[e(j)11]⟩
= ψH⟨[f (j′)11 ]⟩
= H⟨ψ[f (j′)11 ]⟩
= H⟨d(j′)⟩
= ⟨[j11(e(j)11)]⟩
= K0(j11)⟨[e(j)11]⟩.
Thus Lemma 2.11 provides an inner ∗-automorphism λ ofM1 with
λj11 = δ ȷ˜ and j11 = λ−1δ ȷ˜.
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‖δ‖ = 1 by Lemma 2.2, and every atomicM-formula is an identity: so every
ϕi(b, g)M2 = ϕi(ȷ˜(b), g)B2
≥ ϕi(δ ȷ˜(b), δ(g))M1
= ϕi(λ−1δ ȷ˜(b), λ−1δ(g))M1
= ϕi(j11(b), λ−1δ(g))M1
= ϕi(b, λ−1δ(g))M1 .
Because u is a positive connective in the algebraic case,
u(ϕ(b, λ−1δ(g)))M1 ≤ u(ϕ(b, g))M2
as desired.
The treatment of the existential case is only slightly different. (#) is replaced by

j′
[f (j′)11 ] > 0 ∧
k′−
j′=1
n(j′)[f (j′)11 ] = 1 ∧ K0(ȷ˜)⟨[e(j)11]⟩ = H⟨[f (j
′)
11 ]⟩
(note the strict inequalities). BecauseK0(θ)makes (K0(M1), [1M1 ]) existentially closed in (K0(M2), [1M2 ]), there are elements
d(j
′) from K0(M1) for which
j′
d(j
′) > 0 ∧
k′−
j′=1
n(j′)d(j
′) = 1 ∧ ⟨[j11(e(j)11)]⟩ = H⟨d(j
′)⟩.
Because each d(j
′) is strictly positive, the homomorphismψ : (K0(B2), [1B2 ])→ (K0(M1), [1M1 ]) that sends each [f (j
′)
11 ] to d(j′)
sends strictly positive elements to strictly positive elements. Thus the ∗-algebra map δ : (B2, 1B2)→ (M1, 1M1) is injective
(Lemma 2.12). Its domain is a matricial ∗-algebra, and its range is also a matricial ∗-algebra by Lemma 2.3: so viewed as a
∗-algebra map between B2 and ran(δ), δ is an isometry (Lemma 2.2). Thus every
ϕi(ȷ˜(b), g)B2 = ϕi(δ ȷ˜(b), δ(g))M1 ,
every
ϕi(b, g)M2 = ϕi(b, λ−1δ(g))M1 ,
and
u(ϕ(b, λ−1δ(g)))M1 = u(ϕ(b, g))M2 . 
5. Transfer of ‘algebraically closed in’ from AF algebras to dimension groups
This section derives a converse to half of Theorem 4.1.
Theorem 5.1. Let (A1, 1A1) ⊆ (A2, 1A2) be AF algebras – viewed as metricM-structures – and ι : (A1, 1A1) → (A2, 1A2) be
the corresponding embedding ofM-structures. If (A1, 1A1) is algebraically closed in (A2, 1A2), then K0(ι) is an embedding under
which theL1-structure (K0(A1), [1A1 ]) is algebraically closed in theL1-structure (K0(A2), [1A2 ]).
Proof. Onemay reach the desired conclusion by showing thatwheneverϕ(x1, . . . , xm, y1, . . . , yn) is a conjunction of atomic
L1-formulas, c ∈ K0(A1)m, d ∈ K0(A2)n, and
(K0(A2), [1A2 ]) |= ϕ(K0(ι)(c), d),
then there is f ∈ K0(A1)n with
(K0(A1), [1A1 ]) |= ϕ(c, f ).
Since [1A2 ] = K0(ι)([1A1 ]), one may assume that ϕ is anL-formula. The following argument will start by transforming ∃yϕ
into a positive-primitive unnestedL-formula whose quantifiers are restricted to the unit interval. This new formula will be
replaced by a positive-existentialM-formula, true in (A2, 1A2), which will be true also in (A1, 1A1) because it is algebraically
closed in (A2, 1A2). The truth of this formula in (A1, 1A1)will yield the truth of∃yϕ(c, y) inK0(A1) and complete the argument.
Let (M1, 1M1) ⊆ (A1, 1A1) be an ultramatricial algebra dense in (A1, 1A1) and α1 be the corresponding inclusion map.
Lemma 2.7 says that
K0(α1) : (K0(M1), [1M1 ]) ∼= (K0(A1), [1A1 ]) :
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so one may assume that every c comes from K0(M1). It is generated as a group by the elements [e]with e a projection inM1
(Lemma 2.6): so by increasing the number of variables x onemay assume that every ci = [ei] for some projection ei fromM1.
There is a matricial ∗-algebra (B1, 1B1) ⊆ (M1, 1M1) that contains all the eis. Let (M2, 1M2) ⊇ (B1, 1B1) be an ultramatricial
algebra such that (M2, 1M2) ⊆ (A2, 1A2) is dense in (A2, 1A2) (Lemma 2.4). As above, one may by increasing the number of
variables y assume that every dj = [fj] for some projection fj from M2. Because each K0(Ai) is a partially ordered Abelian
group, one may rewrite ϕ’s conjuncts to eliminate− and to give ϕ the form
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

k
tk(x, y) = uk(x, y),
where the ts and us areN-linear forms in the xs and ys. In what follows, one should remember that the elements of [0, [1Ai ]]
are the elements [e]with e a projection fromMi (by Lemmas 2.6 and 2.7).
The Riesz decomposition property allows one to rewrite each conjunct (⋆) =
tk(x, y) = uk(x, y)
in a special way. Let tk(x, y) be
∑
i pixi +
∑
j p˜jyj, uk(x, y) be
∑
i qixi +
∑
j q˜jyj, P =
∑
i pi +
∑
j p˜j, Q =
∑
i qi +
∑
j q˜j, and
(zij) be a P × Q matrix of new variables. When 0 ≤ 1 and the xs and ys belong to [0, 1], the Riesz decomposition property
makes (⋆) equivalent to the claim that there is a P × Q matrix (zij) of nonnegative elements such that
x1, . . . , x1  
p1
, . . . , xm, . . . , xm  
pm
, y1, . . . , y1  
p˜1
, . . . , yn, . . . , yn  
p˜n
are equal to the successive row sums of (zij)while
x1, . . . , x1  
q1
, . . . , xm, . . . , xm  
qm
, y1, . . . , y1  
q˜1
, . . . , yn, . . . , yn  
q˜n
are equal to the successive column sums of (zij). All the zijs thus belong to [0, 1]. If in ϕ one rewrites each conjunct
tk(x, y) = uk(x, y) in this way – thus introducing new existentially quantified variables z ranging over [0, 1] – then one
may assume that ϕ(x, y) has the form
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

k
vk = uk(y),
where each vk is an x or a y and does not occur in uk(y), a sum of distinct variables among the ys (which include the new
variables z). Exploiting now the procedure from ([8], p. 58) for creating unnested formulas, one may by introducing still
more variables y assume that ϕ has the form
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

k
yj(k) = yj(k,1) + yj(k,2) ∧

(l,m)∈T
yl = ym ∧

(q,r)∈U
xq = yr .
Because
ϕ(K0(ι)([e]), [f ])
one knows that
k
[fj(k)] = [fj(k,1)] + [fj(k,2)] :
so in the ∗-algebra of all 2× 2 matrices overM2, the projections
fj(k) 0
0 0

and

fj(k,1) 0
0 fj(k,2)

are equivalent under≈. Thus
fj(k) 0
0 0

∗∼

fj(k,1) 0
0 fj(k,2)

(Lemma 2.8) and there is
u˜k =

p˜k q˜k
r˜k s˜k

with
u˜k =

fj(k) 0
0 0

u˜k

fj(k,1) 0
0 fj(k,2)

, u˜ku˜∗k =

fj(k) 0
0 0

,
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and
u˜∗k u˜k =

fj(k,1) 0
0 fj(k,2)

.
So 
p˜k q˜k
r˜k s˜k

=

fj(k)p˜kfj(k,1) fj(k)q˜kfj(k,2)
0 0

,
fj(k) 0
0 0

=

p˜kp˜∗k + q˜kq˜∗k 0
0 0

,
and 
fj(k,1) 0
0 fj(k,2)

=

p˜∗k p˜k p˜
∗
k q˜k
q˜∗k p˜k q˜
∗
k q˜k

.
A simpler version of the same argument provides elements w˜(l,m), z˜(q,r) ∈ M2 with
(l,m)∈T
w˜(l,m) = flw˜(l,m)fm ∧ w˜(l,m)w˜∗(l,m) = fl ∧ w˜∗(l,m)w˜(l,m) = fm
∧

(q,r)∈U
z˜(q,r) = ι(eq)z˜(q,r)fr ∧ z˜(q,r)z˜∗(q,r) = ι(eq) ∧ z˜∗(q,r)z˜(q,r) = fr .
So in (A2, 1A2) 0 is the infimum, over all yj, pk, qk, w(l,m), and z(q,r) with j ∈ J, k ∈ K , (l,m) ∈ T , and (q, r) ∈ U , of the
maximum of
max
j
‖(yj + y∗j )2 − (yj + y∗j )‖,
max
k
(‖pk − (yj(k) + y∗j(k))pk(yj(k,1) + y∗j(k,1))‖, ‖qk − (yj(k) + y∗j(k))qk(yj(k,2) + y∗j(k,2))‖,
‖(yj(k) + y∗j(k))− (pkp∗k + qkq∗k)‖, ‖(yj(k,1) + y∗j(k,1))− p∗kpk‖, ‖p∗kqk‖, ‖q∗kpk‖, ‖(yj(k,2) + y∗j(k,2))− q∗kqk‖),
max
(l,m)∈T
(‖w(l,m) − (yl + y∗l )w(l,m)(ym + y∗m)‖, ‖w(l,m)w∗(l,m) − (yl + y∗l )‖, ‖w∗(l,m)w(l,m) − (ym + y∗m)‖),
max
(q,r)∈U
(‖z(q,r) − ι(eq)z(q,r)(yr + y∗r )‖, ‖z(q,r)z∗(q,r) − ι(eq)‖, ‖z∗(q,r)z(q,r) − (yr + y∗r )‖).
In these expressions yj + y∗j plays the role of fj, and inclusion of maxj ‖(yj + y∗j )2 − (yj + y∗j )‖ will allow exploitation of
Lemma 2.10 in the argument below. Because ι makes (A1, 1A1) algebraically closed in (A2, 1A2), this infimum – with each
ι(eq) replaced by eq – is 0 in (A1, 1A1).
Let r > 1 be a strict upper bound on the ‖e‖s and the radii of the domains over which the variables in the last display
vary, and pick δ ∈ (0, 1/4]with
(1/4)+ δ −(1/4)− δ < 1/(48r2).
For certain elements yˆj, pˆk, qˆk, wˆ(l,m), and zˆ(q,r) of A1, both δ and 1/(48r2) are greater than all of
max
j
‖(yˆj + yˆ∗j )2 − (yˆj + yˆ∗j )‖,
max
k
(‖pˆk − (yˆj(k) + yˆ∗j(k))pˆk(yˆj(k,1) + yˆ∗j(k,1))‖, ‖qˆk − (yˆj(k) + yˆ∗j(k))qˆk(yˆj(k,2) + yˆ∗j(k,2))‖,
‖(yˆj(k) + yˆ∗j(k))− (pˆkpˆ∗k + qˆkqˆ∗k)‖, ‖(yˆj(k,1) + yˆ∗j(k,1))− pˆ∗k pˆk‖, ‖pˆ∗k qˆk‖, ‖qˆ∗k pˆk‖, ‖(yˆj(k,2) + yˆ∗j(k,2))− qˆ∗k qˆk‖),
max
(l,m)∈T
(‖wˆ(l,m) − (yˆl + yˆ∗l )wˆ(l,m)(yˆm + yˆ∗m)‖, ‖wˆ(l,m)wˆ∗(l,m) − (yˆl + yˆ∗l )‖, ‖wˆ∗(l,m)wˆ(l,m) − (yˆm + yˆ∗m)‖),
max
(q,r)∈U
(‖zˆ(q,r) − eqzˆ(q,r)(yˆr + yˆ∗r )‖, ‖zˆ(q,r)zˆ∗(q,r) − eq‖, ‖zˆ∗(q,r)zˆ(q,r) − (yˆr + yˆ∗r )‖).
Because each hj = yˆj + yˆ∗j is self-adjoint, Lemma 2.10 provides a projection dˆj with
‖(yˆj + yˆ∗j )− dˆj‖ <

(1/4)+ δ −(1/4)− δ < 1/(48r2).
So each ‖pˆk − dˆj(k)pˆkdˆj(k,1)‖ is at most the sum of ‖pˆk − hj(k)pˆkhj(k,1)‖, ‖hj(k)pˆkhj(k,1) − dˆj(k)pˆkhj(k,1)‖, and ‖dˆj(k)pˆkhj(k,1) −
dˆj(k)pˆkdˆj(k,1)‖, which is strictly less than
(1/(48r2))+ (‖hj(k) − dˆj(k)‖ · ‖pˆk‖ · ‖hj(k,1)‖)+ (‖dˆj(k)‖ · ‖pˆk‖ · ‖hj(k,1) − dˆj(k,1)‖)
≤ (1/(48r2))+ (1/(48r2))2r2 + r(1/(48r2)) < 1/8.
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Computations no more complex show that 1/8 is greater than
‖qˆk − dˆj(k,1)qˆkdˆj(k,2)‖, ‖dˆj(k) − (pˆkpˆ∗k + qˆkqˆ∗k)‖, ‖dˆj(k,1) − pˆ∗k pˆk‖, ‖pˆ∗k qˆk‖, ‖qˆ∗k pˆk‖,
and ‖dˆj(k,2) − qˆ∗k qˆk‖. In the C∗-algebra of 2× 2 matrices over A1,r st u
 ≤ ‖r‖2 + ‖s‖2 + ‖t‖2 + ‖u‖2
(Lemma 2.1): so one finds that
√
4/64 = 1/4 is greater thanpˆk qˆk0 0

−

dˆj(k) 0
0 0

pˆk qˆk
0 0

dˆj(k,1) 0
0 dˆj(k,2)
,pˆk qˆk0 0

pˆk qˆk
0 0
∗
−

dˆj(k) 0
0 0
,
and pˆk qˆk0 0
∗ 
pˆk qˆk
0 0

−

dˆj(k,1) 0
0 dˆj(k,2)
.
Because
dˆj(k) 0
0 0

and

dˆj(k,1) 0
0 dˆj(k,2)

are projections in the C∗-algebra of 2× 2 matrices over A1, Lemma 2.9 implies that
dˆj(k) 0
0 0

∗∼

dˆj(k,1) 0
0 dˆj(k,2)

:
so
[dˆj(k)] = [dˆj(k,1)] + [dˆj(k,2)]
in (K0(A1), [1A1 ]). Easier computations along these lines show that
(l,m)∈T
[dˆl] = [dˆm] ∧

(q,r)∈U
[eq] = [dˆr ]
as well, and so (K0(A1), [1A1 ]) |= ϕ([e], [dˆ]) as desired. 
6. Transfer of ‘existentially closed in’ from AF algebras to dimension groups
When e and f are projections in the AF algebra (A, 1A), the proof of Theorem 5.1 exploits the fact that [e] = [f ] in
(K0(A), [1A]) just in case (A, 1A) satisfies the condition
inf
x
max(‖x− exf ‖, ‖xx∗ − e‖, ‖x∗x− f ‖) = 0.
This condition is existential in the logic of metric structures and so should have a universal negation. A problem thus arises
if one is translating anL1-sentence
∃x, y(. . . x ≠ y . . . )
into an M-condition in the logic of metric structures, since the method of Section 5 would produce something like an
existential-universalM-condition to which assumptions of relative existential closure would not apply.
One can avoid this problem if the dimension groups are linearly ordered.
Theorem 6.1. Let (A1, 1A1) ⊆ (A2, 1A2) be AF algebras – viewed as metricM-structures – and ι : (A1, 1A1) ⊆ (A2, 1A2) be the
corresponding embedding ofM-structures. If (A1, 1A1) is existentially closed in (A2, 1A2) and (K0(A1), [1A1 ]) and (K0(A2), [1A2 ])
are linearly ordered, then K0(ι) is an embedding under which the L1-structure (K0(A1), [1A1 ]) is existentially closed in the
L1-structure (K0(A2), [1A2 ]).
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Proof. One need indicate merely the changes needed in the proof of Theorem 5.1.
ϕ(x, y)will be a conjunction of literals of the languageL1.
After arranging for the witnesses for the xs (ys) to be elements [e] ([f ]) with e (f ) a projection from M1 (M2), one may
suppose that ϕ has the form
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

k
tk(x, y) = uk(x, y) ∧

l
tl(x, y) ≰ ul(x, y),
where each t and each u is an N-linear form in the xs and ys. Because the dimension groups are linearly ordered, this last
formula amounts to one of the shape
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

k
tk(x, y) = uk(x, y) ∧

l
tl(x, y) < ul(x, y).
By introducing more parameters from K0(M2) and increasing the number of variables y to be existentially quantified, one
may assume that ϕ has the form
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

n
yn ≠ 0 ∧

k
tk(x, y) = uk(x, y),
where the ts and us are N-linear forms in the xs and ys and n ranges over a subset N of the index set J for the ys.
After invoking the Riesz decomposition property and introducing more variables y, one converts ϕ to a formula
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

n
yn ≠ 0 ∧

k
yj(k) = yj(k,1) + yj(k,2) ∧

(l,m)∈T
yl = ym ∧

(q,r)∈U
xq = yr .
When n ∈ N , dn is a nonzero projection and so ‖dn‖ = 1. Thus in (A2, 1A2) 0 is the infimum, over all yj, pk, qk, w(l,m), and
z(q,r) with j ∈ J, k ∈ K , (l,m) ∈ T , and (q, r) ∈ U , of the maximum of
max
j
‖(yj + y∗j )2 − (yj + y∗j )‖,
max
k
(‖pk − (yj(k) + y∗j(k))pk(yj(k,1) + y∗j(k,1))‖, ‖qk − (yj(k) + y∗j(k))qk(yj(k,2) + y∗j(k,2))‖,
‖(yj(k) + y∗j(k))− (pkp∗k + qkq∗k)‖, ‖(yj(k,1) + y∗j(k,1))− p∗kpk‖, ‖p∗kqk‖, ‖q∗kpk‖, ‖(yj(k,2) + y∗j(k,2))− q∗kqk‖),
max
(l,m)∈T
(‖w(l,m) − (yl + y∗l )w(l,m)(ym + y∗m)‖, ‖w(l,m)w∗(l,m) − (yl + y∗l )‖, ‖w∗(l,m)w(l,m) − (ym + y∗m)‖),
max
(q,r)∈U
(‖z(q,r) − ι(eq)z(q,r)(yr + y∗r )‖, ‖z(q,r)z∗(q,r) − ι(eq)‖, ‖z∗(q,r)z(q,r) − (yr + y∗r )‖),
max
n
(1− ‖yn + y∗n‖).
Note the last expression – absent from the proof of Theorem 5.1 – which may be included because each ‖dn‖ = 1.
When n ∈ N ,
‖dˆn‖ ≥ ‖yˆn + yˆ∗n‖ − ‖(yˆn + yˆ∗n)− dˆn‖ > (1− (1/(48r2)))− (1/(48r2)) > 23/24 :
so since dˆn is a projection, ‖dˆn‖ = 1 and [dˆn] ≠ 0 as desired. 
To avoid translating negated atomicL-formulas as universalM-formulas when partially ordered dimension groups are
at issue, one may expand the language used to describe AF algebras as metric structures. The expansionM+ ofM has new
variables, of projection sort, viewed as ranging over the set P of projections, as well as function symbols IPn, for integers
n ≥ 1, producing terms of sort n when applied to terms of projection sort and corresponding to the inclusion map from
the set of projections – a closed subset of B(0, 1) – into B(0, n). The projection sort is assigned a binary relation symbol=P ,
corresponding to themetric restricted toP 2, as well as 2n-place relation symbols⊑n, for each positive integer n, interpreted
so that for projections x1, . . . , xn, y1, . . . , yn,
⊑n (x, y) =

0 if
∑n
i=1[xi] ≤
∑n
i=1[yi]
1 otherwise.
The projection sort is assigned diameter 2; the function symbol IPn is assigned modulus of uniform continuity ϵ → ϵ; the
relation symbol =P is assigned modulus of uniform continuity ϵ → (1/2)ϵ and interval [0, 2]; and each relation symbol
⊑n is assigned modulus of uniform continuity ϵ → 1/√n and interval [0, 1]. In regard to this last assignment, suppose that
x1, . . . , xn, x′1, . . . , x′n, y1, . . . , yn, y
′
1, . . . , y
′
n are projections in the AF algebra (A, 1A) and
‖(x1, . . . , xn, y1, . . . , yn)− (x′1, . . . , x′n, y′1, . . . , y′n)‖ < 1/
√
n.
Because the sup norm is at issue, 1/
√
n is greater than each ‖xi − x′i‖ and each ‖yi − y′i‖, and both
n−
i=1
‖xi − x′i‖2 and
n−
i=1
‖xi − x′i‖2
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are less than n(1/n) = 1. So in the C∗-algebra of all n× nmatrices over A, bothx1 . . .
xn
−
x
′
1
. . .
x′n
 and
y1 . . .
yn
−
y
′
1
. . .
y′n

have norm less than 1 (Lemma 2.1),x1 . . .
xn
 ∗∼
x
′
1
. . .
x′n
 and
y1 . . .
yn
 ∗∼
y
′
1
. . .
y′n

by Lemma 2.9, and so
∑n
i=1[xi] =
∑n
i=1[x′i],
∑n
i=1[yi] =
∑n
i=1[y′i], and
n−
i=1
[xi] ≤
n−
i=1
[yi] iff
n−
i=1
[x′i] ≤
n−
i=1
[y′i].
One may now state the following.
Theorem 6.2. Let (A1, 1A1) ⊆ (A2, 1A2) be AF algebras – viewed as metricM+-structures – and ι : (A1, 1A1) ⊆ (A2, 1A2) be
the corresponding embedding ofM+-structures. If (A1, 1A1) is existentially closed in (A2, 1A2), then K0(ι) is an embedding under
which theL1-structure (K0(A1), [1A1 ]) is existentially closed in theL1-structure (K0(A2), [1A2 ]).
Proof. One wants to show that if ϕ(x1, . . . , xm, y1, . . . , yn) is a conjunction of literals ofL1, c ∈ K0(A1)m, d ∈ K0(A2)n, and
(K0(A2), [1A2 ]) |= ϕ(K0(ι)(c), d),
then there is f ∈ K0(A1)n with
(K0(A1), [1A1 ]) |= ϕ(c, f ).
Let (M1, 1M1) ⊆ (A1, 1A1) be an ultramatricial algebra dense in (A1, 1A1). Arguing as in the proof of Theorem 5.1, one may
assume that each ci is [ei] for some projection ei from (B1, 1B1) – a matricial ∗-subalgebra of (M1, 1M1) – and that each dj is[fj] for some projection fj from (M2, 1M2) ⊆ (A2, 1A2), an ultramatricial algebra, dense in (A2, 1A2), that contains B1. Much as
before one may suppose that ϕ(x, y) has the form
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj ≤ 1 ∧

k∈K+
tk(x, y) ≤ uk(x, y) ∧

k∈K−
tk(x, y) ≰ uk(x, y),
where the ts and us are N-linear forms in the xs and ys. If tk(x, y) is−
i
p(k)i xi +
−
j
p˜(k)j yj
and uk(x, y) is−
i
q(k)i xi +
−
j
q˜(k)j yj,
let
nt =
−
i
p(k)i +
−
j
p˜(k)j , nu =
−
i
q(k)i +
−
j
q˜(k)j ,
nk = max(nt , nu), and θk(x, y) be theM+-formula
Enk((x, y)t , (x, y)u),
where (x, y)t is the nk-tuple
x1, . . . , x1  
p(k)1
, . . . , xm, . . . , xm  
p(k)m
, y1, . . . , y1  
p˜(k)1
, . . . , yn, . . . , yn  
p˜(k)n
, 0, . . . , 0  
nk−nt
,
(x, y)u is the nk-tuple
x1, . . . , x1  
q(k)1
, . . . , xm, . . . , xm  
q(k)m
, y1, . . . , y1  
q˜(k)1
, . . . , yn, . . . , yn  
q˜(k)n
, 0, . . . , 0  
nk−nu
,
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and all the variables in θk(x, y) are of projection sort. Because
(K0(A2), [1A2 ]) |= ϕ(K0(ι)(c), d)
one sees that in (A2, 1A2)
0 = max(max
k∈K+
θk(ι(e), f ),max
k∈K−
(1− θk(ι(e), f ))).
So since ιmakes (A1, 1A1) existentially closed in (A2, 1A2),
0 = inf
y
max(max
k∈K+
θk(e, y),max
k∈K−
(1− θk(e, y)))
in (A1, 1A1), and for certain projections g in A1
max(max
k∈K+
θk(e, g),max
k∈K−
(1− θk(e, g))) < 1/2.
Because the relation symbols⊑l take values in {0, 1}, one concludes that in (A1, 1A1)
k∈K+
θk(e, g) = 0 ∧

k∈K−
θk(e, g) = 1.
So in (K0(A1), [1A1 ])
i
0 ≤ [ei] ≤ 1 ∧

j
0 ≤ [gj] ≤ 1 ∧

k∈K+
−
i
p(k)i [ei] +
−
j
p˜(k)j [gj] ≤
−
i
q(k)i [ei] +
−
j
q˜(k)j [gj]
∧

k∈K−
−
i
p(k)i [ei] +
−
j
p˜(k)j [gj] ≰
−
i
q(k)i [ei] +
−
j
q˜(k)j [gj]
and
(K0(A1), [1A1 ]) |= ϕ(c, [g])
as desired. 
The replacement of M by M+ prevents Theorem 6.2 from being a converse of that part of Theorem 4.1 dealing with
‘existentially closed in.’ However, the latter has anM+-version.
Theorem 6.3. Let (A1, 1A1) ⊆ (A2, 1A2) be AF algebras – viewed as metricM+-structures – and ι : (A1, 1A1)→ (A2, 1A2) be the
corresponding embedding ofM+-structures. If K0(ι) is an embedding underwhich theL1-structure (K0(A1), [1A1 ]) is existentially
closed in theL1-structure (K0(A2), [1A2 ]), then (A1, 1A1) is existentially closed in (A2, 1A2).
Proof. Much as in the corresponding part of the proof of Theorem 4.1, one may reach the desired conclusion by showing
that if for i = 1, 2 (Mi, 1Mi) ⊆ (Ai, 1Ai) are dense ultramatricial subalgebras, (B1, 1B1) is a commonmatricial ∗-subalgebra of
(M1, 1M1) and (M2, 1M2), ϕ1(x1, . . . , xm, y1, . . . , yn), . . . , ϕl(x, y) are atomicM
+-formulas, b ∈ Bm1 , and g ∈ Mn2 , then there
is h ∈ Mn1 for which every
ϕi(b, h)A1 = ϕi(b, g)A2 .
Let αi : Mi ⊆ Ai be the inclusion ∗-algebra map. As in the proof of Theorem 4.1, one may show that there is an injective∗-algebra map θ : (M1, 1M1)→ (M2, 1M2) that fixes B1 and induces an embedding
K0(θ) = K0(α2)−1K0(ι)K0(α1) : (K0(M1), [1M1 ])→ (K0(M2), [1M2 ])
that makes (K0(M1), [1M1 ]) existentially closed in (K0(M2), [1M2 ]).
Let S be the set of all i ∈ {1, . . . , l} such that ϕi(x, y) starts with a relation symbol⊑r . For each i ∈ S, ϕi(b, g)A2 is 0 or 1;
let
S0 = {i ∈ S : ϕi(b, g)A2 = 0}
and
S1 = {i ∈ S : ϕi(b, g)A2 = 1}.
For i ∈ S ϕi(b, g) has the form
⊑ni ((u(i)1 , . . . , u(i)ni ), (v(i)1 , . . . , v(i)ni )),
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where the us and vs are projections from M2 that are among the bs and gs. When i ∈ S0, ∑nij=1[u(i)j ] ≤ ∑nij=1[v(i)j ] in
(K0(A2), [1A2 ]). Since K0(α2) : (K0(M2), [1M2 ]) ∼= (K0(A2), [1A2 ]) and K0(M2) is ultramatricial, there is a matricial ∗-algebra
(B2, 1B2) ⊆ (M2, 1M2), containing B1 and the gs, such that in (K0(B2), [1B2 ])
i∈S0
ni−
j=1
[u(i)j ] ≤
ni−
j=1
[v(i)j ].
Let j11 : B1 ⊆ M1, j12 : B1 ⊆ M2, ȷ˜ : B1 ⊆ B2, and j22 : B2 ⊆ M2 be as in the proof of Theorem 4.1.
Let {e(j)pq}j,p,q be a ∗-matricial basis for B1 and {f (j′)p′q′}j′,p′,q′ be a ∗-matricial basis for B2. Since the nonnegative elements
of K0(B2) ⊇ K0(ȷ˜)K0(B1) are the N-linear combinations of the elements [f (j′)11 ] (Lemma 2.5), there is a nonnegative integer
matrix H for which
K0(ȷ˜)⟨[e(j)11]⟩ = H⟨[f (j
′)
11 ]⟩,
where ⟨[e(j)11]⟩ and ⟨[f (j
′)
11 ]⟩ are vectors whose entries are the elements [e(j)11] and [f (j
′)
11 ], respectively. Similarly when i ∈ S there
are nonnegative integer matrices U (i) and V (i) with
⟨[u(i)j ]⟩ = U (i)⟨[f (j
′)
11 ]⟩
and
⟨[v(i)j ]⟩ = V (i)⟨[f (j
′)
11 ]⟩,
where for each i, ⟨[u(i)j ]⟩ and ⟨[v(i)j ]⟩ are vectors whose entries are the elements [u(i)j ] and [v(i)j ], respectively. If U (i)j is the jth
row of U (i) and V (i)j is the jth row of V
(i), then in (K0(B2), [1B2 ])
j′
[f (j′)11 ] > 0 ∧
k′−
j′=1
n(j′)[f (j′)11 ] = 1 ∧ K0(ȷ˜)⟨[e(j)11]⟩ = H⟨[f (j
′)
11 ]⟩ ∧

i∈S

ni
j=1
0 ≤ U (i)j ⟨[f (j
′)
11 ]⟩ ≤ 1 ∧ 0 ≤ V (i)j ⟨[f (j
′)
11 ]⟩ ≤ 1

∧

i∈S0
ni−
j=1
U (i)j ⟨[f (j
′)
11 ]⟩ ≤
ni−
j=1
V (i)j ⟨[f (j
′)
11 ]⟩ ∧

i∈S1
ni−
j=1
U (i)j ⟨[f (j
′)
11 ]⟩ ≰
ni−
j=1
V (i)j ⟨[f (j
′)
11 ]⟩.
As in the proof of Theorem 4.1, there are elements d(j
′) of K0(M1) such that
j′
d(j
′) > 0 ∧
k′−
j′=1
n(j′)d(j
′) = 1 ∧ ⟨[j11(e(j)11)]⟩ = H⟨d(j
′)⟩ ∧

i∈S

ni
j=1
0 ≤ U (i)j ⟨d(j
′)⟩ ≤ 1 ∧ 0 ≤ V (i)j ⟨d(j
′)⟩ ≤ 1

∧

i∈S0
ni−
j=1
U (i)j ⟨d(j
′)⟩ ≤
ni−
j=1
V (i)j ⟨d(j
′)⟩ ∧

i∈S1
ni−
j=1
U (i)j ⟨d(j
′)⟩ ≰
ni−
j=1
V (i)j ⟨d(j
′)⟩.
There are also a homomorphism
ψ : (K0(B2), [1B2 ])→ (K0(M1), [1M1 ])
sending each [f (j′)11 ] to d(j′) and a ∗-algebra map δ : (B2, 1B2)→ (M1, 1M1)with
K0(δ) = ψ,
and as before δ is an isometry of B2 onto ran(δ). The earlier argument supplies an inner ∗-automorphism λ ofM1 with
λj11 = δ ȷ˜ and j11 = λ−1δ ȷ˜.
So if i ∉ S, the previous argument shows that
ϕi(b, g)A2 = ϕi(b, g)M2 = ϕi(b, λ−1δ(g))M1 = ϕi(b, λ−1δ(g))A1 .
Suppose now that i ∈ S = S0 ∪ S1. In K0(M1), each
[λ−1δ(u(i)j )] = K0(λ−1δ)([u(i)j ])
= K0(δ)(U (i)j ⟨[f (j
′)
11 ]⟩)
= ψ(U (i)j ⟨[f (j
′)
11 ]⟩)
= U (i)j ⟨ψ([f (j
′)
11 ])⟩
= U (i)j ⟨d(j
′)⟩;
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similarly, each
[λ−1δ(v(i)j )] = V (i)j ⟨d(j
′)⟩.
Thus 
i∈S0
ni−
j=1
[λ−1δ(u(i)j )] ≤
ni−
j=1
[λ−1δ(v(i)j )] ∧

i∈S1
ni−
j=1
[λ−1δ(u(i)j )] ≰
ni−
j=1
[λ−1δ(v(i)j )]
in (K0(M1), [1M1 ]). Since α1 fixes the elements λ−1δ(u(i)j ) and λ−1δ(v(i)j ) and K0(α1) is an isomorphism of (K0(M1), [1M1 ])
onto (K0(A1), [1A1 ]), this last display is true also in (K0(A1), [1A1 ]), and so
ϕi(b, λ−1δ(g))A1 = ϕi(b, g)A2
when i ∈ S. 
Simpler versions of the arguments for Theorems 6.2 and 6.3 yield the corresponding results for ‘algebraically closed in’
andM+-structures.
7. Some examples
One may illustrate the results of previous sections with the help of theorems describing when one dimension group is
algebraically or existentially closed in another. Thoughmore is known about these relations for special classes of dimension
groups – for ordered Abelian groups or for certain lattice-ordered Abelian groups – one can make a few general statements.
Lemma 7.1. A dimension group (with order unit) is algebraically closed among dimension groups (with order unit) just in case
it is divisible.
Proof. Since every dimension group has a divisible hull which is a dimension group, every algebraically closed dimension
group is divisible. To prove the converse, note that the proof of Theorem 3.3 in [13] makes the existential quantification
∃yϕ(x, y) of a conjunction ϕ(x, y) of atomic L-formulas equivalent, modulo the theory of divisible dimension groups, to a
conjunction ψ(x) of atomicL-formulas. So if G ⊆ H are dimension groups, G is divisible, and
H |= ∃yϕ(a, y)
for some a from G, then in the divisible hull H of H
H |= ∃yϕ(a, y);
so H |= ψ(a), G |= ψ(a) because ψ(x) is quantifier-free, and G |= ∃yϕ(a, y).
Because a dimension group is cofinal in its divisible hull, this argument applies also to the class of dimension groups with
order unit. 
Much as every dimension group may be embedded in its algebraically closed divisible hull, every AF algebra may be
embedded in an algebraically closed one.
Theorem 7.2. Let (A, 1A) be an AF algebra – viewed as a metric M+-structure – and let (A, 1A) be the AF algebra whose
dimension group is the divisible hull of (K0(A), [1A]). (A, 1A) is an algebraically closed AF algebra, and there is anM+-embedding
J : (A, 1A)→ (A, 1A) with the following property: if J ′ : (A, 1A)→ (A′, 1A′) is anyM+-embedding into an algebraically closed
AF algebra (A′, 1A′), then for all a from A
ϕ(J ′(a))A
′ = 0⇒ ϕ(J(a))A = 0
when ϕ(x) is a positive existentialM+-formula, and
ϕ(J(a))A = 0⇒ ϕ(J ′(a))A′ = 0
when ϕ(x) is an existentialM+-formula.
Proof. Note that since the divisible hull H of (K0(A), [1A]) is an at most countable dimension group with order unit,
Lemma 2.14 provides an AF algebra (A, 1A)with
(K0(A), [1A]) = H.
Let (M, 1M) ⊆ (A, 1A) and (M, 1M) ⊆ (A, 1A) be dense ultramatricial subalgebras and α : (M, 1M) ⊆ (A, 1A), α : (M, 1M) ⊆
(A, 1A), and ι : (K0(A), [1A]) ⊆ H = (K0(A), [1A]) be the inclusion maps. Since K0(α) and K0(α) are isomorphisms
(Lemma 2.7), K0(α)−1ιK0(α) : (K0(M), [1M ]) → (K0(M), [1M ]) is an order-embedding, and so Lemma 2.13 provides an
injective ∗-algebra homomorphism J1 : (M, 1M)→ (M, 1M)with
K0(J1) = K0(α)−1ιK0(α).
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Because the restriction of J1 to any matricial ∗-subalgebra of (M, 1M) is an isometry (Lemmas 2.2 and 2.3), J1 induces an
isometric embedding J of (A, 1A) into (A, 1A). Since Jα = αJ1,K0(J)K0(α) = K0(α)K0(J1) andK0(J) = K0(α)K0(J1)K0(α)−1 = ι
is an embedding of dimension groups. Thus, J is an embedding of theM+-structure (A, 1A) into theM+-structure (A, 1A). Any
M+-embedding of AF algebras induces an order-embedding of their dimension groups, since atomic formulas built from the
relation symbols ⊑n are {0, 1}-valued and encode the order of the corresponding dimension groups. Because (K0(A), [1A])
is divisible, Lemma 7.1 makes it algebraically closed among dimension groups with order unit: so by theM+-analogue of
Theorem 4.1, (A, 1A) is algebraically closed among AF algebras viewed asM
+-structures.
Let J ′ : (A, 1A) → (A′, 1A′) be anM+-embedding with (A′, 1A′) algebraically closed amongM+-structures that are AF
algebras. K0(J ′) : (K0(A), [1A]) → (K0(A′), [1A′ ]) is an order-embedding, and if (K0(A′), [1A′ ]) is not divisible one may as
in the last paragraph embed (A′, 1A′) in an AF algebra, with dimension group the divisible hull of (K0(A′), [1A′ ]), in which
(A′, 1A′) is not algebraically closed. Thus, (K0(A′), [1A′ ]) is divisible and there is an order-embedding ι of the divisible hull
(K0(A), [1A]) of (K0(A), [1A]) into (K0(A′), [1A′ ])with
ιι = K0(J ′).
Lemma 7.3. If m = (m1, . . . ,mk) comes from M, there is anM+-embedding g : (A, 1A)→ (A′, 1A′) with g(J(m)) = J ′(m).
Before proving Lemma7.3, onemay show that it implies the conclusion of Theorem7.2. If a comes fromA, then a = liml ml
for certainml fromM , and for each l Lemma 7.3 provides anM+-embedding gl : (A, 1A)→ (A′, 1A′)with gl(J(ml)) = J ′(ml).
Suppose ϕ(x) is a positive existentialM+-formula with
ϕ(J ′(a))A
′ = 0.
If rl = ϕ(J ′(ml))A′ , then
0 = (ϕ(J ′(ml))
.− rl)A′
and so
0 = (ϕ(gl(J(ml)))
.− rl)A′ .
Since K0(A) is divisible, the embedding K0(gl) : (K0(A), [1A]) → (K0(A′), [1A′ ]) makes (K0(A), [1A]) algebraically closed in
(K0(A′), [1A′ ]) : so gl makes (A, 1A) algebraically closed in (A′, 1A′) – by theM+-version of Theorem 4.1 – and
0 = (ϕ(J(ml))
.− rl)A.
Thus
0 ≤ ϕ(J(ml))A ≤ rl
for all l,
0 ≤ ϕ(J(a))A = lim
l
ϕ(J(ml))A ≤ lim
l
rl = 0,
and ϕ(J(a))A = 0.
Suppose now that ϕ(x) is an existentialM+-formula with
ϕ(J(a))A = 0.
If sl = ϕ(J(ml))A, then since gl is an embedding and ϕ(x) is existential
sl ≥ ϕ(gl(J(ml)))A′ = ϕ(J ′(ml))A′ :
so
0 ≤ ϕ(J ′(a))A′ = lim
l
ϕ(J ′(ml))A
′ ≤ lim
l
sl = 0
and ϕ(J ′(a))A′ = 0.
Turning to the proof of Lemma 7.3, note that m comes from some matricial ∗-algebra (B, 1B) ⊆ (M, 1M), and
(J ′α(B), 1A′) ⊆ (A′, 1A′) is a matricial ∗-algebra (by Lemma 2.3). So, there is a dense ultramatricial (M ′, 1M ′) ⊆ (A′, 1A′)
with J ′α(B) ⊆ M ′ (Lemma 2.4); let α′ : (M ′, 1M ′) ⊆ (A′, 1A′) be the inclusion map. Since K0(α′) is an isomorphism of
(K0(M ′), [1M ′ ]) onto (K0(A′), [1A′ ]) (Lemma 2.7), K0(α′)−1K0(J ′)K0(α) is an embedding of (K0(M), [1M ]) in (K0(M ′), [1M ′ ])
and K0(α′)−1ιK0(α) is an embedding of (K0(M), [1M ]) into (K0(M ′), [1M ′ ]). As in the discussion of J1, there are ∗-
homomorphisms J2 : (M, 1M)→ (M ′, 1M ′) and J3 : (M, 1M)→ (M ′, 1M ′)with
K0(J2) = K0(α′)−1K0(J ′)K0(α) and K0(J3) = K0(α′)−1ιK0(α),
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and
K0(J3)K0(J1) = K0(α′)−1ιK0(α)K0(α)−1ιK0(α) = K0(α′)−1ιιK0(α)
= K0(α′)−1K0(J ′)K0(α) = K0(J2).
Let j1 : (B, 1B) ⊆ (M, 1M) and ȷ˜ : (J ′α(B), 1A′) ⊆ (M ′, 1M ′) be the inclusion maps and β : (B, 1B) → (J ′α(B), 1A′) be the
restriction to B of J ′α. Since
α′ ȷ˜β = J ′αj1,
one sees that K0(α′)K0(ȷ˜β) = K0(J ′αj1) and
K0(ȷ˜β) = K0(α′)−1K0(J ′)K0(α)K0(j1) = K0(J2)K0(j1) = K0(J2j1).
Thus, Lemma 2.11 provides an inner ∗-automorphism l of (M ′, 1M ′)with
lJ2j1 = ȷ˜β.
Since K0(lJ2) = K0(J2),
K0(J3J1j1) = K0(lJ2j1) :
so there is an inner ∗-automorphism t of (M ′, 1M ′)with
tJ3J1j1 = lJ2j1.
Sincem comes from B ⊆ M , J  M = J1, and β = J ′α  B, one concludes that
(tJ3)(J(m)) = (tJ3)(J1j1(m)) = lJ2j1(m) = ȷ˜β(m) = J ′(m).
Because K0(tJ3) = K0(J3) is an order-embedding, tJ3 is an isometry (Lemmas 2.12, 2.3 and 2.2) that induces an M+-
embedding g : (A, 1A)→ (A′, 1A′), and
g(J(m)) = tJ3(J(m)) = J ′(m). 
A simple argument based on Lemma 7.3 shows that for every a = (a1, . . . , ak) from A and every ϵ > 0, there is an
M+-embedding g : (A, 1A) → (A′, 1A′) for which every ‖g(J(ai)) − J ′(ai)‖ is less than ϵ. So there will be an elementary
extension (A′′, 1A′′) of (A′, 1A′) and anM+-embedding h : (A, 1A)→ (A′′, 1A′′)with hJ = J ′.
Because the class of dimension groups with order unit is inductive, every countable dimension group with order unit
is contained in a countable existentially closed dimension group with order unit ([8], Section 8.2). One may then argue
as in the first paragraph of the proof of Theorem 7.2 to embed any AF algebra (A, 1A), viewed as an M+-structure, into
an existentially closed AF algebra. Yet a version of Theorem 7.2 for ‘existentially closed’ would seem to demand greater
knowledge of existentially closed dimension groups, since the proof of Theorem 7.2 exploits the fact that the divisible hull
of a dimension group (H, 1) with order unit embeds over (H, 1) into any algebraically closed dimension group, with order
unit, that contains (H, 1).4
But an argument similar to that for Lemma 7.1 yields the following conclusion.
Lemma 7.4. An ordered Abelian group (with order unit) is existentially closed among ordered Abelian groups (with order unit)
just in case it is divisible.
So if one restricts attention to AF algebras whose dimension groups are linearly ordered, one may repeat the argument
for Theorem 7.2 to prove
Theorem 7.5. Let (A, 1A) be an AF algebra with linearly ordered dimension group, and view (A, 1A) as a metricM-structure. If
(A, 1A) is the AF algebra whose dimension group is the divisible hull of (K0(A), [1A]), then (A, 1A) is existentially closed among
AF algebras with linearly ordered dimension groups, and there is an M-embedding J : (A, 1A) → (A, 1A) with the following
property: if J ′ : (A, 1A)→ (A′, 1A′) is anyM-embedding into an AF algebra, with linearly ordered dimension group, existentially
closed among AF algebras with linearly ordered dimension groups, then for all a from A
ϕ(J ′(a))A
′ = 0 iff ϕ(J(a))A = 0
when ϕ(x) is an existentialM+-formula.
4 After submitting this paper I found that there is no dimension group G, with order unit 1, that is existentially closed among dimension groups with
order unit and also embeds over (Z, 1) into every (K , 1) ⊇ (Z, 1) that is existentially closed among dimension groups with order unit; see Corollary 6.2 of
[14].
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One may use M-structures here because an M-embedding between AF algebras induces an order-preserving
homomorphism, between their dimension groups, whose kernel contains no strictly positive elements (Lemma 2.12); so
if the dimension groups are linearly ordered the induced homomorphism is an embedding.
More concrete illustrations of the results of earlier sections also are possible. The UHF algebraM2∞3∞...(C) ([10], Section
7.4) is the unital AF algebra with dimension group (Q, 1): so by Theorem 4.1,M2∞3∞...(C) is algebraically closed in the class
of AF algebras – viewed asM- or asM+-structures – and is also existentially closed in any AF algebra whose dimension
group contains (Q, 1) and is linearly ordered. But when (Q, 1) is embedded into (Q×Q, (1, 1)) by the diagonal map∆, the
former is algebraically but not existentially closed in the latter. If (A, 1A) is the AF algebra corresponding to (Q× Q, (1, 1))
and d : M2∞3∞...(C)→ A is any embedding with K0(d) = ∆, then dmakes theM+-structureM2∞3∞...(C) algebraically but
not existentially closed in theM+-structure (A, 1A) (Theorem 6.2).
Lemma 5.5 of [13] notes that if the dimension group G is convex in the dimension group H then G is algebraically closed
in H; and ([15], p. 238) notes that if the nontrivial ordered Abelian group G is convex in the ordered Abelian group H , then G
is existentially closed in H . These facts might not seem relevant when dimension groups with order unit are at issue: for if
(G, 1) ⊆ (H, 1) are dimension groups with order unit 1 and G is convex in H , then G = H . But the class of dimension groups
is closed under binary lexicographic product ([7], Proposition 3.3), which as shown below preserves ‘existentially closed in’
and (on occasion) ‘algebraically closed in.’ So as shown below, one may obtain new examples by considering lexicographic
products in which the leading factor has an order unit and is fixed, while the nonleading factor is varied.
To state Lemma 7.6 one may introduce, for i = 1, 2, copies
Li = {0i,+i,−i,≤i}
of the language L of ordered Abelian groups. When G and H are dimension groups, one may view them as L-structures,
L1-structures, or L2-structures in the obvious way. Let G−→×H be the L-structure that is the lexicographic product5 of G
with H and (G,H) be the two-sortedL1 ∪L2-structure withL1-reduct G andL2-reduct H .
Lemma 7.6. For each prenex existentialL-formula ϕ(x1, . . . , xm) there is a positive propositional combination ϕ′(x11, x12, . . . ,
xm1, xm2) of existentialL1-formulas in x11, . . . , xm1 and existentialL2-formulas in x12, . . . , xm2 such that for all dimension groups
G and H and all (a11, a12), . . . , (am1, am2) ∈ G× H,
G−→×H |= ϕ((a11, a12), . . . , (am1, am2))
just in case
(G,H) |= ϕ′(a11, a12, . . . , am1, am2).
Proof. The proof goes by induction on the complexity of ϕ, and follows an argument in ([9], pp. 97–98).
If ϕ is an identity
t(x1, . . . , xm) = u(x1, . . . , xm)
one may let ϕ′ be
t1 = u1 ∧ t2 = u2,
where ti (ui) results from t (u) when each symbol ofL is replaced by the corresponding symbol ofLi and each xj is replaced
by xji.
If ϕ is an inequality
t(x1, . . . , xm) ≤ u(x1, . . . , xm)
one may let ϕ′ be
t1 <1 u1 ∨ (t1 = u1 ∧ t2 ≤2 u2),
where ti and ui are obtained from t and u as above.
If ϕ is a quantifier-free formula, one may let ϕ′ be the result of replacing each atomic formula δ in ϕ by δ′ (as defined
above) and rewriting the result in disjunctive form.
Suppose now that ϕ is ∃xm+1 . . . ∃xm+nθ(x1, . . . , xm, . . . , xm+n), where θ is quantifier-free. If θ ′ is defined as above it has
the form
k
i=1
γi1(x11, . . . , xm+n1) ∧ γi2(x12, . . . , xm+n2)
where γij is a conjunction of literals ofLj. One may therefore let ϕ′ be
k
i=1
∃xm+11 . . . ∃xm+n1γi1 ∧ ∃xm+12 . . . ∃xm+n2γi2. 
5 In this product, (x, y) ≤ (u, v) just in case x < u or both x = u and y ≤ v.
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Lemma 7.6 immediately yields the following conclusion.
Corollary 7.7. If G1 ⊆ G2 and H1 ⊆ H2 are dimension groups, G1 is existentially closed in G2, and H1 is existentially closed in H2,
then G1
−→×G2 is existentially closed in H1−→×H2.
One may apply Corollary 7.7 as follows. Because the embedding
f : a ∈ Z → (0, a) ∈ Z−→×Z
makes the ordered Abelian group Z convex in the ordered Abelian group Z−→×Z, f makes Z existentially closed in Z−→×Z (as
noted above); so by Corollary 7.7 the embedding
(I, f ) : (b, a) ∈ Z−→×Z → (b, f (a)) ∈ Z−→× (Z−→×Z)
makes Z−→×Z existentially closed in Z−→× (Z−→×Z) = Z−→×Z−→×Z. Since (I, f ) sends the order unit (1, 0) of Z−→×Z to the order
unit (1, 0, 0) of Z−→×Z−→×Z, (I, f ) is an embedding of these dimension groups, viewed asL1-structures with order units. The
AF algebra with dimension group (Z−→×Z, (1, 0)) is the unital version (K , 1) of the compact operators.6 If (A, 1A) is the AF
algebra with dimension group (Z−→×Z−→×Z, (1, 0, 0)) and α : (K , 1) → (A, 1A) is any embedding with K0(α) = (I, f ), then
by Theorem 4.1 α makes theM-structure (K , 1) existentially closed in theM-structure (A, 1A).
One may establish analogues of Lemma 7.6 and Corollary 7.7 also for ‘algebraically closed in.’ Let L11 = L1 ∪ {1}, and
when G and H are dimension groups and 0 < 1 in G, let ((G, 1),H) be the two-sorted L11 ∪ L2-structure with L11-reduct
(G, 1) andL2-reduct H .
Lemma 7.8. For each positive prenex existential L-formula ϕ(x1, . . . , xm) there is a positive propositional combination
ϕ′(x11, x12, . . . , xm1, xm2) of positive existentialL11-formulas in x11, . . . , xm1 and positive existentialL2-formulas in x12, . . . , xm2
such that if (G, 1) is a dimension group with 0 < 1, Z1 is convex in G, H is a dimension group, and (a11, a12), . . . , (am1, am2) ∈
G× H, then
G−→×H |= ϕ((a11, a12), . . . , (am1, am2))
just in case
((G, 1),H) |= ϕ′(a11, a12, . . . , am1, am2).
Proof. The argument resembles that for Lemma 7.6, with the special condition on Z1 ⊆ G ensuring that the order on G−→×H
has a positive definition inL11 ∪L2.
If ϕ is an identity, or if ϕ is quantifier-free and δ′ is defined for all atomic subformulas δ of ϕ, one defines ϕ′ exactly as
before.
If ϕ is an inequality
t(x1, . . . , xm) ≤ u(x1, . . . , xm)
one may let ϕ′ be
t1 ≤1 u1 −1 1 ∨ (t1 = u1 ∧ t2 ≤2 u2),
where ti, ui are obtained from t, u as before.
If ϕ is ∃xm+1 . . . ∃xm+nθ(x1, . . . , xm, . . . , xm+n), where θ is positive and quantifier-free, then θ ′ has the form
k
i=1
γi1(x11, . . . , xm+n1) ∧ γi2(x12, . . . , xm+n2),
where γi1 is a conjunction of atomic L11-formulas and γi2 is a conjunction of atomic L
2-formulas. One may therefore let ϕ′
be
k
i=1
∃xm+11 . . . ∃xm+n1γi1 ∧ ∃xm+12 . . . ∃xm+n2γi2. 
Just as before one may state the following.
Corollary 7.9. If (G1, 1) ⊆ (G2, 1) are dimension groups with 0 < 1 and Z1 convex in both G1 and G2, H1 ⊆ H2 are dimension
groups, (G1, 1) is algebraically closed in (G2, 1), and H1 is algebraically closed in H2, then G1
−→×H1 is algebraically closed in
G2
−→×H2.
6 In the Bratteli diagram for (K , 1) in ([3], p. 202), each given embedding An → An+1 of matricial ∗-algebras corresponds to an embedding ϕn : (x, y) →
(x, x+ y) of (K0(An), [1An ]) = (Z×Z, (1, n)) into (K0(An+1), [1An+1 ]) = (Z×Z, (1, n+ 1)). The homomorphismsψn : (K0(An), [1An ])→ (Z−→×Z, (1, 0))
given by ψn(x, y) = (x, y− nx) obey ψn+1ϕn = ψn and allow one to show that (Z−→×Z, (1, 0)) is the direct limit of {((K0(An), [1An ]), ϕn)}n≥1 .
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A corresponding example runs as follows. The map
g : a ∈ Z → (a, 0) ∈ Z−→×Z
is an embedding of ordered Abelian groups, the projection map
π : (a, b) ∈ Z−→×Z → a ∈ Z
is a homomorphism between ordered Abelian groups, andπg is the identity onZ: so g makesZ algebraically closed inZ−→×Z.
By Corollary 7.9, therefore, the embedding
(I, g) : (b, a) ∈ Z−→×Z → (b, g(a)) ∈ Z−→× (Z−→×Z)
makes Z−→×Z algebraically closed in Z−→× (Z−→×Z) = Z−→×Z−→×Z. (I, g) also sends the order unit (1, 0) of Z−→×Z to the order
unit (1, 0, 0) of Z−→×Z−→×Z, and so is an embedding between the L1-structures (Z−→×Z, (1, 0)) and (Z−→×Z−→×Z, (1, 0, 0)). If
(K , 1) and (A, 1A) are as in the last example and β : (K , 1) → (A, 1A) is any embedding with K0(β) = (I, g), β makes the
M-structure (K , 1) algebraically closed in theM-structure (A, 1A) (Theorem 4.1). But if β made (K , 1) existentially closed
in (A, 1A), then since Z
−→×Z and Z−→×Z−→×Z are ordered Abelian groups Theorem 6.1 would make (Z−→×Z, (1, 0)) existentially
closed in (Z−→×Z−→×Z, (1, 0, 0)) under (I, g), though
(Z−→×Z−→×Z, (1, 0, 0)) |= ∃x(0 < x < g(0, 1))
and
(Z−→×Z, (1, 0)) |= ¬∃x(0 < x < (0, 1)).
So whether or not (K , 1) looks existentially closed in (A, 1A) depends on the embedding.
Lemma 2.15 says that the commutative AF algebras are the C∗-algebras C(X,C)with X a separable Stone space, and that
the dimension group corresponding to C(X,C) is isomorphic to (C(X,Z), 1). The set C(X, {0, 1}) of all continuous {0, 1}-
valued functions on X is the unit interval of C(X,Z), and as a lattice (with respect to the usual pointwise operations) is
isomorphic to the clopen algebra of X . It turns out that C(X,C) is algebraically (existentially) closed in C(Y ,C) just in case
the corresponding Boolean algebras are in this relation when viewed as structures for the language {∧,∨,′ , 0, 1} of Boolean
algebras. While this result may not be surprising, it requires some discussion because the Boolean-algebra operations on
C(X, {0, 1}) are not given directly by the group structure on C(X,Z).
Let X and Y be separable Stone spaces. For every ∗-homomorphism j : (C(X,C), 1)→ (C(Y ,C), 1), there is a continuous
ȷˆ : Y → X with j(f ) = f ◦ ȷˆ for all f ∈ C(X,C) ([10], p. 7), and ȷˆ is surjective just in case j is injective. So j restricts to an
L1-homomorphism of (C(X,Z), 1) into (C(Y ,Z), 1) and to a Boolean-algebra homomorphism of C(X, {0, 1}) into
C(Y , {0, 1}).
Lemma 7.10. Let j : (C(X,C), 1)→ (C(Y ,C), 1) be an injective ∗-homomorphism: then j makes theL1-structure (C(X,Z), 1)
algebraically (existentially) closed in the L1-structure (C(Y ,Z), 1) just in case it makes the Boolean algebra C(X, {0, 1})
algebraically (existentially) closed in the Boolean algebra C(Y , {0, 1}).
Proof. Suppose first that jmakes C(X, {0, 1}) algebraically (existentially) closed in C(Y , {0, 1}). Let theL1-formula ϕ(x, y)
be a conjunction of atomic formulas (literals) for which
(C(Y ,Z), 1) |= ϕ(j(e), f )
where e comes from C(X,Z) and f comes from C(Y ,Z). As in the proofs of Theorems 5.1 and 6.1, one may assume that
the es come from the unit interval of C(X,Z) and the f s from the unit interval of C(Y ,Z). Since these unit intervals are
Boolean algebras and finitely generated Boolean algebras are finite, one may assume that the es are pairwise disjoint with
join 1 ∈ C(X, {0, 1}), that each f is contained (in the Boolean sense) in some j(e), that each j(e) is the join of certain f s, and
that the f s are pairwise disjoint. The restriction of≤ to the unit interval of C(X,Z) or C(Y ,Z) is the corresponding Boolean
inclusion relation, and for elements a, b, c of either unit interval
a+ b = c just in case a ∨ b = c and a ∧ b = 0
(note that the unit intervals need not be closed under addition). So (#) =
i
0 ≤ j(ei) ≤ 1 ∧
−
i
j(ei) = 1 ∧

k
0 ≤ fk ≤ 1 ∧
−
k
fk = 1 ∧

i
j(ei) =
−
k∈Si
fk ∧ ϕ(j(e), f )
holds in C(Y ,Z).
Concentrate first on the algebraic case. The Riesz decomposition property, together with the finiteness of finitely
generated Boolean algebras, allows one to assume that ϕ(x, y) is a conjunction
l∈L
xl =
−
m∈Tl
ym ∧

n∈N
yn =
−
m∈Un
ym.
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So in the Boolean algebra C(Y , {0, 1})
p

i
j(ei)q = 1 ∧

i≠i′
pj(ei) ∧ j(ei′)q = 0 ∧ p

k
fk q = 1 ∧

k≠k′
pfk ∧ fk′ q = 0
∧

i
j(ei) = p

k∈Si
fk q ∧

l∈L
j(el) = p

m∈Tl
fm q ∧

n∈N
fn = p

m∈Un
fm q
(where p

i j(ei)
q, for example, is the join of the elements j(ei) and not a disjunction). Because jmakes the Boolean algebra
C(X, {0, 1}) algebraically closed in C(Y , {0, 1}), there are elements gk of C(X, {0, 1}) for which
p

i
ei q = 1 ∧

i≠i′
pei ∧ ei′ q = 0 ∧ p

k
gk q = 1 ∧

k≠k′
pgk ∧ gk′ q = 0
∧

i
ei = p

k∈Si
gk q ∧

l∈L
el = p

m∈Tl
gm q ∧

n∈N
gn = p

m∈Un
gm q,
and one sees that ϕ(e, g) is true in (C(X,Z), 1).
Turn now to the existential case. One may assume that all the f s are nonzero, and as at the start of Theorem 6.1’s proof
one may assume that ϕ(x, y) is a conjunction of identities and negated weak inequalities. Modulo the identities
i
xi =
−
k∈Si
yk
corresponding to

i j(ei) =
∑
k∈Si fk in (#), ϕ(x, y) is equivalent to a conjunction ψ(y) =
l∈L
−
k
mlkyk = 0 ∧

n∈N
−
k
mnkyk ≰ 0.
Because the f s are nonzero pairwise disjoint elements of C(Y , {0, 1}), they are Z-linearly independent: so ψ(f ) is true
because everymlk = 0 and, for each n, somemnk > 0. In the Boolean algebra C(Y , {0, 1})
p

i
j(ei) q = 1 ∧

i≠i′
pj(ei) ∧ j(ei′) q = 0 ∧ p

k
fk q = 1 ∧

k≠k′
pfk ∧ fk′ q = 0 ∧

k
fk ≠ 0 ∧

i
j(ei) = p

k∈Si
fk q :
so since jmakes C(X, {0, 1}) existentially closed in C(Y , {0, 1}), the former contains elements gk for which
p

i
ei q = 1 ∧

i≠i′
pei ∧ ei′ q = 0 ∧ p

k
gk q = 1 ∧

k≠k′
pgk ∧ gk′ q = 0 ∧

k
gk ≠ 0 ∧

i
ei = p

k∈Si
gk q.
Thus each ei =∑k∈Si gk, the gks are Z-linearly independent, and both ψ(g) and ϕ(e, g) are true in (C(X,Z), 1).
Assume now that j makes (C(X,Z), 1) algebraically (existentially) closed in (C(Y ,Z), 1), θ(x1, . . . , xm, y1, . . . , yn) is
a conjunction of identities (and negated identities) in the language {∧,∨,′ , 0, 1} of Boolean algebras, e comes from
C(X, {0, 1}), f comes from C(Y , {0, 1}), and
C(Y , {0, 1}) |= θ(j(e), f );
one wants to show that C(X, {0, 1}) |= ∃yθ(e, y). As before, one may assume that the es are pairwise disjoint with join
1 ∈ C(X, {0, 1}). When t is a term in the language of Boolean algebras, write t1, t−1 for t, t ′, respectively. One may assume
that each conjunct of θ is an identity (⋆) =
p

i∈S
xi ∨
n
j=1
yf (j)j
q = 1
or the negation of such an identity; here f : {1, . . . , n} → {±1}. For elements bk, g , and h of C(X, {0, 1}) or C(Y , {0, 1}),
p

k
bk q = 1 iff
−
k
bk ≥ 1
and
g = h′ iff g + h = 1.
So if one introduces new variables yj,±1 in place of the yjs, replaces each subformula (⋆) of θ by−
i∈S
xi +
n−
j=1
yj,f (j) ≥ 1,
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and conjoins the result with
i
0 ≤ xi ≤ 1 ∧

j
0 ≤ yj,±1 ≤ 1 ∧ yj,1 + yj,−1 = 1,
one obtains anL1-formula δ(x, y) such that
C(Y , {0, 1}) |= ∃yθ(j(e), y) iff (C(Y ,Z), 1) |= ∃yδ(j(e), y)
and
C(X, {0, 1}) |= ∃yθ(e, y) iff (C(X,Z), 1) |= ∃yδ(e, y).
Because jmakes (C(X,Z), 1) algebraically (existentially) closed in (C(Y ,Z), 1), one reaches the desired conclusion. 
If B1 ⊆ B2 are Boolean algebras, B1 is algebraically closed in B2 ([12], p. 427). As for ‘existentially closed in,’ onemay easily
prove
Lemma 7.11. If B1 ⊆ B2 are Boolean algebras, B1 is existentially closed in B2 just in case every atom in B1 remains an atom in B2.
Proof. Since ‘x is an atom’ has a universal definition, the left-to-right direction is clear. Assume conversely that every atom
of B1 remains an atom in B2. If ϕ(x, y) is a conjunction of literals in the language of Boolean algebras, e comes from B1, f
comes from B2, and
B2 |= ϕ(e, f ),
thenby considering the finite subalgebra ofB2 generated by the es and f s, one reduces the demonstration thatB1 |= ∃yϕ(e, y)
to the following problem: if the es are pairwise disjoint with join 1 ∈ B1 and each ei is the join in B2 of ni pairwise disjoint
nonzero elements, show that ei is the join in B1 of ni pairwise disjoint nonzero elements. If in B1 ei is not atomic or contains
infinitely many atoms, the desired result is clear; if in B1 ei is atomic and contains only k > 0 atoms, it is the join of those
atoms in B1 and (by hypothesis) in B2, and the ni pairwise disjoint nonzero elements in B2 with join ei belong in fact to B1. 
Let X , Y , and j be as in Lemma 7.10 and ȷˆ : Y → X be a continuous surjection corresponding to j. When combined with
the results of previous sections, Lemmas 7.10 and 7.11 imply that j makes theM+-structure C(X,C) algebraically closed
in theM+-structure C(Y ,C) and makes theM+-structure C(X,C) existentially closed in theM+-structure C(Y ,C) just in
case j  C(X, {0, 1}) preserves atoms: i.e., just in case the inverse image under ȷˆ of any isolated point of X is isolated in Y . In
fact, if e ∈ C(X, {0, 1}) is an atom but j(e) ∈ C(Y , {0, 1}) is not,
0 = inf
x
(max(‖(x+ x∗)2 − (x+ x∗)‖, ‖(ȷˆ(e)− (x+ x∗))2 − (ȷˆ(e)− (x+ x∗))‖,
‖(ȷˆ(e)− (x+ x∗))(x+ x∗)‖, 1− ‖x+ x∗‖, 1− ‖ȷˆ(e)− (x+ x∗)‖))
in C(Y ,C) but e does not obey the corresponding condition in C(X,C); so theM-structure C(X,C) is existentially closed in
theM-structure C(Y ,C) just in case j  C(X, {0, 1}) preserves atoms. As simple concrete examples of these results, note that
C ∼= C({∅},C) is algebraically but not existentially closed (asM-structure) in C(Y ,C)when the separable Boolean space Y
has more than one point; and C(2N,C) is existentially closed in C(Y ,C)whenever Y is a separable Boolean space admitting
a continuous surjection onto 2N: i.e., whenever Y is an uncountable separable Boolean space.
8. Concluding remarks
Connections between model-theoretic properties of AF algebras and model-theoretic properties of their dimension
groups remain largely unexplored. Correspondence between model-theoretic properties might seem more likely if the
dimension groupswere replaced by their unit intervals and treated as effect algebras [1], since facts about these unit intervals
are more directly coded in the AF algebras and there seems no obvious reason why model-theoretic relations between unit
intervals should correspond to the same relations between the corresponding dimension groups. The arguments in Chapter
20 of [6] raise the following question: if one replaces AF algebras by C∗-direct limits of possibly uncountable directed systems
of matricial ∗-algebras, does back-and-forth equivalence of such direct limits correspond to back-and-forth equivalence of
the correspondingdimension groups?Would such a correspondencedemandametric version of back-and-forth equivalence
on the C∗-algebra side?
Treating AF algebras as metric structures, one might wonder whether they belong to some elementary class of metric
structures to which results like the metric compactness theorem ([2], p. 343) might be applied. The AF algebras, being
separable but not necessarily locally compact, do not form an elementary class of metric structures, and the requirement
of having a dense ultramatricial subalgebra suggests that the AF algebras are defined by an omitting-types condition. If
the metric compactness theorem has no useful applications to AF algebras, what about the metric omitting-types theorem
([2], p. 393)?
One might ask also whetherM must be replaced byM+ in Theorem 6.2, and also whether AF algebras must be treated
as metric structures if one wants to obtain model-theoretic correspondences of the kind treated in earlier sections. Only
after treating AF algebras as ordinary structures and encountering a gap between arbitrarily good approximate solutions
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and actual solutions to systems of equations did I realize that metric structures allowed me to avoid such problems: but
perhaps they admit a direct solution.
Finally, one might wonder whether some strengthening of the mapping properties mentioned in Theorems 7.2 and 7.5
characterizes the algebraic-closure operation (A, 1A) → (A, 1A) briefly explored in Section 7. Note that algebraic closure in
this sense may not be minimal:M2∞3∞...(C), for example, becomes the algebraic closure ofM1(C) = C but is isomorphic to
a proper C∗-subalgebra of itself.
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