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Abstract
In this article we study asymptotic properties of solutions to first order linear neutral differential
equations with variable coefficients and constant delays. Results are stated in terms of the solu-
tion to a characteristic equation. By doing this, we extend some of the results obtained for delay
equations in [J.G. Dix, Ch.G. Philos, I.K. Purnaras, An asymptotic property of solutions to linear
non-autonomous delay differential equations, Electron. J. Differential Equations 2005 (2005) 1–9]
to neutral equations.
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1. Introduction
We study asymptotic properties of solutions to the neutral differential equation
x′(t) +
∑
i∈I
ci(t)x
′(t − σi) = a(t)x(t) +
∑
j∈J
bj (t)x(t − τj ), for t  0 (1.1)
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x(t) = φ(t), for min{−σi,−τj : i ∈ I, j ∈ J } t  0, (1.2)
where I and J are initial segments of natural numbers, the function coefficients a, bj , ci
are continuous on [0,∞), the delays σi , τj are positive real numbers, and φ is a given
differentiable function.
Asymptotic behavior of solutions and their stability has been studied using several meth-
ods; among them we have Lyapunov functionals (or energy functionals), fixed points (or
contraction mappings), and characteristic equations. Each of these methods has its own
advantages and disadvantages when studying retarded (delay), advanced, and neutral equa-
tions. Lyapunov functionals seem to work well for delay equations and have been used in
publications such as [6,20]. However, Lyapunov functionals are not available for certain
equations. This is the case in the present paper. Fixed points and, in particular, contraction
mappings have been used in articles such as [2–4,12,20]. Usually contraction mappings
lead to weaker conditions for stability than Lyapunov functionals and characteristic equa-
tions. However, they are not always available. Meanwhile characteristic equations work
well for constant delays in advanced and neutral equations. They have been used in publica-
tions such as [1,7–11,13,16–19]. However the conditions obtained in [7] on the coefficients
seem to be very restrictive.
In the present paper, we extend some of the results obtained for delay differential equa-
tions in [7] to neutral differential equations. Statements about solutions of (1.1) are made
in terms of solutions to a characteristic equation. Our main result is formulated as Theo-
rem 2.4 in the next section and then proved in Section 3.
In general, the theory of neutral differential equations presents complications, and re-
sults which are true for non-neutral equations may not be true for neutral equations. Besides
its theoretical interest, the study of the asymptotic behavior of solutions of neutral differen-
tial equations has some importance in applications. Neutral differential equations appear in
networks containing lossless transmission lines, in the study of vibrating masses attached
to an elastic bar and also as the Euler equation in some variational problems. For the basic
theory of neutral differential equations, we refer the reader to the books [5,14,15].
2. Statement of results
We shall assume that the delays are positive and denote
σ = max{σi : i ∈ I }, τ = max{τj : j ∈ J }, r = max{σ, τ }.
Let C([−r,0],R) denote the set of continuous real-valued functions on [−r,0].
By a solution x to the neutral differential equation (1.1), we mean a continuous real-
valued function defined on [−r,∞) and continuously differentiable on [−σ,∞) and that
satisfies (1.1).
With the neutral equation (1.1), we associate the integral equation
λ(t) +
∑
i∈I
ci(t)λ(t − σi) exp
[
−
t∫
λ(s) ds
]
t−σi
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∑
j∈J
bj (t) exp
[
−
t∫
t−τj
λ(s) ds
]
, for t  0;
λ(t) = λ0(t), for − r  t  0 (2.1)
which is called the (generalized) characteristic equation of (1.1). This equation is obtained
when looking for solutions of the form
x(t) = φ(0) exp
[ t∫
0
λ(s) ds
]
, t −r.
Note that this solution cannot change sign; i.e., x(t) is either positive or negative or identi-
cally zero.
By a solution λ to the characteristic equation, we mean a continuous real-valued func-
tion, defined on [−r,∞), which satisfies (2.1).
Lemma 2.1. For each λ0 in C([−r,0],R), the characteristic equation has a unique global
solution.
Proof. Let r1 = min{σi, τj : i ∈ I, j ∈ J } and recall that r = max{σi, τj : i ∈ I, j ∈ J }.
Let u(t) = exp[∫ t0 λ(s) ds] for t −r . Recall that λ(t) = λ0(t) for −r  t  0. Let w(t) =
exp[∫ t0 λ(s) ds] for −r  t  0. Then using the characteristic equation, for 0 t  r1, we
obtain the linear differential equation
u′(t) = λ(t)u(t) = a(t)u(t) −
∑
i∈I
ci(t)λ(t − σi)w(t − σi) +
∑
j∈J
bj (t)w(t − τj )
with u(0) = 1. The solution to this equation is
u(t) =
{
1 +
t∫
0
(
−
∑
i∈I
ci(s)λ0(s − σi) exp
[ s−σi∫
0
λ0(v) dv
]
+
∑
j∈J
bj (s) exp
[ s−τj∫
0
λ0(v) dv
])
exp
[
−
s∫
0
a(v) dv
]
ds
}
exp
[ t∫
0
a(v) dv
]
which allows defining λ(t) = u′(t)/u(t) on [0, r1]. For the next step, let w(t) = u(t) on
[−r, r1]. Then for r1  t  2r1, we obtain the differential equation
u′(t) = λ(t)u(t) = a(t)u(t) −
∑
i∈I
ci(t)λ(t − σi)w(t − σi) +
∑
j∈J
bj (t)w(t − τj )
whose solution allows us defining λ(t) on [r1,2r1]. Proceeding in this manner, we define
λ(t) for all t −r , which completes the proof. 
Once a solution to the characteristic equation is available, we can build solutions to the
neutral equation.
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a unique solution to (1.1), (1.2).
Proof. When φ(t) does not have zeros on [−r,0], we define λ0 with the expression φ(t) =
φ(0) exp[∫ t0 λ0(s) ds]; i.e., λ0(t) = φ′(t)/φ(t). By Lemma 2.1, for this initial function, the
characteristic equation has solution that defines x(t) = φ(0) exp[∫ t0 λ0(s) ds] as a solution
of (1.1), (1.2) on [−r,∞). In particular, (1.1) with φ(t) = k a non-zero constant has a
solution that we denote by xk .
Now, we consider the case when φ has zeros on [−r,0]. Since φ is continuous on
the closed and bounded interval [−r,0], there is a non-zero constant k such that ψ(t) :=
φ(t) + k > 0 on [−r,0]. Then (1.1) with initial function ψ has a solution y. Since (1.1) is
a linear problem, x(t) = y(t) − xk(t) is a solution of (1.1), (1.2).
The uniqueness of solutions can be obtained as follows: If x and y are solutions
of (1.1), (1.2), then w(t) = x(t) − y(t) is a solution of (1.1) with zero initial func-
tion. Using the method of steps, w(t) ≡ 0 on [−r,0] implies w(t) ≡ 0 on [0, r1], where
r1 = min{σi, τj : i ∈ I, j ∈ J }. Repeating this process, w(t) ≡ 0 on [r1,2r1], and so on.
Therefore, x = y. 
Remark 2.3. If the solution to (1.1), (1.2) does not have zeros on some interval [t∗ − r, t∗],
then the solution does not have zeros on [t∗,∞); i.e., the solution cannot change sign on
[t∗,∞). To show this claim let t∗ be the initial time for the characteristic equation and
λ0(t) be given implicitly by x(t) = x(t∗) exp[
∫ t
t∗ λ0(s) ds], with t∗ − r  t  t∗. Then, by
the uniqueness of solutions to (1.1),
x(t) = x(t∗) exp
[ t∫
t∗
λ(s) ds
]
, for t  t∗.
Therefore, x(t) cannot have zeros on [t∗,∞).
Our main result is the following theorem.
Theorem 2.4. Assume that
sup
tr−σ
{∑
i∈I
∣∣ci(t)∣∣[1 + σi∣∣λ(t − σi)∣∣] exp
[
−
t∫
t−σi
λ(s) ds
]
+
∑
j∈J
∣∣bj (t)∣∣τj exp
[
−
t∫
t−τj
λ(s) ds
]}
< 1. (2.2)
Then for each solution x of (1.1), (1.2) there exists a constant Lφ,λ0 such that
lim
t→∞x(t) exp
[
−
t∫
λ(s) ds
]
= Lφ,λ00
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lim
t→∞
{
x(t) exp
[
−
t∫
0
λ(s) ds
]}′
= 0.
Remark 2.5. Under the conditions of Theorem 2.4, a solution to (1.1) cannot grow faster
than the exponential function determined by the characteristic equation; i.e., there exists a
constant M such that
∣∣x(t)∣∣M exp
[ t∫
0
λ(s) ds
]
, for t  0.
Remark 2.6. When the solution to (2.1) is a constant λ0 satisfying (2.2),
lim
t→∞x(t) exp(−tλ0) = Lφ,λ0 .
In particular, when zero is the solution to (2.1), limt→∞ x(t) = Lφ,0.
Note that if λ is a solution of (2.1), then
x(t) = φ(0) exp
[ t∫
0
λ(s) ds
]
is a solution of (1.1) with initial function φ(t) = φ(0) exp[∫ t0 λ(s) ds]. Then we obtain
easily the following results.
Remark 2.7. Under the assumptions of Theorem 2.4, we have:
(1) Every solution of (1.1) is bounded if and only if lim supt→∞
∫ t
0 λ(s) ds < ∞.
(2) Every solution of (1.1) tends to zero at ∞ if and only if limt→∞
∫ t
0 λ(s) ds = −∞.
We remark that when ci = 0 for all i ∈ I , Eq. (1.1) is the equation studied in [7]. How-
ever, we were unable to prove a result equivalent to [7, Lemma 4.2] which states conditions
on the coefficients of (1.1) to have condition (2.2).
Also, it is remarkable that in the special case of first order linear autonomous neutral
differential equations, the (generalized) characteristic equation coincides with the usual
characteristic equation. Moreover, it must be noted that in the particular case of a class of
first order linear periodic neutral differential equations (such as treated in [18]), an equation
is introduced which is also called the characteristic equation; this equation can be used
instead of the (generalized) characteristic equation. In both cases, an explicit expression
(in terms of φ and λ0) can be obtained for the real number Lφ,λ0 in Theorem 2.4. See
[11,16,18,19] (see, also, [8,10,13,17] for the special case of non-neutral equations). This
is achieved by the utilization of an integral representation of a function y associated with
the solution x of the differential equation. In the non-autonomous case (considered in the
present paper as well as in [7] for delay equations), we have no such a representation of
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can be utilized to prove Theorem 2.4.
3. Proof of main result
Proof of Theorem 2.4. For solutions x of (1.1), (1.2) and λ of (2.1), we define the function
y(t) = x(t) exp
[
−
t∫
0
λ(s) ds
]
, t −r.
We shall prove that limt→∞ y(t) exists and that limt→∞ y′(t) = 0. Differentiating y, and
using (1.1), (2.1), we obtain
y′(t) = (x′(t) − x(t)λ(t)) exp
[
−
t∫
0
λ(s) ds
]
=
(
−
∑
i∈I
ci(t)x
′(t − σi) + x(t)
∑
i∈I
ci(t)λ(t − σi) exp
[
−
t∫
t−σi
λ(s) ds
]
+
∑
j∈J
bj (t)x(t − τj ) − x(t)
∑
j∈J
bj (t) exp
[
−
t∫
t−τj
λ(s) ds
])
× exp
[
−
t∫
0
λ(s) ds
]
.
Using that x(t − τj ) = y(t − τj ) exp[
∫ t−τj
0 λ(s) ds], and x′(t) = (y′(t) + y(t)λ(t))×
exp[∫ t0 λ(s) ds], the above equality yields
y′(t) = −
∑
i∈I
ci(t)
[
y′(t − σi) −
(
y(t) − y(t − σi)
)
λ(t − σi)
]
exp
[
−
t∫
t−σi
λ(s) ds
]
−
∑
j∈J
bj (t)
[
y(t) − y(t − τj )
]
exp
[
−
t∫
t−τj
λ(s) ds
]
for t  0.
From this equation and the fundamental theorem of calculus,
y′(t) = −
∑
i∈I
ci(t)
[
y′(t − σi) − λ(t − σi)
t∫
t−σi
y′(s) ds
]
exp
[
−
t∫
t−σi
λ(s) ds
]
−
∑
j∈J
bj (t)
[ t∫
t−τ
y′(s) ds
]
exp
[
−
t∫
t−τ
λ(s) ds
]
for t  r − σ. (3.1)j j
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on [r − σ,∞) which would complete the proof. Therefore, we assume that at least one bj
or one ci is not identically zero on [r − σ,∞). Let
μλ0 = sup
tr−σ
{∑
i∈I
∣∣ci(t)∣∣[1 + σi∣∣λ(t − σi)∣∣] exp
[
−
t∫
t−σi
λ(s) ds
]
+
∑
j∈J
∣∣bj (t)∣∣τj exp
[
−
t∫
t−τj
λ(s) ds
]}
.
Then, by (2.2),
0 < μλ0 < 1. (3.2)
Note that the maximum of |y′| on [−σ, r − σ ] depends on x and λ; hence, on the initial
functions φ and λ0. Let
Mφ,λ0 = max
{∣∣y′(t)∣∣: −σ  t  r − σ}.
We shall show that Mφ,λ0 is also a bound of |y′| on the whole interval [−σ,∞); i.e.,∣∣y′(t)∣∣Mφ,λ0 for all t −σ. (3.3)
On the contrary, assume that there exist  > 0 and t −σ such that |y′(t)| > Mφ,λ0 + .
Since |y′(t)|Mφ,λ0 for −σ  t  r − σ , by the continuity of y′, there exists t∗ > r − σ
such that∣∣y′(t)∣∣< Mφ,λ0 + , for − σ  t < t∗, and ∣∣y′(t∗)∣∣= Mφ,λ0 + .
Using the definition of μλ0 , (3.1) and (3.2), we obtain
Mφ,λ0 +  =
∣∣y′(t∗)∣∣

∑
i∈I
∣∣ci(t∗)∣∣
[∣∣y′(t∗ − σi)∣∣+ ∣∣λ(t∗ − σi)∣∣
t∗∫
t∗−σi
∣∣y′(s)∣∣ds
]
× exp
[
−
t∗∫
t∗−σi
λ(s) ds
]
+
∑
j∈J
∣∣bj (t∗)∣∣
[ t∗∫
t∗−τj
∣∣y′(s)∣∣ds
]
exp
[
−
t∗∫
t∗−τj
λ(s) ds
]
 (Mφ,λ0 + )
{∑
i∈I
∣∣ci(t∗)∣∣[1 + σi∣∣λ(t∗ − σi)∣∣] exp
[
−
t∗∫
∗
λ(s) ds
]
t −σi
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∑
j∈J
∣∣bj (t∗)∣∣τj exp
[
−
t∗∫
t∗−τj
λ(s) ds
]}
 (Mφ,λ0 + )(μλ0) < Mφ,λ0 + ,
which is a contradiction. Therefore, inequality (3.3) holds. If Mφ,λ0 = 0, from (3.3) it fol-
lows that y′ = 0 and y is constant on [−σ,∞), which would complete the proof. Therefore,
we assume that Mφ,λ0 > 0.
In view of (3.1) and (3.3),
∣∣y′(t)∣∣∑
i∈I
∣∣ci(t)∣∣
[∣∣y′(t − σi)∣∣+ ∣∣λ(t − σi)∣∣
t∫
t−σi
∣∣y′(s)∣∣ds
]
× exp
[
−
t∫
t−σi
λ(s) ds
]
+
∑
j∈J
∣∣bj (t)∣∣
[ t∫
t−τj
∣∣y′(s)∣∣ds
]
exp
[
−
t∫
t−τj
λ(s) ds
]
Mφ,λ0
{∑
i∈I
∣∣ci(t)∣∣[1 + σi∣∣λ(t − σi)∣∣] exp
[
−
t∫
t−σi
λ(s) ds
]
+
∑
j∈J
∣∣bj (t)∣∣τj exp
[
−
t∫
t−τj
λ(s) ds
]}
Mφ,λ0(μλ0), for t  r − σ.
Using this inequality, we can show by induction that∣∣y′(t)∣∣Mφ,λ0(μλ0)n for t  nr − σ (n = 0,1, . . .). (3.4)
For an arbitrary t −σ , we set n = (t + σ)/r	 (the greatest integer less than or equal to
(t + σ)/r). Then t  nr − σ and t+σ
r
− 1 < n. Thus, by (3.2) and (3.4),∣∣y′(t)∣∣Mφ,λ0(μλ0)n Mφ,λ0(μλ0) t+σr −1. (3.5)
As t → ∞, we have n → ∞ and, by (3.2), (μλ0)n → 0. Therefore, by (3.5),
lim
t→∞y
′(t) = 0,
which proves the second limit in Theorem 2.4.
To prove that limt→∞ y(t) exists (as a real number), we use the Cauchy convergence
criterion. For t > T −σ , from (3.5), we have
∣∣y(t) − y(T )∣∣
t∫ ∣∣y′(s)∣∣ds 
t∫
Mφ,λ0(μλ0)
s+σ
r
−1 ds
T T
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r
ln(μλ0)
[
(μλ0)
s+σ
r
−1]s=t
s=T
= Mφ,λ0
r
ln(μλ0)
[
(μλ0)
t+σ
r
−1 − (μλ0)
T +σ
r
−1].
As T → ∞, we have t → ∞ and, by (3.2), the two right-most terms above approach zero.
Therefore, limT →∞ |y(t) − y(T )| = 0 which by the Cauchy convergence criterion implies
the existence of limt→∞ y(t). We call this limit Lφ,λ0 because it depends on y which in
turn depends on the initial functions φ and λ0. This shows the first limit in Theorem 2.4
and completes the proof. 
References
[1] O. Arino, M. Pituk, More on linear differential systems with small delays, J. Differential Equations 170
(2001) 381–407.
[2] T.A. Burton, Fixed points and differential equations with asymptotically constant or periodic solutions,
Electron. J. Qual. Theory Differ. Equ. 2004 (2004) 1–31.
[3] T.A. Burton, Fixed points, stability, and harmless perturbations, Fixed Point Theory Appl. 1 (2005) 35–46.
[4] T.A. Burton, Fixed points and stability of a nonconvolution equation, Proc. Amer. Math. Soc. 132 (2004)
3679–3687.
[5] O. Diekmann, S.A. van Gils, S.M. Verduyn Lunel, H.-O. Walther, Delay Equations: Functional-, Complex-,
and Nonlinear Analysis, Springer-Verlag, New York, 1995.
[6] J.G. Dix, Asymptotic behavior of solutions to a first-order differential equation with variable delays, in press.
[7] J.G. Dix, Ch.G. Philos, I.K. Purnaras, An asymptotic property of solutions to linear non-autonomous delay
differential equations, Electron. J. Differential Equations 2005 (2005) 1–9.
[8] R.D. Driver, Some harmless delays, in: Delay and Functional Differential Equations and Their Applications,
Academic Press, New York, 1972, pp. 103–119.
[9] R.D. Driver, Linear differential systems with small delays, J. Differential Equations 21 (1976) 148–166.
[10] R.D. Driver, D.W. Sasser, M.L. Slater, The equation x′(t) = ax(t) + bx(t − τ) with “small” delay, Amer.
Math. Monthly 80 (1973) 990–995.
[11] M.V.S. Frasson, S.M. Verduyn Lunel, Large time behaviour of linear functional differential equations, Inte-
gral Equations Operator Theory 47 (2003) 91–121.
[12] T. Furumochi, Asymptotic behavior of solutions of some functional differential equations by Schauder’s
theorem, in: Proc. 7th Coll. QTDE, Electron. J. Qual. Theory Differ. Equ. 10 (2004) 1–11.
[13] J.R. Graef, C. Qian, Asymptotic behavior of forced delay equations with periodic coefficients, Commun.
Appl. Anal. 2 (1998) 551–564.
[14] J.K. Hale, Theory of Functional Differential Equations, Springer-Verlag, New York, 1977.
[15] J.K. Hale, S.M. Verduyn Lunel, Introduction to Functional Differential Equations, Springer-Verlag, New
York, 1993.
[16] I.-G.E. Kordonis, N.T. Niyianni, C.G. Philos, On the behavior of the solutions of scalar first order linear
autonomous neutral delay differential equations, Arch. Math. (Basel) 71 (1998) 454–464.
[17] Ch.G. Philos, Asymptotic behaviour, nonoscillation and stability in periodic first-order linear delay differ-
ential equations, Proc. Roy. Soc. Edinburgh Sect. A 128 (1998) 1371–1387.
[18] Ch.G. Philos, I.K. Purnaras, Periodic first order linear neutral delay differential equations, Appl. Math.
Comput. 117 (2001) 203–222.
[19] Ch.G. Philos, I.K. Purnaras, Asymptotic properties, nonoscillation, and stability for scalar first order linear
autonomous neutral delay differential equations, Electron. J. Differential Equations 2004 (2004) 1–17.
[20] Y.N. Raffoul, Stability in neutral nonlinear differential equations with functional delays using fixed point
theory, Math. Comput. Modelling 40 (2004) 691–700.
