Abstract. For a compact Riemannian manifold (Ω, g) with smooth boundary ∂Ω, we explicitly give local representation and full symbol expression for the elastic Dirichlet-to-Neumann map Ξg by factorizing an equivalent elastic equation. We prove that for a strong convex or extendable real-analytic manifold Ω with boundary, the elastic Dirichlet-to-Neumann map Ξg uniquely determines metric g of Ω in the sense of isometry. We also give a procedure by which we can explicitly calculate all coefficients a 0 , a 1 · · · , a n−1 of the asymptotic expansion
Introduction
Let (Ω, g) be a smooth compact Riemannian manifold of dimension n with smooth boundary ∂Ω of dimension n − 1. The manifold Ω is considered here as an elastic, isotropic, homogenous medium with Lamé constants µ and λ. Assume that Lamé constants µ and λ satisfy µ > 0 and λ + µ ≥ 0. Under the assumption of no body forces acting on Ω, the boundary value problem for the displacement vector u(x) = (u 1 (x), · · · , u n (x)) in Ω produced by a displacement f on ∂Ω is given by the elastic Lamé system: L g u := µ ∆ g u + (µ + λ) grad div u + µ Ric(u) = 0 in Ω, u = f on ∂Ω, (1.1) where ∆ g := div grad = 1 |g| n j,k=1
is the Laplace-Beltrami operator, div and grad are the usual divergence and gradient operators, and Ric(u) = where (Def u) jk = 1 2 u j;k + u k;j is the strain tensor and ν = (ν 1 , · · · , ν n ) is the outward unit normal vector to ∂Ω. The map Ξ g is called the elastic Dirichlet-to-Neumann map that maps each displacement at the boundary to its corresponding traction (i.e., the normal component of the stress at the boundary). We can also call Ξ g as the displacement-to-traction map on ∂Ω.
Since the elastic Dirichlet-to-Neumann map Ξ g is an elliptic, self-adjoint pseudodifferential operator of order one (see section 3) , there exists a sequence of eigenvalues 0 ≤ τ 1 ≤ τ 2 ≤ · · · ≤ τ k ≤ · · · ր ∞ (1.5) such that Ξ g v k = τ k v k , where v 1 , v 2 , · · · , v k , · · · is an orthogonal basis of eigenvectors in (L 2 (∂Ω)) n =L 2 (∂Ω)× · · ·×L 2 (∂Ω) corresponding to the eigenvalues τ 1 , τ 2 , · · · , τ k , · · · . Clearly, all the eigenvalues {τ k } of the elastic Dirichlet-to-Neumann map are just all the elastic Steklov eigenvalues:
Let us point out that if Ω is a bounded domain in R n with the standard Euclidean metric, then the Lamé operator L g reduces to the classical elastic operator with Ric(u) = 0; and further if λ+ µ = 0 and the traction is replaced by the normal derivative of u in the definition of the elastic Dirichlet-to-Neumann map Ξ g , then Ξ g becomes the classical Dirichlet-to-Neumann map Λ g associated with the Laplace operator.
The elastic Lamé operator is a complicated "exotic" differential operator because its second-order terms are not merely the Laplacian or even the Laplace-Beltrami operator of a nontrivial metric (see [6] , [5] or [4] ). Such operator has a wide range of applications (see [40] , [41] , [20] , [61] and [35] ). The study of the elastic Dirichlet-to-Neumann map is important in areas such as geophysical exploration (for example, one may explore the interior structure of the earth by measuring the displacements and tractions of the earth's surface by earthquakes (or artificial earthquakes)), materials characterization and acoustic emission of many important materials and nondestructive testing (see [53] and [54] ).
It is natural to raise the following two open problems:
Problem A: Given a real-analytic, compact n-dimensional Riemannian manifold with boundary, n ≥ 2, if its boundary metric is fixed, can one determine the metric of the whole manifold (in the sense of isometry) by the elastic Dirichlet-to-Neumann map?
Problem B: What geometric information of the spectral asymptotics can be explicitly obtained for the Riemannian manifold by providing all the elastic Steklov eigenvalues? Problem A is analogous to one of Lee-Uhlmann's conjectures (see [42] ), in which J. Lee and G. Uhlmann raised and further solved a series of important conjectures for the Dirichlet-to-Neumann map Λ g associated with Laplace operator. They proved that for a strongly convex real-analytic n-dimensional Riemannian manifold with connected real-analytic boundary or extendable real-analytic Riemannian manifold, if π 1 (Ω, ∂Ω) = 0 (this topological assumption means that every closed path inΩ with base point in ∂Ω is homotopic to some path that lies entirely in ∂Ω, see [42] and p. 162 of [73] ), then the Dirichlet-to-Neumann map Λ g determines the metric g in the sense of isometry for n ≥ 3, and determines g in the sense of conformal isometry for n = 2, where Λ g : H 1/2 (∂Ω) → H −1/2 (∂Ω) is defined by Λ g f = ∂u ∂ν ∂Ω
, and u satisfies
For the case of electromagnetic field, similar problem and some related results can be seen in [36] , [46] and [33] . Problem A actually is a modified version of the Calderón problem (see [11] ) in the case of elasticity.
Problem B was raised by I. G. Avramidi (p. 125 of [6] ), in which the author wrote "the geometric aspect of the spectral asymptotics of non-Laplace type operators remains an open problem". More earlier, Greiner [25] , p. 164, indicated that "the problem of interpreting these coefficients geometrically remains open". This problem is also analogous to the famous Kac's problem in [34] (see also [45] or [70] ) and Protter's propose (see p. 187 of [57] ) for the classical elastic eigenvalue problem (i.e., can one hear the shape of an elastic medium by hearing all tones of vibration of this elastic medium? see [71] , [72] ). For the eigenvalues {ς k } of the Dirichlet-to-Neumann map associated with Laplace operator, Liu [43] calculated the first fourth coefficients of the heat trace asymptotic expansion (Polterovichi and Sher in [56] calculated the first three coefficients by a completely different way). The asymptotic formula with a sharp remainder estimate for the counting function of the Steklov eigenvalues {ς k } can be seen in [44] .
In this paper, we give an affirmative answer for Problem A even when n ≥ 2 under the same assumptions as given by Lee and Uhlmann in [42] with an exact relation for the parameters n, µ, λ; furthermore we obtain some fundamental geometric quantities of spectral asymptotics of the elastic Dirichlet-to-Neumann map for Problem B (in other words, in the sense of spectral invariants, we also answer the open problem B).
Our main results are the following: Theorem 1.1. LetΩ be a compact, connected, real-analytic n-manifold with real-analytic boundary, n ≥ 2, and assume that π(Ω, ∂Ω) = 0. Suppose that the Lamé constants µ > 0 and λ satisfy λ + µ ≥ 0, n = (λ+3µ)(λ 2 −5µ 2 ) λ 3 +4λ 2 µ+λµ 2 −8µ 3 and n = 4(λ+µ)
3λ+2µ . Let g andg be real analytic metric onΩ such that Ξ g = Ξg, and assume that one of the following conditions holds:
(a)Ω is strongly convex with respect to both g andg; (b) either g org is extendable (i.e., it can be extend to a complete real-analytic metric on a non-compact real-analytic manifoldΩ (without boundary) containingΩ).
Then there exists a real-analytic diffeomorphism ̺ :Ω →Ω with ̺ ∂Ω = identity, such that g = ̺ * g .
In particular, the above extendable assumption (b) holds when Ω is a bounded simply-connected realanalytic domain in R n and g is the Euclidean metric; thus we immediately have the following corollary:
Let Ω ⊂ R n , n ≥ 2, be a simply-connected bounded open set with connected real-analytic boundary, and supposeg is a real-analytic metric onΩ such that Ξg = Ξ g , where g is the Euclidean metric. If the Lamé constants µ > 0 and λ satisfy λ + µ ≥ 0, n = (λ+3µ)(λ 2 −5µ 2 ) λ 3 +4λ 2 µ+λµ 2 −8µ 3 and n =
4(λ+µ)
3λ+2µ , then there exists a real-analytic diffeomorphism ̺ :Ω →Ω with ̺ ∂Ω = identity, such that g = ̺ * g .
Clearly, the knowledge provided by the elastic Dirichlet-to-Neumann map (i.e., the set {(u ∂Ω , (traction u) ∂Ω )} of all the displacement and traction data) is equivalent to the information given by all the elastic Steklov eigenvalues and the corresponding eigenvectors. However, if we only know the information of all elastic Steklov eigenvalues, then we have the following: Theorem 1.3. Suppose that (Ω, g) is an n-dimensional, smooth Riemannian manifold with smooth boundary ∂Ω. Assume that µ > 0 and λ + µ > 0. Let {τ k } be the all eigenvalues of the elastic Dirichlet-to-Neumann map Ξ g . Then where a m are constants, which can be explicitly calculated by the procedure given in section 5 for m < n. In particular, if n ≥ 2, then
+ O(t 3−n ) when n > 2, O(t log t) when n = 2, as t → 0 + .
is the volume of (n − 2)-dimensional unit sphere S n−2 in R n−1 and r 1,1 , r 1,2 , r 2,1 , r 2,2 are given by
Note that the eigenvalues of the elastic Dirichlet-to-Neumann map are physics quantities which can be measured experimentally. Therefore, Theorem 1.3 shows that the boundary volume vol(∂Ω), the total mean curvature of the boundary surface ∂Ω as well as some other total curvatures are all spectral invariants and can also be obtained by elastic Steklov eigenvalues (i.e., physics quantities).
The main ideas of this paper are as follows. For a Riemannian manifold (Ω, g), we first derive a precise form of the elastic Lamé operator: L g u = µ ∆ g u + (λ + µ) grad div u + µ Ric(u). From this, we see the elastic Lamé operator L g possesses an invariant form under a local coordinate change in a general n-dimensional Riemannian manifold. Secondly, in boundary normal coordinates, we obtain a local representation for the elastic Dirichlet-to-Neumann map:
where I n denotes the n×n identity matrix. (1.12) is a basic formula, and we can call it as a transform relation from the operator − ∂ ∂xn I n to Ξ g . Therefore, it suffices to give a local representation for the − ∂ ∂xn I n on ∂Ω from the elastic Lamé equation L g u = 0. Recall that in the special case (i.e., the Dirichlet-to-Neumann map associated with Laplace operator), a famous method of factorization was used in order to obtain operator ∂u ∂ν ∂Ω . This method is well known (see, for example, [68] , vol. 1, pages 159-161, or [18] ) and have been well developed by Lee and Uhlmann in [42] (see also [46] and [33] for the case of electromagnetic field). Unlike acoustic or electromagnetic waves, in elastic medium (see [28] , [41] or [60] ), elastic waves have both longitudinal and shear waves (Note that the acoustic waves are a type of longitudinal waves that propagate by means of adiabatic compression and decompression; the electric and magnetic fields of an electromagnetic wave are perpendicular to each other and to the direction of the wave, see [14] , [13] or [64] ). In order to apply this method of factorization to the elastic Lamé equation, we should consider an equivalent elastic equation
and look for the factorization
where operator Q will be determined late. Because the matrix B is a differential operator of order one, we will encounter two major difficulties:
i) How to solve the unknown q 1 from the following matrix equation?
where q 1 , b 1 and c 2 are the principal symbols of the differential (or pseudodifferential) operators Q, B and C, respectively. Generally, the quadratic matrix equation of the form (1.13) can not be exactly solved (in other words, there is not a formula of the solution represented by the coefficients of matrix equation (1.13) . Fortunately, in our setting we get the exact solution by applying a method of algebra ring theory in this paper. More precisely, by observing the coefficients of matrix equation (1.13) we define an invariant sub-ring F which is generated by coefficients matrices of equation (1.13), and F is acted (left-multiply) by another sub-ring (so-called "coefficient ring") of special diagonal matrices. This implies that the q 1 has a special form (see section 3), and hence by solving a higher-order polynomial equations (a system of resultant equations) for the unknown constants in q 1 , we obtain an exact solution q 1 (a surprise result !). This method is inspired by Galois group theory to solve the polynomial equation (see, for example, [3] or [17] ).
ii) How to solve Sylvester's equation: (q 1 − b 1 )q j−1 + q j−1 q 1 = E j ? where q j−1 (j ≤ 1) are the remain symbols of q (here q ∼ j≤1 q j ), and E j can be seen in section 3.
In mathematics (more precisely, in the field of control theory), a Sylvester equation is a matrix equation of the form (see [65] and [8] ):
Then given matrices L, M , and V , the problem is to find the possible matrices X that obey this equation. A celebrated result (see [8] or [9] ) states that Sylvester's equation (1.14) has a unique solution X for all V if and only if L and −M have no common eigenvalues. Generally, it is impossible to obtain an explicit solution of the Sylvester's equation. However, by putting Sylvester's equation into an equivalent n 2 ×n 2 -matrix equation and by applying our invariants sub-ring method mentioned above, we can also get the exact solution of q j−1 , (j ≤ 1) (another surprise result!) Therefore, the elastic Dirichlet-to-Neumann map Ξ g on ∂Ω is obtained from transform relation (1.12) because we have got the pseudodifferental operator Q and − ∂ ∂xn I = Q modulo a smoothing operator on ∂Ω. By analysing the full symbol of Ξ g , we find that the Ξ g determines the metric g and all its tangent and normal derivatives of any order at every point x 0 ∈ ∂Ω. Combining the expansion of Taylor's series of g jk at every x 0 ∈ ∂Ω, the analytic of the Riemannian manifold Ω and some given topology assumptions, we can complete the proof of Theorem 1.1.
The heat invariants a m are spectral invariants of the operator Ξ g that encode the information about the asymptotic properties of the spectrum. They are of great importance in spectral geometry and have extensive application in physics because they describe real physical effects. The heat invariants have been studied for the Laplacian with manifolds without boundaries (see [23] or [24] ) as well as for the Dirichlet-to-Neumann map associated with the Laplacian (see [43] and [56] ) by considering heat trace asymptotics and applying symbol calculus (see [59] and [26] ). However, to our knowledge, there is no result in the context of the elastic Steklov problem because of the technical complexity and, most importantly, lack of symbol representation for the "exotic" elastic Dirichlet-to-Neumann map Ξ g (In fact, "most of the studies in spectral geometry and spectral asymptotics are restricted to so-called Laplace type operators", see p. 120 of [6] ). As follows from the results of [1, 16, 29, 43] , the trace of the associated heat kernel, e −tΞg , admits an asymptotic expansion
where C is a contour around the positive real axis and
is the full symbol of pseudodifferential operator (Ξ g − τ I) −1 . By providing some novel techniques together with symbol calculus (see section 5), we can finally get all coefficients a m , 1 ≤ m ≤ n − 1, for Ξ g . These coefficients a m explicitly give some important geometric information for the manifold Ω. . In particular, dV, the volume element in Ω is locally given by dV = |g| dx 1 · · · dx n . By T Ω and T * Ω we denote, respectively, the tangent and cotangent bundle on Ω. Throughout, we shall also denote by
are, respectively, the usual divergence and gradient operators. Accordingly, the Laplace-Beltrami operator ∆ g is just given by (1.2). Next, let ∇ be the associated Levi-Civita connection. For each X ∈ T Ω, ∇X is the tensor of type (0, 2) defined by
It is well-known that in a local coordinate system with the naturally associated frame field on the tangent bundle,
where
∂xm are the Christoffel symbols associated with the metric g (see, for example, [66] ). If we denote
The symmetric part of ∇X is Def X, the deformation of X, i.e.,
(whereas the antisymmetric part of ∇ X is simply dX, i.e.,
Thus, Def X is a symmetric tensor field of type (0, 2). In coordinate notation,
where, X k;j := ;k for each symmetric tensor field w of type (0, 2). In particular, if ν ∈ T Ω is the outward unit normal to ∂Ω ֒→ Ω, then the integration by parts formula (see formula (2.16) of [15] )
holds for any u ∈ T Ω and any symmetric tensor field w of type (0, 2). Here and elsewhere, dS will denote the volume element on ∂Ω. The Riemann curvature tensor R of Ω is given by
where [X, Y ] := XY −Y X is the usual commutator bracket. It is convenient to change this into a (0, 4)-tensor by setting
In other words, in a local coordinate system such as that discussed above,
The Ricci curvature Ric on Ω is a (0, 2)-tensor defined as a contraction of R:
That is,
Note that
Lemma 2.1.1. On a Riemannian manifold Ω, modeling a homogeneous, linear, isotropic, elastic medium, the Lamé operator L g is given by
In particular, L g is strongly elliptic, formally self-adjoint. If u ∈ T Ω denotes the displacement, natural boundary conditions for L g include prescribing u ∂Ω , Dirichlet type, and
Neumann type.
Here, we identity (Def u)ν with the vector field uniquely determined by the requirement that (Def u)ν, X = (Def u)(ν, X) for each X ∈ T Ω.
Proof. Consider the total free elastic energy functional (2.13) ignoring at the moment the displacement boundary conditions. Obviously, equilibria states correspond to minimizers of the above variational integral. It follows from [15] that the elastic tensor in the case of linear, isotropic, elastic medium is given by
Thus, we will be leads to considering the variational integral
To determine the associated Euler-Lagrange equation, for an arbitrary v ∈ T Ω, smooth and compactly supported, we compute
after integrating by parts, based on (2.6) and the usual divergence theorem. By taking
Furthermore, from (2.5) we get
It follows that 
Combining these and (2.17), we get
Note that the Bochner-Laplacian ∇ * ∇ is just the Beltrami-Laplacian on T Ω, i.e.,
Consequently, we have
In particular, L g is strongly elliptic, formally self-adjoint. It follows from Theorem 3.2 of [15] that for the displacement u ∈ T Ω (i.e., the solution of L g u = 0 in Ω), the boundary condition of Dirichlet type is u ∂Ω , and the boundary condition of Neumann type is
Remark 2.1.2. For an n-dimensional Riemannian manifold with metric g, the elastic "strain tensor" ǫ ml is 
It follows that the elastic Lamé equations on Riemannian manifolds can be locally represented by
which is just another equivalent local representation of (2.10) for the operator L g .
2.
2. Neumann boundary condition in boundary normal coordinate system. In what follows, we will simply denote matrix 
by a jk n×n (i.e., a matrix always is denoted in square brackets, j always denotes the j-th row, and k the k-th column). According to (2.20), we have
For convenience, we will often use the following relations:
In order to describe the Dirichlet-to-Neumann map for the Lamé operator, we first recall the construction of usual geodesic coordinates with respect to the boundary (see p. 1101 of [42] ). For each x 0 ∈ ∂Ω, let r : [0, ǫ) →Ω denote the unit-speed geodesic starting at x 0 and normal to ∂Ω. If x ′ := {x 1 , · · · , x n−1 } are any local coordinates for ∂Ω near x 0 ∈ ∂Ω, we can extend them smoothly to functions on a neighborhood of x 0 in Ω by letting them be constant along each normal geodesic r x0 . If we then define x n to be the parameter along each r x0 , it follows easily that {x 1 , · · · , x n } form coordinates for Ω in some neighborhood of x 0 , which we call the boundary normal coordinates determined by {x 1 , · · · , x n−1 }. In these coordinates x n > 0 in Ω, and ∂Ω is locally characterized by x n = 0. A standard computation shows that the metric g onΩ then has the form (see p. 532 of [66] )
Furthermore, we can take a geodesic normal coordinate system for (∂Ω, g| ∂Ω ) centered at x 0 = 0, with respect to e 1 , · · · , e n−1 , where e 1 , · · · , e n−1 are the principal curvature vectors. As Riemann showed, one has (see p. 555 of [66] , or [62] ) t , where A t denotes the transpose of the matrix (or vector) A. By (2.25) we immediately see that the inverse of metric tensor g in the boundary normal coordinates has form:
Then, it follows from (2.24) that
Remark 2.2.1. The first term of (2.27) can also be obtained by another way. In fact, according to the definition of (Def u)ν, we have that
which is just the first term after the first equal sign in (2.27).
Note that under boundary normal coordinates, we have
Combining these and (2.28) we get
In what follows, we will let Greek indices run from 1 to n − 1, Roman indices from 1 to n. Then −traction u is reduced to
Throughout this paper, we will denote by
and the 1 × (n − 1) matrix
respectively. We also simply denote by Ξ g u the (traction u) ∂Ω as before. Thus we have obtained the following lemma:
Ric be the elastic Lamé operator, and let u ∈ T Ω be the displacement. Then, in boundary normal coordinates, the Neumann boundary condition (traction u) ∂Ω (with respect to the outward unit normal vector of ∂Ω) can be simply written as
Or equivalently,
We call (2.32) the transform relation from − ∂ ∂xn I n to Ξ g .
Explicit expression of the Dirichlet-to-Neumann map
The purpose of this section is to give an expression for − ∂ ∂xn I n (which is a pseudodifferential operator defined on ∂Ω) by discussing the elastic Lamé equation L g u = 0 in Ω and u = f on ∂Ω. So an explicit representation for Ξ g u will be obtained from such an expression and transform relation (2.32) .
In boundary normal coordinates, because of Γ n jn = 0 and g
Thus, in boundary normal coordinates, the elastic Lamé operator L g u = µ∆ g u + (µ + λ) grad div u + µ Ric (u) can be written as
where I n denotes n × n identity matrix. Here, for the sake of simplicity, we have again used the relationships 
Throughout this paper, we denote √ −1 = i.
modulo a smoothing operator, where
Proof. We will divide this proof into several steps.
Step 1. It follows from (3.2), (3.3) and (3.
Let us assume that we have a factorization 
Then we have
be the full symbols of Q and B and C, respectively. Clearly,
, where
Note that for any smooth vector-valued function v,
This implies that
Combining this, the right-hand side of (3.6) and symbol formula for product of two pseudodifferential operators (see p. 37 of [68] , p. 13 of [66] or [38] ) we get the full symbol equation:
Step 2. Group the homogeneous terms of degree two in (3.13) we obtain
Our aim is to calculate the unknown q 1 by solving the matrix equation (3.14) . If λ + µ = 0 then q 1 = ± α,β g αβ ξ α ξ β I n (This essentially reduces to the case for Dirichlet-to-Neumann map, see [42] ). Therefore, we will only discuss the case of λ + µ > 0. By observing the coefficient matrices of equation (3.14), we see
Let S denote all the diagonal matrices of form:
Obviously, S is a commutative ring according to the addition and multiplication of matrices. Thus, the following three matrices play a key role:
The set F of above three matrices can generate a matrix ring F according to the following two operations: we first define a left multiplication operation between S and F: for every V ∈ S and A ∈ F, we have V A ∈ F by the usual multiplication of matrix (The element of S is said to be the "coefficient matrix" of matrix ring F); we then define the addition and multiplication by using the usual matrix addition and multiplication of F. Clearly, F is a three-dimensional matrix ring on "coefficient ring" S, and F is a basis of F. This implies that the solution q 1 of equation (3.14) must have the following form:
The above idea is similar to Galois group theory for solving the polynomial equation (see [3] or [17] ). Substituting (3.15) into matrix equation (3.14), we get
By comparing the "coefficient matrices" in front of each element of F , we get 
Because we have chosen the outward normal ν of ∂Ω, we should take
The last two equations of (3.17) can be solved by the well-known resultant method. Clearly, the resultant equation of the left-hand sides of last two equations in (3.17) is
. Therefore, according to (3.18) we obtain the solution of last two equations of (3.17):
Substituting them into (3.17) again, we get
where s 1 , · · · , s 5 are given by (3.20).
Step 3. The terms of degree one in (3.13) are
i.e.,
and b 0 and c 1 are given in (3.8) and (3.10). More precisely,
Now, we calculate q 0 by solving Sylvester's matrix equation (3.25) . It is well-known that Sylvester's equation of the form LX + XM = E can be put into the form (see [8] or [9] )
for larger matrices U and V . Here vec X is a stack of all columns of matrix X (see, for example, Chapter 4 of [32] ). Indeed, U = (I n ⊗ L) + (M t ⊗ I n ), and V = vec E, where ⊗ denotes the Kronecker product. Thus, if we can obtain the inverse U −1 of the matrix U , then we have vec X = U −1 (vec V ), and the corresponding solution X will immediately be obtained. From (3.25) we see that
Thus the U has the form:
and denote by J the all such diagonal matrices θ(
We call each element of the matrix ring J as "coefficient matrix". Since (I n ⊗A l )(A m ⊗I n ) = (A m ⊗I n )(I n ⊗A l ) for all 1 ≤ l, m ≤ 2, we see that the following nine matrices generate a matrix ring X about the addition and multiply of matrices as well as the left-multiplication operation between J and X:
More precisely, for any θ(d 1 , d 2 ; d 3 , d 4 ) ∈ J and any M ∈ H, we have the left multiplication of matrices about
and for any two elements of X we have the usual matrix addition and matrix multiplication in X. Clearly, X is a nine-dimensional matrix ring with respect to J, and H is a basis of X. This implies that we should look for the inverse U −1 of the form: 
By inserting (3.26) and (3.30) into
and by comparing the "coefficients matrix" in front of each elements of H, we get the following system of linear equations with unknown constantss 1 , · · · ,s 25 . 2s 1s1 = 1, 
This system has a unique solution:
, 
from which we explicitly obtain the unique inverse U −1 of U . Noting that θ(s 10 ,s 11 ;s 12 ,s 13 ) =
we find from this and (3.30) that
so that (3.33)
Therefore, when replacing the matrix E in (3.33) by E 1 , we immediately get q 0 .
Step 4. Furthermore, by considering the terms of degree zero in (3.13), we have
Generally, for m ≥ 1 we get
Replacing the matrices E and X by the above E −m and q −m−1 in (3.33), respectively, we explicitly get the all q −m−1 , m ≥ 0.
We have obtained the full symbol q(x, ξ ′ ) ∼ l≤1 q l of Q from above proposition 3.1. This implies that modulo a smoothing operator, the pseudodifferential operator Q have been obtained on ∂Ω. Thus we have the following: Proposition 3.2. In the local boundary normal coordinates, the Dirichlet-to-Neumann map Ξ g can be represented as:
Proof. Let (x ′ , x n ) be local boundary normal coordinates, for x 3 ∈ [0, T ]. Since the principal symbol of L g is a negative-defined matrix, the hyperplane {x n = 0} is non-characteristic, and hence L g is partially hypoelliptic with respect to this boundary (see p. 107 of [31] ). Therefore, the solution u of the elastic Lamé equations L g u = 0 is smooth in normal variable, i.e., in boundary normal coordinates (x ′ , x n ) with
n locally. From Proposition 3.1, we see that (1.1) is locally equivalent to the following system of equations for u, v
Making the substitution t = T − x n for the second equation mentioned above (as done in [42] ), we get a backwards generalized heat equation system:
Since u is smooth in the interior of Ω by interior regularity for elliptic operator L g , it follows that v is smooth in the interior of Ω, and hence v xn=T is smooth. In view of the principal symbol of Q is strictly positive for any ξ = 0, we get that the solution operator for this heat equation system is smooth for t > 0 (see p. 134 of [68] ). Therefore,
locally. Setting Rf = v ∂Ω , we immediately see that R is a smoothing operator and
Combining this and (2.32), we obtain (3.38).
Determining metric of manifold from the elastic Dirichlet-to-Neumann map
It follows from (3.38) that the full symbol σ(Ξ g ) of Ξ g is
Proposition 4.1. Suppose dim M = n ≥ 2, and assume µ > 0 and λ + µ ≥ 0. Let {x 1 , · · · , x n−1 } be any local coordinates for an open set W ⊂ ∂Ω, and let {p j } j≤1 denote the full symbol of Ξ g in these coordinates. If n = (λ+3µ)(λ 2 −5µ 2 ) λ 3 +4λ 2 µ+λµ 2 −8µ 3 and n = 4(λ+µ) 3λ+2µ , then for any x 0 ∈ W , the full Taylor series of g at x 0 in boundary normal coordinates is given by explicit formula in terms of the matrix-valued functions {p j } j≤1 and their tangential derivatives at x 0 .
Proof. Denote by {x 1 , · · · , x n } the boundary normal coordinates associated with {x 1 , · · · , x n−1 } as in section 2. According to the form of metric (2.25) which we have chosen, we immediately see that it suffices to show that the matrix-valued functions {p j } determine the metric [g αβ ] (n−1)×(n−1) and all its normal derivatives along ∂Ω. Noticing that
∂xn g γβ , it is also enough to determine the inverse matrix [g αβ ] (n−1)×(n−1) and all its normal derivatives. In (4.2), because the second term 
is a known matrix, we get that
where q 1 is given by (3.21) and (3.20) . More precisely,
From the (n, n)-entry of the matrix on the right side of (4.5), we see that p 1 uniquely determines α,β g αβ ξ α ξ β , and hence p 1 uniquely determines α,β g αβ ξ α ξ β for all (ξ 1 , · · · , ξ n−1 ) ∈ R n−1 . This implies that p 1 uniquely determines g αβ on ∂Ω for all 1 ≤ α, β ≤ n − 1.
Next, by (3.24), (3.21), (3.7), (3.8) and (3.10) we can rewrite E 1 as (4.6)
where T
0 (g αβ ) is a matrix expression involving only g αβ , g αβ , and their tangential derivatives along ∂Ω. Replacing matrix E in (3.33) by this E 1 , we get
where 
and T
0 (g αβ ) is an n × n matrix involving only g αβ , g αβ , and their tangential derivatives along ∂Ω. It follows from the expression of p 0 in (4.3) that, except for a known term (involving only g αβ , g αβ and their tangential derivatives along ∂Ω), the (n, n)-entry of matrix p 0 is (λ + 2µ)
Note that α,β g αβ g αβ = n − 1, and so
∂xn . If we set h
1 , then (4.8) (which is uniquely determined by p 0 ) can further be written as
Evaluating this on all unit vectors ξ ′ = (ξ 1 , · · · , ξ n−1 ) ∈ T * (∂Ω) shows that p 0 and the values of g αβ along ∂Ω completely determine the matrix of quadratic form
along ∂Ω. From (4.10) we have
Note that, under our assumption for any positive integer n ≥ 2,
2(λ+3µ) = 0. Thus, by (4.10) we get
This show that p 0 uniquely determines the h αβ 1 = ∂g αβ ∂xn along on ∂Ω. In (4.4), by putting m = 1 we see that p −1 uniquely determines q −1 . It follows from (3.36) that (4.13) where U −1 is given in section 3 and
Therefore, p −1 uniquely determines E 0 . On the other hand, by differentiating the symbol equation (3.23), we have
and
From the discussion for solution of Sylvester's equation, we know that ∂q0 ∂xγ (respectively, ∂q0 ∂ξγ ) and the righthand side of (4.15) (respectively, (4.16)) are determined each other. In view of (4.14), (4.15) and (4.16), we get that p −1 uniquely determines ∂q0 ∂xn − c 0 . Taking γ = n in (4.15) we get that ∂q0 ∂xn determines ̟ + ∂E1 ∂xn , where
Note that ̟ has been recovered by p 1 and p 0 . This implies that p −1 determines Note that
and by (4.6)
1 (g αβ ) is a matrix expression involving only g αβ , g αβ , ∂g αβ ∂xn , and their tangential derivatives along ∂Ω. In addition, from the representation of U , we get that the n 2 -row of U is
It follows that the n 2 -row of U (vec c 0 ) is
1 (g αβ ).
Thus, n 2 -th row of vec
1 (g αβ ) := φ −1 .
By applying α,β g αβ g αβ = n − 1 again, we have
n , and T
1 (g αβ ) and T
1 (g αβ ) involve only the boundary values of g αβ , g αβ , ∂g αβ ∂xn , and their tangential derivatives along ∂Ω. Because φ −1 is determined by p −1 , we see that k
n , for all α, β, are also determined by p −1 . From
we get
, for n = 4(λ + µ) 3λ + 2µ .
.
Since the right-hand side of the above equality is determined by p −1 , we get that
Finally, from the symbol equation we have (4.19) where T −m−1 (g αβ ) involves only the boundary values of g α , g αβ , and their normal derivatives of order at most | − m − 1|. Proceeding now by induction, let m ≥ 1, and suppose we have show that, when −m ≤ l ≤ −1, the (n, n)-entry of q l is 
where Lemma 4.2. LetΩ be a compact real-analytic n-dimensional Riemannian manifold with real-analytic boundary, n ≥ 2, and let g andg be real analytic metrics onΩ. Assume that the Lamé coefficients µ > 0 and
3λ+2µ . If Ξ g = Ξg, then there exists a neighborhood U of ∂Ω inΩ and a real-analytic map ̺ 0 : U →Ω such that ̺ 0 ∂Ω = identity and g = ̺ * 0g . Proof. Let V be some connected open set in the half-space {x n ≥ 0} ⊂ R n containing the origin. For any x 0 ∈ ∂Ω we define a real-analytic diffeomorphism ς x0 : V → U x0 (respectively,ς x0 : V →Ũ x0 ), where {x 1 , · · · , x n } (respectively, {x 1 , · · · ,x n }) denote the corresponding boundary normal coordinates for g (respectively,g) defined on a connected neighborhood U x0 (respectively,Ũ x0 ) of x 0 (see [42] ). It follows from Proposition 4.1 that the metric ς * x0 g andς * x0g are real-analytic metric on V, where Taylor series at origin by explicit formulas involving the symbol of Ξ g in {x α } coordinates. Clearly, these two metric must be identical on V. Set ̺ x0 =ς x0 • ς −1 x0 : U x0 →Ũ x0 . Then, ̺ x0 is a real-analytic diffeomorphism which fixes the portion of ∂Ω lying in U x0 and satisfies ̺ * x0g = g. Therefore, by such a construction for each x 0 ∈ ∂Ω, we get a real analytic map ̺ 0 : U →Ω such that ̺ 0 ∂Ω = identity and ̺ * 0g = g. A Riemannian manifold-with-boundary (Ω, g) is strongly convex if, for every pair of points p, q ∈Ω, there is a unique minimal geodesic γ jointing p and q whose interior lies in Ω. The following Lemma, which is due to J. Lee and G. Uhlmann [42] and S. D. Myers [52] , will be used late. It provides a possibility of extending a local isometry to a global one: Lemma 4.3 (Lee-Uhlmann-Myers, see p. 1107 of [42] or [52] ). LetΩ be a compact, connected, realanalytic n-manifold with real-analytic boundary, n ≥ 2, and assume that π(Ω, ∂Ω) is trivial. Let g andg be real analytic metric onΩ, and suppose on some neighborhood U of ∂Ω inΩ we are given a real-analytic map ̺ 0 : U →Ω such that ̺ 0 ∂Ω = identity and ̺ * 0g = g. Assume that one of the following conditions holds: (a)Ω is strongly convex with respect to both g andg; or (b) either g org extends to a complete real-analytic metric on a non-compact real-analytic manifoldΩ without boundary containingΩ.
Then ̺ 0 extends to a real-analytic diffeomorphism ̺ :Ω →Ω such that g = ̺ * g .
Proof of Theorem 1.1. From Proposition 4.1 and Lemma 4.2, we see that there exists a neighborhood U of ∂Ω inΩ and a real analytic map ρ 0 : U →Ω such that ρ 0 ∂Ω = identity and g = ρ * 0g . It follows from Lee-Uhlmann's result (i.e., Lemma 4.3) that the map ρ 0 can be extends to a real analytic diffeomorphism ρ :Ω →Ω such that g = ρ * g . 3λ+2µ . But for the Dirichlet-to-Neumann map associated with Laplacian, the corresponding result holds only for n ≥ 3 because in two-dimensional case, Lee-Uhlmann's result says that ̺ * g is a conformal multiple of g (see [42] ).
ii) In particular, if Ω is simply connected in Theorem 5.3, then π 1 (Ω, ∂Ω) = 0 (see p. 162 of [73] ).
Spectral invariants of elastic Dirichlet-to-Neumann map
In this section, we will compute the heat (spectral) invariants of the elastic Dirichlet-to-Neumann map. Because we have explicitly obtained the full symbol of the Dirichlet-to-Neumann map Ξ g associated with elastic Lamé operator, we can now calculate the local expressions for the first n − 1 heat invariants of Ξ g by some new techniques together with symbol calculus.
We need the following lemma late:
Lemma 5.1. For any constantsã = 0 andb, we have
Proof. Note that
This implies that the inverse of the matrix ãδ jk +bξ jk
has form
where c and d are two undetermined constants. From
This yields (5.1).
Proof of Theorem 1.3. 1. Let Ψ(τ ) be a two-sided parametrix for Ξ g − τ I, i.e., Ψ(τ ) is a pseudodifferential operator of order −1 with parameter τ for which
where I denotes the identity operator. Because Ξ g is an elliptic pseudodifferential operator of order 1, it follows (see [66] ) that such an Ψ(τ ) is also a pseudodifferential operator of order −1 with symbol
Let the complex parameter τ have homogeneity 1, and let the ψ −1−m (x ′ , ξ ′ , τ ) be homogeneous of order −1 − m in the variables (ξ ′ , τ ). This infinite sum defines ψ asymptotically. The symbol of the composition of the operator defined by Ψ is given by (see [26] , [66] , [68] or p. 71 of [30] )
Decompose this sum into order of homogeneity:
From (5.2) we get the equations:
These equations define the ψ −1−m inductively, as follows:
For example, we can write out the first three terms for ψ −1 , ψ −2 and ψ −3 .:
From the theory of elliptic equations (see [49] , [50] , [51] , [55] , [63] ), we see that the elastic Dirichlet-toNeumann map Ξ g associated with Lamé operator can generate a strongly continuous semigroup e −tΞg in a suitable space of vector-valued functions defined on ∂Ω. Furthermore, there exists a matrix-valued function K(t, x ′ , y ′ ), which is called the parabolic kernel, such that (see p. 4 of [19] )
where (
be orthnormal eigenvectors of the elastic Dirichlet-to-Neumann map Ξ g corresponding to eigenvalues
This implies that the integral of the trace of K(t, x ′ , y ′ ) is actually a spectral invariants:
On the other hand, the strongly continuous semigroup e −tΞg can also be represented as
where C is a suitable curve in the complex plane in the positive direction around the spectrum of Ξ g (i.e., a contour around the positive real axis). It follows that
where T * (∂Ω) is the cotangent space at x ′ , so that
In particular, at the origin x 0 of the boundary normal coordinates (see (2.26)) we get
Applying Lemma 5.1 to the expression (5.16) of σ, we have
Obviously, ω can be rewritten as
. Therefore,
It follows that
Thus we have is the area of (n − 2)-dimensional unit sphere S n−2 in R n−1 , and Γ is the gamma function. Therefore we have It follows from these and (5.7) that [66] ) for the first term on the right side of (1.9), we immediately get the Weyl-type law for the counting function N (τ ) := #{k τ k ≤ τ } of elastic Steklov eigenvalues: where h l , h 2 , h 3 , h 4 , h 5 , h 6 are constants depending only on n, µ and λ, and R Ω (respectively, Ric Ω ) is the scalar (respectively, Ricci) curvature of the domain Ω, and R ∂Ω (respectively, Ric ∂Ω ) is the scalar (respectively, Ricci) curvature of the boundary ∂Ω.
