Abstract-Fast and reliable signal sense and signature code synchronization for direct-sequence spread-spectrum (DS-SS) signals are key issues in the design of the receiver for modern packet code-division multiple-access (CDMA) radio networks for mobile communications-this motivates the study of the signalrecognition and code-acquisition (SR/CA) scheme we describe in this paper. Specifically, starting from elementary estimation and detection theory criteria, we work out a noncoherent parallel SR/CA algorithm that is suited to a full-digital implementation in a single application-specific integrated circuit (ASIC). The results of a theoretical analysis of such a scheme, encompassing additive white Gaussian noise (AWGN) and multiple-access interference (MAI), are integrated and validated by an overall time-domain system simulation. We also evaluate through a simplified approach the impact of some degradation factors on the overall circuit performance, namely, sampling epoch and carrier frequency offset and 1-b signal quantization, to allow optimization of the design parameters as a function of the characteristics of the received signal.
paths (RAKE receiver, [4] ). This calls for (robust) fast signal detection and signature code synchronization.
For all of the above situations, conventional serial-search schemes [5] provide poor performance in terms of acquisition time for small signal-to-noise ratios (SNR's). On the other hand, serial-search schemes have exhibited until now much lower cost/complexity than their parallel counterparts that have been proposed in the past [6] [7] [8] for rapid acquisition of spread-spectrum (SS) signals. Now, this latter consideration is partially superseded by the advances in digital signal processing (DSP) techniques and very large-scale-integration (VLSI) technologies that let us envisage a low-cost implementation of moderately complex schemes with only a marginal design effort.
An overview of acquisition techniques and technologies for SS communications is contained in [9] , while [5] introduces the idea of using a code-matched filter to replace the conventional sliding correlator. A similar concept is proposed in [6] , wherein a bank of superficial acoustic wave (SAW) convolvers that perform parallel code epoch search is supplemented by a conventional threshold detector with verification. The further feature of noncoherent integration following the usual bank of code-matched filters is investigated in [7] . These particular characteristics allow for signal acquisition at low SNR and in the presence of a small residual carrier frequency error. Reference [2] pursues the same approach in the search for reduced hardware complexity to get to an all-digital 1-b quantized parallel circuit for the NASA's tracking and data relay satellite system (TDRSS) multiple-access signal acquisition. The effects of possible sampling errors and carrier frequency offset are also considered in [2] , but unfortunately the few experimental results provided therein are in no agreement with the theoretical analysis based on a central-limit Gaussian approximation.
The aim of this paper is twofold: first, we derive the architecture and performance of a noncoherent nondecisionaided maximum-likelihood (ML) code-acquisition circuit for band-limited modulated CDMA signals suited for burst operations at very low SNR. Second, we investigate the issue of SS signal recognition, and we analyze the behavior of a relevant circuit based on elementary hypothesis-testing theory. Although the resulting circuits are not entirely new, the derivation from estimation/detection theory is, to the authors' knowledge, previously unpublished. Also, we point out that a simplified Gaussian approximation customarily used in the performance analysis of such circuits leads to inaccurate results, and we outline how to carry out a more precise 0018-9545/98$10.00 © 1998 IEEE evaluation. Specifically, following this Introduction, Section II discusses the model for the CDMA signal we are concerned with, while Section III focuses on the derivation of the SR/CA algorithm. A theoretical analysis of the performance parameters of such a circuit is presented in Section IV, wherein some practical design issues, such as the influence of 1-b signal quantization and carrier frequency offset, are also taken into consideration. The analysis is validated by a time-domain computer simulation of the same circuit. Finally, a summary and some conclusions are reported in Section V.
II. CDMA SIGNAL MODEL
The baseband equivalent model for a generalized QPSK DS/SS-CDMA modulator is depicted in Fig. 1 . As is apparent, the incoming binary data stream of the th user , with ticking at the bit rate ( bit period), is split in two parallel in-phase/quadrature (I/Q) streams and that are in turn spread with the respective chip sequences and , with ticking at the chip rate ( chip period). Both resulting sequences are shaped by a Nyquist-square-root raised-cosine filter with rolloff factor , whose unit-energy impulse response is . The two baseband components are then quadrature upconverted to frequency and added to give the th-user bandpass transmitted signal. Assuming periodic I/Q spreading codes, both with period chips and denoting by the bandwidth spreading factor , it is expedient to introduce the operators int and mod , so that we can express the baseband equivalent of the bandpass user signal in the following concise general form: (1) where is the average power of the th user. It is customary to relate the chip interval to the bit interval through the so-called processing gain . Equation (1) fits the transmitted signal of different CDMA systems currently in use or in advanced testing status [10] [11] [12] . 1 Most of the derivations to follow are suited, but not limited, to the case , i.e., a code period spanning exactly one symbol interval. This is the case for instance of the CDMA transmission system described in [12] . When and , with any integer, as in the IS-95 system [11] , a mixed hierarchical parallel/serial approach could be pursued, entailing several partial acquisitions on a one-symbol interval up to a complete code period. Anyway, CDMA systems with long spreading sequences reveal unsuited for packet transmission due to the long time required to perform (unaided) code acquisition.
The baseband equivalent of the DS/SS-CDMA signal as received by the generic network user is obtained by the multiplexing of different signals in the form (1) plus additive white Gaussian noise (AWGN).
Assuming that the carrier frequency is perfectly recovered by an IF automatic frequency control loop, the complex envelope of the output of the matched filter [see Fig. 2 . According to the scheme of the receiver front end depicted in Fig. 2(a) , the received signal is amplitude adjusted by the automatic gain control (AGC), matched filtered, and then sampled at chip rate at the instants , yielding the complex sample stream . Let us first focus upon the case of a single modulated DS/SS signal corrupted by AWGN. We will drop thus the superscript and/or any other explicit reference to the user identifier . The derivation of the SR/CA algorithms is most easily accomplished if we assume, although arbitrarily, that the optimum chip sampling epoch is known (i.e.,
). Later, we will extend the circuit performance derivation in the presence of chip timing offset, and we will suggest some arrangements to overcome the resulting performance degradation. In the hypothesis above, we have from (2) where is time-discrete AWGN whose I/Q components have variance and where is an unknown time shift due to the propagation delay . These samples are digitized and routed toward the subsequent processing sections. In particular, the first operation to be performed is signal recognition to make sure that the user we are interested in is actually transmitting. We are thus faced with a traditional hypothesis-testing problem (hypothesis of the presence or of the absence of the user signal), where the observed signal conditioned on is just as in (3), while it amounts to only, conditioned on . Once the presence of the relevant DS/SS signal has been detected, the next step toward data demodulation is despreading with the locally generated I/Q replica codes. This calls for an estimation procedure of the unknown time shift in (3) to be implemented in the demodulator. From the receiver standpoint, is a discrete random variable assuming integer values, uniformly distributed in the interval that must be estimated at the start of any transmission instance on the basis of the observed signal (3). The hypothesis of uniformity for the probability distribution of suggests thus to resort to a simple maximum likelihood (ML) estimation strategy to perform code synchronization.
A. ML Code-Acquisition Scheme
Being aware of breaking the logic order we have just stated, we tackle the latter issue of code synchronization first. As is known, ML estimation basically amounts to finding that particular value of the parameter under consideration (the estimate) that maximizes an objective function called the likelihood function [13] . Since in the problem at hand we have assumed correct chip-timing recovery, the parameter can take only the integer values , and therefore it makes sense to adopt a parallel-processing scheme wherein all possible values are simultaneously investigated to find out the one that maximizes the likelihood function , where represents the generic trial value.
Normalizing (3) with respect to the average transmitted power , the signal at the output of the chip-matched filter (CMF) may be written as (4) where is the initial code phase to be estimated, is the carrier phase, uniformly distributed in , and are the arrays containing the transmitted data on the I and Q carriers, respectively, and, finally, is complex white Gaussian noise whose zero-mean components have variance . The maximum likelihood criterion to find an estimate of the received signal code phase is (5) where the operator denotes the expectation taken over the random variables specified as subscripts, and is the conditional probability density function (pdf) of the array of the received samples within the observation interval . With no loss of generality, we assume that the length of the observation interval is equal to an integer number of data periods, i.e.,
. Since in the computation of the likelihood function we momentarily condition on , we have also to assume that our local "replica" signal is synchronized to our observation window that exactly encompasses presumed symbol periods (note that the tentative shift does not necessarily coincide with the real shift ). From (4), we obtain (6) where we have neglected multiplicative factors not depending on and where arg denotes the argument of the relevant complex number. Performing the expectation with respect to , we get (7) where is the modified Bessel function of the first kind and order zero. Since , we observe that when , so that, neglecting again constant terms, we have (8) Now, as the observation window encompasses symbol intervals, we can decompose the argument of the modulus into sums (9) We are now to carry out the expectation over the data symbols. The squared modulus can be broken down into the sum of terms given by the squared modulus of each single summation in (9), plus 1 cross-product terms. Since each symbolperiod sum contains different I/Q data symbols values, the cross products vanish after the expectation is carried out. We are left with (10) Examine now the th term in (10): for 1 , we have
The likelihood function to be finally maximized thus becomes (12) The estimation strategy just outlined is depicted in the block diagram of Fig. 2(b) . The front end of such acquisition scheme is quite conventional. Although Fig. 2 (a) explicitly shows the presence of two analog-to-digital converters (ADC's) performing quantization and coding on each I/Q signal component, the following analysis is carried out in the ideal case of no signal quantization. Later on, we will take back into consideration the influence of 1-b signal quantization on the overall circuit performance. The output of the CMF is sampled at the instants , where we introduce now the normalized sampling offset , ( ), with respect to the optimum instant . The resulting I/Q streams and each enter a bank of two code-matched filters [implemented as conventional multiplication-free finite-impulse response (FIR) filters] that perform correlation of the respective input with both the inphase and the quadrature spreading codes. The four outputs of such devices are then the following chip-rate correlation samples: (13) where subscript ( or ) addresses the signal component, while subscript ( or ) denotes the relevant spreading code. As is apparent from Fig. 2(b) , the four correlation samples are subsequently squared and added to give a decision statistics that is independent of data modulation and carrier phase offset (noncoherent, nondecisionaided processing). The resulting signal is therefore given by (14) Consecutive samples of are the results of the correlation of the received SS signal with progressively shifted versions of the I/Q spreading codes. Therefore, resolution of the ML estimation problem can be carried out through a parallelization of signal . The maximum value of the likelihood function can be found by a simple comparison of the different values of computed for all possible code-phase shifts within a code period. The serial-to-parallel (S/P) converter takes a packet of consecutive values of at chip rate and outputs at symbol rate the -dimensional array whose components are the following values of the squared-correlation sum (14): (15) The S/P converter acts also as a decimator since its output is updated at the rate dictated by the code length-the index (that ticks just at that rate) in (15) represents, thus, the index of the current code period. To obtain the final form of the likelihood function (12) , each component of is passed through a smoother that performs a moving average of length to give the array
The final MAX selection module eventually provides an indication about the tentative value of that solves the initial ML estimation problem. Although in the signal-acquisition phase the chip timing offset is unknown, in the theoretical derivation of the SR/CA algorithms we assumed for simplicity to attain to a reasonably complex circuit architecture. The performance degradation due to the presence of a timing offset will be assessed later both by theory and by simulation. In this respect, it is to observe that in the practical implementation of the circuit [15] , the received signal is oversampled by a factor two or four; the dimension of the array collecting the matched filter outputs within a symbol period is extended accordingly so that the maximum chip timing error turns out to be limited to a fraction of a chip. This makes the performance loss due to asynchronous sampling conveniently small, provided that minor modifications are carried out on the scheme of Fig. 2(a) .
If we take back into account the presence of multipleaccess interference (MAI), we can say that the analysis above is still applicable, insofar as the interference can be regarded as Gaussian noise, through the application of the central limit theorem. As is known, this hypothesis is well founded for a moderately-to-heavily loaded CDMA system with good power control [14] . The numerical results presented in the next sections will be computed in the presence of an additional equivalent independent AWGN source modeling the MAI, whose power spectral density amounts to .
B. Signal-Recognition Scheme
Let us now come back to the hypothesis-testing problem inherent to the SR circuit. The conventional noncoherent test for signal sense [13] is based on the loglikelihood ratio of the two different hypotheses (presence of signal) and (absence of signal) and basically amounts to comparing such a ratio to a fixed threshold to declare the presence of the signal when such a threshold is exceeded. Instead of starting from a likelihood function based on the observation of the received signal (as was done in the CA case), we assume here that our observed signal is the parallelized and smoothed squared correlator output . This approach allows for the reuse in the SR scheme of the circuitry pertaining to the CA subsystem, thus considerably reducing the overall complexity and power consumption. Since we are concerned with packet communications, special care must be taken to avoid detrimental data packet losses due to missed signal detection. To this aim, it is expedient to resort to a constant false-alarm rate (CFAR) strategy that yields a reduced probability of missed detection for high SNR with respect to a fixed-threshold Neyman-Pearson (N-P) criterion [13] . This approach leads to a self-adaptive scheme that copes with possible noiselevel fluctuations and is particularly attractive for mobile radio applications in urban and suburban environments, where severe fading phenomena are experienced [18] .
Coming back again to the derivation of the SR strategy, we recall that the receiver has to select between one of the two hypotheses (absence of signal) or (presence of signal), based on the observation of the -dimensional array . Conditioned on , all the components of share the same statistics. In particular, as is detailed in [16] , all have a central chi-square distribution and, due to the properties of the spreading codes, are mutually uncorrelated. On the contrary, conditioned on , the random variables (RV's) still have a central chi-square distribution. The remaining RV bears a noncentral chi-square distribution, while the uncorrelation property still holds. To get to a simple SR algorithm, it is expedient to assume that the statistics of , conditioned on both or , can be approximately considered jointly Gaussian, so that uncorrelation translates into independence. The only parameters to be found are thus the mean and variance of each RV, conditioned on the two different hypotheses. Dropping for simplicity the index , it is found [16] (17) with , , , and to be easily specified [16] so that (18) We have thus (19) Define now the likelihood ratio (LR) as follows:
Inserting (18) and (19) in (20), we get
If we introduce the loglikelihood ratio defined as and we resort to the following approximation:
where are generic real numbers, after some algebra and observing that for low-medium SNR's [16] , we get (23)
The standard N-P test for signal recognition [13] is based upon the following strategy: "Choose if , otherwise choose ," where is a normalized threshold to be specified, i.e., (observe that [16] )
The right-hand side of (24) can be evaluated in the design phase to obtain the required performance for a specified operating condition (i.e., SNR). Unfortunately, the SNR value in packet data transmission strongly depends on fading, shadowing, and network loading. In such conditions, an adaptive threshold would be desirable, but a reliable and fast real-time estimate of all the parameters at the right-hand side of (24) appears unfeasible. Therefore, we keep the same sufficient statistic as derived above (i.e., ), but we use it in a different SR strategy.
If we introduce the following auxiliary variables (25) the signal-recognition algorithm amounts to (26) where is a relative threshold to be optimized (together with the sliding window length ) to achieve the required SR/CA performance. The decision strategy (26) amounts to comparing the maximum of the (squared and smoothed) correlator outputs, with an adaptive threshold that is derived after a real-time estimate of the interference level. Such a criterion is represented again in Fig. 2(b) and basically resembles the structure of a standard CFAR radar detector, wherein the reference cell is determined by the location of and also recalls the operation of the scheme for CDMA code acquisition analyzed in [18] .
The value of the normalized threshold is derived following system specifications at the worst operating SNR. In the presence of signal ( ), algorithm (26) is still self-adaptive in the sense that the estimated signal level is compared with the "true" average noise plus interference level represented by . Since the overall average power at the receiver input is kept constant by the AGC, saying that the noise level is changing actually means that the relative signal power level has indeed varied. In this sense we say that the threshold adapts also to signal amplitude variations.
To reestablish the correct order between SR and CA, we remark now that the receiver performs first test (26)-if the test is successfully passed, the CA subsystem simply produces a clock strobe corresponding to the estimated spreading sequence start epoch that is used by the receiver to synchronize the spreading codes generator in the despreading section of the data demodulator. This code-phase selection criterion closely resembles the one proposed by Davisson in [2] .
The SR/CA procedure outlined above takes s and is continuously repeated. In our analysis, we assumed that during such detection interval, the statistics of both the useful signal and interference do not change. In other words, we cannot have the start or the end of a packet within . Such an assumption may be regarded as a sort of best case when dealing with pure ALOHA, while it is a reasonable assumption in the case of access protocols that require some kind of network synchronization such as slotted ALOHA or packet-reservation multiple access (PRMA) [3] and so forth.
We are now to evaluate the performance of the SR/CA system once its architecture has been established as in (25) and (26) or, equivalently, as in Fig. 2(b) . In the presence of AWGN plus CDMA interference and chip timing offset, three kinds of errors may occur.
1) False Detection (FD), corresponding to declaration of the presence of signal when it is actually absent. The probability of this error event is
where indicates the absence of signal. Since in that condition all share the same statistics and are claimed independent, turns out to be insensitive to the particular noise level we deal with. In this case, the estimated code start epoch is totally meaningless. 2) Missed Detection (MD), corresponding to declaration of the absence of signal when it is actually present. Its probability is (28) and we also define the probability of signal detection . 3) Wrong Acquisition (WA), corresponding to the selection of an incorrect estimate of the code start epoch, conditioned on the presence of signal, whose probability is
Evaluation of (27)-(29) in typical operating conditions is the subject of next section.
IV. PERFORMANCE ANALYSIS
Performance evaluation of the SR/CA circuit calls for knowledge of the statistics of array . This shifts our problem to the evaluation of the statistics of array . Conditioned on a particular data pattern, the four correlator outputs in Fig. 2 are four jointly Gaussian random variables that turn out to be uncorrelated due to the uncorrelation of the I and Q spreading sequences. This latter property is kept even when the conditioning on the data pattern is removed, although the relevant statistics are no longer Gaussian. It can be also verified that, due to the auto-and cross-correlation properties of commonly used I and Q spreading codes, the components of array are in turn weakly correlated and that consecutive samples at the smoother input are uncorrelated as well. The standard approach to solve our problem is that of assuming that uncorrelation equals independence in the assumptions above [2] . This allows applying the central limit theorem to the components of [recall (16) ], which are thus regarded as independent Gaussian variables whose mean and variance can be easily computed. The accuracy of such a rough approximation turns out to be remarkably good as far as the MD and WA probability computation is concerned, while the FD probability has to be evaluated through a more elaborate approach. In particular, the true central or noncentral chi-squared distribution of the components of has to be taken into consideration to derive accurate results about the probability of FD. Further details about the computation of the probabilities listed in the previous section can be found in the Appendix.
The carrier frequency uncertainty caused by Doppler shift or by the instability of the various local oscillators in the CDMA receiver may greatly impact on the overall performance of the SR/CA scheme since it is not conceivable to perform fine-frequency tuning prior to signal acquisition. The presence of a frequency offset on signal (2) causes a so-called correlation power loss due to the phase rotation within the length of the correlation period . Expanding (14), we find easily that the power loss due to signal decorrelation amounts to (30) 
When
1, a 1-dB decorrelation loss corresponds to a normalized frequency offset . As was already highlighted in [2] , a great hardware simplification can be obtained if we assume to perform a simple 1-b quantization on the received signal, i.e., if we only retain the sign information on the signal samples at the four correlator inputs. This obviously entails a certain amount of performance degradation. To evaluate such an impairment, we resorted to the results in [17] , wherein it is shown that the overall effect of signal quantization can be cumulated in a further power loss factor that amounts to dB for 1-b quantization with 1 [2] . The simplifying assumptions on the statistics of and leading to the theoretical results discussed above are to be validated via a comparison with the corresponding performance parameters derived through a time-domain computer simulation of the SR/CA scheme discussed in Section II. MAI, when present, is simulated by truly independent DS/SS modulators with programmable delay and spreading sequences. The results to be presented in the following are obtained with I/Q spreading through independent Gold sequences of length . Most of the Monte Carlo simulations are performed with a smoother length , which represents a lower bound value for practical systems operating at low SNR, and can be regarded as a sort of minimum value for the central limit theorem to hold true.
Numerical results for the probability of signal detection and the probability of FD as a func- tion of the relative threshold are shown in Fig. 3 when  dB, , and and . The agreement between theory (lines) and simulation (dots) is good in spite of all of the approximations made in our analysis. Fig. 3 also highlights the inaccuracy of the standard Gaussian approximation for the evaluation of we mentioned above. Both and were evaluated in our simulations after observation of 50-100 independent error events as resulting from repeated acquisition trials in the same MAI conditions and with different data patterns for both the useful channel and the interfering ones. Apparently, a chip-timing offset degrades the performance of the circuit in terms of , but does not influence (the relevant thin-line curve is coincident with the thick one). We did not investigate the case of an offset greater than 0.25 since the implementation of the SR/CA circuit currently pursued by the European Space Agency is based on a multisampling approach with two interleaved circuits each operating with two samples/chip, so that the maximum timing error to be considered amounts just to a quarter chip [15] . The SR/CA algorithm generalization to a multichip sampling is straightforward, and numerical results do not differ from the one presented here. Further details on the design and performance of the relevant SR/CA applicationspecific integrated circuit (ASIC) are outside the scope of this paper. The interested reader may find them in [19] .
A similar plot corresponding to 1-b signal quantization is shown in Fig. 4 . Of course, once and are assigned, is uniquely determined. The same can be achieved with a higher value for if can be increased further. To emphasize the dependence of and on , Fig. 5 shows a family of curves for those quantities with as a parameter. The particular values for and to be adopted in a receiver are customarily set to achieve the specified and at the lowest operational SNR. Fig. 6 shows the dependence of and on for preassigned values of and . For those particular values, exhibits a remarkable independence on the SNR level.
To highlight the CFAR feature of (26), Fig. 7 shows and of the N-P criterion (24) (thin lines) and of the CFAR approach (26) (thick lines). Both the threshold of the CFAR detector and the parameter of the N-P strategy were set to provide at dB. Assuming now correct signal recognition, the key performance parameter is the probability that the correct code phase is selected. Fig. 8 provides the numerical results for the probability of wrong acquisition ( ) as a function of for and and . Simulations were performed either with AWGN only (dots), or with 16 interferers (triangles), achieving similar results. The impact of 1-b signal quantization on the can be also evaluated through the thin lines in Fig. 8 . As predicted by theory, observing a hard-detected signal causes about 2-dB performance loss in terms of even in the presence of MAI. The performance loss is unchanged in the case of incorrect signal sampling (i.e., ), as can be noticed from Fig. 9 , that shows again versus for a few smoother lengths in the presence/absence of signal quantization. The increase in the slope of the curve of for large values of is best justified by Fig. 10 , which shows the dependence of on for and 2 dB, respectively. In the semilogarithmic scale, turns out to depend linearly on with a negative slope determined by the value of . The very last phenomenon to be analyzed is the performance loss due to the carrier frequency offset analyzed in the previous subsection. Fig. 11 shows how the curve of versus degrades in the presence of the normalized frequency offset as a parameter. A frequency offset equal to 0.2 times the symbol rate causes a loss of about 0.5 dB in terms of SNR degradation. The agreement between the simulation results and the simplified theoretical approach appears again to be sufficiently accurate.
V. SUMMARY AND CONCLUSIONS
We have shown in the paper how to design an efficient circuit to perform signal recognition and code acquisition for band-limited CDMA receivers, starting from basic considerations of detection and estimation theory, respectively. The two key circuit parameters that significantly influence the overall system performance are the signal detection threshold and the averaging window length . For instance, with a spreading factor 63, the probability of wrong code-phase estimation can be made vanishingly small with an observation window equal to 30 symbol intervals for any signal-to-noise-plus-interference-ratio exceeding 4 dB. The theoretical analysis in the presence of AWGN and MAI, although necessarily approximate due to the great complexity of the problem, has proved remarkably accurate when compared to the corresponding results derived by an overall nonsimplified time-domain system simulation. Our results confirmed also that single-bit input signal quantization, even in presence of MAI, provides only 2-dB signal power penalty, which may represent a good tradeoff value between pure performance and algorithm complexity. Such a single-bit highly parallel scheme can be easily implemented with standard current ASIC technology toward the final goal of a single-chip low-cost CDMA demodulator. Following definitions (27)-(29), it is straightforward to derive the following expressions for the probabilities of concern:
(31) where and denote the pdf and the cumulative distribution function (CDF) of the RV's at subscript, respectively. As is apparent, such expressions call for the evaluation of some probability functions, whose computation is outlined in the sequel. Further details can be found in [16] .
Since each is made of the sum of (uncorrelated) RV's, it is customary to consider as a Gaussian RV, as was done in Section III-B to derive the SR algorithm. As was mentioned in the text, we verified through simulation that this rough approximation is indeed effective as long as the computation of and is concerned. A more accurate approach is on the contrary needed to derive reliable results about (recall Fig. 3 ). In particular, conditioned on , the 's are to be considered as mutually independent chisquare-distributed RV's, whose statistics are derived as follows [16] :
(32) where is easily related to the signal parameters [16]-and as above are to replace the same functions in (18) . Starting from these remarks, we pursue now the evaluation of the diverse statistics in (31).
A. Distribution of
The conditional CDF's and pdf's of in (25) are easily found to be 
B. Distribution of
The variable defined in Section III-B is the maximum among 1 independent RV's all sharing the same statistical distribution both conditioned on or on . Neglecting thus the conditioning, it is found as above that (35) 
C. Distribution of

Conditioned on
and following the same reasoning as in the case of , we find that can be thought of as the sum of 4 1 squared zero-mean independent Gaussian RV's whose variance can be related to the signal parameters, threshold , and smoother length [16] . The pdf of is therefore (36) and its CDF is (37)
The CDF of conditioned on becomes more complicated. As a matter of fact, we should consider whether or not. In the former case, is obtained by averaging 1 RV's, each having the same central chi-square distribution, and, consequently, the distribution of conditioned on is again given by (37). In the latter case (i.e., wrong code-phase acquisition), is obtained by summing 2 RV's with central chi-square distribution plus one more RV with noncentral chi-square distribution (corresponding to the term ). To ease our analysis, we resort thus to the approximation of identifying with . The approximation above has little impact on the overall performance evaluation for a number of different reasons. First, practical systems are designed to operate at low values of , and, therefore, in the vast majority of conditions, the sample is indeed selected as . Second, even if a WA event occurs, the difference between the exact and approximate distributions is negligible (as verified by computer simulations) since the 2 RV's different from dominate in the determination of the shape of . 
