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Naslov: Ansambli verjetnostnih klasifikacijskih pravil
Avtor: Maj Bajuk
Ansambli združujejo več šibkih napovednih modelov in iz posameznih napo-
vedi gradijo točnejše modele. Pridobitki niso le v večji klasifikacijski točnosti,
temveč zmanjšujemo tudi pristranskost in varianco. Ideja diplomske naloge
je v ansamble združiti verjetnostna odločitvena pravila. Ta se od navadnih
odločitvenih pravil razlikujejo v izhodu, saj nam namesto odločitve o posa-
meznem razredu vrnejo verjetnost zanj. To izkoristimo za gradnjo modela
naključnih gaussovskih množic pravil oz. RGRS, ki navdih jemlje iz metode
naključnih gozdov. Model za gradnjo vsakega pravila naključno izbere pri-
mere in poskuša iz porazdelitve vrednosti atributov sestaviti konjunkt osnov-
nih gaussovskih pravil. Opišemo tudi alternativno idejo, kjer v ansamblu
AdaBoost uporabimo algoritem gradnje pravil CN2SD. Oba pristopa testi-
ramo s prečnim preverjanjem in primerjamo z obstoječimi pristopi. Medtem
ko ansambel CN2SD AdaBoost le izboljša točnosti uporabljenega modela, se
izkaže, da algoritem RGRS vrača primerljive rezultate kot pogosto upora-
bljen model C4.5rules, a zaostaja za naključnimi gozdovi in klasifikacijo z
mehkimi pravili z algoritmom FURIA.




Title: Ensembles of probabilistic classification rules
Author: Maj Bajuk
Ensemble methods combine a number of weak classifiers and combine their
predictions for more accurate models. The gain is not only an increase of
classification accuracy but also decrease in bias and variance. The idea of
our work is to build probabilistic classification rule ensembles. Probabilistic
rules differ from common classification rules by outputting a class probability
estimation instead of a crisp class decision. We build an ensemble model
named Random Gaussian Rule Set or RGRS, inspired by the Random Forest
method. Our model uses a random sample of examples and tries to create
a conjunction of elementary Gaussian rules based on their attribute value
distribution. We also describe an alternate idea where we form an AdaBoost
ensemble with the CN2SD rule-building algorithm. We test both methods
with cross validation and compare them to existing approaches. While the
AdaBoost ensemble only improves the given algorithm, the RGRS results
are comparable to classification models such as C4.5rules, but trail behind
Random Forest and fuzzy rule classifier FURIA.




Metode strojnega učenja se danes uporabljajo na mnogih področjih. Na
področju zdravstva napovedni modeli poskušajo ugotoviti, ali ima pacient
določeno bolezen. Oglaševalska podjetja z zbiranjem informacij o uporab-
niku prilagajajo prikazano vsebino, da bo njen učinek največji. Uporabnost
strojnega učenja najdemo celo pri filtriranju elektronske pošte.
Klasifikacija je zvrst strojnega učenja, pri kateri danemu objektu posku-
šamo napovedati pripadnost razredu. Primer klasifikacijskega problema je
filtriranje neželene pošte. Glede na vsebino sporočila poskuša model sporo-
čilo uvrstiti v pravi razred, med želena ali neželena sporočila. Napovednim
modelom ponavadi kot vhod ponudimo učne primere, ki so opremljeni z dolo-
čenimi lastnostmi oz. značilkami. Naloga modelov (klasifikatorjev) je v dani
množici primerov poiskati odvisnosti med lastnostmi objektov ter njihovimi
razredi. Cilj je doseganje čim natančnejših napovedi na novih, še ne videnih
primerih.
Modeli dosegajo različne klasifikacijske točnosti. Ker hočemo dosegati
boljše rezultate, se držimo reka "Več glav več ve". Ta je podlaga za modele, ki
jih imenujemo ansambli. Le-ti združujejo več šibkih klasifikatorjev in njihovo
številčnost izkoristijo za točnejše napovedi. V diplomski nalogi poskušamo v
ansamble združiti verjetnostna odločitvena pravila.
Združevanje klasifikacijskih modelov v ansamble je pogosto uporabljena
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rešitev za povečevanje točnosti napovedi ter zmanjšanje variance in pristran-
skosti. Najbolj znani ansambli vključujejo uporabo klasifikacijskih dreves,
z metodama bagging in naključnimi gozdovi (angl. Random Forest [3]) ter
zaporedno gradnjo modelov z metodo AdaBoost [8].
Tudi klasifikacijska pravila so bila že uporabljena v ansamblih [9], vendar
le trda pravila, ki namesto verjetnosti razredov vračajo samo napoved enega
razreda. Veliko je bilo raziskav na področju gradnje pravil. Med najbolj
znane pristope sodita Clarkov [4] CN2 algoritem in Ripper [5]. McGarry je
raziskal hibridne sisteme, ki za gradnjo pravil uporabljajo nevronske mreže [15].
Uporaba verjetnostnih odločitvenih pravil v ansamble še ni bila vključena,
zato hočemo poskusiti ta pristop.
Klasifikacijska pravila v primerjavi z pristopi, kot so umetne nevronske
mreže ali metoda podpornih vektorjev (SVM), ponujajo manjšo klasifika-
cijsko točnost, vendar so bolj razumljiva, saj nam razlago svojih odločitev
ponudijo v obliki ČE <pogoj> POTEM <razred>.
Podobne lastnosti imajo tudi odločitvena drevesa. Ta se velikokrat upo-
rabljajo v ansamblih in izkaže se, da modeli kot so naključni gozdovi [3]
dosegajo visoke klasifikacijske točnosti. Združevanje v ansamble zahteva ve-
čje število odločitvenih dreves, kar uniči razumljivost modela. Ansambli
nimajo le višje klasifikacijski točnosti, temveč zmanjšujejo tudi pristranskost
in varianco.
Ideja diplomske naloge je v ansamble združiti verjetnostna odločitvena
pravila. Ta se od navadnih pravil razlikujejo po izhodu. Namesto pripa-
dnosti razredu nam vrnejo verjetnost pripadnosti. Hočemo torej generirati
večje število šibkih pravil in uporabiti vse napovedi. Poskusili bomo pristopa
boosting in bagging. Zgradili bomo model podoben naključnemu gozdu, le z
odločitvenimi pravili namesto dreves. Za vračanje verjetnosti bomo uporabili
gaussovska pravila.
V diplomski nalogi se bomo najprej dotaknili povezanih raziskav. Pogle-
dali bomo torej, kaj je bilo že raziskano na področju klasifikacijskih pravil
v strojnem učenju. Zanimalo nas bo, kako algoritmi za induciranje pravil
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odpravljajo težave, kot je pokritost primera z več kot enim pravilom. V 3.
poglavju bomo opisali uporabljene metodologije. Predstavili bomo CN2 mo-
del uporabljen z AdaBoost-om. Nato bomo podali podlago za gaussovska
pravila in nadaljevali z razlago pristopa, ki gradi naključno množico odlo-
čitvenih pravil. V 4. poglavju se lotimo evalvacije. Najprej opišemo upo-
rabljene podatkovne množice in povemo, na kakšen način smo uporabljene
metode ovrednotili. Temu sledijo pridobljeni rezultati, naša interpretacija in
ovrednotenje. V zaključku pogledamo, kaj je bilo narejeno, kje je prostor za




V poglavju najprej razložimo na kakšen način so predstavljena odločitvena
pravila. V naslednjem razdelku opišemo idejo verjetnostnih odločitvenih pra-
vil, nato poglavje nadaljujemo s seznanitvijo bralca z trdimi in mehkimi pra-
vili. Sledi predstavitev ideje o gaussovskih pravilih, kar je tudi podlaga za
algoritem RGRS, predstavljen kasneje v diplomskem delu. V zadnjih dveh
razdelkih opišemo delovanje naključnih gozdov (Random Forest) in ansambla
AdaBoost.
2.1 Odločitvena pravila
Odločitvena pravila so klasifikacijski model strojnega učenja. Holte [3] je
pokazal, da je uspešnost odločitvenih pravil na najpogosteje uporabljenih
podatkovnih množicah primerljiva z drugimi metodami strojnega učenja.
Odločitvena pravila so najpogosteje oblike: ČE <pogoj> POTEM <ra-
zred>, kjer je pogoj konjunkt osnovnih pogojev oblike: <(xi ∈ Pi ∧ xj ∈
Sj ∧ ...) >, pri čemer z xi označimo i-ti atribut objekta x, s Pi pa pod-
množico za pogoj ustreznih vrednosti množice Xi, ki predstavlja vse možne
vrednosti i-tega atributa problemske domene.
Za probleme, kjer so atributi diskretni, so osnovni pogoji ponavadi v
obliki xi = pi ali xi 6= pi. Pri zveznih atributih lahko enačaj (oz. neenačaj)
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Tabela 2.1: Podatkovni množici Titanic in Iris
Tabela 2.2:
status starost spol preživel
prvi r. odrasel Ž da
tretji r. odrasel Ž da
tretji r. odrasel M ne
drugi r. otrok M da
drugi r. odrasel M ne
posadka odrasel M ne
tretji r. odrasel M ne
drugi r. odrasel M ne
drugi r. otrok Ž da
tretji r. odrasel M ne
Tabela 2.3:
dolžina k. l. širina k. l. dolžina v. l. širina v. l. iris
5,5 2,3 4,0 1,3 versicolor
6,0 3,4 4,5 1,6 versicolor
5,0 3,4 1,5 0,2 setosa
6,7 3,1 4,4 1,4 versicolor
5,0 3,4 1,6 0,4 setosa
5,4 3,4 1,7 0,2 setosa
6,1 3,0 4,6 1,4 versicolor
5,1 3,7 1,5 0,4 setosa
5,0 2,0 3,5 1,0 versicolor
6,3 3,4 5,6 2,4 virginia
zamenjamo z <, >, ≤ , ≥ .
Primeri veljavnega pravila, vzetega iz podatkovne množice Titanic, so
sledeči:
ČE status=prvi r. ∧ spol=Ž POTEM preživel=da
ČE status=posadka POTEM preživel=ne
Pri zveznih atributih, kot jih najdemo v podatkovni množici iris, pa:
ČE dolžina v.l. ≤ 3, 0 ∧ širina k.l. ≥ 2, 9 ∧ dolžina k.l. ≥ 4, 4 POTEM
iris=iris-setosa
2.2 Verjetnostna odločitvena pravila
Zgoraj opisana pravila nam na vprašanje "Ali objekt x pripada razredu r"
odgovorijo z "da" ali "ne". Pravilo ČE x ≥ x1 ∧ x ≤ x2 POTEM r tako
lahko predstavimo s sliko 2.1, kjer nam pravilo za atribut x z vrednostmi
med x1 in x2 vrne razred r z verjetnostjo 1.
Težava je, da bodo vrednosti atributa, ki so v bližnji okolici x1 in x2
vračali zelo različne rezultate, 0 ali 1. Hühn in Hüllermeier [10] v članku o
algoritmu FURIA predstavljata prednosti uporabe t. i. mehkih pravil, ki
vračajo verjetnosti ciljnega razred. Ideja je predstavljena na sliki 2.2, kjer so
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Slika 2.1: Primer trdega pravila
vrnjene verjetnosti za ciljni razred blizu vrednosti x1 in x2 zmehčane.
2.3 Klasifikacija z odločitvenimi pravili
Pri uporabi trdih pravil večina algoritmov (tudi C4.5rules [13] in RIPPER [5])
gradi množico pravil, urejenih po prioriteti. Algoritem najde novo pravilo in
odstrani objekte, ki jih pokriva [2]. Pri klasifikaciji za vsak objekt najde prvo
pravilo, ki ga pokriva, in ta mu določi razred. Pri mehkih oz. verjetnostih
pravilih je potrebno zgraditi neurejeno množico pravil, saj pravila vračajo
verjetnosti oz. pokritosti. Vračanje verjetnosti izkoristimo in uporabimo
napovedi vseh pravil pri določitvi razreda.
2.4 Gaussovska pravila
Pičulin [17] za grajenje pravil uporablja optimizacijo s kolonijo mravelj, ven-
dar nas zanima le ideja gaussovskih pravil, ki jo je uporabil. Prednost gausso-
vskih pravil je, da nam še dodatno zmehčajo vrnjene verjetnostne distribucije.
Ta pravila so predstavljena na sledeč način [17]:
ČE N (µi1, σi1) ∧ N (µi2, σi2) ∧ ... POTEM r,
8 Maj Bajuk
Slika 2.2: Primer mehkega pravila
Slika 2.3: Primer pokritja z gaussovskim pravilom (temnejša črta)
kjer je N (µij, σij) normalna(Gaussova) porazdelitev atributa xj i -tega pra-
vila iz množice pravil, s povprečjem µij in standardnim odklonom σij. Na
sliki 2.3 lahko vidimo primer takšnega pravila. Pravila pripadnost normalni
porazdelitvi atributa z vrednostjo q vračajo po enačbi [17]:
pi,j(q) =
2 · kdf(q, µij, σij) , če q < µij2 · kdf(2 · µij − q, µij, σij) , če q ≥ µij
kjer je kumulativna distribucijska funkcija kdf definirana kot [17]:








Slika 2.4: Vizualizacija gaussovskega pravila ČE dolžina k.l. = N (6, 6; 0, 4)
∧ dolžina v.l. = N (5, 5; 0, 25) POTEM razred = iris− virginica
Funkcija napake erf(x) za slučajno spremenljivko X z µ = 0 in σ = 0, 5 vrača









Ker ima vsako pravilo več osnovnih členov takšne oblike, skupno pokritost
i -tega pravila za razred r objekta x dobimo s produktom pokritosti osnovnih





Ker imamo množico več pravil, seštejemo vse pokritosti za posamezen razred.
Vzamemo tistega z največjo pokritostjo.
Vizualizacija gaussovskega pravila na podatkovni množici iris je prika-
zana na sliki 2.4. Opazimo, da je v tem primeru dvodimenzionalna Gaussova
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porazdelitev vzporedna z obema osema, saj predpostavljamo neodvisnost
med atributi.
2.5 Random forest
Breimanov model naključnih gozdov (Random Forest) [3] naključno izbira
objekte iz množice in iz njih gradi večje število dreves. Ti pri klasifikaciji
glasujejo. Vsa drevesa glasujejo z isto težo, kot rezultat vzamemo najbolj
pogosto glasovan razred ali največjo vsoto uteži glasovanih porazdelitev. Po-
kazal je, da klasifikacijska napaka modela na še ne videnih primerih konver-
gira v limito z večanjem števila dreves.
2.6 AdaBoost
Ansambel AdaBoost [8] se problema loti drugače. Tukaj so šibki klasifika-
torji odvisni drug od drugega. Denimo, da imamo podatkovno množico iris
prikazano s tabelo 2.3. Model deluje na način, da najprej zgradi šibek mo-
del, ki skuša čimbolje pokriti primere. Primerom, ki jih je zgrešil, poveča
utež oz. pomembnost, ostalim jo zmanjša. Naslednji model bo poskušal
bolj upoštevati zgrešene primere. Posodabljanje uteži wi je predstavljeno z
enačbo [8]:
wi ←
wiepomembnost ; če napačno klasificiramowie−pomembnost ; če pravilno klasificiramo
Metoda zaporedno gradi šibke modele s spreminjanjem uteži. Do dodatne
razlike v primerjavi z naključnimi gozdovi pride pri glasovanju, saj tukaj šibki
modeli glasujejo z različno težo. Teža oz. pomembnost se določi glede na
napako pri klasifikaciji, ki je določena kot vsota uteži napačno klasificiranih








Pri klasifikaciji se seštejejo s pomembnostjo utežene napovedi, izbere pa
se razred z največjo vsoto.
Poglavje 3
Opis metodologije
V poglavju bomo opišemo dva različna pristopa k uporabi verjetnostih odlo-
čitvenih pravil v ansamblih. Najprej, v razdelku 3.1, predstavimo algoritma
CN2 in CN2SD ter implementacijo slednjega v ansamblu AdaBoost. V raz-
delku 3.2 sledi opis algoritma naključnih gaussovskih množic pravil (RGRS).
3.1 Boosting z CN2SD
V programskem jeziku Python sta v orodju Orange3 [6] podprta modela za
učenje pravil CN2 [4] in CN2SD [14]. Slednjega bomo uporabili v AdaBoost
ansamblu.
3.1.1 CN2
Algoritem za učenje pravil CN2 [4] išče pravila, ki pokrivajo nekaj učnih
primerov. Ko pravilo najde, odstrani pokrite primere in nadaljuje z iskanjem
naslednjega pravila. Algoritem lahko uporabimo v urejenem ali neurejenem
načinu. Urejen način ima pravila razvrščena po prioriteti in vrne napoved
prvega, ki primer pokrije. Neurejen način pravilom ne določi uteži, temveč





Lavrač in sod. [14] opisujejo modifikacije algoritma CN2, ki znotraj podat-
kovne množice iščejo podskupine. Algoritem imenujejo CN2SD, kjer SD po-
meni Subgroup Discovery. Ta za razliko od predhodnjega ne odstranjuje vsa-
kega pokritega primera, ampak mu samo zmanjša težo za prost parameter γ.
Empirično je pogosto nastavljen na γ = 0, 7. Zaradi neodstranjevanja pravil
vsak objekt pokrije več pravil, kar nam omogoča vračanje verjetnostnih na-
povedi. Za vsak primer bomo torej dobili verjetnosti za posamezen razred.
Tudi ta algoritem ima urejen in neurejen način, a iz enakega razloga nas bo
zanimal samo neurejen način. V boosting ansamblu uporabimo le tega, saj
nam pri CN2 pravila pokrijejo samo 1 primer in zato ne vračajo verjetnosti.
3.1.3 Implementacija
Običajno pri uporabi AdaBoost-a, opisanega v podpoglavju 2.6, napako me-
rimo kot vsoto uteži napačno klasificiranih primerov. Pri uporabi CN2SD ne
dobimo vrnjenega enega razreda, temveč verjetnost za vse razrede. Za na-
povedan razred se tako zmotimo le delno. Zato je smiselno definicijo napake






kjer ci predstavlja napovedano verjetnost pravilnega razreda i-tega učnega
primera, n pa število učnih primerov. Prilagodimo tudi enačbo za posoda-
bljanje uteži wi:
wi ← wie(1−2ci)pomembnost
Ostale enačbe podpoglavja 2.6 ostanejo enaka.
Da lahko naslednji model v ansamblu upošteva nastavljene teže primerov,
jih iz prejšnje množice primerov glede na njihovo težo naključno izbiramo.
Ustvarimo enako veliko množico primerov, pri kateri bo primer z utežjo u
vsakič izbran z verjetnostjo u, kjer so uteži normalizirane. Modele gradimo,
dokler napaka ne konvergira oz. dokler se napaka med zaporednima mode-
loma manjša in razlikuje za več kot ε. Postopek je prikazan v algoritmu 1.
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Algoritem 1 CN2SD AdaBoost
Vhod: primeri - učna množica
Izhod: klasifikatorji - množica uteženih šibkih klasifikatorjev
1: postopek NaučiAnsambel
2: klasifikatorji← {}
3: zanka dokler ne konvergira:
4: klasifikator ← nauci(primeri)
5: napovedi← klasificiraj(klasifikator, primeri)
6: utezi← posodobi_utezi(napovedi, primeri)






3.2 Naključna gaussovska množica pravil
V tem razdelku opišemo metodo naključnih gaussovskih množic pravil, ki
jo bomo v nadaljevanju označevali z RGRS - angleško kratico za Random
Gaussian Rule Set.
Ideja RGRS je ustvariti klasifikacijski model podoben naključnim gozdo-
vom, ki bo namesto drevesnih struktur uporabljal verjetnostna odločitvena
pravila z uporabo Gaussove porazdelitve, kot je to opisano v podpoglavju
2.4. Množica bo sestavljena iz pravil zgrajenih iz naključnih podmnožic pri-
merov. Ker gre za verjetnostna pravila, bodo ta glasovala z verjetnostmi.
Gaussovska pravila bomo uporabili samo na atributih, ki so številski, pri
ostalih vračamo le 1, če ga pravilo pokrije, in 0 v nasprotnem primeru.
Predpostavimo, da imamo podatkovno množico X, kjer imajo objekti
{x1, x2, ...xn} ∈ X lastnosti {a1, a2, ...an} ∈ A in z A definiramo množico
atributov. Možne razrede predstavimo s {c1, c2, ...cn} ∈ C, kjer C ozna-
čuje množico razredov problema. Zgraditi hočemo k gaussovskih pravil. Da
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zgradimo pravilo, najprej iz množico razredov izberemo razred ci ∈ C, za
katerega bo zgrajeno pravilo. Nato iz množice X izberemo naključno pod-
množico Y ⊆ X, kjer zahtevamo, da je razred vseh izbranih objektov enak ci.
Podobno naredimo z atributi, kjer izberemo naključno podmnožico atributov
L ⊆ A. Za vsak atribut li ∈ L iz vseh primerov yi ∈ Y izračunamo pov-
prečje µ in standardni odklon σ in dobimo osnovna pravila oblike N (µ, σ)
iz katerih sestavimo glavno pravilo. To pravilo dodamo v množico pravil.
Tukaj moramo biti pozorni, saj je v primerih, ko izberemo samo 1 primer ali
več primerov z istimi vrednostmi, σ = 0, kar nam pri klasifikaciji s funkcijo
kdf(q, µ, σ) povzroči deljenje z 0. Zato bomo v tem primeru vrnili 1, če je
dana vrednost xi i-tega atributa objekta x enaka σ, drugače 0.
Ker so vrednosti pridobljene iz kdf pogosto majhne in nam primer popol-
noma pokrijejo le v vrhu pri vrednosti µ, Pičulin [17] v svoji implementaciji
gaussovskih pravil predlaga parameter λ, s katero vrednost funkcije kdf do-
datno pomnožimo. Da vrednost pokritja ne presega meje 1, jo tudi omejimo.
Tako enačbo iz poglavja 2.4 predelamo v:
pi,j(q) =
min(1, 2λ · kdf(q, µij, σij)) , če q < µijmin(1, 2λ · kdf(2 · µij − q, µij, σij)) , če q ≥ µij
Dobimo krivuljo prikazano na sliki 3.1. Vidimo, da so robovi funkcije še
vedno gaussovski, okolica µ pa vrača vrednost 1. Vrednost uporabimo kot
parameter klasifikacije.
Nekatere podatkovne množice vsebujejo manjkajoče podatke. Težavo re-
šimo tako, da pri računanju µ in σ za zvezne atribute oz. pri iskanju najpogo-
stejše vrednosti pri diskretnih atributih, te vrednosti enostavno zanemarimo.
Pri klasifikaciji vsak člen pravila pri vstavitvi takšnega atributa vrne 1. S
tem zagotovimo, da imajo na zmnožek vpliv samo ostali členi v pravilu.
Vprašamo se, koliko iteracij oz. koliko pravil potrebujemo. Če naključno
izbiramo velikost podmnožice objektov Y , lahko trdimo, da je povprečna
velikost podmnožice n/2 in ima s tem vsak objekt 50% verjetnosti, da je
vključen. Da presežemo 99% verjetnost vključitve, je potrebno zgraditi naj-
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manj 7 pravil(1 − 0, 57 > 0, 99). V resnici želimo, da je objekt vključen
večkrat. Oshiro [16] kot primerno vrednost za število dreves v naključnem
gozdu predlaga 64 do 128, saj večja števila že manjšajo pridobitek v pri-
merjavi z računskim časom. V resnici se pogosto uporabljajo tudi vrednosti
nad 1000, odvisno od pomembnosti časa izvajanja. Število iteracij bomo
privzeto nastavili na 64, a ker je lahko razredov veliko in hočemo, da vsak
razred pokriva več pravil, bomo za to število še dodatno pomnožili s številom
razredov.
Predlagan postopek je prikazan v algoritmu 2.
Slika 3.1: Primer gaussovskega pravila pomnoženega z λ in omejenega z 1
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Algoritem 2 RGRS
Vhod: C - množica razredov, A - množica atributov, X - učna množica
Izhod: pravila - množica odločitvenih pravil
1: postopek SestaviMnožicoPravil
2: pravila← {}
3: zanka dokler i < st_pravil:
4: ci ← izberi_razred(C)
5: Y ← izberi_primere(X, ci)







Najprej opišemo uporabljene podatkovne množice in razložimo, na kakšen
način smo testirali uspešnost predlaganih algoritmov, katere parametre smo
spreminjali in katere algoritme smo uporabili za primerjavo. Sledi interpre-
tacija rezultatov in evalvacija uspešnosti metod. Na koncu izvedemo še dva
statistična testa, ki preverita statistično značilnost razlik med algoritmi.
4.1 Podatkovne množice
Za testiranje smo izbrali podatkovne množice banana, bupa, iris, newthyroid,
pima, wine, phoneme, appendicitis, saheart, wdbc iz repozitorija KEEL [1].
Skupno podatkovnim množicam je, da imajo večinoma zvezne številske
atribute in diskreten ciljni razred. V množicah imamo raje številčne atri-
bute, saj hočemo preiskusiti učinkovitost grajenja pravil z Gaussovimi dis-
tribucijami, kar nam pri nominalnih atributih težje uspe. Nobena množica
ne vsebuje manjkajočih podatkov.
Lastnosti uporabljenih podatkovnih množic so prikazane v tabeli 4.1.
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Tabela 4.1: Uporabljene podatkovne množice
ime št. razredov št. primerov (realni, celoštevilčni, imenski) atr.
banana 2 5300 (2, 0, 0)
bupa 2 345 (1, 5, 0)
iris 3 150 (4, 0, 0)
newthyroid 3 215 (4, 1, 0)
pima 2 768 (8, 0, 0)
wine 3 569 (13, 0, 0)
phoneme 2 5404 (5, 0, 0)
appendicitis 2 106 (7, 0, 0)
saheart 2 462 (5, 3, 1)
wdb 2 569 (30, 0, 0)
4.2 Metodologija testiranja
Uspešnost metod testiramo z uporabo 10-kratnega prečnega preverjanja [11].
Pri vsaki metodi imamo parametre, ki jih je potrebno nastaviti. Ker ne po-
znamo njihovih optimalnih vrednosti, da bi jih nastavili pred preverjanjem,
jih avtomatsko prilagajamo znotraj vsake iteracije prečnega preverjanje. V
vsaki iteraciji izvedemo notranje prečno preverjanje s pomočjo validacijske
množice [18], kjer vsakič uporabimo drugačne vrednosti parametrov iz vna-
prej podanega nabora smiselnih vrednosti. Kombinacijo parametrov, ki nam
vrne najboljšo klasifikacijsko točnost, uporabimo na celotni učni množici in
testiramo. Klasifikacijsko točnost vseh izvajanj povprečimo in uporabimo
kot merilo uspešnosti. Testiramo vse metode nad vsemi podatkovnimi mno-
žicami.
Model RGRS poženemo na dva načina. V prvem namesto podmnožice
atributov Gaussovo porazdelitev računamo kar nad celotno množico, v dru-
gem pa to ni nujno. V obeh primerih spreminjamo parameter λ na območju
[1, 0; 10, 0]. Metodi CN2SD z AdaBoostom spreminjamo vrednost γ (opis v
poglavju 3.1.2), ki se giblje med 0 in 1 s korakom 0, 1.
Ker hočemo metodi primerjati z ostalimi, obstoječimi metodami, bomo
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Tabela 4.2: Parametri algoritmov, ki jih prilagajamo znotraj internega preč-
nega preverjanja, ter njihovi intervali in koraki.
parametri interval korak
RGRS λ [1, 10] 1
CN2SD AdaBoost γ [0, 1] 0,1
FURIA št. razbitij [3, 21] 2
C4.5rules meja zaupanja vključitve lista [0,70; 0,97] 0,03
Random Forest največja globina drevesa [2, 10] in ∞ 1
CN2SD γ [0, 1] 0,1
testirali še algoritme FURIA [10], C4.5rules [12], Random Forest [3] in CN2SD [14]
nad istimi množicami. Prva dva algoritma smo vzeli iz sistema za podatkovno
rudarjenje KEEL[1], druga dva pa iz orodja Orange [6]. Tudi pri teh algorit-
mih z internim prečnim preverjanjem iščemo najboljše parametre. Algoritmu
C4.5rules pri gradnji drevesa, iz katerega nato izhajajo pravila, spreminjamo
mejo zaupanja kdaj vključiti list. Pri gradnji naključnih gozdov vedno zgra-
dimo 128 dreves in upoštevamo celotno množico atributov, a s parametrom
omejujemo njihovo globino. Algoritmu FURIA v postopku učenja spremi-
njamo število razbitij na rezalno [10] in učno množico. Pravilom CN2SD,
tako kot pri našem postopku, spreminjamo vrednost γ. Intervali in koraki
parametrov so prikazani v tabeli 4.2.
4.3 Rezultati
Vrnjene klasifikacijske točnosti 10-kratnega prečnega preverjanja na vseh mo-
delih najdemo v tabeli 4.3. Opazimo, da je pri večini podatkovnih množic
metoda naključnih gozdov dosegla najvišje klasifikacijske točnosti. Metodo
8-krat uvrstimo na prvo in 1-krat na drugo in tretjo mesto. Sledi ji me-
toda FURIA, ki je razen dveh zmag najpogosteje zasedala drugo mesto.
Opazimo, da je metoda RGRS, pri kateri smo vsako pravilo gradili s celo-
tno množico atributov, v 9-ih od 10 primerov dosegla boljše rezultate, kot
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Tabela 4.3: Klasifikacijske točnosti algoritmov pridobljene z 10-kratnih preč-
nim preverjanjem. Najboljši rezultati so odebeljeni.
banana bupa iris newthyroid pima wine phoneme appendicitis saheart wdbc
RGRS-all 0,614 0,647 0,953 0,944 0,698 0,957 0,767 0,813 0,653 0,934
RGRS-some 0,580 0,629 0,940 0,926 0,677 0,900 0.749 0,808 0,663 0,902
CN2SD AdaBoost 0,579 0,571 0,929 0,939 0,630 0,939 0,702 0,801 0,531 0,931
FURIA 0,881 0,658 0,947 0,956 0,749 0,956 0,853 0,831 0,729 0,956
C4.5rules 0,886 0,638 0,960 0,925 0,719 0,927 0,814 0,833 0.714 0,930
Random Forest 0,894 0,759 0,960 0,972 0,762 0,983 0,901 0,868 0,688 0,954
CN2SD 0,477 0,458 0,933 0,847 0,462 0,933 0,465 0,794 0,517 0,921
različica, pri kateri smo uporabljali podmnožice. Metoda je, skupaj z algo-
ritmoma CN2SD in CN2SD AdaBoost, pri podatkovnih množicah banana in
bupa vrnila veliko slabše rezultate. To lahko pripišemo razporeditvi razre-
dov, vidni na sliki 4.1. Predvidevamo, da gaussovska pravila, ki pokrivajo
primere iz razreda −1, velikokrat povprečje postavijo blizu vrednosti, ki je
blizu razredu 1. Pri ostalih podatkovnih množicah je metoda dosegala rezul-
tate primerljive z pravili C4.5rules in 4-krat vrnila boljše rezultate. Metoda
CN2SD je delovala najslabše in večinoma zasedla zadnje mesto. Izboljšanje
z ansamblom AdaBoost je bilo pričakovano in je metoda z izjemo podatkovne
množice iris vračala višje klasifikacijske točnosti. Metoda je kljub temu vra-
čala slabše rezultate kot ostali algoritmi.
Pri metodi RGRS Gaussove distribucije predvidevajo neodvisnosti med
atributi, kar sklepamo, da vpliva na rezultat. S sposobnostjo rotiranja več-
dimenzionalnih krivulj, ki bi jih dobili brez te predpostavke, bi lahko bolje
pokrili primere. Smiselno bi bilo model nadgraditi z uporabo radialnih baznih
funkcij, ki jih opisuje McGarry [15].
4.3.1 Friedmanov in Nemenyijev test
Potrebno je preveriti ali so razlike med rezultati statistično značilne. Naj-
prej smo izvedli statistični test Friedmana [7], kjer hočemo ovreči ničelno
hipotezo, da vse metode vračajo enake rezultate. Test najprej algoritme za
vsako množico razvrsti po uspešnosti in izračuna povprečno uvrstitev. Če se
Diplomska naloga 21
Slika 4.1: Vizualizacija umetne podatkovne množice banana z razredoma -1
in 1. Oba atributa množice, v1 in v2, sta prikazana na koordinatnima osema.
Tabela 4.4: Povprečne uvrstitve algoritmov uporabljene za test Friedmana
RGRS-all RGRS-some CN2SD AdaBoost FURIA C4.5rules Random Forest CN2SD
3,5 5,3 5,5 2,3 3,45 1,35 6,6
uvrstitve dovolj razlikujejo, ničelno hipotezo zavrnemo. Kot stopnjo tvega-
nja uporabimo α = 0, 05. Povprečne uvrstitve našega testiranja najdemo v
tabeli 4.4. Test nam za pridobljene vrednosti vrne vrednost p = 3, 8× 10−4,
zato ničelno hipotezo zavrnemo.
Zaradi zavrnitve hipoteze nadaljujemo s testom Nemenyiya [7]. Ta za
razliko od testa Friedmana primerja uspešnost vsakega para algoritmov. Kot
vhod mu ponudimo klasifikacijske točnosti algoritmov nad vsemi podatkov-
nimi množicami, ta pa najprej izračuna kritično razliko [7] nato pa še razlike
med vsemi pari algoritmov. Pri stopnji značilnosti α = 0, 05 je kritična raz-
lika enaka CD = 2, 94, matriko absolutnih razlik pa najdemo v tabeli 4.5.
Demšar [7] predlaga vizualizacijo dolžin, ki je prikazana na sliki 4.2.
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Tabela 4.5: Matrika absolutnih razlik paroma testiranih algoritmov z Ne-
menyijevim testom. Vrednosti, ki presegajo kritično dolžino CD = 2, 94, so
odebeljene.

RGRS−all RGRS−some CN2SDAdaBoost FURIA C4.5rules RandomForest CN2SD
RGRS−all 0.00 1, 80 2, 00 1, 20 0, 05 2, 15 3,10
RGRS−some 1, 80 0, 00 0, 20 3,00 1, 85 3,95 1, 30
CN2SDAdaBoost 2, 00 0, 20 0, 00 3,20 2, 05 4,15 1, 10
FURIA 1, 20 3,00 3,20 0, 00 1, 15 0, 95 4,30
C4.5rules 0, 05 1, 85 2, 05 1, 15 0, 00 2, 10 3,15
RandomForest 2, 15 3,95 4,15 0, 95 2, 10 0, 00 5,25
CN2SD 3,10 1, 30 1, 10 4,30 3,15 5,25 0, 00

Za vse pare algoritmov z razlikami, ki presegajo kritično razliko, trdimo,
da so razlike statistično značilne. Te lahko razberemo iz tabele 4.5, kjer so
značilne razlike povdarjene. Opazimo tudi, da sta si RGRS-all in C4.5rules
izjemno blizu, saj sta tudi vračala podobne klasifikacijske točnosti. Podobno
ugotavljamo tudi za RGRS-some in CN2SD-AdaBoost.
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Slika 4.2: Vizualizacija dolžin med algoritmi. Dolžine so bile pridobljene z
Nemenyijevim testom. Oznaka CD predstavlja kritično dolžino. Vse razlike,




V diplomski nalogi smo implementirali, raziskali in s pomočjo prečnega pre-
verjanja evalvirali dve novi metodi verjetnostnih odločitvenih pravil z upo-
rabo ansamblov. Pristopa smo testirali na podatkovnih množicah, ki so vse-
bovale večinoma številske atribute, saj je to bolj smiselno za verjetnostna
pravila. Parametre smo nastavljali z notranjim prečnim preverjanjem in
predhodno določeno zalogo vrednosti.
Metoda naključnih gaussovskih množic pravil (RGRS ) gradi verjetnostna
odločitvena pravila z naključnim izbiranjem primerov in atributov. Izkaže
se, da metoda boljše deluje, ko vsako pravilo zgradimo iz celotne množice
atributov. Rezultati so primerljivi z nekaterimi že obstoječimi pristopi, kot
so pravila C4.5rules, vendar vračajo slabše rezultate, kot metoda naključnih
gozdov in mehka pravila v algoritmu FURIA. Opazimo, da metoda zaradi
povprečenja vrača veliko slabše rezultate na množicah, kjer en razred leži
med gručama dveh razredov. Pomanjkljivost lahko pripišemo delovanju od-
ločitvenih pravil, ki posamezno pravilo sestavijo samo za en razred, medtem
ko drevesa vključujejo odločitve za več razredov.
Pristop uporabe algoritma CN2SD v ansamblu AdaBoost rezultate iz-
boljša, vendar dosledno vrača nižje klasifikacijske točnosti kot ostali algo-
ritmi, tudi RGRS. Rezultati pristopa so bili najbolj podobni metodi RGRS-
some, čeprav je bilo odstopanje od metode RGRS-all precejšnje. Vrsto mo-
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delov v ansamblu smo gradili, dokler je bil pridobitek klasifikacijske točnosti
med zaporednima modeloma dovolj velik.
Pomanjkljivost algoritma RGRS je, da med atributi predvideva neod-
visnosti. Predlagamo razširitev modela z radialnimi baznimi funkcijami, ki
računajo tudi atributne odvisnosti in omogočajo rotiranje večdimenzionalnih
gaussovskih krivulj ter s tem lažje pokrivanje primerov. Dodatno omejitev
predstavlja predvidevanje Gaussove porazdelitve vrednostni atributov, zato
predlagamo poskus z drugačnim pristopom k verjetnostnem računanju, kot
so bayesovski seznami pravil [19]. Ti z uporabo Bayesove statistike v urejene
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