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MOTIFS, COHERENT CONFIGURATIONS AND SECOND ORDER
NETWORK GENERATION
JARED C. BRONSKI AND TIMOTHY FERGUSON
Abstract. In this paper we illuminate some algebraic-combinatorial structure underlying
the second order networks (SONETS) random graph model of Nykamp, Zhao and collab-
orators [14, 26, 27]. In particular we show that this algorithm is deeply connected with a
certain homogeneous coherent configuration, a non-commuting generalization of the classi-
cal Johnson scheme. This algebraic structure underlies certain surprising identities (that
do not appear to have been previously observed) satisfied by the covariance matrices in the
Nykamp-Zhao scheme. We show that an understanding of this algebraic structure leads to
simplified numerical methods for carrying out the linear algebra required to implement the
SONETS algorithm. We also show that this structure extends naturally to the problem of
generating random subgraphs of graphs other than the complete directed graph.
1. Introduction
The Erdo˝s-Re´nyi G(n, p) model is a common model of a random graph of n nodes, where
each possible edge is independently present (resp. absent) with probability p (resp. 1− p).
However it has long been understood that many, if not most, real world networks show
substantial departures from independence. [2, 5, 20] One indicator of the departure from
independence is given by the relative frequency of certain motifs, or subgraphs. In real world
networks it is frequently the case that the number of certain motifs occuring in the graph
differs substantially from what one would expect based on the assumption of independent
edges, indicating correlations among the edges. This has led to a large effort to understand
this phenomenon. While it is difficult to do justice to the vast amount of literature on this
subject most of the work has proceeded in two complementary directions: developing tools for
identifying important motifs or other structures in a given (large) network [7,19,23,25], and
algorithms for generating random networks with certain desirable properties including, but
not limited to, having specified probabilities for different motifs. The latter random graph
models include the well-known preferential attachment model [6,21] and small world network
models [22, 24] as well as a number of models and methods of generation [1, 8, 9, 11,12,18].
The motivation for this work is the work of Nykamp, Zhao and collaborators [14, 26, 27]
on generating what they refer to as second order networks, or SONETS. This generalization
of the Erdo˝s-Re´nyi random graph model that allows for the generation of random networks
(directed graphs) with second order correlations among the edges: one can not only specify
the single edge probabilities, but one can also independently vary the probabilities of all
possible two edge motifs. We show that the correlation matrices of the SONETS model enjoy
some remarkable algebraic identities. We further show that these identities can be explained
by the fact that there is a coherent configuration, a particular type of algebraic structure, that
underlies these models. We also construct some other examples of second order networks, and
the related coherent configurations. In each case the existence of a coherent configuration has
strong numerical implications for the implementation of the method. In particular all of the
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spectral operation that need to be done on the covariance matrix – mainly the extraction of
the positive definite square root – can be done in time independent of the size of the matrix.
We begin with a brief description of the Nykamp-Zhao scheme for generating second order
networks (simple directed graphs). The Nykamp-Zhao approach generates a random directed
graph in the following manner. One first generates a Gaussian random vector ω ∈ RE, where
E = N(N −1) is the number of potential edges. One then performs “thresholding”: an edge
is present at site i if ωi > x and absent if ωi ≤ x for some choice of the threshold level x. This
would simply give an Erdo˝s-Re´nyi random graph if the ωi were independent and identically
distributed (iid) – in other words if the covariance were a multiple of the identity matrix –
but the covariance matrix Σ is instead chosen as follows. The authors first identify various
two edge motifs:
• Reciprocal: The edges point between the same pair of vertices, in opposite directions.
• Convergent: Both edges point inwards to a common vertex.
• Divergent: Both edges point outward from a common vertex.
• Chain: One edge points inward to a vertex, the other points outward from the same
vertex.
We add to this collection the disjoint motif, where the edges do not share a common vertex.
This motif was not considered in the original SONETS work but fits into this framework
naturally, and must be included here for reasons of algebraic completeness. These motifs are
illustrated in Figure 1. The covariance for each pair of edges is then assigned according to
the motif which they form. For instance, Σij = αdiv for every pair of edges (i, j) that form a
divergent motif. This gives an N(N − 1)×N(N − 1) covariance matrix Σ(α) depending on
five arbitrary constants α = (αrecip, αconv, αdiv, αchain, αdisj). For instance, when N = 5 the
covariance Σ(α) is a 20× 20 matrix given by
1 αrecip αconv αchain αconv αchain αconv αchain αchain αdiv αchain αdiv αchain αdiv αdisj αdisj αdisj αdisj αdisj αdisj
αrecip 1 αchain αdiv αchain αdiv αchain αdiv αconv αchain αconv αchain αconv αchain αdisj αdisj αdisj αdisj αdisj αdisj
αconv αchain 1 αrecip αconv αchain αconv αchain αdiv αchain αdisj αdisj αdisj αdisj αchain αdiv αchain αdiv αdisj αdisj
αchain αdiv αrecip 1 αchain αdiv αchain αdiv αchain αconv αdisj αdisj αdisj αdisj αconv αchain αconv αchain αdisj αdisj
αconv αchain αconv αchain 1 αrecip αconv αchain αdisj αdisj αdiv αchain αdisj αdisj αdiv αchain αdisj αdisj αchain αdiv
αchain αdiv αchain αdiv αrecip 1 αchain αdiv αdisj αdisj αchain αconv αdisj αdisj αchain αconv αdisj αdisj αconv αchain
αconv αchain αconv αchain αconv αchain 1 αrecip αdisj αdisj αdisj αdisj αdiv αchain αdisj αdisj αdiv αchain αdiv αchain
αchain αdiv αchain αdiv αchain αdiv αrecip 1 αdisj αdisj αdisj αdisj αchain αconv αdisj αdisj αchain αconv αchain αconv
αchain αconv αdiv αchain αdisj αdisj αdisj αdisj 1 αrecip αconv αchain αconv αchain αchain αdiv αchain αdiv αdisj αdisj
αdiv αchain αchain αconv αdisj αdisj αdisj αdisj αrecip 1 αchain αdiv αchain αdiv αconv αchain αconv αchain αdisj αdisj
αchain αconv αdisj αdisj αdiv αchain αdisj αdisj αconv αchain 1 αrecip αconv αchain αdiv αchain αdisj αdisj αchain αdiv
αdiv αchain αdisj αdisj αchain αconv αdisj αdisj αchain αdiv αrecip 1 αchain αdiv αchain αconv αdisj αdisj αconv αchain
αchain αconv αdisj αdisj αdisj αdisj αdiv αchain αconv αchain αconv αchain 1 αrecip αdisj αdisj αdiv αchain αdiv αchain
αdiv αchain αdisj αdisj αdisj αdisj αchain αconv αchain αdiv αchain αdiv αrecip 1 αdisj αdisj αchain αconv αchain αconv
αdisj αdisj αchain αconv αdiv αchain αdisj αdisj αchain αconv αdiv αchain αdisj αdisj 1 αrecip αconv αchain αchain αdiv
αdisj αdisj αdiv αchain αchain αconv αdisj αdisj αdiv αchain αchain αconv αdisj αdisj αrecip 1 αchain αdiv αconv αchain
αdisj αdisj αchain αconv αdisj αdisj αdiv αchain αchain αconv αdisj αdisj αdiv αchain αconv αchain 1 αrecip αdiv αchain
αdisj αdisj αdiv αchain αdisj αdisj αchain αconv αdiv αchain αdisj αdisj αchain αconv αchain αdiv αrecip 1 αchain αconv
αdisj αdisj αdisj αdisj αchain αconv αdiv αchain αdisj αdisj αchain αconv αdiv αchain αchain αconv αdiv αchain 1 αrecip
αdisj αdisj αdisj αdisj αdiv αchain αchain αconv αdisj αdisj αdiv αchain αchain αconv αdiv αchain αchain αconv αrecip 1

The problem of generating a Gaussian random vector with a given covariance matrix is an
exercise in spectral theory. In particular one needs to compute the positive semi-definite
square root of the matrix, Σ
1
2 , and act on a Gaussian iid random vector ω ∈ RE with
this matrix. We note the following remarkable algebraic facts about the spectrum of the
covariance Σ(α), which do not appear to have been noted previously:
• For fixed values of α the covariance matrix Σ(α) has at most five distinct eigenvalues,
independent of the size of the matrix, so the multiplicities of the eigenvalues are
typically very large.
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• The eigenvalues of the covariance matrix can be computed explicitly as a function of
α for all N .
• The dependence of the eigenvalues on the components of α is simple: the eigenvalues
are either linear functions in the components of α, or are algebraic of degree two
(they are the roots of a quadratic).
In particular for any number of vertices N there are only five distinct eigenvalues of Σ(α),
which are given by
λ1 = 1 + αrecip + (N − 2)αconv + 2(N − 2)αchain + (N − 2)αdiv + (N − 2)(N − 3)αdisjoint
λ2 = 1− αrecip − αconv + 2αchain − αdiv
λ3 = 1 + αrecip − αconv − 2αchain − αdiv + 2αdisjoint
λ4/5 = 1 +
(N − 3)
2
αconv − αchain + (N − 3)
2
αdiv − (N − 3)αdisjoint ± τ
2
where
τ 2 = N(N − 2)(αconv − αdiv)2 + (αconv + αdiv − 2(N − 3)(αchain − αdisj)− 2αrecip)2
In order to be admissible as a covariance matrix Σ(α) must be positive definite. One
consequence of the above formulae is that one can compute, reasonably explicitly, the region
of parameter space in which Σ(α) is positive definite: it is given by the intersection of three
half-planes (λ1,2,3 > 0) and the region cut out by two hyperboloids (λ4,5 > 0). We show that
the algebra satisfied by the covariance matrices is isomorphic to an algebra of matrices of
fixed and rather modest size: 7 × 7 in the case of the Nykamp-Zhao algorithm. Any linear
algebraic operation that one might want to perform on an N(N − 1)×N(N − 1) covariance
matrix can instead be done on a representative from the algebra of 7× 7 matrices, and the
results can be translated back to the N(N −1)×N(N −1) covariance matrix. This includes
computation of eigenvalues, inversion and extraction of the square root, the main operation
required to apply the SONETS algorithm. To reiterate: the existence of a map to a seven
dimensional algebra implies that all of these linear algebraic operations can be done in time
independent of the size of the matrix.
The basic algebraic explanation for this collection of facts is that there is, underlying the
SONETS method, an algebraic object known as an association scheme or a coherent config-
uration [4, 10, 17, 28]. Association schemes and coherent configurations arise in a number of
applications, including coding theory [13] and the design of experiments [3]. These structures
represent a generalization of the notion of a group encoding certain nice pairwise relations
between elements of a set. The SONETS method arises naturally from a homogeneous coher-
ent configuration (HCC), a non-commuting generalization of the classical Johnson J(N, 2)
association scheme. The relations in the HCC roughly correspond to motifs in the network.
Actually, as will be explained, the relations represent a slight refinement of the idea of a
motif. One of the basic facts about association schemes and coherent configurations is that
they give rise to a natural finite dimensional algebra, the Bose-Meisner algebra. The algebra
underlying the SONETS algorithm as described by Nykamp and Zhao has degree seven,
implying that the number of distinct eigenvalues of the covariance matrix is at most seven
independent of the size of the network. For SONETS the number is actually less, and there
are only five distinct eigenvalues.
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We refer the interested reader to any number of texts on coherent configurations and
association schemes [3,4,28], but in the interests of making this paper relatively self-contained
we will include proofs of the results that we need.
1.1. Association Schemes and Coherent Configurations. Association schemes and
coherent configurations are algebraic structures that arise in a number of areas including
statistics, particularly the theory of experimental design, and coding theory. They are also
used as a tool in abstract algebra for studying permutation groups, and can be thought of
as representing a generalization of group theory and the associated representation theory.
A coherent configuration can be described as follows.
Definition 1. Given an index set X and the product set X×X of ordered pairs of indices,
a coherent configuration is a set of d + 1 relations R(0),R(1), . . . ,R(d) given by subsets of
X×X satisfying the following properties:
(1) For every x and y in X there is a unique relation R(k) such that the ordered pair
(x, y) ∈ R(k). In other words the relations partition X×X.
(2) There is a subset of relations R(0),R(1), . . . ,R(j) that partition the diagonal set
{(x, x) | x ∈ X}.
(3) If R(k) is a relation in the set the adjoint relation defined by
(R(k))† := {(y, x) | (x, y) ∈ R(k)} is also a relation in the set.
(4) Given any pair (x, y) ∈ R(i) the number of elements z such that (x, z) ∈ R(k) and
(z, y) ∈ R(j) depends only on i, j, k and not on the individual (x, y).
A homogeneous coherent configuration (HCC) is a coherent configuration for which property
(2) above is replaced by the stronger condition that one of the relations be the identity relation.
(2’) R(0) = {(x, x)|x ∈ X}.
An association scheme is is a homogeneous coherent configuration for which property (3)
above is replaced by the stronger condition that the relations be symmetric.
(3’) (R(k))† = R(k).
We should warn the reader that we are adhering to the terminology of Cameron [10] and
the earlier work of Higman [17] but that this is not followed by all authors. For instance in
the work of Hanaki and Miyamoto [15,16] what they call association schemes would be called
homogeneous coherent configurations in the nomenclature above: there is a single identity
relation but relations are not necessarily symmetric.
For any coherent configuration there exists a set of non-negative integers ρ
(k)
ij , commonly
referred to as the structure constants or intersection numbers. These integers play a funda-
mental role in the algebraic theory of coherent configurations, and are defined as follows.
Definition 2. The integers ρ
(k)
ij are defined as follows: given a representative pair (x, y) ∈
R(i)
ρ
(k)
ij =
∣∣{z ∈ X | (x, z) ∈ R(k) and (z, y) ∈ R(j)}∣∣ .
In other words ρ
(k)
ij counts the number of z such that (x, z) belongs to relation k and (z, y)
belongs to relation j. Note that this well defined by (4) of Definition 1: this only depends on
the relation to which (x, y) belongs, and not on the individual x and y.
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For each relation we define a corresponding adjacency matrix, as follows: R(k) = χR(k) ,
where χ is the usual characteristic function. In other words,
R
(k)
ij =
{
1 if (i, j) ∈ R(k),
0 if (i, j) /∈ R(k).
This defines a collection of (d+1) (0, 1) matrices representing the relations. We wish to note
three important facts about the matrices {R(i)}di=0, which all follow immediately from the
facts above:
• The matrices {R(i)}di=0 are linearly independent and orthogonal under the usual ma-
trix inner product 〈A,B〉 = Tr(A>B).
• The matrices form a closed algebra, in the sense that R(k)R(j) = ∑i ρ(k)ij R(i). Here
the product is the usual matrix product.
• The matrices satisfy ∑i R(i) = 1|X|×|X|, where 1|X|×|X| is the |X| × |X| matrix with
all entries equal to 1.
The structure constants ρ
(k)
ij play an important role in the theory as they can be used to
define an isomorphism of algebras that explains the special properties of covariance matrices
in the SONETS scheme. We will address this in the following section.
Note that, if the relations are all symmetric, then clearly ρ
(k)
ij = ρ
(j)
ik and thus the corre-
sponding adjacency matrices commute. While this will be true in the simplest example that
we consider, that of the classical Johnson J(N, 2) scheme, it will not be true for most of the
examples that we consider.
One classical example of a coherent configuration is distance on a distance regular graph:
a pair of edges (x, y) belongs to relation R(k) if x distance k from y in the graph. In
this scheme all relations are obviously symmetric, as the distance is symmetric, so this is
actually an association scheme. Throughout this paper we frequently reference the Johnson
association scheme: this arises from the distance regular Johnson (N, 2) graphs in exactly
this way.
A second example of a coherent configuration is given by any group. There is one relation
for each group element g, and a pair of elements e, f are in Rg if e = gf. For this scheme the
adjacency matrices are permutation matrices – there is one non-zero entry in each row and
column – and the adjoint relation isRg−1 . This scheme is, of course, typically not symmetric.
In fact it is not hard to see that any association scheme where the adjacency matrices are
permutation matrices comes from a group in this way, so in this way groups are a special
case of association schemes where the scheme has the largest possible number of relations,
and the adjacency matrix for any relation is a permutation matrix.
In the context of networks the relations roughly correspond to two edge motifs in the
network. The correspondence is not quite exact, for reasons that we will see shortly. In fact
the idea of a relation is slightly more precise than that of a motif, and each relation can be
thought of as a motif together with a role for each edge in the motif.
Example (The Johnson Scheme). Consider the complete undirected graph with E = N(N−1)
2
edges. There is a natural association scheme on the edge set with three relations:
• R(0) = {(x, y) | x = y} – the identity relation. The corresponding matrix is the
identity matrix
• R(1) = {(x, y) | x and y share one vertex}
• R(2) = {(x, y) | x and y share no vertices}.
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One way to think about this is as follows: edges in the complete undirected graph can be
indexed by unordered pairs (i, j), where the edge connects vertices i and j. Two edges x and
y are in R(k) if the number of elements in the intersection satisfies |x ∩ y| = 2 − k. This
is distance in the line graph of the complete graph – the Johnson graph – a distance regular
graph. In this case one can imagine using the SONETS idea to generate random undirected
graphs with correlations among the edges. We will do this later in the paper. There are three
motifs here, corresponding to the three relations: the identity motif (the edges are the same),
the adjacent motif (the edges share a vertex) and the disjoint motif (the edges do not share
a vertex). For N = 4 the covariance matrix would be given by
R(0) + α1R
(1) + α2R
(2) =

1 α1 α1 α1 α1 α2
α1 1 α1 α1 α2 α1
α1 α1 1 α2 α1 α1
α1 α1 α2 1 α1 α1
α1 α2 α1 α1 1 α1
α2 α1 α1 α1 α1 1

where α1 and α2 are constants representing the correlations between adjacent edges and dis-
joint edges. It is easy to confirm that the covariance is a linear combination of three com-
muting matrices and therefore that the eigenvalues are linear in α1 and α2. In fact the
eigenvalues are λ = 1 + 4α1 + α2, with multiplicity one, λ = 1− 2α1 + α2, with multiplicity
two, and λ = 1− α2, with multiplicity three.
The next example is the most important one for the purposes of this paper, and underlies
the SONETS algorithm detailed by Nykamp and Zhao.
Example (The Nykamp-Zhao Homogeneous Coherent Configuration). This HCC is defined
on a complete directed graph with E = N(N − 1) edges, and has seven relations on ordered
pairs of edges (x, y).
• Identity: Edges x and y are the same edge.
• Reciprocal: Edges x and y point between the same vertices but in opposite directions.
• Convergence: Edges x and y point inward towards the same vertex.
• Chain: Edge x points inward to a vertex, edge y points outward from the same vertex.
• Anti-Chain: Edge x points outward from a vertex, edge y points inward to the same
vertex.
• Divergence: Edges x and y point outward from the same vertex.
• Disjoint: Edges x and y do not share any vertices.
Note that the Nykamp and Zhao discuss only four motifs: Reciprocal, Convergence, Chain,
and Divergence. The identity motif is, of course, implicitly present in their work but is not
discussed. The chain motif translates into two relations, Chain and Anti-Chain. Both are
required in order for the relations to form a coherent configuration although one can of course
choose the coefficients of the two to be equal, recovering the motif. Nykamp and Zhao do not
discuss the disjoint motif, though in principle it could be considered in the same framework.
Remark. Some things to note about this coherent configuration. There are two relations
(Identity and Reciprocal) where the edges share two vertices. There are four relations (Con-
vergence, Chain, Anti-chain and Divergence) where the edges share a single vertex. There is
a single relation (Disjoint) where the edges do not share any vertices. These generalize the
three relations in the Johnson scheme: distance zero, one and two respectively. Five of the
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relations (Identity, Reciprocal, Convergence, Divergence and Disjoint) are symmetric, while
the remaining two (Chain and Anti-Chain) are adjoints of one another. The symmetric
relations exactly correspond to the associated motifs, while non-symmetric motifs generate
a pair of relations. For instance the first row of RChain gives the edges that are outgoing
from the vertex that edge one is incoming to. The first row of RAnti-Chain, however, gives the
edges that are incoming to the vertex that edge one is outgoing from. Of course the union
RChain ∪ RAnti-Chain is symmetric and corresponds to the motif exactly. Six of the seven
relations are illustrated in Figure (1).
Reciprocal Motif Divergent Motif Convergent Motif
Chain Motif Anti-Chain Motif Disjoint Motif
Figure 1. Six of the relations in the homogeneous coherent configuration
described in the text. We have not depicted the identity motif. The thick red
edge denotes the first edge in the configuration, the thick dashed blue edge
denotes the second edge.
We next illustrate how to compute the structure constants ρ
(k)
ij . These integers count how
many edges are in a certain relation with two other edges. Specifically given that the pair of
edges (x, y) is in relation i the coefficient ρ
(k)
ij counts the number of edges z such that (x, z)
is in relation k and (z, y) is in relation j.
Example (The Johnson scheme multiplication laws). The classical Johnson scheme J(N, 2)
has 3 relations. The identity relation gives the identity matrix, so R(0) = I. The remaining
multiplication laws are
R(1)R(1) = 2(N − 2)R(0) + (N − 2)R(1) + 4R(2), (1.1)
R(1)R(2) = R(2)R(1) = (N − 3)R(1) + 2(N − 4)R(2), (1.2)
R(2)R(2) =
(N − 2)(N − 3)
2
R(0) +
(N − 3)(N − 4)
2
R(1) +
(N − 4)(N − 5)
2
R(2). (1.3)
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We illustrate the computation of one of these terms, say the coefficient of R(1) in the expan-
sion of R(1)R(1). Obviously we have (R(1)R(1))xy =
∑
z R
(1)
xz R
(1)
zy To compute the coefficient
of R(1) in this product we choose edges x and y such that the pair (x, y) are in the R(1)
relation, meaning they share exactly one vertex. By hypothesis it doesn’t matter which pair
we choose, so long as they are in the right relation, so choose x = {1, 2} and y = {1, 3}. The
coefficient of R(1) is the number of edges z that share exactly one vertex with x = {1, 2} and
exactly one vertex with y = {1, 3}. There are exactly N−2 such edges: the edges {1, x} where
x ≥ 4 (of which there are N−3) and the edge (2, 3), giving a coefficient of N−3+1 = N−2.
As a second example we take the coefficient of R(2) in the product R(1)R(2). In this case x
and y have to belong to relation R(2), so take x = {1, 2} and y = {3, 4}. We want to count
the number of z that have exactly one element in common with {1, 2} and no elements in
common with {3, 4}. These are exactly z = {1, x} with x ≥ 5 and z = {2, x} with x ≥ 5.
Thus the coefficient of R(2) in the product R(1)R(2) is 2(N − 4).
Example (The Nykamp-Zhao multiplication laws.). The computation of one multiplication
law satisfied by the adjacency matrices in the Nykamp-Zhao coherent configuration is illus-
trated in Figure 2 for N = 7. This illustrates RconvRdisj = (N−3)Ranti+(N−3)Rdiv+(N−
4)Rdisj. In this figure the solid edge (red online) denotes the first edge (x in the notation
above), the dashed edge the last edge (y above) and the dotted edges (z above) are the inter-
mediate edges to be counted. To compute the coefficient of Ranti in the product RconvRdisj
we choose (x, y) a pair of edges in the anti-chain configuration, and we count the number
of edges z that form the convergent motif with the first edge and the disjoint motif with the
second edge. There are 7−3 = 4 such edges. The other two subfigures show the computation
of the structure coefficients of Rdiv and Rdisj respectively. It is easy to see that the remaining
structure constants must be zero. For instance the coefficient of Rrecip would count the num-
ber of edges that are convergent with one edge and disjoint from the reciprocal edge. There
are clearly no edges that satisfy both of those conditions, and thus the coefficient of Rrecip in
the expansion of RconvRdisj is zero.
Coefficient of Rdiv Coefficient of Ranti Coefficient of Rdisj
Figure 2. The multiplication law RconvRdisj = (N − 3)Rdiv + (N − 3)Ranti +
(N − 4)Rdisj.
Coherent configurations are often summarized by the table
∑
k kR
(k), which indicates
which subsets belong to which relations. Since each relation consists of a (0, 1) matrix with
disjoint entries the relations follow immediately from such a table. Hanaki and Miyamoto
give a complete list of all (up to isomorphism) homogeneous coherent configurations (HCC’s)
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with |X| ≤ 34 at http://math.shinshu-u.ac.jp/∼hanaki/as. Note that Hanaki and Miyamoto
require an association scheme to have an identity relation but do not require relations to be
symmetric, thus what they call an association scheme we would call a homogeneous coherent
configuration. There are 243 such HCC’s of order 30. If we take the relations and edges to
be ordered as follows:
• R(0) – Identity relation
• R(1) – Reciprocal relation
• R(2) – Divergent relation
• R(3) – Convergent relation
• R(4) – Chain relation
• R(5) – Anti-chain relation
• R(6) – Disjoint relation
X = {(1, 2), (2, 1), (3, 2), (4, 2), (5, 2), (6, 2), (1, 3), (1, 4), (1, 5), (1, 6), (3, 1), (4, 1), (5, 1),
(6, 1), (2, 3), (2, 4), (2, 5), (2, 6), (3, 4), (3, 5), (3, 6), (4, 3), (5, 3), (6, 3), (4, 5), (4, 6),
(5, 4), (6, 4), (5, 6), (6, 5)}
then it is apparent that the Nykamp-Zhao HCC with N = 6 is isomorphic to number 99
in Hanaki and Miyamoto’s list of schemes of order 30, while the Nykamp-Zhao HCC with
N = 5 appears as number 51 in their list of 95 schemes of order 20.
2. Algebraic Implications
An important algebraic fact is that there is a homomorphism from the algebra of the
adjacency matrices for the relations (of size N(N−1)×N(N−1) in the case of the Nykamp-
Zhao coherent configuration) to an algebra of (d+ 1)× (d+ 1) matrices, where d+ 1 is the
number of relations in the coherent configuration (7×7 in this case). This is generally known
as the intersection algebra. This is defined through
Definition 3. We define a linear map from the algebra generated by R(0),R(1), . . . ,R(d) to
(d+ 1)× (d+ 1) matrices by
ρ
(∑
k
αkR
(k)
)
=
∑
k
αkρ(R
(k))
where ρ(R(k)) is defined to be the (d+ 1)× (d+ 1) matrix given by ρ(R(k))ij = ρ(k)ij .
The algebraic coincidences in the SONETS algorithm basically arise from the fact that the
map defined above is an injective homomorphism. Essentially any linear-algebraic calculation
that needs to be done on R(k) can instead be done at the level of the ρ(k) instead, with the
result then lifted back to the R(k). To begin we state a proposition to this effect but defer
the proof to the appendix.
Proposition 1. Let ρ be the linear map in Definition 3, and let M denote a matrix in the
algebra generated by R(0),R(1), . . . ,R(d). Then ρ is an injective homomorphism satisfying
the following properties:
• ρ(M) is diagonalizable if and only if M is.
• λ is an eigenvalue of ρ(M) if and only if it is for M (hence M has at most d + 1
distinct eigenvalues).
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• The algebraic multiplicity of an eigenvalue λ of M is
Mult(λ) = rank((
∑
k
βkR
(k))β∈Bλ)
where Bλ is a basis for the generalized left eigenspace of ρ(M) for λ.
Note the special case that ρ(M) is diagonalizable if M is. This is significant to the
SONETS problem because the R matrices, while large, are symmetric and thus diagonaliz-
able. The corresponding elements of the intersection algebra, in contrast, are not symmetric
or normal and there is no guarantee a priori that they are diagonalizable.
Example (The Johnson Scheme intersection algebra). The first example is the classical
Johnson scheme. Recall that R(0) = I and that
R(1)R(1) = 2(N − 2)R(0) + (N − 2)R(1) + 4R(2),
R(1)R(2) = R(2)R(1) = (N − 3)R(1) + 2(N − 4)R(2),
R(2)R(2) =
(N − 2)(N − 3)
2
R(0) +
(N − 3)(N − 4)
2
R(1) +
(N − 4)(N − 5)
2
R(2).
This gives the homomorphism
ρ(R(0)) = ρ(0) =
1 0 00 1 0
0 0 1
 , (2.1)
ρ(R(1)) = ρ(1) =
 0 1 02(N − 2) N − 2 4
0 N − 3 2(N − 4)
 , (2.2)
ρ(R(2)) = ρ(2) =
 0 0 10 N − 3 2(N − 4)(
N−2
2
) (
N−3
2
) (
N−4
2
)
 . (2.3)
It is straightforward to verify that this is indeed a homomorphism, that the matrices ρ(k)
satisfy the same algebraic identities as R(k). The eigenvalues of a general linear combination
I + α1ρ
(1) + α2ρ
(2) are easily computed to be
λ0 = 1 + 2(N − 2)α1 +
(
N − 2
2
)
α2, (2.4)
λ1 = 1 + (N − 4)α1 − (N − 3)α2, (2.5)
λ2 = 1− 2α1 + α2. (2.6)
These are the eigenvalues of I+α1R
(1) +α2R
(2) as well, although the multiplicities obviously
differ. It follows from the Perron-Frobenius theorem that λ0 is a simple eigenvalue of I +
α1R
(1) + α2R
(2). It is possible, though tedious, to check that λ1 has multiplicity N − 1 and
λ2 has multiplicity
N(N−3)
2
, though we will not show this here.
Example (The Nykamp-Zhao intersection algebra). The following are the elements of the
intersection algebra. We order the relations as follows: Identity, Reciprocal, Divergent,
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Chain, Anti-chain, Convergent, Disjoint.
ρid = ρ(0) =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

ρrecip = ρ(1) =

0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1

ρdiv = ρ(2) =

0 0 1 0 0 0 0
0 0 0 0 1 0 0
N − 2 0 N − 3 0 0 0 0
0 0 0 0 0 1 1
0 N − 2 0 0 N − 3 0 0
0 0 0 1 0 0 1
0 0 0 N − 3 0 N − 3 N − 4

ρchain = ρ(3) =

0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 N − 2 0 N − 3 0 0 0
0 0 0 0 1 0 1
N − 2 0 0 0 0 N − 3 0
0 0 1 0 0 0 1
0 0 N − 3 0 N − 3 0 N − 4

ρanti = ρ(4) =

0 0 0 0 1 0 0
0 0 1 0 0 0 0
0 0 0 0 0 1 1
N − 2 0 N − 3 0 0 0 0
0 0 0 1 0 0 1
0 N − 2 0 0 N − 3 0 0
0 0 0 N − 3 0 N − 3 N − 4

ρconv = ρ(5) =

0 0 0 0 0 1 0
0 0 0 1 0 0 0
0 0 0 0 1 0 1
0 N − 2 0 N − 3 0 0 0
0 0 1 0 0 0 1
N − 2 0 0 0 0 N − 3 0
0 0 N − 3 0 N − 3 0 N − 4

ρdisj = ρ(6) =

0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 N − 3 N − 3 N − 4
0 0 0 0 N − 3 N − 3 N − 4
0 0 N − 3 N − 3 0 0 N − 4
0 0 N − 3 N − 3 0 0 N − 4
(N − 3)(N − 2) (N − 3)(N − 2) (N − 4)(N − 3) (N − 4)(N − 3) (N − 4)(N − 3) (N − 4)(N − 3) (N − 5)(N − 4)

The algebraic identities satisfied by {R(k)}6k=0 can be read off from rows of elements of the
intersection algebra. For instance the fifth row of ρchain is (N − 2, 0, 0, 0, 0, N − 3, 0). The
fifth relation is the Anti-Chain relation, so this row implies that RchainRanti = (N − 2)Rid +
(N − 3)Rconv.
In the context of network generation one can assume a symmetric covariance matrix, so
the coefficients of the chain and anti-chain relations are assumed equal. The eigenvalues of
Σ(α) can be found by computing the eigenvalues of the corresponding 7× 7 matrix ρ(Σ(α)).
This can be done analytically, and obviously implies that Σ can have no more than 7 distinct
eigenvalues. In fact there are only five distinct eigenvalues, as λ4/5 have multiplicity two. It
is still somewhat surprising that the eigenvalues have such simple dependence of α: linear or
algebraic of degree two. There is an algebraic reason for this but it is somewhat involved, and
12 JARED C. BRONSKI AND TIMOTHY FERGUSON
not terribly important to the problem of random network generation, so we will not address
this issue in the current paper.
2.1. Numerical Implications for the SONETS method. The fact that there is a coher-
ent configuration underlying the SONETS algorithm has some implications for numerically
implementing the method. There are two basic issues to be addressed. The first is un-
derstanding the region in α space where Σ(α) is positive definite and represents a valid
covariance. The second is finding an efficient way to compute Σ
1
2 (α). Of course one can
always do this using the spectral theorem for symmetric matrices, but for large networks
this can be costly. The first problem has essentially been solved, as we have given formula for
the eigenvalues as a function of α valid for any N . In this section we show how to compute
Σ
1
2 (α) very efficiently - in time independent of the size of the network.
We would like to emphasize at this point that the work of Nykamp and Zhao, particularly
Zhao’s thesis [26], presaged a lot of the ideas in this section. While they did not have the
full algebraic structure of the problem Zhao gives an asymptotic expansion (for N large)
for computing Σ
1
2 (α) which is closely related to what we will talk about in this section.
What we show in this section is that, for basically the same amount of computation, one
can actually compute Σ
1
2 (α) exactly.
In the interest of simplicity we first discuss the extraction of the square root for the
Johnson scheme, which is simpler for several reasons, and then we will discuss the problem
for the directed scheme.
2.2. The Johnson scheme and undirected graph generation. For the Johnson scheme
the analogous problem would be as follows. We have a covariance matrix of the form
Σ(α) = I + α1R
(1) + α2R
(2)
for which we would like to find the matrix square root. One way to do this would be to find
β0,1,2 such that
(β0I + β1R
(1) + β2R
(2))2 = I + α1R
(1) + α2R
(2).
Using the fact that fact that the R(k) form a closed algebra this is equivalent to the following
system of coupled quadratic equations:
β20 + 2(N − 2)β21 +
(
N − 2
2
)
β22 = 1, (2.7)
(N − 2)β21 + 2β0β1 + 2(N − 3)β1β2 +
(
N − 3
2
)
β22 = α1, (2.8)
4β21 + 2β0β2 + 4(N − 4)β1β2 +
(
N − 4
2
)
β22 = α2. (2.9)
At this point we should say a word about multiplicity of solutions. The covariance matrix
Σ is an
(
N
2
)× (N
2
)
matrix, so there are in principle 2(
N
2 ) possible matrix square roots - there
is one sign choice for each eigenvalue. We are only interested in one, say the unique positive
definite one. The equations (2.7–2.9) will have eight real solutions if α1,2 are such that Σ
is positive definite. This is because, by assuming that Σ
1
2 (α) lies in the algebra, we are
forcing the square root to have three invariant subspaces, so there is one sign choice for each
invariant subspace.
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Rather than attempt to solve the system of coupled quadratic equations (2.7–2.9) directly
it is easier to work through the eigenvalues. Since there are three distinct eigenspaces if all
of the eigenvalues agree the matrices must agree. At the level of eigenvalues, using (2.4–2.6),
we have the equations(
β0 + 2(N − 2)β1 +
(
N − 2
2
)
β2
)2
= 1 + 2(N − 2)α1 +
(
N − 2
2
)
α2, (2.10)
(β0 + (N − 4)β1 − (N − 3)β2)2 = 1 + (N − 4)α1 − (N − 3)α2, (2.11)
(β0 − 2β1 + β2)2 = 1− 2α1 + α2, (2.12)
which is equivalent to1 2(N − 2) (N−22 )1 N − 4 −N + 3
1 −2 1
β0β1
β2
 =
±
√
1 + 2(N − 2)α1 +
(
N−2
2
)
α2
±√1 + (N − 4)α1 − (N − 3)α2
±√1− 2α1 + α2

where the ± are independent. The matrix is invertible for N > 2 so this gives an explicit
formula for the eight roots of (2.7–2.9).
Having done this it is straightforward to implement the SONETS procedure for an undi-
rected graph. We compute Σ
1
2 (α)ω, an then perform thresholding on Σ
1
2 (α)ω to determine
the presence or absence of a particular edge. In this example, and most of the numerical
examples in this paper the graphs have N = 100 vertices and α0 = 1, and the thresholding
level x is chosen to make the probability of a single edge P(ωi > x) = .1. The other two
parameters are chosen to satisfy 2(N − 2)α1 +
(
N−2
2
)
α2 = 0. A word about this choice is in
order. The covariance matrices considered here always have the vector (1, 1, 1, . . . , 1)t as an
eigenvector: in this particular case the corresponding eigenvalue is α0+2(N−2)α1+
(
N−2
2
)
α2.
If each ωi has unit variance then ω.(1, 1, 1, . . . , 1) is, by the central limit theorem, typically
of the order of
√
N . If α0 + 2(N − 2)α1 +
(
N−2
2
)
α2 is large (meaning much larger than O(1))
then the mean of Σ
1
2 (α) will typically be much larger than O(
√
N). What happens in this
case is that realizations of the graph will tend to either have very few edges, or very many
edges, and the vertex degree distribution of a single realization will look nothing like the
average distribution. For this reason in all numerics examples we choose the coefficients so
that the eigenvalue of Σ corresponding to the vector (1, 1, 1, . . . , 1) is O(1).
In Figure 3 we give the results of some numerical simulations for α1 = {0.0, 0.2, 0.4}. The
left-hand panels depict a single realization of the random graph. The graph is drawn with
vertices of high degree located most centrally, while those of the lowest degree lie near the
periphery. The right-hand panels give a histogram of the vertex degrees from an ensemble of
one hundred realizations of the random graph, with a dark square denoting the sample mean
vertex degree. Since the single edge probability is p = 0.1 the expected value of the vertex
degree is 9.9, and the sample mean is quite close to this value in all of the experiments. The
case α1 = 0 corresponds exactly to the Erdo˝s-Re´nyi case. Here we see a roughly normal
distribution of the vertex degree about the mean. Recall that α1 measures correlations
between edges that share a vertex. Increasing this correlation coefficient to α1 = 0.2 we
induce correlations between edges sharing a vertex. This produces a dramatic broadening of
the distribution: there are many more vertices of high degree as well as many more vertices
of low degree. This becomes even more pronounced as the coefficent is further increased to
α1 = 0.4.
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Figure 3. Random graphs (N = 100 vertices) generated with the undirected
analog of the Nykamp-Zhao algorithm. The parameters were chosen so that
α0 = 1 and 2(N − 2)α1 +
(
N−2
2
)
α2 = 0. The lefthand panels depict one
realization of the random graph, with the graph drawn so that higher degree
vertices are located more centrally and lower degree vertices are further out,
with unconnected vertices arranged along the bottom edge. The righthand
panels represent histograms of the vertex degree drawn from 100 realizations of
the random graph. The parameter values are (to to bottom) α1 = 0.0, 0.2, 0.4.
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2.3. The Nykamp-Zhao HCC and random directed graph generation. There are
a couple of minor complications when moving from the Johnson association scheme to the
Nykamp-Zhao HCC. It is straightforward to compute that, owing to the algebra satisfied by
the Nykamp-Zhao HCC we have the following identity
(β0R
id + β1R
recip + β2R
div + β3R
chain + β3R
anti + β4R
conv + β5R
disj)2 =
α0R
id + α1R
recip + α2R
div + α3R
chain + α3R
anti + α4R
conv + α5R
disj
where the coefficients {αi}5i=0 and {βi}5i=0 are related through
α0 = β
2
0 + β
2
1 + (N − 2)(β22 + 2β23 + β24) + (N − 3)(N − 2)β25 , (2.13)
α1 = 2β0β1 + (N − 2)(2β2β3 + 2β3β4) + (N − 2)(N − 3)β25 , (2.14)
α2 = 2β0β2 + 2β1β3 + (N − 3)β23 + 2β3β4 + 2(N − 3)β3β5 (2.15)
+ 2(N − 3)β4β5 + (N − 3(N − 4))β25 + (N − 3)β22 ,
α3 = β1β2 + 2β0β3 + (N − 3)β2β3 + a23 + β1β4 + β2β4 + (N − 3)β3β4 (2.16)
+ (N − 3)β2β5 + 2(N − 3)β3β5 + (N − 3)β4β5 + (N − 3)(N − 4)β25 ,
α4 = 2β1β3 + 2β2β3 + (N − 3)β23 + 2β0β4 + (N − 3)β24 (2.17)
+ 2(N − 3)β2β5 + 2(N − 3)β3β5 + (N − 3)(N − 4)β25 ,
α5 = 2β2β3 + 2β
2
3 + 2β2β4 + 2β3β4 + 2β0β5 + 2β1β5 + 2(N − 4)β2β5 (2.18)
+ 4(N − 4)β3β5 + 2(N − 4)β4β5 + (N − 4)(N − 5)β25 .
Here we have assumed the symmetric case, where the coefficients of the chain and anti-chain
motifs are the same. Note that similar equations were derived by Zhao in his thesis work:
on pages 94 and 95 in Appendix A of Zhao’s thesis the first five of these equations appear
(with β5 = 0) as (A.3)-(A.7). The reason β5 = 0 is because Nykamp and Zhao do not
consider the disjoint motif. Note that this implies that the algorithm, as presented by Zhao,
induces correlations among disjoint edges, as α5 is typically not zero when β5 = 0. The
algorithm presented in Zhao’s thesis presents an approximate method for solving the above
coupled system of quadratic equations by assuming βdiv/chain/conv = O(
1√
N
) and relating the
resulting reduced system to the numerical extraction of the square root of a 2×2 symmetric
matrix. The main point of this section is to observe that one can, for essentially the same
computational work, solve this system exactly rather than approximately.
In the previous Johnson scheme calculation there were three eigenvalues that depended
linearly on the three coefficients defining an element of the algebra. This allowed us the
“diagonalize” the solution of the coupled quadratic equations. In the Nykamp-Zhao HCC
there are only five distinct eigenvalues, and seven parameters that define an element of the
algebra (six if we are assuming a symmetric matrix), so obviously the eigenvalues cannot be
used as coordinates in the same way. Further the map between the parameters of the algebra
and the eigenvalues is not linear, so the inversion of the map becomes more complicated.
However there is still a simple way to extract the square root of a linear combination of the
matrices R(k) in computational time which is independent of the size of the graph. To begin
we note a couple of facts:
• The seven matrices R(k) and the corresponding matrices ρ(k) are linearly independent
as vectors in RN(N−1)×N(N−1) and R49 respectively.
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• The map between the algebra spanned by R(k) and that spanned by ρ(k) is therefore
invertible.
• Given ρ = ∑k αkρ(k) in the intersection algebra one can recover the coefficients αk
by solving the linear system
Gα = β
where βk = Tr(ρ
>ρ(k)) and
G =

7 1 3N − 10 N − 4 N − 4 3N − 10 N2 − 9N + 20
1 7 N − 4 3N − 10 3N − 10 N − 4 N2 − 9N + 20
3N − 10 N − 4 7N2 − 40N + 66 N2 − 8N + 18 3N2 − 20N + 34 N2 − 8N + 16 3N3 − 33N2 + 126N − 166
N − 4 3N − 10 N2 − 8N + 18 7N2 − 40N + 66 N2 − 8N + 16 3N2 − 20N + 34 3N3 − 33N2 + 126N − 166
N − 4 3N − 10 3N2 − 20N + 34 N2 − 8N + 16 7N2 − 40N + 66 N2 − 8N + 18 3N3 − 33N2 + 126N − 166
3N − 10 N − 4 N2 − 8N + 16 3N2 − 20N + 34 N2 − 8N + 18 7N2 − 40N + 66 3N3 − 33N2 + 126N − 166
N2 − 9N + 20 N2 − 9N + 20 3N3 − 33N2 + 126N − 166 3N3 − 33N2 + 126N − 166 3N3 − 33N2 + 126N − 166 3N3 − 33N2 + 126N − 166 7N4 − 94N3 + 499N2 − 1232N + 1186

is the Gram matrix of {ρ(k)}k: Gij = Tr((ρ(i))>ρ(j)).
It is easy to check that the Gram matrix G has a determinant that is a polynomial of
degree 12 in N with no real roots, and is thus always invertible. Therefore an efficient
way to compute the (positive definite) square root of a positive definite covariance matrix
Σ(α) =
∑
k αkR
(k) is as follows:
(1) Compute the image of Σ under the homomorphism: ς = ρ(Σ) = ρ(
∑
k αkR
(k).
(2) Compute the square root of ς spectrally in the usual way: ς
1
2 = UΛ
1
2U−1, where
ς = UΛU−1. While non-symmetric ς is diagonalizable with positive eigenvalues.
(3) Compute the coefficients βk in the decomposition of ς
1
2 =
∑
k βkρ
(k) by solving∑
j Gijβj = Tr((ς
1
2 )>ρ(i)).
(4) Pull back to the covariance via Σ
1
2 =
∑
k βkR
(k).
We will generally assume that positive definite square root is the one taken, although any
of the 25 = 32 branches of the square roots are compatible with the algebra may be chosen.
As a final practical note we remark that for large networks all of the matrices RX are sparse
except for RDisj. The matrices sum to the matrix with entries 1, which is rank one. It is
simple to multiply any vector x by the matrix of all ones, since it is rank one, so one can
efficiently multiply any vector by the covariance using sparse techniques.
We refer the reader to the original papers of Nykamp, Zhao and collaborators for more
numerical studies, but we present a few numerical simulations of graphs generated using
the SONETS scheme as presented here. As one might expect our results are qualitatively
similar. To keep things simple we vary only two parameters, αrecip and αconv. As a reminder
αrecip induces correlations between a directed edge and the reciprocal (oppositely directed)
edge, while αconv induces correlations between edges that are oriented into the same vertex.
Figure (4) presents some numerical experiments. As in the previous experiments we have
taken a random graph with N = 100 vertices and a threshold chosen to give an individual
edge probability of p = 0.1. The top row shows αrecip = αconv = 0. The expected number
of edges with no reciprocal edge in this case is 9900 × (.1) × (1 − .1) = 891, while the
expected number of edges where the reciprocal edge is also present is 9900× (.1)× (.1) = 99.
The leftmost panel depicts a single realization of the random graph, again drawn with the
vertices of highest degree located most centrally. This realization had 867 single edges and
98 reciprocal edge pairs. The middle figure gives a pixel plot of the adjacency matrix of
the graph – each block is black if the corresponding edge is present and white if the edge
is absent. The final panel depicts a histogram of the distribution of the in-degree of the
vertices along with a smooth curve approximating the distribution of the out-degree. As one
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might expect both the in and out-degree are roughly normal with a mean of ≈ 9.9. The
sample mean in-degree and out-degree (which must be the same) are indicated by the square
and diamond respectively. Note that here we have chosen the eigenvalue corresponding to
eigenvector (1, 1, 1, . . . , 1)t to be zero, not one. This implies that the case α1 = 0 is not
quite the ER case, since α2 is small and negative, indicating that disjoint edges are slightly
anti-correlated. Numerics on the pure ER case looked quite similar.
The next row shows the effect of increasing correlations between reciprocal edges by taking
αrecip = 0.75. The graphs and histograms look quite similar, as do the pixel plots, though the
second pixel plot appears to have more symmetry across the diagonal than the first picture.
This is born out by the table below, which gives an average of the number of missing edges,
single edges (those where the reciprocal edge is not present) and reciprocal edge pairs for
one hundred realizations of a random graph.
(αrecip, αconv) # absent edges # edges not in reciprocal motif # edges in reciprocal motif
(0, 0) 8912.49 887.63 99.88
(0.75, 0) 8905.86 485.78 508.36
(0, 0.75) 8895.67 903.99 100.34
While the average number of edges has not substantially changed from the first experi-
ment, and the histograms of in-degree and out-degree also look quite similar, the number of
reciprocal edge pairs has gone up dramatically, from roughly one tenth of the total edges to
just over half of the total edges.
The final sequence of plots depicts the case where correlations are induced between edges
incident to the same vertex by increasing αconv, but reciprocal edges are uncorrelated αrecip =
0. For these parameter values we have many unconnected vertices, which are not drawn.
This should broaden the distribution of the in-degree (which is governed by αconv but is
not expected to markedly change the distribution of the out-degree (governed by αdiv). In
this case all three plots differ markedly from the first two. The distribution of in-degrees
(histogram) is much broader, though the distibution of out-degrees (continuous curve) does
not seem to have changed appreciably. There are many vertices of low in-degree together
with a few vertices of very high in-degree – substantially higher than occured in the first two
sets of experiments. In fact the scale chosen cuts off the total number of vertices of degree
zero: there were about 5500 over the one hundred realizations, so on average more than half
the vertices were unconnected. The pixel plot shows strong layering, as one might expect,
with the horizontal lines representing vertices with a high in-degree and the horizontal white
stripes representing vertices with low in-degree. Increasing αdiv, conversely, would lead to
vertical striping, as well as a broadening of the distribution of out-degree. Also note from
the previous table that reciprocal motif again occurs with the probability that one would
expect based on the assumption of independent edges.
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Figure 4. Some numerical simulations with N = 100 vertices, 100 realiza-
tions of the random graph, and P(ω ≥ x) = 0.1 . The three panels depict (left
to right) a single realization of the random graph, a pixel plot of the adjacency
matrix for the graph of that realization, and histograms of the in-degree and
out-degree of the vertices. The parameter values are (αrecip, αconv) = (0, 0),
(αrecip, αconv) = (0.75, 0) , (αrecip, αconv) = (0, 0.75).
2.4. Other examples. In addition to the Johnson scheme and the Nykamp-Zhao coherent
configuration there are many other situations where association schemes or coherent config-
urations might arise in generating a random network. The main assumption required for a
coherent configuration, assumption (4) in Definition (1), is a strong homogeneity assump-
tion. In essence it requires that every pair satisfying a particular relation in some sense looks
like every other pair satisfying that relation.
One situation that might be of interest in, say, a neuroscience context would be a network
with two (or more) different types of vertex. In the directed case one would have (with two
types of vertex) four different types of edge (a → a, a → b, b → a, b → b) and numerous
possible different motifs.
We work out the simplest possible such example here. There is a single distinguished vertex
(type a) and N undistinguished vertices (type b). Edges are undirected, and therefore of
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two types: those between two undistinguished vertices (undistinguished edges) and those
between an undistinguished vertex and the distinguished one (distinguished edges). This
leads to a (non-homogeneous) coherent configuration with nine relations.
• R11I – the identity relation for undistiguished edges.
• R11A – the relation for adjacent undistinguished edges.
• R11D – the relation for disjoint undistinguished edges.
• R12A – two adjacent edges, the first of which is undistinguished, the second distin-
guished.
• R21A = (R12A )† – two adjacent edges, the first of which is distinguished, the second
undistinguished.
• R12D – two disjoint edges, the first of which is undistinguished, the second distin-
guished.
• R21D = (R12D )† – two disjoint edges, the first of which is distinguished, the second
undistinguished.
• R22I – the identity relation for distinguished edges.
• R22A – two adjacent edges, both of which are distinguished.
The notations here are that the subscripts I, A,D denote identity, adjacent and disjoint
relations, meaning the edges share two, one or zero vertices. The superscripts ij indicate
whether the the first edge (i) and the second edge (j) are undistinguished (1) or distinguished
(2). Note that this is a non-homogeneous coherent configuration, as R11I and R
22
I provide a
partition of the diagonal. There are in principle 93 = 729 structure constants, but these are
very sparse due to the block structure of the relations. In particular it is easy to see that
the following rules apply
• (Rijx )† = Rjix
• Rijx Rkly = 0 if j 6= k
• Rijx Rjky =
∑
z R
ik
z
where x, y, z ∈ {I, A,D}. There are five symmetric relations, and four transpose-conjugate
pairs, so the covariance matrix has seven parameters. The remaining quadratic relations
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satisfied by the algebra are given below, and define all of the non-zero intersection numbers:
R11I ·Rikx = R1kx
R11I ·R2kx = 0
R22I ·Rikx = 0
R22I ·R2kx = R2kx
R11A ·R11A = 2(N − 2)R11I + (N − 2)R11A + 4R11D
R11A ·R11D = (N − 3)R11A + 2(N − 4)R11D
R11A ·R12A = (N − 2)R12A + 2R12D
R11A ·R12D = (N − 2)R12A + 2(N − 3)R12D
R11D ·R11A = (N − 3)R11A + 2(N − 4)R11D
R11D ·R12A = (N − 3)R12D
R11D ·R12D =
(
N − 2
2
)
R12A +
(
N − 3
2
)
R12D
R12A ·R21A = 2R11I + R11A
R12A ·R21D = R11A + 2R11D
R12A ·R22A = R12A + 2R12D
R12D ·R21A = R11A + 2R11D
R12D ·R21D = (N − 2)R11I + (N − 3)R11A + (N − 4)R11D
R12D ·R22A = (N − 2)R12A + (N − 3)R12D .
This coherent configuration contains the Johnson scheme J(N, 2) as a subscheme. Since this
scheme has nine relations any covariance matrix built up from this scheme will have, at most,
nine distinct eigenvalues. In fact one can compute the eigenvalues using the 9×9 intersection
algebra to find that there are only five distinct eigenvalues. We do not list them here but
note that, similar to the Nykamp-Zhao scheme, the eigenvalues are linear or algebraic of
degree two.
We generate some second order networks, again with N = 100 vertices, for the model of
a complete graph with a single distinguished vertex. In previous cases there was a single
identity element, the coefficient of which could always be scaled to αI = 1. In this case since
there are two types of edge the identity partitions into two parts, which can in principle have
different weights. We have chosen α22I (associated with distinguished edges) to always be
equal to 1, and chosen the threshold so that the probability of distinguished edges is p = .1.
The coefficient of the undistinguished edges α11I is chosen to be either α
11
I = 1, giving a single
undistinguished edge probability of .1, or α11I = 2 giving a single edge probability of about
.183. In these experiments we always pick α12A = α
21
A = α
22
A = 0, so there are no correlations
between a pair of adjacent distinguished edges, or between an adjacent distinguished and
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undistinguished edge. We enforce the mean zero conditions
α11I + 2(N − 2)α11A +
(
N − 2
2
)
α11D + (N − 2)α12D = 0
(N − 1)α12A +
(
N − 2
2
)
α12D + α
22
I + (N − 1)α22D = 0.
Figure 5 presents the results of some numerical experiments. The left-most panel depicts
a single realization of the random graph with the undistinguished vertices arranged around
a circle with the distinguished vertex at the center of the circle. The second panel repre-
sents the same graph with the vertices arranged by centrality, with vertices of higher degree
closer to the center. The final panel gives a histogram of the vertex degrees of the undis-
tinguished vertices together with a square (blue online) denoting the sample mean degree of
the distinguished vertex and a diamond (red online) depicting the sample mean degree of
the undistinguished vertices. The first row depicts the case α11I = 1 and α
22
I = 1. In this
case we see a roughly normal distribution of the vertex degrees around the expected value,
9.9. If we increase the variance of the undistinguished edges (keeping the same threshold for
all edges) we of course see the distribution of the degrees of the undistiguished vertices shift
to the right, with no real change in shape. The sample mean degree of the distinguished
vertex remains the same, however. Next we increase α11A , meaning that we have positive
correlations between undistinguished edges that are incident to the same vertex (necessarily
undistinguished). Here again we see a distinct broadening of the distribution of the undis-
tinguished vertex degrees, with a higher probability of having vertices of high and of low
degree. One can see this reflected in the second graph: as compared with the graph above
it there is a denser “core” of strongly connected vertices together with a “halo” of weakly
connected vertices. Note that this change in the degree distribution is very difficult to see
in the circular imbedding of the graph.
This example can itself be generalized in a number of ways. One could consider the case
where there are N vertices of one type and M vertices of a second type. In this case there
are three types of edge and twenty relations, ten symmetric relations and ten relations that
are conjugate-transposes of one another, leading to a covariance matrix depending on fifteen
parameters. As in the previous case the actual number of distinct eigenvalues is somewhat
less than is guaranteed by the theorem: the theorem guarantees that there are at most
twenty distinct eigenvalues, but numerical computations suggest that there are, in fact, only
ten distinct eigenvalues. We have not computed all of the intersection numbers for this case,
but it would be relatively straightforward to do so using a symbolic manipulator such as
Mathematica. Similarly one could consider a directed analog of the above.
Another example would be an extension of the SONETS algorithm to generating random
subgraphs of a graph other than the complete graph – say the Johnson J(N, 2) graph. In
the undirected SONETS based on the complete graph there are only three relations, the
identity relation, the adjacent relation, and the disjoint relation. This corresponds to the
fact that that line graph of the complete graph (the Johnson graph) is a distance regular
graph of diameter two. The line graph of the Johnson graph is not a regular graph, but
it does have an underlying homogeneous coherent configuration, which can be described as
follows. The vertices of the Johnson graph J(N, 2) are indexed by two element subsets of
{1 . . . N}. Vertices are connected by an edge if they intersect in one element, so it is natural
to index the edges by a two element subset and a disjoint one element subset, {{i, j}, {k}},
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Figure 5. Some numerical experiments for the second order network based on
a complete graph with one distinguished vertex. The left and center panels give
different presentations of the same graph. The final panel gives a histogram
of vertex degrees.
with i, j, k all distinct, representing the edge from vertex {i, k} to vertex {j, k}. Given two
edges {{i, j}, {k}} and {{i′, j′}, {k′}} there are a total of twelve relations which are most
naturally indexed by a 4-tuple (p, q, r, s) defined as follows.
p = |{i, j} ∩ {i′, j′}|
q = |{k} ∩ {k′}|
r = |{k} ∩ {i′, j′}|
s = |{k′} ∩ {i, j}|.
Clearly p ∈ {0, 1, 2} and q, r, s ∈ {0, 1}, however we have the additional constraint that r
and s must be zero if either p or q takes the maximal value (p = 2 and q = 1 respectively.)
This leads to a homogeneous coherent configuration with twelve relations. One could use
this to generate, via the SONETS algorithm, a random subgraph of the Johnson graph in
which edges in various relations are correlated.
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3. Conclusions and Future Directions
We have considered the problem of generating second order networks random networks –
networks in which the edges are not statistically independent but rather different two-element
subgraphs (motifs) occur with different probabilities. We show that the algorithm proposed
by Nykamp, Zhao and collaborators for generating such networks is intimately connected
with a certain family of coherent configurations, and that the underlying algebraic structure
of the coherent configuration, namely the existence of a fixed dimensional representation
of the algebra (the intersection algebra) makes many of the linear algebraic computations
simple to carry out. Further we have shown that it is possible to generalize this structure
to generate many new types of random networks. While it is straightforward to write down
(in terms of multidimensional error type integrals) the probability of having any particular
two or, indeed, k edge motif it is not clear what the large N limiting distribution of (for
instance) quantities like the vertex degree distribution might be. It would be interesting,
though potentially difficult, to derive asymptotics for the large N limit of quantities such as
the vertex degree distribution.
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4. Appendix
Proof of Proposition 1. We begin by proving that ρ is a homomorphism which is equivalent
to demonstrating that
ρ(R(i)R(j)) = ρ(R(i))ρ(R(j)).
Expanding the left and right hand sides gives
ρ(R(i)R(j))rs = ρ(
∑
k
ρ(R(i))kjR
(k))rs =
∑
k
ρ(R(i))kjρ(R
(k))rs
and
(ρ(R(i))ρ(R(j)))rs =
∑
k
ρ(R(i))rkρ(R
(j))ks.
In order to conclude that these two quantities are equal we compute the product R(i)R(j)R(s)
in two different ways, namely,
(R(i)R(j))R(s) =
∑
k
ρ(R(i))kjR
(k)R(s) =
∑
k
ρ(R(i))kj
∑
r
ρ(R(k))rsR
(r)
=
∑
r
(
∑
k
ρ(R(i))kjρ(R
(k))rs)R
(r)
and
R(i)(R(j)R(s)) =
∑
k
ρ(R(j))ksR
(i)R(k) =
∑
k
ρ(R(j))ks
∑
r
ρ(R(i))rkR
(r)
=
∑
r
(
∑
k
ρ(R(i))rkρ(R
(j))ks)R
(r).
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Comparing the coefficients of R(r) gives the desired result.
Now we turn our attention to eigenvalues. Throughout the rest of the proof we will make
use of the simple identity
M(
∑
k
βkR
(k)) =
∑
k
β>ρ(M)kR(k) (4.1)
which follows directly from the definition of ρ. It easily follows from (4.1) that if λ is an
eigenvalue of ρ(M) with left eigenvector β, then
M(
∑
k
βkR
(k)) = λ(
∑
k
βkR
(k)). (4.2)
Since R(0),R(1), . . . ,R(d) have disjoint support we know that rank(
∑
k βkR
(k)) ≥ 1 so that
λ is also an eigenvector of M. To show the converse, namely, that if λ is an eigenvalue of
M, then it is an eigenvalue of ρ(M), we note that it suffices to only consider the case λ = 0.
This is because ρ is linear, I is in the algebra generated by R(0),R(1), . . . ,R(d), and ρ(I) is
the identity matrix in its algebra. Therefore for the sake of contradiction suppose that zero
is an eigenvalue of M but not of ρ(M). By (4.1) we see that
det(
∑
k
β>ρ(M)kR(k)) = 0
for any β. Since zero is not an eigenvalue of ρ(M) the map β 7→ β>ρ(M) is surjective
and hence there exists a β for which
∑
k β
>ρ(M)kR(k) = I. This of course leads to the
contradiction det(I) = 0 completing the argument.
Next we prove that
Mult(λ) = rank((
∑
k
βkR
(k))β∈Bλ).
We will start by proving that Mult(λ) is at least as large as the right hand side. As mentioned
before it suffices to consider λ = 0. To start we note that there exists a k ≥ 1 for which Bλ is
a basis for the left null space of ρ(M)k = ρ(Mk). By (4.2) this implies that the dimension of
the left eigenspace of Mk is at least rank((
∑
k βkR
(k))β∈Bλ). However, every eigenvector of
Mk is a generalized eigenvector of M. This establishes our inequality. Finally, there exists
a vector γ so that ∑
λ∈σ(ρ(M))
Mult(λ) ≥
∑
λ∈σ(ρ(M))
rank((
∑
k
βkR
(k))β∈Bλ)
≥
∑
λ∈σ(ρ(M))
rank(
∑
k
∑
β∈Bλ
βkγβR
(i))
≥ rank(
∑
k
∑
λ∈σ(ρ(M))
∑
β∈Bλ
βkγβR
(k))
= rank(I).
Therefore all inequalities are in fact equalities giving the result.
Now to show that ρ is injective suppose that ρ(M) = 0. Then ρ(M) has a left eigenbasis
for the eigenvalue zero. By repeating the above argument with k = 1 we see that M has a
right eigenbasis for the eigenvalue zero and hence is zero. This completes the proof.
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Finally we consider diagonalizability. If P is a polynomial then clearly ρ(P (M)) =
P (ρ(M)). In particular, if P is the minimal polynomial of M then P (ρ(M)) = 0. A
necessary and sufficient condition for diagonalizability is that the eigenvalues are simple
roots of the minimal polynomial. Since M and ρ(M) have the same eigenvalues the result
follows. 
