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Abstract. The aim of this study is to provide a perspective to help understand the singular average
operator over polynomial hypersurfaces. In particular, this perspective will provide brevity and the
possibility of generalizing previous results dealing with the fundamental problem of determining the
precise Lp regularity enhancement for the average operators. In previous studies dealing with polyno-
mials, the Newton polyhedron of a polynomial has been utilized to observe dominant monomials. In
this study, we go further by discussing the involvements of other monomials in detail, by introducing
several geometric values on the Newton polyhedron.
1. Introduction
This study considers the fundamental problem of determining the precise Lp regularity enhancement
under convolution, using a singular measure over certain polynomial hypersurfaces in R3. In [3],
polynomials of the form t21` ta1tb2` tM2 (a, b,M positive even numbers) are considered, and the optimal
Lp Ñ Lpα ranges of their operators are represented as (1p , αppqq graphs according to the arrangement
of pa, bq, p2, 0q, and p0,Mq. In this study, our aim is to investigate how several geometric values on
the Newton polyhedron explain this arrangement, and to obtain optimal Lp Ñ Lpα ranges for more
general integral operators. However, unlike in [3] our focus is not on the endline estimates.
Let us define an operator A by
Apfqpx1, x2, x3q “
ż
fpx1 ´ t1, x2 ´ t2, x3 ´ P pt1, t1qqψpt1, t2qdt1dt2,






2 (m,n ‰ 1) satisfies certain conditions, which will be introduced in (2.1) and (2.2).
2. Statement of main result
Let PpR2q be the family of all polynomials on R2. For P P PpR2q, the Newton polyhedron NpP q
is the smallest convex set (convex hull) containing the union of the first quadrants translated by the







2 with ΛpP q “ tpm,nq :
amn ‰ 0u, we write
NpP q “ CHp
ď
pm,nqPΛpP q
pm,nq ` pX,Y q : X ě 0, Y ě 0q.
For ~v in R2`, we define N~vpP q using VK “ t~w P R2 :ă ~v, ~w ą“ 0u:




The Newton polygon NpP q is an unbounded convex polygon, with finite numbers of edges and
vertices. By EpP q and VpP q, we denote the families of edges and vertices of NpP q, respectively, and
we denote the boundary of N pP q by F pP q. For each edge E P EpP q, we let PE be the polynomial









For the reason that our focus is on figuring out the relationship between Lp regularity enhancement
of the operator A and ΛpP q, we impose the following two conditions related to coefficients amn’s. In
fact, two conditions are given on PEpt1, t2q’s. To resolve this problem without any conditions, we will






















‚ Let Et1 , Et2 be the edges containing only monomials whose exponents are of the form pm, 0q, p0, nq,
respectively. By E˝pP q, we denote the set of edges in EpP q excluding Et1 , Et2 .
For all E P E˝pP q, Et1 , Et2 ,
(2.1) |detp∇2PEpt1, t2qq| ą 0, |B2t1PEt1 |, |B2t2PEt2 | ą 0 for |pt1, t2q| ‰ 0
‚ Let P 1, P 2 be polynomials after removing monomials whose exponents lie on Et1 , Et2 from
P pt1, t2q, respectively.
ΛpP 1q “ tpm,nq P ΛpP q|n ą 0u
ΛpP 2q “ tpm,nq P ΛpP q|m ą 0u
For all E1 P EpP 1qzEpP q and E2 P EpP 2qzEpP q,
(2.2) |B2t2PE1pt1, t2q| ą 0, |B2t1PE2pt1, t2q| ą 0 for |pt1, t2q| ‰ 0
‚ Examples
p1q Let P pt1, t2q “ t21`ta1tb2`tM2 (a, b,M positive even numbers) satisfies conditions 1 and 2. Indeed,
as PE “ t21` tM2 , PEt1 “ t21, PEt2 “ tM2 , and P 1 “ ta1tb2` tN2 , we obtain |detp∇2PEpt1, t2qq| “ |2MpM ´
1qtM´22 | ą 0, |B2t1PEt1 | “ 2 ą 0, |B2t2PEt2 | “ |MpM ´ 1qtM´22 | ą 0 for |pt1, t2q| ‰ 0. Furthermore, as
PE1 “ ta1tb2 ` tM2 and PE2 “ ta1tb2 ` t21, we obtain |B2t2PE1pt1, t2q| “ |bpb´ 1qta1tb´22 `MpM ´ 1qtM´22 | ą
0, |B2t1PE2pt1, t2q| “ |apa´ 1qta´21 tb2 ` 2| ą 0 for |pt1, t2q| ‰ 0.







2 (m0,m, n positive even numbers, amn ą 0). Assume that m0
is the smallest value among the exponents of t1. Then, P pt1, t2q satisfies conditions 1 and 2. Indeed,
as all exponents are positive even integers, the second derivative of each of monomial in P pt1, t2q is
positive, as in example (1), for |pt1, t2q| ‰ 0. Furthermore, as E˝pP q is the empty set, P pt1, t2q satisfies
condition 1.
Viewing a polynomial in light of the Newton polyhedron, we can sort the dominant monomials by
size according to the sections of the domain over which our integrals are defined. In this study, we
show that not only are dominant monomials involved in Lp regularity, but second dominant mono-
mials also affect the Lp regularity of our operator. Furthermore, the Newton polyhedrons of these
second dominant monomials play a significant role in sharply determining the Lp Ñ Lpα ranges. To
demonstrate this involvement, we define several geometric values on the Newton polyhedron.
Definition 1. Let ~v be a vector in R2`. The boundary of the polygon N~vpP q and N pP q intersect with
the diagonal line tpX,Y q : X “ Y u at the unique points pδ~vpP q, δ~vpP qq and pδpP q, δpP qq, respectively.
The values δ~vpP q and δpP q are defined by
δ~vpP q “ mintt : pt, tq P N~vpP qu,
δpP q “ mintt : pt, tq P NpP qu.
We denote δpP q, called the Newton distance for P pt1, t2q, by δ, to simplify the notation.
Definition 2. Define ms and ns by
ms “ minpm,0qPΛpP qm,
ns “ minp0,nqPΛpP qn.
If ΛpP q contains no elements of the form of pm, 0q (respectively p0, nq), then we take ms “ 8 (respec-
tively ns “ 8).
Definition 3. Let M be min
pm,nqPΛpP 1q
m. By pδpm,nq, δpm,nqq, denote the intersection point between
y “ x and the ray ÝÝÝÝÝÝÝÝÝÝÑpms, 0q, pm,nq. Define pMs, Nsq by the point closest to pms, 0q among those points
satisfying
δpMs,Nsq ď δpm,nq for all pm,nq P rF pP 1q X ΛpP 1qs Y pM,8q.
(See Figure 1 for examples.)
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Figure 1. Examples for δpMs,Nsq
Figure 2. R
Definition 4. For pMs, Nsq and ms, define a set R by
R “ tpm,nq P rF pP 1q X ΛpP 1qs Y pM,8q|2δpm,nq ď n ď Nsu.
(See Figure 2 for examples.)
In the case that R ‰ φ, we set pMs, Nsq “ pM1, N1q, and enumerate the vertices in VpP 1q as
pM2, N2q, ¨ ¨ ¨ pMn`1, Nn`1q, so that pMk, Nkq P R for k “ 2, .., n, pMn`1, Nn`1q R R, and N1 ě N2 ě
¨ ¨ ¨ ě Nn`1. By ~vi, we denote a normal vector of pMi, NiqpMi`1, Ni`1q in Z2`.
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Remark 1. (1) We may assume that our polynomial satisfies
ms “ minpms, nsq,
as otherwise we may exchange t1 and t2.
(2) We can observe that δpM1,N1q ă δpM2,N2q ă ¨ ¨ ¨ ă δpMn,Nnq.
We classify all possible arrangements of exponents of the polynomial into two situations by considering
R. Specifically, R “ φ and R ‰ φ.
Theorem 1. Assume that a polynomial P pt1, t2q satisfies (2.1) and (2.2). Then, the operator A maps
Lp to Lpα for α ă αppq under the following conditions.















δ if minp 1δpMs,Nsq ´ 1Ns , 12q ď 1p ď 12
l ~v1p1pq if 1δpM2,N2q ´ 1N2 ď 1p ď minp 1δpMs,Nsq ´ 1Ns , 12q¨ ¨
¨ ¨
l~vn´1p1pq if 1δpMn,Nnq ´ 1Nn ď 1p ď 1δpMn´1,Nn´1q ´ 1Nn´1
l~vnp1pq if 1δ~vn ptms1 q`δ~vn ptMn1 tNn2 q ď
1




p ď 1δ~vn ptms1 q`δ~vn ptMn1 tNn2 q







q1p ` 1δ~vk ptMk1 tNk2 q
pk “ 1, 2, ¨ ¨ ¨, nq.
Remark 2. (1) The indicated ranges of the parameters p and α in Theorem 1.1 cannot be improved,
in the sense of the unboundness of the Lp Ñ Lq estimates under affine transformations between the
Lp Ñ Lpα and Lp Ñ Lq bounds.
(2) We cannot determine whether A satisfies Lp Ñ Lpαppq at some of the endlines.
(3) It holds that l ~vkp 1
δpMk,Nkq ´ 1Nk q “ 1δpMk,Nkq for k=1,2,¨ ¨ ¨,n, which will be proved in Lemma3.
Sketch of the proof of Theorem 1
‚ We set ΛpP q “ tpm, 0q, pM,Nqu (m ‰ 1,M,N ě 2), so that the polynomial P satisfies p2.1q and
p2.2q.
For two fixed vectors ~v, ~wpP Z2`q, consider the operators
AIpfqpxq “
ż
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where I “ t~vi|i P Z`u, J “ t~vi` ~wl|i, l P Z`u, and supppηpt1, t2qq is contained in r12 , 1s ˆ r12 , 1s.
‚ Let p~nkqk be the collection of the normal vectors of EpP q and EpP 1q in Z2`. We arrange ~nkpk ě 1q









t~s` ~nki` ~nk`1l|i, l P Z`uq,
where ~s is a vector in Z2. Furthermore, |S| is finite and depends on ~v and ~w. Then, we obtain the
Lp Ñ Lpα ranges for our operator A by taking the intersection of the p and α ranges for AI and AJ
for the decomposed index sets above.
‚ Obtain necessary conditions for the Lp Ñ Lpα ranges through the unboundness of the Lp Ñ Lq
estimates.
Notation. We utilize A À B if A ď cB for some constant c, and A „ B if c1B ď A ď c2B for some
constants c1, c2 ą 0. We denote p1, 1q by ~1.
In the following, we may assume that 1 À |ξ|, |ξ1| ` |ξ2| À |ξ3|, and so |ξ| „ |ξ3|. This is because if
|ξ1| ` |ξ2| ą C|ξ3| for some large constant C or |ξ| À 1, then we have by integration by parts that
|mpξq| ď CN p1` |ξ|q´N for any N , where zApfqpξq “ mpξqfˆpξq.
Thus, we can set
}Apfq}Lpα „ }r|ξ3|αzApfqs_}Lp .
Let ψ0ptq be a C80 pRq function such that ψ0ptq “ 1 for |t| ď 12 and ψ0ptq “ 0 for |t| ą 1. Define
another function ηptq by ηptq “ ψ0ptq ´ ψ0p2tq. Then,
8ÿ
j“1
ηp2jtq “ 1, for all t ď 14 .
Apfqpx1, x2, x3q “
ż
fpx1 ´ t1, x2 ´ t2, x3 ´ P pt1, t2qqψpt1, t2qdt1dt2.











where φJpt1, t2, ξq “ 2´j1t1 ξ1ξ3`2´j2t2 ξ2ξ3`P p2´j1t1, 2´j2t2q and ηpt1, t2q “ ψp2´j1t1, 2´j2t2qηpt1qηpt2q.
We do not care about the index j1, j2 on ηpt1, t2q when we use the vander corput lemma. Indeed, it
holds that |∇ηpt1, t2q| “ |∇pψp2´j1t1, 2´j2t2qqηpt1qηpt2q ` ψp2´j1t1, 2´j2t2q∇pηpt1qηpt2qq| „ 1.
3. Propositions and lemmas
Lemma 1. For a fixed ~n “ pn1, n2q in Z2`, assume that δ~nptm˜1 tn˜2 q ă δ~nptm1 tn2 q for all pm,nq P














2 ď 2am˜n˜tm˜1 tn˜2 .
P roof By the definitions of δ~nptm˜1 tn˜2 qq and δ~nptm1 tn2 q, it follows that
~n ¨ ppm˜, n˜q ´ δ~nptm˜1 tn˜2 qq~1q “ 0
~n ¨ ppm,nq ´ δ~nptm1 tn2 qq~1q “ 0
Thus, ~n ¨ pm,nq ´ ~n ¨ pm˜, n˜q “ pδ~nptm1 tn2 q ´ δ~nptm˜1 tn˜2 qq~n ¨ ~1 ą 0. Because there are finitely manypm,nq P ΛpP qzpm˜, n˜q, there exists  ą 0 such that
6 KISEOK, YEON
 “ mintδ~nptm1 tn2 q ´ δ~nptm˜1 tn˜2 q|pm,nq P ΛpP qzpm˜, n˜qu,
which implies that there exists  ą 0 such that











´pn1,n2q¨pm,nqi „ am˜n˜2´pn1,n2q¨pm˜,n˜qi „ am˜n˜tm˜1 tn˜2 ,
and the proof is complete.
We call such a tm˜1 t
n˜
2 the first dominant monomial for ~n. We can then determine the second dominant
monomial for ~n inductively.

















2 }p ď C}p
ÿ
i
|fi,l|2q 12 }p, and C does not depend on j.
P roof It suffices to show that
} sup
i
m_i,l ˚ f}p ď C|f}p for p ą 1 and C does not depend on j.




where φ˜Jpt1, t2, ξq “ 2´j1t1 ξ1ξ3 ` 2´j2t2 ξ2ξ3 ` P˜ p2´j1t1, 2´j2t2q.
Let us define a Littlewood–Paley projection{pPi,l,k ˚ fqpξq “ χp ξ3
2pm,nq¨p~vi`~wlq`k
qfˆpξq,
where χ is supported on r´1,´12 s Y r12 , 1s and
ÿ
k
χ2p2´kξ3q “ 1. Then,
} sup
i















|pm_i,l ´ ψ_i,lq ˚ Pi,l,k ˚ f |2q
1
2 }p ` } sup
i
ψ_i,l ˚ f}p.
Note that there exist pm,nq such that Bmt1 Bnt2P pt1, t2q is a monomial. Now, we determine that
P˜ pt1, t2q “ P pt1, t2q ´ amntm1 tn2 . Therefore,
|mi,lpξq| À 1|2´pm,nq¨p~vi`~wlqξ3| 1m`n
, |mi,lpξq ´ ψi,lpξq| À |2pm,nq¨p~vi`~wlqξ3|




ψ_i,l ˚ f}p ă C}f}p for p ą 1 and C does not depend on j.
Indeed, we deal with the remaining part using classical arguments, such bootstrap arguments and
the interpolation theorem of vector-valued inequalities. As a result, the desired result follows from
induction on the number of monomials of P pt1, t2q. We omit the details of the proof.
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Let us temporally denote δ~vkptms1 q, δ~vkptMk1 tNk2 q, δpMk,Nkq(ms,Mk, Nk ě 2) by δ1, δ2, δ, for notational
simplicity.
Lemma 3. For a given ~vk in Z2`, αppq “ l ~vkp1pq “ p1´ δ1δ2 q1p ` 1δ2 passes through
p1
p








δ1 ` δ2 ,
2


















p δ2 ´ δ
δ2 ´ δ1 q,













p δ2 ´ δ






Furthermore, we can verify directly that αppq “ p1´ δ1δ2 q1p ` 1δ2 passes through p 1δ1`δ2 , 2δ1`δ2 q, p 1δ1 , 1δ1 q.
Figure 3. Similarity
Remark 3. By the same argument, αppq “ l ~vk´1p1pq also passes through p1δ ´ 1Nk , 1δ q. As a result, by
comparing the slopes of l~vkp1pq and l~vk´1p1pq, we can observe that
l ~vk´1p1
p


















Let us temporally denote δ~vptm1 q, δ~vptM1 tN2 q, δ~wptm1 q, δ~wptM1 tN2 q (m,M,N ě 2) by δ1~v , δ2v , δ1~w, δ2~w, for no-
tational simplicity.
Lemma 4. Let ~v and ~w be vectors in Z2`. Assume that the slope of ~w is greater than that of ~v, and
δ1~v ď δ2v . Then,
p1q δ2~vδ1~w ´ δ1~vδ2~w ă 0



















Proof (1) In the case that M ď N , as the slope of ~w is greater than that of ~v, δ2~v ď δ2~w and δ1~w ă δ1~v .
Thus, δ2~vδ
1
~w ´ δ1~vδ2~w ď δ2~wδ1~w ´ δ1~vδ2~w “ δ2~wpδ1~w ´ δ1~vq ă 0. In the case that M ą N , by similarity (see










~w ´ δ1~vδ2~w ă δ2~vδ1~w ´ δ1~vδ “ 0, as δ2~w ą δ.














if and only if δ1~v ´ δ1~w ď δ2~w ´ δ2~v .
Since δ2~w ă δ2v and δ1~w ă δ1v when M ą N , it is necessary for δ1~v ´ δ1~w ď δ2~w ´ δ2~v that M ď N . Thus,
δ1~v ´ δ1~w ď δ2~w ´ δ2~v ô δpM,Nq ď N ´ δpM,Nq (See Figure 4),
which implies that pM,Nq P R.





w ´ δ2vδ1w “
δ2w ´ δ2v
δ1vpδ2w ´ δ2vq ` δ2vpδ1v ´ δ1wq “
N ´ δpM,Nq












δpM,Nq ´ 1N .






























Let us temporally denote δ~vptm1 q, δ~vptM1 tN2 q (m,M,N ě 2) by δ1~v , δ2v , for notational simplicity.
Proposition 1. Let ~v be a vector in Z2`, and define
AIpfqpxq “
ż







where ΛpP q “ tpm, 0q, pM,Nqupm,M,N ě 2q and I “ t~vi|i P Z`u. Assume that δ~vptm1 q ‰ δ~vptM1 tN2 q.
Then, the operator AI maps Lp to Lpα for α ă αppq under the following conditions:
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if minp 1δ1 , 12q ă 1p ă 12















Proof In the case that δ1 ă δ2, we may assume that 1δ1 ă 12 , because the case with 1δ1 ą 12 follows
from the same argument.
It suffices to show that


































For (3.1), let us define a Littlewood–Paley projection{Pi,k ˚ fpξq “ χ2p2´p~v¨pm,0qi`kqξ3q “ χ2p2´pδ1~1¨~vi`kqξ3q
pP˜i,k ˚ fq^pξq “ |2´pδ1~1¨~vi`kqξ3|
1
δ1 χ2p2´pδ1~1¨~vi`kqξ3q,
where χ is supported on r´1,´12 s Y r12 , 1s and
ÿ
k




































m_i ˚ P˜i,k ˚ f}p.
















m_i ˚ P˜i,k ˚ f}p0 À }f}p0 for p0 ą 1,(3.5)
by the Littlewood–Paley theorem and Lemma 2.




m_i ˚ P˜i,k ˚ f}p À 2´p
1
p

















Similarly, by using mIpξq “ Op1q instead of Op| ξ3
2δ1~1¨~vi










}f}p for p ą 1, which implies (3.1).
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To prove (3.2), let us define a Littlewood–Paley projection
{Pi,k ˚ fpξq “ χ2p2´p~v¨pM,Nqi`kqξ3qfˆpξq “ χ2p2´pδ2~1¨~vi`kqξ3qfˆpξq
pP˜i,k ˚ fq^pξq “ |2´pδ2~1¨~vi`kqξ3|
1
δ2 χ2p2´pδ2~1¨~vi`kqξ3qfˆpξq.




































m_i ˚ P˜i,k ˚ f}Lpβ ,
where β ă 1pp1´ δ1δ2 q.
Recall that mipξq “
ż
eiξ3φIpt1,t2,ξqηpt1, t2qdt. We estimate the determinant of the mixed Hessian of
φIpt1, t2, ξq. Owing to Lemma 1, we have that
|detp∇2t1t2φIpt1, t2, ξqq| „ |2´~v¨pm,0qi||2´~v¨pM,Nqi| „ |2´δ1~1¨~vi||2´δ2~1¨~vi|
for large i. Thus, mipξq =Op| ξ3
2δ1~1¨~vi




























m_i ˚ P˜i,k ˚ f}p0 À }f}p0 for p0 ą 1,(3.7)





m_i ˚ P˜i,k ˚ f}Lpβ À 2
´p 2
p






















´qp1´sqk}f}Lp À }f}Lp for 1
p
ą 1
δ1 ` δ2 .
Similarly, by using mipξq “ Op| 1
2δ1~1¨~vi
|´ 12 q instead of Op| ξ3
2δ1~1¨~vi
|´ 12 | ξ3
2δ2~1¨~vi

























which implies (3.2). Furthermore, interpolation between the above results and the fact that
}AI}BMO À }f}8 yields the result for the range 1p ď 1δ1`δ2 .
In the case that δ1 ą δ2, note that
det
„ B2t1ptM1 tN2 q Bt1t2ptM1 tN2 qBt2t1ptM1 tN2 q B2t2ptM1 tN2 q

“MNp1´M ´Nqt2pM´1q1 t2pN´1q2 ‰ 0
for |pt1, t2q| ‰ 0.
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Then, by Lemma 1, we have that mipξq “ Op| ξ3
2δ2~1¨~vi
|´1q for large i. Thus, it follows from the same
argument used in the proof of (3.1) that
}m_i ˚ f}Lpα À }f}p for α “ 1δ2 if 12δ2 ă 1p ď 12 . Furthermore, interpolation between the above
results and the fact that }AI}BMO À }f}8 yields the result for the range 1p ď 12δ2 .
Remark 4. Let ~v be a vector in Z2`. Let P pt1, t2q correspond to
ΛpP q “ tpm1, 0q, pm2, 0q, .., pml, 0q, pM1, N1q, .., pMn, Nnqu.
Furthermore, let pMi, Niq and mi be enumerated such that N1 ě N2 ě ¨ ¨ ¨ ě Nn and m1 ă m2 ă ¨ ¨ ¨ ă
ml. Assume that pMi, NiqpMi`1, Ni`1q is orthogonal to ~v for all i and mi,Mi, Ni ě 2.








2 q ‰ 0 for |pt1, t2q| ‰ 0. Then, AI for P pt1, t2q yields the same result
as in Proposition 1. Indeed, we obtain
|detp∇2t1t2φIpt1, t2, ξqq| „ |2´δ1~1¨~vi||2´δ2~1¨~vi| for large i,
where δ1 “ δ~vptm11 q and δ2 “ δ~vptM11 tN12 q. This implies that
mIpξq “ Op| ξ3
2δ1~1¨~vi
|´ 12 | ξ3
2δ2~1¨~vi
|´ 12 q,
as in Proposition 1.
Note that even if the ‘real’ second dominant monomial in view of Lemma 1 is tm21 , this monomial
cannot affect the value of the determinant of he mixed Hessian of φIpt1, t2, ξq, because Bt2tm21 “ 0.
Thus, we choose our second dominant monomials among those of the form tM1 t
N
2 (M,N ‰ 0).








2 qq| ‰ 0 for |pt1, t2q| ‰ 0. Then, AI for P pt1, t2q yields the
same result as in Proposition 1. Indeed, we obtain
|detp∇2t1t2φIpt1, t2, ξqq| „ |2´~v¨pM1,N1qi|2 for large i,
which implies that mIpξq “ Op| ξ32~v¨pM1,N1qi |´1q, as in Proposition 1.
p3q δ~vptm11 q “ δ~vptM11 tN12 q







2 qq| ‰ 0 for |pt1, t2q| ‰ 0. Then, AI for P pt1, t2q yields
the same result as in Proposition 1 for the case that δ1 ą δ2. Indeed, we obtain
|detp∇2t1t2φIpt1, t2, ξqq| „ |2´~v¨pM1,N1qi|2 for large i,
which implies that mIpξq “ Op| ξ32~v¨pM1,N1qi |´1q, as in Proposition 1.
Let us temporally denote δ~vptm1 q, δ~vptM1 tN2 q, δ~wptm1 q, δ~wptM1 tN2 q by δ1~v , δ2v , δ1~w, δ2~w, for notational sim-
plicity.
Proposition 2. Let ~v and ~w be vectors in Z2`, and define
AJpfqpxq “
ż







where ΛpP q “ tpm, 0q, pM,Nqupm,M,N ě 2q and J “ t~vi ` ~wl|i, l P Z`u. Assume that the slope of
~w is greater than that of ~v, and ~v and ~w satisfy either
δ1~v ă δ2~v , δ1~w ă δ2~w or δ1~v ą δ2~v , δ1~w ą δ2~w.
Then, the operator AJ maps Lp to Lpα for α ă αppq under the following conditions.
12 KISEOK, YEON
‚In the case that pM,Nq R R























































‚ In the case that pM,Nq P R



















































































The first two terms are dealt with as in Proposition 1, and so by the remark for the Lemma 3 we
can observe that the intersection the of Lp Ñ Lpα ranges of the first two terms yields the desired result.
Thus, it remains only to consider the last term.
First, consider the case that δ1~v ă δ2~v , δ1~w ă δ2~w. We may assume that 1δ1
~v




ě 12 follows from the same argument.
For the range 1
δ1
~v
ă 1p ď 12 , let us define a Littlewood–Paley projection{Pi,l,k ˚ fpξq “ χ2p2´pδ1~v~1¨~vi`δ1~w~1¨~wl`kqξ3qfˆpξq
































































m_i,l ˚ P˜i,l,k ˚ f}p.
























2 q and employing the same argument as in
Proposition 1.
For the range 1p ă 1δ1
~v
, let us define a Littlewood–Paley projection
{Pi,l,k ˚ fpξq “ χ2p2´pδ2~v~1¨~vi`δ2~w~1¨~wl`kqξ3qfˆpξq



































































m_i,l ˚ P˜i,l,k ˚ f}Lpβ ,





















































by the determinant of the mixed Hessian of φJpt1, t2, ξq. Then, it follows from the same argument as









































































































for 1ppδ2vδ1w ´ δ1vδ2wq ă δ2~v ´ δ2~w and 1p ă 1δ1
~v
.












ă 1p ă 1δ1
~v
that











Similarly, let us define a Littlewood–Paley projection
{Pi,l,k ˚ fpξq “ χ2p2´pδ2~v~1¨~vi`δ2~w~1¨~wl`kqξ3qfˆpξq



































































m_i,l ˚ P˜i,l,k ˚ f}Lpβ ,















































ă 1p ă 1δ1
~w
, it holds that










As a result, by considering Lemma 4 we conclude the following.
In the case that pM,Nq R R and 1
δ1
~v
ă 12 , δ1~v ą δ2~v , and δ1~w ą δ2~w:







and α “ 1
δ1~v
}m_J ˚ f}Lpα À }f}p, where
1













In the case that pM,Nq P R and 1
δ1v
ă 12 , δ1~v ą δ2~v , and δ1~w ą δ2~w:







and α “ 1
δ1~v

















}m_J ˚ f}Lpα À }f}p, where
1



























can be replaced by 1
δpM,Nq ´ 1N .
Furthermore, interpolation between the above results and the fact that }AI}BMO À }f}8 yields the




. Thus, the proof is complete for the case that δ1~v ą δ2~v and δ1~w ą δ2~w.
Second, consider the case that δ1~v ą δ2~v and δ1~w ą δ2~w.{Pi,l,k ˚ fpξq “ χ2p2´pδ2~v~1¨~vi`δ2~w~1¨~wl`kqξ3qfˆpξq
pP˜i,l,k ˚ fq^pξq “ |2´pδ2~v~1¨~vi`δ2~w~1¨~wl`kqξ3|αχ2p2´pδ2~v~1¨~vi`δ2~w~1¨~wl`kqξ3qfˆpξq.
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2αk2´p1´αδ2~vq~v¨~1i2´p1´αδ2~wq~w¨~1l}m_i,l ˚ P˜i,l,k ˚ f}p.





q ă 1p ď 12 ,






~1¨~wlq |´1q and the same argument as in Proposition 1 for
the case with δ1 ą δ2. Furthermore, the interpolation between the above results and the fact that






Remark 5. Let P pt1, t2q correspond to
ΛpP q “ tpm, 0q, pM,Nqupm,M,N ě 2q
p1q δ1~v “ δ2~v , δ1~w ă δ2~w
Assume that |detp∇2t1t2P pt1, t2qq| ‰ 0. Then, AJ for P pt1, t2q yields the same result as in Proposition
2 for the case with δ1~v ă δ2~v and δ1~w ă δ2~w.
p2q δ1~v ą δ2~v , δ1~w “ δ2~w
Assume that |detp∇2t1t2P pt1, t2qq| ‰ 0. Then, AJ for P pt1, t2q yields the same result as in Proposition

















m_J ˚ f}Lpα ` }
ÿ
i,lěM
m_J ˚ f}Lpα .
The first two terms are dealt with as in Proposition 1 and Remark 4. Thus, by the remark3 we can
observe that the intersection of the Lp Ñ Lpα ranges of the first two terms yields the desired result. In
addition, we can deal with the last term using the same argument as in Proposition 2.
p3q The important implication of Proposition 2 for the case that δ1~v ă δ2~v and δ1~w ă δ2~w is that whenpM,Nq R R, the pp, αppqq ranges for AJ do not change even if we take an arbitrary vector ~w.
4. Proof of the theorem









t~s` ~nki` ~nk`1l|i, l P Z`uq


























AJsk pfq, we can obtain the Lp Ñ Lpα ranges for A by taking
the intersection ranges of Lp Ñ Lpα for all AIk , AJsk . By Lemma 1, we can find the first and second
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dominant monomials for each ~nk. Furthermore, we can observe that for fixed k, the L
p Ñ Lpα ranges
for AJsk are the same for all s. This is because we can employ the cutoff function ηp ¨2´s1 , ¨2´s2 q in
mJ instead of ηp¨, ¨q. Thus, if we impose (2.1) and (2.2) on the polynomial P pt1, t2q, then we can
apply Proposition 1 and Proposition 2 for each AIk , AJsk . Furthermore, by these propositions and
the corresponding remarks, only taking the intersection of the p1p , αq ranges for AIkpfq will yield the
results of Theorem 1.
By the definitions of δpm,nq and R, these can be defined for ns. However, because we assume that
minpms, nsq “ ms, the set R is always the empty set for ns, which easily follows from the definition
of R.
‚ R “ φ
There exists ~nl for which δ~nlptms1 q “ δ~nlptM1 tN2 q, and by Proposition 1 it follows that
}AIlpfq}Lp2
p
ď }f}Lp if 1
p
ď 1
δ~nlptms1 q ` δ~nlptM1 tN2 q











On the other hand, as in Lemma 4 (2), when δ~viptms1 q ď δ~viptM1 tN2 q, it holds that pM,Nq R
R if and only if
1





2 q ´ δ~viptM1 tN2 q
δ~viptms1 qδ~vi`1ptM1 tN2 q ´ δ~viptM1 tN2 qδ~vi`1ptms1 q
p ô δ~viptms1 q ´ δ~vi`1ptms1 q ą δ~vi`1ptM1 tN2 q ´ δ~viptM1 tN2 qq
p ô 1
δ~vi`1ptms1 q ` δ~vi`1ptM1 tN2 q
ą 1
δ~viptms1 q ` δ~viptM1 tN2 q
q.
Thus, comparing p, α ranges for large p, we can realize that for i ą l, the Lp Ñ Lpα ranges for AIi
are wider than those for AIl . As a result, we can obtain the desired the results by only comparing the
p, α ranges for AIk associated with the normal vector nk of EpP q.‚ R ‰ φ
As in Proposition 2 and Remark 5, the monomials pM1, N1q, .., pMn, Nnq contained in R affect the
Lp Ñ Lpα ranges for A. Thus, repeatedly applying Proposition 2 yields desired the results.
Corollary 1. Assume that 1δ ă 12 . A maps to Lp Ñ Lq for the interior ranges of the p1p , 1q q diagrams,
as in the following Figures.
Figure 5. R “ φ
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Figure 6. R ‰ φ,
5. Necessary conditions
We may assume that 1q ă 1 ´ 1p , because otherwise we can utilize the duality of our operator. We





Q “ tx : |x1| ă 
N1´N2
M2N1´M1N2 , |x2| ă 
M2´M1
M2N1´M1N2 , |x3| ă u
D “ tx : |x1| ă 
N1´N2
M2N1´M1N2 , |x2| ă 
M2´M1
M2N1´M1N2 , |x3 ´ P px1, x2q| ă u
Qpxq “ tpt1, t2q : |x1 ´ t1| ă 
N1´N2
M2N1´M1N2 , |x2 ´ t2| ă 
M2´M1
M2N1´M1N2 , |x3 ´ P pt1, t2q| ă u
f “ χQ ,
where pM1, N1qpM2, N2q is the edge intersecting Y “ X.
Then, for each x P D and t P Qpxq it holds that
|P px1, x2q ´ P pt1, t2q| ď
ÿ
pm,nqPΛpP q
|amn|p|pxm1 ||xn2 ´ tn2 q| ` |xm1 ´ tm1 ||tn2 |q À .
Indeed,




M2N1´M1N2 n “ 
pN1´N2qpm´M1q`pM2´M1qpn´N1q
M2N1´M1N2 `1.
Thus, if pm,nqpP ΛpP qq lies on pM1, N1qpM2, N2q, then
pN1 ´N2qpm´M1q ` pM2 ´M1qpn´N1q
M2N1 ´M1N2 ` 1 “ 1.
Otherwise, it is greater than 1.
Therefore, for each x P D,
Apfq “
ż
χQpx1 ´ t1, x2 ´ t2, x3 ´ P pt1, t2qqψptqdt ě
ż
Qpxq




and if A maps Lp into Lq then p
ż
D
|Apfqpxq|qdxq 1q À }f}p. Also, it holds that
|
N1´N2`M2´M1














M2N1´M1N2 `1| 1q .





´ N1 ´N2 `M2 ´M1
M2N1 ´M1N2 `N1 ´N2 `M2 ´M1 .
Necessary condition for
ÐÑ
l 2: We let
Q “ tx : |x1| ă 1´ms´1M , |x2| ă 1, |x3| ă u
D “ tx : |x1| ă  1M , |x2| ă 1, |x3 ´ P px1, x2q| ă u
Qpxq “ tpt1, t2q : |x1 ´ t1| ă 1´ms´1M , |x2 ´ t2| ă 1, |x3 ´ P pt1, t2q| ă u
f “ χQ ,
where ms and M are as in Definitions 2 and 3. Then, for each x P D and t P Qpxq,
|P px1, x2q ´ P pt1, t2q| ď
ÿ
pm,nqPΛpP q
|amn|p|pxm1 ||xn2 ´ tn2 q| ` |xm1 ´ tm1 ||tn2 |q À 
Therefore, for each x P D, it holds that
Apfq “
ż
χQpx1 ´ t1, x2 ´ t2, x3 ´ P pt1, t2qqψptqdt ě
ż
Qpxq




|Apfqpxq|qdxq 1q À }f}p and
}f}p “ |Q|
1




|Apfqpxq|qdxq 1q Á 1´ms´1M |D|
1
q Á 1´ms´1M p1` 1M q 1q .














l k (k ě 3):
We let
Q “ tx : |x1| ă 1´pms´1q
Nk´Nk`1
Mk`1Nk´MkNk`1 , |x2| ă 
Mk`1´Mk
Mk`1Nk´MkNk`1 , |x3| ă u
D “ tx : |x1| ă 
Nk´Nk`1
Mk`1Nk´MkNk`1 , |x2| ă 
Mk`1´Mk
Mk`1Nk´MkNk`1 , |x3 ´ P px1, x2q| ă u
Qpxq “ tpt1, t2q : |x1 ´ t1| ă 1´pms´1q
Nk´Nk`1
Mk`1Nk´MkNk`1 ,
|x2 ´ t2| ă 
Mk`1´Mk
Mk`1Nk´MkNk`1 , |x3 ´ P pt1, t2q| ă u
f “ χQ ,
where the pMk, Nkq terms are enumerated as in Definition 4.
Then, for each x P D and t P Qpxq it holds that
|P px1, x2q ´ P pt1, t2q| ď
ÿ
pm,nqPΛpP q
|amn|p|pxm1 ||xn2 ´ tn2 q| ` |xm1 ´ tm1 ||tn2 |q À .
Indeed, by comparing the slopes of pms, 0qpMk, Nkq and pms, 0qpMk`1, Nk`1q, we can observe that
pms ´Mk`1qNk ă pms ´MkqNk`1,
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which implies that
Nk´Nk`1
Mk`1Nk´MkNk`1 ă 1 ´ pms ´ 1q
Nk´Nk`1
Mk`1Nk´MkNk`1 . Thus, if x P D and t P Qpxq,
then |t1| À 
Nk´Nk`1
Mk`1Nk´MkNk`1 . Thus, |xms1 ´ tms1 | À , and for m,n ě 2












Comparing the slopes of pMk`1Nk`1qpMk, Nkq and pm,nqpMk, Nkq, the first term is observed to be
less than . Comparing the slopes of pms, 0qpm,nq and pMk, NkqpMk`1Nk`1q, we can observe that
pm´msqpNk ´Nk`1q ě npMk ´Mk`1q,
which implies that
1` pm´msq Nk ´Nk`1
Mk`1Nk ´MkNk`1 ` n
Mk`1 ´Mk








Therefore, for each x P D,
Apfq “
ż









and if A maps Lp into Lq, then p
ż
D

















Letting Ñ 0 and comparing the exponents, it is necessary that












p1` Nk ´Nk`1 `Mk`1 ´Mk
Mk`1Nk ´MkNk`1 q. p5.1q




l k`1 passes through
ppNk ` 1qδ
pMk,Nkq
NkpδpMk,Nkq ` 1q ,
pNk ` 1qδpMk,Nkq ´Nk
NkpδpMk,Nkq ` 1q q
ppNk`1 ` 1qδ
pMk`1,Nk`1q
Nk`1pδpMk`1,Nk`1q ` 1q ,
pNk`1 ` 1qδpMk`1,Nk`1q ´Nk`1
Nk`1pδpMk`1,Nk`1q ` 1q q,




Mk`1Nk´MkNk`1 “ A and
Mk`1´Mk
Mk`1Nk´MkNk`1 “ B, for notational simplicity. After some calcula-
tions, we obtain the following:
p2´ pms ´ 1qA`Bq δ
pMk,Nkq ´Nk





NkpδpMk,Nkq ` 1q “ pA`Bq ´
1
pδpMk,Nkq ` 1qp1`A`Bq
ô p1´msAqpδpMk,Nkq ´Nkq “ NkδpMk,NkqpA`Bq ´Nk
ô p1´msAqδpMk,Nkq “ NkApδpMk,Nkq ´msq `NkδpMk,NkqB
ô pAMk ´msAqδpMk,Nkq “ NkApδpMk,Nkq ´msq
We used the fact AMk `BNk “ 1 for the final line. Finally, let us insert
δpMk,Nkq “ Nkms
Nk ´Mk `ms
into the last equality.
Finally, for small  we let$’’&’’%
Q “ tx : |x1| ă , |x2| ă , |x3| À u
D “ tx : |x1| ă 1, |x2| ă 1, |x3 ´ P px1, x2q| ă u
Qpxq “ tpt1, t2q : |x1 ´ t1| ă , |x2 ´ t2| ă , |x3 ´ P pt1, t2q| À u
f “ χQ
Then, for each x P D and t P Qpxq,
|P px1, x2q ´ P pt1, t2q| ď
ÿ
pm,nqPΛpP q
|amn|p|pxm1 ||xn2 ´ tn2 q| ` |xm1 ´ tm1 ||tn2 |q À ,
Furthermore, for each x P D,
Apfq “
ż
χQpx1 ´ t1, x2 ´ t2, x3 ´ P pt1, t2qqψptqdt Á
ż
Qpxq
dt “ |Qpxq| “ 2,





p “ }f}p Á p
ż
D
|Apfqpxq|qdxq 1q Á 2|D|
1
q “ 2` 1q .
Letting Ñ 0 and comparing the exponents, it is necessary that 1q ě 3p ´ 2.
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