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THICK IDEALS IN DELIGNE’S CATEGORY Rep(Oδ)
JONATHAN COMES AND THORSTEN HEIDERSDORF
Abstract. We describe indecomposable objects in Deligne’s category Rep(Oδ)
and explain how to decompose their tensor products. We then classify thick
ideals in Rep(Oδ). As an application we classify the indecomposable sum-
mands of tensor powers of the standard representation of the orthosymplectic
supergroup up to isomorphism.
1. Introduction
Let k denote a field of characteristic zero. For any δ ∈ k Deligne has defined
universal categories Rep(Glδ) and Rep(Oδ) which interpolate the classical repre-
sentation categories of the general linear and orthogonal group. By their universal
properties these categories come with tensor functors to the representation catego-
ries of the general linear supergroup Gl(m|n) and the orthosymplectic supergroup
OSp(m|2n), m = 2` or 2` + 1. In the Gl(m|n)-case Schur-Weyl duality, estab-
lished by Sergeev [Ser3] and by Berele-Regev [BR], gives a classification for the
irreducible summands in tensor powers V ⊗r of the natural representation V of
Gl(m|n). This result was extended to the case of direct summands in mixed tensor
powers V ⊗r ⊗ (V ∗)⊗s by Comes-Wilson [CW] using Deligne’s interpolating cat-
egory Rep(Glδ) and independently by Brundan-Stroppel [BS4]. In this case the
indecomposable summands, the mixed tensors, are classified by (m|n)-cross bipar-
titions. The results in [CW] were then used to classify thick ideals in Rep(Glδ) in
[Com]. In this paper we first classify thick ideals in Rep(Oδ), and then use that
classification to classify indecomposable summands of tensor powers of the natural
representation of OSp(m|2n).
1.1. Deligne’s category. The category Rep(Oδ), defined by Deligne [Del1-2], per-
mits the simultaneous study of the tensor powers for the orthogonal groups and the
orthosymplectic supergroups. This category is constructed as the Karoubi enve-
lope of the additive envelope of the Brauer category B(δ) in §2.1. The objects in
B(δ) are nonnegative integers, representing the potencies of a tensor power, and
the morphism spaces are spanned by Brauer diagrams of the appropriate sizes.
In particular, the endomorphism algebras in B(δ) are precisely the Brauer algeb-
ras Br(δ) introduced in [Bra]. Recent results in the representation theory of the
Brauer algebra play a crucial role. Up to isomorphism, the simple Br(δ)-modules
are parametrized by the set
Λr =
{
{λ | |λ| = r − 2i, 0 ≤ i ≤ r2}, if δ 6= 0 or r odd;
{λ | |λ| = r − 2i, 0 ≤ i < r2}, if δ = 0 and r even.
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2 JONATHAN COMES AND THORSTEN HEIDERSDORF
This enables the parametrization of the indecomposable objects in Rep(Oδ) by par-
titions (Theorem 3.5). We write R(λ) for the indecomposable object corresponding
to the partition λ. Using a result of Koike [Koi], we obtain a formula for decom-
posing R(λ)⊗R(µ) in terms of Littlewood-Richardson coefficients, which holds in
Rep(Oδ) for generic values of δ (Theorem 5.4). The decomposition numbers for the
Brauer algebras were determined in [Mar], and they are described in [CD] using a
generalization of the cap diagrams introduced by Brundan-Stroppel [BS1-5]. We
exploit this result in §4 in order to describe a “lifting isomorphism” in the spirit of
[CO]. The lifting isomorphism relates the additive Grothendieck rings of Rep(Oδ)
in the singular and generic cases (Theorem 4.1(1)), thus enabling the decomposition
of the tensor product of indecomposable objects in Rep(Oδ) for any value of δ.
1.2. Classification of thick ideals. A collection of objects I in a braided monoidal
category C is called a thick ideal of C if the following conditions are satisfied:
(i) X ⊗ Y ∈ I whenever X ∈ C and Y ∈ I.
(ii) If X ∈ C, Y ∈ I and there exist α : X → Y , β : Y → X such that
β ◦ α = idX , then X ∈ I.
When δ 6∈ Z, Rep(Oδ) is semisimple (see §3.4) and hence has no interesting thick
ideals. In §6 we classify the thick ideals in Rep(Oδ) when δ ∈ Z. More precisely,
in §4 we use cap diagrams to define a number k(λ) for each partition λ. The
cap diagrams, and hence k(λ), depend on the parameter δ ∈ Z. For each integer
k ≥ 0 we define a subset Ik of Rep(Oδ) as the collection of all objects whose
indecomposable summands R(λ) satisfy k(λ) ≥ k. In §6.1 we prove that Ik is a
thick ideal (Corollary 6.5). In §6.2 we show that all nonzero thick ideals in Rep(Oδ)
are of the form Ik (Theorem 6.11).
1.3. The orthosymplectic supergroup. We assume now that k is algebraically
closed. By the universal property of Deligne’s category there is a tensor functor
Fm|2n : Rep(Om−2n) → Rep(OSp(m|2n)). We denote by I(m|2n) the collection
of objects in Rep(Om−2n) sent to zero by Fm|2n. Then I(m|2n) is a thick ideal
in Rep(Om−2n). Theorem 7.12, the main result of §7, states that every Ik is one
of the I(m|2n), more precisely I(m|2n) = Imin(`,n)+1. The crucial tool here are
the cohomological tensor functors of Duflo-Serganova [DS]. These are tensor func-
tors Fx : Rep(OSp(m|2n)) → Rep(OSp(m − 2r|2n − 2r)) with 1 ≤ r ≤ min(`, n)
where x is an element in the odd part of the Lie superalgebra osp(m|2n) satisfying
[x, x] = 0. For a special choice of x (see §7.2) we show that the kernel is the thick
ideal Proj of projective representations. This enables us to control the image of
an arbitrary thick ideal I of Rep(Om−2n) under the functor Fm|2n. As a conse-
quence of a result of Lehrer-Zhang [LZ2, Corollary 5.8], the functor Fm|2n is full
and so the image of Fm|2n is the space of tensors of OSp(m|2n), the direct sums
of summands of tensor powers V ⊗r. Along with results on the kernel of Fm|2n
we obtain a classification of the tensors of Rep(OSp(m|2n)). For any m,n ≥ 0
and any partition λ, Fm|2n(R(λ)) is an indecomposable object of Rep(OSp(m|2n))
(Theorem 7.3) and is non-zero if and only if λ satisfies k(λ) ≤ min(`, n) (Corollary
7.13). Moreover, any non-zero indecomposable summand of a tensor power V ⊗r in
Rep(OSp(m|2n)) is isomorphic to Fm|2n(R(λ)) for precisely one partition λ ∈ Λr
satisfying k(λ) ≤ min(`, n) (Corollary 7.14). We end the article with some open
questions and problems in §8.
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2. Deligne’s Rep(Oδ)
2.1. The Brauer category. Given r, s ∈ Z≥0, a Brauer diagram of type r → s is
a diagrammatic presentation of a partitioning of
{i | 1 ≤ i ≤ r} ∪ {j′ | 1 ≤ j ≤ s}
into disjoint pairs obtained by imagining 1, . . . , r written below 1′, . . . , s′ and draw-
ing strands connecting paired elements. For example, the following Brauer diagram
of type 5→ 3 corresponds to the pairing {1′, 3′} ∪ {1, 2′} ∪ {2, 5} ∪ {3, 4}:
We say that two Brauer diagrams are equivalent if they are of the same type and
represent the same pairing. In diagrammatic terms, this means that one diagram
can be obtained from the other by continuously deforming its strands, possibly
moving them through other strands and crossings, but keeping endpoints fixed.
Given Brauer diagrams g and h of types q → r and r → s respectively, we can
stack h on top of g to obtain a Brauer diagram of type q → s along with finitely
many loops made up of strands with no endpoints, which we call bubbles. We let
h?g denote the Brauer diagram of type q → s obtained by removing all the bubbles,
and let β(g, h) denote the number of bubbles removed. Note that β(g, h) and h ? g
(up to equivalence of Brauer diagrams) are well defined and independent of the
chosen equivalence classes of g and h.
Now, given δ ∈ k we define the Brauer category B(δ) to be the category with
nonnegative integers as objects and morphisms HomB(δ)(r, s) consisting of all formal
k-linear combinations of equivalence classes of Brauer diagrams of type r → s. The
composition of diagrams is defined by h ◦ g = δβ(g,h)h ? g; it is easy to see that
this is associative. There is also a well-defined tensor product making B(δ) into
a strict monoidal category. This is defined on diagrams so that g ⊗ h is obtained
by horizontally stacking g to the left of h. The obvious braiding gives B(δ) the
structure of a strict symmetric monoidal category. Finally, B(δ) is rigid with every
object being self-dual.
The endomorphism algebras in B(δ) are the well-known Brauer algebras intro-
duced in [Bra]. Given r ∈ Z≥0, we will write Br(δ) or simply Br for the endomor-
phism algebra EndB(δ)(r).
2.2. The category Rep(Oδ). For a fixed δ ∈ k, the category Rep(Oδ) is obtained
from B(δ) by formally adding direct sums and images of idempotent morphisms.
More precisely, we define the category Rep(Oδ) to be the Karoubi envelope of the
additive envelope of B(δ) (see, for instance, [CW, §2.5-2.6] for more details). As
explained in loc. cit., Rep(Oδ) inherits the structure of a k-linear rigid symmetric
monoidal category from B(δ), and we may identify B(δ) with a full subcategory of
Rep(Oδ). Moreover, whenever e is an idempotent endomorphism in B(δ), there is
an object im e (the image of e) in Rep(Oδ). For idempotents e ∈ EndB(δ)(r) and
f ∈ EndB(δ)(s), we will identify HomRep(Oδ)(im e, im f) = f HomB(δ)(r, s)e.
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3. Indecomposable objects in Rep(Oδ)
In this section we describe a classification of indecomposable objects in Rep(Oδ)
by partitions. We will follow the analogous treatment of Rep(Glδ) in [CW, §4]. In
what follows we will use properties of indecomposable objects in Karoubi envelopes
found in [CW, Proposition 2.7.1] without further reference.
3.1. Partitions, propagating strands, and symmetric groups. A partition is
an infinite tuple of integers λ = (λ1, λ2, . . .) such that λi ≥ λi+1 ≥ 0 for each i > 0
and λi = 0 for all but finitely many i’s. We will write ∅ = (0, . . .). The size of λ is
|λ| = ∑i>0 λi. The length of λ is the smallest integer l(λ) such that λl(λ)+1 = 0.
When λ 6= ∅, we will often write λ = (λ1, . . . , λl(λ)). Given two partitions λ and
µ, we write λ ⊂ µ to mean λi ≤ µi for all i > 0. We identify each partition with its
Young diagram in the usual manner and write λT for the transpose (or conjugate)
of λ. For example,
(4, 3, 1) = and (4, 3, 1)T = (3, 2, 2, 1).
A propagating strand in a Brauer diagram is a strand with one top endpoint
and one bottom endpoint. For example, the only propagating stand in the Brauer
diagram pictured in §2.1 is the one corresponding to {1, 2′}. Given r ∈ Z≥0, we
let Σr denote the set of Brauer diagrams of type r → r with r propagating strands
(i.e. no cups or caps), and let kΣr denote the span of these diagrams. It is easy to
see that kΣr is a subalgebra of Br that is isomorphic to the group algebra of the
symmetric group on r-elements. Now, let J ⊆ Br denote the span of all Brauer
diagrams with at least one non-propagating strand so that Br = kΣr⊕J as a vector
space. It is easy to show that J is a two-sided ideal of Br, hence we have an algebra
map pi : Br → kΣr satisfying pi(σ) = σ for each σ ∈ Σr.
3.2. Idempotents in B(δ). It is well known that primitive idempotents in kΣr
(up to conjugation) are parametrized by partitions of size r. For each partition
λ of size r, let zλ denote the corresponding primitive idempotent in kΣr. Note
that zλ is only defined up to conjugation. We should not expect zλ to be primitive
when viewed as an element of Br. Let zλ = e1 + · · ·+ ek be a decomposition of zλ
into mutually orthogonal primitive idempotents in Br. Then pi(e1), . . . , pi(ek) are
mutually orthogonal idempotents in kΣr whose sum is zλ. Since zλ is primitive
in kΣr, there exists a unique i with pi(ei) 6= 0. Set eλ = ei. Of course, this
definition of eλ depends on the chosen decomposition of zλ into mutually orthogonal
idempotents. However, the conjugacy classes of the idempotents appearing in any
such decomposition of zλ are unique. It follows that eλ is a primitive idempotent
in Br which is uniquely defined up to conjugacy.
Example 3.1. The partition λ = (2) corresponds to the following primitive idem-
potent in kΣ2:
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One can check that z(2) is primitive in B2(δ) if and only if δ = 0. Hence, e(2) = z(2)
in B2(0). On the other hand, if δ 6= 0 we have the following idempotent in B2(δ):
If we set e1 = e and e2 = z(2)−e then one can show z(2) = e1+e2 is a decomposition
of z(2) into mutually orthogonal idempotents. It follows that
Next we explain how to construct idempotents in Br corresponding to partitions
λ with |λ| < r. Write ∪ (resp. ∩) for the unique Brauer diagram of type 0 → 2
(resp. 2→ 0). Now, define the following morphisms in B(δ) for each i, r ∈ Z≥0:
ψr,i = idr ⊗ ∪⊗i, φr,i =
{
idr−1 ⊗ ∩⊗i ⊗ id1, if r > 0;
1
δi ∩⊗i, if r = 0 and δ 6= 0.
Set e
(i)
λ = ψ|λ|,ieλφ|λ|,i. In other words,
where i cups and i caps are pictured in both diagrams above. Notice e
(i)
λ ∈ B|λ|+2i
is defined for all partitions λ and all integers i ≥ 0 except for the cases when λ = ∅
and δ = 0. Moreover, since φ|λ|,iψ|λ|,i = id|λ|, it follows that e
(i)
λ is an idempotent
whenever it is defined.
Example 3.2. If δ 6= 0, then it follows from Example 3.1 that
Proposition 3.3. Given a partition λ, the objects im eλ and im e
(i)
λ are isomorphic
in Rep(Oδ) whenever e
(i)
λ is defined.
Proof. Since φ|λ|,iψ|λ|,i = id|λ|, we see ψ|λ|,ieλ = e
(i)
λ ψ|λ|,ieλ : im eλ → im e(i)λ and
eλφ|λ|,i = eλφ|λ|,ie
(i)
λ : im e
(i)
λ → im eλ are mutually inverse isomorphisms. 
Since eλ is primitive, the previous proposition implies that e
(i)
λ is primitive when-
ever it is defined. The following theorem states that, up to conjugation, these are
all the primitive idempotents in Brauer algebras. To prove the theorem, use the
well-known correspondence for finite dimensional algebras between their primitive
idempotents and simple modules, along with the classification of simple modules in
Brauer algebras found, for instance, in [CDM, §2].
6 JONATHAN COMES AND THORSTEN HEIDERSDORF
Theorem 3.4. (1) If δ 6= 0 or r is odd, then {e(i)λ | |λ| = r − 2i, 0 ≤ i ≤ r2} is a
complete set of pairwise non-conjugate primitive idempotents in Br(δ).
(2) If r > 0 is even, then {e(i)λ | |λ| = r − 2i, 0 ≤ i < r2} is a complete set of
pairwise non-conjugate primitive idempotents in Br(0).
3.3. Indecomposable objects. Given a partition λ, we set R(λ) = im eλ. Since
eλ is a primitive idempotent in B(δ) (defined up to conjugation), R(λ) is an inde-
composable object in Rep(Oδ) (defined up to isomorphism).
Theorem 3.5. The assignment λ 7→ R(λ) gives a bijection between the set of all
partitions and the set of all isomorphism classes of nonzero indecomposable objects
in Rep(Oδ).
Proof. Every indecomposable object in Rep(Oδ) is the image of a primitive idem-
potent in a Brauer algebra, hence it follows from Theorem 3.4 that the assignment
λ 7→ R(λ) is surjective. To show injectivity, assumeR(λ) ∼= R(µ) for some partitions
λ and µ. We may assume |λ| ≤ |µ|. Since Hom(R(λ), R(µ)) = eµ Hom(|λ|, |µ|)eλ,
there must be a Brauer diagrams of type |λ| → |µ|, which implies that |λ| and |µ|
have the same parity. Set i = |µ|−|λ|2 . If λ = ∅, then R(λ) ∼= R(µ) implies that the
composition map Hom(0, |µ|)×Hom(|µ|, 0)→ B0(δ) is nonzero. If δ = 0, then this
is only possible if |µ| = 0, so that λ = µ. Now we may assume λ 6= ∅ or δ 6= 0,
whence e
(i)
λ exists. By Proposition 3.3 we have im e
(i)
λ
∼= im eλ ∼= im eµ. Hence e(i)λ
and eµ = e
(0)
µ are conjugate in B|µ|(δ). Thus λ=µ by Theorem 3.4. 
3.4. Semisimplicity of Rep(Oδ). In [CW, Theorem 4.8.1] the known criteria for
semisimplicity of the walled Brauer algebras was used to show Rep(Glδ) is semi-
simple if and only if δ 6∈ Z. The semisimplicity of Brauer algebras is worked out in
[Wen] in the case k = C and in [Rui] for arbitrary k. Adjusting the proof of [CW,
Theorem 4.8.1] accordingly, we have the following theorem (compare with [Del3,
The´ore`me 9.7]).
Theorem 3.6. Rep(Oδ) is semisimple if and only if δ 6∈ Z.
4. Cap diagrams and the lifting map
In this section we will describe a lifting map for Rep(Oδ) in the same manner
as [CW, §6] and [CO, §3.2]. This lifting map will be used in §5 to prove a formula
for decomposing the tensor product R(λ) ⊗ R(µ) in Rep(Oδ) for generic values of
δ (i.e. for the given partitions λ and µ, the formula holds for all but finitely many
δ ∈ k). Moreover, the lifting map is the key ingredient for decomposing R(λ)⊗R(µ)
when δ is not generic. The lifting map can be computed concretely using the cap
diagrams described in §4.3. First, we define the lifting map in the language of
additive Grothendieck rings.
4.1. Additive Grothendieck rings. For the remainder of this paper, we let t
denote an indeterminate. Write Kδ (resp. Kt) for the additive Grothendieck rings
of Rep(Oδ) over k (resp. Rep(Ot) over k(t), the field of fractions in t). More
explicitly, we take elements of Kδ (resp. Kt) to be formal Z-linear combinations
of partitions with multiplication defined by setting λµ = ν(1) + · · · + ν(k) when-
ever R(λ) ⊗ R(µ) = R(ν(1)) ⊕ · · · ⊕ R(ν(k)) in Rep(Oδ) (resp. Rep(Ot)). Finally,
we let (·, ·)δ (resp. (·, ·)t) denote the bilinear form on Kδ (resp. Kt) defined on
partitions by setting (λ, µ)δ (resp. (λ, µ)t) equal to dimkHomRep(Oδ)(R(λ), R(µ))
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(resp. dimk(t) HomRep(Ot)(R(λ), R(µ))). The following observation will be useful
later. For a proof, see [CW, Proposition 6.1.2(2)].
(λ, µ)t =
{
1, if λ = µ;
0, if λ 6= µ. (4.1)
4.2. Lifting. Fix a partition λ and consider the idempotent eλ ∈ B|λ|(δ). By [CO,
Theorem A.3] there exists an idempotent e˜λ =
∑
g agg with ag ∈ k[[t − δ]] for
each Brauer diagram g of type |λ| → |λ| such that e˜λ|t=δ = eλ. We view e˜λ as an
idempotent in the Brauer algebra B|λ|(t) with coefficients in the field k((t − δ)).
Denote by dλ,µ the number of idempotents corresponding to the partition µ in any
decomposition of e˜λ into a sum of mutually orthogonal primitive idempotents in
B|λ|(t). Now, set
liftδ(λ) =
∑
µ
dλ,µµ.
The lifting map satisfies the following properties:
Theorem 4.1. (1) The assignment λ 7→ liftδ(λ) prescribes a k-algebra isomorphism
Kδ → Kt which respects bilinear forms for all δ ∈ k.
(2) For any λ, dλ,λ = 1. Moreover, dλ,µ = 0 unless µ = λ or |µ| < |λ|.
(3) For any λ, liftδ(λ) = λ for all but finitely many δ ∈ k.
(4) (λ, µ)δ =
∑
ν dλ,νdµ,ν for all partitions λ and µ.
Proof. The fact that liftδ is well-defined independent from the choice of represen-
tatives for eλ and e˜λ follows from [CO, Theorem A.2]. To show we are allowed
Kt as the target space as opposed to the additive Grothendieck ring of Rep(Ot)
over k((t − δ)), we refer the reader to the proof of [CW, Proposition 6.1.2]. Now,
for parts (2) and (3) we refer the reader to the proofs of the analogous statements
for Rep(St) found in [CO, Theorem 3.12(3)-(4)]. To show that liftδ is an alge-
bra homomorphism which respects bilinear forms, see the proofs of [CO, Theorem
3.12(1)&(5)]. The fact that liftδ is an isomorphism follows from part (2), which
completes the proof of part (1). Part (4) is a consequence of part (1) and equation
(4.1) (see [CW, Corollary 6.2.4]). 
4.3. Cap diagrams. The goal of this subsection is to describe how to compute
the numbers dλ,µ. Since Rep(Oδ) is semisimple whenever δ 6∈ Z (Theorem 3.6) it
follows from Theorem 4.1(4) that dλ,µ =
{
1, if λ = µ;
0, if λ 6= µ. whenever δ 6∈ Z. When
δ ∈ Z, we will compute dλ,µ using the cap diagrams found in [LS] and [ES1]. To
describe these diagrams, first for a partition λ we set
Xλ =
{
λTi − i+ 1−
δ
2
∣∣∣∣ i > 0} ⊆ δ2 + Z.
Next, the weight diagram for λ is obtained by starting with a line with vertices
labeled by the nonnegative elements of
(
δ
2 + Z
)
, and marking the vertex labeled by
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i with a 
3, if i = 0 ∈ Xλ;
©, if i 6∈ Xλ and − i 6∈ Xλ;
∧, if i ∈ Xλ and − i 6∈ Xλ;
∨, if i 6∈ Xλ and − i ∈ Xλ;
×, if i ∈ Xλ and − i ∈ Xλ and i 6= 0.
Example 4.2. Here are the weight diagrams for (4, 3, 3, 2, 1) with δ = 2 and
(6, 6, 6, 6, 4, 2) with δ = 3 respectively:
Remark 4.3. It turns out that the number of ©’s minus the number of ×’s in a
weight diagram is always bδ/2c. Indeed, it is easy to verify this for the partition
∅, and adding a box to any partition does not change the difference between the
number of ©’s and ×’s (see Proposition 5.6). With this in mind, one can always
recover δ and the partition from its weight diagram.
The cap diagram of λ is constructed from its weight diagram in two stages:
Stage 1: Connect vertex j to vertex i with a cap if i < j, i is marked with a
∨ or a 3, j is marked with a ∧, and all vertices between i and j are
either marked with a × a © or already connected to another vertex
by a cap. Continue connecting such pairs of vertices with caps until
there are no such pairs remaining.
Stage 2: Connect vertex i to vertex j with a dotted cap if both i and j are
marked with an ∧, and all other vertices to the left of i and j are
either marked with a × a © or already connected to another vertex
by a cap (dotted or un-dotted). Continue connecting such pairs of
vertices with dotted caps until there are no such pairs remaining.
Example 4.4. Here are the cap diagrams (minus the vertex labels) associated to
the weight diagrams pictured in Example 4.2:
For a given partition λ, we let Capλ denote the set of all pairs (i, j) with i < j
such that there is a cap (dotted or un-dotted) connecting vertices i and j in the cap
diagram of λ. Given A ⊆ Capλ, we let revA(λ) denote the partition whose weight
diagram is obtained by reversing the orientation on each cap (dotted or un-dotted)
in A. More precisely, the weight diagram of revA(λ) is obtained from the weight
diagram of λ by changing the marks at vertices i and j whenever (i, j) ∈ A from
∧,∨,3 to ∨,∧,3 respectively. Similarly, for any λ whose weight diagram has a
∧,∨, or 3 at the ith vertex, we write revi(λ) for the partition whose diagram is
obtained from λ by replacing the ith vertex with ∨,∧, or 3 respectively. Finally,
given partitions λ and µ we set
d′λ,µ =
{
1, if µ = revA(λ) for some A ⊆ Capλ;
0, otherwise.
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The Brauer algebra Br(δ) is quasi-hereditary when δ 6= 0 and cellular when
δ = 0 [GL]. The decomposition numbers for Br(δ) were originally determined in
[Mar]. In [CD] these decomposition numbers are described in terms of so-called curl
diagrams. We can recover their curl diagrams from our cap diagrams by replacing
all dotted caps with curls. With this in mind, it follows from [CD, Theorem 5.8]
that d′λ,µ are the decomposition numbers for Brauer algebras when δ ∈ Z. This will
allow us to deduce d′λ,µ = dλ,µ (see Corollary 4.7). We will also need the following:
Proposition 4.5. Suppose λ and µ are partitions and suppose the weight diagram
of λ has a ∨ or ∧ at the ith vertex.
(1) | revi(λ)| =
{
|λ|+ 2i, if λ has a ∨ at vertex i;
|λ| − 2i, if λ has a ∧ at vertex i.
(2) d′λ,λ = 1. Moreover, d
′
λ,µ = 0 unless µ = λ or |µ| = |λ|−2i for some i ∈ Z>0.
Proof. Part (2) follows from part (1). For part (1), Set xl = λ
T
l − l+ 1− δ2 for each
l > 0 so that Xλ = {x1, x2, . . .}. Since there is a ∨ or ∧ at the ith vertex, there
exists an integer M > 0 with xM =
{
−i, if λ has a ∨ at vertex i;
i, if λ has a ∧ at vertex i. Now, Xrevi(λ)
is obtained from Xλ by replacing xM with −xM . The desired formula follows by
examining the resulting effect on |λ| = ∑l>0(xl + l − 1 + δ2 ). 
Theorem 4.6. (λ, µ)δ =
∑
ν d
′
λ,νd
′
µ,ν for all partitions λ and µ whenever δ ∈ Z.
Proof. It follows from Theorem 4.1(4) that the statement of the theorem is sym-
metric in λ and µ, hence we may assume |µ| ≤ |λ|. Since HomB(δ)(|λ|, |µ|) = 0
unless |λ| − |µ| is divisible by 2, it follows that (λ, µ)δ = 0 unless |λ| = |µ|+ 2i for
some i ∈ Z≥0. Thus, by Proposition 4.5(2) it suffices to consider the case when
|λ| = |µ|+ 2i.
Suppose δ 6= 0. Then B|λ| is a quasi-hereditary (hence cellular) algebra (see [GL])
with decomposition numbers given by d′λ,µ (see [CD, Theorem 5.8]). In particular,
by [GL, Theorem 3.7(iii)] the projective B|λ|-modules eλB|λ| and e
(i)
µ B|λ| satisfy
the following:
dimkHomB|λ|(eλB|λ|, e
(i)
µ B|λ|) =
∑
ν
d′λ,νd
′
µ,ν .
On the other hand,
HomB|λ|(eλB|λ|, e
(i)
µ B|λ|) = e
(i)
µ B|λ|eλ = HomRep(Oδ)(R(λ), R(µ)).
It follows that (λ, µ)δ =
∑
ν d
′
λ,νd
′
µ,ν in this case.
The case when δ = 0 is similar, but requires a bit more care. One can prove these
cases with a straightforward modification of the proof of [CW, Theorem 6.4.1]. 
Corollary 4.7. (Compare with [CW, Corollary 6.4.2]) d′λ,µ = dλ,µ for all partitions
λ and µ whenever δ ∈ Z.
Proof. Put a partial order on pairs of partitions by declaring (λ, µ) > (λ′, µ′) if
either |λ| > |λ′|, or |λ| = |λ′| and |µ| > |µ|. We prove the corollary by inducting
upon this partial order. First, d∅,∅ = 1 = d′∅,∅. Now assume (λ, µ) 6= (∅,∅).
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Then
dλ,µ = (λ, µ)δ −
∑
ν
|ν|<|µ|
dλ,νdµ,ν (Theorem 4.1(2)&(4))
= (λ, µ)δ −
∑
ν
|ν|<|µ|
d′λ,νd
′
µ,ν (Induction)
= d′λ,µ (Proposition 4.5(2) and Theorem 4.6).

Example 4.8. The previous corollary along with Examples 4.2 and 4.4 imply
lift2((4, 3, 3, 2, 1)) = (4, 3, 3, 2, 1) + (3, 3, 3, 2) + (4, 2, 1, 1, 1) + (3, 2, 1, 1), and
lift3((6, 6, 6, 6, 4, 2)) = (6, 6, 6, 6, 4, 2) + (6, 6, 6, 5, 4, 1) + (6, 6, 5, 2, 1) + (6, 6, 4, 2).
Proposition 4.9. liftδ(2) = 2 for all δ.
Proof. This follows from Corollary 4.7 and Proposition 4.5(2). 
5. Tensor product decomposition
In this section we give a formula for decomposing the tensor product of inde-
composable objects in Rep(Ot). This formula along with the lifting map described
in the previous section can be used to decompose tensor products in Rep(Oδ) for
arbitrary δ. To obtain the formula we interpolate a known formula for decomposing
tensor products of irreducible representations of orthogonal groups.
5.1. Orthogonal groups. Fix m, ` ∈ Z>0 with m = 2` or m = 2` + 1. By the
universal property of Rep(Om) [Del3, Proposition 9.4], the assignment R(2) 7→ V ,
where V = km is the natural representation of O(m), defines a tensor functor
functor Fm : Rep(Om)→ Rep(O(m)). For any partition λ, let S[λ]V be the repre-
sentation of O(m) defined in [FH, §19.5].
Proposition 5.1. If λT1 + λ
T
2 ≤ m, then Fm(R(λ)) = S[λ]V .
Proof. Set r = |λ|. As in [FH, §19.5] we write V [r] ⊂ V ⊗r for the intersection of the
kernels of Fm(g) as g runs over all Brauer diagrams in Br(m) with at least one non-
propagating strand. As explained in loc. cit., S[λ]V = im(Fm(zλ) : V [r] → V [r]).
By the definition of eλ, the actions of Fm(zλ) and Fm(eλ) on V
[r] coincide, whence
S[λ]V is a submodule of Fm(R(λ)). Now Fm is full by [Del3, The´ore`me 9.6] so that
Fm(R(λ)) is indecomposable [CW, Proposition 2.7.4] and is thus zero or irreducible
in the semisimple category Rep(O(m)). The result follows since S[λ]V is irreducible
when λT1 + λ
T
2 ≤ m [FH, Theorem 19.19]. 
Remark 5.2. It turns out that Fm(R(λ)) = S[λ]V for all m and λ. Indeed, when
λT1 +λ
T
2 > m both S[λ]V and Fm(R(λ)) are zero. For the former, see [FH, Exercise
19.20]. The latter will be discussed in §7.1.
The following is a consequence of Proposition 5.1 and [FH, Theorem 19.22]:
Proposition 5.3. If l(λ) < `, then Fm(R(λ)) restricts to the irreducible represen-
tation of SO(m) with highest weight λ.
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5.2. Generic decomposition formulae. We are now in position to prove a for-
mula for decomposing tensor products of indecomposable objects in Rep(Ot). For
notational convenience we work in the additive Grothendieck rings.
Theorem 5.4. For any partitions λ and µ, the following holds in Kt:
λµ =
∑
α,β,γ,ν
LRλα,βLR
µ
α,γLR
ν
β,γν,
where LRγα,β’s are the Littlewood Richardson coefficients.
Proof. Let bνλ,µ ∈ Z be such that
λµ =
∑
ν
bνλ,µν (5.1)
in Kt. By Theorem 4.1(3), we can find m ∈ Z such that (i) liftm fixes λ, µ, and ν
whenever bνλ,µ 6= 0; and (ii) m/2 is greater than each of l(λ), l(µ), and l(ν) whenever
bνλ,µ 6= 0. Assumption (i) along with Theorem 4.1(1) imply that (5.1) holds in Km.
Hence, in Rep(O(m)) we have Fm(R(λ))⊗ Fm(R(µ)) =
⊕
ν Fm(R(ν))
⊕bνλ,µ . Next,
restrict to SO(m) using assumption (ii) and Proposition 5.3. The result now follows
from [Koi, Theorem 3.1]. 
The following is a special case of Theorem 5.4:
λ2 = ∑
µ∈Add(λ)
µ+
∑
µ∈Rem(λ)
µ in Kt, (5.2)
where Add(λ) (resp. Rem(λ)) is the set of all partitions whose Young diagram is
obtained from λ by adding (resp. removing) a single box.
Corollary 5.5. Any partition λ is a summand of 2|λ| in Kδ.
Proof. By Proposition 4.9 and (5.2), λ is a summand of liftδ(2|λ|) with maximal
size. The result now follows from Theorem 4.1(2). 
5.3. Interpretation via weight diagrams. We will repeatedly make use of (5.2).
In doing so, it will be useful to understand the effect of adding/removing boxes in
terms of weight diagrams. The following proposition is easy to verify.
Proposition 5.6. Assume δ ∈ Z. Adding (resp. removing) a single box from a
partition corresponds to replacing a single mark at vertex 12 or a pair of adjacent
marks with the marks above (resp. below) them in the following table:
∧
1
2
©∧ ∨© ×∧ ∨× ©∧ 3© ©× ©× ×© 3∧ ∨∧ ∨∧
∨
1
2
∧© ©∨ ∧× ×∨ 3© ©∨ 3∨ ∧∨ ∧∨ ©× ©× ×©
Table 1.
If µ ∈ Add(λ) ∪ Rem(λ), we will refer to the corresponding column of the table
above as a “move”. For instance, we say µ is obtained from λ by a ∧∨ ; ©×
move if the weight diagrams of µ and λ are identical except for an adjacent pair of
vertices where λ has marks ∧∨ and µ has ©×.
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6. Thick ideals
A thick ideal (see §1.2) is called proper if it does not contain all objects in C.
In this section we classify the thick ideals in Rep(Oδ). When δ 6∈ Z, Rep(Oδ)
is semisimple (Theorem 3.6), and there are no nonzero proper thick ideals in a
semisimple category. For the remainder of this section, we assume δ ∈ Z. For
notational convenience, we will identify each thick ideal I in Rep(Oδ) with subsets
of Kδ so that λ ∈ I ⊆ Kδ means R(λ) ∈ I ⊆ Rep(Oδ).
6.1. The thick ideals Ik. For a partition λ, we define the defect of λ, def(λ), to
be the number of caps (dotted or un-dotted) in the cap diagram of λ. We define
the rank of λ, rk(λ), to be the number of ©’s or the number of ×’s in the weight
diagram of λ, whichever is smaller. Now, set k(λ) = def(λ) + rk(λ). Finally, for
k ∈ Z≥0 we define the following subset of Kδ:
Ik = Z≥0{λ | k(λ) ≥ k}.
The main goal of this subsection is to prove that each Ik is a thick ideal (see
Corollary 6.5). Towards that end, let us fix the following notation:
λ2 = ∑
µ
aλ,µµ ∈ Kδ, liftδ(λ2) = ∑
ν
bλ,νν. (6.1)
In particular, we have
bλ,ν =
∑
µ
aλ,µdµ,ν . (6.2)
Proposition 6.1. bλ,ν ≥ aλ,ν for all λ, ν. Hence, if bλ,ν = 0 then aλ,ν = 0.
Proof. This follows from (6.2) since dν,ν = 1 and aλ,µ, dµ,ν ≥ 0. 
Lemma 6.2. For all partitions λ and ν, bλ,ν ∈ {0, 1, 2}. Moreover, if bλ,ν 6= 0,
then bλ,ν = 2 exactly when there is some i such that the vertices in the weight
diagram of λ (resp. ν) at positions i and i+ 1 are ∨∧ or 3∧ (resp. ©× or ×©).
Proof. By Theorem 4.1(1) and Proposition 4.9, we have liftδ(λ2) = ∑µ dλ,µµ2.
Since dλ,µ ∈ {0, 1} (Corollary 4.7), it follows from (5.2) that bλ,ν is the number of
partitions µ ∈ Add(ν) ∪ Rem(ν) such that dλ,µ = 1. Suppose µ and µ′ are two
such partitions. First, since dλ,µ = 1 = dλ,µ′ , it follows from Corollary 4.7 that
the vertices where the weight diagrams of µ and µ′ differ are all labelled by ∧ or
∨. Second, since µ, µ′ ∈ Add(ν)∪Rem(ν), the weight diagrams of µ and µ′ can be
obtained from one another using exactly two of the moves from Table 1. These two
facts are only possible if µ = µ′ or the weight diagrams of µ and µ′ are identical to
ν except for an adjacent pair of vertices where ν has ©× or ×© and either µ or
µ′ has ∨∧ (resp. 3∧) and the other has ∧∨ (resp. 3∨). Thus bλ,ν ≤ 2. Finally,
the case bλ,ν = 2 (i.e. µ 6= µ′) occurs exactly when there is an un-dotted cap in the
cap diagram of λ connecting the vertices where the weight diagrams of µ, µ′, and ν
differ. The result follows. 
Lemma 6.3. Suppose λ and ν are partitions with bλ,ν 6= 0. Then there exists a
partition η with aλ,η = bλ,ν , dη,ν = 1, and k(η) ≥ k(λ).
Proof. First, since bλ,ν 6= 0, then as explained in the proof of Lemma 6.2, there
exists µ ∈ Add(ν) ∪ Rem(ν) with dλ,µ = 1. Hence, by Corollary 4.7 we have
µ = revA(λ) for some A ⊆ Capλ. Moreover, the weight diagrams of µ and ν differ
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in at most two vertices, as prescribed by Proposition 5.6. We will refer to these
vertices as the “crucial vertices”. Next, we explain how to construct η using cases
that depend on λ and ν at the crucial vertices.
We start with the cases where the crucial vertices of ν are not ©× or ×©.
If the crucial vertices of ν are labelled by ∧∨ or ∨∧ (resp. 3∧ or 3∨), then the
crucial vertices of µ and hence of λ are labelled by either ©× or ×©. In these
cases, let η be the partition whose weight diagram has ∨∧ (resp.3∧) at the crucial
vertices, and agrees with λ at all non-crucial vertices. In all other cases where the
crucial vertices of ν are not ©× or ×©, there is a unique move from Table 1 at
the crucial vertices in λ. We let η be the partition obtained from λ by performing
that move.
Now suppose the crucial vertices of ν are ©× or ×©. In these cases we must
choose the crucial vertices of η to be©× or ×© respectively. If exactly one of the
crucial vertices is connected to another vertex, say the ith vertex, by a cap (dotted
or un-dotted) in A, then we let the non-crucial vertices of η be identical to revi(λ).
Otherwise, we let the non-crucial vertices of η be identical to λ.
With η described above, one can check that bλ,η 6= 0, dη,ν = 1, and k(η) ≥ k(λ)
through a case by case examination of the possible weight/cap diagrams for ν, µ, λ,
and η. Moreover, in each case one can use Theorem 4.1(2) and Proposition 4.5(1)
to show that the only partition η′ with bλ,η′ 6= 0 and dη′,η 6= 0 is η′ = η. Hence,
bλ,η = aλ,η by (6.2) and Proposition 6.1. Finally, since dη,ν = 1 the weight diagrams
of η and ν have identical ×’s and ©’s. Thus, it follows from Lemma 6.2 that
bλ,ν = bλ,η = aλ,η. 
Theorem 6.4. Suppose λ, µ, and ν are partitions and ν is a summand of λµ in
Kδ. Then k(ν) ≥ max{k(λ), k(µ)}.
Proof. Since µ is a summand of the product of |µ| copies of 2 in Kδ (see Corollary
5.5), it suffices to consider the case µ = 2. Since k(2) = 0, we are required to show
k(ν) ≥ k(λ) whenever aλ,ν 6= 0. By Proposition 6.1, we may assume bλ,η 6= 0. Now,
let η be the partition guaranteed by Lemma 6.3. Since aλ,η = bλ,ν and dη,ν = 1, it
follows from (6.2) that dµ,ν = 0 or aλ,µ = 0 whenever µ 6= η. Thus ν = η, which
implies k(ν) = k(η) ≥ k(λ). 
The following is an immediate consequence of the previous theorem:
Corollary 6.5. Ik is a thick ideal in Rep(Oδ) for each k ≥ 0.
6.2. Classification of thick ideals. In this subsection we will show that the Ik’s
are the only nonzero thick ideals in Rep(Oδ) (see Theorem 6.11). Our arguments
will be similar to those used in [Com]. First, we describe a special class of partitions
which depend on the fixed δ ∈ Z: It follows from Proposition 5.6 that k(µ) ≤ k(λ)
whenever µ ∈ Rem(λ). Given k ∈ Z≥0, a partition λ is called k-minimal if k(λ) = k
and each µ ∈ Rem(λ) satisfies k(µ) < k. The following two propositions concerning
k-minimal partitions will be useful later:
Proposition 6.6. A partition λ is k-minimal if and only if k = rk(λ) and the
weight diagram of λ is of the form
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The second form above occurs when λ = ∅ and δ ∈ Z≤0 is even.
Proof. Using Proposition 5.6, it is easy to check that the weight diagrams above
correspond to k-minimal partitions. On the other hand, if λ is k-minimal, then the
only moves from Table 1 that remove a box from λ and have a chance of resulting
in a partition µ with k(µ) < k(λ) are ©× ; 3∨, ©× ; ∧∨, and ×© ; ∧∨.
Hence, the weight diagram of λ cannot have ∧ at the vertex 12 , and cannot have
any of the following adjacent pairs of vertices: ©∧,×∧,3∧,∨∧,∨©,∨×,3©.
Hence, λ cannot have its leftmost mark ∧ and cannot have anything to the left of
a ∧, which implies λ cannot have any ∧’s. Moreover, the only mark allowed to the
right of a ∨ is another ∨, so the weight diagram of λ must start (from the left) with
a finite sequence of 3’s, ©’s, and ×’s, followed by an infinite sequence of ∨’s. In
particular, def(λ) = 0, or equivalently k(λ) = rk(λ). Finally, if a 3 is present, then
there cannot be any©’s. Otherwise, the leftmost© must have a × to its left, and
the move ×© ; ∧∨ will result in a partition µ whose cap diagram contains an
un-dotted cap connecting the resulting ∧ with the 3 so that rk(µ) = rk(λ)− 1 and
def(µ) = 1, whence k(µ) = k(λ) = k. 
Proposition 6.7. Suppose λ is a partition. If aλ,µ = 0 for all µ ∈ Rem(λ), then
λ is k-minimal for some k ∈ Z≥0.
Proof. Using Theorem 4.1(1) and Proposition 4.9, followed by Corollary 4.7 and
Proposition 4.5(2), followed by (5.2), we have
liftδ(λ2) = liftδ(λ)2 = λ2+ ∑
η
|η|<|λ|−1
dλ,ηη2 = ∑
ν∈Add(λ)
ν +
∑
µ∈Rem(λ)
µ+
∑
η
|η|<|λ|
cηη
for some cη ∈ Z. Now fix µ ∈ Rem(λ). If aλ,µ = 0 then by the calculation above
along with (6.2), it follows that there exists ν 6= µ with dν,µ 6= 0 and bλ,ν 6= 0.
Hence, by Theorem 4.1(2), |ν| > |µ| = |λ| − 1. Thus, by the calculation above,
ν ∈ Add(λ). In particular, |ν| = |µ| + 2. It now follows from Corollary 4.7 and
Proposition 4.5(1) that µ = rev{(i,i+1)}(ν) for some i. By examining Table 1,
it is apparent that the only way for µ = rev{(i,i+1)}(ν) with µ ∈ Rem(λ) and
ν ∈ Add(λ), is when the i, i + 1 vertices of λ are either ©× or ×©. Since µ is
an arbitrary element of Rem(λ), it follows from Proposition 5.6 that the weight
diagram of λ cannot have ∧ at the vertex 12 , and cannot have any of the following
adjacent pairs of vertices: ©∧,×∧,3∧,∨∧,∨©,∨×,3©. Now proceed as in the
proof of Proposition 6.6 to show that the weight diagram of λ has the form of a
k-minimal partition. 
We will make use of the following notation throughout the rest of this section.
Given a partition λ, we let 〈λ〉 denote the smallest thick ideal in Kδ containing
λ. More explicitly, a partition µ ∈ 〈λ〉 if and only if µ is a summand of λν for
some partition ν. Moreover, 〈λ〉 is additive (i.e. x + y ∈ 〈λ〉 whenever x, y ∈ 〈λ〉).
We now prove three lemmas concerning 〈λ〉, which will allow us to prove the main
result of this section, Theorem 6.11.
Lemma 6.8. If µ ⊂ λ, then 〈λ〉 ⊆ 〈µ〉.
Proof. Let j = |λ| − |µ|. By Theorem 4.1(1)&(2) and Proposition 4.9,
liftδ(µ2j) = µ2j + ∑
ν
|ν|<|µ|
dµ,νν2j .
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Hence, by (5.2), λ is a summand of liftδ(µ2j) with maximal size. Therefore, by
Theorem 4.1(2), λ is a summand of µ2j in Kδ, hence λ ∈ 〈µ〉. 
Lemma 6.9. For each partition λ, there exists k ∈ Z≥0 and a k-minimal partition
µ such that 〈µ〉 = 〈λ〉.
Proof. We induct on |λ|. If λ is k-minimal for some k, we set µ = λ. Otherwise,
by Proposition 6.7 there exists λ′ with aλ,λ′ 6= 0 (hence λ′ ∈ 〈λ〉) and λ′ ∈ Rem(λ)
(hence λ ∈ 〈λ′〉 by Lemma 6.8). Since |λ′| = |λ| − 1, by induction we can find a
k-minimal partition µ for some k with 〈µ〉 = 〈λ′〉 = 〈λ〉. 
Lemma 6.10. Fix nonnegative integers k ≤ k′. If λ is k-minimal and µ is k′-
minimal, then 〈µ〉 ⊆ 〈λ〉.
Proof. First, set λ(0) = ∅ and recursively define the k-minimal partition λ(k) for
k > 0 by modifying the weight diagram of λ(k−1) as follows: Find the leftmost ∨.
Since λ(k−1) is k − 1-minimal, there are only ×’s, ©’s, or a 3 to the left of that
∨ (Proposition 6.6). Use the moves ×∨ ; ∨× and ©∨ ; ∨© until the ∨ is at
vertex 1 or 12 . If the ∨ is at vertex 1, and there is a 3 at vertex 0, then perform
the move 3∨;©×. Otherwise, replace the ∨ with an ∧ and then use the moves
∧×;×∧ and ∧©;©∧ until the ∧ has only ∨’s to its right, and then perform
the move ∧∨ ; ©×. Let λ(k) denote the partition with the resulting weight
diagram. By Proposition 6.6, λ(k) is k-minimal. By Proposition 5.6, λ(k−1) ⊂ λ(k)
for all k > 0. Hence, by Lemma 6.8, 〈λ(k)〉 ⊆ 〈λ(k−1)〉 for all k > 0.
Now, it suffices to show 〈µ〉 = 〈λ〉 whenever λ and µ are both k-minimal. To do
so, by Proposition 6.6 it suffice to show µ ∈ 〈λ〉 whenever the weight diagram of
µ is obtained from λ by swapping an adjacent × and ©. Let ν ∈ Add(λ) be the
partition whose weight diagram is obtained from λ by a move of type×©; ∨∧ or
©× ; ∨∧. Using Theorem 4.1(1)&(2) and (5.2), it follows that ν is a summand
of liftδ(λ2) of maximal size, hence ν is a summand of λ2 in Kδ. Therefore ν ∈ 〈λ〉.
Now let µ ∈ Rem(ν) be the partition whose weight diagram is obtained from ν by
a move of type ∨∧;×© or ∨∧;©×. In this case, µ is a summand of liftδ(ν2)
and the only summands of liftδ(ν2) with size larger than |µ| are the partitions
in Add(ν). It follows from Proposition 5.6 and Corollary 4.7 that dη,µ = 0 for
all η ∈ Add(ν). Hence, by Theorem 4.1(2), µ is a summand of ν2 in Kδ. Thus
µ ∈ 〈ν〉 ⊆ 〈λ〉. 
Theorem 6.11. For each δ ∈ Z, the set {Ik | k ∈ Z≥0} is a complete set of
pairwise distinct nonzero thick ideals in Rep(Oδ).
Proof. Suppose I is a nonzero thick ideal in Rep(Oδ) and let k = min{k(λ) | λ ∈ I}.
We will show I = Ik. It follows from the definition of Ik and the choice of k
that I ⊆ Ik. To show the opposite inclusion, choose a nonzero x ∈ Ik. Then
x = λ(1) + · · ·+λ(l) for some partitions λ(1), . . . , λ(l) with k(λ(i)) ≥ k for each i. By
Lemma 6.9, for each 1 ≤ i ≤ l, there exists ki ∈ Z≥0 and a ki-minimal partition µ(i)
such that 〈µ(i)〉 = 〈λ(i)〉 ⊆ Ik, whence ki ≥ k. Now, pick ν ∈ I such that k(ν) = k.
It follows from Proposition 6.7 and the choice of k that ν is k-minimal. Thus, by
Lemma 6.10, λ(i) ∈ 〈µ(i)〉 ⊆ 〈ν〉 for all i. Since 〈ν〉 is additive, x ∈ 〈ν〉 ⊆ I. 
By Andre and Kahn [AK] every k-linear rigid symmetric monoidal category has
a largest proper tensor ideal N (the negligible morphisms). To this tensor ideal we
can associate a thick ideal consisting of objects X satisfying idX ∈ N (X,X). The
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associated thick ideal will again be denoted N . It is easy to show that N is the
largest proper thick ideal, and that X ∈ N if and only if dimX = 0.
Corollary 6.12. We have N = I1. Hence dimR(λ) 6= 0 if and only if k(λ) = 0.
7. The orthosymplectic supergroups
In this section we let st = R(2) in Rep(Oδ) and assume k is algebraically closed.
7.1. Rep(Oδ) and orthosymplectic supergroups. Let V be a super vector space
with dim(V0) = m, m = 2` or 2`+1, dim(V1) = 2n, equipped with a non-degenerate
supersymmetric bilinear form (, ). We denote the parity endomorphism of V by p.
The orthosymplectic Lie superalgebra osp(m|2n) [Mus, §2.3] consists of all endo-
morphisms of V which respect the supersymmetric bilinear form
osp(m|2n) = {x ∈ gl(m|2n) | (xv,w) + (−1)p(x)p(v)(v, xw) = 0 ∀v, w ∈ V0 ∪ V1}.
It is simple for m,n > 0 and its even part is isomorphic to o(m)⊕ sp(2n).
A super Harish-Chandra pair is a tuple (G0, g) where G0 is an algebraic affine
group scheme and g is a finite-dimensional Lie superalgebra g = g0 ⊕ g1 which
satisfies the following:
(1) g1 is an algebraic representation of G0
(2) g0 = Lie(G0)
(3) The right adjoint action of g0 on g1 coincides with the action of G0
(4) The bracket [, ] : g1 × g1 → g0 is G0-equivariant where g0 is regarded as a
right G-module via the adjoint action.
By [Mas2], [Ser1] the category of super Harish-Chandra pairs is equivalent to
the category of algebraic supergroups. Following Lehrer and Zhang [LZ2] we de-
fine the orthosymplectic supergroup by the super Harish-Chandra pair (O(m) ×
Sp(2n), osp(m|2n)). By definition, a finite dimensional representation ρ of osp(m|2n)
defines a representation ρ of OSp(m|2n) if its restriction to osp(m|2n)0 comes from
an algebraic representation of G0 [Ser1]. Let Rep(G) denote the category of (al-
gebraic) representations of OSp(m|2n). Fix the morphism  : Z/2Z → G0 =
O(m) × Sp(2n) which maps −1 to diag(Em,−E2n). We denote by Rep(G, ) the
full subcategory of objects (V, ρ) in Rep(G) such that pV = ρ() where p denotes
the parity morphism. Similarly we define the simple supergroup SOSp(m|2n) by
the super Harish-Chandra pair (SO(m) × Sp(2n), osp(m|2n)) and we denote its
representation category by Rep(G′).
Following Deligne [Del3] we define for δ ∈ Z the following triples (G, ,X) where
G is a supergroup,  an element of order 2 such that int() induces on O(G) its
grading modulo 2 and X ∈ Rep(G, ):
• δ = m ≥ 0 : (O(m) = OSp(m|0), id, V ),1
• δ = −2n < 0 : (Sp(2n) = OSp(0|2n),−id, V seen as odd),
• δ = 1− 2n < 0 : (OSp(1|2n), diag(1,−1, . . . ,−1), V ).
By the universal property [Del3, Proposition 9.4], the assignment st 7→ X defines
a tensor functor Fδ : Rep(Oδ)→ Rep(G, ).
1For the case δ = 0, O(0) is the trivial group, V = 0, and Rep(G, ) is equivalent to the category
of finite dimensional k-vector spaces.
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Theorem 7.1. [Del3, The´ore`me 9.6]. The tensor functor Fδ induces an equivalence
of categories
Rep(Oδ)/N → Rep(G, )
where N denotes the tensor ideal of negligible morphisms.
By Corollary 6.12, an indecomposable element R(λ) has dimension 0 if and only
if k(λ) = 0. It is easy to show that the condition k(λ) = 0 is equivalent to the
following in the three cases:
• δ = m ≥ 0 : λT1 + λT2 ≤ m,
• δ = −2n < 0 : λ1 ≤ n,
• δ = 1− 2n < 0 : λ1 + λ2 ≤ 1 + 2n.
In particular, this shows Fm(R(λ)) = S[λ]V in Rep(O(m)) for all λ (see Proposition
5.1 and Remark 5.2). One can similarly show F−2n(R(λ)) = S〈λT 〉V in Rep(Sp(2n))
where S〈λT 〉V is defined in [FH, §17.3].
More generally, by the universal property the assignment st 7→ V = km|2n defines
a tensor functor Fm|2n : Rep(Om−2n) → Rep(OSp(m|2n)). As in §1.3 we denote
I(m|2n) = ker(Fm|2n). We also use the notation Rm|2n(λ) = Fm|2n(R(λ)). The
next proposition is from [LZ2, Corollary 5.8].
Proposition 7.2. EndOSp(m|2n)(V ⊗r) = Fm|2n(Br(m− 2n)).
Theorem 7.3. i) The functor Fm|2n is full.
ii) The set {Rm|2n(λ) | λ ∈ Λr, Rm|2n(λ) 6= 0} is a complete set of pairwise
non-isomorphic indecomposable summands of the tensor power V ⊗r.
Proof. (i) Since Fm|2n is additive it suffices to show Fm|2n restricted to B(δ) is full.
Since the central element −id ∈ OSp(m|2n) acts on V ⊗r by (−1)r, it follows that
HomOSp(m|2n)(V ⊗r, V ⊗s) = 0 unless r and s have the same parity. Thus, it suf-
fices to show Fm|2n induces a surjection HomB(δ)(r, s)→ HomOSp(m|2n)(V ⊗r, V ⊗s)
whenever r and s have the same parity. Now, in any k-linear rigid symmetric
monoidal category where objects are self dual there is an isomorphism of k-vector
spaces Hom(X⊗r, X⊗s)→ Hom(X⊗r−1, X⊗s+1) which is compatible with any ten-
sor functor. Hence, the result follows from Proposition 7.2.
(ii) By [CW, Proposition 2.7.4], Fm|2n(X) is indecomposable whenever X is in-
decomposable and Fm|2n(X) ' Fm|2n(Y ) if and only if X ' Y . An indecomposable
summand R in V ⊗r corresponds to an idempotent e ∈ EndOSp(m|2n)(V ⊗r). Since
Fm|2n is full, e has a preimage e˜ ∈ Br(m−2n). Now, if im(e˜) decomposes in Rep(Oδ)
as im(e˜) = R(λ(1))⊕· · ·⊕R(λ(k)), then R = Rm|2n(λ(1))⊕· · ·⊕Rm|2n(λ(k)). Since
R is indecomposable, we must have R = Rm|2n(λ(i)) for one i ∈ {1, . . . , k}. 
Remark 7.4. By [LZ2] and [ES3] the Brauer algebra does not always map sur-
jectively onto Endosp(m|2n)(V ⊗r). This is linked with the existence of the super-
Pfaffian as explained in [LZ2, §7].
By Theorem 7.3 the image of Fm|2n, which we denote T (m|2n), is a full subcate-
gory of Rep(OSp(m|2n)). The objects in T (m|2n) are direct sums of theRm|2n(λ)’s.
A representationX of a supergroupG is a tensor generator if every representation
is a subquotient of a finite direct sum of representations X⊗r ⊗ (X∨)⊗s and their
parity shifts for some r, s ≥ 0. In the Rep(OSp(m|2n))-case it is easily seen that
X = V is a tensor generator as in [Hei]. In fact every faithful representation of an
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algebraic supergroup is a tensor generator as in the classical case [DM, Proposition
2.20] [Wat, §3.5]. The proof is virtually the same as in the classical case [Del1,
Proposition 3.1]. For the convenience of the reader we recall the argument. Let G
be an algebraic supergroup and ρ : G→ Gl(V ), V ∼= km|n, a faithful representation.
Then ρ induces a surjection k[Gl(V )] → k[G] of super Hopf algebras. This can be
proven as for algebraic groups, but also follows from the splitting theorem [Mas1,
Theorem 4.5] [Wei]: The super Hopf algebra decomposes as
k[G] ∼= k[G0]⊗k k[θ1, . . . , θs]
where θ1, . . . , θs are a k-basis of (g1)∗, the dual of the odd part of the Lie superal-
gebra attached to G. The induced morphism of algebraic groups G0 → Gl(m|n)0
gives a surjection k[Gl(m) × Gl(n)] → k[G0] by [DM]. The homomorphism of
Lie superalgebras Lie(G) → Lie(Gl(V )) obtained from ρ is injective and in turn
gives a surjection (gl(V )1)
∗ → (g1)∗. The two surjections define the surjection
k[Gl(V )] → k[G]. By [Wes, Proposition 9.3.1] every finite-dimensional representa-
tion V of G is a submodule of k[G]dimV . Hence it suffices to prove the statement
for the regular representation. By definition of the supersymmetric algebra we have
a surjective map
(V ⊗ V ∨)⊗• ⊗ (V ∨ ⊗ V )⊗• → Sym⊗•(End(V ))⊗ Sym•(End(V ∨)).
The immersion Gl(V ) → End(V ) × End(V ∨) defined by g 7→ (g, (g−1)∨) maps
Gl(V ) onto {(g, h) ∈ End(V )×End(V ∨) | g ◦h∨ = idV }. Therefore we get a third
surjection
Sym⊗•(End(V ))⊗ Sym•(End(V ∨))→ k[Gl(V )]
which combined with k[Gl(V )]→ k[G] proves the statement for the regular repre-
sentation.
Lemma 7.5. Every projective representation of Rep(OSp(m|2n)) is in T (m|2n).
Proof. The module V is a tensor generator of Rep(OSp(m|2n)). Hence every
OSp(m|2n)-module appears as a subquotient of some direct sum of iterated ten-
sor products V ⊗r. Projectives and injectives coincide [BKN, Proposition 2.2.2] in
Rep(G). If P is an indecomposable projective representation appearing as a quo-
tient of some submodule M , then it is already a direct summand of the submodule
(projectivity) and therefore already a direct summand (injectivity). 
We remark that the indecomposable projective modules in Rep(OSp(m|2n)) are
the irreducible typical modules and the projective covers of the irreducible atypical
modules.
7.2. Cohomological tensor functors. Following Duflo-Serganova [DS] (see also
[Ser2, §6.1]) we denote by X the cone of self-commuting elements
X = {x ∈ g1 | [x, x] = 0}.
For x ∈ X there exist g ∈ G0 and isotropic mutually orthogonal linearly inde-
pendent roots α1, . . . , αr such that Adg(x) = x1 + · · · + xr with each xi ∈ gαi .
The number r is called the rank of x. The rank is a number between 1 and
def(g) = min(`, n). For x ∈ X of rank r and any representation (M,ρ) ∈ Rep(G)
we define Fx(M) = ker(ρ)/Im(ρ). As in loc. cit., this defines a tensor functor
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Fx : Rep(OSp(m|2n)) → Rep(OSp(m − 2r|2n − 2r)). For M ∈ Rep(G) we define
the associated variety by
XM = {x ∈ X | Fx(M) 6= 0}.
From now on we will study the Duflo-Serganova tensor functor associated to
x =
(
0 
0 0
)
,  = diag(1, 0, . . . , 0)
and denote the corresponding tensor functor by DS. An easy computation verifies
the next lemma.
Lemma 7.6. DS maps V to the standard representation of OSp(m− 2|2n− 2).
Lemma 7.7. The kernel of DS is equal to Proj.
Proof. It is sufficient to test this for G′. By [DS, Theorem 3.4], M is projective if
and only if XM = {0}. The variety XM is a Zariski-closed G′0-invariant subvariety
ofX by [DS]. ThenXM is non-zero if and only if it contains a minimalG
′
0-orbit with
respect to the partial order given by containment in closures. The computations
in the proof of [DS, Theorem 4.2] show that the set X1 = {x ∈ X | rk(x) = 1}
is the only nontrivial minimal orbit for the G′0-action on X. Since our fixed x is
in X1, we conclude that DS(M) = 0 implies that XM = {0} and hence that M is
projective. 
Corollary 7.8. Under DS
Rm|2n(λ) 7→
{
0, if Rm|2n(λ) is projective;
Rm−2|2n−2(λ), otherwise.
Proof. This follows from the diagram
Rep(Om−2n)
Fm|2n

Fm−2|2n−2
**
Rep(OSp(m|2n)) DS // Rep(OSp(m− 2|2n− 2)).
(7.1)
SinceDS maps V to the standard representation, the universal property of Deligne’s
category [Del3, Proposition 9.4] implies that the diagram is commutative. 
Corollary 7.9. DS restricts to a functor DS : T (m|2n)→ T (m− 2|2n− 2).
Corollary 7.10. We have strict inclusions . . . ( I(m|2n) ( I(m−2|2n−2) ( . . ..
Proof. The kernel of Fm−2|2n−2 is the kernel of the composed functor DS ◦ Fm|2n.
The kernel of DS is Proj which is nontrivial. 
7.3. Another classification of thick ideals. In this subsection we show that
every nonzero proper thick ideal in Rep(Oδ) is of the form I(m|2n) = ker(Fm|2n)
for some m,n ∈ Z≥0 with m− 2n = δ.
Lemma 7.11. Let C be a pseudoabelian k-linear rigid symmetric monoidal category.
Then any thick ideal I contains the thick ideal Proj.
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Proof. Let P be projective and M ∈ I. Then End(M) = Hom(M ⊗M∨,1). In
particular we have an epimorphism ϕ : M ⊗M∨ → 1. The composite
P ⊗M ⊗M∨ id⊗ϕ // P ⊗ 1 ∼ // P
is an epimorphism. Since P is projective it has a right-inverse. Hence P is a retract
of the element P ⊗M ⊗M∨ and hence in I. 
Theorem 7.12. Every nonzero proper thick ideal in Rep(Oδ) is of the form I(m|2n).
Proof. Let I be a nonzero proper thick ideal in Rep(Oδ). By Theorem 6.11 I
belongs to the chain I1 ⊇ I2 ⊇ I3 ⊇ · · · , hence by Corollary 7.10 we can choose
m ∈ Z≥0 which is minimal with I(m|2n) ⊂ I and δ = m − 2n. The image of
I under Fm|2n, denoted I ′, is a thick ideal in T (m|2n). If I ′ is nonzero, then it
contains Proj ⊂ T (m|2n) by Lemma 7.11. In this case it follows from Lemma 7.6
and Corollary 7.9 that I ′ contains the kernel of DS : T (m|2n)→ T (m− 2|2n− 2),
and thus by the commutative diagram (7.1) we have I(m − 2|2n − 2) ⊂ I, which
contradicts the minimality of m. Therefore I ′ = 0, which implies I = I(m|2n). 
Corollary 7.13. I(m|2n) = Imin(`,n)+1.
Corollary 7.14. The assignment λ 7→ Rm|2n(λ) is a bijection from the set of
all λ ∈ Λr with k(λ) ≤ min(`, n) to the set of isomorphism classes of nonzero
indecomposable summands of V ⊗r in Rep(OSp(m|2n)).
Remark 7.15. We work with OSp instead of SOSp since the analogue of Fm|2n for
SOSp is not full (see Remark 7.4). The restriction functor from Rep(OSp(m|2n))
to Rep(SOSp(m|2n)) sends the standard representation to the standard represen-
tation. Because a tensor functor from the Deligne category is uniquely determined
by the image of st, the two tensor functors
F ′m|2n : Rep(Om−2n)→ Rep(SOSp(m|2n)),
Res ◦ Fm|2n : Rep(Om−2n)→ Rep(OSp(m|2n))→ Rep(SOSp(m|2n))
are isomorphic. The restriction of irreducible and projective representations is
determined in [ES2, §2.2]. Note in particular that F ′m|2n(R(λ)) is in general not
indecomposable. This can be seen even in the classical case when n = 0 and
m = 2`. Indeed, F2`(R(λ)) = S[λ]V restricts to the sum of two simple SO(2`)-
modules whenever λ has length ` [FH, Theorem 19.22].
7.4. Tensors of OSp(m|2n). This subsection consists of a few immediate applica-
tions concerning tensors of Rep(OSp(m|2n)).
Lemma 7.16. A tensor Rm|2n(λ) in Rep(OSp(m|2n)) is projective if and only if
k(λ) = min(`, n).
Proof. This follows from Lemma 7.7 and the commutative diagram (7.1). 
The lemma provides no way to read of the weight of the socle or head of the
projective representation. Such a description is given in [ES2, Proposition H].
Corollary 7.17. The superdimension sdim(Rm|2n(λ)) 6= 0 if and only if k(λ) = 0.
Moreover, sdim(Rm|2n(λ)) = sdim(Fm−2n(R(λ))) for all λ.
Lemma 7.18. Every atypical block contains a non-projective tensor Rm|2n(λ).
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Proof. Every typical representation is of the form R(λ) for some partition λ. Let
Γ be a block of atypicality k and choose x ∈ X with rk(x) = k such that the
functor Fx : Rep(OSp(m|2n)) → Rep(OSp(m − 2k|2n − 2k)) sends the standard
representation to the standard representation. The block Γ is determined by its core
Lcore as in [GS], an irreducible typical representation in Rep(OSp(m−2k|2n−2k)).
Then Lcore = Rm−2k|2n−2k(λ) for some λ. Since Fx(Rm|2n(λ)) = Rm−2k|2n−2k(λ),
the module Rm|2n(λ) ∈ Rep(OSp(m|2n)) is in Γ. It is not projective since it is not
in the kernel of Fx. 
Applying DS min(`, n)-times gives a functor Rep(OSp(m|2n)) → Rep(G, ).
Equivalently, we could pick any x ∈ X with rk(x) = min(`, n) such that the func-
tor Fx : Rep(OSp(m|2n)) → Rep(G, ) maps V 7→ X. Then the functor Fx is
isomorphic to DSmin(l,n) on T . By Lemma 7.6 and the universal property [Del3,
Proposition 9.4] we have Fx ◦Fm|2n = Fm−2n. Restricting to T (m|2n) gives us the
following commutative diagram of tensor functors
Rep(Om−2n)
Fm−2n

Fm|2n
ww
T (m|2n)
Fx
''
Rep(G, ).
Theorem 7.19. T (m|2n)/N ' Rep(G, ).
Proof. Since Fm−2n is full (Theorem 7.3), the restriction of Fx to T (m|2n) is also
full, and hence factors through T (m|2n)/N . By Theorem 7.1, Fm−2n gives a bijec-
tion between the simple objects of Rep(G, ) and the indecomposable objects R in
Rep(Om−2n) with idR /∈ N . Any R in Rep(Om−2n) with idR ∈ N maps to zero in
T (m|2n)/N . Note that the image of an indecomposable element of Rep(Om−2n)
in T (m|2n)/N is indecomposable since Fm|2n is full. This shows that the func-
tor T (m|2n)/N → Rep(G, ) is one-to-one on objects. Fully faithfullness follows
trivially from Schur’s lemma. 
8. Related questions and open problems
8.1. Orthosymplectic supergroups. 1) In the Gl(m|n)-case (m ≥ n) the atypi-
cality of R(λ) is given by n−rk(λ). The Loewy length of R(λ) is equal to 2 def(λ)+1
and its socle is irreducible. One could expect that this holds true in the orthosym-
plectic case as well.
2) More generally it would be interesting to understand the Loewy filtrations of
the Rm|2n(λ) and compute Fm|2n(R(λ)) as in the Gl(m|n)-case [Hei]. This would
imply tensor product decompositions for the representations in T (m|2n). We plan
to address these questions in a second paper.
3) The summands of the tensor power V ⊗r have been studied in [BLR] for
|m − n| > r. They show that the character of their summands Tλ is given by
a function scλ which can be written as a linear combination of Schur functions
sµ [BLR, Theorem 4.24]. It is not obvious how to extend this character formula
inductively to larger r as in [CW, Theorem 8.5.2]. If we want to compute ch(R(λ)),
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we might induct on the degree and the lexicographic ordering of the partitions and
assume a formula for the character of R(µ) in terms of scµ for µ smaller than λ
(note that [BLR] work actually with spo(m|n) with m even, hence this is an abuse of
notation). Write λ = µ+ ν for two partitions µ and ν. By the results on the tensor
product decomposition we can write R(µ) ⊗ R(ν) = R(µ + ν) + ⊕iR(ηi) where
the ηi are partitions which are smaller than µ+ ν, either in degree or lexicographic
ordering. If we take the character on both sides we would need a nice formula for
scµscν which does not seem to be obvious.
4) In [LZ1, Corollary 5.8], Lehrer and Zhang describe the kernel of the surjective
map ψ
m|2n
r : Br(m− 2n)→ EndOSp(m|2n)(V ⊗r) induced by Fm|2n. Is there a more
direct description using the k(λ)-condition?
8.2. Strange supergroups. An odd Brauer supercategory has been introduced by
[KT] and [Ser2] (see also [BE]). This supercategory plays the role in the represen-
tation theory of the pareiplectic supergroup P (n) analogous to that of the Brauer
category for orthosymplectic supergroups. Similarly, for the queer supergroup Q(n)
one can define an oriented Brauer-Clifford supercategory whose endomorphism al-
gebras are the walled Brauer superalgebras from [JK]. Taking super-Karoubi en-
velopes of these diagram supercategories yield supercategories Rep(P ) and Rep(Q)
which admit functors to Rep(P (n)) and Rep(Q(n)) respectively. Perhaps one could
classify thick ideals in Rep(P ) (resp. Rep(Q)) and use that classification to better
understand the indecomposable summands of tensor powers (resp. mixed tensor
powers) of the standard representation of P (n) (resp. Q(n)).
8.3. Modified traces. Thick ideals will sometimes admit modified trace and di-
mension functions as defined in [GKP]. For example, in [CK] it was shown that if
δ ∈ Z≥0 then the unique nonzero proper thick ideal in Deligne’s Rep(Sδ) admits a
modified trace. It would be interesting to determine which thick ideals in Rep(Oδ)
admit modified traces.
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