Abstract-Neural networks and the Kriging method are compared for constructing fitness approximation models in evolutionary optimization algorithms. The two mod. els are applied in an identical framework to the optimization of a number of well known test functions. In addition, two different ways of training the approximators are evaluated: In one setting the models are built off-line using data from previous optimization runs and in the other setting the models are built online from the data available from the current optimization.
Introduction
This study focuses on the use of meta-modeling techniques in evolutionary optimization algorithms. The driving idea is to suhstitute computationally expensive objective function evaluations with a computationally cheap, data-driven approximation of the oriiinal objective function [7] .
Following [XI, the vptimization algorithm used lor this study is based on the Evolution Strategy with covariance matrix adaptation (CMA) [5] . The approximation model is used according to the population control model introduced in 181 . This means, that, for a given number of consecutive generra- 
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In this study. two different meta-modeling techniques are compared: one is feed-forward neural networks implemented in [SI and the other is the Kriging method presented in [ I . 131. Two different approaches to the adaptation of metamodels for optimization problems are demonstrated. First, the models are built before the optimization starts, i.e. the models are adapted to a data set that was generated heforr optimization. This is called ofl-/iiie leorniiig. It is assumed that a data set is available from previous optimization runs. 
Neural Network
Feed-forward neural network models have widely been used for function approximation 19). In most general cases, layered and fully connected networks are used in combination with the back-propagation (BP) algorithm as the learning method. However, it has been shown that this standard structure and the BP algorithm are often very inefficient. To improve the performance of feedforward neural networks, it is very common to adopt a faster variation of the BP learning algorithm and to optimize the structure of the neural network for a given problem [IO] .
A Lamarckian framework of evolutionary algorithms is employed to generate the neural network model [6] , where both the structure and the parameters are optimized. The available data is split into training data set and a test data set. (1)
where € 7~ and ETT are the approximation error on the trainins data and test dara. respectiuely. A maximum of 10 hidden neurons is specified and the population size for neural network training is 32. 75 generations are run. Three different runs have k e n conducted for each data set and the hest neural network model is selected for fitness approximation.
Kriging
The Kriging method [3, I ] models a system as a localized, stochastic Gaussian process with an expected value and a covariance matrix C. For this study, the so called Ordiriar? Ki-igblg with a Gaussian covariance structure is used. i.e. the system's response Z(x) is assumed to he of the form
where p ( z ) is the expected value of the process and 6 a stochastic component with a covariance structure c(zi.xj).= e s p -8 ) z i ~ zj)*)
where H is to he adapted to the sample data hy Maximum Likelihood and Iz, -zjl is ihe Euclidean distancr between x7 and xj.
The prediction for z is given as
Z ( x ) = . p i Z ( Z , ) .
i=l where the A; are derived from the covariance matrix ofthe underlying Gaussian process and the sample data. Additionally the Kriging method allows to estimate the mean square prediction emor U : ( " ) , so that prediction intervals can he constructed as
where 8 is a 9590 confidence interval. in case the original process under study is indeed Gaussian.
Test Problems
.
The following well known test functions are used to compare the performance of the algorithms (cf. 12, B2.7.31). AI1 functions are to he minimized and n is the problcm dimension.
Ackley-Function
The minimum is at x* = 0 with the minimal function value f(X') = 0 
Rosenbrock-Function
,
Experimental Setup
Simulations ha\'e heen conducted for the test functions with a dimension of 10 and 50. For each test function. 20 optimization runs with the help of a meta-model have been performed.
In the framework for using meta-models, the cuntrol cycle c is set to 6 and the control frequency f is fixed to 4 in contrast to an adjustable one in [E] . The reason for a fixed frequency is to remove possible interference hetween factors from the metamodel used and those from the adaptation of the frequency because the main purpose of this study is the investigation oi different meta-modeling techniques.
OfRine
For the IO-dimensional Ackley function a set of 500 learnin: data points has heen used to construct the meta-models. Fc the 50-dimensional Ackley function a set of 1000 learnin: data points has been used.
For the IO-dimensional Rosenbrock function a set of 1. 5 learning data points has been generated for building the met; model. For the 50-dimensional Keane function a set of 7C learning data points has been used. The data are taken fro5 previous optimization runs with.standard evolution strategic For the IO-dimensional Keane function a set of 150 leal I ing data points bas been crealed. For the SO-dimensior Keane function a set of' 700 learning data points has hcl used. A11 data werr taken from previous optimization rut with standard evolution strategies.
Online
New data hecomes availahle during the optimization. Ohviously. these new data should he used for updating the metamodels. For the neural network model, the data generated during the optimization are used to tune the parameters of the neural network online using the RPROP learning method [ I I] . In other words. the structure of the neural network is determined hased on the off-line training data and does not change during optimization.
There are some differences in the online adaptation of the Kriging model. During the online learning, a separate Kriging model is constructed for each new offspring individual whose fitness is to be predicted. To do so, a subset S of all individuals that have already been evaluated with the original oh,jective function is computed. In this study, the set S consists of the 10 individuals that are closest to the individual to he predicted. A Kriging model is then fitted to the data in S.
The resulting model is used for prediction ofthe new individual. In addition. the lower 95% confidence interval is adopted for predictions during the online construction of the Kriging models, following a similar suggestion in [4J.
Results

Off-line Learning
The comparison in this suhsection will focus on the offline learning situation with an evolution control frequency of .f = 4. Figures 4-9 each show the convergence of the evolutionary optimization runs supported by nieta-model ("Kriging" and "Neural Net") and those without the support of the meta-models ("Plain"). Notice that only the fitness of the individuals using the original fitness function is shown in the figures.
Especially for the Ackley function it is obvious from figures 4 and 5 that the evolutionary algorithm does not henefit from the introduction or the meta-models. In the 50 dimensional cast there is hardly any convergence of the model assisted strategies visible. while the plain strategy still seems to improve even in the last iteration. assigned to the strategy. Comparing the sum of thr. values assigned in this way, we find that the plain strategy wins the highest points.
Online Learning
The comparison in this suhsection will focus on the online to reach a clear conclusion on the performance of the strategies. it does imply that there i s no ohvious advantage i n using the meta-mddds. when the generation-hased evolution control is applied with a fixed frequency to call the approximate model.
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Discussion
The results obtained in this study suggest that neither Kriging nor neural network approximations can achieve robust and convincing acceleration of the optimization, when the generation hased evolution control strategy is applied with a fixed control frequency.
Ii is not surprising to observe that the prediction quality differs depending on the learning schedule. Our results indicate that meta-models trained off'linr could provide unexpected predictions on unseen data points while models trained online give hetter predictions. which suggests that the construction o f local meta-models i s more practical and reliable. than glohal models. Nevertheless, evolutionary optimization supported hy local models with relatively good prediction quality could still disturb the evolutionary search. From the results obtained in this study, no conclusion can he drawn on which meta-model is hetter for fitness approximation in evolutionary optimization.
Compared to the more promising msults ohtained in [8] . i t is believed that the online adaptation of the control frequency may he critical to the success of using meta-models for fitness evaluation' in evolutionary computation. A straightforward explanation to this is~the fact that if a meta-model is o f poor quality, then this model should not he used often at the beginning of the search. Ohviously. the model quality improves as the evolutionary search proceeds. Thus. a general rule is that the original function should he used more often at the heginning so that the quality of the meta-niodel can he improved significantly. After a certain number ofgeneralions the model becomes much more reliahle and can he employed more often for fitness evaluation.
In addition. the differences between the results found i n this study and the results reported in [4] indicate that the way how the meta-modd i s used plays a crucial role for the optimization performance. I t is speculated that when the quality o f the meta-model is not of sufficient quality, individual-based evolution contra[ could he more stable than the generation-based evolution control. 
Summary and Conclusion
In this study three different test functions. namely the Ackley function, the Rosenhroct function, and the Keane function have been used to compare the optimization performance using evolution strategies assisted by meta-models. As metamodels the Kriging and the neural network based techniques are used. For both techniques, two different modes of model construction have been considered. In the off-line learning mode, data from previous optimization runs are used to build a model before it is applied in optimization. In the online learning mode. the meta-model is updated repeatedly with new data generated from the optimization. In all cases the online learning mode showed sign&antly better results than the offline learning mode.
During optimization the meta-model is used according to the generation-hased evolution control. Neither the Kriging model nor the neural network could clearly demonstrate an advantageous performance over an evolutionary optimization without meta-models. Very often. optimization assisted with a meta-model leads to a degraded performance.
This study leaves a number of open questions:, What are the main reasons for performance degradation of optimization. when the number of "model only" iterations is increased?
How far can the adaptation of strategy parameters of evolution strategies be influenced by using the metamodel?
Can the population control model as used in this study be improved to yield better performance'! Answering these questions will be subject to future research.
Figures . ~
Fipre 4: IO-dimensional Ackley function, off-line learning. f = -1. The Kriging supported strategy is the worst. while the plain evolution stratrgy is better than the neural net supported strategy. plain strategy perform comparably well. with the plain strai egy being slightly better-in the end. The neural net supportf strategy exhibits worse results than the two other strategies. sults. while the neural net supported strategy is slightly betti than the plain strategy. The results are very close though.
