In the first part of this paper we introduced products of modal logics and proved basic results on their axiomatisability and the f.m.p. In this continuation paper we prove a stronger result -the product f.m.p. holds for products of modal logics in which some of the modalities are reflexive or serial. This theorem is applied in classical first-order logic; we identify a new Square Fragment (SF) of the classical logic, where the basic predicates are binary and all quantifiers are relativised, and for which we show the f.m.p. in the classical sense. Also we prove that SF not included in Guarded Fragment (and in Packed Fragment) and that it can be embedded into the equational theory of relation algebras. 1
Introduction
The idea of the similarity between modalities and quantifiers is as old as logic itself; since ancient times it has been known that necessity is a universal statement, and possibility is an existential one. After a long historical development this simple idea has lead nowadays to the rapidly growing interaction between modal logic and classical logic.
The simplest example here is the equivalence between the Lewis system S5 and the one-variable fragment of classical first-order logic QCL via the well-known Wajsberg's interpretation of modalities as quantifiers [45] translating 2 as ∀x, 3 as ∃x and the propositional variables p i as atoms P i (x). The same correspondence exists between the intuitionistic modal logic MIPC and the one-variable intuitionistic first-order logic [8] .
Thanks to Kripke semantics, many other systems of modal logic can be interpreted in classical logic in a similar way, so that modalities correspond to relativised quantifiers. 2 This "standard interpretation" translates every modal formula A into a one-parametric classical formula A * (x), with the propositional variable p i translated Thus the minimal modal logic K n corresponds to a certain fragment of QCL; in fact, as noticed in [11] , this fragment is (up to equivalence) of H-dimension two, i.e. it uses only two individual variables, free or bound. For modal logics with extra axioms expressing some first-order properties of the "guards" R j (such as reflexivity, transitivity, or more generally, Sahlqvist properties) this translation brings us to (twovariable) fragments of corresponding first-order theories of the guards, and modal logic technique can be applied in proofs of their decidability, f.m.p. and in estimating complexity bounds. All these fragments deal with formulas depending on a single parameter, so they (as well as the corresponding modal logics) can be called 'one-dimensional'. Despite their limited expressive power, one-dimensional modal logics are of great importance for applications. It has been noticed (but not yet fully explained) that these logics are "robust" [44] , [16] , in a sense that their good algorithmic properties are preserved for various more powerful extensions, such as temporal and dynamic logics used in program specification and verification, description logics used in knowledge representation etc.
Similarly, "many-dimensional" modal logics emerge from studies of many-parametric first-order formulas. For example, the fragment QCL − n of classical logic (with equality) using only fixed n variables: x 1 , . . . , x n transforms into "cylindric modal logic" CAX + n if we replace the quantifiers ∀x i by modal operators 2 i , the atoms P k (x 1 , . . . , x n ) by propositional variables p k and the atoms x i = x j by propositional constants δ ij (see [26] for the details). The idea of such translations dates back to W.Quine ([30] , further developed in [31] , [20] ). It manifests itself brightly in "algebraic logic", a large research area opened by A. Tarski and his school (cylindric and relation algebras [35] , [18] ) and P. Halmos (polyadic algebras [17] ). Investigation of finite variable fragments (both by classical and modal logic methods) showed in particular the decidability and the finite model property (f.m.p.) of QCL − 2 [33] , [29] , [25] , and the undecidability of QCL − 3, and even of a restricted fragment of the latter, without equality and with the atoms only of the form P i (x 1 , x 2 , x 3 ) [23] .
A more recent development in the field is the discovery of Guarded Fragment (GF) of classical logic [5] , [39] . It contains formulas in which all quantifiers are relativised ("bounded"), so that they occur only in the subformulas of the form ∀x (R(x, y) → ϕ(x, y)), where x, y are lists of variables. GF is a meeting point of classical logic and modal logic, and it has applications in other areas, e.g. in AI and linguistics, see [39] . The importance of GF is justified also by its decidability within a reasonable complexity class and the finite model property. Further studies have shown that GF can be extended to a more expressive but still decidable "Packed Fragment" PF (other names: "Loosely Guarded", "Pairwise Guarded"), where quantifiers can be relativised by some (but not arbitrary) conjunctions of guards [42] , [6] .
Our paper makes a new step in the same direction: we consider many-dimensional fragments of classical logic obtained by translating products of modal logics studied in [12] . The idea of such translations is immediate from the definition of products. For example, the logic K 2 n corresponds to the (simple) square fragment (SF) of QCL: square formulas are built from the atoms P i (x, y) and the guards R k using propositional connectives and relativised quantifiers in the form ∀z (R k (x, z) → ϕ(z, y)) or ∀z (R k (y, z) → ϕ(x, z)).
Although square formulas resemble guarded formulas, they are however quite different, and in fact (as we will show) not every square formula is equivalent to some packed formula. 3 One can also notice that unlike basic modal systems, SF is not included in QCL-2, but is inside the non-tractable fragment QCL-3, which lacks both decidability and the f.m.p. Nevertheless, due to the results of [12] , SF is decidable. Moreover, in the present paper we will prove that it has the f.m.p.
Although this paper is a continuation of [12] , we have tried to make it maximally self-contained. So in Section 2 we recall the main modal logic definitions and results to be used later. Section 3 discusses basic facts about relativised fragments of QCL, with an emphasis in GF. In Sections 4, 5 we introduce cubic and brick fragments as translations of modal products and obtain some their properties by a straightforward application of [12] . A simple observation that the product logic L 1 × . . . × L n is interpretable in the cubic logic (L 1 * · · · * L n ) n (Proposition 5.13) allows us to reduce brick fragments to cubic fragments. Also we show that SF is not contained in PF (Theorem 4.7). Section 7 extends the results from [12] on the f.m.p. of modal products; we show that L 1 × . . . × L n has the f.m.p. provided L 1 , . . . , L n are "KDT-logics", that is, polymodal logics with some of their modal operators reflexive or serial (Theorem 7.9). To this end, we revisit the finite depth method in Section 6. A stronger property is the product f.m.p., which we prove for products of two KDT-logics in Section 8 (Theorem 8.12); this readily implies the f.m.p. of SF (again with some of the guards reflexive or serial) stated in Theorem 8.13. Section 9 applies the previous results to algebraic logic; we show that the basic modal products K 2 n can be interpreted in the equational theories of relation algebras and of representable relation algebras. So for these undecidable theories we identify new decidable fragments also having the f.m.p. (Theorem 9.6). The final Secion 10 briefly discusses open problems and further perspectives of our approach.
Modal logic background
Our terminology and notation are mainly the same as in [12] . We consider nmodal (propositional) formulas which are built in the language L n with the set P L = {p 1 , p 2 , . . . } of proposition letters, classical connectives (→, ⊥) and unary modal connectives 2 1 , . . . , 2 n ; the derived connectives are:
The degree of a modal formula A (denoted by d(A)) is defined by induction:
h is extended to all formulas in a standard way:
For a formula A, we write: M, w |= A (or just w |= A) instead of w ∈ h(A), and say that A is true at the world w of the model M.
A is true in the model M (notation: M |= A) if it is true at every world of M ; A is satisfied in M if it is true at some world of M.
A is valid in a frame F (notation: F |= A) if it is true in every model over F. A set of formulas Γ is valid in F (notation: F |= Γ) if every A ∈ Γ is valid. In the latter case we say also that F is a Γ-frame. The modal variety of Γ (notation: V(Γ)) is the class of all Γ-frames.
A is satisfied at a world w of a frame F (or briefly, A is satisfied at F, w) if there exists a model M over F such that M, w |= A.
Here are some set-theoretic notations. R • S denotes the composition of binary relations R and S; R −1 is the converse of R; I W is the equality relation in W. R(x) denotes {y | xRy}; R V denotes the restriction of R to a subset V, i.e. R V = R ∩ (V × V ); |X| denotes the cardinality of a set X.
A (normal) n-modal logic is a set of L n -formulas closed under Substitution, Modus Ponens, Necessitation (A/2 i A), 1 ≤ i ≤ n, and containing all classical tautologies and all formulas
where p, q ∈ P L; 1 ≤ i ≤ n. K n denotes the minimal n-modal logic. The smallest logic containing a given logic Λ and a set of formulas Γ is denoted by Λ + Γ; for a formula A, Λ + A is an abbreviation for Λ + {A}. We say that the logic K n + Γ is axiomatised by the set Γ. We use standard notations for the following well-known modal logics:
If n = 1 we write 2 instead of 2 1 , and K, D, T instead of
An m-formula is a formula having no occurrences of letters p i with i > m. L n m denotes the set of all n-modal m-formulas. An m-restricted Kripke model over a Kripke frame
W . In this case h is extended to all m-formulas.
If Λ is a modal logic, Λ m denotes its restriction to m-formulas. The sets Λ m are called restricted logics.
Elements of a logic are also called its theorems. A formula A in the language of Λ is Λ-consistent if ¬A ∈ Λ. A set S of formulas is Λ-consistent if all conjunctions of its finite subsets are Λ-consistent.
The modal logic of a frame F is the set of all modal formulas valid in F (notation: L(F )); the modal logic L(C) of a class of n-modal frames C (or the modal logic determined by C) is the intersection {L(F ) | F ∈ C}.
A modal logic is Kripke-complete iff it is determined by some class of frames; it has the finite model property (f.m.p.) iff it is determined by some class of finite frames; it has the countable frame property (c.f.p.) iff it is determined by some class of countable frames (where 'countable' means 'of cardinality ≤ ℵ 0 ').
If
is called a generated subframe of F . 
and also that for any y ∈ W x , for any modal formula A,
The same holds for restricted models, with obvious changes. A frame F is rooted if F = F x for some x; similarly, rooted Kripke models are those of the form M x .
Definition 2.1
The disjoint sum (or disjoint union) of a family of frames
The following is well-known (cf. [9] ):
(2) f has the lift property:
Definition 2.4
The m-fold lift property (at x w.r.t. i) is a stronger version of (2):
A world x in a frame We recall also that for any n-modal logic Λ (restricted or not), there exists the canonical (Kripke) model M Λ = (F Λ , θ Λ ), where
W Λ is the set of all maximal Λ-consistent sets of formulas,
The frame F Λ is called the canonical frame for Λ. Restricted canonical frames (respectively, models) are canonical frames (respectively, models) for restricted logics Λ k.
The following properties of canonical models are well-known:
Lemma 2.6 (distinguishability). Two worlds in M Λ k are equal iff the same kformulas are true in them.
Proof. Similar to [12] [12] .
The following lemma is a modification of [12] , Lemma 2.8.
Lemma 2.8 Let x, y be two worlds in
Proof. Obviously, the map f sending x to y and all other points to themselves, is an isomorphism between M
Then by Generation Lemma,
By 2.6 this implies
Their product is the frame
One can easily show that the operation × is associative, up to isomorphism.
Definition 2.10
An n-brick is a frame of the form
Definition 2.11 Let C 1 , C 2 be classes of n-and m-frames respectively. Their product is the class of (n + m)-frames
Definition 2.12
For a class C of frames of the same type, we define:
Similarly we define the product of several logics:
Definition 2.14 The n-th power of a modal logic Λ is
Remark. The question (due to M. Pentus) whether the multiplication of logics is always associative, is open; we do not know even if
Definition 2.15 A nonempty class of frames of the same type is called vast if it is closed under isomorphisms and finite disjoint sums.
A particular case of the following proposition was proved in [12] (Proposition 15.14). 
Proposition 2.16 For any vast class C,
. . , S m ) be frames with the same set of possible worlds. Their fusion is the frame
If C 1 , C 2 are classes of n-and m-modal frames respectively, their fusion is the class of (n + m)-modal frames: 
It is easily proved that
It is obvious that fusions (of frames, classes, and logics) are associative. 
(2) For any m-modal formula A,
Proof. The first equivalences in (1) , (2) 
The conservativity over L(C 2 ) +n is proved analogously.
Proof. See [12] , Corollary 3.17.
Lemma 2.25 Let
Then by Lemma 2.24, we have
has the product finite model property (respectively, product countable frame property ) iff it is determined by some class of products of finite (respectively, countable) n 1 -, ..., n r -modal frames.
For a logic Λ, we denote the class of all finite (respectively, countable) Λ-frames by V f (Λ) (respectively, by V c (Λ) ).
Proof. We prove only (1) 
, where C i is a class of finite n i -frames. Then for every
, and consequently
Lemma 2.28
For a modal logic Λ,
Proof. By 2.16, we have Proof. By a little modification of Theorem 5.5 from [12] . We consider only the case r = 2 leaving the general case to the reader. Let (C 1 × C 2 ) × be the isomorphism closure of the class
× denotes the expansion of (F 1 × F 2 ) by two standard projections pr 1 , pr 2 . In [12] it is shown that the class (
× is ∆-elementary; so for some set S of first-order sentences in predicate letters R 1 , . . . , R n1+n2 and function symbols τ 1 , τ 2 , for any structure µ of the corresponding type
Hence it follows that for any
where A * is the standard first-order translation (see Example 2.1 above).
and similarly to (1), we obtain that
Then by Löwenheim -Skolem Theorem, from (1) and (2) we obtain:
Relativised quantifiers
As pointed out in the Introduction, recent investigations have shown that the decision problem in classical logic becomes solvable if quantification is relativised in a special way. Therefore study of the expressive power and algorithmic properties of various fragments with relativised quantifiers has now become a new prominent line of research.
To give an overview of some results in this area, let us define a certain classification of fragments of classical logic. We will identify a classical first-order language with its set of formulas. Nonempty lists of individual variables are denoted by x, y, . . . . The notation ϕ(x) means that x is a list of parameters of a formula ϕ. L denotes an arbitrary classical first-order language.
where α(x, y, z) ∈ L; x, y, z, u, t are lists of variables such that x, y, z, u are disjoint and y, u, t are disjoint.
Definition 3.2 Let A be a set of (some) atomic formulas in
• L − is closed under propositional connectives.
If T is a first-order theory (i.e. a set of formulas) in
In loose words, we will say that
is a context in L − (with ϕ indefinite) instead of saying that α(x, y, z), u, t is a context. By default we always assume that x = t. [5] , see also [39] . Furthermore, in [15] it was proved that the satisfiability problem in GF is complete for 2-EXPTIME (the class of problems solvable by a deterministic algorithm in time 2
Example 3.3 L is a standard first-order language with equality and countably many predicate letters of every arity, A consists of all its atomic formulas. The contexts of quantification are
Some other relativised fragments of QCL fall into GF, e.g. the fragment corresponding to the logic of generalised quantifiers (this fragment was introduced in [43] , its decidability was proved first in [1] ).
Example 3.4 This is a trivial variation of GF, with the same L and A, and the contexts
where α is atomic.
Although formally such formulas are not in GF, they all have equivalents in GF,
because, if z = z 1 , . . . , z n , then ∀x (α(x, y, z) → ϕ(x, y)) is equivalent to ∀x (α(x, y, z) → ϕ(x, y) ∧ n i=1 z i = z i ).
Example 3.5 The situation changes if we allow for relativisation with some parameters not occurring in the guards. Take for example L without equality containing a single monadic predicate letter Q and triadic predicate letters
(with x, y, z fixed), and let B be the set of contexts ∀ξ (Q(ξ) → ϕ), where ξ is x, y or z.
As noticed in [5] , if in a formula ψ every subformula ∀ξ (Q(ξ) → ϕ) is replaced just by ∀ξ ϕ, we obtain a formula ψ which is equivalent (w.r.t. validity) to ψ, and thus the relativised fragment becomes equivalent to classical first-order logic with the three variables x, y, z, the atoms P 3 k (x, y, z) and non-relativised quantifiers. The latter is recursively isomorphic to the equational theory of representable diagonal-free 3-dimensional cylindric algebras, and thereofore is undecidable by [23] . [14] .
Example 3.6 If instead of QCL we take the theory of transitive guards, the Guarded Fragment even with two individual variables becomes undecidable. However, if it is also required that the set A should contain only monadic atoms, the decidability is regained

Example 3.7 On the other hand, consider the extension of guarded formulas, in which the contexts of quantification are
where α is a conjunction of atoms, such that every two variables from x, y co-occur in some conjunct of α. Then we obtain packed formulas (other names: loosely guarded, pairwise guarded), and the Packed Fragment PF of classical logic, which is decidable [40] , [42] and is of the same complexity as GF [15] .
Relativised fragments usually can be characterised in terms of appropriate bisimulations. Let us quote some results of this type. Definition 3.8 Let µ be a classical first-order structure, Z be its finite subset. Z is called live if it is either a singleton, or there exists a basic relation R in µ such that for some a 1 , . . . , a n (not necessarily distinct), Z ⊆ {a 1 , . . . , a n } and (a 1 , . . . , a n ) ∈ R. Z is called packed if every its two-element subset is live.
A guarded (respectively, packed) bisimulation between two structures µ, µ of the same type is a non-empty set F of partial isomorphisms between these structures satisfying the following back/forth conditions for any f ∈ F :
and f and g agree on the intersection of their domains;
and f −1 and g −1 agree on the intersection of their domains.
Obviously, every live subset is packed, so every packed bisimulation is guarded.
Theorem 3.10 ([39], [6]) A first-order formula is invariant under every guarded (respectively, packed) bisimulation iff it is equivalent to some guarded (respectively, packed) formula.
Cubic fragments
This and the next section consider two kinds of interpretations of modal products in QCL. Let us introduce some notations first. L1 denotes the classical language with countably many binary predicates R j , j ≥ 1 and the set of individual variables V ar = {x 1 , . . . , x n , . . . }; L1 m is the fragment of L1 with only the predicates R 1 , . . . , R m ; so L1 m -sructures are nothing but m-modal frames. The classical truth of an L1 mformula ϕ in a frame F is denoted by F |= ϕ as usual. L1 n (respectively, L1 n m ) denotes the expansion of L1 (respectively, L1 m ) by n-ary predicate letters P n l , l ≥ 1 (we assume that P 2 l and R j are distinct). For a class C of m-modal frames (= classical L1 m -structures), Th(C) denotes the first-order theory of C, and Th n (C) denotes its expansion to the language L1
y is the first variable in V ar non-occurring in A.
The formula A n is an n-dimensional analogue of the standard interpretation A * ; speaking informally, it expresses the truth of A at the world (x 1 , . . . , x n ) in a Kripke model over F n . Note that if R 1 , . . . , R r are the relations in F and S 1 , . . . , S N are the relations in F n , then S i coincides with R j taken along the k-th coordinate, provided 
The corresponding relativised fragment of QCL is called the (simple) n-cubic fragment and denoted by CF n . CF 2 is called also the (simple) square fragment and denoted by SF.
Obviously, every A n is n-cubic, and the other way round, every n-cubic formula ϕ in L1 n m is equivalent to A n for some m-modal formula A; A n is obtained by re-naming some bound variables in ϕ. 
Theorem 4.3 Let N = nr, and let C be a class of r-modal frames. Then for any
N -modal formula A, A ∈ L(C n ) ⇔ A n ∈ Th n (C).(1) M, (a 1 , . . . , a n ) |= A iff µ |= A n [a 1 , . . . , a n ].
In fact, consider the case when
Now assume A n ∈ Th n (C). Then there exists a frame F ∈ C and its expansion µ such that µ |= ¬A n [a 1 , . . . , a n ] for some a 1 , . . . , a n .
Then for the corresponding n-cubic Kripke model
is proved in the same way.
Theorem 4.3 means that the n-cubic translation is a recursive isomorphism between the modal logic L(C n ) and the n-cubic fragment of Th n (C). Therefore it implies the recursive enumerability of
is RE and C is ∆-elementary. Note that this fact follows also from [12] , Theorem 5.5, but the latter proof is longer.
Corollary 4.4 Let N = nr, Λ be an r-modal logic. Then for any N -modal formula
Proof. By Proposition 2.16 and Theorem 4.3. 
Corollary 4.5 For any nr-modal formula
Then we can use the decidability of K 2 r proved in [12] , Corollary 9.13. Now let us show the difference between square and packed formulas.
Theorem 4.7 There exists a square formula non-equivalent to any packed formula.
Proof. We apply Theorem 3.10. Consider the formula 5
it is equivalent to
Let us show that ϕ is not invariant under packed bisimulations. Consider the two structures µ, µ (fig. 1), such that
Then the following maps are partial isomorphisms: 
and we obtain a bisimulation F between µ and µ consisting of f 0 , f 1 , f 2 , f 3 , f 4 and of the six singleton maps {x → x } and {x → x }, where x ∈ {a, b, c}.
In fact, assume that f ∈ F . The non-singleton packed subsets are:
For the subsets of µ the maps g satisfying the back/forth conditions from 3.8 respectively are:
For the subsets of µ the corresponding g depend on the original f . Namely, for {a, c} we can
Similarly, for {b, c} we can
It is easily checked that if a packed subset is a singleton, the back/forth conditions also hold.
However the formula ϕ is not invariant under
Finally, we observe that SF is included in QCL-3: 
Brick fragments
Now let us define a somewhat different translation from modal to classical formulas.
Definition 5.1 Let
A be an N -modal formula, N = r 1 + · · · + r n ; by induction we define its brick translation A (r1,...,rn) (in a short notation, A ) as follows:
where 
To see the difference between A and A n , let us consider the case r = 1, n = 2. In this case A is a bimodal formula. The brick translation A (1, 1) is defined as follows:
and the cubic translation as follows:
So in the brick translation different variables are relativised by different guards, while in the cubic translation the guards are the same for all variables. 
where y replaces x k , and i satisfies (5.1.k).
The corresponding relativised fragment of QCL is called the (simple) (r 1 , . . . , r n )-brick fragment and denoted by BF (r1,...,rn) .
It is clear that every (r 1 , . . . , r n )-brick formula is equivalent to some A (r1,...,rn) . Before formulating an analogue of 4.3 for brick translations, let us make some simple observations.
Proof. By 2.20, we have
and thus
We will use the following notations. If σ : {1, . . . , m} −→ {1, . . . , n} is a mapping (a 'transformation') and A is an m-modal formula, then σ ·A denotes the n-modal formula, obtained from A by replacing every 2 i with 2
The following two lemmas are obvious.
Lemma 5.4
In the above assumptions, 
Proof. Consider the following two 'swaps':
It remains to notice that
where σ is a 'swap':
Lemma 5.8 Let C 1 , C 2 be vast classes of m-and n-modal frames respectively,
.
Proof. Again we take a 'half-shift' and a 'swap'
2 ) (by 5.7).
Finally note that
where π is the same as in 5.8.
, and thus 
Proof. By Lemma 5.8, 
, as it follows from the definitions.
Proof. Take C i = V(L i ) and apply 5.11, 2.22 (3) .
The previous considerations can be extended to products of several logics. The proofs are quite similar. 
Theorem 5.14 Let L i be an r i -modal logic, 1 ≤ i ≤ n, and let
Proof. By 5.13,
A ∈ L(C 1 × . . . × C n ) iff (π · A) ∈ L((C 1 * · · · * C n ) n ).
By 4.3 and 2.16,
Then note that (π · A) n = A (r1,...,rn) .
Corollary 5.15 Let L i be an r i -modal logic, , with V(L i ) = ∅, 1 ≤ i ≤ n, and let
Theorem 5.14 means that, via the brick translation, L(C 1 × . . . × C n ) is recursively isomorphic to the (r 1 , . . . , r n )-brick fragment of Th n (C 1 * · · · * C n ). So it also implies another proof of Theorem 5.5 from [12] stating the recursive enumerability of L(C 1 × . . .×C n ) in the case when all classes C i are ∆-elementary, and their first-order theories are RE.
We conclude this section with several lemmas to be used in the sequel.
Lemma 5.16 Let L 1 , . . . , L n , A, π, N be the same as in 5.15. Then for any
Proof. Similar to 5.10.
Proof. If the logic L i is r i -modal, then for any frames
where N = r 1 + · · · + r n , we have: 
This is because F 1 × . . . × F n+1 with the first N relations is isomorphic to a disjoint sum of copies of
F 1 × . . . × F n . Lemma 5.18 The logic L 1 × . . . × (L n * L n+1 ) is conservative over L 1 × . . . × L n .
Proof. Similarly to 5.3, this follows from 5.17 and the inclusion
Proof. 6 Note that 
Strict depth and the finite model property
In [12] we introduced the finite depth method which allowed us to prove the f.m.p. for products of minimal modal logics. In this section we extend this method and apply it to some other products. First we modify the notion of depth ( [12] , Definition 9.1). 
The strict depth of a world x in F (notation: sd F (x) or sd(x)) is the maximum length of a strict path in F beginning at x (if it exists), or ∞ otherwise. The strict depth of F is defined as sd(F
Note that the 'non-strict version' of Definition 6.1 considered in [12] is obtained by omitting the requirement x j = x j+1 . The 'non-strict' depth is denoted by d(x) in [12] . Note also that sd(x) = 0 iff x is totally maximal ( in the sense of Definition 2.4).
The following is obvious:
Lemma 6.2 If xR i y and x = y then sd(y) < sd(x).
Theorem 6.3 Let Λ be a modal logic. Then for any finite k, r the restricted canonical model M Λ k contains finitely many points of strict depth r.
Proof. This is an analogue of [12], Theorem 9.4 for strict depth, and we use a similar argument for the proof. So let Λ be n-modal, and let
We assume that S <r = {x | sd(x) < r} is finite and show that S r is finite.
By Lemma 2.8 every world x in M Λ k is uniquely determined by the following sets:
R 1 (x) − {x}, . . . , R n (x) − {x}, ε(x), δ(x).
By Lemma 6.2, x ∈ S r implies that
Let also Λ be an n-modal logic, such that N |= Λ k. Then
e. ν(x) is a world in the canonical model M Λ k ); (ii) for any n-modal k-formula A, N, x |= A iff M Λ k , ν(x) |= A; (iii) xR i y ⇒ ν(x)R i,Λ k ν(y) (i.e. ν(x) is monotonic).
Proof. Immediate from the definition of canonical models and Theorem 2.5.
Definition 6.5 The above defined mapping
Remark. Although the mapping ν is quite natural, it has not been used in modal logic until recently (cf. [10] , with a similar mapping in the intuitionistic case.) The reader can notice the resemblance between ν(x) and types of elements in classical model theory. However in the latter case there are no general analogues of canonical models, because it is not always true that all 1-types of a (complete) theory can be organised in some single model. 
Lemma 6.6 In the assumptions of 6.4, if sd(x) is finite then sd(ν(x)) ≤ sd(x) (and so, sd(ν(x)) is also finite).
Proof. By induction on sd(x). Let R j = R j,Λ k . If sd(x) = 0, we have to show that sd(ν(x)) = 0, i.e. that for every j, R j (ν(x)) is either {ν(x)} or ∅. Suppose the contrary: ν(x)R j a, a = ν(x). Then, by 2.6, there exists a k-formula A, such that
Now assume that sd(x) = r + 1 and that sd(y) ≥ sd(ν(y)) whenever sd(y) ≤ r. Then by 6.2:
(1) sd(ν(y)) ≤ sd(y) ≤ r for any y ∈ R j (x) − {x}.
Suppose sd(ν(x)) > r + 1. Then there exists a path from ν(x) of length > r + 1, and thus for some a, j
(2) ν(x)R j a & ν(x) = a & sd(a) > r.
So a ∈ ν(R j (x)).
Again by applying Lemma 2.6, for every e ∈ ν(R j (x)) we can find a formula B e , such that
By (1) and Theorem 6.3, the set ν(R j (x)) is finite, and we can consider
C = {B e | e ∈ ν(R j (x))}.
Then ∀y ∈ R j (x) y |= C (by (3) and 6.4 (ii) ), and thus
x |= 2 j C.
Hence ν(x) |= 2 j C by 6.4 (ii). By (2), ν(x)R j a, which implies a |= C. On the other hand, a |=C by (3). From this contradiction we conclude that sd(ν(x))
≤ r + 1. 
Definition 6.7 A modal logic is said to have the finite strict depth property (f.s.d.p) iff it is determined by a class of frames of finite strict depth.
Lemma 6.8 If sd(x) is finite in F
Λ k , then F x Λ k is finite.
Proof. Let sd(x) = m. By 6.2 we get that for every
y ∈ F x Λ k , sd(y) ≤ sd(x) = m.(6.9.1) Λ = L({F x Λ k | sd(x) ≤ m; k ≥ 1}). We have F x Λ k |= Λ byΛ k |=A by Generation Lemma. But sd(ν(a)) ≤ sd(a) ≤ m by 6.6. Therefore A ∈ L({F x Λ k | sd(x) ≤ m; k ≥ 1}).
The finite model property for products of KDT-logics
In this section we extend the theorem on the f.m.p. of products of minimal logics ( [12] , Theorem 9.12) to other logics, by using the notion of strict depth. First we consider the powers of the logic Λ = K n * D n and then the general case. 
Definition 7.2 ([12], Definition 4.6) A standard 1-tree is of the form (W, ), where
• W is a set of (some) finite sequences of natural numbers, • α β iff β = αn for some n ∈ ω, • the root of (W, ) is the void sequence λ.
It is easily proved that every countable n-tree is isomorphic to some standard n-tree.
in which the relations R n+1 , . . . , R 2n are serial).
Proposition 7.4 For any
, where ST (Λ n ) denotes the class of all standard Λ n -trees. [12] . The inclusion
Proof. Implicitly this was proved in
For the converse, we use the same argument as in [12] 
where
Proof. (Cf. [12] , Lemma 9.11 
λ).
It remains to observe that sd(Φ i |k) = k, and thus
Definition 7.8 A KDT -logic is a modal logic obtained from K, D, T by fusions.
So, up to isomorphisms, there are seven types of KDT -logics:
Theorem 7.9 A product of a finite number of KDT -logics has the f.m.p.
Proof. case 0. The logic (K r n ) has the f.m.p. by [12] r are left to the reader). Let
To show this, we check by induction on
7 Recall that the multiplication of logics may be non-associative.
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In fact, (2) 
(where again ×× means that all powers should be split into compounds), and by 5.19 , there exists τ such that (3), (4) we obtain:
, and we can take
Hence ( 
for some finite frame F . Then by Lemma 5.4 
r in a standard way. Namely, 
Now take the translation A → A such that
Then for any A, F i is obtained from F i by taking reflexive closures of the first l relations) .
In fact, 'if ' is clear, because Λ 1 ⊆ Λ, and A is equivalent to A in Λ, by reflexivity. To check 'only if ' assume
A ∈ Λ 1 . Then F 1 × . . . × F r |= A for some F 1 , . . . , F r ∈ V(K l+m * D n ). By (1), this implies (F 1 × . . . × F r ) |= A. But (F 1 × . . . × F r ) = (F 1 × . . . × F r )
(where again
Obviously, F i ∈ V(T l * K m * D n ); so we have A ∈ Λ by the definition of Λ and thus (6) 
p., as we have just proved. So there exists a finite
G such that G |= (L 1 * · · · * L r ) r , G |=π · A. Hence π · G |= L 1 × . . . × L r , π · G |=A
Proof. Since the formula 2p → p is pseudotransitive and 3 is closed, all KDTlogics are P T C-logics ([12], Definition 7.4). Then by [12] theorem 7.12, a product of two KDT -logics is finitely axiomatisable. Together with Theorem 7.9 this yields the decidability.
An immediate consequence of this result is the decidability of a certain relativised fragment.
Definition 7.11
Consider the first-order language L11 with the binary predicate letters P n , Q n , R n , S n (n ≥ 1). Let RS be the first-order theory in L11 with the axioms (for all n ≥ 1)
Let L11
− be the square fragment of L11 with the guards Q n R n , S n and the atoms P n (x, y) for all n ≥ 1.
SF(RS) denotes the fragment RS|L11
− . Obviously, SF(RS) contains SF.
Theorem 7.12 SF(RS) is decidable.
Proof. Let L11 3n be the fragment of L11 involving Q m , R m , S m only for m ≤ n, and let RS 3n be the fragment of RS in L11 3n . Obviously, it is sufficient to show the decidability of SF(RS) for L11 3n -formulas, with n arbitrary.
The models of RS 3n are the structures of the form
where the relations ρ k are reflexive, σ k are serial, χ k , Π k are arbitrary, and thus
Now every square formula in L11 is equivalent to A 2 for some 6n-modal A. Since we have
by Corollary 4.4, and (K n * T n * D n ) 2 is decidable (7.10) , we obtain the decidability of SF(RS).
The finite model property for square fragments
Our next aim is to show that the relativised fragment SF(RS) does not change if we allow only for finite models.
Definition 8.1 Let T be a classical first-order theory in a language L, L
− be a fragment of L. We say that T has the finite model property (w.r.t.
is true in all finite models of T .
A well-known example of such a theory is monadic first-order predicate logic; a well-known counterexample is classical logic with a single binary predicate. 
t. square formulas iff for any n-modal
A, A 2 ∈ Th 2 (V(Λ)) ⇔ A 2 ∈ Th 2 (V f (Λ)).
By 4.3 and 4.4, the latter is equivalent to
Λ 2 = L(V f (Λ) 2 ).
Now our claim follows from Lemma 2.28.
Now we are going to prove the product f.m.p. for (K n * D n ) 2 . We will do this in three steps. First, we make some additional observations on finite models of this logic. Then we modify the unravelling construction from [12, Section 4] . After that we revisit the completeness proof from [12, Section 6] and make its 'finite version' . Definition 8.3 A world x in a frame F = (W, R 1 , . . . , R n ) is said to be R i -top iff R i (x) = {x}, and x is totally maximal (i.e. sd(x) = 0).
The relation R i is top-reflexive in F if R i is serial and every R i -reflexive world is R i -top.
Definition 8.4 Let E 2n be the class of all frames
Let F 2n be the class of all finite frames in E 2n . F = (W, R 1 , . . . , R n ) be a frame of finite strict depth, N be a k-
Lemma 8.5 Let
restricted Kripke model over F , Λ be an n-modal logic, such that N |= Λ k. Assume also that F = F x and F = (W , R 1 , . . . , R n ) = F ν(x) Λ k (
where ν is the canonical mapping). Then (i) the top-reflexivity of R i implies the top-reflexivity of R i ; (ii) the irreflexivity of R i implies the irreflexivity of R i ;
Proof. One can easily show that
bR i b, and ∃j ∃c = b bR j c.
By Lemma 6.6, we have sd(ν(x)) ≤ sd(F ), and thus F is finite by 6.8. Then by 2.6, there exists a k-formula B such that
Then by our assumption (1), Now let us recall Definition 3.10 from [12] :
Definition 8.7 ([12] , Definition 3.12 
By Lemma 3.11 from [12] , (n, m)-commutativity is equivalent to
(for any i ≤ n, j ≤ m). Now let us consider the logic Λ n = K n * D n . From [12] , Theorem 7.12 it is known that Λ
, and thus
By [12] , Proposition 3.19,
which is the same as Λ 2 n , as we have noticed. So
To prove the converse, assume A ∈ Λ Definitions 7.5 and 8.4. As in the proof of 6.9, one can see that A is refuted in some finite frame F Proof. The construction is basically the same as in [12] . Let F = (W, R 1 , . . . , R 2n ) be the original frame, generated by u. We apply thickening and unravelling, with little modifications.
First we thicken F to get an m-fold p-morphism from another F 2n -frame. We do this almost in the same way as in [12] , Definition 4.1. Let
Then we take the generated subframe H = (F · m) (u,1) . It is readily seen that Finally, let f be the composition
To check the m-fold lift property for f , let f (x)R i y, and assume that x is not
Theorem 8.11
Let F be a generated frame in
Proof. Let
Assume that |W | = N , and let r = N 2N . By Lemma 8.10 , there exist F 2n -trees Φ 1 , Φ 2 of strict depth ≤ N and p-morphisms
Now let us construct a p-morphism f : Φ 1 × Φ 2 F . We do this by induction similar to the proof of Theorems 6.1 and 6.2 of [12] .
As in [12] , we may assume that the trees
are standard. l(α) denotes the length of a sequence α ∈ V 1 ∪ V 2 ; and for
We begin the construction with f (λ, λ) = u 0 . Let
and assume that f |W m is already defined, is monotonic and has the N k -fold lift property at every non-maximal x ∈ W m−1 (where k = 2N − m). Then we construct an extension of f to W m+1 , which is also monotonic and has the N k−1 -fold lift property at every non-maximal x with l(x) = m.
So take any x = (α, β), with l(x) = (m + 1). There are three cases: 
Let (see Fig.3 )
By induction hypothesis, there exist surjective maps
where N k is considered as an ordinal, i.e.
Since |W | = N , there exists a map
which is surjective and such that ∀z |g
Then the maps x → χ(x, b) and y → χ(a, y)
are surjective (for any a, b). 
Consider the same translation as in the proof of 7.9 for the case r = 2, and let 
and this equals to G 1 × G 2 , where
Theorem 8.13 SF(RS) has the f.m.p.
Proof. As in the proof of 7.12, it is sufficient to consider only SF (RS 3n ). But 
Relation algebras
In this section we obtain some consequences of the previous results for relation algebras. Relation algebras were introduced by Tarski in [35] and studied in many works. We recall some basic facts here; see [18] for more algebraic results; Chapter 3 of [26] for connections with modal logic and more recent references.
A relation algebra is a Boolean algebra (with operations ∪, ∩, − and constants 0, 1) endowed by additional operations • (binary), −1 (unary) and the constant δ 8 satisfying the equalities
In algebraic logic there is a tradition of using the notation ; , , ιδ rather than •,
Thus relation algebras constitute the variety (RA). The full relation algebra over a set W is the algebra of all binary relations in W , with •, −1 , δ interpreted respectively as the composition, the converse and the equality relation. The variety RRA of representable relation algebras is the minimal variety containing all full relation algebras.
The equational theories Eq(RA) and Eq(RRA) correspond to some polymodal logics. They are called arrow logics and denoted by AL and ALX + A respectively [26] . Both theories (and corresponding modal logics) are known to be undecidable. This result is originaly due to A. Tarski and I. Németi; the idea of its proof and further discussion can be found in [26] . Also it is known that Eq(RRA) is non-finitely axiomatisable [28] . The method to obtain an infinite axiomatisation is developed in [19] . A 'non-standard' finite axiomatisation ALX + A (and consequently of Eq(RRA)) can be found in [26] . Even without knowing it, one can rather easily prove that Eq(RRA) is recursively enumerable (by embedding into classical first-order logic).
On the other hand, some fragments of Eq(RRA) and of Eq(RA) are known to be decidable. One example is the positive fragment; its decidability was proved by H. Andréka [3] .
Another example is the Lambek Calculus [22] , which is equivalent to the fragment of Eq(RA) and Eq(RRA) where the terms are constructed from the variables by applying • and the operations / and \:
The decidability of Lambek Calculus was proved in [22] . The equivalence of Eq(RA) and Eq(RRA) w.r.t. this fragment follows from the relational completeness of Lambek Calculus [4] . Our previous results imply the decidability of another fragment of Eq(RA). To describe it, consider the translation of 2n-modal formulas into relation algebra terms. 
2 ) (by 8.12) , it follows that
For the proof of the converse we first note that 
by the property of disjoint sums.
Theorem 9.4
For any 2n-modal formula A, the following are equivalent:
(where RA f , RRA f denote the classes of finite relation algebras and finite representable relation algebras respectively).
Proof. 9 The implications (ii) ⇒ (iii), (ii) ⇒ (iv), (iv) ⇒ (v), (iii) ⇒ (v) are trivial, so it suffices to prove (i) ⇒ (ii) and (v) ⇒ (i).
To check A ∈ K 2 n ⇒ RA |= A Ç = 1, we consider the logic K.t 9 We would like to thank R. Hirsch for his observation that (i) ⇒ (ii) might be a consequence of [12] .
Recall that the minimal n-temporal logic K.t n is a 2n-modal logic with the modalities denoted by 2 j , 2
−1 j
(where 1 ≤ j ≤ n), axiomatised by
(in addition to the basic modal axioms).
This is a PTC-logic in the terminology of [12] , so by [12] We extend the translation Ç to the formulas in the language of K.t 
Axioms:
• Classical tautologies
Rules:
• Substitution • If A is a classical tautology then A Ç = 1 is a Boolean identity.
• Modus Ponens
•
where '⇔' means the Boolean equivalence operation.
which holds in RA.
• If A = (3 n+i (p 1 ∨ p n ) ↔ 3 n+i p 1 ∨ 3 n+i p 2 ), the argument is almost the same.
• If A = ¬3 i ⊥, then A Ç = −(r i • 0), and RA |= A Ç = 1 since RA |= r i • 0 = 0.
• If A = ¬3 n+i ⊥, then A Ç = (0 • r i ), and we use the equality 0 • r i = 0.
• If A = (3 i 3 n+j p 1 ↔ 3 n+j 3 i p 1 ) then A Ç = 1 follows from the equality
where r k is r k or r
−1
k , in accordance with 3 k .
• The cases when A is obtained by inference rules, are standard, and we skip them. [12] . 
This completes the proof of (i) ⇒ (ii). To prove (v) ⇒ (i), we assume
The implication (1) is proved by induction by the same argument as in 9.4 . Note that for n < i ≤ 2n, the seriality axioms In the same way, for 2n < i ≤ 3n, the reflexivity axioms 
which implies F × F −1 |=A for some F ∈ V f (Λ). Hence RRA f |=ϕ → A Ç = 1 follows by 9.2.
