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iAbstract
This work describes the design, development and characterisation of high eﬃciency photovoltaics (laser power
converters) for the conversion of monochromatic light from a laser source into electrical energy. The technology
provides a means of transmitting power wirelessly through free-space, for applications in the remote powering of
electrical devices and systems. It also provides a means of eﬃciently transmitting power though ﬁbre-optic cables,
allowing electrical power to be delivered free from electromagnetic interference.
The design of the laser power converter is considered for eﬃcient conversion of monochromatic light at a target
wavelength of 1550 nm. This wavelength was chosen based on its ability to transmit through the atmosphere and
silica-based ﬁbre-optics with minimal losses. It also allows for the maximum exposure limit of 1 kWm−2 to be
transmitted in free-space, which is eye- and skin-safe. Various semiconductor materials were explored for this
design in terms of their maturity, band-gap tunability and lattice matching to common substrates.
The laser power converter was then developed based on the material system InGaAsP/InP with a band-gap
tuned to match the incident target wavelength. These cells were then characterised using a tunable laser source
and the best cell achieved a conversion eﬃciency (at 20 oC) of 38.9± 0.1 % at an irradiance of 0.73 kWm−2 at the
target wavelength. However, earlier ﬁeld tests conducted by Dr. Jayanta Mukherjee demonstrated an eﬃciency of
45 ± 1 % at 1 kWm−2, which is much higher than conventional single-junction solar cells and currently holds the
record for monochromatic PVs operating at 1550 nm.
The various carrier recombination mechanisms that limit the eﬃciency are then investigated by measuring the
cell performance down to temperatures of 100 K. In this measurement the eﬃciency at 39 Wm−2 is shown to increase
from 28.6±0.7 % to 72±3 % over the temperature range 300−100 K and approaches the theoretical detailed-balance
limit (84 %). An advanced temperature-dependent diode and resistance model is then formulated to predict the
dominant carrier loss mechanisms at room temperature. It was found that (to a ﬁrst approximation) defect-related
carrier recombination dominates over the temperature range with a lifetime of 5µs at room temperature. The model
also determined a carrier mobility at room temperature of 12.4 cm2V−1s−1 in the emitter layer, which results in a
high sheet resistance and limits carrier transport to the contacts.
Finally, the eﬀects of non-uniform illumination (due to the Gaussian laser beam proﬁle) on the device perform-
ance is investigated. A detailed carrier transport model is devised to understand the implication of non-uniform
illumination on the diﬀusion and recombination of carriers generated in the top emitter layer. A light-beam-induced-
current scan and a carrier-time-of-ﬂight scan across the cell surface is then conducted to determine local changes in
the device performance and obtain the carrier transport properties. From this the emitter diﬀusion coeﬃcient and
SRH lifetime (to a ﬁrst approximation) were found to be 3.96 cm2s−1 and 5µs, which is in good agreement with the
temperature-dependent illumination study. This work then proposes a new top contact design, which overcomes
the impact of non-uniform illumination and sheet resistance.
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Chapter 1
Introduction
1.1 The Concept of Wireless Power Transfer
Wireless power transmission (WPT) is the delivery of power from an energy source to a receiver (electrical system)
without the means of wires, cables or other conductive materials. It diﬀers from wireless telecommunications in the
sense that the key parameter for its operation is the energy conversion eﬃciency, rather than the signal-to-noise
ratio. The concept has existed for over a century, and current techniques utilise either radio frequency (RF) or
optical signals as the mechanism to transport energy from the source to the receiver [1].
Wireless power transmission oﬀers a wide range of space- and terrestrial-based applications. Terrestrial applic-
ations include the remote powering of land, air and water-based vehicles, mobile devices, and delivering power to
isolated systems, such as telecommunication relays or security systems that may be kept tamper-free. The concept
of delivering power free from electrical cables means that a source of energy may be supplied to regions that cur-
rently have no access to the power grid, or where the installation of cables would otherwise be expensive, unsafe or
challenging to install. This also allows for a quick and eﬃcient way to supply power to disaster-relief areas. Further
applications include the potential development of a wireless power-grid infrastructure, which would signiﬁcantly re-
duce installation time, cost, and maintenance and would avoid planning permissions that are becoming increasingly
challenging to obtain.
Wireless power transmission also oﬀers a number of attractive applications in space. This includes transferring
power from satellite to satellite, or from satellites to ground-based stations or rovers (and vice versa).
1
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1.2 Background
1.2.1 Wireless Power
The ﬁrst and perhaps most noticeable individual to investigate wireless power transmission was the American
scientist Nikola Tesla, who carried out demonstrations back in 1891. In this experiment, two tubes were illuminated
wirelessly by placing them between two conducting plates connected to a high frequency power source. The rapidly
changing electric ﬁeld induced a phenomenon known as electrostatic induction [2].
A few years later, Tesla demonstrated wireless power transmission via electrodynamic induction. The principle
of operation involves an alternating current ﬂowing through one coil, which induces a magnetic ﬁeld that acts upon
a second coil, producing a current. Coupling the two coils in such a way allows power to be transferred eﬃciently in
the near-ﬁeld (generally deﬁned as a distance less than one wavelength from the transmitter [3]) and has resulted
in a number of developments, including wirelessly charging electric toothbrushes, mobile phones, the emergence of
step up and step down transformers, and inductive cookers [4].
However, the technique is limited in far-ﬁeld applications (generally deﬁned to be the distance of several
wavelengths and beyond from the source [3]), owing to the radiative nature of magnetic ﬁelds, which leads to
a consummate decrease in power with distance (i.e. the inverse square law). In recent reports, the operating range
has been shown to reach several metres by utilising the resonant frequencies between the two inductive coils [5].
Tesla's work on wireless power transmission was unfortunately short-lived, when researchers realised the chal-
lenges associated with far-ﬁeld applications. For such applications it is necessary to concentrate the power along
one direction in order to achieve feasible eﬃciencies. This requires using microwave radiation sources, of which were
not available until several decades later [6].
1.2.2 Microwave Power Transfer
It was not until 1939, when the Ministry of Defence developed the ﬁrst microwave power transmitter through the
use of a cavity magnetron, that long-range power transmission began to unfold [7]. This work then led to the de-
velopment of the microwave antenna and generator, which has had a profound impact with today's communication
services. The incorporation of the antenna made long-range radar transmission possible by guiding the electromag-
netic waves through space with high directionality. This meant that almost all the power could be transmitted to
the receiver with minimal spread.
In 1960 the ﬁrst microwave power transmission was demonstrated using an antenna and rectiﬁer to remotely
control a scaled-down helicopter. A 9.5 foot ellipsoidal reﬂector was used to focus the beam down to a spot
size of 4 feet, where the helicopter was located 50 feet away. A system eﬃciency of 26% was achieved [8]. It
was the invention of the combination antenna and rectiﬁer (now more formally known as a rectenna) that made
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microwave power transmission feasible, and can in principle achieve eﬃciencies of up to 95%. A more recent study
showed that microwave power transmission across 700 m would have an overall system eﬃciency of 57%, with a
magnetron eﬃciency of 80% and a rectenna conversion eﬃciency of 84% [9]. This study was focused on delivering
power wirelessly to oﬀ-shore locations, where conventional links to the mainland power grids would otherwise be
challenging to install.
Perhaps the most intriguing application for this technology is space-based solar power (SBSP), which was
ﬁrst proposed by NASA scientist Peter Glaser in 1968 [10]. Since then, there have been a number of reports
investigating the plausibility of such a project [11]-[13]. Due to atmospheric attenuation, the solar irradiance
(which is ∼ 1367 Wm−2 above the atmosphere) is reduced to ∼ 830 Wm−2 by the time it reaches sea level, at
latitudes covering North America and parts of Europe. In addition, daily and seasonal variations in these regions
reduces the solar irradiance to average annual levels of ∼ 200 Wm−2. Thus, much of the solar energy is lost before
it reaches ground-based solar cells.
The concept therefore aims to overcome these issues by stationing satellites in orbit above the Earth's surface
where the solar irradiance is free from atmospheric attenuation and is approximated by a 5800 K blackbody. The
energy is then harnessed by the satellite's solar panels and used to drive a microwave generator, which is directed
to a receiver on the ground. Since microwave radiation is largely transparent in the atmosphere, the energy can be
delivered to the receiver with minimal loss. Thus, a continuous source of clean energy can be provided to speciﬁc
locations on the Earth, free from daily and seasonal variations.
The diﬀractive nature of electromagnetic radiation as it propagates through space may be described by the
following, diﬀraction limited expression [14]
Dr = 2.44
rλ
Dt
(1.1)
where Dr is the diameter of the receiver (rectenna), Dt is the diameter of the transmitter (antenna), r is the
source-receiver distance and λ is the wavelength. The constant 2.44 relates to the diameter of the central airy
disk (ﬁrst zero) of the diﬀraction pattern formed from the circular aperture (antenna), which is described by the
Bessel function and contains 84% of the integrated beam energy. This means that, despite a well collimated beam of
radiation, an angular spread of rλ/Dt radians will be imposed, leading to a limit in the distance at which microwave
power may be transmitted, before the size of the receiver becomes prohibitively large. This is particularly true for
space-based applications where distances can reach several thousand kilometres or more.
For example, in SBSP applications, a geosynchronous orbit (GEO) has been commonly proposed owing to its
convenience. Such an orbit has an orbital period equal to that of the Earth's rotational period, therefore the satellite
lies at a ﬁxed position above the Earth's surface. Due to the high altitude (36, 000 km) the satellite rarely falls into
the Earth's shadow. As a result, a constant supply of power may be delivered to the ground from directly overhead,
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eliminating the need for tracking motors or power regulators.
However, the large distance means that even with a transmitter tens of metres across, the receiver would still
have to be several kilometres in diameter in order to collect 84% of the power. Despite this research groups have
considered building receivers this large, with NASA considering it back in the 1980s, as illustrated in ﬁgure 1.1 below
[15]. In fact, more recently the Japan Aerospace Exploration Agency (JAXA) have envisaged a SBSP microwave
system where the intent is to construct a man-made island measuring 3 km across, which will be used as a dedicated
receiver for the transmitter stationed 36, 000 km above in geostationary orbit. The island would contain up to 5
billion rectifying antennas, which would convert the microwave radiation into electrical DC power [16].
Figure 1.1: A representation of SBSP using a microwave transmitter-receiver system, where the transmitter is
placed in geostationary orbit and the receiver (measuring several kilometres) positioned in a remote area on the
Earth's surface [15].
To reduce the size of the receiver, one would need a larger transmitter or a lower satellite orbit. The former
would create challenges in launching to space, and would signiﬁcantly increase launch costs. The latter means that
satellites will no longer be synchronised to the Earth's rotation, and will therefore traverse the sky with a limited
beam time. Alternatives have been proposed with one particular study in 1980 describing the use of two satellites
in a sun-synchronous Molniya orbit [17]. Due to its elliptical nature, the orbiting satellite spends two-thirds of its
time at the apogee (∼ 21, 000 km), at which point it would appear stationary in the sky. Thus, two satellites in
such an orbit would be able to deliver continuous power to regions between 40 and 60 degrees latitude.
A later study describes the positioning of two SBSP satellites in a sun-synchronous low earth orbit (LEO)
known as a dusk-dawn conﬁguration. This means the satellites remain in constant exposure to the sun. Eight
further 'reﬂector' satellites are then positioned in equitorial medium earth orbit (MEO) at an altitude of 4,000
km, which are used to direct the power from the two SBSP satellites to any location on Earth, at any time [18].
Figure 1.2 illustrates this concept and means that the maximum beam distance is reduced to 12,000 km. However,
despite these eﬀorts the receiver size would still be prohibitively large (> 1 km). In addition, the safety threshold
for microwave radiation is limited to 230 Wm−2 at the centre of the beam, which as we will see later, is considerably
lower than the exposure limit for near-infrared (NIR) laser illumination [19]. This conforms to the United States
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Microwave Exposure Standard (USMES) [20].
Figure 1.2: Satellite network conﬁguration for SBSP, as detailed in [18]. The implementation of two sun-synchronous
orbiting (SS-O) SBSP satellites and eight reﬂector satellites allows a continuous source of energy to be supplied to
any location on Earth, while maintaining a beam propagation distance of 12, 000 km.
1.2.3 Laser Power Transfer
The latest developments in wireless power transmission involve the use of lasers, in which photovoltaic (PV) arrays
can be used to convert laser light back into electricity. Although this is much like the collection of sunlight using
solar cells, laser power transfer oﬀers several advantages. This includes the delivery of power day or night and
using laser wavelengths that are less inﬂuenced by weather variations. This also means that the technology for laser
power transfer is already available, where lasers and photodetectors are frequently used in optical-communications.
1.2.3.1 Space Applications
The concept was ﬁrst introduced by researchers at the NASA Langley research centre in the 1980's for SBSP
applications, and later proposed for Earth-space applications by American scientist Geoﬀrey Landis in 1989 [21]. An
important beneﬁt over microwave power transmission is that lasers generally operate at much shorter wavelengths,
which means the angular spread imposed on the propagating beam is much smaller (see equation 1.1). Thus, a
smaller receiver, coupled with existing diode lasers, oﬀers a much more compact system and allows for controlled
access.
Laser power transmission is therefore ideal for long-range applications, particularly in space. In SBSP applica-
tions, a high power laser can be used to transmit the energy down to the Earth's surface, at an operating wavelength
lying within a transmission window in the atmosphere. An example would be 1550 nm, which is commonly used
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for optical communications and has a transmission of more than 90 % through air [22]. Such a system on a GEO
satellite with a 10 m transmitter (such as a collimating mirror) would require a receiver with a diameter of just
14 m. The other two satellite conﬁgurations would require a receiver size less than 10 m in diameter. The diagram
below on the left illustrates the concept of a SBSP laser system [23].
Figure 1.3: Left: A representation of SBSP using a laser beaming system, where the transmitter is placed in
geostationary orbit and the receiver on the Earth is just a few meters across [23]. Right: The concept of beaming
power to lunar rovers that would otherwise be subject to limited sunlight [25].
An additional advantage is the eye and skin exposure limit for laser wavelengths above 1400 nm, which is
1 kWm−2 [24]. This means the maximum power that can be transmitted is four times higher than that for microwave
power transmission and up to ﬁve times more energy can be generated compared to terrestrial solar cells.
The application of space-based laser power beaming can also be extended to remotely power exploration vehicles,
which may be subjected to limited sunlight (such as a lunar rover on the dark side of the moon). In such a case, the
orbiting satellite mother ship could use the SBSP concept to deliver power to the vehicles, as depicted in the right
diagram in ﬁgure 1.3 [25]. In this case the exposure limit does not apply and hence the laser power and wavelength
is not limited.
1.2.3.2 Terrestrial Applications
Of course, applications of laser power transfer can also be extended to ground-based applications via free-space
or ﬁbre optic power delivery (which would allow the exposure limit to be increased since the power is contained
within the cable). Applications in ﬁbre-optic power delivery would prove useful in hazardous areas, such as the
petrol-chemical industry, where conventional electrical cables would otherwise have an associated ﬁre hazard due to
electrical sparks. It also proves useful in other electrically sensitive systems where interference from an alternating
current in a wire can be avoided.
Additional applications for laser power transfer include remotely powering isolated systems, such as security
systems, relays and sensors. In fact, recently a US company known as LaserMotive have investigated the remote
powering of aircraft, including unmanned aerial vehicles (UAVs) and drones in order to achieve continuous ﬂight.
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[26]. This concept is depicted in the ﬁgure below and is particularly interesting since solar-powered aircraft are
beginning to emerge.
Figure 1.4: Illustration of laser power delivery to UAVs, developed by LaserMotive [26].
More civil applications have also been considered, particularly from the Parise Research Technologies Centre
in the US who are researching ways to optically power electric transport systems [27]. This is also particularly
interesting because the use of electric cars (and other vehicles) on the roads has become more established in recent
years. The concept looks at the installation of lasers on traﬃc light systems and street lighting, and would beneﬁt
over inductive-charging techniques by avoiding the need to install large, heavy charging units. The concept is shown
below in ﬁgure 1.5 (left). In addition, the concept of wireless power transfer using lasers within households and
oﬃces has also been considered, as depicted in ﬁgure 1.5 (right) [28].
Figure 1.5: Left: The concept of beaming power to public transport on the roads, developed by Parise Technologies
[27]. Right: The concept of laser power transmission in the household [28].
Finally, laser power delivery has also been applied to medical applications. In one such study, optically recharging
biomedical devices using lasers (above 1400 nm where it is skin safe up to 1 kWm−2) was investigated, since it
potentially provides a non-intrusive solution to current techniques [29]. The feasibility of these applications is
CHAPTER 1. INTRODUCTION 8
discussed further in section 1.5.1.
1.2.3.3 Technological Establishment
The ﬁrst to successfully demonstrate laser power beaming was NASA in 2003, a project which focused on remotely
powered Unmanned Aerial Vehicles (UAVs) for the US Army. In this demonstration, a 1 kW infrared laser stationed
on the ground was used to power a remote-controlled plane with a 6 W motor, which had a set of photovoltaic
arrays mounted on the bottom [30]. More recently, a notable event held by NASA in 2009 demonstrated a laser
powered robot, developed at LaserMotive, that successfully climbed a 1km vertical cable using a 1 kW laser, giving
an overall system eﬃciency of ∼ 10 % [26].
Further work in laser power transfer is also being carried out for security systems at PowerBeam, as well as power-
over-ﬁbre applications at JDSU and SpectroLab [31],[32],[33]. In fact these companies have already established
power-by-ﬁbre products, with SpectroLab developing two dual-junction GaAs photovoltaic cells that can generate
2V and 6V with cell eﬃciencies in the region of 50% and 30%, respectively. JDSU has similar products that
generate 4 or 6V with eﬃciencies in the region of 30 and 40%, respectively. MH GoPower has also developed GaAs
power-over-ﬁbre technology, demonstrating cell eﬃciencies between 22-26% [34]. A general overview of wireless
optical power is reported in [35], in which suitable lasers and receivers are investigated for long, eye-safe wavelength
applications.
The main drawback to laser power transfer is currently the system eﬃciencies, which are ∼ 45 % (absolute) lower
than what would be realistically achievable with microwave power transfer. In addition, although lasing wavelengths
can be tuned to minimise atmospheric absorption, scattering mechanisms (mainly from water molecules) can result
in a signiﬁcant loss in power. Furthermore, due to the narrow beam width high pointing accuracies are required in
order to eﬃciently harness the laser power.
1.3 The Laser Power Transmission System
1.3.1 Wavelength Requirements
Laser power transfer may be categorised into free-space power delivery or ﬁbre-optic power delivery. As previ-
ously mentioned, free-space applications require the operating wavelength to lie within a transmission window in the
atmosphere, to minimise atmospheric absorption. Figure 1.6 (left) shows the atmospheric transmission spectrum
in the range 400 − 2500 nm, in which absorption features due to ozone, oxygen, water, carbon dioxide give rise to
the transmission windows [22]. To achieve transmission above 90%, lasing wavelengths must lie between ∼ 800 nm,
850 nm, 1000− 1100 nm, 1200− 1300 nm, 1510− 1750 nm and 2100− 2325 nm.
CHAPTER 1. INTRODUCTION 9
In addition to atmospheric transparency, the emitting radiation must be eye and skin safe, which considerably
narrows the number of available transmission windows. Figure 1.6 (right) shows the exposure limit based on the
human eye (cornea) and skin as a function of wavelength, as deﬁned by the British Standards Institute (BSI)
[24]. The maximum exposure limit under continuous wave (CW) conditions (i.e. longer than 10 s) is 1 kWm−2
at wavelengths above 1400 nm, for both eye and skin contact. However, if the exposure time can be reduced by
disabling the laser when the beam is obstructed, then the exposure limit may be increased to 10 MWm−2 (with
a cut-oﬀ time of 1 ms) at wavelengths above 1400 nm. Based on these considerations, lasing wavelengths between
1510− 1750 nm and 2100− 2325 nm are suitable candidates for free-space applications.
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Figure 1.6: Left: The atmospheric transmission spectrum on a clear day (red) and on a hazy day (green), with the
transmission windows indicated [22]. Right: Laser eye and skin exposure limits as a function of wavelength under
CW conditions [24].
Fibre-optic power delivery oﬀers the advantage of bypassing atmospheric and safety limitations, which means
higher levels of power may be delivered to a system at non eye-safe wavelengths (where more eﬃcient and more
powerful laser diodes are available). However, the wavelength must be chosen such that minimal losses occur
inside the ﬁbre, particularly over large distances (several kilometres). Figure 1.7 shows the absorption spectrum for
the most commonly used silica-based optical ﬁbre, where absorption features due to hydroxide bonds and lattice
transitions are indicated [36]. Ideal wavelengths are therefore limited to 850, 1064, 1310 and 1550 nm.
Of course, there is a limit to how much power can be delivered through a single ﬁbre-optic cable. At high
enough powers non-linear scattering eﬀects can occur, categorised mainly by stimulated Brillouin scattering (SBS)
and stimulated Raman scattering (SRS). The eﬀect is to reduce the output power, and the threshold power for
which SBS becomes appreciable in a single-mode ﬁbre is ∼ 2 mW (at 1550 nm), while SRS becomes appreciable at
570 mW [37].
There are also heating eﬀects and at high enough powers this can be signiﬁcant even if the attenuation is low.
These heating eﬀects result in a power loss due to an increase in absorption. Heating of the ﬁbre is particularly
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Figure 1.7: Absorption characteristics of a single-mode silica-based optical ﬁbre across the wavelength range 600−
2000 nm [36]. Optimum wavelengths for minimum attenuation are indicated and are ideal for ﬁbre-optic power
delivery applications.
problematic when there is macro or micro bending in the ﬁbre. Micro-bending relates to local deformations in the
ﬁbre, while macro-bending relates to a ﬁbre curvature (or radius) that is visibly larger than the ﬁbre diameter. Both
types of bending result in local changes in the refractive index of the material, resulting in increased absorption.
At high enough powers this can result in combustion and therefore creates a ﬁre hazard [38]. In addition, damage
or contamination to the end faces of the ﬁbre can also create a ﬁre hazard at high powers.
However, these eﬀects can be somewhat circumvented by either using large-diameter core ﬁbres or multi-core
ﬁbres to reduce the power density, or doped ﬁbres which shift the scattering thresholds to higher power levels.
1.3.2 System Conﬁguration
1.3.2.1 Fibre-Optic Power Delivery
The ﬁbre-optic power delivery system for the applications described above would require a laser source, which
converts electrical power (such as from the national power grid) to optical power. The optical power emitted from
the laser is then coupled into a ﬁbre and propagates a distance d (potentially several kilometres) to the photovoltaic
receiver (otherwise known as a laser power converter (LPC)), which converts the optical power back into electrical
power. This electrical power is then used by the electrical consumer or system, as depicted in ﬁgure 1.8.
Figure 1.8: Diagram illustrating the power-over-ﬁbre system.
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1.3.2.2 Free-Space Power Delivery
For free-space power delivery the system is similar to the power-over-ﬁbre setup, comprising of a laser source, which
again converts electrical power to optical power. The optical power emitted from the laser is directed through a
collimating lens or mirror, which allows the beam to propagate a distance d (ranging from metres to kilometres)
through free-space with minimal divergence. The collimated beam then impinges on the LPC surface. This then
converts the optical power back into electrical power. The power is then used by the electrical consumer or system,
as depicted in the diagram below (ﬁgure 1.9). Of course, if the consumer system is mobile (such as a vehicle or
aircraft) then additional beam tracking is required.
Figure 1.9: Diagram illustrating the free-space power delivery system.
1.3.3 Beam Expanding Optics
Applications in free-space laser power transfer can require high power lasers, in order to deliver a suﬃcient amount
of power to the consumer. However, the power density within the beam is limited to 1 kWm−2 (at wavelengths
above 1400 nm) due to safety regulations. Therefore, to transmit more power to the receiver it is necessary to
expand the laser beam in order to keep the power density within the beam below the exposure limit, and then
collimate it in order to transmit over long distances with minimal divergence. There are several ways to achieve
this, which are explored below.
1.3.3.1 Parabolic Mirrors
Parabolic mirrors oﬀer a way to expand and collimate beams, while maintaining a high beam quality. The optical
system can also be highly eﬃcient if the mirrors are coated with a highly reﬂective layer. For the wavelengths of
interest discussed in the previous section, a Gold (Au) coating would be ideal, which has a reﬂectivity above 95 %
in this wavelength range [39]. The diagram in ﬁgure 1.10 below illustrates the use of parabolic mirrors for laser
power beaming.
Of course, this setup assumes on-axis parabolic mirrors. The downside to this conﬁguration is that the laser
and PV system will obstruct the centre of the beam. An alternative would be to use oﬀ-axis parabolic mirrors.
However, these will increase the size of the system and the size of the beam would be limited due to the associated
cost and weight.
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For example, if one wanted to optically transmit 20 W of power to a system, then with current technologies
(where the receiver eﬃciency is typically 30 − 50 %) a laser power of 50 W or more would be needed. The laser
beam would therefore need to be expanded to ∼ 25 cm in order to be eye- and skin-safe. Parabolic mirrors of this
size would become very heavy and costly, especially when Au coated.
Figure 1.10: A diagram illustrating a parabolic mirror system that collimates and condenses the laser beam.
1.3.3.2 Keplerian and Galilean Optics
The Keplerian telescope conﬁguration is shown in ﬁgure 1.11 (top) and comprises of a bi-convex lens to initially
expand the laser beam, followed by an aspheric lens to then collimate the beam. A second aspheric lens could then
be used to focus the beam down to the receiver. As shown in the diagram, the system forms a focal point and while
this can be used to improve the beam quality (by placing a small aperture at the focal point), it does set a limit
to the amount of power that may be transmitted. This is due to the very high power densities at the focused spot,
which would not only be above the permissible exposure limit, but could potentially cause the air to arc (ionise)
if the beam power density is particularly high at the focal point
(
10 GWcm−2
)
, thus creating a potential hazard
[40]. This then sets a maximum transmitted power of ∼ 750 W assuming a wavelength of 1550 nm and a theoretical
focal spot diameter of 3µm [41].
Alternatively one can use the Galilean telescope conﬁguration, as shown in ﬁgure 1.11 (bottom). In this system
a bi-concave lens is used to expand the laser beam instead of a bi-convex lens. This produces a negative virtual
focal spot, which means the power limit can be overcome and is therefore a more ideal conﬁguration [40]. However,
both systems still limit the size of the beam due to the cost and weight of the aspheric lens (especially one that is
25 cm in diameter).
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Figure 1.11: Top: The Keplerian telescope conﬁguration, which makes use of a bi-convex lens and an aspheric lens,
and forms a focal spot. Bottom: The Galilean telescope conﬁguration, which includes a bi-concave lens and an
aspheric lens, and forms a virtual focal spot [40].
The best approach, in terms of laser power beaming, is to adapt the Galilean conﬁguration and replace the
aspheric lenses with Fresnel lenses. Fresnel lenses replace the curved surface of conventional lenses with a series
of concentric grooves, which act as individual refracting surfaces. Such lenses are therefore a compromise between
eﬃciency and beam quality, where a higher groove density leads to better image quality while a lower groove density
leads to better eﬃciency. The concentric grooves also means that a much thinner lens can be constructed, which
reduces absorption, cost and weight. In addition, such lenses can be moulded from acrylic materials, which reduces
the cost and weight further. Acrylic materials have a a transmission of more than 95 % across the wavelengths of
interest, making them ideal for the application [42]. The diagram below illustrates the use of Fresnel lenses for a
laser power beaming system.
Figure 1.12: Diagram illustrating a Galilean telescope conﬁguration with the use of Fresnel lenses.
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1.4 Technological Advancements in Laser Power Transmission
1.4.1 Lasers
Many forms of lasers are currently available on the market, including gas, free-electron, solid-state, and semi-
conductor (diode) lasers. The key considerations for laser power beaming, however, require lasing components with
high conversion eﬃciencies and output powers, as well as operating wavelengths that exhibit minimal losses in the
relevant medium (i.e. air or ﬁbre).
1.4.1.1 Gas Lasers
Gas lasers based on He-Ne generally operate at 632.8 nm, but may also operate in the NIR at 1523 nm. Typical
output powers range from 0.5− 50 mW and are largely ineﬃcient (< 1 %). Argon lasers can generate high output
powers, reaching 100 W at visible wavelengths. However, eﬃciencies are typically very low (∼ 0.5 %). The most
eﬃcient gas laser is based on CO2, which can reach eﬃciencies as high as 30 %. These lasers typically operate in
the mid-infrared (10.6µm) and can generate optical output powers of several kilowatts [43].
1.4.1.2 Free-electron Lasers
Free-electron lasers oﬀer the advantage of being highly tunable, with wavelengths covering the visible, infrared and
microwave regions. They also oﬀer very high output powers, with the highest recorded output power of 14 kW at a
wavelength of 1600 nm [44]. However, such lasers are typically very large, requiring linear accelerators for operation.
In addition, system eﬃciencies generally only reach ∼ 2 % at present [45].
1.4.1.3 Solid-state Lasers
Solid-state lasers make use of a crystalline or glass gain media, which is doped with rare earth or transition metal
ions. Several types exist, including Nd:YAG and Nd : Y V O4 lasers that can generate powers up to several watts
[46]. Typical operating wavelengths are in the NIR region (914, 1064 and 1342 nm) and generally achieve eﬃciencies
in the region of 25 % [47]. Higher power solid-state lasers (such as rod, slab or ﬁbre lasers) generate much higher
power levels, potentially reaching several kilowatts. Table 1.1 shows commercially available long wavelength, high
power ﬁbre lasers [49].
1.4.1.4 Semiconductor Lasers
Semiconductor lasers oﬀer a clear advantage over other alternatives, owing to their compact size, high output powers
and their ability to reach high eﬃciencies. Common wavelengths include 808, 980 and 1480 nm for optical pumping
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Wavelength (nm) Output Power (kW) Eﬃciency (%)
974 6 >40
1070 100 >40
1550 2 >18
1940 0.2 >10
Table 1.1: Summary of high power ﬁbre lasers, in ascending order of operating wavelength. Eﬃciencies correspond
to the output powers listed. Note that the eﬃciency is lower for longer wavelengths.
using AlGaAs, InGaAs and InGaAsP diode-based lasers. Other wavelengths include 1064, 1310 and 1550 nm for
ﬁbre-optic communications, making use of AlGaAs and InGaAsP diode lasers. Relatively low power power Fabry-
Perot (FP) lasers centred at 850 nm can typically achieve electrical-optical conversion eﬃciencies of 30− 40 % with
output powers in the range of 100 mW. At longer wavelengths (1550 nm) the eﬃciency of these devices are typically
lower, having an eﬃciency in the range of 15 % in the same power range [48].
Currently, high power (up to 40 W) oﬀ-the-shelf laser diodes have reached electrical-optical eﬃciencies of more
than 40 %, at operating wavelengths between 780− 1064 nm [50]. A summary of some commercially available high
power laser diodes are shown below in table 1.2, across the full wavelength range [48, 51]:
Wavelength (nm) Output Power (W) Eﬃciency (%)
796 100 45
808 30 43
915-970 400 >47
1064 20 45
1310 25 >37
1470 25 >30
1550 25 >25
1650 75 >18
Table 1.2: Summary of commercially available high power laser diodes, in ascending order of operating wavelength.
The parameters listed are the energy conversion eﬃciencies and the output powers at which these are achieved.
Note that the eﬃciency begins to reduce at wavelengths longer than 1064 nm.
Broad area laser diodes developed at JDSU have been reported to reach much higher eﬃciencies (64 %) at
operating wavelengths between 910 − 980 nm with output powers reaching 13.5 W under continuous wave (CW)
operation [52]. Higher eﬃciencies were achieved using a AlInGaAsP/GaAs based design as reported in [53], reaching
76 % at room temperature (RT) at an operating wavelength of 975 nm. The paper also reports on eﬃciencies reaching
as high as 85 % at operating temperatures of −50 oC, leading to interesting space applications. The laser diodes
were able to output powers in the range of a few watts.
Eﬃciencies of up to 73 % have also been reported for laser diode bars operating at a wavelength of 970 nm and
optical power of 50 W [54]. JDSU achieved a slightly higher eﬃciency of 76 % with an optical output power of
100 W, operating in the range 910 − 980 mn [55]. In addition, diode bars operating at long, eye-safe wavelengths
(1470 nm) have demonstrated eﬃciencies of 35 % with output powers up to 100 W [56].
CHAPTER 1. INTRODUCTION 16
1.4.1.5 Solar-pumped Lasers
Recently there have been developments in solar-pumped lasers for space applications [57]. The abundance of solar
energy in space can be used to directly pump the gain media of a diode laser. This would eliminate two energy
conversion steps that would otherwise be required if the lasers were indirectly pumped using the electricity generated
from the Satellite's solar cells, therefore leading to potentially higher eﬃciencies. This leads to additional terrestrial
applications, such as free-space telecommunications and materials processing [58].
Solar-pumped Nd:YAG rod lasers have been developed, capable of output powers in the range 60 W under CW
operation, with an operating wavelength of 1064 nm. This, however, required concentrated sunlight equivalent to
10,000 suns, leading to an eﬃciency of just 2 %. A model was also presented predicting conversion eﬃciencies of up
to 10% for broad-band absorbing laser materials [59]. Further research on Nd:YAG solar side-pumped laser rods
have reported output powers of 45 W with a collection eﬃciency of 6.7 Wm−2, again under concentrated sunlight
[58] and 14.4 W with a collection eﬃciency of 8.1 Wm−2 using a concentrator & light-guide system [60]. More
recent reports have seen further improvements in Nd:YAG solar-pumped lasers, achieving a collection eﬃciency of
19.3 Wm−2 with an eﬃciency of 3.5 % and output power of 12.3 W. This uses a Fresnel lens to focus the sunlight
onto a secondary dielectric concentrator, which in-turn couples the light into a conical cavity [61].
However, these designs require complex concentrating systems which creates challenges for space applications.
Additionally, Nd:YAG can only absorb light at selected wavelengths, leading to a fundamental eﬃciency limit.
Recently, however, studies have been focused on developing semiconductor lasers directly solar pumped using PV
arrays under one sun illumination. Such a system has achieved conversion eﬃciencies of up to 10.34 % at 976 nm
with an output power of 4.31 W. A solar-pumped laser operating at 1550 nm was also tested, but with eﬃciencies
of only ∼ 2.5 % with an output power of 1 W . The low eﬃciency was attributed to the passive cooling techniques
used in the experiment, which were not suﬃcient at controlling the temperature of the laser diode.[62].
An alternative option, proposed by Landis et. al. [63], is to integrate the solar cell and laser into one material
system and hence use the generated electron-hole pairs to directly excite the laser medium. The proposed design
includes a Ga(x)Al(1−x)As absorber, a GaAs lasing medium and AlAs conﬁnement layers. This would theoretically
achieve a conversion eﬃciency of 35 % but has yet to be demonstrated.
1.4.2 Photovoltaics
Photovoltaics are used for the conversion of light to electricity and are frequently used in detectors, imaging systems
and solar cells. Over the past few decades, activity in the ﬁeld of solar cells has been strong and widespread, with
the aim to make it a viable renewable energy source. Various organic and inorganic materials have been explored,
with silicon being the most widely implemented. To-date, crystalline silicon solar cells have reached eﬃciencies of
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25% under 1 sun illumination [64], approaching the fundamental eﬃciency limit of 30% set by the detailed balance
limit [65]. Higher single-junction conversion eﬃciencies have been achieved using GaAs cells, which currently holds
the record at 29%. Organic materials currently achieve the lowest eﬃciencies (just over 10%) [64].
Several schemes have been proposed to exceed the detailed-balance limit of single-junction devices. Schemes
that are currently under active investigation include multi-junction devices, intermediate-band solar cells, thermo-
photovoltaics (TPVs), hot-carrier solar cells and impact ionisation cells etc. Currently, group III-V multi-junction
(MJ) devices are achieving the highest conversion eﬃciencies, with up to 39% under 1 sun illumination (based on a
GaAs/InP bonded cell) and up to 44.4% under concentrated illumination (based on a InGaP/GaAs/InGaAs triple-
junction cell) [64]. These devices utilise a number of absorbing layers, allowing a larger portion of the spectrum to
be absorbed and converted into electrical energy. In this way, the detailed-balance limit may be increased to either
42% for dual-layered devices, or to 49% for triple-layered devices [66].
To achieve the highest conversion eﬃciency, one needs to integrate an inﬁnite number of absorber layers, cascaded
together in order to harness the entire solar spectrum. Such a system, although impractical, would achieve eﬃciencies
of up to 68% under 1 sun illumination. It is well known, however, that photovoltaic devices exhibit maximum
conversion eﬃciency under monochromatic illumination. This is because the band-gap of the absorber can be
optimised for a speciﬁc wavelength, eliminating some of the mechanisms that lead to a reduction in eﬃciency in
solar cells (such as reﬂection, spectral mismatch and current mismatch losses) [67].
Photodetectors convert optical signals from lasers and light-emitting diodes (LEDs) into electrical signals are
widely implemented in optical-data communication applications, particularly with group IV (Si and Ge) and III-V
(InGaAs and InGaAsP) material systems. The technology to develop LPCs therefore already exists in a related
form. However, unlike photo-detectors (which require external electrical power to operate under reverse bias), LPCs
generate electrical power from optical power and hence do not require external power. This means a larger surface
area is required in order to to optimise light collection. In contrast, photo-detectors typically require smaller surface
areas in order to reduce noise (dark current) and to achieve faster data rates. Laser power converters therefore
require the combined design considerations of both solar cells and detectors.
1.4.2.1 Short Wavelength Laser Power Converters
One of the earliest investigations into LPCs was carried out by NASA in the 1990s[21]. In this report it was realised
that Si cells could potentially achieve up to 40% conversion eﬃciency under monochromatic light at wavelengths
between 800 and 1000 nm. GaAs cells could potentially achieve more than 20 % compared to Si, at operating
wavelengths between 800 and 860 nm. Under maximum concentration of monochromatic illumination, GaAs cells
could reach over 70 % conversion eﬃciency, however, this would be under non eye-safe conditions.
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In the subsequent years, NASA demonstrated GaAs concentrator cells (GaAlAs/GaAs grown on Ge), which
achieved a conversion eﬃciency of 45 % at a power density of 24.5 kWm−2 using a 10 W diode laser operating at
813 nm [68]. A later report investigated the use of Si, GaAs, GaSb and CuInSe2 based receivers under CW and
pulsed laser illumination. This was in order to simulate space-based power transfer using free-electron lasers, which
provided high output powers (megawatts) and suitable wavelengths for use with commercially available solar cells.
In this report, Si achieved a peak eﬃciency of 19.2 % at a power density of 1.7 kWm−2 and wavelength of 532 nm.
Both the GaSb and CuInSe2 cells achieved lower eﬃciencies of 2.9 % and 5.3 %, respectively. GaAs, on the other
hand, achieved the highest eﬃciency of 29 %, at a wavelength of 514 nm [69].
In conjunction to the work carried out at NASA, Olsen et. al have reported GaAs cells achieving a conversion
eﬃciency of 52 %, under illumination at 806 nm with a power density of 1 kWm−2 [70]. To-date this is the highest
performance reported for an LPC, relative to its illumination intensity. In addition, reports by Green et. al have
shown Si based LPCs achieving up to 45 % conversion eﬃciency under illumination at 1020 nm and at a power density
of 10 kWm−2, which is currently the highest recorded eﬃciency for a Si-based LPC. The same device achieves ∼ 40 %
using the more established Nd:YAG lasers operating at 1064 nm, with a power density of 13 kWm−2 [71]. Both
reports have therefore exceeded the expectations detailed in [21].
Studies on concentrator GaAs cells for ﬁbre-optic power delivery demonstrated eﬃciencies of 55 % under mono-
chromatic illumination at 820 nm [72]. Although this is a higher eﬃciency than reported in [70], it is at a much
higher power density
(
141 kWm−2
)
. A year later, a study carried out by the Spire Corporation on a GaAs LPC
with an epitaxial structure similar to that of concentrator GaAs cells demonstrated an eﬃciency of 57 % at a power
density of 14 kWm−2 (illumination wavelength of 820 nm) [73]. To-date, this is the highest recorded eﬃciency
irrespective to the relative power density. The eﬃciency of 57 % approaches the theoretical limit of 63 % for GaAs
cells under monochromatic illumination, at a wavelength of 830 nm and an optimum intensity of 1,000 suns, as
described by [74]. This report also investigates the optimum cell area for illumination with a Gaussian proﬁle and
recommends a circular cell with a radius twice the size of the Gaussian beam width, in order to reach optimum
eﬃciencies.
MJ GaAs LPCs have also been developed for higher output voltages, to use for high power applications and
for compatibility with DC-DC converters. A report in 2003 details a device consisting of two (p-n oriented) GaAs
layers monolithically integrated in series, which achieves a peak conversion eﬃciency of 40 % at a power density of
570 kWm−2, under 810 nm laser illumination. It was shown that the device has an output power of 360 mW, with
a nominal output voltage of 2 V; validating its compatibility with DC-DC converters [75].
In the same year a GaAs MJ LPC developed by Pena et. al. at the University of Madrid, Spain achieved
eﬃciencies of 45 % conversion eﬃciency at 50 kWm−2 with an output voltage of 4.5 V, while under illumination at
808 nm. In this case, the design included a lateral current layer to improve series resistance and improved methods
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in contact formation [76]. Such devices are currently limited in eﬃciency due to recombination at the interfaces.
The same group also developed multiple photovoltaic converters (MPCs), which were reported having eﬃciencies
of 40 % at an illumination intensity of 52 kWm−2. The system was composed of series-connected sector-shaped GaAs
cells, grown on a semi-insulating substrate to form an array. These arrays had an active area of 3.1 mm2 and achieved
open-circuit voltages of up to 7 V, leading to system eﬃciencies as high as 27 % [77].
One other report by V. Andreev et. al. details a AlGaAs/GaAs cell which incorporates an internal Distributed
Bragg Reﬂector (DBR) based on AlAs/GaAs to improve photo-response in the infrared region. As a result, the cell
demonstrates an eﬃciency of 56 % under illumination at 820 nm with a power density of 615 kWm−2 [78]. Note
that this is a much higher power density compared to the reports mentioned thus far. The DBR was also shown
to improve radiation hardness (by allowing the absorber thickness to be reduced), making such a device ideal for
space applications.
More recent work on GaAs LPCs have reported on monolithic tandem structures grown on semi-insulating
wafers, incorporating a lateral conduction layer to reduce emitter resistance at high current densities. Such devices
are able to operate at higher intensities, leading to much higher output voltages (of up to 6 V). A peak eﬃciency
of 53.4 % was achieved at a power density of 430 kWm−2 and wavelength of 810 nm [79].
1.4.2.2 Long Wavelength Laser Power Converters
It is clear that GaAs is currently the preferred material for power-by-light applications, owing to its mature manu-
facturing technology and high output voltages. However, the optimum performance of GaAs requires illumination
between 800 − 820 nm, which limits these receivers to ﬁbre-optic applications. For free-space power transmission,
longer wavelengths must be utilised (due to eye and skin safety requirements) and suitable receivers are explored
in the subsequent paragraphs.
Investigations into long wavelength applications have been carried out by Spire under contract with NASA, who
proposed an InGaAs/InP LPC design, which included additional window and back-surface-ﬁeld (BSF) InP layers,
for operation at 1315 nm illumination [80]. An eﬃciency of 29.4 % (at 55.7 kWm−2) was achieved. The paper also
demonstrates that the incorporation of an InP window layer (which reduces carrier surface recombination) can
increase the eﬃciency by ∼ 4 %. In addition, a design based on InAlGaAs/InP was also proposed due to the better
band-gap match with 1315 nm illumination. Theoretical calculations revealed that such a device could achieve over
60 % conversion eﬃciency under 1315 nm illumination.
Spire also investigated the use of InGaAs cells for operation at the telecommunication wavelengths of 1.55 and
2.1µm. These cells incorporated a buﬀer layer in order to relieve the strain induced by the lattice mismatch with
the InP substrate, which would otherwise lead to an increase in defect density and hence a reduction in device
performance. The cells achieved an eﬃciency of 34 % and 22 % at wavelengths of 1.55 and 2.1µm, respectively,
CHAPTER 1. INTRODUCTION 20
under a power density of 48 and 27 kWm−2, respectively [73].
Other reports also discussed the development of epitaxial GaSb-based LPCs. These devices achieved a peak
conversion eﬃciency of 49% at 1680 nm with a power density of 760 kWm−2. Measurements at 1550 nm and
1315 nm yielded eﬃciencies of 45 % (at 810 kWm−2) and 39 % (at 940 kWm−2), respectively. The drop in eﬃciency
was attributed to a reduction in the photo-response [78]. Further work on GaSb cells have seen eﬃciencies of
approximately 34 % and 29 % under 1550 and 1310 nm illumination with a power density of 200 kWm−2 [79].
More recently, oﬀ-the-shelf Ge and InGaAs photo-detectors were tested as laser power converters, operating at
three transmission window wavelengths; 850, 1310 and 1550 nm. The Ge cell achieved eﬃciencies of 1.93, 8.47 and
15.93 % at the respective wavelengths, while the InGaAs cell achieved eﬃciencies of 1.25, 14.91 and 18.84 %, with a
constant laser output power of 2.2 mW
(
11.2 kWm−2
)
. The slightly better performance in the InGaAs cells is due
to a larger open-circuit voltage [81]. In table 1.3 is a summary of the key laser power converters mentioned above
at their peak operating performance, in order of ascending wavelength.
Description λ(nm) Irradiance
(
kWm−2
)
η (%) Ref. Year
GaAs 806 1 52 [70] 1991
Multi-Junction GaAs 810 430 53 [79] 2008
Concentrator GaAs 820 14 57 [73] 1997
AlGaAs/GaAs with DBR 820 615 56 [78] 2003
Si 1020 10 45 [71] 1992
GaSb 1315 940 39 [78] 2003
InGaAs 1310 56 29 [80] 1993
InGaAs 1550 48 34 [73] 1997
GaSb 1550 810 45 [78] 2003
GaSb 1680 760 49 [78] 2003
InGaAs 2100 27 22 [73] 1997
Table 1.3: Summary of laser power converters currently reported in literature, in ascending order of illuminating
wavelength (λ). Parameters listed are the conversion eﬃciencies (η) and the corresponding power densities (Φ) at
which these were achieved.
1.5 Feasibility Study
1.5.1 System Capabilities
Earlier in this chapter we discussed the various potential applications for laser power transmission. In this section
we will discuss the technological capabilities. For space and ﬁbre-optic applications this technology is quite feasible,
since eye and skin exposure limits do not apply. However, for free-space terrestrial power beaming, the feasibility
is worth considering in more depth.
One of the potential terrestrial applications was the remote powering of UAVs. For such an application, the
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beam would have to be eye-safe, which limits the maximum power density to 1 kWm−2. If we take the SparrowHawk
defence drone as an example, it has a typical payload of 150 kg, which corresponds to an engine power of ∼ 60 W
[83]. The drone has a Lithium-ion battery with a maximum capacity of 640 Wh, giving it an operating time of
> 10 hours [84]. Therefore, if we assume a 30 × 30 cm2 photovoltaic panel with an eﬃciency of 50 %, then the
maximum power generated would be 45 W. Hence, charging the battery would not be possible, but it would be
useful for extending the battery life.
Alternatively, if a feedback circuit was implemented into the system (such that the laser is disabled when the
beam is unintentionally obstructed), then the exposure limit can be increased. Limiting the exposure time to
< 10 ms means the power density can be increased to > 1 MWm−2. With the 30 × 30 cm2 array one could then
use the highest power 1550nm ﬁbre laser commercially available (which has an output power of 2 kW). Hence the
charging time would reduce to approximately 40 minutes. As another option, one could simply modulate the laser
with a 10 ms cycle. While the time-averaged power would be reduced by half, the power density would still be 5,000
times higher compared to CW operation.
The same principle could be applied to the wireless charging of electric cars. If we consider a Tesla model S with
a battery capacity of 60 kWh, then charging it under the limit of 1 kWm−2 would not be feasible [85]. However, it is
if we either implement a feedback system, modulate the laser or use an enclosed charging station in order to increase
the laser power. The highest power industrial-grade (ﬁbre) lasers can currently achieve powers of up to 100 kW
(with a wavelength of 1070 nm). Hence, using such a system would reduce the charging time to approximately
1.2 hours. It is worth mentioning that with a laser power of 100 kW, the power density on the array would reach
> 1 MWm−2. While this is large, high power semiconductor lasers typically reach power densities up to 1 TWm−2.
Thus, semiconductor-based photovoltaics would be able to manage these intensities.
From this analysis, beaming power under eye-safe CW conditions (without a feedback system) would be mainly
useful for powering relatively small electronic devices; from sensors/detectors to systems as large as CCTV cameras.
CCTV cameras typically consume up to 10 W of power, which could be powered by a 22 W laser and a 15× 15 cm2
PV panel [86]. Anything larger than this would then require the above considerations.
1.5.2 System Eﬃciencies
Based on the literature review above, one can estimate the system eﬃciencies currently achievable with existing
technologies. The system eﬃciency includes the electrical-optical conversion eﬃciency of the laser source, the
optical losses associated with the propagating beam (i.e. absorption in the atmosphere or ﬁbre optic) and the
optical-electrical conversion eﬃciency of the LPC. Note that the following calculations are ﬁrst approximations only
since the power density emitted from the laser sources and the PV receivers are not matched (hence their eﬃciencies
will change in reality). The calculations also do not take into account all optical losses (such as coupling loss in
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ﬁbres).
1.5.2.1 Fibre-Optic Power Delivery
Before calculating the power-over-ﬁbre system eﬃciency, the optical loss within the ﬁbre must be determined. The
optical loss associated with an optical ﬁbre is determined by the wavelength dependent attenuation coeﬃcient,
which is usually deﬁned using the decibel (dB) scale, as shown below.
αatt = 10 log
(
Pi
Po
)
(1.2)
where Pi and Po are the input and output powers, respectively. The attenuation coeﬃcient for silica-based
single-mode ﬁbres at the three key transmission wavelengths (850, 1300 and 1550 nm) is summarised in table 1.4.
The eﬃciency of the ﬁbre is then calculated by taking the ratio of the output and input power, assuming a ﬁbre
length of 1 km, as shown in the last column of table 1.4. As one can see the attenuation at a wavelength of 1550 nm
is considerably less compared to 850 nm.
Wavelength (nm) Attenuation
(
dBkm−1
)
Eﬃciency (%)
850 2.0 63
1300 0.75 84
1550 0.19 96
Table 1.4: Table summarising the attenuation in a silica-based single-mode ﬁbre at the three key transmission
wavelengths. Also included is the ﬁbre eﬃciency assuming a cable length of 1 km.
From section 1.4.1 we can determine the lasers with the highest eﬃciencies at these wavelengths. The best
electrical-optical conversion eﬃciency for lasers at 850, 1300 and 1550 nm are 43 %, 36 % and 25 %, respectively
and are all semiconductor lasers producing several watts of optical power. LPC eﬃciencies at the wavelength of
∼ 850 nm are currently achieving between 52 − 56 % depending on the illumination intensity. LPC eﬃciencies at
∼ 1300 nm are then achieving between 29 − 39%, which is again dependent on the illumination intensity. Lastly,
at 1550 nm LPCs are achieving between 34− 45 % eﬃciency.
Table 1.5 below summarises the eﬃciency of the system based on this analysis, assuming the higher end of the
PV eﬃciency in order to obtain the upper limit in the system eﬃciency. It also assumes a ﬁbre length of 1 km. From
the table we can see that with current technologies, power-over-ﬁbre applications are most eﬃcient at a wavelength
of 850 nm. This corresponds to GaAs-based semiconductor materials for both laser and PV devices. The maturity
of this material is what leads to higher system eﬃciencies.
Note that research-grade lasers operating in this wavelength region are currently achieving a conversion eﬃciency
of ∼ 70 % (as discussed in section 1.4.1), therefore system eﬃciencies could reach up to 25 %.
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Wavelength (nm) Laser η (%) Fibre η (%) PV η (%) System η (%)
850 43 63 56 15
1300 37 84 39 12
1550 25 96 45 11
Table 1.5: Table summarising the eﬃciency (η) of a power-over-ﬁbre system over 1 km at the three key transmission
wavelengths.
1.5.2.2 Free-Space Power Delivery
In this section the system eﬃciency of free-space laser power transmission is considered. Here, we consider three
atmospheric transmission windows at 1550, 1680 and 2100 nm. The atmospheric attenuation (including absorption,
Rayleigh and Mie scattering) at these wavelengths on a clear day (at sea level) corresponds to 0.022, 0.026 and
0.038 dBkm−1, respectively [22]. On a hazy day, the attenuation can increase to: 0.20, 0.17 and 0.09 dBkm−1 for
each of the wavelengths, respectively [22]. Note that these values were calculated assuming that the atmosphere is
homogeneous. The atmospheric transmittance (Tr) over a deﬁned propagation distance x can then be calculated
from the Beer-Lambert law, as shown below.
Tr =
I
I0
= e−αattx (1.3)
Table 1.6 below summarises the atmospheric transmittance under the two weather conditions, assuming a free-
space beaming distance of 10 km. As shown the transmittance is very high in clear conditions, but a loss of up to
30 % (absolute) can be seen in hazy conditions [22]. Having said this, transmission at 2100 nm is shown to be the
best in terms of weather conditions, but it is the current eﬃciencies of lasers and LPCs at this wavelength that
would impact the overall system eﬃciency.
For comparison, the atmospheric transmittance at 850 nm on a clear day across a distance of 10 km is 89 %
(with an attenuation of 0.05 dBkm−1). On a hazy day the transmittance reduces to 23 % (with an attenuation of
0.64 dBkm−1) and hence there is a much larger loss compared to the longer wavelengths. This is in addition to
the fact that the maximum permissible exposure limit at 850 nm is considerably lower
(
20 Wm−2
)
. Therefore, for
free-space transmission it is more beneﬁcial to use longer wavelengths.
Wavelength (nm) Clear day transmission (%) Hazy day transmission (%)
1550 95 63
1680 94 67
2100 92 81
Table 1.6: Table summarising the eﬃciency of a free-space power delivery system over 10 km at the three key
transmission wavelengths, on a clear and hazy day.
Under clear conditions, one can expect the system eﬃciency to reach a maximum of 11 % at 1550 nm assuming a
laser eﬃciency (based on a semiconductor laser with an output power of 20 W) of 25 % and a PV eﬃciency of 45 %.
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The system eﬃciency at the longer wavelengths are lower (8 % at 1680 nm and 2 % at 2100 nm), owing to the relative
maturity in the semiconductor materials. Thus, even in hazy conditions the system eﬃciency is highest at 1550 nm
(7 %). It should be noted that the theoretical eﬃciency for PVs at longer wavelengths will be fundamentally lower,
due to the need to have a smaller semiconductor band-gap that is tuned to the photon energy. This then results in
a lower maximum output voltage and is discussed further in Chapter 2.
From this analysis then, 1550 nm is the ideal wavelength when considering applications in both free-space and
ﬁbre-optic power delivery.
1.6 Project Overview
This research project is a collaboration between the University of Surrey and the space and defence organisation,
Airbus. The project focuses towards the design, development and characterisation of LPCs for operation at 1550 nm,
which allows for the maximum permissible exposure limit of 1 kWm−2 as well as maximum transmission through
the atmosphere and ﬁbre-optics. The development of this technology therefore encompasses both space-based and
terrestrial-based applications, as outlined above. The work presented in this Thesis not only point towards key
feasibility aspects for wireless power transfer, but also highlights the fundamental physics of photovoltaic devices,
and hence points towards important design considerations for achieving higher eﬃciencies, for both LPCs and solar
cells.
Chapter 2 introduces the theory behind the operation of photovoltaic devices, including the photovoltaic eﬀect,
the semiconductor physics and the associated optical transitions. It also outlines the existing mechanisms available
for separating electron-hole pairs and details the operating principle of a p-n junction. In addition, key design
aspects that enhance the performance of photovoltaic devices are explained. This includes the use of an anti-
reﬂection coating and passivating layers. The chapter also highlights the key diﬀerences between a solar cell and
laser power converter and explores the fundamental eﬃciency limits for both types of devices.
Chapter 3 details the design phase and development of the laser power converter. In this chapter, the available
semiconductor materials suitable for operation at eye-safe wavelengths are explored. Details on the choice of material
are then explained, based on the optimum band gap and the lattice-match to commercially available substrates.
The chapter also details the computer simulations carried out in order to obtain the optimum design for the LPC,
including the doping levels and layer thicknesses. Basic characterisations of the devices are then outlined.
Chapter 4 introduces the results section of the thesis, in which the full characterisation of the LPC cells are
provided. It begins with characterisation techniques to measure the performance of the cells, and how the conversion
eﬃciency is measured. It then details the results, which includes a wavelength dependence measurement to under-
stand the absorption characteristics of the device, and to establish the wavelength at which an optimum eﬃciency
is achieved. A power dependent measurement is also carried out to obtain the limits of the device performance,
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including its maximum output power and conversion eﬃciency. In addition, temperature dependent measurements
between 5 − 40 oC are performed to establish the optimum operating temperature of the device, using conven-
tional temperature-controlled techniques. These measurements, coupled together, will outline the system set-up
requirements in order to achieve maximum conversion eﬃciency.
Chapter 5 explores the fundamental physics of the photovoltaic devices. Temperature-dependent (and wavelength-
dependent) illumination and electro-luminescence measurements are carried out in a gas-exchange cryostat over a
temperature range 300 − 100 K. In this experiment, it is shown that the conversion eﬃciency of the device can
approach the detailed-balance limit at low temperatures, and that the performance of a photovoltaic as an LED
or LPC are interconnected, highlighting the fundamental principle that a good absorber is also a good emitter.
The chapter also investigates the roll of non-radiative recombination and and resistive eﬀects on the conversion
eﬃciency, by comparing the temperature-dependent results to a temperature-dependent diode model.
Lastly, Chapter 6 investigates the losses associated with the eﬀects of non-uniform illumination. This is achieved
by exploring how the device changes with illumination proﬁle, as well as conducting a surface analysis to investigate
local changes in the device behaviour. This includes a light-induced current scan and a time-of-ﬂight scan across the
cell surface to reveal the carrier transport properties, and the impact of sheet resistance. A model is also developed
to determine the various carrier loss mechanisms that limit the device eﬃciency under non-uniform illumination
and a new contact geometry is proposed.
Chapter 7 details the conclusions and future work on this project. Future design considerations are suggested
based on the ﬁndings detailed in Chapters 4-6.
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Chapter 2
The Theory of Photovoltaics
2.1 The Photovoltaic Eﬀect
The photovoltaic eﬀect was ﬁrst discovered by the French Scientist Edmund Becquerel in 1839, and is the basic
physical process through which solar cells convert light energy into clean electrical energy [1]. In Becquerels'
prominent experiment, Silver Chloride particles were immersed in an electrolyte solution containing two platinum
electrodes, which was then illuminated. The impinging light produced an observable current and voltage, which
then became known as the photovoltaic eﬀect.
The principle of operation can be related to quantum theory, in which quantised packets of light called photons
with suﬃcient energy (which is related to the frequency or wavelength) are absorbed in a solid and excite bound
electrons to higher energy levels where they are then free to move. The eﬀect is similar to the well-known photo-
electric eﬀect discovered by Einstein in 1905. However in this, the photons have suﬃcient energy to cause electrons
to escape the system entirely.
When electrons are excited via the absorption of photons, they typically relax quickly to the ground state. A
form of asymmetry is therefore required in order to sweep the electrons away and extract them to the external
circuit before they recombine. This asymmetry is typically formed by incorporating a built-in junction or ﬁeld in
the material. The ﬂux of electrons that reach the external circuit then produces a current while the extra energy
of these carriers generates a potential diﬀerence (voltage) or electro-motive force (EMF) that drives the electrons
through a load in the circuit to do electrical work. The combined current and voltage therefore generates electrical
power.
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2.2 Semiconductor Physics
Semiconductors are solid crystalline compounds that conduct electricity when a certain amount of energy is supplied
to the system in the form of thermal, kinetic or optical energy at RT. This makes them particularly useful for
controlling the amount of electrical resistance. The property of conducting electricity under certain conditions
means that they lie between a conductor and an insulator. This classiﬁcation depends on the band structure,
and the amount of energy required to create conduction electrons (typically sub eV to a few eV). It is therefore
well-known that semiconductor materials produce an electrical current (and hence the photovoltaic eﬀect) when
absorbing photons in a certain energy range. This attribute has made such materials important for the production
of opto-electronic devices [1].
2.2.1 Band Structure
The unique property for semiconductors to absorb photons with a certain characteristic stems from their crystalline
structure, which inﬂuences the electronic band structure within. Electrons in free space can occupy a continuous
range of energies, but when bound to isolated atoms they occupy discrete energy levels. When these atoms are
brought together into a crystal structure, these discrete energy levels broaden to form bands of allowed energies.
Since there are a large number of atoms in a solid, there is essentially a continuous range of energy levels within
the bands. For the case of tetrahedral semiconductors (such as Si, GaAs etc.), which consist of overlapping face-
centred-cubic (FCC) lattices (known also as diamond or zinc-blende structures), the bands are formed from s and
p bonding and anti-bonding orbitals. The formation of the bands is illustrated in the diagram below [2].
Figure 2.1: Formation of energy bands when atoms are brought together into a crystal structure [2].
Here, the lower energy valence bands are ﬁlled with bound electrons while the higher energy conduction bands
are unoccupied at 0K. The band-gap (Eg) of a semiconductor material is therefore the separation between the
uppermost ﬁlled valence band and the ﬁrst empty conduction band, and is where the Fermi energy (Ef ) lies within.
This is an important property for semiconductors, since it determines the minimum energy required to create free
electrons and hence observe the photovoltaic eﬀect.
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Note that when an electron is excited into the conduction band an empty state is left behind, allowing other
electrons in the valence band to move. This means that conduction can also occur in the valence band, through the
apparent movement of this empty state. This empty state can be seen as a quasi-particle of opposite charge to the
electron (since it tends to move in the opposite direction) and is commonly known as a hole.
2.2.2 Optical Transitions
2.2.2.1 Direct and Indirect Semiconductors
In semiconductors, the excited electrons can be regarded as free, and when they propagate through the crystal they
experience a periodic potential, which is taken into account by using an eﬀective mass for the electron (m∗). Solving
the Schro¨edinger equation for a free electron under the background crystal potential results in an energy-momentum
(E-k) relationship, such as those shown in ﬁgure 2.2.
In E-k space, inter-band optical transitions take place along the vertical, since a photon has negligible momentum.
The nature of these vertical transitions means that strong photon absorption can only occur if the conduction band
minima is aligned with the valence band maxima at k = 0, which is achieved with the Γ valley. If the conduction
band minima lies at k 6= 0, then the transition cannot occur due to the necessary change in momentum. Thus, in
order to make the transition, an interaction with a third particle is needed in order to conserve momentum. This
third particle is a lattice vibration (or phonon), which typically exhibits comparatively large momentum.
Semiconductors that require optical-phonon transitions to absorb photons are known as indirect semiconductors,
while those that undergo just optical transitions are known as direct semiconductors [3]. The transitions in these
semiconductors are illustrated below in ﬁgure 2.2 [4]. Part a shows a direct optical transition, while parts b and c
show an indirect optical-phonon transition via the absorption and emission of a phonon.
Figure 2.2: Figure illustrating the three ways in which optical absorption can occur. Part a shows a transition for
a direct semiconductor, while b and c show two possible indirect transitions through the absorption and emission
of a phonon [4].
Probabilistically, the chances of an optical-phonon transition is lower than an optical transition, due to the need
for a three particle interaction. Indirect materials therefore have a relatively weak interaction with light compared
CHAPTER 2. THE THEORY OF PHOTOVOLTAICS 34
to direct materials. As a consequence, the material thickness needs to be increased if one wishes to compensate for
the reduced photon absorption. This then gives rise to further potential problems, such as an increase in growth-
induced defects, and a rise in manufacturing costs. It is therefore desirable to use direct band-gap semiconductors
for optoelectronic applications.
2.2.2.2 Absorption Coeﬃcient
The absorption coeﬃcient is an important property in semiconductors that describes the probability of photon
absorption in a given material and is dependent on the material band-gap energy, and the density of free states
above the conduction band. For inter-band transitions (valence to conduction band) the absorption coeﬃcient for
direct semiconductors is given by [2]
α(~ω) = A (~ω − Eg)1/2 (2.1)
where A is a material dependent constant (which includes the carrier eﬀective masses and the momentum
matrix element), ~ω is the photon energy and Eg is the material band-gap. The absorption coeﬃcient of various
semiconductor materials is shown below [5].
Figure 2.3: Absorption coeﬃcient for various direct and indirect materials. Absorption in indirect materials is
relatively weak compared to direct materials, therefore optical components are usually made with direct materials
[5].
One can see that the absorption coeﬃcient for direct band-gap semiconductors (such as GaAs, InGaAs and
InGaAsP) is much sharper compared to indirect band-gap semiconductors (Si and Ge). This is because for indirect
materials, transitions can occur below the band-gap through phonon-assisted absorption [3].
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2.2.2.3 Tuning Optical Transitions
Semiconductor alloys hold a unique property in that the band-gap can be tuned by changing the relative composition
of the constituent elements. Alloys with three constituent compounds are known as ternary alloys (such as InGaAs),
while those with four are known as quaternary alloys (such as InGaAsP), and so on. The tunability of the band-gap
changes the absorption characteristics of the material, and the energy at which optical transitions are allowed. This
makes these materials extremely useful in optoelectronic applications where the band-gap can be tuned in order to
emit and absorb at diﬀerent wavelengths.
How the band-gap changes with alloy composition can be understood by ﬁrst considering the relative sizes of
the constituent elements. Consider the semiconductor alloy InGaAs, it has three constituent elements; two from
group III (In, Ga), and one from group V (As). However, In is larger than Ga, with an extra set of outer-shell
(valence) electrons. The result is that when Indium is incorporated into GaAs, the average spacing between the
atoms (known as the lattice constant) increases. This increase in separation weakens the interaction between the
atoms, which leads to lower bonding energies and a change in the periodic potential. This is then reﬂected in the
band-gap energy and is discussed further in Chapter 3. [6].
2.3 Device Physics
2.3.1 The p-n junction
In bulk semiconductors the photovoltaic eﬀect is a measurable phenomenon, albeit a small one. The signal is limited
since the ﬂow of photo-generated carriers (and hence current) is only weakly controlled by diﬀusion (where carriers
will ﬂow from a high concentration to a low concentration to re-establish equilibrium) and is otherwise random.
In order to enhance the signal, the ﬂow of current must be rectiﬁed by applying an internal potential, such that
current ﬂows in one direction. The internal potential must also be strong enough to separate the electron-hole pairs
before they recombine, and accelerate them towards the contacts. Such a system can be generated by forming a
p-n junction, which takes advantage of doped semiconductor materials [3].
Doping semiconductors increases the free carrier density, which increases the conductivity of the material and is
generally an essential process for semiconductor devices. Semiconductors are doped by adding impurities to the host
crystal, which either increases the electron or hole carrier density at RT. These impurities are known as dopants
and there are two types: donors and acceptors. Donors donate electrons to the host crystal, thereby increasing the
free electron carrier density, while acceptors accept electrons from the host crystal, thereby increasing the free hole
carrier density. Semiconductors which are doped with donors (n-doped) are known as n-type, while semiconductors
that are doped with acceptors (p-doped) are known as p-type. The eﬀect of doping and its inﬂuence on Ef (which
describes the carrier distribution) are shown in ﬁgure 2.4 [7].
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Figure 2.4: Eﬀect of n- and p-type doping of Silicon and the shift in the Fermi level, Ef [7].
2.3.1.1 Formation of the p-n junction
The p-n junction is formed by the merging of p-type and n-type semiconductor materials. When this happens,
the imbalance in the concentration of the respective free carriers (electrons in n-type material and holes in p-type
material) causes diﬀusion to occur across the p-n barrier. The diﬀusion of these majority carriers then exposes the
ionised dopants on either side. Since these ionised dopants are trapped within the crystal structure, the separated
ions set up an electric ﬁeld (or potential), which induces a drift current that acts against the diﬀusion current.
Thus, as carriers continue to diﬀuse due to the concentration gradient, the electric ﬁeld increases until such a point
where current due to diﬀusion and drift are balanced and the net current is zero. This is illustrated in the ﬁgure
2.5 below [8].
Figure 2.5: Illustration of the formation of the p-n junction and the depletion region [8].
In this unbiased condition, the system is in equilibrium and the Fermi-level remains constant throughout the
structure. It is then the electric ﬁeld, or built-in potential that provides the non-linear rectifying response to
separate the carriers and provide directionality to the current ﬂow. The region where the electric ﬁeld exists is
known as the depletion region (where all the mobile carriers have been swept out and only the charged dopants
remain) [3].
An important feature of p-n junction PV devices is the need for an extended depletion region or ﬁeld. Outside
of the depletion region, the carriers need to diﬀuse the rest of the way to the contacts. In addition, those carriers
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generated outside the ﬁeld by photons have to diﬀuse to the depletion region before they can be swept to their
respective contacts. This often results in many carriers recombining before they are extracted, due to their ﬁnite
diﬀusion length.
One way of extending the depletion region is to sandwich an intrinsic layer between the n- and p-layers, to
form a p-i-n junction. Since a p-n junction can be viewed as a capacitor, (with the n and p sides forming the
parallel plates and the depletion region forming the insulator) then the introduction of the intrinsic layer extends
the insulating layer, thereby extending the ﬁeld [3]. Alternatively one can asymmetrically dope the p- and n-layers.
In the depletion region, the number of ionised acceptors equals the number of ionised donors. Therefore, by doping
one layer higher than the other one can extend the depletion region, which reaches further into the lower doped
layer [3].
2.3.1.2 Carrier dynamics in p-n junctions
To understand the behaviour of diodes, one must ﬁrst understand the carrier transport properties. The two key
carrier transport mechanisms (as brieﬂy discussed above) are drift and diﬀusion. Diﬀusion is a thermodynamic
process that exists whenever there is a concentration gradient. The random motion (and collision) of particles is the
driving force that causes diﬀusion from a high concentration to a low concentration. In the case of semiconductors,
the collision processes of electrons (holes) is due to several sources, including the ionised dopants, vibrations,
alloying (potential ﬂuctuations in alloy semiconductors), interfaces (particularly with hetero-structures) and crystal
imperfections (defects), which are described by the material dependent electron (hole) diﬀusion coeﬃcients, Dn, Dp
. This diﬀusion current can be described by the following equation [3].
Jdn = Jn(diff) + Jp(diff)
= qDn
dn(x, t)
dx
− qDp dp(x, t)
dx
(2.2)
where n, p are the electron and hole carrier densities. q has its usual meaning for the electronic charge.
Under an electric ﬁeld an electron tends to move in the direction of the ﬁeld and accelerate. However, due to
scattering processes the electron will undergo random alterations in its direction of motion. The result is a net drift
velocity in the direction of the ﬁeld. Between collisions, the electrons will gain velocity during the time interval τsc.
However, immediately after the collisions the electron will return to thermal equilibrium and the average velocity
will drop to zero. The average (drift) velocity that is gained during τsc is then given by the following expression [3]
vavg = −qFτsc
m∗e
= vd (2.3)
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where F is the ﬁeld, and vd is the drift velocity and m∗e is the electron eﬀective mass. This can also be expressed
in terms of carrier mobility (µ), given by vd = −µF . The drift current is then deﬁned by the carrier drift velocity
multiplied by the carrier concentration and charge (i.e. the carrier ﬂux). Thus, the total drift current due to
electrons and holes becomes
Jdt = Jn(drift) + Jp(drift) = (nqµn + pqµp)F (2.4)
where µn and µp are the electron and hole mobilities, respectively. In many devices, the charges move under
the combined inﬂuence of diﬀusion and drift. In this case, the total current in the device can be described by the
following key equations
Jn(total) = Jn(drift) + Jn(diff) = q
(
µnn(x)F (x) +Dn
dn(x)
dx
)
(2.5)
Jp(total) = Jp(drift) + Jp(diff) = q
(
µpp(x)F (x)−Dp dp(x)
dx
)
(2.6)
2.3.1.3 Rectifying behaviour of p-n junctions
Under equilibrium (zero bias) there is no net current ﬂow, and the Fermi level remains constant throughout the
structure. However, real devices typically operate under bias due to an injection of energy (either from an external
battery or from a light source). This injection of energy shifts the device out of equilibrium and changes the
distribution of carriers. Outside of equilibrium, the distribution of carriers can no longer be described by a single
Fermi level, and instead there is one to describe the distribution of electrons in the conduction band (EFc), and one
to describe the distribution of electrons in the valence band (EFv) . Under this treatment, the electrons and holes
are said to be in quasi-equilibrium and the separate Fermi functions give rise to quasi-Fermi levels, as illustrated
below in ﬁgure 2.6. The separation of these quasi-Fermi levels (EFc − EFv) gives the chemical potential of the
system [3].
Following this, there are two biasing conditions. The ﬁrst is forward bias (a positive voltage applied to the p-
side) where the external potential acts against the internal built-in potential (by injecting minority carriers into the
quasi-neutral regions). This results in a drop in ﬁeld strength and a narrowing of the depletion region. Consequently
an increase in the ﬂow of majority carriers (diﬀusion current) is observed (due to the lowering of the p-n junction
barrier). The second is reverse bias (a negative applied voltage to the p-side) where the external potential now
enhances the built-in potential, due to the injection of majority carriers into the quasi-neutral regions. This leads
to an increase in the ﬁeld strength and a widening of the depletion region, which decreases the diﬀusion current
(due to an increase in the p-n junction barrier) and increases the drift current by only a small amount. This is
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because the drift current is limited by the number of minority carriers, and the small increase is mainly due to the
widening of the depletion region (and is therefore a secondary eﬀect) [3]. The diagram below summarises the eﬀect
of biasing the junction.
Figure 2.6: Biasing of the p-n junction by an external potential. Under reverse bias (negative voltage on the p-side)
the built-in potential is increased, resulting in an extended depletion region and a reduced diﬀusion current. Under
forward bias (positive voltage on the p-side) the built-in potential is reduced, resulting in an increase in diﬀusion
current and a narrowing of the depletion region [3].
The biasing of the junction therefore largely inﬂuences the diﬀusion current rather than the drift current.
Through evaluating the diﬀusion component, the rectifying behaviour of a p-n junction diode can be understood,
and is described by the following well known diode equation [3].
J(V ) = J0
(
eqV/kT − 1
)
(2.7)
where J0 is the dark current density and is determined by the diﬀusion lengths and coeﬃcients of the respective
carriers, V is the applied voltage, k is the Boltzmann constant and T is the junction temperature. It is quite clear
from this analysis that the p-n junction (diode) provides a very strong non-linear and rectifying behaviour, where it
is essentially non-conducting in reverse bias, and strongly conducting in forward bias. This makes diodes extremely
useful in a number of device applications, including PVs where the rectifying behaviour can be used to control the
ﬂow of photocurrent.
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2.4 Diode Electrical Characteristics
2.4.1 Dark IV Characteristics
The ideal diode equation described above produces interesting properties for the IV characteristics of a p-n junction
diode. Below is a plot of the IV characteristics for a perfect diode. As indicated, the diode under forward bias
conducts strongly with the current increasing exponentially, due to the injection of minority carriers. The point
at which the diode becomes conductive (i.e. the turn on voltage (Vt)) is deﬁned by extrapolating a line from the
knee of the IV curve to the voltage axis, as indicated in the ﬁgure with a red line. Under reverse bias the current
is (ideally) unchanging and the residual leakage current is due to the majority current ﬂow, which equates to the
saturation current. However, under large bias the internal ﬁeld becomes very strong, resulting in an avalanche eﬀect
[3]. This then causes the diode to conduct in the opposite direction, and the voltage at which this occurs is called
the break-down voltage (avalanche break-down), as indicated in ﬁgure 2.7.
Figure 2.7: Diode characteristics in the dark, under reverse and forward bias. The turn-on and break-down voltages
are deﬁned by extrapolating a straight line from the knee of the curves [3].
2.4.2 Illuminated IV characteristics
When light impinges on a semiconductor and creates electron-hole pairs, a fraction of these will reach the contacts
and contribute to a photo-current. In a p-n junction diode (particularly extended ones), we can expect the majority
of electron-hole pairs to be generated in a region near or in the depletion region, where the ﬁeld will then separate
the carriers. This greatly increases the concentration of minority carriers, which ﬂow across the depletion region
and into the quasi-neutral region, thus increasing the drift (saturation) current. For monochromatic converters, the
photo-current arising from illumination by a monochromatic source (assumed uniform) is given by [3]
IL = A · q
Wtˆ
0
Gs · dz = A · qGsWt (2.8)
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where A is the diode area and Wt is the total carrier capture width of the depletion region (i.e. the depletion
width plus the carrier diﬀusion length). Note that the generation rate is not uniform with penetration depth z
and is dependent on the absorption coeﬃcient and the incoming photon ﬂux at the illuminating wavelength. The
equation is
Gs(z) = α(λ)φph(λ) exp (−α(λ)z) dλ (2.9)
with φph(λ) being the photon ﬂux from the monochromatic light source. The total current in the diode at a
given bias is then a combination of the diode diﬀusion (dark) current and the photo-generated current. The eﬀect
is to shift the IV curve down. The diode equation then becomes
I = I0
(
eqV/kT − 1
)
− IL (2.10)
However, generally the IV-curve for a PV device is inverted for better illustration, as shown in ﬁgure 2.8. In
this plot, only the region before the curve intersects the voltage axis is of interest, since this is an area where the
PV is producing electrical power. From this curve, there are three points of interest, which are described in detail
below.
Figure 2.8: IV characteristics of a photovoltaic cell, indicating the key points of interest [9]. That is, the short-circuit
current (Isc), open-circuit voltage (Voc), maximum power point (Mpp), and the voltage (Vmp) and current (Imp) at
maximum power point. Note that the ratio ImpVmp/IscVoc gives the ﬁll factor (FF).
2.4.2.1 Short-Circuit Current
The short-circuit current (Isc) is the maximum current produced from the cell when under zero bias [10]. In this
condition, the carriers are collected at the contacts and are extracted to the external circuit, which means there is a
continuous net current ﬂow through the device. This current depends on a number of factors, including the area of
the cell, photon ﬂux, and optical/carrier losses. However, provided parasitic resistances and optical/carrier losses
are minimal, the short-circuit current equates to the photo-current (i.e. Isc = IL).
The optical and carrier losses mentioned here can be described by the quantum eﬃciency, which is the ratio of
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the number of photo-generated carriers that are collected by the solar cell to the number of photons impinging on
the cell. There are two descriptions of quantum eﬃciency, which are the external and internal quantum eﬃciency
(EQE and IQE). The EQE considers the total number of photons incident on the cell (including those that are
reﬂected or transmitted), while the IQE considers only those photons that are absorbed, and therefore provides
a better description of the carrier collection probability (which is aﬀected by recombination and other scattering
eﬀects).
Since the photo-current is directly proportional to the photon ﬂux, it scales linearly with illumination intensity.
Hence, the short-circuit current also has a linear dependence with intensity, and is illustrated in ﬁgure 2.16 later on
page 56. This also means that Isc decreases with larger band-gap materials, due to the larger photon energy required
for absorption, which in turn reduces the photon ﬂux for a given optical power. The p-n junction in short-circuit
condition has a strong variation of the quasi-Fermi levels inside the depletion region (indicating current ﬂow in the
semiconductor).
2.4.2.2 Open-Circuit Voltage
The open-circuit voltage (Voc) is the maximum voltage produced from the cell under forward bias [10]. In this
condition, the system is at its maximum chemical potential (where the measured voltage is the quasi-Fermi level
separation at the contacts), and the net current through the device reduces to zero. This means the forward biased
diﬀusion current exactly balances the drift current (composed of the photo- and saturation (dark) current). This
can only happen if the junction barrier is reduced, allowing more majority carriers to overcome the barrier and
contribute to a larger diﬀusion current. This is imposed by the ﬂow of excess minority carriers through the depletion
region and into the quasi-neutral regions (i.e. electrons (holes) from the p-side (n-side) ﬂow to the n-side (p-side)),
and since in open-circuit there is no extraction to the external circuit, the carriers collect at the contacts, which
generates a ﬁeld that acts to reduce the built-in ﬁeld across the depletion region. In this situation, where the net
current is zero, equation 2.10 can be rearranged to express Voc, as shown below.
Voc =
kT
q
ln
(
1 +
IL
I0
)
(2.11)
As one can see Voc is directly proportional to the logarithm of the photo-current, Iph, and hence has a logarithmic
dependence with illumination intensity, as shown in ﬁgure 2.16 on page 56. Notice also that Voc is inversely
proportional to the logarithm of the saturation current, which can vary by several orders of magnitude between
samples. The voltage is therefore largely dependent on (and limited by) recombination and scattering mechanisms
within the crystal structure, as well as the material band-gap. And since the saturation current is sensitive to the
cell area, Voc is also dependent on cell size. Due to no net current ﬂowing in this condition, the quasi-Fermi levels
are constant through the device.
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2.4.2.3 Maximum Power Point
The maximum power point (Mpp) is a point on the IV curve where the PV cell is generating the maximum power
under a speciﬁc load (or bias) [10]. The load is applied across the p- and n-contacts of the device and when light
impinges on the cell, energy is generated and work is done across the load. This means current and voltage is
generated, and thus electrical power is produced. The size of the load changes the bias on the cell (by changing
the rate of extraction or current ﬂow to the external circuit) and at a speciﬁc load, maximum electrical power is
produced, known as the maximum power point. This is illustrated in ﬁgure 2.8, and the maximum power point
depends on a term called the ﬁll factor.
2.4.2.4 Fill Factor, FF
The ﬁll factor (FF) is a measure of the squareness of the IV curve [10]. Generally speaking, higher voltage cells
can achieve higher ﬁll factors, since the curved portion of the IV curve is mainly in the Voc region. The ﬁll factor
is highly dependent on parasitic resistances and carrier recombination, particularly in the junction region, which is
described by the ideality factor. The FF is also fundamentally limited by temperature, and the distribution of free
carriers in the bands, which subsequently aﬀects the onset of the diﬀusion current. The FF is calculated from the
ratio of the product of voltage and current at the maximum power point (Vmp and Imp) to the product of voltage
and current at the short-circuit and open-circuit conditions, as expressed below.
FF =
ImpVmp
IscVoc
(2.12)
2.4.3 IV Characteristics for Real Devices
The diode equation above describes the behaviour of an ideal device, where radiative recombination dominates
and any additional non-radiative recombination occurs in the bulk (derived in the saturation current term). The
equation assumes that no recombination occurs within the depletion region, and the carriers simply migrate across
without losses. In addition no parasitic resistances are considered in the model. In reality, devices are subject
to recombination in diﬀerent regions of the device (including the depletion region) and parasitic resistance eﬀects.
These factors contribute to a power loss in PVs and a degradation in diode quality, which needs to be evaluated.
2.4.3.1 Ideality Factor
The presence of defects within the depletion region introduces energy states inside the band-gap. This can allow
majority carriers to pass through the depletion region without having to overcome the potential barrier. The carriers
then recombine with those of the opposite type from the other side, via the defect state, leading to an increased
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leakage current that is not described by I0. In this case, an additional parameter is needed in the diode equation
to describe this process, known as the ideality factor [3].
The ideality factor therefore describes the quality of the junction, and its derivation is as follows [3]: The
recombination rate due to defect (Shockley-Read-Hall) recombination is given by
Rt =
np
τ (n+ p)
(2.13)
where τ is the average recombination time, which is dependent on the defect density, thermal velocity and the
capture cross-section of the defect sites (See equation 2.37). The maximum recombination rate then occurs when
the defect state lies at the centre of the band-gap and when the electron and hole densities are equivalent. Using
this assumption, the Shockley-Read-Hall (SRH) recombination rate becomes
Rt =
n
2τ
=
ni
2τ
exp
(
qV
2kT
)
(2.14)
The recombination current is then given by the product of the carrier charge and rate
Jr = qWRt =
qWni
2τ
exp
(
qV
2kT
)
= J02exp
(
qV
2kT
)
(2.15)
where W is the junction width. Thus, the modiﬁed diode equation becomes
J = JL − J01
[
exp
(
qV
kT
)
− 1
]
− J02
[
exp
(
qV
2kT
)]
(2.16)
Note that this expression is known as the double-diode equation and accounts for non-radiative recombination
in the space charge region, since the ideality factor typically varies with applied voltage. That is, at low voltages
recombination dominates in the junction (J02), while at high voltages recombination tends to dominate at the
surfaces and bulk regions (J01). However, for good devices the ideality factor can remain relatively constant for a
large range of applied voltages. In which case, the equation can be simpliﬁed to
J = JL − J0
[
exp
(
qV
mikT
)
− 1
]
(2.17)
where mi is the ideality factor.
The value of the ideality factor therefore provides an indication to the type of recombination occurring in
the depletion region. A value of one indicates a junction operating in ideal conditions, where recombination occurs
outside the depletion region (as described by J0). A value of two indicates a device where defect (SRH) recombination
dominates in the junction. In some cases the ideality factor can reach values higher than two. If this occurs when
the carrier density is low then it can indicate a high density of localised and extended defects across the junction,
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leading to multi-level recombination [11]. If it occurs when the carrier density is high then it may indicate signiﬁcant
series resistance eﬀects, or an Auger process (described later) [10]. The value of the ideality factor inﬂuences the
roundedness of the IV curve, and hence the FF. Therefore it contributes to a power loss in PV cells.
2.4.3.2 Parasitic Resistance Eﬀects
In addition to junction recombination, real devices can suﬀer from parasitic resistance eﬀects, which can lead to
a power loss. The ﬁrst is the lumped series resistance, which can comprise of four components. These include
the semiconductor sheet resistance (particularly for the top surface where carriers typically migrate laterally to
the metal contacts), the contact resistance (i.e. the semiconductor-metal interface), the resistance of the top and
bottom metallisation, and any additional resistance in the external circuit [12]. The presence of series resistance
causes a voltage drop, which results in a shift in the IV characteristics to the left near the open-circuit voltage
region (as indicated in ﬁgure 2.9a) and therefore reduces the FF. Note that series resistance does not aﬀect Voc
since current ﬂow under this condition is zero. A particularly high series resistance, however, (> 14 Ωcm2 for silicon)
can result in a reduction of the Isc. At higher resistances still (> 20 Ωcm2 for silicon) an ohmic response from the
diode is produced [10]. The eﬀect of series resistance is particularly pronounced when there is large current ﬂow,
that is under high illumination or large forward bias.
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Figure 2.9: The eﬀect of series and shunt resistance on the IV curve of PVs. a) Series resistance results in a voltage
drop and reduces the FF. At high levels this can lead to a drop in Isc. It is most prominent under high illumination.
b) Shunt resistance leads to a drop in both current and voltage, and a reduction in FF. It is most prominent under
low illumination.
The second is shunt resistance, in which a shunt path allows a carrier to bypass the junction. This is typically
caused by surface defects (edge currents), or manufacturing defects (such as etching too far down for the top contact
metallisation) or any other path by which current can bypass the junction. The presence of a shunt causes a drop
in current through the junction and a drop in output voltage. In terms of the IV curve, this results in a downward
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shift, thereby reducing the FF and Voc as shown in ﬁgure 2.9b. The eﬀect of a shunt is particularly pronounced at
low light levels (low photo-current) or when the device is biased at low voltages. Note that a shunt does not aﬀect
the Isc unless it is particularly low (< 200 Ωcm2for silicon) and very low shunt resistances can lead to an ohmic
response from the diode (< 20 Ωcm2 for silicon) [10].
The incorporation of parasitic resistance eﬀects into the diode equation gives the following transcendental ex-
pression
J = JL − J0
[
exp
(
q (V + IRs)
mikT
)
− 1
]
− V + IRs
Rsh
(2.18)
The equivalent circuit model for a PV can then be viewed as a current source (IL) in parallel with a diode and
a shunt resistance, and a resistor is series, as illustrated below in ﬁgure 2.10.
Figure 2.10: Equivalent photovoltaic circuit model, based on equation 2.18.
2.4.4 Interpreting IV characteristics
When interpreting IV characteristics for photovoltaic devices, one is usually concerned about the key points of
the curve, including the Isc, Voc, Imp and Vmp, which then allows one the calculate the FF and device eﬃciency.
However, it is also important to extract the additional parameters (known as the 5 DC parameters), which describe
the quality of the real devices (as described above). These are namely IL, I0, mi, Rs and Rsh. Obtaining these
parameters provides an insight to the limitations of the growth and processing of devices, and how it may be
improved. The next sections describe how these parameters are extracted from IV measurements.
2.4.4.1 Dark IV Characteristics
Measuring dark IV characteristics of PV devices can reveal important details of the performance, particularly when
observing the semi-log plot of Ln(I) vs V. This plot consists of three regions of interest, as illustrated in ﬁgure 2.11.
In the ﬁrst region (under low bias) the device tends to be dominated by SRH recombination and shunt resistance
(due to the low current density) and can therefore be described with an ideality factor of 2. However, if the device
is particularly poor (with a very low shunt resistance) the ideality factor can be invalid (below 1 or exceeding 2).
The second region (under moderate bias) the device tends to operate closer to the ideal case, with an ideality factor
CHAPTER 2. THE THEORY OF PHOTOVOLTAICS 47
close to unity. Note that for good devices this region will dominate the voltage range and the ideality factor will
be stable. The third region (under high injection) the device will be dominated by series resistance eﬀects, which
leads to an increase in the ideality factor [3].
Neglecting the eﬀects of series and shunt resistance, and for moderate voltages, the -1 term can be ignored in
the diode equation. Thus, for the semi-log plot, the expression becomes [10]
ln (I) = ln (I0) +
(
q
mikT
)
V (2.19)
The ideality factor can therefore be extracted from the derivative of the semi-log plot and the dark current can
be extracted from the intercept. However, as a rule of thumb, the dark current is usually extracted by ﬁtting a
straight line to the semi-log plot at a point where the ideality factor stabilises, and ﬁnding the intercept. The shunt
resistance can then be extracted by calculating the gradient of this line. Lastly the series resistance can be found
by calculating the slope in the high injection region, where the diode behaviour becomes ohmic [10].
0.0
0.2
0.4
0.6
0.8
-12
-8
-4
0
0 100 200 300 400 500
0.0
0.5
1.0
1.5
2.0
Region 3
High Injection
Auger & R s
Region 2
Mod. Injection
Near Ideal 
 
I (
m
A)
Region 1
Low Injection
SRH & Rsh
Slope = R s
 
Ln
(I)
 (a
.u
.)
I0
Slope = R sh
 
m
i (
a.
u.
)
Voltage (mV)
Figure 2.11: Plots showing dark IV measurements and the regions of interest: Region 1 where SRH and shunt
resistance dominate in the low injection region, Region 2 where the device operates closest to the ideal, and region
3 where Auger and series resistance dominate in the high injection region. A semi-log plot is then shown below,
indicating where some of the parameters are extracted. Finally, the ideality factor is plotted, by taking the derivative
of the semi-log plot.
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2.4.4.2 Illuminated IV Characteristics
Extracting the IV parameters under illumination is somewhat more challenging, and a considerable number of
techniques and methodologies have been proposed over the years. A critical review of these methods has been
composed by Cotfas et. al. which outlines and discusses all 34 methods that have been proposed over the last
35 years [13]. These methods range from theoretical analysis of the IV-curve using techniques such as simple or
non-linear regression, stochastic processes or ﬁts using genetic algorithms. Another approach is to graphically
analyse the IV characteristics under changing illumination conditions to extract the parameters, either at transient
or steady-state conditions. Other methods use a combination of theoretical analysis, either using the single- or
double-diode model, and graphical analysis of the IV-curve to extract the key parameters. In the forth-coming
results chapters, method 1 of this critical review is used to extract the 5 DC parameters, which was developed by
Chan et. al in 1987 and is a widely used technique, combining both theoretical and graphical analysis [14]. The
methodology was chosen for its relatively quick approach for analysing IV-curves. The method uses both the single-
and double- diode model to determine the 5 DC parameters, which are calculated by obtaining the Isc, Voc, Imp and
Vmp from the IV curve, and taking the slope at both the short-circuit and open-circuit conditions, as illustrated
below in ﬁgure 2.12.
Figure 2.12: Parameter extraction using the method produced by Chan et. al. Here, the 5 DC parameters are
extracted by obtaining Isc, Voc, Imp and Vmp and the slopes at the short-circuit and open-circuit conditions, and
then applying it to the diode equation.
2.4.5 Photovoltaic Conversion Eﬃciency
2.4.5.1 Eﬃciency Calculations
Photovoltaic eﬃciency is a key parameter used to compare cells of diﬀerent materials and designs. It is deﬁned as
the ratio between the output electrical power of the cell and the input optical power. However, the eﬃciency is
sensitive to a number of environmental parameters, including the ambient temperature, and the incident optical
spectrum and intensity. Therefore the measurement of the PV cell eﬃciency must be carefully controlled. For
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example, the eﬃciency of terrestrial solar cells is measured under the Air Mass 1.5
(
1 kWm−2
)
radiation conditions
and a temperature of 25°C [10].
Thus, when the cell is illuminated by the deﬁned spectrum, the eﬃciency can be calculated by extracting the
maximum power point of the IV-curve and dividing it by the incident irradiance.
η =
ImVm
Pin
(2.20)
where Pin is the total integrated optical power falling on the cell surface. Note that power lost due to surface
reﬂections and contact shadowing are usually taken into account in this calculation.
2.4.5.2 Laser Power Converters
For LPCs the eﬃciency calculation is quite diﬀerent, as the input power is the integration over the incident laser
beam power, which requires knowledge of the beam size, proﬁle and spectrum. The main application of LPCs
involves the use of semiconductor-based lasers (discussed in Chapter 1), due to their high eﬃciencies, low cost, and
relatively high output powers. The lasers in question generally exhibit a Gaussian distribution in the beam proﬁle,
because of the diﬀractive nature of light (with planer, spatially coherent wavefronts) through an aperture. Gaussian
beams are useful in the sense that upon Fourier transformation, it remains Gaussian. This means that the beam
remains Gaussian when propagating through space or through optics, and only the parameters of the Gaussian
beam will evolve. The fact that such lasers have a Gaussian beam proﬁle, means that the illumination on a PV cell
is inherently non-uniform. The eﬀects of this on the cell performance is discussed and explored in Chapter 6. The
transverse optical intensity of the beam can therefore be described by the following Gaussian equation [15]
I(r, z) =
2P (λ)
piω(z)2
exp
(
−2 r
2
ω(z)2
)
(2.21)
where P (λ) is the optical output power from the laser source, ω (z) is the beam radius (measured across the axis
where the intensity drops to 1/e2) and r is the radius of the aperture through which the beam is transmitted. Note
that the beam radius is a function of distance from the laser source to the target (z ) and must be measured using
beam proﬁling techniques (as detailed in chapter 4).
If r is equal to ω, then 86.5% of the optical power is transmitted, and if r is equal to 2ω 99.97% of the optical
power is transmitted. In this case, r deﬁnes the geometry of the PV cell. Note that it is generally assumed that
the laser source is monochromatic, and therefore P is measured at the central wavelength. This is a reasonable
assumption to make, particularly in this work where the cells are characterised using a tunable external cavity laser,
which typically has a line-width of ±1 nm. The total incident optical power falling on a cell is then calculated by
integrating equation 2.21 over the area of the cell. These integrations are discussed further in Chapter 4. The ﬁnal
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power is then adjusted to take into account surface reﬂections and contact shadowing, and is then substituted into
equation 2.20 to obtain the device eﬃciency.
2.5 Fundamental Eﬃciency Limits of PVs
2.5.1 The Thermodynamic Limit
The calculation of the fundamental eﬃciency limits for PV converters requires one to consider all processes involved.
These were described in part above, and are summarised below [16].
1. Energetic photons are collected and coupled into the converting system.
2. The coupled photons are absorbed and the energy is transferred to the electronic system.
3. Electrons are selectively extracted to the contacts.
4. Energy transfer and work done on an external load.
The work produced from an absorbed photon in the converting system is equal to the electromotive force between
the electrodes multiplied by the electronic charge, or in other words, the quasi-Fermi level (QFL) separation (or
voltage) at the contacts. In the absence of current ﬂow (i.e. in the open-circuit condition) and when the mobility
is high with low carrier recombination, the QFL separation is that of the electrons and holes in the absorber (i.e.
close to the band-gap energy) and represents the chemical potential within the system.
In order to evaluate the fundamental limits of a photovoltaic system, one needs to consider the thermodynamics,
which implements two fundamental laws: energy conservation and the maximum entropy for a closed system. In
the thermodynamic system, there is an energy source and a sink. In the case of solar cells, the energy source is the
Sun, which outputs a considerable amount of electromagnetic radiation
(
4× 1014 TW) at a blackbody temperature
of 5800 K. The solar spectrum is therefore rather broad, with the majority of energy centred in the visible and
near-infrared regions. The sink is then the solar converter on the Earth's surface, which has an ambient temperature
of 300 K.
In the ﬁrst approximation, energy and entropy from the sun is transferred radiatively to the converter (or
engine), which rejects heat and work that is at ambient temperature T. Such a system is known as a Carnot system,
and the limiting eﬃciency is given by [16]
ηCar = 1− T
Ts
(2.22)
Note, that this is only valid when the internal entropy generation is negligible. Computing the Carnot eﬃciency
for this process then gives a value of 95 %. However, this does not account for the fraction of power radiated from
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the cell to the sun. In addition, in order to have negligible internal entropy, the temperature of the source and sink
would have to be the same, which would lead to negligible work being produced.
A more exact solution is provided by Landsberg, which takes into account the device entropy radiated to the
Sun
ηLan = 1 +
T 4
3T 4s
− 4T
3Ts
(2.23)
In this recipe, the eﬃciency is reduced marginally to 93.3 % (or 73.2 % under AM1.5 radiation). This Landsberg
limit represents the upper theoretical limit in the eﬃciency for a converter under the maximum solar concentration
of 42,600 suns. A further system considers a Carnot engine that extracts work from a blackbody absorber that is
heated using the Sun, while the excess heat is dumped to the heat sink. This is known as an endo-reversible system
and the thermodynamic analysis gives the formula [16]:
ηEnd =
(
1 +
T
Ta
)(
1− C
Cm
T 4a
T 4s
)
(2.24)
where Ta is the temperature of the blackbody absorber, C is the solar concentration, and Cm is the maximum
possible solar concentration (42,600). With this system a maximum possible eﬃciency of 85.4 % can be achieved
under an optimum absorber temperature of 2480 K.
The thermodynamic analysis thus far discusses the generalised case where the only variable is temperature.
However, it is necessary to evaluate the fundamental limits of more practical devices. The ﬁrst to consider is the
single-junction diode, which is widely used in photovoltaics, including Si homo-junction, heterojunction (GaAs),
convoluted heterojunction (Cu2S), and p-i-n (a-Si:H) devices and more recently dye and polymeric solar cells.
2.5.2 The Detailed-Balance Principle
2.5.2.1 For Solar Cells
The fundamental eﬃciency limits of single-junction devices was ﬁrst assessed by Shockley-Queisser in 1961, which
utilises the detailed-balance (D-B) principle [17]. This principle applies thermodynamics and requires that the rate
of photon absorption be in balance with the rate of photon emission when the system is in equilibrium. Outside
of equilibrium, only the occupation of the states (and rates) changes, while the scattering probabilities remain the
same [16].
Applied to PVs the detailed-balance (ideal) model implements several conditions. The ﬁrst is that the transport
of carriers is not limiting. That is, all photons above a certain threshold (the band-gap) are used in the conversion
process and optical, thermal and electrical losses are minimal. It is also assumed that the absorptivity of the
absorber material is 0 below the absorption threshold and 1 above it. Furthermore only radiative recombination
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is considered, in order to obtain an upper limit to the conversion eﬃciency. All non-radiative recombination paths
are neglected, since in principle these can be made vanishingly small.
The incident solar power, Pinc is calculated assuming the Sun is a blackbody emitter with a temperature of
5800 K. A dilution factor (solid angle) is included to take into account the dilution of radiation due to the Earth-Sun
distance (i.e. the inverse square law). The emitted radiative power is then calculated assuming the cell is also a
blackbody emitter with a temperature of 300 K, which also has a solid angle of emission that is dependent on the
refractive index of the system and the surrounding medium (air). The useful power that is converted to electricity
is then the diﬀerence in ﬂux between the incident and emitted radiation.
The detailed-balance limit (for an ideal cell operating at 300 K) as a function of the material band-gap under
Air Mass (AM) 1.5 and AM0 solar irradiance is shown below in ﬁgure 2.13 below [10].
Figure 2.13: Detailed-balance eﬃciency limits as a function of band-gap for single-junction systems under the AM0
and AM1.5 spectrum. A number of semiconductor materials are also indicated with Si and GaAs lying close to
optimum [10].
2.5.2.2 For Monochromatic Converters
For cells illuminated using monochromatic light with a photon energy exactly matching the band-gap transition
(such as the case with LPC's), one can represent the cell using a two-level system. It can then be realised that, in
the absence of transmission and thermalisation losses, the system is actually very close to being a Carnot engine.
This is demonstrated nicely in the treatment provided by A. Luque et. al. [18].
In this model, the cell is illuminated by a monochromatic Sun with a narrow energy interval 4E centred around
E. In this ideal situation, the cell must also prevent emitted radiation outside the range4E from escaping the system
in order to reach the maximum eﬃciency. The system can be conceived through the use of an ideal concentrator,
which collects the solar rays with an acceptance angle of θs and ﬁlters upon entry into the aperture. The rays
irradiated from the cell may also be guided towards the entry aperture within a cone of semi-angle θs. Thus, energy
outside the range 4E will be reﬂected back and recycled, while energy inside the range will be emitted towards the
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Sun with the same etendue as the incoming ﬂux fs. Using this concept, one can then obtain the current generated
in the monochromatic cell
I = q · (φi − φe) ∆E = q · (ui − ua) ∆E (2.25)
where φi and φe are the incident and emitted ﬂux. Since the light source is monochromatic, these terms are
equal to the incident and emitted spectral irradiance, ui and ua. This is calculated using Planck's formula, which
is substituted into the above equation, as shown below.
I/q =
2fs
h3c2
 E2∆E
exp
(
E
kTs
)
− 1
− E
2∆E
exp
(
E−µ
kTa
)
− 1
 (2.26)
where h is the Planck constant, c is the speed of light, Ts is the temperature of the monochromatic Sun and Ta
is the ambient temperature. From these modiﬁed equations, one can extract the equivalent cell temperature Tc as
shown below.
E
kTc
=
E − µ
kTa
∴ µ = E
(
1− Ta
Tc
)
= qV (2.27)
The power produced is then given by
Pout = I · V = 2fs
h3c2
 E3∆E
exp
(
E
kTs
)
− 1
− E
3∆E
exp
(
E
fTc
)
− 1
(1− Ta
Tc
)
(2.28)
= (ρs − ρc) ∆E
(
1− Ta
Tc
)
(2.29)
One can then obtain the eﬃciency by inserting the solar blackbody energy into the denominator. However, this
would not correctly reﬂect the limiting eﬃciency of the system, since the unused energy rejected at the aperture
could be directed to other PV systems. Instead, we can divide by the global input power (i.e. (ρs − ρr) ∆E) to
obtain the thermodynamic eﬃciency, thus demonstrating that a monochromatic converter can operate close to a
Carnot engine. Alternatively, the denominator could be chosen as the total rate of power received at the cell ρs∆E,
to obtain the monochromatic eﬃciency
ηmc =
(ρs − ρc) ∆E
ρs∆E
(
1− Ta
Tc
)
=
(
1− ρc
ρs
)(
1− Ta
Tc
)
(2.30)
The monochromatic eﬃciency as a function of energy (at maximum illumination concentration) is shown in
ﬁgure 2.14, and is compared to the thermodynamic eﬃciency.
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Figure 2.14: Plot showing the monochromatic eﬃciency limit as a function of band-gap (and hence photon) en-
ergy, based on the Luque et. al. model at maximum concentration. This is then compared tot he equivalent
thermodynamic eﬃciency indicated by the dashed line.
A further treatment of the theoretical eﬃciency maximum is provided by R. Peña et. al. who analyses the
detailed-balance principle more speciﬁcally for laser power converters, illuminated using a monochromatic laser
source [19]. The recipe makes the usual detailed-balance assumptions, and given a laser source of optical power
Pin and wavelength λ, the maximum photo-current produced by a PV converter is given by the ﬂux of photons
impinging on the cell surface.
JL(λ) =

q
hc · λ · Pin λ ≤ λEg
0 λ > λEg
(2.31)
It is evident from this equation that the optimum current corresponds to the band-gap energy (wavelength), as
those photons with a shorter wavelength will have a lower contribution to the current (due to the lower ﬂux). This
will also be reﬂected in wider spectrum light sources, where additionally, photons below the band-gap will not be
absorbed, contributing to zero current. Hence the attraction in laser illumination.
Under the detailed-balance conditions, the dark current of the monochromatic converter can be calculated as
JD = qφe
= q
∞ˆ
Eg
ue(E)dE (2.32)
where φe and ue are the emitted ﬂux and spectral irradiance, respectively. Carrying forward the assumptions
of detailed balance, and setting no restriction to the angle of photon emission (i.e. fe = sin2 θc = sin2 (pi/2) = 1)
then the dark current under monochromatic illumination at a wavelength λEg can be written as
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JD ≈ q
2pikT
h3c2
E2g exp
(−Eg
kTc
)
exp
(
qV
kTc
)
(2.33)
The total current is then given by JT = JL − JD. Computing this equation for diﬀerent values of V gives
the IV-curve. Thus, extracting the maximum power point of this curve for diﬀerent values of λEg allows one to
obtain the theoretical LPC conversion eﬃciency for a given illumination intensity. The plot below shows this for
illumination intensities of 0.1− 100 kWm−2.
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Figure 2.15: Plot showing the monochromatic eﬃciency limits based on the Pena et. al. model, as a function of
the band-gap (photon) wavelength at diﬀerent illumination intensities. Also indicated, are the eﬃciency limits of
key semiconductor materials.
From the plot one can see that having a larger band-gap results in a higher theoretical eﬃciency, particularly
at lower intensities. This stems from the fact that with a larger band-gap, the photo-generated carriers gain a
larger chemical potential energy, meaning that each carrier is able to deliver more work to the system. For a
given illumination intensity, the incoming ﬂux decreases with smaller λEg (larger Eg) and though this decreases the
photo-current, the increase in chemical potential is much greater, leading to an overall increase in eﬃciency. The
trend becomes less pronounced at higher intensities, which can be related to the fact that an increase in carrier
density leads to an increase in the chemical potential energy. Note that at 100 kWm−2 the eﬃciency as a function
of band-gap does not appear to tend towards zero for very long wavelengths, indicating a limitation to the model.
For the wavelength of interest, 1550 nm, we ﬁnd that the theoretical eﬃciency at the maximum exposure limit(
1 kWm−2
)
is 62.3 %. Of course, this is in the limit where radiative recombination is the only loss mechanism,
and indeed the limit may be exceeded through the use of light-trapping methods. Furthermore, in power-over-ﬁbre
applications, the maximum exposure limit may be exceeded. In which case power densities of 100 kWm−2 can be
reached, where the eﬃciency limit at 1550 nm is 76.5 %.
Below is a plot showing the dependence of the theoretical eﬃciency with irradiance up to 1000 kWm−2 for
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λEg = 1550nm. Also plotted is the Voc and Isc dependence with irradiance. One can see that the trend in eﬃciency
is predominantly determined by Voc. Under low illumination, the photo-generated carrier density is low, resulting
in a low chemical potential. Under high illumination, the increase in carrier generation results in a higher chemical
potential, which is limited to the material band-gap. Hence at a certain illumination intensity, saturation is observed,
which is reﬂected in the eﬃciency. The photo-current (or Isc) on the other hand, increases linearly with illumination.
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Figure 2.16: Plot showing the eﬃciency limits of a 1.55µm monochromatic converter as a function of illumination
intensity, based on the Pena. et. al. model. Also indicated are the evolution of the Voc and Isc with irradiance.
2.6 Photovoltaic Loss Mechanisms
The detailed-balance model described above provides an indication to the limit in the conversion eﬃciency based on
fundamental, unavoidable losses for a single-junction device. These fundamental loss mechanisms are summarised
below for conventional photovoltaic systems, which includes spectral mismatch, emission, junction and ﬁll factor loss,
and contact loss. In addition to the fundamental losses further (avoidable) losses are discussed, which are limited
to device quality and include reﬂection losses, incomplete absorption and additional non-radiative recombination
mechanisms [1, 3, 10].
2.6.1 Fundamental Losses
2.6.1.1 Spectral Mismatch
Losses due to spectral mismatch include transmission and thermalisation losses. Transmission loss is due to photons
with energy below the band-gap not being absorbed and consequently generating no carriers. Thermalisation is
a further energy loss from photons with energy higher than the band-gap, where the excess energy is lost due to
carrier relaxation. In other words, the excess energy initially forms a thermal carrier distribution that is higher
than the lattice temperature. However, the carrier interaction with lattice modes (phonons) results in the transfer
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of energy and momentum to the crystal, causing the carriers to reach thermal equilibrium with the lattice. This
process is usually very quick (in the order of femtoseconds) and the carriers will thermalise before they reach the
contacts. Thus, the excess energy is lost to the conversion process [1].
2.6.1.2 Emission Losses
Further losses include the fraction of energy that is re-emitted via radiative recombination. This is another un-
avoidable loss and stems from the basic principle that a good absorber must also be a good emitter (when outside
of equilibrium) and at a ﬁnite temperature a system will always emit blackbody radiation [1].
2.6.1.3 Junction and Fill Factor Loss
In addition there is the junction and ﬁll factor loss. The junction loss (or Fermi level loss) relates to the fact that
qVoc (the maximum Fermi level separation) is always less than Eg. The ﬁll factor loss relates to the fact that
electrical power cannot be produced at Isc and Voc, and rather the device must operate between the two (at Mpp),
where there is an unavoidable reduction in current and voltage [16].
2.6.1.4 Contact Loss
Lastly, there is the fraction of energy that is dissipated due to contact loss, which is a consequence of entropy and
can be separated into two components. The ﬁrst is kinetic loss, where there is a diﬀerence between the energy of
the thermalised electron-hole pair (Eg + 3kT) and the useful work extracted (µ). This stems from the entropy per
carrier, where the more carriers there are the more entropy there is to deposit at the contacts and the more work
can be extracted. Finally, there is the etendue loss, and is related to the limited incident solid angle with respect to
the emitted solid angle. In other words, it is the diﬀerence between Voc at one sun and at maximum concentration
[16]. The diagram in ﬁgure 2.17 illustrates these fundamental loss mechanisms in a p-n junction [20].
Figure 2.17: Left: Illustrating the fundamental loss mechanisms in a photovoltaic p-n junction [20].
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2.6.2 Additional Losses
2.6.2.1 Reﬂection Losses
Reﬂections can occur at the surface of the photovoltaic cell, due to the change in refractive index between the
surrounding medium (air) and the semiconductor material. Without additional design features, a signiﬁcant loss
can result from these reﬂections (up to 30% or more of the light can be reﬂected for III-V materials). One technique
used in solar cells to minimising reﬂections, is the use of anti-reﬂection coatings.
Anti-reﬂection coatings (ARCs) are additional dielectric layers that enhance the transmission of light through a
surface using interference eﬀects. The material (refractive index) and thickness are chosen so that the reﬂected wave
from the surface of the anti-reﬂection layer destructively interferes with the reﬂected wave from the semiconductor
surface, thereby transferring all energy to the transmitted wave. The thickness of the dielectric layer is chosen such
that the wavelength within this layer is one quarter the wavelength of the incident light, as given by the equation
below [10]
d =
λ
4nc
(2.34)
The dielectric material is then chosen with a refractive index that is the geometric mean
(
nc =
√
nans
)
of the
two media on either side (air, na and the semiconductor, ns ). Note then that the implementation of a ARC
layer is wavelength speciﬁc, and is therefore more ideal for monochromatic converters rather than solar cells (which
usually utilises multi-layer ARCs to transmit the majority of the solar spectrum). The implementation of a ARC
is illustrated in ﬁgure 2.18 [10].
Figure 2.18: A diagram illustrating the eﬀect of implementing a ARC on a PV device, to enhance the transmission
of light into the active region of the semiconductor device [10].
There is also an additional reﬂection loss from the top metal contacts, which results in a shadowing loss that
reduces the amount of light transmitted into the semiconductor layer.
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2.6.2.2 Incomplete Absorption
The detailed-balance model assumes that all photons above a certain threshold (the band-gap energy) are absorbed
with a probability of one, and below it the probability of absorption is zero. In real devices the probability of
absorption is more complex, and is governed by the material absorption coeﬃcient (as was brieﬂy discussed in
section 2.2.2.2). As a wave propagates through a material with a non-zero absorption coeﬃcient, the intensity will
fall oﬀ with depth, as described by the Beer-Lambert law [3]
I (z) = I0 exp (−α (λ) z) (2.35)
where z is the depth and α (λ) is the wavelength dependent absorption coeﬃcient. This equation shows that
the intensity of light (ﬂux) falls oﬀ exponentially with depth. Therefore the material has to be suﬃciently thick in
order to absorb all of the light. However, even with high absorption there is a (low) probability that some of the
light will not be absorbed. In addition, some of the light that is absorbed will be re-emitted. It is therefore useful
to implement light-trapping elements in the design of the PV cell to enhance absorption. This can be achieved by
putting a reﬂector on the back surface of the device, such as a Bragg reﬂector or a simple highly reﬂective metal
surface [21]. In this way, any photons that are not absorbed are reﬂected back into the semiconductor for a second
time, eﬀectively increasing the path length of the ray and increasing the chances of absorption.
2.6.2.3 Recombination Mechanisms
There are three main recombination mechanisms when concerned with PV systems, namely the radiative, SRH and
Auger recombination processes. These mechanisms are summarised in the ﬁgure below [22].
Figure 2.19: Diagram illustrating the various recombination mechanisms in a semiconductor material. This includes
band-band radiative recombination, SRH or trap assisted non-radiative recombination and Auger non-radiative
recombination [22].
As mentioned in previous sections, there is a fundamental loss mechanism in PV systems, which involves the
emission of radiation as a consequence of thermodynamics. This emission process is the spontaneous radiative
recombination of electron-hole pairs, which releases photons with energy close to the band-gap energy. The rate of
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spontaneous emission depends on the probability of overlap between the two carrier wave-functions, and therefore
the carrier density, distribution and potential. The recombination rate is therefore expressed as [3]
Rsp = Brad
(
np− n2i
)
(2.36)
where ni is the intrinsic carrier density. Brad is then the material dependent recombination coeﬃcient in
cm−3s−1. As previously mentioned, radiative recombination can be reduced by using photon-trapping elements.
However, this is only important when the device is operating under detailed-balance (i.e. the radiative recombination
regime). Typical devices tend to operate closer to the non-radiative regime via SRH processes, and therefore
optimisation of material quality is more important [1].
This then leads to the second recombination mechanism: SRH recombination. This involves the recombination
(or relaxation) of carriers through a crystal defect that results in the emission of a quantised lattice vibration (or
phonon), which contributes to heating the crystal. A defect can be a dislocation, a vacancy, or an impurity that
locally disrupts the continuity of the crystal. In most cases, the disruption in the crystal periodicity introduces
localised energy levels (defect levels) in the band structure that typically reside within the band-gap. The rate at
which a carrier encounters the defect site is given by [3]
Rτ = Ntσνth (2.37)
where Nt is the trap density, σ is the capture cross-section of the defect site, and νth is the thermal velocity of
the free carrier. The rate at which carriers can thermally escape is then given by
R = Ncσνth (2.38)
where Nc is the carrier density at the trap level. Thus, when a carrier is captured, it may either thermally escape
or be annihilated when a carrier of the opposite type is also captured. If the carriers generally escape before being
annihilated, then the defect is known as a trap and acts only to slow down the transport of carriers. This usually
happens when the defect level is close to a band-edge or if the capture cross-section is very diﬀerent between the
carrier types.
On the other hand, if carriers are generally annihilated at the defect site before they can escape then the defect
is known as a recombination site, and provides a path for free carriers to recombine non-radiatively before they
can be extracted. These sites can exist within the bulk semiconductor material (via growth-induced defects) or at
the semiconductor surface where there is a high concentration of dangling bonds. It is therefore very important
to passivate the edges of semiconductor devices, in order to minimise surface-related recombination. Because
SRH recombination requires only one carrier type to be initially trapped at the defect site, this process generally
CHAPTER 2. THE THEORY OF PHOTOVOLTAICS 61
dominates at low to moderate illumination intensities where the free carrier concentration is relatively low.
Lastly, there is another non-radiative process, known as Auger recombination. In this process, an exchange of
kinetic energy occurs between two similar free carriers. The carrier that exchanges the energy then relaxes across
the band and recombines non-radiatively with a carrier of opposite polarity. The other carrier that receives the
extra energy is then promoted higher in the band. Although this process does not directly produce heat, thermal
energy is ultimately produced when the promoted carriers relax (thermalise) back down to equilibrium. Since this
requires a three particle interaction, it is only important when the carrier density is very high. For direct III-V
semiconductors this means that Auger recombination does not become dominant until the light intensity is very
high (hundreds of kWm−2).
The contribution these recombination mechanisms have on the eﬃciency of PV systems has been explored
by D. Ding et.al., where a number of solar cell materials and structures were modelled, including single and
multi-junction GaAs and Si devices [23]. The modelling results for GaAs are shown in ﬁgure 2.20. Part a shows
the contribution of the various loss mechanisms as a function of solar concentration with ﬁxed Auger and SRH
recombination current densities of 120 and 10 Acm−2µm−1, respectively. As indicated SRH recombination is the
dominant carrier loss mechanism in the lower illumination intensity regime (contributing to a maximum loss of
2%), until approximately 1000 suns where radiative recombination then dominates (with a maximum contribution
of 1%). Auger recombination, however, remains negligible across the range of illumination intensities.
Part b shows the contribution of the various loss mechanisms as a function of the SRH current density. As
indicated there is a transition from a radiatively dominated region at SRH current densities between 10−2 and
1 Acm−2µm−1 to a non-radiative SRH dominated region at higher SRH current densities. The highest contribution
of SRH recombination is shown to be 4% at 105 Acm−2µm−1.
Figure 2.20: The contribution of various loss mechanisms for an ideal GaAs cell. a) The loss mechanisms as a
function of irradiance. b) Loss mechanisms as a function of SRH recombination current. The radiative component
becomes vanishingly small with large SRH current, since the device shifts towards the non-radiative limit [23].
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2.6.2.4 Loss Mechanisms in LPCs
Of course, PV systems illuminated with monochromatic light will have fewer loss mechanisms compared to PV
systems under solar illumination. In terms of the fundamental losses, spectral mismatch is perhaps the largest
contributor that is reduced, since the wavelength of the monochromatic source can be tuned to exactly match the
absorber band-gap wavelength. This therefore leads to much higher fundamental eﬃciency limits. In terms of
additional losses, reﬂection loss can be greatly reduced for monochromatic converters, since only a narrow band of
wavelengths needs to be transmitted. This means that complex texturing of the top surface is not needed, and a
single ARC layer is suﬃcient to transmit more than 95% of the incident light, as we will see in the next chapter on
cell design.
The largest contributors to the limiting eﬃciency in monochromatic converters is therefore carrier recombina-
tion and parasitic resistance eﬀects. Of the three carrier recombination mechanisms, SRH is the most signiﬁcant
contributor, as we shall see in Chapter 5 on temperature dependence. However, to achieve the ultimate eﬃciencies
of monochromatic converters, the impact of radiative recombination (particularly on the output voltage) must be
reduced through light-trapping methods. Again, due to the monochromatic illumination, light-trapping elements
can be designed to operate very eﬃciently, particularly with Bragg reﬂectors.
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Chapter 3
Design of the LPC
In Chapter 1 the suitable wavelengths of operation for LPCs were discussed, covering applications for free-space
or ﬁbre-optic power delivery. It is, however, the aim of this project to design an LPC that encompasses both of
these applications. This requires wavelengths that are not only transparent in air or in a ﬁbre, but also allows for
the maximum exposure limit (see Chapter 1). Such wavelengths exist in the NIR and include wavelengths such as
1480, 1550, 1620 and 2100 nm.
Of these wavelengths, it is important to note that the longer ones will lead to a fundamentally lower PV
conversion eﬃciency. This can be understood through the fact that the material band-gap needs to match the
incident photon energy in order to minimise absorption and transmission losses. Thus, longer wavelengths (lower
photon energies) require lower band-gap absorbers. While this inherently increases the photo-current (due to the
increase in photon ﬂux for a given optical power), the drop in photo-voltage (or chemical potential), which is
band-gap limited, is more signiﬁcant. This leads to an overall decrease in eﬃciency (see chapter 2 on fundamental
eﬃciencies).
As discussed in Chapter 1, a wavelength of 1550 nm oﬀers the lowest attenuation in both free-space and ﬁbre-
optic power delivery, and is therefore ideal from an applications point-of-view. In addition, lasers and photo-
detectors designed for operation at this wavelength are also well established with a good understanding of the
material physics. The rest of this chapter therefore details the design and development of LPCs for eﬃcient
conversion of monochromatic radiation at 1550 nm into useful electrical energy. The available materials and key
design considerations, including simulation to optimised the performance are outlined in this chapter.
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3.1 Design Considerations
3.1.1 Choice of LPC materials
3.1.1.1 Materials Currently Used For PVs
Various materials are available for the conversion of light into electrical energy. Figure 3.1 below shows the evolution
of solar cell eﬃciencies from 1976−2017 for both organic and inorganic materials [1]. As indicated, organic (red) and
thin-ﬁlm (green) materials currently occupy the lower portion of the eﬃciency spectrum, while organic compounds,
such as silicon (blue) and III-V based semiconductor materials (purple) currently occupy the top end of the eﬃciency
spectrum and have done so for the past four decades, owing to the mature understanding of the material physics and
growth methods. This is also reﬂected in the development of photo-detectors and existing LPCs, which are based
mainly on inorganic semiconductor technology (see chapter 1). The record eﬃciency for both non-concentrated and
concentrated illumination is currently held with III-V based tandem (4-junction) solar cells with eﬃciencies of 39 %
and 46 %, respectively [1].
Figure 3.1: The evolution of solar cell eﬃciencies with time. Currently III-V semiconductor PVs achieve the
highest eﬃciencies. The current records are held by III-V based cells (purple) with eﬃciencies of 39 % and 46 % for
non-concentrated and concentrated illumination.
As discussed in chapter 2, there are several factors that contribute to high eﬃciency PV devices. The main
ingredients for high conversion eﬃciencies include a direct band-gap absorber layer to optimise the probability of
photon absorption. This means that for a given proportion of photon absorption, the absorber layer thickness can
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be reduced compared to an indirect band-gap material, thereby reducing the occurrence of growth-induced defects.
This also reduces manufacturing costs. To further reduce the number of defects and dislocations formed during the
growth process, it is necessary to lattice match the semiconductor layers to the substrate, in order to minimise the
strain [2]. This requires materials where the crystal lattice constant and layer thickness can be controlled.
An additional ingredient is the need to engineer the band-gap to closely match a certain photon energy (or
wavelength), in order to optimise absorption and minimise spectral mismatch losses, including transmission loss
and thermalisation loss via the quantum deﬁcit [3]. For LPCs, this requires the absorber band-gap to be precisely
tuned to the incident laser wavelength.
3.1.1.2 Semiconductor Alloys
To be able to tune the band-gap and lattice constant, one needs an alloy material, so that the composition of
the constituent compounds can be altered to change the crystal properties. Of the materials currently available
III-V semiconductors meet this criteria, in particular the ternary and quaternary alloys. By adopting a suitable
combination of group III and V elements in these alloys, one can adjust the lattice constant and band-gap to
the desired level by appropriately selecting the molar fractions of the elements. It is for these reasons that III-V
semiconductor materials are commonly used in optoelectronic devices. As such, these materials will also be explored
for the LPC development.
To determine which combination of III-V elements can be tuned to a particular band-gap energy or lattice con-
stant, one can use Vegard's law [4]. According to Vegard's empirical law, one can predict certain lattice parameters
at a given composition provided the constituent compounds are of the same crystal structure and temperature. The
law uses the weighted mean between individual compound compositions to predict certain crystal properties and is
given by
αAxB1−xC = xαAC + (1− x)αBC (3.1)
Here αAxB1−x is the lattice parameter of the composite material, αAC and αBC are the lattice parameters of the
pure constituent compounds, and x denotes the compositional fraction of compound A. Therefore, for III-V ternary
alloys denoted AxB1−xC, which consist of two miscible binary compounds AC and BC (where A and B are type
III(V) compounds and C is a type V(III) compound), the lattice constant can be predicted from the relative molar
fractions of AC and BC, using Vegard's formula
a(AxB1−xC) = xa(AC) + (1− x)a(BC) (3.2)
where a denotes the lattice constant in Å. This then allows one to ﬁnd the optimum composition, or suitable
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substrate for which the strain is a minimum, which is calculated using the simple strain equation.
Strain =
a(alloy)− a(substrate)
a(substrate)
× 100 (3.3)
In this case negative strain indicates tensile strain, while positive strain indicates compressive strain between
the epitaxial and substrate layers.
Vegard's law can also be extended to determine the band-gap energy of a semiconductor material. In terms of a
monochromatic converter or LPC, the material band-gap energy required for absorption of radiation at a particular
wavelength can be calculated using the following relation
Eg(eV ) =
1.24
λ(µm)
(3.4)
where Eg is the band-gap energy in electron-volts (eV ), and λ is the wavelength in micrometers (µm). Therefore,
in terms of the chosen LPC wavelength (1550 nm), a minimum band-gap energy of 0.8 eV is required. The calculation
of the band-gap energy, when applied to Vegard's law, requires an additional bowing parameter to account for non-
linear eﬀects, such as local strain [5]. The adjusted equation is as follows:
Eg(AxB1−xC) = xEg(AC) + (1− x)Eg(BC)− x(1− x)C ′ (3.5)
where C ′ is the bowing parameter, in eV.
Thus, using the set of equations 3.1-3.5, one can estimate the composition of the alloy needed to reach a desired
band gap energy, while lattice-matched to a speciﬁc substrate. Figure 3.2 shows a composition plot of the alloy
InxGa1−xAs and the band-gap energies that can be achieved by changing the composition fraction x. Where the
red line intersects the blue line indicates the fraction required to achieve the desired band-gap of 0.8 eV.
A summary of ternary alloys that can be tuned to 0.8 eV (with a tolerance of ±0.001 eV) are shown in table 3.1.
The compositional fractions required to achieve the band-gap are also indicated, along with the lattice constant
and the substrate with which minimal strain is obtained. Of these materials, InGaAs grown on InP is best suited
for the given criteria of the LPC, with a strain of −0.42 % (tensile). All ﬁgures quoted in the table are based on
calculations at 300 K, where the lattice parameters of the pure compounds were obtained from Vurgaftman et. al.
[5].
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Figure 3.2: Plot showing the range of band-gap energies that can be achieved by changing the composition of the
alloy InxGa1−xAs. Where the red line intersects the blue line indicates the composition required to reach the target
band-gap of 0.8 eV, which corresponds to the illumination wavelength of 1.55µm.
Material x (%) Eg (eV) Lc (A˚) Substrate Strain (%)
InxAl1−xAs 78.8 0.799 5.974 InAs −1.389
InxAl1−xSb 66.0 0.800 6.362 InSb −1.804
InxGa1−xAs 47.1 0.800 5.844 InP −0.420
InAsxP1−x 52.9 0.799 5.969 InAs −1.466
InSbxP1−x 20.6 0.799 5.995 InAs −1.039
Table 3.1: Summary of III-V ternary alloys that can be tuned to 0.8 eV (1550 nm). Also included is the composition
fractions, lattice constant and the strain on the best suited substrate at 300 K. Of these materials InGaAs/InP is
the better choice.
Tuning the band-gap and lattice constant using quaternary alloys oﬀers further control than ternary alloys.
The additional element allows an extra degree of freedom, providing a wider range of lattice constants for a given
band-gap energy. Two types of quaternary alloys exist for the zinc-blende conﬁguration; the ﬁrst is denoted by
AxB1−xCyD1−y and comprises of four binary compounds AC, BC and AD, BD and four ternary alloys ABC, ABD,
ACD and BCD, where A and B are type III elements while C and D are type V elements. Thus, the band-gap can
be tuned by altering the relative x and y fractions, and is predicted using the extended Vegard's formulation [5].
Eg(AxB1−xCyD1−y) =
x(1− x) [(1− y)EABDg (x) + yEABCg (x)] + y(1− y) [xEACDg (y) + (1− x)EBCDg (y)]
x(1− x) + y(1− y) (3.6)
The lattice constant of a quaternary alloy is then calculated by substituting Eg with Lc. Therefore, following a
similar procedure to the above, one can obtain the composition fractions needed for a particular band-gap energy
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and the most suitable substrate for a III-V quaternary alloy. The ﬁgure below shows a composition plot of the alloy
InxGa1−xAsyP1−y and the band-gap energies that can be achieved by changing the x and y composition fractions.
Where the purple plane intersects this surface is the range of compositions that can achieve the desired band-gap
of 0.8 eV. This range of compositions is shown in the right plot of ﬁgure 3.3. A certain composition along this line
will then have the best lattice match to a speciﬁc substrate, therefore providing the desired band-gap energy and
strain.
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Figure 3.3: Left: The range of band-gap energies that can be achieved by changing the relative x and y compositions
of the alloy InxGa1−xAsyP1−y. Where the purple plane intersects this surface is the range of compositions leading
to a band-gap of 0.8 eV. Right: A more detailed plot showing the range of compositions targeting a band-gap of
0.8 eV.
Table 3.2 below shows a summary of type I quaternary alloys which can be tuned to 0.8 eV. Also shown are the
composition fractions, as well as the lattice constant and strain on the best matched substrate (calculated using
equation 3.3). In this selection, InGaAsP grown on InP oﬀers essentially zero strain. All values quoted are based
on calculations at 300 K, with lattice parameters for the pure compounds obtained from [5].
Material x (%) y (%) Eg (eV) Lc (A˚) Substrate Strain (%)
InxGa1−xAsyP1−y 57.0 92.6 0.800 5.869 InP 0.000
InxGa1−xAsySb1−y 44.3 91.5 0.800 5.869 InP 0.003
InxGa1−xAsyN1−y 5.10 98.1 0.799 5.652 GaAs 0.021
Table 3.2: Summary of type I quaternary alloys, in which the band-gap may be tuned to 0.8 eV (1550 nm). Also
indicated are the compositional fractions, lattice constant and the best suited substrate for minimum strain at
300 K. InGaAsP is shown to be the best option.
The second type of quaternary alloy is denoted AxByC1−x−yD and comprises of three binary compounds AD,
BD and CD, and three ternary alloys ABD, ACD and BCD, where A,B,C are of type V(III) and D is of type
III(V). Thus, the band-gap can be tuned by altering the x and y fractions and is estimated using the following
interpolation [5]:
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Eg(AxByC1−x−yD) =
xyEABDg (u) + y(1− x− y)EBCDg (v) + x(1− x− y)EACDg (w)
xy + y(1− x− y) + x(1− x− y) (3.7)
where u = (1−x− y)/2, v = (2−x− 2y)/2, w = (2− 2x− y)/2. Summarised in table 3.3 are the available type
II quaternary materials that can be tuned to 0.8eV . In this case InGaAlAs/InP is a promising candidate for LPC
development, with zero strain on the substrate.
Material x (%) y (%) Eg (eV) Lc (A˚) Substrate Strain (%)
InxGayAl1−x−yAs 53.3 41.3 0.8005 5.8696 InP 0.000
InSbxAsyP1−x−y 20.6 0.00 0.7992 5.9953 InAs 1.039
Table 3.3: Summary of type II quaternary alloys that can be tuned to 0.8eV at room . The compositional fractions
are also indicated along with lattice constant and the minimum strain on the best suited substrate at 300K.
InGaAlAs is most ideal for this type of alloy.
Of the materials discussed in this section, InGaAsP oﬀers the best solution; with the better matched band-gap
and lattice constant on an InP substrate. This is therefore the favourable choice for an LPC operating at 1550 nm
and is not unexpected, since this strain-free material is commonly used in lasers and photo-detectors operating at
this wavelength. Below is a summary of a selection of III-V compound (and alloy) semiconductors with their range
of lattice constants, band-gaps and their equivalent wavelengths.
Figure 3.4: Range of lattice constants and band-gap energies achieved by changing the composition of the III-V
compound alloys between their respective constituent binary compounds [6]. Note that the solid line indicates a
direct band-gap material while the dashed line indicates an indirect material.
In optoelectronics, GaAs and InP are the two most widely used semiconductor substrate materials, owing to
their maturity and availability in large sizes. The ability to deposit other compound and alloy semiconductor
materials on these substrates also gives them great ﬂexibility in device design [7].
Of the materials shown in ﬁgure 3.4, there are a number of mature material systems. For example, the
GaAs/GaAlAs system is commonly used for emitters at 850 nm, while InGaAsP/InP systems are used for emitters
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and detectors operating at wavelengths of 1300 and 1550nm - the two most popular wavelengths for telecommunica-
tions. The two compound and alloy systems GaP and InGaAsP/GaAs have been developed for light emitting diodes
in the red region, while the two compound materials InAs and InSb are commonly used for detectors operating
further in the NIR (> 2µm). Finally, interest in material systems such as InAsPSb/InAs and GaAlAsSb/GaSb are
growing for applications in emitters at 2.55µm (a key wavelength in low loss ﬂuoride ﬁbres) [7].
Therefore, in terms of maturity and knowledge base, the InGaAsP/InP material system is ideal for LPCs
operating at 1.55µm.
3.1.2 Design Components
3.1.2.1 Junction Design and Conﬁguration
Based on the conclusions made above and the theoretical discussions in Chapter 2, a prototype design based on
InGaAsP/InP was formulated. Historically PV (Si) cells were commonly based on n-on-p conﬁgurations as the
growth process involved diﬀusing an n-type impurity into a p-type substrate [8]. However, with the advancement
of epitaxial growth, both n-on-p and p-on-n conﬁgurations can be realised.
The advantage with a p-on-n conﬁguration is that it only requires a thin p-layer on a thick n-layer unlike the n-
on-p alternative, where the thick highly doped p-layer is susceptible to photon loss via inter-valence band absorption
(IVBA). Therefore having a thin p-layer is likely to reduce the eﬀect of IVBA [9]. The design therefore consists of a
p-on-n conﬁguration with a homo-junction design between asymmetrically doped InGaAsP p- and n-doped layers.
The asymmetry allows the depletion region to be extended over a larger area, thereby improving the capture and
separation of the photo-generated electron-hole pairs (as discussed in Chapter 2). The homo-junction also allows
carriers to be transported to the contacts without being impeded by unwanted potential barriers (also discussed in
Chapter 2).
3.1.2.2 Window Layer
A window layer is a semiconductor layer that acts as a blocking layer, preventing minority carrier transport to
the top surface, where they may recombine via surface defects. This reduces the saturation current, and improves
device eﬃciency. In this case an InP window layer is used, which forms a hetero-junction with the InGaAsP emitter
layer and therefore prevents the photo-generated electrons from reaching the surface. Previously it has been shown
that the incorporation of an InP window layer to InGaAs/InP solar cells produces a well-deﬁned potential step that
improves the photo-response by ∼ 10% (in the region of 1.55µm) and improves the conversion eﬃciency by ∼ 4%,
hence it is likely to have a similar eﬀect for InGaAsP/InP [10],[11]. Figure 3.5 shows the hetero-interface between
the InP window and InGaAs emitter layer (also shown in the simulated design later). In addition, the window layer
has a larger band-gap than the absorbing layer, thereby forming a transparent window for the radiation of interest.
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Figure 3.5: Band-structure diagram for p-InP/p-InGaAs indicating the hetero-interface with the window layer,
which forms a potential step in the valence band and hence blocks hole transport to the surface. [10].
3.1.2.3 Anti-Reﬂection Coating
As the system is illuminated with a monochromatic source, the most eﬀective (and simplest) method to reduce
surface reﬂections is to use an anti-reﬂection coating (ARC), which is placed on top of the window layer. As
discussed in Chapter 2 an ARC consists of a dielectric material, which relies on interference eﬀects to minimise
reﬂections and maximise transmission through a material interface. This is a wavelength dependent eﬀect and is
therefore most eﬀective for laser power converters, The dielectric materials to be explored are HfO2, SiO2 and
Si3N4, which are suitable for our purposes [12]. The reﬂectivity can be calculated using the set of Fresnel equations
for a single-layer ARC, as listed below
r1 =
n0 − n1
n0 + n1
(3.8)
r2 =
n1 − n2
n1 + n2
(3.9)
φ =
2pin1t1
λ
(3.10)
R =
∣∣r2∣∣ = r21 + r22 + 2r1r2 cos (2φ)
1 + r21r
2
2 + 2r1r2 cos (2φ)
(3.11)
where n0 is the refractive index of the air, n1 is the refractive index of the ARC, n2 is the refractive index of
the semiconductor layer (InP window layer) and φ describes the phase shift within the material. Finally, t1 is the
thickness of the ARC layer and λ is the incident illumination wavelength. The geometry for these calculations is
depicted in ﬁgure 3.8 (left). Computing these equations for the three ARCs at a wavelength of 1.55µm (taking
values of refractive index from [13]), the reﬂectivity as a function of ARC thickness is provided below.
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Figure 3.6: Left: Geometry for ARC calculations. Right: Reﬂectivities of three types of dielectric ARCs, as a
function of layer thickness for illumination at 1550 nm. Si3N4 is shown to have the better reﬂectivity of 1.2 % at a
thickness of 0.125µm.
From the plot one can see that a single layer ARC can reduce the reﬂectivity to below 6 %. HfO2 and Si3N4 can
produce reﬂectivities below 3 %, with the latter achieving the lowest reﬂectivity of 1.2 % at a thickness of 0.125µm.
3.1.2.4 Semiconductor Contact Layer
Contact layers are used to aid the transport of carriers to the metal contacts, and usually consist of relatively thin
semiconductor layers that are highly doped in order to form the metal-semiconductor (ohmic) interface. The highly
doped layers mean that even if there is a potential barrier, it will be so narrow that the carriers can easily tunnel
through it. Thus, these layers oﬀer a low resistance route to the external circuit. The top contact layer is formed
using lattice-matched InGaAs, for which a higher level of doping can be achieved compared to InP (and therefore
forms a better contact with the metal). The bottom semiconductor contact layer for the cathode is a highly n-doped
InGaAsP layer, which will aid the ﬂow of electrons to the external circuit.
3.1.2.5 Back-Surface-Field Layer
A BSF layer has the same function as the window layer, in that it prevents the transport of a certain (minority)
carrier type from propagating any further. In this case the BSF layer consists of a highly doped InP layer placed
under the highly n-doped InGaAsP contact layer and impedes the transport of minority carriers to the substrate,
thereby improving the collection eﬃciency to the back metal cathode, which is in contact with the InGaAsP contact
layer. The addition of a BSF layer has been shown to reduce dark current and therefore improves device eﬃciency
[14]. These layers have also previously been used in concentrator PVs to improve performance [15],[16].
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3.1.2.6 Light Trapping
Despite the fact that InGaAsP is a direct band-gap material, the optical penetration depth in the vicinity of the
band-gap energy is still very high, requiring absorber thicknesses of 10µm or more [17]. Such thick absorbers are
expensive to grow, may incorporate more growth-induced defects, and may not be practical for certain applications.
It is therefore important to implement a light-trapping element in order to increase the path length of light, while
not increasing the absorber depth too much. This is achieved by introducing a highly reﬂective back layer to the
design, as was discussed in chapter 2.
The proposed design incorporates a (DBR) structure, consisting of alternating layers of InGaAsP and InP
layers. A DBR structure works in much the same way as a multi-layered ARC, relying on interference eﬀects. In
this case, the structure is designed to enhance reﬂection rather than transmission at each of the layer interfaces.
DBR structures have been shown to be an eﬀective recycling element and have improved quantum eﬃciencies by
as much as 16 % and 10 % in infrared applications [18], [19]. The latter work also showed the the addition of
DBR structures also improves radiation hardness for space applications (by allowing the absorber thickness to be
reduced).
3.1.3 Overall Epitaxial Structure
3.1.3.1 Proposed Design
Below in ﬁgure 3.7 is a schematic of the proposed LPC design, which includes all the design considerations mentioned
above.
Figure 3.7: Detailed layer design of the proposed LPC design (not-to-scale), including the DBR stack for photon-
recycling, AR coating for optical transmission, a p-n homo-junction design and additional carrier blocking and
extraction layers. The metal contacts are then insulated from the active region using SiO2 [20].
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3.1.3.2 Foundry Design
For the ﬁrst iteration, the DBR structure of the proposed design above was omitted in order to simplify the growth
process and focus on optimising the growth quality of the thick InGaAsP layers. To simplify the structure further,
the cathode contact was moved to the bottom of the substrate. While this means the device performance will not
be optimum (now that the photo-generated electrons will have to travel the extra distance to the contacts, and
will be impeded by the InP blocking layer) the gold (Au) metal contact will act as a simple light-trapping element.
Metal reﬂectors have previously been using for light-trapping for PVs and oﬀer a simple and eﬀective solution [15].
In this case gold has a reﬂectivity of ∼ 98 % at the wavelength of 1550 nm [21].
The top metal p-contact geometry was then based on an existing mask design at the foundry for photo-detectors,
which will be etched down to the InGaAs contact layer. This mask comprises of a number of contact ﬁngers that
run the length of the cell, which are 10µm wide and separated by 200µm (centre-centre). These contact ﬁngers
are then connected to two busbars at either end of the cell, which are 100µm wide. These busbars then collect the
current to the external circuit. Note then, that the contact ﬁngers are connected in parallel to each other and the
size of each cell (determined by the mask) is 5 × 5 mm2. The top and bottom metal contact designs are shown in
the ﬁgure below, and the updated epitaxial design is illustrated in ﬁgure 3.9 on page 78.
Figure 3.8: Mask design for the top and bottom of the LPC cell. The top consists of contact ﬁngers running the
length of the cell and are optimised for carrier collection while minimising shadowing losses. The back metal contact
is a simple plate, formed on the back substrate.
3.2 Electro-Optic Simulations
3.2.1 Software Overview
3.2.1.1 Software tools
To optimise the design, electro-optic simulations were performed using the Solar Cell Utility package (SCU) from
RSoft, an industry-leading software package for designing various photonic devices [22]. In this case, the software was
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used to optimise the eﬃciency of the photovoltaic cell illuminated under monochromatic illumination at 1550 nm with
a power density of 1 kWm−2. The SCU package consists of two main simulation tools, which are then used to simulate
the photovoltaic IV characteristics under a deﬁned illumination spectrum. The ﬁrst tool is called FullWave, which
uses the ﬁnite-diﬀerence-time-domain (FDTD) technique to solve the optical problem (i.e. Maxwell's equations)
in 2D. This produces the optical characteristics of the epitaxial design (including the absorption characteristics),
which are then fed into the second simulation tool (called LaserMOD). This then solves the transport equations in
2D (drift-diﬀusion, as described in Chapter 2) as a function of external bias, in which the photo generation rate is
obtained from the absorption characteristics calculated in FullWave. Note that the package contains a library of
material parameters, including their mobility, recombination coeﬃcients, and so on, that are mainly obtained from
O. Madelung [23].
3.2.1.2 Simulation Parameters
The simulation takes into account a number of loss mechanisms, including radiative emission, SRH recombination in
the bulk and Auger recombination. For InGaAsP, the simulation uses a ﬁxed SRH recombination lifetime of 0.5µs,
and Auger recombination coeﬃcients of 3.4 × 10−31 and 7.7 × 10−30 cm6s−1 for electrons and holes, respectively
[23]. Note that these values are based on laser structures and while Auger recombination is an intrinsic part of
the material (band-structure dependent), SRH is extrinsic and highly dependent on growth and processing quality
(such as surface passivation). Therefore it cannot be accurately determined unless careful experimentation across
a number of samples is carried out. Thus, the SRH recombination lifetime is likely to be very diﬀerent for thick,
bulk layers and is very sensitive to the surface treatment.
In addition, the model only includes resistive losses within the epitaxial layers and not at the contacts. The
simulation also only considers lattice heating eﬀects and does not perform a full thermal simulation (due to high
computational demand). The inclusion of Ohmic losses at the contacts, thermal eﬀects and additional SRH re-
combination would be to reduce the eﬃciency of the device. Therefore, the simulations presented are likely to
over-estimate the device performance.
3.2.2 Device Simulation
3.2.2.1 Optimised Epitaxial Design
In the simulation the design of a unit cell was constructed (since the device has a periodic structure) in the RSoft
Computer-Aided Design (CAD) environment, spanning from the centre of one contact ﬁnger to the centre of the
next. From the details of the contact geometry described above in section 3.1.3.2, this means the unit cell has
a width of 200µm and the ﬁngers have a width of 5µm. The boundary conditions to the sides were then set to
periodic (to extend the simulation beyond the unit cell), while the boundary conditions to the top and bottom were
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set to perfectly matched layers (PMLs) (perfectly absorbing interfaces that represent open or hard boundaries) [22].
The incident illumination spectrum was set to Lorentzian, with a spectral width of 10 nm centred at 1550 nm,
thus simulating the monochromatic laser source. However, the incident wave-fronts were assumed to be ﬂat in order
to minimise simulation complexity. Note that for the FDTD solver, the mesh density was set to 1/10th of the
thinnest layer (since this is smaller than the incident wavelength).
The layer thicknesses and doping levels of each layer were then chosen based on a combination of pre-deﬁned
growth parameters at the foundry and optimisation through simulations, under an iterative cycle, to maximise the
conversion eﬃciency at 1 kWm−2. The ﬁnal epitaxial design is summarised in ﬁgure 3.9 below, and the corresponding
band-alignment diagrams (one showing the proﬁle from a metal contact at the edge, and one showing the proﬁle
from the ARC at the centre) are shown in ﬁgure 3.10 on the next page.
Figure 3.9: Proposed epitaxial structure for the LPCs, as discussed in section 3.1.2. The layer thicknesses are
chosen based on the growth parameters at the foundry and optimisation through RSoft simulations.
The epitaxial structure of the LPC therefore consists of a top SiO2 ARC, which is etched down to the InP
window layer and is 0.2µm thick. For illumination at 1550 nm this leads to a reﬂectivity of 95 % (see ﬁgure 3.6).
Gold (Au) metallic contact ﬁngers have then been placed on top of the InGaAs contact layers for carrier extraction,
with a depth of 5µm to reduce resistivity. These contact layers are p-doped 1×1019 cm−3 with Zinc (Zn) to provide
low resistance and have a thickness of 0.2µm. The InP window is highly p-doped with Zn
(
1× 1018 cm−3) with a
thickness of 0.2µm to reduce sheet resistance and improve lateral current ﬂow.
A p-n junction is then formed from the p-doped
(
2× 1017 cm−3) InGaAsP emitter (with a thickness of 0.5µm)
and the n-doped (1×1017 cm−3 with Sulphur (S)) InGaAsP absorber (with a thickness of 4µm), which is optimised
for photon absorption. The bottom InGaAsP contact layer then has a doping level of 5×1018 cm−3 and a thickness
of 0.75µm to aid electron transport. Next, the BSF InP layer has a thickness of 0.5µm and a doping level of
2× 1018 cm−3. This layer also acts as a buﬀer layer to relax any residual strain. Lastly, the InP substrate is from
an n-doped
(
3× 1018 cm−3) 2 wafer.
CHAPTER 3. DESIGN OF THE LPC 79
3.2.2.2 Band-Alignment
The band-alignment proﬁles of the simulated epitaxial design discussed above is shown below in ﬁgure 3.10 for two
locations; one from a point between the contact ﬁngers where the ARC lies, and one from a point beneath a metal
contact ﬁnger. Note that the metal contacts are not simulated here.
Figure 3.10: Band alignment diagrams for the epitaxial structure proposed above. On the left is the band diagram
between the top contact ﬁngers, where the ARC lies. On the right is the band-alignment diagram at a contact
ﬁnger, with a highly doped InGaAs contact layer.
In the left band-alignment diagram, one can see that the ARC also acts as a passivation layer, blocking all
carriers from reaching the surface where they may recombine through broken surface bonds (dangling bonds). One
can also see the window layer forming a heterojunction with the InGaAsP emitter layer, with a large conduction-
band barrier blocking the ﬂow of minority electrons to the surface, and a small valance-band barrier allowing holes
to tunnel through.
Towards the back of the epitaxial design the BSF InP layer is shown to block both carrier transport to the back
metal contact, resulting in a high level of carrier recombination at this interface and ultimately reducing the device
eﬃciency. This is to be expected since the original design intended to have the back cathode in direct contact with
the InGaAsP contact layer. Thus, this ﬁrst iteration design is not optimum.
3.2.3 Simulated PV Characteristics
3.2.3.1 IV Characteristics
IV characteristics for this structure were simulated using the combined packages of FullWave and LaserMOD as
discussed above. In this simulation the device behaviour was modelled as a function of illumination intensity(
0− 2 kWm−2) with all loss mechanisms mentioned above activated, including radiative, SRH, Auger and interface
recombination, lattice heating and scattering (carrier and temperature dependent mobility) losses.
The ﬁgure below shows the key parameters from the IV curves as a function of irradiance. This includes the
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cell eﬃciency η, ﬁll factor FF, short-circuit current Isc and the open-circuit voltage Voc.
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Figure 3.11: Rsoft Simulated characteristics of the LPC as a function of irradiance. The conversion eﬃciency (blue)
is shown to depend heavily with Voc (red) and saturates at 53 % at power densities above 1.25 kWm−2. The FF
(orange) decreases at high intensities due to resistive eﬀects.
The cell eﬃciency, η, is shown to depend largely on the Voc and saturates at 53 % at power densities above
1.25 kWm−2. The Voc is shown to have a logarithmic dependence with irradiance, as expected from theory (see
Chapter 2) and appears to saturate asymptotically towards the maximum quasi-Fermi level separation (Eg). How-
ever, this level is not reached in the irradiance range indicating that recombination is limiting the PV performance.
It is suspected that this is mainly due to interface recombination between the back InGaAsP contact and InP BSF
layers. This can be somewhat quantiﬁed by deactivating the interface recombination in the simulation. Running
this simulation at 1 kWm−2 we ﬁnd the Voc increases by 0.2 V, the Isc increases by 0.6 mAcm−2, the FF increases
relatively by 5 % and the eﬃciency increases relatively by 22 %. Thus, there is a signiﬁcant improvement in device
performance. Note however, that in this simulation interface recombination is deactivated for all layers, therefore
the contribution from the blocking layer would be slightly smaller (though most signiﬁcant).
The Isc is shown to increase linearly with irradiance as expected from theory. The FF on the other hand is shown
to decline at power densities beyond 0.5 kWm−2 and peaks at a value of 76.8 %. This decline is due to accumulated
resistance, which causes a sharper decline at higher illumination intensities. Since the simulation does not consider
metallic or semiconductor-metal contact impedance, this accumulated resistance must be due to sheet resistance in
the InP window. As we will see later in Chapter 6, the sheet resistivity and the top contact geometry (i.e. contact
ﬁnger width and separation) has a considerable eﬀect on the device eﬃciency and any droop observed at higher
intensities.
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3.2.3.2 Optical Characteristics
Further to the simulated IV characteristics discussed above, the simulated optical absorption and ﬁeld results are
shown below in ﬁgure 3.12, for illumination at 1 kWm−2 centred at 1.55µm. Note that this shows the optical
characteristics across the device, which is shown topside-down. The absorption proﬁle shows the majority of
absorption at the surface of the InGaAsP emitter layer and extending through to the InGaAsP BSF layer. No
Absorption occurs after the BSF layer due to the larger band-gap InP layers. Absorption is also reduced to zero in
the ﬁrst 0.4µm where the ARC and InP window layer lies.
Note also that no absorption occurs at the edges due to contact shadowing. This is shown more clearly in the
corresponding optical ﬁeld plot where strong reﬂections are observed at the contact ﬁngers. It can also be seen
that there is a small amount of reﬂections occurring at the ARC surface, indicating that it is not fully optimised.
According to this this plot, the ﬁeld amplitude drops from 0.53 to 0.07 from the surface of the InGaAsP emitter to
the bottom edge of the BSF layer, thus indicating that 87 % of the transmitted light is absorbed in the InGaAsP
region, which has a total thickness of 5.25µm. The layer thicknesses have been optimised in terms of carrier
transport and optical absorption. Thus despite the loss in absorption, the overall performance and eﬃciency is
increased.
Figure 3.12: Left: Normalised absorption proﬁle through the device structure under 1 kWm−2 illumination at a
centred wavelength of 1.55µm. Normalised ﬁeld proﬁle through the device under the same illumination conditions,
indicating high reﬂections at the metal contacts (leading to contact shadowing).
3.3 LPC Manufacture
3.3.1 Test Samples
3.3.1.1 Growth and Processing
Based on the design discussed above, a series of test samples were fabricated (at CIP technologies, a subsidiary
of Huawei) with varying alloy compositions, in order to establish an optimum material system in terms of optical
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absorption at 1550 nm and growth quality. Note that the ﬁrst batch of samples were grown with a 2µm (rather than
4µm) absorber (in order to test quality) via metal-organic-vapour-phase-epitaxy (MOVPE), which is a chemical
vapour deposition method commonly used to grow crystalline multi-layer structures. It diﬀers from other meth-
ods, such as molecular beam epitaxy (MBE) in that the growth process is by chemical reaction of metal-organic
compounds or hydrides, which ﬂow across a heated substrate to produce the epitaxial layers. In contrast, MBE
involves the physical deposition of elemental particles (via elemental beaming) onto a heated substrate in an ultra-
high vacuum. Determining which method is better depends on the desired device structure and cost eﬀectiveness.
However, MOVPE generally provides higher growth rates and crystal quality, which is ideal for thick bulk layers.
Pelzel provides an overview of the two techniques [24].
The ﬁnal product from CIP consisted of three bars (each with a diﬀerent alloy fraction) containing twelve, 1 mm
diameter cells based on an existing mask design for photodetectors, as shown in ﬁgure 3.15 on page 85. For these
samples, a top circular Au-based metal anode contact was used for extraction of photo-generated carriers to the
external circuit.
Each bar was mounted on a prototype circuit board (PCB) using a Pb-Sn based solder, which has been shown
to have better thermal, electrical and mechanical properties compared to the standard silver-epoxy [25]. The top
connection is completed with Au 24µm diameter wire-bonding to the positive terminals of the PCB, while the base
connection has its own allocated solder terminal. Figure 3.15 (left) on page 85 shows one of the bars mounted on a
PCB board.
3.3.1.2 Material Characterisation
The band gap of the three samples was measured using photo-current spectroscopy, which uses a monochromator
and lock-in ampliﬁer to measure the photo-response of the cell as a function of incident wavelength in the range
500− 1800 nm. The resulting photo-current spectrum for 4 samples is shown in ﬁgure 3.13a.
The photo-current spectra shows a sharp increase from ∼ 1630 nm and below indicating the band-gap region,
since at longer wavelengths the photo-current falls to zero (photons transmitted). The absorption feature occurring
at approximately 1360 nm is due to water vapour molecules present in the measurement. The photo-current is also
shown to peak at ∼ 1120 nm where it begins to drop sharply. This drop is mainly attributed to absorption in the
InP window layer and the fact that shorter wavelength (higher energy) photons are absorbed more strongly at the
surface, where there is a high recombination rate.
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Figure 3.13: a) Normalised photo-current spectra of four samples from the same wafer. The feature at 1360 nm is due
to water absorption. At wavelengths below 1120 nm absorption occurs in the InP window layer. b) Corresponding
derivative of the photo-current, indicating the band-gap at 1588 nm (0.781 eV). In conjunction to the work of Dr.
Jayanta Mukherjee
The band-gap is obtained from the spectrum at the point-of-inﬂection, which is more easily identiﬁed by taking
the derivative of the photo-current spectra, as shown in ﬁgure 3.13b. The trough at 1588 nm (0.781 eV) corresponds
to the band-gap of the InGaAsP alloy (of sample 1) and the second feature occurring at ∼ 930 nm coincides with
the band-gap of the InP window layer.
Photo-current spectroscopy was also measured for the other two samples, and the derivative of all three samples
is plotted below in ﬁgure 3.14. The measured band-gaps are therefore 0.781, 0.822 and 0.750 eV for samples 1, 2
and 3 respectively.
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Figure 3.14: Derivative photo-current spectra for three samples with diﬀerent alloy compositions to determine the
band-gap. In conjunction to the work of Dr. Jayanta Mukherjee
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3.3.1.3 PV Characterisation
The conversion eﬃciency of the cells on each sample was measured using a Thorlabs tunable laser source with a
wavelength centred at 1.55µm and an output power ﬁxed at 1 mW. Please see Chapter 4 for the full characterisation
method. Table 3.4 summarises the eﬃciency results for the highest performing cells on each of the samples.
As indicated sample 1 with a band-gap of 0.781 eV (0.019 eV below the incident photon energy) demonstrates
the highest eﬃciency of 24.8 %, while sample 2 with a band-gap of 0.822 eV (0.022 eV above the incident photon
energy) demonstrates the lowest eﬃciency. Sample 3 with a band-gap of 0.75 eV (0.05 eV below the incident photon
energy) then shows an eﬃciency of 16 %.
It is clear from these results that sample 2 has the lowest eﬃciency because the band-gap energy is higher than
the photon energy, and therefore most of the light is transmitted rather than absorbed. Sample 1 exhibits the
highest eﬃciency since the band-gap matches closely with the photon energy. However, it should be noted that
in this case, having an engineered band-gap that is slightly lower than the photon energy enhances absorption,
since a higher density of states exists above the conduction band-edge (see chapter 2). This then improves the PV
eﬃciency, since the quantum deﬁcit (the photon energy above the conduction band edge) is small enough that losses
related to spectral mismatch are minimal.
Sample 3 is shown to have a lower eﬃciency and initially this was thought to be due to spectral mismatch losses
(particularly thermalisation loss), since the band-gap energy is smaller than that of sample 1 (resulting in a larger
quantum deﬁcit). However, as will be shown in Chapter 4, thermalisation loss is not signiﬁcant in this energy range,
or indeed over a much larger range. The reduced eﬃciency is therefore attributed to the growth quality for this
alloy fraction. Sample 1 is therefore closest to optimum, in terms of photon absorption and material growth quality.
Sample Band-gap (eV) Eﬃciency (%)
1 0.781 24.8
2 0.822 0.1
3 0.750 16.0
Table 3.4: Summary of the performance of three samples with varying alloy compositions under illumination at
1.55µm with an output power of 1 mW. The results indicate that sample 1 lies closest to an optimum material
system for photon conversion at 1550 nm. In conjunction of the work of Dr. Jayanta Mukherjee
3.3.2 LPC Cells
Based on the ﬁndings discussed above, a number of LPC cells were grown and fabricated at a band-gap of 0.781 eV,
which corresponds to an alloy fraction of In0.575Ga0.425As0.911P0.089. The design of these cells fully utilises the
epitaxial structure described in ﬁgure 3.9 on page 78 including the 4µm thick absorber layer, which required a re-
calibration of the reactor and is an untried area of growth. Hence, optimisation in the growth process was needed.
The extra 2µm thick absorber will increase photon absorption and hence device eﬃciency. The ﬁnal large area cells
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were processed using an existing mask design, which resulted in cell dimensions of 5 × 5 mm2 with a top contact
geometry as described in section 3.1.3.2 (i.e 10µm wide ﬁngers separation by 200µm and busbars that are 100µm
wide). This results in a contact shadowing of 13.3% of the active cell area. As with the test samples, these cells
were bonded n-side down onto a PCB chip carrier using the Pb-Sn based solder and the bus-bars are connected to
a PCB terminals using 24µm Au wire-bonds. A plan view of the device is shown in ﬁgure 3.15 (right).
Figure 3.15: Left: Bar containing 11 test samples measuring 1 mm in diameter. The bar is mounted onto a PCB
using Pb-Sn solder, while Au wire bonding to the PCB terminals forms the p-contact. Right: The LPC cell based
on an existing mask design used at the foundry. The cell measures 5 × 5 mm2 and includes a top contact grid
consisting of two bus-bars and contact ﬁngers.
The characterisation of these cells is discussed in detail in the next chapter.
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Chapter 4
Characterisation of the LPC Cells
As was discussed in Chapter 2, the performance (and behaviour) of a PV cell is determined by obtaining the DC
parameters from the IV characteristics, which are listed here again for convenience: Isc, Voc, η, FF, mi, Iph, I0
and Rs, Rsh. Observing how these parameters evolve under certain optical and environmental conditions, such as
varying illumination intensity, wavelength and temperature paints a detailed picture of the device performance.
This provides valuable insight into the speciﬁc mechanisms responsible for the device eﬃciency, which can then be
acted upon in future design considerations.
In this Chapter, we will discuss the characterisation of both the 0.785 mm2 test samples and the 25 mm2 LPC
cells. The 5 DC parameters will be extracted using the S. Chan et. al. model as described in Chapter 2. In this
procedure, it is necessary to take the gradient at the short-circuit and open-circuit conditions to obtain ﬁve of the
DC parameters. As the gradient is sensitive to the data range (due to the exponential curve), each gradient is taken
across 10 % of the full data range from Isc and Voc in order to produce comparable results between the devices and
the external conditions.
4.1 Measuring LPC Characteristics
4.1.1 Electrical Characterisation
4.1.1.1 Existing Methods
A variety of electrical characterisation methods exist, including DC and pulsed current-voltage (IV), capacitance-
voltage (CV), capacitance-frequency (Cf), drive-level-capacitance-proﬁling (DLCP), four-probe-resistivity (FPR)
and Hall-voltage (HV) measurements [1]. Each of these methods has its own beneﬁts for obtaining important
information about the device. Pulsed I-V measurements can provide information about carrier lifetimes, while
capacitance measurements can reveal information about doping proﬁles and the quality of the depletion region.
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Hall measurements provide intrinsic material properties, such as conductivity and carrier mobility [1].
4.1.1.2 DC I-V Measurements
However, DC I-V measurements are the most common method for characterising PV devices, and is used in
the subsequent result sections. A conventional method for obtaining the I-V characteristics typically involves
an ammeter and voltmeter connected in series and in parallel with the PV cell, respectively. A variable resistor (or
potentiometer) would then be connected across the positive and negative terminals of the device to simulate the
load. While under illumination, the device is swept from the short-circuit to open-circuit condition by increasing the
load resistance in incremental steps from 0Ω (the short-circuit condition) to typically the order ofMΩ (open-circuit
condition). The current and voltage is then measured on the ammeter and voltmeter at each step, respectively.
This produces the IV-curve from which the key PV parameters may then be extracted.
However, today I-V characteristics are typically measured using a programmable source-meter unit (SMU), which
is capable of simultaneously sourcing a constant voltage (to simulate a load across the device) and measuring current.
This oﬀers a faster and more eﬃcient means of obtaining the I-V characteristics. For the characterisation of the
LPCs a Keithley 2400 series SMU is used, which provides precision voltage and current sourcing and measurement
capabilities [2]. In this speciﬁc case, the SMU is automated using LabView software on a laboratory computer [3].
4.1.1.3 Two-wire Sensing
Two conﬁgurations exist for measuring DC I-V characteristics with a Keithley SMU. The ﬁrst is two-wire sensing
with the circuit diagram shown in ﬁgure 4.1. In this conﬁguration, two leads from the positive and negative terminals
of the PV sub-mount are connected to the inputs of the SMU. However, this conﬁguration is less accurate as the
residual resistance in the connected wires will produce a voltage drop across the device, thus aﬀecting the true
voltage reading.
4.1.1.4 Four-wire Sensing
The second conﬁguration is four-wire sensing, which is illustrated in ﬁgure 4.2. In this conﬁguration, two sensing
leads are connected to the voltmeter, while a further two test leads are connected to the voltage source and ammeter.
The four wires are then connected to the respective terminals of the device. The eﬀect of lead resistance is therefore
eliminated in the voltage measurements due to the high impedance of the voltmeter, and obtaining the current
through the test leads results in a more accurate I-V measurement. The parasitic resistances from the I-V curve
are then directly related to the device itself.
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Figure 4.1: Circuit diagram of a photovoltaic cell connected to a Keithley SMU in 2-wire conﬁguration. The
measured current in this conﬁguration is inﬂuenced by the external lead resistance and therefore does not fully
represent the current from the cell [2].
Figure 4.2: Circuit diagram of a photovoltaic cell connected to a Keithley 2400 SMU in 4-wire conﬁguration. In
this conﬁguration the external lead resistance no longer eﬀects the measured current and therefore represents the
current from the cell [2].
4.1.2 Optical Characterisation
The favourable method for optically characterising LPCs is to use a tunable laser system (TLS), which provides
a wide range of wavelengths and optical output powers. This allows one to fully understand the device behaviour
and establish its optimum performance under diﬀerent illumination conditions. The main TLS used in the charac-
terisation of our own developed LPCs is the Yenista (TUNICS T100S-HP) tunable laser, with a wavelength range
of 1440− 1640 nm [4].
The Thorlabs (TLK-L1550R) tunable laser [5] oﬀers a higher optical output power with a peak of 45 mW at
1550 nm compared with the Yenista laser which has a peak power of 20 mW at 1540 nm. However, the Yenista
laser provides a wider wavelength tunability range in contrast with the Thorlabs laser which has a tunability of
1490 − 1590 nm. In addition the Yenista TLS has an in-built active cavity control feature (ACC), which provides
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mode-hop-free scans in both wavelength and power sweeps. A summary of the TLSs properties are provided below
in table 4.1.
Tunable Laser Peak Output Power (mW) Wavelength Range (nm) ACC Feature
TLK-L1550R 50 1490-1590 No
T100S-HP 20 1440-1640 Yes
Table 4.1: Table summarising the properties of the Thorlabs TLK-L1550R and YenistaT100S-HP tunable laser
systems.
These TLSs are based on external cavity lasers, which produce a much ﬁner spectral width compared to FP
lasers due to the extended cavity length. Tunable lasers can also generate higher optical power levels, which are
then controlled by the applied current [5].
4.1.2.1 Wavelength Dependence
Several optical characterisation measurements are used to establish the performance sensitivity of the LPCs. One
such measurement is wavelength dependence, which determines the spectral response of the cell. This is an import-
ant measurement that reﬂects the absorption spectrum of the device and determines the optimum wavelength of
operation. In our case this should occur at 1550nm as was intended in the design. Since changing the wavelength
also changes the photon energy, it means that under a constant optical power the photon ﬂux will change. In this
measurement, the optical power is therefore adjusted in order to maintain a constant incoming ﬂux, which can be
calculated using the following equation:
Flux =
P
E
=
P
hc/λ
(4.1)
where P is the optical power and E is the photon energy. The photon energy is related to wavelength (λ) using
Planck's constant (h) and the speed of light in vacuum (c). By sweeping the wavelength, one can then determine the
absorption characteristics of the device, since the photon energy is changing with respect to the band-gap energy.
One can then determine the sensitivity between device eﬃciency and wavelength (due to spectral mismatch losses)
and the band structure quality (such as the presence of band-tails).
4.1.2.2 Power Dependence
Another important measurement is optical power dependence under a ﬁxed illumination wavelength. Raising the
optical power increases the photon ﬂux, which leads to a larger generation of carriers. This results in a linear increase
in photo-current and a logarithmic growth in the voltage, as discussed in Chapter 2. The larger carrier density also
inﬂuences the various recombination mechanisms and inﬂuences the carrier recombination regime at which the device
operates. Generally speaking, as one increases the illumination intensity, the device will shift from a non-radiative
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regime (where SRH non-radiative recombination dominates) to a radiative regime (where radiative recombination
dominates). Increasing the light intensity therefore generally results in an eﬃciency enhancement. However, under
high illumination intensities (several tens to hundreds of kW/m2) lattice heating can become signiﬁcant and non-
radiative (Auger) recombination can dominate once again, leading to a decline in device eﬃciency. Other losses,
such as series and shunt resistance may also become signiﬁcant [6]. It is therefore important to study how the device
parameters evolve with optical power and to establish an optimum intensity level for operation.
4.1.2.3 Temperature Dependence
A further characterisation method is the operating temperature range of the device under a ﬁxed illuminating
wavelength and power. Changing the temperature of the cell inﬂuences many factors that lead to an increase or
decrease in device performance. For example, the temperature-induced change in the band-gap will cause a shift in
the absorption spectrum, which inﬂuences the generation of carriers (aﬀecting both the photo-current and voltage).
The dark current will also change as scattering and recombination mechanisms are also temperature dependent.
This includes SRH, radiative and Auger recombination, which then directly impacts device performance [6],[7].
Generally, dark current increases with temperature, which can signiﬁcantly reduce the device output voltage. It is
therefore desirable to study the change in device performance over a range of operating temperatures and quantify
the importance of thermal management.
4.1.3 Eﬃciency Calculations
As discussed in chapter 2, calculating the conversion eﬃciency of a photovoltaic cell requires knowledge of the
optical input power. For an LPC this means calculating the fraction of the total integrated power of the laser
beam that is incident on the cell surface. To measure this one must obtain the beam proﬁle, which can be achieved
using a number of diﬀerent methods. In this work we use the knife-edge technique [8]. In this setup, one end of a
single-mode ﬁbre-optic cable is mounted on a translational stage and positioned in front of the laser output source
at an equivalent distance between the source and the LPC surface. The other end of the ﬁbre is then coupled into
an optical power meter (in this case an ILX 6810B optical multimeter with an InGaAs integrating sphere [9]). The
position of the ﬁbre is then optimised such that the ﬁbre translates through the centre of the beam (by reading
a maximum optical power on the power meter in the horizontal and vertical directions). An illustration of the
knife-edge setup is shown in ﬁgure 4.3 (left).
The Gaussian proﬁle is then obtained by translating the stage across one dimension and measuring the optical
power in incremental steps of 20µm. For the two types of devices characterised in this chapter, the optimum distance
between the ﬁbre and cell surface was found to be 0.5 mm and 10.5 mm, respectively (in terms of maximising the
output power from the device). The beam proﬁle measured at these points are plotted below (using a a Gaussian
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ﬁt) in ﬁgure 4.3 (right):
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Figure 4.3: Left: Illustration of the knife-edge setup to obtain the Gaussian laser beam proﬁle. Right: The measured
beam proﬁles from the Yenista laser single-mode ﬁbre output at two distances, 0.5 mm and 10.5 mm from the source.
The beam radius of each equates to 0.07± 0.01 mm and 0.6± 0.1 mm.
Note that in the steps discussed above it is assumed that the Gaussian proﬁle is symmetric in both the x and
y dimensions (beam quality of M2 = 1 [10]), hence the knife-edge method is measured across one dimension only.
This is a reasonable assumption since the ﬁbre used was single-mode and hence has a very good spatial resolution
(6− 9µm) and a near-perfect circular cross-section. Thus, from this measurement the beam radius, ω, (deﬁned as
the point at which the beam irradiance falls to 1/e2) was found to be 0.07±0.01 mm and 0.6±0.1 mm at a distance
of 0.5 and 10.5 mm respectively. To ﬁnd the total integrated power falling on the device, one can use the following
equations (one for the circular test samples and one for the square cells) and substituting the measured values for
ω:
P1 = 4pi
rˆ
0
Ptotr
piω2
exp
(
−2 r
2
ω2
)
dr (4.2)
P2 = 2
yˆ
−y
xˆ
−x
Ptot
piω2
exp
(
−2x
2 + y2
ω2
)
dxdy (4.3)
where Ptot is the total power, in mW, emitted from the laser source (as measured from the internal Yenista TLS
power meter) and P1, P2 are the total integrated powers (in mW) contained within a region speciﬁed by r and x, y
(that is, the respective cell dimensions in mm) [11].
By performing these calculations we ﬁnd that at the respective distances (0.5 and 10.5 mm),100 % of the power
emitted from the ﬁbre is falling on both device types. Therefore P1 = Ptot and P2 = Ptot. Finally, the calculated
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power is then corrected to take into account shadowing losses from the metal contacts and surface reﬂections. For
the ﬁrst generation devices only surface reﬂections are important (since the top contact deﬁnes the active area of
the cell), for which 32 % of the incident power is reﬂected. For the larger devices the top contact grid covers 13 %
of the total cell area and the anti-reﬂection coating transmits 96 % of the incident power (see Chapter 3). Thus,
83 % of the total incident power is transmitted to the absorber region.
Note that here we are assuming normal incidence, which is a reasonable assumption since the beam divergence
(half-angle at 1/e2) is only 5.1 degrees at a distance of 10.5 mm. Computing this into the optical transfer matrix
between three materials (air, ARC and the InP window layer) means that there is a change in the reﬂectivity of
just 0.53 %, and can therefore be neglected.
The ﬁnal result is then inserted into the eﬃciency equation detailed in Chapter 2. Note that in the subsequent
result sections there will be two deﬁnitions for the transmitted optical power density. The ﬁrst is the average power
density across the active cell surface (henceforth referred to as the optical cell irradiance). The second is the average
power density contained within the beam diameter (deﬁned as four times the beam waist which contains 99.97 % of
the optical power) and henceforth will be referred to as the optical beam irradiance. These terms will be commonly
referenced in the graphs and discussions below.
Based on this deﬁnition, the optimum beam diameter for the test samples is 0.28 mm, meaning that just 8 % of
the surface is illuminated. Likewise the optimum beam diameter for the LPC cells is 2.4 mm resulting in 21 % of
the cell surface being illuminated. The fact these cells are not fully illuminated is likely to be due to the eﬀects of
non-uniform illumination and a non-optimised contact geometry. This is discussed in detail in Chapter 6.
4.2 LPC Characterisation
4.2.1 Experimental Setup
The general experimental setup for the characterisation of the LPC devices is shown in ﬁgure 4.4 and includes
the Yenista tunable laser with a single-mode ﬁbre output, which is positioned above the cell using an x-y-z stage.
The LPC itself is mounted onto another x-y-z stage, which is temperature controlled using a peltier sandwiched
between two copper plates (using thermal paste). The peltier and thermistor are connected to an ILX Lightwave
LDT-5910 temperature controller [12], while the cell under test is connected to the Keithley SMU to measure the
I-V characteristics. All instruments were controlled using Labview software available on a laboratory computer [3].
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Figure 4.4: The experimental setup for the optical characterisation of the LPCs. The devices are illuminated
using the Yenista tunable laser and are thermo-electrically cooled. The I-V characteristics are measured using the
Keithley 2400 SMU. All instruments are controlled using Labview software.
Note that for the test samples, only the two-wire conﬁguration is used due to limited soldering space. The LPC
cells, however, are connected in the four-wire conﬁguration. The position of the ﬁbre is optimised by maximising
the Isc and Voc as observed on the Keithley SMU display. Note also that in the subsequent sections, the eﬃciency
is calculated using the optical power as measured from the internal reference detector of the tunable laser. This
therefore means that the quoted eﬃciencies will be under-estimated, since the coupling eﬃciency of the ﬁbre was
not taken into account (since this cannot be directly measured and depends on other factors, such as the response
and eﬃciency of an external detector (which is likely to be calibrated diﬀerently to the internal meter), and the
alignment of the ﬁbre). However, based on a preliminary measurement where the power output from the optical
ﬁbre was monitored with a separate power meter, we can estimate that the quoted eﬃciencies are likely to be up
to 20 % higher, relatively.
4.2.2 Test Samples
In the following experiments the I-V characteristics of six samples on a bar are measured, both in the dark and
under illumination. The six devices comprise of two from the top edge (TE) of the bar, two from the middle (M)
and two from the bottom edge (BE), as shown in ﬁgure 4.5 (left). It is expected that the devices in the middle of
the bar will out-perform the edge devices, which are unpassivated and therefore subject to edge current eﬀects [13].
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Figure 4.5: Left: Six samples on the bar (indicated in red numbers) used in the following characterisation tests.
Right: The PCB header to which the bars are mounted to.
The bar itself is mounted onto a PCB header (ﬁgure 4.5 right), which is then subsequently mounted onto an
x-y-z stage as shown in ﬁgure 4.4.
4.2.2.1 Dark I-V Characteristics
In this experiment, the dark I-V characteristics were measured while maintaining a constant sample temperature of
20 °C. A plot of the I-V characteristics for the 6 samples is shown below in ﬁgure 4.6a. The corresponding semi-log
plots are shown in ﬁgure 4.6b.
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Figure 4.6: a) Dark I-V characteristics between six diﬀerent test samples on the bar. b) IV semi-log plot indicating
two regions of interest; the low injection region (0−75 mV) where the role of shunt resistance is important, and the
high injection region (325− 500 mV) where series resistance is important.
An initial look at the I-V plots indicates relatively good diode behaviour for most devices, apart from cell 1 which
demonstrates a lower diode quality. The semi-log plot reveals two regions of interest: In the low voltage region (up
to 75 mV), the role of shunt resistance is signiﬁcant due to the low injection current (where SRH recombination
dominates). The oﬀset in this region between samples indicates that sample 2 has the highest diode quality, while
sample 1 has the lowest. In the high voltage region (above 325 mV) the onset of series resistance becomes signiﬁcant
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due to the high injection current. The fact that the plots are shown to converge at this point indicates that the
series resistance is comparable between devices.
By taking the derivative of the semi-log plot above, the ideality factor may be extracted as a function of applied
bias and is shown below in ﬁgure 4.7. In the region below 50 mV the ideality factors are invalid due to the very
low carrier density. For samples 2, 3, 4 and 5 the ideality factor stabilises at 100 mV with a value in the region of
1, indicating good diode behaviour. At voltages above 350 mV the ideality factor rises due to the impact of series
resistance.
Sample 1 is shown to operate mainly in the region of mi = 2, indicating that non-radiative (SRH) recombination
is dominant in the depletion region. The ideality factor of sample 6 reaches a value of 3 and above in the voltage
range of 100 − 200 mV. The relatively low bias (injection current) suggests this is due to a particularly low shunt
resistance, which causes an invalid ideality factor. In previous studies with Si-based solar cells this behaviour has
been attributed to high densities of extended defects (such as surface defects) that cross the junction and cause
multi-level recombination [14]. This is likely to be the same cause in the observed behaviour of cell 6. Under high
bias the sample is able to recover and the ideality factor reaches a value close to 1, indicating good diode behaviour.
However, the onset of series resistance causes the ideality factor to rise once again.
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Figure 4.7: Ideality factor as a function of applied voltage for the six samples at room temperature. Taken from
the derivative of the log-plots.
The dark current, series resistance and shunt resistance for the 6 samples are summarised in Table 4.2. Note
that the dark current is extracted by extrapolating a straight line on the semi-log plot in the region where the
ideality factor has stabilised (in this case at 100 mV) and obtaining the intercept, while the shunt resistance is taken
from the gradient of this line. The series resistance is then extracted by taking the slope in the region of 400 mV.
It can be seen that the series resistance is consistent between devices, indicating good contact reproducibility.
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However, the high resistance (which will mainly be the sheet resistance) suggests that the top contact geometry
requires optimisation. On the other hand, the shunt resistance is seen to vary widely, with cells 1 and 6 exhibiting
the lowest resistances. This is reﬂected in the dark current and suggests a particularly high population of defects,
likely to be both in the bulk (due to growth-induced defects) and at the surface (where it is unpassivated). No
particular trend is observed that is dependent on the cell position on the bar, therefore the cells with higher dark
current can be related to general non-uniformities in the wafer and device degradation over time.
Cell Dark Current (µA) Series Resistance (Ω) Shunt Resistance (kΩ)
1 2.31± 0.02 117± 4 20.3± 0.1
2 0.0049± 0.0003 108± 4 9252± 400
3 0.0084± 0.0002 110± 4 7075± 300
4 0.0090± 0.0002 105± 4 6338± 300
5 0.0264± 0.0002 104± 4 1464± 40
6 0.419± 0.008 106± 4 96.8± 0.4
Table 4.2: Table summarising the dark current, series resistance and shunt resistance of the six devices extracted
from the dark IV measurements.
4.2.2.2 Wavelength Dependence
In this experiment, the wavelength of the TLS was swept from 1640 − 1440 nm in steps of 10 nm and the optical
power was adjusted to maintain a constant photon ﬂux. At the starting wavelength of 1640 nm the optical power
was set to 0.8 mW, which corresponds to the minimum power required to activate the ACC feature on the tunable
laser system. This then equates to a photon ﬂux of 6.6× 1015 photons/s and the required change in optical power
with wavelength to maintain this is shown in ﬁgure 4.8.
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Figure 4.8: Change in optical power with wavelength in order to maintain a constant photon ﬂux of 6.6 × 1015
photons/s.
Based on this plot, the transmitted optical cell and beam irradiance ranges from 0.69 − 0.79 kWm−2 and
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8.8− 10.1 kWm−2 (once surface reﬂections are considered).
The Isc and Voc as a function of wavelength are plotted in ﬁgure 4.9. The current with wavelength reﬂects
the absorption spectrum of the material, where an increase in absorption results in an increase in photo-generated
carriers and hence photo-current. Between the starting wavelength of 1640 nm and the band edge at 1588 nm, the
current is found to increase exponentially. The fact that this relates to photon energies below the band-gap indicates
the presence of a Urbach-tail, which extends over 52 nm (24.75 meV) [15].
Above the band-edge the current continues to increase until saturation is observed at an average value of
0.519 ± 0.002 mA and wavelength of 1515 ± 1 nm, due to saturation in the photo-response. Comparing this to
the theoretical current of an ideal monochromatic converter (which is 0.696 mA at this power density), a loss of
0.177 mA is observed on average. This is due to a lower internal quantum eﬃciency, which stems from a combination
of incomplete absorption (due to the relatively thin absorber layer), carrier recombination and resistive losses
(particularly sheet resistance due to the large contact separation distance of 1 mm) [16].
The fact that the current reading at the equivalent band-edge wavelength is only ∼ 50 % of the maximum at
1515 nm clearly emphasises the importance of optimising the band-gap in order to generate a higher concentration
of photo-generated carriers (due to the higher density of states above the band-edge). In this case the band-edge was
tuned to 1588 nm, and as a result the current at the target wavelength of 1550 nm lies close to optimum (generating
0.51 ± 0.01 mA). Note that sample 6 is shown to have a larger Isc due to the higher dark current (as indicated in
the dark IV measurements).
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Figure 4.9: Wavelength dependence of a) Isc and b) Voc for six samples between 1440 − 1640 nm. Measurements
were taken while maintaining a constant optical power at 0.8 mW and temperature of 20 °C.
For the Voc, a sharp increase is observed as the wavelength approaches the band-edge, due to the increase in
photon absorption and photo-generated carrier density (which increases the quasi-Fermi level separation). Across
the six devices, the starting voltage varies widely with a spread of 95 mV between samples 1 and 2. This is mainly
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due to the large change in dark current between samples. In the dark IV measurements, samples 1 and 6 had the
largest dark currents and this is reﬂected in the lowest voltages as indicated above.
At shorter wavelengths the voltages between devices are shown to converge together, suggesting that some of the
more defective devices are able to recover. This is due to the higher carrier concentration, which inﬂuences carrier
recombination and shifts the devices closer to the radiative regime. However, across devices the voltage saturates at
an average of 404± 1 mV at a wavelength of 1533± 1 nm, which according to theory is 179 mV below the maximum
set by the radiative limit at 0.69 kWm−2. This suggests the device performance is limited by additional carrier loss
mechanisms (including SRH and interface recombination, and resistive losses).
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Figure 4.10: Wavelength dependence of a) ﬁll factor and b) conversion eﬃciency between six devices on one bar
between 1440 − 1640 nm. Measurements taken while maintaining a constant optical power at 0.8 mWand cell
temperature controlled at 20 °C.
The ﬁll factor is shown in ﬁgure 4.10a and the trends show two competing factors. The ﬁrst is the initial increase
in carrier density (via increased photon absorption) that improves the FF due to a shift in carrier recombination
regimes. However, at shorter wavelengths the carrier density increases further and the accumulation of parasitic
resistance eﬀects becomes signiﬁcant, leading to a signiﬁcant drop in FF. It is suspected that sheet resistance in
the emitter layer is the main contributor, since the top contact geometry is not optimised. Carrier recombination
at the top unpassivated surface may also be contributing, which will get worse as the wavelength decreases..
Sample 1 has the lowest ﬁll factor and based on the dark IV analysis, this is due to a low shunt resistance.
Samples 2 through to 4 exhibit the highest ﬁll factors, peaking at 65.0± 0.1 % at 1620 nm, which is approximately
18 % (absolute) below the theoretical maximum set by the radiative limit. At 1550 nm the average FF is 55.5±0.2 %
(excluding sample 1).
Finally, the eﬃciency in ﬁgure 4.10b shows similar behaviour between devices. The eﬃciency saturates at an
average value of 21.4± 0.2 % at a wavelength of 1516± 2 nm, which is 40.2 % (absolute) below the radiative limit.
This highlights the margin for which the devices can be improved. At 1550 nm the average eﬃciency is 21.1±0.4 %.
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4.2.2.3 Power Dependence
In this experiment, the optical power from the Yenista laser was increased from 0.2 − 4.0 mW while maintain-
ing a ﬁxed wavelength of 1550 nm and cell temperature of 20 °C. The transmitted optical power range is then
0.14 − 2.72 mW, which corresponds to an optical cell and beam irradiance range of 0.17 − 3.46 kWm−2 and
2.27− 44.17 kWm−2, respectively.
The Isc and Voc as a function of irradiance for the six devices are shown in ﬁgure 4.11. Included in the plots
are the theoretical current and voltages generated based on an ideal monochromatic converter. For the Isc, the
devices exhibit a sub-linear behaviour and is lower than the modelled current dependence for the ideal device,
indicating a lower IQE in the samples. This can be mainly attributed to accumulated resistance (particularly the
sheet resistance of the emitter layer, since only 8% of the sample surface is illuminated). Surface recombination
may also be signiﬁcant for those carriers laterally ﬂowing in the InP window layer, for which the absence of an ARC
leads to an unpassivated surface. In addition incomplete absorption may be occurring in the 2µm thick absorber,
since a 4µm absorber modelled in RSoft absorbed just 87 % of the light.
The Voc is shown to have a logarithmic dependence with irradiance and saturates at approximately 2.8 kWm−2
with an average value of 419 ± 2 mV. This is signiﬁcantly below the detailed-balance limit (having a value of
618 mV at 2.8 kWm−2), which indicates several loss factors including incomplete absorption, (non-radiative) carrier
recombination and resistive losses. The sharp initial incline indicates that SRH recombination is dominant in
the low injection regime (particularly for sample 1). As the maximum output voltage is limited under moderate
illumination, SRH and interface recombination (particularly at the top surface and at the InP e-blocking layer)
must be the dominant factors, including the loss of carriers laterally ﬂowing to the top contacts.
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Figure 4.11: Power dependence of a) Isc and b) Voc for the six devices while maintaining a constant wavelength
at 1550 nm and cell temperature at 20 °C. Included in the plot (light blue) is the theoretical ideal monochromatic
converter based on the detailed-balance model.
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Both the FF and η are plotted in ﬁgure 4.12. Starting with the FF, one can see that it drops considerably with
increasing irradiance, for all devices. This behaviour indicates signiﬁcant parasitic resistance eﬀects and as will be
shown later, it is the shunt resistance that is the main contributor. The FF for sample 1 is initially much lower
compared to the other samples, due to the higher dark current (and shunt resistance) in this device. Note that the
FF is then shown to converge at higher intensities, indicating that shunt resistance is dominating in all samples.
The highest ﬁll factor is achieved by sample 2, which reaches 66 % and is 16 % (absolute) below the theoretical
limit.
The conversion eﬃciencies for all devices are shown to be dependent on the ﬁll factor behaviour, indicating that
the role of shunt resistance is the primary limiting factor. Sample 2 achieves the highest eﬃciency of 26.5 ± 0.2 %
at a cell irradiance of 0.17 kWm−2, which lies 30 % (absolute) below the detailed-balance limit.
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Figure 4.12: Power dependence of a) ﬁll factor and b) conversion eﬃciency for the six devices while maintaining a
constant wavelength at 1550 nm and sample temperature at 20 °C. Included in the plot (light blue) is the theoretical
(radiative) limit based on the detailed-balance model.
In ﬁgure 4.13 the series and shunt resistance are plotted against illumination intensity. Rs is shown to decrease
exponentially with irradiance and is due to the increase in the free carrier concentration, which results in a higher
conductivity in the active layer [17]. Rs for sample 1 is shown to be comparatively low, and is attributed to the
higher current density generated in this device. At the highest irradiance of 2.08 kWm−2, Rs is shown to converge
at an average value of 78.1± 0.9 Ω, which is much higher than typical solar cells (which range from a few mΩ to a
few Ω[18]). This larger resistance can be attributed to the poor grid and contact optimisation on the top surface,
where sheet resistance is signiﬁcant.
Rsh is shown to initially have a very high resistance, indicating good device quality and low parallel current paths.
However, rather than increasing with irradiance as one would typically expect (due to the ﬁlling of defect states
and a shift towards the radiative recombination regime), a very signiﬁcant decrease is observed. The observed drop
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is much greater than Rs, which results in an overall drop in FF. This observed drop has previously been identiﬁed
in Si solar cells, and was attributed to a combination of tunnelling and trapping/de-trapping of carriers through
defect states within the depletion region [17]. However, the observed drop in the samples is much more signiﬁcant.
Sample 2 is shown to have the highest shunt resistance while sample 1 has the lowest, which is in agreement with
the dark I-V analysis.
It should be noted these samples are subject to a non-uniform illumination proﬁle and due to the small beam
diameter (illuminating just 8% of the cell surface) the intensity at the centre is particularly high. As the laser power
is increased the level of non-uniformity also increases and at the highest power (2.72 mW) the intensity at the centre
is 328 kWm−2, which will lead to a highly non-uniform carrier generation and temperature proﬁle (potentially also
causing a hotspot). This is then likely to have a large inﬂuence on carrier recombination (particularly at the surface).
Optimising the top contact geometry then becomes very important, in order to reduce the impact of sheet resistance
and improve the lateral transport of the photo-generated holes. Passivating the surface also becomes essential. It is
therefore the eﬀect of non-uniform illumination that is likely to be causing the signiﬁcant drop in shunt resistance.
Increasing the beam size as the power is increased to reduce the non-uniformity is therefore likely to improve the
PV performance, and can be easily achieved by simply increasing the height of the ﬁbre from the cell surface. This
is investigated further in Chapter 6.
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Figure 4.13: a) Series resistance and b) shunt resistance as a function of optical power dependence for the six
samples.
The dark current (I0) and ideality factor (mi) as a function of irradiance are plotted in ﬁgure 4.14. I0 is shown to
increase with intensity and correlates to the behaviour of Rsh, indicating an increase in non-radiative recombination
in the bulk layers. Interestingly sample 3 exhibits that largest increase, resulting in the lowest eﬃciency under high
irradiance.
mi is also shown to rise quite substantially with irradiance, indicating an increase in recombination within the
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depletion region and conforming with the theory described in [17]. Under low irradiance the majority of devices
operate close to unity (an ideal diode). However under moderate intensities, the tendency towards 2 indicates
additional non-radiative (SRH) recombination dominating in the junction. The ideality factor for sample 3 is
shown to approach 3, indicating extensive SRH recombination within the junction.
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Figure 4.14: a) Dark current (I0) and b) ideality factor (mi) as a function of optical power dependence for the six
samples.
4.2.2.4 Operating Temperature Dependence
In this experiment the cell characteristics were measured as a function of temperature in a typical operating
range between 5 − 40 °C. During the experiment, the laser output was maintained at a constant optical power
of 0.8 mW and a wavelength of 1550 nm. The results are plotted below along with the behaviour of the ideal
monochromatic converter with temperature. The model includes the theoretical shift in the InGaAsP absorber
band-gap (described in more detail in Chapter 5) with temperature, which is plotted in ﬁgure 4.15 and has a
dependence of −0.3322± 0.0002 meVK−1 (over the temperature range 5− 40 oC).
Starting with Isc (in ﬁgure 4.16a on page 95) a gradual increase with temperature is observed. This is attributed
to the temperature-induced shift in the band gap to lower energies (by 12 meV over the temperature range) and
hence the absorption spectrum to longer wavelengths (by 24.33 nm). As a result more photons are absorbed at this
wavelength, as the carriers will be promoted further into the bands where there is a higher density of states. On
average, the dependence of Isc with temperature is 1.1 ± 0.1µAK−1 or 140 ± 10µAcm−2K−1. Compared to the
model, which has a slope of 0.2953± 0.0004µAK−1, we see that the samples have a larger dependence and can be
attributed to additional carrier recombination and resistive eﬀects (particularly in the emitter layer).
Voc is shown to decrease with increasing temperature. According to theory this is attributed to the decrease in
the band-gap limited quasi-Fermi level separation along with the expected increase in non-radiative (SRH recombin-
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Figure 4.15: Temperature dependence of the InGaAsP absorber band-gap used to model the ideal monochromatic
converter over the experimental temperature range.
ation) with temperature (see Chapter 5), which increases the dark current. The fact that a drop is observed means
that these factors dominate over the observed increase in current, which would otherwise increase the voltage. The
diode diﬀusion component is also expected to increase with temperature due to the change in the thermal distri-
bution of carriers in the bands, which will also reduce Voc. The temperature-induced change in both the band-gap
and diﬀusion current is taken into account in the model.
On average, the temperature dependence of Voc is −1.62 ± 0.07 mVK−1 over all samples. This is a larger
dependence than the model, which has a slope of −1.074± 0.004 mVK−1 and indicates an increase in non-radiative
carrier recombination (SRH) in the material with increasing temperature. A sharper decline is observed with sample
3, indicating higher carrier recombination in this device compared to the other samples.
Progressing on to the FF as a function of temperature (shown in ﬁgure 4.16c), we see a relatively insensitive
dependence over the temperature range with samples 2 through to 5 showing just a slight drop. This independence
can be attributed to the relative changes in the series and shunt resistance with temperature, as illustrated in ﬁgure
4.17 (that is, the drop in Rs balances the drop in Rsh). The average change with temperature is −0.03±0.02 %K−1,
compared to −0.066± 0.001 %K−1 from the model. The model has a larger dependence with temperature because
it is inﬂuenced by the voltage drop with temperature, rather than resistive eﬀects.
The conversion eﬃciency for all devices is seen to decrease with temperature and on average the slope is
−0.057± 0.008 %K−1, compared to the modelled dependence of −0.1359± 0.0001 %K−1. The smaller dependence
observed with the samples suggests that the eﬃciency is inﬂuenced more by the FF (and hence resistance) with
temperature, rather than the voltage drop.
The analysis of the Rs, Rsh, I0 and mi are shown in ﬁgure 4.17 on page 107. Starting with Rs a linear decrease
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Figure 4.16: Temperature dependence of a) Isc, b) Voc, c) FF and d) η for ﬁve devices in the range 5− 40 oC. The
wavelength and optical power were maintained at 1550 nm and 0.8 mW, respectively.
with temperature is observed, which diﬀers from previous PV measurements of Rs on Si solar cells that showed a
positive coeﬃcient type dependence [19]. Though it should be noted that this is an indirect material and therefore
the temperature dependence of Eg will be diﬀerent (and hence the absorption). In these measurement, Rs has a
negative coeﬃcient type and can be attributed to a lowering of the sheet resistance due to an increase in the optically
and thermally generated free carrier density, which in turn increases the conductivity of the semiconductor. On
average the series resistance decreases by 1.6± 0.1 ΩK−1 across the full temperature range.
Rsh is also shown to decrease with temperature and can be attributed to the increase in tunnelling and recom-
bination via defects near the the junction region (since SRH recombination increases with temperature - see Chapter
5). The dependence of Rsh with temperature varies widely between samples, with sample 2 (the highest performing
sample) having the largest dependence of −948± 200 kΩK−1 and sample 1 (the lowest performing sample) having
the smallest dependence of −31± 5 kΩK−1. These dependencies indicate negative coeﬃcient type resistance, which
agrees with the trend observed in Si solar cells [19].
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Finally, the dark current is shown to increase over the temperature range, indicating that bulk SRH recombina-
tion is increasing with temperature. The rise in dark current reduces Voc and conﬁrms the larger dependence with
temperature compared to the model. The dependence with temperature also varies between samples, with sample 2
having the smallest slope of 2.4±0.3×10−5 µAK−1 and sample 1 having the largest slope of 1.8±0.4×10−3 µAK−1.
There is a very large variation in the dark current between the devices, with sample 1 having values that are
three order of magnitude larger than sample 6. This potentially points towards large non-uniformities in the growth
process.
The ideality factor, depicted in ﬁgure 4.17d is shown to be relatively unchanging with temperature, indicating
that the behaviour of the junction is not changing with temperature (including the eﬀects of carrier recombination
within the junction). The slight decline observed with cell sample 1 can be attributed to the decrease in resistance
of the active layer, thereby increasing the forward diode current. This also suggests that the drop in Rsh is due to
tunnelling eﬀects and surface (interface) recombination, rather than in the junction.
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Figure 4.17: a) Series resistance, b) shunt resistance, c) dark current and d) ideality factor, as a function of
temperature for the ﬁve devices.
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4.2.3 LPC Cells
In this section, four LPC cells measuring 5× 5 mm2 were characterised both in the dark and under monochromatic
illumination. The four cells consist of three (labelled cells 1, 2 and 3) that have been heavily tested in previously
work (and are therefore subject to degradation eﬀects) and one fresh, untested cell (labelled cell 4). The cells were
characterised using the same experimental setup as shown in ﬁgure 4.4 on page 95. However, in this case the cells
were connected to the Keithley SMU in a four wire conﬁguration, to avoid the eﬀects of lead resistance.
4.2.3.1 Dark I-V Characteristics
In this experiment the dark I-V characteristics of each cell were obtained while the cell temperature was maintained
at 20 °C. The I-V curves and semi-log plots are shown in ﬁgure 4.18 on this page. The IV curve shows relatively
good diode behaviour between devices and good reproducibility. The semi-log plot then reveals a small variation in
the diode quality, with cell 1 demonstrating a lower performance (due to the upwards shift, which indicates a higher
dark current) and cell 4 demonstrating higher performance. The slope in the low injection region (∼ 100 mV) also
indicates that cell 1 has the lowest shunt resistance while cell 4 has the highest. This initial analysis immediately
shows the change in performance between a fresh cell and a used cell. In the high injection regime (between
500 − 600 mV) the plots are shown to converge, indicating comparable series resistances between devices (and
therefore good repeatability in device processing) and less sensitivity to defect-related carrier recombination.
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Figure 4.18: Dark I-V measurements conducted on four second generation devices, which were temperature con-
trolled at 20 °C. Figure a) shows the I-V curves and ﬁgure b) shows the semi-log I-V curves, which clearly shows
the varying degrees of diode quality between devices.
The ideality factor as a function of bias is plotted in ﬁgure 4.19 (obtained by taking the derivative of the semi-log
plots). As shown, the cells 1-3 operate mostly in the region where mi ≥ 2, indicating non radiative recombination
within the depletion region. Cells 1 and 3 reach values above 3, which indicates a high density of extended defects
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that causes a near ohmic response (therefore leading to invalid ideality factor values). Cell 4 on the other hand
operates closer to the ideal region of mi = 1 and is much more stable over the bias range. The used cells are
therefore showing signs of degradation, which is likely to be caused by extended defects at the unpassivated edges.
Under higher bias the ideality factor for all cells is shown to tend towards 1, indicating that device is able to
shift into a better recombination regime, due to the higher carrier density.
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Figure 4.19: Ideality factor as a function of the bias voltage for four LPC cells, taken from the derivative of the
semi-log dark I-V plots. Cells 1 and 3 exhibit very high ideality factors, which is attributed to high, local defect
densities in the junction [14].
Lastly, the dark current, series resistance and shunt resistance are quantiﬁed in table 4.3 on the next page.
The dark current was obtained by extrapolating a straight line from a bias of 200 mV (where the ideality factor is
considered most stable) on the semi-log plot to the intercept. The series and shunt resistance were then obtained
by taking the slope at the high and low injection regimes of the I-V curves, respectively. That is, in the region of
150− 200 mV for the shunt resistance and 550− 600 mV for the series resistance.
The dark current has a spread of almost two orders of magnitude across the devices with cell 4 having the
lowest, indicating varying levels of degradation between devices. This is also reﬂected in the shunt resistance. The
series resistance is shown to be consistent across all devices, indicating good repeatability in contact processing.
Comparing this to the ﬁrst generation devices, these larger cells harbour a much lower series resistance (by three
orders of magnitude), due to the improved contact geometry and ﬁnger spacing, which lowers the impact of sheet
resistance. However, the dark current is several order of magnitude larger and is attributed to the much larger
device area in which a larger density of growth-induced defects may exist. The shunt resistance is also shown to be
several orders of magnitude lower and is likely to be due to the larger unpassivated surfaces, which leads to much
higher edge currents. A preliminary surface analysis of these cells using a scanning electron microscope (SEM)
reveals particularly rough edges for which surface recombination may be signiﬁcant, as depicted in ﬁgure 4.20.
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Figure 4.20: Surface analysis of the LPC cells using a scanning electron microscope, revealing rough unpassivated
edges for which surface recombination may be occurring.
Typical Rs values for Si solar cells, extracted from dark IV measurements, have shown values in the region of
1− 100 mΩ [20, 21]. Rsh can then have values ranging from 0.1− 10 kΩ, while dark current can have values ranging
from 0.5 − 500µA. Thus, these devices have comparable dark IV parameters. Note however, that the current
paths under illuminated and dark conditions are very diﬀerent. Under illumination current ﬂows laterally across
the emitter to the contacts, while in the dark current ﬂows directly beneath the contacts. Thus, the parameters
(particularly series resistance) tends to be considerably lower in dark IV measurements [18].
Cell Dark Current (µA) Series Resistance (mΩ) Shunt Resistance (Ω)
1 910± 8 109± 7 70.5± 0.2
2 44.4± 0.2 120± 5 912± 2
3 145± 2 131± 6 399± 2
4 4.59± 0.01 116± 5 7469± 40
Table 4.3: Summary of the dark current, series resistance and shunt resistance, extracted from the dark I-V
measurements conducted at 20 °C from the four, second generation devices. .
4.2.3.2 Wavelength Dependence
In this experiment the characteristics of the cells were measured as a function of wavelength from 1450− 1630 nm,
while maintaining a constant optical power of 8 mW and cell temperature of 20 °C. This is the maximum optical
power that the Yenista TLS can output over the wavelength range, and corresponds to an optical cell irradiance of
0.31 kWm−2 and optical beam irradiance of 1.62 kWm−2.
Starting with Isc as a function of wavelength (in ﬁgure 4.21a), we see good agreement between cells with an
average maximum current of 8.30± 0.03 mA at 1519± 1 nm. The trend agrees with the results of the test samples,
with a behaviour that reﬂects the absorption spectrum of the material. This includes a band-tail that extends
> 50 nm (29 meV) below the band-edge. The current at the band-edge (1588 nm) is only 55 % of the maximum
at 1519 nm, which emphasises again the importance of optimising the band-gap energy to be slightly lower than
the target photon energy, in order to maximise photon absorption. In this case a band-edge at 1588 nm is close to
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optimum for absorption of light at 1550 nm with an average current of 8.06±0.04 mA (0.24 mA below the maximum).
In comparison, the ideal monochromatic converter (according to the Pena et. al. model) would produce a maximum
current of 8.51 mA under the same irradiance, thus indicating very reasonable current generation in the real devices.
Note that the current density generated
(
33 mAcm−2
)
is lower compared to the test samples
(
70 mAcm−2
)
due to
the lower cell irradiance.
The Voc is shown below in ﬁgure 4.21b and varies widely across all four devices, indicating varying degrees of
carrier recombination between cells. Cell 1 is shown to generate the lowest voltage (which saturates at 332.5±0.4 mV)
while cell 4 generates the highest (saturating at 436.0± 0.2 mV), thus indicating that the degree of recombination
is related to the degree of degradation between cells. Saturation in the Voc occurs at an average wavelength of
1526 ± 1 nm and the maximum achieved by cell 4 is 32 mV above the test samples, despite these being subject to
higher illumination intensities.
According to theory, a maximum Voc of 562 mV can be generated under the given illumination conditions,
indicating that these devices are performing well below the limit. Therefore these devices are still limited by
additional carrier loss mechanisms across the irradiance range. This also applies to cell 4 (the fresh device) and
indicates four main possible factors. These include defect recombination in the thick absorber layer, interface
recombination at the InP blocking layer (as discussed in Chapter 3), and losses in the emitter layer where the top
contact geometry may not be fully optimised. Note that at 1550 nm the average voltage generated is only 5 mV
below the maximum, indicating a band-gap close to optimum.
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Figure 4.21: a) Isc and b) Voc dependence with incident optical wavelength for 4 LPC cells. Experiment was
conducted while maintaining a constant optical power of 8 mW and a cell temperature of 20 °C. The corresponding
cell and beam irradiance are 0.27 kWm−2and 1.62 kWm−2, respectively.
The ﬁll factor and conversion eﬃciency are plotted for all four devices in ﬁgure 4.22a. The FF is shown to vary
widely between devices (similar to the observed voltage), indicating that degradation is impacting the FF (reﬂected
through the shunt resistance component). Cell 4 generates a maximum FF of 68.02± 0.05 % while cell 1 produces a
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FF of 34.6± 0.1 %, which indicates a heavily ohmic response. The behaviour is also very diﬀerent compared to the
test samples, which show a droop at shorter wavelengths. This is attributed to the lower irradiance on the LPC cells
(which both lowers the photo-carrier density and lattice heating eﬀects) and the improved contact geometry that
reduces the impact of sheet resistance. The highest ﬁll factor (achieved by cell 4) operates 3 % above the best test
sample FF and 15 % (absolute) below the theoretical ideal monochromatic converter at this illumination intensity.
The eﬃciency, shown in ﬁgure 4.22b, increases exponentially from 1630 nm up to the band edge at 1588 nm (due
to the band-tail). Beyond this saturation is observed and occurs at an average wavelength of 1520 ± 2 nm. Cells
2 and 3 saturate at 26.00 ± 0.07 % and 25.69 ± 0.08 %, respectively, while cell 1 saturates at a substantially lower
eﬃciency of 14.34 ± 0.06 % (due to the lower Voc and FF). Cell 4, however, achieves a much higher conversion
eﬃciency of 37.1± 0.1 %. The eﬃciency at the band-edge is on average 57 % (relative) lower than the maximum for
each cell, thus indicating the importance in tuning the band-gap to optimise the eﬃciency. At 1550 nm the average
eﬃciency is 0.95 % (absolute) lower than the maximum, indicating only a slight optimisation in the band-gap is
needed in future iterations. The maximum theoretical eﬃciency under these illumination conditions is 59 %, which
means the best device operates 22 % (absolute) below this limit. Note that as mentioned before the measured
eﬃciency is under-estimated, therefore the absolute diﬀerence is will be lower (to ∼ 14 %).
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Figure 4.22: a) FF and b) η as a function of incident optical wavelength of four LPC devices. Optical power was
maintained at 8 mW and cell temperature was ﬁxed at 20 °C. This corresponds to a cell and beam irradiance of
0.27 kWm−2and 1.62 kWm−2, respectively.
4.2.3.3 Power Dependence
The characteristics of the four cells as a function of the incident illumination intensity was measured at the target
wavelength of 1550 nm and a ﬁxed temperature of 20 °C. The optical power was increased from 1 − 19 mW,
corresponding to an optical cell and beam irradiance ranging from 0.04−0.73 kWm−2 and 0.20−3.84 kWm−2. The
results are discussed below and are compared to both the ideal monochromatic converter (as discussed in Chapter
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2) and the simulation results from RSoft.
The Isc for all four devices is shown in ﬁgure 4.23a on the following page. As shown the current has a linear
dependence with irradiance, which agrees with theory. There is close agreement between cells and indicates good,
repeatable electrical contacts on all devices. The trend for all devices also lies close to the detailed-balance limit (as
indicated by the purple line), indicating only a small loss in quantum eﬃciency. There is also very close agreement
with the RSoft simulation and the slight discrepancy can be attributed to small diﬀerences in the material parameters
(particularly in the emitter layer and hence its sheet resistance) and the fact that the simulation was carried out
under uniform illumination. Note that the current generated in these cells at an equivalent cell irradiance to the
test samples is the same (56 mAcm−2 at 0.5 kWm−2), indicating comparable IQEs.
The Voc in ﬁgure 4.23b, is shown to have a logarithmic dependence on illumination intensity, as expected from
theory. For most devices the voltage saturates at a cell irradiance of 0.7 kWm−2 and above. The trend in voltage is
shown to vary widely between devices, indicating varying degrees of degradation between devices. Cell 1, being the
most degraded, initially has the lowest voltage, which indicates high non-radiative carrier recombination within the
device. However, under moderate illumination the voltage of this cell is able to recover to some extent, since the
increase in the photo-generated carrier density causes a shift in the dominant recombination mechanism. In other
words, the device shifts from a non-radiative (SRH) regime towards a more radiative regime.
Cells 2 and 3 are shown to have similar performance and lie in-between the fresh cell (cell 4) and the most
degraded cell (cell 1), thus indicating these cells have degraded slightly. Cell 4 shows the highest voltage, indicating
a higher quality device with lower carrier recombination losses (a lower dark current). The change in voltage with
irradiance is much less compared to the other devices, indicating that this device is operating close to the radiative
regime and the shift in the dominant recombination mechanism is changing little with irradiance.
The voltage of cell 4 saturates at a value of 459 ± 1 mV at 0.73 kWm−2, which is 125 mV below the ideal
monochromatic converter and 67 mV below the simulated RSoft results, indicating that the voltage in the real
device is limited by additional carrier recombination losses. The oﬀset between the theoretical (radiative) limit
and the simulated results is due to the various carrier loss mechanisms taken into account in the simulation, which
includes bulk SRH recombination (with a lifetime set to 0.5µs).
The oﬀset between the RSoft simulation and cell 4 is then due to further recombination losses. There is likely to
be a larger defect density in the bulk material of the real device (since the simulation assumes a SRH recombination
coeﬃcient similar to that of a laser structure and hence for thinner layers). As we will see in Chapter 5, the SRH
recombination lifetime in these devices is an order of magnitude larger than that set in the simulations, hence the
discrepancy. There will also be additional losses in the emitter layer where lateral transport is limited by the carrier
mobility and the eﬀects of non-uniform illumination. Lastly surface defects via the unpassivated sides will have an
impact on carrier recombination, leading to a further reduction in voltage output.
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Figure 4.23: a) Isc and b) Voc as a function of the optical irradiance. Experiment was conducted while maintaining
a constant optical wavelength of 1550 nm and cell temperature of 20 °C. The results are compared to an ideal
monochromatic converter (purple line) and the RSoft simulation results (black dashed line).
Progressing onto the analysis of the FF as a function of illumination intensity (shown in ﬁgure 4.24a on the
next page), a broad variation is observed between the devices, which again reﬂects the level of degradation between
devices. Cell 1 (the most degraded cell) is shown to have the lowest ﬁll factor, in which shunt resistance is responsible
based on the dark I-V analysis. At higher intensities this is shown to improve considerably and is due to the shift
in the dominant recombination mechanisms (i.e. from a non-radiative to a more radiative regime).
Cells 2 and 3 have a similar FF performance, however, at lower intensities cell 3 is shown to have a lower FF,
which indicates higher shunt resistance eﬀects. The performance of cell 3 is able to recover substantially under
higher illumination, which again indicates a shift in recombination mechanisms. Cell 4 (the least degraded) exhibits
the highest ﬁll factor, which saturates at 70.01± 0.08 % at a cell irradiance of 0.5 kWm−2.
Comparing to the test samples, no droop is observed as the irradiance increases and is because the behaviour of
the shunt resistance is much improved compared to the test samples. This is due to a number of factors, including
the improved top contact geometry, and passivation via the ARC (thereby reducing the top surface recombination).
Note also that the beam diameter in this case is also larger (covering 21 % of the cell surface) and so the level
of non-uniformity is less compared to the test samples. At the highest laser power of 19 mW the intensity at the
centre is 34 kWm−2 and hence is an order of magnitude less than the test samples. Thus, the eﬀects non-uniform
illumination (including carrier recombination and lattice heating, especially at the surface) is less in the LPC cells.
Comparing this to the ideal monochromatic converter, there is an absolute oﬀset of just 12.7 %, indicating very
good diode quality. Comparing with the simulated results from RSoft, there is an absolute diﬀerence of just 6.7 %,
indicating good agreement between simulated and measured results. The small oﬀset here can be attributed to
further carrier losses, particularly at the unpassivated edges and in the emitter layer.
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Moving onto the analysis of η, cell 1 is shown to have the lowest eﬃciency, reaching 22.8±0.1 % at 0.73 kWm−2.
Cell 4 achieves a higher eﬃciency of 38.9±0.1 % at the same irradiance. Comparing with the detailed-balance model
we see that cells 1, 2 and 3 are achieving less than half of the theoretical limit (though the measured eﬃciencies
will be 20 % higher, relatively). The trend in the FF and eﬃciency are governed primarily by the Voc dependence.
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Figure 4.24: a) FF and b) η as a function of the optical input power density for four LPC cells. Also plotted are
the FF and η from an ideal monochromatic converter (purple line) and the simulated RSoft results (black dashed
line). The optical wavelength is ﬁxed at 1550 nm and the cell temperature is maintained at 20 °C.
Compared to other 1550 nm converters (summarised in table 4.4), such as the GaSb-based PV cells developed
by V. P. Khvostikov et. al., we see that our highest achieving device (cell 4) produces a voltage ∼ 10 mV higher, a
comparable FF at 70 % and a conversion eﬃciency that is 9.4 % higher (absolute). Note most importantly that the
IV parameters quoted here for cell 4 are at a much lower illumination intensity compared to that of the GaSb cell
(0.73 kWm−2 rather than 5 kWm−2). The main limitation for the GaSb cell is the voltage, which is fundamentally
limited by the material band-gap (0.726 eV).
Comparing to InGaAs-based monochromatic converters, such as those developed by S. J. Wojtczuk et. al., we
see that cell 4 generally outperforms this device, with a FF 3 % higher and an eﬃciency that is 4.9 % higher, which
is achieved at a much lower power density. Note then that the voltage of the InGaAs cell is only higher because of
the much higher illumination intensity and would be fundamentally lower because of the lower material band-gap
energy (0.74 eV).
Finally, we compare to an oﬀ-the-shelf Ge photo-diode that was tested as a monochromatic converter by G.A
Allwood et. al.. We immediately see that cell 4 produces a much higher performance at a much lower power density.
Note that Ge is an indirect semiconductor material and the minimum band gap at the L-band is 0.66 eV.
The analysis of the DC parameters as a function of illumination intensity are now discussed. Note that for cell 1
the parameters could only be extracted at moderate intensities due to the highly ohmic response at low intensities,
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Material Irradiance
(
kWm−2
)
Jsc
(
Acm−2
)
Voc(mV) FF (%) η (%) Ref.
InGaAsP 0.7 0.08 459 70 39 -
InGaAs 48 5 480 67 34 [23]
GaSb 5 1 440 74 30 [22]
Ge 11 0.3 310 69 16 [24]
Table 4.4: Table summarising the performance of various 1550 nm monochromatic converters tested in the past,
which is compared to our InGaAsP LPC.
which caused a breakdown in the parameter extraction model.
Starting with Rs in ﬁgure 4.25a on the following page, it is shown to fall oﬀ exponentially with irradiance and
agrees with the behaviour observed with the test samples. In fact, the decrease in Rs with irradiance also agrees
with results produced by T. Shan et. al. who simulated GaAs concentrator cells used as LPCs under diﬀerent laser
power densities and is in agreement with tests carried out on Si solar cells [17],[26]. This observed decrease can
be attributed to an increase the conductivity of the active layer (through an increase in the photo-generated (free)
carrier density) and is therefore highly dependent on the grid and contact resistance.
At the highest intensity of 0.73 kWm−2 the series resistance across the 4 cells is shown to converge at an average
value of 2.3± 0.1 Ω (0.58± 0.03 Ωcm2). This is lower than that measured for the test samples (1.09± 0.03 Ωcm2 at
the same irradiance) due to the improved top contact geometry. These LPCs are comparable to those reported in
[17], which have Rs values of 3 Ω and 7 Ω for mono C-Si and poly C-Si cells, respectively at the equivalent power
density. It is also comparable to general lab- and commercial-based Si solar cells (2− 5 Ω) quoted in [18]. However,
the series resistance can be several orders of magnitude lower at this irradiance (in the region of mΩ), as reported
in [26]. Therefore further optimisation in the metallisation and contact geometry is therefore possible.
The shunt resistance in ﬁgure 4.25b is shown to be relatively independent of illumination intensity, in contrast
to the test samples. This is attributed to the factors aforementioned with the FF and may also be due to better
thermal control (since the LPC cells are mounted onto copper substrates, rather than insulating PCB boards that
the test samples were mounted on).
The resistance between cells is also shown to vary widely (across two orders of magnitude), and is consistent
with the level of degradation observed in each cell. Cell 4 shows the highest shunt resistance and indicates a higher
quality device. Cell 1, being the most degraded cell, has the lowest shunt resistance. The degradation may stem
from the unpassivated edges, where oxidation may be increasing the edge currents.
The shunt resistance is generally much lower compared to the test samples. If one converts the shunt resistance
into a resistivity (knowing that the LPC cells have an area of 25 mm2 and an absorber depth of 4µm, and the test
samples have an area of 0.785 mm2 and an absorber depth of 2µm) then cell 4, having the highest shunt resistance
out of the LPC cells tested, has a shunt resistivity of 29 kΩm at a cell irradiance of 0.73 kWm−2. Sample 2M (again
having the highest shunt resistance out of the test samples) has a shunt resistivity of 142 kΩm at the equivalent
irradiance. Thus, the shunt resistance is therefore much lower in the LPC cells and can be attributed to a higher
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growth-induced defect density (due to the thicker absorber), as well as increased edge currents at the unpassivated
surfaces.
Comparing to conventional PVs, we ﬁnd that the shunt resistance is comparable to lab- and commercially-based
Si solar cells (4− 4000 kΩ) [18]. In particular, it is comparable to the mono and poly C-Si cells reported in, which
have a range from 0.8 − 1.5 kΩ at an irradiance of 0.73 kWm−2 [17]. The trend with illumination intensity is also
in agreement.
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
6
12
18
24
30
36
42
48
R
s (
)
Optical Cell Irradiance (kW/m 2)
 Cell 1
 Cell 2
 Cell 3
 Cell 4
a)
0.000 0.525 1.050 1.575 2.100 2.625 3.150 3.675 4.200
Optical Beam Irradiance (kW/m 2)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.01
0.1
1
10
R
sh
 (k
)
Optical Cell Irradiance (kW/m 2)
 Cell 1
 Cell 2
 Cell 3
 Cell 4 b)
0.000 0.525 1.050 1.575 2.100 2.625 3.150 3.675 4.200
Optical Beam Irradiance (kW/m 2)
Figure 4.25: Analysis of a) Rs and b) Rsh with optical power density for the four LPCs. Only part of the analysis
could be carried out on cell 1 because at lower powers the I-V characteristics were near-ohmic, causing the model
to break down.
The dark current and ideality factor as a function of irradiance are presented in ﬁgure 4.26. An extremely large
variation in the dark current is observed between devices, covering a region of 5 orders of magnitude, and is in
accordance with the observed level of degradation in each cell, and may also point toward non-uniformities in the
growth. This is also reﬂected in the ideality factor. From this we can determine that degradation is causing an
increase in non-radiative recombination across all parts of the device (that is, in the depletion region, bulk, and at
the surfaces).
The dark current for each cell is shown to have a diﬀerent behaviour. For cells 1 and 4, the dark current is shown
to decrease with irradiance and is in agreement with the trend reported in [26] for Si PVs. This indicates a shift
in the dominant recombination mechanisms within the bulk material. That is, recombination shifts towards the
radiative regime at higher concentrations, due to the increase in the carrier density. However, cell 2 has a gradual
incline with intensity and is likely to be due to increased recombination via defects in the depletion region, which
is conﬁrmed in the observed climb in ideality factor with intensity in ﬁgure 4.14b. The dark current for Cell 3 is
shown to initially increase and then decrease with increasing intensity. This indicates competing factors, relating to
the shift in the dominant carrier recombination between diﬀerent regions of the device. The dark current for cell 4
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is comparable to those reported in [26] for C-Si solar cells. However, cells 1, 2 and 3 are several orders of magnitude
higher.
The ideality factor for cell 1 and 4 are shown to reduce with intensity, indicating a decrease in junction re-
combination and a shift towards a more ideal diode. Cell 1, however, has ideality factors exceeding 2, indicating
high junction recombination via extended defects, as aforementioned. The diode behaviour for this device appears
to recover to some extend at higher intensities, due to the shift in the dominant recombination mechanisms. The
ideality factor of cells 2 and 3 are also shown to operate close to the value of 2, indicating that recombination via
defects is dominating within these junctions. The ideality factor of cell 4 operates essentially at unity across the
intensity range, indicating that defect recombination in the junction is minimal.
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Figure 4.26: a) I0 and b) mi as a function of the incident optical power density, for the four cells. Cell 4 is shown
to have a close to ideal performance, while cells 1, 2 and 3 occupy the non-ideal behaviour (dominated by defect
recombination). Cell 1, however, is shown to recover to some degree at higher power densities.
4.2.3.4 Operating Temperature Dependence
The temperature dependence was carried out under a constant optical power of 15 mW and wavelength of 1550 nm.
This equates to an optical cell irradiance of 0.576 kWm−2 and an optical beam irradiance of 3.03 kWm−2. In
this experiment only the top three best performing cells are tested (cells 2, 3 and 4) and compared to the idea
monochromatic converter. The model here takes into account the temperature-induced change in the absorber
band-gap (depicted in ﬁgure 4.15 on page 105), as well as the temperature-induced change in the diode diﬀusion
(exponential) component.
The Isc depicted in ﬁgure 4.27a on page 120 has a trend that increases with temperature and complies with
the expected theory. That is, the temperature-induced decrease in the band-gap causes a shift in the absorption
spectrum to longer wavelengths. Therefore photon absorption increases due to the promotion of carriers higher into
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the conduction band where there is a higher density of states. This agrees with the measured trend observed in
conventional solar cells [17, 3] , and is comparable to the dependence of the test samples.
However, the current dependence over the temperature range is on average 112±10µAcm−2K−1 (using a linear
ﬁt as a ﬁrst approximation), is greater than the observed trend in the model, and is also considerably higher than
the solar cells reported by P. Singh et. al. who provides an analysis of the temperature dependent IV parameters
for a number of PV semiconductor materials, including Si, Ge, GaAs and InP. These relevant cells range from
0.196µAcm−2K−1 for GaAs to 9.43µAcm−2K−1 for InP. The discrepancy is likely to be due to the fact that these
cells were under uniform, solar illumination, while the LPCs are under non-uniform monochromatic illumination.
Note also that the change in current with temperature is more pronounced in the degraded cells, which tends
towards the D-B limit at higher temperatures. This indicates a drop in series resistance, which may be attributed
to the increase in the free carrier density in the emitter layer at higher temperatures (thus decreasing the sheet
resistance and increasing the IQE).
The Voc in ﬁgure 4.27b is shown to decrease with temperature. This is due to the combined change in the
material band-gap and the roll of various carrier recombination mechanisms with temperature. However, as we
will see the change in Voc is much larger than the change in the band-gap, indicating that carrier recombination is
having a larger inﬂuence.
Fitting a line to these plots, we ﬁnd that on average the voltage drops −1.59 ± 0.09 mVK−1 and is in close
agreement with the test samples. However, the model indicates a drop of −1.083 ± 0.003 mVK−1. As Voc is
a measure of recombination, the slight discrepancy can be attributed to additional SRH recombination, which
increases with temperature and leads to a further drop in voltage. This can be conﬁrmed by looking at the cells
individually. Cell 4, being the best cell, has a slope of −1.41 ± 0.02 mVK−1, while cell 2 (the most degraded cell)
has a slope of −1.73±0.01 mVK−1, indicating a higher defect density in the degraded cell. Comparing to the GaAs
and InP solar cells reported by P. Singh et. al., these have slopes of -1.88 to−2.39 mVK−1 for GaAs and -1.68
to−2.20 mVK−1 for InP. Thus, the LPC devices have a comparable if not better dependence.
Presented in ﬁgure 4.27 c and d are the FF and η as a function of temperature. The FF is seen to decrease
with temperature due to the observed decrease in voltage. The slope for these cells is −0.08± 0.02, −0.036± 0.003
and −0.096± 0.002 %K−1 for cells 2, 3 and 4 respectively and is again comparable to the test samples. The gentler
slope observed for cell 3 is due to the eﬀects of the shunt resistance with temperature, as indicated in ﬁgure 4.28b
on page 122. The slope of the model is then 0.067 %K−1 and is therefore in agreement with the measurements.
Comparing to the FF temperature dependence in the solar cells reported by P. Singh et. al., for which GaAs has
a slope between -0.059 to −0.080 %K−1 and InP with a slope between -0.060 to −0.084 %K−1, we ﬁnd they have
agreeable results.
The η depicted in ﬁgure 4.27d is shown to decrease with temperature, primarily due to the reduction in Voc.
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The temperature dependency for the eﬃciency for cells 2, 3 and 4 are −0.102± 0.007, −0.066± 0.007 and 0.108±
0.005 %K−1 respectively and is relatively close to that of the test samples. The decline with temperature is therefore
less than the modelled eﬃciency, which has a slope of −0.138 %K−1 in the temperature range.
Compared to the eﬃciency results reported by P. Singh et. al., which are −0.18 %K−1 for GaAs and −0.19 %K−1
for InP, we see that the LPC eﬃciency is much less sensitive to temperature and is due to the Isc, which has a larger
increase with temperature than the band-gap (thereby reﬂecting on Im and hence the cell output power).
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Figure 4.27: a) Isc, b) Voc, c) FF and d) η as a function of cell temperature for three LPCs. Measurements were
conducted under ﬁxed illumination conditions (wavelength of 1550 nm and optical power of 15 mW).
In ﬁgure 4.28a and b on page 122, the calculated series and shunt resistance with temperature is plotted. Rs is
shown to decrease non-linearly with temperature, which agrees with the ﬁndings reported in [17, 28, 29], although
the trend is diﬀerent. In other cases Rs has been shown to increase with temperature, [17, 19] and is likely to
be due to a number of factors, including sheet resistance, contact geometry, crystal quality and orientation (that
is, whether it is electrons or holes that are laterally ﬂowing to the contacts in the emitter layer), as well as the
uniformity in illumination. In the case of the LPCs, the decrease in Rs can be attributed to the increase in the
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number of photo-generated carriers (and thermally excited carriers), thereby increasing the conductivity of the
emitter layer and reducing the sheet resistance.
Although not linear, the average change with temperature is found to be −8± 1, −4.8± 0.8 and −11±1 mΩK−1
for cells 2, 3 and 4 respectively, which is substantially less than the test samples. This is likely to be due to the
improved top contact geometry which reduces the impact of sheet resistance, and hence its temperature dependence.
However, the temperature dependence of Rs for these cells is somewhat larger than that reported for C-Si solar
cells, which have seen a linear dependence of 0.78 mΩK−1 [29]. It should be noted however that this is based on
measurements of a n on p C-Si structure and is also under uniform illumination from a solar simulator. The sheet
resistance will therefore have a diﬀerent impact. According the the analysis by S. Bensalem et. al., the temperature
dependence of Rs in the LPC cells is of negative coeﬃcient type [19].
The observed change in Rsh varies between devices, with cell 4 displaying a large decrease with temperature by
an order of magnitude over the temperature range. The dependence of Rsh with temperature is much smaller for
Cells 2 and 3, with cell 3 being nearly independent. The observed drop can be attributed to the tunnelling and
trapping-detrapping of carriers via defects within the depletion region [30]. The role of carrier recombination via
surface defects will also increase with temperature, thereby increasing edge currents and reducing Rsh.
Compared to the reported change in Rsh with temperature in solar cells, we ﬁnd that it is in agreement, although
these exhibit a linear dependence [28, 29]. However, a similar trend has been observed in mono C-Si cells as reported
in [17]. Compared to the test samples, the dependence with temperature is larger, indicating the role of surface
recombination at the unpassivated edges. The dependence of Rsh with temperature for the LPC cells is also shown
to be of negative coeﬃcient type [19].
In the ﬁnal analysis, the dark current and ideality factors are plotted in ﬁgure 4.28c and d. Here I0 is observed
to rise with temperature, indicating an increase in SRH recombination in the bulk layers. Cell 4 is shown to have a
larger change in I0 with temperature, which conforms with the observed trend in Rsh and indicates a larger increase
in thermally-activated defects. The dependence with temperature is shown to be 0.034± 0.001, 0.009± 0.003 and
4.2 ± 0.3 × 10−5 µAK−1, for cells 4, 3 and 2 respectively. The increase with temperature is in agreement with the
ﬁndings reported for Si solar cells [29].
Lastly, mi is shown to be largely independent of temperature, showing only a slight decrease for cells 2 and 3,
and a slight increase for cell 4. The drop in mi for cells 2 and 3 agrees with the trend observed in Si solar cells, as
reported in [28, 17]. The explanation provided in this work suggests that the drop in mi with temperature is due
to the decrease in resistance of the active layer, thereby injecting more current in the forward direction [28]. The
slight increase observed in cell 4 can be attributed to the increase in thermally-activated defects, not only in the
bulk, but also in the depletion region, thereby increasing carrier recombination.
From this analysis, it can be seen that carrier recombination at surfaces, interfaces and in the bulk, has a large
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Figure 4.28: a) Rs and b) Rsh, c) I0 and d) mi as a function of temperature. Measurements were conducted under
ﬁxed illumination conditions (wavelength of 1550 nm and optical power of 15 mW). Rs decreases with temperature
due to the increase in the conductivity of the emitter layer. Rsh, I0 and mi degrade due to the increase in non-
radiative recombination with temperature.
contribution to the limiting eﬃciency of the devices, particularly for the output voltage. Likewise, the analysis has
shown that carrier losses in the emitter layer where the holes propagate laterally to the top contact also leads to
signiﬁcant reductions in eﬃciency if the contact geometry is not optimised. The aim here is to minimise contact
shadowing and sheet resistance. The role of carrier recombination is investigated further in Chapter 5, where a
cryogenic temperature investigation is carried out in order to determine the various recombination mechanisms and
their impact on the device performance.
Finally, the analysis has shown that the eﬀects of a non-uniform Gaussian illumination proﬁle can impact the
device performance through non-uniform (hotspot) lattice heating and carrier concentrations near the surface, which
in turn inﬂuences the various recombination mechanisms. The is discussed in more detail in Chapter 6, where surface
measurements are carried out to determine the carrier transport properties.
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Chapter 5
Low Temperature Investigation
In chapter 4 the LPC cells were characterised as a function of optical power, wavelength and operating temperature.
One of the key ﬁndings was that the eﬃciency of these devices was substantially below the detailed-balance limit
for monochromatic PV converters operating at 1550 nm. In fact, the maximum eﬃciency observed was 38.9± 0.5 %
at 0.73 kWm−2 , which is is approximately 13 % (absolute) below the modelled RSoft eﬃciency and 23 % (absolute)
below the detailed-balance limit. Even if the ﬁbre coupling loss is taken into account, which leads to a relative
increase of 20 %, then it is still 19 % (absolute) below the ideal monochromatic converter.
The limit in the eﬃciency was due to the saturation in the output voltage, which was signiﬁcantly below the
band-gap (i.e. the maximum quasi-Fermi level separation). This was attributed to carrier recombination and
resistive losses, based on the extraction of the IV parameters.
In this chapter we investigate the speciﬁc loss mechanisms by measuring the cell performance as a function of
temperature down to 100 K. How these parameters evolve with temperature can then reveal the speciﬁc carrier
recombination mechanism that is dominant at RT, and its contribution to the limiting eﬃciency. These measure-
ments can also reveal the speciﬁc component of the lumped series resistance that is dominant in the cell, whether
it is sheet, contact or metallic resistance.
The investigation also allows one to explore the basic physics of photovoltaics, as well as probing the funda-
mental eﬃciency limits of LPCs to determine how close the device can approach the thermodynamic limit. The
measurements at low temperatures will also highlight potential applications in space and inform future designs.
126
CHAPTER 5. LOW TEMPERATURE INVESTIGATION 127
5.1 The Basic Principle
5.1.1 Photo-generated Carrier Loss Mechanisms
There are three main carrier recombination mechanisms that were brieﬂy introduced in Chapter 2. These are
namely defect-related (SRH), radiative and Auger recombination. Each of these mechanisms is dependent on the
photo-generated carrier density (n) and the total recombination rate can be described using the following relation
[1]
Rec = An+Bn
2 + Cn3 (5.1)
where n (cm−3) is the free carrier density, A (s−1), B (cm3s−1), and C (cm6s−1) are the SRH, radiative and Auger
recombination coeﬃcients, respectively. This equation therefore shows that certain recombination mechanisms will
dominate under diﬀerent carrier densities (and hence illumination intensities). At low carrier densities, otherwise
known as the low-injection regime, the dominant carrier loss mechanism is SRH recombination and is due to defect
states either in the bulk or at the surfaces where dangling bonds may exist. Under moderate carrier densities
radiative recombination will then dominate while at high carrier densities, or the high-injection regime, Auger
recombination will dominate.
The low injection region referred to here corresponds to an illumination intensity below and up to a few kWm−2,
while the high-injection region corresponds to several hundred kWm−2 and beyond. However, the study of these
LPCs is in the low to moderate injection region, and so the eﬀects of Auger recombination can be ignored. Thus
the PV device will shift from the non-radiative regime (dominated by SRH recombination) under low intensities to
a radiative regime (dominated by radiative recombination) under moderate intensities.
5.1.1.1 Radiative Recombination
For direct band-gap defect-free materials, radiative recombination (via spontaneous emission) is the fundamental
carrier loss mechanism, which sets a limit to the theoretical p-n junction photovoltaic conversion eﬃciency, as
discussed in chapter 2. The rate of spontaneous, radiative recombination is given by [2]
Rsp =
1
2τ
(
2pi~mr
kTm∗em∗h
)3/2
np (5.2)
wherem∗e andm
∗
h are the electron and hole eﬀective masses andmr is the reduced electron-hole mass (1/mr = 1/m
∗
e + 1/m
∗
h).
τ is the shortest recombination time for spontaneous recombination and assumes the probability of ﬁnding an elec-
tron and hole in the same k state is unity, and is given by
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τ v 0.67
~ω
(5.3)
where ~ is the reduced Planck constant and ω is the angular frequency. Finally, np is the product of the electron
and hole carrier densities, and under low injection is given by the following mass action law
np = n2i = NcNv exp (−Eg(T )/kT ) (5.4)
with Eg being the semiconductor band-gap energy and Nc , Nv being the eﬀective density of states for the
conduction band and valance band, respectively as deﬁned below.
Nc = 2
(
m∗ekT
2pi~2
)3/2
(5.5)
Nv = 2
(
m∗hkT
2pi~2
)3/2
(5.6)
Thus, it can be seen that the radiative recombination rate is temperature dependent mainly through the
temperature-induced change in the free carrier density.
5.1.1.2 SRH Recombination
As detailed in Chapter 2, defects due to crystal dislocations, vacancies or impurities introduce localised energy
states within the band-gap. Defect energy states that lie close to the band-edges are generally known as traps and
tend to only slow the transport of carriers. That is, the carriers can thermally escape the trap before they recombine
with their counterpart. However, localised defect states deep within the band-gap act as recombination centres for
electrons and holes, since they are unable to thermally escape. It is this carrier loss process that competes with
radiative recombination, leading to undesirable performance drops in photovoltaics. The rate at which a carrier
encounters a trap is given by [2]
Rτ = Ntσνth (5.7)
where Nt is the trap density, σ is the trap capture cross-section and νth is the carrier thermal velocity given
by νth =
√
3kT/m∗ with m∗ being the electron (hole) eﬀective mass, k as the Boltzmann constant and T the
temperature in Kelvin. The trap capture cross-section then varies with temperature according to the following
exponential approximation
σ = σ0 exp (−Et/kT ) (5.8)
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with σ0 being the temperature coeﬃcient of the trap capture cross-section and Et the energy of the trap state
[3]. In addition, the carriers which populate the trap states have a probability of thermally escaping, leading to a
rate of depopulation given by
dne(T )
dt
= −ne(T )ν exp (−Et/kT ) (5.9)
where ne(T) is the density of trapped carriers and ν is the trap-escape frequency given by ν = NeffSνth (Neff
is the eﬀective density of states in the conduction (valence) band and S is the capture cross-section of electrons
(holes)) [4]. It is clear from these sets of equations that SRH recombination has a temperature dependence that
relates to the change in trap capture cross-section and the thermal escape velocity of carriers with temperature
(as well as their concentration). As the temperature is lowered the rate of carrier capture decreases (due to the
defect shrinking with the lattice constant) and those that are captured eﬀectively ﬁll the defect states (since the
depopulation rate also decreases). Hence, the overall impact of SRH recombination is reduced. Therefore, at a
certain temperature the role of SRH recombination can be eﬀectively suppressed.
It can therefore be seen that the rate of recombination through the various mechanisms changes with temper-
ature, albeit diﬀerently (as is shown later in ﬁgure 5.17 on page 156). Therefore, by studying the behaviour of the
device with temperature one can determine the contribution of these speciﬁc mechanisms to the limiting device
eﬃciency, and which is dominant at RT. From this analysis one can expect the device to shift from a non-radiative
regime to a more radiative regime as the temperature is lowered.
5.1.2 Resistive Losses
5.1.2.1 Series Resistance
The series resistance of a PV cell is the lumped sum of the sheet (emitter) resistance (Rsheet), semiconductor-metal
contact resistance (Rc) and the metallic resistance (Rm) of the electrodes [5]. In PV cells the emitter resistance
is usually the most dominant component since carriers have to diﬀuse laterally to the top contact ﬁngers, and is
determined by the emitter sheet resistance given below
Rsheet =
1
qµNaide
(5.10)
where µ is the carrier mobility, while Nai and de are the ionised doping density and thickness of the emitter layer.
The temperature dependence of the emitter resistance therefore stems from the temperature-induced change in the
carrier mobility and doping density. In extrinsic semiconductors, the carrier mobility is mainly inﬂuenced by lattice
scattering (due to the thermal vibration of the lattice atoms) and impurity scattering (due to the charged dopant
ions). Electron-electron scattering can be ignored since the carrier density in semiconductors is considerably lower
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compared to metals. At RT lattice scattering is the dominant mechanism, while at lower temperatures (typically
below 200 K) impurity scattering dominates (since the free carriers will move more slowly, increasing their chance of
interacting with the charged dopant ions). The relative temperature dependence of these two scattering components
are T−
3
2 and T
3
2 , respectively [6].
Of course there is also the change in the concentration of ionised dopants with temperature that may also be
considered, since it aﬀects Nai in equation 5.10. Generally the ionised dopants do not begin to freeze out until
well below 100 K and is dependent on the donor (acceptor) depth. The expression for the ionised doping density as
a function of temperature is shown below, for the p-doped emitter layer [2]
Nai = Na
[
1−
(
1
1 + (Nv/4Na) exp (−Ea/kT )
)]
(5.11)
where Nv is the eﬀective valence band density of states, Na is the doping concentration and Ea is the ionisation
energy of the speciﬁc dopant and is dependant on the host crystal. The general trend in the fraction of ionised
dopants with temperature is depicted in ﬁgure 5.1.
Figure 5.1: Normalised concentration of ionised dopants as a function of temperature. Below 100 K the dopants
begin to freeze out, eﬀectively reducing the doping concentration [7].
The semiconductor-metal contact resistance is given by the following equation
Rc =
ρc
A
(5.12)
where A is the contact area and ρc is the speciﬁc ohmic contact resistivity
(
Ωm2
)
, which describes the tunnelling
of carriers through the narrow semiconductor-metal barrier (due to the highly doped semiconductor contact layer),
and is given by [8]
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ρc =
(
1
qvthxH
√
Nai
)
exp
(
Hφb√
Nai
)
(5.13)
where vthx is the thermal velocity in one dimension
(√
2kT/pimh
)
, H is a material-dependent parameter (deﬁned
later) and φb is the barrier height, deﬁned by φb = (Eg(T )/q) − φm + χs with φm being the metal work function
and χs the semiconductor electron aﬃnity level. The exponential term describes the tunnelling probability. The
temperature dependence of the contact resistance therefore stems from the thermal velocity component, as well as
the temperature-induced change in the ionised doping density and semiconductor band-gap.
Lastly, the metal electrode resistance may be expressed using the simple formula
Rm =
ρm (T )L
A
(5.14)
where the temperature dependence resides within the resistivity component, which is expressed as [5]
ρm (T ) = ρ0 [1 + α (T − T0)] (5.15)
Here α is the temperature coeﬃcient and ρ0 is the resistivity of the metal as measured at temperature T0.
From this analysis we can determine that each component of the series resistance has its own temperature
dependence. Therefore by performing a temperature-dependent illumination experiment on the devices, we can
determine which resistive component is most dominant under normal operating temperatures. This then provides
an insight into future design considerations to improve device performance.
5.1.2.2 Shunt Resistance
As previously mentioned in Chapter 4, the mechanisms responsible for lowering the shunt resistance (or increasing
the shunt current) of a PV device include recombination within the junction and at the periphery, as well as tun-
nelling across the junction barrier. It has previously been reported that the tunnelling loss is relatively temperature
independent [4], while recombination is determined by the trapping and de-trapping of carriers at defect states. The
temperature dependence of Rsh should therefore follow that of the SRH recombination rate, governed by equations
5.7 to 5.9. However, at a certain temperature, when the SRH recombination is eﬀectively suppressed, the shunt
resistance will stop increasing and will be limited by the temperature-independent tunnelling losses.
To study the contribution of the various carrier recombination and resistive loss mechanisms we perform a
temperature dependent illumination study. In this experiment, the device eﬃciency (and other IV parameters) is
measured as a function of temperature and laser wavelength (in order to track the temperature-induced change
in the absorber band-gap). Thus, by observing how the parameters change with temperature under the optimum
illumination wavelength, one can determine the dominant carrier recombination mechanisms.
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5.2 Temperature Dependent Illumination Study
5.2.1 Theoretical Analysis
5.2.1.1 Eﬀects of Temperature on the PV
As the temperature of a PV device is reduced, its eﬃciency increases. For a device operating mainly in the non-
radiative regime, this will be mainly due to changes in the carrier loss mechanisms discussed above. However, even
in the radiative limit the eﬃciency will increase, due to a number of factors. The ﬁrst is the temperature-induced
increase in the band-gap, which increases the band-gap limited quasi-Fermi level separation and hence the maximum
voltage output (Voc).
In addition the diﬀusion component of the diode current will decrease inversely with temperature, owing to a
drop in the thermally generated carrier density and a narrowing of their thermal distributions in the bands. This
results in a further increase in the maximum voltage output (since a larger bias must be applied across the junction
to achieve the same diﬀusion current). It also leads to an increase in the ﬁll factor (since the onset of the diﬀusion
current will become sharper).
Lastly, the coeﬃcient of spontaneous emission will increase inversely with temperature, as discussed above in
section 5.1.1.1. This then sets a limit to the detailed-balance model, and hence the thermodynamic limit.
5.2.1.2 Temperature Dependence of the Ideal Monochromatic Converter
The eﬀect of temperature can be implemented into the detailed-balance model that we have been working with thus
far, developed by R. Pena et. al.. This is achieved simply by considering the theoretical change in the band-gap
with temperature using Varshni's empirical formula as shown below [10]
Eg(T ) = Eg(0)− αT
2
T + β
(5.16)
where Eg is the band-gap energy in eV, T is the temperature in K, and α (eVK−1)and β (K) are adjustable
(Varshni) parameters, which are obtained experimentally. The Varshni parameters may be obtained from I. Vur-
gaftman et. al. who provides a comprehensive review of the available literature, and presents recommended values.
Using the Varshni formula coupled with the recommended parameters for α
(
4.3× 10−4 eVK−1) and β (224 K), the
theoretical band gap temperature dependence for the In0.575Ga0.425As0.911P0.089 absorber is provided in ﬁgure 5.2,
which has been normalised to the measured band-gap of 0.781 eV at 300 K, as discussed in Chapter 3.
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Figure 5.2: The predicted change in the absorber (InGaAsP) band-gap energy with temperature, based on the
Varshni model with parameters α
(
4.3× 10−4 eVK−1) and β (224 K) [10].
The plot shows that the band-gap increases by 9.5 % between 300 and 10 K. In terms of wavelength the band-
gap shifts from 1588 − 1450 nm, a change of 138 nm. By substituting this into the ideal monochromatic converter
model one can then obtain the temperature dependence of the detailed-balance limit. Note that in this case the
temperature represents that of the p-n junction region and it is assumed that the laser wavelength tracks the
band-edge, such that the equation for the photo-current becomes
Jph = q
Pin
Eg(T )
(5.17)
The diode current then takes the form
JD w
2piqkT
h3c2
Eg
2(T ) exp
(−Eg(T )
kT
)
exp
(
qV
kT
)
(5.18)
In ﬁgure 5.3 on the left is a plot of the detailed-balance limit as a function of temperature at three diﬀerent
illumination intensities. The plot on the right shows the corresponding Voc, which is then compared to the band-gap
energy (representing the maximum possible quasi-Fermi level separation in a thermodynamic system).
The detailed-balance limit is shown to have a near-linear dependence with temperature. At the lowest power
density the eﬃciency is shown to increase relatively by 40 %, while at the highest power density the eﬃciency
increases relatively by 34 %. Thus, there is a sharper climb in eﬃciency under a lower power density. This is due
to the behaviour of the Voc, where the increase in the photo-generated carrier density leads to an increase in the
quasi-Fermi level separation towards the band-gap, to which it is fundamentally limited to.
At lower temperatures the Voc for the diﬀerent intensities is shown to converge towards the band-gap and is also
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Figure 5.3: Left: The ideal monochromatic conversion eﬃciency as a function of temperature, at three levels of
illumination intensity. Right: The ideal open-circuit voltage as a function of temperature, which is compared to
the band-gap energy (representing the maximum possible Voc under the thermodynamic limit).
reﬂected in the eﬃciency, which converges at 98 % at a temperature of 20 K. At this point, the system approaches
the highest achievable theoretical eﬃciency set by the thermodynamic limit and represents a system where almost
all carrier loss processes are essentially suppressed, though there will always fundamentally be a trace of radiative
recombination.
Since Voc is a measure of recombination, then for a PV device operating in the non-radiative regime (due to
SRH and Auger recombination) at room temperature, the device will exhibit a larger increase in voltage as the
temperature is reduced compared to the detailed-balance limit. This is because as the temperature changes, so do
the dominant recombination mechanisms. That is, the device will be shift from the non-radiative regime (where the
voltage is limited due to the additional carrier recombination mechanisms) to the radiative regime (where the role
of non-radiative recombination is suppressed). This means that at low temperatures the device performance can
essentially be recovered and by observing the relative change in the conversion eﬃciency (and other parameters) one
can determine the dominant loss processes that limit the device performance under normal operating temperatures.
5.2.1.3 Previous Work
The study of photovoltaic performance at low temperatures has been carried out before, mainly by [11] and [12]. N.
J. Ekins-Daukes et. al. provides a model that demonstrates the eﬀect of trap-assisted recombination as a function
of temperature on the photovoltaic conversion eﬃciency of a GaAs cell under AM1.5G solar illumination. In this
analysis two trap densities were modelled at 4.5×1014 and 1×1016 cm−3. The eﬀect this has on the PV conversion
eﬃciency is shown in ﬁgure 5.4a. Note that the temperature dependence of the band-gap and photon-recycling were
neglected in this study.
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Figure 5.4: a) The modelled PV eﬃciency as a function of temperature based on two defect densities according
to the study reported in [12]. A larger defect density leads to a sharper slope due to the suppression of SRH
recombination and a shift from the non-radiative to a more radiative regime. b) The corresponding radiative
eﬃciency as a function of temperature.
As shown, the conversion eﬃciency increases inversely with temperature for both cells. The cell with a higher
trap density initially has a lower eﬃciency at room temperature. However, as the temperature is lowered the
eﬃciency increases much more sharply until the two cells converge at the ideal limit of 36 % at 50 K. This indicates
the suppression of non-radiative recombination and a convergence towards the ideal radiative regime, and highlights
the ability to recover an initially defective cell at cryogenic levels. The more a device operates in the non-radiative
regime, the steeper the trend will be as the temperature is lowered, with a tendency towards the radiative regime.
The corresponding radiative eﬃciency as a function of temperature for the two cells is depicted in ﬁgure 5.4b.
The ﬁrst cell with the lower trap density is shown to have a gradual increase in the radiative eﬃciency with inverse
temperature and is because the device is already operating close to the radiative regime at RT. On the other hand,
the second cell with a higher trap density is shown to have a much sharper incline due to the device initially
operating in the non-radiative regime. The non-linear trend indicates how the role of SRH recombination changes
(suppresses) with temperature.
5.2.2 Modelling LPC Eﬃciency with Temperature
To understand the contributions of the individual carrier loss processes that limit the device performance, one must
prepare a model to ﬁt to the experimental data, which accurately describes the device behaviour and parameters
as a function of temperature. The model developed here is based on a temperature-dependent single-diode model,
which takes into account the various carrier recombination and resistive losses.
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5.2.2.1 Recombination Losses
We ﬁrst begin with the incorporation of the individual recombination mechanisms into the well-known diode equa-
tion. In this part of the model we base our work on the semi-analytical model provided by D. Ding et. al., which
incorporates the key performance aspects of practical devices and details the individual carrier recombination cur-
rents. The principle diode equation is as follows
J = Jpc − (JDiff + JRad + JSRH)
(
eV/V t − 1
)
(5.19)
where Jpc is the photo-current density, IDiff is the diﬀusion current density, and IRad, ISRH are the radiative and
SRH recombination current densities, respectively. V t is the thermal voltage (kbT/q) with kb being the Boltzmann
constant and q being the electron charge. Note that the experiment, which will be discussed shortly, was conducted
under a very low illumination intensity
(
40 Wm−2
)
, therefore the additional components corresponding to Auger
recombination and tunnelling loss have been neglected in the above equation, since these have a negligible eﬀect in
the low injection regime. The band gap dependent photo-current (Jpc) is then given by
Jpc = ηi
qPin
Eg(T )
(5.20)
where ηi is the quantum eﬃciency and Pin is the incident laser illumination intensity. The individual temperature-
dependent recombination currents are then expressed as [23, 17]
JDiff = δT
γe
−Eg(T )−Eu(T )kbT (5.21)
Jrad = B(T )qdj(1− ηr)n2i (T ) (5.22)
JSRH = A(T )qdjni(T )e
−V/2V t (5.23)
with the temperature-dependent intrinsic carrier concentration deﬁned as [14]
ni(T ) =
√
4(mnmp)3/2(2pikbT/h2)3e
−Eg(T )−Eu(T )2kbT (5.24)
Here, A(T ) and B(T ) correspond to the temperature dependent radiative and SRH recombination coeﬃcients,
respectively. dj is the absorber thickness and ηr is the photon-recycling factor [15]. mn and mp correspond to
the electron and hole eﬀective masses in the absorbing material respectively, and h is Planck's constant. γ in the
above equation is a ﬁtting parameter that describes the temperature dependence of the combined carrier diﬀusion
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coeﬃcient, carrier lifetime and the intrinsic carrier concentration. In semiconductor photovoltaics, this parameter
typically takes values between 1 and 4 [16]. Finally, δ is a constant that combines doping and other temperature-
independent material parameters.
Eu is the Urbach tail parameter, which leads to an increase in the radiative recombination current. It has
previously been found that the existence of an Urbach tail increases the radiative current by a factor of 1.29 at RT
for direct semiconductor materials such as GaAs, and is therefore expected to have a similar (or larger) contribution
in alloys such as InGaAsP, particularly since evidence for a Urbach tail were found in the results discussed in Chapter
4 [20]. The temperature-dependence of the Urbach parameter is based on the Einstein model and is expressed as
Eu(T ) = S0kθe
[
1 + χ
2
+
1
exp(θe/T )− 1
]
(5.25)
where S0 is a dimensionless constant related to the electron-phonon coupling, k is the Boltzmann constant, θe
is the Einstein temperature, which is taken to be 3/4 of the Debye temperature, and χ is a measure of the crystal
disorder (zero for a perfect crystal). The range of values for these parameters for GaAs and InP based materials
are provided in [18] and referenced therein.
Finally, the temperature-dependent recombination coeﬃcients are then given by [19],[20], [21]
A(T ) = A0 exp
(
T
219
)
(5.26)
B(T ) = 3× 10−10
(
Eg(T )
1.5
)2(
300
T
)3/2
(5.27)
with units of s−1 and cm3s−1, respectively and T is in Kelvin. Here A0 is a ﬁtting parameter, while the
constant 3 × 10−10 cm3s−1 relates to the spontaneous recombination rate term in equation 5.2 for direct band-
gap III-V materials. It is clear from the above equations that the rates of all recombination mechanisms change
with temperature, albeit diﬀerently. This means their impact on the PV conversion eﬃciency will evolve with
temperature.
5.2.2.2 Resistive Losses
The set of equations so far describe the eﬀect of the various temperature-dependent carrier recombination routes
on the IV curve of the PV device. To complete the model, the eﬀect of series and shunt resistance needs to be
incorporated into the equations along with their temperature dependence. The full equation, as described in chapter
two, then has the following transcendental form
J = Jpc − (JDiff + JRad + JSRH)
[
e(V+JRs(T ))/V t − 1
]
−
[
(V + JRs(T ))
Rsh(T )
]
(5.28)
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where Rs(T ) and Rsh(T ) are the temperature dependent series and shunt resistance, respectively. In this case
the ideality factor is set to unity since the voltage-dependent non-radiative recombination components are already
described in the dark current term. Equation 5.23 is also adjusted accordingly to become
JSRH = A(T )qdjni(T )e
−(V+JRs(T ))/2V t (5.29)
The temperature-dependence of the cell series resistance is a complicated one, owing to the individual components
that sum together to form the total cell resistance. The temperature-dependence has been investigated before by
a number of institutes [22, 23, 24]. These reports suggested that the temperature dependence of the PV series
resistance followed that of a conductor-type thermal resistor, which is described using the following expression
Rs = Rs0(1 + αsT ) (5.30)
However, in Chapter 4 we found the series resistance of the LPC had a rather diﬀerent dependence and this
model is too generalised. We therefore take a more advanced approach and follow the treatment provided by J.
Wilcox et. al. which was discussed brieﬂy in section 5.1.2. This considers the temperature dependence of the
individual components, such that the total series resistance is given by
Rt (T ) = Re (T ) +Rc (T ) +Rg (T ) +Rb (T ) +Rp (T ) +Rw (T ) (5.31)
where Re is the emitter resistance, Rc is the semiconductor-metal contact resistance, Rg is the top metal contact
grid resistance, Rb is the metal bus-bar resistance, Rp is the back electrode resistance and Rw is the resistance of the
wire-bonds. In this procedure only a single half-tile is analysed, as illustrated in ﬁgure 5.5, and it is assumed that
all other tiles on the cell behave in the same way. This is a reasonable assumption to make when the cell is subject
to uniform illumination. However the LPC is not, but this treatment will still be used as a ﬁrst approximation. It
is also assumed that all photo-generated carriers will ﬂow laterally to the contact ﬁngers.
Figure 5.5: Illustration of the PV cell half tile, used to calculate and model the lumped series resistance.
Using this analysis, the total emitter resistance is given by
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Re =
Req
2 (Nf − 1)TL (5.32)
where Nf is the total number of contact ﬁngers and TL is the length of the half-tile. Req is the equivalent
emitter resistance. A. Haas et. al. provides an analytical expression for this parameter, which takes into account
the accumulated power dissipation across the emitter assuming uniform illumination, and is given by [25]
Req =
Rsheet
3TL
(
Tw
2
)
(5.33)
where Tw is the tile width and the sheet resistance Rsheet is deﬁned using equation 5.10. As previously mentioned
the temperature dependence of the emitter resistance stems from the carrier mobility and the relative change in
the free carrier density (which is largely governed by the ionised doping density). The work discussed by J. Wilcox
et. al. provides a temperature-dependent formula for the carrier mobility [5]
µ = µ0
(
T
T0
)g
(5.34)
where µ0 is the carrier mobility (in this case for holes) measured at temperature T0 and g is a material dependent
ﬁtting parameter. The table below provides measured values of g for a number of semiconductor materials, as
reported in [14]. The value of g for InGaAsP is expected to be similar to that of GaAs and GaP.
Material g for electrons g for holes
Si -2.42 -2.20
GaAs -1.00 -2.10
Ge -1.66 -2.33
GaP -1.70 -2.30
Table 5.1: Experimentally obtained values for the ﬁtting parameter g, which determines the temperature dependent
mobility for the given material [14].
However, the mobility dependence discussed here is for moderate temperatures where the carrier mobility is
dominated by lattice scattering. At cryogenic temperatures the carrier mobility is dominated by impurity scattering,
as discussed earlier. We therefore expand the mobility temperature dependence to include both eﬀects, where the
total mobility is given by
1
µ (T )
=
1
µL (T )
+
1
µI (T )
(5.35)
where µL is deﬁned using equation 5.34 above, and the impurity scattering is deﬁned using the analysis provided
in [26]. Here, µI is deﬁned by
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µI =
qτi
mh
(5.36)
where τi is the impurity scattering time and is deﬁned by
τi =
1
(pir2c ) vthNai
(5.37)
with vth being the thermal velocity and Nai being the ionised doping concentration, deﬁned in equation 5.11.
Note that the ionisation energy for InGaAsP lattice-matched to InP and doped with Zn is reported to be 22 meV
with an Arsenic composition of 90% [27]. rc is the ion scattering radius, deﬁned as the point where the free carrier
kinetic energy is equal to the ion potential energy and is given by
rc =
q2
6piε0εrkT
(5.38)
where 0 is the permittivity of free space and εr is the relative permittivity of the InGaAsP absorber material.
For InGaAsP lattice-matched to InP, this typically takes a value of 11.56 [28].
The contact resistance, Rc can be calculated using equations 5.12 and 5.13. Note that in this case Eg (T) refers
to the InGaAs semiconductor contact layer and is calculated using the same approach as before for InGaAsP. The
term H in equation 5.13 is given by [8]
H = 4pi
√
ε0εrmh
h
(5.39)
To calculate the barrier height φb, the work function (φm) of the metal contact (Au) is taken to be 5.1 eV and
the electron aﬃnity (χs) of InGaAs lattice-matched to InP is taken to be 4.5 eV [27, 29].
Finally, the metal resistance, Rm is given by equations 5.14 and 5.15 where the temperature coeﬃcient, α for
Au is then taken to be 0.0034 K−1 [5]. The total electrode resistance, which is the sum of Rg, Rb, Rw is then
calculated by ﬁrst considering the dimensions of each component (i.e. the contact ﬁngers, busbar, wire-bonds and
the back plate) and then considering how these components are connected together, as illustrated in ﬁgure 5.6 on
the following page.
The next step is to consider the shunt resistance and its dependence on temperature. For this part of the model
we use the negative coeﬃcient type formula
Rsh = Rsh0 exp (βsh/T ) (5.40)
where Rsh0 is the initial condition resistance and βsh is the semiconductor temperature coeﬃcient (deﬁned by
the material). A study carried out by S. Bensalem et. al. conﬁrms that the temperature dependence of Rsh in
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Figure 5.6: Circuit diagram illustrating the total electrode resistance due to the contact ﬁngers, busbars and wire
bonds.
polycrystalline silicon solar cells agrees with this negative coeﬃcient type expression and obtains values of Rsh0 and
βsh to be 153.92 Ωcm2 and 799.93 K, respectively [23]. This also agrees with the ﬁndings reported in [4]. Thus, in
this work we will utilise this expression for the temperature-dependent shunt resistance.
This then completes the temperature-dependent model. By coupling these equations together one can model
the IV characteristics of the device as a function of temperature. One can then vary the diﬀerent ﬁtting parameters
and compare with experimental data. The best ﬁt will then reveal and quantify the key loss mechanisms that are
contributing to the limiting eﬃciency at RT. This includes the contribution of carrier recombination as well as the
eﬀects of parasitic resistance. Of course, an eﬀective and accurate ﬁtting method needs to be developed, which is
discussed in the next section.
5.2.2.3 Fitting Method
To optimise the ﬁtting between the model and experimental IV curves we utilise a genetic algorithm, which has
been shown to be very eﬀective in previous studies [30]. The genetic algorithm is based on the theory of evolution
for living organisms. As such, the algorithm makes use of chromosomes, genes, reproduction, mutation and the
survival of the ﬁttest to solve the optimisation problem. The algorithm maximises the ﬁtness function (in this case
a least squares ﬁt of a number of IV parameters as a function of temperature) [31].
The advantage of using this technique over other (conventional) algorithms is that it can overcome certain key
limitations, such as getting stuck in a local maximum and not properly identifying the true global maximum of the
function. This is achieved through the probability of evolving and mutating chromosomes. The technique is also
useful in the fact that a ﬁtting function with multiple variables (such as the model above) can be solved quickly and
easily with a genetic algorithm compared to others such as the enumerative approach, which solves the function
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over all possible values of the input variables.
Due to the large number of variables with this model, the genetic algorithm is ﬁrst used to ﬁt the theoretical
series resistance with the experimentally obtained one. The optimum ﬁt is then substituted into the temperature-
dependent diode model and the genetic algorithm is used again to optimise the ﬁt of the other IV parameters. Note
that the least squares approach is used to ﬁt the modelled IV parameters with the experimental IV parameters over
the temperature range, for which the genetic algorithm optimises. A ﬂow chart summarising the processes involved
in the algorithm is shown below in ﬁgure 5.7.
Figure 5.7: Flowchart summarising the processes involved in the genetic algorithm.
5.2.2.4 Fitting Parameters for the Series Resistance Model
The ﬁtting parameters for the series resistance model are shown in table 5.2. The range for the doping density was
decided based on the uncertainty reported by the foundry (i.e. ±50 %), while the range of values for g is based on
measurements reported for III-V based semiconductors [5]. The initial hole mobility, µ0 is given a large range due
to the large dependence with alloy composition and doping density. Finally, the relative permittivity of InGaAsP
is given a range from 9 to 15, as reported in [32].
Parameter Description Equation Value range Units
Na Acceptor doping density 5.11 1− 3× 1017 cm−3
g Mobility ﬁtting parameter 5.34 0 to -3 -
µ0 Hole mobility at 300 K 5.34 10− 1000 cm2V−1s−1
εrq Relative permittivity of InGaAsP 5.38 9− 15 -
εrt Relative permittivity of InGaAs 5.39 9− 15 -
Table 5.2: Summary of the ﬁtting parameters used in the genetic algorithm for the series resistance model.
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5.2.2.5 Fitting Parameters for the Diode Model
The ﬁtting parameters for the diode model are listed below in table 5.3. Here, the input power and quantum
eﬃciency have a range to take into account the instability in the laser power. The parameters δ and γ then take on
values in a range that has previously been reported in [23, 64]. Since the defect density in bulk materials is highly
dependent on the growth and processing quality, the SRH coeﬃcient (or lifetime) has been given a large range from
0.1 − 100µs. The temperature coeﬃcient for the shunt resistance has been given a range of values as reported in
[23]. Lastly, the range given for S0 and χ is based on values reported for III-V semiconductors in [18].
Parameter Description Equation Value range Units
Pin Optical power 5.20 0.7− 1.3 mW
ηi IQE 5.20 0.8− 1.0 -
δ Constant 5.21 1× 10−7 − 1× 10−5 mAcm−2K−4
γ Jdiff ﬁtting parameter 5.21 1− 4 -
dj Junction thickness 5.23 3.5− 4.5 µm
ηr Photon-recycling eﬃciency 5.22 0.5− 1.0 -
A0 A(T ) ﬁtting parameter 5.26 1× 102 − 1× 107 s−1
Rsh0 Shunt resistance initial condition 5.40 500− 1× 104 Ω
βsh Shunt resistance temperature coeﬃcient 5.40 100− 1000 K
S0 Electron-phonon coupling 5.25 0.1− 0.2 -
χ Crystal disorder parameter 5.25 1.0− 1.5 -
Table 5.3: Summary of the ﬁtting parameters used in the genetic algorithm for the temperature-dependent diode
model.
5.2.3 Experimental Method
5.2.3.1 Setup
For the temperature-dependent illumination measurements, the 25 mm2 LPC was mounted onto a rod and inserted
inside an Oxford Instruments gas exchange cryostat (Optistat DN2), which is cooled using liquid Nitrogen, and
controlled using the Oxford Instruments Mercury iTC temperature controller [33]. The connections of the LPC,
which are fed out from the top of the rod, are then connected to a 2400 Keithley SMU in a 4-wire conﬁguration [34].
The illuminating source was composed of two TLSs, in order to suﬃciently cover and track the temperature-induced
change in the band-gap (and hence absorption). The ﬁrst source was a Thorlabs tunable laser (TLK-L1550R) with
a range 1590 − 1470 nm [35], while the second source was a Santec tunable laser (TSL-210 [36]) with a range
1440− 1360 nm. Note then, that in this system there is a gap in the wavelength range that is not covered, between
1470− 1440 nm.
These two laser sources were coupled together through a ﬁbre combiner, which was then routed to a 90:10 ﬁbre
splitter. The 90 % arm was targeted at the cryostat window where the LPC lies within, while the 10 % arm was used
for monitoring. This monitoring arm was connected to a 50:50 beam splitter from which one end was connected
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to an optical spectrum analyser (Ando AQ-6315A [37]) to monitor the laser wavelength, while the other arm was
channelled into an ILX OMM-6810B optical power meter with an integrating sphere to monitor the laser power
[38]. The general setup is shown below in ﬁgure 5.8.
For this measurement, it was required that the output power from the two laser sources be matched. The
maximum power which allowed both lasers to cover their respective wavelength range was therefore 6 mW (primarily
limited by the Thorlabs laser). However, due to the ﬁbre splitting and additional coupling and ﬁbre losses, the
optical power out of the 90 % arm was actually measured to be 1.24± 0.02 mW, which corresponded to 69± 1µW
from the monitoring arm (after passing though a 50:50 beam splitter). The target arm was mounted on an x-y-z
translational stage and the initial alignment was optimised by activating the Thorlabs laser tuned at 1550nm and
maximising the Isc of the cell at 300 K, as measured on the Keithley SMU.
Figure 5.8: Diagram illustrating the experimental setup. The two laser sources are coupled into a ﬁbre combiner,
which has a 90% power arm and a 10% monitoring arm. The power arm targets the cell inside the cryostat, while
the monitoring arm goes to a 50/50 ﬁbre splitter with one end going to optical power meter (to monitor the laser
power) and the other end going to an optical spectrum analyser (to monitor the wavelength).
5.2.3.2 Procedure
The process of the experiment is as follows. The temperature was lowered from 300 − 100 K in steps of 10 K.
At each temperature step, the LPC was allowed to equilibrate. After this the LPC is then illuminated using the
Thorlabs laser source at a starting wavelength of 1590 nm and an optical power of 69µW, as measured from the
monitoring arm. While maintaining a constant power, the wavelength of the Thorlabs TLS was then swept from
1590− 1470 nm, in steps of 10 nm. At each step, the IV characteristics of the cell were measured via the Keithley
SMU.
After the IV measurements were taken at 1470 nm, the laser source was switched to the Santec TLS and the
wavelength sweep continued from 1440− 1360 nm, while maintaining the optical output power at 69µW. Once the
wavelength sweep was completed, the laser source was switched back to the Thorlabs laser and the temperature is
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then reduced by 10 K. After equilibrium is reached, the process is repeated and continues until the temperature
reaches 100 K. This procedure therefore allows the characteristics of the cell to be mapped appropriately with
temperature.
A second run was then performed following the same procedure as above, but this time starting at 100 K and
increase to 300 K in steps of 10 K.
5.2.3.3 Eﬃciency Calculations
To obtain the conversion eﬃciency as a function of temperature an absolute eﬃciency measurement was taken at
room temperature, following the procedure described in Chapter 4. That is, the cell was placed on a temperature-
controlled x-y-z stage set to 300 K while the target ﬁbre arm was positioned above the cell using a separate x-y-z
stage. The Thorlabs laser was then tuned to 1550 nm and the optical power from the target arm was set to 1.18 mW,
as measured from the power meter. This is slightly lower than the original 1.24 mW because we are taking into
account the reﬂection loss of the cryostat window (Spectrosil WB), which is reported to be 95 % transmissive
over the relevant wavelength range. Thus, the optical power is precisely matched to that conducted during the
temperature-dependent experiment.
The target arm position was then optimised by maximising the cell Isc as measured on the Keithley SMU. Since
the distance between the ﬁbre and the cell was not exactly known during the temperature-dependent experiment,
the height of the ﬁbre was adjusted until the cell Isc matched that of the cell inside the cryostat, when it was set to
300 K and illuminated at 1550 nm. The IV characteristics of the cell were then measured on the Keithley SMU.
Finally, the beam proﬁle from the target arm was measured using the knife-edge technique (as detailed in Chapter
4) in order to determine the total power falling on the cell surface. From this measurement it was determined that
100 % of the power emitted from the target arm is falling on the cell. Therefore, taking into account optical losses
on the cell surface, which includes contact shadowing and surface reﬂections (which amounts to 17 %), the total
power transmitted to the active region of the cell is 0.98 ± 0.02 mW, and with a Mpp of 0.290 ± 0.001 mW this
correlates to an absolute eﬃciency of 29.6 ± 0.9 %. Note that the ARC reﬂectivity across the wavelength range
changes by only 0.2 %, and was therefore disregarded.
As the power was maintained at a constant level throughout the temperature-dependent experiment, the Mpp as
a function of wavelength and temperature can be normalised against the absolute eﬃciency to get the corresponding
conversion eﬃciency as a function of wavelength and temperature.
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5.2.4 Results
5.2.4.1 Experimental Results
The IV parameters as a function of wavelength and temperature are plotted below in ﬁgures 5.9a to 5.9d on the next
page. What is most noticeable is how the plots shift to shorter wavelengths as the temperature is reduced. This
is attributed to the temperature-induced increase in the absorber band-gap energy, which subsequently shifts the
absorption spectrum to shorter wavelengths. It can be seen that the wavelength sweep using the two tunable laser
sources successfully tracks the band gap (and hence absorption) across the temperature range. However, an artefact
is apparent in the measurements, occurring in the wavelength range 1410 − 1370 nm and is more apparent in the
Isc and Mpp plots. This artefact materialises across the whole temperature range and appears to be temperature
independent.
What we can deduce from this is that the artefact is not related to the cell itself, and is likely to stem from
something outside the cryostat chamber. The fact that it is most sensitive in the Isc measurements suggests this is
due to an optical power ﬂuctuation, which may be caused from the ﬁbre system, power meter or the Santec tunable
laser system. This requires further investigation that was beyond the extent of this experiment.
In terms of the Isc, depicted in ﬁgure 5.9a, it is shown to initially saturate in the region of 1.26 mA at 300 K. At
lower temperatures the current saturation level drops and can be attributed mainly to the increase in the band-gap
energy. That is, higher photon energies are required for absorption and due to the constant optical power, this
causes a drop in the photon ﬂux and hence the number of carriers that can be optically generated. The apparent
noise in the data can be attributed to a slight instability in the laser power over the wavelength range.
The Voc, depicted in ﬁgure 5.9b, is shown to saturate at higher voltages as the temperature is reduced and is due
to the combined eﬀect of a decreasing dark current (including carrier recombination) and an increasing absorber
band-gap energy, which subsequently increases the band-gap limited quasi-Fermi level separation. The voltage is
shown to be much less sensitive to ﬂuctuations in the optical output power, resulting in a much smoother plot
compared to the Isc. The artefact in the region of 1410− 1370 nm is also shown to be indistinct.
The FF shown in ﬁgure 5.9c, increases with inverse temperature and can be attributed to a number of factors;
the main ones being the increase in voltage, the sharper onset of the diﬀusion current, and the dependence of the
parasitic resistances with temperature. However, as indicated the FF appears to saturate at ∼ 80 % at 140 K and
below, despite the voltage continuing to increase. This implies that it is being clamped by one of the resistive loss
mechanisms. As previously mentioned the shunt resistance is expected to increase with decreasing temperature
due to the drop in the SRH recombination rate. At a certain temperature, when the role of SRH recombination is
essentially suppressed, the shunt resistance will be limited by tunnelling losses across the junction [4]. It is therefore
likely that the FF is being limited by this eﬀect.
Below 140 K the FF exhibits an unusual behaviour in the long wavelength region, where it initially decreases
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before it then rises. This indicates at least two competing factors, which may be attributed to the relative changes
in the series and shunt resistance with wavelength at this temperature range. It should be noted that in this
temperature and wavelength region, the photo-current density will be very low
(∼ 10µAcm−2) and therefore the
role of parasitic resistance will have a signiﬁcant eﬀect.
Lastly, the Mpp is shown in ﬁgure 5.9d, and the trend follows that of the Voc. Interestingly the maximum
output power increases from ∼ 300µW at 300 K to ∼ 700µW at 100 K, suggesting that the eﬃciency across the
temperature range increases by a factor of ∼ 2.33. However, the artefact appears quite strongly in this measurement
and interferes with the lower temperature measurements. To remove the eﬀects of the artefact, which occurs in the
wavelength range 1420− 1360 nm, the data points in this region are ignored and a sigmoid function is ﬁtted to the
data to predict the maximum Mpp and hence the peak eﬃciency at each temperature, as is discussed below.
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Figure 5.9: The measured IV parameters as a function of wavelength and temperature with a) Isc, b) Voc, c) FF
and d) Mpp. Notice the plots shift to shorter wavelengths as the temperature is reduced, due to the increase in the
band-gap.
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5.2.4.2 Series Resistance Model Results
Before modelling the diode behaviour as a function of temperature, we ﬁrst analyse the behaviour of the series
resistance with temperature since this in itself is a complex model and requires a suitable ﬁtting algorithm (in
this case, the genetic algorithm). Firstly, the experimental series resistance is obtained using the method detailed
in Chapter 2 for all the IV curves across the wavelength and temperature range. A plot of Rs as a function of
wavelength for a number of temperature points is shown below in ﬁgure 5.10 on the following pagea.
We see that the series resistance reduces considerably as the laser source is swept to shorter wavelengths, and
follows an exponential dependence. This is because at shorter wavelengths a larger density of carriers will be
generated closer to the surface, which in turn increases the conductivity of the emitter layer and hence reduces its
sheet resistance (and hence the overall lumped series resistance)..
To obtain the resistance as a function of temperature, an exponential function is ﬁtted to these curves and the
value of the resistance at a given temperature is taken at a point where it stabilises (i.e. saturates). The series
resistance as a function of temperature is plotted in ﬁgure 5.10b, which is the average between the two experimental
runs. As indicated the series resistance initially decreases from ∼ 26 Ω to ∼ 22.5 Ω over the temperature range
300 − 150 K. Below 150 K the series resistance increases considerably. The trend within the room temperature
regime agrees with the temperature dependent behaviour reported in references [5, 19]. However it does not agree
with the measurements of polycrystalline Si solar cells reported in [39, 28], although these experiments were only
conducted over a temperature range of 15− 60 oC.
According to theory the series resistance temperature dependence is mainly attributed to the sheet resistance
component. As the temperature is reduced from 300 − 150 K the carrier mobility increases (due to the decrease
in lattice scattering), which leads to a drop in the observed series resistance. Below 150 K the impurity scattering
begins to dominate in the emitter layer, which causes the carrier mobility to drop and subsequently leads to a
rise in the observed series resistance. It is therefore lattice scattering that is the dominant resistive loss at room
temperature.
Running the genetic algorithm we ﬁnd the best ﬁt between the model and the experiment, which is plotted in
ﬁgure 5.11a on the next page. A summary of the ﬁtting parameters is also provided in table 5.4. The model shows
good agreement to a ﬁrst approximation and is able to produce resistance values in the same order with a similar
trend. However the ﬁt is not optimised, indicating some limitations to the model. Perhaps other temperature-
dependent scattering mechanisms need to be taken into account.
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Figure 5.10: a) Measured series resistance as a function of wavelength at various temperature points. b) The
measured series resistance as a function of temperature, obtained by ﬁtting a Sigmoid function to the plots in a)
and extracting a point where the resistance stabilises.
Parameter Description Equation Value range Units
Na Acceptor doping density 5.11 1× 1017 cm−3
g Mobility ﬁtting parameter 5.34 −0.75 -
µ0 Hole mobility at 300 K 5.34 13.8 cm2V−1s−1
εrq Relative permittivity of InGaAsP 5.38 15 -
εrt Relative permittivity of InGaAs 5.39 10 -
Table 5.4: Summary of the optimised ﬁtting parameters using the genetic algorithm.
The individual contributions to the lumped series resistance from the model are plotted in ﬁgure 5.11b to d
on the following page. We see that the emitter (sheet) resistance is responsible for the trend in the lumped series
resistance (as discussed above). The semiconductor-metal contact resistance is then shown to increase from ∼ 22 Ω
to ∼ 39 Ω, while the electrode (metal) resistance decreases linearly from ∼ 37 Ω to ∼ 12 Ω. The hole mobility
components relating to lattice and impurity scattering from the modelled ﬁt are depicted in ﬁgure 5.12.
The modelled hole mobility is shown to be in good agreement with theory, where lattice scattering clearly
dominates at room temperature and impurity scattering dominates at low temperature. According to this model
(to a ﬁrst approximation) the hole mobility due to impurity scattering has a much larger temperature dependence
compared to lattice scattering, which is likely to be due to the high level of doping in the emitter layer. This would
also explain why the combined hole mobility at room temperature
(
12.4 cm2V−1s−1
)
is much lower compared to
other undoped InGaAsP devices
(∼ 200 cm2V−1s−1) [27].
The lattice mobility component is also shown to be particularly low across the temperature range and the ﬁtting
parameter (g) has a value of -0.75, which is lower compared the to the theoretical prediction (−1.5) and of that
measured in GaAs and GaP (-2.1 and -2.3, respectively) [5]. As mentioned before, this is likely to be due to other
scattering mechanisms that were not taken into account (such as alloy and defect scattering), which also prevents
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Figure 5.11: a) The modelled lumped series resistance as a function of temperature, which is then compared to the
experimental results. b), c) and d) show the individual components of the modelled lumped series resistance as a
function of temperature.
a fully optimised ﬁt.
5.2.4.3 Diode Model Results
From the results discussed in section 5.2.4.1, it was noted that the behaviour of the four IV parameters (Isc, Voc,
FF and Mpp) with wavelength followed a sigmoidal dependence. A sigmoid ﬁtting function was therefore used
to ﬁnd the peak (stabilised) value of the IV parameters over the wavelength range and was then repeated for the
other IV-wavelength measurements across the temperature range to obtain the temperature dependence. The ﬁtting
function was optimised using the built-in Lavenberg Marquardt iterative algorithm in the graphical software, Origin
[41].
Once the IV parameters as a function of temperature were obtained, an average was then taken over the
two experimental runs. The eﬃciency as a function of temperature could then be obtained by normalising the
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Figure 5.12: The modelled temperature dependence of the lattice and mobility components that contribute to the
emitter sheet resistance. As indicated the mobility due to impurity scattering is dominant.
Mpp − temperature results with the absolute eﬃciency, as discussed in section 5.2.3.3. This is illustrated below in
ﬁgure 5.13.
100 125 150 175 200 225 250 275 300
250
300
350
400
450
500
550
600
650
700
750
M
pp
 (
W
)
Temperature (K)
100 125 150 175 200 225 250 275 300
24
30
36
42
48
54
60
66
72
78
 (%
)
Temperature (K)
Figure 5.13: Left: The peak Mpp as a function of temperature. Right: The corresponding PV eﬃciency as a function
of temperature, calculated using the RT absolute eﬃciency at an optical power of 0.98± 0.02 mW. As the optical
power was constant during the experiment, the two measurements are equivalent.
One can see from this data analysis that the PV eﬃciency increases quite considerably as the temperature is
reduced. Over the temperature range 300− 100 K the eﬃciency increases from 28.6± 0.7 % to 72± 3 %, a factor of
∼ 2.5, which averages to a temperature coeﬃcient of −0.231± 0.004 %K−1.
In the model, the genetic algorithm discussed in section 5.2.2.3 is used to optimise the ﬁt between the devised
temperature-dependent diode model (discussed in section 5.2.2.1) and the experiment. More speciﬁcally, it is the
least squares ﬁt of six key IV parameters (η, FF, Isc, Voc, Imp and Vmp) as a function of temperature that is
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optimised between the modelled and experimental results.
The modelled (blue solid line) and experimental (red data points) results are plotted below in ﬁgure 5.14 on
page 154 along with the ideal monochromatic converter (green dashed line) produced by R. Pena et. al. [9]. A
table summarising the genetically optimised ﬁtting parameters (to a good approximation) is also provided below
(table 5.5).
Parameter Description Equation Value range Units
Pin Optical power 5.20 1.03 mW
ηi IQE 5.20 0.978 -
δ Constant 5.21 5.2× 10−6 mAcm−2K−4
γ Jdiff ﬁtting parameter 5.21 3.17 -
dj Junction thickness 5.23 4.3 µm
ηr Photon-recycling eﬃciency 5.22 0.611 -
A0 A(T ) ﬁtting parameter 5.26 5.47× 104 s−1
Rsh0 Shunt resistance initial condition 5.40 2.73× 103 Ω
βsh Shunt resistance temperature coeﬃcient 5.40 282.7 K
S0 Electron-phonon coupling 5.25 0.173 -
χ Crystal disorder parameter 5.25 1.08 -
Table 5.5: Summary of the optimised ﬁtting parameters used in the genetic algorithm for the temperature-dependent
diode model.
As indicated the eﬃciency (ﬁgure 5.14a) of the device tends towards the detailed-balance limit as the temperature
is reduced with an absolute diﬀerence of 23.4± 0.7 % at 300 K, which reduces to just 12± 3 % at 100 K. The larger
increase observed with the device must therefore be due to the role of non-radiative recombination, which suppresses
at lower temperatures, as well as the role of parasitic resistance. The diode model is able to predict the PV eﬃciency
with temperature very well, with a regression coeﬃcient of 99.87 %.
The device FF, depicted in ﬁgure 5.14b is shown to initially increase sharply with inverse temperature and
approaches that of the detailed-balance limit. However, at ∼ 125 K the FF is shown to saturate at a value of
81.4±4 %. The initial increase is mainly due to the rise in the Voc, while at the lower end of the temperature range,
the role of parasitic resistance is likely to be limiting the FF. Again the diode model is able to predict the FF with
temperature very well, especially with the inclusion of the temperature-dependent series and shunt resistance. In
this case the regression coeﬃcient reaches 99.82 %.
The Voc as a function of temperature is depicted in ﬁgure 5.14c. Also included in this plot is the temperature-
dependent absorber band-gap energy in eV, representing the maximum possible Voc in the thermodynamic limit.
The Voc being a direct measure of carrier recombination, is shown to increase sharply with inverse temperature and
since the Isc (depicted in ﬁgure 5.14d) is relatively independent of temperature, we can conclude that the increase
in device eﬃciency is mainly attributed to the rise in voltage and hence the inﬂuence of carrier recombination. The
role of non-radiative recombination therefore has a large aﬀect on the device voltage and eﬃciency.
The Voc is also shown to approach the detailed-balance limit as the temperature is reduced, with an absolute
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diﬀerence of 146.4±0.7 mV at 300 K, reducing to just 41±2 mV at 100 K. This clearly demonstrates the suppression
of non-radiative SRH recombination at low temperatures, with the device shifting from a non-radiative regime at
RT towards a more radiative regime at 100 K, which we will show in the model later. Note that the observed
increase in the voltage with inverse temperature is larger than the increase in eﬃciency. What we can deduce from
this is that the device eﬃciency is mainly limited by non-radiative recombination at room temperature, while at
cryogenic temperatures the eﬃciency is limited by the FF and hence resistive eﬀects.
The diode model is shown to over predict the Voc (on average 15.6±0.4 mV above), but has good agreement with
temperature. Lastly, the experiment and the detailed-balance model are shown to tend towards the equivalent band-
gap voltage, indicating that both systems are approaching the thermodynamic limit at cryogenic levels. However,
while the detailed-balance model is predicted to reach this limit at 10 K and below, the device voltage does not
(predicted to reach 792± 3 mV at 10 K). Of course in reality other factors will impact the device eﬃciency at this
temperature, including carrier thermal velocity and the freezing of dopants (which will have a detrimental impact
on the p-n junction).
Finally, the Isc is shown to be largely independent of temperature with a drop of just 90 ± 10µA across the
temperature range. As aforementioned this small drop is attributed to a reduction in the photon ﬂux, since the laser
source has to shift to shorter wavelengths in order to track the temperature-induced increase in band-gap energy,
while maintaining a ﬁxed power. The noise related to this measurement is due to an instability in the output power
of the two tunable laser sources, hence some of the points appear to exceed the detailed-balance limit. The diode
model also predicts only a small change with temperature with an agreeable trend. However, due to the noise in
the data the regression coeﬃcient reaches a value of 96.37 %.
It is interesting to note that since the band-gap represents the maximum limit in the quasi-Fermi-level separation,
then by taking the ratio between the Voc and Eg over the temperature range, one can obtain the photon-voltage
conversion eﬃciency. That is, the cells ability to convert the photon energy into a chemical potential, for which
useful work can be done. This is plotted below in ﬁgure 5.15 on page 155.
As one can see the photon-to-voltage conversion eﬃciency increases signiﬁcantly as the temperature is reduced,
indicating that more carriers are surviving the transport process to the metal contacts. As mentioned earlier this
will be mainly due to the decrease in carrier recombination. Since the chemical potential at the contacts will be
higher (due to the larger number of carriers reaching the contacts), this means more work can be extracted to the
external circuit.
Finally, we have the experimental and modelled results for the shunt resistance as a function of temperature
plotted below in ﬁgure 5.16 on page 155. As indicated the shunt resistance increases exponentially with inverse
temperature with a temperature coeﬃcient, βsh of 282 K. This dependence is in agreement with the ﬁndings reported
in [23]. However, the trend is not in agreement with that reported in [4] and in fact does not agree with the modelled
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Figure 5.14: Summarising the results for the modelled and experimental IV parameters as a function of temperature
with a) the PV eﬃciency, b) the ﬁll factor, c) the open-circuit voltage and d) the short-circuit current. Also included
in the plots is the predicted ideal monochromatic converter IV parameters from the R. Pena et. al. model.
change in the SRH current with temperature, as indicated in ﬁgure 5.17. This indicates other dominant mechanisms,
other than defect recombination, that allow carriers to bypass the junction (such as tunnelling). Though this was
previously thought to be an insubstantial contribution to the shunt resistance [4]. A more advanced temperature-
dependent shunt resistance model is needed to fully understand the dominant mechanism in this case.
Analysing the model in more detail, the individual components that contribute to the overall diode current
(namely the diﬀusion current IDiff , radiative current IRad and SRH current ISRH) are plotted below in ﬁgure 5.17 on
page 156. It is quite evident that the SRH current (related to bulk and interface defect recombination) is dominant
across the temperature range and at room temperature it is two orders of magnitude larger than the radiative
current and three orders of magnitude larger than the diﬀusion current. All three current components reduce with
inverse temperature, with the SRH component having the largest drop by an order of magnitude. This clearly
demonstrates that the role of SRH recombination can be suppressed by reducing the temperature. At 100 K the
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Figure 5.15: The photon-to-voltage conversion eﬃciency as a function of temperature. The eﬃciency increases with
inverse temperature, indicating that more carriers are surviving the transport process to the contacts. The higher
potential also means that more work can be extracted to the external circuit.
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Figure 5.16: The experimentally measured and modelled shunt resistance as a function of temperature.
SRH current is still the dominant component indicating that this carrier recombination mechanism is not completely
suppressed.
According to this model, the SRH recombination lifetime at 300 K is 5µs, which increases to 11µs at 100 K. That
is, an increase by a factor of 2.5, which conforms with the measured increase in the device eﬃciency. This suggests
that the observed increase in device eﬃciency with inverse temperature is mainly attributed to the suppression of
SRH recombination. It is also interesting to note that the photon recycling component amounts to 61 %, suggesting
that future designs should include improved photon-recycling elements to reduce the radiative current component,
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thereby increasing the output voltage. Of course, the main priority would be to reduce the SRH current by improving
the crystal design and growth quality, as well as passivating the sides where there is a high density of surface defects.
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Figure 5.17: The predicted behaviour of the individual recombination currents as a function of temperature, based
on the best ﬁt with the temperature-dependent diode model.
Lastly, we observe the change in the modelled band tail with temperature, which is depicted in ﬁgure 5.18
below. As indicated the band-tail shrinks as the temperature is reduced, signifying that the band-edges are getting
shaper and more deﬁned. This then inﬂuences (reduces) the individual recombination mechanisms, as described in
equations 5.21-5.24 through a reduction in the intrinsic carrier concentration.
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Figure 5.18: The predicted change in the Urbach-tail as a function of temperature using the devised temperature-
dependent diode model. The decrease with temperature indicates a sharpening of the band-edges, which inﬂuences
the intrinsic carrier density and hence the individual recombination currents.
CHAPTER 5. LOW TEMPERATURE INVESTIGATION 157
5.3 Temperature Dependent Electroluminescence Study
As an interesting study the experiment is conducted again, but this time the cell is treated as an LED rather than
a PV. More speciﬁcally, the cell is forward biased and the emission is measured as a function of injection current
and temperature. How the emission power changes with temperature can then provide further insight into the
individual carrier recombination mechanisms and their contribution to the overall device eﬃciency. This is also a
very useful measurement because the eﬀect of series resistance (and it's temperature dependence) is avoided. The
measurement therefore shows the inﬂuence of only the carrier loss processes.
5.3.1 Experimental Method
5.3.1.1 Setup
In this experiment, the light emitted from the LPC from within the cryostat is captured using a ﬁbre collimator,
which has a lens diameter of 1.5 cm with a 1.55µm ARC. The collimator is mounted on an x-y-z stage and placed
in front of the cryostat window. The light collected in the collimator is then coupled into a ﬁbre, which then goes to
the ILX optical power meter . Finally, the LPC itself is connected to a Keithley SMU in the 4-wire conﬁguration,
which then sources the current into the LPC. The diagram in ﬁgure 5.19 summarises the experimental setup.
Figure 5.19: Diagram illustrating the experimental setup for the temperature-dependent electroluminescence study.
5.3.1.2 Procedure
The procedure for the experiment is as follows. The temperature, as before, is swept from 300− 100 K in steps of
10 K. At each temperature step the LPC temperature is allowed to stabilise. A light-current (LI) sweep is then
conducted where the injection current is swept from 0− 2 mA in steps of 0.025 mA and the relative optical output
power is measured on the optical power meter at each step. Once the current sweep is completed, the temperature is
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then reduced by 10 K and the process is repeated until the end of the temperature sweep is reached. The experiment
is then repeated for a second run in reverse, starting at 100 K and increasing in steps of 10 K to 300 K.
5.3.2 Results
The LI plots as a function of injection current and temperature are depicted in ﬁgure 5.20 (left) on the next page.
As indicated there is a non-linear dependence between the relative optical output power and the injection current.
According to equation 5.1, this is due to the increase in the free carrier density, which causes a relative change
in the contribution of the various carrier recombination mechanisms. That is, in the low injection region carrier
recombination will be dominated by the SRH process and the device will occupy the non-radiative regime. As the
current is increased, radiative recombination will begin to dominate and the device will shift towards the radiative
regime, thereby increasing the optical output power as observed.
As the temperature is reduced the optical output power increases and the slope becomes sharper. This is because
the role of SRH recombination gradually suppresses at lower temperatures and the radiative process becomes more
dominant, thereby increasing the radiative eﬃciency of the device.
From the LI plots, it is possible to compare the electroluminescence eﬃciency (or LED eﬃciency) with the PV
eﬃciency (from the illumination study), as a function of temperature. To accurately compare the two measurements,
the emission power at a given temperature is taken at an injection current that corresponds to the maximum
power point current, Imp corresponding to the PV eﬃciency. This is required because the individual carrier loss
mechanisms are dependent on the carrier density and so the current density needs to be matched in order to make
a fair comparison. The region where the current is matched is illustrated by the shaded rectangle in ﬁgure 5.20 on
the left.
The result of this analysis is depicted in ﬁgure 5.20 on the right. Note that the optical emission power as
a function of temperature has been averaged over the two experimental runs. As indicated there is very close
agreement between the two plots, which demonstrates nicely the fundamental physics that governs the two types of
devices. That is, a good absorber must also be a good emitter and the various carrier recombination processes must
impact the device eﬃciency in a similar way, whether it is an LED or a PV. Therefore, either technique (whether
it is the temperature-dependent illumination study or the temperature-dependent electro-luminescence study) can
be used to draw the same conclusions on the contributions of various carrier loss processes. The good agreement
also highlights that the PV eﬃciency is mainly inﬂuenced by carrier recombination, rather than resistive losses.
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Figure 5.20: Left: LI plot of the LPC at several temperature points. The shaded region indicates an injection current
that is equivalent to the photo-current in the illumination study. Right: A comparison between the radiative output
power (extracted from the shaded region) of the LPC and its eﬃciency from the previous illumination study.
In this chapter we have performed a temperature-dependent illumination study of the LPC to determine the
carrier loss mechanisms that dominate at the normal operating temperature. From this study we have determined
that the role of SRH recombination has a large impact on the PV performance at RT with a lifetime of 5µs, which
is largely due to bulk defects and indicates that optimisation in the growth process is needed (particularly in the
bulk InGaAsP layers).
However, it was also determined that recombination at the edges also contributed to a low shunt resistance
(and hence PV performance) at RT, signifying that passivation is also important. In addition it was found that the
emitter sheet resistance has the largest contribution to the lumped series resistance, due to a particularly low carrier
mobility at room temperature
(
12.4 cm2V−1s−1
)
. This suggests optimisation of the top contact grid is needed to
reduce the impact of the emitter sheet resistance.
In the next chapter we investigate the loss processes associated with non-uniform illumination, and investigate
the impact of sheet resistance and the optimisation of the contact grid geometry further.
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Chapter 6
Illumination Proﬁle and Surface Analysis
In Chapter 4, the characterisation of the LPC devices as a function of wavelength, intensity and temperature was
discussed. The results revealed that the eﬃciency of the devices were below the detailed balance limit, and have been
attributed to a number of factors including non-radiative carrier recombination, resistive losses and non-uniform
illumination eﬀects.
The temperature-dependent illumination study discussed in Chapter 5 investigated the eﬀects of carrier re-
combination, and revealed that the LPCs operate in the non-radiative regime at room temperature with SRH
recombination being the dominant process. Of course, it should be noted that this was conducted at a rather
low intensity
(
45 Wm−2
)
, in a carrier density regime where SRH recombination generally dominates. The study
also revealed that the sheet resistance associated with the emitter layer is particularly high at room temperature,
resulting in resistive losses.
In this Chapter we investigate the eﬀects of the non-uniform Gaussian illumination on the cell eﬃciency and probe
further into the resistive losses at the surface. It is theorised that the non-uniform illumination induces a non-uniform
carrier and temperature proﬁle within the device, which directly inﬂuences the various carrier recombination losses
(since these mechanisms are both carrier and temperature dependent). It also stands to reason that the variable
illumination proﬁle also inﬂuences the sheet resistance in the emitter layer and hence the transport of carriers to
the metal contacts. This is investigated through surface proﬁling.
6.1 Non-Uniform Illumination
6.1.1 Theoretical Analysis
Conventional solar cells usually operate under uniform illumination owing to the highly scattered and diﬀused
incident sunlight. However, under certain conditions the illumination proﬁle can become non-uniform. Such a case
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arises when a cell is partially shaded from the Sun, or through the use of concentrator solar cells where the non-
uniform illumination is formed from the concentrator optics (such as lenses, mirrors or reﬂectors), which generally
concentrate the incident light onto a small area of the cell surface. For example, the use of Fresnel lenses (being a
popular tool for concentrating sunlight) results in a Gaussian-like illumination proﬁle as illustrated in the diagram
below [1].
Figure 6.1: A diagram showing the non-uniform illumination formed by concentrator optics, in concentrator solar
cells [1].
A number of studies have been carried in the past to investigate the eﬀects of non-uniform illumination. One
particular study illustrates analytically that a solar cell under non-uniform (partial) illumination will always generate
a lower voltage compared to its counterpart under uniform illumination [2]. The voltage reduction is due to the
potential gradient that arises from non-uniform illumination, which induces internal currents that ﬂow even in the
open-circuit condition. Due to internal resistances in the cell, this leads to a voltage drop. Since the lumped series
resistance is mainly governed by the emitter sheet resistance, this means that optimisation in the geometry of the
top contact grid is very important, in order to minimise the voltage loss.
An attempt to describe this behaviour using a double-diode like model is then proposed. In this treatment
the ﬁrst diode describes the fraction of the cell under illumination (f) while the second diode acts as a shunt and
describes the fraction of the cell in the dark (1-f). This circuit model is illustrated in ﬁgure 6.2 (left). The two
current components can then be described by the following equations
I1 = Isc − fI0
{
exp
[
q
kT
(
V +
I1R
f
)]
− 1
}
(6.1)
I2 = (1− f) I0
{
exp
[
q
kT
(
V − I2R
1− f
)]
− 1
}
(6.2)
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Assuming the illuminated area is larger than the spacing between two contact ﬁngers, then the current-voltage
characteristics can be described by
I = I1 − I2 (6.3)
V = V0 −4V (6.4)
where V0 is the output voltage under uniform illumination and4V is the voltage reduction due to partial
illumination, and are given by
V0 =
kT
q
ln
(
Isc − I
I0
+ 1
)
− IR (6.5)
4V = kT
q
ln
(
fexp
[
qR (1− f)
kTf
(
I +
I2
1− f
)]
+ (1− f) exp
[
−qR
kT
(
I +
I2
1− f
)])
(6.6)
where k is the Boltzmann constant, T is the cell temperature, q is the electron charge and R is the internal series
resistance of the cell. The resulting change in voltage with illuminated area (at diﬀerent Isc values) is illustrated
below in ﬁgure 6.2 (right) [2]. The plot shows that as the level of non-uniformity increases (i.e. the illuminated
area decreasing), the voltage drop increases exponentially due to the increase in internal currents. In addition the
voltage drop increases with light intensity, since this also causes the level of non-uniformity to increase.
Figure 6.2: Left: Equivalent diode circuit model to account for the shaded fraction (1-f) of the cell. Right: The
modelled voltage drop as a function of illuminated area (f) and illumination intensity. The voltage drop is shown
to increase exponentially with the level of non-uniformity [2].
Experimental evidence for this was provided by A.Cuevas et.al. who also demonstrated that a cell with a high
internal series resistance suﬀers a larger voltage reduction under non-uniform illumination compared to one with a
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low resistance. The study also conﬁrms that the emitter sheet resistance is the main contributor to the voltage drop.
Thus, lowering the emitter sheet resistance is essential for decreasing the cell sensitivity to non-uniform illumination
[3]. However, a second study has shown that even with a very low internal resistance, the impact of non-uniform
illumination becomes appreciable at high intensities [4].
The eﬀect of sheet resistance on the FF of a c-Si solar cell under uniform and non-uniform illumination was also
modelled by S. Goma et.al. for which the results are plotted below in ﬁgure [5]. As one can see the ﬁll factor has
a larger drop under non-uniform illumination, since the emitter sheet resistance has a larger impact.
Figure 6.3: The modelled ﬁll factor as a function of emitter sheet resistance under uniform and non-uniform
illumination [5].
So far these studies have focused on the eﬀects of partial shadowing of the cell surface. We now review the
eﬀects of Gaussian illumination proﬁles on the performance of concentrator PVs, which will be more closely related
to the performance eﬀects expected in the LPCs.
A study carried out by R. Herrero et. al. explores the eﬀect of non-uniform Gaussian illumination with varying
peak-to-average ratios (PAR) between 1.75 − 4.01 on the IV characteristics of a multi-junction solar cell. Here,
the average represents the integrated power across the cell surface. It was found that the Gaussian proﬁle has a
similar impact to that of partial shading, where a reduction in both the FF and Voc were observed. The Isc on the
other hand remained unchanged unless the Gaussian proﬁle was oﬀ-centred. The drop in FF and Voc were again
attributed to series resistance losses.
A numerical study was recently carried out using the Finite Element Method (FEM), simulating diﬀerent
Gaussian proﬁles on a Silicon PV cell. The study focused on the eﬀects of non-uniform illumination around a single
contact ﬁnger, on the cell surface. The study showed that the resistive losses were much more variable and generally
higher compared to uniform illumination, due to non-uniform current densities. This suggests that localised regions
of the PV are under a diﬀerent bias leading to a drop in FF via the voltage component. It was also found that,
because of local changes in the bias, carriers in regions where the illumination intensity is low would ﬂow further
to the bus-bars instead of the contact ﬁngers. As a result a drop in the maximum current generation is observed as
the illumination proﬁle becomes more non-uniform [7].
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A similar paper also investigated non-uniform Gaussian illumination eﬀects on a mono-crystalline Si PV cell,
using the ﬁnite element method. In this work it was shown that in the open-circuit condition, although no net current
is generated, there are internal currents ﬂowing within the cell, particularly in the region where the illumination
intensity is high. These internal currents then travel to the darker regions of the cell [8].
This study also found that decreasing the ﬁnger spacing as the level of non-uniformity increases, leads to a
signiﬁcant improvement in both FF and Voc, and hence cell eﬃciency. In fact an increase of nearly 7 % was
observed in the FF if the number of contact ﬁngers was increased from 180 to 280, under a mean illumination
intensity of 12 suns, and a peak illumination ratio of 10 [8].
A further study investigated the eﬀects of a near Gaussian illumination proﬁle on a single-junction GaInP
concentrator solar cell, which also showed a drop in FF and Voc compared to uniform illumination (maintaining a
ﬁxed integrated power). The study then expands to look at re-designing the front contact geometry to cater for
non-uniform light distributions. It was found that, under Gaussian-like illumination, having contact ﬁngers closely
spaced near the central peak, and subsequently separating them further apart away from the centre reduced the
eﬀects of non-uniform illumination on the FF and Voc. This is because having a narrower ﬁnger spacing in regions
where the light intensity is high compensates for the resistive losses associated with high lateral current ﬂow. In
this speciﬁc case optimising the contact geometry led to an (absolute) increase in FF by 6 % [9].
So far these studies have focused only on the electrical performance, and have neglected thermal eﬀects associated
with non-uniform illumination. One of the ﬁrst to investigate this was F. Chenlo et. al. who modelled the thermal
eﬀects of Si-based PV modules under non-uniform illumination using the steady state heat diﬀusion equation [10].
In this study it was shown that under non-uniform Gaussian illumination the temperature proﬁle also becomes non-
uniform mainly due to the thermal conduction resistance. The modelled results showed that under non-uniform
illumination with an uneven temperature distribution, a larger reduction in Isc, FF and Voc are observed compared
to that where the temperature proﬁle is assumed uniform.
Domenech-Garret et.al. also modelled the eﬀects of various illumination and temperature proﬁles across the
cell surface using a two-dimensional ﬁnite element method. The results again showed a further drop in both Voc
and FF compared to that of a uniform temperature. In fact, it was found that in the centre of the Gaussian
illumination proﬁle, the temperature reached 20 °C warmer compared to the uniform temperature distribution,
under illumination at 15 kWm−2. In other words, the Gaussian beam was causing signiﬁcant hot-spot heating.
This study therefore highlights that cooling methods are very important to maintain device performance [11].
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6.1.2 Modelling
6.1.2.1 Formulation
In this section we model the eﬀects of non-uniform illumination on the LPCs and focus on the transport of the
photo-generated carriers generated in the emitter layer to the top contact ﬁngers. To achieve this, we revisit the
transport continuity equations introduced in Chapter 2 for a one dimensional system. This system consists of a
simple slab of semiconductor material (in this case the p-doped InGaAsP emitter layer) with the electrical contacts
deﬁned at the boundaries on either side, as shown below.
Figure 6.4: Diagram illustrating the one-dimensional carrier transport model, consisting of a slab of semiconductor
material with the electrical contacts deﬁned at the boundaries.
Since the model will focus only on the lateral current ﬂow in the emitter layer, the drift component can be
excluded leaving just the diﬀusion component. For the p-doped emitter layer, the transport equation in one-
dimension becomes [12]
δp
δt
= Dp
δ2p
δx2
−R+G (6.7)
where p is the photo-generated hole density in cm−3, and Dp is the material dependent diﬀusion coeﬃcient of
holes in cm2s−1, which is related to the carrier mobility using the Einstein relation: Dp = µpkT/q [12]. R is the
total carrier recombination rate (which includes the defect, radiative and Auger components) in s−1 and G is the
generation rate in s−1. The equation therefore describes the incoming and outgoing ﬂux of carriers, governed by a
concentration gradient including the generation and loss of carriers. This is illustrated in ﬁgure 6.5 below.
Figure 6.5: Diagram illustrating the ﬂux of carriers in a semiconductor, described by the transport equations.
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The generation is obtained by ﬁrst considering the optical absorption proﬁle through a semiconductor, which is
determined from the Beer-Lambert law
P (z) = P0 exp(−α(E)z) (6.8)
where P(z) is the optical intensity at absorption depth z, P0 is the incident optical irradiance, and α is the
material dependent absorption coeﬃcient. Assuming absorption over an inﬁnitesimally small region dz (as depicted
in ﬁgure 6.5) then in the limit of a one-dimensional system, the optical carrier generation rate becomes [12]
G =
α(E)P (x)
~ω
(6.9)
where ~ω is the photon energy. Here P (x) describes the Gaussian illumination proﬁle (assumed to be mono-
chromatic) across the 1D surface:
P (x) =
2P0
(piω20)
exp
(
−2(x− x0)
2
ω20
)
(6.10)
Here x is the horizontal position along the cell surface (as depicted in ﬁgure 6.5), x0 is the relative peak position
to the surface, ω0 is the beam waist. The recombination rate, R can then be determined using equation 5.1 from
Chapter 5, as expressed below [13]
R = An+Bn2 + Cn3 (6.11)
where A, B and C are the SRH, radiative and Auger recombination coeﬃcients, respectively. In this case A
will be used as a ﬁtting parameter, since it is highly dependent on the growth and processing quality and can
vary widely between samples. The values of B and C will be obtained from the literature, since these are intrinsic
properties of the material (i.e. band structure dependent).
As discussed in Chapter 2, optical absorption is strongest when a photon can directly cause an electron in the
valence band to be excited into the conduction band, and due to the conservation of momentum, this requires that
optical transitions are vertical in k-space. For direct band-gap semiconductors, this means optical transitions are
strongest at the band edges. Following this principle, the material absorption coeﬃcient can be described by the
following equation [14]
α(E) =
16pi2e2
m20cnrω
|〈v |p| c〉|2 ρcv(~ω) [f(Ev)− f(Ec)] (6.12)
where e is the electronic charge, ~ω is the photon energy, nr is the refractive index, c is the vacuum speed of
light, m0 is the free electron mass, ρcv is the joint density of states, |〈v |p| c〉| is the transition momentum matrix
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element, and f(Ev), f(Ec) are the valence and conduction band QFLs, respectively. For optical transitions near k
= 0 between two parabolic bands, the joint density of states can be written as
ρcv(~ω) =
1
2pi2
(
2mr
~2
)3/2√
~ω − Eg (6.13)
where mr is the reduced e-h mass given by (mhme/(mh+me)) with mh and me as the eﬀective hole and electron
masses, respectively. Using the mass sum-rule, the transition momentum matrix can be determined by
|〈v |p| c〉|2 w m
2
0Eg
2mh
(6.14)
The material dependent parameters for this model are summarised in the table below, obtained from various
literature sources. Note that initially, the SRH recombination rate and the diﬀusion coeﬃcient are set to that
determined by the temperature-dependent diode model (at 300 K) discussed in Chapter 5.
Parameter Description Equation Value Ref.
Dp Diﬀusion coeﬃcient 6.7 1.315 cm2s−1 [15]
A SRH recombination coeﬃcient 6.11 2× 104 s−1 -
B Radiative recombination coeﬃcient 6.11 5.6× 10−10 cm3s−1 [16]
C Auger recombination coeﬃcient 6.11 6× 10−29 cm6s−1 [17]
Eg Band-gap energy 6.13 0.7808 eV -
me Eﬀective electron mass 6.13 0.0486 m0 [18]
mh Eﬀective hole mass (heavy) 6.13 0.436 m0 [18]
nr IR refractive index 6.12 3.519 [18]
Nc Eﬀective conduction band density of states 6.16 2.35× 1017 cm−3 [19]
Nv Eﬀective valence band density of states 6.16 7.21× 1018 cm−3 [19]
Table 6.1: Table summarising the material parameters used in the 1D carrier transport model.
Based on the transport equation, the lateral diﬀusion current in the emitter layer is then described by the
following equation [12]
Jp = −eDp dp(x, t)
dx
(6.15)
Likewise, the photo-voltage can be calculated from the quasi-Fermi level separation, which is determined by the
local change in the carrier density. This voltage is given by
V = φn − φp = Eg + kBT ln
(
p(x, t) + ni
Nc
)
+ kBT ln
(
p(x, t) + ni
Nv
)
(6.16)
φn and φp are the electron and hole Fermi levels, Nc and Nv are the eﬀective density of states in the conduction
and valence band and ni is the intrinsic carrier density. Here we assume each photon generates equal e-h pairs. The
electrical characteristics from the model are then obtained by evaluating equations 6.15 and 6.16 at the boundaries
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x = xl and x = xr where the left and right contact ﬁngers are deﬁned. Here, the boundary condition is deﬁned
using the Robin boundary equation [20]
u (x, t, p) + q (x, t) f
(
x, t, p,
∂p
∂x
)
= 0 (6.17)
where u = Rbp, q = 1and f = Dpδp/δx. From this boundary equation, the parameter Rb deﬁnes the rate of
extraction. Therefore, by changing its value from a high extraction rate
(
1× 109 s−1) to zero, one can bias the
system from the short-circuit condition to the open-circuit condition.
6.1.2.2 Results
The results of the model are shown below where the IV characteristics have been measured as a function of the
beam proﬁle, while varying a number of key parameters that inﬂuence the transport of carriers. This includes
the diﬀusion coeﬃcient, which determines the sheet resistance of the semiconductor material, the total integrated
optical power and non-radiative carrier recombination (i.e. SRH recombination).
In the ﬁrst part of the simulation, we explore the eﬀect of non-uniform illumination on the IV curve, depicted
in ﬁgure 6.6a. In this simulation, we use the initial parameters summarised in table 6.1. Note also that only the
illumination proﬁle (beam radius) is changed and the total integrated power incident on the surface is kept ﬁxed at
0.8 mW by adjusting P0 in equation 6.10 accordingly. As a measure of the non-uniformity in the illumination, we
use the peak-to-average ratio that was brieﬂy mentioned above. That is, the ratio between the peak power and the
average integrated power of 0.8 mW.
Based on the 1D system where we have a simple 1 mm long slab of semiconductor material with the contacts
deﬁned at either end, we see that the eﬀect of non-uniform illumination on the IV is to eﬀectively reduce the optical
power. The IV plot corresponding to a PAR (peak-to-average ratio) of 1.39 is a Gaussian illumination proﬁle which
over-ﬁlls the surface. Despite this, the plot shows a drop in the short-circuit current density, Jsc by 0.014 A/cm2
indicating that the quantum eﬃciency is decreasing. This is due to the non-uniform generation of carriers, which
inﬂuences the resistive and carrier loss mechanisms in the emitter layer.
Increasing the PAR to 2.37, which corresponds to an illumination proﬁle that under-ﬁlls the surface, only acts to
reduce the quantum eﬃciency further, leading to a signiﬁcant reduction in Jsc (by 0.1 A/cm2) and a small reduction
in Voc (by 30 mV). This is because as the proﬁle narrows, more carriers are being generated at the centre and have
to travel further to the contacts and have a higher probability of being scattered. This highlights the importance of
minimising the sheet resistance in the emitter layer (by appropriately choosing the alloy and doping density) and
optimising the contact geometry.
Figure 6.6b shows how Jsc and Voc change as a function of illumination proﬁle, where the PAR ranges from
1.38 (nearly uniform) to 15.9 (highly non-uniform). The Voc is shown to have an exponential dependence with the
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beam radius and falls oﬀ sharply when the beam radius is smaller than the semiconductor (i.e. < 0.5 mm). The Jsc
is shown to be more sensitive to uniformity with a sigmoidal dependence. At a PAR of 15.9 the current reduces to
zero.
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Figure 6.6: The eﬀect of non-uniform illumination on the IV curve, while maintaining a constant integrated power
across the surface. a) shows the eﬀect of non-uniform illumination on the IV curve at two diﬀerent PARs b) The
eﬀect of changing the PAR on the Jsc and Voc IV parameters.
In the next part of the simulation we explore how various material parameters eﬀect Voc and Jsc characteristics
at number of key non-uniformity levels (PAR values of 3.97, 1.88 and 1.42). The ﬁrst simulation looks at the
diﬀusion coeﬃcient, which is plotted in ﬁgure 6.7a and b, for Voc and Jsc, respectively. As one can see, increasing
the diﬀusion coeﬃcient (which reduces the sheet resistance in the emitter layer) results in both an increase in
voltage and current. As the illumination proﬁle becomes more non-uniform the voltage grows more sensitive to the
diﬀusion coeﬃcient, while the current gets less sensitive.
In the next simulation the Voc and Jsc are calculated as a function of the integrated power at the three key PAR
values, as depicted in ﬁgure 6.7c and d. As one would expect, the increase in optical power results in an increase in
both the voltage and current, due to the increase in the photo-generated carrier density. In this case the eﬀects of
non-uniform illumination is more evident in the current, where a higher level of non-uniformity results in a lower
current and reduced sensitivity to the optical power (i.e. a decreasing slope). The voltage is also shown to drop
with increasing values of PAR, but the relative change with optical power remains the same.
Lastly, the simulated values of Voc and Jsc as a function of the SRH recombination lifetime is shown in ﬁgures
6.7e and f. The impact of SRH recombination has a larger eﬀect on the voltage, as one would expect. Increasing
the non-uniformity in the illumination sees the observed voltage become more sensitive. The current on the other
hand increases with increasing lifetime, but the sensitivity reduces as the PAR values increase.
CHAPTER 6. ILLUMINATION PROFILE AND SURFACE ANALYSIS 173
1 2 3 4 5 6 7 8
0.47
0.48
0.49
0.50
0.51
0.52
0.53
0.54
0.55
V o
c (
V)
Dp (cm
2s-1)
 PAR 3.97
 PAR 1.88
 PAR 1.42
a)
1 2 3 4 5 6 7 8
0.0
0.1
0.2
0.3
0.4
0.5
0.6
J s
c (
A/
cm
2 )
Dp (cm
2s-1)
 PAR 3.97
 PAR 1.88
 PAR 1.42
b)
0.6 1.2 1.8 2.4 3.0 3.6 4.2 4.8 5.4
0.450
0.475
0.500
0.525
0.550
0.575
0.600
0.625
V o
c (
V)
Integrated Power (mW)
 PAR 3.97
 PAR 1.88
 PAR 1.42
c)
0.6 1.2 1.8 2.4 3.0 3.6 4.2 4.8 5.4
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
J s
c (
A/
cm
2 )
Integrated Power (mW)
 PAR 3.97
 PAR 1.88
 PAR 1.42
d)
4 8 12 16 20 24 28 32
0.46
0.48
0.50
0.52
0.54
0.56
0.58
0.60
V o
c (
V)
SRH Lifetime ( s)
 PAR 3.97
 PAR 1.88
 PAR 1.42
e)
4 8 12 16 20 24 28 32
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
J s
c (
A/
cm
2 )
SRH Lifetime ( s)
 PAR 3.97
 PAR 1.88
 PAR 1.42
f)
Figure 6.7: The modelled eﬀects of non-uniform illumination of the Voc and Jsc when changing the SRH recombin-
ation lifetime, diﬀusion coeﬃcient and optical power.
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6.1.3 Experiment
6.1.3.1 Method
For this experiment, the IV characteristics of the LPC cells are measured as a function of the laser beam proﬁle, in
order to observe the eﬀects of non-uniform illumination for these devices. It should be noted that the behaviour is
expected to be in contrast with the model, since these devices have very diﬀerent dimensions and contact geometry.
The experiment comprises of the characterisation setup described in Chapter 4, where the cell is mounted on
an x-y-z stage that is temperature controlled. The cell itself is connected to the Keithley 2400 SMU [21] in a 4-wire
conﬁguration, and the single-mode ﬁbre output from the T100S-HP Yenista tunable laser source [22] is positioned
above the cell using a second x-y-z stage.
The beam proﬁle dependence is then conducted by changing the distance between the cell surface and the
ﬁbre. This will change the beam size and proﬁle on the cell surface, due to the divergence from the ﬁbre. The
IV characteristics of the cell are then measured as a function of distance, while maintaining a constant integrated
power on the cell surface.
To achieve this one must ﬁrst obtain the beam size and proﬁle as a function of distance, which is measured using
the knife-edge technique discussed in Chapter 4, and is described in more detail in the next section.
6.1.3.2 Beam Proﬁling
The beam proﬁle was obtained by using the knife-edge technique at various distances from the ﬁrst ﬁbre tip (coupled
to the laser source) to the second ﬁbre tip (coupled to the power meter). This separation distance (z) ranged from
2.4−30.4 mm (i.e. the maximum range provided by the x-y-z stage) and the beam proﬁle measurements are plotted
in ﬁgure 6.8a at a number of points along z. A Gaussian function was then ﬁtted to each proﬁle to obtain the beam
radius, which is subsequently plotted in ﬁgure 6.8b as a function of distance.
As one can see, as the distance between the two ﬁbres increases the beam proﬁle broadens due to the divergence
of the beam. Noise then becomes apparent at larger distances due to the signiﬁcant drop in the energy density of
the beam. The corresponding beam radius is also shown to increase with distance with a near-linear dependence.
Over the relatively small range of z (2.4− 30.4 mm), the beam radius takes a near linear dependence with distance.
According to these measurements, the maximum beam radius of 1.6 mm means that over the range of z, the
beam will not over-ﬁll the cell surface. This means that the integrated power across the cell surface will remain the
same and the laser power (P0) does not need to be adjusted.
6.1.3.3 Results
The IV characteristics of the cells were measured as a function of the distance between the cell surface and the
ﬁbre tip (z), while maintaining a ﬁxed illuminating wavelength of 1550 nm and power of 15 mW. The distance z
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Figure 6.8: a) The beam proﬁle measured using the knife-edge technique at diﬀerent points along z. b) The beam
radius (obtained by ﬁtting a Gaussian function to the beam proﬁle measurements) as a function of distance from
the ﬁbre source. A linear ﬁt is plotted, which is used to calculate the incident power on the cell surface.
was swept from 0.5− 31.5 mm in steps of the 0.5 mm and the IV characteristics were measured at each point. The
linear ﬁt in ﬁgure 6.8b was then used to calculate the beam radius, which increases from 0.05− 1.7 mm across the
range. Note that at the maximum beam radius the power drops by only 0.15 mW (1 %) due to over-ﬁlling and
therefore adjusting the laser power to compensate was not required. The PAR in this case has a very large range
from 7000− 5.
Figure 6.9 on page 177 summarises the eﬀect of non-uniform illumination on the four main IV parameters,
namely the Isc, Voc, FF and η. Note that the beam diameter labelled in the plots is four times the beam radius,
which contains 99.97 % of the optical power. Also included in the plots is the change in the beam irradiance.
The Isc, depicted in ﬁgure 6.9a, shows a sharp increase as the beam spot size increases from 0.2− 1.4 mm after
which it then to stabilises with a maximum current of ∼ 15 mA at a beam diameter of ∼ 1.85 mm (illuminating
12 % of the cell surface). The current then subsequently begins to decrease again due to the drop in the optical
beam intensity.
The low current at the start can be attributed to the highly non-uniform illumination, where only a small region
of the cell is illuminated (0.145 %). It is important to note that the contact ﬁngers on these cells are spaced 0.2 mm
apart, which means that the majority of carriers are being generated in a region smaller than this. The sheet
resistance therefore has a large impact on device performance, since the majority of carriers have to diﬀuse laterally
to the contacts. Evidence for the increase in sheet resistance is indicated in ﬁgure 6.10a.
The trend up to a beam diameter of 3.5 mm is in agreement with the behaviour observed in the model, in ﬁgure
6.6b. However, the modelled current essentially drops to zero at a PAR of 16, while the drop in current in the
experiment is much less even at a PAR of 1000 or more. This is because of the top contact geometry, where the
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modelled contact separation is 1 mm, compared to 0.2 mm on the real cells. The impact of sheet resistance (and
hence non-uniform illumination) therefore reduces when the contacts are spaced closer together.
The Voc is shown in ﬁgure 6.9b and has a very similar dependence to the modelled voltage in ﬁgure 6.6b. The
voltage initially increases sharply, indicating that carrier recombination is high in the vicinity where the beam
diameter is very small. The voltage is then shown to saturate at a beam diameter of 3.5 mm (illuminating 44 %
of the cell surface). In this region there is a more even spread of photo-generated carriers and a better match in
voltage between the contact ﬁngers.
The voltage is then shown to drop due to the decrease in the beam intensity. The initial drop in voltage can
be attributed to the highly non-uniform distribution of carriers, which will inﬂuence the individual carrier recom-
bination mechanisms. It should also be noted that the beam intensity is very high in this region
(
> 100 kWm−2
)
,
which is likely to produce a hot spot and a highly non-uniform temperature proﬁle. This will then inﬂuence the
individual carrier recombination mechanisms further.
The behaviour of the FF with beam size is depicted in ﬁgure 6.9c, and shows an initial increase and mainly
follows the dependence of Voc. The noise in the data at the start is due to the highly ohmic response in the cells.
The trend in the FF is shown to diﬀer slightly between the cells, with each one saturating at a diﬀerent point. This
can be attributed to diﬀerences in the resistive losses in each device, in particular the contribution of the shunt
resistance as shown in ﬁgure 6.10b.
Finally, the eﬃciency is shown in ﬁgure 6.10d. Here the eﬃciency peaks at a beam diameter of ∼ 2.8 mm, which
corresponds to 28 % of the cell area being illuminated and a PAR of 32.5. The plot shows an important trade-oﬀ
between producing a more uniform illumination proﬁle, and the corresponding drop in the beam intensity.
In this next part we analyse the Rs, Rsh, m and I0, which are extracted from the IV curves using the S. Chan
et. al. model described in Chapter 2 [23]. As illustrated in ﬁgure 6.10a the series resistance, Rs is shown to increase
considerably when the beam diameter is below 0.8 mm (illuminating less than 2.3 % of the cell surface). This is
likely to be due to the sheet resistance component of the lumped series resistance. Since only a small portion of the
cell is illuminated, the lateral current ﬂow will increase, meaning that the sheet resistance has a larger impact. The
non-uniform distribution in carrier and the temperature proﬁle in the cell is then likely to inﬂuence carrier mobility
in the emitter layer, and hence increase the sheet resistance.
Moving to the shunt resistance, Rsh depicted in ﬁgure 6.10b we see that a considerable drop is observed when the
beam diameter reduces to 2.1 mm and below. This indicates an increase in carrier loss processes, perhaps through
recombination in the junction or at the unpassivated surfaces, caused by the non-uniform carrier generation and
temperature proﬁle (particularly at the high intensity levels). Rsh is then shown to start rising again at beam
diameters of 0.7 mm and below. However, this is in a region where the series resistance is particularly high, and the
highly ohmic response is causing the model to inaccurately describe the parameters. This is also reﬂected in the
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Figure 6.9: The eﬀect of changing the beam proﬁle on the IV characteristics of the LPC cells, while maintaining a
constant integrated power of 15 mW and a wavelength of 1550 nm. Also included in the plots is the change in the
optical beam intensity with beam diameter.
ideality factor and dark current as depicted in ﬁgures 6.10c and d.
Lastly, the ideality factor, mi and the dark current, I0 are also shown to increase when the beam diameter reaches
2.1 mm and below, which further indicates an increase in non-radiative carrier recombination. Again this can be
attributed to the highly non-uniform illumination proﬁle where the beam intensity gets very large. The combined
eﬀect of non-uniform carrier generation and lattice heating directly inﬂuences the non-radiative processes.
6.2 Surface Analysis
In the previous section the eﬀect of non-uniform illumination on the LPC IV characteristics was investigated. As
discussed the size of the Gaussian proﬁle had a large inﬂuence on device eﬃciency. This was mainly attributed to the
emitter sheet resistance and non-radiative carrier recombination. The impact of sheet resistance can be reduced by
properly optimising the top contact geometry for Gaussian illumination. To better understand the losses involved
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Figure 6.10: The eﬀect of changing the beam proﬁle on the DC IV characteristics, extracted using the S. Chan et.
al. model. In this measurement the total integrated power is kept constant at 15 mW and the wavelength is ﬁxed
at 1550 nm. Also included in the plots is the change in the optical beam intensity with beam diameter.
due to the contact geometry, one can perform a surface analysis.
In this particular study, we perform two surface analysis measurements. The ﬁrst measurement is a technique
known as light beam induced current (LBIC) scanning, which produces a topographic picture of the cell surface.
This then reveals important information about the surface quality, including localised defect regions.
The second measurement is a technique known as time-of-ﬂight (TOF) scanning where a narrow, modulated
laser beam is scanned across the cell surface and the response of the cell (in this case the voltage) is measured on an
oscilloscope. This provides a deeper insight into the carrier transport properties, and the eﬀect of sheet resistance.
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6.2.1 Light Beam Induced Current Scanning
6.2.1.1 Overview
LBIC scanning is a standard non-destructive method for locally characterising PV cells to reveal the material
quality. The technique typically involves a laser or LED that is focused to a small spot and is then scanned across
the cell surface. At each point on the surface, the solar cell IV characteristics are obtained and are then mapped to
the surface coordinates to provide a spatial distribution of the parameters. The technique allows one to detect and
locate local defect regions, as well as shunt or series resistances, which impact the overall cell performance [24].
The technique has been used to characterise large area silicon solar cells for several decades. In one particular
study the technique was used to locate a defect region on a cell. The setup involved a modulated diode laser centred
at 780 nm with an average power of 150µW. Both the photo-current and photo-voltage were measured as the laser
was scanned across the cell surface using an x,y translational stage. Both images identiﬁed defect regions on the
cell, which were then compared to thermal images and were in good agreement [24]. Another study performed
LBIC scan on large area single-crystalline silicon solar cells using a 633 nm laser with a spot size of 100µm. The
photo-response was then mapped and identiﬁed defect regions and superﬁcial damage to the surface [25].
The LBIC method has been adapted in recent studies to provide further details on the spatial performance of a
solar cell. In one study a multi-LBIC excitation method was used, consisting of six laser diodes with wavelengths
varying from 405 − 1060 nm. It was found that by using multiple wavelengths one can produce a depth proﬁle to
identify fractures and defects well below the cell surface, due to the change in absorption coeﬃcient with wavelength
[26]. A similar study also used a trichromatic LBIC system to analyse the spatial response of solar cells using three
lasers in the red, green and blue spectrum. By combining the results one was able to better understand the spatial
performance under solar irradiation [27].
6.2.1.2 Experimental Method
In the following experiment, the LBIC technique was carried out by using a lensed ﬁbre connected to the output of
the T100S-HP Yenista tunable laser. The lensed ﬁbre tip was then mounted onto an x-y-z translational stage and
positioned above the cell at a distance of 100µm, which corresponds to the focal length of the lensed ﬁbre (with
a beam spot size of 50µm). The cell was mounted onto a separate x-y-z stage, which is temperature controlled
to 20 oC. The terminals of the cell are then connected to the Keithley 2400 SMU in a 4-wire conﬁguration. The
overall setup is illustrated in the diagram on the next page.
The LBIC experiment was then performed with the laser tuned to 1550 nm with an output power of 6 mW. The
output power was chosen to minimise noise in the measurements, while keeping the photo-current suﬃciently low
in order to explore possible defect regions. The ﬁbre was scanned across the cell surface in incremental steps of
250µm in both the x and y directions using the translational stage. At each step the IV-characteristics were then
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Figure 6.11: The LBIC scanning experimental setup using the Yenista tunable laser and a lensed ﬁbre to produce
a ﬁne beam spot on the cell surface.
measured and the Isc, Voc, MPP, FF and the external quantum eﬃciency (EQE) were extracted. The EQE was
calculated using the following equation, which relates the photo-current to the incident photon ﬂux [12]:
EQE =
[Isc]ij
Pin
hc
qλ
(6.18)
where [Isc]ij is the measured short-circuit current (assumed to equal the photo-current) at a given point on the
cell surface with coordinates i and j. Pin is the incident optical power, while h, c and q have their usual meaning.
Lastly λ is the central laser wavelength. Note that the internal quantum eﬃciency (IQE) can be calculated by
taking into account surface reﬂections. However, as the local variations in the surface reﬂections are not known,
only the EQE is considered in this experiment.
6.2.1.3 LBIC Results
The results for the LBIC surface scan are plotted below in ﬁgure 6.13 on page 183 for the Isc, Voc, Mpp, FF
and EQE on the LPC cell 1. In the surface plots the red lines indicate the position of the contact ﬁngers, where
the device performance reaches a maximum. This is because the carriers are being generated near the contacts,
resulting in a high collection eﬃciency. The regions between the contacts result in a lower current and voltage
generation, because the carriers have to travel a maximum distance to the contacts. The impact of sheet resistance
and scattering mechanisms is therefore at a maximum in this region.
Note that in these surface plots only three contact ﬁngers have been identiﬁed out of a total of 22 on the device.
This is because of the resolution in the measurement, where the step size of the ﬁbre scan is diﬀerent to the cell
ﬁnger spacing, causing an eﬀect that is similar to a beat frequency. Therefore, scanning the ﬁbre across surface
groups regions of the cell together, as illustrated in ﬁgure 6.12. The apparent identiﬁcation of one contact ﬁnger in
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the LBIC scan is actually two or more ﬁngers grouped together.
Figure 6.12: A diagram illustrating the resolution of the LBIC scan, where the surface plot groups regions of the
cell together. The apparent identiﬁcation of one contact ﬁnger (indicated by the red line) is actually two or more
ﬁngers grouped together in the scan.
The Isc in ﬁgure 6.13a is shown to peak at an average value of 6.2 ± 0.2 mA at the contact ﬁngers, and falls
to 3.01 ± 0.01 mA between the contacts, a relative drop of 52 %. As mentioned earlier, this is due to the carrier
transport properties, where the carriers between the contacts have to travel further and due to the ﬁnite diﬀusion
length (measured to be 0.5µm in other InGaAsP materials [15][17]) a large portion of carriers will be lost via
scattering and recombination mechanisms.
This eﬀect is seen through all the IV parameters with the Voc in ﬁgure 6.13b peaking at 120±3 mV and dropping
to ∼ 85± 3 mV. Likewise the FF in ﬁgure 6.13d is shown to peak at 36.2± 0.2 % and drop to 31.3± 0.2 %. Lastly
the EQE in ﬁgure 6.13e is shown to peak at an average value of 76± 2 % at the contacts and drops to 37.1± 0.1 %
between the contacts. This therefore indicates that the top contact geometry needs to be optimised to reduce losses
due to sheet resistance. The FF is shown to vary by only a small percentage (hence there is some noise in the data),
indicating that (series) resistance remains high throughout the scan.
An interesting observation from the LBIC scan is the darkened region near the centre of the cell, and appears
consistently in all the surface plots in ﬁgure 6.13. Upon observation under a microscope (20x magniﬁcation), no
contamination or particles were found in this region of the cell surface. The darkened area therefore signiﬁes a large
defect region under the surface, which is causing a local drop in the device performance. The Mpp surface plot
shows the defect region more clearly and indicates that this area has a maximum length of 1.50± 0.03 mm in the y
direction and 1.00± 0.03 mm in the x direction.
It is also interesting to note that this cell (cell 1) was the lowest performing cell out of the four that were
characterised in Chapter 4. In fact, the extraction of the IV parameters showed that this cell had a particularly
high dark current and ideality factor (exceeding a value of 3), as well as a very low shunt resistance. This all points
towards extensive SRH recombination via defects states. As we can now see in the surface plots, this is due to the
large defect region towards the centre of the cell.
To compare the relative performance drop due to this defect region, two segments are taken from the surface
plots: one through the defect region and one through a functional region of the cell. These segments are plotted
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next to the surface plots, for both the horizontal and vertical directions. According to these plots, the defect region
causes the biggest drop along the x direction with the current reduces by about ∼ 4 mA (that is, 2/3 of the total
current). Likewise the voltage is shown to drop by ∼ 55 mV, nearly half of the total voltage. The FF on the other
hand is only shown to reduce by 2.5 % and is least sensitive to the defect region. This is likely to be due to the
series resistance dominating the IV characteristics, via the highly non-uniform illumination. These observed drops
in the IV parameters can be attributed to an increased rate of SRH non-radiative carrier recombination around the
defect region.
As an addition to this experiment, it is interesting to analyse the optical emission (Pem) across the cell surface,
when the cell is forward biased and treated as an LED and comparing the surface plot to that of the PV. This is
similar to the comparison that was made in Chapter 5. To perform this experiment, the device was biased at a ﬁxed
voltage of 525 mV (corresponding to an injection current of 100 mA). The spontaneous radiation emitted from the
surface is then measured from a ﬁbre, which is coupled to an ILX OMM-6810B power meter [28]. The ﬁbre is then
scanned across the cell surface as before, to produce a surface plot of the localised emission power.
The resulting surface plot is shown in ﬁgure 6.14 on page 184. From the plot we can determine the current ﬂow
in the device from the level of emission. As one can see emission is particularly high around the busbar contacts,
indicating that most of the current is ﬂowing from the busbars into the semiconductor material, rather than through
the contact ﬁngers. This highlights the change in current ﬂow between LED and PV operation.
As with the previous analysis a dark region is detected towards the centre of the cell. Again this signiﬁes a defect
region where carriers recombine non-radiatively, resulting in a localised drop in the radiative emission. According
to the segment plots, the emission drops by an order of magnitude due to the defects.
6.2.2 Carrier Time of Flight
6.2.2.1 Overview
Moving to the second part of the surface analysis, a TOF measurement was conducted to measure the local response
time of the cell across the surface. In detail the experiment investigates the time of ﬂight of carriers from their point
of generation to the contacts. This is achieved by using a similar setup as before, except that the light emitted from
the lensed ﬁbre is now modulated. The cell response time is then measured (typically using an oscilloscope) while
the ﬁbre tracks the surface of the cell.
As the ﬁbre is moved away from a contact the response time will increase, because the carriers will have to
travel further to reach the contacts. This means the cell will take longer to reach steady-state. How long the cell
takes to reach steady-state then depends on how quickly the carriers can diﬀuse to the contacts, which subsequently
depends on the material properties (i.e. carrier mobility and recombination). This measurement therefore provides
an insight into the transport properties in the emitter layer, and will highlight important design considerations for
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Figure 6.13: Surface plots for the a) Isc, b) Voc, c) Mpp, d) FF and e) EQE obtained from the LBIC scan. The
dark area towards the centre indicates a large defect region, which crosses through a contact ﬁnger.
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Figure 6.14: A surface plot showing the spatial dependence of the emission power when the cell is forward biased
and treated as an LED. As indicated most of the emission occurs near the busbar contacts, due to the current ﬂow
under dark operations.
the top contact geometry.
TOF studies are a common measurement in organic opto-electronic devices, since the carrier mobility in these
materials are typically much lower compared to inorganic materials. One study of organic thin-ﬁlm CuPc LEDs
used a technique involving a Ti:sapphire laser modulated using an acousto-optic modulator with a square waveform.
The laser beam was then focused to a small spot on the cell surface using an objective lens and was scanned across
the device. The corresponding photo-current from the device was monitored using a digital oscilloscope. From this
the hole drift mobility was estimated to be 2× 10−3 cm2V−1s−1 [29].
A similar setup was used to determine the drift mobility of carriers in thin-ﬁlm organic electroluminescent
materials. Here an Nd:YAG laser was modulated with a 5 ns pulse width and an oscilloscope was used to measure
the voltage. These measurements determined the electron drift mobility to be 2.3× 10−4 cm2V−1s−1 and holes to
be 5.1× 10−4 cm2V−1s−1 [30].
TOF studies have also been performed on inorganic materials. One such study was performed on a p-doped
Silicon material. In this experiment a Nd:YAG laser was used with a pulse width of 70 ns and the cell response was
measured via an oscilloscope. From this the electron mobility was found to be between 500 − 300 cm2V−1s−1over
an electric ﬁeld of 0− 1.6 kVcm−1 [31].
Drift mobilities were also measured in polymorphous silicon using the TOF technique as a function of tem-
perature and ﬁeld. Measured electron mobilities were typically in the order of 1 cm2V−1s−1 under ﬁeld strengths
of 1.3 kVcm−1. In comparison the hole mobilities were in the order of 0.03 cm2V−1s−1 under a ﬁeld strength of
8 kVcm−1. These values are quoted at a temperature of ∼ 275 K. In this study it was found that the hole mobility
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increased by nearly an order of magnitude by changing the pressure at which the samples are deposited. This was
attributed to improved sample homogeneity [32].
6.2.2.2 Experimental Method
In this experiment the setup is very similar to that described in section 6.2.1.2. However, to perform the TOF
measurements, the T100S-HP Yenista tunable laser system was modulated using an external waveform generator
(TTi TGA1244 function generator [33]), where the 50 Ω output is connected to the low frequency modulator input
of the laser via an impedance matched BNC cable. The waveform generator was then conﬁgured to output a square-
wave with a pulse width of 7µs and a duty cycle of 35 %. In order to modulate the laser in an on-oﬀ conﬁguration,
the following equation was used to appropriately select the input modulation voltage and the operating current of
the laser [22]
Idiode = Ibias − 2× Vin
R
(6.19)
where R is the input impedance (50 Ω), Vin is the applied (peak) modulation voltage (V), Ibias is the applied
current (A) and Idiode is the diode or reduced current due to the applied voltage (A). The input voltage was set to
2.5 V, which is half the maximum allowed value. This means that in order to have an on-oﬀ conﬁguration (where
Idiode = 0), the applied bias current must be set to 100 mA, which corresponds to an optical output power of
∼ 6 mW at 1550 nm.
The terminals of the PV cell were connected to the 10 MΩ impedance input of a Tektronix TDS3012 oscilloscope
[34], which means that during the measurements the device is operating in the open-circuit condition and it is the
cell voltage that is measured. The output reference terminal of the waveform generator was also connected to the
oscilloscope in order to compare the cell response with the input modulation signal.
Finally, the output of the laser was connected to a lensed ﬁbre, which was subsequently scanned across the defect
region on the cell surface in ﬁne incremental steps using an x-y-z translational stage. More speciﬁcally, the scan
was conducted along a length of 3 mm (along the x-directioon at 1.85µm as indicated in the surface plots) in steps
of 25µm, which encompasses the defect region and more in order to compare the defect region with a functional
region. The cell response as a function of position was then measured and recorded at each incremental step on the
oscilloscope. Figure 6.15 shows the experimental setup.
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Figure 6.15: The general experimental setup for the TOF measurements, consisting of a lensed ﬁbre connected
to the tunable Yenista laser, which in turn is connected to a signal generator for modulation. The cell is then
connected to the oscilloscope to measure the response time.
6.2.2.3 TOF Results For Cell 1
In this section we discuss the results of the TOF measurements. The two plots shown in ﬁgure 6.16 show the
response of the cell (as measured from the oscilloscope) compared to the modulation from the signal generator at
two extremes. The ﬁrst, in ﬁgure 6.16a is the cell response when the laser is aligned above a contact ﬁnger outside
of the defect region (i.e. where the cell performance is best). The second, in ﬁgure 6.16b is the cell response when
the laser is aligned between the contact ﬁngers, inside of the defect region (i.e. where the cell performance is worst).
At steady state, the voltage in the ﬁrst ﬁgure reaches 18.1 ± 0.5 mV, while the voltage in the second ﬁgure
reaches 5.3 ± 0.5 mV. A drop of ∼ 13 mV is therefore observed and can be attributed to two reasons. The ﬁrst
is due to the defect region, which has a higher rate of carrier loss via non-radiative SRH recombination, resulting
in a drop in voltage. The second is due to the fact that in the second ﬁgure the beam was positioned between
the contacts, which means the carriers have to diﬀuse a larger distance before they can be extracted. The sheet
resistance therefore causes further carrier losses, resulting in a larger drop in voltage. This is conﬁrmed by obtaining
the response time, where the voltage in ﬁgure 6.16a reaches steady state in 0.32±0.1µs. The voltage in ﬁgure 6.16b
reaches steady state in 0.47± 0.2µs.
Figure 6.18 on page 190 summarises the results for the TOF scan across the length of 3 mm through the defect
region, which was conducted at four diﬀerent wavelengths in order to produce a depth proﬁle. These wavelengths
include two above the band-edge (1500 nm and 1550 nm) and two below the band-edge, where absorption occurs in
the band-tail (1600 nm and 1620 nm). The wavelengths below the band-edge will be weakly absorbed, which means
the light will penetrate deeper into the cell structure (described by the Beer-Lambert law in equation 6.8), thereby
providing the depth proﬁle.
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Figure 6.16: A plot showing the response time of the cell compared to the signal generator at a) above a contact
ﬁnger in a functional region of the cell and b) within the defect region, between two contact ﬁngers.
Included in the plots are the steady-state voltage reading (plotted in red), and the corresponding rise and fall
time (plotted in green and blue). Note that these parameters were obtained by processing the data in the Matlab
built-in step function, where the rise time and fall time are deﬁned as the time taken for the voltage to increase
(decrease) from 10− 90 % (90− 10 %) of the steady-state value.
Starting with ﬁgure 6.18a, we see that the defect region occupies a particularly large area, extending a length
of ∼ 2 mm and covering nine contact ﬁngers. In this area the defect appears more severe towards the edges at
∼ 0.7µm and 2.2µm, where the voltage reaches a minimum of 5.1±0.3 mV and the contact ﬁngers are unresolvable,
indicating extensive SRH carrier recombination. The corresponding rise time and fall time are then 0.47± 0.03µs
and 0.52± 0.03µs, respectively. The extended time can again be attributed to a high concentration of defect levels,
which may be acting as both traps and recombination centres. The traps simply slow the transport process and
depends on the thermal escape velocity of the carriers.
Towards the centre it is less severe where some of the contact ﬁngers can be identiﬁed. Between the contacts
the voltage is 6.38 ± 0.01 mV with a rise and fall time of 0.48 ± 0.01µs and 0.52 ± µs. At the contacts the the
voltage increases to 10.5± 0.7 mV due to the increased collection eﬃciency, and corresponds to a rise and fall time
of 0.39± 0.02µs and 0.43± 0.02µs. Thus, the response time reduces by 0.09µs, due to the carriers being generated
near the contacts.
Outside the defect region, the LPC performance clearly improves, with the voltage at the contacts reaching
a maximum of 17.2 ± 0.7 mV, which corresponds to a rise and fall time of 0.318 ± 0.005µs and 0.358 ± 0.009µs.
Between the contacts the voltage drops to 6.2 ± 0.4 mV and the rise and fall time increase to 0.49 ± 0.02µs and
0.502± 0.007µs, respectively. The LPC performance therefore drops signiﬁcantly between the contacts ﬁngers, due
to the larger diﬀusion distance and reaches comparable values to the centre of the defect region. This indicates very
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high carrier losses during the transport process, via carrier recombination and scattering, and highlights a need to
optimise the grid contact geometry.
The impact of sheet resistance can be minimised by reducing the spacing between the contacts. However, this
also increases the contact shadowing and therefore a trade-oﬀ between the two must be met. Note that contact
shadowing is not visible in these results, because the beam is much larger and the measured voltage is the average
across all contact ﬁngers, as will be discussed in the modelling section.
It is interesting to note that the fall time is measurably larger than the rise time, which can be related to
capacitance eﬀects since the cell is operating in the open-circuit condition. The voltage due to a capacitance
therefore falls oﬀ exponentially, as observed, and the discharge is described by the following formula [35]:
V = V0 exp
(
− t
RC
)
(6.20)
where V0 is the initial voltage, t is the time, and RC is the time constant. Fitting this equation to the two plots
in ﬁgure 6.16 in the discharge region (12− 15µs), we can determine the time constant. For the functional region
of the cell above a contact the time constant is found to be 192± 1 ns, while the time constant in the defect region
between the contacts is 303± 5 ns. The series resistance above the contact was calculated to be 2 Ω , while in the
defect region the series resistance was calculated to be 47 Ω. These values were calculated by obtaining an IV curve
at the respective points on the cell surface and extracting the parameters using the S. Chan et. al. model . The
capacitance is therefore calculated to be 116±1 nF and 6.0±0.1 nF, respectively. The smaller capacitance observed
in the defect region can be attributed to the higher resistance and rate of non-radiative carrier recombination, which
reduces the build-up of charge at the contacts.
The additional plots in ﬁgure 6.18, b through to d on page 190 show the TOF scan at longer wavelengths,
thereby providing a depth proﬁle of the defect region. As one can see the voltage reduces at longer wavelengths
due to the drop in optical absorption. As a consequence, the rise and fall time become unresolvable in ﬁgures 6.18c
and d due to the increased noise in the data.
One can see from the plots that at wavelengths above 1600 nm, the voltage at the central part of the defect
region begins to increase and at 1620 nm this area becomes comparable to regions outside of the defect zone. On
the other hand, the voltage at the defect boundaries remains comparatively low. This indicates that the central
part of the defect zone is shallow compared to the edges, which appear to extend deep within the cell structure.
The depth can be approximated by calculating the absorption coeﬃcient at the respective wavelengths, using
equation 6.12, as detailed in section 6.1.2.1 above. To estimate the absorption coeﬃcient below the band-gap, we
use the Urbach formulation as shown below [36]:
α (E) = α0 exp
(
~ω
Eu
)
(6.21)
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where α0 is a constant and Eu is the Urbach-tail width. Here, we use a value of Eu obtained from the
temperature-dependent investigation discussed in Chapter 5 (i.e. 7.2 meV). The absorption coeﬃcient as a function
of wavelength, according to this model, is shown below in ﬁgure 6.17. From this plot, the absorption coeﬃcients
corresponding to the key wavelengths 1500, 1550, 1600 and 1620 nm are 0.614, 0.410, 0.094 and 0.041µm−1, re-
spectively.
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Figure 6.17: The theoretical absorption coeﬃcient for the n-doped
(
2× 1017 cm−3) In0.575Ga0.425As0.911P0.089
absorber layer as a function of wavelength.
As a ﬁrst approximation the depth can be obtained by taking the inverse of the absorption coeﬃcients. According
to the Beer-Lambert law, this represents a depth at which 63 % of the optical power is absorbed. The depths
corresponding to the respective wavelengths are therefore 1.63, 2.44, 10.7 and 21.2µm. Thus, according to the TOF
results, the central region of the defect zone extends 20µm below the surface, while the edges extend beyond. This
means that the defect region extends through the entire epitaxial structure and into the substrate, which suggests
that the defect may have been present in the substrate before the devices were grown.
6.2.2.4 TOF Results For Cell 2
The TOF analysis was repeated on a second cell to compare how the device performance varies between cells. This
cell has two region of interest, which are indicated by the red and blue circles in ﬁgure 6.19. As indicated by the
red circle, there is a region where a contact ﬁnger is damaged and has been lifted from the surface. We therefore
conduct the TOF measurements in this area to determine what eﬀect this has on the device performance, in terms
of the output voltage and response time. This is then compared to a second region of better quality. The results
are then compared to cell 2. Note that during this scan the laser was maintained at a constant optical power of
6 mW and wavelength of 1500 nm.
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Figure 6.18: The TOF measurements on cell 1 with the steady-state voltage, rise time and fall time plotted as
a function of the scanning direction. The scan is conducted at four diﬀerent laser wavelengths to obtain a depth
proﬁle at a) 1500 nm, b) 1550 nm, c) 1600 nm and d) 1620 nm.
Figure 6.19: Enlarged picture of cell 2. The TOF measurements are scanned across two regions of interest on the
cell surface, indicated by the coloured circles. The red line shows a local region where a contact ﬁnger is damaged,
which is compared to a better quality region shown by the blue circle.
The TOF measurements at the two regions of interest are plotted in ﬁgure 6.20 on page 192. In the left plot,
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corresponding to the blue region, the voltage at the contacts is shown to peak at 70.7 ± 0.3 mV, with a rise and
fall time corresponding to 1.19 ± 0.04µs and 1.51 ± 0.02µs. Between the contacts the average voltage drops to
30.7± 0.2 mV with a rise and fall time of 1.72± 0.01µs and 2.12± 0.02µs.
Compared to cell 1 the voltage output is much higher, even compared to the region outside the defect zone, and
can be attributed to a higher quality device where the rate of SRH recombination is considerably lower, resulting
in a longer carrier lifetime. As a result more carriers survive the transport process to the contacts, leading to an
increase in the QFL (and hence output voltage). The response time, however, is much longer compared to cell 1
(approximately 5 times longer). This is because more carriers survive the transport processes, which means a larger
ﬂux of photo-generated carriers will be propagating to the contacts. Therefore, due to the ﬁnite carrier mobility,
the system will take longer to reach steady-state.
Figure 6.20 on the right shows the scan results for the red region, where normally a contact ﬁnger would be
located at the centre (0.35µm). The voltage in this region drops to 22.4 ± 0.1 mV, which is a drop of ∼ 8 mV
compared to the blue region and can be attributed to the extra distance the carriers have to diﬀuse, which has
essentially doubled, in order to reach the neighbouring contacts. The corresponding rise and fall time in this region
increases to 1.87±0.01µs and 2.24±0.02µs, which is ∼ 0.14µs longer than the blue region. Since the response time
is only slightly longer, this suggests the majority of carriers are still being collected at the broken contact ﬁnger,
while a minority are diﬀusing the extra distance to the neighbouring contacts.
The voltage at these contacts peaks at an average value of 53 ± 2 mV, which is ∼ 17 mV lower than the blue
region. This suggests that while the ﬁbre is aligned above the contact ﬁnger, not all the photo-generated carriers
are being collected and a fraction are diﬀusing away to the neighbouring contacts. However, since one of these
contact ﬁngers is damaged, a portion of the carriers are having to diﬀuse further before they can be extracted. It
is therefore likely that most of these carriers are recombining. The eﬀect of a damaged ﬁnger therefore impacts not
only the local region, but also the carrier collection eﬃciency of the neighbouring contact ﬁngers. It is also worth
pointing out that since the contact ﬁngers are connected in parallel, the measured voltage output is the average
across all ﬁngers.
Lastly, the capacitance was calculated for this cell using the same method as before (equation 6.20), where the
resistance at the contact was found to be 2 Ωand the resistance between the contacts was measured to be 34 Ω.
Note then that the resistance in the defect region on cell 1 is 13 Ω higher. The corresponding capacitance is then
calculaed to be 446±5 nF at the contacts and 32.1±0.1 nF between the contacts, which is considerably higher than
cell 1. The increase in the capacitance is essentially due to this cell being a better quality device. That is, both
the sheet resistance and the non-radiative carrier recombination rate are much lower, which means a higher ﬂux of
carriers will be reaching the contacts. Hence, the build-up of charge leads to a higher capacitance.
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Figure 6.20: Left: The TOF measurements corresponding to the blue region. b) The TOF measurements corres-
ponding to the red region.
6.2.2.5 TOF Modelling
The one-dimensional model discussed in section 6.1.2.1 can be used to simulate the transient response of the cell.
The results can then be compared to the TOF measurements discussed above, to quantify and better understand
the carrier and resistive losses. As before, the model simulates a simple semiconductor absorber layer (the InGaAsP
emitter layer) with the contacts deﬁned at the boundaries. In order to make a comparison with the experiment, the
length of the 1D system is set to 200µm, which correlates to the top contact geometry on the cells. The Gaussian
beam is then set to a beam radius, ω0 of 10µm with a total optical power, P0 of 6 mW and a wavelength, λ of
1500 nm, which conforms with the optical conditions during the TOF measurements on both cells 1 and 2. Finally,
to put the system into the open-circuit condition, the extraction rate at the boundaries, Rb is set to zero.
It should be noted that as a consequence of the non-uniform illumination, the voltage at each contact ﬁnger will
not be matched. This means that while the voltage at a contact ﬁnger can be calculated using equation 6.16, the
total voltage measured from the cell will be the average across all the contact ﬁngers. This is because these contact
ﬁngers are connected in parallel, and the voltage mismatch is analogous to having two diﬀerent voltage sources
(batteries) in parallel. In this case the battery producing the higher voltage will charge the one producing a lower
voltage, until the voltage between the two are balanced, as illustrated in ﬁgure 6.21.
For PV devices this creates an interesting problem. If the voltage at each contact ﬁnger is not matched, then
the higher voltage ﬁngers will try to charge the lower voltage ﬁngers. This means that the current collected at the
contacts is not simply extracted to the external circuit. Instead a portion of the current will ﬂow from the higher
voltage ﬁngers to the lower voltage ﬁngers. This is what causes local changes in the cell bias, which was discussed
brieﬂy in section 6.1.1 and reduces the overall cell voltage and current output.
With this in mind, when the beam is aligned in the space between the contact ﬁngers, the photo-generated
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Figure 6.21: A diagram illustrating the eﬀect of having two diﬀerent voltage sources connected in parallel.
carriers will be collected at the two neighbouring contacts. The total cell voltage is therefore given by
VT =
V1 + V2
Nf
(6.22)
where V1 is the voltage at the ﬁrst ﬁnger, V2 is the voltage at the second ﬁnger and Nf is the total number
of ﬁngers (in this case 25). When the beam is aligned above a contact ﬁnger, the over-spilling of light around the
contact means that the photo-generated carriers will also be collected at the neighbouring contacts on either side.
The total voltage then becomes
VT =
V1 + V2 + V3
Nf
(6.23)
where V1, V2 and V3 are the voltages at the three contact ﬁngers. Note that here, we assume that the voltage
of the other ﬁngers is zero.
In the ﬁrst simulation, we look at the transient response of the system and compare it to the TOF results for
cell 2, where the SRH recombination rate and the diﬀusion coeﬃcient were varied to get the best agreement. The
rest of the material parameters were unchanged and are summarised in table 6.1.
Figure 6.22 on the next page shows the results where part a is a plot of the photo-generated carrier distribution
at the initial and steady-state, when the light source is position at the centre, between the two contacts at -100 and
100µm. As indicated the carriers are diﬀusing laterally to the to the contacts on either side and due to the very
high intensity in the beam, the photo-generated carrier density is of the order of 1× 1017 cm−3. Part b then shows
the corresponding transient voltage response of the system, for the individual left and right contacts and the total
(VT ). According to this the individual voltages are reaching a steady state value of 580 mV. The corresponding
total voltage is then 46.5 mV, which reaches steady state in 1.6µs and is in good agreement with the experiment.
Part c then shows the photo-generated carrier distribution at the initial and steady state, when the light source
is aligned above the right contact. As one can see not all of the carriers are being collected at the illuminated ﬁnger
and instead a fraction are diﬀusing to the neighbouring contacts. The corresponding transient voltage response is
then shown in part d. As indicated the illuminated ﬁnger reaches steady-state almost instantaneously and reaches
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a maximum value of 780 mV (i.e. the limit of the band-gap). The left contact on the other hand reaches a steady
state voltage of 469 mV in 5.4µs. The delay is due to the extra length that the carriers have to diﬀuse, which is
deﬁned by the diﬀusion coeﬃcient. During this transport process carriers will recombine, which results in a lower
voltage at this contact. The total voltage of the system is then calculated to be 69 mV, which is also in good
agreement with the experiment.
In the next part of the simulation, we explore how changing the SRH recombination rate and the diﬀusion
coeﬃcient aﬀects the transient voltage response of the system. In essence, this explores how the material quality
inﬂuences the transport of carriers. In the simulation, the light source is translated from the centre at 0µm to the
right contact at 100µm in steps of 20µm.
Figure 6.23a on page 196 shows how the steady-state system voltage, VT changes with SRH carrier lifetime
(tSRH), ranging from 0.5 − 50µs. Not that the diﬀusion coeﬃcient is ﬁxed at 3.76µs. As one can see the eﬀect of
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Figure 6.22: The 1D diﬀusion model showing a) the photo-generated carrier distribution between the two contacts
at the initial and steady state, b) the corresponding transient voltage response and c) the photo-generated carrier
distribution above one contact. d) Shows the corresponding voltage response.
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increasing the defect density (decreasing the SRH lifetime) is to reduce the overall voltage and the relative increase
when the light source approaches the contact. This is consistent with the TOF measurements, where the voltage
within the defect region on cell 1 was shown to drop signiﬁcantly and the contact ﬁngers became unresolvable. At
the two extremes (0.5− 50µs) the voltage is shown to increase by 16 mV between the contacts and 40 mV at the
contacts. However, increasing the SRH lifetime above 5µs results in only a small rise in the voltage. This is because
at this stage, the carrier transport is limited by the diﬀusion coeﬃcient.
Figure 6.23b shows the corresponding transient response time from the centre, as a function of the SRH lifetime.
As indicated the response time drops dramatically when the lifetime is shorter than 10µs. This is due to the higher
rate of carrier recombination, which means the ﬂux of carriers reaching the contacts will be lower. Therefore, the
system reaches steady-state in a shorter time. This observation agrees with the short response time measured in
the defective device (cell 1) in the TOF experiment. Above 10µs the response time saturates and as mentioned
before this is because the transport process is now limited by the diﬀusion coeﬃcient.
Figure 6.23c shows how the total system voltage changes with diﬀusion coeﬃcient, which ranges from 0.63 −
63 cm2s−1. Increasing the diﬀusion coeﬃcient eﬀectively decreases the sheet resistance (via the increase in carrier
mobility), and as a result we see an increase in the system voltage. At the two extremes, the voltage increases by
18 mV between the contacts and 38 mV at the contacts. The corresponding response time from the centre (depicted
in ﬁgure 6.23d) changes dramatically with the diﬀusion coeﬃcient, decreasing from 6.3 − 0.15µs over the range.
This indicates that the carriers are able to diﬀuse much faster, due to reduced scattering mechanisms within the
bulk semiconductor material.
Finally, from these results we can make a direct comparison between the model and the experiment. Figure6.24
shows the steady-state voltage as a function of position from the centre (directly between the contacts) to the edge
(directly above a contact). The ﬁrst plot (purple) is the voltage as measured from cell 2 in the TOF measurements,
which is compared to the model with the best ﬁt (green).
As indicated there is very good agreement between the two, particularly at the contact. The diﬀerence of 15 mV
at the centre can be attributed to certain limitations in the model. For example, the model does not take into
account thermal eﬀects, which is likely to be signiﬁcant owing to the particularly high optical intensity within the
laser beam (38 kWm−2 at the centre). This will then inﬂuence the carrier transport properties, especially the carrier
recombination and mobility components, which will act to reduce the voltage further. The model also does not
consider resistive eﬀects at the contacts, which will increase the lumped series resistance.
According to the best ﬁt however, the SRH recombination lifetime and the diﬀusion coeﬃcient to a ﬁrst approx-
imation are found to be 5µs and 3.96 cm2s−1. Converting the diﬀusion coeﬃcient into mobility using the Einstein
relation gives 153 cm2V−1s−1. Thus, the SRH recombination lifetime is in excellent agreement with that obtained
in the temperature-dependent illumination study discussed in Chapter 5, while the carrier mobility is an order
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Figure 6.23: Modelling the eﬀects of SRH recombination and the diﬀusion coeﬃcient on the transient voltage
response of the system. a) Shows the eﬀect of SRH recombination on the steady-state voltage as the light source
is scanned across the surface. b) Shows the cell response time as a function of the SRH lifetime from the centre of
the cell. c) Shows the eﬀect of changing the diﬀusion coeﬃcient on the steady state voltage across the surface. d)
Shows the cell response time as a function of the diﬀusion coeﬃcient from the centre of the cell.
of magnitude out
(
12.4 cm2V−1s−1
)
. This is because it is a diﬀerent cell from a diﬀerent wafer so there will be
variations in the crystal quality and doping levels, which inﬂuences the various scattering mechanisms. However,
the hole mobility in this experiment is in closer agreement with previous measurements of hole carrier mobility in
InGaAsP, which were in the range of ∼ 200 cm2V−1s−1 [15]. Unfortunately a comparison could not be made with
cell 1 owing to the degraded performance, which the model was unable to describe.
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Figure 6.24: A comparison of the steady-state voltage as a function of position for the modelled and experimental
results from cell 2. As shown there is reasonably good agreement and according to the model, the SRH recombination
lifetime and the diﬀusion coeﬃcient are found to be 5µm and 3.96 cm2s−1.
6.3 Contact Optimisation
6.3.1 Overview
In this section we investigate the optimum top contact grid geometry in order to enhance device performance.
That is, the contact ﬁnger width and spacing. To do this we return to modelling the device in the Solar Cell
Utility package provided by RSoft. In the simulation the illumination proﬁle is set to uniform, in order to reduce
computational load. However, the PV performance is simulated as a function of illumination intensity with the
diﬀerent geometries, which will provide an insight into which geometry is best for a given illumination intensity.
Since the cells are illuminated with a non-uniform Gaussian beam the optimum grid is likely to be a combination
of geometries, which will be optimised for a localised region of the Gaussian beam.
The simulation is then set to have a hole mobility and SRH recombination lifetime of 100 cm2V−1s−1 and 5µs,
respectively, which are in the range determined in this Chapter. The rest of the material parameters are then set to
default. Finally, the additional carrier loss mechanisms are activated, including SRH, radiative, Auger and interface
recombination, as well as lattice heating eﬀects.
6.3.2 Results
The results of the simulation are shown in ﬁgure 6.25, where a number of diﬀerent contact geometries were simulated
at diﬀerent illumination intensities. The various contact geometries included changes to the contact ﬁnger widths
(Fw) from 2− 5µm and ﬁnger spacing (Fs) from 50− 400µm.
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One can see from the plots that as the ﬁnger width decreases, the PV eﬃciency increases, due to the reduced
contact shadowing. This increase becomes more pronounced as the optical power density decreases. What is also
noticeable is that there is a trade-oﬀ in the contact ﬁnger spacing at a given ﬁnger width. The PV eﬃciency is
initially shown to increase as the ﬁnger spacing reduces but after a certain point the eﬃciency begins to drop. The
trade-oﬀ appears to be dependent on the ﬁnger width and the power density, and occurs when there is a balance
between minimising carrier losses during the transport process (i.e. bringing the contacts closer) and minimising
contact shadowing (i.e. moving the contacts further apart). This trade-oﬀ becomes much more sensitive as the
optical power is increased.
In ﬁgure 6.25d the PV eﬃciency is plotted as a function of the illumination intensity for various contact geo-
metries, which mainly focus on a contact width of 5µm (this is because 2µm thick contacts would be diﬃcult to
fabricate and would increase the resistance). These are then compared to the PV eﬃciency, which has the current
geometry of the test LPCs (i.e. a contact width of 10µm and spacing of 200µm). What is evident from this plot is
that the current geometry of the test LPCs results in a signiﬁcant drop in device performance when power densities
exceed 1 kWm−2 , and conforms with the observed droop in eﬃciency, which we reported in [37]. This indicates that
the current contact geometry is far from optimum and to get the best performance, a contact geometry consisting
of 5µm wide ﬁngers spaced 100µm apart should be used.
Of course, this assumes uniform illumination and in reality these cells will be operating under a non-uniform
Gaussian proﬁle. The plot in ﬁgure 6.25d suggests that at higher illumination intensities, the contacts should be
spaced closer together. Therefore, the optimum contact geometry for Gaussian illumination is one that is graded,
with the contacts spaced closer together towards the centre of the beam (where the intensity is high) and then
spaced further apart as you move towards the outer edges of the beam (where the intensity is low). The diagram
in ﬁgure 6.26 illustrates the type of contact geometry needed, which takes advantage of the symmetry and the
equipotential lines of the Gaussian beam proﬁle, therefore providing better current and voltage matching between
the contact ﬁngers. Of course this geometry requires that the beam is precisely aligned with the cell, which could
be challenging if the receiver is on a moving target.
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Figure 6.25: The dependence of the PV eﬃciency on the top contact geometry and optical power density, as
modelled from the Solar Cell Utility package from RSoft.
Figure 6.26: Example top contact geometry, which would take advantage of the symmetry and equipotential lines
of the Gaussian beam proﬁle.
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Chapter 7
Conclusions and Future Work
Summary
This work has reviewed the concept and feasibility of PVs for use in laser power transfer for applications in free-space
and ﬁbre-optic power delivery. The various applications and current technologies available were explored, including
high power semiconductor and ﬁbre lasers as well as photovoltaic receivers. In terms of the feasibility it was found
that a transmission wavelength of 1550 nm is most ideal for encompassing all the potential applications. This is
because this wavelength lies within an optimum transmission window in both the atmosphere and the common
silica-based ﬁbre-optics. It also allows for the maximum permissible exposure limit of 1 kWm−2 in terms of eye
and skin safety. In addition, laser technology at this wavelength is already well established due to the ﬁbre-optic
communications network. The feasibility study also explored the most eﬀective optical system to transmit the beam
through free-space and it was concluded that a Fresnel-based lens system in the Galilean telescope conﬁguration
is most suitable, in terms of practicality and cost eﬀectiveness. Lastly, system eﬃciencies were estimated for both
optical power delivery systems and with the current technology available, system eﬃciencies of 10 % can be achieved
at 1550 nm. The project therefore looks at developing dedicated PVs for this application to enhance the system
eﬃciency.
The work investigated the design of a suitable single-junction laser power converter, for eﬃcient conversion of
monochromatic light (at 1550 nm) into electrical energy. Various semiconductor materials were explored in terms of
their maturity, band-gap tunablitiy and lattice matching to common substrates. It was found that a PV based on the
material system InGaAsP/InP is most suitable for eﬃcient conversion of radiation at 1550 nm (0.8 eV) into electrical
energy, since the band-gap can be tuned to precisely match the incident wavelength (to minimise spectral mismatch
losses) while maintaining a lattice-match to the substrate (to minimise growth-induced defects), by controlling the
relative alloy fractions. The material system is also well established for lasers and photo-detectors and can therefore
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be manufactured with conﬁdence. A theoretical eﬃciency was then obtained based on the detailed-balance principle
and predicted an eﬃciency of 62 % at 1 kWm−2.
Additional design elements were then considered to enhance the eﬃciency, including a top SiO2 anti-reﬂection
coating (with a transmission of 95% at 1550 nm), a InP window layer to prevent surface recombination at the
top and photon-recycling structures to enhance absorption. Electro-optical simulations were then carried out to
estimate the device performance and to optimise the individual semiconductor layer thicknesses and doping levels.
The results predicted a maximum device eﬃciency of 53 % at power densities above 1.25 kWm−2 based on the chosen
epitaxial design. From the simulations it was found that the eﬃciency is mainly limited by interface recombination,
which is likely to be between InGaAsP/InP layers where there is a mismatch in the band-alignment. Lastly,
preliminary tests on a number of samples with varying alloy fractions were carried out (in conjunction with Dr.
Jayanta Mukherjee) to determine the optimum alloy fractions and growth conditions. The quaternary alloy fractions
leading to the highest conversion eﬃciency were In0.575Ga0.425As0.911P0.089, which corresponds to a band-gap energy
(wavelength) of 0.781 eV (1588 nm). Thus, the peak eﬃciency arises when the incident photon energy is slightly
above the band-edge where there is a higher density of states.
A number of device characterisation tests were then carried out on the LPC cells, including wavelength, power
and operating temperature dependence. The wavelength dependence revealed that the absorber band-gap lies very
close to optimum for absorption of radiation at 1550 nm, though to get the true optimum the band-gap wavelength
should be shifted to ∼ 1620 nm. The device performance was also shown to plateau below a laser wavelength of
1515 nm, indicating saturation of the photo-response. The best cell achieved an eﬃciency of 38.9 ± 0.1 % at an
irradiance of 0.73 kWm−2 and target wavelength of 1550 nm (at a temperature of 20 oC). However, a previous
ﬁeld test conducted by Dr. Jayanta Mukherjee obtained an eﬃciency of 45 ± 1 %, which is the highest eﬃciency
currently achieved for an LPC operating at this wavelength and power density. Despite this, the eﬃciency and open-
circuit voltage were shown to be substantially below the predicted detailed-balance limit, indicating additional non-
radiative carrier recombination. This was conﬁrmed in the extraction of the IV parameters, where the dark current,
ideality factor and shunt resistance indicated the presence of SRH carrier recombination. The initial temperature
dependence (5− 40 oC) also showed that device voltage (being a measure of carrier recombination) had a larger
variation with temperature
(−1.59± 0.09 mVK−1) than the band-gap (−0.3322± 0.0002 meVK−1), indicating the
role of the temperature-dependent non-radiative carrier recombination. The cell performance was also sensitive
to the beam proﬁle, which was attributed to the top contact geometry (which isn't optimised for non-uniform
illumination). Lastly, various degrees of degradation were observed between the cells, which was reﬂected in the IV
parameters, particularly the dark current, ideality factor and shunt resistance. The degradation was attributed to
the unpassivated sides, where non-radiative surface recombination can be signiﬁcant.
To investigate the speciﬁc non-radiative carrier loss mechanisms that contribute to the limiting eﬃciency (in-
CHAPTER 7. CONCLUSIONS AND FUTURE WORK 205
cluding recombination and resistive losses), a temperature-dependent illumination study was carried out down to
a temperature of 100 K where a tunable laser system was used to track the temperature-induced shift in the ab-
sorber band-gap. A temperature-dependent series resistance model was formulated, which takes into account the
lumped contributions of the sheet resistance, semiconductor-metal contact resistance and the electrode (metallic)
resistance. A temperature-dependent diode model was also formulated which takes into account the temperature-
induced change in the various carrier recombination mechanisms, as well as the band-gap and band-tail. These
models are then used to understand the dominant carrier loss mechanisms at RT, by ﬁtting the modelled data to
the experimental data using an advanced genetic algorithm.
The experiment showed that across the temperature range 300−100 K, the eﬃciency increases from 28.6±0.7 %
to 72 ± 3 % (while maintaining a ﬁxed illumination intensity of 39 Wm−2), which approaches the detailed-balance
limit at 84 %. The temperature-dependent diode model (having good agreement with the experimental data),
determined that defect-related recombination in the bulk absorber layer was the main contributor to the change in
eﬃciency with temperature, and is the dominant mechanism at RT with a carrier lifetime of 5µs at 300 K. The
resistance model also showed that the emitter sheet resistance is high, which limits the lateral transport of carriers
to the top contacts. The model (to a ﬁrst approximation) determined a hole mobility of 12.4 cm2V−1s−1 in the
emitter layer at room temperature (compared to typical values of ∼ 200 cm2V−1s−1), which is dominated by lattice
scattering. The low mobility therefore points towards the need to optimise the doping level and thickness of this
layer to aid lateral transport, and to optimise the top contact geometry in order to minimise the impact of sheet
resistance. The model also indicated a photon-recycling eﬃciency of 61%, which can be improved by implementing
a DBR structure into the design. Finally, a temperature-dependent electroluminescence study was conducted to
observe how the radiative power changes with temperature, which is directly inﬂuenced only by non-radiative
carrier recombination. The radiative eﬃciency showed good agreement with the PV eﬃciency with temperature,
demonstrating that a good absorber must also be a good emitter.
Non-uniform illumination eﬀects were then investigated on the LPC devices in the last chapter. A carrier
transport model was formulated based on the diﬀusion of photo-generated carriers in the emitter layer. The model
showed that the eﬀects of non-uniform illumination can result in a reduction in the Isc, Voc and FF due to carrier
losses associated with the transport process to the contacts (i.e. carrier recombination and scattering mechanisms).
The model observed that having a high carrier scattering and recombination lifetime increases the sensitivity to
non-uniform illumination. A beam proﬁle dependence was then conducted on the LPC cells while maintaining
a constant integrated optical power across the cell surface. The LPC IV characteristics were shown to be very
sensitive to the illumination proﬁle, where there is a trade-oﬀ between under-ﬁlling and over-ﬁlling the cell surface
with a laser beam, which is dependent on the contact geometry and the emitter sheet resistance. Under-ﬁlling the
cell results in a highly non-uniform illumination proﬁle, which causes a mismatch in the electrical power generated
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across the cell, resulting in an overall drop in both current and voltage generation and hence the PV eﬃciency.
This is due to a number of reasons, including the ﬂow of internal currents and a non-uniform carrier generation and
temperature proﬁle, which inﬂuences the non-radiative carrier recombination mechanisms. This was conﬁrmed by
observing how the dark current, ideality factor and shunt resistance changes with the beam proﬁle. Under highly
non-uniform illumination, the dark current and ideality factor were shown to increase while the shunt resistance
decreased, thus indicating that the role of non-radiative carrier recombination is increasing. Over-ﬁlling the cell
resulted in better power matching, however, the drop in the average beam irradiance meant that the overall cell
output power decreases, thereby creating the trade-oﬀ condition.
A LBIC surface scan was also conducted across the cell to understand the local changes in device performance
and the impact of sheet resistance. It was found that the relative decrease in the Isc was 52 % when the focused
laser beam was scanned from a point above a contact ﬁnger to a point between the contact ﬁngers. A relative
drop of 30 % was also observed in the Voc and indicates a large drop in the carrier collection eﬃciency between
the two points, indicating the need to optimise the top contact geometry. During this scan a large defect region
was identiﬁed towards the centre of one device and to obtain a depth proﬁle of this region a wavelength dependent
scan was conducted (since absorption is wavelength-dependent). The measurement revealed that the defect region
extends down to the substrate layer, which points towards non-uniformities in the wafer.
A TOF scan was also conducted to determine local changes in the cell response time and the experimental
results were ﬁtted against the diﬀusion model. The model (to a ﬁrst approximation) determined that the diﬀusion
coeﬃcient associated with the emitter layer was 3.96 cm2s−1, which is lower than previously recorded values in
InGaAsP
(∼ 6.26 cm2s−1). The SRH carrier recombination lifetime was also found to be 5µs, which is in good
agreement with the temperature-dependent illumination study. Lastly, simulations were conducted to determine
the optimum top contact geometry, based on the diﬀusion coeﬃcient and SRH carrier recombination rate obtained
from the experiments. It was found that having contacts spaced closer together improved performance under high
illumination, while having them spaced further apart improved performance under low illumination. A graded
contact geometry that takes advantage of the symmetry and equipotential lines of a Gaussian laser beam would
therefore lead to an optimum device performance in terms of the lateral transport of photo-generated carriers in
the top emitter layer.
The work carried out in this project has demonstrated the feasibility of using PVs to eﬃciently convert mono-
chromatic radiation at 1550 nm into electrical energy for laser power transmission applications. It was shown that,
while these devices demonstrated high eﬃciencies, it is limited primarily by non-radiative carrier recombination in
the bulk and resistive eﬀects in the emitter layer due to non-uniform illumination. This therefore points towards
various future design considerations, which are discussed below.
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Future Work
Future work in this area would mainly look at optimising the design of the LPC to enhance the eﬃciency, based on
the ﬁndings discussed in this thesis. This includes increasing the thickness and doping level of the emitter layer in
order to improve lateral current ﬂow and reduce the eﬀects of sheet resistance and non-uniform illumination. One
may also consider reversing the polarity, such that the electrons (which have a much higher mobility) are laterally
ﬂowing to the top contacts. The next generation cells should also implement a DBR photon-recycling structure in
order to reduce the thickness of the absorber layer, and hence reduce the growth-induced defect density. Quantum
well structures should also be explored for better control over the absorption under monochromatic illumination.
Additionally, other material systems should be explored, such as InGaAs/InP and InAlGaAs/InP for better material
quality. Passivation techniques should also be explored to reduce surface recombination at the edges. One such
method includes the controlled diﬀusion of the dopants during the growth process, such that the active region of
the junction does not reach the edges of the device.
Optimisation of the top contact geometry would also be necessary in order to reduce the eﬀects of non-uniform
illumination from the Gaussian beam. From the work carried out in Chapter 6, it was determined that having a
ﬁnger spacing that changes with the illumination intensity is the optimum design. That is, a small ﬁnger spacing at
the centre of the beam where the intensity is high, and a large ﬁnger spacing at the outer edges where the intensity
is low.
Additionally one could explore beam-shaping optics that could be placed in front of the receiver, and transforms
the Gaussian beam proﬁle into a top-hat proﬁle. This could potentially remove the problem associated with non-
uniform illumination and is achieved using a Powell lens, which has been shown to be eﬃcient with low distortion.
However, they are dependent on the beam size and angle of incidence. The diagram below shows the Powell lens
and the conversion of the Gaussian proﬁle into a top-hat proﬁle.
Figure 7.1: Diagram showing the Powell lens and the transformation of a Gaussian beam proﬁle into a top-hat
proﬁle.*
Future work would also focus on scaling up this technology to develop a laser power converter array, in order to
produce suﬃcient power to operate larger consumers of electrical power (such as a UAV). In an array, a number of
individual LPC cells would be connected together in a combination of series and parallel conﬁgurations depending
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on the current and voltage requirements for the application. Note that the voltage adds up for series connected
cells, while current adds up for parallel connected cells. However, the development of the array becomes challenging
when the incident beam is non-uniform. The problem is much the same as a conventional solar panel when it is
partially shaded by cloud-cover, for example.
In a group of series connected cells, if one produces less power than the other cells then the extra current is used
to reverse bias the lower performing cell. The total current is then limited to the lower performing cell and since
it is consuming some power, it can lead to hot spot heating and potential damage. Likewise, if a cell in a parallel
connection produces less power, then the other cells will try to charge it. This is much the same as having voltage
sources (batteries) connected in parallel with diﬀerent voltage ratings. The overall output voltage is the average of
all the voltage sources connected in parallel and leads to a power loss.
The problem can be somewhat resolved by using blocking a bypass diodes to eﬀectively isolate the lower perform-
ing cells. However, for laser power converter arrays we can simply take advantage of the symmetry and equipotential
lines associated with the Gaussian beam proﬁle. We can also take advantage of the fact that over a large range of
intensities, the cell voltage will have minimal change. In essence, the cells receiving the same (integrated) optical
power would be connected in series and would then be connected in parallel to those receiving diﬀerent (integrated)
optical power. Note that the same number of cells would have to be connected in series in order to match the
voltage. The diagram below summarises the points discussed and illustrates the best array circuit conﬁguration in
order to match the current and voltage output. Note that this requires the beam to be precisely aligned.
The development of a laser power array based on this design is currently underway in a contracted project with
Airbus. The array aims to deliver 10− 15 W of power to an electrical system and includes data cells on each side,
allowing for simultaneous power and data transmission. The data cells can also be used to help track the laser
beam on a moving target.
Figure 7.2: Diagram illustrating the LPC array. Left: A LPC array illuminated with a Gaussian laser beam.
Middle: A colour coded diagram indicating the integrated power across each cell. Right: The corresponding circuit
conﬁguration where the cells receiving the same integrated power are connected in series.
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