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Abstract
In this paper we provide an arc-path formulation for the problem of locating and sizing wavelength division
multiplexing (WDM) and optical cross-connect (OXC) equipment in a  ber optic network. The problem is
heuristically solved by limiting the number of paths for each demand and applying CPLEX to the resulting
formulation. The results obtained are then compared to those given by a metaheuristic method previously
developed for this problem. A set of real and randomly generated instances with di erent characteristics asso-
ciated with actual telecommunication networks are used to assess the performance of both solution approaches.
Scope and purpose
The problem that we address in this paper deals with the e ective utilization of new technology designed
to increase the capacity of a  ber optic telecommunication network. The problem arises when the demand for
bandwidth in a  ber optic network exceeds the current capacity. The new technology, wavelength division
multiplexing (WDM), can expand the capacity of a  ber optic network without requiring additional  ber. The
decision problem is to  nd the most cost-e ective combination of WDM equipment and  ber that increases
the capacity of the network to a point where all the expected demand can be handled. The purpose of our
paper is to introduce a new mathematical formulation for this combinatorial optimization problem that we
use in two di erent ways: (1)  nding heuristic solutions to the problem and (2) assessing the quality of
the solutions found with a metaheuristic procedure. We test our approach with real data from metro area
and long haul networks. The computational tests show that the proposed metaheuristic is capable of  nding
near-optimal solutions to this di cult problem.
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1. Introduction
The problem that we address in this paper results from the need to expand capacity of telecommu-
nication networks built with  ber optic technology. A set of forecasted demands triggers the planning
of expanding capacity of a  ber optics network that is not capable of handling the estimated future
demands. Traditionally, the solution to this problem consisted of determining where and how much
 ber to add to the network. However, recent technology, such as wavelength division multiplexing
(WDM) and optical cross-connect (OXC) equipment, gives telecommunication companies the option
of expanding capacity without necessarily laying additional  ber. Hence, when considering these
new technologies, the problem is to decide whether to add  ber or WDM and OXC equipment to
expand the capacity of the current network.
WDM is the transmission of multiple laser signals at di erent wavelengths (colors) in the same
direction, at the same time and over the same strand of  ber [1]. WDM with more than eight
frequencies, called dense wavelength division multiplexing (DWDM) creates multiple bi-directional
‘virtual  bers’ per physical  ber. DWDM solves the bandwidth bottleneck resulting from growth in
data tra c, because it is an emerging technology that increases transportation capacity while pre-
serving optical  ber equipments previously installed. Hence, DWDM provides carriers the  exibility
and scalability they need to deploy capacity when and where it is needed.
DWDM systems are equipped with ampli ers that allow transmission in one channel. However,
most of the capacity cost is related to the channel cards. Channel cards are added as needed and
their cost is charged to the design accordingly. This means that a system capable of handling up
to 96 channels can be installed where only eight channels are active, and the design would only
consider the cost of equipping the eight active channels. To use WDM technology, one multiplexer
must be placed at each endpoint of the  ber link. For each wavelength, or channel in use, a card
must be also placed at each endpoint of a network link. Each WDM channel is bi-directional and
has the same capacity as a pair of  bers.
Ampli cation is the process restoring the optical signal to its original optical power and with-
out distortion after the signal has lost power when passing through a strand of  ber. This pro-
cess is particularly important in DWDM environments, where the same strand of  ber is used to
send multiple laser signals at di erent wavelengths. Most ampli ers do not have electronic ele-
ments, that is, they are completely optical. Consequently, they do not require the classical electrical–
optical and optical–electrical conversions, thereby avoiding the associated need for additional band-
width.
WDM/DWDM technology can greatly reduce the cost of adding capacity in long-haul carrier net-
works. This technology is without a doubt useful, as it would cost a large amount of money to lay
new  ber to meet constantly increasing demand. The  rst systems in the market were optimized
for long-haul inter-exchange applications. Competitive inter-exchange carriers, such as Qwest and
IXC Communications, have already created new markets for optical capacity by leasing speci c
wavelengths to other carriers. The WDM/DWDM equipment deployed in North America has already
helped to relieve long-haul network congestion experienced in 1997 and 1998 as Internet and data
tra c put unprecedented demands on the existing capacity. Perhaps more importantly, WDM is en-
abling a new “optical layer” of telecommunication networks, in which tra c  ows can be aggregated
and routed more e ciently (by suitable wavelength grooming) and restored quickly and reliably after
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While long-haul carriers understood the economic advantages of DWDM since the inception of
this technology, local access companies did not immediately perceive an advantage of deploying
WDM/DWDM systems when compared to adding more  ber. Recently, however, some local access
companies are starting to investigate the use of WDM/DWDM systems as an attractive alternative
for adding  ber to metro optical networks. The local network is challenging for carriers because of
the rapid growth in demand and changes in tra c patterns. The consequence of this is that access
networks must support many di erent service interfaces and at the same time, it must be scalable,
reliable and able to allocate bandwidth on demand. The metropolitan intero ce network is not
less dynamic than the access network, because the changes in the access network directly impact the
intero ce network. Therefore, rapid response to changes in the access network is critical issue for the
telecommunications industry. Another factor that makes WDM/DWDM technology attractive is that
vendors have been able to reduce costs to a point where its application in short-haul (metropolitan
area and local access) networks is cost-e ective.
Before describing the optimization problem and presenting the corresponding mathematical for-
mulation, we provide a brief description of the main components of the WDM/DWDM technology.
OXCs are small space-division switches without waveband selectivity that can switch an optical sig-
nal from one wavelength to another on multi- ber WDM/DWDM systems or on a single  ber. They
route the signals on each input port to one or more selected output ports. Providers o er several
OXC sizes, such as 16×16 (i.e., 16 incoming wavelengths that can be fully switched among 16
outgoing wavelengths) and up to 64×64 or more, with 512×512; 1024×1024 and even larger
sizes contemplated for future product o erings.
Each WDM/DWDM system must originate and terminate at an OXC or digital cross-connect
signal (DCS) port. Also, an OXC or DCS port is needed to add or drop tra c at the origin and
destination of each demand carried by the network. The OXC and DCS ports are bi-directional. The
installed base of DCS machines generally lacks OC-48 ports, so that each DCS OC-48 port may
physically consist of 48 DS3 ports. Since we will be modeling at the OC-48 level, we can consider
OXC and DCS equipment to be functionally equivalent.
Optical signals originate and terminate at network nodes, which are typically synchronous optical
network (SONET) [1] ring nodes carrying tra c expressed in OC-48 units. (OC-3 and OC-12 rings
have been used in the past and OC-192 rings will be used in the future.) The problem formulation
developed in this paper is also valid when rings with capacities di erent from OC-48 are part of
network design. This is achieved by simply expressing the demand in the appropriate units.
When demand is carried in OC-48 units, WDM transports can be directly linked with an OXC,
without the need for additional equipment. However, when there is a need to divide an OC-48 into
48 DS3, then the output of a WDM transport is passed through multiplexers to separate an OC-48
into 48 DS3 signals before going into a DCS. The opposite processes is performed to consolidate
48 DS3 signals into a single OC-48 before handing the demand to a WDM transport at the output
side of the DCS. Alternatively, the multiplexers can be used to drop some demand in DS3 units
from an OXC that connects two WDM transports.
Formal mathematical modeling and optimization techniques can reduce the costs of deploying
WDM systems and hence speed the introduction of new optical capacity and services in both short-
and long-haul  ber networks. Section 2 describes the capacity expansion problem using WDM sys-
tems. Section 3 formulates the problem as a mixed integer program. Section 4 brie y describes
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summarizes a comparative analysis between the metaheuristic and the solutions obtained by solving
the mixed integer programming problems with Cplex.
2. Problem description
As indicated above, WDM/DWDM technology and its related equipment have several advantages
when considering the increase of capacity of an existing SONET  ber network. We highlight these
advantages in our problem description. In order to increase the capacity of a network at a minimum
cost, it is necessary to decide:
1. Where to place WDM and OXC systems; and
2. How to route the tra c within the resulting network.
We assume that a network design exists and that our problem consists of adding capacity to the
current network in order to carry a set of demands while satisfying technology constraints. In this
paper we do not tackle the problem of restoring the network after a link failure. However, since
the restoration problem can also be treated as a provisioning and routing problem, the proposed
formulation for the service network is essentially the same for the restoration network, which is
typically solved after the service network has been con gured.
The optimization problem deals with a set of demands that the existing optical network is incapable
of absorbing. Associated with each demand is an origin node s, a destination node t, and a bandwidth
requirement d, expressed in OC-48 units. Optical  ber joining pairs of nodes is used to route demands
through the network. Each demand can be routed either entirely on one or more bare  bers, over
one or more channels of a WDM system or it can be switched from a WDM to another through
OXCs. The goal of the network planner is to minimize the total cost, that is, the cost of additional
 ber, WDM systems and OXC equipment.
In our context, the physical network design (i.e., the set of exiting links) is given, which limits
where additional optical  bers and WDM systems can be placed. The notion of a segment is used
to represent a direct connection between an origin and a destination using glass-through nodes.
Glass-through nodes for a segment do not use OXC systems and therefore tra c cannot be added or
dropped between the origin and the destination. Each OC-48 unit uses two bare  bers or a channel
of a WDM system. For convenience, we refer to the capacity required for an OC-48 unit as a
channel, regardless of whether a pair of  bers or a channel of a WDM system is actually used. All
links within a segment must be capable of carrying the same amount of tra c in order to satisfy
the demand from its origin to its destination. In an optimal network design, each segment follows a
least-cost path (with respect to  ber cost) from origin to destination. Since the shortest path from any
node to any other is treated as a potential segment, the network of segments results in a complete
graph, which is intractable in most practical cases. Therefore, as done in [3], we generate a subset
of promising segments to be included in our problem formulation.
Once an OXC is reached, wavelengths and  bers can be rearranged. Therefore, the capacity
constraints on each segment are simply that enough  ber and WDM equipment must be available
on the segment to handle the number of OC-48 units assigned to it. Each individual link must have
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Kennington et al. [4] formulate and solve a similar problem. In their work, however, they do
not consider OXC equipment or glass-through nodes, and therefore they do not use the concept of
segments.
3. Problem formulation
In this section, we present a mixed integer programming (MIP) formulation of the provision-
ing problem. We use an arc-path model that determines the equipment required to route a set of
point-to-point demands through the network. The proposed formulation has signi cantly less integer
variables than the segment-based formulation presented in [5] and modi ed in [3]. The segment-base
formulation in those articles was mainly used as a mathematical de nition of the problem instead
of a mechanism for solving it. The formulation in those articles uses a node-arc representation for
which three tra c variables are needed to handle each demand–segment pair. These three variables,
respectively, specify the amount of the demand routed on a given segment, the amount routed in the
forward direction and the amount routed in the reverse direction. In contrast, the arc-path formula-
tion presented in this paper contains only one tra c variable for each demand–path pair, where the
maximum number of paths typically used is signi cantly smaller than the number of segments on
the network. The formulation presented here is intended for  nding optimal or near-optimal solutions
to the capacity expansion problem on hand. Our formulation uses the following de nitions.
3.1. Data
The network topology is represented as a graph G =( N;E), where N denotes the set of nodes
and E ⊆ N × N denotes the set of segments. Therefore, in our formulation, links and segments are
equivalent in that they represent a direct connection between two points. The cost of using an indi-
vidual link or a segment is correctly computed in the objective function. For each n∈N; An denotes
the set of segments adjacent to node n. The origin/destination node pairs {s;t}∈N corresponding to
the point-to-point demands are given by D ⊆ N ×N. For each (s;t)∈D; dst denotes the bandwidth
requirements in OC-48 units and Pst denotes the set of possible paths from s to t that can be used to
route this demand. Since the set of paths used for each demand may not consist of all the possible
paths from s to t, the formulation described in this section may be used as a heuristic model for
the provisioning and routing problem.
Cost input data
CF
e cost of a  ber on segment e (sum of costs per link along that segment).
CW
e cost of a WDM unit on segment e
CO cost of an OXC unit
Cc channel cost of a WDM unit
Cp port cost of an OXC unit
Capacity data
MW capacity of a WDM unit
MO capacity of an OXC unit466 B. Meli  an et al./Computers & Operations Research31 (2004) 461–472
Existing infrastructure
ge spare WDM channels on segment e
hn spare OXC ports at node n
3.2. Decision variables
xst
p 1 if demand (s;t) is routed on path p and 0 otherwise
fe number of stand-alone (no WDM)  ber pairs on segment e
we number of WDM units on segment e
ve number of channels in the WDM systems installed on segment e
yn number of OXC units installed at node n
un number of ports in the OXC systems installed at node n.
3.3. Objective value
The following objective function minimizes the sum of stand-alone  ber costs ( rst term), WDM
costs (second term) and OXC costs (third term), when only one type of WDM and OXC systems
is used.
Min

e∈E
2C
F
efe +

e∈E
((C
F
e + C
W
e )we + C
cve)+

n∈N
(C
Oyn + C
pun): (1)
3.4. Constraints
There are  ve sets of constraints in this model. The  rst set of constraints, labeled as (2), ensures
demand satisfaction and does not allow splitting demands. Constraint set (3) converts path capacity to
segment capacity and segment capacity into  bers and channels. Constraint set (4) converts segment
capacity to WDM units. The fourth set of constraints, labeled (5), accumulates channels on links to
add the required number of ports to each node. The last set of constraints (6) converts node capacity
to OXC units.

p∈Pst
x
st
p =1 ; ∀(s;t)∈D; (2)

(s;t)∈D
dst

p∈Pst
e∈p
x
st
p 6ve + fe; ∀e∈E; (3)
ve 6M
Wwe + ge; ∀e∈E; (4)

e∈An
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un 6M
Oyn + hn; ∀n∈N: (6)
All other decision variables are nonnegative integer.
4. Metaheuristic solution approach
This section summarizes a metaheuristic procedure developed in [3] that searches for optimal
solutions to the provisioning and routing problem in  ber optics networks with WDM systems. This
solution procedure employs the notion of a base network, which initially consists of the current
network design. A base is a network design that is not capable of handling a set of forecasted
demand requirements. The initial base is the current network design, which may or may not include
WDM components. Since the demands share the existing capacity of the network, the initial base
may yield poor estimates of the incremental cost of routing the forecasted demand. However, as the
process iterates, the base network evolves and the estimated cost of routing a demand becomes more
accurate. An evolved base network includes additional equipment, which has been tentatively added
to the initial base (i.e., the current network). So, when a demand is considered for routing on an
evolved base network, this demand can share the additional capacity with other demand requirements,
making the cost estimates more accurate, due to the decreasing fraction of the capacity that is not
shared for costing purposes. The evolution of the base network is linked to an adaptive memory
mechanism that keeps track of where new equipment is added in the best solutions recorded during
the search. A solution is a network design that is capable of handling all the demand requirements.
The solution approach builds a list of paths for each demand by making use of an e cient
implementation of the k-shortest path algorithm that allows the identi cation of a controlled set of
feasible paths for each demand and that is a variant of the k-shortest path algorithm reported by
Lawler in [6]. The paths for a given demand are found calculating the incremental cost, which is
not proportional to the distance but rather a function of the current installed capacity, of routing the
entire demand in the base network. For example, a possible path would be to add the necessary  ber,
WDM and OXC systems to create a segment from the origin to the destination of a given demand.
Other paths are created using alternative ways of carrying the demand from origin to destination,
which would most likely imply adding WDMs and OXCs to some links and nodes.
Four basic elements are common to heuristic search procedures, regardless of the speci c method-
ology applied or strategic design choices: (1) a solution representation, (2) an objective, (3) an
evaluation function, and (4) a move mechanism. The speci cations for the search procedure are:
Solution representation: The construction of a solution starts with the selection of a path for each
demand requirement. Once each demand is assigned to a path, the cost of the resulting design is
calculated. The cost is associated with the equipment that is required to satisfy the demands using
the chosen paths. A solution is fully determined by a data structure that stores the path assignments
and the equipment required in each element of the original network.
Objective: The goal of the capacity expansion problem on hand is to minimize the sum of addi-
tional  ber cost, WDM equipment cost and its terminal equipment (OXC units) cost, subject to the
appropriate technology constraints.
Evaluation: Once each demand has been assigned to a path in its list of potential paths, the evaluation
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that route the demands through the assigned paths. The increased capacity is then translated into
cost of installing additional  ber and adding WDMs and OXCs.
Move mechanism: Every solution has a neighborhood, which consists of all the feasible solutions
that are reached by changing a demand from one path to another.
The overall solution strategy consists of an adaptive metaheuristic method that combines ideas from
scatter search [7], multi-start [8], and tabu search [9]. The procedure starts with the generation of a
set of promising segments using the shortest path algorithm (with distances as weights). Segments
corresponding to any existing WDM systems are also included in the promising set. The procedure
uses these segments to execute the k-shortest path algorithm for each demand (with incremental costs
from a base network as weights). After the execution of this step each demand has a set of paths
that are used as the basis for building solutions. Given the network of segments, the spare capacity
on the segments and nodes is determined. Obtaining spare capacities allows the procedure to assess
incremental costs of routing demands in each segment. A detailed description of the procedure can
be found in [3], however, we provide some insights here for completeness.
The solution method makes use of a reference set, which is a repository of good solutions. The
initial set is populated using a constructive procedure that attempts to assign demands to paths in
order to e ciently utilize the spare capacity in the original base network. The rationale behind this
initialization is that spare capacity for channels in the  nal network design should be zero except for
channels on WDM systems covering a segment without slack. The strategy acknowledges that spare
capacity in the original network simply accounts for existing network infrastructure. The reference
set is updated as the process iterates. The notion of a reference set is the same as the one used in
the scatter search methodology [7].
The current solution, which at the beginning of the search is the best solution in the reference set,
is used as the starting point for the application of a local search procedure. If reassigning a demand
from one path to another leads to an improving move, the move is executed and the current solution
is modi ed accordingly. If the new solution is better than the worst in the current reference set,
then the reference set is updated. The updating consists of replacing the worst solutions currently
in the reference set with the new trial solution. The process continues until a demand is found for
which a reassignment of paths leads to an improving move. If all the demands are examined and
no improving move is found, the local search is abandoned. Once the local search is abandoned,
the procedure compares the current reference set with the reference set before the last time the local
search was executed. If the reference set does not change after the last execution of the local search,
the set is rebuilt.
Before the rebuilding of the reference set, the original base is evolved employing relevant historical
information such as the number of times a segment appears in the paths assigned to the demands in
the current reference set. Other information consists of the number of channels used in each segment.
The historical information is used to decide where to add equipment to the current base.
For each demand, the k-shortest paths are again calculated by using the incremental costs of
routing the entire demands through the new base network. This step updates the list of best can-
didate paths according to the current base network. The new paths take advantage of the addi-
tional channels included in the evolved base network that can be used without increasing the total
cost of the design. The local search now starts from an initial solution constructed to best uti-
lize the spare resources in the new base. The procedure terminates after a pre-speci ed number of
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5. Computational results
The goal of our experimental testing is to compare the solutions obtained by solving the capacity
expansion problem on WDM networks with the metaheuristic approach and the formulation presented
in Section 3. Even if the MIP model in Section 3 is solved to optimality, the solution is not
guaranteed to be optimal for the original problem because the model includes only a subset of all
possible segments and a subset of all possible paths that can be found with the given segments.
The metaheuristic was previously tested in [3] on a set of instances based on real-world data shared
by Dr. Leonard Lu of AT& T Labs. The test consisted of comparing the scatter search implementation
developed in [3] with a permutation-based procedure similar to one proposed in [5]. In this paper,
the set of instances are both real and randomly generated. The arti cial instances use the same
number of nodes as in the networks of the real instances but the demands and the exiting equipment
are randomly generated. The intent in generating random instances is to analyze the performance of
both methods on instances with various characteristics. We consider four di erent numbers of nodes
and for each we generate networks with di erent densities according to the number of segments.
Then, for each network, several sets of uniform and clustered sets of demands are randomly created.
Uniform demands are generated by randomly selecting an origin and a destination, where each pair
has the same probability of being selected. Clustered demands are generated selecting a subset of
nodes as “high tra c” locations and then generating a demand pattern that clusters around those
nodes. For each set of instances, we show the number of nodes |N|, segments |E|, and demands
|D|. For both the metaheuristic method and the mathematical model we have considered the same
number of paths for each demand pair to make the results comparable. In addition, demands are not
split in both cases.
The metaheuristic was implemented in C and compiled with Microsoft Visual C++ 6.0. The
MIP formulation was solved with Cplex 7.5. All experiments were performed on a PC (with one
processor at 1:0 GHz and 256 Mbytes of RAM).
Table 1 summarizes the computational results for three networks with 11 nodes. The  rst network
is 30% dense, that is, it consists of 30% of the links in the completely dense network. The second
and third networks are 50% and 76% dense, respectively. For each network we have created four
random sets of demands to simulate possible situations on a telecommunications network. The  rst
set of demands, which consists of 54 demands, consists of uniformly distributed requirements. The
other three sets of demands are generated in clusters, where either only a few nodes generate demand
requirements or there are a few “high tra c” nodes with demands to other nodes in the network.
The instance consisting of 11 nodes, 42 segments and 18 demands corresponds to a real instance.
Table 2 shows the results for three networks with 12 nodes. These networks are 30%, 50%, and
70% dense, respectively. For each network we have also created four random sets of demands.
The set with 66 demands consists of uniformly distributed requirements. The other three sets have
clustered demands. The instance consisting of 12 nodes, 17 segments and 19 demands corresponds
to a real instance.
Columns 2, 3, and 4, contain the number of nodes, number of segments, and number of demands
in each instance. Columns 5 and 6 in Tables 1 and 2 show the total costs and the CPU time (in
seconds) corresponding to the metaheuristic procedure and Cplex, respectively. All instances in these
two tables were solved employing a set of 10 paths for each demand. The results obtained with
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Table 1
Experiments with 11-node networks
Set name |N|| E|| D| Metaheuristic Cplex
CM−CC
CC
Cost Time Cost Time (%)
MetroD 11 16 54 14.12 2.01 14.03 1.25 0.64
10 4.09 0.13 4.09 0.22 0
20 4.38 0.3 4.38 0.21 0
30 8.42 0.19 8.42 0.18 0
27 54 11.22 10.76 11.16 2.87 0.53
10 2.75 0.13 2.75 0.13 0
20 4.26 0.25 4.26 0.29 0
30 6.46 0.44 6.46 0.27 0
42 48 7.11 4.65 7.08 0.51 0.42
54 8.49 1.05 8.41 0.41 0.95
10 1.96 0.04 1.96 0.11 0
20 3.08 16.16 3.08 0.13 0
30 5.38 0.05 5.38 0.19 0
Table 2
Experiments with 12-node networks
Set name |N|| E|| D| Metaheuristic Cplex
CM−CC
CC
Cost Time Cost Time (%)
Extant0D 12 17 19 6.26 0.36 6.26 0.71 0
66 12.14 26.51 11.83 7.38 2.62
15 3.69 0.14 3.69 0.15 0
21 6.21 0.39 6.21 0.63 0
44 14.36 7.32 14.36 10.70 0
33 66 11.83 109.82 11.83 225.32 0
15 3.69 0.43 3.69 1.41 0
21 7.32 3.45 7.32 10.94 0
44 14.23 38.17 13.94 81.16 2.08
46 66 11.77 152.12 11.77 224.90 0
15 3.69 0.22 3.69 0.83 0
21 7.33 5.79 7.33 25.80 0
44 13.95 58.16 13.95 467.72 0
in both tables shows the deviation between the Cplex solution and the metaheuristic solution. In the
worst case, the deviation is no greater than 0.95% in Table 1 and 2.62% in Table 2. For almost
every instance in Tables 1 and 2, the proposed metaheuristic procedure is able to reach the same
solution obtained with Cplex. Computational times generally favor Cplex in these relatively small
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Table 3
Experiments with 17-node networks
Set name |N|| E|| D| Metaheuristic Cplex
CM−CC
CC
Cost Time Cost Time Gap (%) (%)
Ex2D 17 26 79 176.96 185.10 180.08 — 3.14 —
135 172.94 65.18 173.04 — 1.97 —
36 81.84 0.95 81.84 13.42 — 0
27 23.22 2.14 23.22 5.99 — 0
81 97.37 97.63 96.81 296.16 — 0.57
68 68 66.81 42.12 69.35 — 1.41 —
36 68.10 11.69 67.79 292.93 — 0.45
27 24.43 13.47 24.43 12.26 — 0
81 82.65 233.56 82.74 — 1.27 —
Table 4
Experiments with 50-node networks
Set name |N|| E|| D| Metaheuristic Cplex
CM−CC
CC
Cost Time Cost Time Gap (%) (%)
National 50 63 112 42.88 230.70 42.88 262.41 — 0
268 110.34 558.17 111.36 — 4.94 —
91 59.13 138.08 59.43 . 1.65 —
46 37.36 50.80 36. 85 257.54 — 1.38
66 51.09 112.76 49.73 1467.1 — 2.73
Table 3 shows the results obtained for two networks with 17 nodes. These networks are 19%
and 50% dense, respectively. As in the case of Tables 1 and 2, four sets of demands are randomly
generated for each network to provide both uniformly distributed and clustered sets of demand
requirements. These instances were solved using a maximum of 6 paths for both the metaheuristic
procedure and the MIP formulation. The instance consisting of 17 nodes, 26 links, and 79 demands
corresponds to a real instance. Table 4 displays the computational results obtained for a network
with 50 nodes and 63 links for which four sets of demands have also been created. The instance
consisting of 112 demands corresponds to a real instance.
In Tables 3 and 4, columns 5 and 6 summarize costs and running times for the metaheuristic.
Under the heading Cplex we have reported the total cost obtained by solving our MIP formulation
and either the total solution time or the optimality gap, if Cplex cannot  nd an optimal solution
after 2 h of execution. Last column in both tables shows the deviation between Cplex solution and
the metaheuristic solution. In the worst case, the deviation is no greater than 0.57% in Table 3 and
2.73% in Table 4 when Cplex is able to  nd and con rm the optimal solution. When Cplex fails
to complete the branch and bound optimization, the upper bound solutions found are in all cases
inferior to the solutions found with the metaheuristic procedure.472 B. Meli  an et al./Computers & Operations Research31 (2004) 461–472
Speci cally, in Table 3, Cplex  nds the optimal solution of the heuristic MIP model in  ve
instances. For the other four instances, the execution of Cplex was stopped after 2 h, obtaining
inferior solutions than those obtained with the metaheuristic in a shorter time period. A similar
pattern is observed in Table 4, where Cplex fails twice to  nd the optimal solution within the 2 h
limit.
6. Conclusions
This paper presents a heuristic optimization model for the capacity expansion problem in WDM
networks. We have carried out a comparative analysis between the results obtained using a meta-
heuristic procedure for the problem on hand and the results obtained solving a mathematical model
with Cplex. The mathematical model is solved as a relaxation of the original problem because we do
not consider all possible segments or paths between each pair of demand requirements. Our experi-
ments corroborate the e ectiveness of the metaheuristic developed in [3] as the size of the problems
increases. For relatively small problems (i.e., with number of nodes equal to 12 or less), solving the
MIP formulation seems to be a better alternative than running the metaheuristic procedure.
An important consideration for additional research in this area deals with tackling uncertainty.
Clearly, the demands cannot be considered known in an environment such as the telecommunications
industry. The availability of a MIP formulation that can be used to  nd near-optimal solutions to the
capacity expansion problem represents a stepping-stone toward the solution of a stochastic version
of the problem that treats the demands as uncertain.
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