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Introduction
Le Modele Standard de la physique des particules decrit trois des quatre forces
fondamentales s'exercant entre les constituants elementaires de la matiere, les quarks
et les leptons: l'interaction forte, l'interaction faible et l'interaction electromagnetique.
Edie sur une theorie de jauge renormalisable SU(3)  SU(2) U(1), il a ete remar-
quablement teste aupres des grands accelerateurs jusqu'a une energie de l'ordre de
la centaine de Giga electron-volts et represente ainsi une illustration spectaculaire de
la theorie quantique des champs. Malgre ces succes, il reste a tester un aspect cen-
tral de la theorie, le mecanisme de Higgs, responsable de la brisure de la symetrie
electrofaible a l'origine de la masse des bosons W

et Z et donc de la portee nie
des interactions faibles. La recherche du boson de Higgs est l'enjeu le plus important
des recherches experimentales actuelles. Pourtant, me^me si le Higgs est decouvert et
sa masse mesuree, un grand nombre de problemes demeurent encore sans solutions et
obligent les physiciens a constater l'insuÆsance du Modele Standard. La recherche
d'une nouvelle physique au-dela du Modele Standard est motivee par de nombreuses
raisons a la fois experimentales et theoriques que nous allons maintenant passer en
revue.
En 1998, l'experience SuperKamiokande a observe des oscillations de neutrinos at-
mospheriques revelant ainsi le premier signal d'une physique au-dela du Modele Stan-
dard: l'existence d'une masse pour les neutrinos. Dans le Modele Standard, les neu-
trinos ne possedent pas d'etat de chiralite droite (comme le conrmait l'experience
jusqu'a recemment) et pour cette raison sont des particules de masse nulle. Les so-
lutions au probleme de l'origine de la masse des neutrinos necessitent une extension
du Modele Standard (selon le mecanisme considere, de nouveaux champs, scalaires ou
fermioniques, sont requis). En outre, un autre probleme, celui du decit des neutrinos
solaires fait aussi appel a des proprietes non standard des neutrinos; l'interpretation
en termes d'oscillation etant la plus convaincante.
Un second probleme est relie a la masse manquante de l'univers. Il est bien connu
que la courbe de rotation des galaxies (vitesse radiale en fonction de la distance au
coeur de la galaxie) ne peut e^tre expliquee que par la presence dans l'univers d'une
matiere pesante non lumineuse. Les proprietes de cette matiere (non baryonique, non
relativiste) sont contraintes par les modeles cosmologiques et les particules du Modele
Standard ne semblent pas e^tre des candidats viables pour la matiere noire. Une autre
question appartenant elle aussi a la fois aux champs de la physique des particules et de
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la cosmologie est celle de l'asymetrie matiere-antimatiere. Les ingredients necessaires
pour produire une asymetrie baryonique sont a priori reunis dans le Modele Stan-
dard: violation du nombre baryonique (a haute temperature), violation des symetries
discretes C et CP (ou C est la conjugaison de charge et P la parite) auxquels il faut
ajouter une condition de non equilibre thermodynamique. Il n'existe a ce jour aucun
modele de baryogenese satisfaisant les contraintes experimentales du Modele Standard.
Les symetries discretes C, P et CP et surtout leur violation ont joue un grand ro^le
dans la determination de la forme des interactions electrofaibles. Par exemple, on a cru
longtemps que l'invariance des lois de la physique par parite etait aussi fondamentale
que leur invariance par rotation. Ce n'est qu'en 1956 que Lee et Yang ont realise qu'il
n'existait aucune preuve de la conservation de la parite par les interactions faibles.
L'annee suivante, plusieurs experiences qu'ils avaient suggerees demontraient la non
conservation de P. Un autre resultat remarquable est la decouverte de la violation de
CP en 1964 dans l'asymetrie des oscillations entre les mesons neutres K
0
etK
0
. Celle-ci
s'explique par la presence d'une phase dans la matrice de melange des trois familles de
quarks, dite matrice de Cabibbo{Kobayashi{Maskawa (CKM). La violation de CP etait
jusqu'a tres recemment le secteur le moins teste du Modele Standard. Aujourd'hui, un
domaine tres vivant des programmes experimentaux en cours est consacre aux \usines
a mesons B" ainsi qu'aux desintegrations rares des mesons K et devraient fournir de
nouvelles informations prochainement. En fait, il n'y a pas a ce jour de probleme
experimental concernant la violation de CP dans le secteur electrofaible, mais il faut
garder a l'esprit que tous les tests n'ont pas encore ete eectues. Il existe par contre
une inadequation entre les predictions du Modele Standard et les observations dans
le secteur des interactions fortes. Le lagrangien de la chromodynamique quantique
possede en eet une source de violation de CP a travers le terme topologique 
QCD
F
e
F .
D'apres les mesures du moment electrique dipolaire du neutron, 
QCD
< 10
 9
. Le fait
que rien dans le Modele Standard n'explique une valeur aussi peu naturelle est appele
le probleme de \CP fort". Cela nous amene a considerer les problemes plus conceptuels
du Modele Standard.
Le Modele Standard contient dix neuf parametres libres: trois constantes de cou-
plage de jauge, six masses de quarks, quatre parametres de la matrice CKM (trois
angles plus une phase), trois masses de leptons (auxquelles il faut maintenant ajouter
les parametres de masse des neutrinos), la masse du boson electrofaible W, la masse
du Higgs et enn le parametre 
QCD
. Cette proliferation de parametres arbitraires est
peu satisfaisante. En particulier, leur mesure experimentale ne permet pas de com-
prendre les caracteristiques du spectre de masse des fermions. Pourquoi les masses
de fermions sont-elles beaucoup plus faibles que l'echelle de la brisure electrofaible?
Quelle est l'origine de la grande dispersion des valeurs aussi bien entre des familles
dierentes qu'au sein d'une me^me famille? Une autre question est celle de l'unication
des interactions electrofaible et forte. Quarks et leptons partagent des proprietes tres
semblables suggerant qu'ils pourraient appartenir a des representations d'un groupe
de symetrie plus grand (comme SU(5)). Dans ce cas, leurs ressemblances seraient une
consequence de la theorie. Les valeurs des constantes de couplage de jauge mesurees a
l'echelle electrofaible peuvent e^tre extrapolees vers de plus hautes energies a l'aide des
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equations du groupe de renormalisation. Celles-ci indiquent que les trois constantes de
couplage se rapprochent a une echelle de l'ordre de 10
15
GeV mais ne se rencontrent
pas exactement au me^me point.
Enn, le probleme conceptuel grave du Modele Standard, connu sous le nom de
probleme de hierarchie de jauge est celui de la destabilisation du potentiel scalaire par
les corrections radiatives. La masse du Higgs recoit en eet des corrections quadratiques
par rapport au cut o de la theorie necessitant un ajustement n des parametres du
potentiel (ne tuning) peu satisfaisant. La solution la plus elegante a ce probleme est
apportee par la supersymetrie, qui, a chaque degre de liberte fermionique (bosonique)
associe un partenaire supersymetrique bosonique (fermionique). Une consequence
interessante est la disparition des corrections radiatives quadratiques dans les termes
de masse des scalaires. De plus, dans l'extension supersymetrique minimale du Modele
Standard, les couplages de jauge s'unient a une echelle (2{4)  10
16
GeV. La solu-
tion au probleme de hierarchie et la prediction de l'unication des couplages sont des
arguments tres forts en faveur du Modele Standard Supersymetrique Minimal (MSSM).
L'histoire de la physique est dominee par la notion de symetrie, et en particulier,
cette seconde moitie du vingtieme siecle est marquee par le triomphe des theories
invariantes sous les symetries locales. Cela nous amene aujourd'hui a considerer le
Modele Standard comme une theorie eective d'une theorie plus fondamentale (i.e.
plus symetrique) qui devient manifeste a une certaine echelle d'energie. Les extensions
du Modele Standard en termes de theories de champs sont en nombre inni, chacune
abordant un des problemes seulement du Modele Standard. Par exemple, les theories
des champs supersymetriques sont les meilleures candidates pour resoudre le probleme
de hierarchie de jauge. Les theories de Grande Unication resolvent le probleme de
l'unication des couplages. Les theories de Kaluza{Klein expliquent l'origine des
symetries de jauge par l'existence de dimensions supplementaires. Ces dierentes
extensions correspondent a dierents choix de theories quantiques des champs et ne
repondent pas a la plupart des questions: Pourquoi vivons-nous a quatre dimensions?
Pourquoi le groupe de jauge est-il SU(3)  SU(2)  U(1)? Pourquoi y-a-t-il trois
familles? Quelle est l'origine de la hierarchie de masse entre les fermions? Pourquoi

elec
= 1=137? Pourquoi la constante cosmologique est-elle (quasi) nulle? etc. Nombre
de physiciens partagent la conviction que toutes ces questions resteront sans reponse
tant que les extensions du Modele Standard n'aborderont pas le probleme majeur de
la physique des hautes energies: la quantication de la gravite.
Les seules theories quantiques de la gravitation coherentes a ce jour sont les cinq
theories des cordes. Contrairement aux theories des champs, les degres de liberte fon-
damendaux, les cordes, ne sont plus ponctuels mais possedent une extension spatiale.
La description quantique de ces objets est extre^mement contrainte. Ainsi, la dimension
de l'espace-temps (D=10) est une prediction de ces theories, de me^me que l'existence
du graviton, le contenu en champs et les nombres quantiques des particules. De plus, la
theorie ne possede qu'un seul parametre, l'echelle d'energie fondamentale, autrement
dit l'echelle du quantum d'excitation des cordes. Les couplages (de jauge et de Yukawa)
et plus generalement toutes les quantites observables ne sont pas des constantes arbi-
traires mais correspondent a des valeurs moyennes de champs scalaires et peuvent
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e^tre determinees dynamiquement. En resume, les theories des cordes sont les seules
theories orant l'espoir d'une description uniee des interactions gravitationnelles avec
les autres forces fondamentales. Tout l'enjeu de la phenomenologie des particules mo-
derne est donc de faire le lien entre le Modele Standard et les theories eectives de basse
energie des theories de cordes (decrites par des theories des champs). L'obstacle majeur
est probablement notre ignorance de l'echelle fondamentale de la theorie des cordes.
Jusqu'a recemment, cette echelle etait consideree naturellement proche de l'echelle de
la gravitation quantique a quatre dimensions soit l'echelle de Planck M
P
 10
19
GeV.
Cela limitait evidemment toute chance d'observer experimentalement une manifesta-
tion directe de le theorie des cordes. La revolution des dualites survenue il y a quelques
annees a bouleverse cette interpretation et nalement a autorise les physiciens a traiter
cette echelle comme essentiellement un parametre libre.
Pendant ces trois annees de these, je me suis penchee sur dierents aspects phenome-
nologiques utilisant des degres divers de nouvelle physique. Mes premiers travaux, en
collaboration avec James Cline et Guy Moore, ont porte sur l'etude de le transition
de phase electrofaible dans le MSSM, cadre du modele de baryogenese electrofaible.
Cette theorie a pour objectif d'expliquer l'origine de la preponderance de la matiere
sur l'antimatiere. Elle met en jeu une physique riche a l'interface de la physique des
particules et de la cosmologie utilisant a la fois la dynamique de la transition de phase,
des eets de haute temperature ainsi que les proprietes des nouveaux degres de liberte
introduits par la supersymetrie. C'est aussi la seule theorie de baryogenese qui presente
l'avantage d'e^tre testable aupres des accelerateurs actuels. Le resultat principal de ce
travail est d'avoir exclu la possibilite d'une brisure de couleur precedant la transition
de phase electrofaible.
J'ai ensuite reoriente mes recherches an de prendre en compte les avancees recentes
et l'intere^t phenomenologique des theories de cordes de type I faisant suite a la
decouverte des D-branes. Les proprietes de localisation des interactions de jauge par
les D-branes ont en eet motive l'emergence de l'idee d'univers branaire et avec, un cer-
tain nombre de modeles phenomenologiques (ou toy models). Ces modeles ne resultent
pas d'une construction de theories de cordes explicite mais possedent des proprietes
phenomenologiques interessantes. Ainsi, de nouvelles idees sont apparues pour refor-
muler le probleme de hierarchie en termes geometriques et plus generalement pour
exploiter les dimensions supplementaires comme de nouveaux ingredients permettant
de regarder de vieux problemes sous un nouveau jour. Un de ces modeles, le modele
de Randall{Sundrum, propose un mecanisme de localisation de la gravite. En col-
laboration avec Christophe Grojean et James Cline nous avons etudie la cosmologie
de ce modele et montre qu'il etait possible de retrouver a cinq dimensions les lois
de Friedmann de la cosmologie standard decrivant l'evolution de l'univers apres la
nucleosynthese primordiale.
Enn, mes deux derniers articles, avec Steven Abel, reetent une approche dierente.
Il s'agit cette fois-ci de partir d'une construction quadri-dimensionnelle supersymetrique
explicite obtenue par compactication de la theorie de cordes de type I et regarder ses
proprietes phenomenologiques. Nous avons plus precisement etudie la brisure de su-
persymetrie par condensation de jauginos et la stabilisation du potentiel scalaire dans
ces modeles ainsi que les consequences sur le spectre des particules supersymetriques.
Le manuscrit de cette these est organise en trois parties (ne respectant pas l'ordre
chronologique des travaux):
 Le premier chapitre est une entree en matiere progressive dans l'univers de la
physique non standard. La problematique generale de la baryogenese y est ex-
posee et sert de motivation pour aller au-dela du Modele Standard. Nous y
detaillons la dynamique de la transition de phase electrofaible. Ce chapitre est
aussi l'occasion de presenter le Modele Standard Supersymetrique Minimal, en
particulier les termes generiques de brisure douce de la supersymetrie. Enn,
nous y resumons le sujet de la premiere publication.
 Le deuxieme chapitre est consacre a la phenomenologie des theories des cordes.
L'accent est mis sur les theories eectives possedant une supersymetrie a quatre
dimensions. Nous insistons sur l'intere^t de l'etude des termes de brisure douce
exposes dans le premier chapitre et detaillons leur origine dans le contexte des
theories de supergravite spontanement brisees. Le probleme de la brisure de la
supersymetrie et de la stabilisation du dilaton et des champs de modules dans les
theories de cordes eectives est presente. Dans la deuxieme section, nous nous
concentrons sur les theories de type I puis discutons le mecanisme de stabilisation
par condensation de jaugino dans ces modeles. La derniere section de ce chapitre
porte sur les aspects de violation de CP et la structure de saveur des termes de
brisure douce, deux points sensibles pour tester la theorie sous-jacente.
 Le troisieme chapitre se rapporte aux travaux developpes dans les trois publica-
tions II, III et IV. Les dierentes hypotheses concernant la taille des dimensions
supplementaires sont discutees ainsi que lien avec le probleme de hierarchie. Il
presente le modele de Randall{Sundrum et son application a la cosmologie.
Ces trois parties peuvent e^tre quasiment considerees independantes. Le lien entre les
deux premiers chapitres reside dans le ro^le joue par les termes de brisure douce. Dans le
premier chapitre, ces termes sont des parametres arbitraires; seule l'experience permet
de poser des limites sur leurs valeurs. L'objectif du second chapitre est precisement de
discuter la forme de ces termes dans les modeles de supergravite derives des theories
de cordes. Le point commun entre le deuxieme et troisieme chapitre est l'utilisation
des branes et l'etude de leurs consequences phenomenologiques. Enn, le premier et
troisieme chapitre partagent aussi certaines motivations. Les theories de baryogenese
dependent fortement du taux d'expansion de l'univers primordial. Dans les travaux II
et III, il est question justement de determiner les lois d'expansion qui pourraient e^tre
non standard avant l'epoque de la nucleosynthese.
6 . INTRODUCTION
Chapitre 1
Baryogenese: premiers pas au-dela
...
Ce chapitre expose un premier travail realise dans le contexte de la baryogenese electro-
faible. La problematique generale des theories de baryogenese est introduite dans la
premiere section. Nous nous concentrerons ensuite sur la dynamique de la transition de
phase electrofaible, cadre du modele de baryogenese electrofaible. Apres avoir expose
dans la deuxieme section le mecanisme et l'impossibilite de creer dans le Modele Stan-
dard l'asymetrie baryonique observee, nous montrerons comment la transition de phase
est modiee dans l'extension minimale supersymetrique du Modele Standard (section
3).
1.1 Asymetrie baryonique
Notre univers est constitue de maniere evidente presque entierement de matiere et
d'une quantite inme d'antimatiere. Comprendre l'origine de cet exces de matiere est
l'objet des theories de baryogenese. L'histoire de la baryogenese commence en 1967 par
la publication du celebre article d'Andrei Sakharov [1] enoncant que la creation d'une
asymetrie baryonique stable pouvait e^tre realisee dans le cadre conjoint de la physique
des particules et de la cosmologie sous reserve de satisfaire trois fameuses conditions:
 la loi de conservation de la charge baryonique doit e^tre brisee.
 Les symetries discretes C et CP doivent e^tre violees.
 L'evolution de l'univers doit passer par une phase de non-equilibre thermody-
namique.
Les premiers modeles de baryogenese [2] sont apparus suite a l'avenement des theories
de Grande Unication (1974) [3] ou la violation du nombre baryonique appara^t na-
turellement. Entretemps, 't Hooft demontra (1976) que la charge baryonique n'est
pas conservee par les interactions electrofaibles en raison de l'anomalie chirale et de
la topologie des theories de Yang{Mills [4]. Il fallut cependant attendre une dizaine
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d'annees [5] pour concevoir que l'asymetrie baryonique de l'univers puisse e^tre d'origine
electrofaible. Avant d'introduire les concepts tres particuliers exploites par les meca-
nismes de baryogenese electrofaible nous allons maintenant passer rapidement en revue
l'evidence observationnelle en faveur d'un univers asymetrique puis commenter les trois
criteres de Sakharov.
1.1.1 Mesure de l'asymetrie baryonique de l'univers
Les seules traces d'antimatiere observee dans l'univers sont sous forme d'antiprotons
presents dans les rayons cosmiques dans une proportion n
p
=n
p
 10
 4
. Cette pro-
portion est cependant compatible avec celle resultant de collisions pp ! 3p + p se
produisant dans le gaz interstellaire de notre galaxie, auquel cas ces antiprotons ne
seraient que des produits secondaires (voir aussi la reference [6] pour l'estimation de la
production secondaire d'autres anti-noyaux comme D et
3
He). Il n'existe donc aucune
preuve de l'existence d'antimatiere primordiale.
Pour estimer l'ampleur de l'asymetrie initiale entre matiere et antimatiere, l'infor-
mation directe dont on dispose est le rapport n
B
=n

entre le nombre de baryons et le
nombre de photons par unite de volume dans l'univers actuel (avec n

= 2(3)T
3
=
2
a la temperature T ). C'est la theorie de la nucleosynthese primordiale qui permet de
determiner ce rapport avec la meilleure precision. Les proportions de D,
3
He,
4
He,
B et
7
Li dependent en eet de ce rapport. Le deuterium est en fait le baryometre le
plus precis; n
B
=n

depend tres sensiblement de son abondance primordiale. Il existe
cependant des incertitudes sur celle-ci. Selon le type de sources observees, deux options
mutuellement exclusives sont a envisager [7]:
\abondance faible" : 2:9:10
 5
<
D
H
< 4:10
 5
! 4:2:10
 10
<
n
B
n

< 6:3:10
 10
\abondance elevee" : 1:10
 4
<
D
H
< 3:10
 4
! 1:2:10
 10
<
n
B
n

< 2:8:10
 10
(1.1)
Toutefois, ce rapport ne represente pas la valeur de l'asymetrie baryonique de l'univers.
Tous les photons ne sont pas issus d'annihilation baryon-antibaryon; certains peuvent
par exemple provenir de chocs entre leptons et antileptons. Connaissant le nom-
bre d'especes de particules presentes dans l'univers primordial on peut remonter au
desequilibre initial entre baryons et antibaryons. On denit alors l'asymetrie bary-
onique par la quantite
 
n
B
s
; s = 1:8g

s
n

(1.2)
ou s est la densite d'entropie reliee a la densite de photons et g

s
compte les degres de
liberte relativistes presents dans le bain thermique a la temperature T . Aujourd'hui
s = 7:04n

, d'ou, selon les deux options (1.1) :
5:9:10
 11
<
n
B
s
< 8:9:10
 11
ou 1:7:10
 11
<
n
B
s
< 3:9:10
 11
(1.3)
A une temperature superieure a la masse des nucleons, T

>
m
N
, les nucleons etaient
relativistes et leurs densites n
N
 n
N
 n

etaient telles que
n
B
n


n
N
 n
N
n
N
 10
 10
.
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Cette valeur demontre que l'univers est asymetrique. Elle est en eet incompatible
avec la valeur obtenue en calculant dans un univers symetrique la densite relique de
nucleons apes annihilation avec les anti-nucleons:
n
N
s
 7:10
 20
.
(1)
Pour clore cette partie, mentionnons les travaux de Cohen et al. [8] ecartant l'alter-
native selon laquelle matiere et antimatiere seraient connees dans des regions separees
de l'univers. L'asymetrie baryonique n
b
=s  10
 10
doit donc e^tre expliquee par les
theories de baryogenese. A moins d'imposer a la main l'existence d'une asymetrie
initiale (en contradiction avec le principe de naturalite), cette asymetrie doit e^tre creee
dynamiquement. Les trois ingredients de la baryogenese on ete enonces par Sakharov
en 1967 [1].
1.1.2 Conditions de Sakharov
 Violation du nombre baryonique :
Cette premiere condition est evidente si l'on suppose que l'univers etait initiale-
ment symetrique. Cependant aucun processus violant le nombre baryonique B
(desintegration du proton ou oscillation n   n) n'a encore ete observe. Ceux-ci
doivent se manifester a haute energie uniquement.
 Violation de C et CP :
C, l'operation de conjugaison de charge et P , la parite, agissent sur les spineurs
de Dirac de la facon suivante:
Sous la transformation C:
 
C
! C 
T
(1.4)
 
y
 
C
!  
T
y
C
y
C 
T
=   
y
 (1.5)
ou C est deni par la condition d'invariance de l'equation de Dirac sous la con-
jugaison de charge:  

= C
T


C
 1
(les 

sont les matrices de Dirac) et verie
C
y
= C
 1
. De me^me, sous la transformation CP :
 
P
! 
0
 (1.6)
 
PC
! 
0
C 
T
(1.7)
 
y
 
PC
!  
T
y
C
y

0

0
C 
T
=   
y
 (1.8)
En supposant qu'initialement l'univers contenait autant de matiere que d'anti-
matiere, son nombre baryonique etait nul, il se trouvait donc dans un etat propre
de C et CP . Si C et CP sont des symetries, l'univers reste dans l'etat B = 0 au
cours de son evolution.
j(t) >= e
iHt
j
0
> si [C;H] = [CP;H] = 0 (1.9)
(1)
Il est aussi facile de verier que la valeur de  n'est pas un pur eet de uctuation statistique:
Sachant que notre galaxie contient  10
12
M

et qu'a la temperature superieure a 1 GeV il y avait
10
79
photons pour 10
79
baryons et antibaryons, la uctuation statistique sur le nombre de baryons
dans notre galaxie est de l'ordre de  10
 39
<< .
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La seule facon de generer B 6= 0 est de violer a la fois C et CP . Dans le modele
standard, la violation de C est maximale et la violation de CP est au moins
observee dans le systeme des mesons K.
 Condition Hors-equilibre.
D'apres le theoreme CPT , particules X et antiparticules X ont me^me masse
et me^me duree de vie. Les distributions de Fermi{Dirac ou Bose{Einstein des
especes X et X a l'equilibre thermodynamique valent (dans un systeme d'unites
ou k
B
= 1):
f
X
(p) =
1
exp[(E
X
(p)  
X
)=T ] 1
(1.10)
f
X
(p) =
1
exp[(E
X
(p)  
X
)=T ] 1
(1.11)
ou E
2
X
= p
2
+m
2
X
CPT
= E
X
. A l'equilibre, les reactions d'annihilation X +X $  + 
donnent 
X
=  
X
. En outre, les interactions violant B sont du type X + X $
:::$  +  d'ou 
X
= 0 et nalement f
X
(p) = f
X
(p): a l'equilibre thermique, aucune
asymetrie ne peut exister. On peut aussi illustrer ce critere d'une autre facon, en
calculant la moyenne thermique de l'operateur B:
hBi
T
= Tr(e
 H=T
B) = Tr((CPT )(CPT )
 1
e
 H=T
B) (1.12)
= Tr(e
 H=T
(CPT )
 1
B(CPT )) =  hBi
T
= 0 (1.13)
ou nous avons utilise le fait que l'hamiltonien H commute avec CPT .
Exemple: baryogenese GUT
Ces trois conditions sont naturellement realisees dans les theories de Grande Unica-
tion. La charge B n'y est pas conservee, la violation de C et CP est deja observee au
niveau des interactions electrofaibles et la condition de non-equilibre est fournie par
l'expansion de l'univers. Cependant ce scenario soure de plusieurs problemes:
 Dans ce modele, l'asymetrie baryonique est produite a tres haute energie (
10
15
GeV) et est generalement diluee par l'ination. Il faudrait alors que la
temperature a laquelle sont produites les particules apres l'ination|temperature
dite de reheating, T
RH
| soit tres elevee, T
RH
 M
GUT
, pour pouvoir produire
des bosons lourds susceptibles de se desintegrer en baryons. Une telle valeur
est exclue par les contraintes sur la densite de gravitini produite a l'epoque du
\reheating".
(2)
(2)
Cette conclusion ne s'applique pas dans les recentes theories de \preheating" [9] ou les oscillations
coherentes de l'inaton modient drastiquement le mode de production des particules apres l'ination
[10].
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 Ce modele s'appuie sur des parametres qui ne peuvent e^tre testes experimentalement.
 B est viole a haute temperature par des eets non perturbatifs qui detruisent
toute asymetrie produite avant la transition de phase electrofaible sauf si B L 6=
0 (ou L est le nombre leptonique) comme nous allons le voir dans la prochaine
section .
Une issue possible pour la baryogenese GUT est de generer B   L 6= 0 (ce qui est
impossible dans SU(5) ouB L est une symetrie) et utiliser le fait que hBi
T
/ hB Li
T
.
Une autre alternative appelee baryogenese via la leptogenese [11] consiste a produire
dans un premier temps une asymetrie leptonique (par la desintegration de neutrinos
par exemple) qui est convertie en asymetrie baryonique par les processus violant B+L
a haute temperature. Il existe en fait de nombreuses variantes de baryogenese (GUT,
Aeck{Dine, electrofaible, ... , pour une revue des dierents mecanismes voir [10, 12{
14]), cependant, la possibilite de generer l'asymetrie baryonique de l'univers a l'echelle
electrofaible est celle ayant suscite le plus d'etudes quantitatives approfondies. Cet
attrait particulier est evidemment lie au fait que le scenario de baryogenese electrofaible
est le moins speculatif de tous. Il necessite une modication minimale du modele
standard (au niveau du secteur scalaire responsable de la brisure electrofaible et de
la source de violation de CP) et presente ainsi l'avantage d'e^tre testable aupres des
grands accelerateurs actuels. Nous allons des a present nous concentrer sur ce modele.
1.2 Baryogenese electrofaible
Dans cette section, nous allons commencer par exposer les mecanismes de violation
du nombre baryonique B dans le Modele Standard. Nous discuterons ensuite l'idee de
base de la baryogenese electrofaible qui repose sur la dynamique de la transition de
phase electrofaible. Enn nous presenterons le calcul du potentiel scalaire eectif qui
permet de determiner l'ordre et la nature de la transition de phase.
1.2.1 Violation du nombre baryonique dans le Modele Stan-
dard
En plus de ses symetries de jauge SU(3)
c
 SU(2)
L
 U(1)
Y
, le Modele Standard
possede un certain nombre de symetries U(1) globales accidentelles. Ces symetries
sont associees a la conservation de la charge baryonique B
B =
N
c
3
Z
d
3
x
X
i
(u
i

0
u
i
+ d
i

0
d
i
); i = 1; :::; N
f
(1.14)
ou N
c
= 3 est le nombre de couleurs et N
f
le nombre de familles, et a la conservation
des charges leptoniques L
i
,
L
i
=
Z
d
3
x(l
i

0
l
i
+ 
i

0
(1  
5
)
i
); i = e; ;  (1.15)
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On notera par la suite L = L
e
+ L

+ L

le courant leptonique total.
Des eets non perturbatifs (instantons) peuvent donner lieu a des processus violant
la combinaison B + L tandis que la combinaison orthogonale B   L reste conservee.
Ces eets resultent de deux elements cles: l'anomalie chirale et la topologie non triviale
du vide de la theorie electrofaible.
L'anomalie B+L
A cause de l'anomalie chirale, ces symetries accidentelles sont brisees au niveau quan-
tique. La divergence des courants baryonique et leptonique total vaut:
@

j

B
= @

j

L
=  N
f

g
2
32
2
W
a

~
W
a
 
g
0
2
32
2
B

~
B


; (1.16)
ou W et B sont respectivement les tenseurs de champs de jauge SU(2)
L
et U(1)
Y
. La
charge B + L n'est donc pas conservee par les uctuations quantiques des champs de
jauge tandis que la combinaison orthogonale B L reste une symetrie des interactions
electrofaibles. Exprimons maintenant la variation de charge baryonique:
B = B(+1)  B( 1) =
Z
+1
 1
dt@
0
Z
dxj
0
(x; t) (1.17)
=
Z
dtdx@

j

= N
f
Z
d
4
x

g
2
32
2
W
~
W  
g
0
2
32
2
B
~
B

(1.18)
L'integrant du membre de droite de l'equation (1.18) pouvant s'ecrire comme une
derivee totale, il est en general ignore apres integration par parties. Cependant, cette
integrale peut e^tre non nulle pour certaines congurations des champs de jauge non
abeliens et donner lieu a des eets observables. Pour comprendre la violation du
nombre baryonique dans le Modele Standard, il faut ajouter a l'anomalie chirale la
topologie non triviale des theories de Yang{Mills [15,16]: ce sont des transitions entre
etats topologiquement distincts du vide du champ de jauge de SU(2)
L
qui creent les
baryons.
Instantons et eet tunnel
Considerons l'action de Yang{Mills dans l'espace euclidien a quatre dimensions.
S
E
=
1
g
2
Z
d
4
xTrF

F

(1.19)
Les instantons sont des congurations qui sont \pures jauge" a l'inni de l'espace
euclidien:
F

! 0 (1.20)
A

!
1
g
U@

U
 1
(1.21)
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Denissons maintenant le courant de Chern{Simons K

tel que
@

K

=
g
2
32
2
TrF
~
F (1.22)
ainsi que la charge topologique [A] de l'instanton:
[A] =  
g
2
32
2
Z
d
4
xTrF
~
F =
Z
d

K

(1.23)
ou l'integrale de surface est eectuee sur la sphere S
3
a l'inni. Dans cette region, le
champ de jauge est donne par (1.21), on montre alors que [15, 16]
[A] = n
CS
[A]
+1
  n
CS
[A]
 1
(1.24)
ou n
CS
est un entier, l'indice de Chern{Simons, caracterisant les dierents etats du
vide. La variation de la charge baryonique devient:
B = N
f
n
CS
(1.25)
ou n
CS
concerne le vide de SU(2)
L
. En eet, la variation de n
CS
est nulle pour
U(1). La transition d'un vide a l'autre s'accompagne ainsi de la creation de baryons.
Le taux de violation du nombre baryonique est donne par le taux de transition entre
vides adjacents (n
CS
= 1). Dans la theorie electrofaible brisee la barriere de potentiel
entre vides adjacents est nie et determinee par l'echelle de brisure [17{19]:
E 
hi

W
 O(TeV) (1.26)
ou hi est le parametre d'ordre i.e. la valeur moyenne dans le vide du champ de
Higgs. La conguration metastable des champs bosoniques au sommet de la barriere est
appelee sphaleron [18]. On peut retrouver la valeur (1.26) grossierement en denissant
la taille caracteristique du sphaleron l  m
 1
W
et en ecrivant:
E 
Z
d
3
xF
ij
F
ij

1
lg
2

hi
g
2
avec (1.27)
F
ij
 @
i
A
j

1
gl
2
et A
j

1
g
U@
j
U
 1

1
gl
(1.28)
La valeur precise de la hauteur de la barriere est couramment ecrite sous la forme:
E
sph
(T ) =
2m
W
(T )

W
C(=g
2
) (1.29)
Dans cette expression, C est une constante d'ordre 1 necessitant une evaluation nu-
merique dependante de la masse du Higgs: 1:5 < C < 2:7 [18{22]. A temperature
nulle, la seule possibilite de passer d'un vide a l'autre est par eet tunnel quantique.
Dans l'approximation semi-classique, la probabilite de penetration de la barriere est
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essentiellement determinee par l'exponentielle de l'action euclidienne de l'instanton
S
E
= 2=
W
[4]:
e
 2S
E
 e
 4=
W
 10
 170
(1.30)
La creation de charge baryonique par eet tunnel est par consequent totalement in-
observable. Par contre, il serait possible de creer des baryons a haute temperature en
passant directement par dessus la barriere [23]. Kuzmin, Rubakov et Shaposhnikov ont
alors suggere en 1985 que ces transitions pouvaient avoir joue un ro^le important dans
l'univers primordial (ou T > 100 GeV) non sans consequence pour la baryogenese [5].
Taux de violation de B a temperature nie
Dans la phase brisee
A temperature elevee (mais inferieure a la temperature critique T
c
au-dela de laque-
lle la symetrie electrofaible est restauree), la probabilite de creation d'une conguration
sphaleron d'energie E
sph
, par l'intermediaire des uctuations thermiques est ponderee
par une exponentielle de Boltzmann [23]:
P  Ae
 E
sph
=T
(1.31)
Le calcul du taux de transition utilise le formalisme developpe par Langer [24] &
Aeck [25] qui consiste a approcher une integrale de chemin par une gaussienne en
developpant les petites uctuations autour de la solution metastable, le sphaleron.
L'energie du sphaleron determine le facteur de Boltzmann tandis que l'integrale sur les
uctuations gaussiennes autour du sphaleron donne le prefacteur A. Le calcul de ce
prefacteur est presente dans la reference [26]. Le taux de transition vaut alors:
 
sp
 2:8 10
5
T
4


W
4

4


E
sp
(T )
CT

7
e
 E
sp
(T )=T
; (1.32)
Dans la phase symetrique
A tres haute temperature, T > T
c
, la symetrie electrofaible est restauree et la
barriere de potentiel dispara^t. Le nombre baryonique peut changer sans suppression
due a l'eet tunnel ou a l'exponentielle de Boltzmann. L'approximation de Langer &
Aeck ne peut plus e^tre appliquee mais une evaluation nave par de simples arguments
dimensionnels permet de trouver la forme de  
sp
dans la phase symetrique [27, 28].
Le taux de violation de B par unite de volume 
3
et de temps t   peut s'ecrire
 
sp
 1=
4
ou  xe l'echelle des correlations spatiales du plasma a haute temperature
et correspond a la longueur de coherence maximale du systeme analogue a une longueur
d'ecrantage donnee par l'inverse de la masse magnetique  g
2
T . D'ou
 
sp
 k(
W
T )
4
(1.33)
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Ce comportement a ete conrme par les simulations sur reseaux et le coeÆcient k
calcule numeriquement (travaux de Ambjorn et al. notamment) [29{33]. On peut
aussi le retrouver en evaluant l'energie du sphaleron pour laquelle l'exponentielle de
Boltzmann n'est plus un facteur de suppression:
E
sp
T
 1 )
l
 1

W

>
T ) l

<
 ou   (
W
T )
 1
(1.34)
Il a ete montre plus tardivement [34{36] que cet argument simple ne reproduit pas
correctement le comportement de  
sp
(pour un etat des lieux recent voir [37, 38]).
Celui-ci doit en fait prendre en compte les excitations \dures" [39,40] d'energie typique
T > g
2
T qui introduisent un facteur 
W
supplementaire tel que
 
sp
 
5
W
T
4
(1.35)
D'apres les simulations sur reseaux [41, 42]
 
sp
 (25:4 2)
5
W
T
4
!
' 
4
W
T
4
(1.36)
La valeur numerique correspondante est en concidence fortuite avec celle proposee ini-
tialement par Ambjorn et al.
Evolution de la charge baryonique a haute temperature
Le taux de transition que nous venons de presenter decrit aussi bien la creation de
baryons que leur destruction. En l'absence de biais, il y a autant de transitions du
type n
CS
= +1 que de transitions n
CS
=  1 et en moyenne, le nombre baryonique
ne varie pas. Cette situation resulte du fait que l'energie potentielle (1.29) n'inclut
que la contribution des bosons de jauge. Puisque les transitions s'accompagnent de la
production ou destruction de baryons, il faut egalement prendre en compte l'energie
libre des fermions, ce qui a pour eet de lever la degenerescence entre les dierents
vides. L'energie des congurations bosoniques devient biaisee en presence de fermions
et favorise alors les uctuations de B dans une direction pouvant entra^ner la creation
d'un nombre baryonique non nul [23]: Si nous introduisons un potentiel chimique 
B+L
pour la charge B + L, la contribution des fermions et anti-fermions a l'energie libre
vaut:
F = T
Z
d
3
k
(2)
3

ln
 
1 + e
 (E
k
 
B+L
)=T

+ (
B+L
!  
B+L
)

: (1.37)
A haute temperature, la densite de charge n
B+L
s'ecrit alors:
n
B+L
 
B+L
T
2
(1.38)
d'ou l'expression de l'energie libre
F  
2
B+L
T
2

n
2
B+L
T
2
(1.39)
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Les transitions augmentant la valeur de n
B+L
sont donc energetiquement defavorables.
Le systeme tend a evoluer vers son etat d'energie minimale i.e. vers hBi = 0. Nous
pouvons maintenant determiner l'equation d'evolution de la charge baryonique a haute
temperature. Soient  
+
et  
 
les taux respectivement augmentant et diminuant la
charge baryonique. Leur rapport est donne par
 
+
 
 
= e
 
ÆF
T
(1.40)
ou ÆF est la dierence d'energie libre entre deux minima consecutifs. Le bilan detaille
de la variation de charge baryonique lors d'une transition entre minima adjacents peut
s'ecrire (en supposant ÆF petit devant T ) [13, 23, 43]:
dn
B+L
dt
= N
f
( 
+
   
 
)   
N
f
T
ÆF
ÆQ
B+L
 
sp
(1.41)
ou nous avons tenu compte du fait qu'il y a creation ou destruction de N
f
baryons lors
de chaque transition.  
sp
est le taux de transition en l'absence de biais (il correspond
a la moyenne de  
+
et   
 
). Or,
ÆF
ÆQ
B+L
= 
B+L

n
B+L
T
2
(1.42)
d'ou
dn
B+L
dt
  
N
f
T
3
n
B+L
 
sp
(1.43)
Cette equation est le point de depart pour tout calcul ulterieur de la production bary-
onique.
Condition de non-equilibre thermodynamique
Les conditions de violation de B sont donc satisfaites par les interactions electrofai-
bles, de me^me pour la violation de C et CP . Il ne manque plus que la condition de non-
equilibre thermodynamique. Celle-ci peut e^tre fournie par l'expansion de l'univers si le
taux d'expansion est superieur au taux caracteristique des processus non perturbatifs
electrofaibles. D'apres (1.43), la relation entre taux de violation de B et taux de
transition sphaleron est de la forme
1
n
B
dn
B
dt

 
sp
T
3
(1.44)
Nous pouvons maintenant comparer le taux de violation de B dans la phase symetrique
avec le taux d'expansion de l'univers H  2
p
g

s
T
2
M
Pl
. Les transitions sphaleron sont
hors-equilibre lorsque

4
W
T < 10
T
2
M
P
) T > 10
12
GeV (1.45)
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Dans l'univers tres primordial, l'expansion de l'univers est donc suÆsamment rapide
pour assurer l'ecart a l'equilibre thermodynamique requis pour la generation d'une
asymetrie baryonique. Par contre, a des temperatures
M
W

W
< T < 10
12
GeV, les
sphalerons deviennent tres eÆcaces et ont pour action de gommer toute asymetrie
qui aurait pu e^tre produite anterieurement; le nombre baryonique evolue alors vers sa
valeur d'equilibre hBi
T
= 0.
Examinons maintenant la situation dans la phase brisee a des temperatures T 
M
W
au moment de la transition electrofaible. Une analyse detaillee [43] montre que
les processus non perturbatifs sont hors-equilibre si la condition [44]
E
sp
T

>
45 (1.46)
est veriee. En utilisant (1.29), cela donne
(T )
T

>
1 (1.47)
A basse temperature, les processus violant B sont donc geles. Puisque tout nombre
baryonique eventuellement produit dans l'univers primordial est gomme par l'action
ulterieure des sphalerons dans la phase symetrique, l'asymetrie baryonique observee
doit e^tre creee lors de la transition de phase electrofaible. Cela est possible si celle-ci
est du premier ordre (dans une transition du second ordre h(T
c
)i = 0 et les proces-
sus violant B sont a l'equilibre thermodynamique). En outre, la transition doit e^tre
\fortement" du premier ordre, c'est a dire que la barriere de potentiel determinee par
le parametre d'ordre |la valeur moyenne du champ de Higgs| doit e^tre suÆsamment
elevee pour empe^cher les transitions sphaleron dans la phase brisee. Dans ce cas, il y a,
a la temperature critique, coexistence d'une phase brisee ou les processus non pertur-
batifs violant B+L sont supprimes et d'une phase symetrique ou la violation de B+L
est tres importante. D'autre part, la brisure spontanee de la symetrie electrofaible est
responsable de la brisure de CP . Les trois conditions de Sakharov sont bien reunies.
L'etape suivante consiste donc a calculer le potentiel eectif du Higgs a temperature
nie et etudier l'ordre de la transition. Avant cela, nous allons exposer l'idee de base
du mecanisme de production baryonique lors d'une transition du premier ordre.
1.2.2 Dynamique de la transition de phase electrofaible
Mecanisme de la production baryonique
Si la transition de phase est du premier ordre, elle se produit par nucleation de bulles
de phase brisee ou h(T )i 6= 0 puis expansion de ces bulles jusqu'a conversion totale
de l'univers dans la phase brisee. A l'exterieur de la bulle, les particules n'ont pas de
masse tandis qu'elles sont massives a l'interieur. La paroi de la bulle se comporte donc
comme une barriere de potentiel sur laquelle diusent les particules. An d'imaginer le
mecanisme, considerons l'interaction d'un quark avec la bulle macroscopique (de sorte
que la courbure soit negligeable a l'echelle L  T
 1
des interactions des particules
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avec le mur). Nous noterons z la direction perpendiculaire a la surface de la bulle en
expansion. L'interaction avec le mur conservant le moment cinetique total perpendic-
ulairement a la surface, un quark incident venant de la region symetrique (et donc non
massif) de chiralite droite est reechi en un quark gauche. Si l'interaction avec le mur
viole CP , cela se traduit par un coeÆcient de reexion/transmission dierent pour les
quarks et antiquarks, de me^me pour les droits et gauches produisant un exces de q
L
par rapport aux q
L
a l'amont de la paroi compense par un exces egal et oppose de q
R
de telle sorte que hBi = 0 a ce stade.
La violation de CP est donc a l'origine d'un mecanisme de separation de charge
[45{50]. Le ux asymetrique compose de quarks gauches reechis en amont du mur
augmente l'energie libre du plasma et alimente ainsi les processus violant B + L actifs
dans cette region (cf equations (1.36)). Les distributions des particules hors equilibre au
voisinage du mur biaisent les processus sphalerons qui tentent de minimiser l'energie
libre en detruisant l'asymetrie et la redistribuant en d'autres especes de quarks et
leptons. Le mur balayant le plasma laisse alors derriere lui une asymetrie qui ne peut
survivre que si l'action des sphalerons est totalement supprimee dans la phase brisee.
h = 0
q
R
qL
Phase brisee
Nbre baryonique conserve
h = 0
Phase symetrique
Nbre baryonique viole
vz
Figure 1.1: Dans les modeles de baryogenese electrofaible, le mecanisme de production
baryonique a lieu dans la region proche de la paroi de la bulle de phase brisee en
expansion.
Equation ma^tresse de la baryogenese electrofaible
Le calcul de l'asymetrie baryonique est loin d'e^tre evident. Nous pouvons neammoins
presenter son principe. La densite de baryons est calculee en integrant sur les densites
de quarks q
L
dans la region symetrique jusqu'a la position a laquelle les processsus
violant le nombre baryonique sont negligeables, en l'occurrence z = 0:
n
B
=
Z
+1
 1
dn
B
dt
dz
v
z
/
 
sp
T
3
Z
0
 1
n
L
(z)dz (1.48)
ou nous avons utilise l'equation (1.43) et suppose la vitesse du mur v
z
constante
(3)
;
Toute la diÆculte consiste a determiner le prol de densite n
L
(z) en amont du mur.
(3)
Les interactions avec le plasma freinent le mur et un regime stationnaire peut s'installer si la
pression des particules du plasma compense exactement la pression du vide.
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Ce calcul demande d'identier les sources principales de violation de CP responsables
de la separation de charge et de resoudre des equations de transport [51{53]. Nous
reviendrons brievement sur ce point a la n de ce chapitre.
L'equation (1.48) resume a elle seule les trois conditions de Sakharov. La violation
du nombre baryonique est contenue dans  
sp
. On comprend maintenant pourquoi
le calcul du taux de violation du nombre baryonique dans la phase symetrique a ete
l'objet d'etudes aussi approfondies : c'est lui qui contro^le la production baryonique. La
violation de CP intervient tres sensiblement dans la determination du prol n
L
(z) qui
requiert la resolution d'equations de diusion au voisinage du mur. Enn, la condition
de non-equilibre se traduit par le terme de vitesse du mur v
z
. Celle-ci a aussi ete
calculee precisement et necessite la resolution d'equations de Boltzmann prenant en
compte les diverses sources de freinage dans le plasma [54].
1.2.3 Potentiel scalaire eectif
L'objectif de cette section est d'etudier la nature de la transition de phase electrofaible
dans le Modele Standard. Nous verrons dans une premiere approche qualitative com-
ment la condition de suppression des processus de violation du nombre baryonique
dans la phase brisee (1.47) s'exprime par une borne superieure sur la masse du boson
de Higgs. Nous presenterons ensuite plus en detail le type de calculs mis en oeuvre
pour determiner precisement le potentiel scalaire a haute temperature.
Transitions de phase du premier et second ordre
La transition de phase est du premier ordre s'il existe une temperature (denissant
la temperature critique T
c
) pour laquelle le potentiel thermodynamique possede deux
minima degeneres. C'est le cas par exemple du potentiel suivant:
V (X) =
X
2
4
(X  X
0
)
2
(1.49)
ou le terme cubique  X
3
X
0
=2 est ici crucial pour generer une barriere de potentiel
separant les deux minima en hXi = 0 et hXi = X
0
.
Dans le Modele Standard le potentiel du Higgs a temperature nulle s'ecrit:
V
arbre
(h; T = 0) =  
2
h
h
2
2
+ 
h
h
4
4
(1.50)
presentant un minimum en hh(T = 0)i = v =  
h
=
p

h
(voir gure (1.2)) et
denissant la masse du Higgs m
2
h
= 2
2
h
v
2
(v = 247 GeV). L'ajout des corrections
de temperature nie a pour eet a l'ordre le plus bas de modier la courbure du po-
tentiel en h = 0:

2
h
! 
2
h
(T ) = 
2
h
  c
h
T
2
(1.51)
Reecrivons le potentiel a temperature nie comme:
V (h; T ) = D(T
2
  T
2
0
)h
2
+ 
h
h
4
4
(1.52)
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µ h λ h
1/2 µ h λ h
1/2
V(h)
h
Figure 1.2: Potentiel de Higgs a temperature nulle
V(h,T)
h
T =
T > T
T = T
T <
0
0
T0
0
Figure 1.3: Potentiel de Higgs a temperature nie: transition de phase du second ordre
ou
D = c
2
h
=2 et DT
2
0
= 
2
h
=2 (1.53)
Dans cette expression, nous avons neglige la tres faible variation de 
h
en fonction de la
temperature. Nous pouvons resumer le comportement du potentiel (1.52) en fonction
de la temperature:
 A T > T
0
, il n'y a qu'un seul extremum, le minimum en hhi = 0. Le terme en
h
2
T
2
est ainsi responsable de la restauration de la symetrie a haute temperature.
Denissons T
0
la temperature critique a laquelle la courbure en h = 0 s'annule.
 A T = T
0
, hhi = 0 demeure l'unique solution.
 A T < T
0
, hhi = 0 devient un maximum. Simultanement, un minimum en
hhi 6= 0 appara^t.
Ce potentiel (voir gure (1.3)) decrit une transition de phase du deuxieme ordre.
Comme nous allons le voir un peu plus loin, a l'ordre suivant dans le developpement de
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haute temperature apparaissent des termes cubiques rendant possible l'existence d'une
transition de phase du premier ordre:
V
1 boucle
(h; T ) = D(T
2
  T
2
0
)h
2
  ETh
3
+
1
4

h
h
4
(1.54)
E est une constante que nous determinerons par la suite. L'evolution de ce potentiel
en fonction de la temperature est representee par la gure (1.4).
 A haute temperature T > T
1
, l'univers demeure dans la phase symetrique hhi = 0.
 T = T
1
correspond a l'existence d'un point d'inexion deni par
T
2
1
=
8DT
2
0
8D   9E
2
(1.55)
hh(T
1
)i =
3ET
1
2
(1.56)
 A T < T
1
, une barriere se developpe entre ce point et le minimum en hhi = 0. Le
point (1.56) donne naissance a un maximum h
 
(T ) et un minimum local h
+
(T ):
h

(T ) =
3ET
2

1
2
q
9E
2
T
2
  8D(T
2
  T
2
0
) (1.57)
 A T
c
, l'origine hhi = 0 et le minimum h
+
(T ) deviennent degeneres i.e. V (0; T
c
) =
V (h
+
; T
c
). On montre alors:
h
+
(T
c
) =
2ET
c

h
(1.58)
 A T
0
< T < T
c
, le minimum en hhi = 0 devient metastable, h
+
(T ) le minimum
global.
 A T = T
0
, la barriere dispara^t, l'origine devient un maximum;
Notons qu'il sera important dans la section 1.3.4 de faire une distinction entre la
temperature T
c
a laquelle l'energie libre de la phase symetrique et celle de la phase brisee
sont egales et la temperature de la transition T
t
. La transition se produit eectivement a
une temperature legerement inferieure lorsque la phase brisee est suÆsamment favorisee
pour que puissent se former par eet tunnel des bulles critiques. Les details de la
transition dependent sensiblement de la forme de la barriere separant le minimum local
du minimum global et donc du terme cubique  ETh
3
. Pour l'instant, nous confondons
T
c
et T
t
, peu eloignees, et exprimons maintenant la condition (1.47) lors de la transition
de phase:
v(T
c
)=T
c

>
1 (1.59)
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T1T > T1
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C
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h
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Figure 1.4: Potentiel de Higgs a temperature nie: transition de phase du premier
ordre
D'apres l'equation (1.58),
v(T
c
)
T
c
=
2Ev
2

h
v
2
=
4Ev
2
m
2
h
(1.60)
d'ou
v(T
c
)
T
c

>
1) m
h

<
2v
p
E (1.61)
La condition de persistance de l'asymetrie baryonique apres la transition de phase
se traduit donc par une borne superieure sur la masse du Higgs. Une connaissance
detaillee du potentiel eectif a haute temperature est requise pour determiner la valeur
du coeÆcient E. De plus, les valeurs precises des temperatures T
c
, T
0
et T
t
ainsi que la
valeur du parametre d'ordre v(T
c
) dependent sensiblement des corrections radiatives
aux ordres superieurs du calcul des perturbations. Nous allons maintenant expliciter
l'origine de l'expression (1.54) pour le potentiel scalaire eectif a haute temperature.
Calcul du potentiel eectif a haute temperature
Le potentiel eectif est une fonction dont la minimisation denit la valeur exacte du vide
dans une theorie quantique des champs (pour son calcul a temperature nie voir [44]).
Dans le Modele Standard a l'ordre d'une boucle il peut s'ecrire
V
e
(h; T ) = V
arbre
+ V
1;T=0
+ V
1;therm
: (1.62)
V
arbre
est donne par l'expression (1.50), V
1;T=0
represente les contributions a temperature
nulle a l'ordre d'une boucle donnees par (potentiel de Coleman{Weinberg)
V
1;T=0
(h) =
1
64
2
X
i
m
4
i
(h)

ln
m
2
i
(h)

2
 
3
2

; (1.63)
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ou la sommation sur i est eectuee sur tous les degres de liberte se couplant au champ
de Higgs. Le signe du haut (bas) concerne les bosons (fermions). Enn, la partie
purement thermique:
V
1;therm
(h; T ) = 
T
(2)
3
X
i
Z
d
3
p ln

1 e
 
p
p
2
+m
2
i
(h)=T

(1.64)
= 
T
4
2
2
X
i
Z
1
0
x
2
dx ln

1 e
 
p
x
2
+m
2
i
(h)=T
2

(1.65)
= 
T
4
2
2
X
i
J
B
F

m
2
i
(h)
T
2

(1.66)
J
B
et J
F
admettent un developpement de haute temperature:
J
B

m
2
T
2

=  

4
45
+

2
12
m
2
T
2
 

6

m
2
T
2

3=2
 
m
4
32T
4
ln
m
2
a
b
T
2
::: (1.67)
J
F

m
2
T
2

=
7
4
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 

2
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m
2
T
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 
m
4
32T
4
ln
m
2
a
f
T
2
::: (1.68)
avec
a
b
= 16
2
exp(
3
2
  2
E
); a
f
= 
2
exp(
3
2
  2
E
) (1.69)

E
= 0:5772 (constante d'Euler{Masccheroni) (1.70)
ln a
b
= 5:4076; ln a
f
= 2:6351 (1.71)
D'apres le troisieme terme du developpement de J
B
(1.67), seuls les bosons
(4)
sont
responsables de l'apparition du terme cubique en h:
 
T
12
X
i=bosons
m
3
i
(h) (1.72)
Dans le Modele Standard, seuls les bosons de jauge W et Z contribuent a cette
somme
(5)
:
X
i=W
T
;Z
T
m
3
i
(h) = 4m
3
W
(h) + 2m
3
Z
(h) = (4m
3
W
+ 2m
3
Z
)
h
3
v
3
(1.73)
ce qui peut s'ecrire sous la forme utilisee en (1.54)
 
T
12
X
i=W
T
;Z
T
m
3
i
(h) =  ETh
3
(1.74)
(4)
En outre, seules les composantes transverses des bosons de jauge contribuent au potentiel eectif,
les composantes longitudinales etant ecrantees par les eets de plasma.
(5)
La contribution du Higgs est en eet negligeable en raison de la faible constante d'auto-couplage.
De plus, les composantes longitudinales des bosons de jauge, qui acquierent une masse thermique,
ne contribuent plus eectivement au terme purement cubique et nalement seules les composantes
transverses des bosons de jauge sont prises en compte.
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avec
E =
2
3
2m
3
W
+m
3
Z
4v
3
 6:3 10
 3
(1.75)
Nous sommes maintenant en mesure de determiner la borne superieure sur la masse
du Higgs
(6)
(1.61):
v(T
c
)
T
c

>
1 ) m
h

<
2v
p
E ) m
h
 47 GeV (1.76)
La limite experimentale etantm
h
 113:5 GeV, la transition de phase electrofaible dans
le Modele Standard n'est que tres faiblement du premier ordre. L'asymetrie baryonique
ne peut e^tre conservee apres la transition. Nous avons ici simplie l'analyse dans un
but pedagogique mais la situation reelle est en fait bien plus defavorable a l'existence
d'une transition du premier ordre dans le Modele Standard. En eet, an d'ameliorer la
convergence du developpement perturbatif a temperature nie, il est en outre important
d'eectuer une resommation de diagrammes d'ordres superieurs appeles diagrammes
daisy [55{57]. Cela revient a remplacer les massesm
2
i
(h) dans le potentiel par les masses
eectives a haute temperature m
2
i
(h; T ) = m
2
i
(h) + c
i
T
2
. Cette resommation a pour
consequence de minimiser l'eet des termes cubiques et donc d'aaiblir la barriere. Au
nal, les calculs precis concluent a l'absence de transition du premier ordre dans le
Modele Standard [58{61]
Validite de l'approche perturbative
Il est temps de verier la validite de l'approche perturbative a proximite de la temperature
de transition. A temperature nie, le parametre de developpement perturbatif est
evalue en calculant ce que cou^te l'addition d'une nouvelle boucle:
  g
2
T
Z
d
3
k
(2)
3
1
(k
2
+m
2
(h))
2

g
2
T
m(h)

gT
h
(1.77)
Or, a la temperature critique h(T
c
)=T
c
 g
3
=. Nous avons donc
 

g
2

m
2
h
m
2
W
(1.78)
Cette analyse semble indiquer que l'approche perturbative est totalement injustiee
pour m
h
> m
W
. Neammoins, l'experience montre que les resultats obtenus par cette
methode (menee jusqu'a l'ordre de deux boucles [62{67]) ne sont pas si mauvais (au
moins qualitativement) compares aux simulations sur reseaux [68,69] ou aux approches
de reduction dimensionnelle [70{74]. Nous allons donc poursuivre cette approche.
(6)
La valeur numerique en (1.76) ne prend pas en compte les corrections radiatives dues au quark
top. Cependant, me^me lorsqu'elles sont prises en compte, cette valeur reste trop faible pour satisfaire
la contrainte v(T
c
)=T
c

>
1.
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1.2.4 De la necessite d'une nouvelle physique
Nous venons de conclure que dans le Modele Standard il n'y a pas de transition du pre-
mier ordre et donc toute asymetrie baryonique produite peut e^tre eacee apres la tran-
sition. La nature de la transition de phase depend crucialement du terme (1.72). Pour
renforcer la barriere de potentiel, il faudrait de nouveaux degres de liberte bosoniques
se couplant fortement avec le champ de Higgs [75] tout en etant legers
(7)
. Comme
nous allons le voir dans la prochaine section, l'extension minimale supersymetrique du
Modele Standard (MSSM) fournit naturellement ce type de candidats. En particulier,
le stop de chiralite droite,
~
t
R
, partenaire supersymetrique du top, peut contribuer con-
siderablement au renforcement de la transition en raison de son couplage eleve avec le
boson de Higgs donne par le couplage de Yukawa du top y
t
[64,76,77]. Navement, on
s'attend a une modication de la mesure de la force de la transition de la forme:
v(T
c
)
T
c
MS

g
3
W

!
v(T
c
)
T
c
MSSM

y
3
t

(1.79)
et par consequent a une modication de la borne superieure sur la masse du Higgs
(1.76).
Parmi les extensions possibles du Modele Standard phenomenologiquement accept-
ables, le Modele Standard Supersymetrique Minimal est le plus motive. Il est donc na-
turel d'etudier plus en details la nature de sa transition de phase electrofaible [76{79].
De plus, de nouvelles sources de violation de CP presentent un intere^t evident pour
generer l'asymetrie baryonique [80]
(8)
.
1.3 Transition de phase electrofaible dans le MSSM
Avant de presenter notre travail, nous allons passer un peu de temps a discuter le
Modele Standard Supersymetrique Minimal, ce qui permettra d'introduire quelques
notions utiles aussi pour le chapitre II, comme les termes de brisure douce de la super-
symetrie.
1.3.1 Le Modele Standard Supersymetrique Minimal
Il existe plusieurs extensions du modele standard possedant N = 1 supersymetrie. La
plus economique consiste a n'introduire que les champs necessaires pour reproduire le
modele standard (N = 0) ce qui demande tout de me^me de doubler le nombre de degres
de liberte: a chaque particule de spin entier (demi-entier) est associee une partenaire
supersymetrique de spin demi-entier (entier) possedant les me^mes nombres quantiques.
Particule et superparticule sont decrits par un me^me superchamp . Ainsi, chaque
(7)
Les particules lourdes decouplent du bain thermique et le developpement de haute temperature
(1.67) n'est plus applicable.
(8)
En plus de l'absence de transition du premier ordre, il existe une deuxieme raison pour laquelle
le Modele Standard ne peut expliquer la charge baryonique de l'univers: l'insuÆsance de la violation
de CP presente dans la matrice de Cabibbo{Kobayashi{Maskawa [81,82].
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fermion chiral du modele standard, quark ou lepton, devient la composante spinorielle
d'un superchamp chiral. La composante scalaire est appelee squark ou slepton.
L! 
L
:


L
e
L

et

~
L
~e
L

(slepton gaucher)
Q! 
Q
:

u
L
d
L

et

~
u
L
~
d
L

(squark gaucher)
e! 
e
:
e
L
et
~e

R
(antislepton droitier)
u! 
u
: u
L
et
~
u

R
(antisquark droitier)
d! 
d
: d
L
et
~
d

R
(antisquark droitier)
(1.80)
ou  
L
 
2
 

R
. L'indice L (ou R) est utilise pour les scalaires bien qu'ils n'aient pas de
spin an de rappeler qu'ils sont les superpartenaires de fermions gauches (ou droits).
Quant aux bosons de jauge du modele standard, ils forment avec les jauginos de
spin 1=2 un superchamp vectoriel. Il y a ainsi 8 gluinos
~
g, un bino
~
B
0
, deux winos
charge
~
W

et un wino neutre
~
W
0
.
Enn, le doublet de Higgs du modele standard appara^t comme la composante
scalaire d'un superchamp chiral contenant un doublet de SU(2) de fermions de Weyl,
les Higgsinos. Ces fermions, qui possedent la me^me hypercharge que le Higgs, generent
des anomalies. Pour pallier a ce probleme, il est necessaire d'ajouter un deuxieme
doublet de Higgsinos d'hypercharge opposee permettant d'annuler ces anomalies. Le
modele N = 1 minimal doit donc contenir deux doublets de Higgs:

H
d
:

H
0
d
H
 
d

et

~
H
0
d
~
H
 
d

(Higgsino) (1.81)

H
u
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
H
+
u
H
0
u

et

~
H
+
u
~
H
0
u

(Higgsino) (1.82)
Les interactions de Yukawa dans le MSSM sont les me^mes que dans le modele
standard et reproduites par le superpotentiel suivant:
W
Y ukawa
= Y
u
ij

i
Q

j
u

H
u
+Y
d
ij

i
Q

j
d

H
d
+Y
l
ij

i
L

j
e

H
d
(1.83)
ou i et j sont des indices de famille. Il y a une dierence importante avec le modele stan-
dard ou un seul doublet de Higgs donne la masse a tous les fermions. La supersymetrie
ne permet pas aux champs complexes conjugues d'appara^tre dans le superpotentiel qui
doit e^tre une fonction holomorphe des superchamps. La conservation de l'hypercharge
interdisant au Higgs de se coupler analytiquement a la fois aux deux composantes du
doublet, sans un deuxieme doublet de Higgs certains quarks et/ou leptons restent sans
masse. L'introduction d'un deuxieme doublet de Higgs est donc necessaire pour d'une
part, la coherence de la theorie (absence d'anomalies) et d'autre part la necessite de
donner une masse a tous les fermions.
Le superpotentiel (1.83) ne suÆt pas pour reproduire la realite phenomenologique
pour deux raisons:
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 Il genere un potentiel scalaire ne dependant que de la puissance quatrieme des
champs et n'a donc aucune chance de mener a la brisure electrofaible.
 Il predit une degenerescence de masse entre particule et superparticule, non ob-
servee a basse energie.
La solution au premier probleme consiste a introduire dans le superpotentiel ce qui est
appele un -terme,
 
H
u

H
d
(1.84)
qui respecte a la fois supersymetrie et symetrie electrofaible et permet de donner une
masse aux Higgs et Higgsinos. Se pose encore la question de l'echelle du parametre
 qui n'est contrainte par aucune consideration de symetrie (nous discutons ce point
dans l'article VI). La solution au deuxieme probleme exige l'introduction de termes
brisant la supersymetrie et levant ainsi la degenerescence en masse. Pour ne pas alterer
la structure ultra-violette de la theorie perturbative et donc respecter la solution au
probleme de hierarchie de jauge, la brisure de supersymetrie ne doit se manifester que
par des termes de brisure douce, c'est-a-dire n'apportant pas de corrections radiatives
quadratiques.
Termes de brisure douce
Il existe trois formes de termes de brisure douce dans le potentiel scalaire:
 des termes de masse pour les scalaires
pour les squarks et sleptons
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(1.85)
pour les champs de Higgs
m
2
H
u
H
y
u
H
u
+m
2
H
d
H
y
d
H
d
+B(H
u
H
d
+ c:c:) (1.86)
 des termes de masse pour les jauginos
1
2
M
a
^

a

a
+ c:c: (1.87)
 des couplages triscalaires

A
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u
~
u
Ri
H
u
~
Q
j
+A
ij
d
~
d
Ri
H
d
~
Q
j
+A
ij
e
~e
Ri
H
d
~
L
j

+ c:c: (1.88)
Les scalaires contribuent de facon importante aux corrections radiatives du potentiel
de Higgs. Leurs masses sont ainsi contraintes, ce qui signie que l'echelle de brisure
doit e^tre inferieure ou egale au TeV. Il est bien connu que dans le contexte de la
supersymetrie globale, la supersymetrie ne peut e^tre brisee spontanement de maniere
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phenomenologiquement acceptable. Dans le cas d'un lagrangien renormalisable, la
formule de la supertrace indique en eet que la moyenne des masses au carre des
degres de liberte fermioniques doit e^tre egale a la moyenne des masses au carre des
degres de liberte bosoniques. Ce qui implique l'existence de superpartenaires plus
legers que les particules du modele standard. Cependant, cette formule n'est valide
qu'a l'ordre des arbres. Des corrections de boucle aussi bien que des interactions non
renormalisables peuvent produire un spectre realiste. Pour cette raison, le secteur
de brisure de supersymetrie doit appartenir a une secteur cache ne possedant pas
d'interaction renormalisables a l'ordre des arbres avec le secteur observable. S'ouvrent
deux
(9)
alternatives pour briser la supersymetrie:
 Ce sont les corrections radiatives impliquant les champs de jauge du MSSM qui
sont responsables de la brisure de supersymetrie (Gauge Mediated SUSY Break-
ing).
 Le MSSM est une theorie eective derivant d'une theorie de supergravite non
renormalisable (SUGRA Mediated SUSY Breaking).
La brisure spontanee de la supergravite engendre precisement des termes du type (1.85-
1.88). Ce sera notamment l'objet du chapitre II d'etudier la production et l'echelle de
ces termes dans une theorie de supergravite heritee des modeles de cordes de type I.
Si l'on souhaite ecrire le MSSM en toute generalite sans s'appuyer sur un mecanisme
particulier de brisure de supersymetrie, l'addition de termes soft arbitraires introduit
une centaine de nouveaux parametres . Il existe cependant des contraintes experimen-
tales tres severes sur ces parametres. Les matrices de masse des sfermions ainsi que les
interactions triscalaires sont a l'origine de processus avec changements de saveur lors de
l'echange virtuel de squarks et sleptons. Dans le modele Standard, les courants neutres
avec changement de saveur (Flavour Changing Neutral Currents) sont supprimes par
le mecanisme de GIM [83]. An d'e^tre en accord avec l'experience, les matrices de
masse et les couplages triscalaires doivent presenter une structure bien particuliere
dans l'espace des familles (e.g em
ij
/ Æ
ij
, A
ij
u;d;e
= A
u;d;e
Y
ij
u;d;e
).
C'est tout l'enjeu de la section 2.3 du chapitre II d'essayer de comprendre une telle
structure dynamiquement, autrement dit de relier la structure de saveur des sfermions
avec le mecanisme de brisure de supersymetrie.
Potentiel scalaire
Le potentiel scalaire du MSSM depend d'un grand nombre de champs, sa minimisation
constitue une ta^che ardue. En outre, la plupart de ces champs etant charges et colores,
s'ils acqueraient une valeur moyenne dans le vide, cela briserait le groupe de jauge. Le
(9)
Il existe en fait une troisieme possibilite: utiliser la vev du terme de Fayet{Iliopoulos present
dans les modeles possedant des symetries U(1) pseudo-anomales (anomaly-mediated supersymmetry
breaking).
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potentiel recoit des contributions de trois sources
(10)
. A l'ordre des arbres:
V = V
F
+ V
D
+ V
soft
(1.89)
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(1.90)


represente la composante scalaire des superchamps 

, V
soft
est donne par la somme
des expressions (1.85 1.88). En l'absence du terme  et des termes soft, ce potentiel
serait une fonction purement quartique des champs. En presence du terme , V
F
engendre des termes quadratiques et cubiques. Enn, les termes soft sont aussi a
l'origine de termes de masse et de couplages triscalaires. La contribution des masses soft
peut e^tre problematique. Si elle est negative, deux consequences graves sont a prevoir:
l'existence de minima brisant la charge ou la couleur (Charge and Color Breaking, CCB)
et l'existence de directions instables (Unbounded From Below, UFB). An d'empe^cher
aux squarks et sleptons de prendre une valeur moyenne dans le vide, un certain nombre
d'inegalites entre les parametres sont imposees. Notons que ces inegalites derivees a
temperature nulle sont souvent trop severes. En eet, l'existence d'un minimum global
plus bas que le minimum electrofaible du modele standard ne signie pas que le vide
de la theorie doive necessairement y sieger. Si la barriere de potentiel est suÆsamment
elevee, l'echelle de temps de transition par eet tunnel peut e^tre tres superieur a l'a^ge
de l'univers. Nous vivrions alors dans un univers metastable mais a tres longue duree
de vie. Pour comprendre pourquoi le vide est ce qu'il est aujourd'hui il faut analyser le
potentiel a temperature nie. La reponse appropriee a la question levee par la violation
des bornes CCB ou UFB est plus cosmologique que directement experimentale. C'est
presisement ce type d'analyse qui est l'objet de l'article I.
Il n'est pas question ici d'exposer la minimisation du potentiel et le mecanisme de
Higgs dans le MSSM. Nous allons seulement rappeler quelques notions utiles pour la
suite de ce chapitre en supposant que la brisure electrofaible se produit au minimum:
hH
u
i =
v
u
p
2
; hH
d
i =
v
d
p
2
(1.91)
ou la combinaison v
2
u
+ v
2
d
 v
2
est xee par la constante de Fermi. Il nous faut
introduire le parametre
tan  
v
u
v
d
(1.92)
Les etats propres de masse du MSSM apres addition des termes soft dans le potentiel
sont peu aectes dans le spectre des quarks et leptons. Par contre, de serieuses mod-
ications apparaissent dans le secteur du Higgs. Il devient aussi possible de discuter
du spectre des charginos et neutralinos ainsi que des squarks et sleptons.
(10)
V
F
et V
D
sont ici donnes dans le cadre d'un modele minimal ou la normalisation des termes
cinetiques est canonique, nous generaliserons ces expressions a la supergravite dans le deuxieme
chapitre
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Secteur du Higgs
Apres brisure spontanee de la symetrie electrofaible, le secteur de Higgs est beaucoup
plus riche que dans le modele standard ou il n'y a qu'un seul champ de Higgs. En
revanche, il est beaucoup plus contraint: ses couplages quartiques sont des fonctions
des couplages de jauge. Des huit degres de liberte initiaux, il en subsiste cinq: deux
champs charges H

, un champ neutre A impair sous CP et deux champs neutres pairs
sous CP, a savoir les champs de Higgs h (leger) et H (lourd). Les masses des champs
neutres sont donnees a l'ordre des arbres par:
m
2
A
=
2B
sin 2
(1.93)
m
2
H=h
=
1
2
(m
2
A
+m
2
Z
)
q
(m
2
A
+m
2
Z
)
2
  (2m
Z
m
A
cos 2)
2
(1.94)
Les masses de A et H peuvent e^tre rendues tres elevees en choisissant la valeur du
parametre B. Par contre, en raison du signe moins dans l'equation (1.94), h ne peut
e^tre arbitrairement lourd. Ce champ h remplace le champ de Higgs du modele standard.
Ses couplages avec les quarks et leptons sont les me^mes que ceux du champ de Higgs
standard a un facteur multiplicatif pres (tendant vers 1 dans la limite de grand m
A
).
Si nous developpons alors en puissances de m
 1
A
m
2
h
= m
2
Z
cos
2
2  m
2
A
(
m
Z
m
A
)
4
(2  sin
2
2) + ::: (1.95)
A l'ordre des arbres, la masse du Higgs ne depend que deux parametres, tan  et m
A
et
est limitee par la masse du Z. Heureusement, les corrections a une boucle en particulier
le couplage de Yukawa du top sauvent le MSSM :
m
2
h
=M
2
Z
cos
2
2 +
3
4
2
m
4
t
v
2
log
 
m
2
e
t
m
2
e
T
m
4
t
!"
1 +O
 
e
A
2
t
m
2
Q
!#
; (1.96)
Si nous supposons j
e
A
t
j=m
Q
 1 et m
e
t
< m
e
T
cela place la limite a m
h

<
130 GeV
(11)
.
Squarks
Dans l'equation (1.96), m
e
t
et m
e
T
sont les valeurs propres de la matrice de massse des
stops
~
t
L;R
:
M
e
t
L
;
e
t
R
=
 
m
2
Q
+m
2
t
+D
2
e
t
L
m
t
e
A
t
m
t
e
A

t
m
2
U
+m
2
t
+D
2
e
t
R
!
; (1.97)
m
t
= y
t
hH
0
u
i est la masse du top; m
U
et m
Q
sont les termes de masse soft pour
e
t
L
et
e
t
R
.
D
2
e
t
L=R
represente la contribution du potentiel V
D
, elle peut e^tre negligee en premiere
(11)
a des variantes pres dependant des hypotheses faites sur les limites superieures des masses des
stops.
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approximation;
e
A
t
= A
t
 = tan ouA
t
est la constante de couplage associee au terme
soft trilineaire impliquant
e
t
L
,
e
t
R
et H
0
u
. Le couplage de Yukawa y
t
eleve est responsable
d'un melange important entre
~
t
L
et
~
t
R
ce qui se traduit, apres diagonalisation par
l'existence d'un etat propre de masse leger, m
e
t
. Dans la limite ou j
~
A
t
=m
Q
j  1, celui-
ci est alors essentiellement aligne avec
~
t
R
. La limite inverse ou le stop gauche est leger
n'est pas phenomenologiquement acceptable car dans ce cas
~
t
L
contribue de maniere
trop importante au parametre de precision electrofaible .
1.3.2 Ordre de la transition de phase dans le MSSM
Parmi les nouveaux degres de liberte bosoniques apportes par la supersymetrie, seules
les particules legeres et possedant un couplage eleve avec le champs de Higgs peuvent
aecter sensiblement le rapport v(T
c
)=T
c
. Le candidat naturel jouant ce ro^le de maniere
dominante est le stop droit
~
t
R
qui se couple au doublet de Higgs H
u
suivant le terme
d'interaction y
2
t
j
~
t
R
j
2
jH
u
j
2
ou
H
u
= H sin  (1.98)
La masse de
~
t
R
a T = 0 a l'ordre des arbres peut s'ecrire (etat propre leger de (1.97))
m
2
~
t
R
(h) = m
2
U
+m
2
t
(h)
 
1 
~
A
2
t
m
2
Q
!
(1.99)
Dans le developpement perturbatif de haute temperature ameliore, toutes les masses
m
2
i
(h) sont remplacees par les masses eectives m
2
i
(h; T ) . La contribution de
~
t
R
au
terme cubique est:
2N
c
T
12
m
3
~
t
R
(h; T ) (1.100)
ou N
c
est le nombre de couleurs et
m
3
~
t
R
(h; T ) = (m
2
~
t
R
(h) + c
s
T
2
)
3=2
(1.101)
Pour se rapprocher le plus possible d'une forme purement cubique en h
3
a l'origine de
la barriere de potentiel, m
2
U
doit e^tre negatif de telle sorte a compenser la contribution
thermique c
s
T
2
[64].
m
2
U
< 0 ) m
~
t
R
(T = 0) < m
t
(1.102)
Une premiere conclusion s'impose: la baryogenese electrofaible est envisageable dans le
MSSM sous la condition d'une masse tres legere pour le stop droit (la limite experimentale
actuelle est m
~
t
R 
>
105 GeV). A l'ordre d'une boucle, le parametre d'ordre de la tran-
sition (1.60) devient dans la situation ideale ou m
2
U
+ c
s
T
2
 0:

v(T
c
)
T
c

MSSM
=

v(T
c
)
T
c

MS
+
2m
3
t
vm
2
h
 
1 
~
A
2
t
m
2
Q
!
3=2
| {z }

h
122GeV
m
h
i
2
si j
~
A
t
jm
Q
(1.103)
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Bien que v(T
c
)=T
c
dans le MSSM soit domine par l'eet du stop, la contrainte (1.59)
continue a se traduire par une borne severe sur la masse du Higgs. En eet, dans
le MSSM, m
h
n'est pas inconnue de la theorie mais au contraire doit satisfaire (1.96):
Dans la cas oum
~
t
R
< m
t
, il devient diÆcile d'avoir un Higgs lourd car cela demanderait
une masse elevee non naturelle pour le
~
t
L
.
Nous avons evoque precedemment la necessite de calculer le potentiel eectif jusqu'a
l'ordre de deux boucles en raison du faible degre de convergence de la serie perturbative
a haute temperature. Les eets a deux boucles sont d'autant plus importants dans le
MSSM en raison des constantes de couplage fort y
t
et g
s
apparaissant dans le potentiel
eectif. Il a en fait ete montre que les eets a deux boucles renforcent tres sensiblement
la transition de phase [62, 63, 65{67, 73]. Cette analyse et la validite de la theorie
perturbative ont ete recemment conrmees par les calculs sur reseaux [84, 85]. De
plus, les resultats non perturbatifs augmentent la valeur de v(T
c
)=T
c
de dix a quinze
pourcents. En resume, les valeurs de m
h
et m
~
t
R
autorisant une transition de phase du
premier ordre sont [67, 86]:
110 GeV

<
m
h

<
116 GeV et 105 GeV

<
m
~
t
R

<
175 GeV (1.104)
1.3.3 Condensation du stop et brisure de couleur
Pour que la transition de phase soit du premier ordre, le parametre m
2
U
doit e^tre
negatif, ce qui ouvre potentiellement la voie a l'existence d'une instabilite dangereuse
dans la direction
~
t
R
brisant la charge et la couleur. Comme nous l'avons evoque dans la
section (1.3.1), l'existence d'un minimum du potentiel dans la direction du
~
t
R
n'est pas
exclue a haute temperature. Si m
2
U
est suÆsamment negatif, un minimum stable peut
se former. Si celui-ci est energetiquement plus favorable que le minimum apparaissant
dans la direction du Higgs, une transition de phase peut avoir lieu au cours de laquelle le
stop droit acquiert une valeur moyenne dans le vide [66,87]. La symetrie de jauge SU(3)
de QCD serait alors temporairement brisee puis restauree a l'occasion d'une deuxieme
transition vers le minimum electrofaible. C'est cet enchainement d'evenements que
nous avons etudie dans la publication I. Nous avons calcule le potentiel scalaire eectif
a haute temperature dans l'espace des congurations bidimensionnel (h;
~
t
R
) a l'ordre
de deux boucles et examine la sequence de transitions suivante:
(h;
~
t
R
) : (0; 0)
1
 ! (0; h
~
t
R
i)
2
 ! (hhi; 0) (1.105)
La deuxieme transition tend a e^tre tres fortement du premier ordre et donc tres inter-
essante pour la baryogenese. Elle se produirait en eet a une temperature plus basse
que celle de la transition de phase electrofaible habituelle. Le minimum le long de la
direction h correspondrait alors a une valeur moyenne dans le vide hhi elevee d'ou un
rapport v(T
c
)=T
c
eleve lors de la transition electrofaible.
Une telle transition de phase en deux etapes ouvrirait la porte a une phenomenologie
tout a fait nouvelle pour la baryogenese. Notamment, les degres de liberte et etats
propres de masse seraient totalement dierents en raison de la valeur moyenne non
nulle du stop au moment de la transition electrofaible.
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1.3.4 Transition de phase electrofaible en deux etapes
Nous souhaitons rechercher quelle region de l'espace des parametres du MSSM autorise
le scenario (1.105) dont l'intere^t pour la baryogenese repose sur la large separation dans
l'espace des congurations (h;
~
t
R
) entre le minimum (0; h
~
t
R
i) |que nous appellerons
dorenavant minimum CCB (Charge and Color Breaking)| et le minimum electrofaible
(hhi; 0). Si cette separation est trop importante au point d'empe^cher la transition 2,
l'univers restera piege dans le minimum CCB, une telle situation est evidemment a
proscrire.
Analyse a l'ordre des arbres
Le potentiel scalaire a l'ordre des arbres a temperature nulle dans le plan (h;
~
t
R
) peut
s'ecrire
(12)
:
V (h; s) =  
2
h
h
2
2
+ 
h
h
4
4
  
2
s
s
2
2
+ 
s
s
4
4
+ 
y
h
2
s
2
4
(1.106)
ou 
2
s
= jm
2
U
j et 
h
; 
s
; 
y
sont des fonctions des couplages de jauge g; g
0
; g
s
et de
Yukawa y
t
determines apres avoir selectionne dans le lagrangien du MSSM tous les
termes impliquant exclusivement les champs h et s:

h
=
g
2
+ g
0
2
8
cos
2
2 (1.107)

s
=
g
2
s
6
+
2g
0
2
9
(1.108)

y
= y
2
t
sin
2
(1 
~
A
2
m
2
Q
) (1.109)
Le terme en
~
A
2
=m
2
Q
dans (1.109) rend compte du fait que nous avons dans un premier
temps minimise le potentiel par rapport a
~
t
L
avec h et s xes puis integre l'eet de sa
condensation dans V (h; s). Les minima de ce potentiel sont localises sur les axes car le
terme couplant h et s est responsable d'une large barriere empe^chant les deux champs
de developper une valeur moyenne dans le vide simultanement. Ces deux minima sont
denis par:
h
2
0
=

2
h

h
; V (h
0
; 0) =  

4
h
4
h
(1.110)
s
2
0
=

2
s

s
; V (0; s
0
) =  

4
s
4
s
(1.111)
Choix des parametres
Bien que 
2
h
et 
h
soient contraints par les limites experimentales sur la mass du Higgs
et que 
s
soit xe par la relation (1.108), nous avons une certaine liberte de choix pour
(12)
Pour simplier nous utiliserons la notation s pour le champ
~
t
R
.
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les valeurs des parametres 
2
s
et 
y
. Pour que la probabilite d'eet tunnel associee a la
transition 2 soit signicative, la condition suivante doit e^tre satisfaite:
jV (0; s
0
)j < jV (h
0
; 0)j ) 
4
s
< 
4
h

s

h
(1.112)
D'autre part, la condition de condensation du stop avant la condensation du Higgs se
traduit approximativement par:
T
CCB
s
> T
EF
s
(1.113)
ou T
CCB
s
(T
EF
s
) est la temperature spinodale pour laquelle la courbure du potentiel
devient negative a l'origine dans la direction du stop (Higgs), c'est a dire:

2
s=h
(T ) = 
2
s=h
  c
s=h
T
2
< 0 (1.114)
soit
T
CCB
s
=

2
s
c
s
; T
EF
s
=

2
h
c
h
(1.115)
La condition (1.113) s'ecrit ainsi

2
s
>

c
s
c
h


2
h
(1.116)
En combinant (1.112) et (1.116), nous pouvons xer la valeur optimale pour 
2
s
:

2
s
=

c
s
c
h


2
h
(1.117)
Il sera utile par la suite de remarquer que dans ce cas optimal la profondeur du minimum
CCB est donnee par
V
opt
(0; s
0
) =  
1
4

c
s
c
h

2

4
h

s
/ m
4
h
(1.118)
Quelle est maintenant la contrainte sur 
y
? Exprimons le fait que le minimum CCB
ne doit pas e^tre instable dans la direction du Higgs:
@
2
V
@h
2
j
h=0
s=s
0
> 0) 
h
> 
s

c
h
c
s

(1.119)
Ce qui peut se recrire en utilisant (1.117)
m
2
U
<  (g
2
s
=6y
2
t
)m
2
h
(1.120)
Enn, la barriere separant les deux minima doit e^tre minimale pour ne pas supprimer
l'eet tunnel. La hauteur de cette barriere est denie au point selle du potentiel.
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An de trouver le point selle, nous minimisons dans un premier temps le potentiel par
rapport a s
2
dans chaque direction ou le rapport R = s
2
=h
2
est xe, ce qui denit le
potentiel V (R). Le point selle est alors le minimum de V (R). On trouve:
V
point
selle
=  

2
s

2
h

y
  
4
h

s
  
4
s

h

2
y
  4
s

y
(1.121)
A 
2
h
, 
2
s
, 
h
, 
s
xes, la hauteur de la barriere est minimisee pour de faibles valeurs
de 
y
. D'apres (1.109), nous pouvons ajuster 
y
en faisant varier le rapport
~
A=m
Q
de maniere a minimiser (1.121) tout en respectant les bornes imposees par les limites
experimentales sur la masse du stop (!
~
A=m
Q

<
0:64).
Taux de nucleation
Comme nous l'avons mentionne dans la section 1.2.3 la transition n'a pas lieu a T
c
mais
a plus basse temperature, T
N
, appelee temperature de nucleation. Celle-ci est beaucoup
plus diÆcile a evaluer. Elle peut e^tre denie comme la temperature a laquelle le taux de
nucleation d'une bulle critique par eet tunnel   est tel qu'au moins une bulle critique
se forme par unite de volume de Hubble et par unite de temps de Hubble
 (T
N
) 
1
t
H
l
3
H
 H
4
(1.122)
ou H est la constante de Hubble, H  T
2
=M
P l
pour un univers domine par la densite
d'energie du plasma relativiste. D'autre part, le taux de nucleation s'exprime [44]
 (T
N
)  T
4
e
 S
c
(1.123)
ou S
c
est l'action d'une bulle critique, elle me^me determinee en recherchant le point
selle de l'action euclidienne:
S =
Z
1=T
0
d
Z
d
3
x

1
2
 
(@

s)
2
+ (@
i
s)
2
+ (@

h)
2
+ (@
i
h)
2

+ V
eff
(T; h; s)

(1.124)
ou V
eff
est le potentiel scalaire eectif. A haute temperature, l'approximation
Z
1=T
0
d 
1
T
(1.125)
est justiee. D'ou
e
 S
 e
 E=T
(1.126)
E est l'energie du point selle. La nucleation se produit alors si:
e
 E=T
N

>

H
T
N

4
(1.127)
E
T
N

<
4 ln
T
N
H
 145 a l'epoque electrofaible (1.128)
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Nous devons calculer deux temperatures de nucleation: T
N
1
associee a la transition
(0; 0) ! (0; s) pour laquelle l'action euclidienne est calculee avec V
eff
(T; 0; s) et T
N
2
associee a la transition (0; 0) ! (h; 0) calculee avec V
eff
(T; h; 0). Il faut evidemment
verier que T
N
1
> T
N
2
. Pour cela, nous devons determiner les nouveaux etats propres
de masses prenant en compte les contributions venant de la valeur moyenne non nulle
du stop. Par example, certains gluons et photons deviennent massifs; (cf matrices de
masse reproduites dans la section (3.2) de l'article I). Nous devons ensuite calculer
pour toutes les temperatures inferieures a T
N
1
le taux de transition 2. La diÆculte
ici consiste a ecrire un algorithme permettant de trouver le point selle dans un espace
de congurations de champs bidimensionnel. La nucleation de bulles de phase brisee
electrofaible a partir du vide CCB peut se produire a une temperature T
N
3
si
e
 E=T
N
3

>

H
T
N
3

4
(1.129)
ou cette fois-ci H est domine par l'energie du vide H  m
2
h
=M
P
:
E
T
N
3

<
170 (1.130)
Nous avons calcule l'evolution du rapport E=T en fonction de la temperature et nos
resultats sont les suivants (voir courbes dans l'article):
 Le taux de transition 2 juste apres la transition 1 est supprime en raison d'une
dierence de potentiel V = jV
CCB
  V
EF
j trop faible entre les 2 minima.
 A plus basse temperature, V augmente mais la separation entre les deux minima
dans l'espace des congurations augmente.
En resume, le minimum de E=T est trop eleve d'un ordre de grandeur pour que la
transition soit possible. Nous concluons donc que le scenario d'une transition de phase
electrofaible en deux etapes dans le cadre du MSSM n'est pas viable cosmologiquement.
1.4 Conclusions
Nous avons ecarte une alternative qui avait potentiellement de riches implications
pour la baryogenese dans le cadre du MSSM et aurait permis d'elargir l'espace des
parametres autorisant la transition de phase electrofaible du premier ordre tradition-
nelle. Celle-ci est aujourd'hui connue de facon tres detaillee et autorisee dans une
fene^tre tres reduite de l'espace des parametres qui devrait e^tre couverte par les experiences
prochainement. Ce qui reste moins clair est le calcul de l'asymetrie baryonique.
Plusieurs techniques ont ete utilisees. Toutes reduisent le probleme a un systeme
d'equations de diusion couplees de la forme
D
i
@
2

i
@z
2
+ v
w
@
i
@z
+  
i
(
i
+ 
j
+ :::) = S
i
(1.131)
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ou i represente les dierentes especes dont le potentiel chimique est 
i
, z, la direction
perpendiculaire a la surface de la bulle en expansion,  
i
, le taux de conversion de la
particule i en d'autres particules, S
i
, le courant source de violation de CP genere au
niveau de la paroi
(13)
. Le point essentiel qui est aussi le point de desaccord, concerne
la facon de deriver ces termes sources [48{53, 86, 88{93]. Dans le MSSM, les sources
dominantes de violation de CP sont les parametres complexes  et M
2
dans la matrice
de masse des charginos melangeant winos et higgsinos charges:

 
R
M

 
L
= (
f
W
+
;
e
H
+
u
)
R

M
2
gH
d
gH
u


 
f
W
+
e
H
+
d
!
L
: (1.132)
La variation du champ de Higgs en fonction de z est responsable de la variation de la
phase des etats propres de masse de la matrice (1.132) a travers le mur et engendre ainsi
des courants sources de violation de CP. Le calcul de ces courants depend sensiblement
du prol du mur [94] et de sa vitesse [54, 95{97]. Selon le formalisme utilise, les
predictions sur la valeur de la phase du parametre  necessaire pour produire une
asymetrie baryonique  de l'ordre de 10
 11
varient. D'apres les derniers resultats de
Cline et al. [98], pour que cette phase soit compatible avec les contraintes imposees par
le moment electrique dipolaire du neutron, il est necessaire que M
2
   50 Gev, ce
qui est exclu par LEP.
(13)
Il n'y a pas de violation de CP dans la phase symetrique. La source de violation de CP est a
l'interieur de la bulle et diuse vers l'exterieur dans une region limitee a proximite du mur
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Chapitre 2
Phenomenologie des theories de
supercordes
Ce chapitre presente les consequences phenomenologiques de la brisure de supersymetrie
par condensation de jauginos dans les theories eectives de cordes de type I. Nous
commencons dans la premiere section par motiver les theories de cordes et leur ap-
proche phenomenologique. La deuxieme section introduit les theories de type I, plus
precisement les orientifolds de type IIB pour lesquels nous presentons un mecanisme
de brisure de supersymetrie. La troisieme section est consacree a la brisure spon-
tanee de CP dans ce modele ainsi que les proprietes sous CP des termes de brisure
douce.
2.1 Quel pont entre le MSSM et la theorie M ?
Le but ultime de la physique des hautes energies est l'unication de la gravitation
avec les autres interactions fondamentales au sein d'une me^me theorie. A ce jour,
la theorie des supercordes est la plus prometteuse et l'unique theorie reunissant dans
un me^me cadre gravite et interactions de jauge. Il n'existe que cinq theories de super-
cordes coherentes (sans anomalies): Les theories de cordes fermees IIA et IIB, les cordes
heterotiques E8
E8 et SO(32) et les cordes ouvertes de type I avec le groupe de jauge
SO(32). Toutes sont formulees a dix dimensions. Toutes contiennent dans leur spectre
une particule de masse nulle de spin 2 interpretee comme le graviton. Notons aussi que
la supersymetrie d'espace-temps est un ingredient cle de ces theories
(1)
. Il est etabli
depuis le milieu des annees 90 que ces cinq theories sont reliees les unes aux autres par
des symetries de dualite [7{11] et peuvent e^tre interpretees comme dierentes manifes-
tations d'une ultime theorie M [12{14], qui, selon le regime considere, s'exprime par
l'une ou l'autre de ces limites.
Le spectre de ces theories presente un nombre inni d'etats massifs correspondant
(1)
Remarquons cependant que des theories de cordes non supersymetriques sans tachyon ont ete
construites [1, 2] et plus recemment [3, 4] ainsi que [5, 6] (en dimension moins elevee).
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aux modes d'excitation de la corde. L'energie d'excitation est quantiee en termes
de l'echelle fondamentale de la theorie, M
s
, qui est le seul parametre arbitraire de
la theorie, tous les autres sont determines dynamiquement par la valeur moyenne de
champs comme le dilaton ou les champs de modules. Les theories eectives decrivant
les modes de masse nulle sont decrites par des theories des champs ordinaires dont les
symetries et le contenu en matiere sont bien denis. Ce n'est pas le cas de l'etat du
vide qui, lui, est tres degenere. Les theories eectives heterotiques et de type I sont
decrites, dans leur secteur gravitationnel, par la me^me theorie de supergravite N = 1,
D = 10. Les theories de type II possedent deux supersymetries a dix dimensions,
N = (1; 1) pour la theorie IIA non chirale et N = (2; 0) pour la theorie IIB chirale.
Toutes ces theories eectives a dix dimensions comportent un champ scalaire , le
dilaton, denissant la constante de couplage des cordes:
 = e

(2.1)
Il existe de nombreuses manieres de construire des modeles quadri-dimensionnels
realistes a partir d'une theorie des cordes a dix dimensions, ce qui rend la connexion
entre supercordes et modele standard diÆcile en pratique. La procedure naturelle
consiste a la fois a reduire le nombre de dimensions et de supersymetries. Lors de la
reduction dimensionnelle, l'espace a dix dimensions est decompose selonM
10
=M
4
K
6
ouM
4
est l'espace-temps de Minkowski et K
6
est une variete compacte dont le volume
V denit l'echelle des excitations de Kaluza{Klein dans l'espace interne, M
c
= V
 1=6
(dans le cas ou la compactication est isotrope). Le groupe de jauge, le contenu en
matiere et les couplages a quatre dimensions sont fonction de la geometrie de l'espace
interne. Apres une simple compactication torodale, les cordes heterotiques donnent
lieu a des theories possedant N = 4 supersymetries a quatre dimensions. Quant aux
theories de type II, elles correspondent a N = 8 a D = 4. Plusieurs procedures peuvent
e^tre suivies pour reduire le nombre de supersymetries:
 au sein de la theorie perturbative des cordes: la supersymetrie est brisee par com-
pactication; an de preserver une supersymetrie N = 1 a quatre dimensions, les
dimensions supplementaires sont compactiees sur un Calabi-Yau ou un orbifold.
En l'absence de D-branes
(2)
, la seule methode connue pour briser la supersymetrie
spontanement est la generalisation du mecanisme de Scherk{Schwarz a la theorie
des cordes [26{30]. Un twist est realise lors de la compactication (pour les
consequences phenomenologiques voir [31{33]);
 au sein de la theorie des champs eective de basse energie: la supersymetrie
est brisee par une methode de theorie des champs utilisant la dynamique (non
perturbative) du secteur cache. Le mecanisme le plus repandu est la condensation
de jaugino [34{37].
Supposons qu'il existe une supersymetrie N = 1 a l'echelle electrofaible, ce qui est
motive en particulier par la resolution du probleme de hierarchie en physique des
(2)
Ces dernieres annees ont vu naitre de nouveaux mecanismes de brisure de la supersymetrie bases
sur la presence de D-branes dans les theories de type I [5,6,15{23](pour des revues voir aussi [24,25]).
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particules (expose dans le chapitre 3). Si le spectre des particules supersymetriques
est mesure, cela constituera une premiere connexion avec la theorie des cordes. Les
termes de brisure douce presentes dans le premier chapitre sont en eet calculables en
principe dans la theorie eective de cordes une fois connu le mecanisme de brisure de la
supersymetrie. Leurs proprietes sous CP et leur structure de saveurs sont severement
contraintes par l'experience. Pour cette raison, le phenomenologie des termes soft
constitue le point sensible pour tester la theorie de cordes sous-jacente.
2.1.1 Phenomenologie des supercordes: problematique
La premiere approche phenomenologique consiste a exprimer les parametres quadri-
dimensionnels autrement dit les constantes de couplage de jauge et gravitationnelle

GUT
et M
P
en fonction des parametres dix-dimensionnels,  = e

et M
s
, et du vol-
ume de compactication V . Pour ce faire, nous devons selectionner dans l'action
eective dix-dimensionnelle les termes qui seront, apres compactication, a l'origine de
l'action
(3)
:
S
4D
=
Z
dx
4
p
 g (
R
2
2
 
tr F
2
16
+ ::: ) ; (2.2)
avec 
2
= m
 2
P
ou m
P
=
M
P
p
8
est la masse de Planck reduite et
M
p
= 1:2 10
19
GeV
c
2
=
r
~c
G
N
(2.3)
ou G
N
= 6:67 10
 11
m
3
kg
 1
s
 2
est la constante de Newton. Ainsi, dans les unites ou
~ = c = 1 :
M
2
P
= G
 1
N
(2.4)
Notons que cette normalisation du terme de courbure est equivalente a l'action d'Einstein
Z
dx
4
R
16G
N
(2.5)
Un exemple: le cas heterotique
Considerons par exemple l'action eective de la theorie heterotique perturbative a dix
dimensions. Les termes de courbure et de Yang{Mills sont tous deux generes a l'ordre
des arbres et de la forme:
S
het
=
Z
dx
10
p
 g (
M
8
s

2
R  
M
6
s

2
tr F
2
+ ::: ) ; (2.6)
Apres compactication:
S
het
=
Z
dx
4
p
 g V (
M
8
s

2
R  
M
6
s

2
tr F
2
+ ::: ) ; (2.7)
(3)
ou la convention utilisee pour la signature de la metrique est ( ;+;+;+).
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L'identication des coeÆcients respectifs de (2.2) et (2.7) donne
M
s
=
p

GUT
M
P
 10
18
GeV
 =
p
16
GUT
VM
3
s
(2.8)
La premiere relation indique l'unication des couplages de jauge avec la constante de
couplage gravitationnelle G
N
= 
GUT
M
 2
s
. Pour rester dans le regime perturbatif, il
nous faut imposer  < 1, ce qui correspond a un volume de compactication
V <
M
 6
P
16
4
GUT
(2.9)
En outre, si nous identions l'echelle de grande unicationM
GUT
avec l'energie des etats
de Kaluza{Klein les plus legers, soit l'echelle de compactication au-dela de laquelle
l'approche de la theorie des champs n'est plus valable, nous avons:
M
GUT
> (16)
1=6

2=3
GUT
M
P
(2.10)
ce qui est trop eleve de deux ordres de grandeur par rapport a l'echelle M
GUT
obtenue
par extrapolation des couplages mesures a basse energie. Demander M
GUT
 (2  
4) 10
16
GeV necessite un regime de couplage fort. Nous verrons dans la deuxieme
section comment les relations (2.8) sont modiees dans le cas des cordes de type I
pour lesquelles le regime perturbatif n'est pas incompatible avec une echelle des cordes
basse.
Champs de modules
Nous souhaitons maintenant exprimer  et M
s
en fonction des valeurs moyennes des
champs scalaires de la theorie compactiee. A dix dimensions, toutes les theories conti-
ennent un dilaton , une forme antisymetrique B
^^
et un graviton g
^^
, ou ^; ^ = 0; :::; 9.
Apres compactication, les nouveaux degres de liberte bosoniques correspondent a (; 
sont les indices de Minkowski, I; J ceux des coordonnees compactes):
g

! graviton 4D
g
I
; B
I
! vecteurs
g
IJ
! scalaires decrivant la geometrie de l'espace compact
B

; B
IJ
! pseudo-scalaires
Les degres de liberte scalaires sont rearranges et, dans le secteur universel, decrits
par le dilaton quadri-dimensionnel note S et les champs de modules T
i
ou i = 1; 2; 3
indexe les coordonnees complexes. Les expressions de S et T
i
dependent de la theorie
compactiee. Nous les ecrirons precisement dans le cas de la corde de type I dans la
prochaine section. S'y ajoutent generalement d'autres champs dependant du modele de
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compactication
(4)
. Pour l'instant, nous souhaitons completer l'action (2.2) et inclure
les degres de liberte scalaires que nous notons de maniere generique


= fS; T
i
; 
n
g (2.11)
ou 
n
representent des champs de matiere. Toutes les quantites observables comme les
couplages de Yukawa, les couplages de jauge et les termes de brisure de supersymetrie
dependent des valeurs moyennes dans le vide des champs scalaires. Il est donc essentiel
de les stabiliser.
2.1.2 Supergravite D = 4, N = 1.
Pour des raisons phenomenologiques nous nous interessons a un modele de cordes chiral
quadri-dimensionnel possedant N = 1 supersymetrie. Le spectre de ces modeles con-
tient: un multiplet gravitationnel (graviton G

, gravitino 	

), des multiplets de jauge
(A
a

; 
a
), des multiplets chiraux 

= (

;  

) decrivant les champs de matiere, les
champs de modules et le dilaton. L'action eective quadri-dimensionnelle contient les
couplages non renormalisables permettant de communiquer la brisure de supersymetrie
au secteur observable. C'est donc la deuxieme methode de brisure de supersymetrie ex-
posee ci-dessus que nous allons utiliser dans ce chapitre. C'est aussi l'approche qui a ete
le plus utilisee par le passe, essentiellement dans le cadre de la corde heterotique [39].
Notre travail sera de la mettre en oeuvre dans les modeles de type I. Le lagrangien
le plus general s'exprime a l'aide de trois fonctions, le potentiel de Kahler, K(;),
le superpotentiel W () et la fonction cinetique de jauge f
ab
(). f
ab
est une fonction
holomorphe des superchamps donnant les constantes de couplage de jauge:
g
 2
ab
= Re (f
ab
()) (2.12)
Le superpotentiel W est une fonction holomorphe des 

. Il est invariant sous les
transformations de jauge et de saveur et xe (entre autres) les couplages de Yukawa.
K est aussi un invariant de jauge, c'est une fonction reelle des superchamps qui xe
notamment la normalisation des champs scalaires. Rappelons que l'espace des champs
scalaires 

, composantes des supermultiplets chiraux 

= (

;  

; F

) forme une
variete kahlerienne dont la geometrie denit les termes cinetiques des theories super-
symetriques N = 1. On denit la metrique de Kahler par:
K

=
@
2
K(

; 

)
@

@

(2.13)
(4)
De maniere generique, les modeles de cordes quadri-dimensionnels possedent trop de superchamps
chiraux par rapport a ceux du MSSM. Ce surplus de matiere peut neammoins e^tre percu comme
un avantage: les modeles contiennent en eet souvent des interactions de jauge cachees qui ne se
couplent pas avec les particules observables mais peuvent e^tre responsables de la brisure de super-
symetrie. Apres celle-ci, une direction particuliere de l'espace des champs scalaires est choisie et
permet d'eliminer (via les couplages de Yukawa) les particules indesirables.
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Son inverse transposee sera notee par la suite K

. Les termes cinetiques du lagrangien
supersymetrique s'ecrivent alors:
L
cinetique
= K

( D



D



+ i 

D 

+ F

F

) (2.14)
ou les F

sont les champs auxilliaires des multiplets chiraux. Leurs expressions sont
obtenues a partir des equations du mouvement:
F

= 
 1
e
G=2
G

G

(2.15)
ou
G = K + 
 2
ln



3
W


2
; G

=
@G
@

; et G

= K

: (2.16)
Les champs auxilliaires des multiplets vectoriels sont donnes par:
D
a
= G

Æ
a


(2.17)
Le superpotentiel etant invariant de jauge et ne dependant que des 

, nous avons
D
a
= K

Æ
a


(2.18)
Generalement, les superchamps chiraux se transforment lineairement sous la symetrie
de jauge: Æ
a


= (T
a
)




, d'ou
D
a
= K

(T
a
)




: (2.19)
Exprimons maintenant la partie purement bosonique du lagrangien supersymetrique:
L
bos
p
 g
=
1
2
2
R K

D



D



  V (

; 

) 
1
4
Re (f
ab
())F
a

F
b
(2.20)
+
1
8
Im (f
ab
())

F
a

F
b

Le potentiel scalaire s'ecrit, apres avoir remplace les champs auxilliaires par leurs ex-
pressions (2.15) et (2.19):
V (

; 

) = V
F
(

; 

) + V
D
(

; 

) (2.21)
V
F
(

; 

) = 
 2
e

2
G

G

G

G

  3
 2

(2.22)
V
D
(

; 

) =
1
2
g
2
ab
D
a
D
b
(2.23)
Une grande partie du travail expose par la suite repose sur la minimisation de ce
potentiel.
Les expressions de K, W et f decrivant le comportement de basse energie d'un
modele de supercordes peuvent e^tre derivees au sein de la theorie perturbative soit di-
rectement en calculant l'action quadri-dimensionnelle ou bien en identiant les symetries
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accidentelles de l'action des cordes et en les imposant a l'action de supergravite. Une
autre methode consiste a comparer les amplitudes calculees en theorie des cordes et en
supergravite. A l'ordre des arbres, le potentiel de Kahler pour le dilaton et les champs
de modules s'ecrit
(5)
K(S; T
i
) =   ln(S + S) 
3
X
i=1
ln(T
i
+ T
i
) (2.24)
et la fonction cinetique de jauge se trouve e^tre diagonale; elle s'ecrit, pour la corde
heterotique:
f
ab
= k
a
Æ
ab
S (2.25)
ou k
a
est une constante de normalisation, le niveau de Kac{Moody du groupe de jauge.
Souvent, pour les groupes non abeliens k
a
= 1. L'unication des couplages de jauge
est donc naturelle en theorie des cordes.
2.1.3 Brisure spontanee de la supergravite
Notre intere^t est de faire le lien entre la stabilisation des champs scalaires 

et la
brisure de la supersymetrie. Les valeurs moyennes non nulles des champs auxilliaires
hF

i et hD
a
i signalent la brisure spontanee de la supersymetrie locale. Les termes
de brisure douce (1.85-1.88) exposes dans le premier chapitre peuvent e^tre calcules
en supergravite [40{44]. Ils s'expriment en fonction de la masse du gravitino, m
3=2
,
elle-me^me fonction des vevs des champs scalaires,
m
3=2
= 
 1
he
G=2
i (2.26)
Nous les ecrirons dans un premier temps tels qu'ils apparaissent dans le lagrangien de
supergravite. Cependant, ils devront au nal e^tre calcules pour les champs physiques,
c'est a dire les champs redenis dans une base ou les termes cinetiques sont canonique-
ment normalises.
Termes de brisure douce
Les termes de brisure douce associes aux champs de matiere du secteur visible que nous
noterons C
i
, C
j
, sont de la forme:
V
soft
= em
2
ij
C
i
C
j
+

1
6
A
ijk
C
i
C
j
C
k
+
1
2
B
ij
C
i
C
j
+ h.c.

(2.27)
Avant la brisure electrofaible:
hC
i
i = hC
j
i = 0 (2.28)
(5)
En pratique, ce calcul n'a ete eectue que dans le cadre de la corde heterotique pour des compact-
ications torodales et sur des orbifolds, sur des Calabi-Yau ou encore des constructions fermioniques.
L'utilisation des symetries de T-dualite permet d'extrapoler pour d'autres constructions. Nous n'avons
ecrit ici que la partie commune a la plupart des constructions.
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Le potentiel de Kahler et le superpotentiel peuvent e^tre developpes en puissances des
C
i
et C
j
:
K = K(

; 

) + Z
ij
(

; 

) C
i
C
j
+

1
2
H
ij
(

; 

) C
i
C
j
+ h.c.

(2.29)
W =
^
W (

) +
1
2

ij
(

) C
i
C
j
+
1
6
Y
ijk
C
i
C
j
C
k
(2.30)
Les indices i; j se rapportent aux champs du secteur observable, les indices ;  a ceux
du secteur cache. K, Z
ij
et H
ij
sont des fonctions quelconques des champs du secteur
cache. L'expression la plus generale pour les masses des scalaires
(6)
est:
em
2
ij
= V
ij


V
i
=V
j
=0
= (em
2
ij
)
F
+ (em
2
ij
)
D
(2.31)
(em
2
ij
)
F
=
 
G
ij
+G
i
G
j

V
0
+m
2
3=2

G
ij
+
1
3
G
i
G
j
 G

R
ij
G


(2.32)
(em
2
ij
)
D
= g
2
a
hD
a
i
D
a
j
+D
a
D
a
ij
i (2.33)
ou V
0
= hV i est la valeur de la constante cosmologique et R
ij
est le tenseur de
Riemann de l'espace de Kahler
(7)
:
R
ABCD
= @
A
@
B
K
CD
 K
EF
@
A
K
CE
@
B
K
FD
(2.34)
D'apres (2.28), hG
i
i = hG
j
i = hD
i
i = 0. D'autre part, D
a
ij
= g
a
q
i
Z
ij
. Les expressions
(2.32) et (2.33) deviennent:
(em
2
ij
)
F
= G
ij
 
V
0
+m
2
3=2

 G

R
ij
G

(2.35)
(em
2
ij
)
D
= g
2
a
hD
a
D
a
ij
i = g
2
a
q
a
i
Z
ij
hD
a
i (2.36)
Il nous reste a exprimer ces masses dans la base physique. Redenissons les champs
tels que:
^
C
i
= 
i
k
C
k
^
C
i
= 
i
k
C
k

i
k

i
l
= K
kl
(2.37)
Dans cette nouvelle base, les champs sont canoniquement normalises:
K
kl
D

C
k
D

C
l
+ em
2
kl
C
k
C
l
 ! jD

^
C
i
j
2
+ em
2
kl
(
 1
)
k
i
(
 1
)
l
j
^
C
i
^
C
j
(2.38)
Le parametre de masse renormalise est donc:
(em
2
ij
)
F
ren
= (V
0
+m
2
3=2
) Æ
ij
  G

G

^
R
ij
(2.39)
(em
2
ij
)
D
ren
= g
2
a
q
a
i
Æ
ij
hD
a
i (2.40)
(6)
L'expression (2.32) est en fait celle du splitting de masse engendre par le mecanisme de Super-
Higgs, plus precisement la dierence em
2
ij
  (m
1
2
m
y
1
2
)
ij
ou (m
1
2
m
y
1
2
)
ij
= (m
1
2
)
ik
G
kl
(m
y
1
2
)
lj
et m
1
2
est
la matrice de masse des fermions chiraux.
(7)
Remarque: les articles [39] et [45] utilisent des conventions de signe opposees pour le tenseur de
Riemann.
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ou nous avons utilise
(
 1
)
k
i
K
kl
(
 1
)
l
j
= Æ
ij
(2.41)
et deni
^
R
ij
= R
kl
(
 1
)
k
i
(
 1
)
l
j
(2.42)
Notons que deux types de termes apparaissent dans (2.39): une contribution universelle
et une contribution melangeant a priori les saveurs. La contribution du terme D est
aussi une source de non-universalite a travers la dependance par rapport aux charges
q
a
i
. Cependant, elle n'apparait pas dans de nombreux modeles ou hD
a
i = 0. Passons
maintenant a l'expression des couplages tri-scalaires (avant redenition des champs):
A
ijk
Y
ijk
= hF

e
^
K=2
i

@

Y
ijk
+K

Y
ijk
   
i
0
i
Y
i
0
jk
+  
j
0
j
Y
ij
0
k
+  
k
0
k
Y
ijk
0

(2.43)
Le deuxieme terme du membre de droite de cette expression represente la contribution
universelle. Le premier terme est non nul uniquement dans la situation particuliere ou
les couplages de Yukawa sont des fonctions des champs responsables de la brisure de
supersymetrie. Les derniers termes dependent plus speciquement de la geometrie de
Kahler a travers la connexion denie par:
 
C
AB
= K
DC
@
A
K
BD
(2.44)
L'expression (2.43) se simplie considerablement si la metrique de Kahler est diagonale:
Z
ij
= Æ
j
i
Z
i
(2.45)
En outre, dans ce cas, les contributions non universelles dans les termes de masse
peuvent dispara^tre. L'universalite est phenomenologiquement desirable car, comme
nous l'avons deja evoque et comme nous le verrons dans la section 3, cela permet non
seulement de reduire le nombre de parametres dans le MSSM mais surtout d'eviter les
processus mettant en jeu des courants melangeant les saveurs. Sous l'hypothese (2.45)
les parametres renormalises s'ecrivent:
(em
2
i
)
ren
= V
0
+m
2
3=2
  hF

F

i @

@

lnZ
i
(2.46)
(A
ijk
)
ren
= hF

i (K

+ @

lnY
ijk
  @

ln (Z
i
Z
j
Z
k
)) (2.47)
Il est aussi courant dans la litterature de supposer que Y
ijk
ne depend pas des champs
du secteur cache an d'eliminer une potentielle source de non universalite dans A
ijk
.
Enn, l'expression la plus simple, celle de la masse des jauginos:
M
ab
=
1
2
F

@

f
ab
(2.48)
devient apres la redenition f
ab

a

b
 !
^

a
^

b
M
ab
=
1
2
(Re(f
a
))
 1
F

@

f
a
(2.49)
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2.1.4 Quelques exemples issus des modeles de cordes
L'expression exacte des termes soft repose d'une part sur la forme du potentiel de
Kahler et l'expression des Yukawa, et d'autre part sur le schema de brisure de super-
symetrie. Dans un modele de cordes donne, la forme de K et des Yukawas est en
principe predite. Par contre, le mecanisme de brisure de SUSY est inconnu. Il est
usuel de parametrer notre ignorance en introduisant des angles de goldstino mesurant
les parts respectives des dierents champs auxilliaires participant a la brisure de su-
persymetrie et d'etudier les eets separes de chaque contribution sur le spectre des
particules observables. Si nous supposons que les vevs des champs auxilliaires du dila-
ton et des champs de modules dominent sur les autres champs, cette parametrisation
prend la forme [46]:
F
S
=
p
3Cm
3=2
sin K
SS
 1=2
e
 i
S
(2.50)
F
i
=
p
3Cm
3=2
cos P
ij

j
ou la constante C est denie par C
2
= 1 + V
0
=(3m
2
3=2
) et ou le potentiel de Kahler
de l'equation (2.29) est tel que K(S; S; T
i
; T
i
) =   ln(S + S) + K(T
i
; T
i
). P est la
matrice de normalisation P
y
K
ij
P = 1. Les angles  et 
j
parametrisent la direction du
goldstino dans l'espace des champs fS; T
i
g et
P
j


j

j
= 1. Nous pouvons maintenant
appliquer les formules (2.46,2.47,2.49) et calculer les termes soft en fonction de  et

j
. En raison de l'expression (2.25) pour la fonction cinetique de jauge a l'ordre des
arbres, les masses des jauginos sont universelles :
M
a
=
F
S
S + S
=
p
3Cm
3=2
sin e
 i
S
(2.51)
En general, les termes soft des bosons dependent du secteur des modules et doivent
e^tre etudies dans le cadre de modeles speciques de cordes, exception faite du cas
ou cos  = 0. Dans cette limite, le secteur du dilaton est entierement responsable
de la brisure de supersymetrie. Cette situation est tres souvent mentionnee dans la
litterature | sous le nom de dilaton domination scenario | car il mene a des termes
soft tres simples et universels sans avoir besoin de conna^tre les details du secteur des
modules:
em
2
i
= V
0
+m
2
3=2
(2.52)
A
ijk
=  M
a
(si @
s
Y
ijk
= 0) (2.53)
et si V
0
= 0, alors em
2
i
= m
2
3=2
et M
a
= 
p
3m
3=2
.
Brisure mixte dilaton/Moduli et invariance modulaire
Revenons a la situation ou les modules participent egalement a la brisure de super-
symetrie et concentrons-nous sur un exemple ou la metrique est naturellement diagonale
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dans les champs de module et les champs de matiere. C'est le cas dans une certaine
classe d'orbifolds abeliens symetriques pour lesquels le potentiel de Kahler s'ecrit:
K =   ln(S + S) 
X
i
ln(T
i
+ T
i
) +
X
m
jC
m
j
2
Y
i
(T
i
+ T
i
)
n
i
m
(2.54)
ou les n
i
m
sont les poids modulaires des champs de matiere. La parametrisation (2.50)
se reecrit:
F
S
=
p
3 m
3=2
sin  K
 1=2
SS
e
 i
S
(2.55)
F
i
=
p
3 m
3=2
cos  K
 1=2
ii

i
e
 i
i
(2.56)
Les expressions des masses scalaires et parametres trilineaires deviennent:
em
2
m
= m
2
3=2

1 + 3C
2
cos
2
 ~n
m
~

2

+ V
0
(2.57)
A
pqr
=
p
3Cm
3=2
(sin e
 i
s
  (S + S)@
S
lnY
pqr
(2.58)
+ cos 
X
i

i
e
 i
i

1 + n
i
p
+ n
i
q
+ n
i
r
  (T
i
+ T
i
)@
i
lnY
pqr

) (2.59)
Notons que les masses scalaires ne dependent pas explicitement du dilaton et des
champs de modules mais seulement des angles de goldstino. C'est l'un des avantages
de cette parametrisation. En revanche, les termes trilineaires peuvent en dependre ex-
plicitement si les couplages de Yukawa sont fonction de hSi et de hT
i
i. Notons aussi que
les masses scalaires a priori ne sont pas universelles me^me dans le cas ou la metrique
est diagonale en raison de la dependance par rapport aux poids modulaires. Nous
souhaitons ici souligner le ro^le important joue par une des proprietes de l'espact com-
pact que nous n'avons pas mentionnee jusqu'ici: l'existence des symetries modulaires
[SL(2;Z)]
3
agissant sur les T
i
T
i
!
a
i
T
i
  ib
i
ic
i
T
i
+ d
i
; a
i
d
i
  b
i
c
i
= 1 ; a
i
; d
i
; b
i
; c
i
2 Z (2.60)
La transformation induite sur le potentiel de Kahler est de la forme:
K ! K +
X
i
(ln(ic
i
T
i
+ d
i
) + h:c:) (2.61)
Le lagrangien de supergravite est invariant si la fonction de Kahler G est invariante
c'est a dire si le superpotentiel (de poids modulaire egal a  1 par rapport a chaque
direction complexe) se transforme selon
W !W
Y
i
(ic
i
T
i
+ d
i
)
 1
(2.62)
et on associe aux champs de matiere les poids modulaires n
j
n
:

n
!
3
Y
j=1
(ic
j
T
j
+ d
j
)
n
j
n

n
(2.63)
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Cette symetrie a des consequences importantes pour la physique de basse energie
puisque les couplages de jauge et les interactions de Yukawa dans le lagrangien doivent
aussi e^tre invariants modulaires. Elle est brisee spontanement lorsque les champs
scalaires acquierent une valeur moyenne.
Bien qu'un certain nombre de tendances et resultats puissent e^tre degages a l'aide
de la parametrisation (2.50), aucune prediction sur la structure des termes soft ne peut
e^tre faite tant que le schema de brisure de supersymetrie n'est pas connu. Le probleme
du calcul des termes soft revient a stabibliser les vevs du secteur cache. En particulier,
la stabilisation du dilaton est cruciale pour xer la constante de couplage de jauge.
Dans le MSSM, les couplages de jauge s'unient [47] a une valeur 
GUT
 1=24, ce qui
se traduit par ReS  2.
2.1.5 Stabilisation du dilaton
Calculons le potentiel scalaire associe au potentiel de Kahler de la forme
K =   ln s 
X
i
ln 
i
(2.64)
ou s = S + S et 
i
= T
i
+ T
i
  j
i
j
2
  jC
i
j
2
. Dans ce cas, les champs 
i
et C
i
ont
un poids modulaire n
j
i
=  Æ
j
i
. Si le superpotentiel est independant du dilaton et des
champs de modules, comme c'est le cas au niveau perturbatif, alors
F
S
=  m
3=2
s (2.65)
F
T
i
=  m
3=2

i
(1  
i
W
i
W
) (2.66)
F

i
= m
3=2

i
W
i
W
(2.67)
et le potentiel scalaire s'ecrit simplement
V =

2
s
Q
i

i
 
jW j
2
+
X
i

i
jW
i
j
2
!
(2.68)
A jW j xe, ce potentiel est minimise pour des valeurs innies de s correspondant a
un regime de couplage inniment faible. Cet exemple illustre le comportement general
des potentiels des theories eectives quadri-dimensionnelles, couramment appeles po-
tentiels runaway. Une facon de remedier a ce probleme est d'autoriser une dependance
en S dans le superpotentiel qui sera necessairement d'origine non perturbative. Une
telle dependance est en fait engendree naturellement dans le regime de couplage fort
des theories de jauge supersymetriques. Ce regime peut en outre e^tre a l'origine de
la brisure dynamique de la supersymetrie. Le superpotentiel eectif obtenu apres
integration des condensats de jauginos est une fonction de l'echelle de condensation
 =M
s
e
 f=2
ou  est la fonction beta du groupe de jauge asymptotiquement libre et
f la fonction cinetique de jauge, lineaire en S a l'ordre des arbres.
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Condensation de jaugino
Concentrons-nous sur l'exemple le plus etudie, la theorie de Yang{Mills supersymetrique
SU(N
c
) avec N
f
saveurs de quarks Q dans la representation fondamentale N
c
et N
f
saveurs d'antiquarks
~
Q dans la representation antifondamentale N
c
. Dans ce cas,
 = (3N
c
  N
f
)=16
2
. A basse energie, la theorie est connee; soit M la matrice
(N
f
N
f
) representant les mesons
M
g
f
= Q
fc
~
Q
cg
(2.69)
ou la sommation porte sur les indices de couleur. La forme du superpotentiel eectif
non perturbatif W
np
est dictee par les symetries de la theorie [48, 49]. W
np
ne peut
dependre des mesons qu'a travers le determinant deM, le seul singlet de jauge qui soit
aussi invariant sous les symetries (globales) de saveur SU(N
f
) SU(N
f
). On montre
que
W
np
= c


3N
c
 N
f
det M

1
N
c
 N
f
(2.70)
ou c / (N
f
  N
c
) . Les exposants sont xes de maniere a ce que d'une part W
np
soit
invariant sous les symetries globales de la theorie et d'autre part possede une charge
par rapport a la R-symetrie U(1)
R
egale a 2. Notons que cette formule n'est valable
que pour N
f
< N
c
(pour N
f
 N
c
, il faut prendre en compte, en plus des mesons, la
presence d'autres champs composites, les baryons).
Nous allons maintenant rappeler l'approche courante utilisee (essentiellement dans
le cadre de la theorie heterotique) pour la minimisation du potentiel scalaire dont le
superpotentiel contient une contribution non perturbative du type (2.70). Pour sim-
plier nous nous placons dans le cas ou N
f
= 1 et notons 
2
0
= Q
~
Q. Le superpotentiel
W
np
s'ecrit simplement
W
np
=


3N
c
 1
h(T )
3N
c
 1

2
0

1
N
c
 1
(2.71)
ou nous avons introduit une fonction h(T ) qui, dans le cas ou la theorie eective derive
d'une theorie de supercordes, assure que W
np
a un poids modulaire egal a  3. En eet,
dans le cas heterotique, la fonction cinetique de jauge recoit des corrections radiatives
a l'ordre d'une boucle qui ne sont pas invariantes modulaires; leurs transformations
doivent e^tre compensees par celles de la fonction h(T ). Nous reviendrons sur la nature
de cette fonction dans la deuxieme section de ce chapitre.
A cette contribution non perturbative s'ajoute une composante perturbative et le
superpotentiel complet s'ecrit
W = W
p
+W
np
ou W
p
= a
1

2
0
+ b
3
1
(2.72)

1
est un champ de matiere quelconque qui xe la masse des quarks. Recalculons
le potentiel scalaire associe au potentiel de Kahler (2.64) en prenant maintenant en
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compte la dependance en S et T
i
du superpotentiel:
V
F
=
1
s
Q
i

i
 
jsW
s
 W j
2
+
3
X
i=1

i



W

i
+ 
i
W
T
i



2
+
3
X
i=1
j
i
W
T
i
 W j
2
!
(2.73)
Nous supposons que les champs 
i
ne sont pas charges ce qui nous permet dans cet
exemple d'ignorer le terme D. Il est courant de supposer pour commencer la min-
imisation que les vevs des champs 
i
sont beaucoup plus faibles que celles du dilaton
et des modules. Le potentiel est alors domine par les termes jW

i
j et les equations
W

i
= 0 permettent d'exprimer les vevs des champs de matiere en fonction de l'echelle
du condensat :
W
1
= W
2
= 0! 
1
/ 
0
/ W
1=3
np
(2.74)
Le superpotentiel eectif apres elimination du meson 
0
et du champ de matiere 
1
s'ecrit
W
eff
= W
p
+W
np
/ W
np



h

3
=
e
 3f=2
h
3
(T )
(2.75)
Remarquons que W
S
=W =  3k
a
=(2) est une constante negative. Il est important de
garder a l'esprit que W
S
=W est xe ici par les conditions de minimisationW

i
= 0. A
ce stade, il est possible d'extraire la dependance en s = S + S de V
F
:
V
F

e
 s
s
 
(1 + s)
2
+ g

(2.76)
ou nous avons introduit  =  W
S
=W . g est une fonction independante de s; ce
potentiel est represente sur la gure 1 de la publication (V); quelle que soit la valeur
de g, il ne possede pas de minimum en une valeur nie et positive de s.
La solution usuelle pour stabiliser le dilaton est d'avoir recours a des conden-
sations de jauginos multiples [50]. Le superpotentiel non perturbatif eectif corre-
spond alors a une somme d'exponentielles qui peuvent donner lieu a un minimum
phenomenologiquement acceptable pour le dilaton au prix d'un ne-tuning des parametres
des groupes de jauge impliques. Ces modeles sont appeles modeles race track [51, 52].
Une autre solution
(8)
utilise les corrections non perturbatives du potentiel de Kahler
dans les modeles heterotiques de la forme e
 1=g
. Il existe aussi d'autres approches dont
les corrections non perturbatives ont une toute autre origine: la compactication, qui
genere un superpotentiel dependant de S [53].
La condensation de jaugino a ete l'objet de travaux tres detailles dans les cordes
heterotiques. Par contre, elle n'avait pas encore ete abordee dans le cadre des theories
de type I. L'objet du travail presente dans les publications V et VI a ete precisement
d'etudier comment le probleme de la stabilisation du dilaton par condensation de jaug-
ino peut e^tre modie dans ces theories et plus generalement d'etudier la brisure de
supersymetrie par condensation de jaugino.
(8)
appelee Kahler stabilization
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2.2 Theories de cordes de type I
2.2.1 Orientifolds de type IIB
Les theories de type I [54{60] sont des theories decrivant la dynamique des cordes
ouvertes. Elles etaient beaucoup moins etudiees que les theories heterotiques
(9)
jusqu'a
ce que l'avenement des dualites, la decouverte des D-branes [61] et la comprehension
d'aspects non perturbatifs permettent de franchir un pas tres important dans la compre-
hension du vide de ces theories [62] (pour une revue des nouvelles perspectives phenome-
nologiques voir [63]). Les theories de type I a 10 dimensions peuvent e^tre obtenues a
partir de la projection orientifold 
 de la theorie de type IIB [54] ou 
 echange les
modes droits et gauches de la corde. Son action sur les coordonnees de la surface
d'univers de la corde  et  ou pluto^t sur la coordonnee complexe z = e
+i
est:
z


! z. Le resultat de la projection 
 de la corde IIB est une corde fermee non
orientee avec une seule supersymetrie a 10 dimensions. En outre, la coherence de la
theorie a dix dimensions (i.e. absence de tadpoles Ramond{Ramond qui detruiraient
le bon comportement ultra-violet) necessite l'introduction de 32 D-9 branes.
De nouveaux vides perturbatifs N = 1; D = 4 peuvent e^tre obtenus en combinant
cette projection orientifold avec un orbifold standard comme ceux eectues dans les
theories heterotiques [64{68] . On obtient ainsi une theorie IIB compactiee sur un
orbifold T
6
=fG + 
  Gg ou G = Z
N
ou Z
N
 Z
M
. La charge totale de Ramond{
Ramond est alors compensee par l'introduction de D-p branes dont le nombre et la
nature dependent de la projection G. Par exemple, pour Z
N
avec N impair, le vide ne
peut contenir que des D-9 branes. Pour N pair, des D-9 et D-5 branes peuvent e^tre a
la fois presentes. Le volume d'univers de ces D5-branes contient l'espace de Minkowski
plus une dimension complexe X
i
, i = 1; 2; 3. On notera D-5
i
les branes correspon-
dantes. A la place de 
, il existe d'autres projections compatibles avec l'existence
d'une supersymetrie a quatre dimensions. Celles-ci font intervenir des reexions par
rapport aux plans complexes X
i
ou bien l'operateur ( )
F
L
ou F
L
compte le nombre
de fermions gauches sur la surface d'univers. Dans ce cas, les conditions d'annulation
des tadpoles requierent la presence de D-7 et D-3 branes (modulo des T-dualites). Il
existe aussi 3 types de D7
i
branes suivant la dimension X
i
transverse a leur volume
d'univers.
En resume, selon la nature des generateurs de la projection orientifold, nous pour-
rons avoir aaire a des D-3, D5
i
, D-7
i
, D-9branes. Cependant, le maintien d'une
supersymetrie a quatre dimensions empe^che d'avoir toutes ces branes simultanement
presentes. Un vide D = 4; N = 1 contenant des Dp-branes et Dp'-branes doit satisfaire
p   p
0
= 0;4. Il presente donc soit des D-9 et D-5branes soit des D7- et D-3branes.
Ces deux situations sont en fait reliees par T-dualite
(10)
.
(9)
La raison principale etant la diÆculte technique liee a l'annulation des anomalies a quatre dimen-
sions. A la dierence des theories heterotiques SO(32) pour lesquelles l'invariance modulaire garan-
tit l'existence de conditions generales d'annulation des anomalies dans les modeles D = 4; N = 1,
l'annulation des anomalies dans les dierents modeles quadri-dimensionnels de type I se traduit par
des conditions d'annulation des tadpoles.
(10)
Si le volume de l'espace compact est un 6-tore, T
6
= T
2
 T
2
 T
2
, chaque composante de T
2
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2.2.2 Cordes ouvertes et branes
Dans ces theories, les cordes fermees decrivent les interactions gravitationnelles tandis
que les interactions de jauge sont decrites par les cordes ouvertes dont les extremites
sont contraintes a se propager sur les D-branes. Les D-branes peuvent e^tre denies
comme des hypersurfaces sur lesquelles sont accrochees les extremites des cordes ou-
vertes et possedent ainsi la propriete importante de localiser les interactions de jauge sur
leur volume d'univers. Nous allons voir que cette distinction entre interactions gravita-
tionnelles capables de se propager dans toutes les dimensions et interactions de jauge lo-
calisees sur des D-branes a des consequences tres importantes pour la phenomenologie,
notamment les contraintes usuelles sur la taille de l'espace compact sont modiees. Si
nous supposons que les interactions du modele standard sont localisees sur une D-p
brane, p  3, nous sommes amenes a distinguer deux types de dimensions compactes:
 (9   p) directions (de volume V
?
) perpendiculaires au volume d'univers de la
brane
 (p  3) directions longitudinales (de volume V
k
).
L'action perturbative de supergravite a dix dimensions s'ecrit
S
I
=
Z
dx
10
p
 g (
M
8
s

2
R  
M
6
s

1
4
F
2
(9)
+ ::: ) ; (2.77)
ou l'indice (9) fait reference au groupe de jauge venant des 32 D9-branes dont le volume
d'univers remplit tout l'espace 10-dimensionnel. Cette action peut e^tre obtenue a partir
de l'action heterotique (2.6) en eectuant la transformation:
!
1

et M
s
!
M
s
p

(2.78)
Ainsi, la corde heterotique SO(32) dans son regime de couplage fort est duale a la
corde de type I faiblement couplee. Remarquons que contrairement au cas heterotique,
le terme de courbure et le terme de jauge apparaissent a des ordres dierents de la
theorie perturbative (sphere pour le terme de courbure et disque pour le terme de
Yang{Mills). Cela a des consequences importantes pour la relation entre les couplages
quadri-dimensionnels et couplages a dix dimensions.
Couplages 4-dimensionnels
Generalisons l'action (2.77) au cas ou le groupe de jauge est associe a une D-p brane
dont le volume d'univers est de dimension p+ 1:
S
I
=
Z
dx
10
p
 g (
M
8
s

2
R  
M
p 3
s

F
2
(p)
Æ
9 p
(y
?
) + ::: ) ; (2.79)
etant caracterisee par un rayon R
i
, alors la transformation de T-dualite est telle que R
i
!M
 2
s
R
 1
i
:
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La reduction dimensionnelle de cette action donne
S
4
=
Z
dx
4
p
 g (
M
8
s
V
k
V
?

2
R  
M
p 3
s
V
k

F
2
(p)
+ ::: ) ; (2.80)
L'identication avec l'action (2.2) donne, a des coeÆcients numeriques pres,
M
2
P
= M
8
s
V
k
V
?

2
(2.81)
1

p
=
M
p 3
s
V
k

(2.82)
En combinant ces deux egalites nous obtenons la relation entre masse de Planck quadri-
dimensionnelle et echelle des cordes
M
2
P
=
M
2(7 p)
s

2
p
V
k
V
?
=
M
11 p
s
V
?

2
p
v
k
(2.83)
qui, par opposition a la situation heterotique ou M
s

p

GUT
M
P
, fait intervenir les
facteurs de volume de compactication. Nous avons introduit le volume longitudinal
exprime en unites de l'echelle des cordes, v
k
= V
k
M
p 3
s
Contraintes phenomenologiques sur le volume de compactication
Il est utile de reecrire la relation (2.83) en fonction de n, le nombre de dimensions
transverses a la D-p brane, n = 9  p,
M
2
P
=
2
v
k

2
p
M
n+2
S
R
n
?
(2.84)
La condition  < 1 se traduit par v
k
< 1=(2
p
). Il n'y a par contre aucune contrainte
sur le volume transverse a la brane. Dans les theories de type I, l'echelle des cordes
peut donc e^tre consideree comme un parametre libre [69]. Choisir une echelle des
cordes a basse energie correspond a un grand volume transverse, ce qui n'est pas en
contradiction avec un regime de couplage faible. Ce n'est pas non plus en contradiction
avec les contraintes experimentales. Les bosons de jauge ne se propageant pas dans le
volume transverse, la seule contrainte sur la taille des dimensions transverses vient des
mesures de l'interaction gravitationnelle a courte distance or la loi de Newton n'a pas
ete testee en dessous de la centaine de microns. Les contraintes experimentales sont
donc R

<
TeV
 1
 10
 19
m pour les dimensions longitudinales et R

<
10
 1
mm pour
les dimensions transverses.
2.2.3 Lagrangien eectif D = 4, N = 1 des orientifolds IIB
Secteur de jauge
La nature du groupe de jauge et des champs chiraux charges depend du type et de la
position des branes presentes dans le vide. Si nous considerons le cas le plus general avec
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des D-9 et les trois types de D-5branes, il y aura les groupes de jauge G
9
; G
5
i
et quatre
types de champs de matiere: C
9
i
(i est l'indice des trois dimensions complexes) ont
pour origine des cordes ouvertes accrochees sur des D-9branes; C
5
j
i
viennent de cordes
ouvertes accrochees sur la me^me D-5
j
brane; C
5
i
5
j
ont leurs extremites accrochees sur
des D-5branes dierentes; enn, les C
95
i
possedent une des extremites sur une D-9brane
et l'autre sur une D-5
i
brane. Les interactions entre ces champs sont decrites par un
superpotentiel de la forme [65, 70]
W
9
= C
9
1
C
9
2
C
9
3
+ C
5
1
5
2
C
5
3
5
1
C
5
2
5
3
+
3
X
i=1
C
9
i
C
95
i
C
95
i
(2.85)
W
5
=
3
X
i=1
 
C
5
i
1
C
5
i
2
C
5
i
3
+ C
5
i
i
C
95
i
C
95
i

(2.86)
+
3
X
i6=j 6=k=1

C
5
i
j
C
5
i
5
k
C
5
i
5
k
+
1
2
C
5
j
5
k
C
95
j
C
95
k

ou nous n'avons pas ecrit les constantes de couplage de Yukawa. Celles-ci sont des nom-
bres d'ordre 1 independants des champs de modules avant renormalisation canonique
des champs.
Secteur des cordes fermees
En plus du dilaton et des champs de module non twistes T
i
, il existe dans le secteur
des cordes fermees des champs scalaires twistes, notes M
f
k
associes aux points xes
de l'orientifold. L'indice k est relatif aux dierents secteurs twistes independants
et f compte le nombre de points xes sous le twist 
k(11)
. Ces champs jouent un
ro^le crucial dans la compensation des anomalies. En eet, contrairement aux theories
heterotiques, le groupe de jauge des orientifolds IIB presente plusieurs facteurs abeliens
U(1)
X
anomals. Iba~nez, Rabadan et Uranga [71] ont propose un mecanisme de com-
pensation des anomalies qui est une generalisation du mecanisme de Green{Schwarz
inspiree par Sagnotti [72], utilisant, a la place du dilaton, la transformation des modules
twistes M
f
k
: sous la symetrie de jauge abelienne
A
X

(x)! A
X

(x) + @

(x) (2.87)
les champs M
f
k
subissent la transformation
M
f
k
!M
f
k
+
i
2
Æ
X
GS;k
(x) : (2.88)
(11)
L'action de l'orbifold Z
N
est realisee par des puissances du generateur de twist  =
e
2i(v
1
J
45
+v
2
J
67
+v
3
J
89
)
, (
N
= 1), ou les J
mn
sont les generateurs de Cartan de SO(6) et les v
i
sont les
composantes du vecteur de twist v = (v
1
; v
2
; v
3
). Denissons les coordonnees complexes Y
1
= X
4
+iX
5
,
Y
2
= X
6
+ iX
7
, Y
3
= X
8
+ iX
9
. L'action de l'orbifold est alors diagonale: 
k
Y
i
= e
2ikv
i
Y
i
. Le main-
tien d'une supersymetrie N = 1 se traduit par la condition v
1
 v
2
 v
3
= 0. Pour des orientifolds
Z
N
, N impair, sur lesquels nous nous concentrerons par la suite, k = 1; :::; (N   1)=2. Par exemple,
dans le cas Z
3
, il n'y a qu'un seul secteur twiste et v =
1
3
(1; 1; 2).
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Ce mecanisme necessite de modier la fonction cinetique de jauge a l'ordre des arbres.
Ainsi, pour le groupe de jauge associe aux D9 branes
(12)
:
f
9 a
= S +
X
k

k
a
M
k
; (2.89)
et pour les D5-branes
f
5
i
a
= T
i
+
X
k

k
ia
M
k
; (2.90)
Les coeÆcients 
k
a
dependent de la projection d'orbifold consideree. Remarquons que
la constante de Kac{Moody n'apparait plus dans la fonction cinetique de jauge et que
pour les D5 branes, le couplage de jauge ne depend plus du dilaton mais des champs de
modules. Le fait que la fonction cinetique de jauge soit maintenant une combinaison
lineaire de S (ou T ) et M
k
est un ingredient crucial pour la stabilisation du potentiel
scalaire. Les anomalies mixtes U(1) [G
N
]
2
sont alors compensees sous la condition
C
X
a
= 4
2
X
k

k
a
Æ
X
GS;k
(2.91)
Notons enn que la transformation (2.88) est a l'origine d'un terme de Fayet{Iliopoulos
dans le terme D du potentiel scalaire

2
=
1
2
Æ
X
GS;k
@K
@M
k
(2.92)
Potentiel de Kahler
Dans le cas le plus general ou a la fois les D9 et les trois types de D5 branes sont
presentes, le potentiel de Kahler est donne par
(13)
[70]
K =   ln
 
S + S  
X
i
jC
5
i
i
j
2
!
 
X
i
ln
 
T
i
+ T
i
  jC
9
i
j
2
 
X
j 6=k 6=i
jC
5
k
j
j
2
!
+
1
2
X
j 6=k 6=i

jC
5
j
5
k
j
2
(S + S)
1=2
(T
i
+ T
i
)
1=2
+
jC
95
i
j
2
(T
j
+ T
j
)
1=2
(T
k
+ T
k
)
1=2

+
^
K(m
k
) (2.93)
ou
^
K est la partie dependante des champs de modules twistes M
k
.
^
K n'a pas ete
calcule. On sait cependant qu'en raison de la symetrie d'orbifold,
^
K est une fonction
(12)
Nous travaillerons par la suite avec les champs M
k
=
P
f
M
f
k
.
(13)
En raison de la dualite entre la theorie heterotique SO(32) et la theorie de type I le lagrangien
eectif a quatre dimensions pour la theorie de type I en l'absence de D-5branes est analogue a celui
des orbifolds heterotiques. Le lagrangien complet decrivant un modele possedant aussi des D-5branes
peut e^tre reconstruit a partir du lagrangien pour un modele ne comprenant que des D9branes en
utilisant l'invariance sous les transformations de T-dualite.
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paire de m
k
= M
k
+M
k
et que le terme dominant dans un developpement autour du
point xe m
k
= 0 est le terme quadratique: 1=2
P
k
m
2
k
.
Il est possible de denir des poids modulaires n
l
m
pour chacun des champs de matiere
C
m
se transformant selon C
m
!
Q
3
l=1
(ic
l
T
l
+ d
l
)
n
l
m
C
m
. Ils prennent une des trois
valeurs f1; 1=2; 0g. En outre, la metrique de Kahler est diagonale
(14)
pour ces champs,
K
cd
= Z
c
Æ
c
d
, ou les indices c et d font reference aux cinq types de champs de matiere,
et peut e^tre exprimee sous la forme:
Z
c
=
Y
l

n
l
c
l
pour C
9
i
; C
5
i
i
; C
5
k
j
(2.94)
Z
c
=
1
2
Y
l

n
l
c
l
pour C
5
j
5
k
et C
95
i
(2.95)
ou l = 0; 1; 2; 3 et 
0
= s. Les valeurs des poids modulaires sont:
n
l
C
9
i
=  Æ
l
i
n
l
C
5
i
i
=

0 8i; l 6= k 6= j 6= 0
 1 l = 0
n
l
C
5
k
j
=

 1 l 6= k 6= j 6= 0
0 l = j; k; 0
n
l
C
5
j
5
k
=
8
<
:
 1=2 l 6= k 6= j 6= 0
0 l = j; k
 1=2 l = 0
n
l
C
95
i
=
8
<
:
0 l = i
 1=2 l = k; j 6= i
0 l = 0
(2.96)
Invariance modulaire
Le lagrangien des theories heterotiques eectives D = 4; N = 1 est invariant classique-
ment sous les symetries modulaires SL(2; R) relatives aux transformations (2.60,2.61,2.63).
Il en est de me^me pour le lagrangien des modeles 4D orientifolds de type IIB pour
lesquels il n'y a que des D9 branes. En presence de D-5
i
branes, la symetrie est
explicitement brisee dans le plan complexe X
i
, comme l'indique l'expression de la
fonction cinetique de jauge (2.90). L'invariance est maintenue dans les plans com-
plexes X
j 6=i
si aucune D-5
j
brane n'est presente [73]. Cette symetrie classique qui agit
aussi sur les fermions chiraux
(15)
est potentiellement brisee au niveau quantique par
l'anomalie
(16)
[74, 75]:
ÆL =
Z
d
2

b
0
i
a
8
2
(ln(ic
i
T
i
+ d
i
)W

a
W
a
+ h:c:) (2.97)
(14)
a des corrections d'ordre Æ
2
pres melangeant les champs C
9
i
et C
5
k
j
.
(15)
 

! e
in
i


i
 

avec 
i
= arg (ic
i
T
i
+ d
i
).
(16)
ou b
0
i
a
=  C(G
a
) +
P

T (R

a
)(1 + 2n
i

).
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Dans la theorie heterotique, la symetrie est retablie au niveau quantique; en general,
l'anomalie (2.97) peut e^tre compensee par deux contributions:
 La premiere est un mecanisme de type Green{Schwarz impliquant la transforma-
tion du dilaton S a l'ordre d'une boucle:
S ! S  
1
8
2
X
i
Æ
i
GS
ln(ic
i
T
i
+ d
i
) (2.98)
Le terme cinetique de jauge L
CJ
=
R
d
2
(f
bc
W

b
W
c
+ h:c:) ou f
bc
= k
b
SÆ
bc
subit
alors la transformation
ÆL
CJ
=  
Æ
i
GS
k
a
8
2
Z
d
2
(ln(ic
i
T
i
+ d
i
)W

a
W
a
+ h:c:) (2.99)
ce qui compense la partie de l'anomalie commune a tous les facteurs du groupe
de jauge. An de maintenir l'invariance du potentiel de Kahler a l'ordre d'une
boucle, la partie en ln(S + S) doit e^tre modiee en lnY ou
Y = S + S  
Æ
i
GS
8
2
ln(T
i
+ T
i
) (2.100)
 La partie non universelle doit e^tre compensee par la variation d'un lagrangien du
type
 
(b
0
i
a
  k
a
Æ
i
GS
)
8
2
Z
d
2
(ln (T
i
)
2
W

b
W
b
+ h:c) (2.101)
ou (T
i
) est la fonction de Dedekind qui, sous une transformation modulaire se
comporte comme 
2
(T
i
)! (ic
i
T
i
+ d
i
)
2
(T
i
).
C'est precisement ce type de terme qui est engendre par les modes massifs des
cordes (correspondant aux modes twistes N = 2 de l'orbifold) qui modient la
fonction cinetique de jauge a l'ordre d'une boucle [74, 76]
f
a
1 boucle
= k
a
S  
1
8
2
X
i
b
N=2
a;i
ln (T
i
)
2
(2.102)
ou les b
N=2
a;i
sont determines par un calcul de cordes.
La condition de compensation des anomalies modulaires s'ecrit donc
b
0
i
a
= k
a
Æ
i
GS
+ b
N=2
a;i
(2.103)
Dans le cas ou le i-eme plan complexe n'est laisse invariant par aucun twist, b
N=2
a;i
= 0,
ce qui impose une contrainte tres forte sur le coeÆcient d'anomalie b
0
i
a
qui doit e^tre le
me^me pour tous les facteurs de jauge (generalement k
a
= 1).
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Remarquons enn que la fonction cinetique de jauge a l'ordre d'une boucle se trans-
forme selon
f
a
1 boucle
! f
a
1 boucle
 
X
i
b
0
a
i
8
2
ln(ic
i
T
i
+ d
i
) (2.104)
soit
e
 3f
a
1 boucle
=2
a
! e
 3f
a
1 boucle
=2
a
Y
i
(ic
i
T
i
+ d
i
)
3b
0
i
a
16
2

a
(2.105)
et le potentiel eectif (2.75) s'ecrit
W
eff
 e
 3
2
a
f
a
1 boucle
= e
 3k
a
S=2
a
Y
i
(T
i
)
3b
N=2
a;i
=8
2

a
(2.106)
Si aucun plan complexe n'est laisse invariant, b
N=2
a;i
= 0, les anomalies sont exclusive-
ment compensees par un mecanisme de Green{Schwarz, b
0
a
i
= Æ
i
GS
, et le superpotentiel
eectif est independant des modules T
i
, W
eff
 e
 3k
a
S=2
a
.
Quelle est maintenant la situation dans les modeles de type I? En raison de la
dualite theorie heterotique/theorie de type I
(17)
, on s'attend a ce que la symetrie mod-
ulaire subsiste aussi au niveau quantique. Il a en fait ete propose un mecanisme de
Green{Schwarz compensant les anomalies modulaires de maniere similaire a celui mis
en oeuvre pour compenser les anomalies des symetries de jauge U(1)
X
a travers la
transformation des modules twistes [73]:
M
k
!M
k
 
1
8
2
X
i
Æ
i;k
GS
ln(ic
i
T
i
+ d
i
) (2.107)
et pour preserver l'invariance modulaire a l'ordre d'une boucle,
^
K doit dependre de la
fonctionm
k
=M
k
+M
k
 
1
8
2
P
i
Æ
i;k
GS
ln(T
i
+T
i
). Ce mecanisme s'applique en particulier
aux orientifolds Z
N
, pour N impair. Il a en outre ete montre [79] que b
N=2
a;i
= 0; ainsi le
superpotentiel non perturbatif est independant des modules T
i
. Soulignons une autre
dierence avec le cas heterotique (ou b
0
a
i
= Æ
i
GS
en l'absence de secteur N = 2): me^me si
b
N=2
a;i
= 0, il est possible de compenser l'anomalie pour des facteurs de jauge dierents
grace aux coeÆcients 
a;k
: b
0
a
i
=
P
k

a;k
Æ
i;k
GS
.
Nous nous placerons par la suite dans des modeles de type Z
3
pour lesquels 
a
/ 
a
et W
np
possede un poids modulaire  3 garantissant l'invariance modulaire.
En resume de cette sous-section, retenons les caracteristiques principales des modeles
de type I. Toutes sont reliees a la presence des modules twistes M
k
:
 Les champsM
k
sont responsables de la compensation des anomalies (des symetries
U(1)
X
et des symetries modulaires)
 Ils modient le terme de Fayet{Iliopoulos Æ
X
GS
@K
@S
 ! Æ
X
GS;k
@K
@M
k
(17)
dualite manifeste a dix dimensions [77] mais non clairement etablie a quatre dimensions [78].
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 Ils apparaissent lineairement dans la fonction cinetique de jauge a l'ordre des
arbres.
Notre motivation est d'etudier les consequences de ces nouvelles proprietes sur la forme
du potentiel scalaire. Les seules hypotheses que nous ferons concernent la forme du
superpotentiel: nous supposerons que le groupe de jauge G
9
contient un groupe SU(N
c
)
responsable de la condensation de jaugino sur la D-9brane. L'echelle de condensation
 dependra alors non seulement de S mais aussi des modules twistes. C'est cette
dependance par rapport aux champs M
k
dans l'echelle  qui sera l'ingredient cle de la
stabilisation du dilaton.
2.2.4 Minimisation du potentiel scalaire
Nous allons ecrire le potentiel scalaire en utilisant une forme simpliee du potentiel
de Kahler (2.93) car nous supposons que seuls les champs C
9
i
prennent une valeur
moyenne dans le vide non nulle. Nous notons de maniere generique 
n
ces champs. En
particulier, 
0
est associe au meson
p
Q
~
Q. De plus, pour simplier nous nous placons
dans le cas isotrope T = T
i
et dans le cas ou il n'y a qu'un seul secteur twiste, k = 1
(il est facile de generaliser au cas k 6= 1). Le potentiel de Kahler s'ecrit
(18)
K =   ln s  3 ln  +
^
K(m); (2.108)
ou
s = S + S;  = T + T  
X
n
j
n
j
2
; m =M +M   Æ ln  : (2.109)
Reprenons la forme du superpotentiel non perturbatif engendre par la condensation de
jaugino donnee en (2.71)
W
np
=


3N
c
 1

2
0

1
N
c
 1
: (2.110)
ou  = e
 f
9
=2
,  =
3N
c
 1
16
2
. Soit q
0
= (q + ~q)=2 la charge sous la symetrie U(1)
X
du champ composite 
0
et  1 son poids modulaire. D'apres la condition de com-
pensation des anomalies (2.91), le coeÆcient C
SU(N
c
)
=
(q+~q)
4
2
de l'anomalie mixte
U(1)
X
 [SU(N
c
)]
2
, verie C
SU(N
c
)
= 
SU(N
c
)
Æ
X
GS
, ce qui garantit l'invariance sous
U(1)
X
du superpotentiel (2.110). Le poids modulaire de W
np
est bien egal a  3 en
l'absence de D5-branes sous la condition Æ =  2 (associee a la transformation mod-
ulaire M !M   Æ ln(icT + d) ou Æ =
3
8
2
Æ
i
GS
).
(18)
La forme du Kahler utilisee pour le meson peut e^tre justiee comme suit: soit l'expression du
potentiel de Kahler en fonction des quarks: K
(Q)
= Q
y
Q +
e
Q
y
e
Q ou Q et
~
Q
y
sont des matrices de
dimension (N
f
 N
c
),
~
Q et Q
y
de dimension (N
c
 N
f
). An de reecrire le potentiel de Kahler en
fonction des champs composites nous nous placons le long des directions plates hDi = 0, Q
fj
=
~
Q
y
jf
,
ce qui donne, dans le cas ou il n'y a qu'une seule saveur, K
(Q)
/
p
MM
y
soit K
(Q)
/ j
0
j
2
.
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Potentiel scalaire
En plus du meson 
0
nous incluons d'autres champs 
m
se couplant a 
0
via la symetrie
U(1)
X
sous laquelle ils possedent la charge q
m
. Les parties V
F
et V
D
du potentiel
scalaire s'ecrivent
V
F
= e
G
B = e
G
(G

G

G

  3) = e
G=2
(G

F

  3e
G=2
) (2.111)
V
D
=
g
2
x
2
D
2
X
; D
X
= q
n

n
@K
@
n
  Æ
X
GS
x
2
(2.112)
ou nous avons adopte la notation x =
@K
@M
. Remarquons que pour de faibles valeurs de
m, x  m. Comme nous l'avons montre dans l'article V, la metrique de Kahler peut
e^tre inversee facilement (la generalisation au cas anisotrope gure dans l'appendice de
l'article (VI)) et les champs auxilliaires s'ecrivent
F
S
= e
G=2
s :

s
W
S
W
  1

F
n
=
e
G=2
3 + Æx
 :
W

n
W
F
T
=  
e
G=2
3 + Æx
 :
 
3  
n
W

n
W
  Æ
W
M
W
!
F
M
= e
G=2
^
A

B
0
+
W
M
W

: (2.113)
ou
B
0
= x 
Æ
^
A
;
^
A =
1
^
K
MM
+
Æ
2
3 + Æx
(2.114)
Rappelons qu'en l'absence de champ M , dans les modeles dits no scale
(19)
, V
F
est
deni positif et peut e^tre mis sous la forme simple
V
F
=
3

X
n
jF

n
j
2
+
1
s
2
jF
S
j
2
(2.115)
en raison de la propriete
K
T
F
T
+
X
n
K

n
F

n
= 3e
G=2
(2.116)
En presence du champ M , cette propriete devient
K
T
F
T
+
X
n
K

n
F

n
= e
G=2

3  Æ
W
M
W

(2.117)
(19)
Nous appelons ici modeles no scale ces modeles ou les variables T et 
n
apparaissent dans le
potentiel de Kahler a travers la combinaison  uniquement. L'origine de cette appellation vient du
fait que si F
S
= 0 alors V =
1
3s
2
P
n
jW
n
j
2
et le minimum est obtenu pour jW
n
j = 0 soit un potentiel
plat no scale V
0
= 0, 8 S, et de plus les masses soft des scalaires sont nulles.
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et V
F
s'ecrit simplement en termes des champs auxilliaires `canoniques':
V
F
= e
G
ÆB
0
+ j
^
F
S
j
2
+ j
^
F
M
j
2
+
X
n=0
j
^
F
n
j
2
(2.118)
ou
^

n
=
r
(3 + Æx)


n
;
^
F
n
=
r
(3 + Æx)

F
n
;
^
F
S
=
1
s
F
S
;
^
F
M
=
1
p
^
A
F
M
Une des nouveautes de ce potentiel est le terme ÆB
0
, fonction de x uniquement, qui
peut rendre V
F
negatif. Notamment, pour
^
F
S;M;n
= 0, la supersymetrie est restauree
si x =  3=Æ, ce qui correspond au minimum global V
F
=  3e
G
. Avant d'entrer dans
les details de la stabilisation de ce potentiel il est possible de donner les raisons pour
lesquelles celle-ci est possible. Le point important vient du fait que W
S
=W apparait
deux fois dans ce potentiel. Dans
^
F
S
et dans
^
F
M
(W
M
=W = W
S
=W ). Dans la
plupart des etudes sur la minimisation du potentiel, il est couramment suppose h
n
i 
hSi; hT i. Sous cette hypothese, la minimisation mene a (voir section(2.1.5)) W
eff

e
 3S=2
ce qui xe W
S
=W a une constante negative et rend impossible la stabilisation
du dilaton de s par l'equation F
S
= 0 (auquel cas hsi < 0). Dans le potentiel (2.118)
nous avons une variable supplementaire, M , et W
S
=W peut e^tre traite comme une
variable dynamique. Sa vev, au lieu d'e^tre xee par l'equation de minimisation par
rapport aux champs 
n
est xee gra^ce a la contribution de F
M
et peut e^tre positive.
Le dilaton admet alors un minimum par l'intermediaire de l'equation F
S
= 0. Dans
cette stabilisation la contribution du terme D
X
est importante car elle est a l'origine
d'un minimum local pour x. Les details du calcul sont donnes dans l'article (V) et
reformules de facon plus concise dans l'article (VI) ou sont comparees deux situations,
l'une ou la symetrie modulaire est brisee et l'autre ou elle est respectee. Nous allons
maintenant resumer les points importants.
Stabilisation en l'absence de symetrie modulaire
Nous utilisons dans une premiere approche un superpotentiel de la formeW =W
p
+W
np
ou W
p
est une fonction quelconque des m invariants sous U(1)
X
X
m
= 
2
0

 2q
0
=q
m
m
.
Les 
n
ayant un poids modulaire egal a  1, les X
m
possedent des poids modulaires
variables; la partie perturbative du superpotentiel brise ainsi l'invariance modulaire.
Nous commencons par imposer la condition D
X
= 0 :
X
n
q
n
j
^

n
j
2
=
jÆ
X
GS
xj
2
M
2
P
(2.119)
ou nous avons anticipe le fait que hÆ
X
GS
xi est positif. Minimiser V
F
est equivalent a ne
minimiser que B, ou B a ete deni dans l'equation (2.111), si la constante cosmologique
est nulle. Reecrivons B:
B = ÆB
0
+




1  s
W
S
W




2
+

(3 + Æx)
X
n




W
n
W




2
+
^
A




B
0
+ 
W
S
W




2
(2.120)
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Le troisieme terme de (2.120) s'ecrit

(3 + Æx)
X
n




W
n
W




2
=
1
j
^

0
j
2
0
@





2
X
m
 
m
+
W
S
W





2
+
X
m
4
q
2
0
q
2
m
1

m
j 
m
j
2
1
A
(2.121)
ou
 
m
=
X
m
W
@W
p
@X
m
; 
m
= j
m
j
2
=j
0
j
2
(2.122)
Dans la publication V, nous travaillons dans l'approximation ou le condensat 
0
domine
sur tous les autres champs 
m
et minimisons perturbativement en fonction du parametre

m
. Apres avoir impose la contrainte (2.119), il reste 3 +m variables independantes.
La minimisation de B par rapport a s;
W
S
W
et  
m
donne:
s =  

2
+ 
2
B
0
+O





m

0




2
W
S
W
=  
B
0

2
+ 
2
+O





m

0




2
(2.123)
 
m
=
B
0

2
+ 
2
:
q
2
m
8
2
q
2
0





m

0




2
+O





m

0




4
ou nous avons deni

2
=
1
^
A
q
0
8
4
jÆ
GS
xj
: (2.124)
Le dilaton est donc stabilise des que x prend une valeur moyenne et si hB
0
i < 0.
Rappelons qu'a l'ordre zero en , la vev de F
S
est nulle. En outre, les vev des autres
champs auxilliaires au minimum satisfont
F
0

0
=
e
G=2
q
0
2
2
sjÆ
GS
xj
=
q
0
q
m
F
m

m
=  4
2
F
M
(2.125)
Cette relation entre F
0
; F
m
et F
M
sera tres importante par la suite lorsque nous
determinerons la structure des termes soft. Elle garantit en particulier le fait que
les couplages triscalaires A
ijk
sont reels.
A ce stade, B ne depend plus que de x et s'ecrit:
B = B
0
Æ

2
+ 
2
 

2
 
q
0
8
4
Æ
GS
Æ
(1 +O





m

0




2
)
!
: (2.126)
Il ne reste donc plus qu'a minimiser cette fonction et determiner la vev de x. Deux
options peuvent e^tre envisagees:
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 Imposer B = 0, soit la condition 
2
=
q
0
8
4
Æ
GS
Æ
. Les vevs de s, 
0
, 
m
,  correspon-
dent dans ce cas a des directions plates du potentiel ou la constante cosmologique
est nulle. Il nous faut alors supposer que x et doncM est stabilise apres la brisure
electrofaible.
 Tolerer une constante cosmologique non nulle et chercher le minimum local de
B
0
(x). On montre facilement que la condition de minimisation est
Æ
@K
MM
@x
= 1 +
2Æ
2
K
MM
3 + Æx
: (2.127)
Certaines formes du potentiel de Kahler
^
K satisfont cette equation. Par exemple,
pour
^
K(m) =
3
a
ln

1 +
a
6
m
2

; (2.128)
B
0
admet un minimum tel que
ÆB
0
j
min

1
2a
  Æ
2
: (2.129)
et
s 

Æ
2
: (2.130)
Nous avons represente la dependance en (s; x) du potentiel scalaire correspondant sur la
gure (2.1). Notons que contrairement au scenario heterotique base sur la condensation
de jauginomultiple il n'y a pas de barriere separant le minimum et les grandes valeurs
du dilaton, ce qui concede a ce potentiel un certain intere^t cosmologique.
Stabilisation avec symetrie modulaire
La partie perturbative du superpotentiel utilisee dans le paragraphe precedent brise
l'invariance modulaire. Le poids modulaire des X
m
est n
X
m
= (2=q
m
)(q
0
  q
m
). Nous
souhaitons reproduire la minimisation du potentiel scalaire dans le cas ou la symetrie
modulaire est respectee. Construisons pour cela les invariants modulaires (sans dimen-
sion) suivants:
~
X
m
= X
m
W
 l
np
l =
2
3
(q
m
  q
0
)
q
m
: (2.131)
et ecrivons l'expression du superpotentiel la plus generale compatible avec l'invariance
modulaire et la symetrie U(1)
X
W = W
np
f(
~
X
m
) ; (2.132)
ou f est une fonction quelconque des invariants
~
X
m
. Par exemple, le cas le plus simple
est celui ou il n'y a qu'un seul invariant
~
X
1
= 
1

2
0
W
 1
np
. Le superpotentiel W =
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Figure 2.1: Potentiel V
F
dans le plan (s; x) ou s = S + S et x =
@
^
K
@M
 m pour de
faibles valeurs de x. Remarquons l'existence d'une vallee pres de x = 0. Si la valeur
initiale de m est au point xe de l' orientifold m = 0, le dilaton situe initialement vers
de grandes valeurs peut glisser le long de cette vallee vers son minimum.
W
p
+W
np
avecW
p
= 
1

2
0
peut alors s'ecrire sous la forme (2.132) avec f(
~
X
1
) = 1+
~
X
1
.
Avec cette nouvelle expression pour le superpotentiel, W
S
=W que nous noterons 
S
prend la forme
W
S
W
= 
S
=  
8
2
N
c
  1
 
1 +
X
m=1
2
3

m

q
0
q
m
  1

!
: (2.133)
ou

m
=
~
X
m
f
m
f
et f
m
=
@f
@
~
X
m
(2.134)
En utilisant ces notations B s'exprime maintenant:
B = ÆB
0
+ j1  s
S
j
2
+
^
A jB
0
+ 
S
j
2
+
X
m
4q
2
0
q
2
m
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^
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(2.135)
Nous allons pour simplier calculer le potentiel scalaire dans le cas ou 
0
et 
1
dominent.
Apres avoir utilise D
X
= 0, B est une fonction des quatre variables independantes
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s;
1
;
^

1
; x. La minimisation par rapport aux trois premieres de ces variables donne:
@B
@s
= 0 ) s =
1

S
(2.136)
@B
@
^

1
= 0 )
F
0

0
= r
F
1

1
; r = 
q
0
q
1
(2.137)
@B
@
1
= 0 ) F
M
=  
F
0

0
(3N
c
  1 + 2r)
8
2
 (1 + r)
(2.138)
Remarquons que les vev des champs auxilliaires satisfont le me^me type de relation que
dans le cas ou la symetrie modulaire est brisee et garantissent aussi la realite des termes
A
ijk
. Comme precedemment, nous pouvons reecrire B en fonction de x uniquement (cf
article VI) et le probleme de la stabilisation du dilaton et des autres champs scalaires
se reduit au probleme de la stabilisation de x.
En conclusion, nous avons montre qu'il est possible de stabiliser le dilaton avec une
seule condensation de jaugino et donne un exemple de potentiel de Kahler permettant
cette stabilisation. On peut alors parler de Kahler stabilization tout en nuancant le
sens de cette appellation, son utilisation courante faisant reference au mecanisme de
stabilisation par les corrections non perturbatives du potentiel de Kahler dans la corde
heterotique.
Resume
Pour clore cette section, resumons une derniere fois les raisons pour lesquelles ce
mecanisme de stabilisation est propre aux modeles de cordes de type I et ne peut
s'appliquer dans le cas heterotique. Puisque le point important est l'expression de la
fonction cinetique de jauge f
9
= S + M on peut e^tre tente de se demander pourquoi
le module T ne pourrait pas, dans la corde heterotique, jouer le ro^le que tient M dans
la corde de type I. En eet, nous avons d'apres (2.102) f
h
= S + & ln (T )
2
et dans la
limite des grands T
(T ) = e
 T=12
Y
n=1
(1  e
 2nT
)
T!+1
7 ! e
 T=12
(2.139)
ainsi f
h
devient une combinaison lineaire de S et T : f
T!+1
7 ! S   &
T
6
. Il y a deux
raisons principales pour lesquelles cette fonction cinetique de jauge ne peut mener a
une stabilisation: la premiere vient du fait que le potentiel de Kahler depend de facon
tres dierente de T et de M . Le terme dominant de
^
K(m) est  m
2
et la dependance
en T est  3 ln(T +T ). Dans le potentiel scalaire, K
T
  
1
T+T
a tendance a pousser T
vers de grandes valeurs alors que K
M
 m dans les modeles de type I tend a stabiliser
m vers de petites valeurs de l'ordre de Æ. La deuxieme raison est liee a la forme du
terme de Fayet{Iliopoulos  (reliee aussi a la forme de potentiel de Kahler); dans les
modeles de type I, 
2
I
/ m alors que 
2
het
/ 1=s et non T + T comme le voudrait
l'echange M $ T .
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2.3 CP et saveurs
Une fois les vevs des champs auxilliaires connues, il est possible de calculer les termes
de brisure douce exactement sans avoir a introduire d'angle de goldstino arbitraire.
Notre preoccupation suivante est de regarder les proprietes sous CP de ces termes
ainsi que leur structure de saveur. An de motiver cette etude nous commencons par
denir les problemes poses par la violation de la symetrie CP et par les processus avec
changement de saveurs dans les modeles supersymetriques.
2.3.1 Violation de CP et probleme des saveurs en supersymetrie
La violation de CP est un domaine de la physique des particules qui pourrait jouer un
ro^le tres important dans la recherche de nouvelle physique. Au probleme de \CP fort"
presente dans l'introduction generale de cette these s'ajoute un nouveau probleme lie
a CP lorsque nous travaillons dans les modele supersymetriques. Les termes de brisure
douce du Modele Standard Supersymetrique Minimal introduisent en eet un grand
nombre de nouveaux parametres dont un certain nombre de phases. Si nous donnons a
ces phases des valeurs arbitraires, elles vont generalement produire de nouvelles man-
ifestations observables de violation de CP. En particulier, elles sont a l'origine de mo-
ments dipolaires electriques beaucoup plus eleves que ce qui est permis par l'experience
(cf gure (2.2)). Tel est le probleme de CP supersymetrique. Un second probleme ap-
paraissant de maniere generique dans les modeles supersymetriques et deja mentionne
precedemment concerne les courants neutres avec changement de saveur (FCNCs). Un
exemple de diagramme supersymetrique responsable d'un tel processus est donne dans
la gure (2.3). Supprimer ces processus necessite une structure bien particuliere pour
les termes de masse des scalaires et les couplages triscalaires. Comprendre cette struc-
ture constitue le probleme supersymetrique des saveurs.
An d'eliminer les courants neutres avec changement de saveur, une des hypotheses
suivantes est generalement utilisee:
 Les masses des scalaires em
ij
et les couplages triscalaires A
ijk
sont universels.
 Les masses des quarks et des squarks peuvent e^tre diagonalisees dans une me^me
base, ce qui est le cas dans certaines theories de saveur contro^lees par des symetries
horizontales.
 Les squarks des deux premieres familles sont beaucoup plus lourds que les squarks
de la troisieme famille. Les limites experimentales les plus severes imposees sur
les processus avec changement de saveur concernent en eet surtout les deux
premieres familles alors que la brisure electrofaible induite par les corrections
radiatives fait pluto^t intervenir la troisieme famille; il est donc a priori possible
d'imposer une telle hierarchie entre les familles sans ne tuning abusif.
Nous allons par la suite nous concentrer sur la premiere hypothese, l'universalite. Celle-
ci n'est cependant pas suÆsante pour supprimer un certain nombre d'autres processus
predits a priori par le MSSM et non observes experimentalement, par exemple les
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contributions supersymetriques aux moments dipolaires electriques. Pour cette raison,
de nouvelles hypotheses doivent e^tre introduites. Deux attitudes sont possibles:
 Supposer que CP est une symetrie approximative de la theorie [80]. Cette hy-
pothese est motivee par le fait que dans la plupart des compactications des
theories de cordes, CP est une symetrie, qui doit e^tre brisee spontanement [81,82].
Si la transmission de la brisure de CP au secteur observable est telle que toutes
les phases sont petites (correspondant a certaines proprietes du superpotentiel),
cela donne lieu a une theorie ou CP est presque une symetrie. Les prochaines
mesures de la violation de CP dans le systeme des mesons B devraient permettre
de trancher sur la validite de cette hypothese.
 Une alternative est de supposer que les phases sont d'ordre 1 mais que le schema
de brisure de supersymetrie interdit en quelque sorte a ces phases de s'exprimer.
Un exemple bien connu est celui ou la brisure de supersymetrie est dominee par
le champ auxilliaire du dilaton (cf section 2.1.4)
En resume, il semble diÆcile de resoudre les problemes supersymetriques de CP et des
saveurs sans traiter a la fois l'origine de la brisure spontanee de CP et le mecanisme
de brisure de supersymetrie.
g~ g~
d L d R
d L
~
d R
~
(A + µ tan β)
Figure 2.2: Contribution supersymetrique au moment dipolaire electrique du neutron.
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Figure 2.3: Contribution supersymetrique a la desintegration du meson B ! K
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2.3.2 Violation spontanee de CP
Dans la plupart des compactications des theories de cordes, CP est une symetrie.
Celle-ci doit donc e^tre brisee pour rendre compte du caractere complexe de la ma-
trice CKM. Dans cette section, nous allons montrer comment CP peut e^tre facilement
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brisee spontanement par le minimum du potentiel scalaire de notre modele. L'idee est
d'utiliser un mecanisme du type Froggatt{Nielsen [83] pour introduire la violation de
CP dans les couplages de Yukawa. Rappelons que pour engendrer une phase physique
il est necessaire d'utiliser au moins deux champs de Froggat{Nielsen, h
0
i = hj
0
jie
ih
0
i
et h
1
i = hj
1
jie
ih
1
i
. Ecrivons par exemple les couplages de Yukawa de la forme:

h
0
i
M
s

n
ij
H
u
Q
i
L
U
j
R
+

h
1
i
M
s

n
kl
H
d
Q
k
L
D
l
R
(2.140)
Il est toujours possible d'eliminer la phase du premier terme par la transformation

0
! 
0
e
iq
0

tel que q
0
 =  h
0
i (2.141)
Sous cette transformation, la phase du deuxieme terme devient

hj
1
ji
M
s

n
kl
e
in
kl
( 
q
1
q
0
h
0
i+h
1
i)
H
d
Q
k
L
D
l
R
(2.142)
Elle est proportionnelle a la phase de l'invariant sous U(1)
X
, X = 
1

 q
0
=q
1
0
=M
1 q
0
=q
1
s
,

X
= (
1
 
q
1
q
0

0
). Il est donc equivalent pour engendrer une phase observable dans les
couplages de Yukawa de donner une phase a l'invariant X. Nous ecrivons les couplages
de Yukawa sous la forme:
Y
ijk
=


0
M
s

q
ijk
=q
0
g
ijk
(X
m
) (2.143)
ou q
ijk
est la charge U(1)
X
du couplage de Yukawa et g
ijk
est une fonction quelconque
des X
m
. Il est facile de voir comment la minimisation peut donner une vev complexe
aux X
m
. La vev de X
m
est determinee par l'equation (2.123c)
X
m
W
@W
p
@X
m
=
B
0

2
+ 
2
q
2
m
8
2
q
2
0

m
(2.144)
Le second membre est negligeable dans la limite ou 
m
 1 et l'equation de X
m
se
reduit a
@W
p
@X
m
 0 (2.145)
Cette equation peut facilement mener a des solutions complexes pour X
m
. Il suÆt
par exemple que f soit un polyno^me d'ordre 2 en X
m
. La valeur exacte de arg(X
m
)
depend des parametres du superpotentiel. Le me^me type d'analyse s'applique dans le
cas invariant sous la symetrie modulaire; on ecrit
Y
ijk
= g
ijk
(
e
X
m
)


0
M
s

q
ijk
=q
0

W
np
M
3
s

 (n
ijk
+q
ijk
=q
0
)=3
(2.146)
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ou n
ijk
est le poids modulaire de Y
ijk
. Notons que cette expression pour Y
ijk
depend
de tous les champs sauf des modules T . Revenons au cas simple ou il n'y a qu'un seul
invariant
~
X. La vev de
~
X est determinee par l'equation

1
=
~
Xf
0
f
=  

S
8
2
1
1 + r
(2.147)
Le second membre etant xe apres stabilisation de x, nous obtenons l'equation de
~
X
~
X
@f
@
~
X
= cst f (2.148)
Comme precedemment, si f est un polyno^me d'ordre 2 en
~
X, cela suÆt pour engendrer
une phase pour
e
X.
2.3.3 Termes soft
Une fois que nous avons introduit des phases dans les Yukawa, l'etape suivante consiste
a verier que ces phases ne vont pas se manifester dans les couplages triscalaires
(A
ijk
)
ren
= hF

i (K

+ @

lnY
ijk
  @

ln (Z
i
Z
j
Z
k
)) (2.149)
Le terme potentiellement dangereux dans cette expression est le second terme; Y
ijk
etant complexe, on s'attend a priori a ce que @

lnY
ijk
le soit aussi. Il est important
dans cette expression de sommer toutes les contributions (me^me si F
m
 F
0
, F
m
@
m
est du me^me ordre de grandeur que F
0
@
0
). En raison de la relation dynamique (2.125)
des compensations se produisent et
F

@

X = 0 (2.150)
ce qui garantit la realite des termes A
ijk
. Au nal:
F

@

lnY
ijk
=
q
ijk
q
0
F
0

0
/ q
ijk
(2.151)
Un resultat equivalent se produit dans le cas invariant modulaire en raison des relations
(2.137) et (2.138)
(20)
.
Notons que la partie non universelle dans l'expression de A
ijk
est de la forme
F

@

ln (Z
i
Z
j
Z
k
) / (
i
+ 
j
+ 
k
) (2.152)
ou

i
=  @
T
lnZ
i
=

1 ;
1
2
; 0

pour
 
C
9
l
C
95
l
C
5
l
m6=l
; C
5
l
5
m
; C
5
l
l

respectivement:
Il est donc possible de choisir les champs du secteur visible de telle sorte que les A
ijk
soient universels.
Finalement, deux situations peuvent e^tre considerees selon l'ordre de grandeur de
la phase de X (ou
e
X):
(20)
F

@

lnY
ijk
=
F
0

0
(1+r)
(
rq
ijk
q
0
  n
ijk
)
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 argX  O(1): dans ce cas, la phase de la matrice CKM est maximale tandis que
les phases dans les termes soft sont supprimees.
 argX  1: cette situation correspond a l'hypothese \CP approximative". Or,
dans ce scenario, la phase de la matrice CKM est insuÆsante pour expliquer la
valeur du parametre "
K
mesure dans le systeme K
0
K
0
. Il faut supposer que
d'autres phases contribuent a "
K
. Dans notre modele, cela ne peut e^tre envisage
que dans la limite ou les eets non renormalisables dans le potentiel de Kahler
ne sont plus negligeables, ce qui detruirait alors la structure no scale (2.108) et
donc le mecanisme de suppression des phases dans les termes A
ijk
.
La publication VI reproduit en detail les resultats pour les autres termes soft: les
masses des jauginos associes respectivement aux D9 et D5 branes ainsi que les masses
scalaires des cinq types de champs de matiere C
9
i
; C
95
i
; C
5
i
j 6=i
; C
5
i
5
j
et C
5
i
i
. Y sont aussi
discutes: les dierentes echelles du modele, le cas d'une compactication anisotrope,
l'eet des termes non renormalisables et les contraintes qu'ils imposent sur les vevs des
modules T
i
et sur la nature des champs du secteur visible.
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Chapitre 3
Univers branaire et localisation de
la gravite
La seconde revolution des cordes, liee a l'avenement des dualites survenu ces dernieres
annees, a profondement enrichi le spectre des travaux en theorie des cordes et of-
fert de nouvelles directions de recherches phenomenologiques. Elle a en particulier
stimule l'emergence des modeles d'univers branaires dans lesquels les champs de jauge
du Modele Standard sont connes sur une hypersurface plongee dans un espace plus
grand tandis que la gravite, qui par denition decrit la dynamique de l'espace-temps,
est libre de se propager dans toutes les dimensions.
Dans la premiere section de ce chapitre, nous expliquons comment ces nouvelles
constructions ont permis de reformuler le probleme de hierarchie de jauge en termes
geometriques. L'accent est mis sur le modele 5-dimensionnel de Randall{Sundrum qui
propose une solution au probleme de hierarchie mais aussi un mecanisme de localisation
de la gravite tout en autorisant une taille innie pour la cinquieme dimension. Nous
nous interessons par la suite (section 3.2) aux lois de la cosmologie de ce modele. Enn,
la derniere section est consacree a un certain nombre de questions ouvertes posees par
le modele de Randall{Sundrum.
3.1 Probleme de hierarchie et geometrie de l'espace
transverse
Nous avons presente dans l'introduction de cette these le probleme de hierarchie de
jauge comme une des motivations majeure pour rechercher une physique au-dela du
Modele Standard. Ce probleme comporte deux aspects: un premier aspect est la
destabilisation du potentiel scalaire du champ de Higgs due aux corrections quantiques
quadratiques par rapport au cut o  de la theorie (Æm
2
/ 
2
ou m est le parametre
de masse du champ de Higgs). La solution usuelle pour remedier a ce probleme est
d'introduire la supersymetrie. Ainsi, dans le Modele Standard Supersymetrique Mi-
nimal, il n'y a pas de correction quantique quadratique et l'echelle electrofaible est
stabilisee.
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Le deuxieme aspect est relie a la valeur du cut o. Pour une theorie decrivant la
gravitation, la valeur naturelle pour  est l'echelle de Planck M
P
 10
19
GeV. Dans ce
cas, le probleme de hierarchie devient: quelle est l'origine du rapport 10
16
entre l'echelle
de brisure electrofaible est l'echelle de Planck? Comme nous l'avons vu dans la section
2.2.2 du deuxieme chapitre, dans une theorie de supercordes, l'echelle de Planck a
quatre dimensions peut e^tre reliee a l'echelle fondamentale des supercordes, M
s
. Dans
la theorie heterotique, la relation perturbative est du type M
P
 g
 2
M
s
. Demander
une echelle fondamentale de l'ordre de l'echelle electrofaible necessite une constante de
couplage g excessivement faible
(1)
. Par contre, dans la theorie de type I, nous avons
M
2
p
M
n+2
s
R
n
?
=v
k

2
p
(cf equation (2.84)) ou n est le nombre de dimensions transverses
a la brane, R
?
la taille des dimensions transverses et v
k
le volume longitudinal en unites
de l'echelle des cordes. Rappelons aussi que les contraintes qui pesent sur R
?
sont liees
au comportement de la gravite alors que R
k
est contraint par les interactions de jauge.
Si v
k
 O(1) alors
M
2
p
M
n+2
s
R
n
?
(3.1)
Dans l'un ou l'autre cas, resoudre le probleme de hierarchie consiste a expliquer le
lien entre l'echelle electrofaible M
EF
, l'echelle de Planck quadri-dimensionnelle M
P
et
l'echelle des cordes M
s
, autrement dit expliquer la valeur de la constante de couplage
g et/ou la valeur du rayon R
?
.
3.1.1 Reformulation de probleme de hierarchie en termes
geometriques
Il est interessant de remarquer que la relation (3.1) peut e^tre obtenue a partir de l'action
denissant la constante gravitationnelle d'un univers 4 + n-dimensionnel [3]:
(16
2
G
4+n
)
 1
Z
d
4+n
x R = (16
2
G
4+n
)
 1
R
n
?
Z
d
4
x R + ::: (3.2)
En denissant la masse de Planck a 4 + n dimensions M
 (n+2)
4+n
= G
4+n
, nous obtenons
M
2
p
M
n+2
4+n
R
n
?
(3.3)
Ainsi,M
s
peut e^tre interpretee comme la masse de Planck de l'espace a 4+n dimensions.
Le potentiel gravitationnel cree par une masse ponctuelle situee a l'origine des 3 +
n dimensions spatiales est de la forme (solution de l'equation de Poisson a 3 + n
dimensions):
V (r) /
(
G
4+n
m
r
n+1
si r R
?
G
4+n
R
n
?
m
r
 G
4
m
r
si r R
?
(3.4)
On retrouve le potentiel newtonien dans la limite r  R
?
. La loi de Newton etant
bien testee jusqu'a des echelles millimetriques, cela donne la contrainte R
?

<
mm.
(1)
pour d'autres modeles avec une tres faible constante de couplage voir [1, 2]
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La relation (3.3) est a la base du modele de Arkani-Hamed, Dimopoulos et Dvali
(appele ADD par la suite) [3]. Ces auteurs proposent de resoudre le probleme de
hierarchie sans pre^ter attention au secteur de jauge et sans faire appel a la super-
symetrie mais seulement en regardant la geometrie de l'espace-temps complet. Ils stip-
ulent que l'echelle fondamentale M
4+n
est en fait l'echelle electrofaible M
4+n
 TeV
tandis que l'echelle de Planck mesuree a quatre dimensions n'est qu'une echelle eective
reetant l'existence de n dimensions supplementaires de grande taille. Dit autrement,
la petitesse de la constante de couplage gravitationnelle n'est qu'une consequence d'un
large volume transverse a notre univers quadri-dimensionnel. Il a ensuite ete realise [4]
qu'une telle relation emergeait naturellement a partir de l'action eective des cordes
de type I (cf eq.(3.1)).
La question suivante est celle de la taille requise pour le rayon R
?
. En imposant
M
s
 1 TeV dans (3.1), nous obtenons
R
?
 10
32 3n
n
GeV
 1
 10
32
n
10
 17
cm: (3.5)
Si notre univers est une brane de co-dimension 1 alors R
?
 10
15
cm. Il est clair
que cette situation est exclue car elle implique une modication des lois de la gravite
newtonienne a des echelles ou celle-ci est parfaitement testee (echelles de l'ordre de la
taille du systeme solaire). Le cas n = 2 est par contre envisageable
(2)
car il se situe a
la limite experimentale R
?
 1 mm des tests de la gravite a courte distance [12](cf [13]
pour une revue du statut experimental).
Dans ce scenario, le second
(3)
probleme de hierarchie n'est pas resolu mais seulement
reformule dans l'espace de Fourier dual. Pour e^tre resolu, il faudrait que l'inverse du
rayon R
?
n'introduise pas une echelle supplementaire, or, ici, une nouvelle echelle
apparait: R
 1
?
 10
 13
TeV
(4)
, soit toujours un rapport 10
16
entre M
EF
et R
 1
?
.
Expliquer la valeur M
EF
=M
P
correspond maintenant a comprendre la stabilisation de
la valeur de R
?
.
Nous avons jusqu'a present suppose que l'espace-temps etait plat et la metrique
factorisable c'est a dire que l'espace-temps complet etait un produit de l'espace-temps
4D de Minkowski avec un espace compact. Cette analyse ne prend pas en compte
l'eet de la densite d'energie de la brane sur la geometrie. Comment la situation
est-elle modiee lorsque l'espace-temps est courbe? Cette question a ete abordee par
Randall et Sundrum [14, 15] qui etudient un univers a cinq dimensions courbe par
la presence d'une 3-brane. Mentionnons que cette question n'est pas nouvelle. Elle
avait ete etudiee par Rubakov et Shaposhnikov des 1983 [16] (cf [17] pour une revue
(2)
Bien qu'une echelle de Planck a six dimensions M
4+2
 TeV ait ete exclue par des contraintes de
nature cosmologique et astrophysique [5{9], cela n'exclut pas encore M
s
 TeV en raison du facteur
de constante de couplage 
p
entre M
4+2
et M
s
(cf 2.84). D'autre part, les limites experimentales ont
recemment ete repoussees [10] et ont permis de verier la loi de Newton jusqu'a des distances de 200
microns. Par contre, M
4+2
 30 TeV, n = 2, correspondant a R
?
 1  10 m, n'est pas exclu et a
stimule un certain nombre de recherches experimentales pour tester la gravite a ces distances [11] .
(3)
Le premier probleme de hierarchie, celui de la stabilite du potentiel scalaire par rapport aux
corrections quantiques, est resolu si n > 1.
(4)
dans le \meilleur" des cas (n = 6), le rapport M
EF
=R
 1
?
est de l'ordre de 10
5
.
88 Univers branaire et localisation de la gravite [Chap. 3.]
historique). Des mecanismes de localisation en theories des champs avaient ete proposes
bien avant la decouverte des D-branes. Dans ces modeles, notre univers se manifeste
a travers une physique quadri-dimensionnelle malgre la presence d'autres dimensions
non necessairement compactes.
3.1.2 Modele de Randall{Sundrum
L'action de Randall et Sundrum decrit un univers a cinq dimensions baigne par une
constante cosmologique negative 
bulk
(5)
a l'origine d'une geometrie anti-de Sitter. Une
3-brane est localisee au point y = 0 sur l'axe de la cinquieme dimension. L'action
correspondante ne comporte qu'un terme de courbure et deux termes de \constantes
cosmologiques":
S
RS
=
Z
d
5
x
p
g

R
2
2
5D
  
bk
  
br
Æ(
p
g
55
y)

(3.6)
ou [
2
5D
] =  3, [
bk
] = 5 et [
br
] = 4. 
br
est un terme de constante cosmologique sur
la brane. Il est en fait plus precis de parler de tension de la brane car 
br
n'est pas
une constante cosmologique dans le sens ou elle n'est pas observable (de me^me pour

bk
), comme nous le verrons plus loin. La modelisation de la densite d'energie de la
brane par une fonction delta n'est pas cruciale. Il est en eet possible d'introduire
des modeles ou la brane possede une epaisseur; cela ne change pas fondamentalement
les resultats [18, 19]. Le point important est l'existence d'une densite d'energie-source
localisee en une region de l'axe y. L'ansatz le plus general pour une metrique statique
qui soit compatible avec l'invariance de Poincare dans l'espace longitudinal a quatre
dimensions est de la forme
ds
2
= a
2
(y)

dx


 dx

+ dy
2
(3.7)
Cette metrique depend de la coordonnee transverse y, elle n'est plus factorisable,
on parle de geometrie \voilee" (warped geometry en anglais). Randall et Sundrum
cherchent la solution des equations d'Einstein G
MN
= 
2
5D
T
MN
correspondant au
tenseur energie-impulsion
T
M
N
=  
bk
Æ
M
N
  
br
Æ(y) Æ
M

Æ

N
Æ


; 
bk
< 0; 
br
> 0 (3.8)
et invariante sous la symetrie Z
2
y $  y. Cette solution s'ecrit
ds
2
= e
 2kjyj


dx


 dx

+ dy
2
(3.9)
Apparait une echelle caracteristique, k, denie par l'inverse du rayon de l'espace AdS:
k = R
 1
AdS
=
r
 

2
5D

bk
6
(3.10)
(5)
L'appellation bulk correspond a l'espace de plongement de la brane.
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En outre, la resolution de la singularite au niveau de la position de la brane en y = 0
impose la condition:

2
br
=  
6
bk

2
5D
(3.11)
Cette condition est necessaire pour assurer l'invariance de Poincare sur la brane. Rap-
pelons qu'en l'absence de constante cosmologique negative dans le bulk, l'univers 4D
serait un espace de Sitter.
Une des specicites de cette solution est qu'elle admet une masse de Planck eective
a quatre dimensions nie, me^me en presence d'une cinquieme dimension innie [15,
20]
(6)
. La masse de Planck eective a quatre dimensions est denie en integrant le
terme de courbure le long de la cinquieme dimension, par analogie avec la denition
usuelle dans les theories de Kaluza{Klein. Cette denition n'est pas evidente ici mais
sera justiee a posteriori:
Z
d
4
xdy
p
g
5D
R
5D
2
2
5D
=
Z
d
4
x
p
g
4D
R
4D
:
Z
+1
 1
dy
e
 2kjyj
2
2
5D
(3.12)
D'ou
1
2
2
4D
=
1
2
2
5D
:
1
k
 (10
19
GeV )
2
(3.13)
Montrons maintenant en quoi cette geometrie apporte une solution au probleme de
hiearchie.
Solution au probleme de hierarchie
Supposons l'existence d'une seconde brane situee a une certaine distance y sur l'axe de
la cinquieme dimension (nous supposons en outre que la densite d'energie associee a
cette brane est faible comparee a 
br
et modie peu la geometrie) et ecrivons l'action
quadri-dimensionnelle comprenant le terme cinetique et le terme de masse d'un champ
de matiere quelconque localise sur cette brane:
Z
d
4
x
p
g
 
g

@

@

 m
2
0

2



y
=
Z
d
4
x
p
 e
 4kjyj
 
e
2kjyj


@

@

 m
2
0

2



y
=
Z
d
4
x
p
 (

@

^
@

^
 m
2
0
e
 2kjyj
^

2
)j
y
(3.14)
ou nous avons redeni les champs
^
 = e
 kjyj
, qui sont les champs physiques se couplant
a la metrique d'Einstein sans le facteur conforme. Leur terme de masse s'ecrit alors
m
2
phys
(y) = m
2
0
e
 2kjyj
(3.15)
Ainsi, les masses des champs vivant sur une 3-brane situee en y dependent de la
metrique 5D de telle sorte que leurs valeurs physiques dierent tres fortement des
(6)
Insistons sur le fait que le volume est ni en raison de la courbure de l'espace.
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parametres de masse fondamentaux m
0
sans avoir a invoquer un grand rayon de com-
pactication. Si l'echelle du parametre de masse du lagrangien m
0
est l'echelle de
Planck, il est possible d'obtenir m
phys
(y)  TeV avec jyj  30k
 1
. C'est nalement k
qui xe la hierarchie. Or k depend de la tension (positive) de la brane: k = 
2
5D

br
=6. Si
l'echelle fondamentale est l'echelle de Planck m
0
M
P
 
 1
4D
 
1=4
br
et si 
 2=3
5D
M
P
alors kM
 1
P
 O(1) soit jyj  30M
 1
P
. On peut considerer que jyj
 1
n'introduit pas de
nouvelle echelle (mais seulement un facteur 30). Ici, la hierarchie n'est pas transferee
dans la taille du bulk.
En resume, rappelons que dans le modele ADD, l'echelle fondamentale est choisie
de l'ordre de l'echelle electrofaible. Randall et Sundrum ont montre qu'il n'etait pas
necessaire de faire ce choix pour expliquer l'echelle de masse des particules. De plus,
la masse de Planck a quatre dimensions est du me^me ordre que la masse de Planck
a cinq dimensions. Celle-ci est determinee par la courbure pluto^t que par la taille
du bulk. Cette courbure n'est pas en conit avec l'invariance de Poincare a quatre
dimensions. Une autre dierence avec ADD (ou au moins deux dimensions transverses
a la brane sont requises) est lie au fait que le mecanisme de Randall{Sundrum semble
propre aux branes de co-dimension 1. Nous reviendrons sur ce point par la suite.
Enn, en plus d'apporter une solution au probleme de hierarchie, la geometrie de
Randall{Sundrum possede la propriete de reproduire les lois de la gravite newtonienne
quadri-dimensionnelle me^me en presence d'une cinquieme dimension innie.
Compactication versus localisation
An detudier le comportement du graviton dans cette geometrie introduisons une per-
turbation h

(x; y) dans la metrique (3.7):
ds
2
=
 
e
 2kjyj


+ h

(x; y)

dx


 dx

+ dy
2
(3.16)
Apres linearisation des equations d'Einstein par rapport a la perturbation, avec le choix
de jauge h


= 0 et @

h


= 0, on obtient une equation d'onde de la forme

 
m
2
2
e
2kjyj
 
1
2
@
y
@
y
  2kÆ(y) + 2k
2

 (y) = 0 (3.17)
ou nous avons decompose h

(x; y) = e
ip:x
 (y) et ou m
2
= p

p

est la masse quadri-
dimensionnelle du graviton. Il est utile d'eectuer le changement de variable:
kjzj = e
kjyj
  1 (3.18)
L'equation (3.17) s'ecrit alors

 
1
2
@
2
@z
2
+ V (z)

^
 (z) =
m
2
2
^
 (z) (3.19)
avec
V (z) =
15
8
k
2
1
(kjzj + 1)
2
 
3
2
kÆ(z) (3.20)
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Cette equation n'est rien d'autre qu'une equation de Schrodinger dont les valeurs pro-
pres donnent les dierents modes massifs du graviton. Randall et Sundrum ont montre
que le mode de masse nul,
~
h
(0)
, etait associe a un potentiel ayant la forme d'un vol-
can avec un puits inniment profond a l'origine permettant de pieger le graviton au
niveau de la brane en y = 0. Cet etat propre est un etat normalisable reproduisant
le comportement du graviton quadri-dimensionnel. Sa contribution au potentiel grav-
itationnel reproduit en eet une loi en 1=r. L'existence de cet etat lie est coherent
avec le fait que la masse de Planck a quatre dimensions soit nie. Il existe en plus un
continuum d'etats massifs,
~
h
(m)
, qui apportent des corrections non newtoniennes mais
qui sont supprimees par des puissances de la masse de Planck
(7)
.
En resume, l'expression pour le potentiel gravitationnel engendre par une source
ponctuelle statique m

est de la forme
(8)
V (r) =  

2
5D
m

k
r
0
@
1 +
Z
dm





~
h
(m)
(0)
~
h
(0)
(0)





2
e
 mr
1
A
(3.21)
=  

2
4D
m

r

1 +
cste
M
2
P
r
2

(3.22)
On retrouve donc le potentiel newtonien sous la condition 
2
4D
= k
2
5D
, qui n'est
rien d'autre que la relation (3.13); cela constitue la premiere justication annoncee
de notre denition de la masse de Planck a quatre dimensions. Apres avoir teste
le comportement newtonien de la gravite 4D dans le modele de Randall et Sun-
drum, il reste a verier d'autres manifestations de la relativite generale bien etablies
experimentalement. Il a ete montre que la structure du propagateur du graviton
possede les bonnes proprietes permettant de reproduire par exemple l'eet de deviation
des rayons lumineux par la matiere [27] (cf aussi [28]). Un autre aspect important
est d'etudier les lois cosmologiques de ce modele; ce qui permet d'etudier des echelles
d'energie non balayees par les tests de la loi de Newton qui s'etendent sur des dis-
tances depuis le millimetre jusqu'a des echelles de l'ordre de 10
24
m (mouvement des
galaxies). La cosmologie permet de completer le spectre d'energie a partir de 10
 4
eV,
l'echelle millimetrique correspondant au rayonnement fossile, jusqu'au MeV, l'echelle
de la nucleosynthese primordiale.
Dans les publications II et III, nous nous sommes attaches a etudier les lois cos-
mologiques du modele de Randall{Sundrum. Il n'est en eet pas du tout evident
a priori (cf [29]) que les lois d'expansion des univers branaires suivent la loi usuelle
quadri-dimensionnelle de Friedmann reliant la densite d'energie  et le taux d'expansion
(7)
Ce mecanisme de localisation du graviton peut e^tre compare avec les mecanismes plus anciens de
localisation des champs de matiere sur des defauts topologiques ne faisant pas appel a la theorie des
cordes ou a l'existence de D-branes [21{23]; voir aussi plus recemment [24, 25] ainsi que [26] pour un
mecanisme de localisation de champs de jauge.
(8)
Bien que le graviton soit piege sur la brane situee en y = 0, la gravite 4-dimensionnelle sera
ressentie par tout observateur vivant sur une autre brane, quelle que soit la position de celle-ci sur
l'axe de la cinquieme dimension [20].
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H (parametre de Hubble) de l'univers:
H
2


M
2
P
(3.23)
La loi de Friedmann est veriee jusqu'a l'epoque de la nucleosynthese primordiale
(9)
(t  1 seconde apres le Big-Bang), elle constitue une contrainte robuste permettant de
discriminer les dierents modeles cosmologiques. L'etude des lois d'expansion est ainsi
un moyen complementaire tres utile pour tester les modeles d'univers branaires.
3.2 Cosmologie branaire
Avant de poursuivre notre analyse a cinq dimensions, rappelons quelques points im-
portants sur les lois d'expansion de l'univers quadri-dimensionnel.
3.2.1 Taux d'expansion de l'univers quadri-dimensionnel
Le modele standard cosmologique repose sur la metrique non statique de Friedmann{
Robertson{Walker. C'est la metrique d'un espace homogene et isotrope (a symetrie
spatiale maximale):
ds
2
=  dt
2
+ a(t)
2

dr
2
1  kr
2
+ r
2
d
2
+ r
2
sin
2
d
2

(3.24)
ou
k =
8
<
:
 1 univers hyperbolique inni
0 univers plat
+1 univers spherique ni
(3.25)
Nous nous placons dans le cas k = 0 tel que
ds
2
=  dt
2
+ a(t)
2
dx
i
dx
j
Æ
ij
(3.26)
La matiere de l'univers est modelisee par un uide parfait homogene isotrope dont la
densite d'energie est notee  et la pression p. Si nous ajoutons une composante de
constante cosmologique, le tenseur energie-impulsion s'ecrit
T

= diag( + ; a(t)
2
(p  ); a(t)
2
(p  ); a(t)
2
(p  )) (3.27)
(9)
Comme nous l'avons evoque dans la section 1.1.1 du premier chapitre, le calcul des abondances de
elements crees lors de la nucleosynthese primordiale dependent tres sensiblement du taux d'expansion
de l'univers. Celui-ci determine en eet les temperatures de decouplage de chacune des especes
presentes dans le plasma primordial. La comparaison avec les mesures des abondances des elements a
permis de tester la loi d'expansion, au moins jusqu'a une echelle d'energie de l'ordre du MeV, et plus
generalement la theorie de la nucleosynthese primordiale, un des plus gros succes du modele standard
cosmologique.
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et les equations d'Einstein (en notant _a = da=dt):
G
00
= 
2
4D
T
00
)
_a
2
a
2
=
 + 
3m
2
P
(3.28)
G
ii
= 
2
4D
T
ii
) 2
a
a
+
_a
2
a
2
=  
p  
m
2
P
(3.29)
En combinant ces equations on obtient une relation du type
a
a
+
_a
2
a
2
=
  3p+ 4
6m
2
p
(3.30)
qui sera utile par la suite. L'equation (3.28) n'est rien d'autre que la loi de Friedmann.
En denissant le facteur de Hubble, H = _a=a, elle se reecrit:
H
2
=
 + 
3m
2
P
(3.31)
Comment cette relation est-elle modiee en presence de dimensions supplementaires?
D'apres [29], le facteur de Hubble decrivant l'expansion de notre univers represente par
une 3-brane plongee dans un espace a cinq dimensions, au lieu d'e^tre proportionnel a
la racine carre de la densite d'energie, est proportionnel a la densite d'energie, et ce,
independemment de la taille de la cinquieme dimension. Une telle loi est incompatible
avec l'evolution recente de l'univers (t > 1 seconde). L'objet de nos travaux fut de
chercher a reconcilier l'existence de dimensions supplementaires transverses a notre
univers avec la cosmologie standard.
3.2.2 Loi de Friedmann a cinq dimensions
Commencons par ecrire la metrique dependante du temps la plus generale a cinq di-
mensions:
ds
2
=  n
2
(t; y)dt
2
+ a
2
(t; y)dx
i
dx
j
Æ
ij
+ b
2
(t; y)dy
2
; (3.32)
Les tenseurs d'Einstein s'ecrivent (a
0
= @a=@y)
G
00
= 3
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 
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2
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2
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2

a
0
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
2
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2
b
2
a
0
b
0
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!
(3.33)
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= Æ
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 
a
2
b
2
b
0
n
0
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 
a
2
n
2

b
b
+
a
2
n
2
_
b _n
bn
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(3.34)
G
yy
= 3
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a
0
a

2
 
b
2
n
2
a
a
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b
2
n
2
_a _n
an
+
a
0
n
0
an
 
b
2
n
2
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_a
a

2
!
(3.35)
G
0y
= 3
 
_an
0
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_
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0
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 
_a
0
a
!
(3.36)
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Nous souhaitons generaliser la solution de Randall{Sundrum au cas non statique et
calculer le taux d 'expansion de la brane situee en y = 0. Le tenseur energie-impulsion
comporte donc le terme de constante cosmologique 
bk
et la tension de la brane 
br
auxquels nous ajoutons les perturbations  et p decrivant la matiere sur la brane a
l'origine de la dynamique d'expansion.
T
00
=  g
00
 

bk
+ Æ(
p
g
yy
y)(
br
+ )

(3.37)
T
ii
=  g
ii
 

bk
+ Æ(
p
g
yy
y)(
br
  p)

(3.38)
T
yy
=  g
yy

bk
(3.39)
Nous resolvons les equations d'Einstein en utilisant l'ansatz suivant (solution invariante
sous la symetrie Z
2
):
a(t; y) = a
0
(t) exp(
1
2
Ajyj+
1
2
A
2
y
2
+ :::)
b(t; y) = b
0
exp(
1
2
Bjyj+
1
2
B
2
y
2
+ :::)
n(t; y) = exp(
1
2
Njyj+
1
2
N
2
y
2
+ :::) (3.40)
ou A, B, N , A
2
, B
2
, N
2
sont des fonctions du temps a determiner. Nous avons fait
le choix de jauge n(t; y = 0) = 1. Nous avons de plus impose le fait que b
0
est une
constante car nous cherchons une solution ou la masse de Planck eective 4D ne varie
pas dans le temps.
La presence de la brane est a l'origine d'une discontinuite de la metrique en y = 0,
se traduisant par des singularites Æ(y) dans les deux equations (3.33) et (3.34) qui
comportent les termes de derivees secondes a
00
et n
00
. La premiere etape de la resolution
consiste a identier ces fonctions delta avec celles presentes dans le tenseur energie-
impulsion, ce qui permet de determiner les fonctions A et N :
A =  
1
3
b
0
M
 3
( + ) ;
N = b
0
M
 3
(p+
2
3
 
1
3
): (3.41)
ou M est la masse de Planck a cinq dimensions denie par 
2
5D
= M
 3
. Cette iden-
tication est toute la particularite de la resolution des equations d'Einstein a cinq
dimensions. Elle elimine en eet des equations regulieres les termes lineaires par rap-
port a la densite d'energie sur la brane (qui formaient le second membre de la loi de
Friedmann a quatre dimensions, cf (3.28)). Il ne reste plus que des termes quadra-
tiques par rapport a la densite d'energie. Nous nous concentrons par la suite sur les
equations d'Einstein evaluees en y = 0. Il n'est en eet pas necessaire de resoudre
globalement les equations pour determiner le taux d'expansion de la brane. Un point
important a noter est l'absence de derivee seconde dans la composante G
yy
(3.35) du
tenseur d'Einstein. L'equation d'Einstein G
yy
= 
2
5D
T
yy
evaluee en y = 0 donne:

_a
0
a
0

2
+
a
0
a
0
=
1
36M
6
(
br
+ )(2
br
    3p) +

bk
3M
3
(3.42)
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Remarquons que dans le cas ou 
br
= 0, nous obtenons

_a
0
a
0

2
+
a
0
a
0
=  
( + 3p)
36M
6
+

bk
3M
3
(3.43)
qui, compare a (3.30) dont le second membre est lineaire et non quadratique par rapport
a la densite d'energie, montre bien le caractere non standard de cette equation. Le
terme de tension 
br
est donc crucial pour retablir un comportement du type (3.28).
Developpons (3.42):

_a
0
a
0

2
+
a
0
a
0
=

2
br
18M
6
+

bk
3M
3
+

br
36M
6
(  3p) 
( + 3p)
36M
6
(3.44)
Les deux premiers termes s'annulent en raison de la relation-cle assurant la solution de
Randall-Sundrum (3.11). Le terme lineaire en  et p peut e^tre identie avec le second
membre de (3.30) de facon a reproduire le comportement standard, ce qui donne la
condition

br
=
6M
6
M
2
P
(3.45)
Cette relation est la deuxieme verication a posteriori de la denition de la masse
de Planck quadri-dimensionnelle. Elle est en eet equivalente a (3.13) lorsque nous
utilisons la denition de k (3.10). Nous trouvons alors

_a
0
a
0

2
+
a
0
a
0
=
  3p
6M
2
P
 
( + 3p)
36M
6
(3.46)
On montre facilement que la solution correspondante pour le facteur de Hubble est
H
2
=

3M
2
P

1 + 
M
2
P
12M
6

+
C
a
4
0
(3.47)
ce qui est la loi de Friedmann usuelle, avec en plus deux termes correctifs. Cette
expression est obtenue en demandant la compatibilite de (3.46) avec la relation
_+ 3(1 + !)H = 0 (3.48)
qui vient de l'equation d'Einstein G
0y
= 
2
5D
T
0y
et reproduit la loi de conservation
du tenseur energie-impulsion quadri-dimensionnel D

T

= 0. ! est le parametre
d'etat du \uide cosmique" deni par l'equation d'etat: p = !. Pour de la matiere
non relativiste, ! = 0, pour de la matiere relativiste ! = 1=3 et pour une constante
cosmologique, ! =  1. Cherchons H
2
sous la forme
H
2
= f() (3.49)
Nous obtenons facilement l'equation dierentielle pour f():
 
3
2
f
0
(1 + !)+ 2f =
(1  3!)
6M
2
P
 

2
(1 + 3!)
36M
6
(3.50)
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qui n'est valide que si ! est independant du temps, ce qui est le cas des composantes or-
dinaires de la densite d'energie de l'univers responsable de l'expansion
(10)
. Une solution
particuliere correspond a
f() =

3M
2
P

1 +
M
2
p
12M
6

(3.51)
D'autre part, la solution de l'equation homogene s'ecrit
f() = C
4=(3(1+!))
(3.52)
qui n'est rien d'autre que le terme en C=a
4
0
, d'ou la solution (3.47).
Le terme quadratique par rapport a la densite d'energie doit e^tre negligeable au
moins jusqu'a l'epoque de la nucleosynthese primordiale, ce qui se traduit par la con-
dition
M
6


nucl
M
2
P
12
(3.53)
Sachant que 
nucl
 0:1 MeV
4
, cette condition s'ecrit M  10 TeV. Le terme en C=a
4
0
est un terme de radiation sur la brane. La resolution des equations ne nous dit rien sur
la valeur de C (constante d'integration). Seules les observations peuvent la contraindre.
Remarquons que nous n'avons pas eu besoin de chercher la solution globale des
equations d'Einstein pour determiner le facteur de Hubble sur la brane. Cependant,
la solution globale, si elle est formulee dans un systeme de coordonnees approprie,
permet de comprendre physiquement la signication de la constante C. Il a ainsi ete
montre que dans un systeme de coordonnees bien choisi, la geometrie associee a la
solution globale est celle d'un trou noir AdS-Schwarzchild et la constante C peut e^tre
interpretee physiquement comme la masse du trou noir [30, 31].
Nous avons calcule le taux d'expansion sur la brane situee en y = 0. Or, sur cette
brane, le probleme de hierarchie n'est pas resolu. Si nous voulons une solution au
probleme de hierarchie, il faudrait calculer le taux d'expansion sur une brane situee
a une certaine distance de la brane localisee en y = 0. Nous avons montre que dans
une conguration ou la cinquieme dimension est compacte et ou une deuxieme brane
est placee en y = 1=2 (nous travaillons dans l'intervalle y 2 [ 1=2;+1=2]), le taux
d'expansion sur cette deuxieme brane (de tension negative) est
H
2
=  

1=2
3M
2
P

1  
1=2
M
2
P
12M
6

(3.54)
Cette equation n'est coherente que dans le cas ou 
1=2
< 0. Une densite d'energie
negative ne peut decrire la matiere de notre brane. Pour cette raison, cette solution ne
peut e^tre retenue. Pour pallier a ce probleme, il faut garder a l'esprit que ce resultat
est une consequence du fait que nous avons pris un rayon compact, comme suggere
par le premier article de Randall et Sundrum, et d'autre part, nous avons force la
(10)
Le cas ou ! est dependant du temps denit une composante de quintessence
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stabilisation de la distance entre les deux branes (b
0
=cste). Nous expliquerons un peu
plus loin comment il est possible de trouver des solutions compatibles a la fois avec la
cosmologie standard et la solution au probleme de hierarchie en prenant en compte ces
deux observations.
3.2.3 Generalisation a N dimensions
Le mecanisme de localisation de la gravite propose par Randall{Sundrum ne s'applique
qu'aux objets etendus (branes) de co-dimension 1. Cela peut se voir facilement a partir
des expressions du tenseur d'Einstein. Dans le cas n = 1, G
00
et G
ii
presentent des
termes de derivees seconde des fonctions a(t; y) et n(t; y) par rapport a y . Par contre,
la derivee seconde de b(t; y) n'apparait nulle part. De plus, dans G
yy
et G
0y
, il n'y a
aucune derivee seconde. Cette structure permet d'identier facilement les singularites
en Æ(y) et mene a une equation de la forme a
0
=a =  
br
=M
3
a l'origine du facteur
conforme exponentiel. A 4 + n dimensions, pour une metrique de la forme
ds
2
=  n
2
(t; y)dt
 dt + a
2
(t; y)Æ
ij
dx
i

 dx
j
+ b
2
(t; y)
IJ
(y)dy
I

 dy
J
(3.55)
G
00
et G
ij
font intervenir le laplacien de b et G
IJ
comporte les laplaciens de a, b et n.
L'identication des singularites est un peu plus compliquee mais on peut neammoins
determiner l'expression des fonctions a, b et n et constater qu'elles varient beaucoup
moins rapidement en fonction de y
I
que dans le cas n = 1
(11)
et ne peuvent mener a une
localisation. En resume, le pouvoir d'attraction de la brane est dilue par la presence des
autres dimensions et insuÆsant pour pieger le graviton. Des solutions ont cependant
ete trouvees pour lesquelles les dimensions \en trop" sont compactiees [32{35].
Une facon naturelle de generaliser la solution de Randall{Sundrum a un espace a
4 + n dimensions est de considerer notre univers situe a l'intersection de branes de
codimension 1 [36]. L'intersection de n   1 branes de dimension n + 2 forme bien un
espace a 3 dimensions. Chacune des (n + 2)-brane localise la gravite. Notre univers,
situe a leur intersection, est caracterise par une gravite quadri-dimensionnelle. L'action
correspondante s'ecrit:
S =
Z
d
4
x d
n
y
p
jgj
 
R
2
2
  
bk
 
n
X
i=1

i
Æ (y
i
p
g
ii
)
!
; (3.56)
ou 
2
= M
N+2
est le couplage gravitationnel a 4 + n dimensions et les 
i
sont les
tensions (positives) des branes en intersection. Dans l'article IV, nous cherchons la
solution des equations d'Einstein satisfaisant l'ansatz conforme:
ds
2
= a
 2
(; y
i
)
 
 d
2
+
3
X
i=1
dx
2
i
+
n
X
j=1
dy
2
j
!
(3.57)
(11)
Les fonctions de Green sont croissantes et lineaires pour une codimension n = 1, logarithmiques
pour n = 2 et decroissantes pour n > 2
98 Univers branaire et localisation de la gravite [Chap. 3.]
On montre facilement qu'elle s'ecrit
a(; y
i
) =
 
H +
X
i
k
i
jy
i
j
!
 1
(3.58)
avec k
i
=

2

i
2(n+ 2)
et H
2
=
2
2

b
(n+ 2)(n+ 3)
+
X
i
k
2
i
: (3.59)
Le cas H
2
= 0 correspond a la generalisation de la solution de Randall{Sundrum a
4 + n dimensions obtenu par [36] avec une relation de ne-tuning equivalente entre
la constante cosmologique dans le bulk et les tensions des branes. Nous nous sommes
places dans cette situation et avons ajoute une petite perturbation 
i
! 
i
+ V
i
(t) a
l'origine de la dynamique d'expansion. Nous avons pu verier que le taux d'expansion
se comportait bien comme
H

=
 
X
i

4

i
V
i
2(n+ 2)
2
!
1=2
: (3.60)
soit une loi de type Friedmann H 
p
V
i
.
3.2.4 Reconcilier loi de Friedmann et solution au probleme de
hierarchie
La conguration compacte avec une brane en y = 0, caracterisee par l'echelle de Planck,
et une brane en y = 1=2, apporte une solution au probleme de hierarchie i.e. l'echelle
physique sur la brane en y = 1=2 est exponentiellement attenuee par rapport a l'echelle
de Planck. Neammoins, le calcul du taux d'expansion sur la seconde brane nous a si-
gnale que la densite d'energie responsable de l'expansion sur la seconde brane devait e^tre
negative en raison de la symetrie Z
2
. Nous cherchons maintenant une conguration qui
apporte a la fois une solution au probleme de hierarchie et qui suive les lois d'expansion
standard. Il suÆt pour cela de decompactier la cinquieme dimension. Nous avons par
exemple propose la solution (correspondant a l'ansatz conforme (3.57) dans le cas
n = 1):
a(; y) =

H + k
P
jy   y
P
j; y < y
T
H + k
T
jy   y
T
j+ k
P
jy
P
  y
T
j; y  y
T
(3.61)
ou y
P
est la position de la brane responsable de la localisation de la gravite et y
T
celle
d'une brane caracterisee par l'echelle electrofaible. La constante cosmologique 
bk
est
alors discontinue en y
T
. Le taux d'expansion associe a cette solution s'ecrit:
H
2

=

4
18

P
V
P

=
 

4
18

2
P

T
V
T
(3.62)
avec la relation entre les densites d'energie sur les deux branes
V
T

=
 

P

T
V
P
(3.63)
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Pour avoir une solution au probleme de hierarchie, la tension de la brane `P' doit e^tre
positive, ce qui implique V
P
> 0 (H
2
> 0) et nalement 
T
V
T
< 0. Cette situation
diere du cas compact ou une tension negative sur la deuxieme brane entraine une den-
site d'energie negative. Nous pouvons ici avoir 
T
< 0 mais V
T
> 0; il suÆt de verier
 
P
< 2 < 
T
< 0 et le taux d'expansion H 
p
V
i
=M
P
est compatible avec une
solution au probleme de hierarchie. Notons que cette solution peut e^tre generalisee a n
dimensions supplementaires en suivant la procedure exposee dans la section precedente.
Elle n'est cependant pas adaptee a la cosmologie recente. Elle decrit en eet l'ination
de toutes les dimensions, non seulement la brane mais aussi le bulk. La masse de
Planck eective a 4D calculee sur la brane en y
P
est independante du temps. Ce n'est
pas le cas de la deuxieme brane. Etant donnees les contraintes observationnelles sur
la variation temporelle de la constante de Newton, nous ne pouvons pas accepter que
les dimensions transverses a notre brane soient en expansion. Ces resultats posent un
certain nombre de questions:
 Comment expliquer la relation (3.63) entre les densites d'energie sur les deux
branes?
 Comment garantir une loi d'expansion correcte sur la brane tout en conservant
une masse de Planck eective independante du temps i.e. des dimensions trans-
verses a la brane statiques?
3.2.5 Stabilisation de la cinquieme dimension
Dans l'article II, nous avons impose b = b
0
=cste, ce qui entra^ne une relation entre
les densites d'energie sur les deux branes 
0
et 
1=2
et en particulier le fait que 
1=2
<
0. Cette relation non naturelle est une consequence de la surdetermination de notre
systeme d'equations. Elle peut s'expliquer par le fait que nous n'avons pas traite le
probleme de la stabilisation de la distance entre les deux branes et force articiellement
la stabilite du rayon de la cinquieme dimension [37]. Elle permet d'eviter que les deux
branes ne s'eloignent inniment (le radion n'est statique que pour des valeurs correlees
des densites d'energie). A contrario, en presence d'un mecanisme de stabilisation,
cette contrainte disparait. Elle est remplacee par une equation indiquant comment est
stabilise le radion, autrement dit comment il acquiert une valeur decalee par rapport
a son minimum en raison de la presence de matiere sur les branes. Le radion peut e^tre
stabilise en introduisant une composante T
yy
dependante de y, par exemple avec un
champ scalaire dans le bulk [38, 39]. En conclusion, le probleme de la stabilisation est
un probleme-cle qui permet de comprendre le ne-tuning entre les densites d'energie
des dierentes branes et au nal de reconcilier dans le modele de Randall{Sundrum la
solution au probleme de hierarchie avec une cosmologie standard.
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3.3 Questions ouvertes
3.3.1 Origine du ne-tuning entre les `constantes cosmologiques'
Le modele de Randall{Sundrum repose sur la condition (3.11) reliant la constante
cosmologique dans le bulk avec la tension sur la brane. L'interpretation de ce ne-
tuning reste une question ouverte. Dans la publication II, nous avons remarque que
cette relation garantissait l'annulation de l'energie du vide a cinq dimensions:

0
= 6kM
3
;

bk
=  6k
2
M
3

)
p
g
0

0
+
p
g



+
Z
+y

 y

dy
p
g


bk
 
M
3
2
R

= 0 (3.64)
L'action de Randall{Sundrum ne comporte que des termes de constantes cosmologiques,
introduits de maniere ad hoc et donc a priori independants. Une description plus
realiste doit prendre en compte la dynamique des champs vivant dans le bulk et in-
teragissant avec la brane. Dans IV, nous nous somme places dans une theorie de su-
pergravite prenant en compte les degres de liberte bosoniques
(12)
fondamentaux vivant
dans le bulk. Notre objectif etait de savoir si l'action de Randall{Sundrum pouvait e^tre
interpretee comme un cas particulier d'action eective derivant de la description d'une
p-brane couplant au secteur bosonique de la supergravite a dix dimensions. Autrement
dit, nous avons recherche les conditions portant sur les parametres de notre lagrangien
de depart, sous lesquelles des termes de constantes cosmologiques pouvaient apparaitre.
3.3.2 Peut-on reproduire l'action eective de Randall{Sundrum
a partir d'une theorie plus fondamentale?
Notre point de depart est l'action de supergravite a dix dimensions. Les degres de
liberte bosoniques du secteur gravitationnel sont: la metrique g
^^
, le dilaton , les
formes dierentielles A
^
1
:::^
p+1
:
S
eff
=
Z
d
D
x
p
jgj

1
2
2
R 
1
2
@
^
@
^
 
1
(p+ 2)!
e

p

F
^
1
:::^
p+2
F
^
1
:::^
p+2

(3.65)
ou F
^
1
:::^
p+2
= (p + 2) @
[^
1
A
^
2
:::^
p+2
]
est le tenseur de champ associe a la p + 1-forme
dierentielle A et 
p
est le couplage du dilaton avec la forme dierentielle. On ajoute a
cette action celle decrivant la dynamique d'un objet etendu a p dimensions, la p-brane,
qui se couple a la p+ 1-forme via le couplage de Wess{Zumino A
WZ
:
S
P
=M
p+1
Z
d
p+1


 
1
2
p
jj
ab
@
a
X
^
@
b
X
^
g
^^
(X) e
 
p
=p+1
+
p  1
2
p
jj
+
A
WZ
(p+ 1)!

a
1
:::a
p+1
@
a
1
X
^
1
: : : @
a
p+1
X
^
p+1
A
^
1
:::^
p+1

: (3.66)
Nous cherchons les valeurs des champs de masse nulle de la theorie consideree respec-
tant:
(12)
L'invariance de Lorentz sur le volume d'univers de la p-brane impose a tous les champs fermion-
iques d'e^tre nuls.
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 l'invariance de Poincare sur le volume d'univers de la brane
 l'isotropie de l'espace transverse a la brane.
Il est bien connu
(13)
que les solutions des equations du mouvement pour la metrique,
le dilaton, les formes dierentielles et les coordonnees de plongement de la brane
peuvent s'exprimer en termes d'une seule fonction harmonique H(y). Nous pouvons
alors reecrire, dans le cas ou il n'y a qu'une seule dimension transverse, les equations
d'Einstein sous la forme
G

=  

2
A
2
WZ

1 

2
p
2A
2
WZ

H
 2(n
y
+1)
(H
0
)
2
g

  
2
M
p+1
H
 (1+n
x
(p+1))
e
 
p

1
=2
Æ(y)
p
g
yy
g

; (3.67)
G
yy
=  

2
A
2
WZ

1 +

2
p
2A
2
WZ

H
 2(n
y
+1)
(H
0
)
2
g
yy
: (3.68)
ou
n
x
=
2
2
pA
2
WZ
et n
y
=
2(p+ 1)
2
pA
2
WZ
(3.69)
La resolution implique aussi la condition
A
2
WZ
=  2
2
p+ 1
p
+

2
p
2
; (3.70)
Comparons (3.67) et (3.68) aux equations de Randall{Sundrum:
G

=  
2


Æ
bk
+ 
Æ
br
Æ(y)
p
g
yy

g

; (3.71)
G
yy
=  
2

Æ
bk
g
yy
: (3.72)
Nous retrouvons donc la solution de Randall{Sundrum dans le cas ou n
y
= (p+1)n
x
=
 1, ce qui correspond a la limite de decouplage du dilaton 
p
= 0. Dans cette limite,
nous pouvons donc calculer les valeurs des constantes cosmologiques sur la brane et
dans le bulk :

Æ
bk
=  
p+ 1
8p
M
p+2
e
 
p

1
et 
Æ
br
=M
p+1
e
 
p

1
=2
: (3.73)
Ainsi, dans notre approche, des termes de constantes cosmologiques apparaissent dans
la limite de decouplage du dilaton et peuvent e^tre exprimes en fonction de la masse
de Planck a dix ou onze dimensions. Cependant, ces resultats ne correspondent pas
a une situation physique acceptable. En eet, pour une brane de codimension 1, une
(13)
cf par exemple la revue [40]
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constante de couplage nulle pour le dilaton correspond a un couplage de Wess{Zumino
imaginaire. Ce probleme est specique au cas ou il n'y a qu'une seule dimension
transverse et peut e^tre evite en introduisant dans le lagrangien des termes obtenus par
compactication. La generalisation au cas ou il y a plus d'une dimension transverse
est assez immediate: il est possible d'identier les termes de constantes cosmologiques
dans la limite de decouplage du dilaton, qui cette fois-ci correspond bien a une charge
electrique reelle. En revanche, le facteur conforme s'ecrit exp(+cstjyj) ou cst > 0,
ce qui ne permet pas de resoudre le probleme de hierarchie et conrme la diÆculte a
generaliser le mecanisme de Randall{Sundrum a des branes de co-dimension superieure
a 1. Enn, dans le cas ou le dilaton ne decouple pas, la constante cosmologique dans
le bulk est remplacee par une fonction non triviale de y. Insistons sur le fait qu'il est
de toute facon necessaire de completer l'action de Randall{Sundrum pour stabiliser la
distance entre les branes.
3.3.3 Probleme de la constante cosmologique
Le modele de Randall{Sundrum est un exemple de construction ou la constante cos-
mologique associee a notre univers quadri-dimensionnel (la tension de la 3-brane) n'est
pas observable. Elle est en eet compensee par la constante cosmologique de l'univers
5-dimensionnel, ce qui permet de trouver une solution plate pour la metrique induite
sur la brane. Ce mecanisme est a l'origine de propositions recentes pour reformuler le
probleme de la constante cosmologique dans le contexte des univers branaires. Il avait
deja ete propose par Rubakov et Shaposhnikov en 1983 [41].
Resumons brievement l'idee generale: a quatre dimensions, les dierentes con-
tributions a l'energie du vide, venant des boucles gravitationnelles O(M
4
P
), de la
brisure electrofaible O(10
 64
M
4
P
), de la brisure de la symetrie chirale O(10
 76
M
4
P
),
doivent e^tre ajustees nement pour annuler la constante cosmologique (les observa-
tions cosmologiques indiquent O(10
 120
M
4
P
)). En revanche, en presence de dimensions
supplementaires, l'energie du vide quadri-dimensionnelle n'implique pas necessairement
l'existence d'une constante cosmologique mais peut a la place courber l'espace-temps
dans le bulk tout en maintenant un univers plat a quatre dimensions. C'est le cas dans
le modele de Randall{Sundrum ou la tension de la brane, aussi elevee soit-elle, O(M
4
P
),
n'est pas observable car elle est compensee par la courbure du bulk. La resolution du
probleme de la constante cosmologique revient donc a expliquer pourquoi la densite
d'energie du vide de notre brane n'induit pas de courbure sur notre brane. Cela de-
mande de trouver un mecanisme d'ajustement naturel entre la densite d'energie sur
la brane et l'energie du bulk et de comprendre pourquoi il mene preferentiellement a
une geometrie exactement plate sur la brane. Ce mecanisme necessite l'introduction
d'une composante dynamique dans le bulk (tenseur energie-impulsion T
yy
non con-
stant). Des exemples ont ete proposes recemment [42,43] ou cet ajustement est realise
par l'intermediaire d'un champ scalaire dans le bulk. Malheureusement, le prix a payer
est l'existence d'une singularite dans la cinquieme dimension a une distance nie de la
brane. Finalement, il a ete montre ulterieurement que ce mecanisme ne fait que deplacer
le probleme de ne-tuning [44{46] et n'echappe pas au no-go theorem de Weinberg [47].
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Cependant, cette singularite est inherente a une composante dynamique donnee par
un champ scalaire. Il existe d'autres propositions dans lesquelles la composante dy-
namique est un champ de jauge [48]; dans ce cas, la singularite n'est pas pathologique
car elle est cachee par l'horizon d'un trou noir.
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Abtract
It has been suggested, in connection with electroweak baryogenesis in the Minimal
Supersymmetric Standard Model (MSSM), that the right-handed top squark has a
negative mass squared parameter, such that its eld could condense prior to the elec-
troweak phase transition (EWPT). Thus color and electric charge could have been
broken just before the EWPT. Here we investigate whether the tunneling rate from
the color-broken vacuum can ever be large enough for the EWPT to occur in this case.
We nd that, even when all parameters are adjusted to their most favorable values,
the nucleation rate is many orders of magnitude too small. We conclude that, without
additional physics beyond the MSSM, the answer to our title question is \no." This
gives constraints in the plane of the light stop mass versus parameters related to stop
mixing. However it may be possible to get color breaking in extended models, such as
those with R-parity violation.
PACS: 11.30.Fs, 12.60Jv
Keywords: Electroweak baryogenesis, Phase transition
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1 Introduction
The baryon asymmetry of the universe (the excess of baryons over antibaryons) is a very
interesting puzzle, and it is exciting that its resolution may involve only electroweak
physics which is either known or testable at colliders in the near future. This is because
electroweak physics has the potential for satisfying all three of Sakharov's conditions
[1] for baryogenesis. The rst, baryon number nonconservation, occurs because of
the anomaly and the topological structure of the vacuum in the SU(2) sector of the
electroweak theory [2]; further, baryon number violation becomes quite eÆcient at high
temperatures, T > 100 GeV [3]. The second condition, CP violation, is present but
insuÆcient in the minimal standard model [4]; however, there are new sources in some
extended models which allow for enough baryon production.
The third condition is that baryon number violating processes are out of thermal
equilibrium, at the moment of baryogenesis. Electroweak physics can assure this as
temperatures fall through the T  100 GeV range if the Higgs eld gains a large
condensate at a rst order phase transition. To avoid the relaxation of baryon number
back to zero in the broken phase, the Higgs condensate h must satisfy h=T
>

1:1 [5].
Such a strong phase transition is not guaranteed, but it depends on the exact values of
masses and couplings. In the standard model it does not occur; with the current bound
on the Higgs mass, m
H
> 95:5 GeV [6], there is no phase transition at all [7]. However,
in the minimal supersymmetric standard model (MSSM), if the mostly right-handed
scalar top quark (henceforth stop) is suÆciently light, then the phase transition can
be strong enough [8]. (A light left-handed stop is disfavored by its contribution to the
precision electroweak rho parameter.) For this to occur, the right stop mass parameter
m
2
U
must be negative. If mixing between right and left stops is negligible, the mass
of the light squark satises m
2
~
t
= m
2
t
+ m
2
U
at tree level, so the lightest squark is
lighter than the top quark. If the left-handed stop is suÆciently heavy, m
Q
>

1 TeV,
then its radiative correction to the Higgs boson mass is large enough to satisfy the
experimental limit on m
h
even though the other top squark contributes negligibly to
m
h
. This appears to be the scenario for electroweak baryogenesis requiring the least
additional physics.
If m
2
U
is suÆciently negative (at tree level, if m
2
U
<  (g
2
s
=6y
2
t
)m
2
H
), then there is a
second, metastable minimum of the electroweak potential, in which the stop eld but
not the Higgs eld condenses, and charge and color, but not SU(2)
weak
, are broken.
At very high temperatures the only minimum of the free energy is the symmetry
restored one, but if m
2
U
is negative enough, this charge and color breaking (CCB)
minimum might become metastable at a higher temperature than the conventional
electroweak (EW) minimum. This opens a qualitatively new scenario, rst discussed
by Kusenko, Langacker and Segre [9], and more recently by Bodeker, John, Laine,
and Schmidt [10], and Quiros et al. [11]. The universe begins at high temperatures
in the symmetric phase. As it cools, at some temperature T
c1
the color breaking
minimum appears, and shortly thereafter, at T
nuc1
, the universe converts to this phase
via a bubble-nucleation-driven rst order phase transition. Later, at a temperature
T
c2
, the electroweak minimum becomes energetically competitive with the symmetric
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phase, and at T
c3
its free energy equals that of the color breaking minimum. Finally,
at some lower temperature
(1)
T
nuc3
, the free energy dierence between the minima
becomes suÆcient to allow nucleation of bubbles of the EW phase out of the CCB phase,
and electroweak symmetry is broken and color symmetry restored.
(2)
Baryogenesis
could occur in this transition, which can be very strong. It also has a novel and
rich phenomenology; SU(3)
color
is broken to SU(2) in the color-breaking phase, and
numerous mass eigenstates dier between the phases. The implications for baryogenesis
have not been studied in detail, although they could be very interesting.
But before studying them, we should rst ascertain whether this sequence of phase
transitions can actually occur. With the current, very weak bounds on the physical
stop mass, there is no problem making m
2
U
negative enough; and there is a range of
m
2
U
values where color breaking would occur at a higher temperature, but the global
vacuum minimum would be the EW one. But this does not guarantee that the phase
transition would have occurred cosmologically. For the case of the conventional elec-
troweak phase transition, or the transition to the color breaking phase mentioned above,
there is always a temperature where bubble nucleation becomes eÆcient, simply be-
cause the symmetric phase eventually becomes spinodally unstable: the eld can roll
down instead of tunneling. On the other hand, for the CCB to EW phase transition,
both minima remain metastable down to T = 0. It may be that, at some temperature,
tunneling out of the CCB phase occurs relatively quickly. But it is also possible that
the CCB phase may satisfy Yoda's principle; \Once you start down that dark path,
forever will it dominate your destiny." This paper attempts to determine whether the
nucleation rate is ever fast enough for escape from the CCB minimum.
The eÆciency of nucleation of the stable phase is controlled by the action of the
lowest saddle point conguration interpolating between the two minima, in the Eu-
clidean path integral with periodic time of period 1=T [12]. At low temperature the
time direction can be approximated to be innite, which allows one to recover the re-
sults of Coleman and Callan [13]; in this limit the critical action has the form S = C=g
2
and the tunneling rate is therefore  exp( C=g
2
), where g
2
characterizes the coupling
constants of the theory and C is a real number which depends on the shape of the
eective potential. At high temperature, the saddle point solution does not vary in the
(very short) Euclidean time direction at all, so the action is S = E=T  m=g
2
T , with
m  gh a characteristic mass scale in the problem and h the separation of the minima
in eld space. This leads to a nucleation rate with the parametric form exp( C
0
h=gT ),
where C
0
is another function of the shape of the potential.
If the two minima are nearly degenerate, then C
0
is numerically large and C is even
larger. If one minimum is almost spinodally unstable, C and C
0
can be small. However
(1)
We denote by T
nuc2
the temperature of nucleation of electroweak bubbles from the symmetric
phase, in the case that color breaking does not occur rst.
(2)
To be precise, a local, gauge symmetry is never \broken" in the sense of not being a symmetry of
the ground state, and no gauge invariant operator unambiguously distinguishes the phases. In fact,
for some values of the couplings, the electroweak \symmetric" and \broken" phases are not distinct
at all, and there is no phase transition as the temperature is lowered [7]. However, for the case at
hand the symmetry restored and broken phases have a good operational denition, in terms of gauge
invariant order parameters like H
y
H , and there is no problem in distinguishing them.
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Figure 1: The eective potential at the nucleation temperature for the electroweak
phase transition, in the standard scenario where color breaking never occurs. The
barrier between phases is small compared to the dierence in depths of the phases.
the potential must come fairly close to spinodal before C
0
becomes as small as O(1),
which means that in practice nucleation is very slow except near a spinodal point.
(3)
Figure 1 illustrates this point by showing the shape of the potential for the Higgs eld
at the temperature T
nuc2
where the Higgs phase nucleates out of the symmetric phase,
at a value of parameters for which color breaking does not occur. One notices that
the height  of the \bump" separating the two phases is small compared to the free
energy dierence V between them. This is typical, and the value of of =V required
to make the phase transition complete is even smaller if the strength of the transition
(measured by hhi=T ) is increased.
The tunneling rate from the CCB to the EW minimum behaves similarly, but unlike
the pure electroweak transition, its bump height  need not go to zero. Moreover
the phase transition is strong; hhi=T becomes quite large by the time the critical
temperature for this second transition is reached. This requires a very small =V ,
and we are right to wonder whether that will be achieved. Hence, our aim must be
to determine not when the CCB phase tunnels to the EW phase, but whether it can
ever do so, on cosmologically relevant time scales. In Section 2 we make some rough
estimates to determine what region of parameter space has the fastest tunneling rate.
(3)
One could imagine models with extra physics, for instance cosmic strings coupling either to the
Higgs or stop elds, in which the phase transition could be stimulated by \nucleation sites;" here we
will consider only the case with no additional exotic physics.
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The construction of the nite temperature eective potential is discussed in Section
3. The details of how we compute the tunneling rate follow in Section 4, while the
technical details of the calculation of the critical bubble shape and action are postponed
to Appendix A, and the renormalization group analysis needed to nd the couplings of
the tree level potential is described in Appendix B. We conclude that the nucleation
is too slow for EW bubbles ever to percolate, for any physically allowed values of the
MSSM couplings.
2 Rough estimates and the choice of parameters
Before constructing the full eective potential, it is useful to discuss a rough approxi-
mation which can give much analytic insight into the dependence of the tunneling rate
on the many unknown parameters of the MSSM. For this purpose, the most important
terms in the approximate potential are those which determine the critical temperatures
T
c1
 T
c3
, as well as the height of the barrier between the color-broken and electroweak
phases. These are precisely the quadratic and quartic couplings that appear in the
zero-temperature eective potential, but with coeÆcients that now depend on temper-
ature. A more accurate approximation would require the temperature-induced cubic
terms as well, but these are not necessary for the analysis of this section. Only in the
following section will we present the full eective potential with all terms included.
2.1 Preferred values of the couplings
At tree level and in the absence of squark mixing, and assuming the A
0
boson mass
is large so that only one linear combination of the two Higgs doublets is light, the
eective potential for the MSSM is
V (h; s) =  

2
h
2
h
2
 

2
s
2
s
2
+

h
4
h
4
+

s
4
s
4
+

y
4
h
2
s
2
: (1)
Here h denotes the Higgs condensate and s the right stop condensate, both normalized
as real elds. The coupling between the h and s elds is written as 
y
because of
its relation to the top quark Yukawa coupling y: 
y
= y
2
sin
2
, where  is dened
by the ratio of the two Higgs eld VEV's, tan  = hH
2
i=hH
1
i. At leading order in
couplings, and in the high temperature expansion, the thermal corrections to this
potential take the form of an irrelevant additive constant, plus thermal corrections to
the mass parameters,

2
h
(T ) = 
2
h
  c
h
T
2
; 
2
s
(T ) = 
2
s
  c
s
T
2
: (2)
The values of c
h
and c
s
depend on which degrees of freedom are light, as well as their
couplings.
Presently we will relate the masses and couplings of our approximate potential to
the parameters of the MSSM. First, however, we would like to show how the tunneling
rate depends on the 
2
i
and 
i
. The goal is to identify those values which give the
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maximum tunneling rate, which in turn will help us choose the parameters of the
MSSM which are most favorable to tunneling out of the CCB phase.
First we consider the locations and depths of the two minima. The Higgs and stop
minima, h
0
and s
0
, are characterized by
h
2
0
=

2
h

h
; s
2
0
=

2
s

s
; (3)
V (h
0
; 0) =  

4
h
4
h
; V (0; s
0
) =  

4
s
4
s
: (4)
Therefore a minimum is deeper if the relevant 
2
is larger and the relevant  is smaller.
Since the best case for tunneling is when the CCB minimum is as shallow as possible
compared to the EW one, tunneling prefers small 
h
and 
2
s
but large 
s
and 
2
h
.
Next we examine the critical temperatures. At tree level, the temperatures T
c1
, T
c2
where the symmetric phase destabilizes in favor of the CCB or EW phase, respectively,
are
T
2
c1
=

2
s
c
s
; T
2
c2
=

2
h
c
h
: (5)
We require T
c1
 T
c2
to get the right sequence of symmetry breakings. A large value
for T
c1
conicts with the need to minimize 
2
s
, so the optimal choice is for the phase
transition temperatures to be almost the same, T
c1
' T
c2
. The ratio 
2
s
=
2
h
equals c
s
=c
h
in this case; so tunneling is favored by a small thermal correction to the stop mass, c
s
,
but a large thermal correction to the Higgs mass, c
h
.
We should also consider the size of the barrier between the minima. It is highest
for large values of 
y
, because the large positive s
2
h
2
term in the potential prevents
the two elds from simultaneously having large expectation values. To see this, let us
nd the saddle point of the potential between the two minima. Fixing s
2
=h
2
= R, then
minimizing V with respect to s
2
at xed R, gives
R 
s
2
h
2
=
2
2
s

h
  
2
h

y
2
s

2
h
  
y

2
s
) V (R) =  
1
4
(
2
h
+R
2
s
)
2

h
+R
y
+R
2

s
: (6)
The saddle point is the maximum of V (R) over positive values of R. Such a saddle
exists if the inequalities

y
2
h
>

2
s

2
h
>
2
s

y
(7)
hold; if not then either the CCB or the EW \minimum" is not a local minimum but a
saddle point. This does not happen for any physically allowed parameters which give
T
c1
> T
c2
, so in practice there is always a saddle. Its depth is
V (saddle point) =  

2
s

2
h

y
  
4
h

s
  
4
s

h

2
y
  4
s

h
: (8)
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The inequalities (7) imply that both numerator and denominator of Eq. (8) are positive,
so that its overall value is negative. If we hold 
h
, 
s
, 
2
s
, and 
2
h
xed, the saddle
energy is lower for smaller values of 
y
, rising to zero as 
y
!1.
Thus we can summarize our study of the simplied eective potential by the ob-
servation that tunneling is easiest to achieve for small 
h
, large 
s
, small 
y
, and large
c
h
=c
s
.
2.2 Relation to MSSM parameters
Next we will examine the physical bounds on these variables and consider the choices
for SUSY breaking masses and other MSSM parameters which optimize tunneling from
the CCB phase.
We begin with 
y
. By introducing mixing between the left- and right-handed stops,
it is possible to tune 
y
to any desired value smaller than its zero-mixing value, which
at tree level is y
2
= 2m
2
t
=h
2
0
. This is true no matter how heavy the heavy (left) stop is.
To see this, consider the tree level potential for the h and s elds, but also allowing for
a left stop condensate Q. The terms in the potential which depend on the Q eld are
V (h; s; l) =  

2
h
2
h
2
 

2
s
2
s
2
+
m
2
Q
2
Q
2
+
y sin
~
A
p
2
shQ+ (Q
4
and Q
2
h
2
; Q
2
s
2
terms) :
(9)
Here sin 
~
A =  cos +A
t
sin  is the trilinear coupling between the right stop, left stop,
and Higgs elds, which is a free parameter in the MSSM. The potential is minimized
with respect to Q at xed s and h by Q = ( y sin
~
A=m
2
Q
p
2)sh, up to corrections
suppressed by powers of h
2
=m
2
Q
or s
2
=m
2
Q
. At this eld value the Q dependent contri-
butions sum to ( y
2
sin
2

~
A
2
=4m
2
Q
)s
2
h
2
. This is equivalent to a shift in the value of

y
,

y
(eective) = y
2
sin
2

 
1 
~
A
2
m
2
Q
!
+
1
3
g
0
2
cos 2 : (10)
This shift can also be understood as a consequence of the diagram shown in Figure
2. If we allow
~
A
2
=m
2
Q
to be of order unity the eect is signicant, while the correc-
tions of order h
2
=m
2
Q
or s
2
=m
2
Q
which we neglected only give high dimension operators
suppressed by powers of m
2
Q
. We ignore them in what follows.
The reduction of 
y
is the only tree level eect of squark mixing, apart from the
small nonrenormalizable operators. By varying
~
A
2
=m
2
Q
we can therefore tune 
y
to
be any value lower than its zero-mixing value. However, there is an experimental
constraint; a top squark lighter than 85 GeV is ruled out [6]. This puts an upper
bound on the permissible value of
~
A
2
=m
2
Q
.
Although we concluded the previous subsection by saying that making 
y
small
should be advantageous for tunneling, doing so also has a cost; by diminishing the
coupling between the Higgs and stop elds, it also reduces c
h
, more so than c
s
. This
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Figure 2: A tree level correction caused by a heavy left stop at nonzero mixing. It
eectively lowers the quartic coupling between the Higgs and stop elds.
is because a triplet (N
c
) of thermal squarks contribute to c
h
via the 
y
interaction,
whereas only a doublet of thermal Higgs bosons contribute to c
s
by the same interaction.
Moreover c
s
is already larger than c
h
, so the fractional change to c
h
is even worse.
This shift in the thermal masses goes in the wrong direction so far as the CCB to
electroweak tunneling is concerned. Additionally, a nonzero value of
~
A changes other
radiative corrections. Because of these complications, we do not try to predict the
optimum value of
~
A; rather we will treat
~
A
2
=m
2
Q
as a free parameter and search for
the most favorable value, within the range permitted by the experimental bound on
the physical squark mass.
Next consider 
s
, 
h
, c
s
, and c
h
. In the supersymmetric limit the quartic couplings
are given in terms of the gauge couplings (g
0
, g, g
s
) and :

h
=

g
2
+ g
0
2
8

cos
2
2 ; 
s
=
g
2
s
6
+
2g
0
2
9
; (11)
but both relations, as well as Eq. (10), are violated below the mass thresholds of heavy
particles. The most important corrections are those which involve g
s
and y. We will
systematically include all such corrections to 
h
, 
y
, and 
s
. However we will be less
careful with the much smaller corrections of order g
4
and will drop the bottom and tau
Yukawa couplings altogether.
Among the particles assumed to be heavy, whose loop eects change the tree level
relations (11), the squarks of the rst two generations and the right sbottom are im-
portant because of their strong interactions. Above their mass threshold they make the
running coupling g
2
s
() larger in the ultraviolet, but they also make 
s
() run faster in
the same direction; thus their absence, when the renormalization scale falls below their
mass threshold, causes the infrared value of 
s
to be larger than its supersymmetric
Phys. Rev D60 (1999) 105035 119
value; at one loop the dierence is
Æ

6
s
g
2
s
  1

squarks
=
2
3

g
2
s
16
2
X

ln
m
~q

+O(1)

: (12)
The term denoted by \O(1)" is actually zero in the DR renormalization scheme, which
we use, so we shall henceforth drop it. The sum is over avors and chiralities, 9 in all.
The heavier these squarks are, the easier is the nucleation; hence we take them to have
masses of 10 TeV, since larger values may not be consistent with low-energy SUSY
from the standpoint of naturalness. Since g
2
s
runs signicantly between 10 TeV and
the electroweak scale, a renormalization group analysis is indispensable for determining
the correct relation between 
s
and g
2
s
. In fact we will perform a renormalization group
analysis for all the scalar couplings, but in this section we just present the one loop
results to see which way couplings are modied, so we can choose the optimal parameter
values.
Continuing the analysis of 
s
=g
2
s
, we next consider the eects of gluino loops, such
as the diagrams in Figure 3. These correct 
s
, and also contribute to the light squark
thermal mass coeÆcient c
s
if the gluino is not heavy compared to the weak scale. The
latter contribution is a function of m
~g
=T :
Æ(c
s
)
gluino
=
g
2
s
9
"

2
12
Z
1
m
~g
=T
p
x
2
  (m
~g
=T )
2
e
x
+ 1
dx
#
: (13)
The term in brackets goes to 1 at small m=T and behaves like e
 m=T
for large m=T .
In the former case, the correction to c
s
is quite large and tends to inhibit tunneling
from the CCB vacuum. Thus we should try to suppress this thermal mass by taking
the gluino to be heavy. However, the gluino also shifts 6
s
=g
2
s
,
Æ

6
s
g
2
s
  1

gluino
=  
68
3

g
2
s
16
2
ln
m
~g

: (14)
The shift is large and unfavorable for tunneling; it is minimized by making the gluino
light. The best value for m
~g
is around 600 GeV, which is as small as it can be while
still avoiding a substantial correction to the thermal stop mass. Later we will show
numerically that this value really is optimal.
Similarly, Higgsino (
~
h) loops shift the stop quartic coupling and thermal mass
through the diagrams of Figure 4. The correction to the thermal mass, for Higgsinos
that are light enough to be present in the thermal background, is
Æ(c
s
)
Higgsino
=
y
2
12
: (15)
Since we want to minimize c
s
, this gives some preference for a heavy Higgsino. However,
the shift in 
s
=g
2
s
has the form
Æ

6
s
g
2
s
  1

Higgsino
=
 24y
4
+ 8y
2
g
2
s
16
2
g
2
s
ln
m
~
h

: (16)
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Figure 3: Gluino loop contributions to (a) the quartic coupling 
s
and (b) the light
squark thermal mass and wave function renormalization.
Since the coeÆcient is negative, the need to maximize 
s
makes this favor lighter
Higgsinos. We infer that, like gluinos, the Higgsino should also be of intermediate
weight for fastest tunneling.
It remains to determine tan, the mass of the heavy Higgs bosons m
A
0
, and the
mass m
Q
of the third generation left squark doublet, including the left stop. The
contribution of the heavy Higgs bosons to c
h
turns out to be negative, and there is a
positive contribution to c
s
due to their Yukawa coupling, which is however suppressed
by cos
2
. For these reasons it is best to make them heavy. They also give radiative
corrections which make 
s
larger as m
A
0
becomes heavier. The form is complicated
because there is another trilinear coupling between the heavy Higgs, the right stop,
and the left stop. To avoid this complication and because a heavy m
A
0
is preferred
anyway, we take the A
0
mass to be degenerate with the left stop squark mass.
Now consider m
Q
and tan. We want tan to be small to minimize 
h
, and for
the same reason it would be advantageous to make m
Q
light. However this desire is
constrained by the need to make the physical Higgs boson heavier than the limit from
s s
s
t l t l
t l
s s
s (b)
h
h
h
(a)
Figure 4: Higgsino loop contributions to (a) the quartic coupling 
s
and (b) the light
squark thermal mass and wave function renormalization.
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direct experimental searches: m
h
> 95:5 GeV for a standard-model-like Higgs boson,
to which the MSSM Higgs boson reverts in the limit of large m
A
0
[6]. m
h
can be made
suÆciently heavy either by making tan or m
Q
large. The question is therefore which
parameter does less harm to the phase transition if it is increased. To answer this,
we must consider the radiative corrections from the heavy squark to each coupling
(assuming m
A
0
= m
Q
):
Æ

6
s
g
2
s
  1

left stop
=
1
16
2
g
2
s
 
12y
4
"
1 + 2
~
A
2
m
2
Q
 
~
A
4
m
4
Q
#
  8y
2
g
2
s
+ (4=3)g
4
s
!
ln
m
Q

(17)
Æ(
h
)
left stop
=
1
16
2
 
3y
4
sin
4

"
1 + 2
~
A
2
m
2
Q
 
~
A
4
m
4
Q
#
  12y
2

h
sin
2

!
ln
m
Q
m
t
:(18)
The contribution to 
s
is positive and therefore favorable to nucleation. The best
combination is therefore to make tan small and m
Q
just large enough to satisfy
the Higgs mass limit; this maximizes 
s
over parameter values where 
h
is at its
experimental lower limit. As the expressions show, the contribution to 
h
is larger
if there is mixing. We either take tan  = 2:5 and x m
Q
to be the minimum value
needed to satisfy the limit on the Higgs mass, or if the resulting value of m
Q
exceeds
10 TeV, we take m
Q
= 10 TeV and tan the smallest value which satises the Higgs
mass bound. Using the one loop expressions above, the value of m
Q
need never be
10 TeV, but in a renormalization group analysis, because y() is less than the tree
value for large , the squark mass must be heavier.
Finally we must choose masses for the Wino, the Bino, and the sleptons. For
simplicity we omit the sleptons altogether, since their contributions are small. We
cannot do the same for the Wino and the Bino because the lightest supersymmetric
partner must be neutral; something needs to be lighter than the right stop. Since the
Higgsino has already been designated as moderately heavy, some linear combination
of the neutral Wino and Bino must be the lightest supersymmetric particle. We have
chosen to make the Winos light; but we have also checked that our results are quite
insensitive to the values of the neutralino masses.
This completes our discussion of the choice of parameters. We have analytically
predicted the most favorable range for every parameter except the mixing parameter
~
A
2
=m
2
Q
, which must therefore be varied to nd the optimal value for tunneling. Of
course, we will also verify the predictions of this section by varying each parameter
from its optimal value.
It is not clear whether any of our choices can be motivated by a specic model of
supersymmetry breaking. But this is not the point; we want to identify the optimal
values of all MSSM parameters to obtain the largest possible tunneling rate. Since the
rate turns out to be too small, any further restrictions on the space of SUSY parameters
from model building considerations will only strengthen our conclusions.
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3 The Eective Potential
Here we discuss the eective potential we use, paying particular attention to the choice
for scalar couplings and to the rather complicated mass matrices which occur when
there are two condensates. The rst step is to nd the mass eigenvalues of all particles
which run in loops, as a function of the arbitrary background elds whose eective
potential is sought. In the present case, we must nd the masses as functions of h and
s, the Higgs and squark elds. This task is complicated by the large degree of mixing
between many dierent avor eigenstates when both elds are nonzero, but since we
will numerically diagonalize all mass matrices, this is not a problem in practice.
Once the mass eigenvalues are known, the one-loop potential can be expressed as
V
e
(h; s) = V
tree
+ V
c:t:
+ V
1;vac
+ V
1;therm
: (19)
Here V
tree
is the tree-level potential, Eq. (1), with couplings and masses to be specied
presently in great detail, V
c:t:
is a counterterm potential which could be considered
part of V
vac
but is kept separate for convenience, and the remaining terms are the one-
loop vacuum and thermal contributions. The vacuum part is the Coleman-Weinberg
potential at a renormalization scale ,
V
1;vac
(h; s) =
1
64
2
X
i
m
4
i
(h; s)

ln
m
2
i
(h; s)

2
 
3
2

; (20)
with  being + for bosons and   for fermions in the sum over species. Each real scalar
or physical gauge boson polarization, and each helicity of a Weyl fermion counts as
one state. The constant 3=2 would be 5=6 for gauge boson contributions in the MS
scheme, but in DR, which we adopt, all particles have 3=2. The thermal part of the
potential, before resummation of thermal masses, is given by
V
1;therm
(h; s) =
T
4
(2)
3
X
i

Z
d
3
p ln

1 e
 
p
p
2
+m
2
i
(h;s)=T

: (21)
This is sometimes approximated by its high-temperature expansion, but we also need
the correct values at low temperatures. A convenient analytic form which is accurate
at both high and low T is given in ref. [14]. To improve convergence of the perturbation
expansion at nite temperature, it is important to resum the thermal masses of the
particles by replacing m
2
i
with m
2
i
+ c
i
T
2
in Eq. (21). The form c
i
T
2
is only valid in
the high temperature limit, so we will instead use a more exact determination, to be
described below, for the thermal masses of the Higgs and squark elds.
3.1 Denition of V
tree
and V
ct
To fully dene V
e
, we must specify the masses and couplings in V
tree
, and which
particles appear in the sum over species of the one-loop part. The two questions are
related, since the loop eects of any particles not explicitly appearing in the sums
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should be directly incorporated into the couplings of V
tree
. We have chosen to exclude
the following particles from the sum over species: rst and second generation squarks,
the left-handed stop and sbottom, and the heavy Higgs bosons. Sleptons are entirely
omitted, and light quarks and leptons are counted only insofar as they aect the thermal
(Debye) mass coeÆcients c
i
. All other particles appear in the summations: the gauge
bosons, gauginos, neutralinos, Higgsinos, top quark, right-handed stop, and light Higgs
boson. In addition, the color-component of the left-handed bottom quark in the color-
breaking direction mixes with the charged Higgsino
~
h
+
2
in the presence of the squark
condensate, so it must also be included. The decision as to whether to include particles
explicitly is based upon how large a contribution they make to V
1;therm
, which contains
terms of the form Tm
3
i
at high temperatures. Such a dependence on the elds cannot
be reproduced by the quadratic and quartic terms in V
tree
. On the other hand, particles
with masses much greater than T are negligible in V
1;therm
, and their contributions to
V
1;vac
can be expressed as purely quadratic and quartic terms for eld values much less
than the large masses.
Our choice for V
tree
is as follows. For the quartic scalar couplings 
h
, 
s
, and 
h
,
we use their values at the DR renormalization point , in the eective theory in which
all heavy squarks and the gluino and Higgsino have been integrated out. These are
determined by a renormalization group (RG) analysis, which can be found in Appendix
B. Applying an RG analysis is important to get accurate values of the scalar couplings
because 
s
is not very small and because we have taken some masses to be very large,
leading to large hierarchies and large logarithms. The dierence between performing
the RG analysis and simply enforcing the SUSY relations between couplings at the
scale  is of order a 20% shift in scalar self-couplings, and the dierence between doing
an RG analysis and a simple one-loop match is smaller but still not negligible.
The result of the analysis is that the coupling 
y
is substantially lower than its
tree value, 
y
() ' 0:71 rather than 1; this is partly because of the QCD correction
between the Yukawa coupling and the top quark mass and partly because of a large
downward correction from the gluino. The value of 
s
is surprisingly close to its SUSY
value using g
2
s
at the Z pole; typically 
s
' 0:24. This is because of an approximate
cancellation between positive contributions from the gluino and Higgsino, which are
naturally large, and negative contributions from the heavy squarks which we have
enhanced by choosing these squarks to be extremely heavy. The Higgs coupling 
h
is expected to receive large radiative corrections, but they are not as large as usually
expected, because of the threshold correction to the Yukawa coupling and because the
Yukawa coupling gets weaker in the UV. As a result the left stop must be very heavy
and tan must be about 3 to reach the experimental limit on the Higgs mass, unless
there is mixing.
Note that both the correction to 
y
and the slower running of 
h
are bad for the
\usual" scenario in which only the electroweak phase transition occurs. The lower 
y
weakens the electroweak phase transition, narrowing the permitted range of parameters;
and the smaller corrections to 
h
require a larger hierarchy between the left and right
stop masses to satisfy the experimental Higgs mass limit, which increases the amount
of tuning needed in setting the SUSY breaking parameters.
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Having chosen the scalar self-couplings in the tree potential, we now specify the
mass parameters. The value of 
2
h
is chosen so the minimum of the tree potential
occurs at v = 246 GeV, and 
2
s
is an input variable.
Next we consider the counterterm potential, V
c:t:
. The tree and one loop eective
potentials just described double-count the inuence of any heavy particle left out of
part of the RG evolution but included in Eq. (20), which in our case means the gluinos
and the Higgsinos. Hence we need to subtract o the extra contribution to the quartic
coupling. Also, Eq. (20) generates potentially large nite corrections to the Higgs and
squark masses, and we must include counterterms to absorb these. The full counterterm
contribution is then
V
c:t:
=  
1
2
Æ
h
h
2
 
1
2
Æ
s
s
2
 
Æ
s
4
s
4
 
Æ
h
4
s
2
h
2
; (22)
Æ
s
=  
44
9
g
4
s
log
m
~g

  4y
4
log
m
~
h

; (23)
Æ
y
=  
32
3
g
2
s
y
2
sin
2
 log
m
~g

  4y
4
sin
2
 log
m
~
h

: (24)
The coeÆcients in Eq. (24) come from Eq. (20) and the expression for the fermion mass
matrix, to follow in Eqs. (30) and (32) below.
The Higgs mass counterterm is xed by the condition that the tree-level minimum
of the vacuum potential should not be shifted,
 Æ
h
v +
@V
1;vac
@h
(v; 0) = 0 : (25)
For the squark mass term, we choose the corresponding mass counterterm Æ
s
to cancel
the one-loop contribution to the curvature at the symmetric point:
 Æ
s
+
@
2
V
1;vac
@s
2
(0; 0) = 0 ; (26)
so the parameter 
s
retains its interpretation as the negative curvature of the potential
at the origin.
3.2 Field-dependent masses
We are now ready to turn our attention to the one-loop contributions. The main
challenge here is to nd the mass eigenstates in the regions where h 6= 0 and s 6= 0,
where the mass matrices can become rather large due to mixing between states which
remain separate in the more familiar situation where s = 0. The simplest example is
the Higgs boson, h, and the squark component in the color-breaking direction, s. Their
2 2 mass matrix is
M
2
h;s
=


h
(3h
2
  v
2
) +
1
2

y
s
2

y
hs

y
hs  
2
s
+ 3
s
s
2
+
1
2

y
h
2

: (27)
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Next in complexity are the gauge bosons. Because both s and h carry hypercharge,
there is mixing between the three kinds of gauge bosons when both elds are nonzero.
Take the color-breaking direction to be a = 3 in the fundamental representation of
SU(3) with color indices a. Then the mixing takes place between the B, W
3
, and A
8
gauge bosons (each having three polarization states), with mass matrix
M
2
g:b:
=
0
@
1
4
g
0
2
h
2
+
4
9
g
0
2
s
2
 
1
4
gg
0
h
2
 
2
3
p
3
g
0
g
s
s
2
 
1
4
gg
0
h
2
1
4
g
2
h
2
0
 
2
3
p
3
g
0
g
s
s
2
0
1
3
g
2
s
s
2
1
A
: (28)
In fact only two of the eigenvalues of (28) are nonzero, since there is still one linear
combination of generators which gives an unbroken U(1) symmetry, even when both
VEV's are present. There is also an unbroken SU(2) generated by A
1
, A
2
, A
3
, so these
gluons remain massless. The four gluons A
4
-A
7
remain unmixed, but get a mass
m
g
=
1
4
g
2
s
s
2
: (29)
The most baroque sector is that of the fermions. When s 6= 0, there is mixing
between the charginos and the component of the left-handed bottom quark in the color
breaking direction, b
3
L
. There is also mixing between top quarks, ve of the gluinos,
and all the neutralinos. These can be described by 5 5 and 15 15 Majorana mass
matrices. The chargino-b
L
mass matrix, in the basis
f
W
 
,
f
W
+
,
~
h
 
1
,
~
h
+
2
, b
3
L
, is
M


;b
L
=
0
B
B
B
B
@
0 m
2
0
p
2
2
m
2
0
p
2
1
0
0
p
2
1
0 
p
2
2
0  0  
y
p
2
s
 
y
p
2
s 0
1
C
C
C
C
A
; (30)
where we dene

1
=
1
2
gh cos; 
2
=
1
2
gh sin;

0
1
=
1
2
g
0
h cos ; 
0
2
=
1
2
g
0
h sin : (31)
The spectrum is that of two Dirac fermions and one massless one. For the top-gluino-
neutralino mass matrix we have, in the basis t
L
, t
c
R
, ~g,
e
B,
f
W
0
,
~
h
0
1
,
~
h
0
2
,
M
t;~g;
0
=
0
B
B
B
B
B
B
B
B
B
@
0
y sin 
p
2
h 1 0 0
y
p
2
sÆ
3
a
y sin 
p
2
h 1 0 X  
2
3
g
0
sÆ
3
a
0 X
T
M
3
0
0  
2
3
g
0
sÆ
3
a
0 m
1
0  
0
1

0
2
0 m
2

1
 
2
 
0
1

1
0  
y
p
2
sÆ
3
a

0
2
 
2
  0
1
C
C
C
C
C
C
C
C
C
A
(32)
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where 1 is the unit matrix in color space, Æ
3
a
projects onto the color breaking direction,
and the submatrices for the gluinos and gluino-t
R
mixing are given by
M
3
= m
3
0
B
B
B
B
@
0 1
1 0
0 1
1 0
1
1
C
C
C
C
A
; X =
1
p
2
g
s
s
0
@
1 0 0 0 0
0 0 1 0 0
0 0 0 0
p
2=3
1
A
: (33)
Finally, let us mention the scalars which remain unmixed: the 3 Higgs and 5 right
stop Goldstone bosons, with respective masses (in Landau gauge, used throughout)
m
2

h
= 
h
(h
2
  v
2
) +
1
2

y
s
2
; (34)
m
2

s
= 
s
s
2
  
2
s
+
1
2

y
h
2
: (35)
Also because we work in Landau gauge, the ghosts are massless and do not contribute
to the one loop eective potential. This completes the list of all particles appearing in
the sums for the one-loop potential.
In computing the above masses, we evaluate the gauge, Yukawa, and scalar cou-
plings at a common renormalization point , in the six quark plus right squark scheme,
so the gluino, Higgsino, and heavy squarks are treated as integrated out. The scalar
couplings are then the same as the ones appearing in the tree potential. The value of
 is a parameter of our eective potential. The  dependence should formally be a two
loop eect. However this does not guarantee it to be as small as might be expected.
The thermal contributions are formally a one loop eect, but because the theory has
scalar masses which are unprotected from large radiative corrections (in the absence of
SUSY, which thermal eects break), the thermal potential can correct mass parameters
at order 1. The  dependence of the thermal part is only down by one loop, so c
h
and
c
s
depend on  at one loop. Varying  gives a good indication of the sensitivity of our
results to two loop thermal eects, in particular the two loop eects which x the one
loop renormalization scale of c
s
and c
h
.
3.3 Thermal masses
To complete our construction of the eective potential, we need to determine the
thermal masses 
i
(T ) which are resummed in V
1;therm
(m
2
i
) by replacingm
2
i
withm
2
i
+
i
.
In the high-temperature limit, these thermal self-energies, of the form 
i
= c
i
T
2
,
have all been computed in ref. [15], which shows the separate contribution to each c
i
coming from every possible particle in the spectrum of the MSSM. One should omit the
contributions from any states that are much heavier than the temperature. For those
which may be on the borderline for thermal decoupling, say particle j, we can ag their
contributions by multiplying them with a coeÆcient 
j
, in the notation of [15].
Thus, with the spectrum we have assumed, the thermal mass coeÆcients for the
longitudinal components of the U(1), SU(2) and SU(3) gauge bosons (B, W , A) are,
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respectively,
c
B
=
g
0
2
18
(41 + 3
~
h
) (36)
c
W
=
g
2
6
(11 + 2
f
W
+ 
~
h
) (37)
c
A
=
g
2
s
6
(13 + 3
~g
); (38)
while the transverse components remain massless at this order in the couplings. The 
j
functions interpolate between 1 and 0 as the mass of particle j goes from zero to innity.
The expression for a fermion is the bracketed part of Eq. (13), and the expression for
bosons is similar but with the replacements exp(x) + 1! exp(x)  1 and 12! 6. We
evaluate the Debye masses at h = s = 0.
However for the Higgs bosons and stops, there is an added complication; the Higgs
and stop elds themselves give a contribution to the thermal masses, which are thermal
mass dependent. We self-consistently determine 
h
and 
s
so that they really represent
the curvature of V
1;therm
at the origin of eld space, by dening

h
=
@
2
@h
2
V
1;therm
(m
2
i
(h; s) + 
i
)


h=s=0
; (39)

s
=
@
2
@s
2
V
1;therm
(m
2
i
(h; s) + 
i
)


h=s=0
: (40)
These relations are recursive, so they cannot be solved analytically, but they converge
very quickly on iteration. The same thermal mass values also apply to the respective
Goldstone modes of the Higgs boson and the stop.
The fermions' behavior is infrared-safe and there is no need to perform any mass
resummation for them.
3.4 Two-loop eects
We have also considered the eect of including nite-temperature two-loop contribu-
tions to the eective potential. There are many such diagrams, which either have the
topology of a gure eight (
Æ
Æ
) or the setting sun (	). In the latter, the trilinear vertex
could come from a quartic coupling expanded around the arbitrary background Higgs
or squark eld VEV's, or it could represent cubic couplings involving gauge bosons or
gauge bosons and matter elds.
We have simplied the computation of the two-loop diagrams by ignoring the g
0
coupling, which eliminates mixing between the gluon A
8
and the B and W
3
gauge
bosons. We also work only to leading order in the high temperature expansion and
treat only degrees of freedom which are light and therefore inuence the strengths of
the phase transitions out of the symmetric phase. This is appropriate if our main
goal is to understand these transitions more accurately, and it allows us to use the
expressions derived in [10]. However this procedure makes two errors: it does not
completely account for two-loop corrections to c
s
and c
h
, and it becomes less accurate
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at lower temperatures and larger eld values, where the CCB to EW transition may
occur. We can compensate for the rst problem by seeing how large a correction to
c
s
must be by articially inserting a shift Æc
s
\by hand," but the second error is more
problematic. However, in this regime the two-loop eects are substantially smaller than
the one-loop eects, which we are treating carefully; and in any case the form of the
two-loop contributions are not known beyond leading order in the high temperature
expansion so it is diÆcult for us to do better.
Because of these limitations in the two-loop formulas, we consider their eects to be
indicative of what one might expect from a more careful treatment, but not necessarily
quantitatively accurate. The good news is that the two-loop eects tend to make
the tunneling from CCB to electroweak phases more diÆcult, thus strengthening our
conclusions. It seems likely that the result of a more accurate two-loop treatment would
be somewhere in between those of the one-loop potential and the high-T expansion of
the two-loop potential.
4 Bubble nucleation from CCB phase
In this section we will rst discuss how to compute bubble nucleation rates. Then we
discuss the two problems we need to apply it to: the problem of getting into the CCB
phase without getting into the EW phase rst; and the problem of getting out of the
CCB phase to the EW phase.
4.1 Nucleation rates
To compute the rate of bubble nucleation at one loop, one should rst nd the saddle
point of the approximate eective action
S =
Z
1=T
0
d
Z
d
3
x

1
2
 
(@

h)
2
+ (@
i
h)
2
+ (@

s)
2
+ (@
i
s)
2

+ V
1 loop ; thermal
(h; s)

:
(41)
After nding the saddle point, one should next compute the one-loop uctuation deter-
minant about this saddle point, subtracting out those eects already included by using
the one-loop eective potential. By incorporating one-loop, thermal eects into the
eective potential, and then subtracting them o from the uctuation determinant,
one automatically includes the dominant eects in the saddle action. The uctua-
tion determinant then serves to x the wave function normalization and account for
small additionalO(
s
) corrections which can be roughly thought of as higher derivative
corrections.
We will make one simplication and one approximation. The simplication is that,
at reasonably large temperatures, the saddle solution does not vary in the (Euclidean)
time direction, so the  integral can be performed immediately,
R
1=T
0
d = 1=T , and
exp( S) becomes exp( E=T ). This simplication is strictly correct down to a temper-
ature T  !
 
=2, with !
 
the unstable frequency of the saddlepoint. Parametrically
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!
 
 m
W
but numerically it is smaller, and the thermal treatment works down to
T < 5 GeV in our case. We can probe its breakdown by computing the vacuum action,
in which
R
1=T
0
d is approximated by
R
1
 1
d . We nd in practice that the tunneling
rate has always peaked at temperatures well above the temperature where the thermal
treatment breaks down, so we are not missing anything by making this simplication.
The approximation we make is that, rather than computing the full uctuation
determinant, we approximate its eect by the use of the one loop thermal eective
potential and by a choice of wave function for the h and s elds such that the curvatures
of the potential at the EWminimum are the physical masses. This leaves anO(
s
) error
in the determined exponent, from the eld dependence of the wave function and from
higher derivative corrections. The error is small when the phase transition is strong,
which indeed is the case, as we will discuss below. Our procedure also eliminates
renormalization point dependence at the one loop level.
We use the full one loop eective potential including all SUSY partners which give
vacuum radiative corrections involving strong or Yukawa couplings. We do not use a
high temperature expansion or dimensional reduction. This avoidance of the high T
expansion is appropriate because nucleation from the CCB to the EW minimum is most
likely at a temperature well below the CCB phase transition temperature, as will be
shown; hence, the eld condensates are large and the temperature is moderate where
the nucleation is most likely to occur. Since the high T approximation is an expansion in
yh=2T or g
s
s=2T , its convergence is not very good in the relevant regime. In contrast,
the loop counting parameter for perturbation theory is g
2
s
T=4g
s
s or y
2
T=4yh, which
is small. Two-loop eects are therefore not expected to be very large. Because the
two-loop contributions to the eective potential have been calculated only at leading
order in the high T expansion, including them might not really improve the accuracy of
the calculation of the CCB to EW tunneling action. On the other hand, the transition
from the symmetric to the CCB phase occurs at a higher temperature, so neglect of
the two loop thermal eects may not be such a good approximation there: we make an
error in the determination of the phase transition temperature where the s condensate
forms. But what really matters is the error in the temperature dierence between the
CCB and EW phase transition temperatures, and we will study how important such
an error is in due course.
Supercially, it may seem that we have made contradictory approximations: the ef-
fective potential should not rely upon a large T expansion, while the bubble nucleation
treatment can do so. But the two statements are actually compatible; the high tem-
perature approximation for bubble nucleation has a much wider range of validity than
the high T expansion of the eective potential. This is because the thermal tunneling
treatment depends on !
 
, which though parametrically of order m
W
is numerically
smaller. Also and more importantly, the thermal tunneling treatment remains strictly
valid until T  !
 
=2, while the high T expansion ceases to converge at T  m
t
=
but starts getting large high order corrections well before then.
If we wanted to perform a complete two loop calculation we would need not only
the one loop uctuation determinant, but also the two loop analog. There are serious
technical obstacles to setting up such a calculation, and we are not aware of any work
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in the literature which performs such a calculation for any nontrivial saddle point in a
eld theory. It is an assumption, perhaps justied, that the most important two loop
eects can be incorporated by using the two loop eective potential. This is what we
do to compare the one and two loop tunneling rates; the \two loop" results discussed
below still do not include even the one loop uctuation determinant.
4.2 Getting into the CCB phase: choice of 
2
s
As pointed out in Section 2, we need a large enough value of 
2
s
(the negative stop
mass term) to get into the CCB phase before the electroweak phase transition; but
too large a value prohibits nucleation from the CCB to the EW phase. So what value
of 
2
s
should we use? Since we are trying to see if nucleation from the CCB to the
EW minimum is ever possible, we should use the lowest permissible value, that is the
lowest value for which the symmetric to CCB transition happens before the symmetric
to EW transition can occur.
At this point it is important to distinguish between the critical temperature T
c
and
the nucleation temperature T
nuc
for a phase transition. The critical temperature for
the symmetric to CCB phase transition, T
c1
, is the temperature where the free energies
of the CCB phase and of the symmetric phase are equal. However, the phase transition
does not begin until the CCB phase is favorable enough so that copious bubbles of the
CCB phase form. Roughly, this occurs when the tunneling action of a critical bubble
of the CCB phase is small enough to put one bubble in each Hubble volume in one
Hubble time, E
crit
=T ' 4 log(T=H), with H the Hubble constant. At the electroweak
epoch, 4 log(T=H) ' 145.
It is convenient to dene, not a nucleation temperature, but a nucleation temper-
ature range, where the upper edge of the range is the temperature where there will
be one bubble nucleation per horizon volume and the lower edge is where the phase
transition will complete and the old phase will be completely eaten up. These dier
because the phase transition takes much less than one Hubble time to occur. If we
dene f = TdE
crit
=dT , then (1=f)  10
 4
characterizes what fraction of a Hubble
time it takes for the nucleation rate to change signicantly. The upper edge of the
nucleation temperature range occurs when E=T = 4 log(T=H)   log(f) ' 140. The
single power of 1=f is because there is much less than a Hubble time in which to put
one bubble per horizon volume. The lower edge of the nucleation temperature range,
where the phase transition completes, is where E=T = 4 log(T=H)   4 log(f) ' 110.
The four powers of 1=f are because the bubbles must nucleate close enough together to
merge in 1=f of a Hubble time; so there is one power of 1=f for each space dimension
and for time.
The criterion for the symmetric to CCB transition to occur rst is that the lower
edge of the symmetric to CCB nucleation band be at a higher temperature than the
lower edge of the symmetric to EW nucleation temperature band. That is, the sym-
metric to CCB transition must complete before one electroweak bubble per horizon
nucleates out of the symmetric phase. We illustrate this in Figure 5, which shows
qualitatively how the two critical temperatures, T
ci
, and the corresponding bubble
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Figure 5: Schematic dependence of critical and bubble nucleation temperatures for the
two competing phase transitions (symmetric to CCB and symmetric to electroweak)
as a function of squark mass.
nucleation temperatures, T
nuc i
, depend on the right top squark mass m
~
t
. The tem-
perature for the transition to color breaking (1) depends much more strongly on m
~
t
than that for the electroweak transition (2). The open circle in the gure marks the
region where the symmetric to CCB transition completes just before nucleation of EW
bubbles; it is the optimal point. This choice yields the most shallow possible CCB
minimum and thus the greatest probability of being able to make the subsequent tran-
sition from CCB to EW phases. The position of the circle illustrates how we choose
m
~
t
once the other parameters of the MSSM have been specied.
What if we pushed m
~
t
a little higher? Then the universe would pass through the
diamond in Figure 5, where the nucleation temperature bands overlap. In this case
several bubbles of EW phase would nucleate per Hubble volume before the CCB transi-
tion completed. If the CCB minimum is deeper at the double nucleation temperature,
these bubbles would be absorbed by the CCB phase. But if, as may be the case, the
electroweak minimum were the deeper one already at this temperature, then these EW
bubbles could continue to expand and eat up the CCB phase. In this case we can get
the phenomenology of EW bubbles expanding into a CCB phase, without any CCB to
EW bubble nucleations ever occurring. However, this only happens for a very narrow
range of values for 
2
s
, and it also depends on the EW minimum being the deeper one,
which is not always the case. This scenario is cosmologically viable and would be quite
interesting, but it is highly ne tuned. We will not address it further since the question
we want to answer is whether we can get into our EW vacuum after an epoch in which
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all of space is in the CCB phase.
4.3 CCB to EW transition
Next, let us establish the criterion for judging whether bubble nucleations are eÆcient
enough to get us out of the CCB phase. A rough, conservative requirement is that
the nucleation barrier has to be low enough to allow one critical bubble of EW phase
per horizon volume per Hubble time, E=T ' 4 ln(T=H). As long as the universe is
dominated by the energy density of the plasma, H  T
2
=m
pl
. However, at low tem-
peratures the energy density is dominated by the vacuum energy of the CCB phase
(4)
,
which is of order m
4
W
. Thus the Hubble constant never gets parametrically smaller
than m
2
W
=m
pl
. If we remain in the CCB vacuum when its vacuum energy becomes
dominant then the universe begins to inate. If the nucleation rate continues to be too
small at this point, the model is unacceptable for the same reason that old ination
is [16]. Hence a generous criterion is that CCB to EW nucleation never takes place
if E=T remains greater than
(5)
4 ln(m
pl
=m
W
) + 4 ln 10 ' 170, where the extra term
4 ln 10 is a cushion to insure that our conclusions will be robust.
It is easy to see that nucleation from the CCB to the EW phase can never occur
immediately after the CCB phase transition. We already arranged for the symmetric
to EW transition to be slower than the symmetric to CCB transition; the CCB to EW
transition will be even slower for two reasons:
1. The separation in eld space between EW and CCB minima is larger than that
between symmetric and EW minima;
2. the CCB minimum is necessarily deeper than the symmetric one at T
nuc1
, so the
potential dierence between the CCB and EW minima is smaller than between
symmetric and EW.
Both of these factors make the CCB ! EW transition slower than the symmetric !
EW one. Therefore if the temperature T
nuc3
exists, where the CCB phase nucleates
copious bubbles of EW phase, it must be considerably below T
nuc1
. The CCB and
EW minima become ever deeper and the squark and Higgs condensate values become
larger as T falls, so the separation of the minima becomes larger. This is why the high
T expansion is not necessarily reliable at T
nuc3
, whereas perturbation theory is more
reliable than at the previous phase transition.
We can summarize our procedure as follows. The vacuum theory retains one free
parameter we have not yet xed,
~
A the mixing parameter. We examine values from
zero mixing up to the largest
~
A that is compatible with the experimental lower limit
on the stop mass. At each value we nd the m
Q
which gives m
H
(physical) = 95 GeV
and the smallest 
2
s
for which the CCB transition happens before the EW one. Then
we compute the tunneling action from the CCB to the EW minimum for a range of
(4)
unless the CCB phase vacuum energy is negative, but then tunneling out of it would be impossible.
(5)
We are also assuming that there are no big surprises waiting for us in the uctuation determinant;
but this seems likely, see [17].
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Figure 6: E in units of 100 GeV (solid line) and E=T (dotted line) as a function of
temperature, for the critical bubble mediating the CCB to EW phase transition. The
left-hand gure is for the case of no mixing and the right-hand gure is maximal mixing,
so the right stop mass is 90 GeV. The vertical bar is T
nuc1
.
temperatures between T
nuc1
and 5 GeV, as well as the vacuum (T = 0) tunneling
action. The bubble action is determined using a new and very eÆcient algorithm
presented in Appendix A. We conrm that tunneling is always ineÆcient at T
nuc1
;
its rate usually peaks at some intermediate temperature, roughly (2=3)T
nuc1
. We also
conrm that vacuum tunneling is always extremely ineÆcient, so much so that typically
the thermal tunneling treatment gives the larger (hence correct) value for the rate down
to temperatures as low as 3 GeV.
5 Results and Conclusions
In this section we present our results for the energy E of the bubble solutions which
interpolate between the CCB and EW vacua, and show that E=T is always larger than
the value needed for the phase transition to complete. We will then discuss what kind
of new physics might be able to change this conclusion, and the constraints on the
MSSM which our analysis implies.
5.1 Results
Using the one loop eective potential with a renormalization point  = 150 GeV in-
termediate between the top and right stop masses, and at zero squark mixing
~
A = 0,
we nd that the minimum value of E=T over temperatures is 1340, giving a tunnel-
ing rate per unit volume of order T
4
exp( 1340), which is drastically smaller than
the required value of T
4
exp( 170). The physical stop mass in this zero-mixing case
is 126 GeV, which is lower than might be expected because of the large downward
radiative corrections to 
y
.
Mixing between the left and right stops helps but only weakly; mixing maximally so
that the stop mass saturates its experimental bound reduces E=T to 990, which is still
far too large to allow the phase transition to complete. The dependence of the tunneling
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energy on temperature is shown for each of these cases in Figure 6. The energy of the
critical bubble is large at high temperatures and falls monotonically as the temperature
is reduced. Likewise the tunneling action is large immediately after the symmetric to
CCB transition; in fact, at zero mixing, there is a range of temperatures immediately
below T
nuc1
for which tunneling to the EW minimum is kinematically forbidden. We
illustrate the potential as a function of Higgs and squark elds, both at T
nuc1
and the
temperature where E=T is minimized, in Figures 7 and 8.
To verify the arguments of section 2.2, we have also checked that our choice of
particle masses is optimal. In particular, if the Higgsino or gluino are allowed to be
lighter it makes the transition much harder, and if the gluino is heavier the minimum
E=T also rises quickly because of the large correction to 
s
. This behavior is shown
in Figure 9. Making the Higgsino heavier has a less dramatic eect, but it is also
unfavorable to tunneling. To see whether the assumptions about the other particle
masses are important, we have pushed the superheavy squark mass scale all the way
to 10
10
GeV, and the left stop mass as high as 20 TeV, obtaining a minimum value of
E=T = 1010 in the zero-mixing limit. This demonstrates that the choice of masses for
the very heavy scale particles have no qualitative eect on our conclusions.
We have also checked the robustness of our results with respect to changing the
renormalization point. The primary eect of varying  is to change the thermal con-
tributions to the eective potential, as we have discussed. Setting  = 90 GeV raises
the minimum E=T without mixing to 1490; choosing  = 500 GeV lowers E=T to 970
at zero mixing, or 840 at maximal mixing. All of these values are still far from that
needed for bubble nucleation. Varying the renormalization point roughly accounts for
the uncertainty in c
s
and c
h
from two loop eects. The results from the recent paper
by Losada [18] show that the best value for the renormalization point is a few times T ,
which is within the range we check here; however we were not able to use the explicit
expressions from that paper because it makes dierent assumptions about what degrees
of freedom are heavy. It also uses the high temperature approximation, which as we
have stressed is not entirely reliable in the present context.
Another important check is to see how two loop thermal eects change our answers.
It has already been observed in previous work that they strengthen the phase transition
from the symmetric to the CCB phase [10]. This makes getting out of the CCB phase
much harder, both because it increases the required value of 
2
s
, and because it makes
the CCB minimum deep already at a higher temperature. As a result, we nd that
without mixing, the minimum value of E=T increases to 3000. Even adding \by hand"
a 20% downward contribution to c
s
, the action remains too high, with a minimum
E=T of 1220. In fact, getting the minimum E=T down to 170 requires a \by hand"
reduction to c
s
of 45%, which two loop eects beyond our leading log treatment cannot
possibly provide.
Also, mixing no longer helps when the two loop eects are included. This is because
mixing weakens the electroweak transition substantially, since the strength of the latter
is set mostly by the coupling of the Higgs to the stop, 
y
; but mixing has little eect
on the CCB transition, since its strength comes mainly from gluonic diagrams and not
from diagrams involving 
y
. The two loop eects enhance the CCB transition, and if
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1 loop Potential with mixing at T_nuc1 = T_nuc2 = 112 GeV 1 loop Potential with mixing at T = 59 GeV
Figure 7: The potential one loop potential, with squark mixing, at T
nuc1
(left) and at
T which minimizes E=T (right). Although the CCB minimum near vacuum becomes
quite shallow, it is still not shallow enough to allow eÆcient nucleation. Note scales;
the vertical scales are in units of (100 GeV)
4
.
2 loop Potential with zero mixing at Tnuc1 = Tnuc2 = 95 GeV 2 loop Potential with zero mixing at T = 50 GeV
Figure 8: This gure is the same as Figure 7 except that there is maximal allowed
mixing and two loop eects are included in the eective potential. The CCB transition
is stronger, so the CCB minimum is deeper and harder to get out of.
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Figure 9: Minimum value of the bubble action, E=T , as a function of the gluino mass,
using the one loop potential and at zero mixing.
it is very strong and the EW transition is weak, it is more diÆcult to get out of the
CCB minimum. We illustrate this in Figure 8, which is the same as Figure 7 except
that it is for maximal mixing and including the two loop eects.
We might also ask, how essential are the experimental bounds on the Higgs and
stop masses to our result? The bound on the Higgs mass turns out to be inessential;
allowing m
h
to go down to 65 GeV still gives a minimum E=T = 660, using the one
loop potential with mixing, the most favorable combination. However, the bound on
the stop mass is essential. If the mixing is large enough, and hence 
y
small enough,
then the second inequality in Eq. (7) will be violated, and the CCB \minimum"
will actually be a saddle. However, at high temperatures there may still be a CCB
minimum. In this case the universe can go into the CCB minimum safely, because at
some temperature the CCB minimum becomes spinodally unstable, and nucleation of
EW bubbles is guaranteed to be eÆcient just above the spinodal temperature. The
required value for the stop mass is about 60 GeV using the one loop potential and
about 50 GeV using the two loop potential.
The fact that color breaking is ruled out allows us to exclude some parameter values
in the MSSM, namely those for which the color breaking nucleation temperature T
nuc1
is greater than that of the electroweak transition, T
nuc2
. This condition involves many
unknown quantities, such as tan, the Higgs boson massm
h
, the left stop massm
Q
, and
the stop mixing parameter
~
A. We have illustrated the constraint by xing tan  = 3:2,
while varying
~
A=m
Q
and m
Q
in such a way as to keep m
h
xed at 95 GeV, and xing
tan = 7:5 and keeping m
h
= 105 GeV. The excluded region is a stop mass less than
some value which depends on
~
A=m
Q
, shown in Figure 10. These are relevant variables
because for any value of m
~
t
, one can always avoid the color breaking transition by
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Figure 10: Our upper limit on the physical stop mass as a function of (
~
A=m
Q
)
2
, for
two values of the light Higgs boson mass, using the one-loop eective potential. The
region m
~
t
< 85 GeV is separately excluded by accelerator search limits.
making the bare stop mass parameter less negative (i.e., letting 
2
s
be smaller), while
increasing
~
A=m
Q
. Decreasing 
2
s
increasesm
~
t
while increasing
~
A=m
Q
does the opposite,
so one can keep m
~
t
xed by adjusting the two. To get m
h
large enough, both
~
A and
m
Q
take values in the TeV. We nd that the limiting curves are quite insensitive to
the gluino mass.
5.2 Is there a way out?
The most eÆcient way of evading our negative result is to nd some new physics that
decreases the thermal contributions to the right-handed stop Debye mass. Although
no such eects are present within the MSSM, one can imagine loopholes in extended
models, such as those without R-parity. Here we give just one example.
In the absence of R-parity, the superpotential includes the baryon number violating
terms
y
0
ijk

abc
U
a
i
D
b
j
D
c
k
; (42)
involving the right-handed up (U) and down (D) squark elds of generation i; j; k
and color a; b; c, with y
0
ijk
antisymmetric under j $ k. It is possible for y
0
332
to be
large, if other R-parity violating couplings are suÆciently small, without violating any
experimental constraints. Associated with the above coupling, one anticipates soft
SUSY-breaking terms in the potential of the form
y
0
332
A
0
~
t
3
R
(
~
b
1
R
~s
2
R
 
~
b
2
R
~s
1
R
) : (43)
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When the stop condenses,
~
t
3
R
= s, it induces mixing between the bottom and strange
squarks, giving a mass matrix of the form

m
2
~s
y
0
A
0
s
y
0
A
0
s m
2
~
b

: (44)
Let us consider the situation where there is a hierarchy between the strange and bottom
squark diagonal masses, m
2
~
b
 m
2
~s
. The lighter squark gets a negative correction to its
mass eigenvalue from the mixing,
m
2
~s
! m
2
~s
 
(y
0
A
0
s)
2
m
2
~
b
(45)
which makes a negative contribution to the stop thermal mass (c
s
T
2
) from the one-loop
nite temperature potential,
Æc
s
=  
(y
0
A
0
)
2
6 m
2
~
b
: (46)
Although the heavier squark would make an equal and opposite Contribution, it is
suppressed if m
~
b
 T . The shift Æc
s
could conceivably be large enough to reduce c
s
by
the 45% needed in order to make the CCB to electroweak transition occur.
Another way of thinking of this is that the trilinear term has induced a negative
quartic coupling between the strange and stop squarks, analogous to the negative
contribution
~
A made to 
y
. A negative coupling between scalars leads to negative
thermal masses, which is the physics of thermal symmetry non-restoration. However,
for this to work it is essential that there are very large R parity violating eects
involving rather light squarks. It is also a little dangerous to induce such a negative
eective quartic coupling; it means that there is a very deep extra minimum of the
potential in which the right stop, right scalar strange quark, and right scalar bottom
quark carry condensates. It is necessary that the universe never nucleates into this
minimum, and it may be more problematic to explain the approximate vanishing of
the cosmological constant if \our" electroweak minimum is not the global one.
5.3 Conclusions
The phenomenology of electroweak bubbles, in which the Higgs eld has a condensate,
expanding into a charge and color broken phase where the right stop has a condensate, is
potentially rich, and it could be very interesting for baryogenesis. Unfortunately, unless
there is new physics beyond the MSSM, this scenario cannot arise by nucleation of EW
bubbles out of the CCB phase. We have mentioned R-parity violating interactions as
one example of such new physics. Another could be the existence of cosmic strings
which induce a Higgs eld condensate along their cores. Such defects would act like
impurities in a solid state system, providing sites for the accelerated nucleation of the
electroweak bubbles. The CCB phase can also appear if both phases nucleate out of
the symmetric one simultaneously, coexisting for a brief period before the true vacuum
Phys. Rev D60 (1999) 105035 139
state (hopefully electroweak) takes over by squeezing out the CCB bubbles. This latter
possibility occurs for such a narrow range of parameter values that we do not consider
it to be very compelling.
Thus in the context of the MSSM and barring any additional physics, we conclude
that cosmology with a stop squark condensate just before the electroweak phase tran-
sition is ruled out. Under these assumptions we can exclude MSSM parameter values,
such as those shown in Figure 10, which lead to a CCB phase transition temperature
higher than the EW phase transition temperature.
A Saddle point search algorithms
In this section we will describe two algorithms we use for nding critical bubble actions.
One is a general purpose saddle point nding algorithm, mentioned also in the appendix
of [19]. The other is special to nding critical bubbles. The second algorithm is highly
eÆcient and to our knowledge it has not appeared previously in the literature.
A.1 General saddlepoint nding algorithm
We want to nd a saddle point of a real valued function H(q

), where q

are the set
of real degrees of freedom (or other continuous variables) on which H depends. In our
particular case, the q

are the values of the Higgs and stop elds on a discrete set of
points representing radii from r = 0 out to some r
max
. The Hamiltonian we want to
discretize is
H = 4
Z
r
2
dr

1
2
(@
r
h)
2
+
1
2
(@
r
s)
2
+ V (h; s)

; (47)
where h and s are the Higgs and stop condensates in the real eld normalization and
V (s; h) is the thermal eective potential. An explicit numerical implementation of H
for the present purposes would be to discretize the radius to integer multiples of a
discrete spacing  and approximate the energy as
H
4
=
i
max
 1
X
i=0
i
2
+ i
2

 
(h(i + 1)  h(i))
2
+ (s(i+ 1)  s(i))
2

+
i
max
X
i=1
i
2

3
V (s; h) ; (48)
This form for the potential is not essential to the algorithm, though; all we need is for
H to depend on a nite number of coordinates and to possess rst derivatives which
are easy to evaluate numerically.
If we were looking for a minimum of H, we could do so by using the \gradient
descent" algorithm; pick a starting guess q

(0) for the elds, evaluate the set of deriva-
tives
G

(0)  c

@H
@q





q=q(0)
; (49)
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which comprise the gradient of H, and update the elds using
q

(1) = q

(0) 

c

G

: (50)
Here 

is the quenching step length and must be chosen small enough to make the
algorithm stable, and the coeÆcients c

represent a choice of the metric on the space
q

, which should be such that the limiting 

to give stability is approximately the
same for excitations involving any q

; typically c

 @
2
H=@q
2

. Then we dene q

(n)
to be the nth iterate of the procedure. This algorithm converges to a minimum.
The usual approach in the literature to nd a saddle point is to derive from H
equations of motion E

= @H=@q

, and then to dene H
0
=
P

d

E
2

, with d

some
positive coeÆcients. A saddle point of H is a minimum of H
0
, and one can use gradi-
ent descent or any other minimum seeking algorithm. However this approach can be
ineÆcient if the saddle point has a very small unstable frequency, and it is also quite
cumbersome because H
0
is more complicated than H; for instance, if H contains terms
with two derivatives, H
0
has terms with four.
We have therefore devised instead an algorithm which deals directly with H, and
converges rapidly to the desired saddle point. A single iteration of the procedure
requires doing the following:
1. Perform N steps of the gradient descent algorithm, with step size 

.
2. Perform one step of gradient descent with step size  N

. Because of the sign,
this is actually a \gradient ascent" step, rather than descent.
3. By examining G

before and after, optimize the value of N.
On a \straight slope," this algorithm does nothing, because the gradient ascent step
undoes the gradient descent steps. However, when the second derivatives of H do not
vanish, N forward steps are not equivalent to one backward step of N times the length.
This is because each forward step starts where the last one stopped. On a concave
surface, gradient descent moves towards a stationary point. As the slope becomes
smaller, the size of the gradient descent steps becomes smaller. The backward step is
then N times as long as the smallest step, and the nal conguration is closer to the
bottom than the starting one. We illustrate this in Figure 11. On the other hand,
on a convex surface, gradient descent moves away from the stationary point, and each
step is larger than the previous one. The backward step is N times as large as the
largest forward step, and overshoots the starting point. Unless N is too large and it
overshoots too much, the algorithm again lands closer to the stationary point. It is to
avoid the problem of overshooting in the case where N

is too large that the third
step, optimizing N , is necessary.
Since H is dened in a high dimensional space it is not true that one or the other
of the two circumstances mentioned above pertain. Close to an extremum, though,
H is approximately a quadratic form in the q

, H  H

Æq

Æq

=2, and the above
arguments apply separately for each eigenvector of H

. More generally, unless N

is
very large, the algorithm will always go uphill along directions with negative curvature
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N times the
last forward step
Back step,  
N times the
last forward step
Back step, 
Behavior in unstable direction
N forward steps
N forward steps
Behavior in a stable direction
Figure 11: Cartoon showing how the saddle seeking algorithm works. When an ex-
tremum is a minimum, gradient descent steps go towards it, and the backwards step is
smaller than the series of forward steps. When it is a maximum, the gradient descent
moves away, but the backwards step is larger and overshoots, landing closer to the
extremum.
and downhill along directions with positive curvature, which will lead it towards a
region with smaller gradients, and hence towards some extremum.
Now we will describe the procedure for optimizing N . First, one notices that if the
departure from the saddle point is predominantly in convex (stable) directions then we
get closer to the minimum fastest simply by using gradient descent without backward
steps. It is also easy to tell if this is the case; when it is,
P

G

G

diminishes with
each forward step. For this reason, and because the unstable frequency of a critical
bubble is typically lower than any of the stable frequencies, we will concentrate on
the case where almost all that is left is departure from the saddle in the unstable
direction. One iteration of the algorithm multiplies the departure from the saddle in
the unstable direction by (1   x) exp(x), where x = N

!
2
 
and !
 
is the unstable
frequency of the saddle point. The algorithm overshoots if x > 1 and it is unstable
if x > 1:278. However, we can measure the extent of overshoot or undershoot by
comparing the gradient after an iteration of the algorithm, G

(after), with the gradient
before, G

(before). Our indicator of whether N is too large is
P

G

(after)G

(before)
P

G

(before)
2
; (51)
if this is positive, we can safely increase N , and if it is negative we must reduce N . If
there are no remaining excitations in stable directions then the value of the indicator
will be (1 x) exp(x), which makes it easy to choose a new value of N which will make
x very close to 1. When x = 1, the algorithm \steps back" just the right distance and
lands on the saddle point. It is also possible to determine the unstable frequency from
the value of N

which worked optimally.
As with any saddle point nding algorithm it is still necessary to feed in a good
starting guess so that the algorithm nds the right extremum of the action. Here we
have little new to say. Our approach has been to dene a few-parameter Ansatz for a
path in eld space between the EW and CCB vacua, and to use a shooting algorithm
to nd the action for each value of the parameters. Then we minimize the action over
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the parameters in the Ansatz. All that is necessary is that the starting guess not be
terribly bad, although in practice the saddle nding algorithm converges faster if the
starting guess is better.
A.2 EÆcient algorithm just for multi-eld critical bubbles
Now we describe a much more eÆcient algorithm, which is however special to the
problem of determining critical bubble congurations and actions in theories with more
than one eld. The general problem is to nd the lowest saddle point of the Hamiltonian
H = 4
Z
r
2
dr
 
X
i
(@
r
f
i
(r))
2
2
+ V (f
i
(r))
!
; (52)
where f
i
represent several elds which may all have condensates, and the boundary
conditions are that the f
i
start at r = 0 near the true minimum and approach their
false vacuum values at large r. Although we have in mind a numerical implementation
involving discretization of r, we use the simpler continuum notation.
The problem reduces to the one eld case if we consider a restricted set of congu-
rations in which the elds always lie along a one dimensional trajectory through eld
space. That is, we choose a curve in the space of ff
1
; : : : ; f
n
g, parameterized by a path
length l, f
i
= f
i
(l). By path length we mean that l is chosen so that
X
i

df
i
(l)
dl

2
= 1 : (53)
Then we require that the elds f
i
(r) can be written as f
i
(l(r)). This is the same as
making all of the elds dependent on the value of one eld. For this restricted set of
congurations, the Hamiltonian is
H(restricted) = 4
Z
r
2
dr
"
1
2

dl
dr

2
+ V (f
i
(l(r)))
#
: (54)
The standard shooting algorithm nds the saddle point on this restricted class of
congurations, and its action is an upper bound for the true saddlepoint action. The
\only" remaining problem is to nd the minimum over all choices of paths in eld
space.
This is where the gradient descent algorithm comes in. If our choice of path is
imperfect, the shooting algorithm gives a bubble conguration which is not a true
saddle point. So, lifting the requirement that the elds lie on any prescribed path in
eld space, gradient descent will lead to a lower energy conguration which must, at
least initially, be following a \better" path through eld space, meaning one which
will give a lower saddle point energy. This leads to the following algorithm. First, we
choose some \reasonable" path through eld space. We evaluate the potential at a
series of points along it and dene the potential to be the spline interpolation of those
points. Then we iterate the following procedure:
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Figure 12: An example of how the second algorithm converges to the right line through
eld space. The starting guess for the line through eld space is the leftmost one with
a sharp angle, and each line in the series represents the result of one more iteration of
the algorithm. The algorithm converges quickly to the right line through eld space.
1. Find the saddle point solution for the particular path through eld space by the
standard \shooting" algorithm;
2. Apply a reasonably short amount of gradient descent cooling to the resulting
conguration, making no requirements that the elds remain on any trajectory
in eld space;
3. Use the f
i
(r) after the gradient descent to dene a new choice for a path through
eld space. In practice we know f
i
at a discrete set of radii r, so we take the
path to be the series of straight line segments joining the points f
i
(r
known
), and
the potential to be the spline interpolation of V (f
i
(r)).
We illustrate how the iteration converges to the \right" path through eld space in
Figure 12, which shows a series of paths in eld space from iterations of the above
algorithm. In our case there are only two elds, but the algorithm generalizes imme-
diately to many elds.
Apart from step size errors, the algorithm converges to a saddle point conguration
with only one unstable direction. This is because the shooting procedure only allows
one unstable mode, associated with variations in dependence of the elds on the radius
while staying on the same path, and the gradient descent algorithm does not tolerate
any unstable modes for which the elds leave the path. There is no guarantee that
we will nd the lowest action; if there are several saddlepoint solutions with only one
unstable direction, the one we nd depends on the basin of attraction in which the
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starting guess for a path lies. This is a general problem with any saddle point seeking
algorithm. However we have not found it to be a problem in practice.
We have compared this algorithm with the one described in the last subsection.
They converge to the same solutions and give the same saddle point energy to about 1%
accuracy for the step size we use. It is easier to make the general algorithm give higher
accuracy; one recomputes the action with half the step size and extrapolates to zero step
size assuming O(
2
) errors. This leaves a very small O(
4
) error which in practice
can be made of order 10
 4
quite easily. We have been less successful bringing the
errors of the algorithm presented here below O(
2
). However, the algorithm eÆciency
is drastically better, especially when the saddle point action is large; and since we are
neglecting corrections (such as vacuum two-loop contributions to V , eld dependent
wave function corrections, and higher derivative corrections) which enter at the 1%
level we see little point in pursuing numerical accuracy further.
B Renormalization Group choice of couplings
Here we discuss the renormalization group analysis, used to determine the scalar cou-
plings at a renormalization point . To begin with, we need values for the strong and
Yukawa couplings. We take the value of the strong coupling in the ve quark scheme
at the Z pole, 
s
(91 GeV;MS) = 0:118, and convert it to DR in the six quark plus
right squark scheme using the relation [20]
g
2
s
(M
Z
;DR; 6 quark + right squark) =

s
(M
Z
;MS; 5 quark)
1 
s
; (55)

s
=

s
2

1
2
 
2
3
ln
m
t
m
Z
 
1
6
ln
m
s
m
Z

; (56)
which coincidentally gives almost the same value. We run this to the top mass using
the one loop beta function, to be given shortly. We also determine the Yukawa coupling
at  = m
t
from the expression [20]
y sin (DR;  = m
t
)
p
2
=
m
t
v

1 
5g
2
s
12
2

: (57)
In MS the 5 would be a 4. We dene  so that sin  is the overlap between the light and
up-type (H
2
) Higgs eigenstates using the wave functions at the renormalization point
set by the heavy Higgs eld threshold; below the threshold only the combination y sin,
which is the coupling of the light Higgs to the top quark, appears. The exception is
the top-stop-Higgsino coupling, which we approximate to be 1= sin times the Higgs-
top-top coupling.
We run g
2
s
and y
2
to the ultraviolet using one loop beta functions, including only
strong and Yukawa contributions in the beta functions, and putting each heavy particle
into loops after crossing its threshold. At the energy scale of the heaviest particle, we
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relate 
s
and 
h
to the gauge couplings using the SUSY relations, given in the main
text in Eq. (11); similarly

y
( = UV ) = y
2
 
1
3
g
0
2
(58)
xes 
y
above all thresholds. These SUSY relations hold at this UV scale, although
if we had used MS there would be nonlogarithmic one loop corrections. Then we run
all 5 couplings back down to the infrared, switching to the eective theory without
a heavy particle when we cross its mass threshold. We allow ourselves the approxi-
mation that the Yukawa-like couplings of gluinos and Higgsinos equal the respective
strong and Yukawa couplings. Although these relationships are actually broken below
heavy particle thresholds we believe that this produces only a small error. We also
systematically drop electroweak contributions to the beta functions.
The procedure is possible because the strong and Yukawa beta functions do not
depend on the scalar self-couplings; otherwise we would have to seek UV values of
g
2
s
and y
2
which would \hit" the appropriate IR values. The procedure is necessary
because our choices for particle masses lead to large logarithms like log(m
Q
=m
t
) ' 4,
which makes it important to include, for instance, two-loop log
2
contributions. The
dierence between performing the renormalization group analysis and simply enforcing
the SUSY relations between the couplings at our infrared renormalization point is a
shift of order 20% in 
s
and 
y
, and of course a larger shift in 
h
, which has a small
SUSY value at low tan but large radiative corrections from the Yukawa coupling.
The residual two loop and electroweak errors left out from our analysis should be of
order a few percent.
Now we present the complete expressions for the beta functions. The simplest is
the strong beta function,

g
2
s
=
g
4
s
16
2

 
41
3
+ 4 ( m
~g
) +
2
3
( m
Q
) + 3 ( m
heavy
)

: (59)
Here  41=3 is the value in the six quark standard model plus right stop, and the 
functions turn on each particle's contribution as  passes its mass threshold; the sum
of the terms is  6, which is the correct expression in the full SUSY theory.
The expressions for the other couplings are less elegant; for the Yukawa coupling
we have

y
2
=
y
2
16
2
"
9y
2
sin
2
   16g
2
s
+ 9y
2
cos
2
 ( m
A
0
) +
+

2y
2
+
8
3
g
2
s

( m
Q
) + y
2
( m
~
h
) +
8
3
g
2
s
( m
~g
)
#
; (60)
where the dependence on m
A
0
is because we actually change what we mean when we
cross its threshold. Above the A
0
threshold, the Yukawa coupling is the coupling of the
up-type (H
2
) Higgs eld to the tops; below, y
2
sin
2
 is the coupling of the light Higgs
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eld to the tops. The expression below all mass thresholds agrees with the standard
model value and the result above thresholds agrees with the MSSM result.
The expressions for the scalars are even more complicated. For the squark self-
coupling, and using SUSY relations for its couplings via D terms to other squarks
(which are heavy, so the SUSY relations hold when it matters), we have


s
=
1
16
2
"
13
6
g
4
s
  16g
2
s

s
+ 28
2
s
+ 2
2
y
+
3
2
g
4
s
( m
heavy
) +
+

1
3
g
4
s
 
4
3
g
2
s
y
2
+ 2y
4

( m
Q
) +

32
3
g
2
s

s
 
44
9
g
4
s

( m
~g
)
+(8y
2

s
  4y
4
)( m
~
h
)
#
; (61)
where the reader should be cautious because the meaning of 
y
in this expression
changes at m
A
0
and m
Q
; at m
A
0
it goes from being the coupling between the up-type
Higgs and stop to that of the light Higgs and stop, and at m
Q
it is modied by mixing,
reducing it by a factor of 1  (
~
A
2
=m
2
Q
). As previously noted we assume m
A
0
= m
Q
for
simplicity.
To match 
y
across the m
Q
threshold, we require that m
A
0
= m
Q
. There are two
threshold eects; rst, the coupling of the light Higgs below the threshold is sin
2

times the coupling of the up type Higgs to the stop, plus cos
2
 times the coupling of
the down type Higgs to the stop, which is g
0
2
=3. Also, there is the mixing induced by
the diagram in Figure 2. The matching condition across the threshold is therefore

y
(below) = 
y
(above) sin
2
 +
g
0
2
3
cos
2
   y
2
sin
2

~
A
2
m
2
Q
: (62)
The expression for the beta function of 
y
, valid both above and below the m
A
0
threshold, is
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y
=
1
16
2
"
6
y
y
2
sin
2
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+ 12
h
+ 16
s
  8g
2
s
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3
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2
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2
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( m
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: (63)
Including 
h
eects in the beta function for 
y
is slightly inconsistent because 
h
is
largely an electroweak eect and the canceling electroweak eect required by SUSY
is missing since we ignore electroweak couplings. However the error this causes is
negligible because 3
s

h
=(4
2
) is numerically very small compared to 
y
.
Lastly there is the beta function for 
h
. It barely runs above m
Q
, so we enforce its
SUSY relation there, choosing the value just below to be (g
2
+ g
0
2
) cos
2
(2)=8. Below
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both m
Q
and m
A
0
thresholds, we run it using the beta function


h
=
1
16
2
"
3
2
y
  6y
4
sin
4
 + 12y
2

h
sin
2

#
: (64)
The electroweak correction to 
h
from the very heavy squarks is not entirely negligible,
because of the large log and because 
h
is not very big; it shifts the nal value of 
h
by about 5% of the SUSY value. We have neglected this eect in our work, as part
of consistently dropping electroweak radiative corrections, which is reasonable because
the Yukawa type corrections to 
h
are of order 1.
References
[1] A. Sakharov, JETP Lett. 6, 24 (1967).
[2] G. t'Hooft, Phys. Rev. Lett. 37,8 (1976).
[3] V. Kuzmin, V. Rubakov, and M. Shaposhnikov, Phys. Lett. D 30, 36 (1985);
P. Arnold and L. McLerran, Phys. Rev. D 36, 581 (1987); J. Ambjrn and A.
Krasnitz, Phys. Lett. B 362, 97 (1995); G. D. Moore, C. Hu, and B. Muller, Phys.
Rev. D 58, 045001 (1998).
[4] M. Gavela, P. Hernandez, J. Orlo, and O. Pene, Nucl. Phys. B 430 (1994) 345;
M. Gavela, P. Hernandez, J. Orlo, O. Pene, and C. Quimbay, Nucl. Phys. B 430
(1994) 382.
[5] G. D. Moore, MCGILL-98/7, hep-ph/9805264.
[6] R. Clare, L3 report to LEPC, http://l3www.cern.ch/conferences/talks98.html
[7] K. Kajantie, M. Laine, K. Rummukainen, and M. Shaposhnikov, Phys. Rev. Lett.
77, 2887 (1996); M. Gurtler, E. Ilgenfritz, and A. Schiller, Phys. Rev. D 56, 3888
(1997); K. Rummukainen, M. Tsypin, K. Kajantie, M. Laine, and M. Shaposh-
nikov, Nucl. Phys. B532, 283 (1998); F. Csikor, Z. Fodor, and J. Heitger, Phys.
Rev. Lett. 82, 21 (1999);
[8] J. R. Espinosa, Nucl.Phys. B 475 273, (1996); B. de Carlos and J. R. Espinosa,
Nucl. Phys. B 503, 24 (1997); M. Carena, M. Quiros, and C.E.M. Wagner, Nucl.
Phys. B 524, 3 (1998); D. Bodeker, P. John, M. Laine and M.G. Schmidt, Nucl.
Phys. B497, 387 (1997); J. Cline and G. D. Moore, Phys. Rev. Lett. 81, 3315-
3318 (1998), hep-ph/9806354; M. Losada, hep-ph/9806519; M. Laine and K. Rum-
mukainen, hep-lat/9804019; Phys. Rev. Lett. 80, 5259 (1998).
[9] A. Kusenko, P. Langacker and G. Segre, Phys. Rev. D54, 5824 (1996).
[10] D. Bodeker, P. John, M. Laine and M.G. Schmidt, Nucl. Phys. B497, 387 (1997).
148 Electroweak Phase Transition: a Color-Broken Phase? [Publi. I.]
[11] M. Carena, M. Quiros, and C.E.M. Wagner, Nucl. Phys. B 524, 3 (1998).
[12] I. Aeck, Phys. Rev. Lett. 46, 388 (1981).
[13] S. Coleman, Phys. Rev. D 15, 2929 (1977); C. Callan and S. Coleman, Phys. Rev.
D 16, 1762 (1977).
[14] J. Cline and P.-A. Lemieux, Phys. Rev. D55, 3873 (1997).
[15] D. Comelli and J. Espinosa, Phys. Rev. D 55, 6253 (1997).
[16] A. Guth and E. Weinberg, Nucl. Phys. B 212, 321 (1983).
[17] J. Baacke, Phys. Rev. D 52, 6760 (1995).
[18] M. Losada, Nucl. Phys. B 537, 3 (1999), hep-ph/9806519.
[19] J. Cline, J. Espinosa, G. D. Moore, and A. Riotto, CERN-TH-98-306, hep-
ph/9810261.
[20] D. Pierce, J. Bagger, K. Matchev, and R. Zhang, Nucl. Phys. B 491, 3 (1997).
Publication II
Cosmological Expansion in the
Presence of an Extra Dimension

Phys. Rev. Lett. 83 (1999) 4245{4248 151
McGill 99-25
Saclay T99/065
hep-ph/9906523
Cosmological Expansion in the Presence of an
Extra Dimension
J. Cline
a;b
, C. Grojean
b
and G. Servant
a;b
a
Physics Department, McGill University,
3600 University Street, Montreal, Quebec, Canada H3A 2T8
b
Service de Physique Theorique, CEA-Saclay
F-91191 Gif/Yvette Cedex, France
Abtract
It has recently been pointed out that global solutions of Einstein's equations for a
3-brane universe embedded in 4 spatial dimensions give rise to a Friedmann equation
of the form H /  on the brane, instead of the usual H /
p
, which is inconsistent
with cosmological observations. We remedy this problem by adding cosmological con-
stants to the brane and the bulk, as in the recent scenario of Randall and Sundrum.
Our observation allows for normal expansion during nucleosynthesis, but faster than
normal expansion in the very early universe, which could be helpful for electroweak
baryogenesis, for example.
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During the past year, much has been written about the possibility of having com-
pactied extra dimensions with large radii [1]. In the original proposal,M
P
was related
to the radius b
0
of the N compact dimensions by M
2
P
= M
2
(Mb
0
)
N
, where M is the
new fundamental quantum gravity scale, which could in principle be as low as 1 TeV. If
so, this would be a partial solution of the hierarchy problem, i.e., why the weak scale,
M
W
, is 17 orders of magnitude smaller than the Planck scale, M
P
: it is because b
0
is,
for some reason, much larger than M
 1
. If b
0
M
 1
P
, as is necessary if M M
W
, the
particles and elds of the standard model must be restricted to stay on a 3-dimensional
slice (brane) of the full N +3 spatial dimensions; otherwise particle propagation in the
new dimensions would already have been seen in accelerator experiments. But even
with the restriction of the brane, the idea implies many possibly observable eects at
accelerators. It also poses severe challenges for cosmology. In this letter we will address
one of the cosmological problems, and comment upon an unexpected connection to the
question of precisely how the hierarchy problem is solved using the extra dimensions.
Our starting point is the observation recently made by Binetruy, Deayet and Lan-
glois [2,3] that the Friedmann equation for the Hubble expansion rate of our 3D universe
is modied, even at very low temperatures, by the presence of an extra dimension, y,
compactied on a circle or an orbifold. Allowing for the possibility of a cosmologi-
cal constant 
b
in the full 4 spatial dimensions, called the bulk, the new Friedmann
equation for the scale factor a of our brane is [2, 4]
H
2
=

_a
a

2
=


t
6M
3

2
+

b
6M
3
; (1)
instead of the usual relation, H =
p

t
=3M
2
P
. 
t
is the total (vacuum plus matter)
energy density on the brane. This expression is derived, as will be explained below,
from the 5D action
S =
Z
d
4
x dy
p
jgj
 
1
2
M
3
R  
b
+ L
brane

(2)
where the action, L
brane
, for the matter living on the brane results in a stress-energy
tensor parametrized as T


= Æ(by) diag( 
t
; p
t
; p
t
; p
t
; 0). An interesting aspect of this
result is that fact that, in order to nd consistent global solutions to the Einstein
equations in the (4+1)-D spacetime, it is necessary to add a second brane [7], a mirror
of our own, having equal and opposite energy density. This topology can be motivated
from string theory. In the Horava{Witten picture [5] of the nonperturbative regime of
the E
8
 E
8
string theory, the string coupling is interpreted as an eleventh compact
dimension with a Z
2
symmetry that truncates the spectrum in order to keep only sixteen
supercharges in 10D, i.e., an N = 1 supersymmetry in 4D after compactication on
a Calabi-Yau manifold. There is good evidence [6] that over a wide range of energies
the theory behaves like a 5D theory compactied on a Z
2
orbifold with two 3-branes,
viewed as the remanants of the 10D hypersurfaces where the E
8
gauge groups were
living. The two 3-branes can also be seen as D3-branes of the type I string theory [1].
Naively, one would expect that at distances much bigger than the size of the fth
dimension, the eects of the extra compact dimension become small corrections to the
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usual 4D equations; thus when H
 1
 b
0
, one should recover the standard cosmology.
However the presence of the mirror brane contradicts this logic. Let us choose the
range of the compact coordinate to be y 2 [ 1=2;+1=2]. The solutions of the Einstein
equations for the scale factor a(y) behave [2,3] like a
0
(1+Ajyj=2), with A  
t
. Because
the points y = 1=2 are identied, the derivative is discontinuous at this point, and
a
00
=a = A(Æ(y)  Æ(y  1=2)). The Einstein equations identify the delta functions with
the energy densities of the two respective branes. In the limit as b
0
! 0, the two
branes overlap, and their energy densities cancel to rst order in 
t
because they are
equal and opposite. Therefore only terms of order (a
0
=a)
2
 A
2
 
2
t
survive, even
at arbitrarily late times in cosmological history. The resulting expansion rate (1) is
probably incompatible with big bang nucleosynthesis, which is extremely sensitive to
how the Hubble rate varies with the the energy density, hence temperature. Even if
one tunes M so that the altered expansion rate (1) still gives the correct helium, it
is likely that the other elements will come out wrong, since their rates of production
depend quite dierently on the temperature.
−0.50 −0.25 0.00 0.25 0.50
y
0.0
0.2
0.4
0.6
0.8
1.0
a(y)
zero vacuum energy (BDL)
nonzero vacuum energy (RS)
Figure 1. Qualitative dependence of the 3D scale factor a(y) on the compact dimension y in
the solutions of: (solid line) ref. [2], with vanishing bulk cosmological constant; and (dashed
line) ref. [8], with 
b
given by eq. (3). a(0) is nonzero but exponentially small in the latter.
From eq. (1), one can imagine a very simple escape from this dilemma [9]. Suppose
there is a cosmological constant  localized on our brane (and correspondingly  
on the mirror brane, although this value will be corrected by terms of order  in the
presence of matter on the branes), so that 
t
= + , where  now denotes the energy
density of normal matter or radiation on the brane, as opposed to vacuum energy. One
can choose 
b
to exactly cancel the 
2
terms in eq. (1), and furthermore x the value
of  in terms of M and M
P
:

b
=  

2
6M
3
; (3)
 = 6
M
6
M
2
P
; (4)
where  refers to the two respective branes. Condition (3) insures the cancellation of
the eect of 
b
by 
2
in (1), whereas (4) adjusts the overall rate of expansion to agree
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with the usual result. The new Friedmann equation then becomes the conventional
one, plus a correction which is quadratic in the density:
H
2
= 


3M
2
P

1 

M
2
P
12M
6

(5)
We have distinguished the values of  on the two branes by the subscript to emphasize
that they need not{in fact, cannot{be the same. The brane with the positive solution
has a rate of expansion that is consistent with all current cosmological observations as
long as the normal rate has been recovered by the epoch of nucleosynthesis, which will
be true if 0 < 
+
<

0:1 (1 MeV)
4
 . One thus nds the constraint that
M
>

10 TeV; (6)
which is not much more severe than other accelerator and astrophysical limits that have
recently been placed on the new gravity scale. The other brane must have 
 
 0,
since otherwise H
2
< 0, which has no solution.
The condition (3) is precisely what is needed to get a static universe in the case
of vanishing : the negative cosmological constant in the bulk cancels the positive 
2
from either brane. The solutions to the Einstein equations in this case were recently
studied by Randall and Sundrum (RS) [8], but for very dierent reasons: they found
that the weak scale hierarchy problem is naturally solved on one of the branes, even
if M  M
P
, and b
0
 50M
 1
P
. This comes about because the metric tensor has an
exponential dependence on the coordinate of the compact 5th dimension (see Figure
1). Using the line element
ds
2
=  n
2
(t; y)dt
2
+ a
2
(t; y)Æ
ij
dx
i
dx
j
+ b(t; y)
2
dy
2
; (7)
it is straightforward to verify the time-independent solution
a(y) = n(y) = a
0
e
 kjyj
; k =
b
0

6M
3
; b(y) = b
0
; (8)
One then observes that, even if all mass parameters in the Lagrangians for matter
on the branes are of the order M
P
, the physical masses on the brane at y = 1=2 are
suppressed by the factor e
 k=2
, which can be of order M
W
=M
P
with only a moderate
hierarchy between b
0
and M
 1
P
M
 1
. Since g

enters dierently in the kinetic than
the mass terms for a scalar eld, once the kinetic terms are canonically normalized,
masses get multiplied by a(1=2)  e
 k=2
. This idea therefore appears to be a much more
natural solution to the hierarchy problem than the original proposal, which required
b
0
M to be of order (M
P
=M)
2=N
, where N is the number of extradimensions.
We now see that the static solution of RS is the starting point for our idea, which
is to recover the normal expansion of the 3D universe by perturbing large, balancing
cosmological constants in the bulk and the branes by a small density of matter or
radiation on the branes. Intuitively, it is clear that solutions with nonvanishing  must
exist, but we will now take some time to demonstrate this explicitly, in the vicinity of
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our brane. We were not able to nd global solutions in closed form once matter with
an arbitrary equation of state p = ! was introduced. However, we are really most
interested in the expansion rate on our own brane, so it suÆces to solve the Einstein
equations in that region. To simplify the appearance of the solutions, we will translate
the y coordinate by y ! y + 1=2, so that the brane which we inhabit is located at
y = 0.
We must solve the Einstein equations for the metric (7), now allowing for time
dependence in a, b and n. It is always possible to chose a gauge so that n(t; 0) is
constant at y = 0, without introducing g
05
elements in the metric. We will make this
choice, and drop all terms involving _n since they are not relevant for the solution in the
immediate vicinity of the brane. With this simplication, the 5D Einstein equations,
G

=M
 3
T

, become [2]
_a
a
 
_a
a
+
_
b
b
!
=
n
2
b
2

a
00
a
+
a
0
a

a
0
a
 
b
0
b

+
1
3M
3
T
00
; (9)

_a
a

2
+ 2
a
a
+ 2
_
b
b
_a
a
+

b
b
=  
n
2
a
2
M
3
T
ii
+
n
2
b
2

2
a
00
a
(10)
+
n
00
n
a
0
a

a
0
a
+ 2
n
0
n

 
b
0
b

n
0
n
+ 2
a
0
a

(11)

_a
a

2
+
a
a
=
n
2
b
2
a
0
a

a
0
a
+
n
0
n

 
n
2
3b
2
M
3
T
55
(12)
n
0
n
_a
a
+
a
0
a
_
b
b
 
_a
0
a
=
1
3M
3
T
05
= 0 (13)
in the vicinity of y = 0. Close to our brane, the nonzero elements of the 5D stress-
energy tensor are
T
00
= n
2
(+ )Æ(by) + n
2
(
b
+ V (b)) ;
T
ii
= a
2
(p  )Æ(by)  a
2
(
b
+ V (b)) ;
T
55
=  b
2
(
b
+ V (b) + V
0
(b)=b) (14)
where Æ(by) = b
 1
Æ(y) is the generally covariant form of the delta function. There are
also source terms proportional to b
 1
Æ(y  1=2) at the mirror brane, but these will not
directly concern us in what follows. The terms involving V (b) would result if there is a
potential that stabilizes the compact dimension. Their presence does not qualitatively
change any of our conclusions, so we set V (b) to zero in what follows.
The generalization of the static solution (8) can be parametrized as
a(t; y) = a
0
(t) exp(
1
2
Ajyj+
1
2
A
2
y
2
+    )
b(t; y) = b
0
exp(
1
2
Bjyj+
1
2
B
2
y
2
+    )
n(t; y) = exp(
1
2
Njyj+
1
2
N
2
y
2
+    ) (15)
By our choice of gauge for time, there is no n
0
(t) function. We have not assumed
separability of the solution here, since the coeÆcients A;B;N , etc., need not be static;
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however we will see that their time-dependence arises entirely from that of  and p.
The fact that b
0
is constant in time is not obvious, but will be proven to be consistent
with eqs. (9-13).
As in ref. [2], the linear-in-jyj coeÆcients, A and N , are determined by the singular
parts of eqs. (9) and (11), i.e., those involving the delta functions and second spatial
derivatives. One nds that
A =  
1
3
b
0
M
 3
( + ) ;
N = b
0
M
 3
(p +
2
3
 
1
3
): (16)
Therefore, to obtain solutions that are growing in the direction of the mirror brane,
as are needed to solve the hierarchy problem on our own, we would have to chose
 < 0 here, about which we shall say more below. The analogous coeÆcient B is not
determined in this way because b
00
appears nowhere in the Einstein equations. But it is
constrained by eq. (13). Inserting the ansatz (15) in this equation, and taking ! = p=
to be constant (which is a weak restriction since p and  refer only to the matter and
radiation), one can eventually show that
B =
b
0
M
3

+ p  (1 + !) ln

1 +



+O(A
2
;N
2
): (17)
and that it is consistent to take
_
b
0
= 0. Thus the scale factor of the compact dimension,
although it expands inside the bulk, is strictly constant on our brane. Eq. (17) is not
a complete specication for B since A
2
and N
2
are not yet known, but in fact we will
never need B for determining the Friedmann equation on our brane.
It remains to satisfy the nonsingular parts of the other Einstein equations, (9 { 12),
near y = 0. The knowledge of A and N is all that is needed to specify eq. (12) at y = 0
because no second derivatives appear. One obtains

_a
0
a
0

2
+
a
0
a
0
=
1
36M
6
( + )(2    3p) +

b
3M
3
=
  3p
6M
2
P
 
( + 3p)
36M
6
; (18)
where the second equation follows from using our previous determination of  and 
b
,
eqs. (3{4). The leading term reproduces the usual prediction of general relativity, and
the second term corresponds to the quadratic correction in eq. (5). Indeed, in light of
the energy conservation law on the brane, _ =  3H(+ p), which is true regardless of
the extra dimension [2], (5) is the only relation consistent with (18) when ! = p= is
assumed to be constant.
In contrast to the new Einstein equation (12) associated with the 5th dimension,
the G
00
and G
ii
equations (9) and (11) depend on the quadratic coeÆcients A
2
and N
2
at y = 0, because of the presence of a
00
and n
00
. With two equations in two unknowns, it
is always possible to nd values of A
2
and N
2
such that the resulting equations for a
0
(t)
are consistent with (5) and (18). Therefore eqs. (9) and (11) add no new information
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on the brane, although they would be necessary if one wanted to deduce the full y
dependence of the solutions in the bulk.
In the above derivation, it was shown that the brane whose masses are small by
the RS mechanism must have  < 0. Unfortunately, we already saw in eq. (5) that
the brane with negative  must have an energy density 
 
 0, which is not the case
in our universe. This would appear to be a serious problem for the RS idea. However,
see the \Note added," below.
The conditions (3-4) for the brane and bulk cosmological constants look strange at
rst, so some words of motivation are in order. Although when  = 0, 
+
=  
 
on
the two branes, when  6= 0, a global solution to the Einstein equations is needed in
order to derive the exact relation between 
+
and 
 
when  6= 0, since it involves all
the coeÆcients of the expansion (15) [10]:
b
+
(
+
+ 
+
)
A=2
=  
b
 
(
 
+ 
 
)
A=2 + A
2
y
 
+ : : :
(19)
In addition to this topological relation derived from the spacetime geometry, there is
also a relation involving 
b
. We argue that the latter is a stringent consistency condition
similar to the global tadpole cancellation in string theory (see for instance [11]):
p
g
b

j+
+
p
g
b

j 
+
Z
1=2
 1=2
dy
p
g
 

b
 
1
2
M
3
R

= 0 (20)
i.e. the global eective cosmological constant must vanish. In the solution of RS, this
condition reduces to 
2
0
+ 6M
3

b
= 0, which is the relation they needed to obtain a
global solution to Einstein equations.
The condition (20) can be understood if the cosmological constants are viewed as
an eective description of the Ramond{Ramond elds of the underlying string theory:
for instance the value of the (p + 1)-form to which a p-brane is coupled is reinter-
preted as a cosmological constant on the p-brane. The condition (20) will now be
necessary to cancel the UV divergences of the string theory. The connection between
the phenomenological scenario of RS and string theory has recently been examined by
Verlinde [12] and his analysis concludes that the exponential dependence of the metric
in the compact direction is identied with the renormalization group scale when using
the AdS/CFT correspondence, which also corroborates the stringy origin of the RS
mechanism.
Since the normal expansion rate of the universe is only known to have held between
nucleosynthesis and the present epoch (as was stressed in reference [13]) it would be
interesting if the quadratic corrections to the new Friedmann equation (5) started to
become important above temperatures of several MeV. In the most natural version of
the RS scenario,M andM
P
are of the same order, so the corrections become important
only at the Planck scale. However it is still a logical possibility to imagine that the
fundamental scale M is much smaller than M
P
. In this case one recovers the Arkani-
Hamed et al. result thatM
2
P
=M
3
b
0
, which combined with the gravitational tests that
restrict b
0
<

1 mm, gives the constraint M > 10
8
GeV. With such a large value of M ,
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departure from normal expansion occurs only above temperatures T
>

1 TeV, which is
not far above the electroweak scale. An intriguing possibility would be to increase the
rate of expansion during the electroweak phase transition. If this occurred, standard
model sphaleron interactions could easily be out of equilibrium in the broken phase [13],
making electroweak baryogenesis more feasible.
We thank Emilian Dudas, Nemanja Kaloper, Guy Moore, Burt Ovrut, and Car-
los Savoy for useful discussions. JC thanks the CEA Saclay theory group for their
kind hospitality. As we were submitting this work, ref. [14] appeared, which reached
conclusions similar to ours.
Note added: After acceptance of this work, we discovered [15] that the problem of
the wrong-sign expansion rate at the second brane can be solved if the extra dimension
is taken to be noncompact, as suggested by ref. [16]. Ref. [15] shows that by considering
multiple intersecting branes, the whole construction can be extended to any number
of extra dimensions.
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Although the possibility of extra spatial dimensions is an old idea, it has received
more attention lately because of a new twist: perhaps our universe looks 4-dimensional
not because of the smallness of the extra dimensions, but because we are trapped on a
3D slice (a 3-brane) [1{3]. This simple variation has created a wealth of potential new
physics signals and hints of solutions to long-standing puzzles.
At rst sight, the brane universe scenario poses a new problem: if one embeds a
3-brane with tension (energy density)  in an empty (4+ 1)-D spacetime, the space in
the 3-brane inates with a Hubble constant given by [4{7]
H
2
=


2

6

2
(1)
Here 
2
is the analog of 8G
N
= M
 2
P
(where M
P
is the Planck mass) in (4 + 1)-D
gravity. The linear dependence H   is contrary to the usual Friedmann equation
which gives H 
p
. If one tries to model normal cosmology on such a brane universe
by replacing the constant tension  with an energy density  which decreases with the
expansion, then H varies with time and is given by 1=4t instead of 1=2t in a radiation
dominated era. This corresponds to a scale factor growing like t
1=4
rather than the
usual t
1=2
. It is likely that such a radical change to the expansion rate can be ruled
out using primordial big bang nucleosynthesis [5].
However, one can to a good approximation recover the usual rate of expansion by
keeping a nonzero value for the constant part of the brane tension, and canceling its
inationary eect by adding a negative cosmological constant 
b
in the bulk (the full 5
spatial dimensions) [8,9]. Letting  denote the time-varying part of the energy density
on the brane, eq. (1) is modied to read
H
2
=

4
( + )
2
36
+

2

b
6
: (2)
By tuning the value of 
b
to

b
=  
2

2
=6; (3)
the quadratic term in  gets canceled, so that the universe is static when  = 0, as
expected. Further tuning  to the value
 =
6

4
M
2
P
; (4)
one nds that the leading correction to H
2
for    agrees exactly with the usual
Friedmann equation. Only for 
>

 does the unusual H   behavior start to reap-
pear.
In addition to solving the problem of cosmological expansion, the relation (3) has
another possible benet: it might aord a solution to the hierarchy problem, i.e., the
question of why the weak scale M
W
is so much smaller than M
P
[3, 10, 11]
(1)
. Randall
(1)
The question of the gauge coupling unication has also been addressed in [12]
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and Sundrum noticed that the solution for the metric on the 4D space is exponentially
suppressed away from the 3-brane, in the direction y of the 5th dimension:
ds
2
= a
2
(y)
 
 d
2
+
3
X
i=1
dx
2
i
!
+ b
2
dy
2
;
a(y) = exp( 
2
bjyj=6) (5)
At a given distance y
T
from the brane at y = 0 (called the \Planck brane"), a(y
T
)
is exponentially small. If there was another brane located at y
T
, dubbed the \TeV
brane," any particles constrained to exist there would have their masses renormalized
by the factor a(y
T
). Thus even if all mass parameters in the fundamental Lagrangian
were of order M
P
, physical masses at position y
T
could easily be of order M
W
or 1
TeV with only a moderately large value of y
T
. The function a(y) can be interpreted as
the wave function of the graviton, showing that gravity is trapped near the brane at
y = 0. Because of this trapping, the usual gravitational force law F  1=r
2
is obeyed
at distances r  6M
3
=b, even if the extra dimension is innite in size. It is not
obvious whether this happy state of aairs is compatible with getting the correct rate
of expansion on the brane at y
T
, but we shall show that it is in fact possible to have
both.
An obvious question is whether these ideas can be extended to larger numbers (N)
of extra dimensions, since it is possible that qualitatively new eects might emerge.
Thus far no solutions have been constructed for a single 3-brane in N > 1 spatial
dimensions. However it is straightforward to do so for a brane with (3+N   1) spatial
dimensions (in other words, with codimension 1). Moreover, by taking the intersection
of N such branes, one can single out a 3D region of space which might be identied with
a universe like ours, and this kind of solution has also been constructed, in the static
case [13, 14]. The static solutions manifest the phenomenon of gravitational trapping
and the potential for solving the hierarchy problem analogous to the N = 1 case.
Here we wish to consider the generalization to dynamical (expanding or contracting)
solutions. We shall see that an expression similar to (2) obtains for the Hubble rate in
the intersecting brane model.
To specify the solutions, we consider the case of N extra dimensions with coordi-
nates y
i
, and N orthogonally intersecting (3+N)-branes located at y
i
= 0, respectively.
The action is
S =
Z
d
4
x d
N
y
p
jgj
 
R
2
2
  
b
 
N
X
i=1

i
Æ (y
i
p
g
ii
)
!
; (6)
where 
2
is related to the N -dimensional gravity scale M by 
 2
= M
N+2
. Similarly
to ref. [13], we take the conformally at ansatz
ds
2
= a
2
(; y
i
)
 
 d
2
+
3
X
i=1
dx
2
i
+
N
X
j=1
dy
2
j
!
(7)
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for which the Einstein tensor in d = 4 +N dimensions has the form
G

= (N + 2)

ar

r

a
 1
  


ar
2
a
 1
 
N + 3
2
 
ara
 1

2

: (8)
The gradients are simple partial derivatives, using the Minkowski metric 

= diag( 1; 1; : : : ; 1):
r
2
= 

@

@

. If the respective branes have tensions 
i
, the stress-energy tensor is
given by
T

=  a
2
 

b


+
N
X
i=1
(

  Æ
;y
i
Æ
;y
i
)
i
Æ(ay
i
)
!
(9)
Each brane contribution looks like a bulk cosmological term, except in the entry cor-
responding to y
i
which is zero for the ith brane.
A solution to the (4 + N) dimensional Einstein equations, G

= R

 
1
2
g

R =

2
T

, is given by
a(; y
i
) =
 
 H +
X
i
k
i
jy
i
j
!
 1
: (10)
For the case N = 1, that is, a single 3-brane, this solution belongs to a general class
of solutions constructed by ref. [15] in models that generalize the RS scenario. This
solution was also found (for N = 1) by ref. [16].
It is easy to show that the equations are satised provided that
k
i
=

2

i
2(N + 2)
(11)
and the Hubble constant is given by
H
2
=
2
2

b
(N + 2)(N + 3)
+
X
i
k
2
i
: (12)
In particular, the static case where H = 0 is recovered if 
b
satises

b
=  
(N + 3)
8(N + 2)

2
X
i

2
i
: (13)
One can see that this agrees with the previous result (3) in the case of one extra
dimension.
Our solution diers from previous ones, such as refs. [7, 17], by allowing the extra
dimensions to inate simultaneously with the 3D universe. The ination of the bulk
causes gravity to become increasingly weaker on the TeV brane, as discussed below,
so this kind of solution is not of direct interest for late-time cosmology, but might be
applicable during an inationary phase.
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To see thatH is indeed the Hubble parameter, one can transform from the conformal
time coordinate  to FRW time t, in which the g
00
element of the metric is  1: dt =
a(; y
i
)d , t = H
 1
ln(a). This implies a((t); y
i
) = exp(Ht). Choosing the upper
sign gives the line element
ds
2
=  
 
dt+H
 1
e
Ht
N
X
i=1
k
i
sign (y
i
) dy
i
!
2
+ e
2Ht
 
d~x
2
+ d~y
2

: (14)
The 4D part of the metric has the usual form for an inationary solution with expansion
rate H. The range of the  coordinate is  2 ( 1;
P
i
k
i
jy
i
j=H), corresponding to
t 2 ( 1;+1). As  ! 0 the volume of intersection region grows without bound.
To construct a realistic inationary scenario, one should replace the constants 
i
with time-varying energy densities:

i
! 
i
+ V
i
(t) (15)
Here it is envisioned that the 
i
and 
b
satisfy the condition (13) which ensures that
the expansion will stop when the perturbations V
i
settle to their minimum values,
presumed to be V
i
(1) = 0. The V
i
should thus be regarded as potentials of scalar
elds. The solution we have obtained is not exact for time-dependent V
i
's, but in the
limit where they are changing adiabatically with time, it gives the correct instantaneous
rate of expansion. Linearizing in these perturbations gives an expansion rate of
H

=
 
X
i

4

i
V
i
2(N + 2)
2
!
1=2
: (16)
In our approach, V
i
represents the energy per unit (N +2)-D volume on the ith brane.
We note that the 3-D intersection of all N branes has a vanishing (N +2)-D volume in
the limit of zero brane thickness,  = 0. Since the total energy density is the sum of
the individual brane contributions, the 3-D energy density in the region of intersection
of all N branes is zero if  = 0. For example in the case N = 2, the total energy
density would be proportional to Æ(y
1
) + Æ(y
2
), which has vanishing support at the
point y
1
= y
2
= 0. To remedy this we must assume that  6= 0. Then the delta
functions are replaced by top-hat functions of width . In the N = 2 case it is clear
that if V
i
is the 4-D spatial energy density, then in the intersection region the 3-D
energy density is (V
1
+ V
2
). For N extra dimensions this generalizes to
 =
X
i
V
i

N 1
; (17)
and the usual rate of expansion, H = (=3M
2
P
)
1=2
, can be obtained by setting

i
=
2(N + 2)
2

N 1
3
4
M
2
P
(18)
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in agreement with the value (4) in the N = 1 case. In terms of the fundamental gravity
scaleM , dened by 
2
=M
 (2+N)
, it seems reasonable to imagine a brane thickness on
the order of   M
 1
, so that 
i
 M
N+5
=M
2
P
. This construction leaves unanswered
the question of why the matter we see in our universe, if the latter is the intersection
of several branes, is constrained to stay in that region. The problem obviously does
not arise in nonintersecting brane scenarios. For instance, in the case of one extra
dimension compactied on S
1
=Z
2
, the two branes localized on the xed points do
not interact provided they correspond to dierent gauge groups. The standard model
resides on the positive tension brane, whose matter is neutral under the hidden sector of
the other, negative tension brane. However in the present proposal, for N > 1 matter
lives in higher (N+2)-dimensional branes. One is left not only with the question of
how the matter which we see is prevented from moving out of the intersection point
in a direction along one of the branes, but also why it does not seem to interact with
similar matter in the branes but located away from the intersection point.
We have argued that an observer at the intersection of N branes in 4+N dimensions
will experience a rate of cosmological expansion in accord with the usual Friedmann
equation, H /
p
V
T
, provided that the conditions (18), (13) are satised, and that
the apparent 3D energy density is small compared to that coming from the brane
tensions,  
i

N 1
. However for this observer there is no immediate solution to the
weak scale hierarchy problem. Only for a 3-brane which is located some distance away
from the intersection region are masses suppressed by the geometrical factor a(y
i
).
A potential problem is whether the Hubble rate will be correct when measured on
this \TeV brane," which presumably should have a smaller tension than the \Planck
brane" intersection region, so as not to signicantly perturb the geometry induced by
the Planck brane. One might expect the expansion of the universe to be controlled by
the large energy density on the Planck brane, rather than the small one on the TeV
brane. An observer on the latter might nd his universe expanding at a rate that was
not directly correlated with the local energy density.
To investigate this question we will consider the simplest case, that of N = 1. The
extension of our previous solution to incorporate a Planck brane and a TeV brane,
having respective positions y = y
P
, y = y
T
and tensions 
P
, 
T
, is
a(; y) =

 H + k
P
jy   y
P
j; y < y
T
 H + k
T
jy   y
T
j+ k
P
jy
P
  y
T
j; y  y
T
(19)
This is a generalization of the static solution found in ref. [17]. By computing the G

for this metric one nds that it solves the Einstein equations if
k
P
=

2
6

P
; k
T
=

2
6
(
P
+ 2
T
); (20)
and if 
b
changes discontinuously at the interface provided by the TeV brane,

T
  
P
 
b



y=y
T
+
y=y
T
 
=  
2
2
3

T
(
T
+ 
P
) (21)
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The Hubble rate is given by
H
2
=

4

P
2
36
+

2

P
6
=

4
(
P
+ 2
T
)
2
36
+

2

T
6
(22)
Let us rst construct the static conguration where H = 0. The term H can be
replaced by a constant in eq. (19) to maintain the regularity of the solutions. The bulk
cosmological constants in the two regions y < y
T
and y > y
T
are related to the brane
tensions by

P
=  

2
6

P
2
;

T
=  

2
6
(
P
+ 2
T
)
2
: (23)
To get expanding solutions, we now perturb around the static case by adding small
energy densities V
P
and V
T
to the branes, and linearizing. Eq. (22) becomes
H
2

=

4
18

P
V
P
(24)

=

4
18
(
P
+ 2
T
)(V
P
+ 2V
T
) (25)
The fact that eqs. (24) and (25) must agree implies that the perturbations on the two
branes are proportional,
V
T
=  

T
2
T
+ 
P
V
P

=
 

T

P
V
P
; (26)
so that an observer on the TeV brane would relate the expansion rate to his local
energy density by
H
2
=  

4
18

P

T
(2
T
+ 
P
)V
T

=
 

4
18

P
2

T
V
T
(27)
Now the Planck brane tension 
P
must be positive to ensure that a(y) is decreasing away
from y = y
P
, as is needed to solve the hierarchy problem; then eq. (24) implies V
P
> 0
as well. From (27) it follows that 
T
and V
T
must have the oppposite sign. This is an
improvement over the original Randall-Sundrum proposal, where the extra dimension
being compactied on a circle led to the topological restriction that 
T
=  
P
, hence
the conclusion that V
T
had to be negative. In the present realization we can take 
T
negative but smaller in magnitude than 
P
=2, leading to the conclusion that V
T
> 0.
Since we would like V
T
to represent the energy driving cosmological expansion as seen
on the TeV brane, this is encouraging.
In the above construction, we observe that it is not after all necessary to assume
that 
T
 
P
, as might be suggested by the names \TeV" and \Planck" for the two
170 Inating Intersecting Branes and the Hierarchy Problem [Publi. III.]
branes. All that is really needed is to have  
P
=2 < 
T
< 0. As long as this is
true, all the quantities 
P
, 
T
, 
P
and 
T
can be of order M
P
to the appropriate
power. Then the expansion rate goes like H 
p
V
i
=M
P
in terms of the excess energy
density on either brane, as desired. Moreover it looks straightforward to generalize this
construction to higher dimensions. Then dierent N -dimensional hypercubic regions
would have dierent values of the bulk cosmological constant, changing discontinuously
at the interfaces where the analogues of the TeV brane are located.
In the original version [2] of large extra dimensions, ination of the latter was
associated with time variation of Newton's constant, since the largeness of the Planck
mass was linked to the size of the extra dimensions. It can be seen that ination of
the bulk actually has no eect on Newton's constant on the Planck brane, but it does
cause the strength of gravity to decrease on the TeV brane. Ref. [13] showed that the
relationship between the fundamental gravity scale and the observed Planck mass is
M
2
P
=M
N+2
Z
d
N
y a
2+N
(y
i
) (28)
in the static case. This comes from integrating
p
gR over the extra dimensions to
nd the eective 4D action, and using the scaling property of the Ricci scalar under
conformal transformations of the metric. Applying this to our dynamical solution gives
M
2
P
=
2
N
M
N+2
(N + 1)!
Q
i
k
i
a
2
(; 0): (29)
Recall that a
2
(; 0) = (H)
 2
= exp(2Ht). Let us now compare this to the physical
mass of a particle trapped on a brane located at position y = y
T
in the bulk, using the
case ofN = 1 extra dimensions to illustrate. As rst noted by Randall and Sundrum [3],
the physical mass (m
p
) of a particle on such a brane is related to the mass parameter
in the Lagrangian, m
0
, by m
p
= a(; y
T
)m
0
. Therefore the ratio of particle masses on
the TeV brane to the Planck mass scales like
m
p
M
P

a(; y
T
)
a(; 0)
=
1
(1  kjy
T
j=H)
(30)
which tends to zero as the universe expands ( approaches zero from below). Translated
to FRW time, this says that m
p
=M
P
 e
 Ht
 1=a(t). If such a redshifting of the
stength of gravity were occuring today, it would have been observed by lunar laser
ranging experiments [20], which obtain the much more stringent limit
_
G=G < (1:25
10
11
y)
 1
. That is,
_
G=G is observed to be much less than the present Hubble constant,
in contradiction to the kind of time-dependence given by (30). On the other hand at
the Planck brane, y = 0, (30) is constant, so time variation of Newton's constant would
not be observed there.
One possibly annoying feature of our construction is the negative tension attributed
to the TeV brane. Such a brane might be unstable to crinkling up into something with
an innite volume since, in the absence of some stabilizing mechanism, this would
minimize the energy. However in a superstring context such a negative brane could
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be realized at an orientifold, which removes the unstable mode [18]. It is also possible
to arrange for positive tension TeV branes; as pointed out in ref. [19], in solutions
with several parallel branes in N = 1, the signs of the tensions alternate. Thus one
could create a positive tension TeV brane if desired. However a negative tension brane
between the TeV and Planck branes is still required, so it is not clear whether this
would be an improvement.
To demonstrate this is a straightforward generalization of our previous solution. If
we add a third brane at y = y
T
0
> y
T
with tension 
T
0
, then we have the previous
relations, and in addition
k
T
0
=

2
6
(
P
+ 2(
T
+ 
T
0
));

T
0
=  

2
6
(
P
+ 2(
T
+ 
T
0
))
2
; (31)
in order to maintain the static condition. If we now add excess energies V
P
, V
T
and V
T
0
to the respective branes, it is straightforward to show that in terms of V
T
0
the expansion
rate is given by
H
2
=  

4
18
1

T
0
(2
T
+ 
P
) (2(
T
+ 
T
0
) + 
P
)V
T
0
(32)
If 
T
0
> 0 and V
T
0
> 0, then 
T
must be in the range  
P
=2   
T
0
< 
T
<  
P
=2,
showing that the middle brane has negative tension, although the outer ones have
positive tension.
A nal mystery is the question of why the time-dependent parts of the energy
densities of the two branes should be proportional to each other. A priori one would
think that they are parallel universes which could have arbitrarily dierent sources of
stress-energy. Whether this is an artifact of having a simple ansatz for the solutions,
or there is some deeper reason, is not obvious (but see \Note Added," below).
In summary, we have found expanding global solutions for a (4 + N) dimensional
universe, in which the intersection of N orthogonal branes of codimension one plays the
role of a 4D universe. The rate of expansion can be made to agree with the Friedmann
equation if the brane tensions  are balanced against a negative bulk cosmological
constant 
b
in a particular way. Both quantities can be of orderM
P
to the appropriate
power, so only a tuning of their relative values is necessary; the magnitudes of 
b
and  are natural. An energy density  which is in excess of these particular values
for the brane tensions is what appears to drive the expansion of the universe, at the
expected rate H 
p
=M
P
. Furthermore it is possible to introduce extra branes whose
physical masses are exponentially suppressed by the distance from the primary brane,
thereby possibly solving the weak scale hierarchy problem on the extra branes, while
maintaining the correct rate of cosmological expansion. However, this combination of
two virtues seems to come always at the expense of introducing some negative tension
branes. Our solutions are not suitable for late-time cosmology on the TeV brane
because the inating bulk causes gravity to decouple there. On the Planck brane this
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is not a problem, but new long-range forces due to exchange of the massless excitation
associated with the expansion of the bulk would be [21].
Note Added: After this paper was completed, ref. [22] observed that the ne-
tuned relationship between energy densities on the two branes is always a consequence
of demanding a static bulk, even in the absence of a mechanism for stabilizing the
bulk. It is interesting to note that such a relation is also required in our solutions,
even though the bulk is not stable, but inating. In our case, the relationship must
therefore come from the coincidence that the bulk is inating at exactly the same rate
as the branes.
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Abtract
We propose a supergravity derivation of the Randall{Sundrum action as an eective
description of the dynamics of a brane coupled to the bulk through gravity only. The
cosmological constants in the bulk and on the brane, which appear at the classical level
when solving the supergravity equations of motion, are related to physical quantities
like the brane electric charge and thus inherit some of their physical properties. The
most appealing property is their quantization: in d
?
extra dimensions, 
brane
goes like
1=N and 
bulk
like N
2=(d
?
 2)
. This supergravity origin also explains the apparent ne-
tuning required in the Randall{Sundrum scenario. In our approach, the cosmological
constants are derived parameters and cannot be chosen arbitrarily; instead they are
determined by the underlying supersymmetric Lagrangian. D3-branes of type IIB
superstring theory provide an explicit realization of our construction.
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1 Introduction
The coexistence of two hierarchical scales in particle physics is probably the most
challenging puzzle to solve before hoping to construct a quantum theory of gravity.
When the Schwarzchild radius (R
Sch
= 2G
N
m=c
2
) of a system of mass m becomes of
the same order as its Compton length (
C
= ~=mc), a quantum mechanical extension
of general relativity is surely needed. Therefore the natural scale of quantum gravity is
the Planck mass,
p
~c
5
=G
N
 10
19
GeV. Understanding how, in such a theory, the tiny
electroweak scale observed in experimental particle physics can arise and be stabilized
against radiative corrections constitutes the so-called `gauge hierarchy problem'. In low
energy supersymmetry [1], this vast disparity in scales can be protected from quantum
destabilization. However a more fundamental explanation is certainly to be found in
string theory and its latest developments. String theory relates the string scale to two
other fundamental scales, namely the GUT scale connected to gauge interactions, and
the Planck scale connected to the gravitational interaction. The link between these two
is the geometry of extra dimensions, which can lower both scales [2] down to the TeV
range [3] and thus partially answer the gauge hierarchy problem, or at least translate
it into geometrical terms.
Subsequent to studies of thin shells in general relativity [4] and their revival in
a M -theory context [5{7], Randall and Sundrum (RS) have recently proposed [8] a
new phenomenological mechanism for solving the gauge hierarchy problem, without
requiring the extra dimension to be particularly large or small{in fact it could be non-
compact. An exponential hierarchy is generated by the localization of gravity near
a self-gravitating brane with positive tension, obtained by solving Einstein equations.
The solution is a nonfactorizable metric, i.e., a metric with an exponentially decaying
warp factor [9] along the single extra dimension. Restricting the Standard Model to a
second parallel brane with negative tension at some distance in this transverse dimen-
sion, the electroweak scale in our world then follows from a redshifting of the Planck
scale on the second brane. Since the exponential suppression by the redshift factor
does not require an unnaturally large interbrane separation, the hierarchy problem can
be explained without ne tuning, and without requiring any special size for the extra
dimensions.
The cosmological implications of this scenario have been studied [10, 11], with em-
phasis on the danger of placing the Standard Model on a brane with negative tension
since, for instance, the Friedmann equation governing the expansion of the universe ap-
pears with a wrong sign. A similar diÆculty is also faced [12] when trying to reproduce
the unication of gauge couplings. The original scenario can be modied [8, 12, 13] by
maximizing the warp factor on the Standard Model brane, which can be achieved if its
tension is taken positive. The two former problems are overcome but the electroweak
scale seems now diÆcult to accommodate. More recently it has been shown that the
correct cosmological expansion can be obtained if the second brane tension is negative,
but not too much so [14]. Thus the RS scenario remains attractive, especially with
regard to the possibility of an innite extra dimension probed only by gravity. It is
appealing that, despite a continuous Kaluza{Klein spectrum without any mass gap,
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Newton's law of gravity is still reproduced [8, 13, 15] within the current experimen-
tal precision. Ref. [16] also proposed explicit models where a mass gap separates the
`massless graviton' from its KK excitations while the Yukawa type deviations from the
4D Newton law remain compatible with experimental bounds.
Although the gravity localization mechanism seems to be specic to codimension
one branes, several works [15,17] have managed to extend it by considering many inter-
secting codimension one branes.
(1)
Oda and Hatanaka et al. [19] also obtain solutions
with a more involved content of branes with a single one extra-dimension. In this
context also, cosmological expansion can be reconciled with the solution to the weak
scale hierarchy problem [14].
Undoubtedly, the localization of gravity by the RS mechanism has rich phenomeno-
logical and cosmological consequences [10{15,19{22]; but at the present stage it seems
lacking in generality, and it suers from apparently ad hoc ne-tunings required be-
tween the cosmological constants in the bulk and on the branes, in order to obtain a
solution to Einstein equations. Verlinde [23] has reexamined the RS scenario in super-
string language and shown that the warp factor can be interpreted as a renormalization
group scaling. In the context of the AdS/CFT correspondence, the extra dimension
plays the role of the energy scale.
In this paper, we oer a derivation of the eective action used by RS, starting from
a more fundamental, string-inspired origin. Recent works [5,7,24,25] have studied the
dynamics of a supersymmetric brane-universe; here we propose an explicit embedding of
the RS model in supergravity theories and examine its physical implications, following
refs. [16, 26], which have previously addressed this question at a more formal level.
Our starting point will be the bosonic action of supergravity theories in ten or eleven
dimensions. We emphasize that, instead of neglecting various elds specic to these
actions like the dilaton and some n-dierential forms, taking them into account can
lead to an eective description in terms of cosmological constants. Using p-brane
solutions, we construct such a description for codimension one branes, which allows
us to identify the eective cosmological constants with physical quantities like the
electric charge carried by the brane and its mass density on the worldvolume. Since
the electric charge of a p-brane obeys a generalized Dirac quantization rule, we are led
to the interesting conclusion that the cosmological constants are also quantized.
The advantage of this approach is that we derive the stress-energy tensor T
^^
, which
is needed to solve the Einstein equations, starting from an action for fundamental elds,
rather than putting it in by hand. Thus our T
^^
is on the same footing as the Einstein
tensor itself, from the point of view of fundamentality, since it follows from a symmetry
principle: namely, supersymmetry xes the form or T
^^
and constrains the values of
the couplings appearing therein. Moreover we are able to generalize the procedure to
higher codimension brane-universes (e.g., 3-branes embedded in more than one extra
dimension), providing some of the rst such solutions. In this case the bulk energy is
no longer a cosmological \constant," but depends on the distance from the brane.
(1)
See also ref. [18] for a recent construction of warped compactication in two transverse dimensions.
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2 Brane cosmological constant as a warp in an anti-
de Sitter bulk
We begin with a review of the model studied by Randall and Sundrum [8]. This model is
a particular case of the ones proposed by Chamblin and Reall [6], in which a scalar eld
was coupling a dynamical brane to an embedding bulk. Here we consider the restricted
scenario of a static brane embedded in a spacetime curved by a bulk cosmological
constant 
b
. The physics of this model is governed by the following action:
S
RS
=
Z
d
p+1
x d
d
?
y
p
jgj

R
2
2
  
b
  Æ
d
?
(
p
jg
?
j y)

; (1)
where y
I
= 0 is the location of the brane in the transverse (extra dimensional) subspace
and g
?
is the determinant of the metric, assumed to be factorizable, in this subspace.
The Einstein equations derived from (1) when the transverse space is at are (Greek
indices denote longitudinal coordinates,  = 0 : : : p 1 and Latin indices are coordinates
transverse to the brane, I = 1 : : : d
?
):
G

=  
2


b
+ Æ
d
?
(
p
jg
?
j y)

g

; (2)
G
IJ
=  
2

b
g
IJ
: (3)
Randall and Sundrum solved these equations in the case of a codimension one brane.
With the ansatz
ds
2
= a
2
(y) dx


 dx



+ b
2
(y) dy
 dy ; (4)
the Einstein equations reduce to
p
a
00
a
+
p(p  1)
2

a
0
a

2
  p
a
0
a
b
0
b
=  
2
(
b
+  Æ(jbjy)) b
2
; (5)
p(p+ 1)
2

a
0
a

2
=  
2

b
b
2
; (6)
where primes denote derivatives with respect to the transverse coordinate y. For this
system of equations to admit a solution that matches the singular terms, a ne-tuning
between 
b
and  is necessary:

b
=  
p + 1
8p

2

2
: (7)
A general solution then takes the form:
a(y) = f(jyj) and b(y) = N
f
0
(jyj)
f(jyj)
; (8)
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where f is a regular function and the constant N is related to the brane cosmological
constant by: jN j =  2p=(
2
),  being the sign of f
0
(0)=f(0). A particular class of
solution that will play an important role in our analysis corresponds to:
a(y) = (l + jyj=R)
n
a
and b(y) =
n
a
NR
 1
l + jyj=R
; (9)
where R and l are two positive constants. An appropriate change of coordinates brings
this solution to the form proposed by Randall and Sundrum [8]: dening X

= l
n
a
x

and Y = sgn(y)n
a
N ln(1 + jyj=(Rl)), the metric reads:
ds
2
= e
2 sgn(n
a
)jY=Nj
dX
2
+ dY
2
: (10)
If the brane located at the origin is identied as the \Planck brane" of Lykken{
Randall [13], an electroweak scale will be generated on the \TeV brane" if and only if
the power n
a
is negative, which corresponds to a positive cosmological constant on the
Planck brane.
(2)
Another motivation for requiring n
a
< 0 comes from computing the
four-dimensional eective Planck mass, M
2
P l
=M
3
R
dy a
2
jbj, which is nite for n
a
< 0
but diverges for n
a
> 0.
Λ < 0 Λ > 0
Figure 1. The boundary of an anti-de Sitter of dimension p+2 space is topologically S
1
S
p
.
In the system of coordinates x

and r, this boundary is located at r = 0 and r = 1:
the piece at innity is a p + 1-dimensional Minkowskian space, while the horizon at r = 0
corresponds to the union of a point and R  S
p
. A codimension one brane embedded in this
AdS space acts as a warp in the sense that it cuts a part of the bulk: a brane with a positive
cosmological constant cuts the vicinity of the boundary located at the innity, while a brane
with a negative cosmological constant removes the horizon at the origin.
(2)
This connection between the signs of n
a
and  is specic to one transverse dimension. In section
4, we will see that we can have n
a
> 0 whereas  > 0. In any case, the discussion about the hierarchy
problem deals with the sign of n
a
only.
182 Warped Compactications and Cosmological Constants [Publi. IV.]
We can make another dieomorphism that claries the geometry of the solution.
Dening r = R
0
(l + jyj=R)
n
a
, with R
0
= jNRj, we now obtain:
ds
2
=

r
R
0

2
dx
2
+

R
0
r

2
dr
2
; (11)
where we see that the geometry of the bulk corresponds to an anti-de Sitter space of
radius R
0
, or at least a slice of an anti-de Sitter space, since the variable r ranges
only over a part of R. Indeed, for n
a
> 0, the range of variation of r is restricted to
[l
n
a
;+1), while for n
a
< 0 this range becomes [0; l
n
a
]. Although in both cases the
whole AdS space is covered in the limit l! 0, it is interesting to note which part is cut
when l 6= 0. As we will argue in the appendix, the boundary of an anti-de Sitter space
of dimension p+ 2 space is topologically S
1
 S
p
, and in the system of coordinates x

and r, this boundary is located at r = 0 and r = 1: the piece at innity is a p + 1-
dimensional Minkowskian space, while the horizon at r = 0 corresponds to the union of
a point and R  S
p
. So the n
a
< 0 case, which corresponds to a positive cosmological
constant  on the brane, removes the part at innity, while the n
a
> 0 case, i.e.
 < 0, cuts the horizon at the origin. Note that in the AdS/CFT correspondence [27],
a superconformal theory describes the dynamics of a brane near the horizon of an AdS
space while this dynamics should become free near innity [28].
As presented, the model studied by Randall and Sundrum leaves one wondering
whether it can be derived from some more fundamental starting point. In particular,
the ad hoc ne-tuning between the cosmological constants is rather mysterious and begs
for a better understanding. One suggestion is that this relation might arise from the
requirement that tadpole amplitudes are zero in the underlying string theory [11]. (See
also ref. [29] for recent progress in this direction). Here we will see the cosmological
constants as eective parameters which cannot be chosen arbitrarily, so the ne-tuning
problem is ameliorated. The aim of this work is to motivate the RS model from a
supersymmetry/superstring framework.
3 Eective cosmological constants from dynamics
of codimension one branes
In this section, we would like to show that the theory derived from the action (1) can
be seen as an eective description of a brane of codimension one, i.e., of an extended
object with p spatial dimensions embedded in a (p+ 2) dimensional spacetime.
The dynamics of an object extended in p spatial directions is governed by the
generalization of the Nambu{Goto action
(3)
[30]:
S
NG
=  M
p+1
b
Z
d
p+1

s




det

@X
^
@
a
@X
^
@
b
g
^^





; (1)
(3)
Concerning the indices, our conventions will be the following: hatted Greek indices are spacetime
indices (^ = 0 : : :D   1) while Latin indices are worldvolume indices(a = 0 : : : p).
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where X
^
(
a
) are the coordinates in the embedding spacetime of a point on the brane
characterized by its worldvolume coordinates 
a
; M
b
is the scale mass in so-called
\p-brane units" which is simply related to the Planck scale, M , in the embedding
spacetime; see below eq. (5). This action is known [31] to be equivalent to:
S
P
=M
p+1
b
Z
d
p+1


 
1
2
p
jj
ab
@
a
X
^
@
b
X
^
+
p  1
2
p
jj

; (2)
where 
ab
is an auxiliary eld that gives the metric on the worldvolume.
Superbranes have been constructed [32] as classical solutions of supergravity theo-
ries in ten or eleven dimensions: they are BPS objects, since they preserve half of the
supersymmetries; they have a Poincare invariance on their worldvolume universe and
also a rotational invariance in the transverse space. A p-brane is therefore coupled to
the low-energy eective theory of superstrings. Below the fundamental energy scale,
identied as the energy of the rst massive excitations of the string, the theory can
be described by supergravity theories whose bosonic spectrum contains the metric, a
scalar eld (the dilaton) and numerous dierential forms. The bosonic eective action,
in supergravity units, takes the general form (
2
=M
2 D
):
S
eff
=
Z
d
D
x
p
jgj

1
2
2
R 
1
2
@
^
@
^
 
1
(p+ 2)!
e

p

F
^
1
:::^
p+2
F
^
1
:::^
p+2

; (3)
where F
^
1
:::^
p+2
= (p+2) @
[^
1
A
^
2
:::^
p+2
]
is the eld strength of the (p+1)-dierential form
A, whose coupling to the dilaton is measured by the coeÆcient 
p
. The coeÆcient 
p
is
explicitly determined by a string computation: the coupling of the dilaton to dierential
forms from the Ramond-Ramond sector appears at one loop and thus 
RR
p
= (3 p)=2 in
supergravity units, while the Neveu-Schwarz{Neveu-Schwarz two-form couples at tree
level, so 
NS
1
=  1. In some cases, we can also add a Chern{Simons term (A^ F ^ F )
to the action, but it does not have any eect on the classical solutions.
The p-brane couples to a (p + 1)-dierential form, which results in the addition of
a Wess{Zumino term to the free action (2):
S
P
=M
p+1
Z
d
p+1


 
1
2
p
jj
ab
@
a
X
^
@
b
X
^
g
^^
(X) e

p

+
p  1
2
p
jj
+
A
WZ
(p+ 1)!

a
1
:::a
p+1
@
a
1
X
^
1
: : : @
a
p+1
X
^
p+1
A
^
1
:::^
p+1

: (4)
The functions g
^^
and e

p

implicitly depend on worldvolume coordinates  through
their dependence in the embedding coordinates X. The coeÆcient 
p
denes the \p-
brane units;" it is xed [33] by requiring the same scaling behavior for S
eff
and S
P
,
which leads to

p
=  

p
p + 1
: (5)
The relation between M
b
and M then follows from the value of this coupling to the
dilaton: M
b
= e

1
=(p+1)
M , 
1
being the vacuum expectation value of the dilaton.
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To proceed, we must now relax some of the constraints imposed by supersymmetry,
while still maintaining the form of the action. For example in string theories, the
values of p and D are related to one another in order to have supersymmetry on the
worldvolume universe [34]. Also, as just mentioned, the coupling to the dilaton is xed.
By relaxing these constraints, we give up any claim that the following construction is
a direct consequence of string theory. On the other hand it might be hoped that our
results will persist in a realistic low energy limit of string theory, which includes the
eects of supersymmetry breaking. In what follows, we will elucidate how the various
elds, which play a crucial role for the existence of branes in supergravity, can give rise
to an eective stress-energy tensor which resembles the cosmological constant terms
needed for the Randall{Sundrum scenario.
The equations of motion derived from S
eff
+ S
P
are
G
^^
= 
2
@
^
@
^
 +
2
2
(p+ 1)!
e

p

F
^^
1
:::^
p+1
F
^
^
1
:::^
p+1
+
1
2

 
2
@
^
@

 
2
2
(p+ 2)!
e

F
^
1
:::^
p+2
F
^
1
:::^
p+2

g
^^
+ T
^^
; (6)
D
^
D
^
 =

p
(p+ 2)!
e

p

F
^
1
:::^
p+2
F
^
1
:::^
p+2
+ T

; (7)
@
^
0

p
jgj e

p

F
^
0
:::^
p+1

= J
^
1
:::^
p+1
; (8)

ab
= @
a
X
^
@
b
X
^
g
^^
e

p

; (9)
@
a

p
jj
ab
@
b
X
^
g
^^
e

p


=
1
2
p
jj
ab
@
a
X
^
1
@
b
X
^
2
@
^
 
g
^
1
^
2
e

p


 
A
WZ
(p+ 1)!

a
1
:::a
p+1
@
a
1
X
^
1
: : : @
a
p+1
X
^
p+1
F
^^
1
:::^
p+1
: (10)
The stress-energy tensor T
^^
of the brane is given by
T
^^
=  
M
p+1

2
Z
d
p+1

p
jj 
ab
@
a
X
^
0
@
b
X
^
0
g
^
0
^
g
^
0
^
e

p

Æ
D
(x X())
p
jgj
: (11)
The electric current created by the brane is
J
^
1
:::^
p+1
=  
A
WZ
2
M
p+1
Z
d
p+1
 
a
1
:::a
p+1
@
a
1
X
^
1
: : : @
a
p+1
X
^
p+1
Æ
D
(x X()) : (12)
And the source current for the dilaton equation is
T

=

p
M
p+1
2
Z
d
p+1

p
jj 
ab
@
a
X
^
@
b
X
^
g
^^
e

p

Æ
D
(x X())
p
jgj
: (13)
We will solve these equations in the case of a codimension one brane and we will
see in the next section how the analysis can be extended to higher codimension. First
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we choose a system of spacetime coordinates related to the brane:
worldvolume coordinates: x

 = 0 : : : p ;
transverse coordinate: y ;
in the physical gauge where X

() = .
We are looking for a solution with a Poincare invariance in (p + 1) dimensions, so
that we can make the following ansatz for the metric:
ds
2
= e
2A(y)
dx


 dx



+ e
2B(y)
dy 
 dy : (14)
The nonvanishing components of the (p+1)-dierential form that couples to the p-brane
are
A

1
:::
p+1
=  

1
:::
p+1
1
A
WZ
e
C(y)
; (15)
where 

1
:::
p+1
is the antisymmetric tensor normalized to 1.
It is well known that (see for instance [33] for a review), corresponding to the ansatz
(14{15), the solutions of eqs (6{10) can be expressed in terms of a harmonic function
H(y):
ds
2
= H
2n
x
dx


 dx



+H
2n
y
dy 
 dy ; (16)
e

= H
n

e

1
(
1
is the value of  at innity) ; (17)
F
y
1
:::
p+1
= 

1
:::
p+1
1
A
WZ
e
 
p

1
=2
dH
 1
dy
; (18)
where the powers are given by
n
x
=
2
2
pA
2
WZ
n
y
=
2(p+ 1)
2
pA
2
WZ
n

=

A
2
WZ
: (19)
Provided that the coeÆcient of the Wess{Zumino term is related to the coupling to
the dilaton by
A
2
WZ
=  2
2
p+ 1
p
+

2
2
; (20)
the whole set of equations of motion is now equivalent to Poisson's equation,
d
2
H
dy
2
=  
1
2
A
2
WZ
M
p+1
e
 
1
=2
Æ(y) ; (21)
the solution of which reads
H(y) = 1 
1
4
A
2
WZ
M
p+1
e
 
1
=2
jyj : (22)
We have normalized H(y) so as to obtain a at Minkowski space in the vicinity of the
brane. At this stage, it is worth noticing that the derivation follows directly from the
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bosonic equations (6-10) and no supersymmetric argument has been used. The full
supergravity equations also include a Killing spinor equation that can be consistently
solved, provided that the coupling of the dierential form to the dilaton takes its stringy
value. This promotes the bosonic solution to a BPS one.
It is interesting to substitute this solution back into the Einstein equations (6) to
obtain:
G

=  

2
A
2
WZ

1 

2
2A
2
WZ

H
 2(n
y
+1)
(H
0
)
2
g

 M H
 (1+n
x
(p+1))
e
 
1
=2
Æ(y)
p
g
yy
g

; (23)
G
yy
=  

2
A
2
WZ

1 +

2
2A
2
WZ

H
 2(n
y
+1)
(H
0
)
2
g
yy
: (24)
In the limit of decoupling between the brane and the dilaton, i.e.,  = 0, which also
corresponds to n
y
= (p + 1)n
x
=  1 using the constraint (20), the Einstein tensor
involves two constants 
Æ
b
and 
Æ
:
G

=  
2


Æ
b
+ 
Æ
Æ(y)
p
g
yy

g

; (25)
G
yy
=  
2

Æ
b
g
yy
: (26)
If we keep the factors 
1
xed (since 
1
could go to innity as  ! 0), these
constants are given by

Æ
b
=  
p+ 1
8p
M
p+2
e
 
1
and 
Æ
=M
p+1
e
 
1
=2
: (27)
They can be interpreted as eective cosmological constants since the metric (16) is a
solution to the Einstein equations derived from the RS action (1).
The expression of the cosmological constants in terms of supergravity quantities
may give some insight into the origin of the apparently ad hoc ne-tuning (7) of the
RS mechanism: here the cosmological constants are no longer fundamental parameters
and the ne-tuning problem appears in a dierent way; in the present language it is a
consequence of taking the limit where the dilaton decouples from the brane. Of course
this represents just one point in the full parameter space. The more general solution,
when the dilaton does not decouple, is a bulk energy density which depends on y,
rather than a cosmological constant term. Regardless of this dierence, one can still
obtain an exponentially decaying warp factor, as long as n
x
remains negative. The new
insight, then, is that the original RS solution is only the simplest possibility within a
whole class of solutions which can solve the hierarchy problem.
Furthermore, our approach links the energy densities of the brane and bulk to
physical quantities like the charge associated to the electric current (12). Not only is
such a charge conserved, but it also obeys Dirac's quantization rule [35]: solutions exist
where the ducial value of the electric charge is multiplied by an integer and these can
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be interpreted as a superposition of N parallel branes. Since in such a conguration
the electric eld strength is multiplied by a factor N , the RS eective cosmological
constants depend on N :  goes like 
Æ
=N and 
b
like 
Æ
b
=N
2
. Therefore the eective
cosmological constants are quantized.
A serious shortcoming with the above solution is that the dilaton decoupling regime
requires a purely imaginary Wess{Zumino term (see eq. (20)), which implies an imag-
inary hence unphysical value for the electric charge. Therefore this solution is still
just a tantalizing hint at a stringy origin for the RS proposal. To be more convinc-
ing, it is essential to overcome this problem. In the next section, we will address this
issue by going to a higher number of extra dimensions, in the space transverse to the
brane. It may happen that the compactication of some of these extra dimensions
can be crucial, requiring a more complete analysis involving some interacting moduli
elds in gauged supergravity theories
(4)
. The problem should also be reconsidered in
a more complicated version [36] of ten dimensional IIA supergravity including mass
terms since a codimension one supersymmetric object, the D-8 brane, has been con-
structed by Bergshoe et al. [37]. This subject was partially addressed in the recent
references [38].
When the dilaton coupling is turned on, the cosmological `constant' in the bulk will
now have a dependence on the transverse distance r. Apart from the shortcoming of
not quite reproducing the RS picture, this solution does have an interesting feature
regarding the cosmological constant on the brane in the physical regime where the
Wess-Zumino coupling A
WZ
is real: it provides an example of a negative tension brane.
For n
x
> 0, as is the case when A
2
WZ
> 0, the discontinuity in the derivative of the
warp factor is positive, which through the Einstein equation (5) implies that  < 0.
This is noteworthy because negative tension branes play a prominent role in the RS
solution. In the original proposal, which resembles the Horava-Witten compactication
of d = 11 supergravity, the TeV brane was required to have negative tension. To get
correct cosmological expansion on the TeV brane in the case where the extra dimension
is noncompact, it was shown [14] that negative tension branes must exist. Since this
situation seems rather exotic, it is reassuring to nd a model in which it arises.
In summary, our study of codimension one branes suggests that the cosmological
constants introduced by Randall and Sundrum are an eective description of the dy-
namics of a more complicated set of elds governing the physics of a brane that couples
to the bulk through gravitational interactions only. Thus those eective cosmological
constants inherit some physical properties of the brane, an intriguing one being their
quantization. We point out that the solution (16) belongs to the general class of so-
lutions (9) for codimension one branes. Since the exponent n
x
is negative, it follows
from the general discussion of section 2 that this eld conguration can solve the gauge
hierarchy problem in the manner proposed by Lykken and Randall [13]. Namely, phys-
ical particle masses will be exponentially suppressed on any test-brane (\TeV brane")
placed suÆciently far from the \Planck brane" featured in our solution.
(4)
This question has been recently addressed by Behrndt and Cvetic [25]. See also ref. [5] for an
earlier discussion.
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4 Generalization to higher codimension brane-universe
We would now like to generalize the previous results to the case of a brane-universe of
codimension greater than one. Requiring rotational invariance in the transverse space,
the ansatz for the metric and for the (p + 1)-dierential form will be a function only
of the distance r in the transverse space:
r =
p
y
I
y
J
Æ
IJ
: (1)
The solutions (6{10) take the same form, but the powers are now given by:
n
x
=  
2(d
?
  2)
2
(p+ d
?
  1)A
2
WZ
n
y
=
2(p+ 1)
2
(p+ d
?
  1)A
2
WZ
n

=

A
2
WZ
; (2)
and the relation between the Wess{Zumino coupling and the dilaton coupling becomes:
A
2
WZ
= 2
2
(p+ 1)(d
?
  2)
(p+ d
?
  1)
+

2
2
: (3)
The function H is harmonic in the transverse space:

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e
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1
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A particular solution is
H = l +
A
2
WZ
M
p+1
2(d
?
  2)

d
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 1
e
 
1
=2
1
r
d
?
 2
(5)
where 

d
?
 1
is the volume of S
d
?
 1
, and l is an arbitrary constant which we will set to
zero in order to obtain cosmological constants in our results. (When d
?
= 1 the sphere
degenerates into two points, giving 

0
= 2.) The case of a brane of codimension two
involves logarithmic behavior, and we will not specify it in the following. As before,
when the dilaton decouples from the brane, the geometry can be derived from eective
cosmological constants, as we will now demonstrate. The components of the Einstein
tensor associated with the solution (5) are
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H
 2(n
y
+1)
(H
0
)
2
g

 M
2 d
?
H
 (1+n
x
(p+1))
e
 
1
=2
Æ
d
?
(y)
p
g
?
g

; (6)
G
IJ
=  

2
A
2
WZ

1 +

2
2A
2
WZ

2
y
I
y
J
r
2
e
 2B
  g
IJ

H
 2(n
y
+1)
(H
0
)
2
: (7)
When the dilaton decouples,  = 0, implying n
x
=  1=(p + 1) and n
y
= 1=(d
?
  2).
The metric can then be written as:
ds
2
=

r
R
0

2(d
?
 2)=(p+1)
dx


 dx



+

R
0
r

2
dy
I

 dy
J
Æ
IJ
: (8)
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with
R
0
M =

p+ 1
(p+ d
?
  1)

d
?
 1

1=(d
?
 2)
e
 
1
=(2d
?
 4)
: (9)
This is the geometry of AdS
p+2
S
d
?
 1
; R
0
is the radius of the sphere and it is related
to the radius of the AdS space by R
0
= R
AdS
(d
?
  2)=(p+ 1). The expression of the
Einstein tensor simplies to:
G

=  
2


Æ
b
+ 
Æ
Æ
d
?
(y)
p
g
?

g

; (10)
G
IJ
=  
2

Æ
b

2
y
I
y
J
R
2
0
  g
IJ

; (11)
where the constants 
Æ
b
and 
Æ
are given by:

Æ
= M
p+1
e
 
1
=2
;

Æ
b
=
d
?
  2
2

p+ d
?
  1
p+ 1

d
?
=(d
?
 2)


2=(d
?
 2)
d
?
 1
M
p+d
?
+1
e

1
=(d
?
 2)
: (12)
What allows us to interpret them as eective cosmological constants is the fact that the
metric (8) is actually a solution to the Einstein equations derived from a generalized
RS action:
S =
Z
d
p+1
x d
d
?
y
p
jgj
0
@
R
2
2
  
b
 
g
?

r
R
0

2d
?
!
 1

R
R
0

2
  
Æ
d
?
(y)
p
g
?
1
A
; (13)
where R is dened by R
2
= y
I
y
J
g
IJ
. It is noteworthy that when the metric in the
transverse space is integrated out, this action reduces to the one introduced by RS.
In the expression (12), we notice that even if the power n
a
= (d
?
  2)=(p + 1) is
positive, the cosmological constant on the brane is positive. This would not be the
case with only one extra dimension, but when d
?
> 1 the extra transverse dimensions
that live on the sphere also contribute to the singularity in the Einstein tensor and
modify the singularity coming from the AdS part of the space. Nevertheless, our
discussion of the hierarchy problem is unaected by the spherical extra dimensions
and thus a positive power n
a
is undesirable as regards the gauge hierarchy problem,
since it implies that the integral for the 4D eective Planck mass diverges. However
a positive power n
a
naturally generates a gauge coupling unication along the lines of
the scenario proposed in [12].
Just as in the case of codimension one, the expression for the eective cosmological
constants in terms of supergravity quantities leads to their quantization in multibrane
congurations: the electric eld-strength increases by a factor N ,  goes to 
Æ
=N and

b
goes to 
Æ
b
N
2=(d
?
 2)
.
Not only does going to higher codimension brane-universes cure the problem of
the imaginary Wess{Zumino term, but they can also be more easily embedded in a
190 Warped Compactications and Cosmological Constants [Publi. IV.]
superstring framework. Indeed, a D-3 brane in type IIB theory does not couple to the
dilaton and thus provides an explicit realization of our construction. In this context it
would be interesting to incorporate in the eld theoretical analysis of RS some stringy
corrections to the supergravity action, like quadratic terms in curvarture, for instance,
since they can modify the spectrum of the Kaluza{Klein graviton's excitations.
5 Discussion
In this work we have presented solutions to the coupled equations for branes in d
?
extra
dimensions and the low energy bosonic states of supergravity or superstring theories.
The goal was to reproduce the eective stress-energy tensor needed for the Randall-
Sundrum solution which uses gravitational trapping to solve the weak scale hierarchy
problem. Let us summarize the results.
Decoupled dilaton regime
Regardless of the dimensionality of the tranvserse space, we nd that the stress-energy
tensor takes a simple form only in the limit that the dilaton eld decouples from the
brane. Then there are three cases:
d
?
= 1. It is necessary to go to an unphysical value of the Wess-Zumino coupling,
A
2
WZ
< 0, to obtain a solution, which does however then yield exactly the bulk and
brane cosmological constants needed for the RS proposal.
d
?
= 2. This appears to be an uninteresting case, because A
WZ
is forced to vanish,
leading to trivial solutions.
d
?
> 2. We now nd solutions with positive 
b
and physically acceptable val-
ues A
2
WZ
> 0 for the Wess-Zumino coupling. The bulk energy term looks conven-
tional (constant) in the brane components of T

, but it has a mild dependence on the
bulk coordinates in the tranvserse components, T
IJ
. The warp factor a(Y ) goes like
exp(+constjY j) in coordinates where Y represents the physical distance from the brane
in the bulk (const > 0). Therefore the solution cannot be advocated to explain the
hierarchy between the Planck and electroweak scales. This is in qualitative agreement
with the d
?
= 2 solution recently found in ref. [18]. It would therefore appear that the
RS solution to the hierarchy problem works only in the case of a single extra dimen-
sion
(5)
, or in the case of several intersecting branes of codimension one. On the other
hand, as shown in ref. [12], despite innitely large extra dimensions, gauge coupling
unication can naturally arise as a result of the anomaly associated with the rescaling
of the wave functions on the brane. Moreover the presence of the spherical extra di-
mensions can help to cure some phenomenological puzzles which occur when there is
only one transverse dimension, such as electroweak symmetry breaking and obtaining
small enough neutrino masses [12].
(5)
Numerical solutions which we have found in the case of d
?
= 2 also support this conclusion.
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Coupled dilaton regime
It is interesting to also consider the solutions where the dilaton does not decouple from
the brane. The bulk energy is no longer constant in these solutions, so the resulting
stress-energy tensor does not have the simple form proposed by RS. Nevertheless, these
solutions are equally acceptable and may have interesting physical consequences.
d
?
= 1. It is now possible to have a real-valued Wess-Zumino coupling, in which
case n
x
> 0. As explained in section 3, this implies that the brane has a negative energy
density, which is somewhat surprising, since pure scalar eld domain wall congurations
always have positive tension. Since the TeV brane in the RS proposal tends to have
negative tension, it may be relevant to explore the properties of such congurations.
d
?
= 2. The solutions are no longer trivial, but have a logarithmic dependence on
the bulk coordinate. We have not studied this special case in detail.
d
?
> 2. The term in T
^^
which looked like a bulk cosmological constant when the
dilaton coupling vanished now has nontrivial spatial dependence in the bulk. Such
behavior has recently been proposed as a condition for avoiding the generic problem
of the incorrect Friedmann equation for the expansion of the brane [39]. In the latter,
complicated and a priori unmotivated expressions for the dependence of T
55
on y were
derived using the requirement of correct cosmological expansion. Although we have
not yet found inationary solutions in the present supergravity context, it would be
interesting to do so in order to check whether the y dependence of T
55
advocated in
ref. [39] can be justied by the presence of nontrivial dilaton elds.
Appendix: the boundary of an anti-de Sitter space
An anti-de Sitter space of dimension p+ 2 can be seen as a hypersurface embedded in
a at space of signature (2,p+1). Let x
^
, ^ = 0 : : : p+2, be some coordinate system in
this embedding space. The anti-de Sitter space of radius R is dened by the equation:
x
^
x
^
  x
0
x
0
+ x
1
x
1
+ : : : x
p+1
x
p+1
  x
p+2
x
p+2
=  R
2
(A.1)
and the metric on AdS is the embedding metric. In a convenient system of coordinates
dened by
X

=
R
x
p+1
+ x
p+2
x

;  = 0 : : : p; and r = x
p+1
+ x
p+2
; (A.2)
the embedding metric factorizes:
ds
2
=

r
R

2


dX


 dX

+

R
r

2
dr 
 dr : (A.3)
The boundary of AdS is the set of points that satises equation (A.1) at the innity
of the at space. More precisely, we can rescale the coordinates x
^
! x
0
= x
^
and
consider the limit !1. The boundary is thus dened by the projective equations
 x
0 0
x
0 0
+ x
0 1
x
0 1
+ : : :+ x
0 p+1
x
0 p+1
  x
0 p+2
x
0 p+2
= 0 (A.4)
x
0 ^
 x
0 ^
with  2 R n f0g ; (A.5)
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which clearly describe S
1
S
p
. In the system of coordinates (A.2), the set of solutions
to the boundary equations has two disconnected pieces: the rst one is associated with
r
0
6= 0, which is sent to r = 1 by the rescaling, and it corresponds to a Minkowski
space of dimension p+1 spanned by x
0
: : : x
p
; the second piece is associated with r
0
= 0,
i.e. r = 0, and corresponds to the union of a point and R  S
p
.
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1 Introduction
Understanding how the dilaton gets a phenomenologically consistent expectation value
is one of the major problems of string-derived eective eld theories. Perhaps the
most promising approach to dilaton stabilization is gaugino condensation in some hid-
den gauge group, leading to the dynamical generation of a non-perturbative dilaton-
dependent superpotential. In heterotic string theories, however, the simplest resulting
scalar potentials do not stabilize the dilaton. Instead it runs away either to innite
values where the coupling is weak, or to zero where the coupling becomes strong and
perturbative control is lost.
Attempts have been made to circumvent this problem by having a gauge group with
several factors, and multiple gaugino condensation. In this case, several exponential
terms have to conspire to produce a minimum in the potential at nite dilaton values.
These are the so-called `race-track' models. To be realistic, race-track models require
that the gauge coupling at the string scale be compatible with estimates based on
renormalization group evolution of the Standard Model gauge couplings. The vacuum
expectation value of the dilaton is then constrained to be hRe(S)i  2  g
 2
GUT
, which
requires some degree of ne-tuning [1, 2].
In this paper we examine dilaton stabilization from gaugino condensation in eective
theories of type I strings derived from type IIB orientifolds. We nd a picture that is
radically dierent from heterotic strings and in particular nd that the dilaton can be
stabilized with only one condensing gauge group. The novel feature of type I strings
which allows us to do this is the existence of twisted moduli, M
k
, associated with
xed points. These not only modify the Kahler metric but also appear in the gauge
kinetic functions, and consequently in the superpotential that is generated by gaugino
condensation. As we shall see, it is the mixing of these new elds with the moduli in
the Kahler metric which generically leads to a simple stabilization.
After briey presenting relevant aspects of Type I models, we discuss in section 3
gaugino condensation and the dynamical superpotential that we will use in our study
(1)
. Section 4 previews the general features of the resulting scalar potentials in heterotic
and type I models in order to explain why dilaton stabilization is considerably easier
in the latter. In section 5 we give an explicit computation of the scalar potential in
type I and describe a local minimum where the dilaton may be trapped. In section 6
we discuss the resulting soft breaking terms.
2 Preliminaries; Structure of Type I Models
Type I string theories have interesting phenomenological properties which have been
investigated (using type IIB orientifolds) in refs. [3{6]. For example, their brane struc-
ture allows the fundamental scale to be essentially a free parameter, and in addition
the visible gauge couplings are no longer tied to the vacuum expectation value of the
(1)
we understand that gaugino condensation in type I theories has been considered by Aldazabal,
Font, Ibanez and Quevedo (unpublished).
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dilaton but can instead be determined by the twisted moduli elds. (Consequently the
problem of stabilizing the dilaton and moduli is more democratic than in the heterotic
case.)
In this paper we will be concerned with the eective scalar potential of type I
models and the important aspects are therefore the gauge couplings and the Kahler
potential which we now review. The reader is referred to ref. [7] for details on the con-
struction; ref. [4] for a broad phenomenological outline, including the eect of choosing
dierent fundamental scales; ref. [8, 9] for discussions of supersymmetry breaking and
phenomenology with an intermediate fundamental scale; ref. [10] for some other aspects
of type I models.
Type I models constructed from type IIB orientifolds include dierent types of D-
branes on which open strings can be attached in various ways. Supersymmetric models
either have just D9 branes or D9 and D5 branes (by T-dualizing with respect to the
three complex dimensions it is sometimes useful to exchange D9-branes with D3-branes
and D5-branes with D7-branes). There are three classes of moduli elds that we need
to consider: the complex dilaton S, the untwisted moduli T
i
associated with the size
and shape of the extra dimensions and the twisted moduliM
k
associated with the xed
points of the underlying orbifold. In contrast with the Green{Schwarz mechanism of
heterotic compactications, the complex dilaton does not generically play any role in
U(1) anomaly cancellation of D = 4, N = 1 type IIB orientifolds. Instead, only the
twisted moduli M
k
participate in the generalized Green{Schwarz mechanism [11, 12].
Moreover, they induce a Fayet{Iliopoulos term which is determined by the VEVs of
the M
k
elds and which can therefore be zero. (In the heterotic case the FI term is
given by the complex dilaton and is therefore constrained by the gauge couplings.)
In the gauge sector, gauge groups and charged chiral elds will depend on the type
and location of D-branes present in the vacuum. One can generally consider the case
with one set of 9-branes and three sets of 5
i
-branes (i = 1; 2; 3). There are gauge
groups G
9
; G
5i
associated with each, and four types of charged matter elds; C
9
i
(i
labels the three complex dimensions) comes from open strings starting and ending on
the 9-branes; C
5
j
i
from open strings starting and ending on the same 5
i
-branes; C
5
i
5
j
from open strings starting and ending on dierent sets of 5
i
-branes; C
95
i
from open
strings with one end on the 9-branes and the other end on the 5
i
-branes.
The gauge kinetic functions for a Z
N
orientifold model dier from the heterotic
case. Firstly there is no Kac{Moody coeÆcient multiplying the S-eld dependence. In
addition the blowing-up modes appear linearly, and for G
5i
, the S-eld is replaced by
the T
i
-elds. For the D9-branes, the gauge kinetic function is [12, 13]
f
9 a
= S +
X
k

k
a
M
k
; (1)
whereas for the D5-branes
f
5
i
a
= T
i
+
X
k

k
ia
M
k
; (2)
where 
k
a
are model dependent coeÆcients and k runs over the dierent twisted sectors.
The gauge coupling is given by Ref
a
= 1=g
2
a
.
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To describe the Kahler potential, we will henceforth work with the overall modulus,
taking T
i
= T . At one-loop level the Kahler potential for arbitrary numbers ofM
k
elds
has the form [5],
K =   ln s  3 ln  +
^
K(m
k
); (3)
where
s = S + S ;  = T + T  
X
n
j
n
j
2
; m
k
=M
k
+M
k
  Æ
k
ln  ; (4)
We have introduced generic elds  to represent some linear combination of the C
9
i
or C
5 j
i
elds which will later condense. (Formally, our choice of putting the  elds in
a single  corresponds to the linear combination 
n
=
1
p
3
(C
9
1n
+C
9
2n
+C
9
3n
). However
it turns out that the minimization of the potential is independent of the particular
linear combination to high order { see later.) They are singlets under the gauge group
of the visible sectors but charged under the anomalous U(1)
X
and will appear in the
dynamical superpotential. The rst two terms are similar to the usual no-scale models
[14] where the T and -dependence appears in the combination  only. Giving a VEV
to m
k
takes us away from the orientifold point. The Æ
k
ln  term is a correction whose
general form can be deduced from the one loop expression for the gauge coupling [13,15]
(and Æ
k
may be related to the Green{Schwarz coeÆcients associated with SL(2; R)
anomaly cancellation [15].) There may also be dilaton dependent corrections to m
k
but their precise form is unclear (although various symmetry arguments have been put
forward for them [15]) so we shall omit them, assuming that they are negligible. (Note
that the corrections in m
k
depend on the tree-level expression for K. In contrast with
previous work, we do not expand it by assuming small 
n
, but instead retain the full
no-scale structure,  .) For the moment we will also omit the various charged visible
matter elds because they do not condense but will return to them later when we
compute their soft masses.
All that we currently know about the form of
^
K is that it is an even function
of m
k
thanks to the orbifold symmetry, and that the leading term in an expansion
about the orientifold point, m
k
= 0, is quadratic,
1
2
P
k
m
2
k
. Later we accommodate
our ignorance by working with the parameter x
k
= @
^
K=@M
k
where near the orientifold
point x
k
 m
k
.
3 Gaugino condensation in heterotic and type I
In the heterotic string, a non-perturbative superpotential for the elds S and T can be
generated by hidden sector gaugino condensation with gauge group SU(N
c
) and with
extra `matter' in fundamental representations. We shall consider only one avour of
quarks Q in the fundamental of SU(N
c
) and antiquarks
~
Q in the antifundamental of
SU(N
c
). Below the scale  = e
 f=2
, where  is the one-loop beta function coeÆcient of
the hidden gauge group, the appropriate degree of freedom is the meson Q
~
Q. It is usual
to treat the composite supereld, 
2
=
p
Q
~
Q, as the relevant supereld appearing in
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the Kahler potential, and (for convenience) we will include it in  . In addition to 
2
it
will be necessary in both the heterotic and type I cases to include a eld 
1
of charge
q
1
in order to generate a perturbative mass term for 
2
.
The non-perturbative contribution to the superpotential can be xed uniquely by
considering global symmetries and reads [16]
W
np
=


3N
c
 1

2
2
h(T )

1
N
c
 1
(5)
where h(T ) is a product of Dedekind eta functions resulting from a one-loop correction
to f (which gives W the required modular weight, -3) and   e
 k
N
S=2
. (This is in
the so-called `truncated' approximation; see ref. [17] for recent developments.) Here
 = (3N
c
  1)=16
2
and k
N
is the Kac{Moody level of the hidden gauge group. Note
that we have not yet `integrated out' any elds except the gaugino condensate.
In the heterotic string, the mixed U(1)
X
 [SU(N
c
)]
2
anomaly under the transfor-
mation
A
X

(x)! A
X

(x) + @

 (6)
is cancelled by the transformation
S ! S +
i
2
Æ
GS
 : (7)
With one avour, the anomaly is given by
C
N
c
=
q
2
2
2
= k
N
Æ
GS
; (8)
where q
2
=
q+~q
2
, is the U(1)
X
charge of 
2
, and one can check that the total W
np
is
invariant.
The extension to type I models is straightforward. Again we consider the gauge
group SU(N
c
) with one avour of quarks Q in the fundamental of SU(N
c
) and anti-
quarks
~
Q in the antifundamental of SU(N
c
), which together form a composite meson
eld, 
2
. Assuming that the SU(N
c
) resides on a D9-brane we now have  = e
 f
9
=2
,
where f
9
is given by eq.(1). W
np
is xed uniquely by global symmetries and reads
W
np
=


3N
c
 1

2
2

1
N
c
 1
: (9)
There is no T -dependence in this expression since there is no T -dependence in the
one-loop expression for the gauge kinetic function f in the type I case. (If there
exists a modular symmetry, the requisite modular weight of W must therefore come
entirely from transformations of M .) The mixed anomaly under the U(1)
X
gauge
transformation is cancelled by a transformation of theM
k
. Assuming only oneM
k
=M
we have
M !M + i
Æ
GS
2
 (10)
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where Æ
GS
=
C
N
c

N
c
=
C
X

X
. The C
N
's are the mixed anomaly U(1)
X
 [G
N
]
2
coeÆcients.
Under U(1)
X
,  has charge q

=

N
c
2
Æ
GS
2
=
C
N
c
4
and in our case C
N
c
=
q
2
2
2
so that
q

=
2q
2
(3N
c
 1)
and again we see that W
np
is U(1)
X
invariant as required.
4 Preview; heterotic versus Type I
Before presenting our results in detail, let us discuss in general terms why dilaton
stabilization is diÆcult in the heterotic string, but can work in type I theories. We
rst review the situation for heterotic strings in the case where there is one condensing
gauge group. We then preview the results (to be derived in later sections) for the
scalar potential of eective type I theories, and highlight the new features that make
a stabilization with a single gaugino condensate possible.
The heterotic case
Consider the eective theory for heterotic strings with Æ
GS
= 0 (so that q
2
= 0);
K =   ln s  3 ln  ; (11)
where  is as dened above, and includes hidden sector elds, 
n
. The F -part of the
supergravity scalar potential is given by
V
F
= e
G
( 3 +G

K

G

)
=
1
s
3

jsW
S
 W j
2
+

3
jW
n
+ 
n
W
T
j
2
+
1
3
jW
T
  3W j
2
  3jW j
2

; (12)
where
G = K + ln jW j
2
; (13)
and subscripts indicate dierentiation. If W does not depend on S or T then
V
F

jW j
2
s
3
(14)
and obviously neither S nor T are stabilized.
In order to attempt a stabilization we invoke a non-perturbative superpotential as
described in the previous section. We also add an additional eld, 
1
(which for this
example we take to have zero charge under U(1)
X
), which generates a mass term for
the mesons. The eective superpotential contains a perturbative piece, so that we can
write
W = W
p
+W
np
; (15)
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where W
p
includes a mass term for 
2
; for example
W
p
= a
1

2
2
+ b
3
1
: (16)
(Note that more general functions of these invariants are possible but we restrict our-
selves to the linear case here.) We also assume that the elds are uncharged under all
other symmetries so that we can ignore the D-terms for this example.
Now let us look at the minimization of the scalar potential in eq.(12). The usual
assumption to make is that at the minimum the VEVs of all the 
n
are much smaller
than any of the moduli. The potential is therefore dominated by the jW
n
j
2
terms and
setting W
n
= 0 determines 
1
and 
2
in terms of . For any reasonable value of s, the
third term (involvingW
T
) xes the VEV of the T modulus to a value close to T = 1:2,
upto modular transformations. After these minimizations the eective superpotential
is
W
eff

e
 3k
N
S
2
(T )
6
: (17)
This is the eective potential after `integrating out' the mesons and the 
1
eld, and
is often the starting point for studies of dilaton stabilization.
The remaining dilaton dependence in the scalar potential can then be written,
V
F

e
 2s
s
(g + (1 + s)
2
) (18)
where  =  W
S
=W =
3k
N
2
is a positive constant, and g is independent of s. The point
to appreciate here (because it will contrast with the type I case) is that  is xed as
soon as we eliminate the 
n
elds using the W
n
= 0 constraint.
Dening y = s, the minimization condition is
(1 + y)(1 + g) + y
2
+ y
3
= 0 : (19)
This leads to the following situations (see gure 1): If g   1 there are no positive
solutions. If g <  1, there is one positive solution to this equation which is a maximum,
with the potential running to zero at innite s and  1 at s = 0. In all cases there is
no minimum at positive and nite s.
As mentioned in the introduction, `race-track' models get around this problem by
considered several asymptotically free gauge groups (see for example reference ref. [1]).
W can then be a sum of exponentials which can conspire to give rise to a local min-
imum with non vanishing gauge coupling. There are two other approaches that have
been taken in the context of heterotic string theory. The rst also requires several
group factors, but assumes that one of them is not asymptotically free; i.e. it has neg-
ative . This contribution to the superpotential removes the minimum at s ! 1,
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Figure 1: F -part of simple heterotic-type potentials (see expression(18)). y is propor-
tional to the real part of the dilaton.
and the stabilization occurs rather more naturally [18]. The second approach [19] is
to assume that the Kahler potential receives non-perturbative corrections of the form
e
 1=g
 e
 
p
ReS
as rst conjectured by Shenker [20]
(2)
. We should mention at this
point a completely dierent way of generating a non perturbative superpotential for S
which was noted in ref. [22]. By compactication of M-theory using a Scherk{Schwarz
mechanism, the authors obtained a superpotential linear in S whose minimization in
the absence of matter gives S = 1.
The type I case
We now contrast the above with the general situation that we will nd in type I theories
in the following sections. We will consider the scalar potential with a Kahler potential
given by eq.(3) and with only one m
k
which we callm. We will assume a single gaugino
condensate in a hidden sector living on a D9-brane which generates a W
np
as described
in the previous section. The superpotential may be written
W = W
p
(
1
; 
2
) +W
np
(
2
; S;M) : (20)
There are two important dierences with respect to the heterotic case. The rst is
that there are no factors of (T ) appearing in the superpotential, and therefore W
does not necessarily depend on T if the condensing group lives on the D9-brane. The
(2)
Note that this\Kahler stabilization" would not be possible in type I models where the divergence
of perturbation theory in open strings indicates only e
 1=g
2
terms [21].
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second dierence is that W
np
depends on the gauge kinetic function f
9
= S + M and
therefore includes both S and M .
We will nd F -term contributions of the form
V
F
= e
G
B (21)
where
B = g(m) + j1 + sj
2
+

3




W
n
W




2
+ jB
0
(m)  j
2
; (22)
g and B
0
are functions of m only, and where we have assumed W is independent of T .
The most important aspect of this expression is that  appears twice because W
np
is a function of f
9
and hence
W
M
W
= 
W
S
W
=   : (23)
Now let us demonstrate the existence of a minimum when both g(m) and B
0
= are
small and negative. Provided g is small enough (which we check is always the case) or
zero, we can neglect the e
G
prefactor and discuss the minimization of B. For a given
m, the minimum of B is close to where the squared terms all vanish. However, gauge
invariance of W tells us that
q
n

n
W
n
W
 
Æ
GS
k
2
 = 0 ; (24)
and so W
n
= 0 cannot be satised at the same time as B
0
(m)   = 0 if B
0
6= 0.
We therefore have a dierent option to the heterotic case. To simplify the discussion
in this section, suppose that
r

3




1
W
@W
np
@
2




 jj ; jsj : (25)
In this case it is clear that the minimum will be near
@W
p
@
n
= 0
B
0
(m)   = 0 : (26)
Eq.(25) is easily satised if the additional D
X
terms in the potential generate a large
VEV for 
2
=
p
 whilst the VEVs of the 
n6=2
remain small. If the 
n
elds are charged
under U(1)
X
, setting D
X
= 0 gives
q
2
j
2
j
2


jÆ
GS
K
0
j
6

jÆ
GS
mj
6
: (27)
The nett result of eq.(25) is a lower bound on the Fayet-Illiopoulos term, so that m
cannot be zero.
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We stress that the main dierence with the heterotic case is that here  is xed by
eq.(26) rather than being xed (implicitly) by W
2
= 0. Indeed, we nd
 =
B
0

; s =  

B
0
; (28)
provided that B
0
= is negative, thereby xing both the 
2
condensate and the dilaton.
Note that the minimum at s ! 1 still exists, but if for example g(m) is small and
negative the minimum at nite s is lower. Indeed we can eliminate  to nd
B = g +
( +B
0
s)
2
(
2
+ s
2
)
: (29)
A typical potential (with g(m) = 0) is plotted in g.(2) (including the 1=s prefactor
from e
K
). (When g < 0 the minimum is at negative values of V .)
Since 
2
=
p
 is already xed by the D
X
term the remaining task is of course to
show that g(m) can actually have a minimum at small negative values, and that at
this point B
0
= is indeed negative. One of the main results of the explicit discussion
in the sections which follow is the condition on
^
K required to form a minimum for
m close to m = 0 with small and negative cosmological constant. We also discuss a
dierent possibility which is reminiscent of the `no-scale' models. We can tune the
cosmological constant to be exactly zero by ne-tuning . In this case the value of m
is undetermined and instead negative Æ
GS
m values parameterize a at direction with
stabilized dilaton VEV.
The detailed discussion in the following sections will demonstrate that the behaviour
we have outlined above is very general. Indeed we nd that the dilaton is stabilized
even when the inequality in eq.(25) is not satised, and hence the only requirement
is that W is a function of f
9
and that B
0
= < 0. Finally we consider the pattern of
supersymmetry breaking which emerges.
5 Minimization of the SUGRA Scalar Potential
We now compute the scalar potential using the Kahler (3) and the superpotential (20).
We get the following for the rst derivative of the Kahler potential:
K

=

 
1
s
;  
(3 + Æ:x)

; x
k
; 
n
(3 + Æ:x)


: (30)
Here we have introduced x
k
= @
^
K=@M
k
, and have dened a dot product, Æ:x 
P
Æ
k
x
k
.
In the small m
k
limit we have x
k
 m
k
. The fact that the K
n
terms are  
n
 K
T
(which is really a result of the `no-scale' structure) will make the scalar potential
simplify dramatically. Dierentiating again we get
K

=

1
s
2
0
0 K
ab

:
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To express K
ab
we dene
J
kk
0
=
@
2
^
K
@M
k
@M
k
0
A
kk
0
= (J
 1
)
kk
0
(3 + Æ:x) + Æ
k
Æ
k
0
C = (3 + Æ:x) + Æ:J:Æ
Æ:J:Æ = Æ
k
J
kk
0
Æ
k
0
(31)
and then have
K
ab
=
0
B
@
C

2
 
(Æ:J)
k

 
m
C

2
 
(Æ:J)
k
0

J
kk
0

m
(Æ:J)
k
0

 
n
C

2

n
(Æ:J)
k
0


n

m
C

2
+
(3 + Æ:x)Æ
nm

1
C
A
:
The inverse of this matrix is
K

=

s
2
0
0 K
ba

;
where
K
ba
=
1
(3 + Æ:x)
0
@

2
+ 
P
n
j
n
j
2
Æ
k
 
m

Æ
k
0
 A
kk
0
0

n
 0 Æ
nm

1
A
:
We have made no approximations to get this result. Notice that there is no mixing
between the M
k
and the 
n
elds.
The F -part of the scalar potential is given by
V
F
= e
G
( 3 +G

K

G

) = e
G
B ; (32)
where the reduced Planck mass is set to one, and where, assuming that the superpo-
tential does not depend on T (i.e. the hidden sector group is on a D9-brane),
B =  3 + s
2
jG
S
j
2
+K
T
K
TT
K
T
+2Re

K
T
K
Tk
G
k
+K
T
K
Tn
G
n

+G
k
0
K
k
0
k
G
k
+G
n
K
nm
G
m
: (33)
Inserting the expressions for K

and completing the squares gives
B = Æ:x  (Æ:A
 1
:Æ)(3 + Æ:x) + s
2
jG
S
j
2
+
X
n






n
r
(3 + Æ:x)

 G
n
r

(3 + Æ:x)





2
+
X
k





(Æ:A
 
1
2
)
k
p
(3 + Æ:x) 
(G:A
1
2
)
k
p
(3 + Æ:x)





2
(34)
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where (G:A
1
2
)
k
= G
k
0
(A
1
2
)
kk
0
and (Æ:A
 
1
2
)
k
= Æ
k
0
(A
 
1
2
)
kk
0
. Substituting for K
T
, G
n
=
K
n
+W
n
=W , and G
k
= x
k
+W
k
=W we nally get
B = Æ:B
0
+ s
2
jG
S
j
2
+

(3 + Æ:x)
X
n




W
n
W




2
+
X
k;k
0

B
0 k
+
W
k
W

A
kk
0
(3 + Æ:x)

B
0 k
0
+
W
k
0
W

;
(35)
where we have dened
B
0 k
= x
k
  (A
 1
:Æ)
k
(3 + Æ:x) : (36)
This form of potential is obviously similar to the no-scale result, but there is a dierence.
Here part of the contribution to B (i.e. the B
0 k
functions) can be negative and we can
(at least formally) have unbroken supersymmetry at nite values of parameters. To
nd the global minimum we set all the squares to zero which gives us
B = Æ
k
x
k
 
Æ
k
Æ
k
0
(J
 1
)
kk
0
+
Æ
k
Æ
k
0
(3 + Æ:x)
: (37)
This function always has a minimum of B =  3 at Æ:x =  3. Such large values of
x
k
are almost certainly unphysical because x
k
(or m
k
) describe the blowing up of the
xed points, and hence the orbifold `approximation' must break down.
We will mostly consider (for simplicity) only one M
k
eld which we call M (it is
easy to generalize to any number) in which case
B = ÆB
0
+




1  s
W
S
W




2
+

(3 + Æx)




W
n
W




2
+
A
(3 + Æx)




B
0
+
W
M
W




2
: (38)
As well as this F -term contribution to the potential we have the D-term contribution
V
D
=
g
2
X
2
jD
X
j
2
; (39)
where
D
X
=
X
n
q
n
K
n

n
+ Æ
GS
k
x
k
2
=
(3 + Æ:x)

q
n
j
n
j
2
+ Æ
GS
k
x
k
2
: (40)
The Fayet{Iliopoulos term,

2
=
1
2
Æ
GS
k
x
k
; (41)
is given by m
k
not S and so can be zero.
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We now minimize the potential assuming that the nal cosmological constant is
small or zero (we will show this is possible later on) so that we can ignore the rst
term in
V
0
F
= G
0
e
G
B + e
G
B
0
:
Assume that hW i  m
W
(as phenomenology demands) so that we can impose the
constraint hD
X
i  0;
q
2
j
2
j
2
+
X
n6=2
q
n
j
n
j
2
=
jÆ
GS
xj
2

(3 + Æx)
M
2
P
: (42)
For deniteness we will take q
2
> 0, q
n6=2
 0, and here we are anticipating the fact
that hÆ
GS
xi will eventually be negative (see the end of this section). On the other
hand, the perturbative part of the superpotential involves 
n6=2
and in order to make
hW i  m
W
we typically require j
n 6=2
j
2
 j
2
j
2
and hence
q
2
j
2
j
2


jÆ
GS
xj
2(3 + Æx)
M
2
P
: (43)
As in the heterotic case, because of the smallness of 
n 6=2
we can impose W
n6=2
= 0,
and since W
np
only involves 
2
gauge invariance of W
p
then tells us that
X
n
q
n
W
pn

n
= 0 = W
p 2
: (44)
Let us briey digress to discuss an explicit example of superpotential. Consider a
perturbative superpotential W
p
containing 
2
and two other elds 
1;3
;
W = a
3
(
1

2
) + b(
1

2
)
2
+
c
3

3
3
+W
np
(45)
Here we have taken 
3
to be a singlet, whilst q
1
=  q
2
. Then we have
W
1
= a 
2

3
+ 2b 
1

2
2
(46)
W
2
= a 
1

3
+ 2b 
2
1

2
+ @
2
W
np
=

1

2
W
1
 
2
N
c
  1
W
np

2
(47)
W
3
= a 
1

2
+ c 
2
3
; (48)
and the solution to W
1
= W
p 2
= W
3
= 0 is
h
1

2
i =  
a
3
4b
2
c
(49)
h
3
i =
a
2
2bc
(50)
so that
hW
p
i =
 a
6
48b
3
c
2
(51)
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The condition m
3=2
 m
W
implies
a
6
48b
3
c
2
 10
 16
. Since b is dimensionful, it seems
natural to associated the suppression with a large non-renormalizable term (coming
from a low fundamental scale) giving a large b; i.e. b  10
5
=M
P
. As promised, since
q
1
is negative, imposing the D
X
= 0 condition then requires 
2
to be many orders of
magnitude larger than 
1
, for any reasonable value of  .
Returning now to our general discussion, we introduce the variable  =  
W
S
W
and
rewrite B in the @
n
W
p
= 0 directions:
B = ÆB
0
+ j1 + sj
2
+
A
(3 + Æx)
jB
0
  j
2
+

(3 + Æx)




@
2
W
np
W




2
= ÆB
0
+ j1 + sj
2
+
A
(3 + Æx)
jB
0
  j
2
+
q
2
8
4
jÆ
GS
xj

2
; (52)
where we have used
@
2
W
np
W
=  

4
2

2
: (53)
Note that B
0
only depends on x. Minimizing with respect to s and  gives
s =  
1

 =
B
0

2
+ 
2
; 0 ; (54)
where we have dened

2
=
(3 + Æx)
A
q
2
8
4
jÆ
GS
xj
: (55)
Note that the rst solution always requires B
0
 < 0. The VEVs of 
2
and  are
determined by eqs.(9) and (43) to be

2
2


8
2
(N
c
  1)hW i

N
c
 1
e
 8
2
S
and  
2q
2
j
2
j
2
(3 + Æx)
jÆ
GS
xj
; (56)
so that, at this stage, x is the only parameter remaining unxed. Since hW i  e
 4
2
in natural units, we can have virtually any value of 
2
, with 
2
 1 corresponding to
N
c
  1  s.
The remaining potential is given by
B = B
0

Æ +
A
(3 + Æx)

2
B
0

2
+ 
2

= B
0
Æ

2
+ 
2


2
 
q
2
8
4
Æ
GS
Æ

: (57)
There are now two options that one can consider in treating the remaining x degree of
freedom, and we now describe each of them in turn.
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The `no-scale' case
The rst option is to set the cosmological constant to be exactly zero. As we have seen,
B
0
must be non-zero to stabilize the dilaton, so instead we tune the parameter ;

2
=
q
2
8
4
ÆÆ
GS
: (58)
We should bear in mind that, since  depends on the particle content, it is not a
continuous parameter, and the constraint can only be approximately satised by for
example choosing N
c
. For the particular value of  in eq.(58), the m dependent VEVs
we have found for 
1
, 
2
,  and s correspond to a at direction in the parameterm with
zero cosmological constant. For generic small values of x with Æ
GS
x < 0 the dilaton is
stabilized at
B
0
(0)   Æ
2
s 

2
+ 
2
Æ
2
: (59)
As m ! 0,  dominates and the dilaton VEV diverges. In gure (2), we plot the
potential including the 1=s prefactor from e
G
, with  =  1=s and imposing the cos-
mological constant condition. A natural possibility (which we will not explore here) is
that x and therefore m can be xed (with Æ
GS
x < 0), as in the conventional `no-scale'
models, by minimizing the potential after radiatively induced electroweak symmetry
breaking.
The minimized B
0
(x) case
The second option is to tolerate a small but negative cosmological constant which as
we shall now see allows a suitable local minimum in x. If we assume that 
2
 
2
then
we may simply minimize ÆB
0
which is given by
ÆB
0
= Æx 
(3 + Æx)
(3+Æx)
Æ
2
J
+ 1
: (60)
In the case that  = =2 the assumption is true for large N
c
. B
0
is minimized where
either (3 + Æx) = 0 (i.e. the unbroken supersymmetry minimum) or
1 +
2Æ
2
J
(3 + Æx)
  ÆJ
x
= 0 : (61)
This can be satised for small x by functions J that vary suÆciently fast close to x = 0.
For small x the extremum is always at
x 
1
aÆ
; (62)
where J = 1 + a
x
2
2
+ : : : . The sign of B
xx
is the same as that of  J
xx
. In other words
for positive a we get a maximum at small values of x with Æ
GS
x > 0 and for negative
a we get a minimum at small values of x with Æ
GS
x < 0.
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Figure 2: Eective potential B(s)=s with the cosmological constant set to zero; s =
S + S
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Figure 3: The function ÆB
0
(x) for J = e
ax
2
=2
where a =  60.
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We plot B
0
(x) in gure (3) for J = e
ax
2
=2
where a =  60 and Æ = 0:3 (a large but
realistic value according to ref. [13]). Any function J that falls o suÆciently fast will
form a minimum, the important feature being the coeÆcient of x
2
in J or, since we are
at small x  m, the value of a = K
0000
at m = 0 (where primes denotes dierentiation
with respect to m). A perhaps more realistic example is
^
K(m) =
3
a
ln

1 +
a
6
m
2

: (63)
The minimum in B
0
is found at
ÆB
0
j
min

1
2a
  Æ
2
: (64)
In other words, since a is negative to form a minimum, the condition that B
0
 < 0 to
stabilize the dilaton requires Æ > 0.
All elds, including the m eld, can be stabilized with small negative cosmological
constant provided we have a large negative value for K
0000
(0). Plugging our expressions
for  and B
0
back into the solutions for s in eq.(54), we have
s 

Æ
2
: (65)
To summarize, in both cases the dilaton is stabilized primarily because of the M=T
mixing. Without this mixing (i.e. setting Æ = 0) we nd only the runaway solution. The
second important factor is that the gauge kinetic functions involve a linear combination
of S and M , described by the  coeÆcient which, like Æ, is model-dependent. We need
a particular sign of  in order to have a minimum other than the usual runaway
minimum.
We also note that in the minimization there was an interesting interplay between
the D-terms and the F -terms. This is similar to the D-term mediation of supersym-
metry breaking described in ref. [23], except here dierent terms are set to zero at the
minimum. (In the present case we have W
1
 0 and W
2
6= 0 whereas in ref. [23] the
minimization is at W
2
 0 and W
1
6= 0.) In order to achieve this we a priori need to
choose a perturbative superpotential, W
p
, which gets a non-zero expectation value.
6 Supersymmetry breaking terms
Since we have control over the VEVs of all the elds, it is now possible to write
the complete expressions for supersymmetry breaking without having to dene an
arbitrary goldstino angle. Again we will consider only one M
k
eld for simplicity. The
supersymmetry breaking eects are carried by the auxiliary elds F

F

= e
G=2
G

G

: (66)
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At the minimum,
G
S
= 0
G
M
= x  B
0

2

2
+ 
2
G
n
=
(3 + Æx)


n
n = 1; 3
G
2
=
(3 + Æx)


2
 

4
2

2
: (67)
Dening
! =

4
2
(3 + Æx)
; (68)
this gives
F

=
 
0 ; F
T
; F
M
; F
i

(69)
where
F
T
= e
G=2


Æ
2
A
  1  !

F
M
= e
G=2

2

2
+ 
2

A
(3 + Æx)
x  Æ

F
1
= F
3
= 0
F
2
=  e
G=2


2
! : (70)
The gaugino masses are given by
M
a
=
1
2
(Re(f
a
))
 1
F

@

f
a
(71)
where f
a
is the gauge kinetic function for the gauge group. For gauge groups that live
on the D9-brane we have f
a
= S + 
a
M so that
M
9
=
1
2
m
3=2

a

2

2
+ 
2

A
(3+Æx)
x  Æ

Re(S + 
a
M)
(72)
where the VEVs of S and M can be deduced from the expressions above. These
relatively small D9 gaugino mass terms arise solely due to the non-zero value F
M
in a
manner suggested in ref. [8].
We shall present the remaining supersymmetry breaking in the limit where 
2
 
2
,
allowing us to drop terms of order 
2
=
2
and to set F
M
= 0. Consider the supersym-
metry breaking for visible sector elds, C

, which occur in the same no-scale structure
as the 
1
; 
2
elds (i.e. they are C
9
i
or C
5j
i
elds). As usual, we expand the Kahler
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potential around C

= 0 in a basis in which the Kahler metric is diagonal in the matter
elds;
K = K
0
+ Z

jC

j
2
+ : : : (73)
The expressions for the scalar masses (where m
3=2
= e
G=2
) are
m
2

= m
2
3=2
+ V
0
  F

F

@

@

lnZ

: (74)
Substituting the Kahler potential we get
jF
T
j
2
@
T
@
T
lnZ


A
2
(1 + !  
Æ
2
A
)
2
(A  Æ
2
)
2
m
2
3=2
F
T
F
2
@
T
@
2
lnZ

  
A
2
!
(A  Æ
2
)
2
(1 + !  
Æ
2
A
)m
2
3=2
jF
2
j
2
@
2
@
2
lnZ


A
2
!
2
(A  Æ
2
)
2
m
2
3=2
; (75)
where we have used eq.(61). Hence we nd
m
2
;9
= V
0
 0 : (76)
This is a small negative mass-squared term of order  Æ
2
. However eq.(61) is not true
for the `no-scale' case, and also relies on our assumption that 
2
 
2
. If either of
these conditions are not satised then we can get nett positive mass squared terms of
order Æ
2
m
2
3=2
.
Finally the A-terms for a Yukawa coupling C

C

C

are given by
A

= F

(K

+ @

lnY

  @

ln (Z

Z

Z

))
= m
3=2

 Æx + 3
Æ
2
J
3 + Æx

( 1 + !)
 0 : (77)
where we have assumed that @
T
Y

= @
2
Y

= 0.
So, for the elds and gauge groups associated with the D9-branes, the soft breaking
terms are suppressed by powers of Æ
2
. However, supersymmetry breaking can be more
interesting for the elds living on the D5-branes. In general the Kahler potential is of
the form [4]
K =   ln
 
s 
X
i
jC
5
i
i
j
2
!
 
X
i
ln
 
   jC
9
i
j
2
 
3
X
j 6=k 6=i=1
jC
5
k
j
j
2
!
+
1
2
3
X
j 6=k 6=i=1
jC
5
j
5
k
j
2
s
1=2

1=2
+
3
X
i=1
jC
95
i
j
2

; (78)
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where again we have assumed degenerate moduli elds (T
i
= T
j
= T
k
= T ). (As we
mentioned in the introduction, our choice of putting the 
n
elds in a single  formally
corresponds to the linear combination 
n
=
1
p
3
(C
9
1n
+ C
9
2n
+ C
9
3n
). However, once we
have imposedD
X
= 0, the VEVs of 
n
and  indicate that the Kahler potential we have
been using throughout is equivalent to the above upto order (Æ
GS
x)
2
, independently of
the particular linear combination.). This gives us the following supersymmetry break-
ing pattern.
Mass-squareds;
C
9
i
; C
5
i
j 6=i
; C
95
i
: m
2

= m
2
;9
 0
C
5
i
5
j
: m
2


1
2
m
2
3=2
C
5
i
i
: m
2

 m
2
3=2
: (79)
Gaugino Masses;
M
9
 0
M
5
i
a
  
1
2
m
3=2

Re(T + 
a
M))
: (80)
A-terms;
A

 m
3=2
(3  ( +  + )) (81)
where
 =  @
T
lnZ

=

1 ;
1
2
; 0

for
 
C
9
i
C
95
i
C
5
i
j 6=i
; C
5
i
5
j
; C
5
i
i

respectively;
(82)
so that, for example, a coupling between C
9
i
C
5
i
5
j
C
5
i
i
would give A = 3=2m
3=2
. Note
the usual sum-rule relating A-terms and mass-squareds [4];
m
2

+m
2

+m
2

= A

: (83)
To conclude, while the auxiliary elds F
2
can be larger than F
T
, under the simplify-
ing assumptions we have made, the soft masses and A-terms are independent of F
2
. In
addition the supersymmetry breaking shows a rather interesting structure which may
allow us to realise of a number of suggestions that have been put forward as solutions
to the supersymmetric avour and CP problems. For example it might be possible to
make the rst and second generations of squarks heavy [24] (of order a few TeV) if they
are C
5i
i
elds whilst the 3rd generation is a C
5i
j 6=i
eld. Alternatively, if the higgs plus
rst generation particles are C
5i
i6=j
elds, one would have an interesting non-universal
structure for the A-terms [25], and a suppression of contributions to electric dipole
moments, in a manner similar to that described in ref. [26].
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7 Conclusion
In this paper we considered gaugino condensation in 4D eective theories of type I
strings, and discussed its eect on dilaton stabilization and the structure of soft break-
ing terms. Our main observation was that dilaton stabilization is possible with only
one gaugino condensate. An important role is played by the twisted (M) moduli elds
which are a novel feature of these models. These elds enter in two important ways;
 First they contribute a new term to the Kahler potential, which includes, at the
one-loop level, a mixing with the T -moduli. This mixing is one essential feature
preventing the dilaton running away to innity as in the heterotic case.
 The other crucial ingredient comes from the tree levelM -dependance in the gauge
kinetic functions. This leads to some unusual properties of the non-perturbative
dynamics of these gauge theories. In particular the M eld appears in the con-
densation scale and it is this, combined with the M=T mixing in the Kahler
metric, that can stabilize the dilaton.
We found that dilaton stabilization occurs quite generally with two possible outcomes.
In the rst we set the cosmological constant to be exactly zero and all elds except the
M eld are xed. The M eld then parameterizes the supersymmetry breaking in a
way which is reminiscent of `no-scale' models. The second possibility is to tolerate a
small negative cosmological constant. In this case we showed that certain types of M
dependent terms in the Kahler potential can lead to a stabilization of all elds including
the M eld itself. (The latter is stabilized at values close to the orbifold point.)
Although there is still some ignorance about the precise form of the M dependence in
the Kahler potential, we were able to derive the general conditions required to develop
a minimum for M ; namely that @
4
K=@M
4
must be large and negative.
The issues we have presented here certainly deserve further investigation. For ex-
ample, the phenomenological possibilities of the resulting supersymmetry breaking pat-
terns seem promising and we briey mentioned some potential avenues of exploration.
Furthermore, in this paper we have made only the simplest (in a sense, minimal) as-
sumption, that the condensing gauge group lives on a D9-brane. It would be interesting
to consider cases in which the gauge groups and mesons are assigned dierently. In
addition we have not touched upon the question of fundamental scales; it may be
interesting to re-examine ideas such as `mirage unication', in which the apparent uni-
cation of couplings is partly explained by the VEV of M [27]. Consistent mirage
unication would directly relate the unication scale to the parameters in the theory
(i.e. Æ and ) that determine hMi.
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1 Introduction
Flavour and CP are especially problematic in supersymmetry because a generic choice
of parameters violates experimental bounds on, for instance, b ! s and neutron
electric dipole moments (EDMs). These two aspects of supersymmetry are known
generically as the SUSY avour and CP problems, and they are probably the most
useful tools for probing the underlying theory. In this paper we present a dynamical
solution to these problems, which emerges in the light of recent progress on dilaton
stabilization in eective models of type I string [1].
Since the importance of dilaton stabilization may be less than transparent, let
us begin by discussing the canonical example of a `dynamical' solution to the SUSY
avour and CP problems, dilaton domination. The idea is illustrated schematically in
g.(1a). Supersymmetry breaking is described by the vevs of the auxilliary (F ) elds.
Together they describe a vector whose length is determined by the requirement that
the cosmological constant be zero. Its direction however is determined by whatever
dynamics breaks supersymmetry. Dilaton domination asserts that it is aligned with
the dilaton. Since the dilaton couples equally to all elds, the resulting SUSY breaking
terms in the visible sector are very constrained and indeed one nds a suppression of
EDMs and FCNCs.
The assumptions underlying dilaton domination are rather more brutal than they
might at rst appear, since there are more elds than just the dilaton and moduli
involved in Planck scale physics. For example, any supereld whose scalar component
gets a vev at a high scale can also be involved in transmitting supersymmetry breaking.
In particular this is likely to be the case for the very elds that are responsible for
avour structure and CP violation in the rst place. Thus one has to assume that,
either the spontaneous breaking of CP and avour does not contribute signicantly
to supersymmetry breaking thereby aecting the dynamics (e.g. the goldstino angle in
the case of dilaton domination), or that the alignment of the goldstino with the dilaton
is true a posteriori.
Clearly, a credible `dynamical' solution requires a full determination of the goldstino
direction, and that in turn requires a specic model of dilaton and moduli stabilization
and spontaneous CP violation. Without all of these ingredients, we think that any
dynamical solutions to the SUSY avour and CP problems will be at best incomplete.
To put it more bluntly; can one really trust a dynamical solution to the SUSY CP
problem that does not explain the origin of CP violation?
These considerations suggest the approach that we will follow in this paper, which
is to avoid tackling avour and CP head on, but rather to begin by attacking the most
diÆcult part of the problem, namely dilaton stabilization. Our starting point will be
the dilaton stabilization scheme found in ref. [1] in eective type I models. As we shall
see, this scheme includes a rather generic way to spontaneously break CP. This gives us
the required complete dynamical picture of dilaton and moduli vevs, supersymmetry
breaking and CP breaking.
Anomalous U(1)'s play a central role in the stabilization, and consequently the
supersymmetry breaking picture which emerges bears some resemblance to the anoma-
A para^tre dans Nucl. Phys. B 225
θ
F
F
F F
F
F
S
T T
φφ
S(a) (b)
Figure 1: Supersymmetry breaking dynamics leads to non-zero vevs of auxilliary elds
of the dilaton, moduli, and any other elds, such as Froggatt-Nielsen elds, that get
vevs at high scales. Their relative sizes can be expressed with `goldstino' angles. (a)
shows schematically the dilaton domination scenario. (b) shows eective type I models
with supersymmetry broken by a condensing D9-brane gauge group, and with stabi-
lized dilaton and moduli elds. The full dynamical calculation relates the F -terms and
completely determines the goldstino angles.
lous U(1) mediation models of refs. [2], although the F -terms are the dominant source
of supersymmetry breaking in the case we examine, rather than the D terms. The
picture of supersymmetry breaking that eventually emerges is shown in g.(1b). The
dilaton auxilliary eld is zero so supersymmetry breaking is not dilaton dominated.
Nevertheless the goldstino direction is determined by the choice of U(1) charges. An
appropriate choice gives soft terms that are degenerate providing a leading order sup-
pression of FCNCs that depends only on the charge assignments, and is otherwise
independent of the form of Yukawa couplings. In addition, independently of the charge
assignments, the soft terms are guaranteed to be real even though the Yukawa couplings
can have maximal CP violation, thereby suppressing EDMs. There can, however, be a
higher order parametrically small breaking of CP in the soft terms as well. If the CP
phase in the CKM matrix happens to be small, this is an explicit manifestation of the
approximate CP idea [3].
We stress that we will not make any ad-hoc assumptions about the dilaton or
moduli stabilization, or the CP violation which we will treat completely. Moreover,
the suppression of FCNCs and EDMs is extremely general, requires no assumptions
about the hidden sector particle content and only very mild assumptions about the
hidden sector superpotential. Consequently the SUSY breaking in the visible sector
can be much more general than the dilaton domination pattern.
We begin in the following section by recapitulating the supergravity scalar potential
obtained in ref. [1] and showing how it stabilizes the dilaton and moduli. Here we will
discuss the role of modular invariance in the non-perturbative superpotential, and also
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demonstrate why a similar stabilization mechanism cannot work in the heterotic string.
In section III, we present our model for generating Yukawa hierarchies and see how CP
can be spontaneously broken. In section IV, we discuss the condensation and string
scales allowed by our model. Section V is devoted to the computation of the SUSY
breaking terms and we show how CP violation is naturally suppressed in the latter
even though it appears in the Yukawa couplings. In section VI we address the problem
of the generation of the -term and the implications of higher order corrections for the
susy avour and CP problems. We will nd that only a mild tuning of couplings can
potentially solves these problems. We summarize our results in section VII.
2 Stabilization with and without modular invari-
ance
In this section we discuss the main features of the dilaton stabilization mechanism
derived in ref. [1] in the context of eective type IIB orientifold models. We rst
introduce the eective models, discuss the role of modular invariance in the eective
potential, and state the two main assumptions that lead to a stabilization of the dilaton
and moduli. We then consider theories both with and without modular invariance. The
rst case was discussed in ref. [1], and we shall briey recap the results and generalize
them. We then consider models in which the superpotential is constrained by modular
symmetries. The modular invariant case has the advantage that the Kahler potential
can be adjusted to give a vanishing cosmological constant at the (local) minimum. We
also discuss why a similar minimization cannot be achieved in the heterotic string.
2.1 Eective models and modular invariance
Our starting point is the eective theory of D = 4, N = 1 type IIB orientifolds. The
important features are as follows:
As well as the matter elds, the models contain a complex dilaton S, untwisted
moduli T
i
associated with the size and shape of the extra dimensions and complex su-
pereldsM
k
associated with the xed points (labelled by k) of the underlying orbifold.
An important property of these models is that the M
k
superelds appear linearly in
the gauge kinetic functions. For gauge groups living on a D9-brane
f
9 a
= S +
X
k

k
a
M
k
; (1)
whereas for the D5-branes
f
5
i
a
= T
i
+
X
k

k
ia
M
k
; (2)
where 
k
a
are calculable model dependent coeÆcients and k runs over the dierent
twisted sectors. In most of what follows we will consider only one degenerate value
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for the M
k
superelds which we will denote M (it is straightforward to generalize).
The M
k
superelds participate in the generalized Green{Schwarz mechanism for the
cancellation of U(1)
X
anomalies. This contrasts with heterotic models where the dila-
ton plays this role. Under a U(1) transformation through a phase , the M
k
elds
transform linearly,
M
k
!M
k
+ i
Æ
GS
2
 : (3)
Type IIB orientifold / heterotic duality has been used to argue that there is also a
-model invariance under SL(2;Z) transformations of the T
i
;
T
i
!
a
i
T
i
  ib
i
ic
i
T
i
+ d
i
; 
n
! 
n
3
Y
i=1
(ic
i
T
i
+ d
i
)
n
i
n
(4)
where a
i
; b
i
; c
i
; d
i
2 Z and n
i
n
are modular weights of the 
n
with respect to the
ith complex direction. These symmetries are broken by the presence of D5-branes, as
is obvious from the expressions for f
5i
. However, one expects a remnant of them to
survive in directions that are orthogonal to the D5 branes, and again it is theM
k
elds
that shift to cancel any -gauge anomalies [4]
(1)
;
M
k
!M
k
+
X
i
Æ
i
k
ln(ic
i
T
i
+ d
i
) : (5)
In order to cancel    F
a
anomalies, denoted C
i
a
, we require
X
k

k
ia
Æ
i
k
= C
i
a
; (6)
for any preserved modular symmetries. The anomalous U(1)'s and modular symmetries
will be important constraints on the possible form of the superpotential.
When taking into account the presence of D5 branes in the vacuum, there are four
types of charged matter elds: C
9
i
(i labels the three complex dimensions) comes from
open strings starting and ending on the 9-branes; C
5
j
i
from open strings starting and
ending on the same 5
i
-branes; C
5
i
5
j
from open strings starting and ending on dierent
sets of 5
i
-branes; C
95
i
from open strings with one end on the 9-branes and the other
end on the 5
i
-branes. The Kahler potential for the S, T
i
and C elds is of the general
form [6]:
K =   ln
 
S + S  
X
i
jC
5
i
i
j
2
!
 
X
i
ln
 
T
i
+ T
i
  jC
9
i
j
2
 
3
X
j 6=k 6=i=1
jC
5
k
j
j
2
!
+
1
2
3
X
j 6=k 6=i=1

jC
5
j
5
k
j
2
(S + S)
1=2
(T
i
+ T
i
)
1=2
+
jC
95
i
j
2
(T
j
+ T
j
)
1=2
(T
k
+ T
k
)
1=2

: (7)
(1)
For further work on the cancellation of SL(2;Z)/gauge/gravitational anomalies in orientifold
models at string level see [5].
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We will only consider C
9
i
because they correspond to the elds which will later condense.
K can be rewritten at one loop:
K =   ln s  3 ln  +
^
K(m); (8)
where
s = S + S ;  = T + T  
X
n
j
n
j
2
; m =M +M   Æ ln  : (9)
We have introduced generic elds 
n
to represent matter elds C
9
i
and for the moment
consider only the overall moduli, taking T
i
= T , M
k
=M and Æ
i
k
= Æ leaving the more
general case for later. We shall express all quantities including the string scale (M
s
) in
natural units whereM
P
= 1 and for later convenience dene elds scaled in string units
with a tilde { for example
~
 = =M
s
. The rst two terms have the usual \no-scale"
structure with the T and 
n
-dependence appearing in the combination  only. All M
dependence appears in the modular invariant combination, m, and giving a vev to m
takes us away from the orientifold point. The Æ ln  correction can be deduced from the
one loop expression for the gauge coupling and depends on the tree-level expression
for K. Although it is currently unclear what the precise form of the m-dependence in
the Kahler potential should be, we know that
^
K is an even function of m thanks to
the orbifold symmetry, and that the leading term in an expansion about the orientifold
point, m = 0, is quadratic,
^
K =
1
2
m
2
+ : : : . We will accommodate the uncertainty in
the form of
^
K by working with the parameter x = @
^
K=@M where near the orientifold
point x  m.
2.2 Two assumptions for stabilization
This completes the general overview of the type I models that will form the basis for
our discussion. In order to stabilize the dilaton, we now augment them with two mild
assumptions about the superpotential:
 Our rst assumption is that there is a non-perturbative contribution to the super-
potential, W
np
, which is generated by hidden sector gaugino condensation with
single gauge group SU(N
c
) residing on a D9-brane and with extra (anti)quarks
(Q) Q in the (anti)fundamental representation of SU(N
c
). Below the scale
 = M
s
e
 f
9
=2
, where  =
3N
c
 1
16
2
, Q and Q form a composite meson eld,

0
=
p
QQ. W
np
is xed uniquely by global symmetries and reads
W
np
=


3N
c
 1

2
0

1
N
c
 1
: (10)
There is no T -dependence in this expression since there is no T -dependence in
the one-loop expression for the gauge kinetic function f
9
in the type I case.
Note that the superpotential is also invariant under the U(1)
X
symmetry, and
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has the correct modular behaviour. For example, the lagrangian is invariant
under overall modular transformations if the combination G = K + ln jW j
2
is
invariant, which implies that W
np
has weight  3. In models where there are no
D5-branes, this is the case and the necessary modular weight is provided by 
0
and the transformation of M ; Z
3
and Z
7
orientifolds have f
9
= SM with our
denitions
(2)
, and under an SL(2;Z) transformationM !M 2 ln(icT + d) [4].
Thus both  and 
0
have weight  1, and W
np
has overall weight  3 as required.
This is also true when there are N
m
mesons, in which case it is det(
~
QQ) (with
weight  2N
m
) that appears in the denominator. As we mentioned above, the T
i
modular symmetries are broken by the presence of D5
i
-branes, but are expected
to be preserved along the directions without them.
 The second assumption is that, as well as the MSSM, the superpotential contains
additional pieces involving the remaining elds 
m=1;::N
. In particular the extra
terms should generate a perturbative mass term for 
0
(e.g. 
1

2
0
). The 
m
and 
0
are charged under the anomalous U(1)
X
with charges q
m;0
, so that the
perturbative piece of the hidden sector superpotential can always be written
in terms of the m invariants of U(1)
X
which we can choose arbitrarily to be
X
m
= 
 2q
0
=q
m
m

2
0
.
2.3 The general form of the scalar potential
In type I models, the Kahler metric can be inverted without approximation, and the
resulting scalar potential takes the form [1]
V
F
= e
G
B ; (11)
where
G = K + ln jW j
2
B = ÆB
0
+




1  s
W
S
W




2
+

(3 + Æx)
X
n




W
n
W




2
+
^
A




B
0
+ 
W
S
W




2
B
0
= x 
Æ
^
A
^
A =
1
^
K
MM
+
Æ
2
3 + Æx
; (12)
and where subscripts denote dierentiation, and it is convenient to dene x = K
M
.
The potential can be expressed more concisely in terms of the auxilliary elds,
F

= e
 G=2
G

G

: (13)
(2)
Note that we are using the denition Re(f) = 1=g
2
, and the conventions of ref. [7] in which
 = (3N
c
  1)=16
2
.
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The F -terms that we need are
F
S
= e
G=2
:s

s
W
S
W
  1

F
M
= e
G=2
:
^
A

B
0
+ 
W
S
W

F
0
= 
0
e
G=2
:
1
j
^

0
j
2
 
2
X
m
X
m
W
X
m
W
+
1
4
2
W
S
W
!
F
m
= 
m
e
G=2
:
 2q
0
q
m
j
^

m
j
2
X
m
W
X
m
W
: (14)
Above and henceforth, we denote canonically normalized elds with a hat;
^

n
=
r
(3 + Æx)


n
;
^
F
n
=
r
(3 + Æx)

F
n
;
^
F
S
=
1
s
F
S
;
^
F
M
=
F
M
p
^
A
: (15)
In terms of the canonically normalized auxilliary elds we have
V
F
= e
G
ÆB
0
+ j
^
F
S
j
2
+ j
^
F
M
j
2
+
X
n=0
j
^
F
n
j
2
: (16)
This form is reminiscent of the no-scale models, however the potential is not positive
denite since the functions B
0
can be negative for nite values of x. Indeed, when
^
F
S;M;n
= 0, supersymmetry is restored where 3 + Æx = 0. Here we nd the global
minimum with V
F
=  3e
G
.
In addition to the F -term contribution, there is an important D-term contribution
coming from the anomalous U(1), which takes the form
V
D
=
g
2
X
2
D
2
X
; (17)
where
D
X
= q
n
j
^

n
j
2
  Æ
GS
x
2
: (18)
The Fayet{Iliopoulos term,

2
=
1
2
Æ
GS
x ; (19)
is given by m as opposed to S and so can be zero [4, 8].
Before tackling the stabilization in detail, let us rst highlight the general features of
the potential that make it possible. The important aspect of the V
F
contribution to the
potential is that W
S
=W appears twice, both in
^
F
M
and
^
F
S
, due to the M contribution
to the gauge kinetic function. In previous work, the assumption has usually been that
integrating out the mesons leads to W  e
 8
2
S=
so that W
S
=W inevitably ends up
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being a negative constant. In the present type I case however, we leaveW
S
=W as a fully
dynamical variable and, by employing an additional perturbative contribution to the
superpotential, set its vev to be positive thanks to the F
M
contribution. The dilaton
then trivially nds its minimum where
^
F
S
= 0. The D-term contribution is important
because it forces a local minimum at a nite value of x, where supersymmetry is broken.
There is thus an interesting interplay between the F and D-term contributions.
2.4 Stabilization without modular invariance
In ref. [1] it was shown that our two assumptions can lead to a natural stabilization of
the dilaton. In that example, which we shall now briey recap, the superpotential is
of the form
W = W
np
+W
p
; (20)
where the perturbative part of the superpotential, W
p
(X
m
), is some function of gauge
invariants.
Let us rst assume that x = K
M
has a non-zero value and determine the corre-
sponding vevs of all the other elds. This will lead to a potential purely in x, whose
minimization we shall consider at the end. The D-term clearly dominates the potential
in any reasonable model (with e
G
 m
2
W
), so we begin the minimization by as usual
imposing D
X
= 0;
X
n
q
n
j
^

n
j
2
=
jÆ
GS
xj
2
; (21)
where we have anticipated that hÆ
GS
xi will eventually be positive. This equation
determines  in terms of the other elds, since it does not appear elsewhere in the
potential. For deniteness we will take q
0
> 0.
The minimization of V
F
is equivalent to minimizing B if the nal cosmological
constant is small or zero as we must check at the end. The independent variables are
s, 
m>0
and 
0
, but things simplify greatly if we can trade them; 
m
for X
m
, and 
0
for W
S
=W . We can do this if, dening

m
=
q
m
j
m
j
2
q
0
j
0
j
2
; (22)
the solutions satisfy 
m
 1. We shall see shortly how this can be achieved.
Minimization under this approximation gives simple but non-trivial relations be-
tween the auxilliary elds;
F
0
=
q
0

0
q
m

m
F
m
=  4
2

0
F
M
=
e
G=2
s
q
0

0
2
2
jÆ
GS
:xj
F
S
= 0 ; (23)
to leading order in 
m
. These dynamical relations will be important in determining the
behaviour of the soft terms. In particular they ensure nice properties such as reality
232 CP and Flavour in Type I String Models [Publi. VI.]
-0.6
-0.4
-0.2
xd
2
4
6
s
-0.2
-0.1
0
Figure 2: The F -part of the potential (11) in the plane (s; x) where s = S + S and
x =
@
^
K
@M
 m at small m. The valley approaches x = 0 at large dilaton values. Thus,
starting at the orientifold point m = 0, the eld can roll down this valley from large s
values to its minimum.
of A-terms. Note that without W
np
the minimizations separate and we trivially nd
F
n
= 0. Thus supersymmetry is always unbroken before condensation.
The resulting expression for the stabilized dilaton is
s(x) =  

2
+ 
2
B
0
+O(
m
) ; (24)
where we have dened

2
=
1
^
A
:
q
0
8
4
jÆ
GS
xj
: (25)
The remaining equations, determining the vevs of 
0
and 
m
respectively, can be written
in terms of s(x);
W
S
W
=
1
s
X
m
W
X
m
W
=
q
m

m
q
0
8
2
s
+O(
2
m
) : (26)
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The rst requirement for this solution, and our assumption, to be consistent, is that
the perturbative superpotential has couplings such that @W
p
=@X
m
 0 gives hW
p
i 6= 0,
and the assumed 
m
 1. The second requirement is of course that s is positive (and
hence that B
0
(x)= is negative) for the particular value of x.
On examining the remaining x-dependent potential, we nd that a minimum can
develop where all of these conditions are satised; assuming that we have chosen pa-
rameters such that 
m
 1, the potential is given by
B = B
0
Æ

2
+ 
2
 

2
  
2
0

; (27)
where 
2
0
is a constant; 
2
0
=
q
0
8
4
Æ
GS
Æ
. Two options can now be considered for deter-
mining the value of x;
 The no-scale option: Set the cosmological constant to be exactly zero. As we have
seen, B
0
must be non-zero and negative to stabilize the dilaton. However we can
make the potential completely at by choosing  = 
0
. The x dependent vevs for

m
, 
0
,  and s then correspond to a at direction with zero cosmological con-
stant. A natural possibility is that x and thereforeM can be xed by minimizing
the potential after radiatively induced electroweak symmetry breaking.
 The Kahler stabilization option: particular forms of
^
K can give a local minimum
in the function B
0
(x) with a small but negative cosmological constant of order
 Æ
2
. The minimization condition is found to be
Æ
@K
MM
@x
= 1 +
2Æ
2
K
MM
3 + Æx
: (28)
For example when
^
K(m) =
3
a
ln

1 +
a
6
m
2

; (29)
the minimum in ÆB
0
is at Æx < 0, and gives a cosmological constant
ÆB
0
j
min

1
2a
  Æ
2
: (30)
In conjunction with the D = 0 condition, this implies that Æ
GS
Æq
0
> 0. The
dilaton vev is
s 

Æ
2
; (31)
so that we require negative . The potential in this case is shown in g.2 where we
have eliminated  and 
n
and show the dependence on s and x for K
MM
= e
 60x
2
.
In particular (as an aside) note that there is no barrier between large dilaton
values and the minimum. This contrasts with the multiple gaugino condensate
scenario, which has a barrier and hence an `initial value' problem for the dilaton.
Finally, note that the imaginary axionic components of S, T andM are not xed
by the above but will be xed separately by the Peccei-Quinn mechanism.
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Figure 3: The F -part of the potential (11) for the modular invariant case in the plane
(s; x), where s = S + S and x =
@
^
K
@M
 m. The local minimum has zero cosmological
constant. The global supersymmetric minimum is now located outside the diagram
towards its top left (it was on the top right of the previous graph).
We repeat that the remaining elds (S; T; 
0
) are all xed as long as x is xed by one
of the above mechanisms. The virtue of this set-up is therefore that the problem of
dilaton/moduli stabilization is reduced to stabilizing one of the blowing up modes at a
non-zero value. The m dependence in the Kahler potential which brings this about is
unknown, however the set of dynamical relations between the auxilliary elds is already
very restrictive and, as we shall see in section 5, hints strongly at a solution to the
SUSY avour and CP problems.
2.5 Stabilization with modular invariance
The stabilization above is quite appealing, but an important aspect is that W
p
neces-
sarily breaks any modular invariance if hW
p
i is to be non-zero. One might therefore
wonder how general this mechanism is, and in particular, if it can work in models
that retain some or all of the initial modular invariance. In this subsection we shall
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show that this is indeed the case. In such models, the superpotential is necessarily
very dierent from that in eq.(20), however the same stabilization mechanism can be
employed.
In order to include modular invariance, let us return to the superpotential, which
is now required to have the correct weight. We will consider the case of invariance
under overall modular transformations (involving T ), for which the non-perturbative
contribution W
np
in eq.(10) has to have weight -3. This is the case if the GS terms
obey
Æ =  2 : (32)
In addition U(1)
X
invariance of W
np
requires
Æ
GS
 =
q
0
2
2
: (33)
As we saw, both of these relations are obeyed in Z
3
and Z
7
orientifold models.
To construct the rest of the superpotential, we begin by forming gauge and modular
invariant (and dimensionless) combinations of elds using the appropriate power of
W
np
. These we shall denote
~
X
m
;
~
X
m
=
X
m
M
2(1 q
0
=q
m
)
s

W
np
M
3
s

(2q
0
 2q
m
)=3q
m
: (34)
We can now write the most general expression for the superpotential as
W = W
np
 f(
~
X
m
) ; (35)
where f is any function of the invariants. The most trivial possibility with only one
invariant,
~
X, is f = 1 +
~
X in which case the superpotential is again just the sum of a
nonperturbative and perturbative part
W =W
p
+W
np
: (36)
(We can of course express any perturbative contribution in terms of
~
X
m
; for example

2

2
0
+
2

2
1
= W
np
(
~
X
2
+
~
X
2
=
~
X
1
) and so on.) However in what follows, and in particular
in order to spontaneously break CP, we will leave the expressions in the general form
of eq.(35).
The imposition of modular invariance has removed one of our degrees of freedom
since a priori eq.(35) gives
W
S
W
=  
8
2
N
c
  1
 
1 +
X
m=1
2
3
~
X
m
f
m
f

q
0
q
m
  1

!
: (37)
Therefore, the simplest case we can consider now has 
0
plus one other eld (which
we shall take to be 
1
) getting large vevs. If this is the case, we can eliminate
^

0
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using the D-term constraint, and then minimize in s,
^

1
and
~
X
m
independently. These
minimizations again relate the vevs of the auxilliary elds;
F
1
=
1
p

0

1
F
0
F
M
=  
F
0
8
2

0
3N
c
  1 + 2p
1 + p
F
S
= 0
F
m>1
= 0 ; (38)
where p = 
p
q
0
=q
1
, upto corrections of order 
m>1
. In order for these relations to
be consistent, the charge q
1
must have the same sign as q
0
, and again we must check
later on that we end up with hW
S
=W i > 0. Eqs.(38a,b) imply that F

@

g(
~
X
1
) = 0
for any function g(
~
X
1
). As in the non-modular invariant case, this will give nice
phenomenological properties such as reality of A-terms.
Note that summing the last two equations and using F
S
= 0 gives the constraint in
eq.(37). Inserting these solutions back into V
F
, we now nd the x dependent potential
to be
B = B
0
Æ

2
+ 
2


2
  
2
0
+
2C
0

2
0
x
 
C
2
0

2
0
xB
0
(x)

; (39)
where now

2
0
=
q
0
32
4
Æ
GS
Æ
(3N
c
  1 + 2p)
2
(1 + p)
2
= 
2
(3N
c
  1 + 2p)
2
(1 + p)
2
(3N
c
  1)
: (40)
The resulting expression for the stabilized dilaton is
s(x) =  

2
+ 
2
B
0
+ 
2
C
0
+O(
m>1
) ; (41)
where we have dened

2
=
1
^
A
:
q
0
32
4
jÆ
GS
xj
(3N
c
  1 + 2p)
2
(1 + p)
2
C
0
=
24
2
3N
c
  1 + 2p
: (42)
The remaining equations can again be written in terms of s(x);
1

1
=
2(p
2
  1)
3p(8
2
s+N
c
  1)
 
1
p
X
1
f
X
1
f
=
3
2(p
2
  1)

1 +
N
c
  1
8
2
s

X
m>1
f
X
m
f
= 0 : (43)
A para^tre dans Nucl. Phys. B 237
The minimization of this potential is rather more involved than that of the previous
subsection, and we have to be careful to ensure that both s and K
MM
are positive, and
also that K
MM
(0) = 1. We have identied four possibilities;
 Minimization with a large positive cosmological constant; this happens quite
readily for arbitraryM dependence in the Kahler potential, due to the 1=x terms
in eq.(39).
 Minimization at s =1 corresponding to V
F
= 0.
 The no-scale option; in this case we now have to tune away the 1=x dependence
in eq.(39) and the cosmological constant. The simplest way to do this is to set

2
  
2
0
= 
2
0
(2C
0
  C
2
0
=B
0
)=x and then work backwards to nd the required
function K
MM
(x). Note that 
0
=  is satised for
q
0
q
1
=
3N
c
 1
2
, however this
choice leads to negative s.
 A minimum in x at zero cosmological constant; the simplest way to nd these is
to `perturb' away from a no-scale solution.
An example of the 4th case is shown in g.3 where we plot B=s with all elds eliminated
except x and s. In this rather simplied case (with only one meson and one additional
eld) imposing a zero cosmological constant forces rather extreme choices of parameters
in order to get a minimum at small x; in the example shown we have taken q = 1=3; Æ =
7:6; N
c
= 5 and p =  3:4. (The remaining parameters  and Æ
GS
are xed by eq.(32)
and (33).) The form of the potential is similar to that in g.2, however passing over
the barrier and continuing to large x takes us to the no-scale case, and unbroken
supersymmetry is now found at smaller (but nite) value of x. In addition, there
is now a barrier between this minimum and the orbifold point. The minimum is at
dB
0
dx
 0 as previously, so that eq.(28) still applies.
2.6 Relation to the heterotic string
To complete this discussion we should relate this stabilization picture to that in het-
erotic strings where dilaton stabilization appears to be much more diÆcult. In par-
ticular, in the heterotic case the gauge kinetic function at one loop goes like f
a
=
k
a
S 
3
8
2
c
a
ln (T )
2
where T is again the overall modulus, c
a
is determined by a string
computation and (T ) = e
 T=12
Q
n=1
(1   e
 2nT
) is the Dedekind  function. At
large values of T , (T )  e
 T=12
so that f
a
 k
a
S +
3c
a
48
T and one might wonder why
a stabilization is not possible in this case as well, simply by replacing M with T .
There are two reasons. The rst is the dierent form of the Kahler potential. In the
present case the leading term goes as m
2
= (M +M)
2
as opposed to  3 log(T + T ) in
the heterotic case. Thus in the scalar potential we have K
M
 m tending to stabilize
hmi at small values, as opposed to the heterotic case which has K
T
  
1
T+T
tending
to push hT i to large values. The type I stabilization therefore occurs only where hmi
is small, of order Æ, and in this region the above approximation does not hold.
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The second reason is that the stabilization relies heavily on the presence in the
potential of anomalous U(1) D-terms. In type I strings these contain a Fayet-Iliopoulos
term that is proportional to m. Thus equating m in type I with T +T in the heterotic
string, would require the heterotic Fayet-Iliopoulos term to go like  (T + T ) rather
than 1=(S + S) as is actually the case.
3 Generating CP and avour structure in Yukawas
In the previous section we saw how dilaton and moduli stabilization can occur in type I
models assuming a single condensing gauge group and an anomalous U(1). In following
sections we shall show that the distribution of supersymmetry breaking amongst the
dierent elds is such that SUSY contributions to avour and CP violating processes
are naturally suppressed. First however, we need a working model of avour and CP
violation.
The possibilities for generating avour structure are restricted, since our guiding
principle is to determine all contributions to SUSY breaking, and hence all the goldstino
angles. So, we cannot simply insert an additional Froggatt-Nielsen eld without going
back to consider the additional contribution to SUSY breaking when it gets a VEV. Our
Froggatt-Nielsen elds can therefore only be the 
n
, and we will henceforth assume that
it is these elds that play a role in generating Yukawa hierarchies by getting vacuum
expectation values.
There are many ways in which the required avour structure could arise, but in
order to have a working example, consider the case with only one extra eld 
1
with
charge 2q
1
=  q
0
, so that we have just one relevant invariant X = 
1

2
0
: In the case
without modular invariance, the most general form of Yukawa coupling can be written
Y

=
~

0
q

=q
0
g

(
~
X) (44)
where q

is the U(1) charge of the Yukawa coupling, and g

is any function of
~
X.
In eq.(44), for the case without modular invariance, the tilde's imply multiplication by
powers of M
s
to make dimensionless quantities.
We will see in the following sections that suppression of SUSY avour-changing
processes depends on choosing degenerate charges. We therefore propose that the
U(1) charges of the rst and second generation charges are degenerate since these
generations give rise to the most restrictive avour changing processes. If jh
~
Xij  1,
we can choose charges such that the Yukawa couplings take the form
Y
U
ij
hh
0
2
i 
0
@
m
c
m
c
0
m
c
m
c
0
0 0 m
t
1
A
+O(m
t
~
X + : : : ) ;
and similar for down and lepton Yukawas, where m
c
and m
t
are functions of 
0
only.
For the canonically normalized top quark, we nd a mass term
m^
t
= hh
0
2
i
~

 (q
H
2
+q
t
L
+q
t
R
)=q
0
0
p

n
H
2
+n
t
L
+n
t
R
; (45)
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where n

are the weights of the elds. TheD-term constraint imposes j
2
0
j  jÆ
GS
xjM
2
P
so that we can rewrite the top mass as
hh
0
2
i
q
jÆ
GS
xj
 (q
H
2
+q
t
L
+q
t
R
)=q
0
p

n
H
2
+n
t
L
+n
t
R
 (q
H
2
+q
t
L
+q
t
R
)=q
0

M
P
M
s

 (n
H
2
+n
t
L
+n
t
R
)
(46)
In order to avoid very large values (coming from a large hi) we impose
n
H
2
+ n
t
L
+ n
t
R
=
q
H
2
+ q
t
L
+ q
t
R
q
0
; (47)
and in order to have a large top mass we require (q
H
2
+ q
t
L
+ q
t
R
)=q
0
 0. Imposing
also that n
H
2
+ n
c
L
+ n
c
R
= (q
H
2
+ q
c
L
+ q
c
R
)=q
0
, we nd that
m^
c
= m^
t
q
jÆ
GS
xj
(q
t
L
+q
t
R
 q
c
L
 q
c
R
)=q
0

M
P
M
s

n
t
L
 n
c
L
+n
t
R
 n
c
R
(48)
At leading order the Yukawa couplings have an accidental U(2) symmetry and hence a
zero eigenvalue. The higher order terms in
~
X will generally break this symmetry and
give masses to the rst generation. Thus, we require
jh
~
Xij 
m
u
m
t
: (49)
Such values of jh
~
Xij, and also CP violating phases of order 1, can quite easily
be generated during the minimization. The
~
X dependent perturbative part of the
superpotential can be any function of
~
X but as a rather trivial example consider the
case without modular invariance, with
W
p
= (a
~
X +
b
2
~
X
2
+
c
3
~
X
3
)M
3
s
: (50)
In this expression we assume that non-renormalizable interactions between the elds
are suppressed by powers of M
s
so that (since
~
X = X=M
3
s
) a; b; c are of order one.
Recall that our approximations required j
1
j  j
0
j so that, as we saw above, the
minimum is close to @W
p
=@
~
X = 0. The D-term constraint imposes j
2
0
j  jÆ
GS
xj and
so provided   jÆ
GS
xj
 1
(which is the case) we can check that, for the desired value of
~
X, this approximation is good. It is now trivial to choose couplings to give the desired
h
~
Xi  m
u
=m
t
.
The physically observable CP violation depends only on the phase of
~
X. To see
this, suppose for example that the explicit form of the Yukawa couplings is

h
0
i
M
s

n
ij
H
2
Q
i
U
c
j
+

h
1
i
M
s

n
kl
H
1
Q
k
D
c
l
: (51)
One of the phases can always be R-rotated away, and the remaining phase,  = (
1
 
q
1
q
0

0
), is nothing other than the phase ofX. (In general one needs at least two Froggatt{
Nielsen elds to generate CP violation.) Therefore, generating a physically measurable
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spontaneous breaking of CP in the Yukawa couplings is equivalent to giving a phase
to the gauge invariant X, i.e. by choosing b
2
  4ac < 0.
A similar situation applies in the modular invariant case. Explicitly, the Yukawa
couplings are
Y

= g

(
e
X)


0
M
s

q

=q
0

W
np
M
3
s

 (n

+q

=q
0
)=3
(52)
where n

is the modular weight of Y

. The vev of
~
X is given by the equation
(43b) with the RHS being xed by the stabilization of s, so that we get the following
equation for
~
X;
~
X
@f
@
~
X
+ constf = 0 (53)
Now f needs only be a polynomial of second order in
~
X in order to generate a phase
for
e
X.
Notice that the CP violation does not involve the T moduli (or S in the non-modular
invariant case), and these elds do not contribute further to it. In this respect the only
role that moduli play is to transmit CP violation to the soft SUSY breaking terms.
As we stressed, this is one of many possibilities for generating avour structure with
degenerate U(1) charges. An alternative is of course to rely solely on the weights of
the elds (and hence powers of ) to generate small eective micro-Yukawa couplings,
as suggested in ref. [6]. In the modular invariant case, we will see later that even with
dierent n

the SUSY breaking A-terms can be degenerate.
4 Scales
Before presenting the soft-supersymmetry breaking terms, we should also briey discuss
the scales of the moduli and dilaton vevs. In particular, since all supersymmetry
breaking is determined, we nd quite interesting consistency conditions on the string
scale.
4.1 Scales with degenerate T
i
moduli
The moduli and dilaton of the eective 4-dimansional model are related to the com-
pactication radii and string couplings as follows (see ref. [6]);
t
i
= T
i
+ T
i
=
4

I
(R
i
M
s
)
2
(54)
s = S + S =
4

I
Y
i
(R
i
M
s
)
2
(55)
For the moment we continue to consider the degenerate case where T
1
= T
2
= T
3
= T
so that
s = (RM
s
)
4
; (56)
A para^tre dans Nucl. Phys. B 241
where we have used j
0
j
2
=  1 (since Æ
GS
x  1 in the D-term equation) to write
t   .
Our rst concern is the compatibility between our solutions for s and  (which x
the gauge coupling) and realistic gauge coupling values around 
U
 1=24. According
to

p
= (4Re f
p
)
 1
; (57)
this translates into:
1) s  4 if the Standard Model is embedded inside D9-branes.
2)   4 if the Standard Model is embedded inside D5-branes.
On the other hand, the relationship between the string and Planck scales,
M
7 p
s
=

p
p
2
R
p 6
M
P
; (58)
reads (using equations (56) and (57)),
M
s
M
P
=
1
2
p
2
1
s

s


3=4
; (59)
which gives us the supersymmetry breaking scale,
m
3=2
= jW j
8
p
s
3
M
2
P
e
^
K=2
 64
3
M
2
s
jW j=M
4
P
: (60)
What values for M
s
are favoured by our model? For the moment, we are ignoring
the question of the relation between the string and unication scales but will come
back to this point later. Concentrating on the modular invariant case, we can make
a crude initial estimate of allowed values for M
s
, by using hW i  M
3
s
in eq.(60)
(assuming for the moment that hfi in eq.(35) is of order one). By implementing the
phenomenological requirement m
3=2
 m
W
we getM
s
 2:10
15
GeV which corresponds
to   10
4
if s  O(1). Remarkably this is close to the conventional GUT scale, and
can be increased by the required order of magnitude with almost no tuning of hfi as
we shall shortly see.
An intermediate string scale, M
s
 10
12
GeV, corresponds to   10
8
and requires
hfi  1
(3)
. Thus our crude estimate requires some improvement in order to treat
more general choices ofM
s
, and also to estimate the required tuning. Inserting the full
expression for W into eq.(60) we nd
M
s
 M
P
 
e
2
(N
c
 1)
9
m
W
64
3
hfiM
P
!
3(N
c
 1)
5(3N
c
 1)
(61)
 2:10
15
GeV ;
(3)
We should point out that we expect our estimates to be most reliable when the eld theory
approximation is valid and extraneous string theory eects can be integrated out; this is guaranteed
if 
0
<
p
M
s
or, because of the D-term constraint, M
s
> jÆ
GS
xjM
P
, implying a string scale that is
within a few (say 4) orders of magnitude of the Planck scale.
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where the nal approximation is valid for large values of N
c
and s  1. In order to
get M
s
 M
GUT
 2:10
16
GeV (i.e. the conventional MSSM GUT scale), we can for
example choose N
c
= 3 or 4 and s  1=2 with hfi = 0:01. Thus almost no ne tuning
of hfi is required. It is however diÆcult to obtain an intermediate scale string scale.
In this simplied case (with only one condensing SU(N
c
) meson, we need extremely
large values of hfi > 10
8
, which will require a signicant amount of ne-tuning.
There is an additional ne-tuning associated with a particular choice of M
s
. In
order to show where it occurs, let us now see how a particular value of  (i.e. M
s
)
is accommodated by adjusting the couplings in f . First, the vevs of Æ
GS
x and s are
xed completely independently via eqs.(28) and (41) respectively. Our choice of  , does
constrain 
0
; 
1
however, which now follow directly from the D{term constraint and
eq.(43a). For example, for an intermediate string scale with q
0
= 1=2 and Æ
GS
x = 0:01
we have 
0
 10
3
in Planck units. This is alright however, since the  dependence
cancels in the canonically normalized eld which, since  is dominant, is approximately
given by
^

0
= 
0
=
p
 , and therefore its vev is always 
p
Æ
GS
x=2. The vevs of
~
X
m>1
and hence 
m>1
are now determined by eq.(43c); they depend on the couplings in f ,
but if they are similar then
~
X
m>1
 1 and 
2q
0
m
 M
2(q
0
 q
m
)
s

2q
m
0
. When q
m
< q
0
we
therefore naturally get 
m>1
 1 which, recall, was one of the assumptions that went
into the derivation of eq.(43). Finally we are left with eq.(43b) which over-determines
the required vev of 
1
and which is clearly independent of the overall hfi. At this point
we have to satisfy this equation by adjusting the couplings within f , and this is where
we must pay the ne-tuning price for our choice of  (or M
s
).
4.2 Scales with independent T
i
moduli
In the previous subsection, we found that a dilaton vev of order 1 and large degenerate
moduli vevs can explain the weak scale. These large vevs can be xed with only a
modest adjustment of couplings, and this also allows us to equate the string scale with
the conventional GUT scale or with the intermediate scale. However, the assumption of
degenerate moduli elds is rather restrictive. In particular phenomenology may not be
consistent with matter elds living on a D9-brane, and if all the moduli are large then
the gauge couplings on the 5-branes are all extremely weak. In addition, stabilization
usually requires hsi

<
1. In the degenerate moduli case therefore, there may be no
candidate gauge couplings for the Standard Model. We can remedy this by assuming
an anisotropic compactication scheme and this is the issue we discuss now.
The Kahler potential for independent moduli, T
i
, is
K =   ln s 
X
i
ln 
i
+
^
K(m
i
); (62)
where

i
= T
i
+ T
i
 
X
i
jC
9
i
j
2
; m
i
=M +M   Æ
i
ln 
i
: (63)
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As shown in the appendix, it is still possible to compute exactly the inverse Kahler
metric and hence the scalar potential. The nal form is similar to the degenerate
case, with the dierent moduli contributing separately. In general the three C
9
i=1;2;3
transform dierently with respect to the gauge group attached to the D9-brane. We
can for example specify that only the C
9
1
condenses so that the D-term,
X
i
q
i
jC
9
i
j
2
(1 + Æ
i
x)

i
=
jÆ
GS
xj
2
; (64)
reduces to
j
0
j
2
(1 + Æx)

1
) =
jÆ
GS
xj
2q
0
: (65)
From the form of scalar potential found in the appendix, we see that the minimization
xes s, C
9
1
, x and 
1
precisely as before. The two remaining at directions (correspond-
ing to the vevs of 
2
and 
3
) must be xed by some other part of the theory. (We shall
comment on this presently.)
The string scale and Planck scale are related by
M
s
M
P
=
1
2
p
2(s
1

2

3
)
1=4
: (66)
The gravitino mass is given by the same expression (60) as in the degenerate case (with
the obvious replacement of independent radii). Repeating the previous analysis but
now using eq.(66) gives the following expression for M
s
:
M
s
M
P
 
e
2
(N
c
 1)
9
m
W
64
3
hfiM
P
!
N
c
 1
5N
c
 3
: (67)
Large N
c
gives M
s
= 2:10
15
GeV, and for N
c
= 3; 4, this expression is compatible with
s  1=4 and M
s
 M
GUT
just as before. Now however, we also have the freedom
to choose 
1
 4 (i.e. an embedding of the Standard Model gauge group inside D5
1
branes) since, according to eq.(66), the relation between the string scale and 
1
involves
the product 
2

3
which is not xed by the minimization and can be tuned instead (for
instance 
2

3
 10
12
) to give M
s
 2:10
16
GeV.
We can also consider the complementary scheme, in which the Standard Model
gauge groups come from the two remaining 5-branes and therefore 
2
 
3
 4. In this
case we can only adjust 
1
in order to change M
s
. The only dierence is therefore the
relation in eq.(66) which requires 
1
to provide the volume factor relating M
s
to M
P
by itself. For large N
c
the relation is unchanged;
M
s
M
P
 
e
2
(N
c
 1)
9
m
W
64
3
hfiM
P
!
N
c
 1
5N
c
 1
(68)
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To conclude, our point in this subsection has not been to make any accurate esti-
mate of parameters, but to show that with reasonable assumptions phenomenologically
realistic values of supersymmetry breaking, string scales and couplings are possible.
We have also highlighted where it is possible to adjust parameters in order to get the
correct size of supersymmetry breaking in the visible sector and have found that the
ne-tuning of couplings is relatively mild.
In the following section we examine the supersymmetry breaking and show that
the structure of the model prevents the CP violating phases phases entering into the
soft-supersymmetry breaking even for an arbitrary numbers of elds, and for the most
general Yukawa couplings. Before we continue, we should repeat that we will make no
additional assumptions, beyond what is necessary to stabilize the dilaton, apart from
the very general one that CP is spontaneously broken when f gets a vev, and that
these elds enter the Yukawa coupling in some way.
5 Structure of SUSY breaking terms
As mentioned in the previous section, our main aim is to be able to generate complex
Yukawa couplings by spontaneously breaking CP, and to ensure that this does not
lead to dangerous CP violation in soft masses and in particular in trilinear couplings
between the scalars. As we have seen, spontaneous breaking of CP can be driven by
U(1) and SUSY breaking (and can occur at dierent scales), if the U(1) invariants X
m
get complex vevs. Before canonical normalization of the elds, the Yukawa couplings
do not depend on moduli in these models [6] and can be written
Y

=


0
M
s

q

q
0
g

(
~
X
m
)

1 without modular invariance
W
 (n

+q

=q
0
)=3
np
with modular invariance
(69)
where g

is an arbitrary function of the U(1) invariants X
m
and q

is the charge
of the Yukawa. The phase of 
0
can always be rotated away. However, if the vevs
of the X
m
acquire phases, they will induce CP violation in the CKM matrix. The
minimization conditions in eq.(26b,43b), can easily lead to complex hX
m
i as we saw in
section 3. We now show that this phase in the Yukawa coupling does not feed into the
A-terms and that the EDMs can therefore be suppressed.
Since we have control over the vevs of all the elds, it is possible to write the com-
plete expressions for supersymmetry breaking without having to dene an arbitrary
goldstino angle. We rst present the results in the case of an isotropic compactication
for convenience. We have just concluded that such situation does not lead to realis-
tic predictions however the analysis will appear to be very similar in the (physically
relevant) anisotropic case.
The supersymmetry breaking eects are carried by the auxiliary elds F

which
satisfy the dynamical relations given by (23) and (38). In addition, there is the contri-
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bution of
F
T
= f
T
(; x) +
Æ
(3 + Æx)
^
A
F
M
+ 
n
F
n
with f
T
(; x) =  
e
G=2

3 + Æx
(3 + ÆB
0
) (70)
To include the possibility of elds in 9-branes or 5-branes, we will now use the general
Kahler potential (7) (with degenerate T
i
) since visible elds may correspond to any of
the four types of C elds. As usual, we expand the Kahler potential around C

= 0 in
a basis in which the Kahler metric is diagonal in the matter elds;
K = K
0
+ Z

jC

j
2
+ : : : (71)
We have:
Z

=
8
>
<
>
:
s
 1
: C
5
i
i

 1
(3 + Æx) : C
9
i
C
95
i
1=2
 1=2
s
 1=2
: C
5
i
5
j
1=2
 1
: C
95
i
(72)
Expressions for gaugino masses, scalar masses (where m
3=2
= e
G=2
) and A-terms for a
Yukawa coupling C

C

C

are given respectively by
M
a
=
1
2
(Re(f
a
))
 1
F

@

f
a
(73)
m
2

= m
2
3=2
+ V
0
  F

F

@

@

lnZ

(74)
A

= F

(K

+ @

lnY

  @

ln (Z

Z

Z

)) (75)
Gaugino Masses;
For gauge groups that live on the D9-brane the gauge kinetic function is f
a
=
S + 
a
M so that
M
9


9
F
M
s
(76)
These relatively small D9 gaugino mass terms arise solely due to the non-zero value
F
M
in a manner suggested in ref. [9]. For gauginos associated with D5 branes we nd
M
5
i
a

F
T
i

i
+

i

9
s

i
M
9
(77)
Mass-squareds;
Because of the no scale structure of the Kahler potential as well as F
S
= 0 we have
F

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
@

@

lnZ
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f
T
+
Æ
(3 + Æx)
^
A





2
@
2

lnZ

=
m
2
3=2
(3 + Æx)
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M
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2
(78)
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so that
m
2

= m
2
3=2

1 

(3 + Æx)
2
(3 
Æ
s
)
2

+ V
0
(79)
where
 =  @
T
lnZ

=

1 ;
1
2
; 0

for
 
C
9
i
C
95
i
C
5
i
j 6=i
; C
5
i
5
j
; C
5
i
i

respectively:
(80)
Generally, Æ  1 leading to
m
2

 m
2
3=2
(1  ) + V
0
: (81)
Note that in the case without modular invariance we found V
0
  Æ
2
leading to
m
2
=1
  Æ
2
. However this tachyonic mass-squared is cancelled by additional D-term
contributions as we shall shortly see.
A-terms;
The general expression is found to be
A

= 3m
3=2
+ xF
M
 
m
3=2
3 + Æx

3 
Æ
s

(+  + ) + F

@

lnY

: (82)
We will concentrate on the last term in (82) since at rst sight there seems to be a
danger that it strongly violates CP. However, it is important to take account of all
contributions here because, although F
m
 F
0
, the F
m
@
m
are of the same order as
F
0
@
0
. Once we include all terms, a cancellation takes place. Indeed it is clear from
eq.(23a) and (38a,b) that the nal piece of the A-term simply counts the U(1) charge
of the Yukawa coupling since
F

@

lnY

=
F
0
q
0

0
X
n
q
n

n
@
n
lnY

=
F
0

0
q

q
0
(83)
and in the modular invariant case
F

@

lnY

=
F
0

0
1
1 + p

p
q

q
0
       

: (84)
The A-terms are automatically real in both cases. Note that in the modular invariant
case there is a choice of parameters for which the dependence on the weights of the
elds cancels. Thus, as we mentioned above, avour hierarchies could be generated
entirely by the weights, with U(1) charges and hence A-terms remaining completely
degenerate.
D-term contributions;
A para^tre dans Nucl. Phys. B 247
Finally we need to consider the D-term vevs, which do not vanish precisely but
generally get a vev of order m
2
W
. Indeed we can develop the potential in
^

0
around the
minimum;
V =
g
2
2
D
2
+m
2

0
j
^

0
j
2
+ : : : (85)
where the hat stands for the canonically normalized eld,
^

0
= 
0
3+Æx

. Minimizing in
^

0
gives
hDi =  
m
2

0
q
0
g
2
; (86)
Thus, although the approximation hDi = 0 is very accurate for determining the vevs
of elds (i.e.
^

0
is only shifted by O(m
W
) from the naive hDi = 0 value), eq.(86) gives
an additional degenerate contribution to the mass squareds of
m
2

= g
2
q

hDi =
q

q
0
m
2

0
: (87)
This is precisely the sort of contribution that the anomalous U(1) mediation idea hopes
to take advantage of in order to solve the SUSY avour problem. In the present case
however, the contribution is likely to be small because the F -term contribution to the
mass-squared of 
0
is given by m
2

0
  Æ
2
, and therefore m
2

 Æ
2
. Thus the D-term
contribution is as small as other degenerate contributions that we have, upto this point,
been neglecting.
If the assignment of elds is such that the meson eld had a dierent modular
weight, , then the D-term contribution could be more important. It seems likely
therefore that there exist cases (like 
0
not corresponding to C
9
i
) in which a signicant
proportion of the supersymmetry breaking is mediated by the anomalous U(1)).
To summarize, the interesting feature we nd is that the complex X
m
-dependent
pieces cancel at zeroth order in j
m>1
=
0
j
2
so that the phase of A

is naturally sup-
pressed by powers of j
m>1
=
0
j
2
. This result applies for any number of  elds provided
that one of them dominates the D-term (two of them in the modular invariant case).
Indeed, the structure of A

does not depend on how many other condensing matter
elds there are, what their charge is or what their Yukawa couplings are. Therefore,
degeneracy and reality of A terms is a general feature of our model with the main
assumption being that one condensate dominates the D-term in the non-modular in-
variant case (and two condensates in the invariant case). It is this assumption that
forces the minimization condition to be W
~
X
m
 0 leading to the dynamical F -term
relations in (23a).
We now turn to the anisotropic compactications. The structure of soft terms can
still be predicted if we assume that the stabilization of the 
2
and 
3
moduli happens at
a lower scale. Note that there is no reason for all the moduli (or indeed any other hidden
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elds) to be equally involved in generating and communicating the soft terms, and in
breaking CP. If the condensing mesons couple only to 
1
as we assume here, then 
2
and

3
do not need to play any role in these processes, and if their stabilization happens
at a lower scale their eect will be negligible. As a specic example, if these elds
are xed by gaugino condensation taking place on the D5
2
and D5
3
-branes (possibly
in conjunction with additional anomalous U(1)'s), then the relevant nonperturbative
T -dependent contributions in the superpotential must obey e
 4
2

i
 e
 4
2
s
since
phenomenology requires 
2
 
3
 1. Therefore phenomenology dictates that any
T dependence in the superpotential be exponentially suppressed so it is consistent to
treat the stabilization of S, 
1
and 
n
separately from that of the remaining moduli.
Under this general assumption, the most general expressions for F -terms, including
arbitrary anomalous U(1), are as follows;
F
S
= 0
F
T
1
= 
0
F
0
 
e
G=2

1
1 + 
1
:x

1  
m
W
W
 

1

s

F
T
j=2;3
=  
e
G=2

j
1 + 
j
:x

1 

1
:
s

F
M
k
=
8
>
<
>
:
 
F
0
4
2

k

0
without mod. inv.
 
F
0
8
2

k

0
(3N
c
 1+2p)
(1+p)
with mod. inv.
F
m
1
=
8
<
:
q
m

m
q
0

0
F
0
without mod. inv.

m
p
0
F
0
with mod. inv.
F
m
j=2;3
= 0 ; (88)
where m
i
labels elds coupling to 
i
in the Kahler potential, and where 
i
k
is as dened
in the appendix. Note that each F
T
i
contributes equally to the supersymmetry breaking
even though the 
i
may be very dierent. Inserting these expressions into the equations
for the soft terms in the simpler non-modular invariant case gives
m
2

= m
2
3=2
(1  )
A

= m
3=2

1 
Æ
s

"
1  ( +  + ) 
1
2
2
sjÆ
GS
xj
(q

+O





m

0




2
)
#
; (89)
where , ,  are now the sum of the weights (e.g.  =
P
i

i
), and where here we
only show the A-term for Yukawa couplings between elds that couple to the same 
i
.
Again we see that the soft terms can be degenerate and that the A-terms are real.
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6 Further phenomenological issues
In the previous sections we proposed a mechanism for spontaneously breaking CP in
eective type I models with a stabilized dilaton. We found that, if there is no
~
X
dependant terms in the Kahler potential, then it predicts real supersymmetry breaking
terms irrespective of the superpotential. In addition, the susy breaking is controlled
by U(1) charges, so that a particular choice can give universality in the susy breaking
as well. This looks like a good start for solving the susy CP and avour problems,
however there are a number of issues which remain. In particular,
~
X dependant terms
in the Kahler potential might spoil these nice properties, and in addition we have still
to control CP violation in the  and B terms.
Therefore, we cannot yet claim to have a complete solution to the CP and avour
problems. But, guided by these aspects and by the need to preserve the suppression of
CP violation and FCNCs, we will in this section reconsider some of the general ideas
outlined in the introduction, and determine which of them (if any) can be implemented
in this framework.
6.1 The generation of  and B and approximate CP
Phenomenologically viable supersymmetric models require a higgs coupling W

=
H
1
H
2
and its corresponding soft-breaking term V
B
= Bh
1
h
2
+ h:c:, with   1TeV.
Generating a -term of the right scale is an important problem in supersymmetry,
but it is likely to be especially diÆcult in any `large dimension' model. Moreover the
-term is central to the susy CP problem since electric dipole moments often constrain
the phase of  even more strongly than those of the A-terms [10]. This is because the
magnitude of the -term is dominant in the mSUGRA models that are most frequently
considered. (It is customary to rotate away the phase of B since it appears in the
higgs potential.) There are a number of ways to generate -terms and here we shall
briey recap them, and outline what they imply for our would-be solution to the avour
and CP problems. (See ref. [11] for a full review.)
Non-renormalizable terms and the Giudice-Masiero mechanism
One possibility for generating the -term is to add non-renormalizable terms [12].
In conventional supergravity, where we have hjW ji  m
3=2
M
2
P
, we can simply add
the term jW jH
1
H
2
=M
2
P
to the superpotential which guarantees a -term of the right
order [12, 13]. This term is equivalent at leading order to adding H
1
H
2
+ h.c. to the
Kahler potential as can be seen by making a Kahler transformation in the supergravity
theory to transform one into the other; K ! K +M
2
P
(F + F ) , W ! We
F
where
F = H
1
H
2
=M
2
P
[13, 14]. Adding a H
1
H
2
term in the Kahler potential is the Giudice-
Masieron mechanism, and such terms appear in some heterotic string compactications.
The nett result in either case is an additional mass term for the Higgs of order m
W
.
In the present case (and in any model with large volume factors) we have to be
careful about scales, and also about canonically normalizing the higgs elds. Indeed,
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if we add an additional term
W

= H
1
H
2
(90)
to the supotential, then the contribution to the mass squared of the canonically nor-
malized higgs elds is
m
2

= m
2
3=2

2
M
4
P
jW j
2

i
hT
i
+ T
i
i

i
+
i
; (91)
where 
i
, 
i
are the weights of the two higgses with respect to T
i
(which can be 0,
1
2
,
1). Requiring that the -term eventually generates a Higgs mass term of order m
W
determines the magnitude of ;
 =
jW j
M
2
P

i
hT
i
+ T
i
i

i
+
i
2
: (92)
The notation is a little sloppy but hopefully clear; the T
i
+ T
i
factors coming from
the Kahler metric and the canonical normalization are the eventual T
i
vevs (not the
elds themselves). Notice that, even if the normalization factors hT
i
+ T
i
i

i
+
i
are of
order one, the mass scale required for  is very dierent from the usual   m
W
. For
example, if M
s
 10
16
GeV then we would require   10
10
GeV.
The equivalent term in the Kahler potential is found by performing the Kahler
transformation K ! K +M
2
P
(F + F ); W ! We
 F
with F = H
1
H
2
=jW j giving the
term
K

=
^
H
1
^
H
2
: (93)
This term is the canonically normalized Giudice-Masiero term and adding a term like
this to the Kahler potential seems to be the most attractive way to guarantee higgs
mass terms of the right order.
Despite this we must still pay attention to possible non-renormalizable terms in
the superpotential because as we have seen, the required  term is proportional to
jW j  M
3
s
, whereas in general we would expect the leading terms to be  / M
s
, and
therefore much larger. In general therefore, we have to prevent lower order terms from
contributing signicantly. The relevant eective non-renormalizable terms become im-
portant at the string scale and one does not expect additional volume factors to appear
in the higher order diagrams. The most general expressions for them are therefore of
the form
W

= g
W
(
~
X)
~

 
(q
H
1
+q
H
2
)
q
0
0
M
s
H
1
H
2
; (94)
where g
W
(
~
X) is an arbitrary function with a vev of O(1). Since 
0

p

1
jÆ
GS
xjM
P
,
these -terms will be many orders of magnitude larger than the required value in
eq.(92). The simplest way to forbid these terms is to choose (q
H
1
+ q
H
2
)=q
0
=2 0 [Z
 
,
so that there are no invariant operators with positive integer powers of 
0
.
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Remaining contributions to  are then suppressed by powers of h
1
i and may them-
selves lead to a phenomenologically desirable . Consider, for example,
X = 
2
0

 2q
0
q
1
1
with (q
H
1
+ q
H
2
)=q
0
> 0. In this case the leading contribution to  is
g
W
(
~
X)
~

 
(q
H
1
+q
H
2
)
q
1
1
M
s
H
1
H
2
: (95)
We have already seen that
~

1
 1 to get the correct value of m
3=2
, and it is possible to
choose charges so that the value of  in eq(92) results. For example, if the higgs elds
couple to the same T
i
as the mesons, then X M
3
s
and 
0

p
jÆ
GS
xj=
X
M
P
so that
~

1
jÆ
GSx
j  
X
M
2
s
=M
2
P
, and the generated  is

eff
=M
s

M
2
P
jÆ
GS
xj
M
2
s

X

 
q
H
1
+q
H
2
2q
0
: (96)
This should be compared with the required  in eq.(92) which we can write as
 =
jW j
X
M
2
P
 M
s
jÆ
GS
xj :
M
2
s

X
M
2
P
jÆ
GS
xj
: (97)
The two are of the same order when
q
H
1
+ q
H
2
  2q
0
= 0 ; (98)
and thus for any combination of charges satisfying this condition we can expect a -term
of the correct order to be generated by non-renormalizable terms. If this combination
of charges is negative then the  term will again be too large, if it is positive then we
must rely on the Giudice-Masiero mechanism for generating the correct term.
Once we have generated a -term of the correct order, we automatically have a
supersymmetry breaking B-term of order m
3=2
, and it is simple to show that the phase
of this term vanishes in the same way as it does for the A-terms. The phase of  must
be small even if the phase of
~
X is maximal because our model favours j
~
Xj  m
u
=m
t
so that g
W
(
~
X)  1 + d
~
X at leading order.
An additional singlet
We should briey mention the second idea for generating an eective  term. It is
often referred to as the Next-to-MSSM (NMSSM), and relies on an additional gauge
singlet which aquires a vev of O( 1TeV) thanks to the higgs superpotential [15],
W
S
= S
3
+ SH
1
H
2
: (99)
The resulting phenomenology is similar to that of the usual MSSM [15]. In this original
version of the NMSSM, the superpotential has a global Z
3
symmetry (under which the
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elds are all rotated by a phase e
i=3
). This protects the singlet against destabilizing
divergences or non-renormalizable terms which would otherwise generally drive it to
hSi M
s
[16, 17].
The class of models under investigation clearly includes the NMSSM. One of the
invariants X
m
can play the role of the NMSSM singlet, S. Again a Z
3
symmetry can
prevent the vev of this singlet being driven to M
s
by destabilizing divergences or non-
renormalizable terms, and again one expects that when Z
3
symmetry is broken by the
electroweak phase transition, the invariant acquires a vev of order 1TeV. The analysis
of the A-terms is unchanged, and there is no further contribution to CP violation,
so that the EDMs are protected. From this point of view additional singlets with
vevs protected by discrete symmetries are benecial and seem natural, however these
models have other serious diÆculties. The Z
3
symmetry implies that the breaking of
electroweak symmetry gives cosmological domain walls with a typical mass per unit
area of m
3
W
[18]. One possible way to avoid destabilizing divergences and yet break
the Z
3
symmetry in the global theory is to impose instead an R-symmetry in the
model [17]. There has been recent interest in this idea although we will not pursue it
here [19]. (For other aspects of these models and other ideas see ref. [11] and references
therein.)
6.2 Higher order corrections in the Kahler potential
We now turn to the question of higher order corrections which may destroy the at-
tractive properties of the soft breaking terms that we have found at leading order. As
we have seen, these properties are independent of the form of the superpotential to
all orders. Therefore, the most dangerous terms are those coming from higher order
contributions in the Kahler potential. For example, the Kahler potential can take the
form
K
j
i
= (Æ
i
j
+K
(1) i
j
(X;X
+
))
^

i
^

j
+ h.c. (100)
where K
(1) i
j
are some functions of the invariants. These higher order terms in eq.(100)
are generally avour changing and, because of the phase of hXi, they will also con-
tribute to CP violating observables such as the " and "
0
parameters of the kaon system.
We can estimate the constraint on these terms from the fact that the additional contri-
bution to the Kahler potential will cause a mass splitting in the squark mass-squareds
of order,
Æ
f
ij
=
m
2
i
 m
2
j
m
2
i
+m
2
j
 K
(1) i
j
; (101)
where f is the squark label. The bounds on these parameters have been widely studied
in the literature, and they are particularly strong for the 1st and 2nd generation mixing,
and for the combination Æ
f
12
=
q
(Æ
f
LL
)
12
(Æ
f
RR
)
12
. From M
K
and "
K
one nds that [20]
Re[Æ
f
12
]
<

6:10
 3

m
~
d
1TeV

; Im[Æ
f
12
]
<

5:10
 4

m
~
d
1TeV

: (102)
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The most direct way to satisfy these constraints is to tune hjXji to be small. As we
discussed earlier this means tuning the parameters in the perturbative superpotential
and will still be compatible with setting M
s
= M
GUT
if we choose the rank of the
condensing hidden gauge group, N
c
, correctly.
More dangerous higher order corrections come from terms of the form
C
j
^

0
j
2
M
2
s
^

i
^

j
 CjÆ
GS
xj
M
2
P
M
2
s
^

i
^

j
(103)
where C represents some coupling factor between j
^

0
j
2
and the
^

i
's. To forbid these
requires C 
M
2
s
=M
2
P
jÆ
GS
xj
 10
 6
=jÆ
GS
xj. We reasonably expect jÆ
GS
xj  10
 3
so that the
constraint becomes C  10
 3
. We recall that 
0
corresponds either to C
9
i
or C
5
k
j
elds.
Also, tree level interactions between C elds are described by the superpotential [6,21]
W
9
= C
9
1
C
9
2
C
9
3
+ C
5
1
5
2
C
5
3
5
1
C
5
2
5
3
+
3
X
i=1
C
9
i
C
95
i
C
95
i
(104)
W
5
=
3
X
i=1
 
C
5
i
1
C
5
i
2
C
5
i
3
+ C
5
i
i
C
95
i
C
95
i

(105)
+
3
X
i6=j 6=k=1

C
5
i
j
C
5
i
5
k
C
5
i
5
k
+
1
2
C
5
j
5
k
C
95
j
C
95
k

To suppress the interactions (103), we see from (104) that visible elds should not be
C
9
i
nor C
95
i
if 
0
is associated with C
9
i
. However, they can be any other C elds, in
which case the interactions (103) will come from loop diagrams and we expect them
to be suppressed and obey the constraint C  10
 3
. Similarly if 
0
is associated with
C
5
k
j
. In this case, visible elds should not be C
5
k
j
nor C
5
i
5
j
according to (105).
6.3 Relating CP violation and avour changing
Finally we remark on another scheme for addressing the susy CP problem, which is
to associate CP violation with avour violation. This idea arises naturally when the
Yukawa couplings are associated with adjoint elds that acquire vevs [22] and the
resulting couplings are hermitian in avour space. Such a scheme can be incorporated
into the present framework by putting the X elds into the adjoint representation of
a horizontal avour symmetry. Note that a requirement for this to work is that the
supersymmetry breaking dynamics to not contribute further to CP violation [22], as is
indeed the case here. (The role of the F -term vevs is merely one of transmitting the
CP violation to the visible sectors.)
It is clear, since we have been careful to maintain complete control over the dy-
namics of dilaton stabilization and over the spontaneous breaking of CP, that this idea
goes through unchanged. In particular, we diagonalize the Kahler metric in eq.(100)
by making unitary transformations. However the A-terms and Yukawa couplings are
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hermitian. Diagonalization of the Yukawas therefore also involves a unitary transfor-
mation and the A-terms remain hermitian with real diagonal components. This scheme
keeps CP violation out of the -term and the avour diagonal A-terms, and the con-
tribution to EDMs is automatically suppressed; CP violation is always, as observed in
nature, associated with avour changing.
7 Summary
We have studied supersymmetry breaking by a single gaugino condensation in the
context of type IIB orientifolds. While there does not yet exist any realistic particle
spectrum in the simplest constructions [6], our goal was to bring out some phenomeno-
logical features that are expected to be typical of these theories. We found that it
is possible to stabilize the dilaton and moduli elds at vevs which are in agreement
with both realistic gauge couplings and an electroweak supersymmetry breaking scale.
It also predicts a string scale close to the conventional unication scale M
GUT
. The
stabilization utilizes an anomalous U(1) symmetry and relies heavily on the presence
of twisted moduli elds, M , that appear in the Kahler potential. In addition to these
nice properties the stabilization incorporates spontaneous CP breaking leading to com-
plex Yukawa couplings and a CP violating phase in the CKM matrix. In contrast,
soft-masses, and the A and B-terms are guaranteed to be real at leading order, and
depend only on the choice of U(1) charges, hinting strongly at a possible solution to
the susy avour and CP problems. Suppressing the higher order contributions to CP
and avour changing requires some constraints on the U(1) charges and this favours
some non-universality in the supersymmetry breaking.
We should emphasize the major role played by the anomalous U(1) in our analysis.
First it generates an M -dependent Fayet{Iliopoulos term and consequently xes the
vev of the meson via the D-term equation. Second, it plays a role in spontaneous CP
violation; the size of the phase in the CKM matrix is given by the phase of the U(1)
invariants. This depends on the couplings between the non-renormalizable interactions
in the perturbative superpotential. Finally the U(1) symmetry governs the avour
structure on two levels: not only does the U(1) charge determine the A-terms, but also
it is useful to produce a Froggatt{Nielsen like hierarchy in the quark mass matrix. The
relation between charges, soft-terms and Yukawa couplings is similar to that of ref. [23]
and the phenomenological consequences are expected to be the same. One particularly
interesting conclusion is therefore that the vev of the U(1) invariants determines both
the Yukawa hierarchy and the string scale. Our nal picture is the following:
 if arg(
~
X)  O(1), we have maximal CP violation in the CKM matrix, however
the soft terms are real. Also, the phase of  is small because j
~
Xj < 1. We
can choose charges such that A-terms are universal and then FCNCs and EDMs
are both suppressed at leading order. However, avoiding FCNCs at higher order
requires some non-universality in the A-terms.
 if arg(
~
X) is small, this is a natural scenario for approximate CP [3]. Now the non-
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universality is required to account for the observed value of "
K
and "
0
K
through
supersymmetric diagrams.
These two possibilities for solving the susy avour and CP problems are already well-
known general ideas in the literature. However, here they are the outcome of the
specic dynamics of dilaton and moduli stabilization leading to dynamical relations
between the auxilliary elds.
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Appendix: Inverse Kahler metric and scalar poten-
tial in the case T
1
6= T
2
6= T
3
In [1], we detailed the computation of the inverse Kahler metric and the scalar potential
in the case where all moduli T
i
are assumed to be degenerate i.e. T
1
= T
2
= T
3
= T .
In this appendix we relax this assumption and expose the results in the most general
case. It appears that the potential can still be expressed in a simple form similar to
the degenerate case.
For independent T
i
, the Kahler potential is:
K =   ln s 
3
X
i=1
ln 
i
+
^
K(m
k
); (106)
where

i
= T
i
+ T
i
  j
i
j
2
; m
k
=M
k
+M
k
 
X
i

i
k
ln 
i
: (107)
From the Kahler equation (7), we have only kept the C
9
i
matter elds (for convenience,
C
9
i
are denoted 
i
) since only the elds charged under the D9-brane gauge groups will
condense. Note that 
i
= 
i n
are vectors, so that we are allowing for the most general
case. Note that we changed the notation Æ to  since it now carries two indices and
could be confused with the Kronecker symbol.
We get the following for the rst derivative of the Kahler potential:
K

=

 
1
s
;  
(1 + 
i
:x)

i
; x
k
; 
i
(1 + 
i
:x)

i

: (108)
Here we have introduced x
k
= @
^
K=@M
k
, and have dened a dot product, 
i
:x 
P
k

i
k
x
k
. Dierentiating again we get
K

=

1
s
2
0
0 K
ab

:
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To express K
ab
and its inverse we dene
J
kk
0
=
@
2
^
K
@M
k
@M
k
0
A
kk
0
= (J
 1
)
kk
0
+
X
i

i
k
1
(1 + 
i
:x)

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The hidden sector group being on a D9-brane, the superpotential does not depend on
the T
i
. One can easily check that the F -part of the scalar potential,
V
F
= e
G
( 3 +G
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B where G = K + ln jW j
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(110)
may be written as:
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where we have dened
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Like in the degenerate case, the dilaton is xed because x
k
and B
0;k
get a vev. There
is also the D-term contribution,
V
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where
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We see that if one eld dominates, for example 
2
, then the D-term equation D
X
= 0
does x the ratio j
2
j
2
=
2
in terms of x. One can also assume that C
9
1
and C
9
3
are not
charged under U(1)
X
. While our model looses some predictability (the string scale will
remain a free parameter with 
1
and 
3
), one advantage is that the dilaton and twisted
moduli (and therefore the gauge couplings on the D9-brane) are xed whatever the
values of 
1
and 
3
.
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Resume
Le Modele Standard de la physique des particules a ete remarquablement teste aupres
des grands accelerateurs jusqu'a une energie de l'ordre du TeV. Malgre ses succes, un
grand nombre de problemes restent sans solution. Par exemple, le Modele Standard ne
permet pas d'expliquer l'origine de la preponderance de la matiere sur l'antimatiere, ni
l'origine du rapport 10
16
entre l'echelle de brisure electrofaible et l'echelle de Planck.
Les interactions electrofaibles et fortes ne sont pas uniees et de plus, la gravite est
absente. Cette these s'interesse a dierents aspects phenomenologiques des theories
d'extension du Modele Standard. Le premier chapitre porte sur la baryogenese electro-
faible dans le Modele Standard Supersymetrique Minimal et plus speciquement sur la
dynamique de la transition de phase electrofaible. Le deuxieme chapitre est consacre
au probleme de la brisure spontanee de la supergravite dans les theories de cordes
eectives, les seules theories orant l'espoir d'une description uniee des interactions
gravitationnelles avec les autres forces fondamentales. Enn, le dernier chapitre discute
un certain nombre de modeles phenomenologiques utilisant les proprietes des branes et
la presence de dimensions supplementaires an de reformuler le probleme de hierarchie
de jauge en termes geometriques.
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