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1 INTRODUCTION
Mr. Smith is the father of two children and works as a sales associate in a large retail store. After five years of driving
his car to work every day, he decides to upgrade to a more recent and more CO2 efficient model. So he makes an
appointment, and goes into his bank to get pre-approved for a car loan. To his big surprise - and to that of the bank
advisor - he is denied the loan. The explanation of the advisor: "I’m sorry Sir, the system denied your application. There
is, unfortunately, nothing I can do. I am very sorry."
Situations similar to this fictional scenario have caught a lot of media attention recently under the topic Bias in AI.
While part of the problem can be attributed to the unintentional presence of non-causal correlations in the training data,
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another part is the amount of information given to the users of such AI systems. The above situation could be softened,
if the system could provide an explanation for why it made the decision to reject the car loan. The currently emerging
area of explainable AI (XAI) seeks to investigate such explanations, and asks how we can understand decision-making
systems. The importance of this field is also acknowledged by the EU, stressing that explainability - sometimes called
transparency - is an essential component to achieve trustworthy AI [29].
The idea of explaining a system’s action (justification), however, is not new. Starting in the late 1970s scholars
already began to investigate how expert systems [56, 67, 71] or semantic nets [24, 72], that use classical search methods,
encode their explanations in human readable form. Two prominent examples of such systems are MYCIN [67], a
knowledge-based consultation program for infectious disease diagnosis, and PROLOG, a logic based programming
language. MYCIN is particularly interesting, because it already explored the idea of interactive design to allow both,
inquiry about the decision in the form of specific questions, and rule-extraction based on previous decision criteria [67].
The community around Human-Robot Interaction (HRI) is also interested in this ability to explain, and scholars have
been very active in this domain over the past few years (see figure 1). Here the aim is to explain why an embodied agent
executed an action in the past (justification), explain the robot’s view of the world in the present (internal state), and
explain the robot’s plans for the future (intent). In HRI this is known as explainability, expressivity, or transparency, and
is unique, because robots offer a larger array of modalities to communicate this information thanks to their embodiment.
In our work, we want to show how these unique modalities can be exploited for explainability, and highlight which
aspects require further inquiry. As such, we contribute to the field of explainability and transparency in HRI with
a review of the existing literature in explainability that organizes it by (1) providing an overview of existing
definitions, (2) showing how explainability is implemented and how it exploits different modalities, and (3) how
the effect of explainability is measured. This provides interested scholars with an overview of the current state-of-
the-art. Additionally, we present a list of open questions and challenges that highlight areas that require further
investigation by the community.
2 CURRENT INVESTIGATIONS INTO EXPLAINABILITY IN HUMAN-AGENT SYSTEMS
Other authors have written about explainability in human-agent systems, stated their position, and reviewed some of
the existing literature [20, 21, 31, 44, 58, 62].
Doshi-Velez and Kim [17] and Lipton [42] sought to refine the discourse on interpretability identifying the desiderata
and methods of interpretability research. Their research focused on the interpretation of machine learning systems from
a human perspective and identified trust, causality, transferability, informativeness, and fair and ethical decision-making
as key aspects. Rosenfeld and Richardson [52] provided a notation for defining explainability in relation to related terms
such as interpretability, transparency, explicitness, and faithfulness. Their taxonomy encompasses the motivation behind
the need of explainability (not helpful, beneficial, critical), the importance of identifying the target of the explanation
(regular user, expert user, external entity), when to provide the explanation, how to measure the effectiveness of it and
which interpretation of the algorithm has been used. Track et al. [65] presented a systematic review and clustered the
results in respect to the demographics, the application scenarios, the intended purpose of an explanation, and if the
studies were grounded into social science or psychological background. The review summarised the methods used
to implement the explanation to the user with its dynamics (context-aware, user-aware, both or none), and the types
of explanation modality. Alonso and De La Puente [3] proposed a review of the system’s transparency in a shared
autonomy framework, stressing the role of transparency in flexible and efficient human-robot collaborations. Their
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review underlines how transparency should vary in relation to the level of system autonomy and how the exploitation
of transparency mechanisms can result from an explanation, a property of an interface, or a mechanical feature.
2.1 Methodology
For this review, we chose to use keyword based search on the SCOPUS1 database to identify relevant literature, as this
method makes our search reproducible. It also allows us to take a systematic approach to corpus generation.
First, we identified a set of relevant papers in an unstructured manner based on previous knowledge of the area.
From each paper, we extracted both, the indexed and the author keywords, and rank ordered each keyword by occur-
rence. Using this method, we identified key search terms such as human-robot interaction, transparent, interpretable,
explainable, or planning.
Table 1. Inclusion Criteria and Search Terms
Keyword Description Search Term
Human Involvement exclude papers without human in-
volvement, e.g. position papers or
agent-agent interaction
( "human-robot" OR "child-robot"
OR "human-machine" )
Transparency ( transparen* OR interpretabl* OR
explainabl* )
Transparency II ( obser* OR legib* OR visualiz* OR (
commun* AND "non-verbal" ) )
Autonomy exclude papers that are not using an
autonomous agent
( learn* OR plan* OR reason* OR
navigat* OR adapt* OR person-
alis* OR decision-making OR au-
tonomous )
Social Cues exclude papers that don’t have a so-
cial interaction between human and
agent
( social OR interact* OR collab* OR
shared OR teamwork OR ( model*
AND ( mental OR mutual ) ) )
Social Agent exclude papers that don’t use a so-
cial agent
( agent* OR robot* OR machine* OR
system* )
Recency Only consider the last 10 years ( LIMIT-TO ( PUBYEAR , 2019 ) OR
... OR LIMIT-TO ( PUBYEAR , 2009 )
)
Subject Area Only consider papers from com-
puter science, engineering, math,
psychology, social sciences, or neu-
roscience
( LIMIT-TO ( SUBJAREA , "COMP"
) OR LIMIT-TO ( SUBJAREA ,
"ENGI" ) OR LIMIT-TO ( SUBJAREA
, "MATH" ) OR LIMIT-TO ( SUB-
JAREA , "SOCI" ) OR LIMIT-TO (
SUBJAREA , "PSYC" ) OR LIMIT-TO
( SUBJAREA , "NEUR" ) )
Next, we chose a set of inclusion and exclusion criteria to focus the review on interaction scenarios that involve
humans and embodied social agents (see table 1). For each criterion we designed a search string, and then concatenated
them all to obtain a final query.With it, we searched SCOPUS, obtained 263 papers, andmanually selected relevant papers
1https://www.scopus.com/
Manuscript submitted to ACM
4 Wallkötter and Tulli, et al.
2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
1
2 2
1
5
6
7
10
Fig. 1. Histogram of the core papers identified for this review by year of publication.
from this list. To ensure reliability of the selection, the two main authors rated inclusion of each paper independently. If
both agreed on the relevance, we treated the paper as relevant; similarly, if both agreed it was not relevant, we excluded
it. For papers with differing opinion, we discussed their relevance and made a joint decision regarding the paper’s
inclusion; This left us with 34 papers for the final review. Visualizing the year of publication for these core papers
provides additional evidence for the increasing interest in this area (figure 1).
While these 34 papers from the core of our search, we extended this list individually for each section in this work,
by looking at references and citations of the papers. Our reasoning is that some papers linked to the core via citation
provide a unique insight into one section of our review, but may not fall within our inclusion criteria. Hence, we choose
to mention these works in the individual section - providing an encompassing overview -, but not include them in the
overall discussion.
For more reproducibility, we are sharing both the initial list of included and excluded papers (with a reason why
each paper was excluded), and the final list of included papers with detailed information in form of two spreadsheets as
supplementary material.
3 DEFINITION
Before starting to look into how different modalities are exploited, it is important to understand what different scholars
mean when they talk about explainability. Considering the recency of the topic, a standard definition has yet to be
agreed upon, and definitions are mainly driven by the main motivation of the experiment. The main motivations we
found in the core papers are:
• Interactive Machine/Robot Learning investigates the need of explainability in the context of robot learning.
The main idea is that revealing the robot’s internal states allows the human teacher to provide more informative
examples [14, 43, 61, 64].
• Human Trust states that adding explainability increases human trust and system reliability. It empathizes the
importance of communicating the agent’s uncertainty, incapability, and existence of internally conflicting goals
[37, 51, 53, 70].
• Teamwork underlines the value of explainability in human-robot collaboration scenarios to build shared mental
models and predict the robot’s behaviour [13, 28, 30, 41, 55].
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• Ethical Decision-Making suggests that communicating the robot’s decision-making processes and capabilities,
paired with situational awareness, increases a user’s ability to make good decisions[1, 37, 50].
Table 2. Definition ordered by time
Author(s) Definition Research Domain
Lütkebohle et al. [43] Structure verbal and non-verbal dialog
to guide human actions
Machine Teaching, Predictability,
Human-Robot Collaboration
Chao et al. [14] Explain the robot’s internal states in
order to improve the learning experi-
ence by revealing to the teacher what
is known and what is unclear
Machine Teaching, Predictability
Lee et al. [39] Develop expectancy-setting strategies
and recovery strategies for forewarn peo-
ple of a robot’s limitations and reduce
the negative consequence of breakdowns
Robot acceptance
Ososky et al. [47] Degree to which a system’s action, or the
intention of an action, is apparent to hu-
man operators and/or observers - “able
to be seen through” or “easy to notice or
understand”
Trust, Reliance, Human-Robot Collabo-
ration, Operator Workload
Sciutti et al. [55] Convey cues about object features (e.g.,
weight) to the human partner using im-
plicit communication
Human-Robot Collaboration
Boyce et al. [8] Display transparency information (SAT
model [15]) in the interface of an au-
tonomous robot
Trust
Wang et al. [69] Generate explanations of the robot’s rea-
soning, communicate uncertainty and
conflicting goals
Trust, Teamwork
Perlmutter et al. [49] Communicate robot’s internal processes
with human-like verbal and non-verbal
behaviors
Communication, Visualization, Control
Chen et al. [15] Visualize intent, reasoning and predicted
future states (perception, comprehen-
sion and projection)
Trust, Human’s Workload
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Author(s) Definition Research Domain
Schaefer et al. [53] Visualize robot’s reasoning processes
and intent
Human-Robot Collaboration, Trust
Hayes and Shah [28] Share expectations and convey inten-
tions, plans, or justifications
Human-Robot Collaboration, Control,
Debug
Roncone et al. [51] Provide appropriate measures of uncer-
tainty for having mental models about
the tasks shared between peers
Trust, Proficiency, Confidence, Uncer-
tainty, Introspection
Chakraborti et al. [13] Identify and reconcile the relevant differ-
ences between the humans’ and robot’s
model for building optimal explanations.
Reveal information regarding the future
intentions of the robot at the time of task
execution using projection-aware plan-
ning
Communication, Human-Robot Collabo-
ration, Impedance Mismatch
Sreedharan et al. [59] Produce a plan that is closer to the hu-
man’s expected plan and a plan explana-
tion that includes correction of the belief
state (goals or state information) as well
as information pertaining to the action
model itself
Human-Aware Planning, Human-Robot
Collaboration
Zhou et al. [73] Communicate the robot’s internal state
though timing
Perceived Naturalness, Human’s Learn-
ing (Task Understanding)
Kwon et al. [37] Express robot’s incapability and commu-
nicate both what the robot is trying to
accomplish and why the robot is unable
to accomplish it
Robot’s Acceptance, Human-Robot Col-
laboration
Baraka et al. [6] Externalize hidden information of an
agent. Express robot behaviors that have
a specific communicative purpose.
Human-Robot Collaboration, Control,
Communication
Gong and Zhang [25] Signal intentions using natural language Teamwork, Human-Robot Collaboration
Lamb et al. [38] Implement behavioral dynamics models
based on human decision-making dy-
namics
Human-Robot Collaboration
Manuscript submitted to ACM
Explainable Agents Through Social Cues: A Review 7
Author(s) Definition Research Domain
Akash et al. [1, 2] Provide visual, context-dependent rec-
ommendations based on the level of trust
and workload of the human
Trust, Human’s Workload, Real-Time
Human-Robot Collaboration, Recom-
mendation, Visualization, Informed
Judgements
Tabrez and Hayes [61] Anticipate, communicate, and explain
justifications and rationale for AI driven
behaviors via contextually appropriate
semantics
Trust, Machine Teaching
Legg et al. [41] Establish a two-way collaborative dia-
logue on data attributions between hu-
man and machine and express personal
confidence in data attributions
Active Learning, Human-Robot Collabo-
ration
Poulsen et al. [50] Real-time graphical and audible repre-
sentation for communicating the robot’s
decision-making processes and reflect-
ing on the robot’s real capabilities, inten-
tions, goals and limitations
Ethical Decision-Making, Trust
Huang et al. [30] Communicate information to correctly
anticipate a robot’s behavior in novel sit-
uations and building an accurate mental
model of the robot’s objective function
Prediction, Human-Robot Coordination
Khoramshahi and Billard [33] Comply robot’s behavior with human in-
tention, adapting generated motions (i.e.,
the desired velocity) to those intended
by the human user
Human-Robot Collaboration
We have aggregated the individual definitions used in each paper and the motivations behind them in table 2.
Although these definitions differ among each other there are commonalities based on their motivation. Guidance and
the dialog with a human tutor are aspects that turn out to be important for interactive machine/robot learning ("dialog
to guide human actions" [43], "revealing to the teacher what is known and what is unclear" [14]). Providing information
about the level of uncertainty and expressing robot incapability are core concepts of explainability that enhance human
trust ("communicate uncertainty" [70], "provide appropriate measures of uncertainty" [51], "express robot incapability"
[37]). The ability to anticipate a robot’s behavior and establish a two-way collaborative dialogue by identifying relevant
differences between the humans’ and the robots’ model, are shared elements of the definitions around teamwork
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("anticipate robot’s behavior" [30], "establish two-way collaborative dialogue" [41], "reconcile the relevant differences
between the humans’ and robot’s model" [11], "share expectations" [28]). Authors that refer to ethical decision-making
identify the communication of the intentions and context-dependent recommendations as crucial information ("robot’s
real capabilities, intentions, goals and limitations" [50], "context-dependent recommendations based on the level of
trust and workload" [2]).
4 SOCIAL CUES
After reviewing the definitions and main motivations of the selected papers, we want to now focus on the second aspect
of our review: how different social cues are exploited to achieve explainability.
While there are many ways to organize robot action, in this section we are interested in the communicative value of
them and what they reveal about the robot’s intent, internal state, and justifications. In particular, we are asking which
modality is used by each author, and how explainability is achieved through them.
In this context, explainability can be seen as the expression of information about mental states and plans via social
cues [66]. We cluster these cues into three categories:
• Speech is often used to translate the robot’s internal state into natural language [28, 69], aimed to facilitate
rapid fault diagnosis, and anticipate future actions. The statement might be task specific (context-dependent)
[25] and may be personalized to the observer [61].
• Gesture can be used by the robot to give feedback about its intent in a learning scenario [14, 43] and might
be mixed with other modalities, e.g., speech or visual animations, to communicate the target or features of a
manipulation task, e.g., to express uncertainty about which type of grip is required [43, 54]. Example gestures
include head-shaking to communicate (dis-)agreement, or shrugging to communicate the prediction confidence
[14]. Repeating a gesture and modulating its timing, can signal the perceived confidence or incapability [37, 73].
In addition, autonomous cars can manipulate their physical behavior to give information about current and
alternative trajectories [30].
• Visual Feedback is any cue that is not a gesture and that is observed through the user’s eyes. They are often
motivated by a noisy environment unsuited for audio cues, or used in combination with other social cues [49, 51].
Blinking lights, fading animations, or progress bars, are examples of this category and can communicate the
robot’s internal state or intent [6]. Visual feedback has its application in teleoperation or in industrial contexts in
which the design of the task or the robot itself may lack explicit expressive channels [2, 8, 53].
A detailed analysis of the social cues used in each paper is shown in table 3. Unfortunately, the cue used to express
transparency is not stated explicitly by some of the papers, nor are the decisions that lead to the choice of a certain
cue always described. Additionally, sometimes the underlying modality is also used as an input device, or to facilitate
general human-robot communication.
Never the less, we find an even distribution across above categories for the papers that explicitly specifying the used
social cue. While, at first glance, this creates the impression that research is expanding uniformly, speech is a much
more narrow category than gestures or visual feedback. As such, we would have expected more papers investigating
social cues in these latter categories. We attribute this underutilization of non-verbal cues to the efficiency of natural
language. Non-verbal feedback, while being much more diverse in its nature, is often binary in it’s application and
communicates one specific thing; a robot is either nodding in agreement, or it is not.
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Table 3. Papers on Explanability by Communication Modality
Category Paper
Visual feedback [2, 8, 15, 41, 49–51, 53]; blinking patterns, faded animations,
progress bar [6]
Speech [25, 28, 39, 43, 49, 51, 61, 69]
Gesture [33, 37, 43]; pointing, gaze, changing the ear color, nodding,
head-shaking, shrugging and combination of head and body
animations [14]; lifting weights [55]; pointing, gaze [49];
physical behavior [30]; timing of the gesture [73]; pick and
place task [38];
Still, what non-verbal cues lack in diversity, they make up for with robustness, and their positive influence on
the interaction is known [9, 32]. Among the reviewed papers, we frequently find that non-verbal cues are used in
combination with other cues, creating multi-modal expressions. This can help reinforce the provided information, or
disambiguate other cues for even more robust explanations; for example, the use of pointing to give meaning to the
word this. Yet, how to engineer a non-verbal cue for a specific explanation still needs further investigation [14], because
the quality of a non-verbal explanation changes depending on the precise display of the cue, e.g. the way the movement
is executed, or which blinking pattern is used, and because available modalities differ largely by embodiment.
Speech, on the other hand, is a very diverse cue, and is a frequent choice among researchers investigating explain-
ability; likely because it is so ubiquitous in every day human-human interaction. The literature reviewed here largely
leverages speech by using databases of pre-authored template sentences (see for example Hayes and Shah [28]), and fills
those templates with contextual information. Which template to use is either hard coded, or is selected dynamically in a
rule based fashion, e.g., the robot’s intent or last action [43], or may depend on the robot’s model of the human [61]. Yet,
speech is more than just the generation of sentences. Humans respond to sentences, which leads to dialog. This dialog
is context dependent, personalised, and situated, and offers many possibilities to improve the agent’s expressiveness;
yet, so far, not much work has investigated the use of more complex dialogue models for explainability.
5 METHODS TO ACHIEVE EXPLAINABILITY
Next, we report and discuss the methods employed to achieve explainable behaviors in social agents with a specific focus
on robots. From a HRI, introducing explainability mechanisms is challenging, as uncertainty is inherent to the whole
process of interaction from perception to decision and action. In addition, the methods used to implement explainability
require explicit consideration of the human capability to correctly infer the agent goals, intentions or actions from the
observable cues proposed by the explainability mechanism.
Looking at one specific implementation, Thomaz and Breazeal [63] introduced the Socially Guide Machine Learning
(SG-ML) framework which seeks to augment traditional machine learning models by enabling them to interact with
humans; Two interrelated questions are investigated: (i) How do people want to teach robots? (ii) How do people design
robots that learn effectively from natural interaction and instruction? This framework considers a reciprocal and tightly
coupled interaction; the machine learner and human instructor cooperate to simplify the task for each other. SG-ML
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considers explainability as a communicative act that helps the human understand the machine’s internal state, intent,
or objective during the learning process.
Table 4 summarizes the papers identified in this survey. They differ in terms of (i) the computational paradigm
used - such as supervised or reinforcement learning -, (ii) the nature of explainability mechanism employed - such as
generation of predictable/legible behavior, or query of human teachers -, (iii) the nature of communicative actions -
such as non-verbal or linguistics based features (see also section 4).
Interactive situations. Most of the situations targeted in the research papers consider interactive robot learning; a
human shapes the behavior of a social agent by providing instructions and/or social cues. The situations are illustrated
in figure 2. The behavior shaping [34, 46] aims to exploit instructions and/or social cues to steer robot actions towards
desired behaviors. Various interaction schemes have been proposed including instructions [27, 48], advice [26], demon-
strations [4], guidance [45, 60], and evaluative feedback [35, 45]. Then, computational models, mostly based on machine
learning, are exploited to modify agent states s and actions a in order to achieve a certain goal д.
As mentioned by Broekens and Chetouani [10], most of computational approaches for social agents consider a
primary task, e.g., learning to pick an object, and explainability arises as a secondary task by either communicating
the agent’s internal states, intentions, or future goals. Given the literature, it is possible to distinguish the nature of
actions performed by the agent such as task oriented actions aT and communication oriented actions aC. aT are used
to achieve a goal д such as sorting objects. aC are used by the agent to communicate with humans such as queries or
pointing to objects. This follows from the speech act theory [36] that treats communication as actions that have an
intent and an effect (a change of mind by the receiver of the communication).
In such a context, explainability mechanisms are employed to reduce uncertainty during the shaping process using
communicative actions aC before, during, or after performing a task action aT, which will change future agent state
s ′. The challenge for explainability mechanisms is then to transform agent states s and task oriented actions aT into
communicative actions either using natural language or non-verbal cues (see table 4). To tackle this challenge, several
explainability mechanisms have been proposed for human-robot interaction.
Computational paradigms. As summarized in table 4, various computational paradigms are employed ranging from
supervised learning to reinforcement learning. In supervised learning, a machine is trained using data, e.g., different
kind of objects, which is well labeled by a human supervisor. In the case of interactive robot learning, the supervisor is
a human teacher and provides labeled examples based on queries and explanations given by the robot. The interactive
nature of the learning limits the amount of human supervision. In addition, the level of expertise of the human is
rarely questioned and considered ground truth. To tackle these challenges, Chao et al. [14] proposed an active learning
framework for teaching robots to classify pairs of objects (aT). Active learning is paradigm that allows the learner to
interactively query the supervisor to obtain labels for new data (aC). By doing so, the robot both improves the learning
as well as the explainability by communicating about uncertainty. Often, active learning is a form of semi-supervised
learning, combining human supervision and processing of unlabelled data.
Another paradigm is reinforcement learning (RL), and it is one of the three basic machine learning paradigms. Here,
an agent acts in an environment, observing its state s and receiving a reward r . Learning is performed by trial-and-error
through interaction with the environment, and leverages the Markov Decision Process (MDP) framework. MDPs are
used to model the agent’s policy and help with decision making under stochasticity. This paradigm allows to represent,
plan, or learn an optimal policy - a mapping from current state to action. Analyzing this policy gives insights about
future and current states and actions. Hayes and Shah [28] developed a policy explanation framework based on analysis
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of execution traces of an RL agent. The method generates explanations (aC) about the learned policy (aT) in a way that
is understandable to humans. In RL, theoretical links between (task) learning schemes and emotional theories could be
performed. Broekens and Chetouani [10] investigate how temporal difference learning could be employed to develop
an emotionally expressive learning robot that is capable of generating explainable behaviors via emotions.
To increase the understanding of robot intentions by humans, the notion of legibility is often introduced in robotics.
Recently, Chakraborti et al. [11] discussed the overlap between explicability, legibility, predictability and transparency.
In their work, they show that they all aim to study the notion of understanding what intentions the observer will
ascribe to agent by observing its behavior. In this framework, legibility and transparency are considered as similar
notions that aim to reduce ambiguity over possible goals that might be achieved. One key concept for achieving
legibility/transparency is to explicitly consider a model of the human observer. Then, the methods aim at finding
plans that disambiguate possible goals. Dragan et al. [18] proposed a mathematical model able to distinguish between
legibility, which is defined as the ability to anticipate the goal, and predictability, which is defined as the ability to
predict the trajectory. The mathematical model is exploiting observer expectations to generate legible/transparent
plans. Huang et al. [30] propose to model how people infer objectives from observed behavior, and then it selects
those behaviors that are maximally informative. Inverse reinforcement learning is used to model observer capability of
inferring intentions from the observation of agent behaviors. Explainability implementation based on these methods
consider that task-oriented actions (aT) and communicative actions (aC) are performed through the same channel, e.g.,
movement of the robot’s arm both achieves a task and communicates the goal [57], [55].
Explainability mechanisms. In AI, explanability deals with the understanding of the mechanisms by which a model
works as is usually opposed to black-box-ness [5]. Deep learning is a typical black-box machine learning method that
achieves data representation learning using multiple non-linear transformations. Contrarily, a linear model is considered
as transparent since the model is fully understandable and explorable by means of mathematical analysis and methods.
In Arrieta et al. [5], the authors argue that a model is considered to be explainable if by itself it is understandable and
proposed various levels of model transparency: (i) simulatibility: ability of being simulated or thought about strictly a
human, (ii) decomposability: ability to explain each part of the model, and (iii) algorithmic transparency: ability of the
user to understand the process followed by the model to produce any given output from its input data.
Intrinsic transparency refers to models that are transparent by design (Figure 2). Post-hoc (external) transparency
refers to transparency methods that are applied after the decision or execution of actions. Post-hoc methods are
decoupled from the model and aim to enhance transparency of models that are not transparent by design (intrinsic)
[42]. Post-hoc transparency methods such as visualization, mapping the policy to natural language, explanation are
used to convert a non-transparent model into a more transparent one.
A large body of work aiming to achieve explainability in human-agent interaction does not explicitly refer to such
definitions that originate from machine learning. Consequently, a strict categorization of them in such categories.
Explainability can be either performed by external mechanisms that are separable from the task execution (visualization)
[49, 55, 73] or intrinsically computed by the agent policy (e.g. query learning, communicative gestures) [14, 57].
Implementation of explainability can also be done at several levels. For example via the Situation-awareness-based
Agent Transparency (SAT) model, which is based on a Belief, Desire, Intention (BDI) architecture, considers three levels
of transparency: Level 1–Basic Information (current status/plan); Level 2–Reasoning Information; Level 3–Outcome
Projections [8, 47].
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Mapping agent policy (aT) to natural language (aC) is a methodology that is more and more employed in AI to design
explainable AI [5]. In HRI, a similar trends is observed [2, 28, 61, 70]. The challenge will be to map agent policy to both
verbal and non-verbal cues (see also section 4)
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Fig. 2. Agent and Transparency Mechanisms. Intrinsic transparency refers to models that are transparent by design. Post-hoc
(external) transparency refers to transparency methods that are applied after the decision or execution of actions. Transparency could
be either performed by external mechanisms that are separable from the task execution (visualization) or intrinsically computed by
the agent policy (e.g. query learning, communicative gestures)
.
6 EVALUATION METHODS
Existing work assesses the effects of transparency on a variety of scales including, but not limited to, self-reported
understanding of the agent [25], amount of successful task completions [70], amount of false decisions [70], task
completion time [14], amount of irredeemable mistakes [61] or trust in automation [8]. During our review three major
categories of measurements emerged:
• Trust measures how willing a user is to agree with a decision of a robot - based on the provided justification -,
how confident a user is about the robot’s internal workings (internal state), or if the user agrees with the plan
provided by the robot (intent). It is measured using a self-report scale.
• Robustness measures the avoidance of failure during the interaction. Typically researchers want to see if
the robot’s intent has been communicated correctly. It is often measured observational, e.g., by counting the
frequency of successful achievements of a goal.
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Table 5. Papers on Transparency by Measure
Type Outcome Papers
Robustness positive [6, 15, 30, 37, 38, 49, 55, 68, 70]
Robustness negative
Robustness non-significant [14]
Robustness no statistical test [41, 47, 57, 59]
Trust positive [6, 8, 14, 15, 40, 53, 68, 69, 73]
Trust negative
Trust non-significant [2]
Trust no statistical test [1, 13, 22, 23, 25, 37, 47, 50, 61]
Efficiency positive [2, 40, 70]
Efficiency negative
Efficiency non-significant [14, 15, 49, 69]
Efficiency no statistical test [13, 51]
other any [12, 19, 28, 33, 43]
• Efficiency measures how quickly the task is completed. The common hypothesis behind using this measure is
that the a user can adapt better to a more transparent robot, and form a more efficient team. It is commonly
measured by wall clock time, or number of steps until the goal.
Among these measures, trust received the most attention, though be that mainly via online studies. While there is
large variance in which scale is used (often scales are self-made), a common element in all studies is to use of self-reports.
Although the consensus is that the presence of expressivity generally increases trust (see table 5), how effective
a particular social cue is in doing so has received a lot less attention. Comparisons that do exist often fail to find a
significant difference between them [8, 70]. Similarly, due to the large range of mechanisms tested - and the even larger
array of scenarios -, there is little work on how robust a specific mechanism performs across multiple scenarios. Hence,
while some form of explainability seems to be clearly better then none, which specific mechanism to choose for a
specific situation remains an open question.
Less studied, but no less important, is the effect of explainability on robustness of the interaction. Research on
the interplay between expressivity and robustness uses tasks where mistakes are possible, and measures how often
these mistakes occur [8, 49]. The core idea is that participants create better mental models of the robot when it’s
using explainability mechanisms. Better models will lead to better predictions of the robot’s future behavior, allowing
participants to anticipate low performance of the robot, and to avoid mistakes in task execution. However, experimental
evidence on this hypothesis is conflicting, with the majority of studies showing support for the idea [49], and other
studies finding no significant difference [8]. As the majority does find a positive effect, we can conclude that transparency
does help improve reliability, although not in all circumstances. A more detailed account of when it doesn’t remains a
topic for future experimental work.
Finally, efficiency is a metric that some researchers have considered while manipulating expressivity. It has been
operationalized by comparing wall clock time until task completion across conditions [14], or time till human response
[15]. Of the three types of measures, this type has received the least attention, and the findings are quite mixed. About
half of the analyzed papers find that making robots explainable makes the team more efficient, while the other half
finds no difference. However, a clear explanation for these conflicting findings remains a topic of future work.
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Table 5 shows the core papers grouped by the evaluation methods discussed above, and indicates if the effect of
expressivity on it was positive, negative, or non-significant. One important note is that many papers introduce a
measurement called accuracy; however, usage of this term differs widely between authors. For example, Chao et al. [14]
used accuracy to refer to the robot’s performance after a teaching interaction, hence it being a measure of robustness,
whereas Baraka and Veloso [7]’s accuracy referred to people self-rated ability to predicting the robot’s move correctly,
a measure of trust.
In sum, there is overwhelming evidence that explainability offers a clear benefit to virtual robots in building trust,
with some support for physical robots, too. Additionally, there is evidence that explainability can decrease the chance of
an unsuccessful interaction (improve robustness). However, papers looking to improve efficiency of the interaction find
mixed results. A possible explanation for this could be that, whilst explainability makes the interaction more robust,
the time added for the robot to display, and for the human to digest the additional information nullifies the gain in
efficiency. On top of this analysis, this section identified the following open questions: (1) Is a particular explainability
mechanism best suited for a specific type of robot, a specific type of scenario, or both? (2) What are good objective
measures with which we can measure trust in the context of explainability? (3) Why does explainability have a mixed
impact on the efficiency of the interaction?
7 DISCUSSION
In above sections we provided a focused view on four key aspects of the field: (1) definitions used, and the large
diversity thereof, (2) how social cues are used to implement explainable agents, (3) algorithms used to link explainability
mechanisms to the robot’s state or intent, and (4) the measurements to assess the effectiveness of the explainability
mechanisms. What is missing is a discussion of how these aspects relate to each other when looked at from a 10, 000
foot view, and a discussion of the limitations of our work.
It is almost self-explanatory that the scenario chosen to study a certain explainability mechanism depends on the
author’s research goal. As such, it is unsurprising that we can find a large diversity of tasks, starting from evaluation in
pure simulation [28], or discussions of hypothetical scenarios [40, 50] all the way to joint furniture assembly [51].
The most dominant strand of research has its origin in decision making, and mainly views the robot as a decision
support system [1, 2, 8, 15, 22, 23, 68–70]. In this line of research, transparency is mostly commonly defined via the
SAT-model [16]. One of the key questions is how much a person will trust the robot’s suggestions, based on how
detailed the given justification for the robot’s decision is. While these studies generally test a virtual agent shaped like a
robot, the findings here can be easily generalized to the field of human-computer-interaction (HCI), due to their design.
Hence, SAT-model based explanations can help foster trust not only in HRI, but also in the domain of expert systems
and AI. Hence, this work partially overlaps with the domain of explainable AI (XAI).
The second strand of research sets itself apart by using humans as pure observers [6, 12, 13, 25, 30, 37, 55, 57, 59, 73].
Common scenarios focus around communicating the robot’s internal state or intent by having humans observe a
physical robot [6, 55, 57] or video recordings/simulations of them [6, 37, 73]. Other researchers chose to show maps of
plans generated by the robot and explanations thereof [13, 25, 30, 59]; the researchers’ aim here was to communicate
the robot’s intent. In all scenarios the goal is typically to improve robustness, although other measures have been tested.
Particularly well done here is the work of Baraka et al. [6], who first describe how to enhance a robot with LED lights
to display it’s internal state, use crowd sourcing to generate expressive patterns for the LEDs, and then validate the
pattern’s utility in both a virtual and a physical user study. This pattern of having participants - typically from Amazon
Mechanical Turk (AMT) - generate expressive patterns in a first survey, and then validate them in a follow up study
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has also been employed by Sheikholeslami et al. [57] in a pick-and-place scenario. We think that this crowd sourcing
approach deserves special attention, as it will likely lead to a larger diversity of candidate patterns as compared to an
individual researcher generating them. Considering the wide availability of AMT this is a tool future researchers should
leverage.
A third strand of research investigates explainability in interaction between a human and a robot [14, 38, 43, 49,
51, 53, 61] or a human and an AI system [41]. Studies in this strand investigate the impact of different explainability
mechanisms on various interaction scenarios, and if they are still useful when the human-robot dyad is given a
concrete task. This is important, because users can focus their full attention on the explainable behavior in the observer
scenarios; in interaction scenarios, on the other hand, they have to divide their attention. Research in this strand is
more heterogeneous, likely due to the increased design complexity of an interaction scenario. At the same time, the
amount of research done, i.e. the number of papers identified, is less than the research done following the observational
design above; likely because of the added complexity. Never the less, we argue that more work on this strand is needed,
as we consider testing explainability mechanisms meant for HRI in an interaction as the gold standard for determining
their utility and effectiveness.
Finally, some researchers have looked at participant’s responses to hypothetical scenarios [40, 50]. The procedure in
these studies is to first describe a scenario to participants in which a robot uses an explainability mechanism during an
interaction with a human. Then, participants are asked to give their opinion about this interaction, which is used to
determine the utility of the mechanism. This method can be very useful during the early design stages of an interaction,
and can help find potential flaws in the design before spending a lot of time implementing them on a robot. At the same
time, it may be a less optimal choice for the final evaluation, especially when compared to the other methods presented
above.
Shifting the focus to how results are reported in research papers on explainability, we would like to address two
challenges we faced while aggregating the data for this review.
The first challenge is the large diversity and inconsistency of language used in the field. Explainability, transparency,
interpretability, and legibility are just a few examples of words used to describe explainability mechanisms. Authors
frequently introduce their own terminology when addressing the problem of explainability. While this might allow for
a very nuanced differentiation between works, it becomes challenging to properly index all the work done, not only
because different authors addressing the same idea may use different terminology, but especially so because different
authors addressing different ideas end up using the same terminology.
Other reviews on the topic have pointed this out as well [11, 52], and it became a challenge in our review, as we
can’t ensure completeness of our keyword search based approach. The most likely cause of this is because the field is
seeing rapid growth, and precise terminology is still developing. Instead of proposing our own definitions for these
terms, and add to the growing list of competing definitions, we would like to refer the interested reader to the review by
Chakraborti et al. [11], which provides a compelling set of definitions. While one core requirement for papers in their
review is that the robot uses an observer model - a requirement we did not introduce -, their definitions are independent
of it and are useful in a more general context.
The second challenge was that many authors only define the explainability mechanism they investigate implicitly. We
often had to refer to the concrete experimental design to infer which mechanism was studied. While all the important
information is still present in each paper, we think that explicitly stating the used explainability mechanism under
study can help discourse around transparency become much more concrete.
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In extension, some authors have implemented the explainability mechanisms on robotic systems that are capable
of adapting their behavior or perform some kind of learning. In many cases, these learning algorithms were unique
implementations, or variations of standard algorithms, e.g., reinforcement learning, which make them very interesting.
How to best incorporate an explainability mechanism into such a framework is sill an open question. Unfortunately, we
found that the details of the method are often underreported and that we couldn’t provide as detailed an account of
what has been done so far as we would have liked [65]. We understand that this aspect is often not the core contribution
of a paper, and that space is a constraint. Nevertheless, we would like to encourage future contributions to put more
emphasis on how transparency mechanisms are integrated into existing learning frameworks. Technical contributions
like this could prove very valuable for defining a standardized approach to achieve explainability in HRI.
8 OPEN QUESTIONS AND CHALLENGES
On top of providing a detailed account of the identified literature, we identified a set of open questions in the review
above. For convenience we enumerate these questions, as well as current challenges, here:
(1) How could a standardized definition of explainability look like that unifies existing definitions? (Section 3)
(2) Is the choice of explainability mechanism dependent on the combination of robot and environment? Which one
is best? (Section 6)
(3) What are good objective measures by which we can measure trust in the context of explainability? (Section 6)
(4) Why does explainability not have a positive impact on the efficiency of the interaction? (Section 6)
(5) Under which circumstances does explainability improve the robustness of the interaction? When does it not?
(Section 6)
(6) How do you model the human expectations regarding the agent’s goals and actions? (Section 5)
(7) How do you include the human in the loop? (Section 5)
9 CONCLUSION
Above we provide a systematic review of the literature in explainable agents. We used keyword based search to identify
35 relevant contributions and provided a detailed analysis of them.
First, we analyzed the definitions of explainability used in each piece, highlighting their heterogeneity. In the process,
we identify four main motivations that lead researchers to study explainability: (1) interactive robot/machine teaching,
(2) human trust, (3) teamwork, and (4) ethical decision making. We then detail why explainability is important for
each, and identify the motivations behind each of the identified papers and provide the specific definition used. Second,
we looked at communication modalities used as vehicles to deliver the explainability mechanism. We identified the
categories of (1) gestures, (2) speech, and (3) visual feedback, and describe how each provide explainable behaviors.
Third, we took stock of the algorithms used to select which part of the interaction should be made explainable. We
found that only a small fraction of the work addresses this algorithmic part and most often not in sufficient detail for an
in-depth analysis. We hence extend the literature in this section, to draw from other related work to provide a better
overview. Fourth, we asked how the impact of explainability is measured in the identified literature. We found that most
literature looks at three aspects: (1) trust, (2) robustness, and (3) effectiveness, of which trust and robustness receive the
most attention. We look at how these aspects are measured and formulate open questions for future work.
In the discussion three main strands of research emerged: The first focuses on using explainability as a method of
justifying the robot’s decision making and to calibrate user trust. The second investigates the effect of explainability
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mechanisms on humans by making them observe a robot aiming to improve the robustness of the system. The third
looks at actual interaction between a human and a robot and asks how explainability mechanisms can be of benefit here.
Finally, we provided a list of open questions and gaps in the literature that we identified during our analysis, in the
hope that further investigation will address this fascinating new domain of research.
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