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LIST OF DEFINITIONS OF TERMS 
System0 A physical electrical system, I.e., a combination 
of physical electrical devices. Typical physical electrical 
systems are: fluorescent lamp and ballast systems, amplifiers, 
power supplies, and communication systems. 
Device. A piece of electrical apparatus. Typical elec-
trical devices are: resistors, inductors, capacitors, fluores-
cent lamps, transformers, and vacuum tubes. 
Network. A hypothetical electrical system, i.e., a 
combination of definable elements, lines, and nodes, in which 
all energy Influences are included in the elements. 
Basic Network. A network in which each energy influence 
Is represented by a basic element. 
Circuit. Any closed current-path in a system or in a 
network. When all voltages in a circuit are measured with the 
same orientation with respect to the circuit, the sum of those 
voltages is equal to zero. 
Characteristic. A distinctive feature which serves to 
identify something. The electrical characteristics of systems 
and networks can be grouped into two classifications, namely, 
activities and parameters. 
Activity. A member of that class of physical character-
istics which serve to identify states of action. In general, 
the activities of electrical systems are: time, power, voltage, 
current, and their integrals and derivatives. However, time is 
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considered to be an independent variable and therefore is not 
classed as an electrical activity. Furthermore, the power of 
each component is established when all voltages and currents 
are evaluated as differentiable and integrable functions of 
time. Consequently, the significant electrical activities are 
voltage and current and their time integrals and derivatives. 
Now, the dual nature of voltage and current is well known (L-2, 
p. 43), therefore, the general discussions in this thesis will 
treat only one aspect, namely, mesh-current methods, leaving 
the node-voltage methods as being implied. For this reason, 
activity equations will be voltage equations and each voltage 
will be expressed as a function of currents, current derivatives, 
or current integrals as the dependent variables or time as the 
independent variable, forming ordinary differential equations. 
Partial differential equations were not necessary in this thesis. 
Parameter. A member of that class of physical character-
istics which serve to identify capabilities for action. In 
mathematical terms, the parameter of a component Is the dis-
tinctive function which identifies the energy influence of that 
component in a system or network. This definition of parameter 
is intended to be somewhat broader than that which seems to 
have been used in linear network theory. By this broader defi-
nition, every network element has a parameter, source elements 
Included. So, for a source element whose activity is arbitrarily 
specified in terms of time, that arbitrary time function will be 
considered its parameter-activity; in that case, the parameter of 
XV 
the element and that activity of the element are identical. This 
broader definition of parameter seems necessary because of the 
complicated forms of the functions encountered in nonlinear net-
work theory. The terms of an ordinary nonlinear differential 
equation correspond to elements in a network and, in general, may 
be polynomials in terms of sinusoidal functions of time. With the 
broader definition of parameter one can say--if every parameter of 
a nonlinear network is defined then the steady-state solution can 
be developed. And, if any parameter of a nonlinear network is un-
defined then the steady-state solution cannot be developed. This 
condition is found in nonlinear networks because the very exis-
tence of significant harmonics is dependent on the amplitudes and 
time phases of the source activities as well as on their harmonics 
and there would be an infinite number of harmonics in any general 
solution. This possibility of an indefinitely large number of 
harmonics when only a single source activity frequency exists is 
not present in a linear network because any harmonic must appear 
in some source activity if it is to appear in any steady-state so-
lution. In fact, the harmonics in the steady-state solution are 
identical to the harmonics in the sources and, due to the princi-
ple of superposition, each harmonic can be individually evaluated 
from the general solution in terms of a symbolic harmonic. 
Linear Network. A network whose activity equations are 
ordinary constant-coefficient linear differential equations, i.e., 
the terms in the activity equations can be placed in 
XV i 
e i t h e r one of two c l a s s e s , namely, terms which are e x p l i c i t 
functions of time only, or terms which are exp l i c i t f i r s t -
degree functions of e i the r the dependent var iable or one of i t s 
i n t e g r a l s or der iva t ives with respect to t ime. 
Time-Varying Linear Network. A network whose a c t i v i t y 
equations are time-varying coeff ic ient ordinary l i nea r dif-
f e r e n t i a l equat ions . 
Nonlinear Network. A network any of whose a c t i v i t y equa-
t ions are ordinary nonlinear d i f f e r e n t i a l equat ions. Any method 
adequate for the solut ion of nonlinear networks may be used in 
the so lu t ion of l inear or t ime-varying l i nea r networks. 
Equivalent Networko Any network which i s equivalent to 
a system to the extent and to the degree of approximation t ha t 
a one-to-one correspondence e x i s t s between the a c t i v i t i e s of 
the network and the a c t i v i t i e s of the system. 
Harmonic Network. A network which i s approximately 
equivalent to the basic network insofar as the basic element 
influences on the corresponding harmonic of voltages and cur-
r e n t s i s concerned. 
Element. A two-terminal network component incorporat ing 
an energy inf luence. The element current at one terminal of 
an element is iden t i ca l to the element current at the other 
terminal of tha t same element. An element cont ras t s with a 
device in two ways. F i r s t , the energy influence of a device 
may be discovered or predicted on the basis of past experience, 
but i t cannot be defined as the energy influence of an element 
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is defined. Second, an element has only two terminals while a 
device may have any number of terminals and may require a net-
work composed of many elements for adequate equivalent repre-
sentation. 
Line. A current-path between two elements or Junction-
points in a network. At any point on a line, the current and 
potential are identical to those at any other point on the same 
line. 
Node. Any junction-point and the lines directly connecting 
thereto. At any point on a node, the potential is identical to 
that at any other point on that same node. Furthermore, when 
all the currents at a node are measured with reference directions 
taken away from the node, the sum of those currents is zero. 
Mesh. A circuit which borders a "window" of a network. 
Basic Element. An element whose parameter is an individual 
function representing a single energy influence. 
Source. An element which introduces energy into a net-
work, i.e., an active element as contrasted to a passive element 
which only dissipates or stores and returns network energy. In 
addition to negative resistance elements, typical sources are: 
A "voltage" source whose parameter is a voltage which is an 
arbitrary function of time; a "current" source whose parameter 
is a current which 1s an arbitrary function of time; and a 
"harmonic" voltage or current source whose parameter represents 
the influence of an activity in a different harmonic network. 
x v i i i 
Sink. Any element which i s not considered to be a source. 
Uni la tera l Element. An element whose parameter i s a 
function of the physical direct ion of a current or of the physi-
cal po la r i ty of a vol tage . A r e c t i f i e r element is a typ ica l 
u n i l a t e r a l element. 
B i la te ra l Element. An element whose parameter i s inde«= 
pendent of any current d i rec t ion or voltage po l a r i t y . Linear 
r e s i s t a n c e s , inductances and capacitances are b i l a t e r a l . All 
elements used in t h i s t hes i s are b i l a t e r a l . 
Linearly-Coupled Element. An element whose parameter i s 
a function of a l inear summation of the a c t i v i t i e s of a number 
of different elements. 
Nonllnearly-Coupled Element. An element whose parameter 
i s a function of a nonlinear summation of the a c t i v i t i e s of a 
number of di f ferent elements. In an iron-core transformer, the 
mutual inductive influence between two coupled c o i l s would tend 
to be a nonlinearly-coupled influence i f t he i r mutual magnetic 
path was shunted by another magnetic path which allowed the 
magnetic flux of e i t h e r coi l to by-pass the other c o i l . Sur-
pr i s ing ly , as is demonstrated in the problem system, a nonlinear 
mutual inductive voltage may s t i l l be represented by a l i n e a r -
ly-coupled element, in some cases; such an element would be 
called a nonlinear l inearly-coupled element. 
Nonsymmetrlcally-coupled Element. A coupled element which 
i s not matched by similar coupled elements in the other coupled 
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c i r c u i t s . A vacuum tube has an equivalent network containing 
a nonsymmetrically-coupled element. 
Linear Element. An element whose parameter i s a constant 
or i s a function of time. 
Diagram. A graphical i l l u s t r a t i o n of the plan of any 
system, network, c i r c u i t , or node. 
Nonlinear Element. An element which i s not a l inear 
element. 
Harmonic. A frequency which appears In the frequency 
spectrum of the basic network a c t i v i t i e s . In the sense of t h i s 
de f in i t ion , a harmonic may or may not be a ra t ional f ract ion 
of any other frequency of the network; in fact i t can be an 
i r r a t i o n a l f ract ion of any other frequency of the network. 
Harmonic Parameter. An element parameter of a harmonic 
network. A harmonic parameter i s the coeff icient of the cor-
responding sinusoidal harmonic term of the parameter-act ivi ty 
of the corresponding element in the basic nonlinear network. 
Harmonic Element. An element of a harmonic network. 
Linearize. The process of es tab l i sh ing harmonic element 
parameters by analysis of the parameter-act ivi ty of a nonlinear 
element. The procedure consis ts of arranging the parameter-
ac t iv i ty of the nonlinear element as the sum of a f i n i t e number 
of simple sinusoidal functions in terms of time, and then 
assigning each sinusoidal function to the corresponding harmonic 
network as the parameter-activity of the harmonic element cor-
responding to the or iginal nonlinear element. 
XX 
Steady-State. A state of action of a network wherein the 
sum of sinusoidal functions describing each parameter-activity 
have constant amplitudes and constant phases. A steady-state 
is said to be stable if the activity variations due to random 
disturbances always decay to zero with time. The size of the 
permissible random disturbances may be considered a measure of 
the stability. 
Characteristic Equation. The equation of a linear network 
which establishes the values of the transient exponents. The 
equation is developed by replacing (Ju>n) by p in the coefficient^ 
matrix of the phaaor-form activity equations and equating the 
determinant of the resultant matrix to zero. 
Spontaneous Harmonic. Any frequency of the activities of 
a network which is not an integral-multiple, sub-multiple, or 
combination (N-47, p. 272) of driver frequencies in the basic 
nonlinear network. In Appendix G, the spontaneous harmonic 
which is the frequency of the peculiar flicker-instability can 
be varied continuously from about 80 cycles per minute to about 
120 cycles per minute by varying the magnitude of the driving 
voltage of the basic nonlinear network. 
1 
CHAPTER I 
INTRODUCTION 
Electrical network theory is the principal instrument used 
by the electrical engineer in the process of solving practical 
engineering problems which require the analysis, synthesis, and 
prediction of performance of physical electrical systems. The 
application of electrical network theory to a practical problem 
involves three important steps: (a) the representation of the 
physical electrical system by some electrical network; (b) the 
evaluation of the activities of the electrical network for the 
appropriate region of values; (c) the prediction of the perform-
ance of the physical electrical system by means of a practical 
interpretation of the calculated activities of the electrical 
network,, with due regard to the degree of approximation with 
which the electrical network actually represents the physical 
electrical system. 
A simple systematic terminology is established for the pur-
pose of clarity and brevity in thiB discussion. For convenient 
reference a List of Definitions of Terms has been Included prior 
to this chapter. Therefore only a few of the principal terms 
will be mentioned here. The word system will be used for desig-
nating any physical electrical system as contrasted to the term 
network, which will identify any defined hypothetical electrical 
system. The distinction is based on the concept that the char-
acteristics of a network are subject to definition, while the 
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characteristics of a system are subject to discovery or predic-
tion on the basis of past experience and cannot be arbitrarily 
defined. Thus, a system is a physical entity, while any system 
could be and often is represented by a variety of networks. 
This situation is usually encountered in the study of fluores-
cent lamps, where there are about as many different networks for 
representing lamps as there are people devising them. 
The voltages and currents of a system or of a network will 
be referred to, in general, as activities. Furthermore, the 
component parts of a system will be indicated by the word de-
vices, and the component parts of a network will be called ele-
ments. Parameter is the term which will be used to designate 
the function which prescribes the influence of an element on the 
network activities at that element. As with the other terms 
defined in the List of Definitions of Terms, the terminology is 
defined in as general a manner as possible so that It may be 
applied with equal meaning in both linear and nonlinear dis-
cussions. 
Now give further consideration to the first Important step 
In the application of electrical network theory, namely, the 
process of representing a system by a network. The accuracy of 
the final predictions of the electrical activities of the sys-
tem, a forecast based on the analysis of the activities of an 
equivalent network, will be a direct function of the faithful-
ness with which the network represents the system. However, the 
ease with which the network can be solved will be a direct 
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function of the simplicity of the network. When representing 
the system by a network, these two conflicting features must 
both b© considered. Generally, the more accurately the network 
represents the system, the more difficult is the subsequent 
analysis and prediction of performance. 
A linear network provides unambiguous predictions. Fur-
thermore, a very great amount of study haa been devoted to 
developing and organizing the methods of linear network theory. 
Therefore, a linear network can be utilized rapidly and accu-
rately. So, in attacking an engineering problem, an initial 
effort Is usually made to solve the problem with the use of lin-
ear network analysis. A brief review of the methods of linear 
network analysis ia shown in Appendix A. When It la found that 
the answers obtained with the use of linear network analysis are 
not adequate, nonlinear network analysis must be utilized. 
When the nonlinearities of a system have been adequately 
represented in an equivalent network and nonlinear differential 
activity equations have been derived, the solution of those non-
linear equations still imposes a formidable problem. 
An over-simplified approach to nonlinear problems, the 
method of small motions, is generally inadequate even though it 
does involve an operation which has been called linearization. 
As pointed out by Van der Pol (N-71)* in 1926, the term lineari-
zation mentioned in that method simply meant dropping the non-
linear terms from the differential equation. 
Symbols in parentheses refer to the Bibliography. 
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Graphs have been used often in transformer analysis. It is 
assumed that a single-frequency sine-wave voltage is applied and 
the resultant current wave-shape is plotted from the magnetiza-
tion curve. However accurate such graphical methods may be, . 
they become quite tedious if a number of elements are involved 
and provide no means of establishing general expressions for use 
in the analysis of multimesh nonlinear networks. 
Phase plane plots of the trajectories of linear and nonlin-
ear functions (N-47, pp. 7-131) are useful tools in network 
analysis and give accurate answers rapidly, but again these 
topological methods can become bewilderingly complex. Accord-
ingly, the solution of simultaneous nonlinear differential equa-
tions by graphical means is not usually attempted (N-47, p. 148). 
Even in the solution of simultaneous linear differential equa-
tions, the use of graphical means is not usually tried. 
The original analytical approach to the solution of non-
linear differential equations was mentioned by Lindstedt (N-38) 
in 1883 and by Poincare (N-52) in 1886. The method was applied 
to the solution of problems in celestial mechanics by Poincare 
(N-53) in 1892. The method required the assumption of solutions 
for the activibies as power series in terms of an arbitrarily 
small parameter. The terms of the power series were then evalu-
ated progressively. Van der Pol (N-71) in 1926 and others 
thereafter extended this method of approach to other types of 
nonlinear problems. 
The introduction of nonlinear elements into a network would 
5 
seem to bar the use of the simplified methods of linear network 
analysis. However, Kryloff and Bogoliuboff (N-31), in particu-
lar, and others also have clearly demonstrated that there is a 
method of individually linearizing the energy influence of each 
nonlinear network element without losing the effects of the non-
linearities. Once this Is done, the simplified methods of lin-
ear network analysis may be used to obtain approximate solutions. 
Lefsonetz (N-31), In the preface to his translation of the 
monograph of Kryloff and Bogoliuboff, stated, "Messrs. Kryloff 
and Bogoliuboff deserve much credit for the bold way in which 
they have carried out their work...." Mlnorsky has also re-
viewed their work in detail In his book on nonlinear mechanics 
(N-47). This method of averaging the influence of nonlinear 
parameters over each cycle and establishing resultant parameters 
which can be used as though they are linear has been designated 
by Kryloff and Bogoliuboff (N-47, p. 233) as the "method of 
equivalent linearization." 
The author believes that the method of equivalent lineari-
zation is the key to the establishment of straightforward meth-
ods of nonlinear network analysis which can be taught as easily 
and used as widely as those of linear network analysis. From a 
study of the references listed In the Bibliography, it seems 
that most methods for solving nonlinear differential equations 
assume that a finite number of terms of a Fourier series will 
adequately represent the solution of the equations and then pro-
vide a procedure for evaluating the terms of the series in some 
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manner equivalent to the method of equivalent linearization. 
Furthermore, if the method of equivalent linearization la ap-
plied with some anticipation of the harmonics which should 
appear in the solution, the answers will have about the same 
degree of approximation. 
Although some simple, single-mesh or single-node nonlinear 
networks may be solved by exact mathematical methods, multlmeah-
multlnode nonlinear networks seem practically unsolvable by any 
analytical method which does not employ some system of approxi-
mation. 
The object of this thesis is to describe and illustrate a 
straightforward method of obtaining practical answers to many 
nonlinear problems. The method is composed of operations that 
are taught in undergraduate engineering courses and are widely 
used in industry, except for the considerations of instability. 
The method provides a means of predicting phenomena peculiar to 
multlmesh nonlinear networks and yet avoids abstruse mathemati-
cal operations. The method gives due weight to the effects of 
complex nonlinear Influences and thereby leads to a more compre-
hensive understanding of the effect of each individual energy 
influence on over-all performance. 
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CHAPTER II 
SIGNIFICANT FEATURES OF PHYSICAL SYSTEMS 
The analysis of a physical system involves the segregation 
of the system from its surroundings. When this is done the en-
ergy influences which are externally imparted to the Bystem are 
considered to have established Independent activities in the 
system. The activities of the system which result from its in-
dependent activities are classed as dependent activities. The 
object of system analysis is to predict the dependent activities 
on the basis of given Independent activities. For example, the 
analysis of a simple transformer may have the object of predict-
ing the Input ourrent, output current and output voltage for a 
given load when the Input voltage is prescribed. In the system 
composed of the transformer and its load, the input voltage 
would be the only independent activity while the current activi-
ties would be classed as dependent. 
In order to apply mathematics to the system analysis some 
functional relation between the independent and dependent activ-
ities must be established. These functional relations form dif-
ferential equations wherein time is the independent variable. 
Solution of the differential equations is the usual means of 
predicting performance. 
A single differential equation of many terms might describe 
the system operation but would be difficult to represent by an 
equivalent network. Therefore, various tests are usually devised 
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to establish subordinate differential equations representing 
particular influences. The subordinate equations contain three 
or less successive differential forms of the activities and can 
be represented dlagrammatically by network elements. In other 
words, when the differential equations are voltage equations the 
currents would be considered to be dependent activities and the 
terras of the equations would involve only currents, their first 
time derivations, or their first time integrals. Each subordi-
nate differential equation could then be represented by a mesh 
in an equivalent network where each voltage term is represented 
by an element in the mesh. 
Each voltage term which is directly or inversely propor-
tional to the first power of a current activity is said to be 
linear. Such terms are represented in equivalent networks by 
linear resistances, inductances, or elastances according to the 
activities involved. 
When any current activity appears in more than one equation, 
coupling is said to occur and corresponding mutual coupling ele-
ments are provided in the equivalent network. 
When the individual terms of the differential equations are 
proportional to some power of an activity other than the first 
power the terms are said to be nonlinear. Such individual terms 
arise in the consideration of iron-core coils, lamps, and other 
devices, and can be expressed to some degree of approximation as 
polynomials In terms of the dependent activities. 
As the accuracy of the mathematical representations of the 
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physical systems is Improved the complexity of the differential 
equations and the associated networks also inoreases. Thus, 
apparently simple systems may require multimesh-multlnode net-
works involving so-called nonlinear coupling, nonlinear resist-
ance, nonlinear inductance, or nonlinear elastance. Actually, 
these terms are somewhat misleading since resistance, Inductance, 
and elastance are usually defined as fixed ratios or in terms of 
specific energy influences such as dissipation of energy, energy 
of motion or energy of tension. Any non-linear term may repre-
sent a combination of these influences. 
The methods of developing the differential activity equa-
tions which establish the conditions of equilibrium in a system 
are not the subject of this thesis and will not be analyzed here. 
It will be assumed that the equivalent networks have been prop-
erly devised. However, it was necessary to devise equivalent 
networks for the system described in Appendix D and those con-
siderations are presented in Appendices E and F. 
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CHAPTER I I I 
LINEAR NETWORK ANALYSIS 
In order to s impl i fy t h i s d i s c u s s i o n i t w i l l be expressed 
i n terms of the mesh-current method. However, due to the pr in-
c i p l e of d u a l i t y , t h i s should not reduce I t s g e n e r a l i t y . As 
explained by Ouil lemln (L-2, p . 4 2 ) , the node-voltage method can 
be s i m i l a r l y appl i ed . 
The d i f f e r e n t i a l v o l t a g e equations of a system are cons id-
ered to be l i n e a r when no more than a s i n g l e current a c t i v i t y to 
the f i r s t power appears i n any term. l ime, the independent 
v a r i a b l e , may appear e x p l i c i t l y in any term. Networks repre-
sent ing such equations are referred to as l i n e a r t ime-varylng-
parameter networks. For t h i s demonstration of the fundamental 
methods of l i n e a r network a n a l y s i s i t w i l l be adequate to con-
s ider only constant c o e f f i c i e n t l i n e a r d i f f e r e n t i a l equations 
which can be represented dlagrammatically by l i n e a r networks. 
The s t e a d y - s t a t e operat ion of a l i n e a r network i s independ-
ent of the i n i t i a l c o n d i t i o n s . In other words, i t i s not a 
funct ion of the manner in which the independent a c t i v i t i e s have 
reached t h e i r v a l u e s . The s t e a d y - s t a t e a c t i v i t i e s are predicted 
by determining the p a r t i c u l a r i n t e g r a l s of the l i n e a r d i f f e r e n -
t i a l equat ions . Since the terms are l i n e a r , dependent a c t i v i -
t i e s may be considered Indiv idual ly and superimposed. 
Another consequence of l i n e a r i t y i s that the dependent 
steady s t a t e a c t i v i t i e s of a harmonically driven network have 
the same frequencies as the independent activities. Again, due 
to linearity, each frequenoy can be considered separately and 
the components of the activities for each frequency can be added 
to obtain tho complete activities. 
As a direct result of the above conditions, the phasor 
method of network analysis has been developed. The phasor method 
provides a means of calculating steady-state solutions to the 
differential equations of elnusoldally driven systems by using 
simple algebra and trigonometry. 
The details of the phasor method of linear network analysis 
are demonstrated in Appendix A. 
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CHAPTER IV 
NOHIJNEAR NETWORK ANALYSIS 
Differential equations which are nonlinear present a dis-
couraging picture because there are no proven general mathemati-
cal methods for their exact solution. Equivalent networks which 
represent such equations dlagrammatically have a number of un-
usual characteristics. For example, the different frequencies 
present influence one another and must be considered simultane-
ously. In other words, the principle of superposition does not 
apply. As another example, the network may have more than one 
steady-state solution for a given set of Independent activities. 
However, the approximate method of analysis outlined herein 
can be applied to many nonlinear networks and, except for the 
tedious work associated with any complex problem, their perform-
ance can be predicted to some degree of approximation. 
This method of nonlinear network analysis interprets the 
network performance on the basis of the sum of a series of sim-
ple sinusoidal functions of time. The method of obtaining 
steady-state solutions will be explained first. The considera-
tion of instabilities and transients will then be discussed. An 
application of the method to a praotlcul engineering problem 
obtained from Industry will be demonstrated subsequently. 
For the steady-state solution, the method assumes that each 
activity of the network can be adequately represented by a fi-
nite sum of simple sinusoidal functions of time. In addition, 
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the method requires that each functional term in the nonlinear 
differential equations of the network reduce to a finite sum of 
simple sinusoidal functions of time when activities of that form 
are substituted into the term. Funotlons which are finite poly-
nomials of the network activities are quite appropriate for this 
method. 
Previous experience with this method and with the network 
involved help tremendously in reducing the labor of applying the 
method. Many terms are obtained from the expansion of relative-
ly simple functions and many of them are negligible. Their neg-
ligibility can be discovered methodically but experience with 
the method reduces the work for subsequent applications. When 
harmonic analyses of similar systems are available the signifi-
cant frequencies can be established at the outset. Otherwise 
the method may have to be reapplied as additional significant 
harmonics are developed. 
When the network is in proper form, the first phase of the 
method consists of assuming a sum of simple sinusoidal functions 
of time for every unknown activity and substituting these ex-
pressions into the functional terms of the nonlinear differen-
tial equations. All terms are then reduced to finite sums of 
simple functions of time. In fact, further manipulations will 
then arrange each entire equation as the sum of simple sinu-
soidal functions of time equated to zero. Vtoen this has been 
done each equation presents the same form as a linear network 
equation wherein different driven frequencies are Introduced. 
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Consequently, the terms of each frequency may then be separately 
equated to zero. 
There is now a set of equations in which each equation has 
terms of a single frequency. Each voltage equation can then be 
considered as the mesh voltage equation of an equivalent line-
arized network operating at the frequency appearing In the equa-
tion. Thus, there will be as many equivalent linearized net-
works as there are different frequencies in the complete set of 
equations. 
The coupling between harmonics which existed in the origi-
nal network because of the nonllnearities may cause the ampli-
tude and phase of any activity component to appear in a number 
of the linearized networks. To the extent that this occurs, the 
complete set of equations for all the linearized harmonic net-
works may have to be solved simultaneously. When the linearized 
harmonic networks are solved the evaluated harmonic activities 
can be substituted into the assumed aotivlty expressions, com-
pletely evaluating each steady-state activity of the original 
nonlinear netw ork. 
A step-by-step explanation and Illustration of this method 
is presented in Appendix B. Methods are also established in 
that appendix for the consideration of instabilities and tran-
sients. In that consideration it is assumed that the transients 
of each linearized harmonic network are influenced by the same 
linearized element parameters as the harmonic steady-state ac-
tivities. Since the linearized element parameters may be 
16 
functions of the total harmonic activity amplitudes and phases,a 
transient solution will only apply within a limited region, i.e., 
until the changes of the total harmonic activities due to the 
effect of the transients causes significant changes in the line-
arized element parameters. The calculations of steady-state and 
transients must then be repeated. Thus, step-by-step, the in-
fluence of transients and instabilities may be calculated. 
Initial conditions can be considered by tracing the change 
of the network activities from the initial state to the final 
state by the step-by-step process indicated above. This method 
Is similar to the usual method of preparing a phase-plane plot 
for simple nonlinear networks but may be complicated by the 
greater number of variables. 
An application of the method of nonlinear network analysis 
discussed here is demonstrated in Appendix G for a fluorescent 
lamp and ballast system. 
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CHAPTER V 
THE PROBLEM SYSTEM 
The approximate representation of systems by linear net-
works disregards or averages nonlinear influences which may 
cause phenomena of importance in certain cases. These cases are 
frequently encountered In industry. Systems employing iron-oore 
transformers, fluorescent lamps, vacuum tubes, or moving mechan-
ical elements often exhibit activities which cannot be predicted 
by linear methods. Various companies were contacted by the 
author for the purpose of revealing a problem which could be 
used as an example for nonlinear analysis--a problem which they 
had been unable to solve by linear methods and had not had the 
occasion to solve by nonlinear methods. 
Such a problem was reported by the Specialty Transformer 
Department of The General Electric Company at Port 7'ayne, Indi-
ana. In order to become fully acquainted with the problem, the 
author spent the summer of 1953 working in Fort Wayne in that 
department with the Ballast Engineering Section. That group now 
forms the Engineering Section of the Ballast Department located 
at Danville, Illinois, and is in the charge of Mr. Gordon C. 
Harvey, Manager-Engineering, Ballast Department. 
The problem is based on a peculiar low-frequency flicker 
(80-120 cycles per minute) which occurred in one commercial 
installation of 96 inch fluorescent lamps and ballasts. 
The peculiar flicker was eliminated in the actual 
17 
installation but the Ballast Department was still Interested in 
obtaining a more complete understanding of the unstable condi-
tion. A complete description of the commercial system la in-
cluded in Appendix C. 
The most simple commercial system possessing the peculiar 
Instability condition of special interest in this thesis re-
quired four fluorescent lamps, two three-coil transformers, two 
capacitors and a line reactance. After considerable analysis 
and experimentation, a more simplified system was devised. The 
simplified experimental system incorporated all the essential 
nonlinear features of the practical system but utilized only one 
fluorescent lamp, one two-coil transformer and one capacitor. 
The quirks of the peculiar instability were reproducible In the 
experimental system. The experimental system Is referred to 
herein as the problem system and is described in Appendix D. 
The development of equivalent networks for the fluorescent lamp 
and the Iron-core transformer are described in Appendices E and 
F, respectively. 
The prediction of the performance of the complete nonlinear 
equivalent network representing the problem system is covered in 
Appendix <J. The nonlinear analysis evaluates the system activi-
ties in the region of Interest and shows the sequence of activi-
ties In the unstable region where flicker occurs. Only the 
essential activities are evaluated since a complete evaluation 
would be too lengthy for this thesis and would obscure the gen-
eral method which is of primary concern. 
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CHAPTER VI 
CONCLUSIONS 
The method for analyzing multimesb-multinode nonlinear net-
works presented herein has a number of very worthwhile features. 
When the steady-state activities of a basic nonlinear network 
can be represented by the sum of a finite number of simple sinu-
soidal functions of time, the basic nonlinear network is suitable 
for this method. The prediction of the activities of that net-
work can then be evaluated to any desired degree of accuracy if 
sufficient labor is expended. The amount of labor required 
should not be over-estimated. For repetitious calculations with 
similar networks the lengthy expansions need not be repeated. 
In fact, if identities relating polynomials to their expansions 
in terms of finite sums of simple sinusoidal functions are pre-
pared or are available, the labor required for evaluating a spe-
cific steady-stute solution may be comparable to that required 
for evaluating the steady-state solution of a linear network of 
similar plan with the same number of harmonics present. 
The crux of the method is the choice of the signiflcunt 
harmonics, since the reliability of the answers obtained is 
dependent on the correctness of the selection of the significant 
harmonics. As with many engineering problems, many false starts 
can be avoided if some concept of the form of the answer is 
known. The selection can be based on previous harmonic analyses 
of similar systems, previous trial analyses, or other experience. 
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Existence theorems for the solutions obtained by the method 
of equivalent linearization, which is the basis of the method of 
approximating solutions that is included in the phasor method of 
nonlinear network analysis, are given by Kryloff and Bogoliuboff 
in a series of papers, two of which have been translated and 
incorporated in a monograph by Solomon Lefschetz (N-31). 
The procedures used in this method are so similar to those 
used in linear network analysis that they may be followed with-
out extensive additional training. The mathematics involved are 
primarily algebra, trigonometry, and the use of the phasor meth-
od of representing and manipulating simple sinusoidal functions. 
The complete nonlinear influences are divided into compo-
nent influences which can be successfully analyzed and evaluated. 
The linearized harmonic networks allow each harmonic to be ana-
lyzed somewhat Independently as though the principle of superpo-
sition applied, while the coupling between the linearized 
harmonic networks takes into account the conditions which pre-
vented the use of the principle of superposition. 
The application of this method to the nonlinear problem 
system shows that the answers obtained do approximate actual 
values. Of course, In a practical case the problem of develop-
ing an adequate equivalent network for a nonlinear physical sys-
tem can be even more difficult than the analysis of the network. 
This was found to be the case for the problem system. The 
equivalent networks developed for the fluorescent lamp and for 
the ballast transformer required considerable experimentation, 
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study and trial before they were satisfactory. 
The nonlinear analysis of the problem system showed that 
three conditions had to exist for the peculiar flicker to occur, 
as follows: 
1. A circuit in the second harmonic network had to be near 
resonance when the equivalent mutual inductance became negative, 
In order to provide a path for the second harmonic current. 
2. A closed conductive circuit had to exist in the zero 
harmonic network between the capacitor terminals and through the 
mutual inductance. This enabled the direct current to change the 
sign of the inductance, eliminating the instability and destroy-
ing the second harmonic resonance condition. The time-constant 
of this circuit determined the flicker frequency. 
3. The fundamental harmonic of current had to be within a 
narrow range of values so that the Influence of the direct cur-
rent would control the second harmonic resonance. 
Three significant approximations regarding the iron-core 
transformer were found adequate, as follows: 
1. The leakage reactances, series resistances, and paral-
lel conductance of the transformer could be considered constant 
even though the mutual Inductance varied excessively. 
2. The nonlinear mutual flux could be represented by a 
polynomial which consisted of the first, third, and fifth powers 
of the sura of the arapereturns of the primary and secondary. 
3. It was assumed that the transformer windings were sym-
metrically coupled. 
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CHAPTER VII 
PROSPECTIVE PROJECTS 
A study of the manner in which machine computations can be 
utilized in the application of the phasor method of nonlinear 
network analysis to various types of problems. 
A routine method for testing systems and evaluating nonlinear 
network parameters by means of machine computations would be a 
valuable contribution to the analysis of systems. The evaluation 
of the nonlinear parameters should be of considerable assistance 
in nonlinear network synthesis as well as In system analysis. 
A study of the possibilities of using additional types of 
elements in nonlinear networks might be fruitful. Perhaps net-
works with fewer meshes and higher order derivative functions 
would be more susceptible to analysis than those limited to the 
usual nonlinear resistances, inductances, and capacitances. 
Further study and experience with the phasor method of non-
linear network analysis should reduce Its complexity and perhaps 
improve its accuracy. 
Additional study of fluorescent lamps could improve the 
aocuraoy and scope of the fluorescent lamp equivalent network 
described in Appendix E. 
Additional study of iron-core transformers could improve the 
aoouracy and scope of the equivalent nonlinear networks for 
transformers. 
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APPENDIX A 
THE PHASOR METHOD OF LINEAR NETWORK ANALYSIS 
This review of the phasor method of linear network analysis 
is presented for the purpose of establishing a bssis for reference 
in the discussions of nonlinear network analysis. The methods and 
terminology used here are in general agreement with those of such 
recognized authorities as Bode (L-l) , Guillemin (L-2), and Reed 
(L-3), as well as accepted standards of terminology (D-l to D-8). 
However, there are a few modifications which seemed desirable for 
the purpose of clarity and consistency in the general discussions. 
Accordingly, s List of Definitions of Terms is inserted ahead of 
Chapter I. 
The linear networks discussed in this appendix are those 
networks whose activity equations are ordinary constant-
coefficient linear differential equations. 
The essentials of the phasor method of linear network 
analysis will now be demonstrated for a typical system consisting 
of an alternating voltage generator, a transformer, a resistor, 
and a capacitor. The generator drives the primary of the 
transformer while the secondary of the transformer drives the 
resistor and capacitor in series. The generator terminal voltage 
is considered to be a simple sine-wave voltage independent of the 
generator current. The system plan and terminal markings are 
illustrated in the system diagram of Figure A-l. 
^Symbols in parentheses refer to Bibliography. 
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Assume that an analysis of the typical system, based on open-
circuit, short-circuit, and other performance tests or on design 
calculations, has indicated that the system is adequately 
represented for the contemplated operating conditions by the , 
basic network shown in Figure' A-2. 
There are ten elements in the basic network and their 
parameters have been established as follows: 
va = Vasin(u)t + (z4 ) volts (a voltage source) 
R = vr?/ia ohms (a resistance) 
La » v-j_a/ia henries (an inductance) 
Ga = ipra/vp.a mhos (a conductance) 
vma* kma(ima - id^A) volts (an induced voltage) 
v ,» Lmd(Aima - i^) volts (an induced voltage) 
R^ = vr(j/i^ ohms (a resistance) 
d^ = vld^d henries (an inductance) 
S = vc/ic = l/C darafs (an elastance) 
R » vr^d ohms (a resistance) 
In the above list the mutual coupling parameters relate to 
the frequently used "mutual inductance (M)n in the following way: 
Lma " AMad " AMda 
L
md " \ d / A " Mda/A 
Also, the self-inductance elements included in the above list 
do not include the mutual effect, that is, they are leakage 
inductances. For example, the total self-inductance of the 
primary would be (L + L m a). This method of representing magnetic 
coupling is used here because it is necessary later in the 
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nonlinear network analysis. 
When three or more coils are magnetically coupled, it may be 
desirable to represent the magnetic circuits by an equivalent 
electrical network (Cherry, N-14) as an intermediate step in the 
evaluation of the coupled-element parameters in the complete 
equivalent electrical network. 
Due to the duality of electrical networks (L-2, p. J+2), the 
node-voltage activity equations can be employed for multinode 
electrical networks in the same manner as the mesh-current 
activity equations are employed for multimesh electrical networks. 
For each method there is a most appropriate network form. The 
node-voltage method is most conveniently applied to networks 
whose defined activities are currents and whose unknown activities 
are voltages. The mesh-current method is most conveniently ap-
plied to networks whose defined activities are voltages and whose 
unknown activities are currents. Before applying either method 
it is desirable to transform the basic network to the most ap-
propriate form (L-2, p. 139). Accordingly, when magnetic coupling 
exists and the induced voltages are defined functions of currents, 
the mesh-current method is most convenient. Only the mesh-
current method will be demonstrated here. 
The mesh-current activity equations of the network for the 
typical system may be represented as follows, listing voltages 
which depend on network activities on the left and voltages which 
are independent of network activities on the right. 
vra + vla * vma = va 
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v - v * 0 ga ma 
vrd + vld + vr + vc " vmd * ° 
In terms of the mesh currents, the equations become: 
V a + Laia + ^ma^ma - ( W ^ d = va 
(1/Gs)ia - (1/Ga)ina - Lmaima * (Lma/A)id - 0 
(Rd + R)id + (Ld • Lmd)Id + S qd - L ^ A ^ = 0 
The phasor method is a simple and direct procedure for 
evaluating the periodic or steady-state activities of a network 
from equations such as those listed above. Even if a number of 
harmonics are present in the sources of a linear network, the 
phasor method could still be applied. However, in such a case it 
would be necessary to segregate the terms of the activity 
equations into a series of equations for each harmonic, according 
to the principle of superposition, before applying the phasor 
method. This is readily done. In fact, it is only necessary to 
write the equations in terms of a single symbolic frequency and 
thus obtain a general expression for every set of harmonic 
equations. 
The essential feature of the phasor method is the representa-
tion of each harmonic component of each network activity by a 
particular rectangular component of a corresponding phasor 
rotating at the harmonic frequency. After these phasors have 
been properly substituted into the harmonic activity equations, 
the constants of each phasor representation can be calculated 
algebraically. The phasor constants are the usual measures of 
network activities and are thus evaluated algebraically without 
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the further use of the instantaneous equations. 
For the typical system being used in this appendix, the 
network activities can be represented in the following general 
forms: 
f—y __. jo>t 
v = the imaginary component of V2 Ve 
<—> _ jiot i = the imaginary component of V2 Ie 
where 
V - Veiiv 
T - le^i 
Substituting such phasor expressions for the various 
activities in the mesh-current activity equations and dividing 
through by (the imaginary component of ~fz e ), arranges the 
above activity equations in the following form: 
(Ra + jo)La)Ta • JwLm£Tma - (jaiLma/A)Td - Va 
(l/Ga)Ta - [(1/Ga) + JwLma]Tma + (jO)Lma/A)Id - 0 
J , u , LmdA la " [R d + R + ^ L d + Lrad) - jS/6u]Td = 0 
In matrix form, the activity equations in terms of phasors 
may be represented by 
[z ][T ] - [E J 
L
 M W L NT 
and the steady-state solution of the activity equations may be 
represented by 
CTM] . [^-x[%3 
TiKJ - [ K ) [ I M ] 
A possible phasor diagram for the typical system is shown in 
Figure A-3. 
Before concluding that the above solution actually represents 
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the s t e a d y - s t a t e o p e r a t i o n of t h e network, the s t a b i l i t y of the 
network should be v e r i f i e d . V/hen t h e netv/ork i s u n s t a b l e , 
t r a n s i e n t a c t i v i t i e s i n c r e a s e i n ampli tude i n d e f i n i t e l y r a t h e r 
than decay to z e r o as they do in a s t a b l e network and t h e r e -
fore no s t e a d y - s t a t e of o p e r a t i o n e x i s t s . 
S t a b i l i t y i s i n v e s t i g a t e d by r e p l a c i n g (Ja>) by p in the 
c o e f f i c i e n t - m a t r i x d e t e r m i n a n t , e q u a t i n g t h e de te rminan t t o 
zero to ob ta in t h e c h a r a c t e r i s t i c equat ion of the network, and 
then de te rmin ing the 3lgn of the r e a l p a r t of each va lue of p 
which s a t i s f i e s the c h a r a c t e r i s t i c e q u a t i o n . The network i s 
u n s t a b l e I f t h e r e a l p a r t of any va lue of p i s p o s i t i v e ( L - l , 
p . 111) . S t a b i l i t y can be v e r i f i e d wi thout e v a l u a t i n g the v a l u e s 
of p . This can be done by app ly ing the Routh-Hurwitz c r i t e r i o n 
t o the c h a r a c t e r i s t i c equa t ion (N-19, p . 1 0 5 ) . Thus, the 
d e f i n i t i o n of s t a b i l i t y fo r a l i n e a r network can be s t a t e d as 
f o l l o w s : Any s t e a d y - s t a t e s o l u t i o n of a l i n e a r network i s s t a b l e 
u n l e s s some p has a p o s i t i v e r e a l p a r t . 
T r a n s i e n t s may occur whenever any change in the s p e c i f i e d 
network causes a change in the s t e a d y - s t a t e a c t i v i t i e s . In 
l i n e a r networks the t r a n s i e n t and s t e a d y - s t a t e a c t i v i t i e s can 
be c a l c u l a t e d s e p a r a t e l y and then added. The va lues of p which 
s a t i s f y t he c h a r a c t e r i s t i c equat ion mentioned in t h e p reced ing 
paragraph a r e the c o e f f i c i e n t s of t h e exponents of the t r a n s i e n t 
a c t i v i t i e s . I f t h e r e a r e N va lues of p n then the genera l e x -
p r e s s i o n for each t r a n s i e n t mesh-cur ren t in the network la 
1 ( t r a n s l e n t ) n«l - ^ I 0 
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Furthermore, pn can be represented in complex form as 
Pn s -&n + > n 
This provides a basis for interpreting the form of the nth 
transient activity term, as follows: 
If o>n has a real value: 
I = l_epn* r
 c *-***
 s l n
 ^ n * + fa 
n n n 
I f u>n = 0 : 
*n
 S ( c n H °n2tJ • " * " * 
If u> has an imaginary valuet 
The values of cn, cn^, cn 2 , cn<j, cn4, and f$n must be evaluated 
from the initial conditions. The definition of stability men-
tioned previously corresponds to specifying that all values of 
the decrements, <5"n, must be equal to or greater than zero. 
A completely specified linear network always reaches a 
single specific steady-state condition when the transient 
activities have become negligible. Therefore, the steady-state 
of a stable linear network is said to be Independent of the 
init ial conditional, 
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APPENDIX B 
THE PHASOR METHOD OP NONLINEAR NETWORK ANALYSIS 
The phasor method of nonlinear network analysis described in 
this appendix oan be applied to many multimesh-multlnode nonlinear 
networks. The method provides a means of predicting the 
approximate performance of a nonlinear network by operations which 
are quite similar to those used In linear network analysis. In 
fact, when this method Is applied to a linear network it reduces 
to the usual methods of linear network analysis. 
This method is based on the concept that any nonlinear 
network whose steady-state activities oan be represented by the 
sum of a finite number of simple sinusoidal functions in terms of 
time oan be adequately replaced by a series of linearized harmonic 
networks. 
A general justification for this concept can be presented in 
this manner. Consider a basic nonlinear network which is 
operating In a stable steady-state and in which a finite number of 
frequencies are present. Each term in each activity equation 
represents the influence of an element of the basic nonlinear 
network and can be represented by the sum of a finite number of 
simple sinusoidal functions In terms of time. When this is done, 
the component terms of each frequency In each equation can be 
grouped together and separately equated to zero. If there are H 
frequencies present this operation provides H sets of harmonic 
activity equations. Each term in each harmonic activity equation 
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can be used as the parameter-activity of a harmonic element in a 
harmonic network having the same plan as the basic nonlinear 
network. H harmonic networks are thus formed. Since the basic 
nonlinear network Is operating in a stable steady-state, the 
coefficients of the terms in the harmonic activity equations will 
be constants. Therefore the harmonic networks are made up of 
linear elements and can be analyzed by linear methods. 
When there are K elements in the basic nonlinear network and 
there are H harmonics appearing in its activities there will be H 
harmonic networks with K elements in each. Coupling exists 
between the harmonio networks because of the nonlinearltles of the 
basic nonlinear network and therefore it may be necessary to solve 
all the activity equations of all the harmonic networks 
simultaneously. When the equations have been solved, the 
activities of the kth element of the basic nonlinear network are 
obtained by summing the activities of the kth element in all the 
harmonic networks. 
Now consider the nonlinear network when a parameter changes. 
For some limited interval before the dependent activities have 
changed appreciably, the transients will be approximately the 
same as those which occur in the harmonic networks when their 
parameters are varied In an equivalent manner (N-31, p. 71 and 
N-48, p. 262). Accordingly, the transients In the harmonic 
networks during some limited interval will be approximately 
equivalent to those in the basio nonlinear network. The 
amplitudes and phases of the harmonic activities at the end of the 
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Interval can be used as a basis for revisions to the harmonic 
parameters and as the initial conditions for an analysis during 
the next Interval of the conditions in the revised harmonic 
networks. 
Thus, step-by-step, the variation of the basic nonlinear 
network activities from one state to another can be approximated. 
When multiple so-called steady-state solutions are obtained It is 
necessary to trace the transition from the Initial state to the 
final state in order to Identify the solution which is applicable. 
Furthermore, when instability Is Indicated for a given solution, 
it may be desirable to trace the transition of the network to a 
steady-state, If there is one for that set of conditions* 
For analyses by the mesh-current method, the voltage of each 
element should be defined in terms of the mesh-currents. For 
•nalyses by the node-voltage method, the current of each element 
should be defined in terms of the node-voltages. Such defined 
element activities will be called parameter-activities. In any 
event, each harmonic Influence of each of the K elements in the 
basic nonlinear network is represented by one element in one of 
the harmonic networks. The term kh element will be the general 
designation used for the kth element of the hth harmonic network. 
This discussion is based on the following assumptions: 
a. The basic nonlinear network is completely defined. 
This means that the plan of the network and the function for every 
parameter-activity is definitely specified. Every parameter-
activity must be a definite function of other activities or time. 
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b. Each activity of the basic nonlinear network can be 
adequately represented by the sum of a finite number of simple 
sinusoidal functions in terms of time. The frequencies appearing 
in the sinusoidal functions are called harmonics here, even though 
the ratios between any two frequencies may not be rational 
fractions. 
c. The a c t i v i t i e s of the ser ies of H harmonic networks 
i s equivalent to the H harmonics of the a c t i v i t i e s of the basic 
nonlinear network, when a l l the networks have the same plan and 
the parameter-activity of the kh element i s the hth harmonic term 
of the parameter-activity of the kth element of the basic 
nonlinear network. An hth-harmonic network element whose 
parameter-activity i s a function of time or some non-hth harmonic 
ac t iv i ty w i l l be considered a harmonic source with respect to the 
hth harmonic network. Harmonic sources could ex is t because of 
influences such as unsymmetrical- coupling. 
d. All hth harmonic a c t i v i t i e s are neg l ig ib le unless 
the hth harmonic network contains a harmonic source or i s unstable. 
This method of analyzing a multimesh-multlnode nonlinear 
network Is divided into the following s teps : 
Step 1. Specif icat ion of the basic nonlinear network. 
A complete spec i f icat ion of the basic nonlinear network Includes 
the network diagram, the speci f icat ion of the K element parameters 
and the speci f icat ion of the network a c t i v i t y equations. 
Step £ . Selection of the Hs s igni f icant harmonics. The 
harmonics which are deemed s ignif icant are those whose neglect 
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would cause the final solution to be in error beyond the desired 
degree of approximation. The selection is based on previous 
analyses and other experience. When the significant harmonics 
have been designated the unknown activities of the basic nonlinear 
network are then represented by one or more Fourier series having 
those harmonic terms. There are He significant harmonics. 
Step 3. Expansion of the basic nonlinear-network 
parameters. The Fourier series representations of the unknown 
activities are substituted into the expressions for the parameter-
activities of the basic nonlinear network. Each of the resultant 
expressions are then reduced to a sum of simple sinusoidal 
funotions of time. At this point it is also necessary to consider 
that additional harmonic terms are included In the expressions for 
the unknown activities to the extent that the H harmonics are 
additional to the H8 harmonics. The frequency spectrum appearing 
in the parameter-activities establishes the values oftt>uand H. 
Step 4_. Specification of the H harmonic networks. Each 
harmonic network has the same plan and elements as the basic 
nonlinear network. The activities of each of the harmonic 
elements are the corresponding harmonic terms of the activities of 
the corresponding basic elements. Accordingly, the kh element 
parameter-activity Is the hth harmonic term of the kth element 
parameter-activity in the basic nonlinear network. The kh element 
unknown activity Is the hth harmonic term of the kth element 
unknown activity in the basic nonlinear network. 
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Step 5_. Development of the harmonic phasors . The 
a c t i v i t i e s and parameters of the harmonic networks are expressed 
i n phasor form according to the same conventions used in Appendix 
A. In t h i s r ep re sen t a t i on ampli tudes, phases , and frequencies are 
considered cons tan t . The phasors for the h th harmonic network are 
based on the frequency (^h)* Harmonic p a r a m e t e r - a c t i v i t i e s whose 
funct ions Include the complete unknown harmonic a c t i v i t y of the 
harmonic element t o which they correspond are expressed as 
coef f ic ien t -parameter phaso r -ope r s to r s . All other a c t i v i t i e s are 
expressed as pa rame te r - ac t iv i ty phasors . 
Step 6. Development of the harmonic a c t i v i t y equa t ions . 
The a c t i v i t y equations for the harmonic networks are wr i t t en i n 
the same manner as the a c t i v i t y equations fo r l i n e a r networks. 
There are H s e t s of a c t i v i t y equations corresponding to the H 
harmonic networks. For the mesh-current method, these equations 
can be represented In matr ix form by 
f K l t T j = (T!h]} 
h 
Step 7 . Evaluation of t h e unknown a c t i v i t i e s . The 
procedure for eva lua t ion of the unknown harmonic a c t i v i t i e s by the 
mesh-current method may be represented in matrix form by 
The unknown harmonic a c t i v i t i e s are the harmonic components of the 
unknown nonl inear network a c t i v i t i e s ; thus both are evaluated 
s imul taneously . 
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Step §_• Verification of Stability. Any random 
disturbance influencing the state of action of a network will 
cause a variation of at least one of the network activities. If 
the network Is unstable the variation will remain undamped and 
the activities will not resume their previous values. In other 
words the previous condition must not have been a steady-state. 
This possibility can be investigated for each specific steady-
state solution by examining the stability of each harmonic network 
for that specific solution. To accomplish this check, p n is 
substituted for each (Jw^) In the harmonic coefficient-matrices. 
Then the amplitudes, phases, and frequencies of the harmonic 
activities of the specific solution concerned are substituted Into 
the matrices involving p n > the determinants of those matrices are 
equated to zero, and the various p h are evaluated. If any value 
of p n has a positive real part then transient disturbances will 
not be damped (N-31, p.72) and the steady-state solution will not 
persist, 1. e., the network will be unstable. The definition of 
stability for a nonlinear network analysed by this method can thus 
be stated as follows: Any specific steady-state solution of a 
nonlinear network la stable unless some p_ has a positive real 
part. This statement assumes that the amplitudes, phases, and 
frequencies of the harmonic network activities do not vary 
appreciably during any of their respective periods. 
The Complete evaluation of each p_ Is unnecessary; it is 
sufficient to determine whether any positive real root exists. 
The Routh-Hurwltz criterion can be used for this purpose (N-19, 
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p . 105) . In the mesh-current method, the hth harmonic 
coef f i c ien t -mat r ix in terms of p n can be designated by [z_k] and 
the equations involving p n can be represented by 
| { IM --*) 
The stability of each specific steady-state solution is then 
investigated by examining the sign of the real part of each value 
of p. by applying the Routh-Hurwitz criterion to each equation. 
Step 9,. Transient Analysis. Transients may occur when-
ever any change in the specified network causes a change in the 
steady-state activities or when a specific steady-state of any 
harmonic network is unstable. Therefore, transient analysis may 
be required to determine the specific steady-state which will 
result from the given Initial conditions or to determine the 
trend of the activities from an unstable state. The transients in 
the nonlinear network are approximated for any specific steady-
state condition by calculating the transients which would occur In 
the harmonic networks as though they are linear networks. Since 
the parameters of the harmonic networks may be functions of the 
amplitudes and phases of the frequency components of the nonlinear 
network activities, it may be necessary to revise the harmonic 
network parameters when the transients cause a significant change 
in the basic nonlinear network activities. Thus, the approximate 
transient performance may be traced, step-by-step, revising the 
harmonic networks at the end of each step on the basis of the 
total activities of the nonlinear network at that time and using 
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t h a t s e t of a c t i v i t i e s a s t h e i n i t i a l c o n d i t i o n s a t t h e s t a r t of 
t h e n e x t s t e p . 
The r e m a i n d e r of t h e d i s c u s s i o n i n t h i s a p p e n d i x w i l l be 
p r e s e n t e d i n t e r m s of t h e m e s h - c u r r e n t method beoause t h a t method 
w i l l be used i n t h e a n a l y s i s of t h e problem sys tem where t h e 
n o n l i n e a r p a r a m e t e r s have been e s t a b l i s h e d as f u n c t i o n s of 
c u r r e n t s . However, by t h e p r i n c i p l e of d u a l i t y of n e t w o r k s ( L - 2 , 
p . 4 2 ) , t h e n o d e - v o l t a g e method c a n be s i m i l a r l y a p p l i e d i f t h e 
n o n l i n e a r p a r a m e t e r s have b e e n e s t a b l i s h e d as f u n c t i o n s of 
v o l t a g e s . 
The i n d i v i d u a l s t e p s i n t h e s t e a d y - s t a t e s o l u t i o n by t h e 
p h a s o r method of n o n l i n e a r n e t w o r k a n a l y s i s w i l l now be 
d e m o n s t r a t e d f o r t h e s i n g l e - m e s h n o n l i n e a r ne twork of F i g u r e B - l . 
S t e p 1^. S p e c i f i c a t i o n of t h e b a s i c n o n l i n e a r n e t w o r k . 
P a r a m e t e r s : 
v a = V B l s i n tU^ 
^ = <wt + f6vl 
2 * 
Vf a (A + 3Bi ) I 
R = v r / i 
C = i / v c 
A c t i v i t y e q u a t i o n : 
Vf + v r + v 0 • v a 
S t e p 2 . S e l e c t i o n of t h e Ha s l g o i l f l o a n t h a r m o n l o a . 
hB = 1 
Ha = 1 
39 
+ 
v 8 
Figure B-l 
Typical Xonlinear Network Diagram 
Step 2 (oontinued). 
In this example, the fundamental frequency was assumed to be 
the only significant frequency for brevity only. 
Actually, consideration should be given to a wide spectrum of 
frequencies when selecting the significant harmonics in any real 
problem. Every driver frequency in the basic nonlinear network 
should be considered significant until proven otherwise. Also, 
any Integral-multiple, sub-multiple, or combination (N-47, p. 272) 
of driver frequencies may be significant when the corresponding 
harmonic network Is unstable or contains a resonant circuit. Even 
more remarkable, as Illustrated in Appendix G, a spontaneous 
harmonic may be established when the growth and decay of any 
harmonic activity cause reversals of a harmonic source on which It 
is dependent. A spontaneous harmonic may be an Irrational-
multiple of every driver frequency, Its frequency being dependent 
on the time-constants of the associated harmonic networks. 
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i 2 I j sin o&ii ~ i^ sin (^t + / n ) 
I • I^ cosa^n 
q = -(l/cujli coso&n 
Step 3. Kxpanslon of the basic nonlinear-network parameters. 
vs = val s in^v l 
vf s cu(A + 0.75 Blf)li oos*?n - 0.75 atBI^ cos 3O6Q 
vr - RI^ sin DC^I 
vc S -( l / tuc)^ cosa^11 
Step 4. Specification of the H harmonic networks. 
h = 1, 3. 
H = 2 
For h = 1: For h = 3: 
*1 = *1 a l n ^11 *3 = *3 sinAyj_3 
v s l s vsl 8 l * * v l v s 3 = 0 
v f l s UJ(A + 0.75 Blfjlj. cos oO±^ v f 3 = -0.75ct>BlJ COS 3 0 ^ 
v r l S RI^ L alntX/^-^ vp 3 2 RI3 sln#>13 
vcl = -(l/«'C)Ii c o s 9*11 v c3 = -(l/3t«C)I3 cosa^13 
Step 5_. Development of the harmonic phasors. 
T l * J l e J3 " I 3 e 
^•1 = V s l e ^ v l VB5 = 0 
3 f l = j ^ A + 0.75 Bl|) Vrz = -0 .75^BIie J ( 3^ 1 1 + 9°O ) 
Zri = R Z r 3 = R 
Zol = -J(l/aiC) Yc3 = -J(1/3WC) 
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Step 6 . Development of the harmonic a c t i v i t y e q u a t i o n s . 
( 2 f l + Z r l + Z c l )T i = VBl - \ l x - ( R l + jx^Ti . 
Rl = R 
Xi =ttJ(A + 0.75 BI i ) - (1/*UC) 
u n i t y power f a c t o r h e r e . 1 s t harmonic resonance , def ined a 
occurs when oi= l/C(A • 0.75 BI2) W 
(Z r 3 + "Z" c 3 }7 3 = - V f 3 - 2 3 T 3 = (R3 + JX3)T3 
R3 = R 
X3 = -(1/3CUC) 
Step 7_. Eva lua t ion of the unknown a c t i v i t i e s . 
The equa t ions de r ived below e s t a b l i s h the unknown harmonic 
c u r r e n t magnitudes and phases i n terms of the known network 
c o n s t a n t s . In a p r a c t i c a l problem, where va lues of A, B, C, R, 
v s l » ^vl* <mo* *** a r e S i y e n » t n e aqua t ions would be solved 
s imul taneous ly fo r the unknown harmonic c u r r e n t s (N-19 t p . 110) . 
There i s no need here fo r a t t e m p t i n g any genera l s o l u t i o n of t h e s e 
e q u a t i o n s . 
0.5625 O J 2 ^ ^ + 1.5 B[O>2A - ( l / C ) ] l£ 
-r [ R 2 + U)2A2 - (2A/C) + ( l / t t J^C 2 ) ] ! 2 - ifi = 0 
©^  = a r c t a n ( X x A i ) 
iz!l ix!i = i*i8i 
IR2 + (l/sufc2)]!:?, - o.sessu^B2!? = o 
3 1 
©3 = a r c t a n (X3/R3) = 3 ^ n - fas + 90° 
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Step 8. Verification of stability. 
r2 | [Z J | = R +
 P l ( A 4 0.75 BI2) -V ( l /pC) = 0 
P? * RplPl * V = ° 
R = R/ (A + 0.75 BI2) 
S
 x = 1/(A + 0.75 BI2)C 
I n s t a b i l i t y occurs when Rp i < 0 and/or S p i < 0, s ince C > 0 
| [ Z p 3 ] | = R +' 1/CpS = ° 
p3R = - I/O" 
p3. = - 1/RC 
No 3rd harmonic i n s t a b i l i t y i s i n d i c a t e d whi le RC i s p o s i t i v e . 
In order t o demonstrate the manner in which a network 
s o l u t i o n i s changed by the a n t i c i p a t i o n of an a d d i t i o n a l harmonic, 
the above a n a l y s i s w i l l be repea ted with the 3rd harmonic c l a s sed 
as a s i g n i f i c a n t harmonic. 
Step 1_. S p e c i f i c a t i o n of the b a s i c non l i nea r network. 
The same as Step 1 , above. 
Step 2 . S e l e c t i o n of the Hg s i g n i f i c a n t harmonics. 
h3 = 1 , 3 . 
Ha - 2 
1 = T-L s i n o t ^ + I 3 s i n tf^ 
* 1 3 = 3urt; +• ^ 1 3 
1 = cul^ cos &\\ + 3u)I3 cos &i3 
= -(l/o>)Ix cos ( S U - ( l / 3 a ) ) I 3 cosO* 1 3 
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Step 3. Expansion of t h e b a s i c nonl inear-network pa ramete r s . 
vs = v s l s i n o ^ v l 
vf
 z
 ™{[A f 0 . 7 5 ( I 2 + 2 I 2 - I 1 I 3 cos ( ^ 1 3 - 3 ^ 1 ; L ) ] C O S K U 
- 0 . 7 5 B T x I 3 s i n ( ^ 3 - 3 ^ x ) s i n a ^ x } 3 ! . 
- 0.75tt>BI3 c o s ZtO + 3UJ[A + 0.75B(2I2 + I 2 ) ] I , c o s ^ , , 
1 11 1 3 J o 13 
- 3 .750 /S ix . I 3 CX1 c o s ( 2 <*il + a^13) ~ T3 c o s ( 2 < t l3 - ^ i l ) ] 
2 3 
- 5 .25o ;BTxI 3 cos (afr^ ~ 2 a J i3 ) ~ 2.25ovBI3 cos 3 # i 3 
vr = R ^ l s i n o i ^ x + RI3 s in ct/j3 
vc = - ( 1 / ^ C ) ^ c o s a ^ x - (1/3<0C)I3 co s«> i 3 
Step 4_. Specif l c a t i on of the H harmonic networks, 
h = 1, 3 , 5 , 7 , 9 . 
H = 5 
h z I i s i n a ? i i 
v s l = v s l s i n < * v l 
Vfx = -O.Y5ti>B I 1 I 3 s i n ( / i 3 - 3^ix) x l sinftJjx 
tu^^A + 0 . 7 5 B [ l x + 2T3 - Ix I 3 cos ( ^ 1 3 - 3 ^ n )j}-Ix c o s ^ x 
v r l = RIX s i n O-ix 
vcl = - ( l / t t l C ) ! ^ cos OPxx 
^3 : T3 s l n 0 6 f 1 3 
vs3 = ° 
vf3 = v f 3 e + v f 3z 
3 vf3e= " 0 . 7 5 a / B I i c o s ( 3«>t t 3pn) 
2 2 
v f3z= 3«o[A + 0 . 7 5 B ( 2 I x + I 3 ) J l 3 cos o*13 
v r 3 = RT3 s i n a > i 3 
£ (continued). 
vc3 = -d/3<4»C)I3 cosa>13 
i 5 = I 5 sin <fc15 ^ 1 5 = 5u»t + 0^5 
v85 = 0 
2 
vf5 = -3»75«uBIxI3 cos (5tat + 2p±l + Pi3) 
-3.75uiBlxI3 cos (5a/t * 2 ^ l 3 - tf^) 
vr5 = R I5 sinftJ-15 
vc 5 = -(l/5uiC)I5 cos <*15 
I 7 = T7 slno^jY ^17 = 74U't + P'iV 
v a 7 = 0 
2 
Vf7 = -5.25 60BIxI3 cos (7ait + p^ f 2p13) 
vry' = RI7 sino&jY 
Vc7 = -(l/7«/C)l7 c o s K i 7 
i 9 = Ig s l n « 1 9 * 1 9 = 9u»t + p*1Q 
vs9 = 0 
3 
v f g - - 2 . 2 5 U J B I 3 cos (9urt + 3p13) 
vr9 = R I9 s l n * 1 9 
v c 9 = -(l/9u/C)I9 c o s s i i 9 
5_. Development of the harmonic phasors. 
' . 1 = V . X . 1 * A 
R f l = - 0 - 7 5 U J B I X I 3 sin (/$ i3 - Sp^) 
Xfl = ">{A + 0.75 B[lx + 21 3 - I x l 3 cos (/*i3 - 3;%)]} 
~ * R 
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Step 5 (continued). 
Zcl = -J(l/wC) 
j -
 T AJ/l3 
x3 I 3 e 
VS3 = 0 
Vf3e = -0.75u,Bl3eJ(3^l+90°> 
Z f 3 z = J3U»[A 4 0.75 B(2lx + l|)] 
Z r 3 = R 
ZC3 = -J (1 /3«C) 
T - T
 A ^ i 5 
15 - 156 
VS5 = 0 
.V f5 = - J S . V S a J B I i T s d x e ^ ^ 1 1 + *lz) - I s e J ( " A l + 2 ^ i 3 ) ) 
Z r 5 = R 
^65 = - jd /5 t t /C) 
t , = 1 - e ^ i V 
V s 7 
v f7 
Z r 7 
^ c 7 
*9 
VS9 
Vf9 
Zr9 
z c 9 
-
— 
-
— 
-
z 
= 
r 
0 
- j 5 . 2 5 c u B I x I 3 e ^ 
R 
- j ( l / 7a»C) 
I 9 e ^ l 9 
0 
- j 2 . 2 5 U > B I 3 e J / { i 3 
R 
-J(1/9WC) 
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Step 6_. Development of the harmonic activity equatl ons. 
\ \ "- v s l = (Ri • JXi>ii = h -h^91 
Rx = R - 0.75(iuBIxI3 cos 9 3 
Xx = 0)[A + 0.75 B(Ix + 2 l | - I x l 3 s in ©3)J - (l/a/C) 
^ = a r c t a n ( X-^/R-^) - ff^ - ^ v l 
1 s t harmonic resonance occurs when: 
W- 1/{[A +• 0.75 B( I 2 + 2 I 3 - I X I 3 s i n ©3)] c } 1 / 2 
z 3 ? 3 = " V f 3 e = (R3 + J X 3 ) I 3 = I 3 Z 3 e j e 3 
Z3 = R + j^3cu[A + 0.75 B(2lx + I 3 ) ] - (l/3aK3)} 
0 3 = a r c t a n (X 3 /R 3 ) = 3 ^ i a + 90° - p*13 
3rd harmonic resonance occurs when: 
W= 1/3{[A t 0.75 B(2lx f I§)] c } l / 2 
Z5 T5 - - V f5 - (R5 + J X 5) J 5 ~ I 5 Z 5 e " V f 5 e 
Z5 = R - 3(l/5uiC) 
©5 = a r c t a n (X$/R5) 
5 th harmonic resonance i s not p r e d i c t e d . 
Z7 I 7 r - V f 7 : (R7 + jX7)T7 = I ^ e * 5 9 7 = V f 7 e ^ f V + 1 8 0 ) 
Z7 = R - j( l /7aiC) 
©7 = a r c t a n (X 7 /R 7 ) 
7th harmonic resonance i s not p r e d i c t e d . 
7 1 - v M R ; 1 V ) T " T 7 ft-599 - v Jit™ * 1 8 ° 0 ) z 9 29 " ~ f9 ~ lR9 + J*Q)J9 " I 9 Z 9 e " V f 9 e 
Zg = R - J(1/9«UC) 
Og = a r c t a n ( Xg/Rg) 
S t e p 6_ ( c o n t i n u e d ) . 
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9th harmonic resonance is not predicted. 
In order to predict the resonance points at higher frequencies, it 
would be necessary to use a larger number of significant harmonics. 
Step 7_. Evaluation of the unknown activities. 
*L = 
*3 = 
*5 = 
h = 
19 = 
2, 2 
ix(Rx 
2 2 4<R3 
4i*i 
I 7 ( H 7 
^4 
' l l = 
^13 = 
^15 = 
^17 = 
^19 = 
Wzl 
-Vf3e /Z3 
-v f 5 / z 5 
-v
"f 7 / z 7 
-Vfg/Zg 
* Xx) = 
• x|) = 
2 , _ 
• *5> = 
* 4) = 
+ * l > = 
^vl - °l 
Vsi 
^ S e 
v f 5 
V?7 
^ 9 
3
^ I 1 * 9 0 ° " 9 3 
* f5 * 1 S 0 ° " G 5 
p*fl + 180° - ©7 
^ f 9 + 180° - 9 9 
Step 8. Verification of stability. 
1M| = ° 
Step 8 ( c o n t i n u e d ) . 
v{ +
 P l
 R
px t s p l = 0 
R - 0.75 BIxI 3 cos ©3 
P l
 A + 0.75 B( I 2 + 2 I 2 - I I s i n © ) 
1 3 1 3 3 
s p l r 1/[A + 0.75 B(Ix + 2 I 3 - I x l 3 s l n 
([Zp3l| = ° 
4 + P3 Rp3 + Sp3 = ° 
Hp 3 = R/[A + 0.75 B(2I 2 + I 2 ) ] 
So3 = 1/'LA + °* 7 5 B ( 2 IX + JZ^C 
| [ Z p 5 ] | = 0 
P5 Rp5 + Sp5 = ° 
Rp5 = « 
SP5 = 1/0 
| [ZP7] | = ° 
p 7 Rp7 + S p 7 = 0 
R
P 7 = a 
s p 7 = 1/0 
10p 9] I = o 
P9 R o9- S - 0 
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Step 8 (continued)• 
Rp9 = R 
Sp9 = 1/C 
Within the extent of approximation to which this solution has 
been carried, stability would be verified for any specific steady-
state if the values of every p^ evaluated from the above relations 
for that specific steady-state have no positive real parts. A 
general review of the above expressions for Rpn and S p n shows that 
further investigation might result in the possibility of 
instability for any harmonic if the values of A, B, and V0x could 
be selected at will. The stability requirement remains the same 
as that given previously, of course, i.e., Rpn > 0 and/or Sph> 0, 
since C > 0. 
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APPENDIX C 
DESCRIPTION OP A COMMERCIAL FLUORESCENT LAMP AND BALLAST SYSTEM 
The commercial fluorescent lamp and ballast system which 
is described here employs two 96-inch instant-start fluorescent 
lamps supplied through a transformer with a high leakage 
reactance and a capacitor. The normal operation of this system 
will be explained as a typical example of the operation of a 
commercial Instant-sequence-start, series-operation fluorescent 
lamp and ballast system. A peculiar instability condition which 
can be reproduced only under very special circuit conditions 
will then be demonstrated because it led to this thesis problem. 
A schematic diagram of the commercial system is shown in 
Figure C-l. The 1.5 mfd. capacitor provides sequence starting 
and causes the system to operate at a high power-factor. The 
ironcore transformer furnishes voltages for the lamps which are 
higher than the source voltage. The transformer leakage re-
actance limits the lamp current and stabilizes normal operation. 
It 3s for this reason that the assembly Including the trans-
former is called a ballast. The 0.01 mfd. capacitor which 
is shunted across the primary of the transformer Is for the 
elimination of radio interference only. The 6.8 megohm resistor 
which is shunted across the 1.5 mfd. capacitor dissipates any 
residual charge on the capacitor after the circuit is opened, as 
a safety measure. The secondary coils of the transformer, the R 
and the D coils, have high open-circuit voltages as well as high 
? o.oi4= A i 
R 
608 megohms 
r—-AAr—-1 
J
 I t—H Lamp NoTT~|-
1 0 5 mfd. 
Ballast 
Transformer 
Lamp NoB2 
Figure C-l 
System Diagram of a Commercial Instant-Sequence-Start, 
Series-Operation Fluorescent Lamp and Ballast System 
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* i f a ^ — - . 
2B 
Scales of Phasors 
Frequency: 60 cps 
Voltages 1 Inch * 200. v rms 
Current: 1 inch « 005 a rms 
Figure C-2 
Phasor Diagram of a Commercial System, Assuming Linear Operation 
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leakage reactance. 
The commercial system normally operates in this manner. 
When the line switch is closed, starting voltage is applied to 
the first lamp. During this pre-Ignition period, the lamp 
current Is quite small and the voltage across the 1.5 mfd. 
capacitor is small compared to the R coil voltage. At the 
same time, the voltage applied to the second lamp is insuf-
ficient for starting. As soon as the first lamp starts, the 
capacitor voltage increases as the R coil voltage diminishes 
and the second lamp receives full starting voltage. Thereafter, 
normal operating voltage appears at the lamps and normal steady-
state operation ensues. 
In industry it is common practice to construct a phasor 
diagram for the normal operating condition of the system on the 
basis of the assumption of linear operation at the frequency of 
the voltage source. Measured effective values of the voltages 
and currents are used in the phasor diagram. Such a diagram 
for the commercial system is illustrated in Figure C-2. 
The voltage and current wave shapes during stable steady-
state operation of the commercial system were recorded by 
photographing oscilloscope traces and are reproduced in Figure 
C-3. The source voltage and current are plotted versus time in 
the top part of Figure C-3a, and are plotted versus each other 
in the bottom part of the same figure. The source current, less 
Its fundamental component, is plotted with source voltage versus 
time in the top of Figure C-3b, while the negative of the 
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fundamental component of source current is plotted with source 
voltage versus time in the bottom of that figure. In Figure 
C-3c, the voltage and current of the first lamp are plotted 
versus time in the top, and versus each other in the bottom. 
Similar Information is plotted for the second lamp in Figure 
C-3d. 
When a particular system of this type was operated with a 
certain ballast, in parallel with other similar operating sys-
tems and where the source voltage was supplied to the group 
through sufficient line reactance, the lamps would flicker at a 
rate of approximately 100 cycles per minute. Although repro-
ducible under special test conditions, the author knows of only 
one situation where this occurred in service and it was soon 
corrected. Furthermore, the equipment has been redesigned to 
avoid this instability condition and equipment showing this type 
of flicker has been obsolete for some time. The problem flicker 
Just described should not be confused with the practically 
invisible light variations due to the normal 120 cps. variations 
of lamp power when the lamps are operated from a 60 cps. source. 
Also, the flicker which occurs when lamps are cold Is not analyzed 
here. 
The conditions in this system, while flickering at a rate 
of approximately 100 cycles per minute, are depicted in Figure 
C-4. The top part of Figure C-4a shows the normal variations of 
the R coil voltage and current versus time and without flicker, 
while the bottom part of that figure shows the extent of the 
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additional variations of those values during the problem flicker. 
Figure C-4b Illustrates how the lamp voltage and source current 
vary during flicker; voltage of the first lamp in the top and 
voltage of the second lamp in the bottom. In the lower half of 
Figure C-4, the conditions at the extremes of each flicker 
mode have been illustrated. Figure C-4c shows the alternate 
modes of the voltage and current of the first lamp in the top 
part and the alternate modes of the voltage and current of the 
D coil In. the bottom part. The current of the first lamp and 
the R coil current are recorded in Figure C-4d, the first mode 
is shown in the top part and the other mode is shown In the 
bottom part. 
a. Top^ v s & i s v s . t 
Bot : v 8 v s . i s 
55 
b . Top: v 8 & i f l 3 v s . t 
Bot; v 8 & - i B X v s * t 
c . Top: vx & Ix v s - t d'- Top: v 8 , v.^  & lj> v s . t 
B o t : vx v s . i x Figure C-3 Bot: vg vs . ' i 2 
Photographs of O s c i l l o s c o p e T r a c e s of System A c t i v i t i e s 
Top: vr & ir vs. t 
Bot: As above, flickering 
b. Top: vx & ls vs. t 
Bot: v2 & ls vs. t 
Bot: vd & id 
d. Top: Ix & ir vs. t (let mode) 
Bot: ix & ir vs. t (2nd mode) 
Figure C~4 
Photographs of Oscilloscope Traces of System Activities 
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Appendix D 
DESCRIPTION OF THE PROBLEM SYSTEM 
The instability analyzed in this thesis was first observed 
in a commercial fluorescent lamp and ballast system. The com-
plexity of the commercial system led to the development of a 
simplified experimental system which reproduced the instability 
condition with a minimum number of meshes and elements. This 
experimental system will be referred to throughout this thesis 
as the problem system. The problem system consisted of a special 
transformer, a capacitor, and a single fluorescent lamp and was 
supplied by a variable-frequency, variable-voltage source. The 
system diagram is shown in Figure D-l. 
The special transformer used in the problem system was 
designed and assembled by the author. It is described in detail 
In Appendix F. The transformer coils and punchings were fur-
nished by the Specialty Transformer Department of the General • 
Electric Company at Fort Wayne, Indiana while the author worked 
there during the summer of 1953. The transformer was somewhat 
similar to a transformer which had been made by Mr. Charles E. 
Strecker while conducting development work on another type of 
fluorescent lamp and ballast system. A flicker condition quite 
similar to the one of interest here had been observed and Mr. 
Strecker recalled it during a discussion of previous observa-
tions of the peculiar instability. Mr. Strecker is a develop-
ment engineer with the Ballast Department, General Electric 
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Company now located at Danville, Illinois. 
A standard pyranol-filled capacitor furnished by The 
General Electric Company was also used in the problem system. 
The capacitor was of the type normally used in fluorescent lamp 
ballasts and had a measured capacitance of 1.43 mfd. 
The fluorescent lamp used in the problem system was re-
ceived from the Lamp Department of The General Electric Company 
and had been taken from commercial stock. The lamp was a 
standard fluorescent lamp, catalog number F96T12. The F sig-
nifies fluorescent, the 96 designates the overall length of 
lamp and lampholders when installed, and the T12 indicates the 
lamp thickness or outside diameter of twelve/eighths Inches. 
A number of the same type lamps were tested and all gave quite 
similar performance. The fluorescent lamp is described in detail 
in Appendix E. 
The voltage source for the problem system was a General 
Electric Company harmonic generator which is installed in the 
Dynamo Laboratory of the Electrical Engineering Department, 
University of Illinois. The source voltage was supplied to the 
problem system through a 10 ampere, 220 volt Variac. Whether 
supplied at 60 cps. by the harmonic generator or from the 
building mains the problem system performed In practically the 
same manner. The harmonic generator was utilized for two 
reasons, namely, the availability of various supply frequencies 
and the freedom from random switching transients occasioned by 
other machines in the laboratory and elsewhere on the campus. 
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The switching transients caused by the Betatron Laboratory would 
have materially hampered the photographing of the oscilloscope 
traces of the voltage and current wave shapes. 
Tests of the problem system were made at 60, 120, 180 and 
300 cps. and, within the limits of the available voltage sources, 
at maximum instantaneous lamp currents of 0.3, 0.6 and 0.9 
amperes. These tests are recorded In Table D-l, as Tests Num-
bers D-l to D-9, inclusive. Photographs of the oscilloscope 
traces made during the tests are reproduced in Photographs D-l 
to D-9, being numbered to correspond with the tests. A key 
for identifying the individual traces on each photograph is also 
included as Table D-2. The key shows the maximum amplitude of 
each curve expressed In grid divisions. 
The instability, referred to throughout this thesis as the 
problem flicker, is graphically illustrated in Photographs D-2, 
D-2a, and D-2b. The visible flicker at a frequency of about 
100 cycles per minute Is the result of the lamp current varia-
tions whose traces have been superimposed In the bottom grid 
of Photograph D-2a. 
Preliminary analysis of the problem by the author Indicated 
a condition similar to resonance in the vicinity of 120 cps. In 
order to verify this, additional measurements were made at 100, 
110, and 130 cps. The measured values showing the variations of 
the relation between source voltage and maximum instantaneous 
lamp current with frequency are tabulated In Table D-3. 
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The harmonics present In the values measured In Tests Nos. 
D-l to D-3 were measured on a General Radio harmonic analyzer 
and are recorded in Table No. D-4. The harmonic values fluctu-
ated so violently during the occurrence of flicker in Test No. 
D-2 that no record seemed very reliable except that observed 
for the transformer flux (^ 3) harmonics. A special significance 
of the flux harmonics recorded for Test D-2 is that only three 
harmonics were present, namely, the 1st, 2nd, and 3rd, and, 
of these three harmonics present during flicker, only the 2nd 
flux harmonic fluctuated during flicker. The indicated value 
of the 2nd harmonic of flux fluctuated from 10 to 14 per cent 
of the total effective value. Since the mechanical time constant 
of the meter Is large compared to the problem flicker frequency, 
the actual variations of the 2nd harmonic is probably greater 
than the variations read on the harmonic analyzer. 
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B 
i 
3ouroe 
l t »• 
T~i + 
r 1 v' 
Transformer 
A Lamr> I-
+ V, 
Vo + 
Hf 
Oapaoitor 
Figure D-l. Schematic Diagram of the Problem System 
Table D-l. Operation Test Readings of the Problem System-M-
Test 
No. 
D-l 
D-2 
D-3 
D-4 
D-5 
D-6 
D-7 
D-8 
f Is 
cps.v.rms. 
60. 
60. 
60. 
120. 
120. 
120. 
180. 
180. 
83. 
114. 
121. 
66. 
71. 
77. 
92. 
132. 
Is 
a.rms. 
0.62 
0.61 
0.68 
1.52 
2.35 
2.72 
0.78 
1.55 
Ps 
w.av. 
47. 
58. 
59. 
100. 
156. 
202. 
50. 
96. 
Id 
v.rms. 
300. 
415. 
415. 
375. 
575. 
820. 
200. 
265. 
Ic 
v.rms. 
335. 
420. 
410. 
385. 
605. 
850. 
127. 
265. 
It 
v.rms. 
327. 
240. 
195. 
182. 
155. 
138. 
200. 
173. 
It 
a.rms 
0.20 
0.25 
0.27 
0.43 
0.68 
0.95 
0.21 
0.43 
*t 
. a. vt 
0.30 
0.55 
0.60 
0.60 
0.90 
1.50 
0.30 
0.60 
Pt 
r.av. 
39. 
43. 
44. 
75. 
115. 
127. 
41. 
74. 
D-9 300. 153. 0.78 50. 202. 75. 203. 0.21 0.30 41. 
^Photographs of the oscilloscope traces of the test 
activities are reproduced In Figures D-2 and D-3. A key 
identifying the traces is listed in Table D-2. 
Table D-2. Key for Identification of the Oscilloscope 
Traces in Photographs D-l to D-9 of Figures 
D-2 and D-3 
Photograph 
Number 
D-l 
D-2 
D-2a 
D-2b 
D-3 
D-4 
D-5 
D-6* 
D-7 
D-8 
D-9 
Peak 
v s 
6.3 
7 
9 .5 
6 . 
6 . 
3 . 
7 . 5 
1 1 . 
12.5 
Values EJ 
i s 
7 . 
cpressed l r 
v t 
14.8 
1 6 . 
1 9 . 
1 7 . 
1 6 . 
1 3 . 
6.5 
1 9 . 
16 .5 
2 0 . 
i Grid D i v i s i o n s 
v d / 2 
14.7 
1 7 . 
1 7 . 
1 7 . 
15 .5 
2 3 . 
1 6 . 
8 . 
1 2 . 
15 .5 
4 t 
6 . 
1 3 . 
1 3 . 
1 1 . 
13.5 
1 2 . 
1 8 . 
1 5 . 
6 . 
1 2 . 
6 . 
-;s-For all curves on Photograph D-6, each grid division 
is equivalent to twice the values shown in the scales below. 
Scales of values in Photographs D-l to D-9, except as 
indicated in the preceding note, are: 
Voltage: 1 grid division - 20. volts 
Current: 1 grid division = 0.2 amperes for is 
1 grid division = 0.05 amperes for i^ 
Time: 1 grid division = 10 electrical degrees In 
Photographs D-l to D-3. 
1 grid division - 5 electrical degrees in 
Photographs D-4 to D-9. 
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Figure D-2 
Photographs of the Oscilloscope Traces for Tests D-l, D-2, and 
D-3 (see next page) 
(A key to the traces is listed In Table D-2) 
D-l. Top: v g , va /2 , 
v t , i t vs . t 
Bot: v t vs . I t 
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D-2. Top: v 8 , va /2 , 
v t , I t V3- t Bot: v t vs. I t 
D-2a. Top: v t vs . t 
Bot: I t vs . t 
D~2b. Top: v r t/2 D-3. Top: v s , v d / 2 , 
vs . t v t , I t vs . t 
B o t : - i t vs. i B Bot; vt vs . I t 
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Figure D-3 
Photographs of the Oscilloscope Traces for Tests D-4 to D-9, incl. 
(see next page) 
(A key to the traces Is listed in Table D-2) 
D-4. Top: v B , v d / 2 , 
v t , I t vs . t 
Bot; Vt vs . i t 
D-5. Top; vE , v d / 2 , 
v t , A t v s . t 
Bot: v t v s . I t 
D-6. Top: vS r v d / 2 , 
v t , i t v s - t 
Bot: \ ' t v s . i t 
Top : 
v t < 5-t 
B o t : v i 
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Table D-3 
Test Readings Demonstrating That the Problem System has an 
Input Impedance Minimum at Frequencies in the Vicinity of 120 cps. 
f 
cps. 
60. 
100. 
110. 
120. 
130. 
180. 
300. 
Xs 
v.rms. 
83. 
92. 
153. 
*t 
a. 
0.3 
0.3 
0.3 
Is 
v.rms. 
70. 
66. 
66. 
73. 
132. 
*t 
a. 
0.6 
0.6 
0.6 
0.6 
0.6 
Table 
V 
D-
la 
.rms. 
90 
71. 
71. 
81. 
4 
Tt 
a. 
0.9 
0.9 
0.9 
0.9 
Is 
v.rms. 
77. 
It 
a. 
1.5 
Percentage Values of Harmonics 
as Calculated from Harmonic Analyzer Readings 
Effective 
Values 
Harmonics 
1st 
2nd 
3rd 
4th 
5th 
6th 
7 th 
8 th 
9th 
10th 
11th 
12th 
13th 
14th 
15 th 
16th 
17th 
18th 
19th 
20th 
vs 
83. 
100. 
Tes 
Is 
0.62 
93. 
14. 
3. 
t D-l 
It 
237. 
96. 
28. 
6. 
3. 
3. 
3. 
3. 
3. 
2. 
It 
0.20 
98. 
10 
18. 
8. 
2. 
D-2 
id 
1.1 
99. 
.-14. 
5. 
Is 
121. 
100. 
Test 
Is 
0.G8 
68. 
64. 
34. 
4. 
7. 
4. 
2. 
2. 
D-3 
It 
195. 
90. 
22. 
34. 
11. 
2. 
7. 
4. 
2. 
3. 
2. 
2. 
1. 
2. 
2. 
1. 
1. 
2. 
1. 
1. 
1. 
It 
0.27 
76. 
59. 
12. 
18. 
9. 
11. 
8. 
4. 
4. 
2. 
A 
i . i 
99. 
14. 
6. 
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APPENDIX E 
DEVELOPMENT OF THE FLUORESCENT LAMP EQUIVALENT NONLINEAR NETWORK 
The fluorescent lamps used in these experiments were General 
Electric fluorescent lamps No. F96T12. In the lamp number, the 
F refers to fluorescent, the 96 refers to the overall length of 
the lamp and lamp holders, and the T12 refers to the thickness 
or outside diameter of the tube in eighths of an inch. This 
type of fluorescent lamp Is called an instant-start lamp and 
has a single pin base at each end. 
A coiled filament is mounted in each end of each lamp. 
Although both ends of each filament are brought out through the 
glass envelope, the opposite ends of each filament are joined 
and soldered into the single-pin base at that end of the lamp. 
To reach the individual leads to the filament it is necessary 
to unsolder the connections into the base-pin and carefully 
break off the base. This was done to one lamp by the author 
in order to study the filament influence more thoroughly. In 
normal operation, the only filament current in an instant-3tart 
lamp Is the arc discharge current which is conducted through 
the gas-discharge space. 
The lamp filaments are coated with an emission mixture which 
consists of barium, calcium and strontium carbonates, and perhaps 
a small amount of zirconium or zirconium oxides. The carbonates 
are reduced to oxides and some pure metals during manufacture. 
The inner surface of the tube is coated with a non-
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conducting phosphor which radiates visible light when exposed 
to the radiations from the gas-discharge space. When the lamp 
is constructed without the phosphor coating, the visible radia-
tion from the gas-di3charge space Is a rather weak blue light and 
the entire invisible or high frequency light output is absorbed 
as heat by the glass bulb. This causes the lamp to operate at a 
somewhat higher temperature than the normal fluorescent lamp. 
The vapor In a new fluorescent lamp consists of argon, 
mercury, and a trace of nitrogen. The argon is at a vapor 
pressure equivalent to about 3 mm. of mercury. The mercury 
contained in the gas-discharge space is sufficient to provide 
saturated mercury vapor at the operating conditions of the 
lamp. For a lamp In the open, where the ambient temperature is 
80° F., the mercury vapor pressure is equivalent to about 0.008 
mm. of mercury. The nitrogen appears as a trace in the lamp 
originally, but disappears from the vapor after about 100 hours 
of operation. This information on the construction of the 
fluorescent lamps was received private communications from The 
General Electric Company or gleaned from the literature. 
Manufacturing tolerances allow some variations between 
similar lamps but these variations did not seem to be signifi-
cant in this investigation. In fact, the variations between 
conduction in one direction and conduction in the opposite 
direction in the same lamp were often greater than variations 
between two different lamps. 
Experiments studying the starting characteristics of the 
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fluorescent lamp showed that direct voltages as high as 1500 
volts could be applied to the lamp terminals without starting 
conduction and without any measurable or observable discharge. 
In fact, a direct voltage of 1500 volts could be applied without 
starting the lamp, even though filaments were heated separately 
by alternating current of 0.8 amperes rms at about 10 volts rms. 
The filament voltages caused strong arc discharges across each 
filament but still no current existed between opposite ends of 
the lamp3. 
However, reversing the direct lamp voltage would usually 
Initiate conduction. The direct voltage required to start the 
lamp when the lamp polarity was repeatedly reversed is plotted 
versus the filament currents in Figure E-l. It was noticed that 
the maximum amplitude of the rated minimum starting voltage for 
the lamp coincided with the typical value of the minimum direct 
voltage required for starting with zero filament current. Of 
course, there is no individual filament current in commercial 
instant-start lamp systems and this correspondence is logical. 
A typical measured characteristic curve of direct lamp 
voltage versus direct lamp current for the F96T12 lamp is shown 
in Figure E-2. This curve shows clearly the regions of initia-
tion of discharge, glow discharge, ignition, and arc discharge. 
Not shown, are the minor dips and peaks in the characteristic 
which seem to be associated with the striations observable in th 
positive column of uncoated lamp3. The minor dips and peaks are 
somewhat reproducible and may be due to resonant and anti-
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resonant points of the standing waves which are visible In the 
gas-discharge space during the period of glow discharge. This 
condition Is not pertinent to the thesis since the lamp seems to 
pass directly into an arc discharge as conduction is initiated 
during each cycle v/hen operating In the problem system. 
The rapidity of ignition is illustrated In Figure E-3, 
where the cyclic variations of lamp voltage with lamp current 
during normal operation with a resistor ballast are superimposed 
for various maximum lamp currents. From those curves, it may 
be seen that lamp voltage increases while the lamp current is 
practically negligible until ignition and then the lamp voltage 
decreases as the arc discharge current Increases. Finally, as 
the voltage supplied to the lamp will no longer maintain the 
discharge, the current and voltage decrease together. 
Development of an equivalent network for the fluorescent 
lamp was based on observations of the lamp characteristics in 
systems using various types of lamp ballasts and these studies 
are referred to in various appendices. However, the initial 
evaluation of the network elements was based on measurements 
taken with the lamp operating with a resistor ballast. The 
test system is shown in Figure E-4, and the test readings are 
tabulated in Table E-l. Photographs R-l to R-12, thereafter, 
record oscilloscope traces of the system voltages and current. 
The photographs are numbered to correspond with the tests to 
which they pertain and appear in Figures E-5 and E-6. 
Analysis of the fluorescent lamp operation indicated that 
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two parallel influences seemd to exist. Dirring each cycle, 
a small current existed prior to ignition. This preignition 
current is practically proportional to the rate of change of 
voltage and therefore suggests a capacltive branch for the 
equivalent circuit. After Ignition, the current rapidly In-
creases as the voltage decreases then, still lagging in Its 
change behind the voltage, decreases as the voltage decreases 
to zero. Both current and voltage finally reach zero at ap-
proximately the same time. The lag in time phase of the cur-
rent loop behind the voltage loop suggests an inductive branch 
while the In-phase nature of the current and voltage shows that 
the inductive branch must contain a resistive element. 
The equivalent network shown in Figure E-7 was developed 
for the F96T12 lamp and incorporates the above-mentioned in-
fluences. The equivalent network parameters may be correlated 
with the physical characteristics of the fluorescent lamp in the 
following manner. 
The equivalent capacitor represents the storage of electric 
charge in the form of ions which occurs when the terminal volt-
age is Increased while the lamp is hot and the gas is partially 
Ionized. Some storage of electric charge would occur In a cold 
lamp, but this capacltive effect seems negligible. The series 
resistor in the capacltive branch accounts for energy dissipated 
along the surface of the tube. As demonstrated in Table E-2, 
the equivalent capacitance is approximately proportional to the 
maximum value of the periodic lamp current. The value of the 
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equivalent capacitor was therefore established as: 
ct = 0.7 x 10~6 Ii]L farads 
The equivalent series resistance in the capacltive branch was 
established as 1250 ohms. 
The branch of the equivalent network which contains the 
resistance and the inductance represents the Influence of the 
conduction through the gas discharge space. The resistance ac-
counts for the dissipation of electrical energy and the Induc-
tance provides for the irregularity of the voltage due to the 
peak at ignition. 
The values of the inductive branch elements were obtained 
in approximate form by applying linear methods to the resolution 
of the test date. The value of the equivalent capacltive branch 
admittance, a pure susceptance, was subtracted from the total 
lamp admittance as indicated in Table E-3. Using the remaining 
admittance as that of the inductive branch, values were obtained 
for the voltages across the equivalent se*-3es resistance and in-
ductance. These calculations are shown in Table E-4. The cal-
culated resistance element voltage was practically constant at 
about 150 volts, particularly within the harmonic ranges of 
greatest interest. The inductance element voltage seemed to be 
a more complex function of current, frequency, and lamp Ignition 
voltage. 
The terminal voltage wave of a fluorescent lamp approximates 
a square wav© and the voltage-current characteristic of the lamp 
ha3 a negative resistance. Therefore, the following polynomial 
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expression in i^ seemed to adequately represent the resistance 
voltage as a continuous nonlinear function of the inductive 
branch current, at least to a greater order of accuracy than 
a linear function: 
11 *i vpt s A — — 4 3 — — volts 
Iil Iil 
The constants A and B were evaluated by equating the average 
value of p^ . = Vpj. i^ to 40 watts when 1^ = 0.255 slnOC/, and 
equating B to 600 in order to obtain an adequate third harmonic 
component of current. Thus 
2 
40 * •!§££ J (A s i n 2 o 5 - B s i n 4 c £ ) dCO 
0
 3 
and v ^ = - 135— + 600--— vol t s 
1 i l I i l 
The expression developed for the inductive element Is: 
v-j^  • l t I. where lt « 5 § henries 
UJ I 1 X 
The complete equivalent network for the F96T12 fluorescent 
lamp Is shown In Figure E-7, together with the expressions for 
the equivalent network elements. 
(S^IOA) , ©S*^toA i^uxmafti, dvxwi aoeatu* 
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Figure E-4. Schematic Diagram of the Fluorescent Lamp and 
Resistor Ballast System. 
Table E-l. 
Test 
Number 
R-1 
R-2 
R-3 
R-4 
R-5 
R-6 
R-7 
R-8 
R-9 
R-10 
R-11 
R-12 
fs 
cps. 
60. 
60. 
60. 
120. 
120. 
120. 
180. 
180. 
180, 
300. 
300. 
300. 
Teat Readings of the Fluorescent Lamp and 
Ballast System at Various Frequencies. 
V 
—s 
v.rms. 
440. 
440. 
440. 
439. 
441. 
442. 
439. 
444. 
448. 
341. 
348. 
347. 
\ 
v. rms. 
234« 
253. 
273. 
227. 
255. 
276. 
228. 
261. 
286. 
138. 
176. 
198. 
R 
ohms 
1270. 
717. 
527. 
1275. 
710. 
480. 
1270. 
690. 
480. 
700. 
433. 
305. 
It 
v.rms. 
234. 
218. 
188. 
226. 
193. 
167. 
217. 
183. 
157. 
206. 
173. 
148. 
h 
a. rms. 
0.182 
0.365 
0.538 
0.180 
0.383 
0.600 
0.182 
0.390 
0.615 
0.200 
0.415 
0.642 
V 
w.av. 
29. 
61. 
84. 
31. 
63. 
94. 
31. 
62. 
93. 
36. 
68. 
94. 
Resi 
Xt 
a. 
0.3 
0.6 
0.9 
0.3 
0.6 
0.9 
0.3 
0.6 
0.9 
0.3 
0.6 
0.9 
Note--The scales for the traces in the photographs following 
this sheet and pertaining to the above tests are as follows; 
Voltage: 1 grid division = 20. volts 
Current: 1 grid division = 0.05 amperes 
Time: 1 grid division = 5 electrical degrees 
79 
Figure E-5 
Photographs of the Oscilloscope Traces for Tests R-1 to R-6, 
Incl. (see next page) 
(The values of the traces are listed In Table E-l) 
R-1 . Top: v e , v t , 
i t vs , t 
Bot: v t v s . i t 
R-2. Top: v s , v t , 
I t v s . t 
Bot: v t vs . i t 
R-3. Top: v s , v t , 
i t v s . t 
Bot: v t v s . i t 
R--4. Top: v a , v t , 
i t v s . t 
Bot: vt v s . i t 
R-5. Top: v E , v t , 
I t v s . t 
Bot: \ ' t v s . i t 
R-6. TOT>: v 3 , v t t 
i t v s. t 
^ o t : \\ v s . 1^ 
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Figure E-6 
Photographs of the Oscilloscope Traces for Tests R-7 to R-12, 
incl. (see next page) 
(The values of the traces are listed in Table E-l) 
R~7. T o p : v R » v t » 
ve . t 
Bot; v t v s . i t 
R-8. Top: v 8 , v t r 
l t v s . t 
Bot: v t v s . i t 
R-9. Too: v S f ' t r 
i t V S . t 
Bot: Vt v s . i t 
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Table E-2. Equivalence of the Expressions for ct and V^™ 
Test 
Number 
a. 
When dlt./dvf. Is zero 
lt dvt/dt It 
dvt/dt 
a. v./ua. //^» //f, 
At ignition 
deg, 
it 
a. 
vt 
v. 
ign 
R-1 
R-2 
R-3 
0.3 
0.6 
0.9 
0.05 
0.10 
0.15 
0.24 
0.24 
0.24 
0.21 
0.42 
0.63 
0.21 
0.42 
0.63 
42. 
35. 
32. 
0.05 
0.08 
0.15 
400. 408. 
365. 360. 
320. 312. 
R-4 
R-5 
P-6 
0.3 
0.6 
0.9 
0.10 
0.20 
0.35 
0,48 
0.48 
0.48 
0.21 
0.42 
0.73 
0.21 
0.42 
0.63 
47. 
40. 
35. 
0.11 
0.25 
0.40 
390. 389. 
300. 341. 
270. 293. 
R-7 
R-8 
R-9 
0.3 
0.6 
0.9 
0.15 
0.30 
0.50 
0.72 
0.72 
0.72 
0.21 
0.42 
0.70 
0.21 
0.42 
0.63 
50. 
45. 
42. 
0.17 
0.33 
0.54 
355. 370. 
290. 322. 
260. 274. 
R-10 0.3 0.20 0.85 0.24 0.21 60. 0.22 335. 333. 
R-11 0.6 0.40 0.76 0.53 0.42 55, 0.46 270. 285. 
R-12 0.9 0.70 0.61 1.10 0.63 50. 0.67 240. 237. 
Table E-3. Subtraction of the Capacltive Branch Admittance 
Test 
Number 
R-1 
R-2 
R-3 
R-4 
R-5 
R-6 
R-7 
R-8 
R-9 
R-10 
R-11 
R-12 
fs 
cps. 
60'. 
60. 
60 
120. 
120. 
120. 
180. 
180. 
180. 
300. 
300. 
300. 
Zt 
ohms < 
1285. 
600. 
350. 
1250. 
505. 
278. 
1190. 
470, 
255. 
1030. 
417. 
231. 
6t 
leg. 
47. 
40. 
34. 
40. 
34. 
20. 
38. 
30. 
16. 
30. 
18. 
0. 
Gt 
^imhos 
530. 
1275. 
2370. 
613. 
1640. 
3380. 
660. 
1630, 
3770, 
840. 
2280. 
4270. 
Bt Bct 
>>mhos //mhos 
-570. 
-1070. 
-1600. 
-515. 
-1110. 
-1230. 
• -517. 
-1060. 
,-1085. 
-485. 
-742. 
-603. 
79. 
158. 
237. 
158. 
327. 
475. 
237, 
327. 
711. 
397. 
7 90. 
1186. 
Bit 
//mhos i 
-649. 
-1228. 
-1837. 
-673. 
-1437. 
-1705. 
-754. 
-1387. 
-17P6. 
-882. 
-1532. 
-1789. 
9it 
deg. 
51. 
44. 
38. 
48. 
41. 
27. 
49. 
40. 
25. 
46. 
34. 
23. 
Yit 
//mhos i 
835. 
1770. 
2980. 
907. 
2180. 
37 50. 
1000. 
2160. 
4250. 
1230. 
2740. 
4590. 
Ii 
a.rms. 
0.195 
0.385 
0.560 
0.205 
0.420 
0.625 
0.217 
0.395 
0.665 
0.253 
0.474 
0.677 
Table E-4. Calculated Branch Voltages 
Test f,, Calculated from Tests 
Number 
R-1 
R-2 
R-3 
R-4 
R-5 
R-6 
R-7 
R-8 
R-9 
R-10 
R-11 
R-12 
s 
cps. 
60. 
60. 
60. 
120. 
120. 
120. 
180. 
180. 
180. 
300. 
300. 
300. 
Rt 
ohms 
755. 
407. 
264. 
740. 
357. 
238. 
660. 
355. 
214. 
563. 
303. 
201. 
Xt 
ohms 
930. 
394. 
206. 
820. 
300. 
121. 
756. 
298. 
100. 
585. 
205. 
85. 
Ivt 
v.rms. 
147. 
157. 
148. 
152. 
150. 
149. 
143. 
140. 
142. 
142. 
143. 
139. 
lit 
v.rms. 
181. 
152. 
115. 
168. 
126. 
76. 
164. 
118. 
67. 
148. 
97. 
57. 
xlt/o» 
henries 
2.47 
1.04 
0.55 
1.09 
0.40 
0.16 
0.68 
0.25 
0.09 
0.31 
0.11 
0.05 
Note--The following relationships were used in the develop 
of the above values: 
cos e 1 t /Y i t 
sin Q l t /Y l t 
Ii Rrt 
Ji Xlt 
Xlt/o* 
(18.000.)1^ 
co2f2 
ill 
3 
-135 1j + 600 H 
^il I S 
zt = vt/it 
et
 =
 arc cos Pt/Y.tlt 
G+ = cos ©t /Zt 
B t = sin ©t / Z t 
Bit = Bt " Bct 
©lt - arc tan B l t/G i t 
Yit = Bit/3in °lt 
*1 = VtYit 
ct = 0.7 x 10~6 I t l 
Rrt 
Xlt 
vrt 
vlt 
H 
vlt 
vrt 
rrot rot 
i © — ^ 
JW -U-
-V\r XT 
rrt 'It 
1250 ohms 
rrt 
rlt 
0.7 x 10"*6 II;L farads 
1 i 3 
- 135. — + 600. -J— 
•11 
( 1 8»°f o ) ii volte 
Xil 
'11 
volte 
Figure E-7 
Equivalent Network: for the F96T12 Fluorescent Lamp 
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APPENDIX P 
DEVELOPMENT OP THE TRANSFORMER EQUIVALENT NONLINEAR NETWORK 
As mentioned in Appendix D, the transformer ballast used 
in the problem system was assembled by the author from coils and 
laminations furnished according to this specifications by the 
Specialty Transformer Department of the General Electric Company 
at Port Wayne, Indiana. The transformer consisted of two single-
wound coils assembled adjacent to one another on the center leg 
of a laminated shell-type iron core with various additional 
exploring colls for study of the flux conditions. 
The transformer core was constructed of E-shaped silicon-
steel transformer punchings of two different lengths. The core 
stack was 48 laminations thick and consisted of punchings 
assembled end-to-end, stacked in groups of three, alternately, 
so that the air-gaps were staggered and the stack held Itself 
rigid. The design and arrangement of the punchings is shown in 
Figure F-l, where a horizontal cross-section of the transformer 
Is drawn. 
The primary coil of the transformer was designed of 434 
turns of 0.0302 inch diameter round copper wire having an enamel 
coating. The wire was wound in 7 layers of 62 turns per layer. 
The spool on which the primary was wound had inner dimensions of 
57/64 Inches by 1 13/32 inches, was 2 29/64 Inches long and made 
of cardboard which was 0.045 inches thick. The insulating paper 
between layers was one thickness of 0.005 inch paper. There 
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were no taps on the primary coil, only the start and end of 
the coll were brought out as leads. 
The secondary coil of the transformer was designed of 1781 
turns of 0.0159 inch diameter round copper wire having an enamel 
coating. The wire was wound in 13 layers of 137 turns per l.ayer. 
The spool on which the secondary was wound had Inner dimensions 
of 57/64 inches by 1 13/32 inches, was 2 13/64 Inches long and 
made of 0.045 inches thick cardboard. The insulating paper 
between layers was one thickness of 0.005 inch paper. In 
addition to leads from the start and end of the secondary coil, 
taps were brought out at the following numbers of turns: 
959 turns, marked TI 
1096 " " T2 
1233 " " T3 
1370 " " T4 
1507 " " T5 
1644 " " T6 
Preliminary tests with the problem system Indicated that the 
use of the start of the secondary coil with T5 gave the type of 
performance which was most similar to the instability conditions 
of the commercial system. Therefore, those are the secondary 
connections which are Implied throughout this thesis. 
Due to the nonlinearity of the mutual coupling, a T-type 
equivalent network was used for the transformer. With that type 
of equivalent network it is convenient to show the parallel 
branch voltage as a function of the net parallel branch current 
and this is equivalent to showing the mutual flux as a function 
of the net mutual ampere-turns which seemed to apply in this 
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case. The equivalent network which was used for the transformer 
Is illustrated in Figure F-2. 
The series elements of the equivalent network were evaluated 
with the use of short-circuit tests. The steps In this 
evaluation are shown In Table F-l. The subscript'as' denotes 
values measured at the primary terminals and the subscript'd3' 
denotes values measured at the secondary terminals. The 
following relationships were used: 
zas~ ^ a/Ia 
9as= arc cos ( PaAala ) 
Ras= V i a 
xas= Z as 3 i n eas 
The approximate short-circuit Impedances at 60 cps. were 
concluded to be: 
Zag= 7. •»• J39. ohms (Secondary short-circuited.) 
zds= 8 2 , + 3470» ohms (Primary short-circuited.) 
The measured d-o resistances of the primary and secondary 
were 2.7 and 32. ohms, respectively. The design turns-ratio 
of the transformer is 3.47 ( ratio of secondary to primary 
turns ). Now, 2.7 x (3.47) = 32.4, so i t seemed reasonable 
to apportion the series impedance equally between the primary 
and secondary in the equivalent network shown in Figure F-2. 
Thus, the values of the equivalent elements are: 
Ra = Rd " 3 # 5 o h m s » Ra = Rd ~ 4 2 • o h m s « 
3^ = X^ = 1 9 . 5 ohms, XR = ^ = 2 3 5 . ohms a t 60 c p s . 
L a = L d = 0 # 0 5 1 8 henries, Lft = Ld= 0.62 henries. 
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The above values which are primed are the values in the 
equivalent network referred to the primary. The above unprimed 
values are the values in the equivalent network referred to the 
secondary as illustrated in Figure F-2. 
The parallel elements of the equivalent network for the 
transformer were evaluated from open-circuit tests with proper 
allowances being made for the series elerrent values. The values 
of the equivalent series element Impedances were subtracted from 
the open-circuit impedances, leaving the value of the equivalent 
parallel circuit impedances. These steps are shown in Table F-2. 
The values of the equivalent parallel elements were 
calculated independently from four different series of testsj 
at three different frequencies from measurements taken at the 
primary with the secondary open and once at 60 cps. from the 
measurements taken at the secondary with the primary open. The 
equi valent parallel conductance and inductance were evaluated 
as shown in Table F-3 and the induced voltage was calculated as 
the product of the calculated parallel impedance and the measured 
current. The extent of the agreement between the calculated 
induced voltage and the measured induced voltage is Illustrated 
by the plot of the calculated and measured values in Figure F-3. 
The divergence of the calculated and measured values of the 
Induced voltage for equivalent mutual inductive currents greater 
than 40 mi111 amperes seems to Indicate the extent of the error 
caused by assuming the series element Impedance to be a constant. 
However, even at equivalent mutual inductive currents as high as 
256. milllamperes the calculated and measured values of Induced 
voltage differ by less than 5 percent. 
The values of the equivalent parallel admittance shown in 
Table F-3 relates the total effective values of voltage and 
current but Is not adequate for nonlinear analysis. However, the 
most significant nonlinear!ty appeared in the mutual inductive 
coupling. Accordingly, the mutual conductance was considered as 
a constant equal to 0.065 mllll-mhos, referred to the secondary, 
and the mutual inductive Influence was analyzed on the basis of 
magnetic flux measurements. 
The values of mutual magnetic flux were calculated from the 
voltages induced on open-circuit. The open-circuit induced 
voltage was measured with a voltmeter responsive to the average 
value of an alternating voltage and calibrated to read the root-
mean-square value for a simple sine wave. The maximum value of 
the flux-linkages was related to the voltage reading as follows: 
V^  - voltage induced in secondary, in v rms. 
Vdav= half-cycle average value of vd. 
vdav= <«/*> oT/8 V " 
Kd/m= vd 
Nd/m= °'5 0 T / 2 vddt 
T = 1/60 sec. 
so $m - (T/4Hd)Vdav - Vd/(267.Nd) B 2.5 Vdmicrowebers 
The maximum value of mutual inductive current was read from 
a calibrated oscilloscope trace for each induced voltage 
measurement. The mutual magnetization curve of mutual magnetic 
flux versus mutual inductive current is plotted in Figure F-4. 
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The mutual magnetization curve has a significant reversal 
of curvature at the lower values. The reversal is clearly seen 
in the curve-section which is replotted with amplified abscissas. 
A verification of the reversal Is Illustrated in Figure F-5 
where the effective mutual Inductances listed in Table F-3 as lm 
are plotted versus the mutual Inductive current. The peaking of 
the mutual Inductance in the vicinity of 12 ma. rms. Is matched 
somewhat by the maximum slope of the flux curve at about 15 ma. 
A polynomial which fits the magnetization curve quite closely for 
values of mutual inductive currents equal to or less than 20 ma. 
is 
/n = 1.6 x 10~3 im + 80. im5 - 1.2 x 105 I5 webers 
For alternating currents with maximums greater than 20 ma. 
but less than 50 ma. the following polynomial seems more suitable 
/ m = 12.5 x 10~3 im + 4.3 im3 - 1.82 x 105 I5 webers 
For a suitable fit over a broader range or for a closer fit, more 
terms would be required in the polynomial. However, the broader 
ranges are not pertinent to the thesis problem and the above 
expressions are adequate. 
Using the above polynomials, the mutual induced voltage 
referred to the secondary may be expressed aa follows; 
For im^20 ma.: 
vm = NJT s ( 2 . 4 + 3 .6 x 10 5 l 2 - 9 . x 1 0 s 1*) l m v o l t s 
For 1 $ 5 0 ma, bu t h a v i n g maximums > 20 ma. : m 
vm a N / = ( 1 8 . 8 + 2 0 . x 1 0 3 I 2 - 1 3 . 6 x 10 6 i ^ ) i m v o l t s 
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Summarizing, the equiva len t network for the s p e c i a l t r a n s -
former I s I l l u s t r a t e d in Figure F-2 and the element-narameter 
func t ions , r e f e r r ed to the secondary, a r e t abu la t ed below: 
Ra - Rd " 4 2 , o h m 3 
La = Ld = 0.62 hen r i e s 
G • 0.065 mill i-mhos 
m 
For im ^ 20. ma. 
vm » (2.4 + 3.6 x 105 I2 - 9. x 108 i4) im volts 
For i_ ^  50. ma. and with 1^ > 20. ma. m m 
v » ( 1 8 . 8 +• 2 0 . x 1 0 3 I 2 - 1 3 . 6 x 1 0 6 I 4 ) i _ v o l t s 
in *» in iil 
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Figure F=l 
Horizontal Oroes-Seotlon of the Transformer 
+ 
v^ 
R a 
y A A — n r x — i r 
R d 'd 
M I1-
Figure F-2 
Equivalent Network, of the Transformer 
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Table F-l 
Evaluation of Transformer Short-Circuit Tests 
Secondary Short-CIrcui ted: 
fs 
cps. 
60. 
60. 
60. 
60. 
60. 
60. 
Xa 
v. 
rms. 
15, 
30. 
44. 
58. 
73. 
88. 
la 
a. 
rms. 
0.37 
0.74 
1.08 
1.43 
1.80 
2.17 
Pa 
w. 
av. 
1.0 
3.9 
8.9 
14.0 
22.7 
31.1 
Id 
a. 
rms • 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
Zas 
ohms 
40.6 
40.6 
40.7 
40.6 
40.6 
40.6 
®as 
deg. 
80. 
80. 
80. 
80. 
80. 
80. 
Ras 
ohms 
7.3 
7.2 
7.6 
6.9 
7.0 
6.6 
Xas 
ohms 
39.8 
39.8 
39.9 
29.8 
39.8 
39.8 
2Ra 
ohms 
7.0 
7.0 
7.0 
7.0 
7.0 
7.0 
2Xa 
ohms 
39. 
39. 
39. 
39. 
39. 
39. 
Primary Shor t -Circui ted: 
ps. 
60. 
60. 
60. 
60. 
60. 
60. 
Id 
v. 
rms . 
47. 
94. 
140. 
137. 
235. 
284. 
Id 
a. 
rms. 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
Pd 
w. 
av. 
0.8 
3.4 
7.5 
13.6 
19.6 
20.7 
la 
a. 
rms . 
0.35 
0.68 
1.01 
1 .35 
1.69 
2.20 
Zds 
ohms 
470. 
470. 
467. 
468. 
471. 
474. 
@ds 
deg. 
80. 
80. 
80. 
80. 
80. 
80. 
Rds 
ohms 
80. 
85. 
83. 
85. 
78. 
80. 
Xds 
ohms 
461. 
461. 
457. 
458. 
460. 
465. 
2Rd 
ohms 
84. 
84. 
84. 
84. 
84. 
84. 
2Xd 
ohms 
470. 
470. 
470. 
470. 
470. 
470. 
95 
Table F-2 
Evaluation of Transformer Open -Circuit Tests 
fs 
cps. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
1 & 
v. 
rms. 
6. 
10.. 
21. 
33. 
55. 
70. 
72. 
85. 
95. 
104. 
108. 
113. 
118. 
122. 
125. 
127. 
130. 
la 
ma. 
rms. 
5 20. 
5 26. 
35. 
47. 
69. 
100. 
106. 
150. 
200. 
300. 
336. 
400. 
500. 
600. 
700. 
800. 
900. 
pa 
w. 
av. 
0.04 
0.17 
0.52 
1.20 
2.62 
3.6 
3.7 
4.9 
6.0 
7.6 
8.1 
8.8 
9.9 
10.8 
11.6 
12.3 
13.0 
Id 
v. 
rms . 
21. 
35. 
70. 
114. 
180. 
236. 
250. 
287. 
315. 
350. 
358. 
370. 
385. 
393. 
400. 
404. 
407. 
Z o « 
as 
ohms 
325. 
404. 
600. 
702. 
797. 
700. 
680. 
567. 
460. 
347. 
321. 
282. 
236. 
204. 
179. 
159. 
144. 
Ras 
ohms 
100. 
251. 
425. 
544. 
551. 
360. 
338. 
218. 
150. 
85. 
72. 
55. 
40. 
30. 
24. 
19. 
16. 
eas 
deg. 
72.0 
51.6 
45.0 
39.2 
46.0 
59.0 
60.0 
67.0 
71.0 
76.0 
77.0 
79.5 
80.3 
81.5 
82.4 
32.6 
83.6 
Xas 
ohms 
309. 
316. 
425. 
445. 
573. 
607. 
580. 
522. 
435. 
336. 
304. 
277. 
233. 
201. 
177. 
157. 
143. 
Km 
ohms 
97. 
249. 
422. 
541. 
548. 
357. 
335. 
215. 
147. 
81. 
68. 
51. 
36. 
27. 
20. 
16. 
13. 
*m 
ohms 
290. 
297. 
406. 
4 36. 
5o4. 
588. 
561. 
503. 
416. 
317. 
285. 
258. 
214. 
182. 
158. 
138. 
124. 
6™ m
deg. 
71.7 
50.0 
44.0 
38.2 
45.3 
58.8 
59.2 
66.8 
70.7 
75.7 
76.6 
78.8 
30.4 
81.7 
82.7 
33.5 
34.2 
Zm 
ohms 
304. 
386. 
585. 
675. 
779. 
687. 
657. 
547. 
440. 
326. 
292. 
262. 
216. 
183. 
159. 
139. 
125. 
120. 73. 57. 
120. 104. 77. 
120. 130. 110. 
120. 150. 137. 
2.8 240.1280. 861. 48. 
5.8 360.1352. 980. 44. 
8.3 435.1130. 685. 55. 
9.2 495.1095. 490. 63. 
905. 357. 866. 45. 1210, 
937. 976. 398. 43. 1330, 
965. 681. 926. 54. 1145, 
975. 486. 936. 63. 1055, 
130. 7 3 . 47 . 2 .4 
180. 105. 62 . 5.1 
180. 130. 7 3 . 7.4 
180. 150. 84. 9.7 
180. 225. 155. 18.0 
240.1552.1085. 4 5 . 1100.1085.1041. 44 . 1500. 
355.1695.1330. 3 8 . 1043.1326. 984. 37 . 1650. 
425.1780.1390. 39 . 1122.1386.1093„ 3 8 . 1745. 
500.1785.1370. 40 . 1150.1366.1091. 39 . 1740. 
725.1450. 750. 59. 1145. 746.1086. 56. 1320. 
cps. 
Id 
V . 
rms 
Id Pd I a Jds Rda e d a cds ^ *m 9 m Jm 
ma. w. v . ohms ohms d e g . ohms ohms ohms d e g . ohms 
r m s . a v . r m s . 
60 . 360. 100. 8.4 97 . 3600. 840. 77 . 3500.798. 3266. 76 . 3370. 
60. 420. 200. 
60. 443. 300. 
60. 463. 400. 
60. 480. 500. 
. 490. 600. 
12.2 108. 2100. 305. 
15.2 111. 1477. 169. 
15.7 116. 1158. 98. 
17.6 118. 960. 70. 
18.4 119. 817. 51. 
82. 2070.263. 1836. 32. 1350. 
84. 1470.127. 1236. 84. 1245. 
85. 1150. 56. 916. 87. 922. 
86. 952. 28. 728. 88. 730. 
36. 812. 9. 578. 89. 579. 
Table F-3 
96 
Analysis of Transformer Equiva len t Mutual Admittance 
fs 
cps. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
60. 
la 
ma. 
rms. 
20. 
26. 
35. 
47. 
69. 
100. 
106. 
150. 
200. 
300. 
336. 
400. 
500. 
-600. 
700. 
800. 
900. 
milli 
mhos 
3.29 
2.59 
1.71 
1.46 
1.28 
1.46 
1.52 
1.83 
2.27 
3". 07 
3.42 
3.81 
4.64 
5.47 
6.3 
7.2 
8.0 
JLm 
v. 
rms. 
6.1 
10.0 
20.5 
32.2 
53.7 
68.7 
69.6 
82.2 
88.0 
96.7 
101.0 
105.0 
108.0 
109.7 
111.1 
111.2 
112.0 
mllTl-
mhos 
0.274 
0.216 
0.142 
0.121 
0.107 
0.122 
0.127 
0.152 
0.190 
0.256 
0.285 
0.317 
0.387 
0.455 
0.524 
0.600 
0.667 
°m 
deg. 
71.7 
50.0 
44.0 
38.2 
45.3 
58.8 
59.2 
66.8 
70.7 
75.7 
76.6 
78.8 
80.4 
81.7 
82.7 
83.5 
84.2 
Gm 
mllll-
mhos 
0.088 
0.139 
0.102 
0.095 
0.07 5 
0.063 
0.065 
0.060 
0.063 
0.063 
0.066 
0.062 
0.064 
0.066 
0.067 
0.068 
0.068 
Bm 
milli-
mhos 
0.260 
0.166 
0.098 
0.075 
0.076 
0.104 
0.109 
0.139 
0.179 
0.248 
0.277 
0.310 
0.381 
0.450 
0.520 
0.593 
0.660 
Im 
ma. 
rms. 
5. 
5. 
7, 
8. 
14. 
24, 
26. 
39, 
54. 
83. 
96. 
113, 
143. 
171. 
200, 
228. 
256. 
,5 
,8 
,0 
,4 
,0 
,2 
,4 
,6 
,6 
,2 
,8 
t 
t
i
1
•
lm 
h. 
10.3 
16.1 
37.4 
35.5 
34.8 
26.0 
24.4 
19.1 
14.3 
10.7 
9.6 
8.6 
7.0 
5.9 
5.1 
4.5 
4.0 
—m 
v. 
rms . 
21. 
35. 
71. 
112. 
183. 
238. 
242. 
285. 
305. 
336. 
350. 
364. 
374. 
381. 
384. 
385. 
388. 
Id 
v. 
rms. 
21. 
35. 
70. 
114. 
180. 
236. 
242. 
287. 
315. 
350. 
358. 
370. 
385. 
393. 
400. 
404. 
407. 
120. 57. 0.827 6 9 . 0.069 45.2 0.049 
120. 77 . 0.750 102. 0.063 42.6 0.046 
120. 110. 0.875 126. 0.073 53.7 0.043 
120. 137. 0.950 145. 0.079 62 .5 0.037 
0.049 11.7 27.2 239. 240. 
0.043 16.5 31.0 358 . 360. 
0.059 25 .7 22 .5 436. 435. 
0.070 35 .0 19.0 502. 495 . 
130. 
180. 
180. 
130. 
180. 
c p s 
47 . 0.667 70. 0.056 43 .8 0.041 0.039 
6 2 . 0.607 104. 0.051 36.6 0.041 0.030 
7 3 . 0.573 127. 0.043 37 .5 0.038 0.029 
84 . 0.575 146. 0.048 38 .5 0.038 0.030 
155. 0.758 204. 0.063 55 .5 0.037 0.052 
Id 
m iiTi- m —m milTl-milTl- " m 
ma. mhos deg. v. mhos mhos ma. 
rms. rms. rms. 
9.4 22.7 242. 240. 
10.8 29.3 360. 355. 
12.7 30.5 439. 439. 
15.1 29.5 505. 500. 
36.7 17.0 706. 725. 
"m 
h. 
vm Xa Va, 
v. v. referred 
rms. rms. to sec. 
60. 100. 0.297 76.3 337. 0.082 0.311 97. 8.55 97. 97. 337. 
60. 200. 0.542 81.8 370. 0.095 0.558 197. 4.77 107. 
60. 300. 0.305 84.2 373. 0.079 0.797 298. 3.33 108. 
60. 400. 1.084 86.5 368. 0.066 1.080 398. 
1.370 87.3 365. 0.053 1.360 495. 
2.46 106. 
6 0 . 500. 
60 . 600. 1.730 89.1 347. 0.027 1.730 600. 
108. 37 5. 
111. 385. 
116. 402. 
1.96 105. 118. 409. 
1.54 100. 119. 413. 
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APPENDIX G 
ANALYSIS OF THE PROBLEM NONLINEAR NETWORK 
The equivalent nonlinear network for the problem system is 
established in Appendix D. When the basic equivalent networks for 
the transformer and the lamp are Inserted in that network, the 
basic nonlinear network of Figure G-l is obtained. 
The analysis of the basic nonlinear network will now be 
developed in the manner prescribed in Appendix B, as an example 
of the application of the phasor method of nonlinear network 
analysis. 
Step 1^  Specification of the Basic Nonlinear Network. 
The plan of the basic nonlinear network for the problem 
system, referred to the secondary of the transformer, is shown In 
Figure D-l. The parameters of the network are as follows: 
vr, = V - sin ob - volts 
s si si 
where 0£ „ = d£ + d _ radians per second 
si si 
& = OJ t 
R s R, = 42. ohms 
a a 
L = LJ = 0.62 henries a d 
C^ = 1.43 x 10 "*6 farads d 
G as l/R = 65. x 10"6 mhos 
m m 
R = 1250. ohms 
c 
v A X + B i? volts rt r i r i 
where Ap = 13o/li;L Br = 600/1^ 
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Ra La 
P V, rct 
Figure G-l 
The Equivalent Nonlinear Network for the Problem System^ 
Referred to the Seoondary 
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vlt 
where 
V = 
m 
where 
vct ' 
where 
\ Wih volts 
A lh 18000. /(hwl±1)
2
 henries 
(A + B i2 - C ij) 1 volts 
m m m m m m 
for I < 20 ma: 
*m 
B 
m 
'm 
= 2.4 
= 3.6 x 10£ 
= 9. x 108 
for 20 ma. < Im<C 50 ma: 
A. 
m 
B, 
m 
= 18.8 
= 2. x 10' 
C = 13.6 x 10 
m 
6 
(l/o)ct) qt volts 
0.7 x 10"6 I±1 farads 
Step 2. Selection of the H Significant Harmonics. 
Harmonic analyses and previous studies of the problem system 
indicated that the significant harmonics are 0, 60, 120, and 180 
cycles per second. So 
u> 
H 
0, 1, 2, 3. 
0, 377, 754, and 1131 radians/second 
4 
The general form for the current of the kth network element is 
3 
amperes 
h=0 
where i, 
ik = ,_!„ 1kh 
kh 
to. ko 
04 kh 
Xkh s i n^kh 
90° 
hmt + 4 h 
for h = 0 
h = 1, 2, 3. 
3 , 
and
 *k = JL ikh 
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h=0 . ' 
i. 
*kh = hwIkh c o s " k h h = 1, 2, 3. 
where , = 0 for h = 0 
ko 
3 
JC
 h = 0 Ktl 
where q^  = Ij t for h = 0 
qkh = " ( Ikh / h U j ) C0SQ*kh h = *> 2 > 3 -
Step 3, Expansion of the Basic Nonlinear Parameters. 
5 
v = R J i t, 
ra a ^ ah 
3 . 
v = L 5 i la a ^ ah 
3 
v = R J i . 
m m g gh 
3 
rd d ^ dh 
3 . 
vld = Ld I ^ h 
vcd = <1/Cd) £ qdh 
vt = (l/ct) f qch f Rc 5 ich 0 
vt = vrt + vlt " ert 
3 
vit = I Aih H h 
vrt = i [2 Ar + Br (2I2Q + si2±1 + 3I22 + 3I23)] i±0 
+ ^ Br l±1 Ii2 [Ii! sin (2^i]L + 4 2) + Ii3 sin ^±1 + ^ i2 - rf13)] 
•f [Ar + ^ Br (12l|0 + 31^ + 6l|2 + 6l|3)] ii]L (continued) 
v , (continued): 
r t 
+ iB r [121^1^142 c o s ( ^ - ^ i l + ^ i 2 ) + 1 2 I 1 0 I i 2 I i 3 c o s ^ - ^ + ^ g ) 
- 31^1-g sin(o>- 2j±1 + ^ 1 3 ) + 3 I 2 2 I i 3 s i n ( ^ + 2 ^ i 2 - ^ 3 ) ] 
+ [Ar + iB r (12I2 0 + 6 1 ^ 4- 3I^2 + 6I?3)} ±±2 
+ ±B r[ -SliQlfi cos ( 2 * 4- 2/± 1) + 6 1 ^ 1 ^ 1 ^ cos (206- ^ + ^ g ) 
+ 3 I i l I i 2 I i 3 sin(2(^+ / ± 1 - rfi£ + ^ i 3 ) I 
+ [A r + i B r ( 12 l | 0 + e i ? ^ 6if2 + S l i S ^ H3 
o 
- iB rI i ;L[l2I i 0I i 2 cos(3tf4- ^ 4- f(i2) 4- Ii;L sin(3# + 3 ^ ) 
- 3I22 sin (3QO- ff^ + 2^±2)] 
4- iB r[-6I i 0 l |2 cos(406+ 2^±2) - ^ I i Q l i i l ^ cos(4C6 4- ^ 4- j ^ ) 
- 31^1-2 sin(4*4- 2/±1 + ^ - 8 1 ^ sin(4*>- ^ + 2 ^ ) 
+ 6 I i l I i2 I i8 S ± n ( 4 f l 6 " *±1 + ^±2 + ' i 3 } 
- S I 2 ^ sin(5*4- 2 ^
 + ^ ) - 81^1^ sin(5*4- ^ + 2 ^ ) 
4- 3 1 . ^ 3 sin(5C*- ^
 + 2^3) - 12I10I12I18 cos<5* + ^ 4- j±J 
"
 6IiOIi3 c o s ( 6 a / + 2^i3} " Ii2 s i n ( 6 f l 6 + 3^i2} 
- "ii^ia s i n ( 6 * + ' i l W i 2 + ^ 3 } 
"
 3 I i l I i 3 s in<7ft>+ ^il + 2^i3} ~ 3 I i2 I i3 s i n<7o ' + 2^i2 + ^i3 ) 
- 3I12lf8 sin<8* + ^ i 2 + 2^3) - I33 sin(9a>4- 3 ^ ) ] 
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4 
mO vm = l A m + *V4ImO + Z l l + 2I*2 + 2Im3> " x/8 V 8 1 
+ 1 2 I 2 I 2 + 2 4 I 2 I 2 + I 4 4- 3 I 4 + 3 I 4 4- 6 I 2 I 2 
mO ml mO m3 ml m2 m3 ml m2 
4- 6 1 2 I 2 + 12I 2 I 2 )] i 4-oiB I I I
 n s in(<&- p" * 4 J 
ml m3 m2 m3 J ml m mO ml m2 ml m2 
• • " ^ ^
 c o s<<* + 2^2 " "W + < 1 / 8 ) w C m I n l I m 3 <12ImO + 2 Inl 
" 8^2-8^3) 003(0^-2^^ ^ 3 ) -U>CmI2l2l3 »o.U6 *2^ml-2^*^i 
*(1/16) U) C ^ ^ g c o s (06
 + 4 ^ m l - ^ 3 ) • < l / S ) ^ ! 8 ^ c o s (*-3^1+2^2 ) 
+ (3/8)a, CraInll22l23oos(*» - ^ ^ ^ - ( l / S ) " V ^ I ^ m 2 , , 
+ 6I
»1 * 2 I L + 3 I m3> c o s < * * 2><m2 - 4 a > 
-(3/2)0.^1^1^1^^3
 si„ (* + 2 ^ * * n 2 - 43) 
" ^ m W m i 1 ^ s i n < * + 3^i - V + ^ V U ^ (4I™oImi 
4- 6 I 3 4 -61 I 2 4- 9 I 2 I + 61 I 2 ) s i n (a, - p1 + fl ) 
ml ml m2 m2 m3 ml m3 ml m2 
- ^^
CmIB10Im2Im3<4ImO + 6 I m l + 3Im2 + 3Im3> 3 i n ( ^ " 'm2 + ^ 3 > 
+
 Om + * B m < 4 I m O + 2 * m l + *m2 + 2Im3> " V* c m < 8 4 o + ^ m O 1 * ! 
4- 12I 2 I 2 + 24I 2 I 2 4- 3 I 4 + I 4 + 3 I 4 + 6 1 2 I 2 mO m2 mO m3 ml m2 m3 ml m2 
+
 "Ma + 6 M s > ) U - ' " V - O 1 , ! ^ Sin(20& " 4,1 + "W 
+
 ""VmlWmS c o s < 2 o & + 4.1 " 4a + 4.3 > " " S W ^ l <2ImO 
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v (cont inued) : 
m 
+
 *ml + 3 I m 2 * 3 I m 2 + 3 I m3 } s i n ( 2 * + 2*ml> ^ W l ^ ( 4 4 
4- 3 I 2 4- 6 I 2 4- 3 I 2 ) s in {200 - / ., + ^ ) 
ml m2 m3 ml m3 
- ^ V m l ^ ^ S <12ImO+3ISl+3IL+3I^3' cos<2<* +4a"4tf+''-8) 
*W2) W0nXmQXn2 U2nllm2 * I m 2 I 2 3 ) s in (20 , - 2 ^ x + 2^) 
" ^VmoV^mS s l n < 2 * + 4,1 + 2 ^m2 " 4n3> 
+ ( 3 / 4 ) o ) C m I 2 1 I m 2 I 2 3 cos (2C0 - 2 ^ - 4 2 + 2 ^ 3 ) 
+ WVL Im2 In3oos (2 t t-3^l+4 J2+4n3 )+< l /8 toVL I1n2oos (2*+4^r4 J2 ) 
+
 ^ V m l W m S c o s ( 2 a ! + 8 ' f », l + ' -m2-4 ,3 ) " ^ V m l ^ S C o s ( 2 , r ' 
" 4»! + 34,2 " 4,8> + { A» + KWlo + Ztl * 21lz * I L ) 
" V 8 Cm [ 4 I 2 0 ( 2 I 2 0 * 6 I 2 , + 6 I 2 2 • 3 I 2 3 ) + ^ ( S ^ + W ^ + B ^ ) 
+ 31 „ ( I +212 ) + I 4 I i + 3u;B I I I sinOfc+^C +fl „) 
m2 m2 . m3 m3J m3 m mO ml m2 ml m2 
- i ^ V m l «0B<a»8^ l l l ) • (3/4)0- B m I m l I 2 2 c o s ( 3 ^ m l + 2 ^ m 2 ) 
+ ( 3 / 1 6 ) ^ ^ 1 ^ ( 4
 + 4 I 2 2 + 4 I 2 3 ) cos ( 3 * + Zjml) 
" * «
u 0
. ^
1
. l ^ < 1 2 4 + 9 4 + 9 I L * 1 8 4 ) Si" (3"*,1*',2> 
- ( 3 / 2 ) a , C m I m 0 I 3 2 I B 3 s in (3o6 + 3 ^ 2 - ^ 3 ) 
+
 < 9 /2)u .C m I m 0 I 2 1 I l n 2 I D l 3 s in (3<* . 2flal • ^ • * n 3 ) 
v„. ( c o n t i n u e d ) : 
+ ( 9 / 2 ) o . C m I n 0 I m l I m 2 I 2 3 s i n ( 3 0 6 - ^ • 2 ^ 3 ) 
+ ( 9 /2 ) u 'C r a I m01ml Im2 I m3 s i n (3°° + 24nl " 4,2 + 4,3> 
+ (3/2)u>C i V l 3 cos (3oC + 3ff , ) - ( l /8 )ouC I I 2 ( 12 I 2 + 
m rau ml ml m ml m2 mO 
+ 6IL + " I L ) cos (s* - 4»i+ 2 V 
-WS)aJCalmlll2lls cos ( 3 * • ^ m l - 2^ m 2 + 2 / n 3 ) 
+< a /«« c . I - i 1L cos (3<*" 3 4 , i + 24V 
• ( 9 / D a p C , ^ ^ cos (3C • 2^nl • 2 ^ 2 - ^ 3) 
plus higher harmonic terms through the 15th. 
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Step 4. Specification of the Harmonic Networks. 
Each of the harmonic networks have the same plan as the basic 
nonlinear network shown in Figure G-l. 
The element voltages of the hth harmonic network are the hth 
harmonic components of the expanded element voltages of Step 3. 
Step {5. Development of the Harmonic Phasors. 
The phasor representations for the hth harmonic network are 
established a^ tabulated below: 
T a h " I a h e ^ * h V s h " V s h e ^ s h T c d h " - J « A t t » C d > \ h 
1 . = I
 u e ^ g h V = R T u V = R 7 
gh gh r ah a ah r c t h c ch T
 t. * I ed**»h V = jh tuL T V ^ = - j ( l / h u > c ) T 
mh mh , l ah a ah c t h t ch 
T d h = W ^ * * 1 \ h e Rm T g h V t h = < r t h + J h « . l t h ) T i h - l r t h 
T,u = I , ^ ^ 1 1 1 V „ B R^ T J U 7 . = ( r ,+ j hou l J T - 1 ^ i h i h rdh d dh mh lmh mh mh lmh 
I u = T u e c h V ^ u = J h u > L I ch ch l d h d dh 
Where a symbol appears in the above tabulation without a 
subscript h, the value of the symbol is specified in Step 1. 
For the zero harmonic network the time phases in the above 
tabulation may be disregarded, the symbol jh<JO interpreted as 
d/dt and the symbol l/hco interpreted as the time integral. 
The previously unspecified parameters of the zero harmonic 
network have the following values: 
Ert0= !-5 Br <3l + 4 + l 2 i3> ^ 0 
Elm0= ° 
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r,
 A = (A 4- B ) I3 tO r r iO 
I4.0 = rn n = 0 1 = A + B I2 4- C I4 
tO ImO mo m m iO m 10 
The previously unspecified parameters of the 1st harmonic 
network have the values listed below. The zero and 2nd harmonic 
terms have been omitted because they contributed nothing to the 
1st harmonic calculations which assumed them zero. 
7 , = V
 n e
d
^ s l 
9 l S i 
E rt l « ° 
\ m l " ° 
r t i - Ar + °-75 V i i + 1 ' 5 Via ~ °-75 ViAa 0 0 8^!!-^ 
ltl - A u + (8/4 €0) B rI i lI i 8 Sin ( 8 ^ - ^ 
rn „ = co(-B +0.1875 C I2,+0.375 C I2 )I2' I 0 sin(3/» -j( „) lml ns m ml m m3 ml m3 ml m3 
1 , = A + 0.25 B I2, + 0.5 B I2 - 0.125 C I4, - 0.375C I4 
ml m m ml m m3 m ml m m3 
- 0.73 C I 2 I2 + <-Bm + 0.3125 C I 2 m ml md m m ml 
" °*
375 CmIm3) ^ 1 ^ 3 c o s (34nl " * W 
The previously unspecified parameters of the 2nd harmonic 
network have the approximate values listed below. Only the terms 
due based on the 1st harmonic proved of significance here. 
7s2 = ° 
110 
Ert2 = °'5 VlO 1!^ 8 1!!" 9"*- 24u> " 6Ii3COS<2"-''ir43)] 
Elm2 = "^mWml Sln (2°"- 24„l' 
r „ = Ar • 0.75 Br(4I20 + 2 1 ^ + 1 2 2 + 21^) 
Xt2 = A12 
1 „ = A + 0.5 B (2I2„ + I2,) - 0.125 C (8I4„ + 3I4„ ) 
m2 ra D» mO ml r.i mO ml 
rim2 " -°-25 Cm *ml sin <44»1 " 24»2> 
The previously unspecified parameters of the 3rd harmonic 
network have the values listed below. The zero and 2nd harmonic 
terms have been omitted because they contributed nothing to the 
3rd harmonic calculations, in which they were assumed zero. 
Vs3 = 0 
E . _ = 0.25 B I?_ sin (306/ + 3^_) 
r t 3 r l l i i 
E, = 0.0625 (4E - 3C I 2 , ) I 3 cos (30* + 3 / , ) 
lm3 m m ml ml ml 
r
*o = A + I - 5 B l2t + ° « 7 5 B J?o t3 r r ii r i3 
S s = A 13 
r
 o a - 0.375 CDC I 3 I~ sin ( 3 / , - fS ) lm3 . m ml b 3 ml m3 
" ° '
1 2 5
 VmS + i a 2 5 V m l 1 ^ c o s ( 3 4n l " 4»3> 
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Step _6. Development of the Harmonic Activity Equations<> 
The current equations for the hth harmonic network are 
stated as follows: 
I 
x d h 
x b h 
X ah 
™ 
= 
zz 
J i h 
rah 
1
 u 
+ 
+ 
+ 
J 0 h 
hh 
mh 
+ 
+ 
Xch 
x i h 
+ 
ch 
The current and voltage matrices for the hth harmonic 
network are stated as follows: 
N-
gh 
mh 
in 
*ch 
M- E 
sh 
lmh 
Erth ~ Elmh 
-E 
'rth 
The impedance matrix for the hth harmonic network, with the 
operator p written for jhcu is shown below. 
H-
R a + R m + P L a V " P L a 
"
Rm r l m h + p l m h 
0
 ^ l m h - P ^ h 
0 0 
R a + P L a 
0 
R d + r t h + P ( L a + l t h ) + 1 
P 4 i 
-
r t i r p l t h 
* a + P L a 
0 
R d + p L d + l / p C d 
R c + l / p c t 
1 
Step 7. Evaluation of the Unknown Activities 
For the 1st Harmonic Network 
t II a 0 
R R^ « 42. d ohms. 
u,L2 = a*L. = 234. ohms 
^n = 15400 
l/a,Gd= 1850, 
ohms 
ohms 
= 1250. ohms 
a>ct = 264 x 10~4Ii:L mhos 
tl 
uiltl-
lml 
315 + 900 XjQ - 450 Ii3 cos p*,« 
_ - g — -J- 13 
Xil ^ l ^ 1 
48 - 450 xi3 sin p1'. 
—TT- 5 ' IO 
*±T 4 i 
(-7.54 • 960.1^ * 1920.123) l O 6 ! * ^ s i n O ^ - ^ g 
1 . = 18.8 + 50. X 102I2, + 104I2, - 170. X IO4!4, 
"ml ml 
Lm3 m^l 
- 510. x 104I43 - 1010. x l O 4 ! 2 ^ 
+ (-2. + 425.1^ - 510.123) IO4 cos ( 3 ^ - ^ ) 
For the 2nd Harmonic Network 
^ii - ° 
1 1 3 
[ = 1 = 0 
L0 2 
R =: R = 4 2 . 
a c 
2 w L « 2cuL r i = 4 6 8 . 
a u 
R = 15400 . 
m 
1/2 WC. = 925 , 
R = 1 2 5 0 . 
c 
1/2 coo
 t = 1.89 x 1 0 3 / l i ; L 
ohms. 
ohms. 
ohms. 
ohms. 
ohms. 
ohms. 
t 2 
- 165 + 9 0 0 I 2 3 + 9 0 0 I i 3 cos ( 2 ^ i 2 - ^ i 3 ) 
r3" il "HI cii 
ert2 - Ii0 
f 900 - 1800 I i 3 cos (^ il - ^ i 3M 
L Tll -72 J 
t2 
lm2 
11 
= 24 - 1.2 I 
"il 
31 i& 
in <2^, 9 - jf/.o) 
'12 
il 
= -7.54 x IO6 IralIm3 sin {fnl - 2 ^ 2 + ^ ) 
+ 7 68 x 1 0 9 I I ( I 2 4 1 2J s i n <jf - 2rf + + ) + 7 .b» x I U i|nl-«-1||g v m l m 3 m l m2 m3 
+ 3 .84 x 1 0 9 I " I 
ml m3 
Sin {2d + 2|f
 0 - d j 
ml m2 ^m3 
+ 2 . 5 6 x 1 0 9 I * I
 3 s i n ( 3 ^ - ^ ) 
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r_ _ (continued): lm2 
- 6.2 x IO3 i j sin (^ m l -2 / m 2 ) 
clm2 = V m l 2 * 7 x 1 0 8 l m3 s l n <2<* ' 'nl + <*m3> 
+ 5.1 x 10 9 I m l ( I r l 2 + 3 I 2 3 ) s in (206 + 2 ^ ) 
- 5.1 x 10 9 Im 3 (4Im 2 + 3I 2 X + 8 l J ) sin (2a. - ^ - ^ 
l m 2 = 2.4 + 10 4(Im 2 + i j ) - 5.1 x 106(I i n4 i 
+
 4 + 4 Iml X J > + ^ m l 1 * * C O s (^ml " 2*m2 + V 
- 10.2 x 106IalIa8-<IB2 + ij) cos(^ml - 2 ^ + p-md) 
+ 20.4 x 106IB2lJ cos (2/ml + 2 ^ - 2^g) 
+ 10.2 x 106I 3I
 0 cos (3/z( „ - p1 ) 
ml m3 ml m3 
+ 8.5 x 105Im4 cos (4^ml - 2 ^ ) 
In the area considered I , — .04 and I „ — .005 
ml m3 
so I 2 ^  16 x IO"4, Imo ^  .25 x IO""4 ml * ma 
thus there is little reduction in accuracy by neglecting 
2 
I
 q terms, and for an approximate analysis I 3 could be 
neglected in comparison to I .. With these simplifications, 
the expressions reduce to the following: 
rlm2 = - 6-2 x IO8!4! sin <4/nl - 2^l2) 
• 2.6 x 1 0 \ l Im3 sin Mul - rf ) 
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r- _ (continued): 
*
 7
'
7
 * ^Ws Sl" (^1 - 2^2 + ' . S * 
- 7.5 x 106IralIm3 sin Of - 2 ^ 2 + ,1 ) 
-m2 2 .4 + 10
4 I m 2 - 5 .1 X 1 0 6 I n | 
110 
F o r t h e 3rd I l a r n o n i c Ne twork 
'ii = ° 
R„ = R. = 4 2 . ohms, 
a d 
3afL = 3 u ; L , - 7 0 0 . ohms. 
a d 
R = 1 5 4 0 0 . ohms, 
m 
l / 3 c u C d =s 6 2 0 . ohms. 
3cuOt = 7 . 9 2 x 1 0 ~ 4 I 1 : L mhos . 
R = 1 2 5 0 . ohms. 
c 
r . Q = 7G5 + 4 5 0 . lA t3 —— l o 
I I 3 
x i l x i l 
E ._ = 1 5 0 . 
r t 3 
3 t u l t g = 1 5 . 9 
J i i 
rl«8 " 1 ' 8 X 1011 XlAs 8in (/ml " V 
E. , = ( 3 . 4 - 6 3 5 0 . I 2 ) 1 0 6 l f 1 o j 3 ' i » l 
lmo ml ml 
1 _ = 2 . 4 + 1.8 x 1 0 5 I 2 + 9 . x 1 0 4 I 2 - 3 . 4 x 1 0 8 I 4 
md ml m8 ml 
- 6 , 7 5 X 1 0 8 I 2 I 2 - 1 .1 x 1 0 8 I 4 + I O 9 ! 3 . ! 2 . c o s ( 3 ^ , - f(
 n ) 
ml m2 m3 m l m3 m l m3 
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The equations are too complicated for a manual solution 
in exact form, therefore a process of approximating is used. 
Values of T., are assumed within the range of interest and with 
^il = °* Furthermore, it is also assumed initially that 
7 = 7 = T 
al dl 11 
7 =: 7 = 7 xa3 xd3 xi3 
7 = T 1 = T „ = T o = 0 ml cl m3 c3 
The current T.g is then approximated a3 shown in Table G-l. 
TABLE G-l 
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Evaluation of H•n 
Xil 
84 
J780 
1250 
7.92Ii;L 
-jl06/7.92Iil 
901; 
(& ** \j .25 .275 ,3 .325 
Y 
ct3 
ct3 
Y£ = Y„ + Y ^n 3 3 ct3 
rt3 = 765/t±1 
j3twlt3 = 15.9/1^ 
Zi3 
Zi3 
E 
rt3 
[i3 
j x 
10~ 4x 
J 1 0 " 4 x 
j x 
l x 
10 " 4 x 
10 ~ 4 x 
j l 0 ~ 4 x 
1 0 - 4 x 
. j l 0 " 4 x 
j x 
j x 
j x 
• j x 
8 4 . 
7 8 0 . 
1.4 
1 2 . 9 
1250 
1 .77 
5620 
7 7 . 5 ° 
1.74 
7 7 . 5 ° 
. 3 7 
1.7 
1.77 
1 1 . 2 
140 . 
8 9 0 . 
3400 
315 
3540 
1305 
3770 
20° 
150 
,039 
.037 
.014 
84 . 
7 8 0 . 
1 .4 
1 2 . 9 
1250 
1.97 
5080 
76° 
1.92 
76° 
. 4 7 
1.87 
1.87 
1 1 . 0 3 
1 5 2 . 
905 . 
3070 
256 
3222 
1161 
3420 
20° 
150 
.044 
. 0 4 1 
. 015 
8 4 . 
7 8 0 . 
1.4 
1 2 . 9 
1250 
2 . 1 7 
4600 
75° 
2 . 1 
75° 
. 5 4 
2 . 0 3 
1.94 
1 0 . 9 6 
1 6 1 . 
9 1 5 . 
2780 
211 
2941 
1126 
3140 
21° 
150 
. 0 4 8 
.045 
. 0 1 7 
8 4 . 
780 . 
1 .4 
1 2 . 9 
1250 
2 . 3 7 
4220 
7 3 . 5 ° 
2 . 2 7 
7 3 . 5 ° 
. 6 5 
2 . 1 7 
2 . 0 5 
1 0 , 8 5 
174 . 
9 2 2 . 
2550 
177 
2724 
1099 
2960 
2 2 ° 
150 
. 0 5 1 
. 047 
. 0 1 9 
8 4 . 
7 8 0 . 
1.4 
1 2 . 9 
1250 
2 . 5 7 
3900 
72° 
2 . 4 3 
72° 
. 7 5 
2 . 3 1 
2„15 
1 0 . 7 5 
1 8 3 . 
9 2 8 . 
2350 
151 
2533 
1079 
2750 
23° 
150 
.055 
, 0 5 1 
. 0 2 1 
TABLE G-2 
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' t l ' 
315 
• i l 
900 l f 3 / l ? l 
- 4 5 0 1 I 3 c o s dA~ 
1 1 1 
ju»l t l: J i | 
M l 
- J 4 5 0 ^ 1 3 s i n fi±z 
I 2 
i l 
l t l 7 
* t l 
- J 
10 f 
2 . 6 4 1 1 1 
• c l 
-d l 
4 2 . I d l 
J 2 3 4 T d l 
- J 1 8 5 0 I d i 
V m l 
' vti 
-lx 
Jx 
Jx 
Jx 
Jx 
-Jx 
-lx 
Jx 
Jx 
Jx 
-lx 
Jx 
V 
-Jx 
-Jx 
> Icl» 
.225 
1400 
120 
327 
945 
119. 
1193 
1064 
269 
240 
1250 
16900. 
.014 
.016 
.211 
.016 
9. 
1. 
4. 
49. 
30 
390 
304 
100 
Tdl» vml 
.25 
1260 
112 
295 
770 
108. 
1077 
878 
269 
219 
1250 
15200, 
.014 
.017 
.236 
.017 
10. 
1. 
4. 
55. 
32 
440 
307 
165 
.275 
1140 
99 
266 
635 
103. 
973 
738 
267 
203 
1250 
13800. 
.015 
.019 
.260 
.019 
11. 
1. 
4. 
61. 
35 
480 
309 
215 
.3 
1050 
87. 
237 
534 
100. 
900 
634 
270 
190 
1250 
12050 
.015 
.022 
.285 
.022 
12. 
1. 
5. 
67. 
41 
530 
318 
272 
.325 
970 
79. 
216 
455 
92 
833 
547 
271 
178 
1250 
11700 
.015 
.023 
.310 
0.23 
13. 
1. 
5o 
73. 
43 
570 
322 
318 
120 
TABLE G-3 
il 
rt 765 3* il 
450 If3/I?i 
Evaluation of Vt3, V ^ 
.225 .25 .275 .3 .325 
3400 3070 2780 2550 2350 
60 56 50 44 40 
J 3 w lt3 : 
Zt3 
Zt3 
Wt3T 
.15.9 
T 2 
Iil 
13 
ct3 
•ct3 
'ct3 
•d3 
421 d3 
J80T d3 
Vm3 = Vt3 
Jx 
Jx 
10
"x 
lx 
Jx 
Jx 
„ 
Jx 
315 
3460 
315 
3500 
50 
138 
25° 
1.74 
77.5° 
.024 
102.5° 
.005 
.024 
.032 
.010 
1. 
1. 
3. 
256 
3126 
256 
3150 
50 
139 
250 
1.92 
76Q 
.027 
101.0 
.005 
.027 
.036 
.012 
2. 
1. 
3. 
211 
2830 
211 
2850 
40 
137 
250 
2.1 
75° 
.029 
100° 
.005 
.029 
.040 
.012 
2. 
1. 
3. 
177 
2594 
177 
2600 
40 
132 
26° 
2.27 
73.5° 
.030 
99.5° 
.005 
.030 
.042 
.011 
2. 
1. 
3. 
151 
2390 
151 
2400 
40 
152 
27° 
2,43 
72 6 
.032 
990 
.005 
.032 
.046 
.010 
2. 
1. 
4. 
TABLE G-4 
1 2 1 
E v a l u a t i o n Tm]_ 
I t l . 2 2 5 . 2 5 . 2 7 5 . 3 . 3 2 5 
V m l 3 1 8 3 4 8 377 417 457 
- 1 8 ° - 2 8 0 - 3 5 ° - 4 0 ° -45© 
On b a s i s of I m l s . 0 5 
^ l * 
1 8 . 8 1 8 . 8 1 8 . 8 1 8 . 8 1 8 . 8 1 8 . 8 
5 0 . x 1 0 2 I £ i 1 2 . 5 1 2 . 5 1 2 . 5 1 2 . 5 1 2 0 5 
- 1 7 0 . x l O 4 ^ - 1 0 . 6 - 1 0 o 6 - 1 0 „ 6 - 1 0 . 6 - 1 0 „ 6 
l m l 2 0 . 7 2 0 . 7 2 0 , 7 2 0 . 7 2 0 0 7 
T m l - V m l ( J 1 . 2 8 x I O " 4 ) . 0 4 1 . 0 4 4 . 0 4 8 . 0 5 3 . 0 5 8 
I m p r o v e m e n t of l m ] _ : 
1 8 . e 1 8 . 8 1 8 0 8 1 8 c 8 1 8 0 8 1 8 0 8 
5 0 . x 1 0 2 I m i 8 . 4 9 . 7 1 1 . 5 1 4 . 0 1 6 . 8 
- 1 7 0 . x l O 4 ^ - l x 4 . 9 6 . 1 9 . 0 1 3 . 4 1 9 . 7 
( I m 3 = . 0 2 ) 1 0 4 I 2 3 4 . 4 . 4 . 4 . 4 . 
V m l . 8 4 . 9 2 1 . 1 . 1 1 1 . 2 1 ULi 
Iml .032 .035 .038 .042 .047 
-108O -118° -125° -130O -1350 
1 8 . 8 1 8 . 8 1 8 . 8 1 8 . 8 1 8 . 8 1 8 . 8 
5 0 . x 1 0 2 I § x 5 . 1 6 . 1 7 . 2 8 . 8 1 1 . 0 
- 1 7 0 . x l O 4 ^ ! - l x 1 . 8 2 . 5 3 . 5 5 . 3 8 . 2 
1 0 4 I 2 3 4 . 4 . 4 . 4 . 4 . 
l r a l 2 6 . 1 2 6 . 4 2 6 . 5 2 6 . 3 2 5 . 6 
T m l - l x . 0 1 0 . 0 1 6 . 0 2 2 . 0 2 7 . 0 3 8 
Jx . 0 3 0 . 0 3 1 . 0 3 1 . 0 3 2 . 0 3 8 
I 2 ^ 1 0 " 4 x 1 0 . 2 1 2 . 3 1 4 . 4 1 7 . 6 2 2 . 
Jal = 6 5 . x l O ^ V m i . 0 2 0 . 0 2 0 . 0 2 0 . 0 2 1 . 0 2 1 
K
 - J x . 0 0 7 . 0 1 1 . 0 1 4 . 0 1 8 . 0 2 0 
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TABLE G-5 
Evaluation T ^ 
I.- .225 .25 .275 .3 .325 
1st Approx. of T 
m3 
Elm3: 
3 4
 4 2 
-.635 x 10 I§i 
E-lm3 
S*ml 
3^ml ± 1 8 0° 
E, 
'lm.3 
V m 5 
V -V 
^lm3 m3 
J3oam3: 
18.8 
lO-4!^ 
-5.1 x 10°I 6T
4 
ml 
Xm3 
Im3 
lx 
lx 
lx 
Jx 
J 
Jx 
lx 
Jx 
34o 
6.5 
27.5 
3240 
-144° 
22 
-16 
125 
58 
147 
42 
18.8 
10.2 
.5 
28.5 
.001 
.005 
340 
7.7 
26.3 
354° 
-174° 
26 
-2 
125 
58 
151 
56 
18,8 
12.3 
.8 
30.3 
.002 
.004 
34. 
9.1 
24.9 
375° 
165° 
24 
6 
124 
58 
148 
64 
18o8 
14.4 
1.1 
32.1 
.002 
.004 
34. 
11.2 
22.8 
390° 
150° 
20 
11 
118 
58 
138 
69 
1808 
17.6 
1.6 
34.8 
.002 
.004 
34. 
14. 
20. 
405° 
135° 
14 
14 
117 
60 
131 
74 
18c 8 
22. 
2.6 
38.3 
.002 
.003 
TABLE G-6 
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Evaluation of T a l Vgl 
j .225 .25 .275 .3 .325 
Jal 
4 2
 ^al 
J254 T a l 
Val 
vsl 
al 
Vsi ref. to primary 
T _ tt tt »t xal 
-Jx 
-Jx 
Jx 
-Jx 
.221 
.021 
9 
1 
5 
52 
318 
49 
325 
-9° 
,223 
-6° 
66 
.54 
.240 
.025 
10 
1 
6 
56 
323 
110 
345 
-200 
.243 
-60 
70 
.58 
.258 
.026 
11 
1 
6 
60 
326 
156 
362 . 
-260 
.260 
-60 
74 
.63 
.279 
.028 
12 
1 
7 
65 
337 
208 
400 
-320 
.281 
-60 
82 
.68 
.293 
.035 
12 
1 
8 
82 
342 
236 
420 
-350 
.295 
-70 
86 
.72 
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STEP 8 
VERIFICATION OF STABILITY 
The determinant of the hth harmonic coefficient-matrix 
has the following form: 
lll 
l21 
'12 
22 
13 
114 
0 0 
a 32 
0 
33 
l43 
34 
44 
where a.^ = 15442 + 0.62p C-15400 + 0.62p 
a12 = a13 = a14 ' 4 2 + °'62 P 
a21 ~ -15400. 
L22 * "a32 = rlm 4 plm 
iov 
l33 42. + rt 4 (0.62 • lt) p 4 ~ 43p 
10 a34 * 42* + °*62p + T7?3p 
a43 " "rt ' V 
a44 = 1250 + cTp 
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Expansion of the determinant of the hth harmonic coefficient 
-matrix yields the following result: 
alla22(R33a44 " a34a43) " a21a12 ^a33a44 " a34a43) 
"
 a32(a13a44 " al4 a43^ 
2 (alla22 " a2la12)(a33a44 " a34a43} * a21a32 <a13a44 " a14 a 4 3 } 
= alla22a33a44 - alia22a34a43 ~ a12a21&33a44 
4 a, „a„_ a„ .a + a a a a - a a a a 12 21 34 43 T 13 21 32 44 14 21 32 43 
Substituting a22 « -a,2* aip s *-]•*, s ai4 i n t h e at,ove expression 
gives a na 2 2a 3 3a 4 4 - ^ f ^ f ^ - ai2a2la33a44 
4 ai2a3ia34a43 " aiSaSia22a44 + "tt'ei'SHi'tt 
Substitution of the fixed values gives the following general 
expression for the coefficient-matrix determinant. 
A = p6 (0.385 lmlt) 
* p5 (480.lm • 2. x IO4 lmlt + 0.385 rlmlt+0.385rtlm - 0.59 x IO3 
* pV^.4 x IO6 + 2.4 x l O 7 ^ + 2.1 x 107lmlt + 1.12 x 107lt 
* 1.04rtl 4 480.rlm t 2 x 104rlmlt • (0.62 lt 4 0,384)(lm/ct) 
- 0.385 rtrlm " 59°0r^7 
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f p3 /l08 4 2.2 x 109lm 4 5.9 x 109lt 4 2.1 x 107rtlm 
41.08 x 1010lmlt 4 2.4 x IO9 rlm 4 2.1 x 107rimlt 4 1.04rtr 
4.(40.62 rlmlt 4 0.384 rlm 4 1.9 x 104lm 4 1.54 x 104lmlt 
4 9.55 x 103lt 4 5.9 x IO3 1 4 0.62 rtlm){l/ctl/ 
4 p2 /"a.4 x 1012 4 7.6 x 108rt 4 1.35 x 1013lm - 4.6 x 101111 
lm 
+ 1.1 x 1010rtlm 4 2.2 x 109rlin 4 2.1 x 107rtr lm 
4 1.08 x 1 0 1 0 r n „ l , . 4 ( 1 . 9 x 1 0 4 r l T n 4 1.54 x 10 4 r - , JL lm-'-t lm ' lm^t 
4 0 . 6 2 r*.!^ 4 1 .75 x IO 6 lm * 9 . 5 5 x 10& r t • 6 . 6 2 x 1051< txm Lm 
4 8.1 x IO5 l)(l/ct)7 
4 p /5.8 x IO14 - 4.6 x 10 nr t 4 1.35 x 1013rlm 4 1.1 x 1010rtrlm 
. 4 (1.1 x IO10 1„ 4 6.6 x 105xv. 4 6.7 x IO9 um 
4 1.54 x 10* r+r,^ 4 1.75 x 10b r 
4/5. 8 x 10 11 
V i m 
4 1.1 x 1010r lm 
ImJ 
)(l/ctl7 
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For this investigation of the approximate characteristics 
of the zero and 2nd harmonic networks It is adequate to consider 
the influence of their coupling with the fundamental harmonic 
only. The relative influence of the 1st and 3rd harmonica may 
be observed by comparing their relative magnitudes and the 
relative magnitudes of their squared and cubed values. 
With these approximations the values of the functional 
parameters are as follows: 
*t2a Ar * 3 Vil ~_/ 2 
'
 ert2= | ViC 1!! C0S {Z«" 2hi> 
1 = A 4 |B I2-, - 3C I*, 
m2 m m ml B
 m
 m l 
9l r a 2 = " V m O ^ l sln (2*- 2(^1) 
Xt 2 =° 
Applying the Routh criterion (N-19, p. 107) shows that 
the combinations of the redesignated coefficients which are 
listed In the first column below must each be positive for 
the corresponding harmonic network to be stable: 
a0 
al 
al*2 " a0&3 = A ala4 " a0a5 ~ B 
al al 
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Aa - a B Aa - a a 
3 1
 = Q 5 1 6 - Tj 
CB 
ED 
a 6 
-AD _ 
C 
• • 
E 
Ca 6 
E 
It Is significant here to note that the first term, BQ, 
is negative when lm Is negative. Referring to Table G-7, 
1 ,, becomes negative In the 2nd harmonic network when 1^ -, 
Is greater than 0.3 amperes. This agrees with the test record 
in Table D-l of Appendix D where, at a source frequency of 
60 cps., the problem flicker occurs for I. —I..> 0.3 amperes. 
TABLE G-7 
Evaluation of 2nd Harmonic Parameters 
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I II .225 .250 .275 .300 .325 
$ml 
Ert2s 
lm2 
900
 T _ 
"TI Iio M o * 
5.1 x 109I A e ^ m l mo ml 
*mox 
-lx 
Jx 
.032 
-108° 
4000 
5300 
144° 
4300 
3100 
.035 
-118° 
3600 
7600 
124° 
4200 
6300 
t2' 
"m2 
765 
T3 
Jil 
2
-
4
 2 
104iSi 
-5.1 x lO 6!^ —lx 
"m2 
.038 .042 .047 
-125° -130° -135° 
3270 3000 2750 
10600 15800 25000 
130° 100° 90° 
6900 2800 0 
8200 15500 25000 
3400 3050 2800 2550 
Circuit through lamp and mutual Inductance: 
R. 
t2 
2Wld 
2u)l 
- 1 m2 
2tuc<ji 
L n . E ._ - E_ _ 20000 I. 12= rt2 lm2 = io 
2400 
"2~mr 
2200 
2.4 
10.2 
5.3 
7.3 
e 
42 
3400 
468 
5500 
-925 
5043 
2.4 
12.2 
7.6 
7.0 
42 
3050 
468 
5280 
-925 
4643 
2.4 
14.4 
10.6 
6.2 
42 
2800 
468 
4700 
-925 
3743 
2.4 
17.6 
15.8 
4.2 
42 
2550 
468 
3150 
-925 
2593 
2.4 
22.1 
25.0 
-.5 
42 
2200 
468 
-375 
-925 
-832 
6.31 io 
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STEP 9 
TRANSIENT ANALYSIS 
As shown in Step 8, the second harmonic network Is unstable 
when I.,>0.3 and I. and I have some value but are very small. 
Furthermore, during that condition, an independent voltage at a 
frequency of 120 cps. is Induced into the second harmonic net-
work from the first harmonic network. Also, examination of the 
7ero harmonic network Indicates that a positive direct voltage 
is produced in the lamp at the same time. 
Therefore, due to the resonant condition existing in the 
second harmonic network, the zero and second harmonic currents 
grow. As they grow, the terms of l m 2 which depend on them also 
increase. In the region in which the problem flicker occurs 
those terms out-weigh the depressing influence of 1 ^ o n ^mP9 
The terms of l m 2 referred to here are shown In the complete 
symbolic expression for l m 2 as: 
Bm <lgo • °*5 Tm2) 
When l m 2 becomes sufficiently positive the second harmonic net-
work becomes non-resonant and the second harmonic ciarrents decay. 
Before the second harmonic network is quiescent, the direct 
voltage developed across C^ Initiates a reversed direct current. 
Before the direct current has appreciably increased, the second 
harmonic network has again become unstable so that second har-
monic currents and voltages now reappear and are shifted 180 
degrees in time-phase because of the direct current reversal. 
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The growth, decay and reversals again repeat. These shifts of 
the phase position of the 2nd harmonic voltages and currents 
cause their oscilloscope traces to oscillate as was reported 
In Appendix D. The frequency of the reversals depend on the 
value of the energy stored in the capacitor while the currents 
increase and on the resistance-Inductance time constant of 
the circuit for direct current. The resistance of the circuit 
through the transformer and lamp to direct current is 32 ohms 
due to the winding resistance of the transformer, the lamp 
resistance being taken as zero. The value of the transformer 
Inductance for small currents was found to be about 32 henries 
as is shown in the graph of Figure F-5, Appendix F. Using these 
values, the time-constant of the direct-current path is 0.5 
seconds. For a flicker frequency of 80 cpm a current reversal 
occurs at intervals of 0.37 seconds. The two figures are of 
the same order and the correlation of the actual relaxation-
type oscillation with the analytical solution is demonstrated. 
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