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Abstract
Popular 3D scan registration projects, such as Stanford
digital Michelangelo or KinectFusion, exploit the high res-
olution sensor data for scan alignment. It is particularly
challenging to solve the registration of sparse 3D scans in
the absence of RGB components. In this case, we can not
establish point correspondences since the same 3D point
can not be captured in two successive scans. In contrast to
correspondence based methods, we take a different view-
point and formulate the sparse 3D registration problem
based on the constraints from the intersection of line seg-
ments from adjacent scans. We obtain the line segments by
modeling every horizontal and vertical scan-line as piece-
wise linear segments. We propose a new alternating projec-
tion algorithm for solving the scan alignment problem using
line intersection constraints. We develop two new minimal
solvers for scan alignment in the presence of plane corre-
spondences: 1) 3 line intersections and 1 plane correspon-
dence, and 2) 1 line intersection and 2 plane correspon-
dences. We outperform other competing methods on Kinect
and LiDAR datasets.
1. Introduction
The last few years have witnessed the rise of inexpen-
sive 3D sensors for both indoor (e.g., Microsoft Kinect) and
outdoor scenes (e.g., Velodyne LIDARs VLP-16 LITE and
ZED stereo camera). One of the key problems in work-
ing with 3D sensors is the alignment of scans from differ-
ent viewpoints and orientations. Most algorithms rely on
obtaining explicit point correspondences using associated
RGB components, or dense point-cloud with good initial-
ization for jump-starting the iterative closest point (ICP) al-
gorithm. In this work we study the following problem: How
do we align highly sparse 3D scans without RGB informa-
tion? Note that it is not possible to obtain point correspon-
dences from sparse 3D data since we don’t observe the same
3D point in two consecutive scans, and we may not always
∗∗indicate equal contributions.
(a)
(b)
(c)
(d)
Figure 1: We show 100x down-sampled Kinect depth data
(64 x 48) without RGB for two scans.We fit line segments
to rows in the first frame, and columns in the second frame
as shown in (a) and (b), respectively. We identify potential
line-to-line intersection constraints between the frames. We
use alternating projection to solve the line-to-line intersec-
tion constraints to obtain an accurate scan alignment or the
relative pose as shown in (c). (d) shows the registered point-
cloud in original resolution with color using the computed
relative pose. The average error is given by 0.5212 degrees
for rotations, and 5 mm for the translation. The standard
3-point minimal solver with RANSAC achieves an error of
0.740 for rotation, and 24 mm for translation on the original
scans along with using RGB components. We outperform
standards methods by a large margin, despite using 100X
less points and without relying on RGB components.
have sufficient plane correspondences. Thus, it is not pos-
sible to directly apply ICP methods. In order to handle this
challenge, we take a different viewpoint in solving the reg-
istration problem.
We show the basic idea behind our registration algorithm
in Fig. 1. We consider 100X down-sampled Kinect data
without RGB components. We show that the proposed al-
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gorithm can outperform competing Kinect registration al-
gorithms that use full resolution and RGB components. In
the geometric vision community, there have been a wide
variety of registration algorithms that are either minimal or
non-minimal. Most of these registration problems can be
solved once we obtain the formulation and identification
of the underlying constraints. The real exciting part is the
identification of the equivalence between seemingly differ-
ent computer vision problems. Now consider the following
question:
• Can the solution to generalized relative pose estima-
tion [38, 45, 49, 29] help to solve the sparse scan align-
ment problem?
Transforming scan alignment to generalized relative
pose estimation problem: We show that the registration of
sparse point-clouds can be mapped to the relative pose es-
timation from cameras, more specifically, generalized cam-
eras [38, 45, 49, 29]. The problem of relative pose estima-
tion involves finding rotation and translation between two
cameras such that the projection rays associated with corre-
sponding 2D points intersect with each other (See Fig. 2).
In the case of perspective cameras, we can find the mo-
tion up to a scale, and the associated projection rays are
central [35]. In the case of generalized cameras [19], the
projection rays are unconstrained and we are looking at the
alignment of two sets of line segments such that the corre-
sponding line segments intersect with each other.
Figure 2: On the left, we show the intersection of five pairs
of projection rays from a perspective camera for relative
pose estimation. On the right, we show the intersection of
six pairs of unconstrained projection rays from a general-
ized cameras for the relative pose estimation.
It may appear that we have solved the alignment prob-
lem since generalized relative motion estimation is a well
studied problem. While minimal solvers typically produce
robust solutions in general, the 6-point minimal solver for
generalized relative pose [44] is plagued by too many de-
generacy problems. For example, if multiple unconstrained
projection rays pass through a single line in space, then it is
difficult to extract the unique pose. Furthermore, we obtain
64 solutions and we need to find the correct solution using
other correspondences. In this work, we solve this problem
using alternating projection method with 7 pairs to avoid
degeneracy issues.
Overall, this paper investigates the possibility of using
line intersection constraints, rather than traditional point or
line correspondences, for solving the registration problem.
Nevertheless, we will still exploit planar correspondences
in scenarios where they are available. We summarize the
contributions of this paper:
1. We propose an alternating projection algorithm for the
problem of scan alignment by showing that it is equiv-
alent to the generalized relative pose estimation, i.e.,
pose estimation by satisfying intersection constraints
among 6 or more pairs of corresponding line segments.
2. We propose two new minimal solvers for solving the
scan alignment in the presence of plane correspon-
dences: (a) One plane correspondence and 3 line inter-
section constraints (3L1P). (b) Two plane correspon-
dences and 1 line intersection constraint (1L2P).
3. We outperform other registration algorithms for
Kinect, despite using highly down-sampled point-
cloud and not relying on the color information.
4. We outperform competing LiDAR registration algo-
rithms such as LOAM [58] that performs distortion
compensation from moving platforms, and minimizes
point-to-line and point-to-plane distances in a Leven-
berg Marquardt framework.
2. Related Work
3D scan alignment is a classical problem in the com-
puter vision and robotics communities, and there is a rich
body of literature on this topic. Iterative Closest Point (ICP)
[1, 20, 51, 2, 36] is the most applied scan alignment algo-
rithm and it works well for dense point-clouds with good
initialization, and several variants including planar ones
have been proposed [39].
3D SLAM: Other popular scan alignment methods in
the absence of good initialization include minimal 3-point
solvers in a RANSAC framework. Most common ap-
proaches to remove outliers from the data are based on the
use of RANSAC [15] plus some three 3D point correspon-
dences solver such as the Procrustes’s solvers [42]. In addi-
tion to points, several registration algorithms have utilized
other features on beam-based environment modeling [14],
3D planes [60, 33, 3, 30, 18], 3D line segments [32, 60], im-
plicit surface representation [9], and edges [8]. A detailed
survey on 3D SLAM methods can be found in [13, 48].
Techniques to find globally optimal solutions combine
local or probabilistic methods with graph optimization [50]
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and branch-and-bound [4, 28]. A closely related paper to
our work is LOAM [58, 59], which is a top-ranking Li-
DAR alignment algorithm. We differ with LOAM in the
following. First, LOAM uses a distortion correction step
for addressing the motion of the sensor at low frame-rate.
This is similar to the rolling shutter effect in cameras. Sec-
ond, LOAM uses point-to-line and point-to-plane distances,
while we use line intersection constraints. Third, LOAM
uses the Levenberg Marquardt method, which is prone to lo-
cal minima issues, while we develop alternating minimiza-
tion and algebraic minimal solvers instead, and utilize the
RANSAC framework. Fourth, LOAM typically (but op-
tionally) uses IMU and other sensors, and we rely only on
sparse 3D points. Finally, our method does not rely on any
boundary or edge points, while LOAM explicitly identifies
edge points in the registration algorithm.
Several global methods have been proposed in the lit-
erature, such as [57, 56]. One of the problems with these
methods is the high computation requirement for doing the
branch and optimization. To overcome this, one line of re-
search attempts to decompose the task of finding the rel-
ative transformation into first finding the rotation and then
obtaining the translation given the optimal rotation [34, 47].
Further, [31] proposes Rotation Invariant Features (RIF) to
ease the task of decoupling rotation solution from the trans-
lation. However, none of the methods have been tested on
LiDAR data.
Alternating projection: In this work, we develop a near-
minimal solver using alternating projection (AP) algorithm.
Alternating minimization and projection algorithms have
been used in clustering, non-negative matrix factorization,
dictionary learning, and many other problems. In 3D com-
puter vision, alternating minimization methods have been
used for many problems including shape from templates
[61, 62], and multi-view point registration [55].
Minimal Solvers: Our approach for the registration of 3D
scans is tightly connected with minimal solvers for relative
pose estimation using points, lines, and planes. In partic-
ular, we have relative pose estimation algorithms for cal-
ibrated perspective cameras [35, 27], with known relative
rotation angle [25], with known directions [16, 41], with
unknown focal lengths [43, 26], solutions invariant to trans-
lation [24], and generalized relative pose [46, 52]. Recently,
a hybrid minimal solver considers both relative and abso-
lute poses as shown in [5]. In the case of absolute poses, we
have for perspective [23, 21, 54, 37], and multi-perspective
systems [53, 6].
Deep scan alignment: Deep neural networks have been
used to extract local 3D geometric structures in [11, 22].
There have been a few recent algorithms for LiDAR reg-
istration [10, 12] using deep neural networks, but they are
mostly applicable on dense point-clouds. Floor plan recon-
struction using deep networks has been shown in [30].
3. Problem Statement and Roadmap
Given two scans, each with a sparse set of 3D points
without RGB information, we are interested in computing
the motion (R, t) that can align two scans into the same ref-
erence frame. The main steps in our registration algorithm
(See Fig. 1) is as following:
1. Given a sparse set of 3D points in a regular grid (with
some points missing due to sensor noise), we fit line
segments to points from individual columns and rows
as shown in Fig. 1. In the first frame we extract line
segments on the individual columns. In the second
frame we extract line segments from the individual
rows.
2. We compute potential line intersection constraints by
observing the distance between line segments in the
first and second scans. It is important to observe that
we rely on line intersection constraints and not on
line correspondences. Line intersections are many-to-
many, while line correspondences are just one-to-one.
This makes the line intersection constraints easier to
obtain than line correspondences.
3. We develop a new alternating projection algorithm
to register pairs of line segments from two different
scans. We use this solver in a RANSAC framework to
compute the pose between two adjacent scans.
4. We also show that we can have a minimal solver in
closed form when we have 1 or 2 plane correspon-
dences, in addition to line intersection constraints. We
are aware that three plane correspondences are suffi-
cient to generate registration, but we can not always
rely on the availability of 3 or more good plane corre-
spondences from sparse noisy point-clouds. Further-
more, we need planes in many orientations to avoid
degeneracy issues, and this can not always be guaran-
teed.
4. Alternating Projection
This is a simple constraint satisfaction algorithm for
computing a point in the intersection of some sets, using
a sequence of projections on to the sets. The projection
of a point x (in D dimensions in general) on to a set S is
equivalent to finding a point in the set x′ ∈ S such that
x′ = argminx′ |x − x′|, where |x − x′| is the Euclidean
distance. The associated operator P : x → x′, x′ ∈ S is
referred to as the projection. In other words, the projection
operator moves the variables by the smallest amount so that
they satisfy a particular constraint.
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Figure 3: On the left we show the projection operation for
the intersection constraint. The closest points on the line
segments are shown by mi and ni respectively. The end
points of the line segments are moved by half the distance
between these closest points to make the two line segments
intersect. On the right, we show the visualization of the
alternating projection algorithm for 6 pairs of line segments.
The starting position of the line segments are shown in light
color and the final position of the line segments are shown
in dark. The line segments sweep through a surface as the
endpoints move based on the projection operations for the
intersection and the rigidity constraints.
We formulate the problem of satisfying the intersec-
tion of corresponding line segments from two scans using
two constraints: intersection, and rigidity. The intersec-
tion constraint moves the associated points from two corre-
sponding line segments by a small amount so that the line
segments intersect with each other. The rigidity constraint
enforces the property that the collection of the end points
from the line segments in each individual scan remain rigid
as a whole. During the alternating projection algorithm,
when we satisfy the intersection constraint, we may violate
the rigidity constraint, and vice versa.
Let us consider a set of N line segments in two dif-
ferent frames S1 and S2, given by the pair of end points
(ai, bi), i = (1, ..., N) and (ci, di), i = (1, ..., N). The cor-
respondences are chosen based on the inter-line distances
between the line segments. The basic idea of the algorithm
is to keep changing the values (projection operations to sat-
isfy the associated constraints) of (ai, bi, ci, di) till the cor-
responding line segments intersect each other within a dis-
tance threshold of .
Let (asi , b
s
i , c
s
i , d
s
i ) and (ai, bi, ci, di) denote the original
input values and the current updated values for the line coor-
dinates, respectively. The algorithm is summarized below:
1. Intersection constraint: Given a pair of line seg-
ments (ai, bi) and (ci, di), we find the closest points on
both the line segments. We define a projection opera-
tion to move the 3D coordinates of all the four points
(ai, bi, ci, di) by the same distance to perfectly satisfy
the intersection constraint as shown in Fig. 3. We iter-
ate this for all the N line pairs.
2. Rigidity constraint: Find rigid body transformations
Ti and T ′i to impose the rigidity constraints for the
points in both the scans as shown below:
(ai, bi) = Ti(asi , bsi ) (1)
(ci, di) = T ′i (csi , dsi ) (2)
3. Iterate steps 1 and 2 till the updates are less than a
threshold .
5. Minimal Solvers
To represent 3D lines, we use Plu¨cker coordinates [40],
i.e. lines are represented by a six dimensional vector l ∈ R6,
the first three elements represent the line’s direction and the
last three its moment vector. Planes are represented by a
four-tuple pi ∈ R4 with the first three elements correspond-
ing to the normal of the plane, and the last element denoting
the distance of the plane from the origin.
Our goal is to compute the rotation matrixR and transla-
tion t. As shown in the generalized relative pose estimation
problem, the constraint for the intersection of two line seg-
ments l ∈ R6 and m ∈ R6 in two coordinate frames with
relative motion given by (R, t) is as follows [38]:
mT
[−[t]xR R
R 0
]
l. (3)
For solving both the minimal problems, we pre-process
the line segments and planes to move them to a canoni-
cal coordinate frame where the relative motion between the
two scans is simple, and then solve the problem. The pre-
processing transformation can be reversed later to generate
the actual transformation between the original scans. More
details on the nature of the constraints and underlying equa-
tions will be provided in the Supplementary Materials.
5.1. One Line Intersection and Two Plane Corre-
spondences (1L2P)
As shown in figure 4, we are given one line inter-
section constraint (l1,m1) and two plane correspondences
{(pi1, pi′1), (pi2, pi′2)} from two different scans. We transform
the two scans such that the following conditions are satis-
fied:
1. The planes pi2 and pi′2 are on the XY plane.
2. The X axis is along the intersection of the planes pi1
and pi2. Similarly, X axis is along the intersection of
the planes pi′1 and pi
′
2.
4
Figure 4: Representation of the two minimal solvers prob-
lems solved in this paper. On the left we show the case of
one line intersection and two plane matches. On the right
we show the case of three line intersections and one plane
match.
After this pre-processing transformations, the relative mo-
tion (R, t) between the two scans is simplified as follows:
R = I and t =
[
t1 0 0
]T
. (4)
where I is the 3 × 3 identity matrix. There is only one
unknown entity: translation along the x-axis. Therefore,
to get the relative pose we use the following equation from
the line intersection constraint
mT1
[−[t]xR R
R 0
]
l1. (5)
We obtain a linear equation with a single unknown variable
t1. By applying the inverse transformations associated with
the pre-processing ones, we can compute the relative pose
necessary to align the two scans.
5.2. Three Line Intersections and One Plane Cor-
respondence (3L1P)
As shown in figure 4, we are given one plane corre-
spondences (pi1, pi′1) and three line intersection constraints
{(l1,m1), (l2,m2), (l3,m3)}. The pre-processing transfor-
mation brings the two scans to the world coordinate frames
such that the following condition is satisfied:
1. The planes pi1 and pi′1 are on the XY plane.
By considering these assumptions, the relative pose be-
tween both frames is given by
R =
cθ −sθ 0sθ cθ 0
0 0 1
 and t =
t1t2
0
 , (6)
meaning that we reduced the total degrees of freedom from
six to three1. To compute these unknowns, we use the
1To simplify the notations, we use cθ = cos(θ) and sθ = sin(θ).
three line intersections correspondences. We have three un-
knowns and three constraints from the line intersections as
shown below:
mTi
[−[t]xR R
R 0
]
︸ ︷︷ ︸
E∈R6×6
li, i = {1, 2, 3}. (7)
After some algebraic manipulations (more detail is sent in
the Supplementary Materials), we are able to get a single
four degree polynomial as a function of the variable sθ,
which can be computed in closed-form. By solving this
equation, we get θ and the remaining unknowns can be
computed analytically, obtaining up to four possible solu-
tions for R and t. The optimal one is chosen in a RANSAC
framework using additional correspondences.
6. Experiments
6.1. Datasets
KITTI Dataset [17]: This consists of LiDAR point-clouds
collected from the top of a moving vehicle. The LiDAR
sensor captures roughly 10 fps (frames per second), with
about 100k points per frame.
TUM Dataset [48]: This consists of sequences of Kinect
RGBD data captured in an indoor environment. The sensor
resolution is 640x480, at 30 fps. The sequences come with a
ground truth trajectory of the sensor, obtained from a high-
accuracy motion-capture system. Our algorithms only use
the depth images from this dataset.
6.2. Pre-processing
Organized point-clouds: Our algorithms require line and
plane fitting outputs, which we find is easiest done on orga-
nized point-clouds. In the case of the KITTI data, we use
the sensor calibration parameters to organize the raw input
points into a grid-like structure by azimuth and elevation.
In the case of Kinect data, the input is already the organized
data, in the form of a depth image, and no further action is
necessary. In experiments involving down-sampling of this
data, we select points at appropriate indices from these or-
ganized point-clouds. For instance, figure 5 shows a point-
cloud down-sampled by a factor of 6 along both horizontal
and vertical directions, to retain roughly 1/36th the points.
Line Fitting: We consider horizontal and vertical scan-
lines in the organized point cloud and use RANSAC to do
line fitting for every scan-line. We call lines that come from
horizontal scan-lines “H-lines”, and the ones coming from
vertical scan lines are called “V-lines”. For instance, in fig-
ure 6, H-lines are represented by the color red, and V-lines
by blue. As we can see, H and V do not refer to the orien-
tations of the lines in 3D, but the scan-line they come from.
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(a) original scan (b) 1/36 downsampling
Figure 5: Single frames from KITTI at (a) original resolu-
tion and (b) 1/36 down-sampled resolution
The blue lines on the ground plane in this figure are actually
V-lines. Using intersections between these H- and V-lines
(coming from the same frame), we can compute the normals
for all lines, which we use in candidate selection step. All
lines detected here come from some plane in the underlying
scene, and these computed normal vectors are normals of
those planes.
Figure 6: Visualization of line fitting on one KITTI frame.
Red lines come from horizontal scan-lines and blue from
vertical. We call them H-lines and V-lines respectively.
Plane Fitting: We use RANSAC for plane fitting as well.
KITTI has dense points on the ground. At least the ground
plane will be detected, which is enough for the 3L1P
method. Figure 7 shows a good example of plane fitting,
with sufficiently many planes in front and at the back and
on the sides of the street.
6.3. Full Meta-Algorithm with RANSAC
At each step, we estimate the frame-to-frame transfor-
mations between successive frames. If we designate the
frame of the first camera position and orientation to be the
world coordinate frame, we can multiply these transfor-
mations together to obtain transformation matrices for all
frames.
All three of our solvers, 7 line intersections (7L), 1 line
intersection with 2 plane correspondences (1L2P), and 3
line intersections with 1 plane correspondence (3L1P) pro-
Figure 7: Visualization of plane fitting on one KITTI frame.
10 planes are detected, with 8 above the ground.
duce a transformation matrix given a small number of in-
puts, with the latter two being minimal solvers. Thus, we
apply these solvers in a RANSAC framework to obtain the
best possible transformation matrices.
Candidates for RANSAC: All of our solvers require some
combination of (a) candidate line intersections from succes-
sive frames, and (b) candidate plane correspondences from
successive frames. We get these candidates using the cur-
rent estimate of the relative transformation between succes-
sive frames (initially the identity matrix).
Candidate line intersections: We consider all H-lines
from one frame and V-lines from the other. Pairs of lines
that are within a distance of some threshold (it is 2m for
KITTI dataset) are considered to be candidate pairs.
Candidate plane correspondences: Among all the possi-
ble plane pairs from two frames, the candidate pairs have
the angle of the plane normals smaller than 20 degree, and
have the distance from the centroid of one plane to another
plane within the same threshold used for candidate line in-
tersection.
Candidate Selection: For the algorithm 7L, it is necessary
to select a good set of 7 line pairs in order to avoid de-
generate cases. We cluster all the normal vectors from the
first frame into 3 directions, and select 2 pairs uniformly at
random from each cluster. The last pair is sampled (also
uniform, random) from the full set of candidates, to get
2 × 3 + 1 = 7 pairs. Similarly, for algorithm 3L1P, we
sample one pair from each cluster. Plane correspondences
are sampled uniformly at random from the full set of candi-
dates.
Inlier counting: All three algorithms use line intersections
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to do inlier counting. From the set of candidates pairs, we
count the (weighted) number of pairs that have a distance
less than another threshold (2cm on KITTI dataset and 5mm
on TUM here) after applying the computed transformation.
Lines whose normals belong to clusters with a smaller num-
ber of lines get a higher weight, and vice versa.
In addition to the RANSAC, we find that in practice, we
get better results by running the full algorithm described
above thrice, each time using the best transformation from
the previous step as the initial guess for candidate selection.
As the candidates improve, so do the inliers.
6.4. Evaluation Metrics
Relative Pose Error (RPE): As proposed in [48], we
compute the error in the relative pose between successive
frames, and report the translation error in meters and rota-
tion error in degrees respectively.
Translational and Rotational Error along the trajectory:
This metric is used in [17] and on their online leaderboard.
For all sub-sequences of length 100m, 200m, . . . , 800m,
we compute the translation and rotation errors per unit
length of the trajectory. Translation error is thus reported
as a percentage value, and rotation error in degrees per me-
ter.
7. Results
LiDAR Data: We run our algorithm 7L on sequences 05,
06, and 07 of the KITTI dataset. We compare our results
against the LOAM algorithm [58], which is currently highly
ranked on the online leaderboard. The computed trajecto-
ries on these sequences are shown in figure 8, the relative
pose error between consecutive frames is shown in table 1,
and the error along the trajectory is reported in table 2. The
full point-clouds after registration are presented in figure 9.
The results of the LOAM algorithm here might differ
from those on the leaderboard because we run LOAM2 by
ourselves, without using IMU data, for a fair comparison.
We evaluate our 1L2P and 3L1P algorithms on KITTI
sequence 07. The results for both error metrics are reported
in table 3.
We also evaluate our 7L method on down-sampled
KITTI sequence 07. The trajectories are shown in figure 10,
and the errors are reported in table 4. As can be seen in the
trajectory (and indeed the error values), our 7L algorithm
outperforms LOAM on sparse data.
Kinect Data: We test our 7L algorithm on 3 sequences
from the TUM dataset, down-sampled by a factor of 10
in both dimensions (i.e. 1/100th the points). The error val-
ues for all three sequences are presented in table 5. Our
2we use the open-source version of LOAM available at https://
github.com/laboshinl/loam_velodyne. The official version is
no longer available.
(a) Sequence 5 (b) Sequence 6 (c) Sequence 7
Figure 8: Computed trajectories on KITTI Sequences at
original resolution. The trajectory from the proposed
method is closer to the ground truth than the one from
LOAM.
method outperforms the standard 3-point pose estimation
with RANSAC baseline (which uses the RGB, and runs at
the original resolution) in spite of us not using the RGB data
at all, and using only 1/100th the points.
Performance and Speed: All of our solvers are imple-
mented in C/C++. The timings for various operations (run-
ning on 1 core of Intel i7-8700K) are given in table 6. The
time taken by inlier counting varies with the number of de-
tected lines; table contains typically observed values.
We use a threshold (2 cm on KITTI, 5 mm on TUM) as
well as max number of iterations (30K iterations) for ter-
minating the alternating projection algorithm. In the future,
we will explore certain extrapolated projection techniques
for further speedup [7].
8. Discussion
The proposed algorithm is applicable to sensors on a
moving platform and we assume smoothness assumption
for obtaining line intersection constraints, although our al-
gorithm is robust to outliers due to the use of minimal
solvers in a RANSAC framework.
While we outperform LOAM on many settings, our
method can further be improved by correcting for distor-
tions obtained from moving platforms, and utilizing lines
or edge points from boundary areas, as it is done in
LOAM [58].
In our work we observed that alternating minimization
can be used for solving near-minimal problems that are
known to be hard using algebraic solvers. This raises an
important question of whether alternating projection tech-
niques can be extended to other hard minimal problems.
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