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Abstract
Topological degrees of continuous mappings between oriented mani-
folds of even dimension are studied in terms of index theory of pseudo-
differential operators. The index formalism of non-commutative geometry
is used to derive analytic integral formulas for the index of a 0:th order
pseudo-differential operator twisted by a Ho¨lder continuous complex vec-
tor bundle. The index formula gives an analytic formula for the degree of a
Ho¨lder continuous mapping between even-dimensional oriented manifolds.
The paper is an independent continuation of the paper Analytic formulas
for topological degree of non-smooth mappings: the odd-dimensional case.
Keywords: Index theory, cyclic cohomology, mapping degrees, Ho¨lder continuous sym-
bols
Introduction
This paper is an independent continuation of the paper [11] where the degree
of a mapping from the boundary of a strictly pseudo-convex domain was given
in terms of an explicit integral formula involving the Szego¨ kernel as well as the
more computable Henkin-Ramirez kernel. In this paper analytic formulas are
given for general even-dimensional oriented manifolds in terms of the signature
operator. The classical approach to mapping degree is to define in an abstract
way the degree of a continuous mapping between two compact connected ori-
ented manifolds of the same dimension in terms of cohomology. If the function f
is differentiable, an analytic formula for the degree can be derived using Brouwer
degree, see [14], or the more global picture of de Rham cohomology. Without
differentiability conditions on f , the only known analytic degree formula be-
yond [11] is a formula of Connes which only holds in one dimension, see more in
Chapter III.2.α of [7]. Our aim is to find another formula for the degree, that
is valid for a Ho¨lder continuous function, by expressing the degree as the index
of a pseudo-differential operator and using the approach of [7] and [11].
Throughout the paper we will use the idea that the Chern character extracts
cohomological information of a continuous mapping f : X → Y between even
dimensional manifolds from the induced mapping f∗ : K0(Y ) → K0(X). The
K-theory is a topological invariant and the picture of the index mapping as a
pairing in a local cohomology theory via Chern characters in the Atiyah-Singer
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index theorem can be applied to more general classes of functions than the
smooth functions. The cohomology theory present throughout all the index
theory is the cyclic homology. For a Ho¨lder continuous mapping f : X → Y
of exponent α and an elliptic differential operator A this idea can be read out
from the commutativity of the diagram:
K0(C
∞(Y ))
f∗−−−−→ K0(Cα(X)) indA−−−−→ ZychY ychX y
HCeven(C
∞(Y ))
f∗−−−−→ HCeven(Cα(X)) µ˜A−−−−→ C
(1)
where the mapping µ˜A : HCeven(C
α(X)) → C is a cyclic cocycle on Cα(X)
defined as the Connes-Chern character of the bounded K-homology class that
A defines, see more in [6] and [7]. The right-hand side of the diagram (1) is
commutative by Connes’ index formula, see Proposition 4 of Chapter IV.1 of
[7]. The dimension in which the Chern character will take values depends on the
Ho¨lder exponent α. More explicitly, for 2n-dimensional manifolds, the cocycle
µ˜A can be chosen as a cyclic 2k-cocycle for any k > n/α.
To describe this idea more explicitely, when E → X is a smooth complex
vector bundle defined by the smooth projection-valued function p : X → K,
where K denotes the C∗-algebra of compact operators on a complex separable
Hilbert space, the index of the twisted differential operator AE := p(A⊗ idK)p
can be calculated in terms of the de Rham cohomology using the Atiyah-Singer
index formula as
indAE =
∫
T∗X
π∗ch[E] ∧ ch[A] ∧ π∗Td(X),
where Td(X) denotes the Todd class of the complexified tangent bundle. In
particular, if E → Y is a vector bundle with fibers of complex dimension N on
an even-dimensional manifold Y such that ch[E] only contains a constant term
and a top-degree term and f : X → Y is smooth we can consider the vector
bundle f∗E → X . Naturality of the Chern character implies the identity
deg(f) ch0[A]
∫
Y
chY [E] = indAf∗E −N · ind (A).
In Theorem 2.2, we construct an explicit 2n−1-dimensional vector bundle EY
over a 2n-dimensional compact oriented manifold Y satisfying the above condi-
tions together with the condition
∫
Y
chY [EY ] = 1. In the correct analytic setting
the above degree formula extends to Ho¨lder continuous functions. The analytic
setting we choose in Theorem 4.2 is to associate a Fredholm module (π˜, F˜A)
with an elliptic differential operator A of positive order. The Fredholm module
(π˜, F˜A) is q-summable over the algebra of Ho¨lder continuous functions C
α(X),
for any q > dim(X)/α. Thus the Connes-Chern character µ˜A := cck(π˜, F˜A)
is well defined for dimensions 2k > dim(X)/α. In Theorem 5.1 we take A to
be the signature operator and show that if f : X → Y is a Ho¨lder continuous
mapping between two oriented 2n-dimensional manifolds the following analytic
degree formula holds:
deg(f) = 2−nµ˜A(chXf
∗([EY ]− 2n−1[1])).
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The drawback exhibited in [11], where the results were restricted to bound-
aries of strictly pseudo-convex domains in Stein manifolds, is not present in this
paper. The restriction that X and Y must be even-dimensional does not really
pose a problem since when X and Y are odd-dimensional we can consider the
mapping f × id : X × S1 → Y × S1 instead which is a mapping between even-
dimensional manifolds and deg(f) = deg(f × id). The drawback of the degree
formula in Theorem 5.1 is that it is in general quite hard to calculate explicit
integral kernels for pseudo-differential operators.
1 K-theory and Connes’ index formula
To formulate the calculation of mapping degrees in a setting fitting with non-
smooth mappings, we need a framework for ”differential geometry”where there
are no classical differentials. The framework we will use is Alain Connes’ non-
commutative geometry, see [6] and [7]. We will recall some basic concepts of
non-commutative geometry in this section.
TheK-theory of a compact topological space Y is defined as the Grothendieck
group of the abelian semigroup of isomorphism classes of complex vector bundles
under direct sum. We will tacitly assume that all vector bundles are complex
throughout the paper. The Serre-Swan theorem states a one-to-one correspon-
dence between the isomorphism classes of vector bundles over a compact space
Y and projection valued functions p : Y → K, see [17]. Here K denotes the C∗-
algebra of compact operators on some separable, infinite dimensional Hilbert
space. Following the Serre-Swan theorem, an equivalent approach to K-theory
is to use equivalence classes of projections p ∈ C(Y ) ⊗ K. The K-theory is
denoted by K0(C(Y )). To read more about K-theory, see [4]. The formulation
of K-theory in terms of projections can be defined for any algebra A as formal
differences of equivalence classes of projections p ∈ A⊗K.
Clearly, the abelian group K0(A) depends covariantly on the algebra A so
K0 defines a functor. In particular, the functor K0 has many properties making
the K-theory of a C∗-algebra manageable to calculate, for instance; homotopy
invariance, half exactness and stability under tensoring by a matrix algebra.
Furthermore, a dense embedding of topological algebras A′ →֒ A which is iso-
radial induces an isomorphism on K-theory, see more in [8]. For instance, if Y
is a compact manifold all of the embeddings C∞(Y ) ⊆ Cα(Y ) ⊆ C(Y ) induce
isomorphisms on K-theory. Here Cα(Y ) denotes the algebra of Ho¨lder continu-
ous functions of exponent α ∈]0, 1]. The isomorphism K0(C(Y )) ∼= K0(C∞(Y ))
enables us to define the Chern character ch : K0(C(Y ))→ HevendR (Y ) on classes
[p] ∈ K0(C(Y )) represented by a smooth p : Y → K as
ch[p] :=
∞∑
j=0
1
(2πi)jj!
tr(pdpdp)j .
We choose the trace as the fiberwise operator trace in ∧∗T ∗Y ⊗K which is well
defined since a compact projection is of finite rank. The term in the sum of
degree 2j is denoted by chj [p]. This definition of the Chern character is moti-
vated by Chern-Weil theory since the curvature of the Levi-Civita connection on
the vector bundle associated with a smooth self-adjoint projection p is precisely
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pdpdp. The Chern character extends to an additive mapping on all formal dif-
ferences in K0(C(Y )) due to the universal property of the Grothendieck group.
However, we will need a Chern character defined on Ho¨lder continuous pro-
jections. The cohomology theory fitting with index theory of more complicated
geometries than smooth functions on smooth manifolds is cyclic homology. We
will consider Connes’ original definition of cyclic homology which simplifies the
construction of the Chern character and the Chern-Connes character. We will
let A denote a topological algebra and we will use the notation A⊗k for the k-th
tensor power of A. The Hochschild differential b : A⊗k → A⊗k−1 is defined by
b(x0 ⊗ x1 ⊗ · · · ⊗ xk ⊗ xk+1) := (−1)k+1xk+1x0 ⊗ x1 ⊗ · · · ⊗ xk+
+
k∑
j=0
(−1)jx0 ⊗ · · · ⊗ xj−1 ⊗ xjxj+1 ⊗ xj+2 ⊗ · · · ⊗ xk+1.
The cyclic permutation operator λ : A⊗k → A⊗k is defined as
λ(x0 ⊗ x1 ⊗ · · · ⊗ xk) = (−1)kxk ⊗ x0 ⊗ · · · ⊗ xk−1.
We define a complex of C-vector spaces Cλ∗ (A) by
Cλk (A) := A⊗k+1/(1− λ)A⊗k+1,
with differential given by b. The homology of the complex Cλ∗ (A) is called the
cyclic homology of A and will be denoted by HC∗(A). A cycle in Cλk (A) will
be called a cyclic k-cycle.
The complex Ckλ(A) is defined as the space of continuous linear functionals
µ on A⊗k+1 such that µ ◦ λ = µ. The Hochschild coboundary operator µ 7→
µ ◦ b makes C∗λ(A) into a complex. The cohomology of the complex C∗λ(A)
will be denoted by HC∗(A) and is called the cyclic cohomology of A. Cyclic
cohomology is an algebraic generalization of de Rham homology. The difference
lies in that the dimension defines a grading on the de Rham theories, while
the dimension defines a filtration on the cyclic theories. This difference can be
explained by a Theorem of Connes [7] stating that if X is a compact oriented
manifold, there is an isomorphism
HCk(C∞(X)) ∼= Zk(X)⊕
⊕
j>0
HdRk−2j(X), (2)
where Zk(X) denotes the space of closed k-currents on X . The filtration on
cyclic cohomology can be described by the linear mapping S : HCk(A) →
HCk+2(A) called the periodicity operator. For a definition of the periodicity
operator, see [7].
To define the Chern character ch2k : K0(A) → HC2k(A) in degree 2k it is
sufficient to define it on projections and extending to all K-theory classes using
the universal property of the Grothendieck group. Following Proposition 3 of
Chapter III.3 of [7] we define the Chern character of a projection p by
ch2k[p] := (k!)
−1tr

p⊗ p⊗ · · · ⊗ p⊗ p︸ ︷︷ ︸
2k+1 factors

 . (3)
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The additive pairing between HC2k(A) and a K-theory element x ∈ K0(A) is
defined by
〈µ, x〉2k := µ.ch2k[x].
The choice of normalization implies that for a cohomology class in HC2k(A)
represented by the cyclic cocycle µ, the pairing satisfies
〈Sµ, x〉2k+2 = 〈µ, x〉2k,
see Proposition 3 in Chapter III.3 of [7].
The homology theory dual toK-theory isK-homology. AnalyticK-homology
is described by Fredholm modules, a theory fitting well with index theory and
cyclic cohomology. For q ≥ 1, let Lq(H) ⊆ B(H) denote the ideal of Schatten
class operators on a separable Hilbert space H, so T ∈ Lq(H) if and only if
tr((T ∗T )q/2) <∞. For q 6= 2 there is no exact description for an integral oper-
ator to belong to the Schatten class of order q. However, for q > 2 there exists
a convenient sufficient condition on the kernel, found in [15]. We will return to
this subject a little later.
A graded Hilbert space is a Hilbert space H equipped with an involutive
mapping γ, that is, γ2 = 1. While γ is an involution, we can decompose
H = H+ ⊕H−, where H± = ker(γ ∓ 1). An operator T on H is called even if
TH± ⊆ H± and odd if TH± ⊆ H∓. Suppose that H is a graded Hilbert space
and π : A → B(H) is an even representation of a trivially graded C-algebra A.
If F ∈ B(H) is an odd operator such that
F 2 = 1, F = F ∗ and [F, π(a)] ∈ Lq(H) ∀a ∈ A, (4)
the pair (π, F ) is called a q-summable even Fredholm module. The conditions
F 2 = 1 and F = F ∗ simplifies many calculations, but in practice it is sufficient
if they hold modulo q-summable operators. If we decompose the graded Hilbert
space H = H+⊕H− into its even and odd part, the odd operator F decomposes
as:
F =
(
0 F+
F− 0
)
where F+ : H− → H+ and F− : H+ → H−. Similarly we can decompose
π = π+ ⊕ π− where π± : A → B(H±) are representations. The first and second
condition in (4) are equivalent to the conditions F+ = F
−1
− = F
∗
− and the
commutator condition is equivalent to
F−π+(a)−π−(a)F− ∈ Lq(H+,H−) and F+π−(a)−π+(a)F+ ∈ Lq(H−,H+).
If the pair (π, F ) satisfies the requirement in equation (4) but with Lq(H) re-
placed by K(H) the pair (π, F ) is a bounded even Fredholm module. The set
of homotopy classes of bounded even Fredholm modules forms an abelian group
under direct sum called the even analytic K-homology of A and is denoted by
K0(A). For a more thorough presentation of Fredholm modules, e.g. Chapter
VII and VIII of [4].
Following Definition 3 of Chapter IV.1 of [7] we define the Connes-Chern
character cc2k(π, F ) of a q-summable even Fredholm module (π, F ) for 2k ≥ q
as the cyclic 2k-cocycle:
cc2k(π, F )(a0, a1, . . . , a2k) := (−1)kk! str(π(a0)[F, π(a1)] · · · [F, π(a2k)]),
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where str(T ) := tr(γT ) for T ∈ L1(H) and γ denotes the grading on H. This
choice of normalization leads to Scc2k(π, F ) = cc2k+2(π, F ), see Proposition 2
of Chapter IV.1 of [7].
If (π, F ) is a bounded Fredholm module over A we can define the index
mapping indF : K0(A) → Z, again by defining an additive mapping on the
semigroup of projections, as
indF [p] := ind ((π+ ⊗ id)(p)F+(π− ⊗ id)(p)),
where we represent [p] by a finite-dimensional projection p ∈ A ⊗ K(CN ) and
we consider (π+ ⊗ id)(p)F+(π− ⊗ id)(p) as an operator
(π+⊗id)(p)F+(π−⊗id)(p) : (π−⊗id)(p)
(H− ⊗CN )→ (π+⊗id)(p) (H+ ⊗CN) .
The association [p] × (π, F ) 7→ indF (p) is homotopy invariant and defines a
bilinear pairing K0(A) × K0(A) → Z which is non-degenerate after tensoring
with Q, see more in [4]. To simplify the notation, we suppress the dimension N
and identify (π, F ) with the Fredholm module (π ⊗ idK(CN ), F ⊗ idCN ).
Theorem 1.1 (Proposition 4 of Chapter IV.1 of [7]). If (π, F ) is a q-summable
even Fredholm module satisfying the conditions (4) and 2k ≥ q the index map-
ping indF can be calculated as
indF [p] = 〈cck(π, F ), p〉k.
In Theorem 1.1, the conditions (4) on the Fredholm module (π, F ) requires
some caution. If for instance, we remove the condition F 2 6= 1 one can choose F
such that ind (F+) 6= 0. On the other hand, if π is unital then ind (F+) = indF (1)
but 〈cck(π, F ), 1〉k = 0, therefore ind (F+) 6= 〈cck(π, F ), 1〉k.
In the context of index theory, the periodicity operator S plays the role
of extending index formulas such as that in Theorem 1.1 to larger algebras.
Suppose that µ is a cyclic k-cocycle on an algebra A0 which is a dense ∗-
subalgebra of a C∗-algebra A. The cyclic k + 2m-cocycle Smµ can sometimes
be extended to a cyclic cocycle on a larger ∗-subalgebra A0 ⊆ A′ ⊆ A. In [11]
the properties of Smµ were studied for Ω being a strictly pseudo-convex domain
in a Stein manifold of complex dimension n and µ being the cyclic 2n−1-cocycle
on A0 = C∞(∂Ω) defined by
µ :=
n∑
k=0
Skωk,
where ωk denotes the cyclic 2n− 2k− 1-cocycle given by the Todd class Tdk(Ω)
in degree 2k as
ωk(a0, a1, . . . , a2n−2k−1) :=
∫
∂Ω
a0da1 ∧ da2 ∧ · · · ∧ da2n−2k−1 ∧ Tdk(Ω).
It was proved in [11] that the cyclic cocycle Smµ defines the same cyclic coho-
mology class on C∞(∂Ω) as
µ˜(a0, a1, . . . , a2n+2m−1) := (5)
:=
∫
∂Ω2n+2m−1
tr

a0(z0) 2n+2m−1∏
j=1
(aj(zj)− aj(zj−1))K∂Ω(zj−1, zj)

 dV,
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where K∂Ω denotes the Szego¨ kernel or the Henkin-Ramirez kernel. The cyclic
cocycle µ˜ is the odd Connes-Chern character of the Toeplitz operators on the
Hardy space and µ˜ extends to a cyclic cocycle on the algebra of Ho¨lder con-
tinuous functions on ∂Ω. We will later on use a cyclic cocycle of the form
µ = cc2k(π, F ) and the periodicity operator to extend a formulation of the
Atiyah-Singer index theorem to pseudo-differential operators twisted by a Ho¨lder
continuous vector bundle.
The index formula of Theorem 1.1 holds for q-summable Fredholm modules
and to deal with the q-summability of pseudo-differential operators we will need
the following theorem of Russo [15] to give a sufficient condition for an integral
operator to be Schatten class. Following [5], when X is a σ-finite measure space
and 1 ≤ p, q <∞, the mixed (p, q)-norm of a function k : X×X → C is defined
by
‖k‖p,q :=
(∫
X
(∫
X
|k(x, y)|pdx
) q
p
dy
) 1
q
.
The space of measurable functions with finite mixed (p, q)-norm is denoted by
L(p,q)(X×X). By Theorem 4.1 of [5] the space L(p,q)(X×X) becomes a Banach
space in the mixed (p, q)-norm which is reflexive if 1 < p, q < ∞. If a bounded
operatorK has integral kernel k, the hermitian conjugateK∗ has integral kernel
k∗(x, y) := k(y, x).
Theorem 1.2 (Theorem 1 in [15]). Suppose that K : L2(X) → L2(X) is a
bounded operator given by an integral kernel k. If 2 < q <∞
‖K‖Lq(L2(X)) ≤ (‖k‖q′,q‖k∗‖q′,q)1/2, (6)
where q′ = q/(q − 1).
In the statement of the Theorem in [15], the completely unnecessary assump-
tion k ∈ L2(X×X) is made. For the discussion on how to remove the condition
k ∈ L2(X ×X) and the proof of the next Theorem, we refer to [11].
Theorem 1.3. Suppose that Kj : L
2(X) → L2(X) are operators with integral
kernels kj for j = 1, . . . ,m such that ‖kj‖q′,q, ‖k∗j ‖q′,q < ∞ for certain q > 2.
Whenever m ≥ q the operator K1K2 · · ·Km is a trace class operator and we
have the trace formula
tr(K1K2 · · ·Km) =
∫
Xm

 m∏
j=1
kj(xj , xj+1)

dx1dx2 · · · dxm,
where we identify xm+1 with x1.
2 The virtual projection with Chern character
being the volume form
In order to obtain a formulation of the degree as an index, we start by construct-
ing a vector bundle EY over an arbitrary even dimensional oriented manifold Y
such that the only non-constant term in ch[EY ] is of top degree. The idea is to
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use the Bott element in K0(R2n), which defines a virtual rank zero bundle on
a coordinate neighborhood in Y and extend this to a virtual bundle on Y .
Let us first recall the construction of the Bott element β ∈ K0(R2n). The el-
ement β is represented by the difference class (∧ev
C
C
n,∧odd
C
C
n, c) where ∧ev
C
C
n
and ∧odd
C
C
n are considered as trivial vector bundles on R2n and c : R2n →
Hom(∧ev
C
C
n,∧odd
C
C
n) is constructed by letting c(x) ∈ Hom(∧ev
C
C
n,∧odd
C
C
n) be
the operator defined from the complex spin representation and Clifford multi-
plication by the vector x ∈ R2n. Since c(x) is invertible for x 6= 0, with inverse
c(x)∗/|x|2, this difference class is well defined. See more in Chapter 2.7 of [1] or
Part III of [2]. By Proposition 2.7.2 of [1], the element β generates K0(R2n).
Since K0(R2n) = ker(K0(S2n) → K0({∞}), the inclusion R2n ⊆ S2n induces
an injection K0(R2n)→ K0(S2n), and K0(S2n) is generated by the Bott class
and the trivial line bundle. Furthermore, the Bott class does as an element of
K0(S2n) satisfy that
chS2nβ = [dVS2n ],
where [dVS2n ] ∈ H2ndR(S2n) denotes the cohomology class associated with a choice
of a normalized volume form.
The problem with this construction of the Bott element is that it does not fit
directly into our definition of the Chern character in cyclic cohomology. We will
now construct a projection-valued function p0 : R
2n → End(∧∗
C
C
n) = M2n(C)
of rank 2n−1 that extends to a projection-valued function pT on S
2n such that
β = [pT ] − 2n−1[1] in K0(S2n). Let us identify the complex Clifford algebra
Cl(R2n) with End(∧∗
C
C
n) using the complex spin representation. Define p0 as:
p0(x) :=
1
1 + |x|2
( |x|2 c(x)
c(x)∗ 1
)
∈ End(∧odd
C
C
n ⊕ ∧ev
C
C
n).
While
p0(x) −
(
1 0
0 0
)
=
1
1 + |x|2
( −1 c(x)
c(x)∗ 1
)
= O(|x|−1) as |x| → ∞,
the function p0 extends over infinity to a function pT ∈ C1(S2n,M2n(C)). Let
E0 → R2n denote the vector bundle associated with p0 using Serre-Swans the-
orem. One has that
E0 = {(x, v1, v2) ∈ R2n × (∧odd
C
C
n ⊕ ∧ev
C
C
n) : v1 = c(x)v2}.
The vector bundle E0 is trivializable via the isomorphism
id⊕ c : R2n × ∧ev
C
C
n → E0, (x, v) 7→ (x, c(x)v, v). (7)
We define the morphism of vector bundles
c0 : E0 → R2n × ∧odd
C
C
n, (x, v1, v2) 7→ (x, v1). (8)
The morphism c0 is an isomorphism outside the origin, with inverse
(x, v1) 7→ (x, v1, |x|−2c(x)∗v1).
Proposition 2.1. Under the isomorphism K0(S2n) ∼= K0(C(S2n)) the Bott
element β is mapped to [pT ]− 2n−1[1], and therefore
∫
S2n chS2n [pT ] = 1.
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Proof. The formal difference class [pT ] − 2n−1[1] ∈ K0(C1(S2n)) is of virtual
rank 0, so it is in the image of the injection K0(R2n) → K0(C(S2n)). The
element [pT ] − 2n−1[1] clearly comes from the formal difference [E0] − 2n−1[1]
which in turn is defined as the difference class (E0,∧odd
C
C
n, c0) ∈ K0(R2n),
where c0 is the bundle morphism of equation (8). The latter is isomorphic to
the Bott class via the isomorphism id⊕ c defined in equation (7). It follows that
chS2n [pT ] = 2
n−1 + chS2nβ = 2
n−1 + [dVS2n ].
In the general case, let Y be a compact connected oriented manifold of
dimension 2n. If we take an open subset U of Y with coordinates (xi)
2n
i=1 such
that
U = {x :
2n∑
i=1
|xi(x)|2 < 1}.
The coordinates define a diffeomorphism ν : U ∼= B2n. Let us also choose a
diffeomorphism τ : B2n ∼= R2n. We can define the projection-valued function
pY : Y →M2n(C) by
pY (x) :=
{
pT (τν(x)) for x ∈ U
pT (∞) for x /∈ U
(9)
If we let ν˜ : Y → S2n be the Lipschitz continuous function defined by
ν˜(x) =
{
τ(ν(x)) for x ∈ U
∞ for x /∈ U (10)
the Lipschitz function pY can be expressed as pY = ν˜
∗pT . Observe that the
projection pY defines the same class in K-theory as the projection p˜Y := ν˜
∗pT,1,
where pT,t(x) := pT (e
t|x|2x) for t ≥ 0. For t > 0 the projection pT,t stabilizes to
infinite order at infinity, and therefore p˜Y is smooth. We will choose a normalized
volume form on Y and let [dVY ] ∈ H2ndR(Y ) denote the associated de Rham
cohomology class.
Theorem 2.2. If Y is a compact connected oriented manifold of even dimension
and dVY denotes the normalized volume form on Y , the projection pY satisfies
ch[pY ] = 2
n−1 + [dVY ],
in HevendR (Y ). Thus, if f : X → Y is a smooth mapping
deg(f) =
∫
X
f∗ch[pY ]
Proof. By Proposition 2.1 we have the identities∫
Y
ch[p˜Y ] =
∫
U
chn[p˜Y ] =
∫
U
ν˜∗chn[pT ] =
∫
S2n
chn[pT ] = 1.
Therefore we have the identity chn[p˜Y ] = [dVY ]. Since ch[pY ] = ch[p˜Y ] and
ch[p˜Y ] = 2
n−1 + chn[p˜Y ] up to an exact form on U and vanishes to first order
at ∂U the Theorem follows.
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Later on we will also need the Chern character of pY in cyclic homology
as is defined in (3). First we need a lemma. We will use the notation 〈·, ·〉
for the scalar product in R2n. For an orthogonal basis e1, e2, . . . , e2n of R
2n
the Clifford algebra Cl(R2n) has a basis consisting of multiples ej1 · · · ejl for
1 ≤ j1 < . . . < jl ≤ 2n. Any element u in the complex tensor algebra of
R
2n does by the universal property of the Clifford algebras define an element
u˜ ∈ Cl(R2n). For a tensor u we let [u]2n be the number such that the projection
of u˜ onto e1e2 · · · e2n is [u]2ne1e2 · · · e2n. If u = (u1, . . . , uk) ∈ (R2n)×k and
1 ≤ j1, . . . , jl ≤ k we will also use the notation [u|j1, . . . jl]2n for [u0]2n where
u0 ∈ (R2n)⊗k−l is defined as the tensor product of all the uj :s except for j ∈
{jp}lp=1. The complex spin representation of Cl(R2n) is graded and the super
trace in this representation vanish on all basis elements but e1e2 · · · e2n. This
fact and a lengthier calculation implies that for any element v ∈ Cl(R2n) it
holds that
tr∧ev
C
C
n(v)− tr∧odd
C
C
n(v) = (−2i)n[v]2n.
For the natural number l > 0 we define Γlm ⊆ {1, 2, . . . , 2m}l as the set of
all sequence h = (hj)
2l
j=1 such that hj 6= p for any p ≤ j and hj 6= hp for any
j 6= p. We define εl : Γjm → {±1} by
εl(h) := (−1)l+
∑l
j=1 hj .
Lemma 2.3. For x = (x1, x2, . . . x2m) ∈ (R2n)×2m we have that
tr∧ev
C
C
n
(
m∏
l=1
c(x2l−1)
∗c(x2l)
)
= (−2)n−1in[x1 ⊗ x2 ⊗ · · · ⊗ x2m]2n+
+ (−2)n−1in
m−1∑
l=1
∑
h∈Γlm
εl(h) [x|1, h1, 2, h2, . . . , l, hl]2n
l∏
p=1
〈xp, xhp〉+
+ 2n−1
∑
h∈Γmm
εl(h)
m∏
p=1
〈xp, xhp〉.
Proof. Let us calculate these traces using the relations in the Clifford algebra:
tr∧ev
C
C
n
(
m∏
l=1
c(x2l−1)
∗c(x2l)
)
=
1
2
tr∧ev
C
C
n
(
m∏
l=1
c(x2l−1)
∗c(x2l)
)
+
+
1
2
tr∧ev
C
C
n
((
m−1∏
l=1
c(x2l)
∗c(x2l+1)
)
c(x2m)
∗c(x1)
)
+
+ (−2)n−1in[x1 ⊗ x2 ⊗ · · · ⊗ x2m]2n =
=
2m∑
j=2
(−1)j〈x1, xj〉tr∧ev
C
C
n
(
̂c(x1)∗c(xj)
)
+ (−2)n−1in[x1 ⊗ x2 ⊗ · · · ⊗ x2m]2n,
where ̂c(x1)∗c(xj) denotes
∏m−1
j=1 c(xl2j−1 )
∗c(xl2j ) where (lj)
2m−2
j=1 is the sequence
1, 2, . . . , 2m with the occurences of 1 and j removed. The sign (−1)j comes from
the numeral of anti-commutations needed to anti-commute the first operator
with the j:th. Continuing in this fashion one arrives at the conclusion of the
Lemma.
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Lemma 2.4. The Chern character of pY is given by ν˜
∗ch[pT ] and the Chern
character of pT in cyclic homology can be represented by a cyclic 2k-cycle that
in the coordinates on R2n ⊆ S2n is given by the formula
ch[pT ](x0, x1, . . . , x2k) =
1
k!
tr∧∗
C
C
n
(
2k∏
l=0
p0(xl)
)
=
=
1
k!
∏2k
l=0(1 + |xl|2)
2k+1∑
m=0
∑
0≤g1<···<gm≤2k
tr∧ev
C
C
n
(
m∏
l=0
c(xgl )
∗c(xgl+1)
)
,
where we identify x2k+1 = x0.
Proof. Define the function V : R2n → Hom(∧ev
C
C
n,∧odd
C
C
n ⊕ ∧ev
C
C
n) by
V (x)v :=
c(x)v ⊕ v√
|x|2 + 1 ∈ ∧
odd
C
C
n ⊕ ∧ev
C
C
n, v ∈ ∧ev
C
C
n.
The vector V is defined so that p0(x) = V (x)V (x)
∗. Furthermore, observe that
V (x)∗V (y) = c(x)∗c(y) + 1 ∈ End(∧ev
C
C
n). Therefore
1
k!
tr∧∗
C
C
n
(
2k∏
l=0
p0(xl)
)
=
1
k!
tr∧ev
C
C
n
(
V (x2k)
∗V (x0)
2k−1∏
l=0
V (xj)
∗V (xj+1)
)
=
=
1
k!
∏2k
l=0(1 + |xl|2)
tr∧ev
C
C
n
(
(c(x2k)
∗c(x0) + 1)
2k−1∏
l=0
(c(xj)
∗c(xj+1) + 1)
)
=
=
1
k!
∏2k
l=0(1 + |xl|2)
2k+1∑
m=0
∑
0≤g1≤···≤gm≤2k
tr∧ev
C
C
n
(
m∏
l=0
c(xgl )
∗c(xgl+1)
)
.
3 Index theory for pseudo-differential operators
The index of an elliptic pseudo-differential operator can be expressed in terms
of local formulas depending on the symbol via the Atiyah-Singer index theorem.
In this section we will use elliptic pseudo-differential operators and the Atiyah-
Singer index theorem to give an index formula for the degree of a continuous
mapping. The theory of pseudo-differential operators can be found in [13]. For
an introduction to the Atiyah-Singer index theorem we refer the reader to the
survey article [3].
The Atiyah-Singer index theorem, see Theorem 1 of [3], states that the index
of an elliptic pseudo-differential operator A on the compact manifold X without
boundary can be calculated using de Rham cohomology as:
ind (A) =
∫
T∗X
ch[A] ∧ π∗Td(X),
where ch[A] is the Chern character of A and Td(X) is the Todd class of the
complexified tangent bundle of X and π : T ∗X → X denotes the projection
mapping. Since the Chern character is a ring homomorphism we have the fol-
lowing lemma:
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Lemma 3.1. For a smooth projection valued function p : X → K and an elliptic
pseudo-differential operator A, the Chern character of the pseudo-differential
operator Ap := p(A⊗ id)p is given by ch[Ap] = ch[A] ∧ π∗ch[p].
Later on, in Theorem 4.5, the pseudo-differential operator will play a differ-
ent role compared to the role in the Atiyah-Singer theorem. In the Atiyah-Singer
theorem the elliptic pseudo-differential operator defines an element in K-theory
which pairs with the K-homology class whose Connes-Chern character is the
Todd class under the isomorphism (2) and gives an index. We will use the el-
liptic pseudo-differential operator in the dual way as a K-homology class that
we pair with projections over C∞(X) in terms of an index.
The heuristic explanation of this method is thatK0(X) is a ring andK∗(T ∗X)
is a K∗(X)-module via the projection mapping π : T ∗X → X . If A is an
elliptic pseudo-differential operator, A defines both a K-homology class on
X and the symbol of A defines an element [A] ∈ K0(T ∗X). Furthermore,
indA(x) = ind (x · [A]) for x ∈ K0(X), where ind : K0(T ∗X)→ Z is the index
mapping of Atiyah-Singer. On the level of de Rham cohomology this is exactly
the content of Lemma 3.1.
Theorem 3.2. If f : X → Y is a smooth mapping between even-dimensional
oriented manifolds, pY is as in (9) and A is an elliptic pseudo-differential op-
erator on X we have the following degree formula:
ch0[A] deg(f) = ind (ApY ◦f )− 2n−1ind (A),
where ch0[A] denotes the constant term in π∗ch[A]. If A is of order 0, the same
statement holds for continuous f .
Proof. By Lemma 3.1, Theorem 2.2 and the Atiyah-Singer index theorem we
have that
ind (ApY ◦f ) =
∫
X
ch[f∗pY ] ∧ π∗ch[A] ∧ Td(X) =
=
∫
X
(2n−1 + f∗dVY ) ∧ π∗ch[A] ∧ Td(X) =
= ch0[A] deg(f) + 2
n−1
∫
X
π∗ch[A] ∧ Td(X) =
= ch0[A] deg(f) + 2
n−1ind (A).
Since both ind (ApY ◦f ) and deg(f) are well defined homotopy invariants for
continuous f when A is of order 0 the final statement of the Theorem follows.
To deal with analytic formulas for the mapping degree when f is not smooth
will require some more concrete information about Schatten class properties of
pseudo-differential operators.
Lemma 3.3. A pseudo-differential operator b of order −1 satisfies b ∈ Lq(L2(X))
for any q > dim(X).
Lemma 3.3 is proved by using a rather standard technique for pseudo-
differential operators. In Theorem 3.5, when we prove a similar result for
Ho¨lder continuous functions we will need some heavier machinery. We in-
clude a sketch of the proof of Lemma 3.3 just to highlight the difference in
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methods. Letting ∆X denote the second order Laplace-Beltrami operator,
the operator (1 − ∆X)1/2b is of order 0 whenever b is of order −1. Thus
b = (1 −∆X)−1/2(1 −∆X)1/2b and since (1 −∆X)1/2b is a bounded operator
the Lemma follows if (1−∆X)−1/2 is in the Schatten class for any q > dim(X).
This fact follows from the fact that the k:th eigenvalue of the Laplacian behaves
like −k2/ dim(X) as k →∞, a statement that goes back to [20].
Lemma 3.4. The pseudo-differential operator b of order 0 has an integral kernel
T ∈ C∞(X×X \D) satisfying the estimate |T (x, y)| . |x− y|− dim(X)−ε almost
everywhere for any ε > 0, here D denotes the diagonal in X ×X.
Here we use the notation a . b if there is a constant C > 0 such that a ≤ Cb.
Observe that the estimate on T only holds for x 6= y so the integral operator
defined by T must be realized as a principal value. We will not prove Lemma
3.4, but refer to Theorem 2.53 of [9].
We will use the notation F q,rα (X) for the space of functions a ∈ L∞(X) such
that
Jα(a) : (z, w) 7→ |a(x) − a(y)|/|x− y|α
is in the mixed LP -space L(r,q)(X ×X). Observe that for any q and r there is
an inclusion Cα(X) ⊆ F q,rα (X) since if a ∈ Cα(X) then the function Jα(a) is
bounded. To be a bit more specific, if we use the notation |a|α for the Ho¨lder
constant of a, we have the norm estimate
‖Jα(a)‖L(r,q) ≤ ‖Jα(a)‖L(∞,∞) = |a|α,
for any r, q. The function space F q,rα (X) becomes a Banach space in the norm
a 7→ ‖a‖L∞ + ‖Jα(a)‖L(r,q) . A straight-forward estimate shows that there is a
bounded embedding
F q,rα (X) ⊆ VMO(X)
if αrq ≥ n(r+q). The Gagliardo characterization of Sobolev spaces implies that
whenever 0 < s < 1 and 1 < q <∞ then
W s,q(X) = F q,qα (X),
where α = n/q + s. Since X is compact, this implies that the spaces F q,rα (X)
are always equipped with an inclusion in some Sobolev space. We will let
π : L∞(X) → B(L2(X)) denote the representation given by pointwise multi-
plication.
Theorem 3.5. If F is a pseudo-differential operator of order 0 on a compact
manifold X without boundary and a ∈ F q,rα (X) then the operator [F, π(a)] is
Schatten class of order q and satisfies the norm estimate
‖[F, π(a)]‖Lq(L2(X)) . ‖Jα(a)‖(r,q), (11)
whenever
α ∈]0, 1], q ≥ 2 and n
α
<
rq
r + q
. (12)
Observe that in the limit case r = ∞, when a is Ho¨lder continuous, the
condition on q is precisely q > max(n/α, 2). The theorem can be reduced to a
local claim so we will prove the theorem by describing Schatten class properties
of the commutator [F, π(a)] in terms of its local nature as in Theorem 1.2.
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Proof. It is sufficient to prove that if F is a properly supported pseudo-differential
operator of order 0 in Rn and a ∈ F q,rα (Rn) has compact support, then the op-
erator [F, π(a)] is Schatten class of order q for q, r, α satisfying the hypothesis of
the theorem. Since F is a pseudo-differential operator of order 0, the operator
F can by Lemma 3.4 be represented by an integral kernel which is pointwise
bounded by |x−y|−n−ε for some α > ε > 0. Thus the integral kernel of [F, π(a)]
is bounded by |a(x) − a(y)||x− y|−n−ε.
Let us set t := r/q′ and consider the number
C(α, ε, t, q) := sup
y∈B(0,R)
(∫
B(0,R)
|x− y|−(n+ε−α)t′q′dV (x)
)1/t′q′
.
The function x 7→ |x|−β is integrable whenever β < n, so C(α, ε, t, q) is finite if
(n+ ε− α)t′q′ < n, that is if n/(α− ε) < rq/(r + q).
While F is properly supported and a has compact support, we can take
χ, χ′ ∈ C∞c (Rn) such that χ[F, π(a)]χ′ = [F, π(a)]. If t ≥ 1 and q ≥ 2 then for
some large R
‖[F, π(a)]‖Lq(L2(Rn)) . (‖χJ−n−ε(a)χ′‖q′,q‖χ′J−n−ε(a)χ‖q′,q)1/2 .
.

∫
B(0,R)
(∫
B(0,R)
|a(x)− a(y)|q′dV (x)
|x− y|−(n+ε)q′
)q/q′
dV (y)

1/q =
=

∫
B(0,R)
(∫
B(0,R)
Jα(a)(x, y)
q′ |x− y|−(n+ε−α)q′dV (x)
)q/q′
dV (y)

1/q ≤
≤ C(α, ε, t, q)

∫
B(0,R)
(∫
B(0,R)
Jα(a)(x, y)
tq′dV (x)
)q/tq′
dV (y)

1/q =
= C(α, ε, t, q)‖Jα(a)‖(tq′,q),
where the fourth inequality follows from Ho¨lder inequality. The condition that
t ≥ 1 is equivalent to that rq − q − r ≥ 0. However, if n/α < rq/(r + q)
then rq > nα (q + r) ≥ q + r since n ≥ α. Therefore the operator [F, π(a)] is
Schatten class of order q whenever n/(α− ε) < rq/(r + q). Since ε is arbitrary
the Theorem follows.
Let us digest on the choice of the function spaces F q,rα in Theorem 3.5. The
reason for choosing these spaces is that they provide a natural setting for using
the theorem of Russo. Since our intention is to perform degree calculations in
these function spaces, it is of interest to see what happens in the case of Sobolev
spaces. If α = s+ n/q; then the condition (12) of Theorem 3.5 is true if
2n < αq ⇐⇒ sq > n.
This means that for any parameters s, q satisfying the sufficient conditions
making the commutators Schatten class, the Sobolev embedding implies that
F q,qα (X) =W
s,q(X) ⊆ Cα0(X) where α0 = s− n/q = α− 2n/q.
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4 Index of a Ho¨lder continuous twist
In this section we will combine Theorem 1.1 with Theorem 3.5 into index formu-
las for certain elliptic pseudo-differential operators twisted by Ho¨lder continuous
vector bundles. If p : X → K(CN ) is a continuous projection-valued function,
we will use the notation Ep for the vector bundle over X corresponding to p via
Serre-Swan’s theorem.
When A is an elliptic differential operator from the vector bundle E to
the vector bundle E′, we want to consider the, possibly unbounded, operator
Ap := p(A ⊗ id
C
N )p which is called the twist of A by p and acts between
the vector bundle E ⊗ Ep and E′ ⊗ Ep. However, unless A is of order 0, we
must assume that p is smooth to ensure that Ap is a densely defined Fredholm
operator. In the case p is smooth, Lemma 3.1 and the Atiyah-Singer index
theorem implies that
ind (Ap) =
∫
T∗X
π∗ch[p] ∧ ch[A] ∧ π∗Td(X),
and we also have the identity
ind (Ap) = ind (p(A(1 +A
∗A)−1/2 ⊗ id
C
N )p), (13)
because 1 +A∗A is strictly positive. The right-hand side of (13) is well defined
for continuous p and, as we will see, it can be calculated for Ho¨lder continuous
projections by means of Theorem 1.1 using a certain Fredholm module we asso-
ciate with A. To construct this Fredholm module, we start by defining the odd,
self-adjoint operator
A˜ :=
(
0 A
A∗ 0
)
on L2(X,E′⊕E) which is graded by letting L2(X,E′) be the even part and let
L2(X,E) be the odd part. We define the mapping
ϕ : R→ R, u 7→ u(1 + u2)−1/2 and the operator FA := ϕ(A˜).
The operator FA is an odd, self-adjoint operator of order 0. However, the square
of the operator FA can be calculated as
F 2A = A˜
2(1 + A˜2)−1 = 1− (1 + A˜2)−1 6= 1.
To mend the problem F 2A 6= 1, we replace ϕ by the function ϕ˜ : R → M2(C)
defined as
ϕ˜(u) :=
(
ϕ(u) (1 + u2)−1/2
(1 + u2)−1/2 −ϕ(u)
)
.
The function ϕ˜ satisfies ϕ˜(u)2 = 1. If we equip C2 with the grading from the
involution
γ
C
2 := 1⊕ (−1),
the operator F˜A := ϕ˜(A˜) is an odd, self adjoint operator on the graded tensor-
product C2 ⊗L2(X,E ⊕E′). To simplify notations we set E := C2 ⊗ (E′ ⊕E).
The operator F˜A does satisfy that F˜
2
A = 1. The operator F˜A can be written as
a matrix of operators as
F˜A :=
(
FA (1 + A˜
2)−1/2
(1 + A˜2)−1/2 −FA
)
. (14)
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Since pseudo-differential operators are only pseudo-local, we will use a parameter
t to extract the singular part of F˜A. Let A(t) denote the elliptic differential op-
erator defined from A dilated by the action of t > 0 on T ∗X . Set F˜ (t) := F˜A(t).
Define W0 as the smooth pseudo-differential operator given by the orthogonal
finite-rank projection onto ker(A˜) and set W⊥0 := 1 −W0. Observe that, since
A˜ is elliptic, we have that W0 ∈ C∞(X,E′ ⊕ E) ⊗alg C∞(X, (E′ ⊕ E)∗). We
define
W :=
(
0 W0
W0 0
)
.
Lemma 4.1. If A is an elliptic differential operator, the operator valued func-
tion t 7→ F˜ (t) satisfies
‖F˜ (t)− F˜ −W‖Lp(L2(X,E)) = O(t−1) as t→∞,
where F˜ is the 0-homogeneous part of F˜A.
Proof. The operator F˜ (t)− F˜ −W is a matrix consisting of terms of the form
a1 = (1 + t
2A˜2)−1/2 −W0 =W⊥0 (1 + t2A˜2)−1/2W⊥0 =
= t−1W⊥0 A˜
−1W⊥0 T1 and
a2 = A˜(t(1 + t
2A˜2)−1/2 −W⊥0 |A˜|−1W⊥0 ) =
= A˜(t(1 + t2A˜2)−1/2 − |A˜|−1) = t−1W⊥0 |A˜|−1W⊥0 T2,
for some T1, T2 ∈ B(L2(X)). Since both a1 and a2 are pseudo-differential oper-
ators of order lower than −n/p, it follows that their Lp-norm behaves like t−1
as t→∞ and the Lemma follows.
As above, Cα(X) denotes the Banach algebra of Ho¨lder continuous functions
of exponent α ∈]0, 1]. If E and E′ are two smooth vector bundles over X we
let π : Cα(X) → B(L2(X,E ⊕ E′)) denote the even representation given by
pointwise multiplication. Define π˜ : Cα(X)→ B(L2(X, E)) by letting π˜ := π⊕0
under the isomorphism L2(X, E) ∼= C2 ⊗ L2(X,E′ ⊕ E) ∼= L2(X,E′ ⊕ E) ⊕
L2(X,E′ ⊕ E).
Theorem 4.2. If A is an elliptic differential operator of positive order between
two vector bundles E and E′ over X and q > max(dim(X)/α, 2), then the pair
(π˜, F˜A) is a q-summable even Fredholm module over C
α(X).
Proof. The operator F˜A is an elliptic, self-adjoint pseudo-differential operator
of order 0 and F˜ 2A = 1. Under the isomorphism L
2(X, E) = C2⊗L2(X,E⊕E′)
the decomposition (14) implies that
[F˜A, π˜(a)] =
(
[FA, π(a)] −π(a)(1 + A˜2)−1/2
(1 + A˜2)−1/2π(a) 0
)
. (15)
Since the order of A is positive, these facts together with Theorem 3.5 and
Lemma 3.3 imply that (π˜, F˜A) is a q-summable even Fredholm module for any
q > max(dim(X)/α, 2).
Let us represent the pseudo-differential operator F˜ by the integral kernel
K˜A which is a conormal distribution section of the big Hom-bundle Hom(E , E).
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By (14), we can write K˜A = KA⊕ (−KA) where KA is a conormal distribution
section of the big Hom-bundle Hom(E⊕E′, E⊕E′). Observe that KA is defined
by a smooth section C∞(X ×X \D,Hom(E ⊕ E′, E ⊕ E′)).
We will use the notation Γk for the subset of {1, 2, 3, 4}2k consisting of all
sequences (sl)
2k
l=1 satisfying the conditions that s1 6= 4, s2k 6= 3 and sl = 3 for
some l if and only if sl+1 = 4. These conditions are motivated by the form of
the commutator (15). Let w(I) denote the numeral of occurrences of 3 in I.
Take Γwk ⊆ Γk as the subset of sequences with w(I) = w. To a sequence I ∈ Γk
we will associate the sequence Λ(I) = (il)
2k
l=1 ∈ {1, 2, . . .2k}2k defined by
il =
{
l, if sl = 1, 3
l + 1, if sl = 2, 4
,
where we identify 2k + 1 with 1. For a sequence I ∈ Γk we let
ι(I) := (−1)w(I)+
∑2k
l=1 il−l.
With a projection-valued function p : X → K and a sequence I ∈ Γk we associate
the function
QpI(x1, . . . , x2k) := trC2n
(
p(x1)
2k∏
l=1
p(xil )
)
. (16)
We also define
HA(x1, . . . , x2k) := strE⊕E′
(
2k∏
l=1
KA(xi, xi+1)
)
.
A straight-forward calculation implies the following lemma:
Lemma 4.3. For any projection-valued function p : X → K(CN ), the following
identity holds:
str(E⊕E′)⊗CN

p(x1) 2k∏
j=1
(p(xj+1)− p(xj))KA(xj , xj+1)

 =
=
∑
(sl)2kl=1∈Γ
0
k
ι(I)QpI(x1, . . . , x2k)HA(x1, . . . , x2k).
This Lemma describes the diagonal terms in the decomposition (15). To
describe the products with the off-diagonal terms, we need some notation for
the integral kernels. Set K1 = K2 = KA and K3 = K4 = W0. For I ∈ Γk we
define the integral kernel
HA,I(x1, . . . , x2k) := strE⊕E′
(
2k∏
l=1
Ksl(xi, xi+1)
)
.
Lemma 4.4. The function
(x1, . . . , x2k) 7→
∑
(sl)2kl=1∈Γ
w
k
ι(I)QpI(x1, . . . , x2k)HA,I(x1, . . . , x2k) (17)
is absolutely integrable over X2k for all w = 0, 1, . . . , k.
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This Lemma is a direct consequence of Theorem 3.5 and Theorem 1.3 since
the sum over Γwk corresponds to the sum of the supertraces of the products
between p and 2(k − w) commutators between p and KA and 2w commutators
between p and W0. In fact, when w > 0 the integral of (17) will be the trace
of a finite rank operator. One can decompose the function (17) even further
by decomposing Γwk into equivalence classes under the equivalence relation 1 ∼
2 and 3 ∼ 4, which again will be a decomposition into absolutely integrable
functions.
Theorem 4.5. Suppose that A is an elliptic differential operator of positive
order on the compact manifold X without boundary, acting from E to E′. If
p : X → K(CN ) is a projection valued, Ho¨lder continuous function of exponent
α and 2k − 1 > max(dim(X)/α, 2), the following index formula holds:
ind (p(FA,+ ⊗ 1)p) = 〈cck(π˜, F˜A), p〉2k =
= (−1)k
∫
X2k
str

p(x1) 2k∏
j=1
(p(xj+1)− p(xj))KA(xj , xj+1)

 dVX2k+
+ (−1)k
k∑
w=1
∫
X2k
∑
(sl)2kl=1∈Γ
w
k
ι(I)QpI(x1, . . . , x2k)HA,I(x1, . . . , x2k)dVX2k
where the trace is taken over (E ⊕E′)⊗CN and we identify x1 = x2k+1. All of
the integrals are absolutely convergent.
This index formula does in fact work whenever p ∈ F q,rα (X) ⊗ K(CN ) for
q, r, α satisfying the condition (12) as a consequence of that we are dealing with
an explicit index formula that by Theorem 3.5 is well defined. Observe that if
the dimension of X is odd, ind (p(FA,+ ⊗ 1)p) = 0 for continuous p since the
Atiyah-Singer index theorem implies that it holds for smooth projection-valued
functions.
Proof. The first equality follows from Theorem 1.1 and Theorem 4.2 since
π˜(p)(F˜A,+ ⊗ 1)π˜(p) = (π(p)(FA,+ ⊗ 1)π(p))⊕ 0.
Recall that, for any t > 0, the operator A(t) satisfies the same conditions as A
so by homotopy invariance of the Chern-Connes character and Lemma 4.1,
〈cck(π˜, F˜A), p〉2k = 〈cck(π˜, F˜A(t)), p〉2k =
= (−1)kstrL2(X,E⊗CN )
(
π˜(p)[F˜A(t), π˜(p)] · · · [F˜A(t), π˜(p)]
)
=
= (−1)kstrL2(X,E⊗CN )
(
π˜(p)[F˜ +W, π˜(p)] · · · [F˜ +W, π˜(p)]
)
+O(t−1).
Since p is Ho¨lder continuous, (p(xj+1)−p(xj))KA(xj , xj+1) is locally integrable
and of finite mixed L(q
′,q)-norm by Theorem 3.5. Let us set p˜ := π˜(p) and
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K˜WA := K˜A +W . Theorem 1.2 and the calculations above imply the equality
strL2(X,E⊗CN )
(
π˜(p)[F˜ +W, π˜(p)] · · · [F˜ +W, π˜(p)]
)
=
=
∫
X2k
str

p˜(x1) 2k∏
j=1
(
p˜(xj+1)K˜
W
A (xj , xj+1)− K˜WA (xj , xj+1)p˜(xj)
)dVX2k
=
∫
X2k
∑
(sl)2kl=1∈Γk
ι(I)QpI(x1, . . . , x2k)HA,I(x1, . . . , x2k)dVX2k .
While the term 〈cck(π˜, F˜A), p〉k is constant, the second identity stated in the
theorem follows from Lemma 4.3 by letting t→∞.
5 Degrees of Ho¨lder continuous mappings
Returning now to the degree calculations, we will use Theorem 4.5 for a partic-
ular choice of differential operator. Assume that X is a compact Riemannian
oriented manifold of dimension 2n without boundary. The Hodge grading on∧∗
T ∗X ⊗C is defined by the involution τ defined on a p-form ω by
τω = ip(p−1)+n ∗ ω,
where ∗ denotes the Hodge duality. Observe that if (ej)2nj=1 is an oriented,
orthonormal basis of the cotangent space, the operator τ can be written as
τ =
(
i
2
)n 2n∏
j=1
(ej ∧ −ej¬). (18)
We let E+ denote the sub-bundle of
∧∗
T ∗X⊗C consisting of even vectors with
respect to the Hodge grading and E− the sub-bundle of odd vectors with respect
to the Hodge grading. The operator τ anti-commutes with d+d∗ so A = d+d∗
is a well defined operator from E+ to E−. The operator A is called the signature
operator. Observe that A˜ = d + d∗ as an operator on
∧∗ T ∗X ⊗ C and A˜2 is
the Laplace-Beltrami operator on X . By Theorem 4.2 the pair (π˜, F˜d+d∗) is a
q-summable Fredholm module over Cα(X).
Assume that f : X → Y is a Ho¨lder continuous function where Y is a 2n-
dimensional oriented manifold. We can choose an open subset U ⊆ Y such that
there is a diffeomorphism ν : U → B2n. In fact, by the closed mapping lemma,
since X is compact and Y Hausdorff, the mapping f is open. Therefore, it is
possible to choose U such that there is an open set U0 ⊆ X satisfying U ⊆ f(U0)
and E+ and E− are trivial over U0.
Taking ν˜ : Y → Cn as the Lipschitz continuous function defined in (10) we
can for k > n/α define the integrable function f˜k ∈ L1(X2k) as:
f˜k(x1, . . . , x2k) := (19)
= 21−n
∑
I∈Γk
ι(I)QpTI (ν˜f(x1), . . . , ν˜f(x2k))Hd+d∗,I(x1, . . . , x2k),
where the second quantity is calculated through Lemma 2.4. The kernelHd+d∗,I
is in general quite hard to find. In local coordinates, the operator Kd+d∗ will
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be similar to a Riesz transform. The operator W0 is the projection onto the
finite-dimensional space of harmonic forms on X . We will demonstrate this by
calculating the kernels Hd+d∗,I explicitly on S
2n in the next section.
Theorem 5.1. Suppose that X and Y are smooth compact connected oriented
manifolds without boundary of dimension 2n and f : X → Y is Ho¨lder contin-
uous of exponent α. When k > n/α the following integral formula holds:
deg(f) = 2−n〈cck(π˜, F˜D), f∗([pY ]− 2n−1[1])〉2k =
=
1
2
(
(−1)k
∫
X2k
f˜k(x1, . . . , x2k)dVX2k − sign(X)
)
where f˜k is as in (19).
Proof. While Fd+d∗ = (d + d
∗)(1 + ∆)−1/2, we have that
ind (Fd+d∗,+) = ind (d + d
∗) = sign(X).
The operator d+d∗ satisfies ch0[d+ d
∗] = 2nL0(T
∗X) = 2n, since the constant
term in the L-genus is 1. Therefore Theorem 3.2 and Theorem 4.5 implies that
deg(f) = 2−nind ((pY ◦ f ⊗ id)Fd+d∗,+(pY ◦ f ⊗ id))− 2−nind (Fd+d∗,+) =
= 2−n〈cck(π˜, F˜A), f∗pY 〉2k − 1
2
sign(X) =
=
1
2
(−1)k
∫
X2k
f˜k(x1, . . . , x2k)dVX2k −
1
2
sign(X).
A couple of remarks on the choice of A as the signature operator are in
order. This choice is rather superfluous since any pseudo-differential operator A
of order 1 with ch0[A] 6= 0 will give a degree formula similar to that in Theorem
5.1. If one can find an invertible A on X such that ch0[A] 6= 0, the formula of
Theorem 5.1 would be much simpler since f˜k will not contain any contributions
from Γk \ Γ0k.
The signature operator has been studied on Lipschitz manifolds, see [18],
which gives an analytic degree formula for Ho¨lder continuous mappings between
even-dimensional Lipschitz manifolds. On Lipschitz manifolds, the Atiyah-
Singer theorem is replaced by Teleman’s index theorem from [19]. Of course,
there are some analytic difficulties in the proof of Theorem 3.5 for Lipschitz
manifolds, that more or less manifests themselves on a notational level.
If X and Y are compact manifolds, we define the space F q,rα (X,Y ) in terms
of an embedding Y ⊆ RN and give it the topology induced from F q,rα (X,RN).
As a corollary of the previous theorem we obtain the following result:
Corollary 5.2. If X and Y are compact, oriented manifolds of the same di-
mension and f ∈ F q,rα (X,Y ) then
| deg(f)| ≤ c˜2kX,Y + c2kX,Y ‖Jα(f)‖2k(r,q),
whenever 2k ≥ q and α, q, r satisfies condition (12).
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6 Example on S2n
Let us end this paper by writing down the integral kernels in the case of a
Ho¨lder continuous function f : S2n → Y where Y is a compact, connected
2n-dimensional manifold without boundary. We will compare the method of
using pseudo-differential operators from Theorem 5.1 with that of using Henkin-
Ramirez kernels from [11]. The degree formula of [11] is based on the usage of
the cocycle (5).
6.1 Degrees on S2n using Theorem 5.1
To apply Theorem 5.1 the kernels Hd+d∗,I need to be calculated. Define U0 :
L2(S2n,
∧
T ∗S2n ⊗ C) → L2(R2n,∧T ∗R2n ⊗ C) by pulling back along the
mapping λ : R2n → S2n defined by
R
2n ∋ x 7→
( |x|2 − 1
|x|2 + 1 ,
2x
|x|2 + 1
)
∈ S2n ⊆ R2n+1
and equipping R2n with the pull-back metric. Since the metric is positive defi-
nite we can define the unitary mapping U : L2(S2n,
∧
T ∗S2n⊗C)→ L2(R2n)⊗
C
22n by composing U0 with the unitary mapping L
2(R2n,
∧
T ∗R2n ⊗ C) →
L2(R2n) ⊗ C22n defined by the metric. Clearly, we have that UKd+d∗U∗ is a
pseudo-differential operator on R2n with symbol ξ 7→ i(ξ ∧ −ξ¬)/√2|ξ|, if we
identify C2
2n
with
∧
C
2n. For any a ∈ Cα(S2n) we have that UaU∗ = a ◦ λ.
Let us find the integral kernel K1 of UKd+d∗U
∗. Since the symbol of K1 is
a homogeneous function that commutes with the SU(2n)-action on
∧
C
2n, the
integral kernel K1 is given by
K1(x, y) = cn
(x− y) ∧−(x− y)¬√
2|x− y|2n+1
and the constant cn = (n − 1)!/πn is calculated in Chapter III in [16]. So the
operator defined by K1 is a matrix of Riesz transforms. While the harmonic
forms on S2n are spanned by the constant function and the volume form, the
kernel W0 is the constant projection
∧
T ∗S2n → C ⊕ ∧2n T ∗S2n. So we can
write the kernel K3 of UW0U
∗ as
K3(x, y) = g(x)g(y)(1 +
2n∏
j=1
ej ∧ ej¬),
where
g(x) :=
2nπnn!(n− 2)!
(2n+ 1)!(1 + |x|2)n .
Using these expressions for K1 and K3 it follows from (18) that
Hd+d∗,I(x1, . . . , x2k) = str
(
2k∏
l=1
Ksl(xl, xl+1)
)
= tr
(
τ
2k∏
l=1
Ksl(xl, xl+1)
)
=
=
∑
σ∈S2(k−w)
n∑
m=0
insign(σ)Hσ,m,I(x1, . . . , x2k),
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when w(I) = w and where
Hσ,m,I(x1, . . ., x2k) := c
2k−m
n
∏
sl 6=1,2
g(xl)g(xl+1)
m∏
l=1,sl=1,2
〈ej , xσ(l) − xσ(l)+1〉
|xσ(l) − xσ(l)+1|2n+1
·
·
k∏
l=m+1,sl=1,2
〈xσ(l) − xσ(l)+1, xσ(l+1) − xσ(l+1)+1〉
|xσ(l) − xσ(l)+1|2n+1|xσ(l+1) − xσ(l+1)+1|2n+1
.
By this notation we mean that an element σ in the symmetric group S2(k−w),
on 2(k −w) elements, acts on the indices l such that sl = 1, 2. Here we use the
notation 〈·, ·〉 for the scalar product. For a Ho¨lder continuous function f : S2n →
Y we take an open set U ⊆ Y such that there is a diffeomorphism ν : U → B2n
and consider the Ho¨lder continuous function f0 := ν˜fλ : R
2n → S2n, where ν˜
is as in equation (10). The signature of a sphere is 0 so Theorem 5.1 and (19)
implies the following degree formula.
Proposition 6.1. If f : S2n → Y is Ho¨lder continuous of exponent α, where
Y is a closed oriented connected 2n-dimensional manifold, the degree of f can
computed from the formula
deg(f) =
=
(−1)kk!
2n
k∑
w=0
∫
R
4nk
∑
I∈Γw
k
∑
σ∈S2(k−w)
n∑
m=0
insign(σ)c2k−mn ι(I) ·
∏
sl 6=1,2
g(xl)g(xl+1)·
· ch[pT ](f0(x1), f0(xi1), . . . f0(xi2k )) ·
m∏
l=1,sl=1,2
〈ej , xσ(l) − xσ(l)+1〉
|xσ(l) − xσ(l)+1|2n+1
·
·
k∏
l=m+1,sl=1,2
〈xσ(l) − xσ(l)+1, xσ(l+1) − xσ(l+1)+1〉
|xσ(l) − xσ(l)+1|2n+1|xσ(l+1) − xσ(l+1)+1|2n+1
dV
R
2nk .
6.2 Degrees on S2n using Theorem 4.4 of [11]
If we attempt using the degree formula of [11] to a function f : S2n → Y we
must in some way change the dimension. We will do so by finding a strictly
pseudo-convex domain Ω in Cn+1 such that ∂Ω = S2n × S1 and use the degree
formula of [11] to calculate the degree of f × id : S2n × S1 → Y × S1. To find
such domain Ω we define the function ρ ∈ C∞(Cn+1) as
ρ(z1, . . . , zn+1) := 4|1− z1z2|2 + |z|2 − 3.
We let Ω := {z ∈ Cn+1 : ρ(z) < 0}. Clearly, ρ is strictly pluri-subharmonic in
Ω and dρ 6= 0 on ∂Ω. Furthermore
ρ(z) = 4(1− 2ℜ(z1z2) + |z1z2|2) + |z|2 − 3.
So Ω is a relatively compact strictly pseudo-convex domain inCn+1 with smooth
boundary. Writing down the function ρ in its real argument verifies that Ω ∼=
B2n+1 × S1 and ∂Ω ∼= S2n × S1.
Let us find the Henkin-Ramirez kernel HR of the boundary ∂Ω. In or-
der to do this we will use the Fornaess embedding theorem, see [10]. This
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approach to construct the Henkin-Ramirez kernel goes as follows; if we find
a proper, holomorphic mapping from Ω into a convex domain, we obtain the
holomorphic support function of ∂Ω by pulling back the support function in
the convex domain. Define the holomorphic function Ψ : Cn+1 → Cn+2 by
(z1, z2, . . . , zn+1) 7→ (2(1 − z1z2), z1, z2, . . . , zn+1). Clearly Ω is mapped in to
the ball of radius 3, 3B2n+4, and Ω = Ψ
−1(3B2n+4). Therefore Ω has the
support function
a(z, ζ) := (Ψ(ζ)−Ψ(z)) ·Ψ(ζ) = ζ¯ · (ζ − z) + 4(ζ1ζ2 − z1z2)ζ1ζ2. (20)
Thus the integral kernel of the Henkin-Ramirez kernel for S2n × S1 is given by
HR(z, ζ)dVS2n×S1 =
1
(2πi)n
s ∧ (∂¯ζs)2(n−1)
a(z, ζ)n
,
where
s(z, ζ) = ∂|ζ|2 + 2(1− ζ1ζ2)(z2dζ1 + ζ1dζ2).
Because of (20) the function a(z, ζ) is symmetric in the sense that for z, ζ ∈ ∂Ω
we have a(z, ζ) = a(ζ, z). However, the kernel HR is not symmetric as is seen
from the expression for s.
Concluding the case of a Ho¨lder continuous function f : S2n → Y , we take
an open subset U ⊆ Y diffeomorphic to a ball and choose a diffemorphism
ν : U × (S1 \ {pt}) → B2n+1. If we let f1 : S2n × S1 → Y × S1 be the Ho¨lder
continuous function constructed by extending ν(f × idS1) as in (10), Theorem
4.4 of [11] implies the next Proposition.
Proposition 6.2. If f : S2n → Y is Ho¨lder continuous of exponent α, where
Y is a closed oriented connected 2n-dimensional manifold, the degree of f can
computed from the formula
deg(f) =
(−1)n
(2πi)2kn
∫
(S2n×S1)2k+1
∑
σ∈S2(2k−1)
2k−1∑
l=0
cl,σ
l∏
i=1
〈f1(zσ(2i−1)), f1(zσ(2i))〉·
·
2k∏
j=0
s(zj , zj+1) ∧ (∂¯zj+1s(zj , zj+1))2(n−1)
a(zj , zj+1)n
.
Here cl,σ = (−1)l2n−l−1εl(σ) and εl(σ) is the order parity of σ. For details
see [11].
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