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The use of a variable detection delay is proposed to improve the bit error rate and error propagation characteristics of a dual decision-feedback equaliser.
Decision-feedback equaliser: Digital transmission and recording systems often employ feedback-type detectors such as the decisionfeedback equaliser (DFE) [ 11, futed-delay tree search with decision feedback (FDTSDF) [2] , and the dual DFE (DDFE) [3] . Among these detectors, the DDFE stands out because it achieves close-tooptimum performance while having a remarkably low complexity. The performance of the DDFE depends on its detection delay, which in the basic DDFE is futed and determined by two internal shift registers. In this Letter the use of a variable detection delay is proposed as a means for improving the bit error rate and error propagation characteristics of the DDFE. We first present some DFE basics. The replay signal r(t) in Fig. 1 is a linearly distorted and noisy version of the transmitted data sequence ak of data rate UT. The function h(/) represents the response of the system to a single transmitted bit. Noise n(t) may or may not be white. The forward filter in Fig. 1 has impulse response w(/). It serves to suppress precursive intersymbol interference (ISI) at the decision instants /k = kT, to reject out-of-band noise, and to whiten in-band noise. Ideally the equalised and sampled system response qk e (h * w)(kT) is a minimum-phase function so that a maximum fraction of the energy of qk is concentrated near the time origin ( k = 0). Minimum-phase functions are all causal (qk = 0 for k < o), i.e. precursive Is1 is indeed absent. Without loss of generality we may set qo = 1. Post-cursive Is1 is due to the 'tail' ql, q2, ... of qk. This tail serves as the impulse response of a feedback filter (FBF) that is excited by past decisions dk& ... The FBF output is subtracted from the forward filter output so as to cancel post-cursive ISI. If past decisions affecting the FBF output are all correct then the decision variable tik is just a noisy version of ak, and a new bit-decision dk can be formed by means of a slicer with zero threshold. The difference ek = tik -6 k is a measure of the decision quality, and is commonly used to drive the read-path control loops.
Dual DFE:
The DFE is suboptimum because it exploits only the cursor qo in the detection process. Error propagation constitutes a second (and typically much smaller) loss factor. The DDFE represents an improvement on the DFE in both respects ( of the DFEs fall within the erasure zone [-a, a]. In this event the decisions are uncertain and are, moreover, different. Since both decisions are applied to a shift register with 6 stages, the detector can permit itself a total of 6 symbol intervals to determine which of both DFE outputs to settle on. Throughout this erasure period detection thresholds are zeroed so as to maximise the probability that subsequent DFE decisions will be correct. The DFE with the correct decision 6k is likely to produce small error samples ek = 6k -dk in the remainder of the erasure period, while the error samples of the other DFE are likely to be relatively large because the erroneous decision causes imperfect cancellation of trailing ISI. A comparison of the energy of both errors across the erasure period is used to select between both DFEs. The switch in Fig. 2 is set accordingly, and both DFEs are realigned by transferring the register contents of the 'selected' DFE to the other one. Detection thresholds then re-assume their default values *a, and erasure detection recommences. 
The performance of the DDFE is basically equal to that of near-optimum restricted-delay schemes such as FDTSDF [3] . The complexity, however, is much lower. Bursts of errors tend to be shorter than for the DFE. Erasures occur much more frequently than bit errors and can be counted to obtain an accurate prediction of the bit error rate.
Variable detection delay:
In the basic scheme of Fig. 2 , the DDFE has a futed detection delay of 6 symbol intervals. For 6 = 0 the DDFE degenerates into a DFE. As 6 is increased beyond this point, the performance initially improves rapidly because the DDFE exploits an increasing fraction of 'useful' data energy (namely the energy that stems from the 'tail' q,, q2, ... of qk). Once this tail is covered, the performance gradually declines because the DDFE dwells during an increasing fraction of the time within the No. 5 erasure periods. Throughout these periods it effectively functions as a DFE, and as 6 + -its net performance again approaches that of the DFE.
The basic insight into the use of a variable detection delay is that most DDFE decisions can be reliably made shortly after the beginning of an erasure period. More specifically, if the erasure period commences at the instant k = ko and if d, denotes the accumulated error-energy-difference between the 1 WO DFEs from the start of the erasure period (i.e. d, e Cf:;(~(t)~ -(e:)*), then a large positive value of d, indicates that 8ecisions 62 are much more likely than 6; , and vice versa for a large negative value. This suggests that we end the erasure period as soon as l d,l exceeds a prescribed reliability threshold D, and no Liter than 6 symbol intervals after the commencement of the erasure period (i.e. no later than for n = 6). In all cases the final DD FE decision is based on the sign of d, at the end of the erasure period. Both DFEs are then realigned, and erasure thresholds re-assuine their default values +a.
In many cases Id,/ will cross the reliability threshold D within a few symbol intervals from the begnning of the erasure period, so that the average detection delay 6 will be strictly smaller than the maximum delay 6. Clearly 6 is a monotonicjilly increasing function of D, ranging between 0 for D = 0 and 81 = 6 for D = -. As a rule of thumb, if the bulk of the energy of the system response qk is contained with@ the first M samples, then D should be selected in order for 6 to be somewhat larger than M. Both curves correspond to total of 5 X lo5 bit errors 0 fixed detection delay (a = 0.25, 6 = 8)
Simulation results: Fig. 3 depicts the impact (of a variable detection delay on the bit error rate for a Lorentzian digital magnetic recording channel according to [l] , at normaliscd information density tsdT = 2.85. Data ak are uncoded, and the noise is Gaussian and white. The DDFE has 6 = 8. For a fied detection delay (corresponding to D = -), the bit error rate is smallest for a -0.25.
As D decreases, this minimum shifts to somewhat higher values of a, and the bit error rate becomes significantly less sensitive to variations of a beyond a -0.25. This reduced sensitivity is desirable for implementation reasons, and helps to improve the bit error rate estimation.
A value D of the order of 1.5 is close to optimum for the system at hand, and leads to average detection delays of the order of two symbol intervals. The minimum bit error rate for D = 1.5 is a factor of 2-3 better than for a futed detection delay (D = -). This corresponds to an improvement in the predetection signal to noise ratio of -0.2-0.3dB. Long bursts of errors also become less likely (Fig. 4) .
If ld,l is still below the reliability threshold D (or below a prescribed fraction of D) for n = 6 then the resulting final DDFE decision can be deemed unreliable. A flag can then be sent to the error correction procedure so as to facilitate and improve this procedure.
In the histogram of Fig. 4 it can be observed that the proposed technique reduces the amount of double bit errors and increases the proportion of triple bit-errors. This change reflects the fact that the dominant failure mechanisms of the detector have shifted towards those of an optimum restricted-delay detector. A direct implication is that coding techniques that are tailored to this type of detector, such as those of [4] , will be of greater interest to the DDFE with variable detection delay than to a DDFE with a futed delay. 
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