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D. Anosov shows that N( f ) = |L( f )| for all continuous selfmaps f on a nilmanifold. For a
given selfmap f on an infra-nilmanifold, K.B. Lee provides a criterion to determine whether
N( f ) = |L( f )|. Using this criterion, D. Anosov’s theorem has been generalised to different
classes of infra-nilmanifolds. In this article, we generalise K.B. Lee’s criterion to coincidence
theory. Additionally, we generalise the coincidence counterpart of D. Anosov’s theorem to a
well-described class of infra-nilmanifolds with cyclic holonomy group. We also give various
examples illustrating that not all of the above-mentioned generalisations of D. Anosov’s
theorem have a counterpart in coincidence theory.
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1. Introduction
To a continuous selfmap f : M → M on a closed manifold M , two numbers are assigned that are of particular interest in
ﬁxed point theory: the Lefschetz number L( f ) and the Nielsen number N( f ). In [1], D. Anosov proves that N( f ) = |L( f )|
when M is a nilmanifold. This result cannot be generalised to all infra-nilmanifolds: on the Klein bottle for instance, there
exists a continuous selfmap f for which N( f ) = |L( f )|. Nevertheless, D. Anosov’s result sparkles interest in proving ﬁxed
point theory results about infra-nilmanifolds. Two important such results are [19] and [18]. In [19], K.B. Lee gives a criterion
to determine whether N( f ) = |L( f )| for a given continuous selfmap f on an infra-nilmanifold. In [18], J.B. Lee and K.B. Lee
give formulas for the Lefschetz number and the Nielsen number of a continuous selfmap on an infra-nilmanifold.
K.B. Lee’s criterion is the starting point for many new results. It is proved that the equality N( f ) = |L( f )| holds for all
continuous selfmaps f on the following infra-nilmanifolds:
• oriented Hantzsche–Wendt manifolds [5],
• infra-nilmanifolds M with cyclic holonomy group F when −1 is no eigenvalue of ρ(x0), where ρ : F → GLn(R) is the
holonomy representation of M and x0 is a generator of F [7],
• infra-nilmanifolds of which the holonomy group has no index two subgroup [8], generalising the result on infra-
nilmanifolds with odd order holonomy group [6].
Additionally, it is proved that the equality N( f ) = |L( f )| holds for all nowhere expanding selfmaps on infra-nilmanifolds [6],
generalising [17] and [20]; and for all expanding selfmaps on oriented infra-nilmanifolds [6].
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continuous maps f , g : M1 → M2 when f (x) = g(x). If M1 and M2 are closed oriented manifolds of equal dimension, then
one can deﬁne the Lefschetz coincidence number L( f , g) and the Nielsen coincidence number N( f , g). Different authors
have proved that N( f , g) = |L( f , g)| when f , g : M1 → M2 are continuous maps between nilmanifolds M1 and M2 of equal
dimension. Many results from ﬁxed point theory however have not yet been generalised to coincidence theory. For instance,
a formula for the Lefschetz coincidence number of a pair of continuous maps between nilmanifolds M1 and M2 has only
been proved when the dimension of the i-fold commutator subgroup of G1 equals the dimension of the i-fold commutator
subgroup of G2, where G1 and G2 are the connected, simply connected, nilpotent Lie groups on which M1 and M2 are
modelled (see [14]).
In this article, we generalise K.B. Lee’s criterion to coincidence theory. Additionally, we investigate which of the above-
mentioned applications of K.B. Lee’s original criterion can be generalised to coincidence theory. Our ﬁndings are the
following. We show that when M1 and M2 are oriented Hantzsche–Wendt manifolds of equal dimension, then the equality
N( f , g) = |L( f , g)| holds for all continuous maps f , g : M1 → M2 if and only if M1 and M2 are not homeomorphic. We show
that the equality N( f , g) = |L( f , g)| does not necessarily hold for all expanding selfmaps f , g : M → M or for all nowhere
expanding selfmaps f , g : M → M on an oriented infra-nilmanifold M . We give an example of infra-nilmanifolds M1 and
M2 of equal dimension with different odd order cyclic holonomy groups and a pair of continuous maps f , g : M1 → M2
such that N( f , g) = |L( f , g)|. We also give an example of an infra-nilmanifold M of which the holonomy group has odd
order and a pair of continuous selfmaps f , g : M → M on this infra-nilmanifold M such that N( f , g) = |L( f , g)|. Finally, we
prove that N( f , g) = |L( f , g)| for all continuous maps f , g : M1 → M2 when M1 and M2 are infra-nilmanifolds that have
the same dimension, the same cyclic holonomy group F and the same holonomy representation ρ : F → GLn(R) such that
−1 is no eigenvalue of ρ(x0), where x0 is a generator of F .
2. Preliminaries
In this section, we introduce basic notions of ﬁxed point theory, coincidence theory and infra-nilmanifolds. References
are [3,12,13] for ﬁxed point theory, [10] for coincidence theory and [4] for infra-nilmanifolds.
Let us ﬁrst ﬁx some notations. We use I to denote the unit interval I = [0,1]. If p : M˜ → M is a covering, then we use
A(M˜, p) to denote the covering transformation group. If M is a manifold and f : M → M is a continuous selfmap, then we
use Fix( f ) to denote the set of ﬁxed points: Fix( f ) = {x ∈ M | f (x) = x}. If f , g : M1 → M2 are continuous maps between
manifolds M1 and M2, then we use Coin( f , g) to denote the set of coincidences: Coin( f , g) = {x ∈ M1 | f (x) = g(x)}. If M1
and M2 are manifolds and f : M1 → M2 is a differentiable map, then we use
( f∗)x : TxM1 → T f (x)M2
to denote the differential of f at the point x ∈ M1. If G is a group and g ∈ G , then we use λg to denote the left multiplication
map λg : G → G : x → gx, ρg to denote the right multiplication map ρg : G → G : x → xg and τg to denote the conjugation
map τg : G → G : x → gxg−1.
2.1. Lefschetz (coincidence) number and Nielsen (coincidence) number
Let us ﬁrst recall the deﬁnition of the Lefschetz number and the Nielsen number of a continuous selfmap f on a closed
manifold M . First one splits up the ﬁxed point set Fix( f ) of f into so-called ﬁxed point classes. To each ﬁxed point class,
one assigns an integer index. When this index differs from zero, the ﬁxed point class is called essential. Every essential
ﬁxed point class is non-empty and the number of non-empty ﬁxed point classes is ﬁnite.
The Lefschetz number L( f ) of f is usually deﬁned in an entirely algebraic way, but for our purposes, we can deﬁne L( f )
as the sum of the indices of the essential ﬁxed point classes. The Lefschetz number is of interest in ﬁxed point theory since
L( f ) = 0 implies that f has a ﬁxed point. Because the Lefschetz number is invariant under homotopy, L( f ) = 0 implies that
any map homotopic to f has a ﬁxed point.
The Nielsen number N( f ) is by deﬁnition the number of essential ﬁxed point classes of f . The interest in the Nielsen
number arises from the fact that N( f ) is a lower bound for the number of ﬁxed points of f . Because the Nielsen number
is invariant under homotopy, every map homotopic to f has at least N( f ) ﬁxed points.
Let us now describe the Lefschetz coincidence number and the Nielsen coincidence number of a pair of continuous maps
f , g : M1 → M2 between closed oriented manifolds M1 and M2 of equal dimension. Let p1 : M˜1 → M1 and p2 : M˜2 → M2
be universal covers. If f˜ : M˜1 → M˜2 is a lift of f and g˜ : M˜1 → M˜2 is a lift of g , then we call ( f˜ , g˜) a lifting pair of f , g .
One deﬁnes an equivalence relation ∼ on the set of lifting pairs of f , g by(
f˜ a, g˜a
)∼ ( f˜ b, g˜b)
if and only if
there exist γ1 ∈ A(M˜1, p1), γ2 ∈ A(M˜2, p2) such that f˜ b = γ2 f˜ aγ −1 and g˜b = γ2 g˜aγ −1.1 1
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For any lifting class [( f˜ , g˜)], the set p1(Coin( f˜ , g˜)) is a compact subset of Coin( f , g) that is open in Coin( f , g) and that
does not depend on the particular choice of the representative ( f˜ , g˜) of the lifting class [( f˜ , g˜)]. We say that p1(Coin( f˜ , g˜))
is the coincidence class induced by the lifting class [( f˜ , g˜)]. To each coincidence class of f , g , one assigns an integer
index that we call the coincidence index. When the coincidence index of a coincidence class differs from zero, we call
the coincidence class essential. Every essential coincidence class is non-empty and the number of non-empty coincidence
classes is ﬁnite.
Also the Lefschetz coincidence number is usually deﬁned algebraically, but for our purposes, we can deﬁne the Lefschetz
coincidence number L( f , g) of f , g as the sum of the coincidence indices of the essential coincidence classes of f , g . The
non-vanishing of L( f , g) implies that there exists x ∈ M1 such that f (x) = g(x). The Lefschetz coincidence number is also a
homotopy invariant: if f0 is homotopic to f1 and g0 is homotopic to g1, then L( f0, g0) = L( f1, g1).
The Nielsen coincidence number N( f , g) is by deﬁnition the number of essential coincidence classes of f , g . The Nielsen
coincidence number N( f , g) is a lower bound for the number of coincidences of f , g .
The Nielsen coincidence number is invariant under homotopy: if F : f0  f1 is a homotopy between f0 : M1 → M2 and
f1 : M1 → M2 and if G : g0  g1 is a homotopy between g0 : M1 → M2 and g1 : M1 → M2, then N( f0, g0) = N( f1, g1). The
homotopy invariance is obtained by deﬁning a relation between lifting classes of f0, g0 and lifting classes of f1, g1. We
say that the coincidence class p1(Coin( f˜0, g˜0)) of f0, g0 is (F ,G)-related to the coincidence class p1(Coin( f˜1, g˜1)) of f1, g1
when there exist a lift F˜ : M˜1 × I → M˜2 of F that realises a homotopy between f˜0 and f˜1 and a lift G˜ : M˜1 × I → M˜2 of G
that realises a homotopy between g˜0 and g˜1. Homotopy-related coincidence classes have the same coincidence index.
Let us now give a more detailed description of the coincidence index. A reference is [25]. Let M1 and M2 be oriented
manifolds of equal dimension and let f , g : M1 → M2 be continuous maps. Assume either that M1 and M2 are closed or
that M1 = M2 = Rn . For every open U in M1, we deﬁne Coin( f , g,U ) = Coin( f , g) ∩ U . If Coin( f , g,U ) is compact, then
we call ( f , g,U ) an admissible triple. In this case, the coincidence index Ind( f , g,U ) is deﬁned. If C is a compact subset
of Coin( f , g) that is open in Coin( f , g), then we deﬁne Ind( f , g,C) = Ind( f , g,U ), where U is an open in M1 that is
chosen such that C = Coin( f , g) ∩ U . The deﬁnition of Ind( f , g,C) does not depend on the particular choice of the open
set U . We say that ( f , g,U ) is a non-degenerate triple if f and g are differentiable and det((g∗)x − ( f∗)x) = 0 for every
x ∈ Coin( f , g,U ). In this case, any x ∈ Coin( f , g,U ) is an isolated coincidence point of which the index is given by
Ind
(
f , g, {x})= sign(det((g∗)x − ( f∗)x)), (1)
where ( f∗)x and (g∗)x are expressed with respect to oriented bases of TxM1 and T f (x)M2 (see [25, Lemma 14]).
2.2. Infra-nilmanifolds
Before we give the deﬁnition of an infra-nilmanifold, let us shortly review the relation between a connected, simply
connected, nilpotent Lie group G and the corresponding Lie algebra g. First recall that in this case, also g is nilpotent with
the same nilpotency class as G: the lower central series of g is
g= γ1(g) ⊃ γ2(g) ⊃ · · · ⊃ γc+1(g) = {0},
where c is the nilpotency class of G . Recall that the exponential map exp : g → G is a bijection; in fact, if we identify g
with Rn as a vector space, then exp : g→ G is a diffeomorphism. We denote the inverse of exp : g→ G by log : G → g. Let
H also be a connected, simply connected, nilpotent Lie group and let h be the associated Lie algebra, then a morphism of
Lie groups f : G → H induces a linear map on the tangent space ( f∗)1G : T1G G → T1H H . Now we may identify T1G G with g
and T1H H with h. Then ( f∗)1G is a morphism of Lie algebras that we denote by f∗ : g → h and that satisﬁes the equation
f∗(X) = log( f (exp(X))) for all X ∈ g.
Using the bijections exp and log between G and g, we can deﬁne a binary operation ∗ on g by X ∗Y = log(exp(X)exp(Y ))
for all X, Y ∈ g. The relation between this operation and the Lie brackets is given by the Baker–Campbell–Hausdorff formula,
which states that
X ∗ Y = X + Y +
∞∑
m=2
qm(X, Y ),
where qm(X, Y ) is a linear combination of m-fold Lie brackets in X and Y . Since g is nilpotent, this sum is actually a ﬁnite
sum.
Let G be a connected, simply connected, nilpotent Lie group. We use Aut(G) to denote the automorphism group of G ,
it acts naturally on G . We deﬁne Aff(G) as the semi-direct product Aff(G) = G  Aut(G), which is G × Aut(G) as a set,
with multiplication deﬁned by (d1, D1)(d2, D2) = (d1D1(d2), D1D2). The inverse of (d, D) ∈ Aff(G) is given by (d, D)−1 =
(D−1(d−1), D−1). Aff(G) acts on G by
(d, D)(g) = dD(g) for all (d, D) ∈ Aff(G) and all g ∈ G.
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translations Γ ∩ G is a uniform lattice of G and Γ ∩ G is of ﬁnite index in Γ . We obtain an action of an almost-Bieberbach
group Γ on G by restricting the action of Aff(G) on G to an action of Γ on G . Then the orbit space Γ \G is a closed
manifold and its fundamental group π1(Γ \G) is isomorphic to Γ ; in fact G is the universal covering space of Γ \G and the
group of covering transformations is exactly Γ . A manifold M = Γ \G , where Γ is an almost-Bieberbach group, is called an
infra-nilmanifold modelled on G . When Γ ⊂ G is an almost-Bieberbach group, Γ \G is called a nilmanifold.
When G = Rn , we refer to almost-Bieberbach groups as Bieberbach groups. When Γ is a Bieberbach group, the manifold
Γ \Rn is a closed ﬂat manifold. All closed ﬂat manifolds can be obtained in this way.
The holonomy group F of an almost-Bieberbach group Γ can be deﬁned as the ﬁnite group
F = {x ∈ Aut(G) ∣∣ ∃g ∈ G: (g, x) ∈ Γ }.
By taking differentials, we obtain a morphism of groups ρ : F → Aut(g), where g is the Lie algebra associated to G . By ﬁxing
a basis for g, we obtain a faithful representation
ρ : F → GLn(R),
that we call the holonomy representation of Γ . Because of the choice of a basis, this representation is determined up to
similarity.
By the holonomy group and the holonomy representation of an infra-nilmanifold, we mean the holonomy group and the
holonomy representation of the associated almost-Bieberbach group.
The holonomy representation holds a lot of information about the infra-nilmanifold in question. For instance, the holon-
omy representation of an infra-nilmanifold determines its orientability (see [2, p. 221] and [4, p. 135]):
Proposition 2.1. Let M be an infra-nilmanifold with holonomy group F and holonomy representation ρ : F → GLn(R). Then M is
orientable if and only if det(ρ(x)) = 1 for every x ∈ F .
3. K.B. Lee’s criterion generalised to coincidence theory
In [19], K.B. Lee gives a criterion to determine whether N( f ) = |L( f )| for a given continuous selfmap f on an infra-
nilmanifold. A proof of K.B. Lee’s criterion has three main ingredients.
The ﬁrst ingredient of a proof of K.B. Lee’s criterion is also necessary for the formulation of this criterion. Let us ﬁrst
give a deﬁnition.
Deﬁnition 3.1. Let p1 : M˜1 → M1 and p2 : M˜2 → M2 be covers. A continuous map h : M˜1 → M˜2 is a homotopy lift of a
continuous map f : M1 → M2 when h is the lift of a map homotopic to f .
K.B. Lee proves the following linearisation of a continuous selfmap on an infra-nilmanifold. This is the ﬁrst main ingre-
dient of K.B. Lee’s criterion.
Theorem 3.2. ([19, Corollary 1.2]) Let M be an infra-nilmanifold modelled on a connected, simply connected, nilpotent Lie group G. Let
f : M → M be a continuous selfmap. Then there exist d ∈ G and a morphism of Lie groups D : G → G such that λd ◦ D is a homotopy
lift of f .
Let us now formulate K.B. Lee’s criterion:
Theorem 3.3. ([19, Theorem 2.2]) Let M be an infra-nilmanifold modelled on a connected, simply connected, nilpotent Lie group G
and let F ⊂ Aut(G) be the associated holonomy group. Let f : M → M be a continuous selfmap on M. Let D : G → G be a morphism
of Lie groups and d ∈ G such that λd ◦ D : G → G is a homotopy lift of f . Then N( f ) = L( f ) if and only if det(1− A∗D∗) 0 for all
A ∈ F and N( f ) = −L( f ) if and only if det(1− A∗D∗) 0 for all A ∈ F .
The second main ingredient of a proof of K.B. Lee’s criterion is the averaging formulas for the Lefschetz number and
for the Nielsen number. The averaging formula for the Nielsen number relates the Nielsen number of a continuous selfmap
f on an infra-nilmanifold M to the Nielsen numbers of lifts of f to a ﬁnite covering of M by a nilmanifold. This formula
has been proved in [16, Theorem 3.5]. In fact, the averaging formula for the Nielsen number holds in a more general
setting as well ([16, Theorem 3.1] and [21, Corollary 5.10]). The well-known averaging formula for the Lefschetz number
holds in an even more general setting (see [12, Theorem 2.12(ii)]). For convenience, we only formulate both formulas for
infra-nilmanifolds.
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ﬁnite index normal subgroup of Γ and let N = Λ\G be the corresponding nilmanifold. Let f : M → M be a continuous selfmap and
suppose that f has a lift f : N → N. Let p : N → M be the natural projection, then
L( f ) = 1[Γ : Λ]
∑
α∈A(N,p)
L(α f )
and
N( f ) = 1[Γ : Λ]
∑
α∈A(N,p)
N(α f ).
The determinant in the formulation of K.B. Lee’s criterion comes from the third main ingredient, which is a formula for
the Lefschetz number of a continuous selfmap on a nilmanifold.
In order to generalise K.B. Lee’s criterion, we will adapt the three main ingredients of its proof to the setting of coinci-
dence theory.
It is straightforward to adapt the ﬁrst main ingredient to coincidence theory:
Theorem 3.5. Let G1 and G2 be connected, simply connected, nilpotent Lie groups. Let M1 be an infra-nilmanifold modelled on G1
and M2 an infra-nilmanifold modelled on G2 . Let f : M1 → M2 be a continuous map. Then there exist d ∈ G2 and a morphism of Lie
groups D : G1 → G2 such that λd ◦ D : G1 → G2 is a homotopy lift of f .
The proof of this theorem is a straightforward generalisation of that of Theorem 3.2. In fact, Theorem 3.5 is a corollary
of the following theorem.
Theorem 3.6. Let G1 and G2 be connected, simply connected, nilpotent Lie groups. Let Γ1 be an almost-Bieberbach group modelled
on G1 and Γ2 an almost-Bieberbach group modelled on G2 . Let θ : Γ1 → Γ2 be a morphism of groups, then there exist d ∈ G2 and a
morphism of Lie groups D : G1 → G2 such that
θ(γ ) ◦ λd ◦ D = λd ◦ D ◦ γ for all γ ∈ Γ1.
This theorem is a straightforward generalisation of [19, Theorem 1.1].
The averaging formulas for the Lefschetz number and the Nielsen number, which form the second main ingredient of
K.B. Lee’s criterion, have been generalised to coincidence theory as follows:
Theorem 3.7. ([15, Theorem 4.9], [22, p. 88]) Let Γ1 ⊂ Aff(G1) and Γ2 ⊂ Aff(G2) be almost-Bieberbach groups and let M1 = Γ1\G1
and M2 = Γ2\G2 be the corresponding infra-nilmanifolds. Suppose that M1 and M2 are oriented and have the same dimension. Let
Λ1 ⊂ Γ1 ∩ G1 be a ﬁnite index normal subgroup of Γ1 and let N1 = Λ1\G1 be the corresponding nilmanifold. Let Λ2 ⊂ Γ2 ∩ G2 be
a ﬁnite index normal subgroup of Γ2 and let N2 = Λ2\G2 be the corresponding nilmanifold. Let f , g : M1 → M2 be continuous maps
and suppose there exist a lift f : N1 → N2 of f and a lift g : N1 → N2 of g. Let p2 : N2 → M2 be the natural projection, then
L( f , g) = 1[Γ1 : Λ1]
∑
α∈A(N2,p2)
L(α f , g)
and
N( f , g) = 1[Γ1 : Λ1]
∑
α∈A(N2,p2)
N(α f , g).
The third main ingredient, a formula for the Lefschetz number of a continuous selfmap on a nilmanifold, has only been
generalised to coincidence theory in a special case (see [14]). Fortunately, in order to prove K.B. Lee’s criterion, not the full
power of a formula for the Lefschetz number is needed. In order to generalise K.B. Lee’s criterion to coincidence theory,
it is enough to have a description of the coincidence index of an essential coincidence class of a pair of maps between
nilmanifolds in terms of an associated determinant. Such a description is the contents of Lemma 3.10 below. But let us ﬁrst
formulate two other lemmas.
Lemma 3.8. ([9, Lemma 3.6]) Let G1 and G2 be connected, simply connected, nilpotent Lie groups of equal dimension with associated
Lie algebras g1 and g2 . Let D, D ′ : G1 → G2 be morphisms of Lie groups inducing morphisms of Lie algebras D∗, D ′∗ : g1 → g2 . Then
for any g ∈ G2 ,
det
(
D ′∗ − (τg)∗D∗
)= 0 ⇔ det(D ′∗ − D∗)= 0.
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p1 : M˜1 → M1 and p2 : M˜2 → M2 be covers. Assume either that M˜1 and M˜2 are closed or that M˜1 = M˜2 = Rn. Let f˜ , g˜ : M˜1 → M˜2
be lifts of f and g. Let x˜ be a coincidence point of f˜ and g˜ and put x = p1(x˜). Suppose that x is an isolated coincidence point
of f , g. Suppose that the covering projections p1 : M˜1 → M1 and p2 : M˜2 → M2 are differentiable and orientation preserving. Then
Ind( f˜ , g˜, {x˜}) = Ind( f , g, {x}).
Let us give a sketch due to C. Staecker for the proof of this lemma. First remark that we can reduce to the case where x
is the only coincidence point in an elementary open U such that ( f , g,U ) is a non-degenerate triple (see [25, Lemma 15]).
Then there exists an open U˜ in M˜1 containing x˜ such that p1 realises a homeomorphism between U˜ and U . But because
the projections are orientation preserving, the formula (1) for the coincidence index does not distinguish between ( f˜ , g˜, U˜ )
and ( f , g,U ) and we have Ind( f˜ , g˜, U˜ ) = Ind( f , g,U ).
Now we can formulate and prove a lemma that describes the coincidence index of an essential coincidence class of a
pair of maps between nilmanifolds in terms of an associated determinant. Because of the ‘linearisation’ Theorem 3.5, we
can restrict ourselves to the case where the maps have a special form. The proof is inspired by C.K. McCord’s approach to
[22, Lemma 2.5].
Lemma 3.10. Let G1 and G2 be connected, simply connected, nilpotent Lie groups of equal dimension. Let N1 be a nilmanifold modelled
on G1 and N2 a nilmanifold modelled on G2 such that the covering projections p1 : G1 → N1 and p2 : G2 → N2 are orientation
preserving. Let D, D ′ : G1 → G2 be morphisms of Lie groups and d,d′ ∈ G2 such that λd ◦ D : G1 → G2 and λd′ ◦ D ′ : G1 → G2 induce
continuous maps f : N1 → N2 and f ′ : N1 → N2 . Then every essential coincidence class of f , f ′ is a singleton and has coincidence
index sign(det(D ′∗ − D∗)), where D∗ and D ′∗ are expressed with respect to oriented bases of the Lie algebra g1 associated to G1 and
the Lie algebra g2 associated to G2 . Also, det(D ′∗ − D∗) = 0 implies that no coincidence class is essential.
Proof. Let Λ1 be the uniform lattice of G1 corresponding to N1 and Λ2 the uniform lattice of G2 corresponding to N2, so
N1 = Λ1\G1 and N2 = Λ2\G2.
Choose an arbitrary essential coincidence class C of f , f ′ . Because A(G2, p2) = {λdˆ : g → dˆg | dˆ ∈ Λ2}, there ex-
ist dˆ, dˆ′ ∈ Λ2 such that C = p1(Coin(λdˆ ◦ λd ◦ D, λdˆ′ ◦ λd′ ◦ D ′)). Without loss of generality, we may assume that C =
p1(Coin(λd ◦ D, λd′ ◦ D ′)). Put f˜ = λd ◦ D and f˜ ′ = λd′ ◦ D ′ . Write Dˆ = τd ◦ D and Dˆ ′ = τd′ ◦ D ′ , then Dˆ(Λ1) ⊂ Λ2 and
Dˆ ′(Λ1) ⊂ Λ2. Indeed, because f˜ induces the continuous map f : N1 → N2, for any λ1 ∈ Λ1, there exists λ2 ∈ Λ2 such
that f˜ (λ11G1 ) = λ2 f˜ (1G1 ), or in other words: dD(λ1) = λ2d, or Dˆ(λ1) = (τd ◦ D)(λ1) = λ2 ∈ Λ2. Similarly, one shows that
Dˆ ′(Λ1) ⊂ Λ2.
By Lemma 3.9, it suﬃces to show that Coin( f˜ , f˜ ′) is a singleton, det(D ′∗ − D∗) = 0 and Ind( f˜ , f˜ ′,G1) = sign(det(D ′∗ −
D∗)). Because C = p1(Coin( f˜ , f˜ ′)) is essential, Coin( f˜ , f˜ ′) is non-empty and we may choose h ∈ Coin( f˜ , f˜ ′). Deﬁne
ψ = ρh−1 : G1 → G1 : g → gh−1.
Then for all g ∈ G1,
f˜ (g) = dD(g) = (τd ◦ D)(g)d = Dˆ
(
gh−1h
)
d = Dˆ(ψ(g))(τd ◦ D)(h)d = Dˆ(ψ(g)) f˜ (h).
Similarly, because f˜ ′(h) = f˜ (h), for any g ∈ G1,
f˜ ′(g) = Dˆ ′(ψ(g)) f˜ (h).
Hence ψ realises a bijection between Coin( f˜ , f˜ ′) and Coin(Dˆ, Dˆ ′):
g ∈ Coin( f˜ , f˜ ′) ⇔ f˜ (g) = f˜ ′(g)
⇔ Dˆ(ψ(g)) f˜ (h) = Dˆ ′(ψ(g)) f˜ (h)
⇔ Dˆ(ψ(g))= Dˆ ′(ψ(g))
⇔ ψ(g) ∈ Coin(Dˆ, Dˆ ′).
Additionally, log : G1 → g1 gives a bijection between
Coin
(
Dˆ, Dˆ ′
)= {g ∈ G1 ∣∣ Dˆ(g) = Dˆ ′(g)}
and {
X ∈ g1
∣∣ Dˆ∗X = Dˆ ′∗X}.
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Coin
(
f˜ , f˜ ′
)
is a singleton ⇔ Coin(Dˆ, Dˆ ′) is a singleton
⇔ {g ∈ G1 ∣∣ Dˆ(g) = Dˆ ′(g)}= {1G1}
⇔ {X ∈ g1 ∣∣ Dˆ∗X = Dˆ ′∗X}= {0}
⇔ det(Dˆ ′∗ − Dˆ∗) = 0
⇔ det((τd′)∗D ′∗ − (τd)∗D∗) = 0
⇔ det(D ′∗ − D∗) = 0 by Lemma 3.8.
Suppose for a contradiction that Coin( f˜ , f˜ ′) is no singleton. Then the dimension of{
X ∈ g1
∣∣ Dˆ∗X = Dˆ ′∗X}= Ker(Dˆ ′∗ − Dˆ∗)
is strictly positive. Hence Im(Dˆ ′∗ − Dˆ∗) = g2. Let i be the maximal natural number such that γi(g2) ⊂ Im(Dˆ ′∗ − Dˆ∗). Choose
X ∈ γi(g2) such that X /∈ Im(Dˆ ′∗ − Dˆ∗). Deﬁne a homotopy H˜ by
H˜ : G1 × I → G2 : (g, t) → Dˆ
(
ψ(g)
)
exp(t X) f˜ (h).
Then H˜ is a homotopy between f˜ and f˜1 : G1 → G2 : g → Dˆ(ψ(g))exp(X) f˜ (h). Remark that Coin( f˜1, f˜ ′) = ∅. Indeed,
suppose for a contradiction that there exists g ∈ G1 such that Dˆ(ψ(g))exp(X) f˜ (h) = f˜ ′(g), then Dˆ(ψ(g))exp(X) = Dˆ ′(ψ(g))
and hence Dˆ∗(log(ψ(g))) ∗ X = Dˆ ′∗(log(ψ(g))). By the Baker–Campbell–Hausdorff formula, we can write
Dˆ∗
(
log
(
ψ(g)
)) ∗ X = Dˆ∗(log(ψ(g)))+ X + Y ,
where Y = ∑∞m=2 qm(Dˆ∗(log(ψ(g))), X), where qm(Dˆ∗(log(ψ(g))), X) is a linear combination of m-fold Lie brackets in
Dˆ∗(log(ψ(g))) and X . Because X ∈ γi(g2), we have that Y ∈ γi+1(g2) ⊂ Im(Dˆ ′∗ − Dˆ∗). Now
Dˆ∗
(
log
(
ψ(g)
))+ X + Y = Dˆ∗(log(ψ(g))) ∗ X = Dˆ ′∗(log(ψ(g)))
implies that
X = (Dˆ ′∗ − Dˆ∗)(log(ψ(g)))− Y ∈ Im(Dˆ ′∗ − Dˆ∗),
a contradiction. We see that Coin( f˜1, f˜ ′) = ∅. Moreover, for any λ1 ∈ Λ1, for any g ∈ G1 and any t ∈ I , we have that
H˜(λ1g, t) = Dˆ
(
ψ(λ1g)
)
exp(t X) f˜ (h) = Dˆ(λ1ψ(g))exp(t X) f˜ (h) = Dˆ(λ1)H˜(g, t),
where Dˆ(λ1) ∈ Λ2. Hence H˜ induces a homotopy H : N1× I → N2. Let H ′ : f ′  f ′ be the trivial homotopy, then the (H, H ′)-
related coincidence class of C = p1(Coin( f˜ , f˜ ′)), namely p1(Coin( f˜1, f˜ ′)), is empty, a contradiction with the assumption that
C = p1(Coin( f˜ , f˜ ′)) is essential. The assumption that Coin( f˜ , f˜ ′) is no singleton leads to a contradiction, hence Coin( f˜ , f˜ ′)
is the singleton {h}. As we have proved before, this is equivalent to saying that det(D ′∗ − D∗) = 0.
It is left to show that Ind( f˜ , f˜ ′,G1) = sign(det(D ′∗ − D∗)). Because f˜ (g) = Dˆ(ψ(g)) f˜ (h) for every g ∈ G1,
f˜ = ρ f˜ (h) ◦ Dˆ ◦ ψ.
Similarly,
f˜ ′ = ρ f˜ (h) ◦ Dˆ ′ ◦ ψ.
Recall that ψ = ρh−1 . Now
det
((
f˜ ′∗
)
h − ( f˜∗)h
)= det((ρ f˜ (h)∗)1G2 Dˆ ′∗ (ψ∗)h − (ρ f˜ (h)∗)1G2 Dˆ∗ (ψ∗)h)
= det((ρ f˜ (h)∗)1G2 )det(Dˆ ′∗ − Dˆ∗)det((ψ∗)h) = 0.
Hence ( f˜ , f˜ ′,G1) is a non-degenerate triple and by the formula (1) for the coincidence index,
Ind
(
f˜ , f˜ ′,G1
)= sign(det(( f˜ ′∗)h − ( f˜∗)h))
= sign(det((ρ f˜ (h)∗)1G2 )det(Dˆ ′∗ − Dˆ∗)det((ψ∗)h))
= sign(det(Dˆ ′∗ − Dˆ∗))
= sign(det((τd′ ◦ D ′) − (τd ◦ D)∗))∗
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sign
(
det
((
τd′ ◦ D ′
)
∗ − (τd ◦ D)∗
))= sign(det(D ′∗ − D∗)).
Because det(D ′∗ − D∗) = 0, by Lemma 3.8, det((τexp(t log(d′)) ◦ D ′)∗ − (τexp(t log(d)) ◦ D)∗) = 0 for all t ∈ I . Because the map
I → R : t → det((τexp(t log(d′)) ◦ D ′)∗ − (τexp(t log(d)) ◦ D)∗)
is continuous, this implies that
sign
(
det
((
τd′ ◦ D ′
)
∗ − (τd ◦ D)∗
))= sign(det(D ′∗ − D∗)). 
In fact, this lemma gives yet another proof for the following theorem, which is a generalisation of D. Anosov’s theorem:
Theorem 3.11. Let f , f ′ : N1 → N2 be continuous maps between nilmanifolds N1 and N2 of equal dimension. Then N( f , f ′) =
|L( f , f ′)|.
Now we can generalise K.B. Lee’s criterion to coincidence theory:
Theorem 3.12. Let G1 and G2 be connected, simply connected, nilpotent Lie groups of equal dimension with associated Lie algebras
g1 and g2 . Let Γ1 ⊂ Aff(G1) and Γ2 ⊂ Aff(G2) be almost-Bieberbach groups and M1 = Γ1\G1 and M2 = Γ2\G2 the corresponding
infra-nilmanifolds. Let F2 ⊂ Aut(G2) be the holonomy group of M2 . Suppose that M1 and M2 are oriented. Let f , f ′ : M1 → M2 be
continuous maps. Let D, D ′ : G1 → G2 be morphisms of Lie groups and d,d′ ∈ G2 such that λd ◦ D is a homotopy lift of f and λd′ ◦ D ′
is a homotopy lift of f ′ . Then N( f , f ′) = L( f , f ′) if and only if det(D ′∗ − A∗D∗) 0 for all A ∈ F2 and N( f , f ′) = −L( f , f ′) if and
only if det(D ′∗ − A∗D∗) 0 for all A ∈ F2 , where D∗, D ′∗, A∗ are expressed with respect to oriented bases of g1 and g2 .
Proof. Without loss of generality, we may assume that λd ◦D is a lift of f and that λd′ ◦D ′ is a lift of f ′ . By a straightforward
generalisation of [18, Lemma 3.1], there exist a uniform lattice Λ1 of G1 and a uniform lattice Λ2 of G2 such that Λ1 is a
ﬁnite index fully characteristic subgroup of Γ1, such that Λ2 is a ﬁnite index fully characteristic subgroup of Γ2 and such
that θ(Λ1) ⊂ Λ2 for every morphism θ : Γ1 → Γ2. Then N1 = Λ1\G1 and N2 = Λ2\G2 are nilmanifolds and there exist a lift
f : N1 → N2 of f and a lift f ′ : N1 → N2 of f ′ . Let p2 : N2 → M2 be the natural projection, then by the averaging formula
for the Lefschetz coincidence number and the averaging formula for the Nielsen coincidence number,
L
(
f , f ′
)= 1[Γ1 : Λ1] ∑
α∈A(N2,p2)
L
(
α f , f ′
)
and
N
(
f , f ′
)= 1[Γ1 : Λ1] ∑
α∈A(N2,p2)
N
(
α f , f ′
)
.
Now every α ∈ A(N2, p2) has a lift (a, A) that belongs to Γ2 = A(G2, p2). Because N(α f , f ′) = |L(α f , f ′)| by Theorem 3.11,
it suﬃces to show that for all α ∈ A(N2, p2), L(α f , f ′) = 0 implies that det(D ′∗− A∗D∗) = 0 and that L(α f , f ′) and det(D ′∗−
A∗D∗) have the same sign, where (a, A) ∈ Γ2 is a lift of α. Choose arbitrary α ∈ A(N2, p2) and let (a, A) ∈ Γ2 be a lift of α.
Remark that λaA(d) ◦ AD is a lift of α f . By Lemma 3.10, if det(D ′∗ − A∗D∗) = 0, then no coincidence class of α f , f ′ is
essential, and hence L(α f , f ′) = 0. Suppose that L(α f , f ′) = 0. Then det(D ′∗ − A∗D∗) = 0 and by Lemma 3.10, the sign of
the index of any coincidence class of α f , f ′ is the same as the sign of det(D ′∗ − A∗D∗). Hence the sign of L(α f , f ′) is the
same as the sign of det(D ′∗ − A∗D∗). 
Compare with [11, Corollary 4.2], where a similar criterion is proved, but only in terms of the signs of Lefschetz numbers
of lifts instead of the signs of determinants.
4. Coincidence theory for Hantzsche–Wendt manifolds
An n-dimensional closed ﬂat manifold M of which the holonomy group is isomorphic to Zn−12 is called a generalised
Hantzsche–Wendt manifold or GHW manifold for short. For simplicity, we identify the holonomy group with Zn−12 . The
corresponding Bieberbach group Γ is called a GHW group. When M is orientable, we call M a Hantzsche–Wendt manifold
or an HW manifold for short. We call the corresponding Bieberbach group an HW group. It is well known (see [24, p. 1056])
that HW manifolds only exist in odd dimensions.
In [24], J. Rossetti and A. Szczepan´ski prove that all GHW groups Γ are diagonisable: there exists a Z-module basis of
Γ ∩ Rn such that with respect to this basis, ρ(x) is a diagonal matrix in GLn(Z) for all x ∈ Zn−12 , where ρ : Zn−12 → GLn(R)
is the holonomy representation.
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Bi is the diagonal matrix with 1 on the i-th place of the diagonal and −1 on the other places of the diagonal and where
bi ∈ {0,1/2}n . R. Miatello and J. Rossetti [23] prove that every HW group is isomorphic to an HW group in standard form.
In this section, we prove the following theorem:
Theorem 4.1. Let M1 and M2 be HWmanifolds of equal dimension. Then
N
(
f , f ′
)= ∣∣L( f , f ′)∣∣ for all continuous maps f , f ′ : M1 → M2
if and only if M1 is not homeomorphic to M2 .
It is interesting to compare this result with [5, Theorem 2.10], which states that N( f ) = |L( f )| for any continuous selfmap
f on an HW manifold.
Theorem 4.1 will follow immediately from Corollary 4.5 and Proposition 4.6 below.
Deﬁnition 4.2. Let σ ∈ Sn be a permutation of the set {1, . . . ,n} and a1, . . . ,an ∈ R. Deﬁne Mσ (a1, . . . ,an) as the n × n-
matrix with aieσ(i) as the i-th column, where aieσ(i) ∈ Rn is the vector having ai on the σ(i)-th place and 0 elsewhere.
The following proposition is a straightforward generalisation of [5, Proposition 3.3].
Proposition 4.3. Let Γ1 and Γ2 be HW groups in standard form and let θ : Γ1 → Γ2 be a morphism of groups. Let d ∈ Rn and let
D : Rn → Rn be a linear map such that
θ(γ ) ◦ λd ◦ D = λd ◦ D ◦ γ for all γ ∈ Γ1.
Then D = 0 or there exist odd integers a1, . . . ,an and σ ∈ Sn such that D = Mσ (a1, . . . ,an).
Lemma 4.4. Let M1 and M2 be non-homeomorphic HWmanifolds of equal dimension n and f : M1 → M2 a continuous map. Then f
is homotopic to a constant map.
Proof. Let Γ1 be the HW group associated to M1 and Γ2 the HW group associated to M2, then Γ1 and Γ2 are not isomor-
phic. Without loss of generality, we may assume that Γ1 and Γ2 are in standard form. There exist d ∈ Rn and a linear map
D : Rn → Rn such that λd ◦ D is a homotopy lift of f . We may assume that λd ◦ D is a lift of f . Because λd ◦ D : Rn → Rn
induces the continuous map f : M1 → M2, for every covering transformation γ ∈ Γ1, there exists a unique covering trans-
formation f×(γ ) ∈ Γ2 such that
f×(γ ) ◦ λd ◦ D = λd ◦ D ◦ γ for all γ ∈ Γ1.
One can show that f× : Γ1 → Γ2 is a morphism of groups.
Let us suppose for a contradiction that f is not homotopic to a constant map. Then by the previous proposi-
tion, there exist a permutation σ ∈ Sn and odd integers a1, . . . ,an such that D = Mσ (a1, . . . ,an). Remark that (d, D) ∈
Aff(Rn) and (d, D) = λd ◦ D . We have (0,Mσ (1, . . . ,1)) ∈ Aff(Rn). Without loss of generality, by replacing Γ2 with
(0,Mσ−1 (1, . . . ,1))Γ2(0,Mσ (1, . . . ,1)), we may assume that σ = Id and we may still assume that Γ2 is in standard
form. Because of the assumption that σ = Id, we have that D = diag(a1, . . . ,an). Let Bi be the diagonal matrix with 1
on the i-th place of the diagonal and −1 on the other places of the diagonal. Because Γ1 is in standard form, there
exist b1, . . . ,bn ∈ {0,1/2}n such that Γ1 is generated by Zn and (b1, B1), . . . , (bn, Bn). Because Γ2 is in standard form,
there exist b′1, . . . ,b′n ∈ {0,1/2}n such that Γ2 is generated by Zn and (b′1, B1), . . . , (b′n, Bn). Write bi = (bi,1, . . . ,bi,n) and
b′i = (b′i,1, . . . ,b′i,n), then the fact that (bi, Bi) and (b′i, Bi) are no torsion elements implies that bi,i = b′i,i = 1/2. Let τ be the
permutation τ = (1 . . . n). Deﬁne c = (c1, . . . , cn) by
cτ (i) =
bi,τ (i) − b′i,τ (i)
2
.
Write Γ3 = (c,1n)Γ2(−c,1n), then Γ3 is an HW group. Let M3 = Γ3\Rn be the corresponding HW manifold, then
Rn → Rn : x → x + c induces a homeomorphism between M2 and M3. Deﬁne b′′i = (b′′i,1, . . . ,b′′i,n) by (b′′i , Bi) =
(c,1n)(b′i, Bi)(−c,1n), then(
b′′i , Bi
)= (c,1n)(b′i, Bi)(−c,1n) = (b′i + (1n − Bi)c, Bi).
Hence
b′′i,τ (i) = b′i,τ (i) + 2cτ (i) = bi,τ (i) and b′′i,i = b′i,i + 0=
1
.2
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(d, D)γ (d, D)−1 = f×(γ ) ∈ Γ2.
Write d′′ = c + d, then for all γ ∈ Γ1, we have that(
d′′, D
)
γ
(
d′′, D
)−1 = (c,1n) f×(γ )(−c,1n) ∈ Γ3.
If we apply this to γ = (bi, Bi), we see that Γ3 contains(
d′′, D
)
(bi, Bi)
(
d′′, D
)−1 = (d′′ + D(bi) − DBiD−1(d′′), DBiD−1)= (D(bi) + (1− Bi)(d′′), Bi).
Hence there exist z1, . . . , zn ∈ Zn such that (d′′, D)(bi, Bi)(d′′, D)−1 = (b′′i + zi, Bi), where
b′′i + zi = D(bi) + (1− Bi)
(
d′′
)
.
Write zi = (zi,1, . . . , zi,n) and d′′ = (d′′1, . . . ,d′′n). If we look at the j-th component with j = i, we see that
b′′i, j + zi, j = a jbi, j + 2d′′j = bi, j + (a j − 1)bi, j︸ ︷︷ ︸
∈Z
+2d′′j .
In the special case where j = τ (i), we see that
bi,τ (i) + zi,τ (i) = b′′i,τ (i) + zi,τ (i) = bi,τ (i) + (aτ (i) − 1)bi,τ (i) + 2d′′τ (i),
such that 2d′′τ (i) ∈ Z. Because this holds for every i, we have that for all j = i,
b′′i, j − bi, j = (a j − 1)bi, j + 2d′′j − zi, j ∈ Z.
Because also b′′i,i − bi,i = 0, we have that b′′i − bi ∈ Zn . Hence (b′′i , Bi) ∈ Γ1 for i = 1, . . . ,n, such that Γ3 ⊆ Γ1. Also,
(bi, Bi) ∈ Γ3 for i = 1, . . . ,n, such that Γ1 ⊆ Γ3. Hence Γ3 = Γ1 and M3 = M1, a contradiction with the fact that M1 is
not homeomorphic to M2.
The assumption that f is not homotopic to a constant map leads to a contradiction, hence f is homotopic to a constant
map. 
Corollary 4.5. Let M1 and M2 be non-homeomorphic HW manifolds of equal dimension. Then
N
(
f , f ′
)= ∣∣L( f , f ′)∣∣
for all continuous maps f , f ′ : M1 → M2 .
Proof. Without loss of generality, by the previous proposition, we may assume that f and f ′ are different constant maps.
Hence Coin( f , f ′) = ∅ and N( f , f ′) = L( f , f ′) = 0. 
Proposition 4.6. Let M be an HWmanifold. Then there exist continuous selfmaps f , f ′ : M → M such that N( f , f ′) = |L( f , f ′)|.
Proof. Without loss of generality, we may assume that the associated HW group Γ is in standard form. Let n be the
dimension of M , then n is necessarily odd. Put
D = diag(5, . . . ,5,3) ∈ Rn×n and D ′ = diag(3, . . . ,3,5) ∈ Rn×n.
Then for all (a, A) ∈ Γ , we have that
(0, D)(a, A)(0, D)−1 = (Da, A) = (a+ (D − 1)a︸ ︷︷ ︸
∈Zn
, A
) ∈ Γ.
Hence φ : Γ → Γ : α → (0, D)α(0, D)−1 is a well-deﬁned morphism and the aﬃne transformation (0, D) : Rn → Rn in-
duces a continuous selfmap f : M → M . Similarly, (0, D ′) : Rn → Rn induces a continuous selfmap f ′ : M → M . Put
B1 = diag(1,−1, . . . ,−1) ∈ Rn×n , then B1 belongs to the holonomy group of M . Because
det
(
D ′ − D)= (−2)n−1 · 2 > 0 and
det
(
D ′ − B1D
)= (−2) · 8n−2 · 8 < 0,
we have that N( f , f ′) = |L( f , f ′)|. 
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In this section, we present various examples illustrating that not all generalisations of D. Anosov’s theorem to infra-
nilmanifolds have a counterpart in coincidence theory.
A ﬁrst example concerns expanding selfmaps on infra-nilmanifolds.
Deﬁnition 5.1. A C1 selfmap f : M → M on a closed manifold M is an expanding map if there exist constants C > 0
and μ > 1 and a Riemannian metric ‖ ‖ on M such that ‖( f n∗ )x(v)‖  Cμn‖v‖ for all x ∈ M , v ∈ TxM and every natural
number n.
Suppose that f : M → M is a continuous selfmap on an infra-nilmanifold M modelled on a Lie group G . Let d ∈ G and
let D : G → G be a morphism of Lie groups such that λd ◦ D : G → G is a homotopy lift of f . It is well known that f is
expanding if and only if all eigenvalues of D have modulus > 1. In [6], K. Dekimpe, B. De Rock and W. Malfait prove that
N( f ) = |L( f )| for all expanding selfmaps f on an oriented infra-nilmanifold. The following example illustrates that this
result cannot be generalised to coincidence theory:
Example 5.2. There exist an oriented closed ﬂat manifold M and expanding selfmaps f , f ′ : M → M such that N( f , f ′) =
|L( f , f ′)|.
Proof. Let M be the unique three-dimensional HW manifold, then the construction in Proposition 4.6 gives expanding
selfmaps f , f ′ : M → M such that N( f , f ′) = |L( f , f ′)|. 
We can also deﬁne ‘nowhere expanding’ selfmaps on an infra-nilmanifold:
Deﬁnition 5.3. Let G be a connected, simply connected, nilpotent Lie group, Γ ⊂ Aff(G) an almost-Bieberbach group and
M = Γ \G the corresponding infra-nilmanifold. Let f : M → M be a continuous selfmap. Let D : G → G be a morphism of Lie
groups and d ∈ G such that λd ◦ D is a homotopy lift of f . We say that f is a nowhere expanding map when all eigenvalues
of D∗ have modulus  1.
In [6], K. Dekimpe, B. De Rock and W. Malfait prove that N( f ) = |L( f )| for all nowhere expanding selfmaps f on an
infra-nilmanifold. The following example illustrates that this theorem cannot be generalised to coincidence theory:
Example 5.4. There exist an oriented closed ﬂat manifold M and nowhere expanding selfmaps f , f ′ : M → M such that
N( f , f ′) = |L( f , f ′)|.
Proof. Let Γ be the Bieberbach group generated by Z3 and by
(a, A) =
((1/2
0
0
)
,
(1 0 0
0 −1 0
0 0 −1
))
∈ Aff(R3).
Put
D =
(−1 0 0
0 1 0
0 0 0
)
and D ′ =
(1 0 0
0 0 0
0 0 1
)
,
then D, D ′ : R3 → R3 induce nowhere expanding selfmaps f , f ′ : M → M on the closed ﬂat manifold M associated to Γ .
Now
det
(
D ′ − D)= −2, but det(D ′ − AD)= 2.
Hence N( f , f ′) = |L( f , f ′)|. 
In [6], it is proved that N( f ) = |L( f )| for every continuous selfmap f on an infra-nilmanifold that has an odd order
holonomy group. This is generalised in [8], where it is shown that N( f ) = |L( f )| for all continuous selfmaps f on an infra-
nilmanifold of which the holonomy group has no index two subgroup. The following example illustrates that these results
cannot be fully generalised to coincidence theory.
Example 5.5. There exist closed oriented ﬂat manifolds M1 and M2 of equal dimension that each have a different cyclic
holonomy group of odd order and there exist continuous maps f , f ′ : M1 → M2 between these closed ﬂat manifolds such
that N( f , f ′) = |L( f , f ′)|.
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(a, A) =
(( 0
0
1/3
)
,
(−1 1 0
−1 0 0
0 0 1
))
∈ Aff(R3).
Let M1 be the oriented closed ﬂat manifold associated to Γ1 (so M1 is the 3-torus) and let M2 be the oriented closed ﬂat
manifold associated to Γ2. Then M1 has trivial holonomy group and M2 has holonomy group Z3. Put
D =
(0 0 0
2 0 0
0 0 0
)
and D ′ = 13. For all (z,13) ∈ Γ1, there exists (z′,13) ∈ Γ2 such that(
z′,13
) ◦ D = D ◦ (z,13).
Hence D : R3 → R3 induces a continuous map f : M1 → M2. It is also easy to see that D ′ : R3 → R3 induces a continuous
map f ′ : M1 → M2. One calculates that
det
(
D ′ − D)det(D ′ − AD)= −1 < 0.
Hence N( f , f ′) = |L( f , f ′)|. 
One can ask whether the results from [6] and [8] can be generalised to coincidence theory when one additionally
requires that both infra-nilmanifolds have the same holonomy group. The following example illustrates that even in this
case, a generalisation is not possible.
Example 5.6. There exists an oriented closed ﬂat manifold M with holonomy group Z33 and continuous selfmaps
f , f ′ : M → M such that N( f , f ′) = |L( f , f ′)|.
Proof. For i = 1, . . . ,12, let ei ∈ R12 be the vector with 1 on the i-th place and zeroes elsewhere. Let A be the matrix
A =
(−1 1
−1 0
)
,
then we can identify Z3 with the group generated by A. Let Γ be the Bieberbach group generated by Z12 and
(a1, A1), (a2, A2), (a3, A3), where a1 = 13 e1, a2 = 13 e2, a3 = 13 e3 + 13 e4 and where A1, A2, A3 are the block diagonal matrices
given by
A1 = diag(14, A,12,12,12), A2 = diag(14,12, A,12,12) and A3 = diag(14,12,12, A, A).
Let M be the closed ﬂat manifold corresponding to the Bieberbach group Γ . Deﬁne
D =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 1 3 0 0 0 0 0 0 0 0
0 0 3 1 0 0 0 0 0 0 0 0
0 4 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −1 1
0 0 0 0 0 0 0 0 −1 1 −1 0
0 0 0 0 0 0 0 0 3 −1 0 1
0 0 0 0 0 0 0 0 1 2 −1 1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then
(0,112) ◦ D = D ◦ (a1, A1),
(e3,112)(a3, A3) ◦ D = D ◦ (a2, A2) and
(e1 + e2,112)(a1, A1)(a2, A2) ◦ D = D ◦ (a3, A3).
We see that for each α ∈ Γ , there exists β ∈ Γ such that β ◦ D = D ◦ α. Hence D : R12 → R12 induces a continuous map
f : M → M .
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D ′ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 −1 −3 0 0 0 0 0 0 0 0
0 0 −3 −1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −2 1
0 0 0 0 0 0 0 0 0 0 −1 2
0 0 0 0 0 0 0 0 −2 1 −2 1
0 0 0 0 0 0 0 0 −1 2 −1 2
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Because
(e4,112)(a3, A3) ◦ D ′ = D ′ ◦ (a1, A1),
(0,112) ◦ D ′ = D ′ ◦ (a2, A2) and
(−2e1 − 2e2,112)(a1, A1)2(a2, A2)2 ◦ D ′ = D ′ ◦ (a3, A3),
D ′ : R12 → R12 induces a continuous map f ′ : M → M . Because
det
(
D ′ − D)det(D ′ − ρ(A2,12,12)D)= −10368000 < 0,
we have that N( f , f ′) = |L( f , f ′)|. 
6. Infra-nilmanifolds with a cyclic holonomy group
In this section, we prove the following generalisation of the main result of [7] to coincidence theory:
Theorem 6.1. Let M1 and M2 be infra-nilmanifolds of equal dimension n. Suppose that M1 and M2 have the same cyclic holonomy
group F and the same holonomy representation ρ : F → GLn(R). Suppose that −1 is no eigenvalue of ρ(x0), where x0 is a generator
of F . Then N( f , f ′) = |L( f , f ′)| for any pair of continuous maps f , f ′ : M1 → M2 .
Remark that the condition that M1 and M2 have the same holonomy group is necessary because of Example 5.5. We do
not know whether the condition that M1 and M2 also have the same holonomy representation is necessary.
The proof of Theorem 6.1 relies on the following basic observation:
Proposition 6.2. Let G1 and G2 be connected, simply connected, nilpotent Lie groups of the same dimension n and let Γ1 ⊂ Aff(G1)
and Γ2 ⊂ Aff(G2) be almost-Bieberbach groups. Let M1 = Γ1\G1 and M2 = Γ2\G2 be the corresponding infra-nilmanifolds and
let ρ(1) : F1 → GLn(R) be the holonomy representation of M1 and ρ(2) : F2 → GLn(R) the holonomy representation of M2 . Let
f : M1 → M2 be a continuous map. Let D : G1 → G2 be a morphism of Lie groups and d ∈ G2 such that λd ◦ D is a homotopy
lift of f . Then there exists a map φ : F1 → F2 such that ρ(2)(φ(x))D∗ = D∗ρ(1)(x) for all x ∈ F1 .
Proof. Choose x ∈ F1, then there exists (a, A) ∈ Γ1 such that A = x. Because λd ◦ D : G1 → G2 induces a continuous map
from M1 to M2, there exists (a′, A′) ∈ Γ2 such that (a′, A′) ◦ λd ◦ D = λd ◦ D ◦ (a, A). Then for every g ∈ G1, we have that
a′A′(dD(g)) = dD(aA(g)), or
a′A′(d)A′
(
D(g)
)= dD(a)D(A(g)).
If we apply this equation to g = 1G1 , we see that a′A′(d) = dD(a). Hence A′(D(g)) = D(A(g)) for any g ∈ G1 and A′ ◦ D =
D ◦ A. Write φ(x) = A′ , then by taking differentials, it follows that ρ(2)(φ(x))D∗ = D∗ρ(1)(x). 
In the previous proposition, if D : G1 → G2 is an automorphism of Lie groups, then φ : F1 → F2 is necessarily an isomor-
phism of groups. In general however, we cannot assume that φ : F1 → F2 is a morphism of groups, even when F1 = F2 and
ρ(1) = ρ(2) .
The main part of Theorem 6.1 is proved in the following lemma.
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(AC) det(ρˆ(x)) = 1 for all x ∈ F and for every subrepresentation ρˆ of ρ over R.
(A′C) −1 is no eigenvalue of ρ(x0), where x0 is a generator of the cyclic group F .
(BC) For all maps φ,φ′ : F → F and all matrices D, D ′ ∈ Rn×n satisfying
ρ
(
φ(x)
)
D = Dρ(x) and ρ(φ′(x))D ′ = D ′ρ(x) for all x ∈ F ,
we have that
det
(
D ′ − ρ(x1)D
)
det
(
D ′ − ρ(x2)D
)
 0 for all x1, x2 ∈ F .
Let us postpone a discussion of this lemma for a while and let us show how Theorem 6.1 follows from this lemma.
Proof of Theorem 6.1. Let Γ1 ⊂ Aff(G1) be the almost-Bieberbach group associated to M1 and Γ2 ⊂ Aff(G2) the almost-
Bieberbach group associated to M2, so M1 = Γ1\G1 and M2 = Γ2\G2. Let f , f ′ : M1 → M2 be continuous maps. Then there
exist d,d′ ∈ G2 and morphisms of Lie groups D, D ′ : G1 → G2 such that λd ◦ D is a homotopy lift of f and λd′ ◦ D ′ is a
homotopy lift of f ′ . By Proposition 6.2, there exist maps φ,φ′ : F → F such that
ρ
(
φ(x)
)
D∗ = D∗ρ(x) and ρ
(
φ′(x)
)
D ′∗ = D ′∗ρ(x) for all x ∈ F .
By Lemma 6.3, det(D ′∗ − ρ(x1)D∗)det(D ′∗ − ρ(x2)D∗) 0 for all x1, x2 ∈ F . By Theorem 3.12, N( f , f ′) = |L( f , f ′)|. 
It is easy to see the equivalence between (AC) and (A′C) in Lemma 6.3. Example 5.6 illustrates that the condition that F
is cyclic is necessary for the equivalence between (AC) and (BC).
Remark that Lemma 6.3 generalises [8, Lemma 3.5] in the special case where F is cyclic. As we will need [8, Lemma 3.5]
later on, let us formulate it here for the reader’s convenience:
Lemma 6.4. Let ρ : F → GLn(R) be a representation of a ﬁnite group F . Then the following statements are equivalent:
(A) det(ρˆ(x)) = 1 for all x ∈ F and for every subrepresentation ρˆ of ρ over R.
(B) For any map φ : F → F and any matrix D ∈ Rn×n satisfying
ρ
(
φ(x)
)
D = Dρ(x) for all x ∈ F ,
we have that
det
(
1− ρ(x1)D
)
det
(
1− ρ(x2)D
)
 0 for all x1, x2 ∈ F .
The implication (BC) ⇒ (AC) follows immediately from Lemma 6.4. We will prove the other implication (AC) ⇒ (BC) at
the very end of this section. In order to prove this implication, we ﬁrst need to prove a series of technical lemmas.
Lemma 6.5. Let ρ(1), ρ(2) : F → GLn(R) be representations of a ﬁnite group F and let φ,φ′ : F → F be maps. Suppose that
det
(
Dˆ ′ − ρˆ(2)(x1)Dˆ
)
det
(
Dˆ ′ − ρˆ(2)(x2)Dˆ
)
 0 for all x1, x2 ∈ F
for every proper subrepresentation ρˆ(1) : F → GLnˆ(R) of ρ(1) over R, every proper subrepresentation ρˆ(2) : F → GLnˆ(R) of ρ(2) over R
and all matrices Dˆ, Dˆ ′ ∈ Rnˆ×nˆ satisfying
ρˆ(2)
(
φ(x)
)
Dˆ = Dˆρˆ(1)(x) and ρˆ(2)(φ′(x))Dˆ ′ = Dˆ ′ρˆ(1)(x) for all x ∈ F .
Let D, D ′ ∈ Rn×n be matrices such that
ρ(2)
(
φ(x)
)
D = Dρ(1)(x) and ρ(2)(φ′(x))D ′ = D ′ρ(1)(x) for all x ∈ F .
Suppose there exist a proper subspace {0} = V  Rn that is invariant under ρ(1) and a proper subspace {0} = W  Rn of the same
dimension as V that is invariant under ρ(2) such that D(V ) ⊂ W and D ′(V ) ⊂ W . Then
det
(
D ′ − ρ(2)(x1)D
)
det
(
D ′ − ρ(2)(x2)D
)
 0 for all x1, x2 ∈ F .
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GLnˆ(R) such that
P1ρ
(1)(x)P−11 =
(
ρ(1)V ⊕ ρˆ(1)
)
(x) for all x ∈ F ,
where nV = dim V and nV + nˆ = n. Because W is invariant under ρ(2) , there exist P2 ∈ GLn(R) and representations ρ(2)W : F →
GLnW (R) and ρˆ
(2) : F → GLnˆ(R) such that
P2ρ
(2)(x)P−12 =
(
ρ(2)W ⊕ ρˆ(2)
)
(x) for all x ∈ F ,
where nW = dimW = nV . Because D(V ) ⊂ W , the matrix P2DP−11 has the form
P2DP
−1
1 =
(
DV ∗
0 Dˆ
)
with DV ∈ RnW ×nV and Dˆ ∈ Rnˆ×nˆ.
Then ρ(2)W (φ(x))DV = DV ρ(1)V (x) and ρˆ(2)(φ(x))Dˆ = Dˆρˆ(1)(x) for all x ∈ F . Because D ′(V ) ⊂ W , the matrix P2D ′P−11 has the
form
P2D
′P−11 =
(
D ′V ∗
0 Dˆ ′
)
with D ′V ∈ RnW ×nV and Dˆ ′ ∈ Rnˆ×nˆ.
Then ρ(2)W (φ
′(x))D ′V = D ′V ρ(1)V (x) and ρˆ(2)(φ′(x))Dˆ ′ = Dˆ ′ρˆ(1)(x) for all x ∈ F . Choose x1, x2 ∈ F . Then
det
(
D ′V − ρ(2)W (x1)DV
)
det
(
D ′V − ρ(2)W (x2)DV
)
 0
and
det
(
Dˆ ′ − ρˆ(2)(x1)Dˆ
)
det
(
Dˆ ′ − ρˆ(2)(x2)Dˆ
)
 0.
Hence
det
(
D ′ − ρ(2)(x1)D
)
det
(
D ′ − ρ(2)(x2)D
)
= det(P2)−2 det(P1)2 det
(
P2D
′P−11 − P2ρ(2)(x1)P−12 P2DP−11
)
det
(
P2D
′P−11 − P2ρ(2)(x2)P−12 P2DP−11
)
= det(P2)−2 det(P1)2 det
((
D ′V ∗
0 Dˆ ′
)
−
(
ρ(2)W (x1) 0
0 ρˆ(2)(x1)
)(
DV ∗
0 Dˆ
))
× det
((
D ′V ∗
0 Dˆ ′
)
−
(
ρ(2)W (x2) 0
0 ρˆ(2)(x2)
)(
DV ∗
0 Dˆ
))
= det(P2)−2 det(P1)2 det
(
D ′V − ρ(2)W (x1)DV
)
det
(
D ′V − ρ(2)W (x2)DV
)
det
(
Dˆ ′ − ρˆ(2)(x1)Dˆ
)
det
(
Dˆ ′ − ρˆ(2)(x2)Dˆ
)
 0. 
We also need the following variant of the previous lemma.
Lemma 6.6. Let ρ : F → GLn(R) be a representation of a ﬁnite group F and let φ,φ′ : F → F be maps. Suppose that
det
(
Dˆ ′ − ρˆ(x1)Dˆ
)
det
(
Dˆ ′ − ρˆ(x2)Dˆ
)
 0 for all x1, x2 ∈ F
for every proper subrepresentation ρˆ : F → GLnˆ(R) of ρ over R and all matrices Dˆ, Dˆ ′ ∈ Rnˆ×nˆ satisfying
ρˆ
(
φ(x)
)
Dˆ = Dˆρˆ(x) and ρˆ(φ′(x))Dˆ ′ = Dˆ ′ρˆ(x) for all x ∈ F .
Let D, D ′ ∈ Rn×n be matrices such that
ρ
(
φ(x)
)
D = Dρ(x) and ρ(φ′(x))D ′ = D ′ρ(x) for all x ∈ F .
Suppose there exists a proper subspace {0} = V  Rn that is invariant under ρ , under D and under Dˆ. Then
det
(
D ′ − ρ(x1)D
)
det
(
D ′ − ρ(x2)D
)
 0 for all x1, x2 ∈ F .
The proof of this lemma is similar to the proof of Lemma 6.5.
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sentation ρˆ(2) of ρ(2) over R and every x ∈ F . Let D ∈ Rn×n and D ′ ∈ GLn(R). Suppose there exist a map φ : F → F and a bijection
φ′ : F → F such that
ρ(2)
(
φ(x)
)
D = Dρ(1)(x) and ρ(2)(φ′(x))D ′ = D ′ρ(1)(x) for all x ∈ F .
Then
det
(
D ′ − ρ(2)(x1)D
)
det
(
D ′ − ρ(2)(x2)D
)
 0 for all x1, x2 ∈ F .
Proof. Put Φ = φ ◦ φ′−1. Choose x ∈ F . Then
ρ(2)
(
Φ(x)
)
DD ′−1 = ρ(2)(φ(φ′−1(x)))DD ′−1 = Dρ(1)(φ′−1(x))D ′−1
= DD ′−1ρ(2)(φ′(φ′−1(x)))= DD ′−1ρ(2)(x).
Because this holds for arbitrary x ∈ F , by Lemma 6.4,
det
(
1− ρ(2)(x1)DD ′−1
)
det
(
1− ρ(2)(x2)DD ′−1
)
 0 for all x1, x2 ∈ F .
Hence, for any x1, x2 ∈ F ,
det
(
D ′ − ρ(2)(x1)D
)
det
(
D ′ − ρ(2)(x2)D
)= det(D ′)2 det(1− ρ(2)(x1)DD ′−1)det(1− ρ(2)(x2)DD ′−1) 0. 
Lemma 6.8. Let F be a ﬁnite group and ρ(1), ρ(2) : F → GLn(R) representations. Suppose that det(ρˆ(2)(x)) = 1 for every subrepresen-
tation ρˆ(2) of ρ(2) over R and every x ∈ F . Let D, D ′ ∈ Rn×n be matrices. Suppose there exist bijections φ,φ′ : F → F such that
ρ(2)
(
φ(x)
)
D = Dρ(1)(x) and ρ(2)(φ′(x))D ′ = D ′ρ(1)(x) for all x ∈ F .
Then
det
(
D ′ − ρ(2)(x1)D
)
det
(
D ′ − ρ(2)(x2)D
)
 0 for all x1, x2 ∈ F .
Proof. We use induction on the degree n of ρ(1) . From the fact that ρ(2)(φ(x))D ′ = D ′ρ(1)(x) for all x ∈ F , it follows that
Ker(D ′) is invariant under ρ(1) . In the case Ker(D ′) = Rn , it is easy to see that
det
(
D ′ − ρ(2)(x1)D
)
det
(
D ′ − ρ(2)(x2)D
)
 0 for all x1, x2 ∈ F .
In the case Ker(D ′) = {0}, we can apply Lemma 6.7. Hence the lemma is clear when n = 1. Suppose that n > 1 and that
{0} = Ker(D ′)  Rn . Put V = Ker(D ′) and W = D(V ), then V is invariant under ρ(1) and the dimension of W is lower than
or equal to the dimension of V . If the dimension of W does not equal the dimension of V , then there exists v ∈ V = Ker(D ′)
such that D(v) = 0. Then for any x ∈ F , we have that (D ′ − ρ(2)(x)D)(v) = 0 and hence
det
(
D ′ − ρ(2)(x1)D
)
det
(
D ′ − ρ(2)(x2)D
)= 0 for all x1, x2 ∈ F .
So we may assume that the dimension of W equals the dimension of V . Now we show that W is invariant under ρ(2) .
Choose arbitrary w ∈ W = D(V ), then there exists v ∈ V such that w = D(v). Choose arbitrary x ∈ F , then there exists
y ∈ F such that x= φ(y). Then
ρ(2)(x)(w) = ρ(2)(φ(y))(D(v))= D(ρ(1)(y)(v)) ∈ D(V ) = W .
So there exists a proper subspace {0} = V  Rn that is invariant under ρ(1) and a proper subspace {0} = W  Rn of the
same dimension as V that is invariant under ρ(2) such that D(V ) ⊂ W and D ′(V ) ⊂ W . Now the lemma follows from the
induction hypothesis and Lemma 6.5. 
Lemma 6.9. Let F be a ﬁnite cyclic group and ρ1, . . . , ρt : F → GL2(R) representations that are irreducible over R. Suppose that
#ρ1(F ) = · · · = #ρt(F ).
Put ρ = ρ1 ⊕ · · · ⊕ ρt . Let D, D ′ ∈ R2t×2t be matrices. Suppose there exist maps φ,φ′ : F → F such that
ρ
(
φ(x)
)
D = Dρ(x) and ρ(φ′(x))D ′ = D ′ρ(x) for all x ∈ F .
Then
det
(
D ′ − ρ(x1)D
)
det
(
D ′ − ρ(x2)D
)
 0 for all x1, x2 ∈ F .
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representation of a ﬁnite cyclic group. Because
#Kerρi = #F#ρi(F ) =
#F
#ρ1(F )
and because a subgroup of a ﬁnite cyclic group is completely determined by its order, we have that
Kerρ1 = · · · = Kerρt .
By replacing F by F/Kerρ1, we may assume that ρ1, . . . , ρt are injective. If D = 0 or D ′ = 0, it is easy to prove that
det
(
D ′ − ρ(x1)D
)
det
(
D ′ − ρ(x2)D
)
 0 for all x1, x2 ∈ F .
So we may assume that D = 0 and D ′ = 0. Write D as a blockmatrix
D =
⎛⎝ D1,1 · · · D1,t... ...
Dt,1 · · · Dt,t
⎞⎠ with Di, j ∈ R2×2.
Because D = 0, there exist i, j ∈ {1, . . . , t} such that Di, j = 0. Then
ρi
(
φ(x)
)
Di, j = Di, jρ j(x) for all x ∈ F .
Hence Ker(Di, j) is invariant under ρ j . Because ρ j is irreducible, either Di, j = 0 or Di, j ∈ GL2(R). Because Di, j = 0, we
must have that Di, j ∈ GL2(R). Hence #ρi(φ(F )) = #ρ j(F ) = #F , such that φ is a bijection. Similarly, one shows that φ′ is a
bijection. Now the lemma follows from Lemma 6.8. 
Let us now prove the implication (AC) ⇒ (BC).
Proof of the implication (AC)⇒ (BC). Let φ,φ′ : F → F be maps and let D, D ′ ∈ Rn×n be matrices such that
ρ
(
φ(x)
)
D = Dρ(x) and ρ(φ′(x))D ′ = D ′ρ(x) for all x ∈ F .
We may assume that the image of ρ is not trivial. Without loss of generality, we may assume that we can write ρ =mρtriv⊕
ρ1 ⊕ · · · ⊕ ρt , where ρi : F → GL2(R) are representations that are irreducible over R. We can write D as a blockmatrix
D =
⎛⎝ D1,1 · · · D1,m+t... ...
Dm+t,1 · · · Dm+t,m+t
⎞⎠ with Di, j ∈
⎧⎪⎪⎨⎪⎪⎩
R1×1 if i, j m,
R1×2 if i m < j,
R2×1 if j m < i,
R2×2 ifm < i, j.
Then for j = 1, . . . , t and for i = 1, . . . ,m, we have that Di,m+ j = Di,m+ jρ j(x) for all x ∈ F . Hence Ker(Di,m+ j) is invariant
under ρ j . Because ρ j is irreducible over R, either Ker(Di,m+ j) = {0} or Di,m+ j is the zero-matrix in R1×2. Because Di,m+ j ∈
R1×2 we have that Ker(Di,m+ j) = {0} and hence Di, j = 0. We conclude that D has the form of a blockmatrix
D =
(
Dtriv 0
∗ Dˆ
)
with Dtriv ∈ Rm×m and Dˆ ∈ R2t×2t .
Write ρˆ = ρ1 ⊕ · · · ⊕ ρt , then
det
(
1− ρ(x1)D
)
det
(
1− ρ(x2)D
)= det(1− Dtriv)2 det(1− ρˆ(x1)Dˆ)det(1− ρˆ(x2)Dˆ).
So we may assume that ρ = ρ1 ⊕· · ·⊕ρt for some irreducible representations ρ1, . . . , ρt : F → GL2(R). We use induction
on t .
Without loss of generality, we may assume that #ρ1(F )  · · ·  #ρt(F ). Suppose that not all #ρi(F ) are equal: there
exists u such that #ρu(F ) > #ρu+1(F ). Again we can write D as a blockmatrix
D =
⎛⎝ D1,1 · · · D1,t... ...
Dt,1 · · · Dt,t
⎞⎠ with Di, j ∈ R2×2.
If Di, j = 0, then Di, j ∈ GL2(R) and #ρi(F ) #ρi(φ(F )) = #ρ j(F ). It follows that Di, j = 0 whenever i > u  j. We conclude
that R2u is invariant under both D and ρ . Similarly, one shows that R2u is invariant under D ′ . Then by the induction
hypothesis and Lemma 6.6,
det
(
D ′ − ρ(x1)D
)
det
(
D ′ − ρ(x2)D
)
 0 for all x1, x2 ∈ F .
1832 K. Dekimpe, P. Penninckx / Topology and its Applications 157 (2010) 1815–1832So we may assume that #ρ1(F ) = · · · = #ρt(F ). Then by Lemma 6.9,
det
(
D ′ − ρ(x1)D
)
det
(
D ′ − ρ(x2)D
)
 0 for all x1, x2 ∈ F . 
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