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1. INTRODUCTION 
This paper describes a study of a class of non-quasi-convex problems in 
finite elastostatics. The problems of interest here are equilibrium problems 
in which equilibrium states are characterized as minimizers of a potential 
energy functional. For non-quasi-convex problems, these minimization 
problems may not always have a solution. Nevertheless, we associate with 
each problem a so-called relaxed problem, its quasi-convexification, and 
give conditions under which the relaxed problem is equivalent (in a sense to 
be specified later) to the original one. For the relaxed problem, a solution 
always exists, and although it may not be a solution of the original problem, 
we establish in what sense it may be considered a generalized solution of it. 
To provide a brief review of the collection of ideas leading up to the 
present study, we note that in a fundamental paper published over a quarter 
of a century ago, Morrey [ 181 introduced a notion of quasi-convexivity of 
integrands of certain nonconvex functionals encountered in the calculus of 
variations. For example, consider the problem of seeking a vector-valued 
function u (u(x) E RN) which provides a global minimizer of multiple 
integrals of the type 
where 52 is an open bounded domain in R N, I( .) is a nonconvex functional 
on a suitable class of admissible functions v defined on 0, and f is a 
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continuous real-valued function of the gradient vv of v. The integrand f is 
said to be quasi-convex at a point u if and only if’ 
/ f( V(u + S) dx 2 meas(D)f( vu) 
D 
for all bounded sets D c RN and all smooth vector-valued functions 
S E WcWVN. 
The significance of quasi-convexity is that, together with certain mild 
growth conditions, it is a necessary and sufficient condition for the weak 
lower semicontinuity of functionals like I( .) defined on subsets of Sobolev 
spaces. Thus, such minimization problems with integrands which are not 
quasi-convex generally have no solutions. 
The vital role of quasi-convexity in this class of nonconvex optimization 
problems has generated much interest in the field of finite elasticity since 
important equilibrium problems in elasticity can be formulated as problems 
of minimizing the total potential energy. Indeed, the “main open problem” 
in the general theory of elasticity is, according to Truesdell [26], to establish 
conditions on the stored energy functions sufficient o guarantee the ex- 
istence of physically reasonable solutions to the equations of elasticity. 
Thus, it would seem that a reasonable theory of hyperelasticity would 
involve energies which could be minimized, and this, in turn, suggests that 
the stored energy function be quasi-convex. This observation led Ball [2, 31 
to regard quasi-convexity as a constitutive assumption for nonlinear elastic 
bodies. Specifically, Ball introduced the concept of polyconuexity (to be 
defined later) as a more natural property for integrands encountered in 
finite elasticity, and he showed that polyconvexity of the stored energy 
function implies both quasi-convexity and that the strong ellipticity condi- 
tion (the Legendere-Hadamard condition) is satisfied, if sufficient smooth- 
ness is assumed. Thus, with polyconvexity as a constitutive assumption, it is 
possible to develop theorems on the existence of solutions to equilibrium 
problems in finite elasticity. 
Nevertheless, there has been an increasing number of interesting exam- 
ples of elasticity problems described in the literature in which quasi-convex- 
ity does not hold. We mention in this regard the problem studied by 
Stemberg and Knowles of materials in which, in certain states of homoge- 
neous strain, the strong ellipticity condition is violated. In such problems, 
discontinuities in strains can occur, the equilibrium equations become 
hyperbolic in certain domains, elastostatic shocks representing surfaces of 
discontinuity of certain strain measures are formed, and a variety of 
‘We give a more general and precise definition of quasi-convexity in Section 2 which follows 
that of Meyers [ 171. 
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characteristics of the solution unfold which are quite unusual for problems 
in elasticity theory. There has also been the dramatic examples of Ericksen 
[ 121 on materials with phase changes and the parallel work of James [ 14, 151, 
Dunn [7, 81, and others where materials are described which are char- 
acterized by what are easily shown to be non-quasi-convex stored energy 
functions. In these cases, global minimizers of the total energy function do 
not, in general, exist. 
A useful idea used in the study of nonconvex optimization problems is 
that of relaxation. Ekeland and Temam [9] have shown that certain noncon- 
vex problems can be replaced in a natural way by a regularized problem 
which is convex and solvable. These ideas were used by Gurtin and Temam 
[ 131 to study a nonconvex problem connected with finite antiplane shear of 
a hyperelastic cylinder. Recently, Dacorogna [4] made a substantial gener- 
alization of this collection of ideas by introducing the idea of quasi-con- 
vexification of a given functional defined by a non-quasi-convex integrand. 
This idea provides for the construction of a relaxation procedure which 
produces a related quasi-convex functional, but the relaxed functional may 
be nonconvex. There are, of course, other forms of regularized functionals 
which may have bearing on non-quasi-convex problems. 
From its inception, it has been recognized that the property of quasi-con- 
vexity, not being local in character, is extremely difficult o verify for given 
stored energy functionals. Polyconvexity, on the other hand, is a more 
natural property for many of the stored energy functions known in finite 
elasticity. In the present paper, we give examples of existence theorems 
proving the existence of generalized solutions to certain non-quasi-convex 
problems in finite elasticity. 
2. NON-QUASI-CONVEX PROBLEMS IN NONLINEAR ELASTOSTATICS 
In what follows, we use standard concepts and notation from functional 
analysis and Sobolev spaces. For additional details, standard sources such 
as Yosida [28] and Adams [l] can be consulted. 
2.1. Quasi-convexity and Its Relationship to Weak Lower Semicontinuity 
The notion of quasi-convexity that we will use here was introduced by 
Morrey [18-201, and used by Meyers [17] and Ball [2]. 
Let Q denote an open bounded connected set in BP N and let u(x) = 
(u,(x>,u,(x),..., u&x)) denote a function defined on St and which assumes 
valuesinR”. ForZ=O 1 , ,.**, let D’u denote the tensor-valued function 
whose components are all the components of the generalized ath derivative 
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of u for 1 a ] Q 1. Continuing, let f, = fi (x, D’u) be a continuous real-valued 
integrand defined for all values of D*u, and let for u(x) E (IV’* “(Q))“, 
I(u, Q) = l,f, (x, D’-‘u, D’u) dx, (2.1) 
where we used the notation f,(x, D’u, D’u,. . . , D’-‘II, Du) = 
f,(x, D’- ‘u, D’u). Then we say that f, is quasi-conuex in (D’u) if and only if 
l,fl (x, D’- ‘w(x), D’w(x) + h(y)) 4 2 l,fi (x3 D’w(x)) d. (2.2) 
for every polynomial w(x) of degree Q I, every z E (I+$ “( Q))M and every 
set 51 c RN. 
It can be shown (Morrey [18, p. 431, Meyers [17, p. 1281) that in verifying 
quasi-convexity, it is sufficient o consider any open bounded domain D, 
and to verify (2.2) for these z E (CF( s2))“. Moreover, since D’w is an 
arbitrary constant vector c, (2.2) can take the form: 
/ ( af, x, c + D’z(y)) dr > f,(x, c)meas 0. (2.3) 
The usefulness of considering quasi-convexity as a constitutive assump- 
tion in nonlinear elastostatics was illustrated by Ball [2, 31 and relies on the 
fact that (in an appropriate space) quasi-convexity of f, is basically a 
necessary and sufficient condition for weak lower semicontinuity of I. 
Specifically, we shall record below a basic theorem, due to Meyers [ 17, p. 
141- 1421, which generalizes a result of Morrey [ 191 and which is of great 
importance. Let us first introduce the idea of a class QD) of functions. 
For any bounded domain Q c RN, we shall say that 
f, + f, (x3 D’uh 
a continuous integrand, is of class Tr(51) (1 G r < cc) if and only if: 
(a) SC, E W:f,(x,D’u) G c,{l + (D’u])‘. 
(b) 3c,ERand30<y< 1: 
If,(x,D’u + D’v) -f,(x,D’u)l Q ~~(1 + ]D’u] + ID’~l}‘-~lD’vy 
(c) There exists a continuous increasing function z, with z(0) = 0, 
such that: 
lfdx + Y@U) -f,kD’u)I Q (1 + ID’d. z{lul~, (2.4) 
where a, b, and c are valid for all values of the arguments. 
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Then we have: 
THEOREM 2.1. Let 0 be a open bounded connected set in RN, and let 
f,(x, D’u) be a continuous integrand of cZass 5@) (1 < r < cc). Let I@, a) 
be defined as in (2.1), and denote by D either a Dirichlet class in (W’v ‘(&!))M 
or the full space ( W’vr( !J))M itself. Then II b is weakly sequentially lower 
semicontinuous in ( W’* ‘(G))M if and oniy if: 
(i) f,(x, D’- ‘u, D’u) is quasi-convex in D’u for each fixed value of 
(s, D’- ‘u(s)). 
(ii) liminf,,, I(u,, 0’) 2 -p(meas s/‘) (2.5) 
for every subdomain Q’ and every sequence uk in D such that uk = u 
on 52 - P’ and uk-u in (W’Pr(sl)) “, where p is a continuous in- 
creasing function with ~(0) = 0 depending only on u and on 
~suP,,,Ilu,ll(,r,r(O)~M. 0 
2.2. Quasi-convexifcation 
We define the quasi-convexification Qf, of fi by 
plr = sup { p G fi, p is quasi-convex integrand in D’u}. 
P 
(2.6) 
We then define the functional Ql(u, a) as 
QI(u, Q) = l,Qfz (x, D’u) a?~ (2.7) 
In nonlinear elastostatics, we are interested in the case 1= 1. The follow- 
ing result which follows from Dacorogna [4] is of special interest. 
PROPOSITION 2.2. Let fi be a continuous integrand of the form 
fi(X,U, vu) = f3(x9 vu) +fdx,u), Vu E ( W’7P(s1))” (2.8) 
where f3 and f4 are both continuous in their arguments and where f4 is also 
sequentially weakly continuous in (W’~p(s2))~. In addition let f3 satisfy the 
coercivity condition :
3(a,c) E ((L1(Q))M)2, 3 nEN,3&> l,d,>bV>O:VFERNM, 
a(x) + i b,I+,.(F)IPP <f3(x,F) c c(x) + 2 d,b&,(F)IBv, 
v-1 v-1 
(2.9) 
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where &,: R NM + w, v = 1,2 ,...) n, are null-Lugrangians (i.e., c#+, and -& 
are quasi-conuex). Then, for euey; E (r’*“(Q))M such that U = U. on 6% 
$n;he sense of traces), u. E ( W * (iI)) , there exist a sequence {u”},“= , such 
(i) u” E (W’Vm(G))M, 
(ii) Vs 2 1, u” = u. on dQ (trace sense), 
(iii) +V(vu”)-+V(vu) (weakly)in(LBp(Q)Mass + co, 
(iv) I(d, G) + QI(u, 51) as s --, cc. 
In other words, this theorem establishes that: 
inf(2.8) = inf(2.9). (2.11) 
2.3. Lower and (Weak Lower) Semicontinuous Regularizations 
By definition the lower (weak lower) semicontinuous regularization E of a 
given function is the greatest lower (weak lower) semicontinuous function 
everywhere less than F: 
P = sup (P Q F, P is lower (weak lower) semicontinuous}. (2.12) 
P 
Equivalently, it can be shown that (see Ekeland and Temam [9, p. lo]) 
Vu E V, F(u) = lim inf F(v), 
V-+U 
w-u) 
epi P = epi F (or weak closure), 
where V is a locally convex space and where F: Y --, if& 
(2.13) 
(2.14) 
2.4. Polyconvexity 
Basically, we say that a function of several variables is polyconvex if and 
only if it is convex in each of them. Specifically, using Ball’s [2, p. 3591 
definition, we have the following: 
Let Mnx” be the space of real n X n matrices with the induced norm of 
w nXn and let U c M”x” be an open bounded subset of Mnx”. Define the 
finite dimensional Euclidean spaces E and E, by: 
E=E, XR, 
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where 
E, = 0 e=n=l, 
E, = M2X2 wn=2, 
E, = 443x3 x M3x3 =n=3. 
That is, E may be identified with RS(“), where s(1) = 1, s(2) = 5, s(3) = 19. 
Let us now define the map T : Mnxn --) E by: 
T(F) = F =n=l, 
T(F) = (F,detF) =n=2, 
T(F) = (F, adj F, det F) =n=3. 
Then a function g : U + W is polyconvex if and only if 
3G: T(U) + BP: Gisconvexin T(U), 
where 
g=G =n=l, 
g(F) = G(F, det F) e=n=2, 
g(F) = G(F, adj F, det F) =n=3. 
There are many interesting properties of polyconvex functions (Ball [2]), 
but for our purposes we are particularly interested in the following result, 
proved by Morrey [19] (see also Ball [2, p. 3611). 
THEOREM 2.5. If U is such that Co T(U) is open, then 
g is polyconvex * g is quasi-convex on U. q 
Remark 21. It can be also proved (Ball [2, 31, Morrey [ 18, 191) that: 
(a) Convexity * Polyconvexity 3 Quasi-convexity, (2.15) 
(b) In the one-dimensional case: 
Convexity = Polyconvexity e Quasi-convexity. (2.16) 
2.5. Polyconvexification 
Consider again the functional I(u, 51) as defined by (2.1) with I = 1. Then 
we define the polyconvexification Pf, off, as: 
Pf, = sup {q < f, , q is polyconvex), 
Q 
(2.17) 
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We then define the functional Pl(u, Q)(I = 1) as being: 
pz(u, 0) = l,pf,(x, vu) dx. (2.18) 
Remark 2.2. (a) From (2.6) and (2.15) we have for a positive integrand 
Pfi Q Qf, - PZ(u, Q) 6 QZ(u, a). (2.19) 
2.6 The Penalty Method 
Let Q be an open bounded domain in RN with a Lipschitzian boundary -- 
ae=a~,uasl,witha~,nast,= 0 andmeasaP,>O. 
Let K denote the set 
K={ u E (W’*J’(S1))N: det(1 + vu) = 1 a.e. in 52, 
u = 0 a.e. in X& (trace sense)} (2.20) 
We shall confine ourselves to cases for which p > 2 N, N = 1, 2, or 3. This 
restriction on p can easily be relaxed later by using a continuity argument. 
Consider the minimization problem, 
Find u E K, such that 
+, Q) Q +, q, Vv E K, 
(2.21) 
where P is the total potential energy functional 
7r(u, s2) = J,w(x, 1 svu) dx -f(u). (2.22) 
Here W is the stored energy function per unit volume in the reference 
configuration, characterizing the mechanical response of the material, and is 
a positive function of the Carathkodory type (i.e., for almost all x E SZ, 
W(x, .) is continuous and for all vu ?V(. , 1 + vu) is measurable on Q). In 
(2.22), -f(u) is the potential energy of the external forces and is typically of 
the form: 
f(u)=b-udx+~otud.r, VU+V’~~(Q))~ (2.23) 
2 
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with f E ((W’*J’(Q))N)’ prescribed on P, representing the body force per 
unit volume of the reference configuration, and t E ((IV’- ‘/J’*P( &22,))N) 
prescribed on a!$ and representing the applied surface tractions per unit 
area of the reference configuration, (1 /p + 1 /p’ = 1). 
The existence of solutions to (2.20) can be guaranteed by the generalized 
Weirstrass theorem. Consequently, there are two main issues concerning the 
existence of minimizers to (2.20), the sequentially weak closedness of the set 
of admissible motions K and the weak lower semicontinuity and coercive- 
ness of the energy functional 7~. We now analyze these two cases. 
We first show that K as defined by (2.20) is sequentially weakly closed. In 
order to do so we shall need the following results, the first one being a 
theorem by Ball [2, p. 3691 and the second one a consequence of Ball [2, p. 
3721. 
THEOREM 2.6. (i) Let N = 2; then if w E (W’,2(G))N, det VW E L’(a) 
and 
det VW = ~E~~~E~~~w,~w,$w,~ (2.24) 
(ii) Let N = 3; then if w E (W’*2(SQ)N, adj VW E (L’(s2))N’ and 
(adj VW)” = f~~~~~‘@~w,$w,ky = ( feijkPslw,jw,!),a (2.25) 
holds in ‘T)‘(Q). 
(iii) Let N = 3; then if w E (W’,J’(G))N and adj VW E (Lp’(Q))N2, 
det VW E L’(Q), and (2.24) holds iN V(Q), (l/p + l/p’ = 1, p >, 2). 0 
THEOREM 2.7. (i) Let N = 2; then if p > 2 the map w + det VW : 
( W”P( Sl))N -+ LJ’/*( Q) is sequentially weakly continuous. 
(ii) Let N = 3; then if p > 2 the map w + adj VW: (W’,p(Q))N + 
(LP/2( Q))N’ is sequentially weakly continuous. 
(iii) Let N = 3; then if p > 3 the map w + det vw: (W’,p(s2))N + 
LP13(G) is sequentially weakly continuous. 0 
PROPOSITION 2.8. K as defined by (2.20) is sequentially weakly closed. 
Prooj Let (u,} E K be a sequence from K converging weakly to u in 
(W’*J’(Q))N; then by definition of K and from Theorems 2.6 and 2.7 for all 
4 E ‘II(Q) we have 
J[ ( n det 1 + VU,) - l]rl/ dx = 0°C /n[det(l + vu) - l]\cl dx. 
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Consequently, det(1 + VU) = 1 a.e. in P, where we assumed p and N to 
be given as in Theorems 2.6 and 2.7. From the linearity and continuity of 
the trace operator the result now follows. 0 
For the class of problems we wish to analyze here, W will not necessarily 
be quasi-convex. Thus, we wish to associate with this problem a relaxed one 
and establish a relationship between the original problem and the relaxed 
one. However, we must first develop a strategy to handle the constraint 
det (1 + VU) = 1 a.e. in 9. In order to do so, we shall use a Penalty 
Method. An advantage of using this method is of avoiding the problem of 
characterizing the correct space for the pressure term in the first 
Piola-Kirchhoff stress tensor. 
Let us assume for the moment that B and K are such that the generalized 
Weirstrass theorem holds. Then the exterior penalty method for the con- 
strained optimization problem (2.21) involves considering a penalty func- 
tional P : A --) R with the following properties: 
(i) P is positive semidefinite on K in the sense that P(v) > 0 for all 
v~A;P(v)=Oifv~KandP(v)>Oifv@K. 
(ii) P is sequentially weakly lower semicontinuous. 
Where 
A = {v E (W’*P(Q))“:v = 0 a.e. on Xl,(trucesense)} (2.26) 
we then construct the penalized functional 
T,(V, 52) = 71(v, P) + iP(v) 
(2.27) 
where E is a positive real number. 
From the above conditions it is clear that TV is also proper, coercive and 
sequentially weakly lower semicontinuous on all of A. Thus there exists a 
solution u, E A to the minimkation problem 
Find u, E A, such that 
+@ Q) Q +, Q), Vv E A 
(2.28) 
for every e > 0. 
The importance of the exterior penalty functional n, can be seen through 
the following result. 
PItoPosITIoN 2.9. Let 71 and K as defined above verify the conditions of 
the generalized Weirstrass theorem; then there exists at least one solution 
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u, E A to the penalized optimization problem (2.28y. Moreouer, there exists a 
subsequence of solutions to (2.28) obtained as E goes to zero which converges 
weakly in A to a solution u of the constrained optimization problem (2.21). 
Proof. The existence of u, solution of (2.28) was already established 
above. 
We now observe that 
i 
T,(V, Q) > @$(u,, 9) = B(UE, Q> + +P(u.) r, v(u,, i-22) 
Vv E A 
Consequently 
+lE9 a> Q n(v, q + +qv), VVEA. 
Choosing now v E K we obtain 
+,, Q) d r(v, q, Vv E K. (2.29) 
Since n is coercive from (2.29), we see that there must exist a real constant 
c > 0 independent of E such that llu Cl1 ,, p d c. Since A is a reflexive Banach 
space when endowed with the usual 1) . II ,,P norm, there exists a subsequence 
of solutions to (2.28) (also denoted by II,) and an element u E A such that 
u, - u in A. Remarking now that for the above subsequence we have 
Moreover, since ?I is sequentially weakly lower semicontinuous we must 
have 
Consequently, 
Q(U, Q) Q v$r(v, 9). 
In order to show that u E K we note that there exists a v. E K, such that 
Te(lle, Q) = 7&, Q) + iP(u,) 4 +o, 0). 
From the weak lower semicontinuity of P and the fact that n is coercive and 
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that {u,} is bounded independently of E, we have 
0 & P(u) Q lim+$fP(u,) d jiiO[+J, Q) - IJ(UE, Q)]E = 0 
That is, 
P(u) = 0 * u E K 
and therefore u is a solution to (2.21). Cl 
The advantages of considering an exterior penalty formulation to the 
optimization problem (2.21) reside on the fact that the minimizers of We can 
be sought in the entire space A because the constraint set K enters the 
problem only in the construction of the penalty functional P, and also on 
the fact that minimizers u, of rrS can be chosen so as to approximate an 
actual minimizer of rr arbitrarily closely in the weak topology of A by taking 
E sufficiently small. 
Among all the possible penalty functionals we shall use 
P(v) = $/[det(l + VV) - I]~& 
P 
Vv E A 
(2.30) 
which as we shall see has also the advantage of giving an explicit way of 
calculating the hydrostatic part of the stress tensor. In the above the 
exponent p is assumed to be such that det(1 + VV) E L2( Q). 
From its definition it is clear that (2.30) verifies condition (i) of the 
definition of a penalty term. The sequential weak lower semicontinuity of 
(2.30) is an immediate consequence of Theorem 2.7 and of the following 
result for a proof of which we refer to Oden and Kikuchi [23, p. lo]. 
THEOREM 2.10. Let % and Y be normed linear spaces and let K be a 
(sequentially) weakb closed subset of %. Let n: K + BP be a functional 
defined by 
B = GOB; r(u) = G@(u)), Vu E K, 
where 
B: K -) Vis a (sequentially) weakly continuous map 
G: M + R is a convex Gateaux differentiable functional defined on a 
convex set M c lrcontaining the range of B (Rg( B)). 
Then 7~ is (sequentially) weakly lower semicontinuous on K. cl 
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2.1. Relaxation. 
With these definitions in mind we observe that rr(~~) is sequential weak 
lower semicontinuous whenever W( s, *) ( W( . , +) + (1/2e)[det ( *) - l] *) is 
quasi-convex (on vv) and of class TP(n), by Theorem 2.1.; or when 
W(x, 1 + vv) = #,(x, 1 + vv) + $,(x,adj(l + vv)) (2.31) 
for all the values of the arguments, where 
+* : cl x (Lp(o))“* --* L’(Q) 
a/t,: P x (L’/*(Q))“* + L’(G) (2.32) 
in which 9, ( *, .) and \c12(. , ) are positive Caratheodory, Glteaux differen- 
tiable, convex functions in 1 + vv and adj(1 + vv), respectively, due to 
Theorem 2.10. 
In order to prove, by using the generalized Weirstrass theorem, that the 
infinum is actually attained it only remains to prove coercivity. 
PROPOSITION 2.11. Let Q be an open bounded subset of 89 n with -- 
Lipschitzian boundary &I = K4, U an,, aC4, n aa, = + and with meas c?Q, 
> 0. Let there exist a(x) E L’(a), and real numbers k, > 0, k, z 2 such that 
for all v E A and almost every x E St, the following ho&: 
a(x) + k,ll + vvjp + k,(adj(l + vv)lq < QW(x, 1 + VV) (2.33) 
where q a p/2. Then QT is coercive on ( W’*J’( 52))“. 
Proof. From the trace theorems (Adams [l, p. 2161) vlan E 
(W’-“pVJ’(%I))” and as (W1-“~yP(~sl))” C (LP(X4))“, we have 
3c, E Rf\ 03 : %9 G (Ilfll(l.p)’ + Gll~l-1,p.p)'. an,bIll,p.n- 
From the hypothesis on Q W we obtain for all v belonging to (W’,P(a2))” 
Qh Q) a /n.(Y) h + hlll + We,, + UWXl + vv)lld,, 
- wll~1,p,~ + Cllltll(l-l,p,p)~,a*,>ll~II,p. 
Since as2, has positive measure a result of Morrey [ 19, p. 821 implies that 
there exists a real number c2 > 0, such that 
III + vll6.p 6 c2 
I 
III + Wl9.p + -I,, w Q3 p ( II I 
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where I represents the identity function, and we obtain 
+ 9 $1 + VII&p - [ 
P 
(1 iI 1x1 ds aa, 
+hIWjO + WM,, - @ll~~,~~~ + c~lltll~~-~,,,,,,,aa,)llvll~,B. 
Young’s inequality asserts that 
v (a, b, 6) E (w+\(o>)3 
ab < aa* + 
1 
p’( Sp p 
bJ”; 
Thus, 
(Ilrll (I,p)’ + cllltll(l-1,,.,,~, a~*)llvIILp 
Consequently, 
Q& 02) 2 &x) d x+[min[+,$-)]ll~+~ll~,-s#l~,, 
+k211adj(l + VV)& - 4 
i/ 1 
P 
1x1 ds 
afil 
1 - 
p’( sp)p”p 
Mlt (I,p)’ + CIIltll(r-1,,,,,~, a* )“. (2.34) 
Choosing now 0 < S < min(k,/2, k,/2c,) and using the fact that 
llvll[, G (III + vlll,, + Il~lILP)p 
the result follows. D 
Remark 2.12. (i) If in (2.31) we have PW or W then an analogous 
conclusion can be drawn for those cases. 
(ii) If the result holds for Pa then it holds for Qn, err. 
(iii) If the result holds for Pre then it holds for Q~T, and 7rE. 
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We shall now summarize all the problems we wish to consider, give 
sufficient conditions for the existence of solutions, and then relate these 
solutions. 
The basic problem under consideration is (2.21) 
Find u E K, such that 
4u, q Q r(v, fo, Vv E K 
(2.21) 
where m and K are defined in (2.20), (2.22), and (2.23). 
We associate with it the following problems 
Find u E K, such that 
Qdu, Q) G Q+, Q>v Vv E K. 
Its polyconvexification consists of 
Find u E K, such that 
P+l, Q) < J+(v, Q), Vv E K. 
The corresponding penalized versions are, respectively, 
Find u, E A, such that 
r&, a> G q(v, Q), Vv E A 
where rrE is given by (2.27) with (2.30). 
Find u, E A, such that 
Qdu,, 52) G Qn,(v, Q), Vv E A 
(2.35) 
(2.36) 
(2.28) 
(2.37) 
and 
Find u, E A, such that 
P7&,, Q) d p+, w, VVEA. 
(2.38) 
The following results are then a consequence of the previous study and of 
the generalized Weirstrass Theorem. 
PROPOSITION 2.13. Let K be defined us in (2.20); then the following holds: 
(i) If B is sequentially weakly lower semicontinuous and if W(. , .) 
verifies (2.33) (instead of QIV) then the infinum of (2.21) is attained on K. 
(ii) If Pe is of the form (2.31)-(2.32) and if it verifies (2.33) (instead of 
QW) then the infinum of (2.36) is attained on K. 
(iii) If Qlr is of class $ or of the form (2.31)-(2.32) and if it verifies 
(2.33) then the infinum of (2.35) is attained on K. 0 
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PROPOSITION 2.14. A result analogous to the previous one can be obtained 
for each E > 0 if we replace K by A and sr, Pn, &a, by YT~, Plr,, and Qsr,, 
respectiuely, in Proposition 2.13. 0 
The next result relates the solutions of (2.28) and of (2.37) and is a 
consequence of Proposition 2.2. 
PROPOSITION 2.15. Let W( ., a) as defined in (2.22) be a positiue 
Caratheodory function. Let f ( ., a) be as defined by (2.23) with X#12, = +, and 
identify it with f4( a, a) of Proposition 2.2. L.et W(x, 1 + Vv) + (1/2e)[det(l 
+ vv)- 112 verify (2.9) and identify it with f3(x, Vv) of Proposition 2.2 for 
all x E 0 and all v E ( W’Yr(SI))n. Then for every E > 0 and every II, E 
(W’*m(SJ))” such that u, = u0 on Xl (in the trace sense), u0 E (W’,03(a))n, 
there exists a sequence {u”,}:~, such that 
(i) V, > 1, u; E (w’+(0))“. 
(ii) v, 3 1, u; = u0 on afJ (trace sense). 
(iii) vv = 1,2,..., n, $( Vu”,)- &,( vu,) weakly in LJ(Q) as o + 00. 
(iv) If (iii) implies that u; - u, in (W’YP(G))” then T&I;, 0) --) 
Qe,(u, C2) as o -+ 00. 
In other words, inf TV = inf QT, over all v E (W’*J’(sC))” such that v = u0 
on as2. 
Remark 2.16. (i) If in addition to Proposition 2.15 TV and Qv, are as in 
Propositions 2.13 and 2.14, then the above infinum is actually attained. 
(ii) If in addition Qn,(v, n) = Qs(v, 52) + j$‘2e)[det(l + vv) - 
112 dx for all v E (W’*J’(~))” then a conclusion analogous to the one in 
Proposition 2.9 can be obtained. 
(iii) If in addition PsrJv, a) = QT~(v, a) and if Psre is as in Proposi- 
tions 2.13 and 2.14 then the infinum in Proposition 2.15 is also attained for 
PT,. Moreover if PrrJv, SZ) = Prr(v, SJ) + f#‘2’)[det(l + VV) - 112 dx (for 
example, in the incompressible case) then a conclusion analogous to (ii) also 
holds. 
(iv) If Qlr, in Proposition 2.15 is of class ?$ or of the form (2.3 I)-(2.32), 
i.e., sequentially weakly lower semicontinuous, then the infinum in Proposi- 
tion 2.15 is also equal to inf @Jv, n) for all v belonging to (W’*p(Q))” such 
that v = u0 a.e. on as2 (trace sense). 
We now wish to relate the solutions of (2.21), (2.28), (2.35)-(2.38) (when 
they exist). In order to do so we shall need some preliminary results, which 
follow Ekeland [lo]. 
PROPOSITION 2.17. Let K be a (sequentially) weakly closed set of a 
complete metric space V. Let F : K --) R be a bounded from below (inf F > 
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- 00) lower-semicontinuous functional on K. Let A > 0 and u E K be given 
such that: 
F(u) Q yi:fKF(v) + A. 
Then there exists a uA E K which is a better minimizer of F than u and 
which is the vertex of a cone entirely below graph F. In particular, 
(a) F&J d F(u) d jifKF(v) + A, 
(b) d(u,u,) d 1, 
(c) Vv E K: v * uA, F(v) > F(uA) - hd(v, ux). 
Proof. For any a > 0 we introduce an ordering on K X R in the 
following way: 
(b 4 * (b 4 2 (a2 - a,) + ad(v,,v,) =G 0 
- - 
and claim that for any (u,, a,) E epi F, there exists (u, a) E epi F which is 
maximal in epi F with respect to the above ordering. In fact, let us define 
inductively a sequence u,, n E N and let 
S,, = ((u, a) E epi F: (u, a> * (u,,, a,>> 
and 
mn = inf{a: (u, a) E S,}. 
Then pick any (u,+,, a,, ,) E S,, such that 
(a, - a,+,) 2 +(a, - 4, 
which implies that 
(a #I+1 - %+A Q (an+* - m,) d +(a, - m,) 
andasinfF> -qa,+, -m,+, +Oasn-,co,thatistosay,theheight 
of the one containing S, goes to zero as n goes to 00. 
On the other hand, let (II, a) E S, be an arbitrary element of S,. Then 
(u, a) t (u,, a,) - (a - a,) + ad(u,u,) < 0 
- ad(u,u,) G (a, - a) 
* d&u,) < :(a,, - m,) G 
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which goes to zero as n goes to 00. We have thus obtained a sequence of 
nested sets (by definition) whose diameter goes to zero. Also from the above 
we conclude that u, is a Cauchy sequence on V and as V is complete it is 
convergent on V. Therefore, 31i E V s.t. II, + iI. But li E K because u, E K 
and K is (sequentially) weakly closed and therefore strongly closed. More- 
over, being F lower semicontinuous its epigraph is closed and we have: 
37 E R s.t. {(u, u)} = : s,; (a, if) E epi Fis maximal. 
n-1 
In fact, if by contradiction 3(ti, (I) E epi F such that (ti, 6) k (ii, a) 
(ii, c?) * (ii, a) k= (IIn, a,), Vn 
* (ii, a) E s,, vn =a (ii, 2) n s, 
” 
* (fi, a) = (ii, Z) d (a, a) is maximal. 
Using now this property and identifying (u,, a,) with (u, F(u)) we con- 
clude that 
3(u,, uX) k (II, F(u)) and maximal in epi F. 
\ 
In fact: 
b,, 4 = (UP F(ux)) 
becauseifbycontradictionu, > F(u,)* (u,,F(tq,))b (~,,,a~)* (uX,uh) 
is not maximal. Also, by definition F(uA) d F(u) and (uh, F(u,)) k 
(u, F(u)), which implies that 
(F(Q) - F(u)) + Ad(u,u,) d 0 
4d(u, uX) < F(u) - F(u,) 
6 F(u) - inf F(v) 
VEK 
<A 
=-+,u,) Q 1 
and finally assuming by contradiction that Vv E K such that u * uh that 
F(v) > F(uA) - Xd(v,u,) does not hold, we have: 
3veK:v*uh and F(v) < F(uA) - A+YI,) 
* F(v)- F(Q)+ hd(v,u,),< 0 
* epi F 3 (v, F(v)) b (u,, FuA) 
* (II,, FuA) is not maximal, a contradiction. 0 
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PROPOSITION 2.18. Let K and A be defined us in (2.20) and (2.26), 
respectiuely, with a$ = (p and v = u0 a.e. on Jst (trace sense). 
Let B, were, Qa, QT,, Pn, PT~ be defined as in (2.22), (2.23), (2.27), (2.30); 
(2.6), (2.7), and (2.17), (2.18), respectiuely. Let the hypothesis of Proposition 
2.15 and of Remark 2.16 hold; then if Plr( PT~) verifies (ii) of Proposition 2.13 
(2.14), we have 
“in’,+ Q) = vtnnQ~(v, Q) = pKPn(v, P) = $“(v, a) 
= k; w,(v, Cl) = vi: QT,(v, !d) = %Pq(v, a) 
= iId& ii,(v, a). 
Proof. By definition of weak lower-semicontinuous regularization, 
quasi-convexification, polyconvexification and by Propositions 3.2 and 3.3, 
we have: 
and also 
inf B(V, Q) > “i$(V’ a) > eKP?r(v, fl). 
VEK 
By Proposition 3.6 we have V’E > 0 3u, E A such that 
P~,(U,, 0) = $Plr,(v, Q). 
and there exists ud -ii E K such that: 
FKPW(V, Q) = Ps(ii, Cl) G Pn(u,9 a> G PrJu,9 Q) 
Q Pre(v, Q),Vv E A =a Pa(B) =s $Pn,(v). 
Consequently, 
Pa@, P) = Plr,(B, q = eKP7r(v, 0) = %P7re(v, 9) = cKP7re(v, n>. 
That is, Plr, attains its minimum on K. 
Let now 6 > 0 and u E K be such that: 
PTe(U, Q) < 7r,(u, 9) G inf 7i,(v, 51) + 6 = minPlr,(v, 0) + 6. 
VGA VEA 
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Using now the fact that Pre is sequentially weakly lower semicontinuous 
(by Theorem 2.10) we obtain, by Proposition 2.17, that 3u81 E K, which is a 
“better” minimizer of PrE on A in the sense that 
Choosing now 6, > S, > . . . 6, > . . . > 0, we obtain a bounded mini- 
mizing sequence {us~>~~, on K (due to (2.33)) and, consequently, there exists 
a weakly convergent subsequence {&*> to fi E K (because K is weakly 
sequentially closed). From the weak lower semicontinuity of Pre we have: 
but min VEAP7re(v, a) = inf,,,?r,(v, 52) = infvEA+Jv, a) * uQ E K is a 
mmimizing sequence of re on A and obviously of B on K. Consequently, 
inf q,(v, P) = $fKm(v, G?). 0 
VEA 
3. GENERALIZED SOLUTIONS 
We now establish in what sense solutions to Pr(Pr,) can be seen as 
generalized solutions to B( v~). 
PROPOSITION 3.1. (i) Let u, be a solution of min,,,Prr~(v, 0). Then 
3~“: II”, - u, in A and u”, is a minimizing sequence of T,(v, P) on A. 
(ii) Let u”, be a minimizing sequence of rE(v, $2) on A. Then 3u”,k (a 
subsequence): u”,k - u, on A and u, is a solution of mir~,,,Pr~(v, $2). 
Proof. (i) Let u, be a solution of IGII,~~P~T,(v, Q). Then by Proposi- 
tion 2.18 
But 
P?r,(u,, a) = luym?f 7r&l”e, Q). 
e 
Therefore II”, is a minimizing sequence of ~Jv, 9) on A. 
(ii) Let now u”, be a minimizing sequence of 7rS(v, a) on A. From the 
proof of Proposition 3.8, or, > Prer,, which is bounded below. Then u: is 
bounded, which implies 
3q: UZ’ - u, onA 
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but u,” is a minimizing sequence. Therefore 
lii.f”,(U:“, 52) = y;p~PII,(v, n) = P7&, Q). cl 
I 
PROPOSITION 3.2. (i) L-et u be a solution of min,,,Pa(v, 0). Then: 
3u”: u”-u 0nK 
and u” is a minimizing sequence of r(v, Cl) on K. 
(ii) There exists a subsequence uR k of the minimizing sequence u” of(i) and 
a function u E K such that u”k - u andu is a solution of minVEKPw(v, 52). 
Prooj This result is proved exactly like Proposition 3.1. 0 
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