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Abstract
We relate the algebra of planar rooted trees introduced in the first part [6] to several algebras of
trees: the Brouder-Frabetti algebra of binary trees, the deformations of Moerdijk and van der Laan,
the free dendriform algebra of Loday and Ronco, and the Grossman–Larson algebra. We construct
a subalgebra of HDP,R which plays the role played by the Connes–Moscovici algebra in the case of
the Connes–Kreimer algebra.  2002 Éditions scientifiques et médicales Elsevier SAS. All rights
reserved.
Résumé
Nous relions l’algèbre des arbres plans enracinés HDP,R de la première partie [6] à d’autres
algèbres de Hopf d’arbres, telles l’algèbre des arbres binaires de Brouder-Frabetti, les déformations
de Moerdijk et van der Laan, l’algèbre dendriforme libre de Loday et Ronco, et l’algèbre de
Grossman–Larson. Nous mettons en évidence une sous-algèbre de HDP,R jouant le même rôle
que l’algèbre de Connes–Moscovici dans le cas de l’algèbre de Connes–Kreimer.  2002 Éditions
scientifiques et médicales Elsevier SAS. Tous droits réservés.
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Introduction
Dans la première partie [6], nous avons étudié une algèbre de Hopf HDP,R généralisant
la construction de Connes et Kreimer dans [4,11,12,14]. Nous avons montré queHDP,R est
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auto-duale, ce qui entraine l’existence d’un couplage de Hopf non dégénéré entre HDP,R
et elle-même ; nous avons montré que la base duale (eF ) de la base des forêts permet
de trouver une base de l’espace des éléments primitifs de HDP,R . Nous avons également
montré comment HDR apparait comme un quotient de HDP,R et comment U(LD1 ) s’injecte
dans HDP,R .
Dans cette seconde partie, nous montrons que pour tout bicomodule B , Hn∗ (HDP,R,B)
est nul si n  2. Nous décrivons également le groupe des caractères de HDP,R et HDR , et
montrons que les algèbres de Lie Prim(HDP,R) et LD1 sont libres.
D’autre part, nous comparons HDP,R avec d’autres algèbres de Hopf d’arbres. La
première estHγ , algèbre de Hopf sur les arbres binaires planaires introduite par Brouder et
Frabetti dans [2] dans le cadre de l’électrodynamique quantique. Nous montrons queHP,R
et Hγ sont isomorphes. La deuxième est l’algèbre dendriforme libre HL à un générateur
de Loday et Ronco [16,19]. Nous montrons que la base duale (eF ) permet de munirHP,R
d’une structure dendriforme la rendant isomorphe à HL, cette construction se généralisant
au cas des algèbres HDP,R . Nous décrivons également la structure d’algèbre brace induite
sur Prim(HDP,R). La troisième est la déformation H(q1,q2) à deux paramètres de Moerdijk
et van der Laan [15,17]. Nous montrons que H(q1,q2) est isomorphe à HP,R lorsque le
rapport des deux paramètres n’est pas un entier algébrique. La dernière est l’algèbre sur les
arbres enracinés de Grossman–Larson HDGL [7,8]. Nous montrons qu’elle est isomorphe
à U(LD1 ). Nous en déduisons un nouvelle preuve de la formule pour les coefficients de
Connes–Moscovici donnée dans [13].
De plus, l’algèbre HR contient une sous-algèbre isomorphe à l’algèbre de Connes–
Moscovici [4,5]. Une construction analogue est effectuée dans [2] pour Hγ . Nous
effectuons une construction analogue pour HP,R : nous considérons les éléments
suivants :
vn =
∑
poids(t)=n
t.
Nous montrons qu’ils engendrent une sous-algèbre de Hopf deHP,R dont l’abélianisée est
isomorphe à l’algèbre de Connes–Moscovici. Nous utilisons pour ceci la notion d’angle
d’un arbre [3,10], et la notion de greffe d’une forêt sur un arbre.
Ce texte est organisé de la manière suivante : la première section est dévolue à
l’algèbre Hγ de [2]. Nous construisons l’algèbre des difféomorphismes formels dans
la section 2. La déformation de [15,17] est étudiée dans la section 3. Nous munissons
HDP,R d’une structure d’algèbre dendriforme dans la section 4. La section suivante est
consacrée à la cohomologie de Hochschild de HDP,R et de HDR . Les groupes de caractères
de HDP,R et de HDR , ainsi que les algèbres de Lie Prim(HDP,R) et LD1 sont décrits dans la
section 6. Enfin, les deux dernières sections traitent des algèbres de Grossman–Larson et
des applications combinatoires.
Dans tout le texte, K désigne un corps de caractéristique nulle.
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Fig. 1. Les arbres binaires planaires de degré 0,1,2,3.
1. Algèbre de Brouder et Frabetti
1.1. Construction
On utilise les notations de [2].
Définition 1.
1. Un arbre binaire planaire est un arbre enraciné plan dont chaque sommet intérieur est
trivalent. L’ensemble des arbres binaires planaires sera noté Tb . Le degré d’un arbre
binaire planaire est le nombre de ses sommets intérieurs. En particulier, l’arbre binaire
planaire formé uniquement de sa racine est de degré 0. Il sera noté |.
2. Soit ∨ :Tb × Tb −→ Tb l’application qui greffe deux arbres binaires planaires sur une
racine commune. Tout arbre binaire planaire t 	=| peut alors s’écrire t l ∨ tr , avec t l et
tr deux arbres binaires planaires de degré strictement inférieur au degré de t .
Soit Hγ l’espace gradué engendré sur K par Tb , muni du produit défini par récurrence
de la manière suivante : | t = t ; st = (sl t) ∨ sr où s = sl ∨ sr , c’est-à-dire qu’on greffe t
sur la feuille la plus à gauche de s.
Soit V :Tb −→ Tb , défini par V (t) =| ∨t . On munit Hγ du coproduit défini par les
relations de récurrence :
∆γ (|) = |⊗ |, (1)
∆γ
(
V (t)
) = V (t)⊗ |+ (Id⊗ V ) ◦∆γ (t)− (Id⊗ V )[(V (tr)⊗ |)∆γ (t l)], (2)
∆γ
(
t ∨ s) = ∆γ (V (s))∆γ (t). (3)
On montre que Hγ est une algèbre de Hopf graduée.
1.2. Algèbre de HopfHFr
Proposition 2. Soit f :Tb −→FP,R , définie par récurrence sur le degré par :
f (|)= 1, f (t l ∨ tr )= B+ ◦ f (tr)f (t l).
Alors f est une bijection, vérifiant f ◦ V = B+ ◦ f , et f (st) = f (s)f (t), ∀s, t ∈ Tb . De
plus, poids(f (t))= deg(t), ∀t ∈ Tb .
Preuve. Soit g :FP,R −→ Tb définie par récurrence sur le poids :
g(1)=|, g(tF )= g(F )∨ g(B−(t)), ∀t ∈ TP,R, F ∈FP,R.
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On montre facilement par récurrence que g ◦ f = IdTb et f ◦ g = IdFP,R . Donc f est une
bijection. Les autres propriétés de f sont immédiates. ✷
Soit HFr l’algèbre librement engendrée sur K par les éléments de TP,R . Une base
de HFr est FP,R . Prolongeons f :Hγ −→HFr par linéarité : f devient un isomorphisme
d’algèbres graduées. On munit HFr d’un coproduit faisant de f un isomorphisme
d’algèbres de Hopf. Ce coproduit est noté ∆Fr.
Soit D :HFr −→HFr et G :HFr −→HFr défini par D(t1 . . . tn)= B−(t1) et G(t1 . . . tn)
= t2 . . . tn, ∀t1 . . . tn ∈FP,R . Pour tout t ∈ Tb , t 	=|, on a :
D
(
f (t)
) = D(B+(f (tr ))f (t l))= f (tr ),
G(f (t)) = G(B+(f (tr))f (t l))= f (t l).
∆f r peut donc être défini par récurrence sur le poids en utilisant (1), (2), (3) :
∆Fr(1)= 1⊗ 1, (4)
∆Fr
(
B+(F )
)= B+(F )⊗ 1+ (Id ⊗B+) ◦∆Fr(F )
− (Id⊗B+)[(B+(D(F))⊗ 1)∆Fr(G(F))],
(5)
∆Fr(tF )=∆Fr(t)∆Fr(F ), (6)
où t ∈ TP,R et F ∈FP,R .
Définition 3. Soit F ∈FP,R , et soit a une arête de F ; a est dite arête gauche de F si a est
l’arête la plus à gauche parmi les arêtes ayant même origine que a. Soit c une coupe de F ;
c est dite admissible gauche si c est admissible et ne coupe que des arêtes qui ne sont pas
gauches. L’ensemble des coupes admissibles gauches de F est noté AdG(F ) ; l’ensemble
des coupes admissibles gauches non vides et non totales de F est noté AdG∗ (F ).
Proposition 4. Pour toute forêt F ∈FP,R :
∆Fr(F ) =
∑
c∈AdG(F )
P c(F )⊗Rc(F )
= F ⊗ 1+ 1⊗ F +
∑
c∈AdG∗ (F )
P c(F )⊗Rc(F ). (7)
Preuve. On note ∆′Fr :HFr −→HFr ⊗HFr défini par le second membre de (7). Il suffit
de vérifier que ∆′Fr vérifie les équations de récurrence (4), (5), (6). Il est immédiat que (4)
et (6) sont vérifiées. Soit F = t1 . . . tn ∈FDP,R .
On a une bijection α :Ad(F ) −→ Ad(B+(F )) − {coupe totale de B+(F )} telle que
Pc(F )= Pα(c)(B+(F )) et B+(P c(F ))= Rα(c)(B+(F )). Soit c ∈AdG(F ). Deux cas se
présentent :
1. Si c|t1 n’est pas la coupe totale de t1, alors α(c) ∈ AdG(B+(F )), et α(c) n’est pas
la coupe totale de B+(F ). De plus, toute coupe dans AdG(B+(F )) non totale est
atteinte.
L. Foissy / Bull. Sci. math. 126 (2002) 249–288 253
2. Sinon, α(c) ne coupe que des arêtes non gauches et l’arête a menant de la racine
de B+(F ) vers la racine de t1 (cette arête est gauche). Soit c′ = c|t2...tn . C’est une
coupe admissible gauche de t2 . . . tn. On a alors Pα(c)(B+(F )) = t1Pc′ (t2 . . . tn) et
Rα(c)(B+(F )) = B+(P c′ (t2 . . . tn)). De plus, toute coupe de Ad(B+(F )) de cette
forme est atteinte.
On a donc :
(
Id⊗B+) ◦∆′Fr(F ) = (Id ⊗B+)
( ∑
c∈AdG(F )
P c(F )⊗Rc(F )
)
=
∑
c∈AdG(F )
P α(c)
(
B+(F )
)⊗Rα(c)(B+(F ))
=
∑
c∈AdG(B+(F ))
P c
(
B+(F )
)⊗Rc(B+(F ))−B+(F )⊗ 1
+
∑
c′∈AdG(t2...tn)
t1P
c′ (t2 . . . tn)⊗B+
(
Rc
′
(t2 . . . tn)
)
= ∆′Fr
(
B+(F )
)−B+(F )⊗ 1
+ (Id ⊗B+)[(t1 ⊗ 1)∆′Fr(t2 . . . tn)].
Comme B+(D(F))= t1 et que G(F)= t2 . . . tn, (5) est vérifiée. ✷
Proposition 5. (HFr,m,η,∆Fr, ε, SFr) est une algèbre de Hopf graduée isomorphe à Hγ
(m,η, ε et la graduation étant les mêmes que pour HP,R).
1.3. Isomorphisme entre HP,R et H∗gFr
Soit F = t1 . . . tn ∈ FP,R. Posons tn = B+(s1 . . . sm), s1, . . . , sm ∈ TP,R . Soient
r(F )=m (nombre d’arêtes ayant pour origine la racine de l’arbre le plus à droite de F ),
et p(F) le nombre de ti égaux à •. En particulier, si F = 1, on a r(F )= p(F) = 0, et si
tn = •, alors r(n)= 0.
Soit x un élément de HFr. Soit x = ∑aFF sa décomposition dans la base des
forêts. On note F(x) = {F ∈ FP,R, aF 	= 0}. On note p(x) = max{p(F)/F ∈ F(x)}, et
P(x)= {F ∈F(x),p(F )= p(x)}. Si x 	= 0, P(x) est non vide.
Lemme 6. Soit x un élément primitif non nul de HFr. Alors : soit • ∈ P(x), soit il existe
F ∈ P(x), tel que r(F )= 1 (ces deux cas ne s’excluant pas mutuellement).
Preuve. Soit F = t1 . . . tn ∈ P(x). Si F = •, c’est terminé. Supposons F 	= •.
Supposons que F = •i , i  2. Alors F est la seule forêt ayant une coupe admissible
gauche c telle que Pc(F )= •i−1, Rc(F )= •. Donc •i−1⊗• doit apparaitre dans l’écriture
de ∆Fr(x) dans la base des forêts avec un coefficient non nul, et donc x n’est pas primitif :
contradiction.
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Par suite, F est de la forme F =Gt•i , avec G ∈ FP,R , t ∈ TP,R , t 	= •. Parmi tous les
éléments de P(x) de cette forme, choisissons F de sorte que i soit minimal. Supposons
i  1. Gt ⊗ •i apparait dans l’écriture de ∆Fr(F ). Comme x est primitif, il existe F ′ ∈
F(x), F ′ 	= F , possédant une coupe admissible gauche c telle que Pc(F ′) ⊗ Rc(F ′) =
Gt⊗•i . Or une telle forêt est de la forme Ht•j , avec j < i . On aboutit à une contradiction
avec le choix de F , et donc i = 0.
On a donc trouvé F = t1 . . . tn ∈ P(x), telle que tn 	= •. Parmi toutes les F de cette
sorte, choisissons F de sorte que :
1. si F ′ = t ′1 . . . t ′m ∈P(x), t ′m 	= •, alors poids(t ′m) poids(tn) ;
2. si de plus poids(t ′m)= poids(tn), alors r(F ′) r(F ).
Supposons r(F ) > 1 : tn = B+(s1 . . . sm), m  2. Alors s2 . . . sm ⊗ t1 . . . tn−1B+(s1)
apparait dans l’écriture de ∆Fr(F ). Comme x est primitif, il existe F ′ ∈ F(x), F ′ 	= F ,
possédant une coupe admissible gauche c telle que Pc(F ′) ⊗ pc(F ′) = s2 . . . sm ⊗
t1 . . . tn−1B+(s1). F ′ est donc obtenue en greffant les différents arbres de s2 . . . sm sur les
différents arbres de t1 . . . tn−1B+(s1), ou en les intercalant entre ces arbres. Comme c est
admissible gauche, on ne peut pas greffer s1, . . . , sm, sur des arbres de t1 . . . tn−1B+(s1)
égaux à •, donc nécessairement, p(F ′) p(F), et donc F ′ ∈ P(x). Posons F ′ = t ′1 . . . t ′m.
Trois cas se présentent :
1. Soit on ne greffe pas tous les si sur B+(s1) : alors t ′m est l’un des si ou B+(s1), et donc
poids(t ′m) < poids(tn). Si t ′m = •, alors p(F ′) > p(F)= p(x), et donc aF ′ = 0. Sinon,
par choix de F (condition 1), on a alors aF ′ = 0, et donc dans les deux cas F ′ /∈F(x).
2. Soit on greffe tous les si sur B+(s1), mais pas tous sur la racine de B+(s1) : alors
poids(t ′m)= poids(tn), et r(F ′) < r(F ), donc aF ′ = 0 (condition 2).
3. Soit on greffe tous les si sur la racine de B+(s1) : alors on doit nécessairement greffer
s2 . . . sm à gauche de s1 (car c est admissible gauche) et dans cet ordre, et donc F ′ = F .
Dans les trois cas on aboutit à une contradiction, et donc r(F ) = 1, ce que démontre le
lemme. ✷
Soit β :HFr −→HFr définie par :
β(1)= 0,
β(t1 . . . tn−1•)= t1 . . . tn−1,
β(t1 . . . tn)= t1 . . . tn−1B−(tn) si r(t1 . . . tn)= 1,
β(t1 . . . tn)= 0 si r(t1 . . . tn) 2.
Proposition 7. 1. β vérifie les propriétés suivantes :
(a) β est homogène de degré −1.
(b) ∀x, y ∈HFr, β(xy)= β(x)ε(y)+ xβ(y).
(c) β|prim(HFr) est injective.
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2. β∗g :H∗gFr −→H∗gFr vérifie les propriétés suivantes :
(a) β∗g est homogène de degré +1.
(b) ∀f ∈H∗gFr , ∆(β∗g(f ))= β∗g(f )⊗ 1+ (Id ⊗ β∗g) ◦∆(f ) où ∆ désigne le coproduit
de H∗gFr .
(c) Soit M l’idéal d’augmentation de H∗gFr ; alors H∗gFr = Im(β∗g)+ (1⊕M2).
Preuve.
1. (a) Evident, avec la définition de β .
(b) On remarque que β(t1 . . . tn)= t1 . . . tn−1β(tn) ; le résultat est alors immédiat.
(c) Soit x ∈ Prim(HFr), non nul. Supposons β(x) = 0. Si • ∈ P(x), alors ε(β(x)) =
a• 	= 0 : contradiction. Donc d’après le lemme précédent, il existe F = t1 . . . tn ∈
P(x), r(F ) = 1. Alors β(F ) = t1 . . . tn−1B−(tn), et B−(tn) ∈ TP,R . Comme
β(x)= 0, il existe F ′ ∈ F(x), F ′ 	= F , telle que β(F ′) = β(F ). Alors nécessai-
rement F ′ = t1 . . . tn−1B−(tn)•, et donc p(F ′)  p(F) + 1 > p(x) : on ne peut
donc avoir F ′ ∈F(x) : contradiction. Donc β(x) 	= 0.
2. (a) Découle du lemme 2 de la première partie.
(b) Soient f ∈H∗gFr , x, y ∈HFr.(
∆
(
β∗g(f )
)
, x ⊗ y) = (β∗g(f ), xy)
= (f,β(xy))
= (f,β(x)ε(y)+ xβ(y))
= (β∗g(f ), x)(1, y)+ ((Id ⊗ β∗g) ◦∆(f ), x ⊗ y).
Le résultat en découle immédiatement.
(c) A l’aide de la proposition 6-2 de la première partie, on identifie Prim(HFr)∗g
et H∗gFr /((1) ⊕M2)). Alors si i : Prim(HFr)∗g −→ H∗gFr est l’injection canonique,
i∗g :H∗gFr −→H∗gFr /((1)⊕M2) est la surjection canonique. D’après 1.(c), β ◦ i est
injective. Donc i∗g ◦ β∗g est surjective. On a donc :
Im
(
i∗g ◦ β∗g)= Im(β∗g)
(1)⊕M2 =
H∗gFr
(1)⊕M2 ,
d’où le résultat. ✷
Soit Φ :HP,R −→ H∗gFr l’unique morphisme d’algèbres de Hopf vérifiant Φ ◦ B+ =
β∗g ◦ Φ (propriété universelle de HP,R). On montre comme pour le théorème 34 de la
première partie que Φ est homogène et surjectif, d’où :
Proposition 8. L’unique morphisme d’algèbres de Hopf Φ :HP,R −→ H∗gFr tel que Φ ◦
B+ = β∗g ◦Φ est un isomorphisme d’algèbres de Hopf graduées.
Théorème 9. HFr et HP,R sont des algèbres de Hopf graduées isomorphes.
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Fig. 2. Angles d’un arbre. Cet arbre est de poids 10 et possède 19 angles.
Preuve. Φ∗g : (H∗gFr )∗g −→H∗gP,R est un isomorphisme d’algèbres de Hopf graduées. De
plus, (H∗gFr )∗g est canoniquement isomorphe à HFr comme algèbre de Hopf graduée, et
HP,R est isomorphe àH∗gP,R comme algèbre de Hopf graduée d’après le théorème 34 de la
première partie. ✷
2. Sous-algèbre des difféomorphismes formels
Il s’agit dans cette partie de mettre en évidence une sous-algèbre de Hopf de HP,R et
de HFr dont l’abélianisée est isomorphe à l’algèbre de Connes–Moscovici HCM (voir [4,
5]).
2.1. Angles, greffes et coupes
On rappelle la notion d’angle d’un arbre enraciné définie par Kontsevich dans [10] et
utilisée par Chapoton dans [3] :
Définition 10. Soit t ∈ TP,R . Supposons t dessiné dans le demi-disque supérieur ouvert
D+ =
{
(x, y) ∈R2/y > 0, x2 + y2 < 1},
sauf la racine placée en (0,0). On appelle angle de t un couple (s,α) où s est un sommet
de t et α une composante connexe de Bε(s) ∩ (D+ − t) où Bε(s) est un petit disque de
centre s. On note Angles(t) l’ensemble des angles de t .
Angles(t) est muni d’une relation d’ordre totale de gauche à droite de la manière
suivante : en considérant chaque angle de t comme une direction issue d’un sommet, on
peut tracer un chemin de chaque angle vers un point du cercle unité, de sorte que ces
chemins ne se coupent pas. On obtient alors un point du demi-cercle associé à chaque
angle. L’ordre de ces points de gauche à droite détermine l’ordre total sur les angles.
Définition 11. Soit F = t1 . . . tm ∈ FP,R , t ∈ TP,R . Une greffe de F sur t est une suite
croissante de m angles de t . Le résultat d’une greffe g = ((s1, α1), . . . , (sm,αm)) de F
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Fig. 3. Un exemple de greffe d’une forêt sur un arbre.
sur t est l’arbre noté Rg(F, t) obtenu en greffant ti sur le sommet si dans la composante
connexe αi de Bε(si) ∩ (D+ − t), avec la condition suivante : si (si, αi) = (si+1, αi+1),
alors ti est greffé à gauche de ti+1.
Proposition 12. Soient F ∈FP,R , t ∈ TP,R . On pose :
GF,t = {greffes de F sur t},
CF,t =
⋃
t ′∈TP,R
{
c coupe admissible de t ′ telle que Pc(t ′)= F et Rc(t ′)= t}.
Soit f1 :CF,t −→ GF,t , qui à une coupe c de l’arbre t ′ associe l’unique greffe g de F
sur t , telle que Rg(F, t) = t ′, les arêtes créées lors de la greffe étant les arêtes de t ′ sur
lesquelles agit c.
Soit f2 :GF,t −→ CF,t , qui à une greffe g de F sur t associe la coupe c de t ′ =
Rg(F, t), portant sur les arêtes créées lors de la greffe.
Alors f1 et f2 sont des bijections réciproques l’une de l’autre.
Preuve. Par construction de Rg(F, t), la coupe f2(g) est bien admissible. Elle vérifie de
plus Pf2(g)(Rg(F, t)) = F , Rf2(g)(Rg(F, t)) = t . Donc f2 est bien définie. Le reste est
immédiat. ✷
Soient F,G,H ∈ FP,R . On note n(F,G;H) le nombre de coupes admissibles c de
H telles que Pc(H) = F , Rc(H) = G. On pose nG(F,G;H) le nombre de coupes
admissibles gauches c de H telles que Pc(H)= F , Rc(H)=G.
Corollaire 13. Soit F = t1 . . . tm ∈FP,R , t ∈ TP,R de poids n.
∑
t ′∈TP,R
n(F, t; t ′)=
(
2n+m− 2
m
)
,
∑
t ′∈TP,R
nG(F, t; t ′)=
(
n+m− 2
m
)
.
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Preuve. On a
∑
t ′∈TP,R n(F, t; t ′)= card(CF,t )= card(GF,t ), car f1 est bijective. Or, en
notant a = card(Angles(t)), le cardinal de GF,t est le nombre de suites croissantes de m
éléments choisis parmi a : d’après un lemme classique,∑
t ′∈TP,R
n(F, t; t ′)=
(
m+ a − 1
m
)
.
Calculons a. Chaque sommet s de t est le sommet de f (s)+ 1 angles, où f (s) est le
nombre d’arêtes issues de s. Donc :
a =
∑
s∈som(t)
f (s)+ 1=
( ∑
s∈som(t)
f (s)
)
+ n
= (nombre d’arêtes de t)+ n= n− 1+ n
= 2n− 1,
ce qui prouve le premier résutat.
Considérons :
CGF,t =
⋃
t ′∈TP,R
{
c coupe admissible gauche de t ′ telle que Pc(t ′)= F
et Rc(t ′)= t}⊂ CF,t .
On dira que (s,α) ∈ Angles(t) est un angle gauche si il est le plus petit parmi les angles
ayant le même sommet s, et on notera AnglesG(t) l’ensemble des angles gauches de t .
Alors l’image de CGF,t par f1 est l’ensemble des greffes ((s1, α1), . . . , (sm,αm)) telles que
pour tout i , (si , αi) ne soit pas un angle gauche. D’où :∑
t ′∈TP,R
nG(F, t; t ′)= card
(
CGF,t
)= (m+ a − card(AnglesG(t))− 1
m
)
.
Or il y a exactement n angles gauches parmi les angles de t (un par sommet), ce qui donne
le deuxième résultat. ✷
Corollaire 14. Soit F = t1 . . . tm ∈FP,R , G ∈FP,R de poids n.∑
H∈FP,R
n(F,G;H)=
(
2n+m
m
)
,
∑
H∈FP,R
nG(F,G;H)=
(
n+m
m
)
.
Preuve. Par la bijection α de la preuve de la proposition 28 de la première partie, pour
tout F,G,H ∈FP,R , n(F,G;H)= n(F,B+(G);B+(H)). Donc :∑
H∈FP,R
n(F,G;H) =
∑
H∈FP,R
n
(
F,B+(G);B+(H))
=
∑
t ′∈TP,R
n
(
F,B+(G); t ′)= (2(n+ 1)+m− 2
m
)
,
car B+(G) est un arbre de poids n+ 1.
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Posons H = s1 . . . sk , et soit c ∈ AdG(H), telle que Pc(H) = F et Rc(H) = G.
Considérons α(c). Si s1 	= t1, c|s1 n’est pas la coupe totale de s1, et donc α(c) est une coupe
admissible gauche de B+(H) telle que Pα(c)(B+(H))= F et Rα(c)(B+(H))= B+(G) ;
de plus, toute coupe de cette forme est obtenue ; comme α est injective :
nG(t1 . . . tm,G; s1 . . . sk)= nG
(
t1 . . . tm,B
+(G);B+(s1 . . . sk)
)
, si t1 	= s1.
Si s1 = t1, on obtient toujours toutes les coupes admissibles gauches de B+(H)
telles que Pc(B+(H)) = F et Rc(B+(H)) = B+(G) ; on obtient également les coupes
admissibles de B+(s1 . . . sk) portant sur l’arête menant à s1 et vérifiant cette condition :
c|s2...sk est admissible gauche, avec Pc(s2 . . . sk)= t2 . . . tm, Rc(s2 . . . sk)=G. On a donc :
nG(t1 . . . tm,G; s1 . . . sk) = nG
(
t1 . . . tm,B
+(G);B+(s1 . . . sk)
)
+ nG(t2 . . . tm,G; s2 . . . sk), si t1 = s1.
Donc : ∑
H∈FP,R
nG(F,G;H) =
∑
H∈FP,R
nG
(
F,B+(G);B+(H))
+
∑
H∈FP,R
nG(t2 . . . tm,G;H)
=
(
n+m− 1
m
)
+
∑
H∈FP,R
nG(t2 . . . tm,G;H).
Terminons par une récurrence sur m : si m= 1, on a :∑
H∈FP,R
nG(F,G;H) =
(
n+ 1− 1
1
)
+
∑
H∈FP,R
nG(1,G;H)
= n+ 1=
(
n+m
n
)
.
Supposons la formule vraie au rang m− 1 :∑
H∈FP,R
nG(F,G;H)=
(
n+m− 1
m
)
+
(
n+m− 1
m− 1
)
=
(
n+m
m
)
. ✷
2.2. Construction de la sous-algèbre
Dans HP,R ou HFr , on considère les éléments suivants pour tout n 1 :
un =
∑
F∈FP,R
poids(F )=n
F, vn =
∑
t∈TP,R
poids(t)=n
t.
On a facilement :
un =
∑
l>0
∑
a1+···+al=n
ai>0
va1 . . . val ,
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et donc les un et les vn engendrent (librement) la même sous-algèbre de HP,R ou de HFr.
On la noteH.
Théorème 15. Pour tout n 1, on a :
∆˜(vn)=
n−1∑
k=1
∑
l>0
(
2n− 2k+ l − 2
l
)( ∑
a1+···+al=k
ai>0
va1 . . . val
)
⊗ vn−k,
∆˜Fr(vn)=
n−1∑
k=1
∑
l>0
(
n− k + l − 2
l
)( ∑
a1+···+al=k
ai>0
va1 . . . val
)
⊗ vn−k,
∆˜(un)=
n−1∑
k=1
∑
l>0
(
2n− 2k + l
l
)( ∑
a1+···+al=k
ai>0
va1 . . . val
)
⊗ un−k,
∆˜Fr(un)=
n−1∑
k=1
∑
l>0
(
n− k + l
l
)( ∑
a1+···+al=k
ai>0
va1 . . . val
)
⊗ un−k.
Preuve. vn est une combinaison linéaire d’arbres de poids n ; par définition de ∆ :
∆˜(vn) =
∑
poids(t ′)=n
∑
F∈FP,R
∑
t∈TP,R
n(F, t; t ′)F ⊗ t
=
∑
poids(t ′)=n
n−1∑
k=1
∑
l>0
∑
poids(t1...tl )=k
∑
poids(t)=n−k
n(t1 . . . tl , t; t ′)F ⊗ t
=
n−1∑
k=1
∑
l>0
∑
poids(t1...tl )=k
∑
poids(t)=n−k
( ∑
poids(t ′)=n
n(t1 . . . tl , t; t ′)
)
t1 . . . tl ⊗ t
=
n−1∑
k=1
∑
l>0
∑
poids(t1...tl )=k
∑
poids(t)=n−k
(
2n− 2k+ l − 2
l
)
t1 . . . tl ⊗ t
=
n−1∑
k=1
∑
l>0
(
2n− 2k + l − 2
l
)( ∑
poids(t1...tl )=k
t1 . . . tl
)
⊗
( ∑
poids(t)=n−k
t
)
=
n−1∑
k=1
∑
l>0
(
2n− 2k + l − 2
l
)( ∑
a1+···+al=k
ai>0
va1 . . . val
)
⊗ vn−k.
(On a utilisé le corollaire 13 ainsi que le fait que n(F, t; t ′)= 0 si poids(t ′) 	= poids(F )+
poids(t) pour la quatrième égalité.)
Les trois autres calculs sont identiques. ✷
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Corollaire 16.H est une sous algèbre de Hopf deHFr et deHP,R ; de plus les abélianisées
de (H,∆) et de (H,∆Fr) sont isomorphes à l’algèbre de Hopf de Connes–Moscovici
comme algèbres graduées.
Preuve. Considérons le cas de (H,∆Fr). Il suffit de montrer que (Hab)∗g est isomorphe à
(HCM)∗g ; comme il s’agit de deux algèbres graduées cocommutatives (et donc d’algèbres
enveloppantes), il s’agit donc de montrer que leurs algèbres de Lie des éléments primitifs
sont des algèbres de Lie isomorphes. L’algèbre de Lie dans le cas de (HCM)∗g a pour base
(Zi)i∈N∗ , avec [Zi,Zj ] = (j − i)Zi+j . Dans le cas de (Hab)∗g , d’après la proposition 6-2
(première partie), une base de l’algèbre de Lie des éléments primitifs gFr est donnée par
(Li)i∈N∗ définie par Li(vi1 . . . vin )= δvi,vi1 ...vin . De plus, Li est homogène de poids i . On
a alors, par homogénéité, [Li,Lj ]Fr = αi,j Li+j , αi,j ∈K . Par dualité :
αi,j = ([Li,Lj ]Fr, vi+j )
= (Li ⊗Lj −Lj ⊗Li,∆Fr(vi+j ))
=
(
Li ⊗Lj ,
∑
l>0
(
j + l − 2
l
)( ∑
a1+···+al=i
ak>0
va1 . . . val
)
⊗ vj
)
−
(
Lj ⊗Li,
∑
l>0
(
i + l − 2
l
)( ∑
a1+···+al=j
ak>0
va1 . . . val
)
⊗ vi
)
+ 0
=
(
Li ⊗Lj ,
(
j + 1− 2
1
)
vi ⊗ vj
)
−
(
Lj ⊗Li,
(
i + 1− 2
1
)
vj ⊗ vi
)
+ 0
= j − i.
(On a utilisé l’expression de ∆Fr(vi+j ) ainsi que l’homogénéité de Li et Lj pour la
troisième égalité.)
Donc Zi −→ Li est un isomorphisme de gCM sur gFr.
Dans le cas de (H,∆), on note g l’algèbre de Lie des primitifs de (Hab)∗g ; g a la même
base que gFr, et un calcul semblable au précédent montre que [Li,Lj ] = 2(j − i)Li+j .
Donc Zi −→ 12Li est un isomorphisme de gCM sur g. ✷
Remarque. On retrouve ainsi les résultats de [2] à l’aide de l’isomorphisme entre HFr
et Hγ .
2.3. Isomorphisme entre (H,∆Fr) et (H,∆)
Soit V =⊕Vn un espace gradué. Pour tout v ∈ V non nul, soit val(v) le plus grand
entier n tel que v ∈ Vn ⊕ Vn+1 ⊕ · · ·. On munit alors V d’une distance donnée par
d(v, v′)= 2−val(v−v′). Un complété de V pour cette distance est donné par :
V =
+∞∏
n=0
Vn.
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Les éléments de V seront notés
∑
vn, vn ∈ Vn pour tout n ∈N. Soient V , V ′ deux espaces
gradués, et soit f :V −→ V ′ homogène de degré i . On vérifie alors que f est lipschitzienne
de rapport 2−i , et donc se prolonge de manière unique en un application f :V −→ V ′.
De plus, si (A,m) est une algèbre graduée, A est muni d’un produit prolongeant le
produit de A en posant :(∑
i
ai
)(∑
j
bj
)
=
∑
n
( ∑
i+j=n
aibj
)
.
Si (A,m,∆) est une bigèbre graduée, on peut prolonger ∆ en ∆ :A −→ A⊗A. Un
raisonnement par densité montre que ∆(ab)=∆(a)∆(b),∀a, b ∈A.
Appliquons ceci à l’algèbre H. On considère U = 1+∑+∞n=1 un ∈H, V =∑+∞n=1 vn ∈
H.
Proposition 17. ∆Fr(U)=∑+∞j=0 Uj+1 ⊗ uj , et ∆(U)=∑+∞j=0 U2j+1 ⊗ uj .
Preuve. On montre facilement que :
U =
+∞∑
n=0
V n = 1
1− V . (8)
De plus, si n 1 :
∆Fr(un) =
n−1∑
k=1
∑
l>0
(
n− k + l
l
)( ∑
a1+···+al=k
ai>0
va1 . . . val
)
⊗ un−k
+ 1⊗ un + un ⊗ 1
=
n∑
k=1
∑
l>0
(
n− k + l
l
)( ∑
a1+···+al=k
ai>0
va1 . . . val
)
⊗ un−k + 1⊗ un
=
n−1∑
j=0
∑
l>0
(
j + l
l
)( ∑
a1+···+al=n−j
ai>0
va1 . . . val
)
⊗ uj + 1⊗ un,
cette dernière formule restant vraie pour n= 0.
Par suite :
∆Fr(U) =
+∞∑
0
∆Fr(un)
=
+∞∑
j=0
∑
l>0
(
j + l
j
)( ∑
a1,...,al>0
va1 . . . val
)
⊗ uj + 1⊗U
=
+∞∑
j=0
(∑
l>0
(
j + l
j
)
V l
)
⊗ uj + 1⊗U.
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Or, dans K[[X]], on a
+∞∑
l=0
(
j + l
j
)
Xl = 1
(1−X)j+1 .
Donc
∆Fr(U)=
+∞∑
j=0
1
(1− V )j+1 ⊗ uj −
+∞∑
j=0
1⊗ uj + 1⊗U =
+∞∑
j=0
Uj+1 ⊗ uj .
(On a utilisé (8) pour la deuxième égalité.) Le calcul de ∆(U) est similaire. ✷
Théorème 18. Pour tout n ∈ N∗, on considère zn = 2un + ∑n−1k=1 ukun−k ∈ H. Soit
Φ : (H,∆Fr) −→ (H,∆) l’unique morphisme d’algèbres envoyant un sur zn pour tout
n ∈N∗. Alors Φ est un isomorphisme d’algèbres de Hopf graduées.
Preuve. Une récurrence simple montre que les zn engendrent librement H ; par suite, Φ
est bijectif. De plus, zn est homogène de poids n, et donc Φ est homogène de degré zéro.
Soit Z = 1+∑ zn ∈H. On a immédiatement Z =U2. Par suite :
∆(Z) = ∆(U)2
=
(+∞∑
j=0
U2j+1 ⊗ uj
)(+∞∑
k=0
U2k+1 ⊗ uk
)
=
+∞∑
n=0
∑
j+k=n
U2(j+k+1)⊗ ujuk
=
+∞∑
n=0
Zn+1 ⊗
(
2un +
n−1∑
j=1
ujun−j
)
=
+∞∑
n=0
Zn+1 ⊗ zn.
Considérons Φ : (H,∆Fr) −→ (H,∆). On a alors ∆(Φ(U)) = (Φ ⊗ Φ)∆Fr(U) d’après
le calcul précédent. Par suite, en considérant chaque composante homogène, on en déduit
que Φ est un morphisme d’algèbres de Hopf. ✷
3. Déformations de HP,R
3.1. Construction
On rappelle la déformation à deux paramètres de [15,17].
Définition 19. Soit H l’algèbre librement engendrée sur K par les arbres plans enracinés.
Soit q = (q1, q2) ∈K2. On pose :
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σi :H −→H
F ∈FP,R −→ qpoids(F )i F.
On munitH d’un coproduit ∆q défini par récurrence par :
∆q(1)= 1⊗ 1,
∆q(t1 . . . tn)=∆q(t1) . . .∆q(tn),
∆q
(
B+(F )
)= (σ1 ⊗B+ +B+ ⊗ σ2)(∆q(F)).
H est ainsi munie d’une structure d’algèbre de Hopf graduée notée Hq .
Remarque. Pour q = (1,0), on a :
∆q
(
B+(F )
) = (Id ⊗B+ +B+ ⊗ η ◦ ε)(∆q(F))
= (Id ⊗B+)(∆q(F))+B+(F )⊗ 1.
On retrouve doncHP,R .
Proposition 20. Soit A une algèbre de Hopf graduée ; on pose τi(x) = qpoids(x)i x , pour
tout x ∈A, homogène. Soit L :A −→A, homogène de degré 1, vérifiant :
∆A
(
L(x)
)= (τ1 ⊗L+L⊗ τ2)(∆A(x)). (9)
Alors il existe un unique morphisme d’algèbres de Hopf graduées φ :Hq −→ A tel que
φ ◦B+ = L ◦ φ.
Preuve. Unicité : comme Im(B+) génère H, il existe au plus un seul morphisme
d’algèbres tel que φ ◦B+ = L ◦ φ.
Existence : comme Im(B+) génère librement H, il existe un unique morphisme
d’algèbres φ :Hq −→ A tel que φ ◦ B+ = L ◦ φ. Comme L est homogène de degré 1,
φ est homogène de degré 0. Par suite, φ ◦ σi = τi ◦ φ, pour i = 1,2.
Montrons que∆A(φ(x))= (φ⊗φ)◦∆q(x) pour x homogène de poids n, par récurrence
sur n. C’est trivial si n= 0. Supposons le résultat vrai au rang n− 1. Par multiplicativité,
on peut supposer x de la forme B+(y), y homogène de poids n− 1. On a alors :
∆A
(
φ(x)
) = ∆A(L ◦ φ(y))
= (τ1 ⊗L+L⊗ τ2)
(
∆A
(
φ(y)
))
= (τ1 ⊗L+L⊗ τ2) ◦ (φ ⊗ φ)
(
∆q(y)
)
= (φ ⊗ φ) ◦ (σ1 ⊗B+ +B+ ⊗ σ2)
(
∆q(y)
)
= (φ ⊗ φ)(∆q(B+(y))).
Donc φ est un morphisme d’algèbres de Hopf graduées. ✷
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3.2. Couplage entre Hq et HP,R
On définit γq :H −→H par :
γq(t1 . . . tn)=
n∑
i=1
q
poids(t1...ti−1)
1 q
poids(ti+1...tn)
2 t1 . . . ti−1ti+1 . . . tn δti ,•,
pour tous t1, . . . , tn ∈ TP,R . On définit également γ :H −→ H par γ (t1 . . . tn) =
t1 . . . tn−1δtn,•.
Théorème 21. Il existe une unique forme bilinéaire (, )q :Hq ×HP,R −→K telle que :
1. ∀y ∈HP,R , (1, y)q = ε(y) ;
2. ∀x1, x2 ∈Hq , ∀y ∈HP,R , (x1x2, y)q = (x1 ⊗ x2,∆(y))q ;
3. ∀x ∈Hq , ∀y ∈HP,R , (B+(x), y)q = (x, γq(y))q ;
De plus, (, )q vérifie :
4. ∀x ∈Hq , (x,1)q = ε(x) ;
5. ∀x,∈Hq , ∀y1, y2 ∈HP,R , (x, y1y2)q = (∆q(x), y1 ⊗ y2)q ;
6. ∀x ∈Hq , ∀y ∈HP,R , (Sq(x), y)q = (x, S(y))q , où Sq désigne l’antipode de Hq ;
7. Si x ∈Hq , y ∈HP,R sont homogènes de poids différents, alors (x, y)q = 0 ;
8. ∀x ∈Hq , ∀y ∈HP,R , (x,B+(y))= (γ (x), y).
Preuve. Unicité : semblable à la preuve du théorème 35 de la première partie.
Existence : γq est homogène de degré −1 et vérifie :
γq(y1y2)= σ1(y1)γg(y2)+ γq(y1)σ2(y2), ∀y1, y2 ∈HP,R.
On considère A = H∗gP,R . Avec les notations de la proposition 20, τi = σ ∗gi . Par suite,
γ
∗g
q est homogène de degré 1, et vérifie (9). On a donc un morphisme d’algèbres de Hopf
graduées φ :Hq −→H∗gP,R , tel que φ ◦ B+ = γ ∗gq ◦ φ. On pose alors (x, y)q = φ(x)(y) ;
(, )q vérifie 1–7. La preuve du point 8 est semblable à la preuve du point 6 du théorème 35
de la première partie. ✷
Proposition 22. Soit Mn(q) la matrice de (, )q restreinte à (Hq)n× (HP,R)n dans la base
des forêts de poids n. Soit Pn(q)= det(Mn(q)). Si pour tout n ∈ N, Pn(q) 	= 0, alors Hq
et HP,R sont isomorphes comme algèbres de Hopf graduées.
Preuve. En effet, (, )q est alors non dégénérée, et donc Hq est isomorphe comme
algèbre de Hopf graduée à H∗gP,R , elle-même isomorphe à HP,R comme algèbre de Hopf
graduée. ✷
Exemples. Dans la base (   ,  ), on a :
M2(q)=
[
2 1
q1 + q2 0
]
.
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Dans la base (    ,   ,   ∨ , 

), on a :
M3(q)=


6 3 3 2 1
3(q1 + q2) q1 + q2 q1 + q2 q1 + q2 0
3(q1 + q2) q1 + q2 q1 + q2 0 0
2(q21 + q1q2 + q22 ) q21 q22 0 0
(q1 + q2)(q21 + q1q2 + q22 ) 0 0 0 0

 .
Par suite, P2(q)=−(q1 + q2), P3(q)= (q1 − q2)(q1 + q2)4(q21 + q1q2 + q22 ).
3.3. Propriétés des Pn
Lemme 23. 1. ∀n ∈N, Pn(q1, q2) ∈ Z[q1, q2].
2. ∀n ∈N, Pn(1,0)= 1 ou −1.
Preuve. 1. Il suffit de montrer que (F,G)q ∈ Z[q1, q2], ∀F,G ∈FP,R , ce qui se démontre
par récurrence sur le poids de F en utilisant les points 1, 2, 3 du théorème 21.
2. Si q = (1,0), alors Hq = HP,R et γq = γ . D’après l’unicité dans le théorème 35,
(, )(1,0) = (, ). D’après la section 7 de la première partie, Pn(1,0)= 1 ou −1. ✷
Soit F ∈FP,R . On pose
mF =
∑
s∈som(F )
card{s′ ∈ som(F )/s′ haut s}.
Pour tout n ∈N∗, on pose
αn =
∑
F∈FP,R
poids(F )=n
(mF − n).
Proposition 24. 1. Pour tout n ∈ N, pour tous λ ∈ K , (q1, q2) ∈ K2, Pn(λq1, λq2) =
λαnPn(q1, q2). Autrement dit, Pn est homogène de degré αn.
2. Pour tout n ∈N, (q1, q2) ∈K2, Pn(q2, q1)= Pn(q1, q2) ou − Pn(q1, q2). Autrement
dit, Pn est symétrique ou anti-symétrique.
Preuve. 1. Soit λ ∈ K , non nul. On pose σλ(F ) = λpoids(F )F , ∀F ∈ FP,R. On a alors,
dans l’algèbre de HopfHq :
∆q ◦ 1
λ
(
σλ ◦B+
) = 1
λ
(σλ ⊗ σλ) ◦
(
σ1 ⊗B+ +B+ ⊗ σ2
) ◦∆q
=
(
σ ′1 ⊗
(
1
λ
σλ ◦B+
)
+
(
1
λ
σλ ◦B+
)
⊗ σ ′2
)
◦∆q,
où σ ′i (F ) = (λqi)poids(F ), ∀F ∈ FP,R . De plus, 1λσλ ◦ B+ est homogène de degré 1 ; on
a donc un morphisme d’algèbres de Hopf graduées φ :H(λq1,λq2) −→ H(q1,q2) tel que
φ ◦B+ = ( 1
λ
σλ ◦B+) ◦ φ. Montrons par récurrence sur poids(F ) la formule suivante :
φ(F)= λ
mF
λpoids(F )
F, ∀F ∈FP,R.
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C’est immédiat si F = 1. Supposons cette formule vraie pour toute forêt de poids
strictement inférieur à n, et soit F de poids n. Si F = F1F2, Fi 	= 1 ; alors :
φ(F)= φ(F1)φ(F2)= λ
mF1+mF2
λpoids(F1)+poids(F2)
F1F2 = λ
mF
λpoids(F )
F,
en remarquant que mF =mF1 +mF2 .
Sinon, F = B+(G), G forêt de poids n− 1. On a alors :
φ(F)= 1
λ
σλ ◦B+
(
λmG
λpoids(G)
G
)
= λ
poids(F )
λ
λmG
λpoids(G)
F = λ
mF
λpoids(F )
F,
en remarquant que mF =mG + poids(F ).
Montrons que γ(λq1,λq2) = 1λγ(q1,q2) ◦ σλ :
γ(λq1,λq2)(t1 . . . tn) =
∑
ti=•
(λq1)
poids(t1...ti−1)(λq2)poids(ti+1...tn)t1 . . . ti−1ti+1 . . . tn
= λpoids(t1...tn)−1
∑
ti=•
q
poids(t1...ti−1)
1 q
poids(ti+1...tn)
2 t1 . . . ti−1ti+1 . . . tn
= λpoids(t1...tn)−1γ(q1,q2)(t1 . . . tn)
= 1
λ
γ(q1,q2) ◦ σλ(t1 . . . tn).
Soient x ∈H(λq1,λq2), y ∈HP,R . On pose (x, y)′ = (φ(x), y)(q1,q2). On a alors :
(1, y)′ = (1, y)q
= ε(y),
(x1x2, y)
′ = (φ(x1)φ(x2), y)q
= (φ(x1)⊗ φ(x2),∆(y))q
= (x1 ⊗ x2,∆(y))′,
(
B+(x), y
)′ = (1
λ
σλ ◦B+ ◦ φ(x), y
)
q
=
(
φ(x),
1
λ
γq ◦ σλ(y)
)
q
= (φ(x), γ(λq1,λq2)(y))q
= (x, γ(λq1,λq2)(y))′.
D’après l’unicité dans le théorème 21, on a donc (φ(x), y)(q1,q2) = (x, y)(λq1,λq2), ∀x, y ∈
H. Par suite, pour F,G forêts, on a (F,G)(λq1,λq2) = λmF−poids(F )(F,G)(q1,q2). On a
alors Mn(λq1, λq2) = DnMn(q1, q2), avec Dn = diag(λmF−n)poids(F )=n. En prenant le
déterminant, on obtient alors Pn(λq1, λq2)= λαnPn(q1, q2).
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2. Soit τ :HP,R −→ HP,R l’application linéaire qui envoie une forêt F sur la forêt
image de F par une réflexion par rapport à un axe vertical. Alors τ est un antimorphisme
d’algèbres involutif, et vérifie τ ◦ B+ = B+ ◦ τ : c’est donc un isomorphisme d’algèbres
de Hopf de HP,R dans HopP,R . De plus, pour toute forêt t1 . . . tn :
γ(q1,q2) ◦ τ (t1 . . . tn)
=
n∑
i=1
q
poids(τ (tn)...τ (ti+1))
1 q
poids(τ (ti−1)...τ (t1))
2 τ (tn) . . . τ (ti+1)τ (ti−1) . . . τ (t1)δτ(ti),•
=
n∑
i=1
q
poids(ti+1...tn)
1 q
poids(t1...ti−1)
2 τ (t1 . . . ti−1ti+1 . . . t1)δti ,•
= τ ◦ γ(q2,q1)(t1 . . . tn),
donc γ(q1,q2) ◦ τ = τ ◦ γ(q2,q1).
Soit x ∈ H(q2,q1), y ∈ HP,R . On pose (x, y)′′ = (x, τ (y))(q1,q2). Par une méthode
semblable à celle employée pour le point 1, on montre que (, )′′ = (, )(q2,q1), et donc :(
x, τ (y)
)
(q1,q2)
= (x, y)(q2,q1), ∀x, y ∈H.
Donc Pn(q2, q1) = Pn(q1, q2)det(τ|(HP,R)n). Or la matrice dans la base des forêts de
τ|(HP,R)n est une matrice de permutation, donc son déterminant vaut 1 ou −1. ✷
Corollaire 25. 1. Si q1 	= 0, alors H(q1,0) et HP,R sont isomorphes comme algèbres de
Hopf graduées.
2. Si q2 	= 0 et si q1q2 n’est pas un entier algébrique, alors H(q1,q2) et HP,R sont
isomorphes comme algèbres de Hopf graduées.
Preuve. 1. Pn(q1,0) = qαn1 Pn(1,0) 	= 0 d’après le lemme 23. On conclut à l’aide de la
proposition 22.
2. D’après la proposition précédente, on peut écrire :
Pn(q1, q2)=
αn∑
i=0
aiq
αn−i
1 q
i
2.
D’après le lemme 23, on a ai ∈ Z, et a0 = Pn(1,0)= 1 ou −1. Par suite, si λ= q1q2 :
Pn(q1, q2) = Pn(λq2, q2)
=
αn∑
i=0
aiλ
αn−iqαn−i2 q
i
2
= qαn2
αn∑
i=0
aiλ
αn−i .
λ n’étant pas un entier algébrique,
∑
aiλ
αn−i 	= 0. On conclut avec la proposition 22. ✷
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4. Structure dendriforme sur HDP,R
4.1. Rappels
On rappelle les définitions suivantes :
Définition 26. Une algèbre dendriforme est un espace vectoriel A muni de deux produits
≺ et  vérifiant les propriétés suivantes :
(i) (a ≺ b)≺ c= a ≺ (b ∗ c),
(ii) a  (b≺ c)= (a  b)≺ c,
(iii) a  (b c)= (a ∗ b) c,
où ∗ =≺+.
Une algèbre de Hopf dendriforme est une algèbre dendriforme muni d’un coproduit ∆˜
coassociatif vérifiant :
(iv) ∆˜(a ≺ b)=
∑
(a)
∑
(b)
(a′ ∗ b′)⊗ (a′′ ≺ b′′)+
∑
(a)
(a′ ∗ b)⊗ a′′
+
∑
(b)
b′ ⊗ (a ≺ b′′)+
∑
(a)
a′ ⊗ (a′′ ≺ b)+ b⊗ a,
(v) ∆˜(a  b)=
∑
(a)
∑
(b)
(a′ ∗ b′)⊗ (a′′  b′′)+
∑
(b)
(a ∗ b′)⊗ b′′
+
∑
(b)
b′ ⊗ (a  b′′)+
∑
(a)
a′ ⊗ (a′′  b)+ a ⊗ b.
Remarques.
1. Si A est une algèbre dendriforme, alors (A,∗) est une algèbre associative, non
nécessairement unitaire.
2. Si A est une algèbre de Hopf dendriforme, alors A = A ⊕ K est une algèbre de
Hopf dont le produit est donné par ∗, l’élément neutre étant 1 ∈ K ; la counité
est donnée par ε(a) = 0, ∀a ∈ A, et le coproduit est donné par ∆(1) = 1 ⊗ 1, et
∆(a)= 1⊗ a + a⊗ 1+ ∆˜(a), ∀a ∈A.
4.2. Angles et greffes généralisés
Définition 27. Soit G = t1 . . . tn ∈ FDP,R − {1}. L’ensemble Angles∗(G) des angles
généralisés deG est l’union disjointe de Angles(t1), . . . ,Angles(tn), auquel on adjoint n+1
éléments β0, . . . , βn (βi représente l’espace entre ti et ti+1 si i 	= 0 et n ; β0 représente
l’espace à gauche de G et βn l’espace à droite de G).
L’ensemble Angles∗(G) est totalement ordonné de la manière suivante : l’ordre induit
sur Angles(ti) est l’ordre de Angles(ti ), et :
β0 < Angles(t1) < · · ·< βi < Angles(ti ) < βi+1 < · · ·< Angles(tn) < βn.
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Soit F = t ′1 . . . t ′m ∈ FDP,R − {1}. Une greffe généralisée g de F sur G est une suite
croissante (α1, . . . , αm) de m éléments de Angles∗(G). L’ensemble des greffes généralisées
de F sur G est noté G∗F,G.
Le résultatRg(F,G) de la greffe généralisée est la forêt obtenue de la manière suivante :
1. Si αi est un angle de tj , on greffe t ′i sur tj dans l’angle αi ;
2. Si αi = βj , on intercale t ′i entre tj et tj+1 ;
3. Si αi = αi+1, la racine de ti+1 est située à droite de la racine de ti dans Rg(F,G).
Proposition 28. Soient F,G ∈FDP,R − {1}. On a :
eF .eG =
∑
g∈G∗F,G
eRg(F,G).
Preuve. Comme dans la section 2.1, on établit une bijection :
f :C∗F,G =
⋃
H∈FDP,R
{
c ∈Ad∗(H)/P c(H)= F,Rc(H)=G
} −→G∗F,G,
telle que si c ∈Ad∗(H), alors Rf (c)(F,G)=H . On a alors :
eF .eG =
∑
H∈FDP,R
n(F,G;H)eH =
∑
H∈FP,R
∑
c∈C∗F,G∩Ad∗(H)
eH =
∑
g∈G∗F,G
eRg(F,G),
où n(F,G;H) est le nombre de coupes admissibles de H telles que Pc(H) = F et
Rc(H)=G ; la première égalité découle de la définition de (eF ) comme base duale. ✷
Soient F = t ′1 . . . t ′m, G= t1 . . . tn ∈FDP,R . On pose :
G≺F,G =
{
(α1, . . . , αm) ∈G∗F,G/αm = βn
}
,
GF,G =
{
(α1, . . . , αm) ∈G∗F,G/αm 	= βn
}
.
Théorème 29. L’idéal d’augmentation MDP,R de HDP,R muni des applications suivantes
est une algèbre de Hopf dendriforme :
eF ≺ eG =
∑
g∈G≺F,G
eRg(F,G), eF  eG =
∑
g∈GF,G
eRg(F,G),
∆˜(et1...tn)=
n−1∑
i=1
et1...ti ⊗ eti+1...tn .
De plus, les algèbres de Hopf MDP,R et HDP,R sont égales.
Preuve. Pour alléger les notations, on écrira F pour eF , et ainsi de suite. On note :
F ∗G=
∑
g∈G∗F,G
Rg(F,G).
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Fixons F = t ′1 . . . t ′m, G= t1 . . . tn ∈FDP,R . L’application suivante est bijective :
ϕ :G≺F,G −→G∗t ′1...t ′m−1,G
(α1, . . .αm−1, βn) −→ (α1, . . .αm−1).
Cette bijection vérifie Rg(F,G)=Rϕ(g)(t ′1 . . . t ′m−1,G)t ′m. On a donc :
(t ′1 . . . t
′
m)≺G= [(t ′1 . . . t ′m−1) ∗G]t ′m. (10)
Pour H ∈FDP,R , t ∈ T DP,R , on note :
Ht =
∑
g∈GH,t
Rg(H, t).
Ht est un élément de l’espace engendré par les éléments de T DP,R . Montrons que :
F  t1 . . . tn =
∑
F1F2=F
[F1 ∗ (t1 . . . tn−1)][F2tn]. (11)
On considère l’application :
ψ :GF,G −→
m⋃
i=0
G∗
t ′1...t ′i ,t1...tn−1
×Gt ′i+1...t ′m,tn
définie par ψ(α1, . . . , αm)= ((α1, . . . , αk), (αk+1, . . . , αm)), avec k le plus grand entier tel
que αk ne soit pas un angle de tn. Comme αm 	= βn, ψ est bien définie, et il est clair qu’elle
est bijective. De plus, si g ∈ GF,G, avec ψ(g) = (g1, g2) ∈ G∗t ′1...t ′i ,t1...tn1 × Gt ′i+1...t ′m,tn ,
alors :
Rg(F,G)=Rg1(t ′1 . . . t ′i , t1 . . . tn−1)Rg2(t ′i+1 . . . t ′m, tn).
On en déduit immédiatement le résultat annoncé.
Remarquons que le produit ∗ =≺ +  est bien le produit de HDP,R , d’après la
proposition 28, et est donc associatif.
Montrons (i) : soient F = t ′1 . . . t ′m, G,H ∈FDP,R . Posons F ′ = t ′1 . . . t ′m−1.
(F ≺G)≺H = [(F ′ ∗G)t ′m]≺H
= [(F ′ ∗G) ∗H ]t ′m
= [F ′ ∗ (G ∗H)]t ′m
= F ≺ (G ∗H).
(On a utilisé (10) pour la première, la deuxième et la dernière égalité, ainsi que
l’associativité de ∗.)
Montrons (ii) : posons G=G′tn, G′ ∈FDP,R, tn ∈ T DP,R .
F  (G≺H) = F  [(G′ ∗H)tn]
=
∑
F1F2=F
[
F1 ∗ (G′ ∗H)
]
(F2tn)
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=
∑
F1F2=F
[
(F1 ∗G′) ∗H
]
(F2tn)
=
∑
F1F2=F
[
(F1 ∗G′)(F2tn)
]≺H
= (F G)≺H.
(On a utilisé (10) pour la première et la quatrième égalité, (11) pour la deuxième et la
dernière, et l’associativité de ∗.)
On déduit alors (iii) de l’associativité de ∗.
Montrons (iv) : posons F = F1t .
∆˜(F ≺G) = ∆˜((F1 ∗G)t)
=
∑
(F1∗G)
(F1 ∗G)′ ⊗ (F1 ∗G)′′t + (F1 ∗G)⊗ t
= F1 ⊗Gt +G⊗F1t +
∑
(G)
F1 ∗G′ ⊗G′′t +
∑
(G)
G′ ⊗ (F1 ∗G′′)t
+
∑
(F1)
(F ′1 ∗G)⊗ F ′′1 t +
∑
(F1)
F ′1 ⊗ (F ′′1 ∗G)t
+
∑
(F1),(G)
(F ′1 ∗G′)⊗ (F ′′1 ∗G′′)t + (F1 ∗G)⊗ t
=
∑
(G)
F1 ∗G′ ⊗G′′t +
∑
(F1),(G)
(F ′1 ∗G′)⊗ (F ′′1 ∗G′′)t
+
∑
(F1)
(F ′1 ∗G)⊗ F ′′1 t + (F1 ∗G)⊗ t
+ F1 ⊗Gt +
∑
(F1)
F ′1 ⊗ (F ′′1 ∗G)t
+
∑
(G)
G′ ⊗ (F1 ∗G′′)t +G⊗F1t
=
∑
(F ),(G)
(F ′ ∗G′)⊗ (F ′′ ≺G′′)+
∑
(F )
(F ′ ∗G)⊗ F ′′
+
∑
(F )
F ′ ⊗ (F ′′ ≺G)+
∑
(G)
G′ ⊗ (F ≺G′′)+G⊗F.
(On a utilisé la multiplicativité de ∆.)
(v) se déduit de la multiplicativité de ∆ et de (iv).
Il est immédiat que MDP,R =HDP,R comme algèbre de Hopf graduée. ✷
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D’après la version dendriforme du théorème de Milnor–Moore (voir [3,20]), HDP,R est
l’algèbre enveloppante de de l’algèbre brace de ses primitifs. Décrivons cette structure :
Proposition 30. Prim(HDP,R) est muni d’une structure d’algèbre brace donnée par :
〈et1, . . . , etn〉 =
∑
g∈Gtn−1...t1,tn
eRg(tn−1...t1,tn).
Preuve. D’après [19], on a :
〈et1, . . . , etn〉 =
n−1∑
i=0
(−1)n−1−i[et1 ≺ (et2 ≺ (· · · ≺ eti ) . . .)] etn
≺ [(. . . (eti+1  eti+2) · · ·) etn−1]
=
n−1∑
i=0
(−1)n−1−ieti ...t1  etn ≺
[
(. . . (eti+1  eti+2) · · ·) etn−1
]
.
Soit πp :HDP,R −→HDP,R définie par :
πp(et1...tn)=
{
0 si n 	= 1,
et1...tn si n= 1.
Comme 〈et1 , . . . , etn〉 est primitif, πp(〈et1, . . . , etn〉)= 〈et1, . . . , etn〉. On a alors :
〈et1, . . . , etn〉 = πp
(
n−1∑
i=0
(−1)n−1−ieti ...t1  etn ≺
[
(. . . (eti+1  eti+2) · · ·) etn−1
])
= πp(etn−1...t1  etn)
=
∑
g∈Gtn−1...t1,tn
eRg(tn−1...t1,tn). ✷
4.3. Algèbre des arbres binaires planaires de Loday
On généralise ici la construction de l’algèbre dendriforme libre à un générateur de [16].
Un arbre binaire planaire décoré par D est un couple (t, dt ), où t est un arbre binaire
planaire, et dt une application de l’ensemble des sommets intérieurs de t vers D. Tout
arbre binaire planaire décoré différent de | peut s’écrire t l ∨dt tr , où d est la décoration du
sommet issu de la racine de t .
HDL a pour base l’ensemble des arbres binaires planaires décorés. On définit les produits≺ et  par récurrence sur le degré par :
x ≺| = | x = x,
x | = |≺ x = 0,
x ≺ y = xl ∨dx
(
xr ∗ y) si x 	= |,
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x  y = (x ∗ yl)∨dy yr si y 	= |,
x ∗ y = x ≺ y + y  x.
On définit ∆ par recurrence sur le degré par :
∆(|) = |⊗ |,
∆(x) =
∑
(xl),(xr)
[(
xl
)′ ∗ (xr)′]⊗ (xl)′′ ∨dx (xr)′′ + x ⊗ |.
On vérifie que (HDL ,∗,∆) est une algèbre de Hopf d’élément neutre |, et de counité
donnée par ε(|)= 1, ε(t)= 0 si t 	= |.
De plus, l’idéal d’augmentation (MDL ,≺,, ∆˜) est une algèbre de Hopf dendriforme ;
MDL est une algèbre dendriforme librement engendrée par les Yd , où Yd est l’arbre binaire
de degré 1 dont l’unique sommet intérieur est décoré par d .
Proposition 31. Soit φ :MDL −→MDP,R l’unique morphisme d’algèbres dendriformes
envoyant Yd sur •d . Alors φ est un isomorphisme d’algèbres de Hopf dendriformes
graduées.
Preuve. φ existe, car MDL est librement engendrée par les Yd . De plus, φ est homogène
de degré zéro. Montrons que MDP,R est engendrée par les •d : on note M ′ la sous-
algèbre dendriforme de MDP,R engendrée par les •d . Il s’agit de montrer que pour tout
F ∈FDP,R , F 	= 1, eF ∈M ′. CommeHDP,R est engendrée par
∑
Im(B+d ) en tant qu’algèbre
associative, et que B+d (eG) = eG•d (proposition 36 de la première partie), on peut se
limiter à F de la forme G•d . Procédons par récurrence sur poids(F ) : si poids(F ) = 1,
alors F = •d , et eF = •d ∈ M ′. Supposons l’hypothèse vraie au rang n − 1. Alors
eF = eG•d = e•d ≺ eG ∈M ′.
Par suite, φ est surjectif. Par homogénéité, en comparant les dimensions des compo-
santes homogènes, φ est bijectif.
Prolongeons φ en un isomorphisme d’algèbres de HDL =MDL dans HDP,R =MDP,R .
On pose Ld :HDL −→HDL défini par Ld(t) = Yd ≺ t ; Ld ∈ Z1∗(HDL ). De plus, pour tout
x ∈MDP,R , on a :
φ−1
(
B+d (x)
)= φ−1(•d ≺ x)= Yd ≺ φ−1(x)= Ld ◦ φ−1(x).
D’après le théorème 31 de la première partie, φ−1 est un morphisme d’algèbres de Hopf.
Par suite, φ est un morphisme d’algèbres de Hopf. ✷
Corollaire 32. 1.HDP,R et HDL sont des algèbres de Hopf graduées isomorphes.
2.MDP,R est librement engendrée comme algèbre dendriforme par les •d , d ∈D.
Remarque. Dans le cas non décoré, φ est l’inverse de l’isomorphismeΘ du théorème 2.10
de [9].
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5. Cohomologie de Hochschild de HDP,R et HDR
Le but de cette section est de montrer que si A = HDP,R ou HDR , alors pour tout
A-bicomodule B , Hn∗ (A,B)= 0 si n 2.
5.1. Préliminaires
Soit A une algèbre de Hopf graduée, connexe. Soit Fn :A⊗n −→A⊗(n+1) définie par :
Fn(a1 ⊗ · · · ⊗ an)=
n∑
i=1
(−1)ia1 ⊗ · · · ⊗ ∆˜(ai)⊗ · · · ⊗ an.
Lemme 33. ∀n ∈N, Fn+1 ◦Fn = 0.
Preuve. On a Fn =∑ni=1(−1)iId⊗(i−1) ⊗ ∆˜⊗ Id⊗(n−i). Par suite :
Fn+1 ◦ Fn =
n∑
i=1
i−1∑
j=1
(−1)i+j Id⊗(j−1) ⊗ ∆˜⊗ Id⊗(i−j−1) ⊗ ∆˜⊗ Id⊗(n−i)
+
n∑
i=1
(−1)2iId⊗(i−1) ⊗ [(∆˜⊗ Id) ◦ ∆˜]⊗ Id⊗(n−i)
+
n∑
i=1
(−1)2i+1Id⊗(i−1) ⊗ [(Id⊗ ∆˜) ◦ ∆˜]⊗ Id⊗(n−i)
+
n∑
i=1
n∑
j=i+1
(−1)i+j−1Id⊗(i−1) ⊗ ∆˜⊗ Id⊗(j−i−1) ⊗ ∆˜⊗ Id⊗(n−j)
=
n∑
i=1
(−1)2iId⊗(i−1) ⊗ [(∆˜⊗ Id) ◦ ∆˜]⊗ Id⊗(n−i)
−
n∑
i=1
(−1)2iId⊗(i−1) ⊗ [(Id⊗ ∆˜) ◦ ∆˜]⊗ Id⊗(n−i).
On conclut à l’aide de la coassociativité de ∆˜. ✷
Proposition 34. Soit M l’idéal d’augmentation de A, et soit n  2. On considère les 3
propositions suivantes :
1. Ker(Fn)= Im(Fn−1).
2. Ker(Fn) ∩M⊗n = Fn−1(M⊗(n−1)).
3. Pour tout A-bicomodule B , Hn∗ (A,B)= 0.
Alors les propositions 1 et 2 sont équivalentes, et impliquent la proposition 3.
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Preuve. On a A= (1)⊕M . On pose alorsAi1,...,ik = (1)⊗· · ·⊗M⊗· · ·⊗M⊗· · ·⊗(1)⊆
A⊗n, avec les copies de M en position i1, . . . ik . On a alors :
A⊗n =
n⊕
k=0
⊕
1i1<···<ikn
Ai1,...,ik .
On pose :
A⊗nα = A∅ = (1⊗ · · · ⊗ 1),
A⊗nγ = A1,2,...,n =M⊗n,
A⊗nβ =
n−1⊕
k=1
⊕
1i1<···<ikn
Ai1,...,ik .
On a A⊗n =A⊗nα ⊕A⊗nβ ⊕A⊗nγ . De plus, comme ∆˜(M)⊆M⊗M , et que ∆˜(1)=−1⊗1,
on a :
Fn
(
A⊗nχ
)⊆A⊗(n+1)χ , ∀χ ∈ {α,β, γ }.
Donc 1 équivaut à : ∀χ ∈ {α,β, γ }, Ker(Fn) ∩ A⊗nχ = Fn−1(A⊗(n−1)χ ). On a donc
immédiatement 1⇒ 2.
Montrons qu’on a toujours Ker(Fn)∩A⊗nα = Fn−1(A⊗(n−1)α ). On a Fn(1⊗· · ·⊗1)= 0
si n est pair, et Fn(1⊗ · · · ⊗ 1)= 1⊗ · · · ⊗ 1 sinon. Par suite :
Ker(Fn)∩A⊗nα = Fn−1
(
A⊗(n−1)α
)= { (0) si n est impair,
(1⊗ · · · ⊗ 1) sinon.
Montrons qu’on a toujours Ker(Fn) ∩A⊗nβ = Fn−1(A⊗(n−1)β ).
Première étape : soit G :A −→ A⊗A, défini par G(1)=−1⊗ 1, et G(M)= (0). On
remarque que G est coassociatif. On pose alors :
Gn :A
⊗n −→A⊗(n+1)
a1 ⊗ · · · ⊗ an −→
n∑
i=1
(−1)ia1 · · · ⊗G(ai)⊗ · · · ⊗ an.
On montre de la même manière que pour Fn que Gn ◦Gn−1 = 0. Montrons que Ker(Gn)∩
A⊗nβ =Gn−1(A⊗(n−1)β ). Procédons par récurrence sur n.
Si n= 2 : tout élément de A⊗2β s’écrit 1⊗ x + y ⊗ 1, x, y ∈M . De plus,
G2(1⊗ x + y ⊗ 1)= 1⊗ 1⊗ x − y ⊗ 1⊗ 1.
Donc Ker(G2) ∩A⊗2β = (0). Comme A⊗1β = (0), on a G1(A⊗1β )= (0).
Supposons le résultat vrai pour tout m < n. Introduisons d’abord quelques notations.
Tout élément de A⊗nβ se décompose en somme de tenseurs de la forme :
X = 1⊗i1 ⊗X1 ⊗ · · · ⊗ 1⊗ik ⊗Xk ⊗ 1⊗ik+1 ,
avec i2, . . . , ik non nuls, Xi dans une puissance tensorielle de M . On pose :
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p(X) = max{p/i1, . . . , ip−1 pair},
q(X) = card({q/iq 	= 0})−p(X).
Pour tout élément a de A⊗nβ , décomposé en somme de tenseurs X1 + · · ·+Xm de la forme
précédente, avec m minimal, on pose p(x) = min(p(Xi)) et q(x) = max(q(Xi)). Il est
clair que p(x) et q(x) ne dépendent pas de la décomposition choisie.
On a Gn−1(A⊗(n−1)β )⊆ Ker(Gn) ∩A⊗nβ car Gn ◦Gn−1 = 0. Soit x ∈ Ker(Gn) ∩A⊗nβ .
Supposons d’abord q(x)= 0. Alors tous les blocs de 1 apparaissant dans une écriture de x
peuvent être supposé de longueur paire. Or, si X = 1⊗i1 ⊗X1 ⊗ · · ·⊗ 1⊗ik ⊗Xk ⊗ 1⊗ik+1 ,
avec les ij pairs, on a : Gn−1(1⊗i1 ⊗X1 ⊗ 1⊗(i2−1) ⊗ · · · ⊗ 1⊗ik ⊗Xk ⊗ 1⊗ik+1) =±X.
Donc x ∈Gn−1(A⊗(n−1)β ).
Supposons q(x) > 1. D’après ce qui précède, on peut supposer qu’il existe une écriture
de x en somme de tenseurs Xi vérifiant q(Xi) > 0. On peut alors écrire :
x =
∑
i1,...,iq−1 pairs
∑
i
1⊗i1 ⊗X(i)1 ⊗ · · · ⊗ 1⊗(iq−1) ⊗X(i)q−1 ⊗ y(i)
avec les 1⊗i1 ⊗X(i)1 ⊗ · · · ⊗ 1⊗(iq−1) ⊗X(i)q−1 linéairement indépendants, les y(i) étant des
tenseurs débutant par un bloc de 1 de taille impaire. On a alors, par parité des ij :
Gn(x)=
∑
i1,...,iq−1 pairs
∑
i
(−1)ki1⊗i1 ⊗X(i)1 ⊗ · · · ⊗ 1⊗(iq−1) ⊗X(i)q−1 ⊗Gn−ki
(
y(i)
)
,
où les ki sont des entiers. La condition d’indépendance linéaire implique queGn−ki (y(i))=
0. D’après l’hypothèse de récurrence, Il existe z(i), tel que y(i) = Gn−ki−1(z(i)). On a
alors :
Gn−1
( ∑
i1,...,iq−1 pairs
∑
i
(−1)ki1⊗i1 ⊗X(i)1 ⊗ · · · ⊗ 1⊗(iq−1) ⊗X(i)q−1 ⊗ z(i)
)
=
∑
i1,...,iq−1 pairs
∑
i
(−1)ki1⊗i1 ⊗X(i)1 ⊗ · · · ⊗ 1⊗(iq−1)⊗X(i)q−1 ⊗Gn−ki−1
(
z(i)
)
= x.
Deuxième étape : A⊗nβ =
⊕n−1
k=1
⊕
1i1<···<ikn Ai1,...,ik est graduée en mettant les
éléments de
⊕
1i1<···<ikn Ai1,...,ik homogènes de longueur k. Soit vallg la valuation
associée à cette graduation. Soit x ∈ Ker(Fn) ∩ A⊗nβ . Montrons par une récurrence
descendante sur vallg(x) que x ∈ Fn−1(A⊗(n−1)β ). Si vallg(x)= n− 1 : On a :
Fn(x)=Gn(x)+ éléments homogènes de longueur> n− 1.
De plus, Gn(x) est homogène de longueur n− 1. Par suite, Gn(x)= 0. On peut écrire x
sous la forme :
x =
∑
i,j
x
(j)
1 ⊗ · · · ⊗ x(j)i−1 ⊗ 1⊗ x(j)i+1 ⊗ · · · ⊗ x(j)n ,
les x(j)i étant dans M . On a alors :
x =
∑
i
(−1)i−1Id⊗(i−1) ⊗ ε⊗ ε⊗ Id⊗(n−i)(Gn(x))= 0.
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Supposons que l’hypothèse est vraie pour tout l > k, et supposons que vallg(x) = k.
alors x = xk + y , xk homogène de longueur k, vallg(y) > k. On a alors :
Fn(x)=Gn(xk)+ éléments homogènes de longueur> k,
et Gn(xk) est homogène de longueur k. Par suite, Gn(xk) = 0. D’après la première
étape, xk = Gn−1(zk), avec zk ∈ A⊗(n−1)β , qu’on peut supposer homogène de longueur
k. On a alors x − Fn−1(zk) ∈ Ker(Fn), de vallg > k. D’après l’hypothèse de récurrence,
x −Fn−1(zk) ∈ Fn−1(A⊗(n−1)β ), et donc x ∈ Fn−1(A⊗(n−1)β ).
On a ainsi montré que 2 ⇒ 1. Montrons maintenant que 1 ⇒ 3. Soit (B,∆G,∆D) un
A-bicomodule. Pour tout b ∈B , posons∆G(b)= 1⊗b+∆˜G(b),∆D(b)= b⊗1+∆˜D(b).
Soit L :B −→A⊗n. Posons L(b)= a1 ⊗ · · · ⊗ an.
bn(L)(b) = (Id⊗L)
(
∆G(b)
)+∑
i
(−1)i∆(i)(a1 ⊗ · · · ⊗ an)
+ (−1)n+1(L⊗ Id)(∆D(b))
= 1⊗L(b)+ (Id ⊗L)(∆˜G(b))+ Fn(L(b))
+
∑
i
(−1)ia1 ⊗ · · · ⊗ 1⊗ ai ⊗ · · · ⊗ an
+
∑
i
(−1)ia1 ⊗ · · · ⊗ ai ⊗ 1⊗ · · · ⊗ an
+ (−1)n+1L(b)⊗ 1+ (−1)n+1(L⊗ Id)(∆˜D(b)).
Par suite, bn(L)(b)= (Id⊗L)(∆˜G(b))+ (−1)n+1(L⊗ Id)(∆˜D(b))+ Fn(L(b)).
On utilise les notations de la proposition 25 de la première partie. Soit L un n-cocycle
de A (c’est-à-dire bn(L)= 0). Montrons que pour tout i , il existe li :B −→ A⊗(n−1) telle
que :
1. li et li−1 coïncident sur B(i−1),
2. L= bn−1(li ) sur B(i).
On pourra alors considérer l’unique application l coïncidant avec li sur B(i), et on aura
L= bn−1(l). Procédons par récurrence sur i .
i = 0 : B(0) est trivial : ∀b ∈ B(0), ∆˜G(b) = 0 et ∆˜D(b) = 0. On a alors, pour
tout b ∈ B(0), bn(L)(b) = 0 + 0 + Fn(L(b)) = 0, donc L(b) ∈ Ker(Fn) = Im(Fn−1).
Choisissons alors l0 de sorte que Fn−1(l0(b)) = L(b) pour tout b ∈ B(0). On a alors
bn−1(l0)(b)= 0+ 0+ Fn−1(l0(b))= L(b).
Supposons li construite, et construisons li+1. Posons L′ = L − bn−1(li ) ; L′ est un
n-cocycle s’annulant sur B(i). Soit b ∈ B(i+1). Comme B(i+1)
B(i)
est un bicomodule trivial,
∆˜G(b) ∈ A ⊗ B(i), ∆˜D(b) ∈ B(i) ⊗ A. Par suite, pour tout b ∈ B(i+1), bn(L′)(b) =
0+ 0+Fn(L′(b))= 0, et donc L′(B(i+1))⊆ Ker(Fn)= Im(Fn−1). Soit alors l′ telle que :
1. l′ = 0 sur B(i),
2. Fn−1(l′(b))= L′(b), ∀b ∈B(i+1).
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Alors L′ = bn−1(l′) sur B(i+1). On prend alors li+1 = li + l′. ✷
5.2. Cas de HDP,R et de HDR
On suppose D fini. On utilise les notations de la section 4 de la première partie.
Théorème 35. Soit A=HDP,R ou HDR , et soit B un A-bicomodule. Alors pour tout n 2,
Hn∗ (A,B)= (0).
Preuve. Montrons que A vérifie la condition 2 de la proposition précédente. Le dual de M
s’identifie à l’idéal d’augmentation M∗ de A∗g. On a immédiatement :
∆˜∗g :A∗g ⊗A∗g −→A∗g
f ⊗ g −→ fg − f ε(g)− ε(f )g,
et donc ∀f,g ∈M∗, ∆˜∗g(f ⊗ g)= fg. Par suite, si f1 ⊗ · · · ⊗ fn+1 ∈M⊗(n+1)∗ ,
F
∗g
n (f1 ⊗ · · · ⊗ fn+1)=
n∑
i=1
(−1)if1 ⊗ · · · ⊗ fifi+1 ⊗ · · · ⊗ fn+1.
On a alors :
(
Ker(Fn)∩M⊗n
)∗g ≈ M⊗n∗
Im(F
∗g
n )
.
D’après les résultats de la section précédente, A∗g est isomorphe à l’algèbre librement
engendrée par V = Prim(A)∗g . On en déduit alors que :
M⊗n∗
Im(F ∗gn )
≈ V ⊗M∗ ⊗ · · · ⊗M∗.
Si P(X) est la série de Hilbert de V , la série de Hilbert de M∗ est alors :
M(X)= 1
1− P(X) − 1=
P(X)
1− P(X) .
Il en découle que la série de Hilbert de Ker(Fn)∩M⊗n est :
K(X)= P(X)
n
(1− P(X))n−1 .
Par le théorème du rang, la série de Hilbert de Fn(M⊗n) est :
I (X)= P(X)
n
(1− P(X))n −
P(X)n
(1− P(X))n−1 =
P(X)n+1
(1− P(X))n .
Donc Fn−1(M⊗(n−1))⊆ Ker(Fn)∩M⊗n et ces deux espaces gradués ont la même série de
Hilbert. Ils sont donc égaux. ✷
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6. Algèbres de Lie et groupes des caractères
6.1. Algèbres de Lie LD1 et Prim(HDP,R)
On suppose D fini.
Proposition 36. Les algèbres de Lie LD1 sont des algèbres de Lie libres.
Preuve. HDR étant une cogèbre tensorielle, son dual gradué U(LD1 ) est une algèbre libre.
Par suite, LD1 est une algèbre de Lie libre. ✷
Proposition 37. Les algèbres de Lie Prim(HDP,R) sont des algèbres de Lie libres.
Preuve. (HDP,R)ab est une cogèbre tensorielle. Comme précédemment, on en déduit
que l’algèbre de Lie Prim((HDP,R)∗gab) est libre. Or (HDP,R)∗gab est isomorphe à S(HDP,R)
(proposition 10 de la première partie), elle même isomorphe à U(Prim(HDP,R)), d’où le
résultat. ✷
6.2. Groupe des caractères de HDP,R et de HDR
Soit A une K-algèbre commutative. On note GA l’ensemble des caractères de HDP,R à
valeurs dans A. On rappelle que GA est muni d’une structure de groupe donnée par :
χ1 D χ2(x)=mA ◦ (χ1 ⊗ χ2) ◦∆(x), ∀χ1, χ2 ∈ GA, ∀x ∈HDP,R.
L’élément neutre est ηA ◦ ε, et l’inverse de χ est χ ◦ S pour tout χ ∈ GA.
Soit A[[T DP,R]] l’ensemble des suites d’éléments de A indexées par T DP,R . Un élément
de A[[T DP,R]] sera noté
∑
atx
t . On munit A[[T DP,R]] d’une loi de composition ∗ définie
par : (∑
atx
t
)
∗
(∑
btx
t
)
=
∑
atx
t +
∑
btx
t +
+∞∑
n=1
∑
t1,...,tn∈T DP,R
t ′∈T DP,R
∑
g∈Gt1...tn,t ′
at1 . . . atnbt ′x
Rg(t1...tn,t ′).
(On a utilisé les notations de la définition 11 et de la proposition 12.)
Exemple. Soit σ1 =∑atxt , σ2 =∑btxt ; les premiers termes de σ1 ∗ σ2 sont :
∑
atx
t +
∑
btx
t + a b x 

++a b


(
x
∨ + x 


+ x ∨
 )
+ a b



(
x
∨

+ x
∨
 + x 



+ x
∨
 + x ∨

 )
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+ a b
∨
(
x
∨  + x ∨


+ x ∨
 
+ x ∨


+ x ∨
  )
+ a

 b x



+ a

 b


(
x
∨

+ x 



+ x ∨

 )
+ a


b x




+ a
∨ b x
∨

+ a2

b x
∨ + a2

b


(
x
∨  + x ∨


+ x ∨
 
+ x
∨
 + x ∨


+ x ∨
  )
+ a a

 b x
∨

+ a

 a  b x
∨

+ a3

b x
∨  + termes en xt , poids(t) 5
Théorème 38. 1. (A[[T DP,R]],∗) est un groupe, d’élément neutre 0 =
∑
0xt . L’inverse de∑
atx
t est donnée par
∑
a′t xt , avec :
a′t =−
∑
c coupe de t,
Wc(t)=t1...tn
(−1)ncat1 . . . atn.
(On a utilisé les notations du théorème 44 de la première partie.)
2. L’application Θ :GA −→A[[T DP,R]] qui envoie χ sur
∑
χ(t)xt est un isomorphisme
de groupes.
Preuve. CommeHDP,R est engendrée librement par T DP,R , Θ est une application bijective.
Soient χ1, χ2 ∈ GA. On pose :
Θ(χ1)=∑atxt , Θ(χ D χ2)=∑ ctxt ,
Θ(χ2)=∑btxt , Θ(χ1) ∗Θ(χ2)=∑dtxt .
Par définition de ∗, on a :
dt = at + bt +
+∞∑
n=1
∑
t1,...,tn∈T DP,R
t ′∈T DP,R
∑
g∈Gt1...tn,t ′ ,
Rg(t1...tn,t
′)=t
at1 . . . atnbt ′
= at + bt +
+∞∑
n=1
∑
t1,...,tn∈T DP,R
t ′∈T DP,R
at1 . . . atnbt ′
× (nombre de greffes de t1 . . . tn sur t ′ donnant t)
= at + bt +
+∞∑
n=1
∑
t1,...,tn∈T DP,R
t ′∈T DP,R
n(t1 . . . tn, t
′; t)at1 . . . atnbt ′ .
(On a utilisé la proposition 12 pour la dernière égalité.)
De plus, ct = (χ1 D χ2)(t). Par définition de D :
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ct = mA ◦ (χ1 ⊗ χ2) ◦∆(t)
= mA ◦ (χ1 ⊗ χ2)
(
t ⊗ 1+ 1⊗ t +
∑
c∈Ad∗(t)
P c(t)⊗Rc(t)
)
= mA ◦ (χ1 ⊗ χ2)
(
t ⊗ 1+ 1⊗ t +
+∞∑
n=1
∑
t1,...,tn∈T DP,R
t ′∈T DP,R
n(t1 . . . tn, t
′; t)t1 . . . tn⊗ t ′
)
= χ1(t)+ χ2(t)+
+∞∑
n=1
∑
t1,...,tn∈T DP,R
t ′∈T DP,R
n(t1 . . . tn, t
′; t)χ1(t1 . . . tn)χ2(t ′)
= at + bt +
+∞∑
n=1
∑
t1,...,tn∈T DP,R
t ′∈T DP,R
n(t1 . . . tn, t
′; t)at1 . . . atnbt ′ = dt .
Par suite, Θ(χ1 D χ2) = Θ(χ1) ◦ Θ(χ2). Comme Θ est bijective, et que (GA, D) est
un groupe, (A[[T DP,R]],∗) est aussi un groupe. Son élément neutre est Θ(ηA ◦ ε) =∑
ε(t)1xt = 0.
La formule pour l’inverse d’un élément de A[[T DP,R]] découle de l’expression de
l’antipode donnée par le théorème 44 de la première partie. ✷
Soit G′A le groupe des caractères de HDR à valeurs dans A. Le morphisme surjectif
d’algèbres de Hopf Φ :HDP,R −→ HDR induit une injection de G′A dans GA, envoyant
χ ∈ G′A sur χ ◦ Φ ∈ GA. De plus, pour tout caractère χ ∈ GA, χ ∈ G′A si, et seulement
si, ∀t, t ′ ∈ T DP,R , F(t)=F(t ′)⇒ χ(t)= χ(t ′). On a donc le résultat suivant :
Proposition 39. On note A[[T DP,R]]′ l’ensemble des éléments
∑
atx
t de A[[T DP,R]]
vérifiant :
∀t, t ′ ∈ T DP,R, F(t)=F(t ′)⇒ at = at ′ .
Alors A[[T DP,R]]′ est un sous-groupe de A[[T DP,R]] ; de plus, l’application G′A −→
A[[T DP,R]]′ qui envoie χ sur
∑
χ(F(t))xt est un isomorphisme de groupes.
7. Algèbres de Grossman–Larson
7.1. Présentation
(Voir [7,8,18].) L’algèbre HDGL a pour base l’ensemble noté B+(FDR ) des arbres
enracinés (non plans) dont les sommets, à l’exception de la racine, sont décorés parD. Pour
t1, . . . , tn ∈ T DR , t ∈ B+(FDR ), pour tout s = (s1, . . . , sn) ∈ som(t)n, (t1, . . . , tn) ◦s t est
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l’élément de B+(FDR ) obtenu en greffant ti sur le sommet si de t , pour tout i ∈ {1, . . . , n}.
le produit de HDGL est alors donné par :
B+(t1 . . . tn).t =
∑
s∈som(t)n
(t1, . . . , tn) ◦s t.
L’élément neutre de ce produit est B+(1).
Le coproduit est donné par :
∆
(
B+(t1 . . . tn)
)= ∑
I⊆{1,...,n}
B+(tI )⊗B+(t{1,...,n}−I ),
où t{i1,...,ik} = ti1 . . . tik pour toute partie {i1, . . . , ik} de {1, . . . , n}. La counité est donné
par ε(B+(1))= 1, ε(B+(F ))= 0 si F 	= 1. L’algèbre de Hopf HDGL est graduée en posant
deg(B+(F ))= poids(F ).
7.2. Isomorphisme avec (HDR )∗g
On utilise la base (fF )F∈FDR de (H
D
R )
∗g ≈ (Ker(Φ))⊥ décrite dans la proposition 59
de la première partie.
Lemme 40. Soient t1, . . . , tn ∈ T DR , deux à deux distincts, et a1, . . . an des entiers non nuls.
1. Dans (HDR )∗g ,
∆(f
t
a1
1 ...t
an
n
)=
∑
bi+ci=ai
f
t
b1
1 ...t
bn
n
⊗ f
t
c1
1 ...t
cn
n
.
2. DansHDGL,
∆
(
B+
(
t
a1
1 . . . t
an
n
))= ∑
bi+ci=ai
(
a1
b1
)
. . .
(
an
bn
)
B+
(
t
b1
1 . . . t
bn
n
)⊗B+(tc11 . . . tcnn ).
Preuve. 1. Récurrence sur l = a1+· · ·+an. Si l = 1, c’est immédiat. Supposons le résultat
vrai au rang l − 1. On a alors, dans HDP,R :
f
t
a1
1 ...t
an
n
=
n∑
i=1
f
t
a1
1 ...t
ai−1
i ...t
an
n
fti .
Par suite :
∆(f
t
a1
1 ...t
an
n
) = f
t
a1
1 ...t
an
n
⊗ 1+
n∑
i=1
∑
bj+cj=aj , j 	=i
bi+ci=ai−1
f
t
b1
1 ...t
bn
n
⊗ f
t
c1
1 ...t
ci−1
i ...t
cn
n
fti
= f
t
a1
1 ...t
an
n
⊗ 1+
∑
bj+cj=aj ,
les cj non tous nuls
f
t
b1
1 ...t
bn
n
⊗ f
t
c1
1 ...t
cn
n
=
∑
bj+cj=aj
f
t
b1
1 ...t
bn
n
⊗ f
t
c1
1 ...t
cn
n
.
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2. En effet, le nombre de parties I ⊆ {1, . . . , n} telles que tI = tb11 . . . tbnn et t{1,...n}−I =
t
c1
1 . . . t
cn
n est
(
a1
b1
)
. . .
(
an
bn
)
. ✷
Lemme 41. Pour tout d ∈D, on définit δd :HDGL −→HDGL par :
δd
(
B+(t1 . . . tm)
)= 0 si m 	= 1,
δd
(
B+(t)
)= {0 si la racine de t n’est pas décorée par d ,
B+
(
B−(t)
)
si la racine de t est décorée par d .
Alors ∀x, y ∈HDGL, δd(xy)= xδd(y)+ δd(x)ε(y).
Preuve. On peut supposer que x, y ∈ B+(FDR ). Si y = B+(1),c’est évident. Si y =
B+(t1 . . . tm), m  2 : alors xy est une combinaison linéaire d’arbres de la forme
B+(t ′1 . . . t ′k), k  2, et donc δd(xy) = 0. De plus, xδd(y) + δd(x)ε(y) = 0 + 0 = 0. Si
y = B+(t), t ∈ T DR : posons x = B+(t1 . . . tn). On a :
xy = x ∨ y + combinaison linéaire d’arbres B+(t ′1 . . . t ′k), k > 1,
avec :
x ∨ y =
∑
s∈(som(t)−{racine})n
(t1, . . . , tn) ◦s t.
On a alors δd(xy)= B+(B−(x ∨y)) si la racine de t est décorée par d , et 0 sinon. De plus,
xδd(y)+ δd(x)ε(y) = xδd(y)
= 0 si la racine de t n’est pas décorée par d,
= B+(B−(x ∨ y)) sinon. ✷
Soit F ∈FDR . Une symétrie de F est une permutation σ des sommets de F vérifiant :
1. ∀s, s′ ∈ som(F ), s est un descendant de s′ si, et seulement si, σ(s) est un descendant
de σ(s′).
1. ∀s ∈ som(F ), s et σ(s) ont la même décoration.
Le lemme suivant est classique (voir [13]) :
Lemme 42. Pour toute forêt F ∈ FDR , on note sF le nombre de symétries de F . On a
alors :
1. s•d = 1 ;
2. sB+d (F ) = sF ;
3. s
t
a1
1 ...t
an
n
= sa1t1 . . . santn a1! . . . an!, si t1, . . . , tn ∈ T DR , deux à deux distincts.
Théorème 43. Soit φ :HDGL −→ (HDR )∗g défini par φ(B+(F )) = sF fF . Alors φ est un
isomorphisme d’algèbres de Hopf graduées.
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Preuve. Il est immédiat que φ est une bijection homogène de degré zéro. Montrons que
c’est un morphisme de cogèbres : soit F = ta11 . . . tann , les ti deux à deux distincts.
∆
(
φ
(
B+
(
t
a1
1 . . . t
an
n
)))
=
∑
bi+ci=ai
s
a1
t1 . . . s
an
tn
a1! . . . an!f
t
b1
1 ...t
bn
n
⊗ f
t
c1
1 ...t
cn
n
=
∑
bi+ci=ai
s
b1
t1 . . . s
bn
tn
b1! . . . bn!sc1t1 . . . scntn c1! . . . cn!
×
(
a1
b1
)
. . .
(
an
bn
)
f
t
b1
1 ...t
bn
n
⊗ f
t
c1
1 ...t
cn
n
×
∑
bi+ci=ai
s
t
b1
1 t
bn
n
s
t
c1
1 ...t
cn
n
(
a1
b1
)
. . .
(
an
bn
)
f
t
b1
1 ...t
bn
n
⊗ f
t
c1
1 ...t
cn
n
= (φ ⊗ φ) ◦∆(B+(ta11 . . . tann )).
(On a utilisé les lemmes 40-1 et 2 et 42-3.)
Montrons que φ ◦ δd = γd ◦ φ :
φ ◦ δd
(
B+(F )
) = 0 si F n’est pas de la forme B+d (G),
= aGfG sinon.
γd ◦ φ
(
B+(F )
) = aFγd(fF )
= 0 si F n’est pas de la forme B+d (G),
= aFfG sinon.
(On a utilisé la proposition 36 de la première partie.)
On conclut avec le lemme 42-2.
Considérons alors φ∗g :HDR −→ (HDGL)∗g . C’est un morphisme d’algèbres, vérifiant
φ∗g ◦ B+d = δ∗gd ◦ φ∗g . d’après le lemme 41, δ∗gd ∈ Z1∗((HDGL)∗g), donc φ∗g est un
morphisme d’algèbres de Hopf. Par suite, φ est un morphisme d’algèbres de Hopf. ✷
8. Applications combinatoires
8.1. Factorielles d’arbres enracinés
Définition 44 (Voir [1,13]). Soit F ∈FP,R . On pose :
F ! =
∏
s∈som(F )
card({s′ ∈ som(F )/s′ haut s}).
Exemples.  ! = 1,  ! = 2, ∨ ! = 3, 

! = 6, ∨  ! = 4, ∨

! = ∨

! = 8, ∨

 ! = 12,




! = 24.
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Remarques.
1. Si F,F ′ ∈ FP,R sont telles que F(F) = F(F ′) dans FR , alors F ! = F ′!. On peut
donc définir F ! pour F ∈FR .
2. On peut également définir F ! par récurrence sur le poids de F de la manière suivante :
•! = 1,
(t1 . . . tn)! = t1! . . . tn!,
B+(F )= (poids(F )+ 1)F !
Proposition 45. ∀F ∈FP,R , de poids n, on a n!F ! = (F,•n), où (, ) :HP,R ×HP,R −→K
est le couplage défini dans le théorème 35 de la première partie.
Preuve. Par récurrence sur n. Si n= 1, c’est évident. Supposons le résultat vrai pour toute
forêt de poids strictement inférieur à n. Si F = B+(G) :
(
F,•n)= (G,γ (•n))= (G,•n−1)= (n− 1)!
G! =
n!
nG! =
n!
F ! .
Sinon, il existe F1,F2 forêts de poids strictement inférieur à n, telles que F = F1F2. On
pose ni = poids(Fi). Alors :(
F,•n) = (F1 ⊗F2,∆(•n))= (F1 ⊗F2, (• ⊗ 1+ 1⊗•)n)
=
(
F1 ⊗F2,
n∑
k=0
(
n
k
)
•k ⊗•n−k
)
=
(
n
n1
)(
F1,•n1
)(
F2,•n2
)+ 0
= n!
n1!n2!
n1!
F1!
n2!
F2! =
n!
F ! . ✷
Corollaire 46. Soit F = t1 . . . tm ∈FP,R .
1. Pour tout k  poids(F ), on a
∑
c∈Ad(F )
poids(P c(F ))=k
F !
Pc(F )!Rc(F )! =
(
n
k
)
.
2.
∑
c coupe de F
(−1)nc
Wc(F )! =
(−1)poids(F )+m
F ! .
Preuve.
1. Car (F,•n)= (∆(F),•k ⊗•n−k).
2. Car (S(F ),•n)= (F,S(•n))= (−1)n(F,•n). ✷
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8.2. Coefficients de Connes–Moscovici
(Voir [4], [13].) On utilise les notations de la section 7.1. Pour tout arbre t ∈ TR =
B+(FR), on pose :
N(t)=
∑
s∈som(t)
• ◦(s) t.
On pose τ1 = •, et on définit par récurrence τn =N(τn−1). Par exemple,
τ2 =  , τ3 = ∨
 + 

, τ4 = ∨
  + 3 ∨

+ ∨

 + 


.
Pour tout t ∈ TR , ct est le coefficient de t dans l’écriture de τn, avec n= poids(t).
Proposition 47. Pour tout t ∈ TR , on a ct = poids(t)!/(t !st ).
Preuve. On utilise l’isomorphisme φ du théorème 43. Par définition du produit de HGL,
B+(•)n = τn+1 dansHGL. On a alors :∑
F∈FR,
Poids(F )=n
sF cB+(F )fF = φ(τn+1)= φ
(
B+(•)n)= •n.
Notons encore (, ) : (HR)∗g × HR −→ K la forme bilinéaire induite par (, ) :HP,R ×
HP,R −→K . Pour toute forêt G ∈FR de poids n, on a alors :(
φ(τn+1),G
) = ∑
F∈FR,
Poids(F )=n
sF cB+(F )(fF ,G)
=
∑
F∈FR,
Poids(F )=n
sF cB+(F )δF,G = sGcB+(G)
= (•n,G)= n!
G! =
(n+ 1)!
B+(G)! ,
ce qui implique le résultat car sG = sB+(G). ✷
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