Abstract. We prove that among all the matrices that are similar to a given square complex matrix, the Jordan canonical form has the largest number of off-diagonal zero entries. We also characterize those matrices that attain this largest number.
is unique up to permutations of the diagonal Jordan blocks (see [2] ).
We will use J(A) to mean any of the Jordan canonical forms of A. The
Jordan canonical form is a similarity invariant; indeed, two matrices are similar if and only if they have a common Jordan canonical form. Denote by S(A) the set of all complex matrices that are similar to A.
It seems that J(A) has the simplest form among the matrices in S(A).
But in what sense? Structure? Sparsity? One of the authors asked whether for any matrix A, J(A) has the largest number of zero entries among all the matrices in S(A). The answer is no, as shown by the following example [3] :
A has 11 zero entries while J(A) has 10 zero entries.
In this note we show that for any complex matrix A, J(A) has the largest number of off-diagonal zero entries among all the matrices in S(A), and we characterize the matrices in S(A) that attain this largest number.
Throughout we use σ(A) to denote the number of off-diagonal nonzero entries of a matrix A. The following purely combinatorial lemma is the basis of our analysis. 
Lemma 1 Let n, k be positive integers with
The following fact will be needed later. are square and are of orders r and s respectively with 1 ≤ r, s ≤ n − 2,
Lemma 2 Let
where (y
Denote by I an identity matrix whose order is taken from the context. From (1) we get
This is a contradiction, because (J n (a) − aI)
= O while, on the other hand, the matrix on the right side of (2) is the zero matrix. In fact, as B 1 and B 2 have all eigenvalues equal to a and the orders of B 1 and B 2 are at most n − 2, diagonal matrix E such that M = EQ. Obviously, Γ n is a multiplicative group. We now show that J(A) has the greatest off-diagonal sparsity of all matrices similar to A.
Theorem 3 Let A be a square complex matrix and B ∈ S(A). Then σ(B) ≥ σ(J(A)). (3)
Equality in (3) Therefore, σ(B) ≥ n − k.
Next we consider the equality case:
The condition (4) obviously implies the equality (5). Conversely, suppose B satisfies (5). We will prove the existence of M that satisfies (4). We first prove the assertion for the case when J(A) has only one Jordan block:
We use induction on n. The case n = 1 is trivial, and we now assume that n ≥ 2. Suppose the conclusion for one
Jordan block holds for all matrices of order n − 1. Since σ(B) = σ(J(A)) = n − 1, B has a column containing no off-diagonal nonzero entries. Thus, there exists a P ∈ Π n such that 
where y Next suppose that J(A) has k Jordan blocks, k ≥ 2 :
where each B j is square. Since B is similar to A, J(Q 
Since H i is of order n i and J(H i ) has only one Jordan block, Lemma 1 implies that
We have 
By (8) and (9) we have
This completes the proof. 
