In this paper, a distributed average tracking (DAT) problem is studied for Lipschitz-type of nonlinear dynamical systems. The objective is to design DAT algorithms for locally interactive agents to track the average of multiple reference signals. Here, in both dynamics of agents and reference signals, there is a nonlinear term satisfying a Lipschitz-type condition. Three types of DAT algorithms are designed. First, based on state-dependent-gain design principles, a robust DAT algorithm is developed for solving DAT problems without requiring the same initial condition. Second, by using a gain adaption scheme, an adaptive DAT algorithm is designed to remove the requirement that global information, such as the eigenvalue of the Laplacian and the Lipschitz constant, is known to all agents. Third, to reduce chattering and make the algorithms easier to implement, a couple of continuous DAT algorithms based on time-varying or time-invariant boundary layers are designed, respectively, as a continuous approximation of the aforementioned discontinuous DAT algorithms. Finally, some simulation examples are presented to verify the proposed DAT algorithms.
I. INTRODUCTION
O VER THE past few years, distributed average tracking (DAT) algorithms for multiagent cooperative systems have received a great deal of attention due to their potential applications. As estimators, DAT algorithms have been used in distributed sensor fusion [1] ; distributed Kalman filtering [2] , [3] ; dynamically merging feature-based maps [4] ; and so forth. However, some applications, like distributed optimization [5] , [6] ; region following formation tracking [7] ; and distributed coordination [8] - [10] require physical states of the agents to track a desired trajectory, such as the average of multiple signals. Compared with consensus [11] , [15] - [17] ; multigroup consensus [12] - [14] ; and distributed tracking [18] - [20] , DAT is facing not only theoretical but also practical challenges, since typically agents cannot obtain information from the target agent.
The objective of the DAT problem is to design a distributed algorithm for a multiagent system to have the physical trajectories of the agents track the average of multiple reference signals. In real applications, the DAT algorithms can used to solve many practical problems. A typical example is cooperative estimation and tracking of averaged moving target states. In this example, it requires multiple cameras to track a moving object. Usually, in practice, different visual measurements exist due to uncertainties and disturbances. A valid central method tracking the state of the moving target is to transmit each camera's measurement signal to the central unit. Then, calculate the average of multiple measurement signals by using this central unit. A drawback of the central method is that there exists a central unit. If this central unit does not work, the whole system does not work. If there is no central unit, how can the average of multiple signals be calculated? The DAT algorithm is one of the valid distributed methods to solve the distributed estimation and tracking problem without a central unit.
As an important pioneering research field of the DAT problem, the dynamic average consensus (DAC) problem is to estimate the average of time-varying reference signals. In [21] - [25] , some linear DAC estimators were designed for multiple reference signals. In [22] , a proportional-integral estimator was designed to solve the DAC problem under constant inputs and initialization errors. In [23] , the internal model principle was introduced to generalize the DAC estimator so that it achieves zero steady-state error for classes of arbitrarily fast time-varying inputs. Furthermore, DAC estimators for discrete-time multiagent systems were studied in [24] and [25] . A nonlinear DAC estimator was developed in [26] to estimate the average of the reference signals with bounded deviations. Arming to have physical trajectories of the agents track the target trajectory, different DAT algorithms have been introduced. In order to solve DAT problems for complex reference signals, the nonlinear sign function was used to develop DAT algorithms in [27] - [31] , [34] , and [35] . In [27] , by using nonsmooth analysis, a discontinuous distributed algorithm was proposed to solve DAT problems for time-varying reference signals with bounded deviations. Spurred by the pioneering work in [27] , an extended discontinuous algorithm was designed in [28] for time-varying reference signals with bounded second derivations. Furthermore, by leveraging boundary layer approximation approaches, some continuous adaptive DAT algorithms were introduced in [31] and [32] for time-varying reference signals generated by general linear systems with bounded inputs. In [33] , DAT algorithms were used to solve the problem of dynamic region-following formation control. It is worth mentioning that the DAT algorithms employed in [26] - [28] and [31] - [33] were seen as estimators. In real applications, it might require the physical agents to track the average of the given multiple reference signals. Besides, the dynamics of both the physical agents and the reference signals may no longer be linear systems with bounded inputs. Therefore, in [30] , the DAT problem for physical Euler-Lagrange systems was studied. Further, in [34] and [35] , the DAT problems for second-order physical agents with Lipschitz-like nonlinear dynamics were investigated. However, in practice, many physical agents are modeled by higher-order dynamics instead of second-order dynamics. Therefore, the algorithms proposed in [34] and [35] cannot be utilized directly for such agents.
Motivated by the aforementioned observations, this paper designs some DAT algorithms for higher-order physical agents with nonlinear dynamics. In both agents and reference signals, there is a nonlinear term satisfying the Lipschitz-type condition. Three types of DAT algorithms are developed in this paper. First, based on local interactions among physical agents, a class of discontinuous DAT algorithms is proposed with robustness to initialization errors. Here, the state-dependent gain is embedded into the DAT filter and the controller to handle the nonlinear dynamics. Second, by utilizing an adaptive control technique, a fully DAT algorithm with adaptive time-varying gains is designed to remove the requirement that the eigenvalue of the Laplacain and the Lipschitz constant are known to all physical agents. Third, based on time-varying and time invariant boundary layer approaches, continuous DAT algorithms are developed as a continuous approximation of the existing discontinuous DAT algorithms, which reduces chattering and makes the DAT algorithms easier to implement.
Compared with the results in the literature, the contributions of this paper are two-fold.
1) The dynamics of the physical agents and the reference signals are greatly extended, which are more general and practical. Differing from [27] , [28] , [31] , and [32] , where the nonlinear inputs of the reference signals were bounded, in this paper, the nonlinear inputs of the reference signals can be unbounded but only satisfy a Lipschitz-type condition. Many nonlinear systems like Chua's circuit, the Lorenz system, and car-like robots satisfy the Lipschitz-type conditions. Compared with the results in [34] and [35] , the dynamics of the physical agents and reference signals are extended from second-order to general higher-order systems. Thus, more complex dynamics are described in this paper. 2) The distributed average algorithms designed in this paper are more practical in real applications. For example, the algorithms in [27] - [30] , [34] , and [35] were all discontinuous and require some global information, which were difficult to apply in practice. In this paper, by using adaptive control, the requirements for global information, such as the eigenvalues of the Laplacian and the Lipschitz constant, are removed. By using the boundary layer concept, continuous algorithms are developed to reduce the chattering phenomenon. Thus, designed algorithms are more appropriate for real engineering applications. Notations: Let R + , R n , and R n×n be sets of positive real numbers, n-dimension as real vectors, and n × n-dimension as real matrices, respectively. I n represents the identity matrix of dimension n. Denote by 1 a column vector with all entries equal to one. The matrix inequality A > (≥)B means that A − B is positive (semi-) definite. Denote by A ⊗ B the Kronecker product of matrices A and B. For a vector z = (z 1 , z 2 , . . . , z n ) T ∈ R n , let z denote the 2-norm of z, and sgn(z) = (z/ z ).
II. PRELIMINARIES

A. Graph Theory
An undirected (simple) graph G is specified by a node set V and an edge set E whose elements characterize the incidence relations between distinct pairs in V. The notation i ∼ j denotes that node i is connected to node j or, equivalently, (i, j) ∈ E. The |V| × |E| incidence matrix D of a graph with an arbitrary orientation is used, in which every edge has a head (a terminal node) and a tail (an initial node). The columns of D are then indexed by the edge set, and the ith row entry takes value 1 if it is the initial node of the corresponding edge, −1 if it is the terminal node, and zero otherwise. The diagonal matrix (G) of the graph contains the degree of each node on its diagonal. The adjacency matrix A(G) is the |V| × |V| symmetric matrix with zero in the diagonal and one in the (i, j)th position if node i is adjacent to node j. The Laplacian [36] of graph G L := DD T = (G) − A(G) is a rank-deficient positive semi-definite matrix.
An undirected path between node i 1 and node i s on an undirected graph means a sequence of ordered undirected edges (i k ; i k+1 ), k = 1, . . . , s − 1. A graph G is connected if there exists a path between each pair of distinct nodes.
Assumption 1: In this paper, only undirected and connected graphs are considered.
B. Useful Lemmas
Lemma 1 [36] : Under Assumption 1, zero is a simple eigenvalue of L with eigenvector 1 and all other eigenvalues are positive. Moreover, the smallest nonzero eigenvalue λ 2 of L satisfies λ 2 = min z =0,1 T z=0 (z T Lz/z T z). Lemma 2 [35] : Under Assumption 1, for any vector z ∈ R n , one has z T LD sgn(D T z) ≥ λ 2 z T D sgn(D T z), where is a positive-definite diagonal matrix.
III. MAIN RESULTS
A. Robust DAT Algorithms
Consider a multiagent system consisting of N nonidentical nonlinear agents described bẏ
where A ∈ R n×n and B ∈ R n×p are constant matrices with compatible dimensions; x i (t) ∈ R n and u i (t) ∈ R p are the state and control input of the ith agent, respectively; and
. . , N, are nonidentical nonlinear functions. Suppose that there are N time-varying reference signals, r i (t) ∈ R n , i = 1, 2, . . . , N, which are generated by the following nonlinear dynamical systems:
where r i (t) ∈ R n is the state of the ith reference signal, and g i :
The DAC problem is to design estimators for agents, where each agent in a network has access to its own local input signal, but it must compute the average of all such inputs. Different from DAC problems, the DAT problem is to have the physical trajectories of the agents track the average of multiple reference signals. The DAC estimator can be seen as one of an important steps to solve DAT problems. But to solve the DAT problem, a distributed controller must be designed such that physical agents to track the average of multiple reference signals. Therefore, [17] - [22] designed estimators to study the DAC problem. References [23] - [30] designed distributed controllers to solve DAT problems.
Remark 2: It is worth of mentioning that the dynamics of physical agents (1) are the same as those used to generate the reference signals in (2), like results in [18] , which can be seen as the internal model among physical agents and reference signals. How to solve DAT problems with heterogeneous dynamics between physical agents and reference signals is our further research topic.
It is assumed that agent i has access to r i (t), and agent i can obtain information from its neighbors in the neighborhood denoted by N i .
The main objective of this paper is to design a class of distributed controllers u i (t) for the nonlinear agent i in (1), to track the average of the reference signals generated by (2) , in the sense that
assuming that each agent only has local interaction with its neighbors.
Algorithm 1 Robust DAT Algorithm
Under Assumptions 1-3, for the multiple reference signals generated by (2), the robust DAT algorithm with (4) and (3) can be constructed as follows. 1) Solve the following algebraic Ricatti equations (AREs):
with Q i > 0, to obtain matrices P i > 0, where i = 1, 2.
There are many applications, where the nonlinear agents need to track a time-varying trajectory, in which each agent has an incomplete copy of this trajectory, and the nonlinear agents and reference trajectory might be described by complicated nonlinear dynamics. Therefore, it is natural to consider a more general group of nonlinear agents, where the nonlinear function f i (·, t) satisfies the Lipschitz-type condition.
In the following, a class of DAT algorithms are designed, which are composed of a DAT controller
and a DAT filter
respectively, wherex i (t) = x i (t)−p i (t), and s i (t), are the states of the DAT filter
are state-dependent time-varying parameters, μ, ν, α, and β constant parameters, and K 1 and K 2 control gain matrices to be determined. Theorem 1: Under Assumptions 1-3, Algorithm 1 solves the robust DAT problem of the nonlinear multiagent systems (1) with the time-varying reference signals (2) .
Proof: Please refer Appendix A.
Remark 3: Compared with the existing DAT algorithms in [27] - [31] , [34] , and [35] , this paper extends the research scope of the DAT problems in three aspects: first, the model of the agents is greatly extended. The Lipschitz-type nonlinear model of the agents in this paper conforms better to the reality than the linear model considered in [27] , [28] , and [31] . Many physical systems, such as pendulum-like systems, carlike robots, and Lorenz-like systems satisfy the Lipschitz-type assumption. Second, the DAT problems with higher-order physical agents studied in this paper are more common than the second-order physical agents considered in [34] and [35] . Third, the nonlinear terms in the reference signals are also greatly extended from bounded conditions in [27] , [28] , and [31] to the Lipschitz-type condition, which may be unbounded. In particalar, if γ = 0, the Lipschitztype condition is reduced to the bounded condition. Thus, Algorithm 1 can also solve the related DAT problems studied in [27] , [28] , and [31] , but not conversely.
Remark 4: Algorithm 1 is robust to initial errors. In [27] , [28] , and [31] , it requires that the initial states among the DAT filters and the reference signals are the same, which is difficult to satisfy in practise. In this paper, the requirement of the identical initial states has been removed. Thus, Algorithm 1 is named as robust DAT algorithm.
B. Adaptive DAT Algorithms
In the above section, the proposed Algorithm 1 requires the parameters α, β, μ, and ν to satisfy conditions of α ≥
, μ ≥ γ and ν ≥ γ 0 + δ 0 , which depend on the smallest nonzero eigenvalue λ 2 of L and the Lipschitz-type constants γ f , γ f 0 , δ f 0 , γ 0 , δ 0 . Since λ 2 , γ f , γ f 0 , δ f 0 , γ 0 , δ 0 are all global variables, an agent has difficulty to obtain them. Therefore, to overcome the global information restriction, adaptive DAT algorithms are designed with a DAT controller
where the time-varying parameters μ i (t), ν(t), α ij (t), β ij (t) satisfy the following adaptive update laws:
andα
Algorithm 2 Adaptive DAT Algorithm Under Assumptions 1-4, for multiple reference signals in (2), the adaptive DAT algorithms (6)- (11) are designed in the following two steps. 1) Solve the AREs (5) to obtain K i , i = 1, 2.
2) Choose the parameters κ i > 0, τ i > 0, χ ij > 0, and ς ij > 0.
respectively, in which κ i , τ i , χ ij , ς ij are adaptive parameters to be determined. Assumption 4: r i is bounded. Theorem 2: Under Assumptions 1-4, Algorithm 2 solves the DAT problem of the nonlinear multiagent system (1) with the reference signals (2) .
Proof: Please refer Appendix B.
Remark 5: Differing from Algorithm 1 in Section III-A, Algorithm 2 only require local information without knowing the global variables λ 2 , γ f , γ f 0 , δ f 0 , γ 0 , δ 0 . Thus, by using Algorithm 2, the DAT problems can be solved without requiring any global information.
C. Continuous DAT Algorithms That Reduce Chattering
In the above two sections, the DAT algorithms are designed based on the discontinuous function sgn(z), which may lead to chattering. In order to reduce chattering in real applications and make the controller easier to implement, based on the boundary layer concept, the discontinuous function sgn(z) is replaced by a continuous approximation [z/( z + εe −ct )], yielding a continuous DAT algorithm with a DAT controller
Theorem 3: Under Assumptions 1-3, the continuous DAT algorithms (12) and (13) with the parameters given by Algorithm 1 solve the DAT problem of the multiagent system (1) with the reference signals (2) .
Proof: Please refer Appendix C. Remark 6: Compared with the discontinuous Algorithm 1 in Section III-A, the DAT algorithms (12) and (13) in this section are continuous using a continuous approximation of the signum function, which will reduce chattering via the boundary layer effect and will make the controller easier to implement in real applications.
Note that the continuous DAT algorithms (12) and (13) are designed based on the time-varying function [z/( z + εe −ct )]. Particalarly, if c = 0, then the time-varying approximation [z/( z + εe −ct )] is reduced to a timeinvariant approximation [z/( z + ε)]. In the following, it will be shown that the DAT errors will be ultimately uniformly bounded by using the time-invariant approximation [z/( z + ε)].
Theorem 4: Under Assumptions 1-3, by using continuous DAT algorithms (12) and (13) with c = 0, the DAT error is ultimately uniformly bounded.
Proof: Please refer Appendix D. Remark 7: By utilizing the time-invariant approximation [z/( z + ε)] of the signum function sgn(z), instead of the time-varying [z/( z + εe −ct )], it is easier to implement in real applications. However, the results show that the consensus will not be exactly achieved and the agents will track the average of the multiple reference signals with a bounded error.
IV. SIMULATIONS
In this section, one example is given to verify the effectiveness of the proposed DAT algorithms.
Consider six single-link manipulators with revolute joints actuated by a dc motor. The dynamics of the ith manipulator is described by (1) with The six reference signals are given by (2) with g 1 (r 1 , t) = 0.333 sin(r 11 ) g 2 (r 2 , t) = 0.333arctan(|r 22 |) g 3 (r 3 , t) = 0.333 sin r 33 + π 3 + |r 31 | g 4 (r 4 , t) = 0.333 cos( r 4 ) g 5 (r 5 , t) = 0.333 r 2 51 + r 2 52 + 1 g 6 (r 6 , t) = 0.333 r 2 63 + r 2 64 + 1
where r i = ( r i1 r i2 r i3 r i4 ) T , i = 1, 2, . . . , 6. Note that the above nonlinear terms f i , g i satisfy Assumption 3. The initial states of the agents and the reference signals are chosen where i = 1, 2. By using robust DAT algorithms (3) and (4) in Section III-A with parameters α = 7.112, β = 1, μ = 1.333, ν = 1, the simulation results are shown in Fig. 1 , where all agents indeed track the average of the reference signals. Then, by using adaptive DAT algorithms (6)- (11) in Section III-B without setting values of parameters α, β, μ, ν, the simulation results are shown in Fig. 2 , where all agents also track the average of the reference signals. The evolutions of the adaptive parameters α ij , β ij , μ i , ν i are shown in Fig. 3 . Further, by using continuous DAT algorithms (12) and (13) with ω = σ = 0.1 in Section III-C and the same parameters in Section III-A, the simulation results are shown in Figs. 4-6.
In Fig. 4 , all agents track the average of the reference signals. In Fig. 6 , the control inputs of (3) using discontinuous algorithms are shown. In Fig. 6 , the control inputs of (12) is shown, where one can see that the chattering effect with discontinuous DAT algorithms in Fig. 5 is greatly reduced by using the continuous DAT algorithms as shown in Fig. 6 .
V. CONCLUSION
In this paper, the DAT problem has been studied for higherorder Lipschitz-type nonlinear dynamical systems. In both models of the agents and the reference signals, there is a nonlinear term satisfying the Lipschitz-type condition. Based on state-dependent-gain design principles, gain adaption schemes, and the boundary layer concept, three types of DAT algorithms have been designed and verified, respectively. A future topic will be on the DAT problem for the case with only agent output information.
APPENDIX A PROOF OF THEOREM 1
Using the controller (3) for (1), one getṡ
From (2) and (4), one haṡ
Then, (14) and (15) can be rewritten in matrix forms as follows:ẋ
andṗ
where
Then, M satisfies the following properties: first, it is easy to see that 0 is a simple eigenvalue of M with 1 as the corresponding right eigenvector and 1 is an other eigenvalue with multiplicity N − 1, i.e., M1 = 1 T M = 0. Second, since L T = L, one has
Finally
Then, ξ(t) = 0 if and only if p 1 (t) = p 2 (t) = · · · = p N (t).
Since
it follows from (17) that ξ(t) satisfies:
Then, the following proof contains three steps. First, it can be proven that, for the ith agent:
Consider the following Lyapunov function candidate:
By the definition of ξ(t), it is easy to see that (1 T ⊗ I)ξ = 0. For the connected graph G, it follows from Lemma 1 that:
where λ min (P 1 ) is the smallest eigenvalue of the positive matrix P 1 . The time derivative of V 1 along (18) can be obtained as follows:
Substituting K 1 = −B T P 1 into (21), it follows from the fact LM = ML = L that:
According to Lemma 2 and the fact that z T sgn(z) = z , one haṡ (0, t) ).
By Assumption 3, one haṡ
It follows from (5) that P 1 A + A T P 1 − 2P 1 BB T P 1 = −Q 1 . Therefore,V
where η 1 = [(λ min (Q 1 ))/(λ max (P 1 ))]. Thus, one obtains
Second, it can be proven that
It follows from (2) that:
Let p * (t) = (1/N) N i=1 p i (t). It follows from (4) that:
Denoting
By (5) with K 1 = −B T P 1 , the matrix A + BK 1 is Hurwitz. Thus, the system (27) is exponentially stable. It follows that:
Therefore, one obtains
Third, it can be proven that
Consider the following candidate Lyapunov function:
with P 2 > 0. By taking the derivative of V 2 along (16), one getsV
Using K 2 = −B T P 2 , one haṡ
Using μ ≥ γ and ν ≥ γ 0 + δ 0 , one haṡ
Using
Thus, one has
Therefore, the DAT problem is solved. This completes the proof.
APPENDIX B PROOF OF THEOREM 2
By substituting adaptive controller (6) into (1), one obtainṡ
where μ i (t), ν i (t) are given by (8) and (9), respectively. According to (2) and (7), one haṡ
where α ij (t), β ij (t) are given by (10) and (11), respectively. Then, the closed-loop system in a matrix form is obtained asẋ
andξ
. Consider the following Lyapunov function:
where α ij (t) = α ij (t)−α, β ij (t) = β ij (t)−β, and α, β are two positive constants. As proved in Theorem 1, the derivation of (37) along (36), (10) and (11) is given bẏ
Adaptively updating α > [(γ f + B T P 1 )/λ 2 ] > 0, and β >
which implies that V 3 (t) is nonincreasing. Then, according to (37), it follows that ξ, α ij (t), β ij (t) are bounded. Also by Assumption 4, r is bounded, so
implies that G(r, t) is bounded. Therefore,ξ is bounded, which implies that lim t→∞ V 3 (t) exists and is finite. By (39), Noting that χ ij > 0, ς ij > 0, one has that α ij (t), β ij (t) are monotonically increasing and bounded. Thus, α ij (t), β ij (t) converge to some finite constants. Consequently
Then, similarly to the proof in Theorem 1, one has
Finally, consider the following Lyapunov function:
Similarly to the proof of Theorem 1, one has the derivation of (40) along (35) , (8) and (9) as follows:
Adaptively updating μ ≥ γ and choosing ν > γ 0 , one hasV
which implies that V 4 (t) is nonincreasing. Then, according to (40), it follows that x, μ i (t), ν i (t) are bounded. It follows from Assumption 4 and (34) that r and p are bounded. One thus has F(r, t) is bounded. Therefore, from (35) ,˙ x is bounded, which implies that lim t→∞ V 4 (t) exists and is finite. Thus, ∞ 0 W(t)dt exists and is finite. By noting thatẆ(t) is also bounded, W(t) is uniform continuity. By utilizing Barbalat's lemma, one has lim t→∞ W(t) = 0. Thus, lim t→∞ x(t) = 0.
Noting that κ i > 0, τ i > 0, one has that μ i (t) and ν i (t) are monotonically increasing and bounded. Thus, μ i (t) and ν i (t) converge to some finite constants. It follows that: The proof is completed.
APPENDIX C PROOF OF THEOREM 3
Submitting (12) into (1), one obtains the closed-loop system in matrix forṁ x(t) = (I ⊗ (A + BK 2 ))x(t) + (I ⊗ B)(F(x, t) − F(r, t))
It follows from (2) and (13) that:
Consider the Lyapunov function (37). As proved in Theorem 1, the derivation of (37) along (44) is given bẏ
Since α > [(γ f + B T P 1 )/λ 2 ] and β > [(γ f 0 + δ f 0 )/λ 2 ], one haṡ
In light of the well-known comparison lemma [27] , one gets
Choosing ε ij = (ω/ϑ ij ) and ω > 0, one has that V 1 (t) converges to the origin as t → ∞. Therefore, Next, considering the derivative of V 2 along (43), one getṡ
Selecting i = (σ/φ i ) and σ > 0, one has This completes the proof.
APPENDIX D PROOF OF THEOREM 4
By choosing ε ij = (ω/ϑ ij ), ω > 0, and 0 < 1 < η 1 , it follows from (46) that:
Obviously, it follows from (49) thatV 1 (t) ≤ − 1 V 1 , if
Then, in light of V 1 ≥ λ 2 λ min (P 1 ) ξ 2 if 1 < η 1 then ξ exponentially converges to the bounded set 1 = ξ : ξ ≤ 2N max(|N i |)ω (η 1 − )λ min (P) 1 2 . By choosing 0 < 2 < η 2 , it follows from (48) that: . This completes the proof.
