Rank-one updating of the spectrum of a matrix is fundamental in classical perturbation theory. In this paper, we suggest an updating method for a case where only partial spectrum is available. This scenario is ubiquitous in many modern applications that involve big matrices. One particular application is the extension of the top eigenvectors of the graph Laplacian to a new data sample. Each extension is then modeled as a perturbation problem and is solved by updating the leading eigenpairs. We provide a theoretical analysis of the error for such approximation approach, and back it up with empirical results that illustrate the advantages of our method.
Introduction
The last few decades have witnessed the emergence of various algorithms that require the calculation of the eigendecomposition of some matrix. A few known examples are Google's PageRank [12] , PCA [15] , Laplacian eigenmaps [1] , LLE [14] , MDS [5] and many more. Since datasets nowadays may contain tens of millions of data points, the calculation of a matrix eigendecomposition efficiently becomes fundamental.
In many scenarios, only part of the eigendecomposition, i.e., only the leading eigenvalues and eigenvectors, can or need to be calculated. While algorithms for eigendecomposition, such as the Lanczos Algorithm and some variants of SVD, are designed especially for this task, they still require a hefty amount of calculation. A natural question that arises in such cases is how to update the eigendecomposition of a matrix given its partial eigendecomposition and some "small" perturbation to it, without doing the entire heavy calculation again.
In this paper, we focus on rank-one update (i.e., updating under a rank-one perturbation matrix) of a symmetric matrix. The classical approach for this kind of an update is by updating first the eigenvalues using the roots of the secular equation, see e.g., [6] . However, several other approaches for updating the eigenvalues and eigenvectors after a perturbation have been suggested. The popular ones are quite general and include recalculating from scratch [9] , restarting the power method (which actually has similar convergence rate as calculated from scratch [9] ) and perturbation methods [16] . Some methods that utilize the structure of a specific problem were suggested, with Google's page rank being the most popular application [10, Chapter 10] . Another important method is defined using a geometric embedding of the available data, see [4] . This approach becomes computationally attractive when one updates a low-rank matrix.
Many of the methods mentioned above might be very hard to adapt or alternatively provide very poor estimation for cases where we do not have access for the complete eigendecomposition. Some assume the updated matrix is low-rank, which is not always the right model for real-world data. At last, almost all approaches do not provide an error analysis. In our method, we provide a rank-update algorithm that does not require the full eigendecomposition of the matrix and does not assume that it is low rank. We also introduce a full analysis to the error that is induced by the partial knowledge. In particular, our analysis shows that the error of our algorithm is independent of the number of unknown eigenpairs, which is confirmed by both synthetic and real-world data examples.
The paper is organized as follows. In Section 2, we develop the algorithm for the symmetric rank one update based on partial eigendecomposition and analyze its error. Section 3 describes the application of the algorithm for the extension of the graph Laplacian. In Section 4, we illustrate numerically some of our theoretical results in sections 2 and 3 for both synthetic and real data.
Rank one updating with limited spectral access
Rank one update of the spectrum of a linear operator is a classical task in perturbation theory, e.g., [2, Chapter 7] . Given the original eigenvalues and eigenvectors, the rank one perturbation defines the new spectrum by the secular equation. However, for a case of having access only to a few leading eigenvalues and their associated eigenvectors, the classical approach requires further adaptation. Inspired by [6] , we propose a solution for the "partially knowledge" rank-one update problem, where we aim to estimate the leading eigenpairs of a matrix after rank-one perturbation, having only partially known eigendecomposition of the original matrix. We describe in detail the construction of our methods and provide error bounds and complexity analysis.
Notation, classical setting, and problem formulation
Let A n×n be a symmetric matrix with the real (not necessary distinct) eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n and their associated, orthogonal eigenvectors q 1 , . . . , q n . We denote this eigendecompsition by A = QΛQ T , with Q = [q 1 q 2 · · · q n ] and Λ = diag(λ 1 , . . . , λ n ). We focus on the problem of (symmetric) rank-one updating where we wish to find the spectral decomposition of A + ρvv T , ρ ∈ R, v ∈ R n , v = 1.
We denote the updated eigenvalues by t 1 ≥ t 2 ≥ · · · ≥ t n and their associated, orthogonal eigenvectors by p 1 , . . . , p n , to form the decomposition A+ρvv T = P T P T . The relation between the two decompositions is well-studied, e.g., [6, 8] . One important result is the eigenvalue interlacing property, which for completion we provide in Appendix A.1 The naive upper bound for the updated eigenvalues is denoted by λ 0 = λ 1 +ρ.
In addition, the approximated objects (whether scalars or vectors) constructed in this section are simply denoted by an over tilde, for example the approximation for x is denoted by x. Finally,
is a matrix expressed by its column vectors, and
is its truncated version consists of only m first columns, m < n.
Classical perturbation theory assumes we are given the eigendecomposition A = QΛQ T . Then, the updated eigenvalues of A + ρvv T can be calculated by finding the n roots of the secular equation (SE),
Then, the corresponding eigenvector for the k -th root (eigenvalue) t k is given by the explicit formula
One important assumption in the above is the knowledge of the full eigendecomposition of the matrix A. This is not always feasible in modern problems due to high computational and storage costs. Therefore, a natural question is what can one do in such cases, where only part of the eigenspectrum is known beforehand. We formulate such a scenario in the following problem statement.
Problem 1 (symmetric rank-one perturbation with partial spectrum knowledge). Let A n×n be a symmetric matrix and let 1 ≤ m < n. Assume having only the first m leading eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ m and their associated eigenvectors q 1 , . . . , q m . Find an estimation to the first m leading eigenpairs of A + ρvv T with ρ ∈ R and v = 1.
We start by considering the first part of the problem -the eigenvalues.
Truncating the secular equation
The classical perturbation method solves the eigenvalues by finding the roots of the secular equation (1) .
We introduce two variations of the secular equation, adapted to the new setting of Problem 1.
Using the notation of the classical solution (2), we have from orthogonality of Q that
Since the last n − m eigenvectors of A are unknown, we denote by µ ≤ λ m+1 a fixed scalar, ideally represents an estimation of the magnitude of λ j , j = m + 1, . . . , n, to form a first first order truncated secular equation,
Here, z = (Q (m) ) T v is a vector of length m (first m entries of Q T v ) with Q (m) consists of the m columns of orthogonal eigenvectors associated with the leading, known eigenvalues. We will discuss the choosing of µ further on.
As a first observation, we bound the error obtained from the new formula. Namely, we show that the first m largest roots of the truncated secular equation (3) , which are our estimation to the eigenvalues t 1 , . . . , t m , are at the order of magnitude of max m+1≤j≤n λ j − µ away from the roots of the original secular equation.
Proposition 2.1. Using the notation of Section 2.1, let ρ > 0. Then, there exist m roots t 1 , . . . , t m of w 1 (t; µ) of (3), correspond to the first m roots t 1 , . . . , t m of the SE of (1), such that
Here, C k is a constant bounded by
Proof. We start by showing the existence of the roots. Indeed, since lim t→λ
Note that together with an additional root in [−∞, µ], these are the exactly the m + 1 roots of w 1 as seen by the m + 1 degree polynomial
Therefore, split the sum in the SE (1) and using (5) we have
. According to Taylor, there exists ξ in the segment λ k , λ k−1 so
By definition, w 1 ( t k ; µ) = 0. In addition, the derivative of the secular equation does not have a real root, meaning that
For the error term e(t; µ) we have
where the last inequality is since z 2 = 1. In addition, t i ≥ λ m and λ m+1 ≥ µ so the denominator is bounded from below by (λ m − λ m+1 ) 2 . Back to (6) , the derivative of the secular equation is
and thus
Remark 2.1. Proposition 2.1 describes the case of ρ > 0. The case of ρ < 0 is analogous with one exception -the last root t k is merely guaranteed to lie in the segment [µ, λ m ]. Consequently, the constant C m cannot be bounded with the same arguments. The same is also applied for the next result of this section.
We now address the problem of choosing µ. A common assumption in many real world applications is that the matrix A is low-rank, thus the unknown eigenvalues tend to zero resulting in possible choosing µ = 0. This is indeed the case for several important kernel matrix, as we will see in the next section.
Generally, however, the error term in such case would be O(|λ m+1 |) and we have no reason to believe that this will result in a good approximation.
A more intelligent method for choosing µ would be to minimize the sum in (7). However, an analytic minimizer is not attainable in this case due to the fact that both λ i 's and z 2 i 's are unknown. Nevertheless, assume the trace of A is available, one choice for µ that works well in practice is the mean of the unknown eigenvalues, which is accessible since
Shortly however, we will devise a better approximation of which an analytic minimizer can be calculated accurately.
Following the proof of Proposition 2.1, an improved accuracy can be potentially obtained by using higher order approximation for (5). Namely,
We evaluate the first order term by noticing that Aq i = λ i q i and thus,
Finally,
which is a known quantity that (as marked above) is denoted by s. This analysis gives rise to the second order approximation of the secular equation,
In this case, the roots of w 2 (t; µ) of (12) 
Proof. This proof is done similarly to the proof of Proposition 2.1. Here, we have w(t) = w 2 (t; µ) + e(t; µ)
Then, the bound for (6) uses an additional factor of λ m − λ m+1 to the constant C (due to an additional µ − t in denominator). (8) which is in this case µ = 0.15. The figure depicts the two truncated secular equations w 1 of (3) and w 2 of (12), for a rank one update with ρ > 0, along side with the original SE of (1). The analytic properties of the three functions, including their asymptotic behavior around the roots, are clearly seen. We zoom in on a neighborhood of the second root of the secular equation (t 2 ), to observe how the second order approximation has a closer root than the root of the first order approximation, as theory suggests.
We address once again the choosing of µ. Under the low rank assumption (µ = 0), where λ j , j = m + 1, . . . , n are assumed to be small, we get according to Proposition 2.2 an improved error of O(λ 2 m+1 ). Nevertheless, in this case of the second order approximation to the secular equation (12) , an analytic optimizer for the error (14) is attainable. Specifically, we would like to minimize
By standard methods we have the minimizer (1) and its two approximations: the first order w 1 of (3) and the second orderw 2 of (12). The original matrix has four eigenvalues at 0.1, 0.2, 0.3 and 0.4 and a rank one update with ρ > 0. The approximations use m = 2, and µ = µ mean = 0.15. In the lower right corner, we zoom-in to a small neighborhood of the second root.
which is essentially a weighted mean of the unknown eigenvalues. Unlike µ mean , this variant does not require the knowledge of tr(A) but a few matrix-vector evaluations to calculate s of (11). Interestingly enough, note that when using µ = µ * we have
meaning that we have a second order approximation in both formulas.
Next we address the corresponding problem of eigenvectors estimation.
Truncated formulas for the eigenvectors
In this section we introduce two truncated variations of the eigenvector formula (2) . These are analogous to the ones of the secular equation from the previous section. The two approximations are designed to use only the m leading eigenvalues and their eigenvectors and differ in accuracy and time complexity.
A naive way to truncate the eigenvectors formula (2) is by calculating
followed by a normalization. Here ∆
, where t i are the roots of the secular equation (the updated eigenvalues) in descending order. We now ignore for a while the normalization and focus on the unnormalized vectors as,
In other words, the updated eigenvectors can be written as the weighted sum of projections on the
Note that the sum of unknown projections, without weights, is accessible as
Again we denote by µ ≤ λ m+1 a fixed parameter in the magnitude of the unknown eigenvalues.
Having the m leading eigenvectors in Q (m) , and recall that ∆
. . , λ n − t i ), we define the first order truncated eigenvectors formula for any 1 ≤ i ≤ m as
The second order truncated eigenvectors formula, which is the eigenvectors analogue for (12) , is given by
Note that r and Ar are constant vectors and can be computed only once for all 1 ≤ i ≤ m.
For the simplicity of analysis, at this point, we assume that the updated eigenvalues are given accurately. The error bounds of both formulas (20) and (21) are summarized in the following theorem. 
2. For p i of (21),
Proof. By (18), we have
Similar to (5),
and using (19) and the orthogonality of q i , we have
Since Q T v = 1, taking the square root gives us the bound.
For the second claim we use the longer expansion, as done in (9), and recall that Aq k = λ k q k which in this case means
Thus, we have for the corrected formula (21) with exact eigenvalues,
and the second claim follows as before.
As with the eigenvalues, under the low rank assumption (µ = 0) Theorem 2.3 guarantees errors of (20) and (21), respectively. The choice of µ to minimize the sum in (22) is µ * of (15), and is thus expected to provide better estimation than µ = 0. Experimental results (see Section 4) have showed that the choice µ = µ mean (8) is competitive with µ * while being slightly faster to compute.
An algorithmic summary
Given a parameter µ, we have provided first and second order truncated approximations to the secular equation and corresponding eigenvectors formula. As for µ, we suggest three main options. If the matrix is low-rank, choose µ = 0. Otherwise, µ * would help minimize the error term, while µ mean is easier to compute. We summarize the previous subsections with Algorithm 1, which addresses Problem 1.
A complexity analysis is provided as complementary in Appendix B.
Algorithm 1 An algorithm for the updating problem with partial spectrum Input: m leading eigenpairs {(λ i , q i )} m i=1 of a symmetric matrix A, an update direction v ∈ R n with v = 1 and a scalar ρ > 0 Output:
of the eigenpairs of A + ρvv T 1: Choose a parameter µ (e.g., µ = 0, (8) or (15) In this section we introduce the application of the rank-one updating of Section 2 to the problem of out-of-sample extension of the graph Laplacian. We start by defining the problem. Then, we justify the use of rank-one modification by proving that each extension of the graph Laplacian is close to a rank-one perturbation. The section is concluded with a few algorithms, which are demonstrated numerically in the following Section 4.
Preliminaries and Problem formulation
We begin by introducing the notations and the model for the updating problem. Given a set of discrete
we define a weighted graph whose vertices are the given points. An edge is inserted to the graph if its two vertices are "close". Some common variants are, 1. k -nearest neighbors (kNN). Nodes i and j are connected iff i is within the kNN of j or vice versa.
The neighborhood is typically chosen according to some distance function on the data.
2. δ -neighborhood. Nodes i and j are connected iff x i − x j < δ for some δ > 0.
Each edge on the graph is assigned with a weight, usually determined by a kernel function. A kernel function K is a symmetric function K : R d × R d → R that defines a weight on the edge between i and j as w ij = K(x i , x j ). A kernel is said to be radial if
for a non-negative real function g . One common choice of such is the heat kernel (also known as Gaussian kernel) that induces the weights
with a width parameter ε > 0.
Given a weight matrix W = {w ij } and the induced (diagonal) degree matrix D ii = n j=1 W ij , one could define the Graph Laplacian of the graph. Two popular variants of the graph Laplacian are the random walk graph Laplacian, L = D −1 W , and the symmetric normalized graph Laplacian, , to the graph see e.g., [1] . Note that W and L are n × n matrices where n is the number of samples in X . Naturally, we consider only the case of symmetric normalized graph Laplacian, however, similar results can be achieved for the random walk graph Laplacian as it maintains a similarity relation to the symmetric version. Henceforth, unless otherwise stated, by referring to "graph Laplacian" we mean the symmetric normalized graph Laplacian (25).
We now formulate the updating problem for the graph Laplacian. is very close to be rank one (will be formulated and proven next). In other words, by looking at the leading eigenvalue of ∆L, ρ = λ 1 (DeltaL), and its associated eigenvector v = q 1 (DeltaL), we estimate the leading eigenpairs of L 1 using the proxy,
Note that since L 0 and L 1 are of a different size, we add a row and a column to L 0 consisting of 1 at the first index and 0 everywhere, that is, considering x 0 as an isolated node. An illustration of Problem 2 is given in Figure 2 .
Updating the graph Laplacian is almost rank one perturbation
To formulate our observation about the extension of the graph Laplacian, we equip with a few settings and notation. As described in the previous Section 3.1, the weights on the edges of the graph are determined by a kernel. For our further claims, we will require that our kernel is radial with g(0) > 0 and that in some neighborhood of 0 the derivative is bounded, that is d dx g < M for some M > 0. These requirements are not too restrictive as they are met by most common kernels used, such as the heat kernel.
In our analysis, we refer to the construction of graphs according to δ -neighborhoods. As we will see next, the analogue for kNN is straightforward. Therefore, we require the parameter δ to be "small enough", and more specifically, to satisfy δ < g(0)
2M . The justification for this is that we wish to keep the neighborhoods small in order for them to capture the local structure of the graph.
We denote by k the minimum number of neighbors of a vertex. In addition, we denote by c 1 ≥ 1 a constant such that c 1 · k is the maximum number of neighbors of a vertex (we assume c 1 is independent of k ). We now present the main theoretical result of this section. As denoted previously, λ j (X) stands for the j -th eigenvalue of X . Theorem 3.1. Under the requirements and notation just described, let L 0 and L 1 be two graph Laplacians as defined in Problem 2. Then, there is a constant β , independent of k and n, such that
Theorem 3.1 shows that for large enough k ,
words, ∆L = L 1 − L 0 is indeed close to be rank one.
Proof of Theorem 3.1
The proof is divided into a few steps. First, we adapt an important result, also known as Weyl's Theorem, to our setting for an initial bound on the singular values. Then, we use our assumptions to derive, based on the specific structure of the graph Laplacian, the right constants and bounds to use in the main body of the proof.
From classic perturbation theory, we have the following result. We quote this general result with respect to the singular values of a matrix, which we denote by σ i (·), i = 1, . . . , n.
Theorem 3.2 (Weyl's Theorem). Let S, E ∈ R n×n then for all 1 ≤ i ≤ n we have,
As it turns out, for the special case where S is diagonal, we can further improve the above estimation.
Theorem 3.3. Let S ∈ R n×n a diagonal matrix and let E ∈ R n×n . Denote E = e ij . Let ρ > 0 such that E 2 < ρ. Then for small enough ρ, there exists c H = c H (S, ρ) > 0 independent of E so that for
The proof of Theorem 3.3 is given in Appendix A.2.
Recall that our aim is to bound the eigenvalues of ∆L = L 1 −L 0 , that is the difference matrix between the graph Laplacians before and after the insertion of a new node. To apply Theorem 3.3, we denote S = diag(∆L) and E = ∆L − S . Note that in our specific case, the diagonal entries of E are in fact zero and the matrix E is symmetric positive definite so the singular values are identical to the eigenvalues.
Therefore, there exists c > 0 so that
It is clear now that estimating E F will provide us the wanted relation between the eigenvalues of ∆L and S .
We start by examining ∆L; the only nonzero elements are the ones affected by the introduction of the new node. There are at most c 1 k such rows, each consists of at most c 1 k nonzero elements by assumption.
Thus, the total number of elements changed in these rows is at most c 1 k × c 1 k = c 2 1 k 2 . Due to symmetry, the same goes for the columns. Finally, we have at most c 2 1 k 2 + c 2 1 k 2 = 2c 2 1 k 2 changed entries. In other words, using the convention that nnz(X) is the number of nonzero elements of a matrix X , we have that
An element-wise estimation of the entries of the graph Laplacian, stating they are of order 
Proof. Let α ij = x i − x j . Then, using Lagrange remainder theorem, there exists ξ ij for any ij -th entry of the weight matrix W , such that
It follows that the ij -th entry of the graph Laplacian is
where the two sums are taken on all the neighbors of the i-th and j -th vertices. Since α ij < δ and d dx g < M , we have that an upper bound on the numerator is g(0)+M δ . On the other hand, g(0) > 2M δ and the number of neighbors is at least k so
Similarly, using the upper bound c 1 k on the number of neighbors we get
An immediate conclusion from Lemma 3.4 is that the entries of ∆L are of order O( 1 k ) except the first entry which is 1 − O( 1 k ). Namely, ∆L is dominated by its first entry, and so it is somewhat unsurprising that it is close to be rank one. A sharper element-wise bound is given in the following lemma. 
Namely,
We finally resume to prove our main theorem.
Proof of Theorem 3.1. By (26),
The first singular value of S is its largest entry, and thus by Lemma 3.4
and
Namely, λ 1 (∆L) is of order 1 − 
which shows λ i (∆L) is of order 1 k as required.
Exploiting the rank one updating
We discuss the required adjustment for applying Algorithm 1 of rank-one updating to address Problem 2 of out-of-sample updating of the graph Laplacian. Such application requires recovering largest eigenpair of ∆L = L 1 − L 0 , in order to define the rank-one update of L 0 . As a result, such an algorithm introduces two forms of error: the error induced by using truncation on the perturbation equations, which was discussed in Section 2, and the error induced by the rank-one approximation, which we examine now.
To further improve our estimation, we use two classical results from matrix perturbation theory.
These results, Lemma 3.6 and Lemma 3.7, are given without proof, the interest reader is referred to [7, Chapter 4]. As before, we denote by q i (X) a normalized eigenvector that is associated with the i-th largest eigenvalue of X .
Lemma 3.6. Let A, B ∈ R n×n be symmetric matrices. Denote by
the best rank-k approximation of B . Then, the following holds for any 1 ≤ i ≤ k ,
With Lemma 3.6, let
Then, the rank-one update induces an error of order
, and by Theorem 3.1 we conclude that this error is of order
Similarly to Section 2, we can have higher order approximation with a further correction. We use the second classical result.
Lemma 3.7. Under the notation of Lemma 3.6, define C k = B − B k . Then, the following holds for any
Lemma 3.7 gives rise to an improvement due to the extra term of perturbation correction. Using (29), and by Theorem 3.1, we have now that
Note that for this correction to be tractable in large scale problems, the correction matrix C 1 should be sparse. This matter and other complexity questions are discussed in detail on Appendix B.2. The perturbation correction is embedded in our method as described fully in Algorithm 2.
Algorithm 2 Laplacian out-of-sample extension
Input: The original Graph Laplacian L 0 and its top m eigenpairs (λ i , q i )
. A new sample point x 0 .
Output: approximate top eigenpairs
for all i = 1...m do // Perturbation Correction 8:
10: end for
Numerical examples
In this section, we provide various numerical examples to demonstrate empirically the theory that we developed in previous sections. We use both synthetic datasets and real-world datasets. We begin by providing several numerical examples for the rank-one updating formulae of Section 2. These examples demonstrate the high accuracy of the methods, as well as their runtime efficiency. We continue by providing numerical examples for Section 3, showing numerically that insertion of a new node to the graph is almost a rank one update to the graph Laplacian matrices. We proceed by applying our algorithm for updating the eigenvalues and eigenvectors of the graph Laplacian under real-world data and measure the accuracy of our approach comparing to other methods.
Truncated formulas for rank-one update (Section 2)
We start with a synthetic example to demonstrate empirically the use of the truncated secular equation and eigenvectors formula for rank one update eigenvalue problem. We generate a random symmetric matrix A of n = 1000 with m = 10 known leading eigenvalues of order O(1) and their corresponding eigenvectors. The rest of the eigenvalues are unknown for the algorithm and were drawn from a normal distribution with meanμ and standard deviation of σ = 0.0001. For the update, we use a random perturbation vector v . The goal is to recover the m top eigenpairs of A + vv T for various values ofμ. As a rough estimator for the unknown eigenvalues, our parameters µ is chosen to be either µ = 0 or µ = µ * .
The comparison is illustrated in Table 1 and Figure 3 : Plot of log 2 -absolute error as a function of log 2μ for a synthetic example of n = 1000, m = 10, with unknown eigenvalues distributed around various values of meanμ and a standard deviation of σ = 0.0001. We can notice the three main trends: the error of µ * is independent onμ, a linear error decay for µ = 0 and first order approximation, and a quadratic error decay for second order approximation mations. For µ = µ * we expect an error independent ofμ. This observation is demonstrated in Table 1, but even more clear in Figure 3 where the three phenomena get a visual perspective: a linear line with zero slope for µ * (error is independent onμ), a linear line with slope equal to one for µ = 0 and first order approximation (linear error decay), and a linear line with slope equal to two for µ = 0 and second order approximation indicates quadratic error decay.
The next example summarize the mean running time of Algorithm 1 in 10 independent calculations, compared to MATLAB function eigs(L1, m) for calculating the leading m eigenvalues and eigenvector.
The setting is as follows: a symmetric sparse random matrix with O(100 · n) nonzero entries and a sparse random vector v with O(100) entries were generated. We then use two versions of our algorithm to update the eigenpairs: first order approximations with µ = 0 (fastest variant) and second order approximations with µ = µ * (slowest variant). Table 2 demonstrates the dependency of n and m. While MATLAB's algorithm is accurate and ours is only an approximation, we can see that for relatively small values of n our algorithm is more than an order of magnitude faster. Due to the linear dependency on n, we can expect this difference to be even Figure 4 : Plot of log -runtime as a function of log(n), for matrices of size n. We can see that the runtime difference between our approximation and MATLAB's calculation increases considerably with larger n more dramatic for larger n values, as witnessed in Figure 4 . Additionally, the runtime difference between our variants is negligible.
Updating the graph Laplacian (Section 3)
We provide several examples from three real-world datasets to demonstrate different aspects of the problem of updating the symmetric graph Laplacian, that is Problem 2. The datasets description is given in Table 3 .
In the first illustration, we aim to demonstrate that inserting a new node to the graph Laplacian is almost rank-one, as suggested by Theorem 3.1.
In this example, for any given dataset, we randomly select a subset of it. We calculate the symmetric graph Laplacian L 0 of the selected subset leaving the first node out. Then, we connect this node to the graph, resulting in a new graph Laplacian L 1 , for which we compute the first and second eigenvalues of ∆L = L 1 − L 0 . The results consist of the mean of 10 independent experiments, each one with a different random subset of the data. These results are shown in Table 4 for various datasets and values of k .
Clearly, one can observe, as expected by the theory, that the first eigenvalue is very close to 1, while the second singular value is close to 0.
Next, we demonstrate empirically the theoretical dependency of the eigenvalues on k . Specifically, Table 3 : Real-world datasets in used Table 4 : Two largest eigenvalues of ∆L for real-world datasets and three different values of k . As theory suggests, there is a two orders of magnitude difference between the first and second eigenvalues, indicating that indeed ∆L is close to be rank one Theorem 3.1 indicates that up to a constant log(λ 1 (∆L) − 1) = log(λ i (∆L)) = −k, 2 ≤ i ≤ n.
Thus the log-dependency of the eigenvalues and k is expected to be linear with slope that equals 1. This is demonstrated for the MNIST dataset in Figure 5 . Similar results occur for the other datasets as well.
As our main comparison example, we use as a benchmark the Nyström method [3] , which is a widely used method for eigenvectors extensions. In addition, we use the naive approach of merely having the old eigenvalues and eigenvectors as approximations to the new ones, and also for the case of m = n, the standard untruncated eigenvalues and eigenvectors formula, (1) and (2), respectively. In this manner, we would like to understand how much we could potentially gain if we have the entire spectrum available to estimate the top new m eigenpairs. In other words, it shows how good is the truncation formulae in this scenario. We then apply the perturbation correction algorithm for each of the methods. The results are the mean absolute error of the m eigenpairs in 10 independent experiments. The eigenvalues calculated were of order O(0.1), the eigenvectors error is measured in norm. The full comparison is given in Table 5 , where for each dataset we also mention the parameter ε of the width of the Gaussian (see (24) Table 5 : Absolute error comparison for three real datasets: MNIST (n = 3000, m = 50, k = 50, ε = 100), poker (n = 3000, m = 50, k = 100, ε = 100) and yeast (n = 1400, m = 100, k = 50, ε = 100). We can see that our methods present superior performance. the elegant result in [13] , indicating that if A = U DV T is the SVD of A, then
by vec(E) and vec(S) the matrices E, S as elements in R n 2 . So, expanding the singular value function to a first degree Taylor polynomial with a remainder yields
with u i and v i being the left and right singular vectors of S respectively. But S = ISI T is the SVD of S and thus the above reduces to
The remainder R has the form R = 1 2 vec(E) T ∇ 2 σ i (Z) vec(E) with ∇ 2 σ i (Z) being the Hessian matrix evaluated for a matrix that lies between S and S + E , that is Z = S + cE for c ∈ (0, 1). Therefore, by Cauchy-Schwartz inequality we have,
Now since σ i is an analytic function of the matrix entries, its second derivative is locally bounded around S by some c H > 0. By Lemma A.2 we have ∇ 2 σ i (S * ) 2 < c H for a neighborhood S * of S. We take ρ so that Z = S + cE ∈ S * . We then have
A.3 Proof of Lemma 3.5
Proof. Let the node i be connected to the newly inserted node. Denote w i1 = w 1i = γ , and so when normalizing row i, a term of γ is added. Lets examine what happens to the entry of row ∆L ij . We show the case that node j is connected to the newly inserted node, as the analysis for the other case is similar.
Denote the following scalars
Note that the by multiplying by
, the last difference can be written as:
Now, similarly to Lemma 3.4, we bound
.
Appendix B Complexity analysis for the algorithms B.1 Analysis for Algorithm 1
We start with determining our parameter µ, the rough estimator for the unknown eigenvalues. For µ = 0 no calculation is needed. For µ mean we need to sum the matrix diagonal which is O(n). The calculation of µ * requires the calculation of s of (11) which is O mn + nnz(A) . Note that this calculation will be made anyway if we wish to solve the second order approximation of the secular equation.
Solving the variants of the truncated secular equations, namely (3) and (12) 
to compute all of them.
For the all the variants of the eigenvectors calculation we add the calculation of r which is O(mn) and can be done only once for all eigenvectors. Therefore, asymptotically the naive formula has the exact same complexity of (32). Lastly, for the second order approximations, we add the calculation of Ar which again can be done only once and costs O(nnz(A)). Thus for one eigenvector we have O(nnz(A)+m nnz(v)+mn) and for all of them O(nnz(A) + m nnz(v) + m 2 n).
B.2 Analysis for Algorithm 2
The algorithm starts with a calculation of the new graph Laplacian matrix, that is Line 1 of Algorithm 2.
This step involves updating the neighborhood of the new node, which requires O(n) operations and then updating O(k 2 ) entries, i.e., a total of O(n + k 2 ).
Calculating the rank one update in lines 3-4, requires applying power iteration to ∆L which is a sparse n × n matrix, with large spectral gap (Theorem 3.1). We can thus expect a high convergence rate, with no more than a few iterations. In fact, the update is very "local" in a sense that an immediate upper bound of the size of the perturbation is O(k 2 ) × O(k 2 ), as stated in the next lemma. rows × columns that had been changed.
We demonstrate Lemma B.1 .We calculate a graph Laplacian L 0 of a given set of nodes, and then connect a new node resulting in a new graph Laplacian L 1 . We count only the nonzero rows of L 1 − L 0 , which is the real size of ∆L (since the calculations can be done only on that sub-matrix with no loss in accuracy). We repeat this process with several values of k to check the dependency of k . We use the notation size(X) for the product of the number of rows of a matrix X with the number of columns of X . Since size(∆L) = c · k α , applying log on both sides will give log(size(∆L)) = α · k + c. Thus plotting log(size(∆L)) vs. log(k) should result in a linear line with slope equals to α. This is nicely demonstrated in Figure 6 .
In Figure 6 we present empirical results from real data that shows that in practice the bound is even lower. We will thus assume that
with 0 < α ≤ 2 as just proven. The real value of α is dataset dependent. The intuition behind this is that connecting a new node to the graph will affect only its immediate neighbors, thus the rows and columns corresponding to distant vertices would not be affected. We conclude that the complexity of this stage is O(k 2α ), with α ≤ 2. The fact that nnz(v) = O(k α ) is a direct conclusion.
We now analyze the perturbation correction. For one eigenvalue, the correction consists of a multiplication of the form q T Cq = q T (Cq), this means O(nnz(C)) operations for Cq and O(n) operations for q T (Cq). Thus the total number of arithmetic operations for one eigenvalues is O(n + nnz(C)) and O(mn + m nnz(C)) for correcting all the eigenvalues.
For one eigenvector, we sum up m elements of the form q T Cq λ q . Based on the analysis before, each element is O(n + nnz(C)) operations to compute, resulting in O(mn + m nnz(C)) for one eigevector and The entire analysis is summarized in Table 6 .
