The Burnett Method
The method used to collect the data in this work was originally proposed by Burnett 3 in 1936 . This technique makes it possible to obtain accurate compressibility data for pure gases and gas mixtures without having to determine the volume and mass of the test gas at each experimental point. The method has been used successfully in recent years by numerous investigators 4-14 over wide ranges of temperature and pressure.
In using this method two volumes are placed in an accurately controlled temperature environment and the larger volume is charged with the test gas to some initial pressure Po. With the smaller volume evacuated each time, the gas is expanded in a series of steps to a low pressure. The information generated by this procedure is thus a series of pressures Po, el, P2 ..... Pj . . . (1) all measured for a single isotherm. An analysis of the method shows that the compressibility for each pressure point can be computed from the expression For this research, where small volumes of the test gas were not at the test temperature (dead-space volumes), the expressions presented above must be modified as described in references 11 and 12. In addition, the values of No and Po/Zo can be adjusted by consideration of the non-linear behaviour of the experimental points on a plot of vj(Zj -1) versus 1/vj as described in reference (5) or (15) .
This experiment was designed and data collected with the intention of using the data reduction procedure of reference (5) . In doing so, it was found that the results for helium in this range are extremely sensitive to the parameter Po/Zo, in addition to No. This led to the development of the double-optimization technique described in reference (15) , which was then used to reduce the helium data. The experimental data-point coverage was not the optimum required for this new analytical technique; this has introduced some scatter into the second virial coefficient results, but has only a small effect on the values of compressibilities, the results of principal interest in this investigation.
Experimental Apparatus
The Burnett cells used in this work w~re heavy-walled cylinders, machined end-to-end in a 3.in. d. x 12.375 in. bar of 347 stainless steel. The cell diameters were 1.5 in., with the volume of the larger cell 211.5 cm 3 and that of the smaller cell 41-1 cm 3. The resulting value of No is about 1.194 for the temperature range of this investigation. The cell block was clad with 0.25 in. copper to aid in the attainment of temperature uniformity.
The primary temperature measurement was made with a Leeds and Northrup Type 8164 platinum resistance thermometer completely inserted in a hole drilled into the cell material between the two chambers. The resistance was read on a type G-2 Mueller bridge. A copperconstantan difference thermocouple referenced to the thermometer was located inside each cell, and others were placed on the outside of the cell block to detect any possible temperature gradients. The e.m.f, values were read on a Leeds and Northrup Wenner potentiometer. Thus it was possible to detect cell gradients of the order of + 0.005 degK. The absolute temperatures reported in this work are considered constant and accurate to + 0.015 degK.
The Burnett cells were suspended on 0.040 in. diameter wires in the lower portion of a cryostat insulated with multilayer insulation as indicated in Figure 1 . An automaritally controlled resistance heater made from 28 gauge Chromel-A wire was located around the cells and an additional heater was placed in the upper portion of the cryostat. The cryostat was filled with liquid nitrogen for temperatures from 70 to 100 ° K, and with liquid argon for the 120 ° K isotherm. The temperature was maintained constant by controlling the vapour pressure of the bath fluid. The bath was stirred by means of the magnetic stirring arrangement indicated in Figure  1 . With this arrangement the bath temperature could be maintained within _+0.005 degK of the desired temperature for periods exceeding 30 min with only minor adjustments of the controls.
The Burnett cells were connected to an inlet valve, expansion valve, and exhaust valve that were located outside the cryostat. In addition, a differential pressure indicator and the capillary tubing used to connect it to the inlet line of the large cell were also located outside the cry ostat. The small volumes in the connecting lines, valves, and DPI constituted 'dead-space volumes' which had to be taken into account in analysing the data. The temperatures of the dead space volumes were measured with copper-constantan thermocouples, two of which were located on the lines leading from the valves to the cells. Two additional thermocouples were used to measure the temperature of the DPI and the valves. The temperatures of the dead-space volumes were recorded for each test point and averaged to obtain the dead-space temperature used in the data reduction. The total deadspace volume in this apparatus was about 0.8 cm 3.
The pressure was measured with a Ruska Type 2400.1 dead-weight gauge, with the oil side of the dead-weight gauge separated from the test gas by the Ruska Type 2416.1 differential pressure indicator. From an error analysis of the overall pressure measurement system, the absolute accuracy of the pressure measurement is considered to be AP= 1.26x 10 -4P+0.004 (lb/in 2) . . . (5) Liquid teve!. ~. 
Experimental Procedure
After evacuating the smaller cell to 20-30 la Hg and expanding the test gas from VI to V~, the temperature of the cells was frequently checked, and the vapour pressure controls and heater controls were manipulated so as to force the ceils to remain at the desired temperature during the time required to take a point (20-30 min after expansion). The difference thermocouples were also monitored and when the difference thermocouples in the cells had indicated readings less than 0.25 laV for 5 min the expansion valve was closed and the final null of the DPI was carried out. The cell temperature reading and the temperatures of the dead-space volumes were then recorded. Following this, the barometer reading was recorded and the gas expanded from the smaller cell and evacuation initiated. The room temperature, oil temperature, and exact weight used on the dead-weight gauge were then recorded. The average total time for one data point was about 70 miri.
Experimental Results

Compressibilities
The isotherms for helium were investigated using high purity helium supplied by the U.S. Bureau of Mines helium plant at Amarillo, Texas. The purity of the helium conformed to the specifications listed in Table 1 . The experimentally determined values of the compressibilities for helium are listed in Table 2 along with the computed values of the specific volumes. The number of experimental points for each isotherm is composed of the points for a complete run from 690 atm down to about 17 atm and the points for a partial run (6-8 points) at high pressures. The compressibilities for the data points of a partial run were obtained by fitting the reduced data for the full run to a fifth or sixth order polynomial in pressure and computing the compressibility factor for the last measured pressure of the partial run. By making the assumption that No is the same for the partial run as for ... (6) Knowing Po/Zo and No for the partial run permits tile computation of the compressibilities for the run. Table 3 Table 3 .
It is seen that in the range 0-100 arm the compressibilities from this work agree with the results of Holborn and Otto to within 0-3 per cent, while the agreement with the calculated results of Mann is somewhat better than 0.15 per cent.
Second Virial Coefficients
Second virial coefficients obtained from the experimental compressibility data at the four isotherms are shown in Figure 2 , and compared with those of previous investigators. Although these values exhibit some scatter, the overall agreement with previous work, especially the recent values of White, is satisfactory. As was discussed earlier, the experimental data were collected prior to, and in fact necessitated, the development of the modified data reduction technique. Is Thus it was not possible to run a data-point coverage to permit optimum use of the analytical reduction procedure. The scatter seen in Figure 2 is the result of small uncertainties in the lower-pressure compressibilities--wcll within the limits of accuracy to bc discussed in the final section of this paper.
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Fit of the Experimental Data to the Berlin Expansion
Each isotherm of helium was least-squares fitted to the Berlin expansion of compressibility in terms of a polynomial in pressure. The coefficients which were obtained for each isotherm are listed in Table 4 along with the standard deviation of the experimental values of compressibility from those computed from the polynomial. For all of the isotherms the fit is well within the expected error in the compressibilities. The coefficients listed in • Table 4 were used to compute values of the compressibility and specific volume of helium for even values of pressure. The results of these computations are presented in Table 5 .
Estimate of Errors
For the jth expansion, the compressibility factor Zj is given by equation (2) . It is possible to represent the error in this value as
AZj APj
Zj" = Pj + ENo,Po/Zo + JET + Ee . . (7) which includes error in pressure measurement, the interrelated errors associated with the data reduction constants No and Po/Zo, error in temperature measurement, and that due to incomplete evacuation of the small cell between expansions.
A set of typical values for these errors at 80 ° K indicates the estimated accuracy of the experimental results. The first term in equation (7) is approximately 1.26 x 10 -4 in the range of this investigation, and the last term, Ee, is 0.04 x 10 -4. Since the remaining two terms are strongly pressure dependent, values will be considered at about 20, 100, 300, and 600 aim. The error Elvo,Po/Zo can be expressed analytically, but is not conveniently separated due to the interrelation between errors in No and Po/Zo.
From the data reduction procedure,12, is it is estimated that No is accurate to + 0.00005 and Po/Zo to + 0-02 aim.
By a series of perturbations, the maximum value of E~ro,eo/Zo is found to be 4"1, 7.6, 9.7, 10.6 x I0 -4 at about 20, 100, 300, and 600 aim, respectively. The remaining term, ET, depends on zj and is found from the results to be 0.05, 0-2, 0-7, 1.1 x 10 -4 at these same pressures.
Consequently, the maximum errors in compressibility at 80 ° K are estimated to be 0-055 per cent at 20 atm, 0.091 per cent at 100 atm, 0.117 per cent at 300 atm, 0-13 per cent at 600 atm. This accuracy is felt to be quite acceptable for compressibility data and subsequent computation of thermodynamic properties.
TABLE 4. BERLIN COEFFICIENTS Z --" A" + B'P + C'P = + D'P s + E'P 4 + F'P 6 + G'P e (Pressure in atmospheres)
Temperature (°K) Standard deviation
A' B' x 10 s C' x 10' D' x 10' E' x 10 zz F' x 1016 G' x 10 is 70 0.265 x 10 -~ 
