Optical imaging and tomography in tissues can facilitate the quantitative study of several important chromophores and fluorophores. Several theoretical models have been validated for diffuse photon propagation in highly scattering and low-absorbing media that describe the optical appearance of tissues in the near-infrared (NIR) region. However, these models are not generally applicable to quantitative optical investigations in the visible because of the significantly higher tissue absorption in this spectral region compared with that in the NIR. We performed photon measurements through highly scattering and absorbing media for ratios of the absorption coefficient to the reduced scattering coefficient ranging approximately from zero to one. We examined experimentally the performance of the absorption-dependent diffusion coefficient defined by Aronson and Corngold [J. Opt. Soc. Am. A 16, 1066 (1999)] for quantitative estimations of photon propagation in the lowand high-absorption regimes. Through steady-state measurements we verified that the transmitted intensity is well described by the diffusion equation by considering a modified diffusion coefficient with a nonlinear dependence on the absorption. This study confirms that simple analytical solutions based on the diffusion approximation are suitable even for high-absorption regimes and shows that diffusion-approximation-based models are valid for quantitative measurements and tomographic imaging of tissues in the visible.
INTRODUCTION
The diffusion approximation (DA) 1 to the radiative transport equation [1] [2] [3] has been widely used for modeling photon propagation within biological media in the nearinfrared (NIR) region where high photon penetration can be achieved because of the low absorption of tissue in the 650-1000-nm range. 4, 5 The DA is a robust model in this low-absorption range and has been widely used since it offers practical solutions with good accuracy. There are many works that deal with the limits of the DA (see for example Refs. 6 and 7) or with the accurate expression for the diffusion coefficient D. 1, 5, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] However, except for some theoretical and general work such as that presented in Refs. 23, 25 , and 26, most results that deal either with experiments or simulations are in any case studying relatively low absorption values, the absorption coefficient a being almost an order of magnitude smaller than the reduced scattering coefficient s Ј . In this regime, the differences between the absorption-dependent and absorption-independent diffusion coefficients are very subtle, with values generally lower than the experimental error. Hence the most commonly used approximations for the diffusion coefficient, namely, D ϭ In this work we concentrate on studying the use of the DA in limiting cases where the absorption coefficient becomes comparable with the scattering coefficient. This study becomes of practical interest for in vivo optical imaging in the visible since it could allow quantitative investigations of several important chromophores and fluorophores that absorb in the 400-600-nm range. Of particular importance has become the quantitative imaging of bioluminescent markers and fluorescent proteins because of their the immense implications for the study of gene expression, cell migration, and drug efficacy in deep in vivo animal tissue. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] While penetration depth is significantly lower in the visible compared with that in the NIR, recent results suggest that imaging in the visible in small animals is feasible for surface and subsurface investigations. [33] [34] [35] A very attractive option for quantitative models of photon propagation in the visible is to employ a modified diffusion coefficient that takes into account the photon propagation differences between the visible and the NIR. This could allow the use of the same theoretical framework developed for the NIR to quantify and perform tomographic imaging in the visible as well. We have found that a complete and manageable derivation for the diffusion coefficient is that presented in Ref. 25 , where an absorption-dependent expression is presented that is valid for all values of a . However, we realized that the expression for D put forward in Ref. 25 may not be easily applied by those not familiar with the formal theoretical formulation. Therefore we focused this work first on deriving a more manageable expression for the diffusion equation that can be easily applied to the DA framework. Then we experimentally examined the limits of validity of this approach in regimes of increasing absorption. We believe that the work presented here will allow the application of DA models originally developed for the NIR to the visible spectral window as well.
In Section 2 we present the absorption-dependent expression for the diffusion coefficient for the isotropic and anisotropic scattering cases. In Section 3 we describe the experiments and materials used. Results are presented and discussed in Section 4. We conclude in Section 5.
ABSORPTION-DEPENDENT DIFFUSION COEFFICIENT
Several expressions for the diffusion coefficient have been derived in the past on the basis of different approximate solutions of the transport equation. 2, 10, 11, [13] [14] [15] [16] [17] [21] [22] [23] [24] [25] [26] [38] [39] [40] Making use of previous reported results, we intend to present an expression for the diffusion coefficient that depends in a relatively simple manner on the three main optical properties used in in vivo experiments, namely, the reduced scattering coefficient s Ј , the absorption coefficient a , and the anisotropy factor g. We shall validate this expression experimentally for regimes of both low and very high absorption. For this derivation, we have found that the expressions presented in Ref. 25 are easy to work with and yield accurate results when one uses the DA in the visible range.
Following Ref. 25 , the correct derivation of D must be obtained from the value of the diffusion length, i.e., the decay rate of the intensity in an infinite medium at late times compared with the transport mean free path. Within the DA the diffusion length L d is defined as
A useful way to represent the absorption dependence is by writing the diffusion coefficient as
where a will generally depend on the absorption, scattering, and anisotropy of the medium. 
giving a value of a ϭ 0.2. We have checked numerically the different values of a given by Eq. (3) for a large number of values of absorption and scattering (for values of a / s from 0 to 1), and we have found that a ϭ 0.2 is a good approximation in general for the isotropic scattering case, showing deviations from this value of less than 5%. This expression, however, is not accurate when experiments in tissue are pursued because of the high anisotropy present [typical values of g in tissue range from g ϭ 0.7 to 0.95 (Ref. 41) ]. We shall therefore now consider the most general anisotropic scattering case.
B. Anisotropic Scattering
An expression valid for the general anisotropic case was derived in the late 1940s by Holte 38 and presented in the form that we show here in Refs. 25 and 42. Since it is the most relevant form for in vivo experiments, we shall consider only the case of a Henyey-Greenstein phase function. 43 In this case the h l variables presented in Ref. 
Note that here we have chosen to express D in terms of the reduced scattering coefficient s Ј , which is the relevant quantity in scattering experiments in anisotropic media. One main difference between Eq. (5) and most commonly used expressions (namely, with a ϭ 0 or a ϭ 1) is that in this case the value of the anisotropy factor g must be known a priori. From Eq. (5) we see that the diffusion coefficient depends nonlinearly on the scattering and the absorption properties of the medium. The expression for a is found from Eq. (5) and Eq. (2) as
We have found that the deviation in the value of a when considering higher-order contributions [i.e., Eq. (14) of Ref. 25] in the derivation of D is less than 2%. Typical values of a range from 0.2 to 0.6, being of the order of 0.5-0.55 in the case of tissue in the visible, assuming an anisotropy factor of g ϳ 0.8. Note that for the isotropic scattering case g ϭ 0 we recover in Eq. (6) the a ϭ 0.2 value obtained in Eq. (4) . If the classical description of the diffusion coefficient is used (namely, with a ϭ 0 or a ϭ 1), the diffusion approximation yields inaccurate results in the cases of high absorption, as will be show below.
MATERIALS AND METHODS
We studied the performance of the absorption-dependent expression of the diffusion coefficient, Eq. (5) (5) experimentally we performed successive titrations of known amounts of ink in a medium of known scattering properties and spatially resolved the transmitted light through a slab geometry. We then fitted the collected intensity data with the solution to the diffusion equation for a slab by using the method of images. 5 Both measurements and numerical results are reported with reference to the propagation of photons emitted by isotropic, pointlike sources. In the following we detail the experimental setup and procedures used for these measurements.
A. Experimental Setup
We employed a previously described tomographic scanner developed for small animal imaging. 32 The setup consists of a slablike container, which we filled with an absorbing and scattering liquid. A set of 32 100-m multimode fibers (Thorlabs Inc., Newton, N.J.) are mounted on a sliding plate so that the slab thickness can be variable. The plate was coated with a highly absorbing black paint to reduce unwanted reflections. Light propagating in the chamber is collected in transmittance through a glass window, through which we focused a CCD camera (Roper Scientific, Princeton Instruments, Trenton, N.J.) using a Nikkor, 60-mm f/2.8 lens (Nikon, Melville, N.Y.). The light source employed was a 672-nm cw diode laser (B&W Tek, Newark, Del.) with adjustable light power reaching a maximum of 100 mW. The incidence signal is distributed to the illuminating fibers via a programmable optical switch (Dicon FiberOptics, Berkeley, Calif.). For most results presented, a single fiber position located at the center of the imaging area was used.
For all the experiments performed, laser power was kept constant. To maximize the signal-to-noise ratio over the large dynamic range of photon intensities considered, appropriate neutral-density filters were placed in front of the CCD camera lens and fine-tuned by adjusting the exposure time at each measurement.
B. Scattering and Absorbing Media
To control the scattering properties of our medium, we employed a diluted Intralipid-water solution (Fresenius Kabi Clayton, L.P., Clayton, N.C.) using different concentrations, 1% and 0.5%. The absorbing properties of the solution were changed by adding appropriate amounts of India ink. Two different sets of measurements were considered. The first set consisted of a total of 12 ink titrations ranging from 0 to 100 ppm that were added to a solution with constant Intralipid concentration of 0.5%, with expected reduced scattering coefficient of s Ј ϳ 6 cm Ϫ1 . The second set consisted of repeating the previous experiment for Intralipid concentrations of 1%, which yields an expected reduced scattering coefficient of s Ј ϳ 12 cm Ϫ1 . The optical properties of the dye-free, Intralipid solution were determined from time-resolved and steady-state measurements, calibrating the relationship between the concentration of Intralipid and the reduced scattering coefficient. The relationship between the concentration of India ink and the absorption coefficient was contrasted with a calibrated U3000 Hitachi Instruments spectrophotometer. In all cases presented, the anisotropy factor used was g ϭ 0.8.
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C. Data Fitting
For the values of s Ј considered, the diffusing medium was sufficiently wide to act as an infinitely extended medium in the x and y directions, even for the smallest values of a . The thickness of the plate was fixed at L ϭ 1 cm. The theory used was the solution to the DA in a slab geometry by the method of images 5 with 101 image dipoles to ensure convergence. The boundary conditions were applied through an extrapolated distance l ext defined as
where the coefficient C nd takes into account the difference in index of refraction 45 between the Intralipid solution with index of refraction n ϭ 1.33 and air, yielding values of C nd ϭ 5 (note that in the index-matched case C nd ϭ 2). Note further that in the high-absorption case the extrapolated distance will also be absorptiondependent. The expression for D used in Eq. (7) and in the slab solution to the DA was that given in Eq. (5). Since we are dealing with cw measurements, only one quantity may be extracted from the fitting procedure. In all cases we assumed that the scattering properties of the medium were known, and thus fitted the best value of a with a multidimensional, unconstrained, nonlinear minimization algorithm (Nelder-Mead simplex method 46 ). In all cases, excellent agreement between the fit and the experiment was reached. As may be seen from Fig. 1 , all expressions give a linear dependence for low values of absorption up to a Ͻ 0.3 s Ј . As mentioned in Section 1 most of the previously reported experimental work on the subject explored only this domain and compared the experimental results with the solutions of the diffusion equation obtained with D for values of a ϭ 0 and a ϭ 1 [see Eq. (2)]. However, for high absorption the values obtained with the absorption-independent expression clearly deviate nonlinearly from the expected ones, yielding errors as high as 70%. As absorption increases it is expected that this error will also increase nonlinearly. The values obtained when using a ϭ 1 show a much smaller deviation than with a ϭ 0, but still clearly deviate from a linear dependence. On the other hand the absorption-dependent expression proposed here and in Ref. 25 (2) and (6)] ranged from a ϭ 0.555 to 0.52. Results similar to those presented in Fig. 1 were obtained for the s Ј ϭ 12-cm Ϫ1 case, and are summarized in Table 1 . There the deviations from the linear dependence are smaller as a result of the smaller ratio of absorption to reduced scattering coefficient achieved.
RESULTS AND DISCUSSION
The deviation from the expected linear dependence of the retrieved absorption coefficient versus the ink titrations is presented in Table 1 . The findings tabulated are the result of fitting the data to a linear expression of the form a ϭ B 1 ͓ink͔, where ͓ink͔ is the ink concentration, and to a second-order polynomial of the form a ϭ A ϩ B 1 ͓ink͔ ϩ B 2 ͓ink͔ 2 . The second-order coefficient B 2 in this case reveals the curvature of the data and is therefore indicative of the nonlinearity present in the recovered absorption values. For the linear-fit case we present the standard deviation (STD) from the fit and the correlation coefficient r. In the second-order-fit case we present the factor B 2 . These results are presented for the same cases exposed in Fig. 1 , namely, the absorptionand scattering-dependent a shown in Eq. (6) (6), retrieving very accurate linear fits for the dependence between ink titration and absorption coefficient. As mentioned in Section 2 one drawback of using Eq. (6) is that the anisotropy factor g must be known a priori. This factor is generally not known, especially when performing optical tomography in vivo. However, what is known is that the values of g expected in tissue range from g ϭ 0.7 to 0.95. 41 To study the effect that an overestimation or underestimation of g will have in the retrieved absorption coefficient, we plot in Fig. 2 the deviation from the fitted values for g ϭ 0.8 in the s Ј ϳ 12-cm Ϫ1 case with g ϭ 0.7, g ϭ 0.9, or g ϭ 0.95. As a reference we also include the STD of the data when using Eq. (6) for seven different source positions [the center source and six sources equidistant (0.35 cm) from the center] as a measure of the error in retrieving the absorption coefficient. This figure clearly shows that the error introduced when using a different value of g that is still within the values found in tissue is much smaller than the experimental error obtained when fitting for the absorption coefficient.
CONCLUSIONS
By using a highly sensitive experimental setup, we could accurately measure intensities in low-absorbing and highly absorbing media. We explored variations of up to dated the use of the diffusion approximation in situations of high absorption. The main conclusion of this experiment is that the diffusion equation is satisfactorily accurate for modeling light propagation through homogeneous, highly absorbing, highly anisotropic media provided that an absorption-dependent expression for the diffusion coefficient of the type D ϭ 1 3 ͓ s Ј ϩ a a ͔ is used.
We have shown that the expression for D presented here is an excellent approximation even when high absorption ( a Ϸ s Ј) and high anisotropy ( g ϭ 0.8) are considered.
Even though this expression for the diffusion coefficient needs a priori knowledge of the anisotropy factor, we have shown that the variation introduced for the range of values found in tissue is much smaller than the experimental error introduced when retrieving the absorption coefficient. On the basis of the results presented, we believe that use of a general value g ϭ 0.8 will not impair the accuracy of the absorption-dependent expression for D, while retaining its simplicity.
It is interesting to note that the experiments confirm that any value of a can be interchangeably used for absorption coefficients of up to 1 cm Ϫ1 and 1.5 cm Ϫ1 corresponding to a / s Ј ratios of 1:7 and 1:5, respectively.
However, the exact selection of a will play a role in quantification for higher absorption values (i.e., greater a / s Ј ratios). Our findings indicate that quantification errors as high as 70% or even more are to be expected in the presence of high absorption if not using the absorption dependent coefficient of Eq. (5) is not used but previously defined solutions for D are used instead. From preliminary time-resolved studies (results not shown) we have seen that these results are general and will also hold for time-resolved experiments. We intend now to translate diffuse optical tomography principles 47 for performing tomography in the visible wavelength range by using the absorption-dependent diffusion coefficient presented here. We believe that the implications of this work will be of importance, specifically in the area of tissue imaging and characterization in the visible.
