





























自発 的な視 覚的探索 は,複 雑性,新 奇性,曖 昧性,不 調和,驚 き,変 化 などの刺激特性 に
よって生起す る と考 え られ る(Berlyne,1965)。
Hunt(1965)は,これ ら諸特性は,生 活体 と刺激 との情報的相互交渉 の過程 にお いて起
こる認知 的葛藤,す なわ ち既有 のシ ェマ(知 識)と 刺激情報 との間 の不一致(incongruity)
に よって引き起 こされ る と主張す る。 さらに,彼 は,こ の不一致 の程度 には最適水準が存す
る とし,不 一致 の程度 と自発的 な視覚的探索 の間 には逆U字 型 の関数関係が存在す ると考え
る。 これ と同様 の理論は,生 理学的 な指標 であ る覚醒水準(arousalIevel)からよ り高次 の
コーデ ィングのレベルにいた るさまざまなレベルに注 目す る理論家たちに繰 り返 し述べ られ
てい る(Walker,1973;Nu亘nally,1973;Deci,1975;Dorfman&Smith,1975)。
一方,こ の理論的考察を検証すべ き実験事態におい て,最 も数多 く行われ,最 も客観的 な
手法を導入 されてい るパ ラダイ ムは,複 雑性 の概念をその独立変数 として操作す るものであ
ろ う。 これ らは用 い られ る刺激 の特性に応 じて以下 の3種 に大別 され る。
a.Berlyne型の刺 激
自発的 な視覚的探索の理 論家の中 ではパ イオニア的存在 であ るBerlyne(1957,1958)が
その実験 の際に直感的に作成 した刺激に代表 され る。刺激図形 の要素の数を一定に した上で
そ の質に差を もたせた もの(要 素の異質性,不 規則性,等)お よび,要 素の数そ のものを変
化 させた ものを共に複雑性 の指標 とす るが,こ れ と自発的探索 とは正の相関を持つ ことが見
い出 されてい る(Berlyne,1957,1958;Day,1966;Greenberger,1967)。しか しなが ら,
ここで操作 された複雑性は各刺激 セ ッ ト内 での相対的尺度にす ぎず,尺 度の一般 化には以下
の刺激が よ り適切 であろ う。
b.ラ ンダム刺激
情報理論的観点 よ り作成 された ドッ トパ ターン,プ ロ ヅク図形,ラ ンダム幾何図形を用 い
る。評定 された複雑性 との一致を 目標 として開発 された手法(Attneave,1956,1957)を援
用 し,幾 何図形の辺数を複雑性 の指標 とす る研究が多数を しめ る。
Lemond(1978)はランダム幾何 図形(辺 数3-200)を用 い,複 雑性 と自発的探索 との間
に正の相関を報 告す る。 一方,同 様 の図形(辺 数4-40)を用 いたAitkin(1974)は,有意






行わせ,こ れ と自発的な視覚的探索 との間に正の相関を見いだしている。
これ らの結果を見 る限 りでは,さ きに述べた理論的考察が支持されているとはいえないだ
ろう。刺激 とシェマの不一致の最適水準の存在を示す逆U字 型の曲線よりもむしろ直線的な
正の相関を示す 結果 が多いのである。Nunnally(1973)によれぽ複雑性を独立変数 として




雑性」 とい う1つの判断次元上での変数にすぎず,シ ェマと刺激情報 との不一致を直接示す
ものではなかったためこの不整合が生じたと考察される。
稲垣(1981)もまた 「現在までの処,こ のズレ(不一致)の 程度をあらかじめ測定する方
法が考案されていず,循 環論的な説明概念でしかない という批判もある。」 と述ぺ,こ の理
論を実証することの困難さを指摘する。
それでは,こ の不一致の程度を指し示すにはどのような方略が考えられるだろ うか。まず
一致する点(基 準)を 定め,そ こか らの距離をもって不一致の測度 とし,さ らにそれによっ
て不一致の最適水準を見いだすことができよう。Deci(1975)はこのような基準に相当す る






1.基 本 仮 定
知覚対象 の複雑性(あ るいは単純性)の 同定 に 物理学的手法 を用 い ようとす るAttneave
(1956,1957)やHochberg(1957,1960)らの情報理論 的接近 法に端 を発す る構i造的情報
理論(StructualInformationTheory)は,彼らの客観 的分析法 に加 えて,知 覚経験 の 「構
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造性」 を重視す るGestalt心理学 の概念 をその基 本仮定 に導入 し ようとす る。
この理論 の提 唱者 であるL6e面enbergらkよれ ぽ,知 覚行 為は能動 的な ものであ り,生
活体 は刺 激に直面す るや否やなん らか の解釈(玉nterpretation)を行 うと さ れ る(Buffart,
Leeuwennberg,&Restle,1981)。
この際の解 釈(あ るいはclassi丘cation)には無限に近い 可 能 性が考 え られるが,生 活体
は これ らの中か ら最 も不規則性(irregularity)の小 さい解釈 を選好(prefer)する。 これ は
力学的な概念であ る最小作用 の原理を内的必然性 として有 す る 簡 潔 性 の 原 理(principles
ofpreg簸孤Cy)に一致す る。
構 造的情報理論 において この仮定 は コーデ ィング言語に よって表現 され る。あ る対 象はま
ず線分,角 度 を用 いて コー ド化 され,下 位の コー ド(原 コー ド,primitivecode)へと変換
され る。 さらに,原 コー ドの中で見 い出 された構 造が より統合的 な コー ドを用い て表現 され,
最終 的に は最 も簡潔 な コー ドが産 出 され るとい う過程 が想定 され てお り,こ れに沿 った具体
的な手続 きが考案 され ている。
2.コ ー ド化
(1)コ ー ド
Fig。1.A,Bはそれぞれ○お よび● に よって構成 され た正 方形 として 知 覚 され うるが,
○ ○ ● ●








諸 コー ドのうち,最 初に作成されるものを原 コー ド(primitivecode)と呼ぶが,こ れは
当該図形の輪郭をたどり,その中から,大 きさの等しい角,長 さの等しい線分を抽出してシ
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ンボル化 し,そ れ らを順に併記す ることに よって得 られる。
Fig.2.において,2種 の線分 をそれ ぞれ えμ,直角を αとシ ンボル化すれぽ,
λαμαλαμ
と記述 できる。 ただし,出 発 点 とその方向は
任意 に定 め られ るため,他 に幾 通 りかの原 コ
ー ドが考 え られ る。例 えば,右 下 隅か ら上 方
α向へ の コー ドは,
口
μ・λαμαλ 一ゆ λ
となる。 これ ら可能 な原 コー ドの中か ら以下Fig .aArecta皿gleandsy皿b。1s.
に述べ る コー ドの単純化 の最 も有利 な ものが
採用 され る。
(3)コー ドの単純化
所与 の原 コー ドに,対 象 とは独立 な操作 を加 え,コ ー ド内のシ ンボル数を減少 させ る。
こ こでは簡潔性 の原理 が強 調され,そ の操作子(operators)とし て 「よい 形」 の 要 因
.(factorsofgoodformDこ属す る 「対 称性」 や 「規則性」 の概念が導入 されてい る。
以下 に代表 的な操作子 と,そ の処理例 を示す。
a,反 復(lteration)
中断や変化 なしにあるシ ンボル がn回 繰 り返 されている。 →n綬)
e.9.abl〕bc=a3*(b)c
b.連 続(Continuation)
あるユ ニッ トが繰 り返 され つつ 出発 点に戻 る。 →@*()
e.9.abababab(正方形)=@*(ab)
さ らに,あ る直線 がす でに存在 してい る線分の末端 または交点 まで続 くときには@*(0)
とす る。
こ こでは連続 の端 は コー ド化 しつつあ る図形に関連 させて決定 されてお り,単 な るシンボ
ル上 の操作 の範 囲を越 える。
c.対 称性(Symmetry)










ここでは 〈 〉 内の各 シ ンボルは,全 ての分配 を表現す るため何度 で も使用 で きる。数学
上 の分配法則(distributivelaw)とは異 な り,〈 〉 内のシ ンボル数 は原 コー ドのシ ンボル
数 の関数 ではない。
e.シ ンボル化(Symbolization)
原 コー ド内でシンボル のユニ ッ トが複数 回出現す る。
e.g.abcabdeab講xcxdex(x=ab)
f.下 位 コー ド




これ らの操作 に より,原 コー ドは,も っとも簡潔 なシ ンボル数 の少 ない コー ドへ と統 合さ
れ るが,こ の コー ドを最小 コー ド(mimimumcode)と呼 ぶ。
3.構造的情報量
Leeuwenberg(1969,1971)はコー ド内のシ ンボル,反 復 の回数 を示す数字 お よび,対 称







(最小 コー ド)@*(α の1-2
とな り,最 小 コー ドにおいて1の 値は最小 となる。 この値 は コー ド内の 不規則性(irregu-
larity)を表現 し,複 雑性(単 純性)の 指標 として考え られ る。 生活体 は一般 に,多 様 な解





は,あ る対象に対して可能な各 コー ドめ構造 的情報量(1)を 比較するこ
とに よって当該対象の曖昧性を予測す ることが
可能 であ るとす るが,Bu妊artら(1981,1983)
は これを視覚的完結化(visualcompletion)現
象を用 いて実証 してい る。
視覚的完結化 は,あ る 図 形 が別 の 図 形 を
overlapしてい るかの ごとき知覚を与え る現象
であ る(Fig.3.参照)。本来 どのよ うな感覚情
報を与え られていないに も関わ らず何 らかの感




よ り解釈が与え られてい る。
Ratoothら(1949)はCue理論に基づ き,
す る(Fig.4.A参照)。 しか し,Kanizsa(1975)は,
Fig.3.AnexampleofvisuaI
coエnpletion.
図形 内のT字 型 パター ンが完 結化 をまね くと
T字 型 苓 ター ンは存在す るに も関
わ らず,完 結化を導か ない図形 を例示 しつつ この理論 を批判す る(Fig.4.B参照)。
一方,Gestalt理論家達 は,完 結 され る図形 を 「よい形」 に しよ うとす る知 覚過程 の性質
に よって この現象 を説 明し ようとす る。Dinnerstein&Wertheimer(1957)はこれに現 象






る単純性,規 則性,秩 序,調 和等の概念の定義の曖昧さについて指摘する。すなわち,どの
ような図形に対してどの概念が有効であるのか,ま た,諸 概念はどの ように関連しあ うのか
についての分析が要求されていると言えよう。
これを克服する方略の1つ として,質的指標であるこれらの概念を特定の次元上で量化す
ることが考えられるが}以 下に述べる構造的情報理論に よる分析はこれに寄与するだろ う。
2.完結化 かモザイクか



























Fig.5.Cモザ イク的解釈につい ても同様 の コー ド化を行え ぽ,そ の最小 コー ドは
〈(@(λαλ))〉＼〈(一α)(α@(0)一α@(0))>1-6
とな る。
両者の最小 コー ドの構造的情報量(1)を 比較す る とき,完 結化 的解釈 の方が 小さ く,こ
の図形 では完結化 された図形が知覚 されやす い ことが予測 され る。
B雌artら(1981,1983)では,完 結化 の可能性に分散 のある25図形(Fig.6.)について,
被験者に,知 覚 した図形を報告 させ てい る。
25図形は,各 図形 の完結化的解釈 の1と モザ イ ク的解釈 の1と の比較 に よって以下 の3カ
テ ゴ リーに分類 されていた。
a.完 結化図形(完 結化の1<モ ザイ クの1)
b.曖 昧図形(完 結化の1一 モザ イクの1)
C.モ ザイ ク図形(完 結化の1>モ ザイ クの1)
各 カテ ゴ リーに対す る被験者 の完結化の率は,a.一96%,b.一45%,c.一10%とな り,予
測の妥当性を示す(Fig.7.参照)。
また,こ の結果 よ り,構 造的情報理論に よる予測はCue理 論や,単 一のGestalt要因に
よる解釈 の矛盾を補正す ることが明 らか であ る。例えぽ,Fig.6.No.13図形は,Cue理 論
とは矛盾 した見 え(モ ザイ ク的解釈)を 与え るが,上 の分析法 を用 いれ ば,No.13図形 の
完結化 的解釈 の最 少の1は8,モ ザイ ク的解 釈の1は7と な り,モ ザ イク的見えが予想 され
る。 さらにGestalt理論におけ る対称性の要因についてみ る と,Fig.6.No.3図形は完結
化的解釈 の とき対称軸 を持 ち,モ ザ イク的解釈の時には持たない。実験 では被験者の77%が
モザイ ク的解釈 を行い対称 性が完結化の条件 とはな らない ことを示 すが,構 造的情報理論に
よれ ぽ この傾 向を予測 で きるのであ る(Table3参照)。
Bu鉦artら(1981,1983)は,その他,良 き連続の要因やfamiliarityの要 因に よる解 釈で
は説 明不可能 な結果について もこの分析に よって予測 が可能であ ることを示 してい る。
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視覚的完結化現象 において,構 造 的情報理 論適用 の妥当性は,他 の諸見解 のそれを凌駕す
る と考 え られ よう。
さて,完 結化一 モザ イ クの事態 において両者 を対極 にあ るもの と仮定 す るな らぽ,そ の中
間 に存す る曖昧 な領域 を想定す ることがで きる。上 の実験 ではb.に 属す る図形 がそれに該
当す る。 これ らの図形 は完結化 的解釈 の最小 の1と モザイ ク的解釈 の最 小の1と が等 し く,
両解釈が等 しい複雑性(単 純性)を 有 し,反 応確率 がチ ャンス レベルになる と予 想 され る。
上述 のご とく,実 験 ではこれ らの図形 に完結化 的解釈 を与 える ものが45%とな り,ほ ぼ理 論
値 に相当す る。
しか しなが ら,個 々の図形 の出現 率の分散は大 き く(Fig.7.参照),最少 の1の みでは予測
ので きない曖昧性の程度差が存在す ることも示唆 され る。 これ を量化す るた めに,Leeuwe-
nbergら(Leeuwenberg&Buffart,1983;Buf〔art,Leeuwenberg&Restle,1983)は次
項 に概説す る下位分析を行 う。
3.曖昧性の数量化
(1)抽象 コー ド
」Tablelの文字列aaaaab(原 コー ド)に 対応す る最小 コー ドは1つ しか存在 しないが,
単一 の最小 コー ドを特定 できない曖昧事態におい ては,そ の他 の コー ド(構 造)を 考慮に い
















は諸 コー ドの シンボルを変数(xyz…)に 置 き換え るこ とに よって可能に なる。
この よ うな コー ドを抽象 コー ド(abstructcode)と呼び,対 象 の構造及 び不規則性のみを
表現す るもの と定義 され る。抽 象 コー ドの導入は,コ ー ド化 の過程におけ る可逆性を保証す
ることにな る(Attneave,1974)。生活 体は(抽 象的)最 小 コー ドか ら(抽 象的)原 コー ド
を再構成す る と仮 定 され,そ れに よって,コ ー ド
間の関係の分 析が可能 とな る(Collard&Buffart,
1982)。
また,(抽 象 的)原 コー ドは実在 の 対 象 で は な
く,同 じ構造 を持つ全 てのパ ター ンの集合 を表す と
仮定 されてお り,集 合の概 念を用 いた分析が可 能 と
な る。Table1の2つ の(抽 象的)原 コー ドをベ ン
図(Fig.8.)に変換す る ことに よって,最 小 コー ド
が他 の コー ドよりパ ター ンの構造 を正確に表現す る
ことを 図示す る こともでき よう。
(2)相補的 コー ド
(抽象的)最 小 コー ドは常にパ ターン内 の全 ての
不規則性を表現す るとは限 らない。最小 コー ドに他
の コー ドを付加す ることに よって初めて完全に不規
則性を表現 で きる場合があ る(Leeuwenberg,1978;
vanTuijl&Leeuwenberg,1979)。す なわち,こ
れ ら両抽 象 コー ドの集 合の交わ りの部分 のみが もと
のパターンを完全 に復元 できる 場 合が あ る が,こ





































1つの対 象につ き,最 小 コー ドが2個 以上存在す
る とき,生 活体 はその選択 において認知 的葛藤に直
面す るこ とに なる。彼 は,こ の事態 を解 消す るため,
他 の構造(コ ー ド)を 用 いて当該対 象を表 象 し,選
択 の手がか りを得 ようとす る。
例 えぽ,文 字列aaaaは そ の抽 象 コー ドをa.
xxxx=4*x(1=2),1).xxxy=3*xy(1漏3),
c.xxyy=2*x2*y(1=4)etc.とす ることがで
きる。 この時,最 少 コー ドはa.で あ るが,相 補 的
コー ドとなるb.,c.の集合の交わ りに よって もa.と








曖 昧な事態において相補的 コー ドは2個 の最小 コー ドそれ ぞれに関 して各1組 が仮定 され
るが,こ れ らは最小 コー ドを持つパ ター ンを水平,垂 直方 向に移動 させ た移動 図形(shifted
displayorinventeddisplay)より得 られ る(Fig.11.参照)。
この よ うに して作成 した相補的 コー ドの各 々の構造的情報量(1)を 比較す る ことに よっ
て,2つ の解 釈の選好の差を予測す るこ とが できる。
Fig.11.において,解 釈Aに つ いての2つ の相補 的 コー ドの うち,少 ない方(A1)の1
は8,一 方,解 釈Bに ついては8(B1)と な り,こ の段階 では両解釈 の選好は共にチ ャン
スレベル にある。 そ こで さらに 他 の一方 の 相補的 コー ドを 比較 すれば,解 釈Aに ついては
1-9(A2),解釈Bに つ いては1-10(B2)と な り,こ こで解釈Aに 対 す る選好 が 予測 さ
れ る。 この時,解 釈Aの 生起確率 はFig.12-3のモデル に 基 づ き,62.5%(1×登×碁+
碁×告×垂+麦×巻一書)と算 出され,こ れに よって量 的な指標 が得 られ る。
また,こ の段階 でもなお1の 値が等 しい時,そ の確 率は50%,相補 的 コー ドの最小値 ど う
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Fig.6.の図形 中,曖 昧な もの として分類 された15図形につ き この分析 に よる理論値 と,
実験値 とを比較す ると,そ の回帰相関は0.97(切片0.11,分 散0.056)を示す。最 小 コ
ー ドが3個 以上存在す る図形について も同様 の手続 きに よって理論値が得 られ るが,15図形
個 々の分析及 び理 論値,実 験値 をTable3に 掲げ る。
4.分析法の適用
構造 的情報理論 に よる分 析はさ まざまな知覚現象に適用 されつつあ るが その結果 の一部を
以下 にあげる。
(1)複 雑 性
3次元 図形 の構造 的情報量(1)と 判 断された複雑 性 との相 関は0.94,また再生時のエ ラ
ー との相関は0.87を示す(Leeuwenberg,197P。さ らに,連 続す る音についての1と,判
断された複雑性 との間 には0.85の相 関が見 い出されている(Leeuwenberg,1978)。
この測度は,対 象 の不規則性(irregularity)を表 現 す るもの として 定 義 されているが,
Butler(1982)の指摘す るよ うに,複 雑性(単 純性)を 表現す る もの として も考 え得 るだろ
う。
(2)選好(preference)
あ る対象につい て相補的 コー ドが存在す る とき,生 活体 は,こ の2つ の コー ドの間で解釈
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を変化 させ ることがあ る。2つ の コー ドの どち らかを選好す るかは,そ れぞれの コー ドの1
に よ り決定 され る。すなわち,解 釈Aを 解釈Bよ り好 む割 合(P)は,そ れぞれの コー ドの1
の比率 と単調増加関係にあ る と仮定 され てお り,以 下 の式 が与 え られ てい る(Leeuwenberg
&BuHlart,1983)。
P(A>B)=1(B):1(A)
例えば,あ る対象につ き,相 補的な2つ のコー ドが存在 し,そ れぞれの1が2お よび3の
時,前 者が好 まれ る値は3/2-1.5とな る。Leeuwenbergら(1984)では図一 地の事態に
おいて,あ る部分が図にな る場合 と,地 に なる場合 とを上式を用いて比較 し,図(地)に な
りやす さを予 測 している(実 験値 との相 関0.96)。
さらに,こ の式は,明 るさ対比(Leeuwenberg,1982),ネオン錯視(vanTuij1&Leとu-
wenberg1979),聴覚におけ る カ クテルパーテ ィ現 象(Leeuwenberg,1978),あるいは,
実験美学的分析(Boselie&Leeuwenberg,1985)など,広 範 な知 覚現 象へ の適用 が試 み ら




を眼にするや否や,そ の言語的記述よりはるかに大きい情 報を持った 印象 を得ることにな
る。それ故,知 覚過程は言語的操作以外の,よ り効率的な操作体系を持つと考えられるが,





論は知覚過程 とのアナロジーとい う意味では検証されていないとし,さ らに,彼 らが理論構





それには,ま ず単純性(複 雑性)を 量化する方法が問題 となるが,そ の定義の曖昧さなど
の原因により量化はきわめて困難なものと考えられてお り,公式的あるいは普遍的に単純性
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を算出す る方法は存在 しない と述べ る研究 者 もい る(Goodman,1972)。
それに対 し,Hochberg&McAlister(1953)やAttneave&Frost(1969)は簡 潔性
の原理を仮定 しつつ,単 純性(複 雑性)は 図形の角数,辺 数,交 点の数な どの要素に よって
定義 され ることを示 した。一方,構 造的情報理諦 とおいて も簡潔性の原理が仮定 され るが,
ここでは単純性はGestalt要因 の統合 された もの(構 造的情報量(1))と して表現 されて
い ると言え る。
構造 的情報理 論に基づ き,量 的指標に よ り表 現 された複雑性(単 純性)は,既 述 した よう
に,そ の評 定値 との間に高い相関を持つ。 また,生 活体は,そ の知覚 の際に,こ の指標に よ
って よ り単純であ るとされ る解 釈 を選 好 す るとい う知 見 よ り(Buffart&Leeuwenberg,
1981etal.),少な くとも,こ の理論の適用可能な範囲においては,簡 潔性 の原理 の存在が









ていると考えられるが(市 川&行 場,1984),構造の発見 ・抽出の過程においては必然的に
なんらかの下位情報を捨象しなければならない。構造的情報理論においては,物理学的な量
を心理学的な量へ と変換するコー ド化の過程において,"Howmuchisthere?"セこ関する
情報の一部を下位情報として捨象した と考えられる。換言すれぽ,こ れなしにはコー ド化そ
のものが成立しないと言えるだろ う。
しかしながら,コ ー ド化の過程の中でどの情報を採用し,ど の情報を捨象するかについて
の理論的考察は(こ こでは,Gestalt要因をその手がか りとしているが),Butlerの指摘を
も含めて,常 にその再吟味が要求されるところである。
3.曖昧性 ・認 知的葛藤 ・不 一致 ・複 雑性
Attneave(1968)は曖 昧性(ambiguity)を2つに分類す る。1つ は分離 的(disjunctive)
曖昧性 と呼ぼれ,Neckerの立方体に代表 され る ように,対 象に対す る2つ(以 上)の 解釈
が,知 覚的に も物理 的に も両立 しない もの,1つ は結 合的(conjunctive)曖昧性 と呼ぼれ,
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2つ(以上)の 解釈が,物 理学的には両立するが,知 覚的には両立しないものである。物理






の一致に よって認知的葛藤(曖 昧性)を 予測し,さ らに相補的 コー ドを用いて対立する解釈
の下位分析を行 うことにより,その程度を量化する。
前者は,認 知的葛藤一解釈の多様性と定義するが,後 者は,生 活体が簡潔性の原理に基づ
きつつ,よ り単純な解釈を達成しようとする過程の中で生ずる認知的葛藤を定義しようとす
る。
すなわち,構造的情報理論による分析は,単 なる解釈の同時発生とい う現象ではな く,解
釈の持つ複雑性(単 純性)ど うしの間で起こる葛藤を捉えようとする。漠然 とした概念であ
る認知的葛藤の概念を,複雑性 どうしの対立をもちいて量化 しようとするのである。
また,順 応水準や期待の概念 と同様,単 純性の達成を生活体の持つ基準の1つ であると仮
定するとき,こ の認知的葛藤の大きさをもって,基準 との不一致を表現しうるだろう。







認知的葛藤,す なわち基準 との不一致を独立的かつ量的に操作 しうる構造的情報理論は,
複雑性の概念 と認知的葛藤(不 一致 曖昧性)の 概念が,な かぽ同義なものとして錯綜して
用いられる自発的な視覚的探索の研究分野において,寄与するところ大であろう。
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ANANALYSISOFFIGURALAMBIGUITYUSINGSTRUCTUAL
INFORMATIONTHEORY:CONCERNING
VOLUNTARYVISUALEXPLORATION
SeikiAKAI
Inthetheoriesofvoluntaryvisualexploration,therearesomeindependentvariables.
Theyaretheconceptofcognitivecon且ict,incongruity,orambiguity.Accordingto
thesetheories,organismstendtoexploretheobjectswhichhaveanoptimalcognitive
conflict.
Inmanyexperiments,thesevariableshavebeenopera走edbyphysicalcomplexity
orpsychologicalcomplexity.However,resultswerellotalwaysingoodagreement
withhypothesis.Thisismo.stlikelycausedbytheconfusionoftheconceptsof
incongruityandco血Plexity.
ThisarticleaimestointroducetheStructualInformationTheoryand,bymeans
ofthistheory,toproposeanewmethodologicalframeworkforthestudyofvoluntary
visualexploratioP.
Leeuwenbergetal.whoproposedtheStructulInformationTheoryappliedthe
"principlesofpregnancy"intheanalysisofpatternperception
.Theyarecommitted
totheideathatperception.is .amatterofinterpretation,andthatthedirectionof
interpretationcorrespondstothe``principlesofpregnancy".
Eachinterpretationisrepresentedbya``primitivecode"thatsymbolizestherelative
placementoflinesalldanglesneededtospecifyagivenform.Theprimitivecodes
arereducedtothesimplestform(``minimumcode").viaasetofformaloperatioロ
(e.g。iteration,symmetry).SuchcodeshaveStructualInformatiohLoadsthatconsist
ofthenumberofindependentparametersituse,andthatrepresentthecomplexity
(simplicity)ofagivenform.Moreover,itisassumedthatorganismstendtoprefer
thei且terpretation七vhosecodehasthesmallestStructualInformationLoad.
Ambiguityofthepattemispredictedwhentwoor .moreminimumcodesexist.
Toescapethisconflictivesituation,organizatio且willusecomplementarypairsof
interpretationswhichareproducedbyshiftingeachminimumcode.Sincestructures
thatcanbecompletelydescribedbyoneminimumcodecanalsobedescribedby
pairsofcomplementarycodes.Then,degreeofambiguitycanbequanti丘edcomparing
eachcomplemeロtarycodesandcalculatingconflictivesituationsbetweenthem.
Thus,bythisanalysis,itispossibletodistinguishtheconceptofcognitiveconfli.ct
fromtheconceptofcomplexity,andtoquantifyingthemseparately.
This
.theory(technique)willbeabletocontributetothestudyofvoluntaryvisual
explorationwhichusestheseconceptsvaguely.
