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Abstract
We show that if G is a non-elementary word hyperbolic group, mapping class group
of a hyperbolic surface or the outer automorphism group of a nonabelian free group then
G has 2ℵ0 many continuous ergodic invariant random subgroups. If G is a nonabelian
free group then G has 2ℵ0 many continuous G-ergodic characteristic random subgroups.
We also provide a complete classification of characteristic random subgroups of free
abelian groups of countably infinite rank and elementary p-groups of countably infinite
rank.
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1 Introduction
The goal of this paper is to classify characteristic random subgroups of the free abelian
group of infinite rank and of the infinite dimensional torus and use these random subgroups
to construct large families of continuous invariant random subgroups in some important non-
commutative groups of a geometric nature. The topics of ergodicity and weak-mixing are
also included in our research. To achieve this goal we will make use of Pontyagin duality,
ergodic theory of groups actions, geometric group theory and an important result of Adyan
[Ad70] on the existence of independent identities (laws) in a free group of rank ≥ 2 (the
latter is based on the solution of Burnside’s problem). Let us explain this in more detail.
Let G be a locally compact Hausdorff metrizable topological group with a countable basis
of open sets. The space Sub(G) of all closed subgroups of G admits a natural topology (called
the Chabauty topology) (see [BP92, Chapter E.1]). In this topology Sub(G) is a compact
metrizable topological space with a countable basis of open sets. One can characterize the
convergence as follows. Hn → H if and only if two conditions hold. First, if gi ∈ Hni
converges to g, then g ∈ H , and second, if g ∈ H then there are gn ∈ Hn such that gn → g.
It is easy to see that the conjugation action of G on Sub(G) is continuous.
In general, by a random subgroup (RS) of G we mean a random variable which takes
values in Sub(G). We will often identify it with its law, which is a Borel probability measure
on Sub(G).
An invariant random subgroup (IRS) of G can be interpreted as a Borel probability
measure µ on Sub(G) that is invariant under the conjugation action of G (i.e. the action of
the group of inner automorphisms Inn(G)). We also say that a random subgroup K ≤ G is
an IRS if its law is conjugation-invariant.
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For example, if N ⊳ G is normal then the Dirac mass δN is an IRS. Also, if Γ ≤ G
is a lattice in a locally compact group G, then there is an IRS µΓ of G supported on the
conjugacy class of Γ (µΓ is the stabilizer of a Haar-random element of G/Γ [AB+11]). Thus
IRS’s provide a common generalization of normal subgroups and lattices. More generally, if
for some H ≤ G, the normalizer NG(H) of H in G is a lattice in G then there is a naturally
associated IRS µH supported on the conjugacy class of H . To see this, let gNG(H) ∈
G/NG(H) be a random coset with law equal to the Haar measure. Then gHg
−1 is an
invariant random subgroup. If G is countable then any IRS of this form is purely atomic.
µ ∈ IRS(G) is called continuous if it has no atoms. It is called ergodic if the dynamical
system (G, Sub(G), µ) is ergodic.
There has been a recent increase in the study of IRS’s (see for example [AB+12, BGK13]
and the references therein). Observe that groups with 2ℵ0 many continuous ergodic IRS’s
include nonabelian free groups [Bo12], classical lamplighter groups [BGK13], the group of
finitely-supported permutations of the natural numbers [Ve11]. It is known that branch and
weakly branch groups have at least one continuous ergodic IRS [BG00, Gr11]. There are
also results in the opposite direction: groups without any continuous ergodic IRS’s include
lattices in simple higher rank Lie groups [SZ94], Higman-Thompson groups [DM], most
special linear groups over countable fields [PT], commensurators of irreducible lattices in
most higher rank semisimple Lie groups [CP] and irreducible lattices in semisimple property
(T) higher rank Lie groups [Cr].
We will denote by IRS(G) the set of all IRS’s of G. Thus is a weak*-closed convex subset
of the simplex RS(G) := P(Sub(G)) of all probability measures on Sub(G). IRS(G) consists
of all Inn(G)-measures in RS(G), where Inn(G) is the group of inner automorphisms of G.
Another important notion is that of characteristic random subgroup (abbreviated as CRS).
Recall that a characteristic subgroup K ≤ G is a subgroup which is Aut(G)-invariant. For
example, the torsion part of a countable abelian group is characteristic.
Definition 1. We define CRS(G) to be the closed convex subset of IRS(G) consisting of
Aut(G)-invariant measures, where Aut(G) is the group of all continuous automorphisms of
G. Elements of CRS(G) are called characteristic random subgroups of G.
If Φ ≤ Aut(G) is a subgroup, one can consider a set RSΦ(G) of Φ-invariant probability
measures on Sub(G). Such a situation arises for instance when N ✂G is a normal subgroup
and we are interested in the study of random subgroups in N invariant with respect to
conjugation by elements of G. In this case Φ ≤ Aut(N) equals the image of Inn(G) in
Aut(N). An example of this sort is considered in [BGK13].
The spaces IRS(G), CRS(G), RSΦ(G) are all Choquet simplexes ([Ph01, Section 12]).
Their extreme points are indecomposable measures, i.e. measures µ that cannot be presented
in the form µ = tµ1 + (1 − t)µ2 for t ∈ (0, 1) and µ1 6= µ2 belonging to the same simplex.
Let CRSe(G) ⊂ CRS(G) denote the subset of extreme points. In other words, a measure
µ ∈ CRS(G) is contained in CRSe(G) if there does not exist measures µ1 6= µ2 ∈ CRS(G)
and t ∈ (0, 1) such that µ = tµ1 + (1− t)µ2.
They can be interpreted as ergodic measures in the sense of ergodic theory of group
actions, but we have to make a warning at this point that the group Aut(G) (with the
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compact-open topology) may turn out to be not locally compact second countable or not
countable discrete (and this will be the case in the situation related to Theorems 1.3 and 1.4)
and for non-locally compact groups the relationship of ergodicity and indecomposability is
more complicated as for the first time was observed by Kolmogorov [Fo50]. We will denote
by IRSe(G), CRSe(G) etc. the sets of indecomposable measures.
We recall the definition of ergodic action and of weakly mixing action for a general
topological group in Section 2.5.
Once again, we call a measure µ ∈ RS, IRS, CRS etc. continuous if it has no atoms. One
of the basic questions in this area is: given an interesting group G and subgroups Ψ ≤ Φ in
Aut(G) does G have any Ψ-ergodic (Ψ-weakly mixing, Ψ-mixing etc.) Φ-invariant random
subgroups.
For instance Theorem 1.2 deals with the case when G = Fr is a free group, Φ = Aut(Fr)
is the group of all automorphisms of Fr, and Ψ = Inn(Fr) is the group of all inner auto-
morphisms of Fr which we identify in a natural way with Fr. It is clear that Ψ-ergodic and
Ψ-weakly mixing implies Φ-ergodic and Φ-weakly mixing respectively.
Our first result in this paper is:
Theorem 1.1. If G is either
• a non-elementary Gromov hyperbolic group,
• the mapping class group of a (possibly punctured by finitely many points) oriented
surface of negative Euler characteristic, or
• the outer automorphism group of a nonabelian free group
then G has 2ℵ0 many continuous G-weakly mixing IRS’s.
This result we deduce from the next theorem.
Theorem 1.2. Every non-abelian free group Fr (of finite or countably infinite rank) has 2ℵ0
many continuous Inn(Fr)-weakly mixing CRS’s.
Let us see how Theorem 1.2 implies Theorem 1.1:
Proof of Theorem 1.1 from Theorem 1.2. Let G be a countable group and suppose N ⊳ G
is a normal non-abelian free subgroup. By Theorem 1.2, N has 2ℵ0 many continuous N -
weakly mixing CRS’s. However, each of these CRS’s is also a G-weakly mixing IRS of G.
This is because N is normal in G, so Inn(G) naturally maps into Aut(N) and the image of
Inn(G) in Aut(N) contains Inn(N) (also see Lemma 2.13(a) below). So it suffices to show
that if G is as in Theorem 1.1 then G has a free non-abelian normal subgroup. If G is a
non-elementary hyperbolic group, then this result is due to Delzant [De96]. Otherwise, it is
due to Dahmani-Guirardel-Osin [DGO, Theorems 8.1, 8.5].
Remark 1. It follows from the proof above that if a group G has trivial center and possesses a
characteristic nonabelian free subgroup N then G has 2ℵ0 many continuous G-weakly mixing
CRS’s.
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Remark 2. As was indicated by D.Osin the theorem in fact holds for a much larger class of
groups, namely acylindrically hyperbolic groups, as they each contain a normal noncommu-
tative free subgroup. For details see arXiv:1304.1246 and arXiv:1111.7048.
In order to prove Theorem 1.2, we study CRS’s of abelian groups. Although the proof
of Theorem 1.2 uses only the existence of a continuous ergodic CRS’s in the free elementary
p-group (p-prime) ⊕N(Z/pZ) of infinite rank, we think it is interesting to obtain a complete
classification of indecomposable CRS’s of the abelian groups A = ⊕NZ, An = ⊕NZ/nZ, Aˆ =∏
NR/Z and Aˆn =
∏
N Z/nZ (Theorems 1.3 and 1.4 below).
To explain, we need more notation. During this paper m,n, i, k will denote nonnegative
integers, Z+ = {0, 1, . . . } and N = {1, 2, . . . }. For m,n ∈ Z+, we will write m|n if m,n ∈ N
and m divides n. Note m|0 for any m ∈ Z+, but 0 6 |n for n ∈ N.
Given locally compact abelian groups G,H let Hom(G,H) denote the set of continuous
homomorphisms from G to H . This is an abelian group under pointwise addition. We
consider Hom(G,H) with the compact-open topology ([HR79, 23.34]). Let T = R/Z be the
one-dimensional torus and Gˆ = Hom(G,T) denote the Pontryagin dual of G.
Given a subgroup H ≤ G, let Ann(H) = {α ∈ Gˆ : α(h) = 0 ∀h ∈ H} be its annihilator
subgroup. Given a subgroup S ≤ Gˆ, let Ker(S) = {g ∈ G : s(g) = 0 ∀s ∈ S} denote its
kernel.
Let A = ⊕NZ be the free abelian group of countable rank. Its Pontryagin dual group Aˆ
is naturally isomorphic with
∏
N T = T
N, the infinite-dimensional torus: if x = {xi} ∈ A,
y = {yi} ∈ TN then y(x) :=
∑
i∈N xiyi ∈ T. For any n ∈ Z+, let nA ≤ A be the subgroup
of elements with all coordinates divisible by n. Let An = A/nA ∼= ⊕NZ/nZ. Then for
n ∈ N, the annihilator subgroup Ann(nA) ≤ Aˆ is naturally isomorphic with
∏
N Z[1/n]/Z =
(Z[1/n]/Z)N which is naturally isomorphic with the dual Aˆn (Lemma 2.10). Observe that
the subgroups nA ≤ A are characteristic: they are invariant under all automorphisms of
A. Similarly, Ann(nA) = Aˆn ≤ Aˆ is characteristic. Indeed, these are all the characteristic
subgroups (Lemma 2.11).
In the future we will identify Aˆn with Ann(nA) ≤ Aˆ. If m,n ∈ N and m|n then
Aˆm = Ann(mAn) = (Z[1/m]/Z)N ≤ (Z[1/n]/Z)N = Aˆn. In the case n = 0, Ann(0A) = Aˆ.
Thus Aˆ0 = Aˆ. Also A0 = A/0A = A and A1 = Aˆ1 is a trivial group.
Definition 2. Let m ∈ Z+ and F a finite abelian group. We say that F is over m if either
F = 0 or each nontrivial summand F1 of F satisfies mF1 6= 0. Note that in particular, any
F is over 1 and only the trivial group is over 0.
Note that if F is a finite abelian group, then by the main structure theorem for finite
abelian groups, F is isomorphic to ⊕si=1Z/p
ri
i Z, where pi are primes. In this case F is over
m if and only if for all i we have that prii does not divide m.
Note that when F = ⊕si=1Z/p
ri
i Z and nF = 0 it follows that p
ri
i |n and thus we have
Hom(F, Aˆn) ≃ ⊕
s
i=1Hom(Z/p
ri
i Z, Aˆn) ≃ ⊕
s
i=1Hom(Z/p
ri
i Z,Z[1/n]/Z)
N ≃
⊕si=1 (Z/p
ri
i Z)
N ≃ ⊕si=1Aˆprii ,
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Hom(An, F ) ≃ ⊕
s
i=1Hom(An,Z/p
ri
i Z) ≃ ⊕
s
i=1Hom(Z[1/n]/Z,Z/p
ri
i Z)
N ≃
⊕si=1 (Z/p
ri
i Z)
N ≃ ⊕si=1Aˆprii ,
where the isomorphisms are in fact homeomorphisms ([HR79, 23.34]). The Haar measure on
Hom(F, Aˆn) and Hom(An, F ) equals the product of Haar measures on Aˆprii .
Given a group H , let [H ] denote its isomorphism class.
Theorem 1.3. Let λ ∈ CRSe(Aˆn). Then there is a unique pair (m, [F ]) with m ∈ Z+, F a
finite abelian group over m, such that m|n, nF = 0 and the random subgroup Ann(mAn) +
h(F ) has law λ, where h ∈ Hom(F, Aˆn) is a random homomorphism with law equal to the
Haar measure on the compact group Hom(F, Aˆn).
In the next Theorem we give a characterisation of CRSe(An).
Theorem 1.4. Let λ ∈ CRSe(An). Then there is a unique pair (m, [F ]) with m ≥ 0, F a
finite abelian group over m, such that m|n, nF = 0 and the random subgroup mAn ∩Ker(h)
has law λ, where h ∈ Hom(An, F ) is a random homomorphism with law equal to the Haar
measure on the compact group Hom(An, F ).
Observe that in both Theorems 1.3 and 1.4 the set CRSe(G) is infinite countable. In
the case of groups G = Aˆ or G = A the sets CRSe(G) can be parametrized by m ∈ Z+
and a tuple of the form (pr11 , . . . , p
rk
k ) were pi are primes, ki ∈ N, pi ≤ pi+1 and ri ≤ ri+1 if
pi = pi+1 (such tuples parametrize finite abelian groups). For the case of groups G = Aˆn
or G = An, n ≥ 2, the sets CRS
e(G) can be parametrized with the same tuples with the
additional restriction that both m and all prii must divide n.
We thus have that for all cases the set CRSe(G) is countable. Moreover the set CRSe(G) is
closed in CRS(G) (see Corollary 5.5), and hence CRS(G) is a Bauer simplex in all considered
cases (recall that a simplex is called Bauer if the set of extreme points is closed).
Let n = p ≥ 2 be prime. In this case Theorem 1.4 takes on a particularly simple form.
Indeed, if m|p then m = 1 or m = p. If m = p, then F over p and pF = 0 implies that F = 0.
This corresponds to the CRS concentrated on {0} ≤ Ap. If m = 1, then any F is over m.
Since pF = 0 we have that F = (Z/pZ)k for some k ≥ 1. Thus every nontrivial ergodic
CRS of Ap has the form Ker(h) where h ∈ Hom(Ap, (Z/pZ)k). This implies the random
subgroup of Ap has index p
k almost surely. Moreover, the CRS is completely determined
by the exponent k. This special case was obtained earlier by Gnedin-Olshanski [GO09] by
completely different methods. Indeed, the idea of [GO09] is to interpret Ap as a vector space
over the field of order p and obtain a recursive formula for the finite-dimensional marginals.
Our method is based on the de Finetti-Hewitt-Savage Theorem (e.g. see [Gl03]) and duality
and avoids explicit computations.
In [GO09] A. Gnedin and G. Olshanski provided a characterisation of random spaces
over the Galois field Fq that are invariant under the natural action of the infinite group
of invertible matrices with coefficients from Fq. Our methods allow us to give a different,
probabilistic proof of their results. Let us formulate the results.
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Let q be a power of a prime and Fq be the corresponding finite field with q elements.
Let V be a locally compact vector space over Fq. Denote by SubFq(V ) the space of closed
subspaces of V . Let AutFq(V ) be the group of all homeomorphic invertible linear maps
V → V . Denote by CRSFq(G) the Borel probability measures on SubFq(V ) invariant under
AutFq(V ) (these are exactly the laws of random spaces of [GO09]). We have
Theorem 1.5. Let λ ∈ CRSeFq((Fq)
N), λ 6= δ(Fq)N . Then there is a unique κ ∈ Z+ such that
the random subgroup h(Fκq ) has law λ, where a random homomorphism h ∈ HomFq(F
κ
q , (Fq)
N)
is given by the Haar measure on the compact group HomFq(F
κ
q , (Fq)
N).
Theorem 1.6. Let λ ∈ CRSeFq(⊕NFq), λ 6= δ⊕NFq . Then there is a unique κ ∈ Z+
such that the random subgroup Ker(h) has law λ, where a random homomorphism h ∈
HomFq(⊕NFq,F
κ
q ) is given by the Haar measure on the compact group HomFq(⊕NFq,F
κ
q ).
Denote by µκ ∈ CRS
e
Fq(⊕NFq) the measure in Theorem 1.6. Define v˜n,k = µκ({X | dimFq(X∩
Vn) = k}). We have
Theorem 1.7. Suppose that n ≥ k ≥ 0, and κ ≥ n− k. Then v˜n,k is equal to the number of
Fq-matrices of size κ× n which have rank n− k divided by the number of all Fq-matrices of
size κ× n. For all other pairs (n, k), v˜n,k = 0.
We also give an explicit formula for v˜n,k in Corollary 5.15.
Organization In §2, we go over background material. A first-time reader may choose
to skip this section and refer back to it later as need be. In §3 we prove Theorem 1.2. In §4
- §5 we prove Theorems 1.3-1.4. In §5.2 and §5.3 we sketch the proofs of Thorems 1.5-1.6
and compute the numbers v˜n,k.
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2 Preliminaries
As the scope of this paper is on the border between group theory, probability theory and
dynamical systems, we recall some basic definitions related to these fields.
2.1 Compact-Open topology and Braconnier topology
Let X and Y be topological spaces. Denote by C(X, Y ) the set of all continuous maps from
X to Y .
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Definition 3. The compact-open topology on C(X, Y ) is generated by sets V (K,U) = {f ∈
C(X, Y ) | f(K) ⊆ U}, where K ⊆ X is a compact set and U ⊆ Y is an open set.
Considering this topology on C(X, Y ), the following property is well-known
Lemma 2.1. Suppose X is locally compact Hausdorff. Then the evaluation map C(X, Y )×
X → Y , given by (f, x) 7→ f(x), is continuous.
Suppose now that G is a locally compact second countable group. Denote by Aut(G)
the set of all homeomorphic automorphisms of G. Since Aut(G) ⊂ C(G,G), we can endow
Aut(G) with topology by restricting the compact-open topology on C(G,G). However, in
this topology, Aut(G) is not necessarily a topological group.
Definition 4. The Braconnier topology on Aut(G) is the smallest refinement of the compact-
open topology, such that the inverse map φ 7→ φ−1 is continuous.
It is known that for compact or locally connected (in particular discrete) G, the Bra-
connier topology coincides with the compact-open topology. That is, the inverse map on
Aut(G) is automatically continuous in the compact-open topology.
The Braconnier topology turns Aut(G) into topological group, and from now on we will
always consider Aut(G) with the Braconnier topology.
Lemma 2.2. The evaluation map e : Aut(G)×G→ G is continuous.
Proof. Note that if we consider the compact-open topology on Aut(G), then e is continu-
ous by Lemma 2.1 and the assumption that G is locally compact topological group (hence
Hausdorff). It is obvious then that e is continuous for any refinement of the compact-open
topology.
The next proposition shows that the action of Aut(G) on Sub(G) is continuous. First we
need a lemma.
Lemma 2.3 (Proposition E.1.2 in [BP92]). Let G be locally compact second countable group.
A sequence {Hn} ⊂ Sub(G) converges to H ∈ Sub(G) if and only if two conditions hold:
a) if g ∈ G and there exist gi ∈ Hni such that gi → g, then g ∈ H,
b) if g ∈ H then there exist gn ∈ Hn such that gn → g.
Proposition 2.4. The map Aut(G) × Sub(G) → Sub(G), given by (φ,H) 7→ φ(H), is
continuous.
Proof. Suppose that φn → φ in the Braconnier topology and Hn → H in Sub(G). We need
to show that φn(Hn)→ φ(H) in Sub(G).
Note that we have also that φ−1n → φ
−1 in the Braconnier topology.
Assume that gi = φni(hni) ∈ φni(Hni) and gi → g. Then hni = φ
−1
ni
(gi) → φ
−1(g), by
Lemma 2.2. It follows that φ−1(g) ∈ H and hence g ∈ φ(H).
Assume now that g ∈ φ(H). Then g = φ(h) for some h ∈ H . It follows that there exist
hn ∈ Hn such that hn → h. We then have that φn(hn)→ φ(h) = g, by Lemma 2.2.
8
2.2 Abelian groups and Pontryagin duality
We will express the group operations in abelian groups additively. For example, if G is a
locally compact second countable abelian group, n ∈ N and x ∈ G then nx = x+x+ · · ·+x
(n times). Let T = R/Z and Gˆ = Hom(G,T) denote the Pontryagin dual of G. Note
that Hom(G,T) is itself a group under pointwise addition and it is locally compact under
the compact-open topology. If G is discrete then Gˆ is compact and vice versa. Moreover,
ˆˆ
G = G.
Proposition 2.5. The groups Aut(G) and Aut(Gˆ) are naturally isomorphic as topological
groups. Indeed the map ψ 7→ ψˆ−1 is a continuous isomorphism (with continuous inverse)
where
ψˆ(h)(x) = h(ψ(x)).
Proof. Note that ψi → ψ in the Braconnier topology if and only if both ψi → ψ and
ψ−1i → ψ
−1 in the compact-open topology.
To put this question in a more general context, let G,H be any locally compact abelian
groups. For ψ ∈ Hom(G,H) define ψˆ ∈ Hom(Hˆ, Gˆ) by
ψˆ(φ)(g) = φ(ψ(g)) φ ∈ Hˆ, g ∈ G.
It now suffices to show that if φi → φ in Hom(G,H) then φˆi → φˆ in Hom(Hˆ, Gˆ) (in the
compact-open topology). Since the map ψ 7→ ψˆ is linear, this is equivalent to: if φi → 0
then φˆi → 0. Thus the proof is finished as soon as the next lemma is proved.
Lemma 2.6. φi → 0 implies that φˆi → 0.
To prove Lemma 2.6 we need a sequence of lemmas.
Let U = {z ∈ T : |z| < 1/8} be a small neighborhood of 0 ∈ T.
Lemma 2.7. Let K ⊆ G be a compact subset. Define K∗ = {h ∈ Gˆ | h(K) ⊆ U¯}. Then K∗
is a closed compact neighborhood of 0 ∈ Gˆ.
Proof. The map G× Gˆ→ T, given by (g, h) 7→ h(g) is continuous by Lemma 2.1. We have
that 0(K) = 0 ∈ U , and thus 0 ∈ K∗ and by continuity a neighborhood of 0 is in K∗. Again
by continuity K∗ is closed.
Suppose that there are hn ∈ K
∗ such that hn →∞. We have the inclusion Gˆ ⊂ L
∞(G),
and the topology on Gˆ is the restriction of the weak* topology on L∞(G) = (L1(G))∗.
Moreover, the closure of Gˆ in L∞(G) is the compact set Gˆ∪{0} (see [F95, proof of Theorem
4.2]). Thus for any f ∈ L1(G) we have
∫
f(g) exp(2πihn(g)) dg → 0. Take f to be the
characteristic function of K. Then
∫
f(g) exp(2πihn(g)) dg =
∫
K
exp(2πihn(g)) dg, and so∣∣∣∣∫
K
exp(2πihn(g)) dg − Haar(K)
∣∣∣∣ ≤ ∫
K
|exp(2πihn(g))− 1| dg
≤
∫
K
| exp(πi/4)− 1| dg ≤
π
4
Haar(K),
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a contradiction.
Lemma 2.8. Let X be a topological space. Suppose that Kn are compact, Kn ⊇ Kn+1 and
∩nKn = {x}. Let U be an open neighborhood of x. Then there is n such that Kn ⊂ U .
Proof. Suppose that for all n there is xn ∈ Kn − U . Since Kn ⊆ K1, which is compact, we
can choose a subsequence xni → x0. Since U is open and xn 6∈ U , we have that x0 6∈ U .
On the other hand, for every m we have that x0 ∈ Km. Indeed, since Kn+1 ⊆ Kn, we have
that for all m there is an I such that i > I implies xni ∈ Km. Thus x0 ∈ ∩mKm = {x}, a
contradiction.
Lemma 2.9. Suppose Kn ⊆ G, n ∈ N are compact subsets, such that Kn ⊆ Kn+1 for n ∈ N
and ∪nKn = G. Then K
∗
n ⊇ K
∗
n+1 for n ∈ N and ∩nK
∗
n = {0}.
Proof. Let h ∈ ∩nK
∗
n. Then h(G) ⊆ U¯ , and thus, since U¯ contains no subgroup of T beside
{0}, we have that h(G) = 0, and thus h = 0.
Proof of Lemma 2.6. Suppose that φi : G→ H converges to 0 ∈ Hom(G,H) in the compact-
open topology. We need to show that φˆi : Hˆ → Gˆ converges to 0. Let C ⊂ Hˆ be compact
and V ⊂ Gˆ be an open neighborhood of 0. It suffices to show that φˆi(C) ⊂ V for all
sufficiently large i.
Because G is locally compact second countable, G is σ-compact. So there exists an
increasing sequence of compact subsets Kn ⊂ G satisfying ∪nKn = G. By Lemma 2.9,
∩nK
∗
n = {0}. Since K
∗
n are compact, there is an n0 such that K
∗
n0
⊂ V .
In order to show that φˆi(C) ⊂ V it suffices to check that for each x ∈ Kn0 and y ∈ C,
φˆi(y)(x) ∈ U¯ . Indeed, this implies φˆi(C) ⊂ K
∗
n0
⊂ V .
We have that φˆi(y)(x) = y(φi(x)). Therefore it suffices to check that φi(Kn0) ⊆ C
∗. By
Lemma 2.7, C∗ is a neighborhood of 0, and thus, since φi → 0, there exists I such that i ≥ I
implies that φi(Kn0) ⊆ C
∗.
Because of Proposition 2.5, we will not distinguish between Aut(G) and Aut(Gˆ).
Define Ann : Sub(G)→ Sub(Gˆ) and Ker : Sub(Gˆ)→ Sub(G) by
Ann(X) = {h ∈ Gˆ : h(x) = 0 ∀x ∈ X}
Ker(H) = {x ∈ G : h(x) = 0 ∀h ∈ H}.
It is easy to check using Lemma 2.3 that both Ann and Ker are continuous maps. Thus
they are continuous inverses of each other and they are Aut(G)-equivariant. So they induce
homeomorphisms Ann : Char(G)→ Char(Gˆ), Ker : Char(Gˆ)→ Char(G) and affine homeo-
morphisms Ann∗ : CRS(G) → CRS(Gˆ) and Ker∗ : CRS(Gˆ) → CRS(G). Also Ann and Ker
are order-reversing in the sense that H ≤ K implies Ann(H) ≥ Ann(K) and similarly with
Ker. Lastly, they take addition to intersection and vice versa. To be precise, suppose H,K
are subgroups of Gˆ and H ′, K ′ are subgroups of G. Then
Ker(H +K) = Ker(H) ∩Ker(K) Ker(H ∩K) = Ker(H) + Ker(K) (1)
Ann(H ′ +K ′) = Ann(H ′) ∩ Ann(K ′) Ann(H ′ ∩K ′) = Ann(H ′) + Ann(K ′).
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Lemma 2.10. For any n ≥ 2, Ann(nA) = (Z[1/n]/Z)N ≤ TN.
Proof. Recall from the introduction that if x = {xi} ∈ A = ⊕NZ and y = {yi} ∈ Aˆ = TN
then y(x) :=
∑
i∈N xiyi ∈ T. We have that x ∈ nA if and only there exists x
′ ∈ A with x =
nx′. If x′ = {x′i} and y ∈ (Z[1/n]/Z)
N then y(x) =
∑
i∈N nx
′
iyi = Z because nyi = Z for all
i. This implies Ann(nA) ≥ (Z[1/n]/Z)N. To see the other direction, suppose y ∈ Ann(nA).
Fix j ∈ N and let x = {xi} be such that xi = n if i = j and xi = 0 otherwise. Then x ∈ nA
so y(x) = 0 = xjyj = nyj. Therefore, yj ∈ Z[1/n]/Z. Since j is arbitrary, y ∈ (Z[1/n]/Z)N.
Since y is arbitrary, Ann(nA) ≤ (Z[1/n]/Z)N.
2.3 Characteristic subgroups
Let Char(G) denote the set of closed characteristic subgroups of G.
Lemma 2.11. Char(A) = {rA : r = 0, 1, 2, . . .}, Char(Aˆ) = {Ann(rA) : r = 0, 1, 2, . . .},
Char(An) = {0} ∪ {rAn : r | n, r ∈ N}, Char(Aˆn) = {Aˆn} ∪ {Ann(rAn) : r | n, r ∈ N}.
Proof. Let us use the following terminology. An element g ∈ A is primitive if there exists
a subgroup H ≤ A such that A = C ⊕ H where C is the cyclic subgroup generated by
g. An element h ∈ A \ {0} has co-order r ≥ 1 if there exists a primitive g ∈ A such that
rg = h. Equivalently, h has co-order r if, in the standard basis h = (h1, h2, . . .) ∈ ⊕NZ
and r = gcd(h1, h2, . . .). We observe that Aut(A) acts transitively on primitive elements
and therefore acts transitively on elements of co-order r and the subgroup generated by all
elements of co-order r is rA. Thus rA ∈ Char(A) for r = 0, 1, . . ..
Let K ≤ A be characteristic. If K contains an element of co-order r then it must contain
all such elements and so rA ≤ K. Since every nonzero element has a co-order, it follows
that K is a sum of subgroups of the form rA. Since r1A + r2A = gcd(r1, r2)A, this implies
Char(A) = {rA : r = 0, 1, 2, . . .}. By duality, Char(Aˆ) = {Ann(rA) : r = 0, 1, 2, . . .}.
Recall that An = A/nA. Let π : A→ An be the quotient map. If K ≤ An is characteris-
tic then π−1(K) ≤ A is characteristic (because nA is chacteristic in A). So π−1(K) = rA for
some r = 0, 1, 2, . . . which implies K = gcd(r, n)An. This classifies characteristic subgroups
of An. The result for Aˆn follows by duality.
Theorem 2.12. Every non-abelian free group of finite or countable rank has 2ℵ0 many
characteristic (in fact, fully invariant) subgroups. Moreover, we can choose these subgroups
to lie in the commutator subgroup.
Proof. This result is a corollary of a famous theorem of Adyan [Ad70]. It can also be derived
from [Ol70] although we find it simpler to obtain the result from [Ad70]. We explain the
necessary background next.
A subgroup H ≤ G is fully invariant if ϕ(H) ≤ H for every endomorphism ϕ : G → G.
This condition is stronger than being characteristic.
An efficient method for contructing fully invariant subgroups is to use laws. Let X =
{x1, x2, . . .} be a countable alphabet whose elements are considered to be variables taking
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values in a countable group G and let F(X) denote the free group with generating set X .
For any word
w = xb1a1 · · ·x
bn
an ∈ F(X)
let fw : G
n → G be the corresponding word map:
fw(g1, . . . , gn) = g
b1
a1
· · · gbnan .
If W ⊂ F(X) is any subset, we let G(W ) ≤ G be the subgroup generated by the union of
the images ∪w∈Wfw(G). This subgroup is fully invariant and the quotient group G/G(W )
satisfies the laws w = 1 (w ∈ W ). Every fully invariant subgroup of a free group can be
obtained this way [Neu67, Theorem 12.34].
A word u ∈ F(X) is a consequence of a set W ⊂ F(X) if G({u}) ⊂ G(W ) for all G. In
other words, if any group which satisfies the laws w = 1 for w ∈ W necessarily satisfies the
law u = 1.
Let F∞ denote the free group with countable rank. Suppose u ∈ F(X), W ⊂ F(X) and
F∞({u}) ⊂ F∞(W ). We claim that u is a consequence of W . To see this, let G be any
countable group and let φ : F∞ → G be a homomorphism with the property that for every
nontrivial g ∈ G there is a generator h ∈ F∞ with φ(h) = g. Then φ(F∞(W )) = G(W )
and φ(F∞({u})) = G({u}). So G({u}) ⊂ G(W ) which implies u is a consequence of W as
claimed.
A subset I ⊂ F(X) is called independent if there does not exist u ∈ I such that u is a
consequence of I \{u}. We claim that if I is independent then the subgroups {F∞(A) : A ⊂
I} are distinct and fully invariant (and therefore, characteristic) subgroups. To see this,
suppose A,B ⊂ I and F∞(A) = F∞(B). It suffices to show that A = B. Suppose b ∈ B \A.
Then F∞({b}) ≤ F∞(B) = F∞(A) ≤ F∞(I \ {b}). So b is a consequence of I \ {b} and
therefore I is not independent. This contradiction shows that B ⊂ A. By symmetry A ⊂ B
and so A = B as required.
So for the countable rank case, it suffices to show that there exists an infinite independent
subset of F(X). This problem had been open for a long time before Adyan produced a specific
example in [Ad70]. In fact he shows that any odd number n ≥ 4381, the set
In = {(x
np
1 x
np
2 x
−np
1 x
−np
2 )
n : p prime }
is independent1 (and in the book [Ad79] Adyan proves the same statement for n ≥ 1001).
This shows that F∞ has 2ℵ0 many fully invariant subgroups. Observe that for any nat-
ural number r ≥ 2, F∞ is isomorphic to the commutator subgroup of Fr, the rank r free
group. Any fully invariant subgroup of the commutator subgroup of Fr is fully invariant as
a subgroup of Fr because the commutator subgroup is itself fully invariant.
1Adyan uses the term “irreducible” in place of “independent”.
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2.4 The weak* topology
Let X be a compact metrizable space. Let P(X) denote the set of all Borel probability
measures on X . This set admits the weak* topology: a sequence {µi}
∞
i=1 ⊂ P(X) converges
to µ∞ ∈ P(X) if and only if: for every continuous function f ∈ C(X)
lim
n→∞
∫
f dµi =
∫
f dµ∞.
By the Banach-Alaoglu Theorem, P(X) is compact and metrizable. Moreover, it is a
convex subspace of the Banach dual of C(X). Recall that a Choquet simplex ∆ is a compact
convex subset of a locally convex topological vector space with the property that for every
µ ∈ ∆ there exists a unique Borel probability measure θ on ∆e, the set of extreme points
of ∆, such that
∫
ν dθ(ν) = µ. It is easy to see that P(X) is a Choquet simplex. Indeed
the map δ : X → P(X)e defined by δ(x) is the Dirac probability measure concentrated on
x, is a homeomorphism. So for any µ ∈ P(X), µ =
∫
ν dδ∗µ(ν) is the unique extremal
decomposition.
Let G be a topological group. An action of G on X is continuous if the map (g, x) 7→ gx
(from G×X to X) is continuous. A Borel measure µ ∈ P(X) is G-invariant if µ(gA) = µ(A)
for every g ∈ G and Borel A ⊂ X . Let PG(X) ⊂ P(X) denote the subspace of G-invariant
measures. It is closed in P(X) and is therefore compact in the weak* topology. It is also
convex, so we may let PeG(X) ⊂ PG(X) denote the subspace of extreme points. PG(X) is a
Choquet simplex (see [Ph01]).
2.5 Dynamics
Let G be a topological group and (X, µ) a standard probability space. An action of G on
X is measurable if the map (g, x) 7→ gx (from G×X to X) is measurable. It is probability-
measure-preserving (pmp) if in addition to being measurable, µ(gA) = µ(A) for every g ∈ G
and measurable A ⊂ X . In this case, G acts by unitaries (shifts) on the function space
L2(X) = L2(X, µ) via the Koopman representation: gφ(x) := φ(g−1x).
Definition 5. A pmp action Gy(X, µ) is weakly mixing if L2(X) has no finite dimensional
subspaces which are G-invariant, besides the zero subspace and the subspace of constant
functions.
Definition 6. A pmp action Gy(X, µ) is ergodic if any G-invariant subset of X is either
null or conull.
We can also reformulate this definition in terms of unitary representations. Indeed,
Gy(X, µ) is ergodic iff L2(X) contains no non-constant G-invariant vectors.
We list also the properties of weak mixing that we will use. First we remind the definition
of a factor system.
Definition 7. An Gy(Y, ν) is a factor of Gy(X, µ) if there is a G-equivariant measurable
map p : X → Y such that p∗µ = ν, where p∗µ is defined by p∗µ(B) = µ(p
−1B) for
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every measurable B ⊂ Y . In this case L2(Y, ν) isometrically and G-equivariantly embeds in
L2(X, µ), by the map φ 7→ φ ◦ p.
Lemma 2.13. Let Gy(X, µ) be a pmp action.
a) If H is a subgroup of G and the action Hy(X, µ) is weakly mixing then Gy(X, µ) is
weakly mixing.
b) A factor of a weakly mixing system is weakly mixing and a factor of an ergodic system
is ergodic.
3 Characteristic random subgroups of free groups
Let us recall a few definitions and set notation. We let Fr denote a free group of rank r with
2 ≤ r ≤ ℵ0. (Recall that the rank of a free group is the cardinality of a free generating set).
Keep in mind that every subgroup of a free group is a free group. A subgroup K ≤ Fr is
characteristic if φ(K) = K for every φ ∈ Aut(Fr).
In order to prove Theorem 1.2, we will construct a CRS λ of Fr for every characteristic
subgroup K ≤ Fr which lies in the commutator subgroup (so K ≤ [Fr,Fr]) in such a way that
the normal closure Nλ = K. Theorem 2.12 implies there are 2
ℵ0 many such characteristic
subgroups and so this will imply Theorem 1.2.
The next proposition contains the construction of λ. First we need a definition.
Definition 8. [HT] Let G be a locally compact group and λ ∈ IRS(G). Recall that the
support of λ is the smallest closed subset X ⊂ Sub(G) such that λ(X) = 1. The hull of λ is
the intersection of all subgroups in the support of λ. It is a subgroup of G, denoted by Hλ.
The normal closure of λ is the smallest closed subgroup of G containing all of the subgroups
in the support of λ. It is a subgroup of G denoted by Nλ.
Proposition 3.1. Let K ≤ Fr be an infinite rank characteristic subgroup and p ≥ 2 be
prime. Let Kp := [K,K]K
p be the subgroup of K generated by the commutator [K,K]
and the p-th powers of elements of K. Then there exists a continuous CRS λ of Fr such
that Kp = Hλ ≤ Nλ = K where Hλ, Nλ are the hull and normal closure of λ (Definition 8).
Moreover, if the action of Fr on K̂/Kp ∼= Aˆp is weakly mixing (with respect to Haar measure)
then λ is Fr-weakly mixing. The action of Fr on K̂/Kp is given by
(g · φ)(fKp) = φ(g
−1fgKp) ∀f ∈ K, g ∈ Fr, φ ∈ K̂/Kp.
Proof. Because K has infinite rank, K/Kp is isomorphic with Ap and therefore K̂/Kp ∼=
Aˆp
∼= (Z/pZ)N is compact. Let X be a Haar-random element of K̂/Kp. Because Haar
measure is automorphism-invariant (by Halmos [Ha43]), Ker(X) ≤ K/Kp is a CRS of K/Kp.
Recall that X is a homomorphism from K/Kp to T. We let Ker(X) denote its kernel and
let H ≤ K be the inverse image of Ker(X) under the quotient map q : K → K/Kp (so
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H = q−1(Ker(X))). Then H is a CRS of K and, since K is characteristic, H is a CRS of
Fr. Let λ denote the law of H .
We claim that λ is continuous. Because every non-trivial element of K/Kp has order p,
X has order p a.s. Therefore, Ker(X) has index p in K/Kp. The automorphism group of
Ap = ⊕N(Z/pZ) acts transitively on the set of all index p subgroups. Therefore, the orbit of
Ker(X) under Aut(K/Kp) is infinite almost surely. This implies that λ is non-atomic.
A subgroup J ∈ Sub(Fr) is in the support of λ if and only if J ≤ K and J has index p in
K. Because this collection of subgroups generates K, Nλ = K. The intersection of all such
subgroups is Kp = Hλ.
Now suppose that the action of Fr on K̂/Kp is weakly mixing. Let µ denote Haar measure
on K̂/Kp and observe that the map q
−1Ker : K̂/Kp → Sub(K) ⊂ Sub(Fr) is Fr-equivariant
(where Fr acts on Sub(K) by conjugation) and q−1Ker∗ µ = λ. Because weak mixing is
preserved under factors, this implies λ is Fr-weakly mixing.
Lemma 3.2. If K ≤ Fr is a characteristic subgroup and K lies inside the commutator
subgroup [Fr,Fr] then for any prime p, the action of Fr on K̂/Kp ∼= Aˆp is weakly mixing with
respect to the Haar measure on K̂/Kp.
We will prove this lemma in the next section. Let us see now how it implies Theorem
1.2:
Proof of Theorem 1.2. By Theorem 2.12 every nonabelian free group admits an uncountable
family of characteristic subgroups. The commutator subgroup [Fr,Fr] of Fr is an infinite
rank free group. It is also characteristic. Because a characterisic subgroup of a characteristic
subgroup is characteristic in the ambient group, Theorem 2.12 implies that the set of all
characteristic subgroups of Fr that lie in [Fr,Fr] has cardinality 2ℵ0. The theorem now
follows immediately from Proposition 3.1 and Lemma 3.2.
3.1 Mixing
In this subsection we prove Lemma 3.2 after the next two lemmas.
Lemma 3.3. Let G be a countable abelian group and Gˆ its Pontryagin dual. Let Γ ≤ Aut(Gˆ)
be a subgroup. Then the action of Γ on Gˆ is weakly mixing with respect to the Haar measure
on Gˆ if and only the action of Γ on G has no finite orbits other than the trivial orbit
containing the identity. The action of Γ on G is induced from the inclusion Γ ≤ Aut(Gˆ) =
Aut(G) (see Proposition 2.5 for the identification of Aut(Gˆ) with Aut(G)).
Proof. This lemma is well-known. Probably the first time a version of it appeared is in [Ha43,
Theorem 1]. There is also a version in [Pe83, Theorem 5.7]. For the sake of completeness
we give the argument here. Let µ denote the normalized Haar measure on Gˆ. This measure
is Aut(Gˆ)-invariant and therefore, Γ-invariant. For g ∈ G, let χg ∈ L
2(Gˆ, µ) be the function
χg(h) = exp(2πih(g)). It is well-known that {χg : g ∈ G} is an orthonormal basis of
L2(Gˆ, µ).
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Suppose that the action of Γ on G has no nontrivial finite orbits. Then for every nonzero
g ∈ G there is a sequence {γi}
∞
i=1 ⊂ Γ such that limi→∞ γi(g) = +∞ in the sense that
for every finite subset F ⊂ G, γi(g) /∈ F for all sufficiently large i. By a diagonalization
argument, there exists such a sequence {γi}
∞
i=1 ⊂ Γ such that limi→∞ γi(g) = +∞ for every
nonzero g ∈ G.
Let g, h ∈ G be nonzero elements. We let Γ act on L2(Gˆ, µ) through the Koopman
representation. Then
〈γiχg, χh〉 = 〈χγi(g), χh〉
tends to 0 as i→∞ where 〈·, ·〉 denotes the inner product in L2(Gˆ, µ). This is because γig
is eventually not equal to h and {χg : g ∈ G} is an orthonormal basis. It follows that if
g, h ∈ G are arbitrary then
lim
i→∞
〈γiχg, χh〉 =
(∫
χg dµ
)(∫
χh dµ
)
.
Because the span of {χg : g ∈ G} is dense in L
2(Gˆ, µ),
lim
i→∞
〈γif1, f2〉 =
(∫
f1 dµ
)(∫
f2 dµ
)
for every f1, f2 ∈ L
2(Gˆ, µ). In other words, for every f ∈ L2(Gˆ, µ), γif limits to the constant∫
fdµ in the weak topology on L2(Gˆ, µ) as i→ ∞. Since Γ is acting unitarily on L2(Gˆ, µ),
this implies that the only finite-dimensional Γ-invariant subspace consists of the constants.
So ΓyGˆ is weakly mixing.
On the other hand, if {g1, . . . , gn} is a nontrivial finite orbit of the Γ-action on G then
χg1 + · · ·+ χgn is a nonconstant Γ-invariant function on Gˆ. Therefore the action of Γ on Gˆ
is non-ergodic. In particular, it is not weakly mixing.
Notation 3.4. For g ∈ Fr, we let Ad(g) ∈ Aut(Fr) denote the inner automorphism defined
by Ad(g)(x) = gxg−1. More generally, if C ≤ B are normal subgroups of Fr then we also let
Ad(g) ∈ Aut(B/C) be the automorphism Ad(g)(bC) = gbg−1C.
Recall that an element g0 ∈ Fr is primitive if there exists a free generating set S ⊂ Fr
that contains g0.
Lemma 3.5. Let K ≤ Fr be an infinite rank normal subgroup. Suppose there is a primitive
element g0 ∈ Fr such that g0K has infinite order in Fr/K. Then there exists a free generating
set B for K that is Ad(g0)-invariant. Moreover, every Ad(g0)-orbit in B is infinite.
Proof. Because g0 is primitive there exists a free generating set S ⊂ Fr that contains g0.
Let J be the subgroup of Fr generated by K and g0. Let Sch(J\Fr, S) denote the Schreier
right-coset graph of J\Fr: its vertex set is J\Fr and for every coset Jh ∈ J\Fr and every
s ∈ S there is an edge from Jh to Jhs labeled s.
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Recall that a subgraph of a graph is spanning if it contains all the vertices. It is a tree if
it is simply-connected and it is a forest if each of its connected components is a tree. Because
Sch(J\Fr, S) is a connected graph, there exists a spanning tree T ⊂ Sch(J\Fr, S).
Now consider the Schreier right-coset graph Sch(K\Fr, S). The quotient map π : K\Fr →
J\Fr determines a covering map from Sch(K\Fr, S) onto Sch(J\Fr, S), also denoted by π.
Observe that π−1(T ) is a spanning forest of Sch(K\Fr, S).
Let T ′ ⊂ Sch(K\Fr, S) be the union of π−1(T ) with all edges of the form {Kgm0 , Kg
m+1
0 }
for m ∈ Z. We claim that T ′ is a spanning tree of Sch(K\Fr, S). It is spanning because
π−1(T ) is spanning. To see that T ′ is connected, we will construct a path in T ′ from an
arbitrary coset Kx ∈ K\Fr to the identity coset K ∈ K\Fr. Because T is a spanning tree
there exists a path in T from Jx to J . We observe that π−1(J) = {Kgm0 : m ∈ Z}. Therefore
this path lifts to a path in π−1(T ) from Kx to Kgm0 for some m ∈ Z. We may then append
to this path all edges of the form (Kgi0, Kg
i+1
0 ) for 0 ≤ i ≤ m − 1 (if m ≥ 0) to obtain the
required path. The case m ≤ 0 is similar.
To see that T ′ is simply connected it suffices to show that the connected component of
π−1(T ) intersects the infinite path p = {{Kgm0 , Kg
m+1
0 } : m ∈ Z} in exactly one vertex.
Indeed suppose that Kgn0 6= Kg
m
0 are in the same component of π
−1(T ). Let q be a simple
path from Kgn0 to Kg
m
0 in π
−1(T ). Since π is a covering map, π(q) is a simple path from
J = π(Kgm0 ) to J = π(Kg
n
0 ). However, this contradicts that π is a covering map and T is a
tree. This shows that T ′ is a spanning tree as required.
Next we observe that T ′ is invariant under left-multiplication by g0 (here we are using
the fact that K is normal, so multiplication on the left is well-defined). This follows from
the observation that
π(g0Kx) = π(Kg0x) = Jx = π(Kx)
for any x and the path p is also left-g0-invariant.
Let E be the set of all edges in Sch(K\Fr, S) that are not in T ′. Because T ′ is left-g0-
invariant, so is E. Choose an orientation for every edge in E so that the left-action of g0 on
E preserves orientations.
For every vertex v of Sch(K\Fr, S), let pv be the unique oriented path in T ′ from the
identity coset K to v. For every oriented edge e = (v, w) ∈ E let pe = pv · e · p
−1
w denote the
concatenation of pv, e and p
−1
w . Because pe is a circuit based at K, reading off its edge labels
gives an element ke ∈ K. Moreover, by a well-known result of Schreier, B := {ke : e ∈ E}
is a free basis for K. Observe that kg0e = Ad(g0)(ke) for any e ∈ E. Because E is left-g0-
invariant, this basis is Ad(g0)-invariant. Because Kg0 has infinite order in K\Fr, it follows
that for every e ∈ E, {gn0 e}n∈Z is infinite. Therefore, every Ad(g0)-orbit in B = {ke : e ∈ E}
is also infinite.
Proof of Lemma 3.2. Let K ≤ Fr be a characteristic subgroup that lies in the commutator
[Fr,Fr]. Then there exists a primitive element g0 ∈ Fr such that g0K has infinite order in
Fr/K. For instance, any element of a basis of Fr satisfies this property. By Lemma 3.5 there
exists a Ad(g0)-invariant free basis B for K such that every Ad(g0)-orbit in B is infinite.
Let hKp ∈ K/Kp be a nonidentity element. By Lemma 3.3, it suffices to prove that
{fhf−1Kp : f ∈ Fr} is infinite. Because B is a free basis, h = b
e1
1 · · · b
en
n for some b1, . . . , bn ∈
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B and exponents ei ∈ Z \ {0} such that bi+1 6= bi for 1 ≤ i ≤ n− 1. Then
Ad(g0)
m(h) = (Ad(g0)
m(b1))
e1 · · · (Ad(g0)
m(bn))
en .
Because the basis B is Ad(g0)-invariant, each nontrivial Ad(g0)-orbit in B is infinite, and
the image B¯ of B in K/Kp is a basis for the elementary abelian p-group K/Kp, it follows
that {Ad(g0)
m(h)Kp : m ∈ Z} ⊂ K/Kp is infinite. This proves the lemma.
4 Random homomorphisms
Suppose G is a countable abelian group and K is a compact abelian group. Let Hom(G,K)
denote the space of all homomorphisms from G to K with the topology of pointwise conver-
gence. This set naturally embeds into the product space KG as a closed set. By Tychonoff’s
Theorem, KG is compact. Therefore, Hom(G,K) is compact. It is also an abelian group
under pointwise addition and the group structure is compatible with its topology. For any
subgroup H ≤ G and closed subgroup L ≤ K there is a natural embedding of Hom(G/H,L)
into Hom(G,K). Indeed, we may identify Hom(G/H,L) with the set of homorphisms of
φ : G → K such that φ(G) ≤ L and H ≤ Ker(φ). Also Hom(G/H,L) is a closed subgroup
of Hom(G,K).
The group Aut(K) acts on Hom(G,K) by
(ψ∗h)(g) = ψ(h(g)) ∀ψ ∈ Aut(K), h ∈ Hom(G,K), g ∈ G.
A key step in the proof of Theorems 1.3-1.4 is the next result:
Theorem 4.1. Let G be a countable group and let χ be an Aut(Aˆ)-invariant and indecom-
posable Borel probability measure on Hom(G, Aˆ). Then there exist a subgroup H ≤ G such
that χ is the normalized Haar measure on Hom(G/H, Aˆ).
Proof. We identify Aˆ with the infinite dimensional torus TN and Hom(G, Aˆ) with the infinite
product Hom(G,T)N. Let h = (h1, h2, . . .) ∈ Hom(G,T)
N be a random homomorphism
with law χ. If σ : N → N is an arbitrary permutation and ρσ ∈ Aut(Aˆ) is defined by
ρσ(x1, x2, . . .) = (xσ(1), xσ(2), . . .) then (ρσ)∗h = (hσ(1), hσ(2), . . .). This means that h is an
exchangeable sequence of random variables. So the de Finetti-Hewitt-Savage Theorem2 (see
[Gl03] for example) implies that the variables {hi}i∈N are conditionally iid (independent
identically distributed). This means the following. Let P(Hom(G,T)) denote the space of
all Borel probability measures on Hom(G,T) with the weak* topology. Then there exists a
unique Borel probability measure ω on P(Hom(G,T)) such that
χ =
∫
µN dω(µ)
2This Theorem states that if X1, X2, . . . is a family of random variables each taking values in a compact
metrizable space and whose joint law is invariant under all permutations of the indices then X1, X2, . . . is
conditionally iid.
18
where, for any µ ∈ P(Hom(G,T)), µN denotes the product measure on Hom(G,T)N.
So there exists a random measure µ ∈ P(Hom(G,T)) with law ω such that {hi} is an iid
sequence of random variables with law µ.
Define φ, ψ ∈ Aut(TN) by
φ(x1, x2, x3, . . .) = (−x1, x2, x3, . . .)
ψ(x1, x2, x3, . . .) = (x1 + x2, x2, x3, . . .).
Observe that
φ∗(h1, h2, h3, . . .) = (−h1, h2, h3, . . .)
ψ∗(h1, h2, h3, . . .) = (h1 + h2, h2, h3, . . .).
Because χ is invariant under φ∗, we can repeat the argument above with the automor-
phisms ρσ to conclude that the variables −h1, h2, h3, . . . are iid with law µ
′ for some µ′ ∈
P(Hom(G,T)). Because we know that h2, h3, . . . are iid with law µ, it follows that µ′ = µ.
Thus if M : Hom(G,T)→ Hom(G,T) is the map M(k) = −k then M∗µ = µ for ω-a.e. µ.
Similarly, because χ is invariant under ψ∗ the variables h1 + h2, h2, h3, . . . are iid with
law µ′′ for some µ′′ ∈ P(Hom(G,T)). Because we know that h2, h3, . . . are iid with law µ, it
follows that µ′′ = µ. For z ∈ Hom(G,T), let Az : Hom(G,T)→ Hom(G,T) be the addition
map Az(k) = k + z. Because h1 + h2, h2 have law µ and h1 + h2 is independent of h2 it
follows that (Az)∗µ = µ for µ-a.e. z ∈ Hom(G,T) and for ω-a.e. µ ∈ P(Hom(G,T)).
Let Sµ be the support of µ and S
′
µ be the set of all z ∈ Sµ such that (Az)∗µ = µ. We
have already shown that µ(S ′µ) = 1. So S
′
µ is dense in Sµ. Thus for any z ∈ Sµ there
exists a sequence {zn}
∞
n=1 ⊂ S
′
µ such that zn → z as n → ∞. It follows that Azn converges
to Az uniformly. So limn→∞(Azn)∗µ = (Az)∗µ. Because (Azn)∗µ = µ for all n, this implies
(Az)∗µ = µ. In particular, the support of µ is invariant under the inverses map and addition.
So Sµ is a closed subgroup of Hom(G,T). Moreover, because µ is invariant under addition
by elements of Sµ, µ must be the Haar measure of Sµ.
By definition Hom(G,T) = Gˆ. Let Hµ = Ann(Sµ) ≤ G. Then Sµ = Hom(G/Hµ,T) and
µN is the Haar measure on SNµ = Hom(G/Hµ,T)
N which we identify with Hom(G/Hµ,T
N).
For any subgroup H ≤ G, Hom(G/H,TN) is Aut(Aˆ)-invariant. Because the measure ω
is uniquely determined by χ and χ is an arbitrary Aut(Aˆ)-invariant probability measure,
it follows that the Haar measure on Hom(G/H,TN) is Aut(Aˆ)-indecomposable for every
H ≤ G. Because χ is Aut(Aˆ)-indecomposable it follows that χ must actually be the Haar
measure on a subgroup of the form Hom(G/H,TN).
5 Characteristic random subgroups of abelian groups
In this section we prove Theorems 1.3-1.4. But first we need two lemmas and a proposition.
We note that this lemma in other words means that a divisible abelian group is an injective
module over Z, which is well-known. We include the proof for convenience.
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Definition 9. An abelian group X is divisible if for every x ∈ X and integer n 6= 0 there
exists y ∈ X such that ny = x. For example, T and TN are divisible.
Lemma 5.1. Let G be a countable abelian group. Also let X be a divisible abelian group. Let
G0 ≤ G be a subgroup and h : G0 → X a homomorphism. Then there exists a homomorphism
h′ : G→ X such that h′(g) = h(g) for all g ∈ G0.
Proof. By induction, it suffices to prove that if g1 ∈ G \ G0 and G1 ≤ G is the subgroup
generated by G0∪{g1} then there exists a homomorphism h1 : G1 → T such that h1(g) = h(g)
for all g ∈ G0.
Suppose that ng1 /∈ G0 for any nonzero integer n. Then define h1 : G1 → X by
h1(r + ng1) = h(r)
for any r ∈ G0 and any integer n. Observe that if r + ng1 = s+mg1 for some r, s ∈ G0 and
n,m ∈ Z then (r − s) = (m− n)g1 implies m = n and r = s. So h1 is well-defined and is a
homomorphism.
Suppose now that there exists a positive integer p0 such that p0g1 = g0 ∈ G0. Let us
assume that p0 is the smallest positive integer such that p0g1 ∈ G0. Let t ∈ X be an element
such that p0t = h(g0).
Claim. If r, s ∈ G0 and m,n ∈ Z satisfy r + ng1 = s+mg1 then h(r) + nt = h(s) +mt.
Proof of Claim. Because (m − n)g1 = r − s ∈ G0, the definition of g0 implies m − n = kp0
for some integer k. So r − s = (m− n)g1 = kp0g1 = kg0. So
h(r − s) = h(kg0) = kh(g0) = kp0t = (m− n)t.
We now define
h1(r + ng1) = h(r) + nt
for any r ∈ G0 and any integer n. By the claim this is well-defined and is a homomorphism.
Definition 10. Define Image : Hom(G, Aˆ) → Sub(Aˆ) by: Image(h) is the closure of the
image of h.
Proposition 5.2. Let G be a countable abelian group, χ denote the Haar measure on
Hom(G, Aˆ) and h ∈ Hom(G, Aˆ) be a random homomorphism with law χ.
• If G is finite then h is injective a.s.
• If G = An for some n ≥ 2 then Image(h) = Ann(nA) a.s.
• If G contains an element of infinite order then Image(h) = Aˆ a.s.
• If the set of orders of elements of G is unbounded then Image(h) = Aˆ a.s.
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Proof. Suppose G is finite. Because χ is Aut(Aˆ)-invariant and ergodic, there exists a sub-
group H ≤ G such that Ker(h) = H for χ-a.e. h. Let h′ ∈ Hom(G, Aˆ) be an injective
homomorphism. Because χ is the Haar measure on Hom(G, Aˆ), χ is invariant under the
map h 7→ h + h′. Therefore, H = Ker(h) = Ker(h + h′) for χ-a.e. h. Because the kernel of
h′ is trivial, this implies H is trivial. This proves the first item.
Suppose now that G = An = ⊕Z(Z/nZ). Then for χ-a.e. h ∈ Hom(G, Aˆ), the image
of h lies in the subgroup Ann(nA) (this is because Ann(nA) contains every element of
order n in Aˆ). Let X1, X2, . . . ∈ Aˆ be iid random variables each with law equal to the
Haar measure on Ann(nA). Then the law of the subgroup 〈X1, X2, . . .〉 is the same as
the law of Image(h) where h ∈ Hom(An, Aˆ) is chosen uniformly at random. So it suffices
to show that 〈X1, X2, . . .〉 = Ann(nA) a.s. By duality this is equivalent to showing that
∩∞i=1Ker(Xi) = nA almost surely. We have that ∩
∞
i=1Ker(Xi) ⊃ nA, and will now show the
inverse inclusion. Note that since Xi are iid, we have that
P(v ∈ ∩iKer(Xi)) = lim
i
P(X1(v) = 0)
i,
which is 0 if P(X1(v) = 0) < 1. Thus it suffices to show that P(X1(v) = 0) = 1 implies that
v ∈ nA. However P(X1(v) = 0) = 1 says that X(v) = 0 for a.a. X ∈ Ann(nA) with respect
to Haar measure on Ann(nA). Since the condition X(v) = 0 defines a closed set of X ’s, we
have by continuity that X(v) = 0 for all X ∈ Ann(nA). Thus v ∈ Ker(Ann(nA)) = nA (see
§2.2).
To prove the last two items, note first that Image(h) = Aˆ is equivalent to Ker(h(G)) = 0.
So it suffices to show that Ker(h(G)) = 0 almost surely. Because A is countable, this is
equivalent to the statement that for any nonzero v ∈ A, v /∈ Ker(h(G)) almost surely. Let
us identify A with ⊕NZ. Since χ is Aut(Aˆ)-invariant, it suffices to show check this condition
in the special case v = ke1 where k ≥ 1 and e1 = (1, 0, . . . ).
For any g ∈ G, the probability that ke1 ∈ Ker(h(G)) is at most the probability that
ke1 ∈ Ker(h(g)). So it suffices to show there is a sequence {gn} ⊂ G such that P(h(gn)(ke1) =
0)→ 0 as n→∞ where P(·) denotes probability.
Fix g ∈ G. Consider the map from Hom(G, Aˆ) to Aˆ given by h 7→ h(g). This map is a
continuous homomorphism. So it pushes the Haar measure on Hom(G, Aˆ) forward to Haar
measure, denoted by η, on the image subgroup {h(g) : h ∈ Hom(G, Aˆ)}. By Lemma 5.1,
the image subgroup is either Aˆ (if g has infinite order) or Ann(mA), if g has order m <∞.
If g has infinite order then because the closed subgroup {x ∈ Aˆ : x(ke1) = 0} has
infinite index in Aˆ, η({x ∈ Aˆ : x(ke1) = 0}) = 0. Equivalently, P(h(g)(ke1) = 0) = 0. Thus
Image(h) = Aˆ.
Suppose g has finite order m. Identify Ann(mA) with
∏
N Z[1/m]/Z. We compute that
P(h(g)(ke1) = 0) = η({x|x(ke1) = 0}) =
#{x ∈ Z[1/m]/Z | xk = 0}
m
=
gcd(k,m)
m
.
Since this ratio goes to 0 when m goes to infinity, we are done.
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We have the following obvious lemma, which is easily proved using uniqueness in the
structure theorem for finite abelian groups.
Lemma 5.3. Given a finite abelian group F and integer n ≥ 1, let F(n) = {x ∈ F |nx = 0}.
Then for any finite abelian group H there is a finite abelian group F such that F/F(n) ∼= H
and F is over n (in the sense of Definition 2). Moreover F is uniquely determined up to
isomorphism.
Proof. By the classification of finite abelian groups, there are primes p1, . . . , ps and positive
integers t1, . . . , ts such that H = ⊕
s
j=1Z/p
tj
j Z.
Let F be any finite abelian group. Without loss of generality, F = ⊕ri=1Z/q
ui
i Z for some
primes qi and integers ui ≥ 1 that are uniquely determined by F . Then
F(n) =
r⊕
i=1
lcm(n, quii )
n
Z
/
quii Z, F/F(n)
∼= Z
/ lcm(n, quii )
n
Z.
Therefore, F is over n if and only if quii does not divide n for every i. Suppose this is the
case. Then F/F(n) ∼= H if and only if: after permuting indices if necessary, r = s, pi = qi
for all i and ptii = lcm(n, p
ui
i )/n for all i. This condition uniquely determines ui. Indeed,
ui = ti + ki where ki ≥ 0 is determined by: p
ki
i | n and p
ki+1
i ∤ n.
Proof of Theorem 1.3. Observe that the special case G = Aˆn (n ≥ 2) follows from the case
G = Aˆ because Aˆn is naturally a characteristic subgroup of Aˆ. Indeed we may regard
Aˆn
∼= (Z[1/n]/Z)N as a characteristic subgroup of Aˆ ∼= TN. Therefore every CRS of Aˆn is
automatically a CRS of Aˆ. In fact the inclusion map Aˆn → Aˆ induces an Aut(Aˆ)-equivariant
inclusion map Sub(Aˆn)→ Sub(Aˆ) which induces an affine embedding CRS(Aˆn)→ CRS(Aˆ).
Therefore it suffices to prove the special case G = Aˆ.
Let λ ∈ CRSe(Aˆ). Define a measure χ on Hom(A, Aˆ) by
χ =
∫
χK dλ(K)
where χK denotes the Haar measure on the subgroup Hom(A, K) ≤ Hom(A, Aˆ). Observe
that Image∗χ = λ. Because λ is Aut(Aˆ)-invariant, so is χ. By Theorem 4.1, χ is a convex
integral of Haar measures on subgroups of Hom(A, Aˆ) of the form Hom(A/H, Aˆ). So λ is a
convex integral of measures of the form Image∗χA/H where χA/H denotes Haar measure on
Hom(A/H, Aˆ). Because λ is indecomposable and each measure of the form Image∗χA/H is
Aut(Aˆ)-invariant there is a countable abelian group G such that λ = Image∗χG where χG
denotes Haar measure on Hom(G, Aˆ).
By Proposition 5.2 if there does not exist a finite bound on the order of elements of G
then the image of h is dense in Aˆ for χG-a.e. h. Thus λ = δAˆ, the point measure on Aˆ. This
measure corresponds to the pair (0, [0]), where 0 is a trivial group (recall the statement of
Theorem 1.3).
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Suppose now that there does exist a bound on the order of elements of G. Then the first
Pru¨fer Theorem implies
G ∼= F ⊕An1 ⊕ · · · ⊕Anr
for some finite abelian group F and integers n1, . . . , nr ≥ 1 (note A1 is the trivial group).
Without loss of generality, we identify G with the direct sum above. So for any h ∈
Hom(G, Aˆ),
h(G) = h(F ) + h(An1) + · · ·+ h(Anr).
By Proposition 5.2 we have that
∑
i h(Ani) =
∑
iAnn(niA) = Ann(mA) for χG-a.e. h where
m = lcm(ni).
If F = F0⊕F1 for some subgroups F0, F1 andmF0 = 0 then h(F0) ≤ Ann(mA). Therefore
h(G) = h(F1) + Ann(mA) = h(F1 ⊕An1 ⊕ · · · ⊕Anr)
for χG-a.e. h. So without loss of generality, we may assume that F does not have any direct
summand F0 with mF0 = 0. In other words, we may assume F is over m (Definition 2).
Thus λ corresponds to the pair (m, [F ]) in the notation of Theorem 1.3. Now we only have
to check that the pair (m, [F ]) is uniquely determined by λ.
Because h(G) is a finite extension of Ann(mA) for a.e. h, the integer m is uniquely
determined by λ. By Proposition 5.2, h restricted to F is injective for χG-a.e. h. So
F/F(m) ∼= h(G)/Ann(mA) for χG-a.e. h. Lemma 5.3 now implies the isomorphism class of
F is uniquely determined by λ and the requirement that F is over m.
Proof of Theorem 1.4. Consider first the case G = A. As discussed in §2.2, any indecom-
posable CRS of A is of the form η = Ker∗ λ for some λ ∈ CRS
e(Aˆ). So Theorem 1.3 implies
λ corresponds to the pair (m, [F ]), where m ≥ 0 is an integer and F is a finite abelian group
over m. Thus if h ∈ Hom(F, Aˆ) is random with law equal to the Haar measure of Hom(F, Aˆ)
then η is the law of Ker(h(F ) + Ann(mA)). By (1) from §2.2, η is the law of
Ker(h(F )) ∩Ker(Ann(mA)) = Ker(h(F )) ∩mA.
Note now that v ∈ Ker(h(F )) if and only if for every f ∈ F we have 0 = h(f)(v) = hˆ(v)(f),
where hˆ : A → Fˆ is the homomorphism dual to h. Since this is true for every f ∈ F , it
follows that hˆ(v) = 0, or v ∈ Ker(hˆ). Thus Ker(h(F )) = Ker(hˆ). To finish the proof in the
case G = A, it is left to note that the duality gives a continuous group isomorphism between
Hom(F, Aˆ) and Hom(A, Fˆ ), and that F ≃ Fˆ since F is finite.
Suppose now that G = An = A/nA. Since nA is a characteristic subgroup of A, any
CRS on An by taking its preimage under the factor map A → A/nA = An gives a CRS on
A, which will contain nA almost surely. Thus in order to describe CRSe(An) it suffices to
describe the set of those elements CRSe(A) that contain nA with probability 1. Clearly, they
are those elements of CRSe(A) that correspond to the pair (m, [F ]) with m|n and nF = 0.
Note that if m|n and nF = 0, then mA/nA = mAn and Hom(A, F ) = Hom(An, F ),
since for any h ∈ Hom(A, F ) we have that h(nA) = nh(A) ⊂ nF = 0. Thus an element
in CRSe(An) corresponding to the pair (n, [F ]) can be written as mAn ∩ Ker(h), where
h ∈ Hom(An, F ) has the Haar law.
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5.1 Topology of CRSe(Aˆ)
Next we describe the topology of the space CRSe(Aˆ), identified with the set of pairs (n, [F ])
such that n ≥ 0 and [F ] is an isomorphism class of a finite abelian group F over n.
Theorem 5.4. Let (ni, [Fi]) be a sequence corresponding to λi ∈ CRS
e(Aˆ). The following
statements hold.
• If ni →∞, then λi → δAˆ.
• If ni stabilizes, but Maxorder(Fi), the maximal order of elements in Fi, goes to ∞,
then λi → δAˆ.
• Suppose ni stabilizes to n. Suppose also that eventually Fi ∼= F ⊕ (⊕
s
j=1(Z/q
tj
j Z)
mj(i))
for some fixed finite abelian group F , integer s ≥ 0, primes qj and integers tj ≥ 0, and
that for all j limi→∞mj(i) = ∞ (this is the case of bounded Maxorder(Fi)). Then λi
converges to indecomposable CRS corresponding to the pair (lcm(n, {q
tj
j }
s
j=1), [F ])
• For any sequence it is possible to choose subsequence which is one of the first three
types.
Corollary 5.5. CRSe(Aˆ) is closed in CRS(Aˆ) (i.e., CRS(Aˆ) is a Bauer simplex).
Proof of Theorem 5.4. Recall ([BHK09]) that for a compact group K, given a neighborhood
U ⊂ K of identity, we obtain a neighborhood NU(K1) of K1 ∈ Sub(K) in the Chabauty
topology by
NU(K1) := {H ≤ K |H + U ⊃ K1, K1 + U ⊃ H}.
Note that for any subgroup T ∈ Sub(K), if H ∈ NU(K1), then H + T ∈ NU(K1 + T ).
Given ǫ > 0 and a finite subset J ⊂ N define a neighborhood UJ,ε of the identity in
Aˆ = (R/Z)N by
UJ,ε = {v = (vj) ∈ (R/Z)
N | |vj| < ε for all j ∈ J}
where |x+ Z| := mink∈Z |x+ k|. The sets UJ,ε form a neighborhood basis of the identity in
Aˆ.
We will obtain the theorem from a sequence of lemmas.
Lemma 5.6. For any m > ε−1 and J ⊂ N, Ann(mA) + UJ,ε = Aˆ.
Proof. Recall that Ann(mA) = (Z[1/m]/Z)N. In particular, both Ann(mA) and UJ,ε are
product sets. So it suffices to show that for any j ∈ J the projection of Ann(mA)+UJ,ε onto
the j-th coordinate is R/Z. Indeed, this projection is {k/m+ ε′+Z : 0 ≤ k < m, |ε′| < ε}.
If m > ε−1 then this set is all of R/Z.
The first item now follows. Indeed, suppose that f is a continuous function on Sub(Aˆ).
Then, by continuity, for each δ there are J and ε such that |f(Aˆ) − f(H)| < δ for each
24
H ∈ NUJ,ε(Aˆ). Note that if ni > ε
−1 and h ∈ Hom(Fi, Aˆ) we have that Ann(niA) + h(Fi) ∈
NUJ,ε(Aˆ) by the Lemma 5.6. Thus∣∣∣λi(f)− f(Aˆ)∣∣∣ ≤ ∫
Hom(Fi,Aˆ)
∣∣∣f(Ann(niA) + h(Fi))− f(Aˆ)∣∣∣ dχFi(h) ≤ δ
where χFi denotes Haar probability measure on Hom(Fi, Aˆ). Since δ, f are arbitrary, this
implies that if ni → ∞ then λi → δAˆ as required. To prove the second item, we need the
next lemma.
Lemma 5.7. Let Vm,J,ǫ be the set of all h ∈ Hom(Z/mZ, Aˆ) such that h(Z/mZ)+UJ,ε = Aˆ.
Then for any fixed finite set J ⊂ N and any ǫ,
lim
m→∞
χZ/mZ(Vm,J,ǫ) = 1
where χZ/mZ denotes Haar probability measure on Hom(Z/mZ, Aˆ).
Proof. Note that the map h 7→ h(1) identifies Hom(Z/mZ, Aˆ) with Ann(mA) = (Z[1/m]/Z)N.
For j ∈ J define vj = h(1)j ∈ Z[1/m]/Z. Then h(Z/mZ) + UJ,ε = Aˆ if and only if for each
j ∈ J
R/Z = {kvj + ε
′ + Z : 0 ≤ k < m, |ε′| < ε}.
This in turn can happen only if vj ∈ Z[1/d]/Z for some d > ε−1. To show the statement of
the lemma, it suffices to show that the ratio of all such vj in Z[1/m]/Z goes to 1 as m→∞.
Or, what is the same, that the number of v ∈ Z[1/d]/Z, such that d ≤ ε−1, divided by m,
goes to 0, but this is obvious.
From this lemma we have the second item. Indeed, given a continuous function f on
Sub(Aˆ) and δ > 0 choose J, ε such that |f(Aˆ) − f(H)| < δ for each H ∈ NUJ,ε(Aˆ). Let mi
be the maximum order of an element in Fi. Let
Qi,J,ε = {h ∈ Hom(Fi, Aˆ) : Ann(niA) + h(Fi) + UJ,ε = Aˆ.
Then χFi(Qi,J,ε) ≥ χFi(Vmi,J,ǫ). Thus∣∣∣λi(f)− f(Aˆ)∣∣∣ ≤ ∫
Hom(Fi,Aˆ)
∣∣∣f(Ann(niA) + h(Fi))− f(Aˆ)∣∣∣ dχFi(h) ≤∫
Qi,J,ε
∣∣∣f(Ann(niA) + h(Fi))− f(Aˆ)∣∣∣ dχFi(h)+∫
Hom(Fi,Aˆ)\Qi,J,ε
∣∣∣f(Ann(niA) + h(Fi))− f(Aˆ)∣∣∣ dχFi(h)
≤ δ + (1− χFi(Qi,J,ε))‖f‖∞ ≤ δ + (1− χZ/miZ(Vmi,J,ε))‖f‖∞.
Lemma 5.7 now implies the second item.
To prove the third item, we need the next two lemmas.
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Lemma 5.8. Fix m > 1. Consider the set
{(a1, . . . , ak) ∈ (Z[1/m]/Z)
k | a1, . . . , ak generate Z[1/m]/Z}.
Then the number of elements in this set divided by mk goes to 1 as k goes to infinity.
Proof. It suffices to show that the number of elements in the complement of this set divided
bymk goes to 0. Note that the complement is the union, over d|m, d 6= m, of sets (Z[1/d]/Z)k.
Clearly dk/mk → 0 as k →∞.
Lemma 5.9. Consider the set of those h ∈ Hom((Z/mZ)k, Aˆ) such that h((Z/mZ)k)+UJ,ε ⊃
Ann(mA). The Haar measure of this set goes to 1 as k goes to infinity (for fixed J, ε,m).
Proof. Denote by es, 1 ≤ s ≤ k the standard generators of (Z/mZ)k. Since J is finite, and
projections onto coordinates of Aˆ = (R/Z)N are independent, it suffices to show that for
each j ∈ J
χ(Z/mZ)k
({
h ∈ Hom((Z/mZ)k, Aˆ) : Projj(Image(h)) = Z[1/m]/Z
})
→ 1
as k → ∞ where Projj : (R/Z)
N → R/Z denotes projection onto the j-th coordinate. The
number on the left is equal to the cardinality of the set
{(a1, . . . , ak) ∈ (Z[1/m]/Z)
k | a1, . . . , ak generate Z[1/m]/Z}.
divided by mk. By the Lemma 5.8 we are done.
We will now prove the third item. Fix a finite set J ⊂ N and ε > 0. Recall that
Fi ∼= F ⊕ (⊕
s
j=1(Z/q
tj
j Z)
mj(i)), and let k(i) = minj{mj(i)}, F
′
i = ⊕
s
j=1(Z/q
tj
j Z)
mj (i) and F ′′i =
⊕sj=1(Z/q
tj
j Z)
k(i) = (Z/mZ)k(i), where m =
∏
j q
tj
j . By assumption, k(i) → ∞ as i → ∞.
Note that F ′′i ⊂ F
′
i . Thus by Lemma 5.9 we have that the set Qi of those h ∈ Hom(F
′
i , Aˆ)
such that h(F ′i ) + UJ,ε ⊃ Ann(mA) has Haar measure going to 1 as i→∞. In other words
Qi is the set of those h such that h(F
′
i ) ∈ NUJ,ε(Ann(mA)). We also have that for h ∈ Qi and
for any h1 ∈ Hom(F, Aˆ), Ann(niA)+h(F
′
i )+h1(F ) ∈ NUJ,ε(Ann(niA)+Ann(mA)+h1(F )).
We have now, for a continuous function f on Sub(Aˆ), using Fubini’s Theorem
λi(f) =
∫
Hom(F,Aˆ)
∫
Hom(F ′i ),Aˆ
f(Ann(niA) + h(F
′
i ) + h1(F )) dχF ′i (h) dχF (h1).
It now follows, as in the proof of the second item, that the interior integral converges to
f(Ann(niA) + Ann(mA) + h1(F )), and so λi(f) goes to∫
Hom(F,Aˆ)
f(Ann(niA) + Ann(mA) + h1(F )) dχF (h1)
as i→∞. Because f is arbitrary, this implies the third item.
The last, fourth, item is obvious.
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5.2 Infinite product of Galois fields
In the last two subsections we derive by different means some results of [GO09] on Grassma-
nians over a finite field. Let V be a locally compact vector space over Fq. Endow AutFq(V )
with the Braconnier topology. In this setup we use the duality of vector spaces instead of
Pontryagin duality: if V is a locally compact vector space over Fq, then V ∗ = HomFq(V,Fq),
the set of continuous linear maps, endowed with the compact-open topology.
Since AutFq(V ) ≤ Aut(V ), Proposition 2.5 applies to show that AutFq(V ) ≃ AutFq(V
∗).
Note that V ∗∗ ≃ V and ((Fq)N)∗ ≃ ⊕NFq.
Definition 11. We call φ in AutFq((Fq)
N) (respectively in AutFq(⊕NFq)) finitary if it changes
only a finite number of coordinates. It is clear that finitary automorphisms form a group.
Denote it by AutfinFq ((Fq)
N) (respectively AutfinFq (⊕NFq)).
It is easy to check that the isomorphism φ 7→ (φ∗)−1 between AutFq((Fq)
N) and AutFq(⊕NFq)
induces an isomorphism AutfinFq ((Fq)
N) ≃ AutfinFq (⊕NFq).
Proposition 5.10. The subgroup of finitary automorphisms is dense.
Proof. Since (Fq)N is compact and ⊕NFq is discrete, the Braconnier topology in both cases
coincides with the compact-open topology.
It suffices to show that AutfinFq (⊕NFq) is dense in AutFq(⊕NFq). Since ⊕NFq is discrete, the
compact-open topology coincides with the topology of pointwise convergence. Take any φ ∈
AutFq(⊕NFq) and finite subset F ⊂ ⊕NFq. It suffices to show there exists ψ ∈ Aut
fin
Fq (⊕NFq)
with φ ↾ F = ψ ↾ F .
Note F ⊂ ⊕n1Fq for some n. Let e1, . . . en be the standard basis of ⊕
n
1Fq. Then
φ(e1), . . . φ(en) is contained in some ⊕
m
1 Fq for some m. Let N = max(n,m). It follows
that there is ψ ∈ AutFq(⊕
N
1 Fq), such that ψ and φ coincide on ⊕
n
1Fq and therefore ψ and φ
coincide on F .
Corollary 5.11. CRSFq(⊕NFq) consists of all measures that are Aut
fin
Fq
(⊕NFq)-invariant.
Proof. Follows from Propositions 5.10 and 2.4.
This shows that elements of CRSFq(⊕NFq) are exactly the random spaces defined in
[GO09].
The proofs of Theorems 1.5 and 1.6 proceed in the same way as the proof of Theorems
1.3 and 1.4 above, using the following simplified versions of the main auxiliary results.
The next result corresponds with Theorem 4.1:
Theorem 5.12. Let V be a countable vector space over Fq and let χ be an AutFq((Fq)
N)-
invariant and indecomposable Borel probability measure on HomFq(V, (Fq)
N). Then there
exist a subspace W ≤ V such that χ is the normalized Haar measure on HomFq(V/W, (Fq)
N).
The next result corresponds with Proposition 5.2:
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Proposition 5.13. Let V be a countable vector space over Fq, χ denote the Haar measure
on HomFq(V, (Fq)
N) and h ∈ HomFq(V, (Fq)
N) be a random homomorphism with law χ.
• If V is finite then h is injective a.s.
• If V = ⊕NFq then Image(h) = (Fq)N a.s.
Note that if V is a countable vector space over Fq, then either V is finite or V = ⊕NFq.
The proofs of Theorem 5.12 and Proposition 5.13 are similar to the proofs of Theorem
4.1 and Proposition 5.2.
5.3 Finite dimensional approximation
Let Fκ = (Fq)
κ, and denote by µκ the measure on SubFq(⊕NFq) that is the law of Ker(h),
where h ∈ HomFq(⊕NFq, Fκ) is a random homomorphism with law equal to Haar measure
(see Theorem 1.6). Note µκ is AutFq(⊕NFq)-invariant. Let Vn = ⊕
n
1Fq ⊂ ⊕NFq.
Consider the map SubFq(⊕NFq)→ SubFq(⊕NFq) given by X 7→ X ∩ Vn. Let µκ,n denote
the probability measure on SubFq(⊕NFq) which is the pushforward of µκ under this map.
Note µκ,n is supported on SubFq(Vn). Because µκ is AutFq(⊕NFq)-invariant, µκ,n is AutFq(Vn)-
invariant.
We are interested in the following numbers:
v˜n,k := µκ({X ∈ SubFq(⊕NFq) | dimFq(X ∩ Vn) = k}),
vn,k := µκ,n({W}), W ⊆ Vn, dimFq W = k.
Because µκ,n is AutFq(Vn)-invariant, vn,k does not depend on a specific choice of subspace
W . Applying AutFq(Vn)-invariance again, we obtain:
Lemma 5.14. v˜n,k = dn,kvn,k, where dn,k is the number of k-dimensional subspaces in Fnq .
Proof of Theorem 1.7. Let χ denote the Haar probability measure on HomFq(⊕NFq,F
κ
q ). By
definition µκ = Ker∗ χ. Thus
v˜n,k = Ker∗ χ({h ∈ HomFq(⊕NFq,F
κ
q ) : dim(Ker(h ↾ Vn)) = k}).
The restriction map R : HomFq(⊕NFq,F
κ
q ) → HomFq(Vn,F
κ
q ) defined by R(h) = h ↾ Vn is a
surjective homomorphism and therefore takes Haar measure to Haar measure. So if χ′ is the
Haar measure on HomFq(Vn,F
κ
q ) then
v˜n,k = Ker∗ χ
′({h ∈ HomFq(Vn,F
κ
q ) : dim(Ker(h)) = k}).
We observe that HomFq(Vn,F
κ
q ) is a finite set which may be identified with the set of all
κ × n matrices with values in Fq. So χ′ is the uniform probability measure. The Theorem
is finished by observing that h ∈ HomFq(Vn,F
κ
q ) satisfies dim(Ker(h)) = k if and only if the
matrix representing h has rank n− k.
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We define two quantities.
tn := (q
n − 1)(qn − q) · · · (qn − qn−1),
sn := (q
n − 1)(qn−1 − 1) · · · (q − 1).
Corollary 5.15. If n ≥ 0, n ≥ k ≥ 0, and κ ≥ n− k then
v˜n,k = q
(n−k)(n−k−1)/2−κn sκsn
s(n−k)s(κ−n+k)sk
Proof. Recall that
|GLn(q)| = tn = q(
n
2)sn.
To see this, observe that GLn(q) is in 1-1 correspondence with the set of all n-tuples
(v1, . . . , vn) such that each vi ∈ F
n
q , v1 6= 0 and for each i < n, vi+1 is not in the span
of v1, . . . , vi. Hence there are q
n − 1 choices for v1, q
n − q choices for v2, q
n − q2 choices for
v3 and so on.
The group GLκ(q) × GLn(q) acts on the set Mκ,n(Fq) of all matrices of size κ × n by
the rule (A,B)M = AMB−1. The orbits of this action are exactly the sets of matrices of
constant rank. The matrix
Mr :=
(
1r×r 0r×(n−r)
0(κ−r)×r 0(κ−r)×(n−r)
)
has rank r. The elements of GLκ(q)×GLn(q) that stabilize it have the form((
ar×r br×(κ−r)
0(κ−r)×r d(κ−r)×(κ−r)
)
,
(
ar×r 0r×(n−r)
c(n−r)×r d
′
(n−r)×(n−r)
)−1)
.
Thus the number of matrices of rank r in Mκ×n(Fq) is
rankκ,n,r =
|GLκ(q)×GLn(q)|
|Stab(Mr)|
=
tκtn
trtκ−rtn−rqr(κ−r)+r(n−r)
=
q(
κ
2)+(
n
2)−(
r
2)−(
κ−r
2 )−(
n−r
2 )−r(κ−r)−r(n−r)
sκsn
srs(κ−r)s(n−r)
= qr(r−1)/2
sκsn
srs(κ−r)s(n−r)
.
Hence
v˜n,k =
rankκ,n,n−k
qκn
= q(n−k)(n−k−1)/2−κn
sκsn
s(n−k)s(κ−n+k)sk
.
Recall that dn,k is the number of k-dimensional subspaces in Fnq . We have
dn,k =
(qn − 1)(qn − q) · · · (qn − qk−1)
(qk − 1)(qk − q) · · · (qk − qk−1)
=
sn
s(n−k)sk
. (2)
To see this, observe dn,k is the number n-tuples (v1, . . . , vk) with vi ∈ Fnq such that the span
of v1, . . . , vk is k-dimensional divided by |GLk(q)|. Thus
Corollary 5.16. If n ≥ 0, n ≥ k ≥ 0, and κ ≥ n− k then
vn,k =
v˜n,k
dn,k
= q(n−k)(n−k−1)/2−κn
sκ
s(κ−n+k)
.
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A An alternative proof of Theorem 4.1 for the case
G = Z
We present here an alternative proof of Theorem 4.1 for the case G = Z. It is then possi-
ble (and that was the case in the earlier version of the paper) to deduce the general case
of Theorem 4.1, and thus to obtain another proof of Theorems 1.3, 1.4. Note that since
Hom(Z, Aˆ) = Aˆ, and so we will characterize all Aut(Aˆ)-invariant measures on Aˆ.
Denote by νr the Haar measure on Aˆr = (Z[1/r]/Z)N, r ≥ 1. Denote by ν∞ the Haar
measure on Aˆ. Since Aˆr is a subset of Aˆ, we will also consider νr as measures on Aˆ.
Theorem A.1. Any Aut(Aˆ)-invariant ergodic measure on Aˆ = TN is equal to νr for some
r ∈ [1,∞].
We will prove this by the end of the appendix. The proof avoids the de Finetti-Hewitt-
Savage Theorem, using instead tools from abstract harmonic analysis.
By ν
(2)
r we denote the Haar measure on (Z[1/r]/Z)2, and by τ
(2)
r we denote the uniform
measure on the set of pairs (x, y) ∈ (Z[1/r]/Z)2 such that x, y generate Z[1/r]/Z. By ν(2)∞
we denote the Haar measure on T2. Once again, since (Z[1/r]/Z)2 is a subset of T2, we also
consider ν
(2)
r and τ
(2)
r as measures on T2.
The plan of the proof of Theorem A.1 is as follows: first we will show that any Aut(T2)-
invariant ergodic measure on T2 is either a Haar measure ν(2)∞ or some τ
(2)
r . Then we will
show that any Aut(Aˆ)-invariant ergodic measure on Aˆ = TN is either the Haar measure ν∞
on Aˆ or the Haar measure νr on Aˆr for some r ≥ 1. We are going to prove it by projecting
such a measure onto the first two coordinates and using the results obtained for T2. However,
when we project ergodic measures νr onto T2, we obtain the measures ν
(2)
r which are not
ergodic. Thus we will have to establish the relationship between measures ν
(2)
r and τ
(2)
r .
Theorem A.2. The Haar measure ν
(2)
∞ on the torus T2 is the only nonatomic SL(2,Z)-
invariant ergodic probability measure. Any atomic SL(2,Z)-invariant ergodic probability
measure on T2 is τ (2)r for some r ≥ 1.
Remark 3. This theorem is very well-known but we were unable to find an elementary proof
of it in the literature, which is why we provide such a proof below. For example, Theorem A.2
follows from Ratner’s theorems, by inducing the action of SL(2,Z) on T2 to SL(2,R). The
induced action is isomorphic to the (left) action of SL(2,R) on (SL(2,R)⋉R2)/(SL(2,Z)⋉
Z2) with an SL(2,R)-invariant measure. The Ratner measure classification theorem then
says that there is a closed subgroup H , such that SL(2,R) ⊂ H ⊂ SL(2,R) ⋉ R2 and the
measure is the homogeneous measure on a closed orbit of H . There are only two such groups
H , H = SL(2,R)⋉R2 and H = SL(2,R). For the former, there is only one H-orbit, and it
corresponds to the Haar measure ν
(2)
∞ on T2. For H = SL(2,R) it can be seen that the closed
orbits are exactly (SL(2,R)⋉ (Z[1/r])2)/(SL(2,Z)⋉Z2), for r ≥ 1, and they correspond to
the measures τ
(2)
r .
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Proof of Theorem A.2. Let ν be an ergodic SL(2,Z)-invariant Borel probability measure
on T2. Let X be the set of all (x, y) ∈ T2 such that both x and y are irrational. Let
X ′ = ∩A∈SL(2,Z)AX . Then X
′ is SL(2,Z)-invariant and therefore, ν(X ′) ∈ {0, 1}. Suppose
for the moment that ν(X ′) = 1. Let
N1 =
[
1 1
0 1
]
.
We observe that for any (x, y) ∈ X ′, N1(x, y) = (x + y, y). Denote by q, p : T2 → T the
maps q(x, y) = x and p(x, y) = y. Then we have the decompositions
ν =
∫
νy d p∗ν(y) and ν =
∫
νx d q∗ν(x), (3)
where νy is the fiber measure on T × {y} and νx is the fiber measure on {x} × T. Since
(N1)∗ν = ν, the measures νy must be invariant under addition by y. Because ν almost every
point is doubly-irrational we have that p∗ν(Q) = 0. Since irrational rotations of the circle
are uniquely ergodic, this implies that νy is the Haar measure on T × {y} (for p∗ν-a.e. y).
Similarly, using N2(x, y) = (x, x+ y), we obtain that ν
x is the Haar measure on {x}×T (for
q∗ν-a.e. x).
Now we have, by pushing forward by p the second formula in (3)
p∗ν =
∫
p∗ν
x d q∗ν(x). (4)
Note that p : {x} × T → T is a bijection. Since νx is the Haar measure on {x} × T (for
q∗ν-a.e. x) it follows that p∗ν
x is the Haar measure on T (for q∗ν-a.e. x). Therefore we have
that p∗ν is Haar measure on T. This implies, by the first formula in (3), that ν is the Haar
measure.
So we may now assume that ν(X ′) = 0. We may also assume, without loss of generality,
that ν((Q/Z)2)) = 0 since otherwise ν is supported on a finite orbit.
So for ν-almost every (x, y) there exists A ∈ SL(2,Z) such that exactly one coordinate
of A(x, y) is rational. Let
B =
[
0 1
−1 0
]
.
Then either A(x, y) or BA(x, y) is contained in T × (Q/Z). So if we let Y be the set of all
(x, y) ∈ T2 such that x is irrational and y is rational then ν-almost every orbit intersects Y
nontrivially.
Let A ∈ SL(2,Z). If AY ∩ Y 6= ∅ then A is in the subgroup N generated by N1 and −I.
Moreover NY = Y . So if T ⊂ SL(2,Z) is a set of coset representatives for N in SL(2,Z)
then the sets {gY : g ∈ T} are pairwise disjoint and their union has full ν-measure. So
1 =
∑
g∈T ν(gY ). Since ν is measure-preserving ν(gY ) = ν(Y ). So 1 = |T |ν(Y ). However T
is infinite. This contradiction proves the first part of the statement of the theorem.
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Suppose now that ν is an SL(2,Z)-invariant ergodic probability measure on T2, and
ν({(x, y)}) > 0. Then the SL(2,Z)-orbit of (x, y) must be finite and since ν is ergodic, ν is
the uniform measure on this orbit.
In particular, elements (x+ ny, y) and (x,mx + y) belong to this orbit for all n,m ∈ Z.
Since this orbit is finite, it follows that (n − n′)y ∈ Z for some n 6= n′, and so y is rational.
Similarly, x is rational.
Let r ≥ 1 be such that x, y generate Z[1/r]/Z. Then (x, y) ∈ (Z[1/r]/Z)2, and the
SL(2,Z) orbit of (x, y) is the set of all (z, t) ∈ (Z[1/r]/Z)2 such that z, t generate Z[1/r]/Z.
Using Choquet theorem what we have just proven can be reformulated as follows: if ν
is an Aut(T2)-invariant probability measure then it is the baricenter of some probability
measure on the set {ν
(2)
∞ } ∪ {τ
(2)
r }r≥1. In other words, there are nonnegative numbers br,
r ∈ [1,∞] such that
∑
r∈[1,∞] br = 1 and ν = b∞ν
(2)
∞ +
∑
r∈[1,∞) brτ
(2)
r . However, we will need
to replace τ
(2)
r by ν
(2)
r . This is the content on the next three lemmas.
We start by expressing τ
(2)
r as a linear combination of ν
(2)
r . Recall that the Mobius
function φ : N→ R is defined by φ(n) = 0 if p2|n for some prime p, and φ(p1 · · ·pt) = (−1)t
if p1, . . . , pt are different prime numbers. We will use that φ is multiplicative, that is if
r1, r2 are mutually prime, then φ(r1r2) = φ(r1)φ(r2). We will also use the Mobius inversion
formula which can be stated as follows: if we have two sequences cr and dr, and cr =
∑
s|r ds,
then dr =
∑
s|r φ(r/s)cs.
Lemma A.3. Let φ denote the Mobius function. Then
τ (2)r =
∑
k|r
α(k, r)ν
(2)
k , (5)
where
α(k, r) =
φ (r/k) k2∑
s|r φ (r/s) s
2
=
φ (r/k) k2
β(r)
(6)
Proof. Let β(r) be the number of elements in the set
Sr = {(x, y) ∈ (Z[1/r]/Z)
2 : x and y generate Z[1/r]/Z}.
Then (Z[1/r]/Z)2 is the disjoint union of Sk, k|r. Thus r2 =
∑
k|r β(k) and so, by the
Mobius inversion formula β(r) =
∑
k|r φ(r/k)k
2. We have that ν
(2)
r is the uniform measure
on (Z[1/r]/Z)2, and τ (2)k is the uniform measure on Sk. Thus
r2ν(2)r =
∑
k|r
β(k)τ
(2)
k .
Again by the Mobius inversion formula
β(r)τ (2)r =
∑
k|r
φ(r/k)k2ν
(2)
k .
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Lemma A.4. β(r) ≥ cr2 for some c > 0.
Proof. It is easy to see that β(r) is a multiplicative function of r. Also, β(pn) = p2n−p2(n−1).
Let p1, . . . , pt be all prime divisors of r. Then
β(r)
r2
=
(
1−
1
p21
)
· · ·
(
1−
1
p2t
)
.
Thus
β(r)
r2
≥
∏
p−prime
(
1−
1
p2
)
= c > 0
Lemma A.5. Suppose µ is an Aut(T2)-invariant probability measure on T2. Then there
exist a sequence {ar}
r=∞
r=1 such that
∑
r |ar| <∞ and∑
r∈[1,∞]
arν
(2)
r = µ.
Proof. By theorem A.2 we have that {ν
(2)
∞ }∪{τ
(2)
r }r≥1 are the extreme points of the set of all
Aut(T2)-invariant measures on T2. Thus by Choquet theorem there is a probability measure
on {ν
(2)
∞ } ∪ {τ
(2)
r }r≥1 such that µ is equal to its baricenter. That is, there is a sequence of
numbers {br}
r=∞
r=1 such that br ≥ 0 and
µ(U) = b∞ν
(2)
∞ +
∑
r∈[1,∞)
brτ
(2)
r (U) for all measurable U ⊂ T
2.
By lemma A.3 we have that
µ− b∞ν
(2)
∞ =
∑
r∈[1,∞)
br
∑
k|r
α(k, r)ν
(2)
k
 = ∑
k∈[1,∞)
∑
q≥1
bkqα(k, kq)ν
(2)
k .
We have that
|bkqα(k, kq)| = bkq
k2
β(kq)
≤ c−1
bkq
q2
.
Thus we have (using lemma A.4)∑
k,q
|bkqα(k, kq)| ≤ c
−1
∑
k,q
bkq
q2
≤ c−1
∑
q
1
q2
<∞.
So to finish the proof it suffices to take a∞ = b∞ and ar =
∑
q≥1 brqα(r, rq).
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Lemma A.6. Let mi, i ≥ 1 be probability measures on a measurable space X. Suppose that∑
i≥1 |ai| <∞. Define m, a (signed) measure on X, by the rule
m(U) =
∑
i≥1
aimi(U),
for any measurable set U ⊂ X. Then
∑N
i=1 aimi converges to m, as N →∞, in norm, and
therefore weak∗. Conversely, if
∑N
i=1 aimi weak
∗ converges to m′, then m = m′.
Proof. Trivial. We note that one has to prove also that m is indeed countably additive, but
that is easy using
∑
i≥1 |ai| <∞.
Lemma A.7. Let m and mi, i ≥ 1 be probability measures on Bˆ, the Pontryagin dual of a
discrete group B. Then mi weak
∗ converges to m iff mˆi(b) → mˆ(b) for all b ∈ B, where mˆ
is the Fourier-Stiltjes transform of m.
Proof. Recall that mˆ(b) =
∫
Bˆ
χ(b) d µ(χ). That is, b is considered as function on Bˆ, b(χ) =
χ(b). This function is continuous, so weak∗ convergence mi → m impies mˆi(b) → mˆ(b) for
all b ∈ B.
Conversely, any continuous function on the compact space Bˆ can be approximated by a
finite linear combination of b ∈ B (by Stone-Weierstrass theorem).
Lemma A.8. Let µ be a probability measure on Aˆ = TN, and let µˆ : ⊕NZ → C be the
Fourier-Stiltjes transform of µ. Then µ is invariant under automorphisms of A if and only
if µˆ(k) = µˆ(ψ(k)) for any k ∈ ⊕NZ and any automorphism ψ of A.
Proof. First note that in general, if ψ : B1 → B2 is a continuous homomorphism of locally
compact groups, and µ is a finite measure on Bˆ2, then
̂ˆ
ψ∗µ = µˆψ. Indeed, we have
̂ˆ
ψ∗µ(b1) =
∫
Bˆ1
χ(b1) d ψˆ∗µ(χ) =
∫
Bˆ2
ψˆ(ζ)(b1) d µ(ζ) =
∫
Bˆ2
ζ(ψ(b1)) d µ(ζ) = µˆ(ψ(b1)) (7)
It follows that if µ is an Aut(Aˆ)-invariant measure on Aˆ and ψ ∈ Aut(A), then µˆ =̂ˆ
ψ∗µ = µˆψ by (7). Conversely, if µˆ(k) = µˆ(ψ(k)) for any k ∈ ⊕NZ, then it follows by (7)
that µˆ =
̂ˆ
ψ∗µ, and thus µ = ψˆ∗µ. Since this is true for any ψ ∈ Aut(A), it follows that µ is
Aut(Aˆ)-invariant.
In the next Lemma and its Corollary we establish that it is possible to write Aˆ as a
disjoint union of countable sets Aˆ′r such that νr(Aˆ
′
r) = 1.
Lemma A.9. νr(Aˆr′) = 1 if r|r
′ and 0 otherwise.
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Proof. Note first that if r|r′ then Aˆr ⊂ Aˆr′. Thus νr(Aˆr′) ≥ νr(Aˆr) = 1.
Suppose now that r 6 |r′. Let d = gcd(r, r′). It follows that d < r. Since νr is supported
on Aˆr we have that
νr(Aˆr′) = νr(Aˆr′ ∩ Aˆr) = νr(Aˆd).
It is left to notice that since d < r, the subgroup Aˆd has infinite index in Aˆr. Since νr is a
finite measure, it follows that νr(Aˆd) must be 0.
Corollary A.10. Denote by Aˆ′s = Aˆs − ∪k<sAˆk. Denote also Aˆ
′
∞ = Aˆ − ∪kAˆk. Then
νr(Aˆ
′
s) = 1 if r = s and 0 otherwise.
We are now ready to prove the main theorem of this section, about the description of
Aut(Aˆ)-invariant ergodic measures on TN.
Proof of Theorem A.1. In order to show that {νr}
r=∞
r=1 is the list of all Aut(Aˆ)-invariant
ergodic measures, by Choquet theorem it suffices to show that any Aut(Aˆ)-invariant proba-
bility measure is the baricenter of some probability measure on {νr}
r=∞
r=1 . That is, if ν is an
Aut(Aˆ)-invariant probability measure on Aˆ then there are numbers ar ≥ 0, r ∈ [1,∞] such
that
∑
r arνr = ν.
Consider the inclusion onto the first two coordinates
i2 : Z
2 → A = ⊕NZ.
It is easy to show that
iˆ2 : T
N → T2
is the projection onto the first two coordinates. Thus we have that (ˆi2)∗ν is an Aut(T2)-
invariant measure on T2 and that (ˆi2)∗νr = ν
(2)
r , the Haar measures on (Z[1/r]/Z)2.
By Lemma A.5 we have that there exist a sequence {ar}
r=∞
r=1 such that
∑
r |ar| <∞ and
(ˆi2)∗ν =
∑
r∈[1,∞]
arν
(2)
r =
∑
r∈[1,∞]
ar (ˆi2)∗νr.
By Lemmas A.6 and A.7 it follows that
(̂ˆi2)∗ν =
∑
r∈[1,∞]
ar (̂ˆi2)∗νr.
Using formula (7), we obtain
(̂ˆi2)∗ν = νˆ i2,
(̂ˆi2)∗νr = νˆr i2.
and thus
νˆ(k) =
∑
r∈[1,∞]
ar νˆr(k), for all k ∈ Z
2 = Z⊕ Z⊕ {0} ⊕ {0} ⊕ . . . .
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It is easy to show that any Aut(Aˆ)-orbit in ⊕NZ intersects Z2. By Lemma A.8 all νˆ, νˆr
are Aut(A)-invariant functions. Thus we have from the previous equality that
νˆ(k) =
∑
r∈[1,∞]
ar νˆr(k), for all k ∈ Z
N.
Using Lemmas A.6 and A.7 again we obtain that
ν =
∑
r∈[1,∞]
ar νr.
It is only left to show that all ar ≥ 0. Indeed, by Corollary A.10 we have that
ar = arνr(Aˆ
′
r) = ν(Aˆ
′
r) ≥ 0.
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