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On the factorization of iterated polynomials
Lucas Reis
Abstract. Let Fq be the finite field with q elements and f, g ∈ Fq [x] be
polynomials of degree at least one. This paper deals with the asymptotic
growth of certain arithmetic functions associated to the factorization of
the iterated polynomials f(g(n)(x)) over Fq, such as the largest degree of
an irreducible factor and the number of irreducible factors. In particular,
we provide significant improvements on the results of D. Go´mez-Pe´rez,
A. Ostafe and I. Shparlinski (2014).
1. Introduction
For a fieldK and a polynomial f ∈ K[x], let f (0)(x) = x and f (n)(x) = f(f (n−1)(x))
for n ≥ 1. The polynomial f (n)(x) is called the n-th iterate of f . Algebraic as-
pects of f (n)(x) have been extensively considered by many authors in the past few
years [1, 2, 7, 8, 9]; in most of the cases, the main object of study is the class
of polynomials f ∈ K[x] for which its iterates f (n)(x) are all irreducible over K.
Such polynomials are called stable. In the case K a finite field, a recent work [6]
extends the notion of stability to finite sets of polynomials {f1, . . . , fr}. More
specifically, the authors explore the sets of quadratic polynomials C = {f1, . . . , fr}
over Fq such that any polynomial obtained by compositions of elements in C is
irreducible. In [5], the authors explore further arithmetic properties of the factor-
ization of f (n)(x) when K = Fq is the finite field with q elements. They obtain
lower bounds on the values of some arithmetic functions related to the factorization
of f (n)(x) such as the number of irreducible factors and the degree of its squarefree
part. For functions A,B : N → R>0, we write A ≪ B (or equivalently B ≫ A) if
A(n) ≤ c · B(n) for some c > 0 and A = o(B) if lim
n→∞
A(n)
B(n) = 0. In addition, we
write A ≈ B if A ≪ B and A ≫ B. The main results in [5] are Theorems 9, 10
and 11 and they can be compiled as follows.
Theorem 1.1. For any fixed ε > 0 and a positive integer d such that gcd(d, q) = 1,
all but o(qd+1) polynomials f ∈ Fq[x] of degree d satisfy the following:
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(i) If ∆n(f) is the degree of the squarefree part of f
(n)(x), then ∆n(f)≫ n1−ε.
Moreover, the implicit constant in the previous inequality can be taken uni-
formly on q.
(ii) If rn(f) is the number of distinct irreducible factors of f
(n)(x), we have that
rn(f) ≥ (0.5 + o(1)) · n when n→∞ provided that
n ≤
⌈(
1
2 log d
− ε
)
log q
⌉
.
Additionally, if f ∈ Fq[x] has degree d with gcd(d, q) = 1 and f is not of the form
axd, then the largest degree Dn(f) of an irreducible factor of f
(n)(x) satisfies
Dn(f) >
(n− 1) log d− log 2
log q
≈ n.
In particular, the functions ∆n(f), rn(f) and Dn(f) grow (roughly) at least lin-
early with respect to n under not too restricted conditions. It is worth mentioning
that the exclusion of o(qd+1) polynomials in Theorem 1.1 is due to the character
sums techniques employed in its proof.
In this paper, we explore similar questions to the ones discussed in [5] over a
more general class of iterated polynomials. For polynomials f, g ∈ Fq[x], we define
the following sequence of polynomials over Fq:
P0[f, g](x) = f(x), Pn[f, g](x) = f(g
(n)(x)), n ≥ 1.
We call Pn[f, g](x) the n-th g-iterate of f . Motivated by Question 18.9 in [3],
we introduce the following arithmetic functions associated to the factorization of
Pn[f, g](x) over Fq.
Definition 1.2. For f, g ∈ Fq[x], let
Pn[f, g](x) = p1,n(x)
e1,n · · · pNn,n(x)eNn,n , n ≥ 0,
be the factorization of Pn[f, g](x) into irreducible polynomials over Fq. For each
n ≥ 0, we consider the following arithmetic functions:
(a) Ef,g(n) := max
1≤i≤Nn
ei,n is the largest multiplicity of a root of Pn[f, g](x) (recall
that finite fields are perfect fields);
(b) ef,g(n) := min
1≤i≤Nn
ei,n is the smallest multiplicity of a root of Pn[f, g](x);
(c) ∆f,g(n) := deg(p1,n(x) · · · pNn,n(x)) is the degree of the squarefree part of
Pn[f, g](x);
(d) Mf,g(n) := max
1≤i≤Nn
deg(pi,n(x)) is the largest degree of an irreducible factor of
Pn[f, g](x) over Fq;
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(e) mf,g(n) := min
1≤i≤Nn
deg(pi,n(x)) is the smallest degree of an irreducible factor
of Pn[f, g](x) over Fq;
(f) Nf,g(n) := Nn is the number of distinct irreducible factors of Pn[f, g](x) over
Fq;
(g) Af,g(n) :=
∆f,g(n)
Nf,g(n)
is the average degree of the distinct irreducible factors of
Pn[f, g](x) over Fq.
If f is a constant or g has degree at most one, the arithmetic functions above
are all constant. For this reason, we may restrict ourselves to the case deg(f) ≥ 1
and deg(g) ≥ 2. Our results have implications in the study of the asymptotic
behaviour of the functions in Definition 1.2 and, in particular, they extend some
results in Theorem 1.1. Most notably, in contrast to the lower bound ∆n(f) ≫
n1−ε given in Theorem 1.1 we show that, up to genuine exceptions, ∆n(f) has
exponential growth. Furthermore, the condition gcd(deg(f), q) = 1 is replaced by
a less restrictive one. For more details, see Corollary 2.5.
The structure of the paper is given as follows. In Section 2, we present the
main results and provide useful remarks. Section 3 is devoted to provide some
definitions and background material that is used along the way. In Sections 4 and
5 we prove our main results. Finally, in Section 6, we present conclusions and some
open problems.
2. Main results
In this section, we provide the main results of this paper. We start with the
following definition.
Definition 2.1. Let p be the characteristic of Fq and consider f, g ∈ Fq[x] such
that deg(f) = k ≥ 1 and deg(g) = D ≥ 2.
(a) the p-reduction of g is the unique polynomial G ∈ Fq[x] such that g(x) =
G(x)p
h
for some h ≥ 0 and the formal derivative G′(x) of G(x) is not the zero
polynomial;
(b) the pair (f, g) is p-critical if the p-reduction of g(x) is a linear polynomial, i.e.,
g(x) = axp
h
+ b for some h ≥ 0 and a, b ∈ Fq;
(c) the pair (f, g) is critical if there exist elements α, β and γ in Fq such that
f(x) = β(x − α)k and g(x) = γ(x− α)D + α.
A trivial upper bound for all the arithmetic functions in Definition 1.2 is kDn,
where k = deg(f) and D = deg(g). It is a routine exercise to check that, if (f, g)
is critical or p-critical, Ef,g(n) = Ef,g(0) · Dn, ef,g(n) = ef,g(0) · Dn and all the
other arithmetic functions are constant, equal to their values at n = 0. So, from
now and on, we take the following assumption:
The pair (f, g) is neither critical nor p-critical.
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The main results of this paper provide finner informations on the growth the
arithmetic functions related to Pn[f, g](x) and can be stated as follows.
Theorem 2.2. Let f, g ∈ Fq[x] be polynomials of degrees k ≥ 1 and D ≥ 2,
respectively, such that the pair (f, g) is neither critical nor p-critical. Let G ∈ Fq[x]
be the p-reduction of g, write g(x) = G(x)p
h
and set d = deg(G) > 1. Then the
following hold:
(i) ef,g(n) ≥ pnh for n ≥ 0;
(ii) Ef,g(n) ≤
√
D
D−1 ·κng ≤
√
2 ·κng for any n ≥ 0, where κg =
√
D(D − 1) < D.
In particular, this bound is better than the trivial bound Ef,g(n) ≤ k ·Dn.
(iii) there exists a constant Cf,g > 0 such that ∆f,g(n) ≥ Cf,g · dn for n ≥ 0.
In particular ∆f,g(n) ≈ dn and so the function ∆f,g(n) grows exponentially.
Remark 2.3. We observe that, under the conditions of Theorem 2.2, the following
holds
dn ≪ ∆f,g(n) = Af,g(n) ·Nf,g(n).
In particular, there exists c > 0 such that, for any n ≥ 0, either Nf,g(n) ≥ c · dn/2
or Af,g(n) ≥ c · dn/2.
Our second result concerns the degree of the irreducible factors of Pn[f, g](x).
Theorem 2.4. Let f, g ∈ Fq[x] be polynomials of degrees k ≥ 1 and D ≥ 2, respec-
tively, such that the pair (f, g) is neither critical nor p-critical. Then Mf,g(n)≫ n.
Moreover, the following are equivalent:
(i) there exists a constant c > 0 such that mf,g(n) ≤ c for any n ≥ 0;
(ii) the sequence mf,g(n) is eventually constant;
(iii) f has a root β ∈ Fq such that g(i)(β) = β for some i ≥ 1.
Following the notation of Theorem 1.1 we observe that, for a generic polynomial
f ∈ Fq[x] of degree at least one, Af,f (n) ≤Mf,f(n) = Dn+1(f), Nf,f (n) = rn+1(f)
and ∆f,f (n) = ∆n+1(f) for any n ≥ 0. In addition, the pair (f, f) is critical or
p-critical according to f(x) is of the form axk or of the form axp
h
+ b, respec-
tively. Therefore, if deg(f) > 1 is relatively prime with q, the pair (f, f) cannot be
p-critical and it is critical if and only if f is of the form axk. In particular, Theo-
rems 2.2 and 2.4 and Remark 2.3 provide extensions and significant improvements
on the results in Theorem 1.1.
Corollary 2.5. Suppose that f ∈ Fq[x] has degree D > 1 and is not of the form
axk or of the form axp
h
+ b. Let d > 1 be the degree of the p-reduction of f . Then
the following hold:
(i) ∆n(f) ≈ dn and so ∆n(f) grows exponentially;
(ii) Dn(f)≫ n;
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(iii) there exists Cf > 0 such that, for any n ≥ 0, either rn(f) ≥ Cf · dn/2 or
Dn(f) ≥ Cf · dn/2.
We emphasize that the results of Theorems 2.2 and 2.4 and Remark 2.3 are
“roughly sharp” in the sense that the bounds on the “growth-type” of the functions
provided in such theorem can be reached. More specifically, we have the following
result.
Theorem 2.6. Let f ∈ Fq[x] be any polynomial of degree at least one. Then the
following hold.
(i) If f is not of the form axk, then for any nonnegative integer t, there exist
infinitely many polynomials g such that Nf,g(n) ≈ nt and Mf,g(n) ≈ deg(g)n.
(ii) There exist infinitely many polynomials g such that Mf,g(n) ≈ n.
(iii) If q > 2 is a prime power and f writes as f(x) = xk · F (x), where F (x) =
xm +
∑m−1
i=0 aix
i with m ≥ 1 and a0 6= 0, 1, then there exists a polynomial
g ∈ Fq[x] such that Mf,g(n)≫ 2n and Nf,g(n)≫ 2n.
We comment that the proof of Theorem 2.6 is constructive and, in particular,
item (i), (ii) and (iii) are proved considering g a monomial, a q-linearized polynomial
(i.e., a polynomial of the form
∑m
i=0 aix
qi) and a mix of them, respectively. More-
over, for g ∈ Fq[x] a monomial or q-linearized and generic irreducible f ∈ Fq[x],
we obtain exact implicit formulas for all the functions given in Definition 1.2. This
is done using the main results of [4] (the monomial case) and [11] (the linearized
case). For more details, see Section 5.
3. Preliminaries
Throughout this paper, we fix Fq a finite field of characteristic p. In this section,
we introduce some useful definitions and provide background material that is used
along the way. We further show that Theorems 2.2 and 2.4 need to be proved only
for a restricted class of pairs (f, g).
3.1. Notations and basic results
Let Fq be the algebraic closure of Fq. We usually denote by Q a power of q so FQ
is an extension of Fq.
Definition 3.1. If F ∈ FQ[x], we consider the following functions:
(a) ν(F ) is the largest multiplicity of a root of F over Fq;
(b) ν∗(F ) is the smallest multiplicity of a root of F over Fq;
(c) MQ(F ) is the largest degree of an irreducible factor of F over FQ;
(d) mQ(F ) is the smallest degree of an irreducible factor of F over FQ;
(e) ∆(F ) is the degree of the squarefree part of F ;
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(f) NQ(F ) is the number of irreducible factors of F over FQ.
For any integer i, let σi : Fq → Fq be the i-th power of the Frobenius au-
tomorphism, i.e., σi(α) = α
pi . For simplicity, σi : Fq[x] → Fq[x] also denotes
the natural extension of σi to the polynomial ring Fq[x], i.e., for f ∈ Fq[x] with
f(x) =
∑k
j=0 ajx
j , we have σi(f) =
∑k
j=0 a
pi
j x
j . The following result is classical.
Lemma 3.2. A polynomial f ∈ Fq[x] is irreducible if and only if σi(f) ∈ Fq[x] is
irreducible for any i ∈ Z.
Definition 3.3. For an element α ∈ Fq, degQ(α) denotes the degree of the minimal
polynomial mα,Q of α over FQ. Equivalently, degQ(α) is the least positive integer
s such that α ∈ FQs .
Remark 3.4. If f ∈ FQ[x] is irreducible and α ∈ FQ = Fq is such that f(α) = 0,
then degQ(α) = deg(f) and f(x) = a ·mα,Q(x) for some a ∈ FQ.
3.2. Factorization of composed polynomials
Here we provide a finite field generalization of the well-known Capelli’s Lemma,
that gives a criterion on the irreducibility of composed polynomials f(g(x)) with f
irreducible. This is done via the theory of spins of polynomials, introduced in [10].
We just state the results without proof since they are quite simple and are proved
in Section 4 of [10]. If Q = pm, set τQ,j = σmj for j ≥ 0, i.e., τQ,j(α) = αQj for
any α ∈ Fq. Of course, τj naturally extends to the polynomial ring Fq[x]. We start
with the following definition.
Definition 3.5. For a polynomial f ∈ FQ[x], let s = sQ(f) be the least positive
integer such that all the coefficients of f lie in FQs . We define the spin of f over
FQ as
SQ(f) =
sQ(f)−1∏
j=0
τQ,j(f).
The following result provides a way of obtaining the factorization of composed
polynomials via spins.
Lemma 3.6 (see Lemmas 11 and 13 of [10]). Let g ∈ FQ[x] be a polynomial of
degree at least one. For an element λ ∈ FQ with degQ(λ) = s, we have the following
equality
SQ(g(x)− λ) =
s−1∏
j=0
(g(x)− λQj ).
In addition, if f ∈ FQ[x] is irreducible of degree k and α ∈ FQ is any of its roots,
then the factorization of f(g(x)) over FQ is given by
f(g(x)) = λf ·
∏
R
SQ(R(x)),
where R runs over all the irreducible factors of g(x) − α over FQk and λf is the
leading coefficient of f .
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From the previous lemma, we obtain the following corollary.
Corollary 3.7. Let α ∈ FQ be an element with degQ(α) = k and let g ∈ FQ[x] be
a polynomial of degree at least one. If
g(x)− α = p1(x)e1 · · · pr(x)er ,
is the factorization of g(x) − α over FQk then, for any 1 ≤ i ≤ r, we have that
deg(SQ(pi(x))) = k · deg(pi).
Proof. Let f be the minimal polynomial of α over FQ, hence f is irreducible and
deg(f) = k. From Lemma 3.6, we have that
(3.1) f(g(x)) =
r∏
i=0
SQ(pi(x))
ei .
Since pi ∈ FQk [x], it follows that sQ(pi) ≤ k. In particular, from the definition, we
have that
deg(SQ(pi(x))) = sQ(pi(x)) · deg(pi) ≤ k · deg(pi).
Taking degrees on Eq. (3.1) we obtain
k · deg(g) =
r∑
i=1
ei · deg(SQ(pi(x))) ≤ k ·
r∑
i=1
ei · deg(pi) = k · deg(g).
Therefore, we necessarily have the equality deg(SQ(pi(x))) = k · deg(pi). ✷
Lemma 3.6 and Corollary 3.7 immediately give the following results.
Lemma 3.8. Let G,F1, F2 ∈ FQ[x] be polynomials of degree at least one. If F1
and F2 are relatively prime, then F1(G(x)) and F2(G(x)) are relatively prime.
Proposition 3.9. Let f ∈ Fq[x] be an irreducible polynomial of degree k and let
α ∈ FQ be any of its roots, where Q = qk. For any polynomial g ∈ Fq[x] of degree
at least one and any n ≥ 0, the following hold:
(i) Ef,g(n) = ν(g
(n)(x)− α);
(ii) ef,g(n) = ν
∗(g(n)(x) − α);
(iii) Mf,g(n) = k ·MQ(g(n)(x)− α);
(iv) mf,g(n) = k ·mQ(g(n)(x) − α);
(v) ∆f,g(n) = k ·∆(g(n)(x) − α);
(vi) Nf,g(n) = NQ(g
(n)(x) − α).
Corollary 3.10. For any polynomial g ∈ FQ[x] of degree at least two and any α
in an extension FQk of FQ, the function mQk(g
(n)(x) − α) is nondecreasing.
The following lemma provides bounds for the values of ν and ν∗ at iterated
polynomials g(n)(x) − α.
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Lemma 3.11. Let α be an element in Fq, g ∈ Fq[x] be a polynomial of degree at
least one and n ≥ 1. The following hold:
(3.2) ν(g(n)(x)− α) ≤ max
Γ∈Cn(α)
∏
λ∈Γ
ν(g(x) − λ)
and
(3.3) ν∗(g(n)(x)− α) ≥ min
Γ∈Cn(α)
∏
λ∈Γ
ν∗(g(x) − λ),
where Cn(α) comprises the n-tuples Γ = (γ1, . . . , γn) ∈ (Fq)n such that γ1 = α
and, if n ≥ 2, g(γi) = γi−1 for 2 ≤ i ≤ n.
Proof. We only consider the Ineq. (3.2) since the proof of Ineq. (3.3) is entirely
similar. We proceed by induction on n. The case n = 1 is trivial. Suppose that the
result holds for an integer N ≥ 1 and let n = N +1. If g(x)−α =∏si=1(x− δi)ei ,
where the δi are pairwise distinct, we have that
ν(g(n)(x)− α) = max
1≤i≤s
ei · ν(g(N)(x) − δi).
From induction hypothesis and the trivial inequality ei ≤ ν(g(x) − α), we have
that
ν(g(n)(x) − α) ≤ ν(g(x) − α) · max
Γ∈CN (δi),1≤i≤s
∏
λ∈Γ
ν(g(x)− λ).
It follows by the definition that the elements of Cn(α) are exactly the sets of the
form {α, γ2, . . . , γn−1}, where {γ2, . . . , γn−1} ∈ CN (δi) for some 1 ≤ i ≤ s. In
particular,
ν(g(x) − α) · max
Γ∈CN (δi),1≤i≤s
∏
λ∈Γ
ν(g(x)− λ) = max
Γ∈Cn(α)
∏
λ∈Γ
ν(g(x)− λ),
and the result follows. ✷
3.3. A reduction of Theorems 2.2 and 2.4
Here we show that Theorems 2.2 and 2.4 need only to be proved for pairs (f, g)
such that f is irreducible.
Lemma 3.12. Let f, g ∈ Fq[x] be polynomials such that deg(f) ≥ 1 and deg(g) ≥
2. Suppose that the irreducible factorization of f over Fq is
f(x) = f1(x)
e1 · · · fs(x)es .
Then the pair (f, g) is critical (resp. p-critical) if and only if (fi, g) is critical
(resp. p-critical) for any 1 ≤ i ≤ n. In addition, for any n ≥ 0, the following hold:
(a) Ef,g(n) = max
1≤i≤s
{ei ·Efi,g(n)} if n ≥ 1;
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(b) ef,g(n) = min
1≤i≤s
{ei · efi,g(n)} if n ≥ 1;
(c) Mf,g(n) = max
1≤i≤s
{Mfi,g(n)};
(d) mf,g(n) = min
1≤i≤s
{mfi,g(n)};
(e) ∆f,g(n) =
∑
1≤i≤s∆fi,g(n);
(f) Nf,g(n) =
∑
1≤i≤sNfi,g(n).
In particular, if Theorems 2.2 and 2.4 hold for the pairs (f, g) with f irreducible,
then they hold for any pair (f, g).
Proof. The first statement follows directly from the definition of critical and p-
critical pairs. Also, items (a–f) follow from Lemma 3.8 and the fact that
Pn[f, g](x) =
s∏
i=1
Pn[fi, g](x)
ei , n ≥ 0.
For the last statement we observe that, for a fixed f , the number s is bounded by
deg(f), that does not depend on n. In particular, from the bounds in the items
(a–f) above, Theorems 2.2 and 2.4 hold for the pair (f, g) whenever they hold for
each pair (fi, g) with 1 ≤ i ≤ s. ✷
4. Proof of Theorems 2.2 and 2.4
In this section we provide the proof of Theorems 2.2 and 2.4, that is divided in
many parts. We observe that, from Lemma 3.12, we only need to consider pairs
(f, g) such that f is irreducible. So we take the following assumption:
The pair (f, g) is neither critical nor p-critical and f is irreducible.
Before we proceed to the proof of Theorems 2.2 and 2.4, we comment on the main
ideas that are employed. If f ∈ Fq[x] has degree k and is irreducible, Proposi-
tion 3.9 entails that the arithmetic functions associated to f(g(n)(x)) depend on
the factorization of the polynomial g(n)(x) − α over Fqk , where α is any root of
f . So we focus on the factorization of polynomials of the form g(n)(x) − α in
our statements and explain how they imply the main results. When studying the
polynomials of the form g(n)(x)−α, we will frequently look at the reversed g-orbit
of α, that is, the set {β ∈ Fq | g(i)(β) = α for some i ≥ 0}.
We start with the following definition.
Definition 4.1. For a polynomial g ∈ Fq[x], an element λ ∈ Fq is said to be
g-periodic if there exists a positive integer i such that g(i)(λ) = λ.
We have the following proposition.
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Proposition 4.2. Let g ∈ Fq[x] be a polynomial of degree D ≥ 2 and α ∈ Fq.
Suppose that G ∈ Fq[x] is the p-reduction of g with g(x) = G(x)ph , where h ≥ 0. If
g(x) is not of the form a(x−α)D +α or of the form axph + b then, for any n ≥ 0,
the following holds:
pnh ≤ ν∗(g(n)(x)− α) ≤ ν(g(n)(x)− α) ≤
√
D
D − 1 · κ
n
g ≤
√
2κng ,
where κg =
√
D(D − 1).
Proof. The result is trivial for n = 0 and so we suppose that n ≥ 1. We observe
that, for any λ ∈ Fq, ν(g(x) − λ) = ph · ν(G(x) − σ−h(λ)) and ν∗(g(x) − λ) =
ph · ν∗(G(x) − σ−h(λ)). In particular, the inequality
pnh ≤ ν∗(g(n)(x) − α) ≤ ν(g(n)(x) − α),
follows trivially from Ineq. (3.3). Following the notation of Lemma 3.11, Cn(α)
comprises the n-tuples
Γ = (γ1, . . . , γn) ∈ (Fq)n,
such that γ1 = α and, if n ≥ 2, g(γi) = γi−1 for 2 ≤ i ≤ n. From Ineq. (3.2), we
have that
(4.1) ν(g(n)(x) − α) ≤ max
Γ∈Cn(α)
{∏
λ∈Γ
ν(g(x) − λ)
}
.
We observe that ν(g(x)− λ)) ≤ D = deg(g), for any λ ∈ Fq.
Claim 1. The equality ν(g(x)− γ) = D holds for at most one element γ ∈ Fq.
Proof of Claim 1. Since g(x) is not of the form axp
h
+ b and G ∈ Fq[x] is the
p-reduction of g, we have that G has degree d := D
ph
≥ 2 and G′(x) is not the
zero polynomial. Since g(x) = G(x)p
h
, it suffices to prove that ν(G(x) − δ) = d
for at most one element δ ∈ Fq. However, if ν(G(x)− δ) = ν(G(x)− δ0) = d with
δ 6= δ0, it follows that the polynomial G′(x) vanishes at two distinct elements
of Fq with multiplicity at least d − 1. Since G′(x) is not the zero polynomial, it
follows that deg(G′(x)) ≥ 2(d− 1). However, deg(G′) ≤ deg(G) − 1 = d− 1 and
so 2(d− 1) ≤ d− 1, a contradiction since d ≥ 2.
If it does not exist γ ∈ Fq such that ν(g(x)− γ) = D, Ineq. (4.1) yields
ν(g(n)(x) − α) ≤ (D − 1)n <
√
D
D − 1 · κ
n
g .
On the contrary, let B ∈ Fq be such that ν(g(x) − B) = D. From Claim 1,
ν(g(x) − γ) ≤ D − 1 whenever γ 6= B. For any Γ = (γ1, . . . , γn) ∈ Cn(α) and
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γ ∈ Fq, let e(γ,Γ) be the number of indexes 1 ≤ i ≤ n for which γ = γi. In
particular, Ineq. (4.1) yields
(4.2) ν(g(n)(x)− α) ≤ max
Γ∈Cn(α)
{De(B,Γ) · (D − 1)n−e(B,Γ)}.
Therefore, if e(B,Γ) ≤ 1 for any n ≥ 1 and any Γ ∈ Cn(α), Ineq. (4.2) yields
ν(g(n)(x) − α) ≤ D(D − 1)n−1 <
√
D
D − 1 · κ
n
g ,
as desired. Otherwise, there exist N ≥ 2 and Γ0 ∈ CN (α) such that B ∈ Γ0 and
e(B,Γ0) ≥ 2. If B = γi = γj ∈ Γ0 with 1 ≤ i < j ≤ N , then g(j−i)(B) = B and
g(i)(B) = α and so B,α are g-periodic and lie in the same orbit. Additionally,
since ν(g(x) − B) = D, there exist a, b ∈ Fq such that g(x) = a(x − b)D + B. Let
M be the least positive integer such that g(M)(B) = B.
Claim 2. For any n ≥ 1 and any Γ ∈ Cn(α), we have that
e(B,Γ) ≤ (n− 1)
M
+ 1.
Proof of Claim 2. Set s = e(B,Γ); if s = 0, 1 the result is trivial. Otherwise,
s ≥ 2 and following the proof that B is periodic, we see that there exist integers
0 ≤ i1 < · · · < is ≤ n − 1 such that g(il−il−1)(B) = B for any 2 ≤ l ≤ s. In
particular, il − il−1 ≥M for any 2 ≤ l ≤ s and so
n− 1 ≥ is − i1 =
∑
2≤l≤s
(il − il−1) ≥ (s− 1)M,
proving the claim.
From e(B,Γ) ≤ (n− 1)/M +1 and Ineq. (4.2) we have that, for any n ≥ 1, the
following holds
ν(g(n)(x)− α) ≤ D ·D(n−1)/M (D − 1)(n−1)(M−1)/M ≤
√
D
D − 1 · κ
n
g ,
provided that M ≥ 2. In particular, we only need to consider the case M = 1.
However, in this case, B = g(B) = a(B − b)D + B and so b = B and g(x) =
a(x − B)D + B. Additionally, since α is g-periodic and lies in the same orbit of
B, we have that α = B. In other words, g(x) = a(x − α)D + α, contradicting our
hypothesis. ✷
We observe that, from Proposition 4.2, items (i) and (ii) of Theorem 2.2 are
easily deduced. In fact, from Lemma 3.12, we only need prove them for f an irre-
ducible polynomial. If f has degree k and α ∈ Fqk is any of its roots, Proposition 3.9
entails that ef,g(n) = ν
∗(g(n)(x) − α) and Ef,g(n) = ν(g(n)(x) − α). Moreover,
the assumption in Theorem 2.2 that the pair (f, g) is neither critical nor p-critical
directly implies that g and α satisfy the conditions in Proposition 4.2.
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We proceed to the proof of item (iii) of Theorem 2.2 and the comment there-
after. The key idea is to prove that, if g is not of the form axp
h
+b or β(x−α)D+α,
there exists an element γ in the reversed g-orbit
{β ∈ Fq | g(i)(β) = α for some i ≥ 0}
of α such that ∆(g(n)(x)−γ) ≥ deg(G)n for any n ≥ 0, where G is the p-reduction
of g. If g(j)(γ) = α, the polynomial g(n)(x) − γ divides g(n+j)(x) − α for any
n ≥ 0. The latter implies that ∆(g(n)(x)− α)≫ deg(G)n. These observations are
compiled in the following lemma.
Lemma 4.3. Let α ∈ Fq and let g ∈ Fq[x] be a polynomial of degree D ≥ 2 such
that g is not of the form axp
h
+b or a(x−α)D+α. Let G ∈ Fq[x] be the p-reduction
of g, d = deg(G) > 1 and write D = d · ph with h ≥ 0. Then there exists a positive
integer i and an element γ ∈ Fq such that g(i)(γ) = α and ν(g(n)(x) − γ) = pnh
for any n ≥ 0. In particular, there exists a constant Cα,g > 0 such that
(4.3) ∆(g(n)(x)− α) ≥ Cα,g · dn,
for any n ≥ 0 and so ∆(g(n)(x)− α) ≈ dn.
Proof. First, we claim that there exists a positive integer j = j(α) and an element
λ ∈ Fq such that λ is not g-periodic and g(j)(λ) = α. Proceeding by contradiction,
suppose that all the roots of g(x)−α are g-periodic and, if η is any root of g(x)−α,
all the roots of g(x) − η are also g-periodic. We observe that, for any β ∈ Fq, at
most one root of the polynomial g(x) − β is g-periodic. In particular, the latter
implies that g(x)− α = a1(x− η)D and g(x)− η = a2(x− η0)D for some η0 ∈ Fq.
In other words, ν(g(x) − α) = ν(g(x) − η) = D = deg(g). From Claim 1 in
Proposition 4.2, we conclude that α = η and so g(x) is of the form a(x−α)D +α,
contradicting our hypothesis.
Let λ ∈ Fq and j > 0 be such that g(j)(λ) = α and λ is not g-periodic. Since
G is such that G′(x) is not the zero polynomial, it follows that the set of roots of
G′(x) is finite. It is direct to verify that, for any m ≥ 0, no root of g(m)(x) − λ
is g-periodic. In particular, the polynomials g(m)(x) − λ with m ≥ 0 are pairwise
relatively prime. Therefore, there exists a positive integer M = M(λ) such that
the polynomial g(k)(x)−λ is relatively prime with G′(x) for any k ≥M . Let γ be
any root of g(M)(x) − λ.
Claim 1. For any n ≥ 0, ν(g(n)(x) − γ) = pnh.
Proof of Claim 1. From Proposition 4.2 and Ineq. (3.2), we have that
pnh ≤ ν(g(n)(x)− γ) ≤ max
Γ∈Cn(γ)


∏
β∈Γ
ν(g(x) − β)


= pnh · max
Γ∈Cn(γ)


∏
β∈Γ
ν(G(x) − σ−h(β))

 ,
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where Cn(γ) is as in Lemma 3.11. We observe that, if there exists n ≥ 0, Γ ∈
Cn(γ) and β ∈ Γ such that ν(G(x) − σ−h(β)) > 1, then there exists an element
β0 ∈ Fq such that G(β0) = σ−h(β) and G′(β0) = 0. However, g(β0) = β ∈ Cn(γ)
and so β0 is a root of g
(t)(x)−γ for some 0 ≤ t ≤ n+1. The latter implies that β0
is a root of g(t+M)(x)−λ, which is relatively prime with G′(x) since t+M ≥M .
But this is contradiction with the equality G′(β0) = 0. In particular, for any
n ≥ 0, we have that
max
Γ∈Cn(γ)


∏
β∈Γ
ν(G(x) − σ−h(β))

 = 1,
proving the claim.
Therefore, for i = j +M , g(i)(γ) = α and ν(g(n)(x) − γ) = pnh for any n ≥ 0.
We observe that, since g(i)(γ) = α, g(n)(x) − γ divides g(n+i)(x) − α and so we
have that
∆(g(n)(x) − α) ≥ ∆(g(χi(n))(x)− γ),
where χi(n) = max{n− i, 0}. In addition, we have the trivial inequality
∆(g(m)(x) − γ) ≥ deg(g
(m)(x)− γ)
ν(g(m)(x)− γ) = d
m,
for any m ≥ 0 and so Ineq. (4.3) holds with Cα,g = 1di . To finish the proof we
observe that, from Proposition 4.2, ν∗(g(n)(x) − α) ≥ pnh and so
∆(g(n)(x) − α) ≤ deg(g
(n)(x)− α)
ν∗(g(n)(x) − α) ≤ d
n.
In particular, ∆(g(n)(x) − α) ≈ dn. ✷
We observe that Lemma 4.3 immediately implies item (iii) of Theorem 2.2 and
the comment thereafter. In fact, from Lemma 3.12, we only need to consider
the pairs (f, g) as in Theorem 2.2 with f ∈ Fq[x] irreducible. Moreover, if f is
irreducible of degree k and α ∈ Fqk is any of its roots, Proposition 3.9 entails that
∆f,g(n) = k·∆(g(n)(x)−α). Since the pair (f, g) is neither critical nor p-critical, we
have that α and g satisfy the conditions of Lemma 4.3 and so ∆(g(n)(x)−α) ≈ dn,
where d is the degree of the p-reduction G ∈ Fq[x] of g.
4.1. On the degree and number of irreducible factors of Pn[f, g](x)
Here we provide the proof of Theorem 2.4. We start with the bound on Mf,g(n).
Lemma 4.4. Let f, g ∈ Fq[x] be polynomials of degrees k ≥ 1 and D ≥ 2, respec-
tively, such that f is irreducible and the pair (f, g) is neither critical nor p-critical.
Then Mf,g(n)≫ n.
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Proof. Let α ∈ Fq be any root of f . From Proposition 3.9, we only need to prove
that MQ(g
(n)(x) − α) ≫ n for Q = qk. If we set M(n) = MQ(g(n)(x) − α), it
follows that the roots of g(n)(x) − α lie in CM(n) = ∪1≤i≤M(n)FQi . Since the pair
(f, g) is neither critical or p-critical, g is not of the form β(x − α)D + α or of the
form axp
h
+ b. Therefore, from Lemma 4.3, it follows that ∆(g(n)(x)− α) ≥ c · dn
for some c > 0 (that does not depend on n), where d > 1 is the degree of the
p-reduction of g. In particular, we have that
c · dn ≤ ∆(g(n)(x)− α) ≤ |CM(n)| ≤ QM(n) + . . .+Q < 2QM(n).
Thus, M(n) > n log(d)+log c−log 2logQ ≫ n, since Q, d > 1. ✷
The following result proves the remaining statement in Theorem 2.4, concerning
the arithmetic function mf,g(n).
Lemma 4.5. Let f ∈ Fq[x] be an irreducible polynomial of degree k ≥ 1 and let
α ∈ Fqk be any of its roots. If g is any polynomial of degree D ≥ 1, then the
following are equivalent:
(i) there exists a constant c > 0 such that mf,g(n) ≤ c for any n ≥ 0;
(ii) the sequence {mf,g(n)}n≥0 is eventually constant;
(iii) α is g-periodic;
(iv) mf,g(n) = k for any n ≥ 0.
Proof. From Proposition 3.9 and Corollary 3.10, mf,g(n) is nondecreasing and
so (i) implies (ii). To see that (ii) implies (iii), suppose that mf,g(n) = R for
some positive integer R and any n ≥ n0, where n0 > 0. Since there exist a finite
number of irreducible polynomials of degree R over Fq, there exist positive integers
M > N and an irreducible polynomial h ∈ Fq[x] of degree R such that h(x) divides
PN [f, g](x) and PM [f, g](x). The latter implies that there exists a root γ ∈ Fq of h
that is a root of g(N)(x)−αqs and g(M)(x)−αqt for some 1 ≤ s, t ≤ k. Therefore,
g(N)(γ) = αq
s
and g(M)(γ) = αq
t
and so g(M−N)(αq
s
) = αq
t
. Since g ∈ Fq[x],
we have that g(xq) = g(x)q and so g(M−N)(α) = αq
t−s
. The latter implies that
g(k(M−n))(α) = αq
k(t−s)
= α, i.e., α is g-periodic. To prove that (iii) implies (iv) we
observe thatmf,g(0) = deg(f) = k and somf,g(n) ≥ k for any n ≥ 0, sincemf,g(n)
is nondecreasing. However, if α is g-periodic, g(i)(α) = α for some positive integer
i and so α is a root of g(mi)(x)−α for any m ≥ 0. In particular, mf,g(mi) = k for
any m ≥ 0 and again, since mf,g(n) is nondecreasing, we have that mf,g(n) = k
for any n ≥ 0. Finally, (iv) trivially implies (i). ✷
5. The cases g monomial and q-linearized
In this section we explicitly compute the arithmetic functions associated to the
factorization of polynomials Pn[f, g](x) when g is a monomial or a q-linearized
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polynomial, i.e., a polynomial of the form
∑m
i=0 aix
qi . In particular, we provide
a constructive proof of Theorem 2.6. We are mainly interested in the case in
which f is irreducible, since the general case can be obtained from the identities of
Lemma 3.12. In the following lemma, we provide a reduction to the case in which
g′(x) is not the zero polynomial.
Lemma 5.1. Suppose that g(x) = xm or g(x) =
∑m
i=0 aix
qi ∈ Fq[x], let G ∈ Fq[x]
be the p-reduction of g and write g(x) = G(x)p
h
. Then, for any n ≥ 0, ef,g(n) =
pnh · ef,G(n), Ef,g(n) = pnh · Ef,G(n) and all the other arithmetic functions in
Definition 1.2 coincide at every n ≥ 0 when evaluated for the pairs (f, g) and
(f,G).
Proof. We observe that, if g(x) =
∑m
i=0 aix
qi , then ph must be a power of q and so
G(xp
h
) = G(x)p
h
; the last equality trivially holds if g is a monomial. In particular,
σh(G) = G, i.e., G ∈ Fph [x]. Therefore, it follows by induction on n ≥ 0 that
Pn[f, g](x) = f
(
G(n)(x)p
nh
)
= [σ−nh(f)(G
(n)(x))]p
nh
= σ−nh (Pn[f,G](x))
pnh
.
Fix n ≥ 0 and let
Pn[f,G](x) = h1(x)
e1 · · ·hr(x)er ,
be the factorization of Pn[f,G] into irreducible polynomials over Fq. From Lemma 3.2,
it follows that the factorization of σ−nh
(
Pn[f,G](x)
pnh
)
= Pn[f, g](x) into irre-
ducible polynomials over Fq is
Pn[f, g](x) = H1(x)
pnh·e1 · · ·Hr(x)p
nh·er ,
where Hi(x) = σ−nh(hi(x)) for any 1 ≤ i ≤ r. ✷
We emphasize that the previous lemma holds for any polynomial g ∈ Fq[x] with
p-reduction G such that g(x) = G(x)p
h
and G ∈ Fph [x]. So, for the rest of this
section, we may assume that g(x) is a monomial or a q-linearized polynomial such
that g′(x) is not the zero polynomial.
5.1. The monomial case
Here we consider g(x) = xD, where gcd(D, p) = 1 and f ∈ Fq[x] an irreducible
polynomial not of the form ax. We introduce some useful definitions.
Definition 5.2. Let f, g ∈ Fq[x] be polynomials such that gcd(f, g) = 1 and let
a, b be positive integers such that gcd(a, b) = 1.
(a) the order O(g, f) of g modulo f is the least positive integer s such that f(x)
divides g(x)s − 1;
(b) if f is not divisible by x, ord(f) := O(x, f) is the order of f ;
(c) the order ord(a, b) of a modulo b is the least positive integer i such that
ai ≡ 1 (mod b).
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Butler [4] obtained the following result.
Theorem 5.3. Let f ∈ Fq[x] be an irreducible polynomial of degree k, not of the
form ax such that e = ord(f). Let m be a positive integer such that gcd(m, q) = 1
and m = m1m2, where gcd(m1, e) = 1 and each prime factor of m2 divides e.
Then
(i) each irreducible factor of f(xm) has order of the form Mm2e, where M |m1;
(ii) if M |m1, then f(xm) has exactly nm2ϕ(M)ord(q,Mm2e) irreducible factors of degree
ord(q,Mm2e) with order Mm2e, where ϕ is the Euler’s Totient function.
From Theorem 5.3, the following result is straightforward.
Corollary 5.4. Let f ∈ Fq[x] be an irreducible polynomial of degree k, not of the
form ax such that e = ord(f). Let D be a positive integer such that gcd(D, p) = 1
and write D = d1d2, where gcd(d1, e) = 1 and each prime factor of d2 divides e.
Then, for g(x) = xD and any n ≥ 0, the following hold:
(i) Ef,g(n) = ef,g(n) = 1;
(ii) ∆f,g(n) = k ·Dn;
(iii) Mf,g(n) = ord(q,D
ne);
(iv) mf,g(n) = ord(q, d
n
2 e);
(v) Nf,g(n) =
∑
M|dn1
kdn2ϕ(M)
ord(q,Mdn2 e)
.
In order to estimate the functions appearing in Corollary 5.4, we need to find
bounds for orders ord(a, b), where the prime factors of b are fixed. In this context,
the prime valuation of integers is required.
Definition 5.5. For an integer a 6= 0 and r a prime number, νr(a) denotes the
greatest nonnegative integer s such that rs divides a.
The following lemma is a particular case of the Lifting the Exponent Lemma
(LTE), a famous result in the Olympiad folklore. Its proof easily follows by induc-
tion and so we omit the details.
Lemma 5.6. Let r be a prime and a a positive integer such that r divides a− 1.
For any positive integer n, the following hold:
(i) if r is odd, νr(a
n − 1) = νr(a− 1) + νr(n);
(ii) if r = 2, ν2(a
n−1) = ν2(a2−1)+ν2(n)−1 if n is even and ν2(an−1) = ν2(a−
1) if n is odd. In particular, if a ≡ 1 (mod 4), ν2(an−1) = ν2(a−1)+ν2(n).
From the previous lemma, we have the following result.
Proposition 5.7. Let a be a positive integer not divisible by the primes in the set
C = {r1, . . . , ru}. Then there exist constants L(C, a), U(C, a) > 0 (only depending
on a and the primes ri) such that, for any positive integer b whose set of prime
factors is C, the following holds:
L(C, a) ≤ ϕ(b)
ord(a, b)
≤ U(C, a).
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Proof. Set R =
∏u
i=1 ri, S = ord(a,R) and ei = νri(a
S − 1), where 1 ≤ i ≤ u. Let
b = rE11 · · · rEuu be a positive integer with Ei ≥ 1 for any 1 ≤ i ≤ u. If b is odd or
a ≡ 1 (mod 4), Lemma 5.6 entails that
ord(a, b) = S ·
∏
1≤i≤u
rmii ,
where mi = max{Ei − ei, 0}. Therefore,
ϕ(b)
ord(a, b)
=
ϕ(R)
S
·
∏
1≤i≤u
r
m∗i−1
i ,
where m∗i = Ei − mi = min{Ei, ei}. From the definition of m∗i , we have that
1 ≤ m∗i ≤ ei and so
1 ≤
∏
1≤i≤u
r
m∗i−1
i ≤
∏
1≤i≤u
rei−1i ≤
aS − 1
R
.
The result follows with L(C, a) = ϕ(R)S and U(C, a) = ϕ(R)(a
S−1)
RS . For b even and
a ≡ 3 (mod 4), we observe that A = a2 satisfies A ≡ 1 (mod 4) and
ord(A, b) ≤ ord(a, b) ≤ 2 · ord(A, b).
In this case, the result follows with L(C, a) = L(C,A)2 and U(C, a) = U(C, A). ✷
The following result provides sharp estimates on the growth on the functions
Mf,g(n),mf,g(n) and Nf,g(n) in the case g a monomial.
Theorem 5.8. Let f ∈ Fq[x] be an irreducible polynomial of degree k, not of
the form ax such that e = ord(f). Let D > 1 be a positive integer such that
gcd(D, p) = 1 and write D = d1d2, where gcd(d1, e) = 1 and each prime factor of
d2 divides e. Then, for g(x) = x
D, the following hold:
(i) Mf,g(n) ≈ Dn;
(ii) mf,g(n) ≈ dn2 ;
(iii) Nf,g(n) ≈ nt, where t is the number of distinct prime factors of d1.
Proof. From Proposition 5.7 and item (ii) of Corollary 5.4, we have thatMf,g(n) ≈
ϕ(Dn). Since
ϕ(Dn)
Dn
=
ϕ(D)
D
,
we have that ϕ(Dn) ≈ Dn and so Mf,g(n) ≈ Dn. Similarly we obtain mf,g(n) ≈
dn2 . It remains to prove item (iii). Let C1 and C2 be the set of distinct prime
factors of d1 and d2, respectively, and let S be the set of all non-empty subsets of
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C1 ∪ C2. For each C ∈ S, let L(C, q) and U(C, q) be as in Proposition 5.7 and set
L = min
C∈S
L(C, q) and U = max
C∈S
U(C, q). From Proposition 5.7, we have that
L ≤ ϕ(Md
n
2 )
ord(q,Mdn2 )
≤ U,
where n ≥ 1 and M is any divisor of dn1 . Since ord(q,Mdn2 e) ≤ ord(q, e) ·
ord(q,Mdn2 ), there exist L
′, U ′ > 0 such that, for any n ≥ 1 and any divisor
M of dn1 , the following holds:
L′ ≤ k · ϕ(Md
n
2 )
ord(q,Mdn2 e)
≤ U ′.
Since M and d2 are relatively prime, we have that
ϕ(Mdn2 ) = ϕ(M) · ϕ(dn2 ) = ϕ(M) · dn2 ·
ϕ(d2)
d2
.
In conclusion, there exist constants c0, c1 > 0 such that
c0 ≤ kd
n
2ϕ(M)
ord(q,Mdn2 e)
≤ c1,
for any n ≥ 0 and any divisor M of dn1 . Let d1 = rm11 . . . rmtt be the prime
factorization of d1. In particular, d
n
1 has
(nm1 + 1) · · · (nmt + 1) ≈ nt
distinct divisors. Therefore, from item (v) of Corollary 5.4, we have that
Nf,g(n) =
∑
M|dn1
kdn2ϕ(M)
ord(q,Mdn2 e)
≈ nt.
✷
Remark 5.9. Let f , g and d2 be as in the previous theorem and let α ∈ Fq be any
root of f . From the previous theorem, we have that mf,g(n) → ∞ unless d2 = 1,
i.e., D is relatively prime with the order e of f(x). It is direct to verify that the
latter holds if and only if α is not g-periodic, as predicted by Theorem 2.4.
The following corollary is an immediate application of Theorem 5.8 and provides
the proof of item (i) in Theorem 2.6.
Corollary 5.10. Let f ∈ Fq[x] be a polynomial of degree at least one that is not
of the form axk. Write
f(x) = axlf1(x) · · · fm(x),
where l ≥ 0, m ≥ 1 and each fi(x) 6= x is irreducible over Fq with order ei =
ord(fi). Let C be the set of distinct prime divisors of the numbers ei. If D > 1 is
any positive integer with t distinct prime factors, none of them being an element
of C or the prime p, then for g(x) = xD the following holds:
Mf,g(n) ≈ Dn and Nf,g(n) ≈ nt.
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5.2. The linearized case
Here we consider g(x) =
∑m
i=0 aix
qi a q-linearized polynomial, where g′(x) is not
the zero polynomial and f ∈ Fq[x] is an irreducible polynomial. As pointed out
in [11], we have an analogue of Theorem 5.3 for q-linearized polynomials with
suitable changes. First, in contrast to the order of polynomials, we introduce the
Fq-order.
Definition 5.11. Let α ∈ Fq and g ∈ Fq[x].
(a) if g(x) =
∑m
i=0 aix
i, the polynomial Lg(x) =
∑m
i=0 aix
qi is the linearized q-
associate of g;
(b) the Fq-order of α is the monic polynomial h ∈ Fq[x] of least degree such that
its q-associate Lh vanishes at α, i.e., Lh(α) = 0. We write h(x) = mα,q(x).
The following lemma compiles some basic properties of the q-associates and
the Fq-order. Its proof follows from the results in Subsection 2.1 of [11] and so we
omit the details.
Lemma 5.12. The following hold:
(i) the Fq-order of an element α is well defined, is not divisible by x and coincides
with the Fq-order of any conjugate α
qi of α;
(ii) for polynomials g1, g2 ∈ Fq[x], we have that
Lg1(Lg2(x)) = Lg1g2(x).
We introduce the analogue of the Euler’s Totient function for the polynomial
ring Fq[x].
Definition 5.13. The Euler’s Totient function for polynomials over Fq is
Φq(f) =
∣∣∣∣
(
Fq[x]
〈f〉
)∗∣∣∣∣ ,
where 〈f〉 is the ideal generated by f in Fq[x].
According to Theorem 4 of [11], we have the following result.
Theorem 5.14. Let f ∈ Fq[x] be an irreducible polynomial of degree k such that
any of its roots has Fq-order h. Let g ∈ Fq[x] be a monic polynomial such that
gcd(g(x), x) = 1 and write g = g1g2, where gcd(g1, h) = 1 and each irreducible
factor of g2 divides h. If Lg denotes the q-associate of g and deg(g2) = m, then
for each monic divisor G of g1, f(Lg(x)) has exactly
kqmΦq(G)
O(x,Gg2h) ,
irreducible factors of degree O(x,Gg2h) with roots of Fq-order Gg2h. In addition,
this describes all the irreducible factors of f(Lg(x)) over Fq.
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Remark 5.15. We observe that, for any a ∈ F∗q and g ∈ Fq[x], the following holds
aLg(x) = Lg(ax) = Lag(x).
Therefore, the Fq-order of α ∈ Fq and aα coincide whenever a ∈ F∗q. In particular,
Theorem 5.14 holds without the assumption that g is monic. This fact is frequently
used.
From item (ii) of Lemma 5.12, we directly obtain a formula for iterates of
q-linearized polynomials:
(5.1) L(n)g (x) = Lgn(x), n ≥ 0.
We observe that the condition gcd(g(x), x) = 1 in Theorem 5.14 is compatible
with our initial assumption; in fact, gcd(g(x), x) = 1 if and only if the derivative
of Lg(x) is not the zero polynomial. From Theorem 5.14 and Eq.(5.1), we easily
obtain the following analogue of Corollary 5.4.
Corollary 5.16. Let f ∈ Fq[x] be an irreducible polynomial of degree k such that
any of its roots has Fq-order h. Let g ∈ Fq[x] be a polynomial of degree D ≥ 1 such
that gcd(g(x), x) = 1 and write g = g1g2, where gcd(g1, h) = 1 and each irreducible
factor of g2 divides h. If Lg denotes the q-associate of g and deg(g2) = m, then
for any n ≥ 0, the following hold:
(i) Ef,Lg(n) = ef,Lg (n) = 1;
(ii) ∆f,Lg(n) = k · qDn;
(iii) Mf,Lg(n) = O(x, gnh);
(iv) mf,Lg(n) = O(x, gn2 h);
(v) Nf,Lg(n) =
∑
G|gn1
kqmnΦq(G)
O(x,Ggn2 h)
, where G is monic and polynomial division is
over Fq.
In analogy to the monomial case, the computation of ordersO(x, F ) is required.
This is done with the help of the following result.
Lemma 5.17. Let F ∈ Fq[x] be a non constant polynomial that is not divisible by
x and let rad(F ) be the squarefree part of F . Then the following hold:
O(x, F ) = O(x, rad(F )) · pr,
where r = ⌈logp(ν(F ))⌉.
Proof. For the proof of this result, see item (ii) of Lemma 5 in [11]. ✷
Proposition 5.18. Let f ∈ Fq[x] be an irreducible polynomial of degree k such that
any of its roots has Fq-order h. Let g ∈ Fq[x] be a polynomial of degree D ≥ 1 such
that gcd(g(x), x) = 1 and write g = g1g2, where gcd(g1, h) = 1 and each irreducible
On the factorization of iterated polynomials 21
factor of g2 divides h. If Lg denotes the q-associate of g, then Mf,Lg(n) ≈ n. In
addition, if g2(x) 6= 1, then
Af,Lg (n) ≈ n and Nf,Lg(n) ≈
qDn
n
.
Proof. Combining item (iii) of Corollary 5.16 and Lemma 5.17, we have that
Mf,Lg(n) = O(x, gnh) = O(x, rad(gh)) · pt(n), n ≥ 1,
where t(n) = ⌈logp(ν(gnh))⌉. If we set t0 = ν(g), for n sufficiently large, we have
that ν(gnh) = nt0 +R for some R ≥ 0 not depending on n. Therefore,
pt(n) ≈ plogp(t0n) ≈ n.
In particular, since Nf,Lg(n) ·Mf,Lg(n) ≥ ∆f,Lg (n) = kqDn, we have that
Nf,Lg(n)≫
qDn
n
.
If g2(x) 6= 1, we follow the previous arguments and obtain that
mf,Lg(n) = O(x, gn2 h) ≈ n.
Since Nf,Lg(n) ·mf,Lg (n) ≤ ∆f,Lg(n) = kqDn, we have that
Nf,Lg(n)≪
qDn
n
.
Therefore, Nf,Lg(n) ≈ q
Dn
n . Since Af,Lg (n) ·Nf,Lg(n) = ∆f,Lg (n) ≈ qDn, we have
that Af,Lg (n) ≈ n. ✷
The following corollary is an immediate application of Proposition 5.18 and
provides the proof of item (ii) in Theorem 2.6.
Corollary 5.19. Let f ∈ Fq[x] be a polynomial of degree at least one and let
g ∈ Fq[x] be a polynomial of degree D ≥ 1 such that gcd(g(x), x) = 1. If Lg
denotes the q-associate of g, then Mf,Lg(n) ≈ n.
5.3. Pairs (f, g) for which Nf,g(n) and Mf,g(n) have exponential growth
Here we provide the proof of item (iii) in Theorem 2.6. From Lemma 3.12, it suffices
to consider f ∈ Fq[x] an irreducible polynomial such that f(x) = xk +
∑k−1
i=0 aix
i
with a0 6= 0, 1. We have the following result.
Proposition 5.20. Let q > 2 be a prime power and let f ∈ Fq[x] be an irreducible
polynomial such that f(x) = xk+
∑k−1
i=0 aix
i with a0 6= 0, 1. For g(x) = (xq−x)q−1,
the polynomial f(g(x)) is separable, reducible and any of its irreducible factors has
degree of the form dk with d ≥ 2. In particular, f(g(x)) has an irreducible factor
of the form h(x) = xdk +
∑dk−1
i=0 bix
i with b0 6= 0, 1 and d ≥ 2.
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Proof. We first prove that f(g(x)) is separable. For this we observe that, since
a0 = f(0) 6= 0, the polynomial f(g(x)) does not have roots in Fq. In particular,
since the formal derivative of f(g(x)) equals f ′(g(x))·(xq−x)q−2, any repeated root
of f(g(x)) is also a root of f ′(g(x)). Since f is irreducible and Fq is a perfect field,
we have that gcd(f(x), f ′(x)) = 1 and so gcd(f(g(x)), f ′(g(x))) = 1. Therefore,
f(g(x)) cannot have repeated roots.
Let β ∈ Fq be a root of f(g(x)) and B its degree over Fq. Corollary 3.7 entails
that B is divisible by k, the degree of f(x). If we write B = dk with d ≥ 1, we
just need to prove that d 6= 1, q(q − 1).
1. If d = q(q − 1), f((xq − x)q−1) is an irreducible polynomial. However, using
Theorem 5 and Corollary 1 of [11], we easily see that any polynomial of the
form f((xq − x)q−1) is reducible over Fq if q > 2.
2. If d = 1, we have that β ∈ Fqk and so βq − β ∈ Fqk . Since β is a root
of f(g(x)), there exists a root α ∈ Fqk of f(x) such that (βq − β)q−1 = α.
However, α
qk−1
q−1 = a0 6= 1, 0 and so α cannot be of the form γq−1 for any
γ ∈ Fqk .
The statement regarding the existence of an irreducible factor h(x) as above
follows from the fact that a0 6= 0, 1. ✷
The previous proposition immediately gives the following result.
Corollary 5.21. Let q > 2 be a prime power and let f ∈ Fq[x] be an irreducible
polynomial of degree k such that f(x) = xk +
∑k−1
i=0 aix
i with a0 6= 0, 1. For
g(x) = (xq − x)q−1 and any n ≥ 0, we have that
Nf,g(n) ≥ 2n and Mf,g(n) ≥ k · 2n.
6. Conclusions and open problems
This paper provided a study on the growth of some arithmetic functions related
to the factorization of iterated polynomials f(g(n)(x)) over finite fields, such as
the number and the degree of the irreducible factors. This study extended and
enhanced many results of [5], where the case f = g is considered; for more details,
see Theorem 1.1 and Corollary 2.5. Here we provide some open problems and
conjectures based on theoretical and computational considerations.
Throughout this section we consider arbitrary pairs (f, g) of polynomials over
Fq that are neither critical nor p-critical, where f is irreducible and g has degree
at least two. Theorem 2.6 entails that Nf,g(n) may have polynomial growth of
any degree, while Mf,g(n) may reach the linear growth (showing that the bound
Mf,g(n)≫ n in Theorem 2.4 is optimal for a generic polynomial f ∈ Fq[x]).
Problem 6.1. For an irreducible polynomial f ∈ Fq[x], find all the polynomials
g ∈ Fq[x] such that Mf,g(n) ≈ n.
Conjecture 6.2. One of the following holds:
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(i) Mf,g(n) ≈ n;
(ii) logMf,g(n)≫ n.
Conjecture 6.2 entails that Mf,g(n) does not have polynomial growth of high
degree (quadratic, cubic, etc). We believe that any proof (or disproof) of Conjec-
ture 6.2 contains a solution for Problem 6.1.
Remark 2.3 entails that there exists c > 0 such that, for any n ≥ 0, either
Nf,g(n) ≥ c · dn/2 or Mf,g(n) ≥ c · dn/2. However, this is not sufficient to conclude
that Nf,g(n) or Mf,g(n) have exponential growth. Nevertheless, we believe that
this is always the case.
Conjecture 6.3. Either log(Nf,g(n))≫ n or log(Mf,g(n))≫ n.
Finally, we propose a problem regarding the growth of Af,g(n).
Problem 6.4. Prove or disprove: Af,g(n)≫ n.
We comment that if the bound Af,g(n)≫ n holds, then it is optimal, since we
have provided examples where Af,g(n) ≈ n (see Proposition 5.18).
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