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Uniformly Gâteaux differentiable norm
a b s t r a c t
In this paper, we suggest and analyze a relaxed viscosity iterative method for a
commutative family of nonexpansive self-mappings defined on a nonempty closed convex
subset of a reflexive Banach space. We prove that the sequence of approximate solutions
generated by the proposed iterative algorithm converges strongly to a solution of a
variational inequality. Our relaxed viscosity iterative method is an extension and variant
form of the original viscosity iterative method. The results of this paper can be viewed as
an improvement and generalization of the previously known results that have appeared in
the literature.
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1. Introduction
The theory of variational inequalities and fixed point theory are two important and dynamic areas in nonlinear analysis
and optimization. One of the basic problems in these areas is to develop some kind of iterative methods to compute the
approximate solutions of variational inequalities and to find a common fixed point of a given family of operators; see for
example [1–27] and references therein. In this direction, several iterative methods have been proposed for these problems.
In 2000, the viscosity approximation method for selecting a particular fixed point of a given nonexpansive mapping was
proposed and analyzed byMoudafi [13]. He established strong convergence of both implicit and explicit iterative schemes in
a Hilbert space setting. Subsequently, Xu [21] extendedMoudafi’s results [13] to the framework of uniformly smooth Banach
spaces and proved the strong convergence of continuous scheme and iterative scheme. Very recently, Yao and Noor [23]
considered and analyzed a new viscosity iterative method for finding the common fixed point for a family of operators
in reflexive Banach spaces. They proved that the approximate solutions converge strongly to a solution of a variational
inequality under some mild conditions. For further details on the viscosity approximation method, we refer to [4,5,8,12,15,
18,22,24] and references therein.
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In this paper, we suggest and analyze a new relaxed viscosity iterative method for finding a common fixed point of a
commutative family of nonexpansive self-maps defined on a nonempty closed convex subset of a reflexive Banach space.
We prove that the sequence of approximate solutions generated by the proposed iterative method converges strongly to a
solution of a variational inequality. Our relaxed viscosity iterative method is the extension and variant form of the original
viscosity iterative method and several other iterative methods studied in the literature. The results of this paper can be
seen as a significant improvement and generalization of the corresponding results by Halpern [7], Lions [11], Moudafi [13],
Reich [14], Xu [21], Yao and Noor [23] and many others.
2. Preliminaries
Let X be a real Banach spacewith its dual space X∗, 〈x, x∗〉 be the dual pairing between x ∈ X and x∗ ∈ X∗, and J : X → 2X∗
be the normalized duality map on X defined by
J(x) = {x∗ ∈ X∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2} , ∀x ∈ X .
Let C be a nonempty closed convex subset of X . Recall that a self-map f : C → C is said to be a contraction on C if there
exists a constant α ∈ (0, 1) such that
‖f (x)− f (y)‖ ≤ α‖x− y‖, ∀x, y ∈ C .
We denote byΠC the collection of all contractions on C , that is,
ΠC = {f : f : C → C a contraction} .
Let D be a nonempty subset of C . A retraction from C to D is a mapping Q : C → D such that Qx = x for all x ∈ D. A
retraction Q from C to D is nonexpansive if ‖Qx − Qy‖ ≤ ‖x − y‖ for all x, y ∈ C . A retraction Q from C to D is sunny if
Q (Qx + t(x − Qx)) = Qx for all x ∈ C and t > 0 whenever Qx + t(x − Qx) ∈ C . Q is said to be sunny nonexpansive if it is
both sunny and nonexpansive. Recall that in a smooth Banach space X , a retraction Q from C to D is a sunny nonexpansive
retraction if and only if the following inequality holds:
〈x− Qx, J(y− Qx)〉 ≤ 0, ∀x ∈ C, ∀y ∈ D. (1)
If C is a nonempty closed convex subset of a real Hilbert space H , then the nearest point projection PC from H onto C is
the sunny nonexpansive retraction. It is known that the conclusion does not hold for general Banach spaces. However, it is
also known that if C is a closed convex subset of a uniformly smooth Banach space X and there is a nonexpansive retraction
from X to C , then there exists a sunny nonexpansive retraction from X to C .
Let I be an unbounded subset of R+ = [0,+∞) such that s + t ∈ I whenever s, t ∈ I (often I = N, the set of
nonnegative integers orR+). Let X be a smooth Banach space, C a nonempty closed convex subset of X , andJ = {Ts : s ∈ I }
a commutative family of nonexpansive self-mappings on C . We denote by F the set of common fixed points of J, that is,
F = {x ∈ C : Tsx = x, s ∈ I }. Throughout the paper, unless otherwise specified,F is assumed to be nonempty.
Now we present some known results which will be used in what follows.
Lemma 2.1 ([9]). Let X be a real Banach space. Then for all x, y ∈ X
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, j(x+ y)〉, ∀j(x+ y) ∈ J(x+ y).
Lemma 2.2 ([17]). Let {xn} and {zn} be bounded sequences in a Banach space X and let {λn} be a sequence in [0, 1] with
0 < lim infn→∞ λn ≤ lim supn→∞ λn < 1. Suppose that xn+1 = λnxn + (1 − λn)zn for all integers n ≥ 0 and
lim supn→∞(‖zn+1 − zn‖ − ‖xn+1 − xn‖) ≤ 0. Then, limn→∞ ‖zn − xn‖ = 0.
Lemma 2.3 ([6]). Let X be a reflexive Banach space, C a nonempty closed convex subset of X and T : C → X a nonexpansive
mapping. Suppose that X admits a weakly sequentially continuous duality mapping. Then the mapping I − T is demiclosed on C,
where I is the identity mapping.
Lemma 2.4 ([20]). Assume that {an} is a sequence of nonnegative real numbers such that
an+1 ≤ (1− γn)an + δn, n ≥ 0,
where {γn} is a sequence in (0, 1) and {δn} is a sequence in R such that
(i)
∑∞
n=0 γn = ∞;
(ii) lim supn→∞ δnγn ≤ 0 or
∑∞
n=0 |δn| <∞.
Then limn→∞ an = 0.
Lemma 2.5 ([19]). Let C be a nonempty closed convex subset of a Banach space X with a uniformly Gâteaux differentiable norm
and {xn} be a bounded sequence in X. Let LIM be a Banach limit on `∞ and p ∈ C. Then
LIM‖xn − p‖2 = min
y∈C LIM‖xn − y‖
2,
if and only if
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LIM〈x− p, J(xn − p)〉 ≤ 0, ∀x ∈ C,
where J is the normalized duality mapping of X.
3. Relaxed viscosity iterative schemes
We propose the following relaxed viscosity iterative schemes for a commutative family of nonexpansive mappings to
compute the approximate solutions of a variational inequality problem.
Algorithm 3.1. For f ∈ ΠC , x0 ∈ C , {γn} ⊂ [0, 1] and {αn} and {βn} are two sequences in (0, 1) with αn + βn ≤ 1 (n ≥ 0)
and {rn} is a sequence in I . We define a sequence {xn} recursively by the following iterative scheme:{
xn+1 = (1− αn − βn)xn + αnf (yn)+ βnTrnyn,
yn = (1− γn)xn + γnTrnxn, n ≥ 0. (2)
If γn = 0, n ≥ 0, then Algorithm 3.1 reduces to the following algorithm due to Yao and Noor [23]:
Algorithm 3.2 ([23]). For f ∈ ΠC , x0 ∈ C and {αn} and {βn} are two sequences in (0, 1) with αn + βn ≤ 1 (n ≥ 0) and {rn}
is a sequence in I . We define a sequence {xn} recursively by the following explicit iterative scheme
xn+1 = (1− αn − βn)xn + αnf (xn)+ βnTrnxn. (3)
If the family J consists of a single nonexpansive mapping, then Algorithm 3.2 becomes the following iterative scheme of
Benavides et al. [2]:
Algorithm 3.3 ([2]). Take a sequence {rn} in I and a sequence {αn} in the interval [0, 1]. Starting with an arbitrary initial
x0 = u ∈ C , we define a sequence {xn} recursively by the following explicit iterative scheme
xn+1 = αnu+ (1− αn)Trnxn, n ≥ 0,
where u is arbitrary but fixed.
From the above special cases, it is clear that our iterative scheme is a more general and unifying one, which is a main
motivation of this paper.
4. Convergence results
In this section, we establish strong convergence of the sequence {xn} generated by (2) under some control conditions
in a reflexive Banach space with a uniformly Gâteaux differentiable norm and a weakly sequentially continuous duality
mapping. We also show that these strong limits are solutions of a certain variational inequality. Further, we prove that as
s → ∞, zs converges strongly to a common fixed point of {Ts}s∈I in a reflexive Banach space with a uniformly Gâteaux
differentiable norm, where
zs = αsf ((1− βs)zs + βsTszs)+ (1− αs)Ts((1− βs)zs + βsTszs).
Theorem 4.1. Let X be a reflexive Banach space with a weak sequentially continuous duality mapping and C be a nonempty
closed convex subset X. Let {αn} and {βn} be two sequences in (0, 1) with αn + βn ≤ 1 (n ≥ 0), {γn} a sequence in [0, 1] and
{rn} a sequence in I . Assume that the following conditions are satisfied:
(i) limn→∞ αn = 0,∑∞n=0 αn = ∞ and 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
(ii) limn→∞ |γn+1 − γn| = 0 and lim supn→∞ γn < 1;
(iii) limn→∞ rn = ∞;
(iv) J is a semigroup (that is, TrTs = Tr+s for r, s ∈ I ) and satisfies the uniformly asymptotical regularity condition
(UARC) lim
r∈I ,r→∞ supx∈C˜
‖TsTrx− Trx‖ = 0, uniformly in s ∈ I ,
where C˜ is any bounded subset of C.
If there exists Q (f ) ∈ F which solves the variational inequality
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0,
then the sequence {xn} generated by (2) converges strongly to Q (f ) ∈ F .
Proof. We divide the proof into several steps.
Step 1. {xn} is bounded. Indeed, observe that for p ∈ F
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‖xn+1 − p‖ = ‖(1− αn − βn)xn + αnf (yn)+ βnTrnyn − p‖
≤ (1− αn − βn)‖xn − p‖ + αn‖f (yn)− p‖ + βn‖Trnyn − p‖
≤ (1− αn − βn)‖xn − p‖ + αn‖f (yn)− f (p)‖ + αn‖f (p)− p‖ + βn‖yn − p‖
≤ (1− αn − βn)‖xn − p‖ + (ααn + βn)‖yn − p‖ + αn‖f (p)− p‖,
and
‖yn − p‖ = ‖(1− γn)(xn − p)+ γn(Trnxn − p)‖
≤ (1− γn)‖xn − p‖ + γn‖Trnxn − p‖
≤ (1− γn)‖xn − p‖ + γn‖xn − p‖
= ‖xn − p‖.
Combining these two inequalities we have
‖xn+1 − p‖ ≤ (1− αn − βn)‖xn − p‖ + (ααn + βn)‖xn − p‖ + αn‖f (p)− p‖
= [1− (1− α)αn]‖xn − p‖ + αn‖f (p)− p‖.
This together with an induction implies that
‖xn − p‖ ≤ max
{
‖x0 − p‖, ‖f (p)− p‖1− α
}
, n ≥ 0.
Hence it follows that {xn} is bounded, and so are {yn}, {Trnxn}, {Trnyn} and {f (yn)}.
Step 2. limn→∞ ‖xn+1 − xn‖ = 0.
Indeed, define a sequence {zn} by
xn+1 = λnxn + (1− λn)zn, (4)
where λn = 1− αn − βn, n ≥ 0. Then we have
zn+1 − zn = xn+2 − λn+1xn+11− λn+1 −
xn+1 − λnxn
1− λn





1− λn+1 f (yn+1)−
αn
1− λn f (yn)
+ βn+1
1− λn+1 (Trn+1yn+1 − Trn+1yn)+ Trn+1yn − Trnyn +
αn
1− λn Trnyn −
αn+1
1− λn+1 Trn+1yn, (5)
and
‖yn+1 − yn‖ = ‖(1− γn+1)xn+1 + γn+1Trn+1xn+1 − (1− γn)xn − γnTrnxn‖
≤ (1− γn+1)‖xn+1 − xn‖ + |γn+1 − γn|‖xn‖ + γn+1‖Trn+1xn+1 − Trnxn‖ + |γn+1 − γn|‖Trnxn‖
≤ (1− γn+1)‖xn+1 − xn‖ + |γn+1 − γn|‖xn‖
+ γn+1(‖Trn+1xn+1 − Trn+1xn‖ + ‖Trn+1xn − Trnxn‖)+ |γn+1 − γn|‖Trnxn‖
≤ ‖xn+1 − xn‖ + |γn+1 − γn|‖xn‖ + γn+1‖Trn+1xn − Trnxn‖ + |γn+1 − γn|‖Trnxn‖
= ‖xn+1 − xn‖ + |γn+1 − γn|(‖xn‖ + ‖Trnxn‖)+ γn+1‖Trn+1xn − Trnxn‖. (6)
Combining (5) with (6), we obtain
‖zn+1 − zn‖ − ‖xn+1 − xn‖ ≤ αn+11− λn+1 (‖f (yn+1)‖ + ‖Trn+1yn‖)+
αn
1− λn (‖f (yn)‖ + ‖Trnyn‖)
+ βn+1
1− λn+1 ‖Trn+1yn+1 − Trn+1yn‖ + ‖Trn+1yn − Trnyn‖ − ‖xn+1 − xn‖
≤ αn+1
1− λn+1 (‖f (yn+1)‖ + ‖Trn+1yn‖)+
αn
1− λn (‖f (yn)‖ + ‖Trnyn‖)
+ βn+1
1− λn+1 {‖xn+1 − xn‖ + |γn+1 − γn|(‖xn‖ + ‖Trnxn‖)
+ γn+1‖Trn+1xn − Trnxn‖} + ‖Trn+1yn − Trnyn‖ − ‖xn+1 − xn‖
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≤ αn+1
1− λn+1 (‖f (yn+1)‖ + ‖Trn+1yn‖)+
αn
1− λn (‖f (yn)‖ + ‖Trnyn‖)
+ βn+1
1− λn+1 {|γn+1 − γn|(‖xn‖ + ‖Trnxn‖)
+ γn+1‖Trn+1xn − Trnxn‖} + ‖Trn+1yn − Trnyn‖. (7)
If rn+1 > rn, since J is a semigroup, from (UARC), we have
‖Trn+1xn − Trnxn‖ = ‖Trn+1−rnTrnxn − Trnxn‖ → 0,
and
‖Trn+1yn − Trnyn‖ = ‖Trn+1−rnTrnyn − Trnyn‖ → 0.
Interchange rn+1 and rn if rn+1 < rn. Similarly, we obtain ‖Trn+1xn − Trnxn‖ → 0 and ‖Trn+1yn − Trnyn‖ → 0.
From (7) and conditions (i) and (ii), we have
lim sup
n→∞
(‖zn+1 − zn‖ − ‖xn+1 − xn‖) ≤ 0.
Since limn→∞ αn = 0 and 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, we have
0 < lim inf
n→∞ λn ≤ lim supn→∞ λn < 1.
By using Lemma 2.2, we obtain limn→∞ ‖zn − xn‖ = 0. Consequently, it follows from (4) that
lim
n→∞ ‖xn+1 − xn‖ = 0. (8)
Step 3. For each fixed s ∈ I , limn→∞ ‖Tsxn − xn‖ = 0.
Indeed, observe that
‖Trnxn − xn‖ − ‖xn+1 − xn‖ ≤ ‖xn+1 − Trnxn‖
≤ (1− αn − βn)‖xn − Trnxn‖ + αn‖f (yn)− Trnxn‖ + βn‖Trnyn − Trnxn‖
≤ (1− αn − βn)‖xn − Trnxn‖ + αn‖f (yn)− Trnxn‖ + βn‖yn − xn‖
≤ (1− αn − βn)‖xn − Trnxn‖ + αn‖f (yn)− Trnxn‖ + βnγn‖Trnxn − xn‖
≤ [1− αn − βn(1− γn)]‖Trnxn − xn‖ + αn‖f (yn)− Trnxn‖,
which implies that
βn(1− γn)‖Trnxn − xn‖ ≤ ‖xn+1 − xn‖ + αn(‖Trnxn − xn‖ + ‖f (yn)− Trnxn‖).
Since 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1 and lim supn→∞ γn < 1, there exists an integer n0 ≥ 1 such that
a ≤ βn ≤ b and γn ≤ b, ∀n ≥ n0,
for some constants a, b ∈ (0, 1). Hence we conclude that for all n ≥ n0
a(1− b)‖Trnxn − xn‖ ≤ βn(1− γn)‖Trnxn − xn‖
≤ ‖xn+1 − xn‖ + αn(‖Trnxn − xn‖ + ‖f (yn)− Trnxn‖).
Since limn→∞ αn = 0, we have
‖xn − Trnxn‖ → 0 as n→∞. (9)
Let C˜ be any bounded subset of C which contains the sequence {xn}. It follows that
‖Tsxn − xn‖ ≤ ‖Tsxn − TsTrnxn‖ + ‖TsTrnxn − Trnxn‖ + ‖Trnxn − xn‖
≤ 2‖Trnxn − xn‖ + sup
x∈C˜
‖TsTrnx− Trnx‖.
So (UARC) and (9) imply that
‖Tsxn − xn‖ → 0. (10)
Step 4. lim supn→∞〈(I − f )Q (f ), J(Q (f )− xn+1)〉 ≤ 0.
Let {nj} be a subsequence of {n} such that xnj+1 ⇀ q and
lim
j→∞〈(I − f )Q (f ), J(Q (f )− xnj+1)〉 = lim supn→∞ 〈(I − f )Q (f ), J(Q (f )− xn+1)〉.
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It follows from (10) that limj→∞ ‖xnj+1 − Tsxnj+1‖ = 0. Hence, by Lemma 2.3, we have q ∈ F . On the other hand, since
Q (f ) ∈ F satisfies
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0, f ∈ ΠC , p ∈ F ,
by weak sequential continuity of duality mapping, we have
lim sup
n→∞
〈(I − f )Q (f ), J(Q (f )− xn+1)〉 = lim
j→∞〈(I − f )Q (f ), J(Q (f )− xnj+1)〉
= 〈(I − f )Q (f ), J(Q (f )− q)〉 ≤ 0.
Step 5. limn→∞ ‖xn − Q (f )‖ = 0.
Indeed, note that (9) implies that
lim
n→∞ ‖yn − xn‖ = limn→∞ |γn|‖Trnxn − xn‖ = 0.
Now apply Lemma 2.1 to get
‖xn+1 − Q (f )‖2 = ‖(1− αn − βn)xn + αnf (yn)+ βnTrnyn − Q (f )‖2
≤ ‖(1− αn − βn)(xn − Q (f ))+ βn(Trnyn − Q (f ))‖2 + 2αn〈f (yn)− Q (f ), J(xn+1 − Q (f ))〉
≤ [(1− αn − βn)‖xn − Q (f )‖ + βn‖Trnyn − Q (f )‖]2 + 2αn〈f (xn)− f (Q (f )), J(xn+1 − Q (f ))〉
+ 2αn〈f (yn)− f (xn), J(xn+1 − Q (f ))〉 + 2αn〈f (Q (f ))− Q (f ), J(xn+1 − Q (f ))〉
≤ (1− αn)2‖xn − Q (f )‖2 + 2ααn‖xn − Q (f )‖‖xn+1 − Q (f )‖
+ 2ααn‖yn − xn‖‖xn+1 − Q (f )‖ + 2αn〈f (Q (f ))− Q (f ), J(xn+1 − Q (f ))〉
≤ (1− αn)2‖xn − Q (f )‖2 + ααn(‖xn − Q (f )‖2 + ‖xn+1 − Q (f )‖2)
+ 2ααn‖yn − xn‖‖xn+1 − Q (f )‖ + 2αn〈f (Q (f ))− Q (f ), J(xn+1 − Q (f ))〉.
It then follows that
‖xn+1 − Q (f )‖2 ≤ 1− (2− α)αn + α
2
n
1− ααn ‖xn − Q (f )‖
2
+ 2ααn
1− ααn ‖yn − xn‖‖xn+1 − Q (f )‖ +
2αn
1− ααn 〈f (Q (f ))− Q (f ), J(xn+1 − Q (f ))〉
≤ 1− (2− α)αn







1− ααn ‖yn − xn‖M +
2αn
1− ααn 〈f (Q (f ))− Q (f ), J(xn+1 − Q (f ))〉, (11)
whereM = supn≥0 ‖xn − Q (f )‖. Put








1− α 〈f (Q (f ))− Q (f ), J(xn+1 − Q (f ))〉.
From condition (i) it follows that sn → 0,∑∞n=0 sn = ∞ and lim supn→∞ tn ≤ 0. Then (11) reduces to
‖xn+1 − Q (f )‖2 ≤ (1− sn)‖xn − Q (f )‖2 + sntn,
and hence from Lemma 2.4 we conclude that limn→∞ ‖xn − Q (f )‖ = 0. This completes the proof. 
Now we study the existence of Q (f )which solves the variational inequality
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0, f ∈ ΠC , p ∈ F .
Let f ∈ ΠC be a contractive mapping, {αs}s∈I be a net in (0, 1) such that lims→∞ αs = 0 and {βs}s∈I be a net in [0, 1] such
that lims→∞ βs/αs = 0. By Banach’s contraction principle, for each s ∈ I , there exists a unique point zs ∈ C such that
zs = αsf ((1− βs)zs + βsTszs)+ (1− αs)Ts((1− βs)zs + βsTszs). (12)
If βs ≡ 0, ∀s ∈ I , then (12) reduces to the following equation
zs = αsf (zs)+ (1− αs)Ts(zs). (13)
In [23], Yao andNoor proved the strong convergence of the net {zs} (generated by (13)) to a solution of a variational inequality
under some suitable conditions.
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Theorem 4.2. Let X be a reflexive Banach space with a uniformly Gâteaux differentiable norm and let C be a nonempty closed
convex subset of X. Suppose that every weakly compact convex subset of X has the fixed point property for nonexpansive




‖TsTrx− Trx‖ = 0, uniformly in s ∈ I .
Let {αs}s∈I be a net in (0, 1) such that lims→∞ αs = 0 and {βs}s∈I be a net in [0, 1] such that lims→∞ βs/αs = 0. Then the
net {zs} defined by (12) converges strongly to a point inF . If we define Q : ΠC → F by
Q (f ) = lim
s→∞ zs, ∀ f ∈ ΠC , (14)
then Q (f ) solves the variational inequality
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0, ∀f ∈ ΠC , ∀p ∈ F .
In particular, if f = u ∈ C is a constant, then the limit (14) defines the sunny nonexpansive retraction Q from C ontoF ,
〈Q (u)− u, J(Q (u)− p)〉 ≤ 0, ∀u ∈ C, ∀p ∈ F .
Proof. The net {zs} is bounded. Indeed, for p ∈ F , we have
‖zs − p‖ ≤ αs‖f ((1− βs)zs + βsTszs)− p‖ + (1− αs)‖Ts((1− βs)zs + βsTszs)− p‖
≤ ααs‖(1− βs)zs + βsTszs − p‖ + αs‖f (p)− p‖ + (1− αs)‖(1− βs)zs + βsTszs − p‖
≤ ααs‖zs − p‖ + αs‖f (p)− p‖ + (1− αs)‖zs − p‖.
Therefore, ‖zs − p‖ ≤ 11−α ‖f (p)− p‖ and {zs} is bounded. Thus ‖zs − Tszs‖ → 0 as s→∞. Let {sn} be a subsequence of I
such that limn sn = ∞. Next we define a function g on C by
g(x) := LIMn‖zsn − x‖2, ∀x ∈ C,
where LIM is a Banach limit. We have for each r ∈ I ,
g(Trx) = LIMn‖zsn − Trx‖2 = LIMn‖TrTsnzsn − Trx‖2 ≤ LIMn‖Tsnzsn − x‖2
= LIMn‖zsn − x‖2.
This implies that
g(Trx) ≤ g(x), for all r ∈ I , ∀x ∈ C . (15)
Let K = {x ∈ C : g(x) = miny∈C g(y)}. Then it is seen that K is a closed bounded convex nonempty subset of C . By (15), we
see that K is invariant under each Tr , that is, Tr(K) ⊂ K . By Lim [10], the family J = {Ts : s ∈ I } has a common fixed point,
that is, K ∩F 6= ∅. Let q ∈ K ∩F . By Lemma 2.5, we have
LIMn〈x− q, J(zsn − q)〉 ≤ 0, ∀x ∈ C .
In particular,
LIMn〈f (q)− q, J(zsn − q)〉 ≤ 0. (16)
On the other hand, by (12) we have
zn − q = (1− αn)(Tn((1− βn)zn + βnTnzn)− q)+ αn(f ((1− βn)zn + βnTnzn)− q)
= (1− αn)(Tnvn − q)+ αn(f (vn)− q),
where vn = (1− βn)zn + βnTnzn, zn = zsn , αn = αsn , βn = βsn and Tn = Tsn . It follows that for q ∈ F ,
‖zn − q‖2 = (1− αn)〈Tnvn − q, J(zn − q)〉 + αn〈f (vn)− q, J(zn − q)〉
≤ αn〈f (vn)− q, J(zn − q)〉 + (1− αn)‖Tnvn − q‖‖zn − q‖
≤ αn〈f (vn)− q, J(zn − q)〉 + (1− αn)‖zn − q‖2.
Hence
‖zn − q‖2 ≤ 〈f (vn)− q, J(zn − q)〉
= 〈f (zn)− q, J(zn − q)〉 + 〈f (vn)− f (zn), J(zn − q)〉
= 〈f (zn)− f (q), J(zn − q)〉 + 〈f (q)− q, J(zn − q)〉 + 〈f (vn)− f (zn), J(zn − q)〉
≤ 〈f (zn)− f (q), J(zn − q)〉 + 〈f (q)− q, J(zn − q)〉 + αβn‖Tnzn − zn‖‖zn − q‖, (17)
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which implies that
‖zn − q‖2 ≤ 11− α [〈f (q)− q, J(zn − q)〉 + αβn‖Tnzn − zn‖‖zn − q‖].
Thus from (16) and βn → 0 we derive
LIMn‖zn − q‖2 ≤ 11− α [LIMn〈f (q)− q, J(zn − q)〉 + α · LIMnβn‖Tnzn − zn‖‖zn − q‖] ≤ 0,
that is, LIMn‖zn − q‖2 = 0. So there exists a subsequence {znj} of {zn} such that znj → q. Assume that there exists another
subsequence {zmk} of {zn} such that zmk → q1. It follows from (17) that
‖q1 − q‖2 ≤ 〈f (q1)− q, J(q1 − q)〉. (18)
Interchanging q and q1 yields
‖q− q1‖2 ≤ 〈f (q)− q1, J(q− q1)〉. (19)
Adding up (18) and (19) gives q = q1. Therefore {zs} converges strongly to an element inF .
Define Q : ΠC → F by
Q (f ) = lim
s→∞ zs, ∀f ∈ ΠC .
Since zs = αsf (vs)+ (1− αs)Tsvs where vs = (1− βs)zs + βsTszs, we have
(I − f )zs = αs(f (vs)− f (zs))+ (1− αs)(Tsvs − f (zs))
= αs(f (vs)− f (zs))+ (1− αs)(Tsvs − Tszs + Tszs − zs + zs − f (zs))
= αs(f (vs)− f (zs))+ (1− αs)(Tsvs − Tszs)− (1− αs)(I − Ts)zs + (1− αs)(I − f )zs,
which hence implies that
(I − f )zs = f (vs)− f (zs)+ 1− αs
αs
(Tsvs − Tszs)− 1− αs
αs
(I − Ts)zs.
Consequently for p ∈ F ,
〈(I − f )zs, J(zs − p)〉 = 〈f (vs)− f (zs), J(zs − p)〉 + 1− αs
αs
〈Tsvs − Tszs, J(zs − p)〉
− 1− αs
αs
〈(I − Ts)zs − (I − Ts)p, J(zs − p)〉
≤ 〈f (vs)− f (zs), J(zs − p)〉 + 1− αs
αs
〈Tsvs − Tszs, J(zs − p)〉
≤ ‖f (vs)− f (zs)‖‖zs − p‖ + 1− αs
αs
‖Tsvs − Tszs‖‖zs − p‖
≤
(
α + 1− αs
αs
)
‖vs − zs‖‖zs − p‖
=
(
α + 1− αs
αs
)






‖Tszs − zs‖‖zs − p‖.
Letting s→∞ yields
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0.
If f = u is a constant, then
〈Qu− u, J(Qu− p)〉 ≤ 0.
Therefore Q is a sunny nonexpansive retraction from C toF . This completes the proof. 
As an immediate consequence of Theorems 4.1 and 4.2, we have the following result.
Theorem 4.3. Let X be a reflexive Banach spacewith a uniformly Gâteaux differentiable norm and C be a nonempty closed convex
subset of X. Suppose that every weakly compact convex subset of X has the fixed point property for nonexpansive mappings and X
has aweak sequentially continuous dualitymapping. Let {αn} and {βn} be two sequences in (0, 1)withαn+βn ≤ 1 (n ≥ 0), {γn}
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be a sequence in [0, 1] and {rn} be a sequence in I . Assume that:
(i) limn→∞ αn = 0, ∑∞n=0 αn = ∞ and 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
(ii) limn→∞ |γn+1 − γn| = 0 and lim supn→∞ γn < 1;
(iii) limn→∞ rn = ∞;
(iv) J is a semigroup (that is, TrTs = Tr+s for r, s ∈ I ) and satisfies the uniformly asymptotical regularity condition
lim
r∈G,r→∞ supx∈C˜
‖TsTrx− Trx‖ = 0, uniformly in s ∈ I ,
where C˜ is any bounded subset of C.
Then the sequence {xn} generated by (2) converges strongly to Q (f ) ∈ F , where Q (f ) is a solution of the variational inequality
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0, ∀f ∈ ΠC , ∀p ∈ F .
Corollary 4.1. Let X be a uniformly smooth Banach space with a weakly sequentially continuous duality mapping and C be a
nonempty closed convex subset of X. Let {αn} and {βn} be two sequences in (0, 1)with αn + βn ≤ 1 (n ≥ 0), {γn} a sequence in
[0, 1] and {rn} a sequence in I . Assume that:
(i) limn→∞ αn = 0, ∑∞n=0 αn = ∞ and 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
(ii) limn→∞ |γn+1 − γn| = 0 and lim supn→∞ γn < 1;
(iii) limn→∞ rn = ∞;
(iv) J is a semigroup (that is, TrTs = Tr+s for r, s ∈ I ) and satisfies the uniformly asymptotical regularity condition
lim
r∈I ,r→∞ supx∈C˜
‖TsTrx− Trx‖ = 0, uniformly in s ∈ I ,
where C˜ is any bounded subset of C.
Then the sequence {xn} generated by (2) converges strongly to Q (f ) ∈ F , where Q (f ) is a solution of the variational inequality
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0, ∀f ∈ ΠC , ∀p ∈ F .
Note that in aHilbert spaceH , the nearest point projection P ofC onto F is a sunnynonexpansive retraction and the duality
mapping is the identity mapping. The following results can be easily derived from Theorems 4.1 and 4.2, respectively.
Corollary 4.2. Let H be a Hilbert space and C be a nonempty closed convex subset of H. Assume that J is a semigroup (that is,
TrTs = Tr+s for r, s ∈ I ) and satisfies the uniformly asymptotically regularity condition
lim
r∈I ,r→∞ supx∈C˜
‖TsTrx− Trx‖ = 0, uniformly in s ∈ I ,
where C˜ is any bounded subset of I . Let {αs}s∈I be a net in (0, 1) such that lims→∞ αs = 0 and {βs}s∈I be a net in [0, 1] such
that lims→∞ βs/αs = 0. Then the net {zs} defined by (12) converges strongly to a point inF . If we define P : ΠC → F by
P(f ) = lim
s→∞ zs, ∀f ∈ ΠC , (20)
then P(f ) is the unique solution of the variational inequality
〈(I − f )P(f ), J(P(f )− p)〉 ≤ 0, ∀f ∈ ΠC , ∀p ∈ F .
In particular, if f = u ∈ C is a constant, then the limit (20) defines the nearest point projection from C ontoF ,
〈P(u)− u, P(u)− p〉 ≤ 0, ∀u ∈ C, ∀p ∈ F .
Corollary 4.3. Let H be a Hilbert space and C be a nonempty closed convex subset of H. Let {αn} and {βn} be two sequences in
(0, 1) with αn + βn ≤ 1 (n ≥ 0), {γn} be a sequence in [0, 1] and {rn} be a sequence in I . Assume that:
(i) limn→∞ αn = 0, ∑∞n=0 αn = ∞ and 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
(ii) limn→∞ |γn+1 − γn| = 0 and lim supn→∞ γn < 1;
(iii) limn→∞ rn = ∞;
(iv) J is a semigroup (that is, TrTs = Tr+s for r, s ∈ I ) and satisfies the uniformly asymptotical regularity condition:
lim
r∈G,r→∞ supx∈C˜
‖TsTrx− Trx‖ = 0, uniformly in s ∈ I ,
where C˜ is any bounded subset of C.
Then the sequence {xn} generated by (2) converges strongly to P(f ) ∈ F , where P(f ) is the unique solution of the variational
inequality
〈(I − f )P(f ), J(P(f )− p)〉 ≤ 0, ∀f ∈ ΠC , ∀p ∈ F .
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Let D be a subset of a Banach space X . Recall that a mapping T : D→ X is said to be firmly nonexpansive, if for all x, y ∈ D,
the convex function φ : [0, 1] → [0,∞) defined by
φ(t) = ‖(1− t)x+ tT (x)− ((1− t)y+ tTy)‖,
is nonincreasing. Since φ is convex, it is easy to verify that a mapping T : D→ X is firmly nonexpansive if and only if
‖Tx− Ty‖ ≤ ‖(1− t)(x− y)+ t(Tx− Ty)‖, ∀x, y ∈ D, ∀t ∈ [0, 1].
It is clear that every firmly nonexpansive mapping is nonexpansive.
Corollary 4.4. Let X be a uniformly smooth Banach space with a weak sequentially continuous duality mapping and C be a
nonempty closed convex subset of X. Let J = {Ts}s∈I be a commutative family of firmly nonexpansive mappings which is a
semigroup (that is, TrTs = Tr+s for r, s ∈ I ) and satisfies the uniformly asymptotical regularity condition
lim
r∈G,r→∞ supx∈C˜
‖TsTrx− Trx‖ = 0, uniformly in s ∈ I ,
where C˜ is any bounded subset of C. Let {αs}s∈I be a net in (0, 1) such that lims→∞ αs = 0 and {βs}s∈I be a net in [0, 1] such
that lims→∞ βs/αs = 0. Then the net {zs} generated by (12) converges strongly to Q (f ) in F , where Q (f ) is a solution of the
variational inequality
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0, ∀f ∈ ΠC , ∀p ∈ F .
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