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DENSITY FLUCTUATIONS FOR EXCLUSION PROCESSES WITH LONG JUMPS
PATRÍCIA GONÇALVES AND MILTON JARA
ABSTRACT. We show that the stationary density fluctuations of exclusion processes with
long jumps, whose rates are of the form c±|y− x |−(1+α) where c± depends on the sign of
y− x , are given by a fractional Ornstein-Uhlenbeck process for α∈ (0, 32 ). When α= 32
we show that the density fluctuations are tight, in a suitable topology, and that any limit
point is an energy solution of the fractional Burgers equation, previously introduced in
[18] in the finite volume setting.
1. INTRODUCTION
A classical problem on the field of interacting particle systems corresponds to the
derivation of a scaling limit for the stationary1 fluctuations of the conserved quantities
of the system. The archetypical example is the exclusion process, which we describe as
follows. The exclusion process is a system of particles on a given graph, on which each
particle performs a continuous-time random walk with the restriction that each site on
the graph is allowed to have at most one particle. Despite its simplicity, the richness of
this process makes of it one of the favorite models on the realm of interacting particle
systems. In these notes, we consider the exclusion process with long jumps on the
one-dimensional lattice, introduced in [23]2. In this case, the transition rates of the
underlying random walk have a polynomial tail of the form c±|y − x |−(1+α) for some
α ∈ (0,2), where c± depends on the sign of y − x . The Bernoulli product measures
µρ of density ρ ∈ [0,1] on {0,1}Z are invariant under the evolution of this process,
reflecting the fact that particles are neither created nor destroyed by the dynamics and
the translation invariance of the transition rates. In these notes, we will study the
stationary density fluctuations of the exclusion process with long jumps starting from
µρ. For α∈ (0,3/2), we show that the scaling limit of the density fluctuations are given
by the infinite-dimensional Ornstein-Uhlenbeck equation
dYt = (L ρ)∗Ytd t+
Æ
2ρ(1−ρ)(−L 1/2)dWt , (1.1)
whereWt is a Brownian motion,L ρ is the generator of an α-stable skewed Lévy process
given in (2.20), (L ρ)∗ is its adjoint and L 1/2 is the symmetric part of L ρ . In the case
α= 3/2 we prove that the density fluctuation field is tight and any limit point is an
energy solution of the fractional Burgers equation
dYt = (L ρ)∗Ytd t+m∇Y 2t d t+
Æ
2ρ(1−ρ)(−L 1/2)dWt ,
Key words and phrases. Density fluctuations, exclusion with long jumps, fractional Burgers equation,
fractional Ornstein-Uhlenbeck process.
1 In the physics literature, a stationary state is what in probability is called an invariant measure, and an
equilibrium state corresponds to an invariant measure which is in addition reversible.
2 The exclusion process with arbitrary, translation invariant transition rates is well understood (see [31]).
However, as far as we know, the first article where the particular properties of the exclusion process with
long jumps were studied is [23].
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where m is the mean of the underlying transition rate. The notion of energy solution
of the previous equation was introduced in [14] in the context of the KPZ equation
dht =∆htd t+(∇ht)2d t+dWt .
The fractional Burgers equation was introduced in [18] in finite volume and the notion
of energy solutions was used to prove existence of solutions of this equation. Recently
in [19], uniqueness of such solutions has been proved in the stationary case. This re-
sult, combined with the results in [14] complete the proof of the weak KPZ universality
conjecture in the stationary case. However, themethods of [19] do not generalize to the
fractional Burgers equation. In the past few years, a great deal of research around the
KPZ/Burgers equation and its universality class has been done; see [11] for a review. A
fundamental breakthrough on the mathematical understanding of the wellposedness of
the KPZ equation has been given in [20, 21], settling on firm grounds questions about
existence and uniqueness of solutions of the KPZ equation. At least heuristically, the
theory of regularity structures gives uniqueness of solutions for the fractional Burgers
equation in the regime α ∈ (3/2,2]. However, the theory of regularity structures, in
its current formulation, breaks down exactly at α= 3/2, which is the parameter where
our fractional Burgers equation appears.
The main motivation for these notes comes from the strong KPZ universality con-
jecture, which, roughly speaking, states that there is a universal object (the KPZ fixed
point) that governs the fluctuations of stationary, non-equilibrium, conservative, one-
dimensional stochastic models. Starting from various physical considerations, one im-
portant property of this universal object is its scale invariance with respect to the KPZ
space-time scaling 1 : 2 : 3. The fractional Burgers equation is invariant under this scal-
ing, and therefore it provides a candidate for, at least, the equation satisfied by the KPZ
fixed point. As far as we know, this is the first example of a non-linear equation with
a meaningful notion of solution, obtained as a scaling limit of a stochastic, conserva-
tive system, which is invariant under the KPZ scaling.3 In [12], the authors propose
another candidate for the KPZ fixed point. However, it seems that even the existence
of the object defined in [12] is not proved rigorously.
Our method of proof is an improvement over the proof carried out in [14], where the
finite-range case is treated. The main technical novelty is the treatment of the non-local
part of the drift, which requires a multiscale analysis which is different from the one
introduced in [14] and similar to the one introduced in [13]. The idea taken from [14]
is the following. Consider for simplicity a local observable of the dynamics, it could be,
for example, the occupation number at the origin. Due to the conservation of the num-
ber of particles and the ergodicity of the dynamics, the local density of particles is the
observable of the dynamics which takes more time to equilibrate. Therefore, if we look
at the evolution on the right space-time scale, any observable of the dynamics should
be asymptotically equivalent to a function of the density of particles on a block of, a
macroscopical, small size around the support of the observable. The Boltzmann-Gibbs
principle introduced in [6] states that, at first order, this function is linear on the den-
sity of particles; a claim supported by the equivalence of ensembles. The second-order
Boltzmann-Gibbs principle introduced in [14], states that the second-order correction
3 The fractional Burgers equation considered in [18] is defined in finite volume, and therefore the spatial
scaling changes its domain.
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term is a quadratic function of the local density of particles. This allows to replace any
local function of the dynamics by the corresponding function of the local density of
particles. In these notes, the drift is a non-local function, and the multiscale analysis
introduced in [14] is not enough to handle this non-local function, so we introduce a
second multiscale which, combined with the original one, allows to replace the drift
by a quadratic function of the local density of particles. For α≤ 1, this sophisticated
method is not needed and the fluctuations can be obtained by means of classical meth-
ods. For α∈ (1,1+ 2
5+
p
33
), one step of the multiscale analysis of [14] is needed, so the
proof is not very different from the case α≤ 1. For α ∈ [1+ 2
5+
p
33
, 32 ), the multiscale
analysis shows that the drift term vanishes in the limit, which is the reason why the
Ornstein-Uhlenbeck equation (1.1) is the limit in those cases. The division between
the cases α ∈ (1,1+ 2
5+
p
33
) and α ∈ [1+ 2
5+
p
33
, 32) is rather artificial, and it is done
just to emphasize that in order to obtain our result in full generality, it is necessary to
introduce new ideas, which come, in these notes, in the form of a refined multiscale
analysis. For α= 32 the drift makes its way up to the limit, in the form of a quadratic
functional of the limiting field. This quadratic functional is extremely singular, and it is
the source of trouble for the stochastic Burgers equation. Only after [20] we have been
able to understand how to set up correctly a well-posed Cauchy problem for the (local)
stochastic Burgers equation. The theory of regularity structures works thanks to the
following heuristic observation: the scaling of the nonlinearity of the equation is sub-
critical, with respect to the scaling of the linear part. Therefore, the theory of regularity
structures makes possible to set up a Picard iteration scheme to solve it. This obser-
vation is no longer true for the fractional Burgers equation: the equation is critical, in
the sense that, the nonlinear part and the linear part scale in the same way. Therefore,
it is not surprising that we are not able to obtain a full convergence result for α= 32 .
Notice, however, that we have enough information about limit points to show that they
are well defined as stochastic processes, that the nonlinearity is well defined in a strong
sense, and that they solve a martingale formulation of the fractional Burgers equation.
These notes are organized as follows. In Section 2 we define the exclusion process
with long jumps and we make precise formulations of the main results of the article.
These formulations require a great deal of previous definitions, which are carried out
along the section. In particular we need to define what do we understand by stationary
solutions of the fractional Ornstein-Uhlenbeck equation and by stationary energy solu-
tions of the fractional Burgers equation. A great deal of care is needed at this point.
It is natural to consider the density fluctuation field as a distribution-valued stochastic
process. Therefore, its action is well defined for test functions in the Schwartz space
S(R). But S(R) is not left invariant by L ρ . Recall that the operator L ρ is given in
(2.20). In fact, for most functions f ∈ S(R), L ρ f does not belong to S(R). This fact is
easy to verify in Fourier space. But stationary processes are stochastically continuous
in L2(R), which allows to define their action over functions in L2(R) through suitable
approximations.
The general strategy of proof of the main results of these notes is not difficult to de-
scribe. Our definitions of solutions use martingale characterizations. Therefore, we will
verify that the density fluctuations satisfy an approximate martingale problem, which,
in the limit, becomes the martingale problem associated to the corresponding limiting
processes. The passage to the limit is allowed by tightness arguments, complemented
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by some uniform estimates on the errors of the approximation.
In Section 3 we define and compute various martingales associated to the density
fluctuation fields, which will be used to show that the density fluctuation fields satisfy
an approximated version of the martingale problem defined for the limiting processes.
In Sections 4.1, 4.2 and 4.3 we prove tightness of some terms in the martingale
decomposition of the density fluctuation field, which work out for any α∈ (0,2). The
crucial part is to deal with the drift term Ant ( f ). In Section 4.4.1 we prove tightness of
Ant ( f ) in the case α≤ 1. This case is a good warm-up to what follows next, since the
standard proof found, for example, in Chapter 11 of [27] works well.
In Section 4.4.2 we prove tightness of Ant ( f ) in the case 1<α< 1+
2
5+
p
33
. In this
section we also state an estimate on the variance of additive functionals of the processes
of Kipnis-Varadhan’s type and we use the spectral gap inequality, stated in Appendix A,
in order to transform it into an effective estimate, stated as Proposition 4.9. We point
out that once we have established Proposition 4.9, the text is completely independent
of the Kipnis-Varadhan’s inequality or of the spectral gap inequality. In particular, if, by
some other means, we were able to prove Proposition 4.9, the results of these notes
follow without needing these inequalities. We also state the form of the equivalence of
ensembles that will be needed in the proofs and we show how to use Proposition 4.9 in
order to get estimates on the variance of the drift term. We only have at our disposal
a brute-force Cauchy-Schwarz estimate to deal with the tail part of the drift term. In
this way we can show the asymptotic negligibility of jumps of size bigger than n
2α−2
2α−1 ,
see Lemma 4.5. This jump size corresponds to macroscopical small jumps. The smaller
jumps can be handled with Proposition 4.9. A single use of this proposition is enough
to fill the gap up to n
2α−2
2α−1 , only for α< 1+ 2
5+
p
33
, so a more refined argument is needed
for the general case.
In Section 4.4.3 we prove tightness for 1+ 2
5+
p
33
≤ α< 32 . In this case we need to
introduce a multiscale analysis in order to use in an effective way Proposition 4.9. The
idea is the following. Proposition 4.9 allows to estimate the variance of space-time ad-
ditive functionals of the dynamics by their spatial variance, paying as a price the inverse
of the spectral gap over the support of the spatial functions in consideration. Therefore,
the largest the support of the functions we consider, the less effective Proposition 4.9
is. The current associated to big jumps has a very big support, but its variance decays
with the distance as a power law. Therefore, there is a trade-off between the support
and the intensity of a big jump. The right way to exploit this trade-off is through a
multiscale analysis.
In Section 4.4.4 we prove tightness for α= 32 . Although the multiscale analysis of
Section 4.4.3 still makes big jumps negligible, very small jumps are no longer negli-
gible and a new argument is needed. The multiscale analysis of Section 4.4.3 stops
at size n1−δ for some small δ > 0 and it shows that the drift term is asymptotically
equivalent to the square of the density on a box of size n1−δ. This is what is called the
one-block estimate in the literature of interacting particle systems. Using the renormal-
ization scheme introduced in [14], we show the two-blocks estimate, which states that
the drift term is asymptotically equivalent to the square of the density on a box of size
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ǫn. This method shows a uniform L2-bound for the difference between the drift term
and the square of the density, which is good enough to prove tightness by means of the
Kolmogorov-Centsov’s criterion stated in Proposition 4.3.
In Section 5.1 we show Theorem 2.12, that is the convergence of the density fluc-
tuation field to the stationary solution of the fractional Ornstein-Uhlenbeck equation.
Once tightness is proved, the proof is standard and relies on the martingale character-
ization of such solutions. In Section 5.2 we show Theorem 2.13, which is also not very
difficult to prove once the uniform bound (5.2) is obtained.
Section 6.1 contains a discussion about how the main result of this article is re-
lated to the so-called KPZ universality conjecture. It turns out that energy solutions of
(6.1) are invariant under the KPZ scaling exponents 1 : 2 : 3. It can be checked that,
at a formal level, modulo space-time rescalings, stationary solutions of equation (6.1)
form a two-parameter family of self-similar processes, each of them invariant under
the KPZ scaling. It has been conjectured (see [12] for example) that fluctuations of
one-dimensional growth interfaces converge to a universal process, dubbed the KPZ
fixed point. This object should also be invariant with respect to the KPZ scaling. An-
other universality class that also has the KPZ scaling exponents is the scaling limit of
energy fluctuations of one-dimensional stochastic models of heat conduction in the so-
called zero pressure point. In that case, the limiting process is the Ornstein-Uhlenbeck
process associated to the fractional Laplacian L ρ , which corresponds to (2.12) with
m= 0 see [2, 26]. The stability index α= 3/2 appears naturally in the solution of a
two-dimensional Poisson equation involving local operators. The skewness parameter
depends on the details of the model and it can have any admissible value. We conjec-
ture that the family of solutions of (2.12) converges, as m→∞ and after a proper time
scaling, to the KPZ fixed point. We say in that case that (2.12) interpolates between the
Gaussian case m= 0 and the KPZ fixed point. In [1], it is proved that the KPZ equa-
tion can be understood a crossover between the Ornstein-Uhlenbeck process associated
to the usual Laplacian and the KPZ fixed point. These two universality classes have
different scaling exponents, and in particular the KPZ equation is not scale invariant.
Therefore, our conjecture is conceptually different, since all the interpolating processes
have the same scaling exponents.
Section 6.2 explains how to obtain the fractional Burgers equation associated to the
fractional Laplacian −(−∆)α/2 as a scaling limit of a family of asymmetric exclusion
processes. Since the limiting equation is not scale invariant for α 6=3/2, one has to tune
the strength of the asymmetry with respect to the scaling. For α> 3/2, the strength of
the asymmetry decreases with n (we say that the system is weakly asymmetric), and for
α< 3/2 the strength of the asymmetry increases with n.
Section 6.3 explains how to extend the results of this paper to the case on which the
jump rates belong to the domain of em normal attraction of an α-stable law.
Finally, Section 6.4 gives some examples of particle systems with long-range inter-
actions for which the methods of this article allow to prove the results stated in this
article.
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2. NOTATIONS AND RESULTS
2.1. The exclusion process. In this section we describe what it is known in the liter-
ature as the exclusion process on the one-dimensional lattice Z. We say that a function
p :Z→ [0,∞) is a transition rate if p(0) = 0 and p∗=
∑
z p(z)<+∞. From now on, if
the set of indices of a sum is not specified, we assume that it is equal to Z. Let p(·) be a
transition rate. Let Ω= {0,1}Z be the state space of a Markov process. We consider on
Ω the product topology. We denote by η= {η(x); x ∈Z} the elements of Ω. We say that
x ∈Z is a site and that η∈Ω is a configuration of particles. Let η∈Ω be a configuration
of particles. We say that there is a particle at the site x if η(x) = 1; otherwise we say
that the site x is empty. Let us consider the following dynamics. Each particle waits an
exponential time of rate p∗ (for this reason we ask p∗ to be finite), at the end of which
it chooses a site y ∈Z with probability p(y− x)/p∗, where x is the current position of
the particle. If the chosen site is empty, the particle jumps into it. Otherwise it stays at
its current position. In any case, a new exponential time starts afresh and the particle
repeats the steps above.
The dynamics described above corresponds to a Markov process {ηt ; t ≥ 0} defined
on Ω. If the number of particles is finite, it is not difficult to construct ηt for any
t ≥ 0. When the number of particles is infinite, a detailed construction of the process
{ηt ; t ≥ 0} can be found in [31]. In particular, the derivation of the properties we will
describe below can be found there. Notice that we are not assuming anything about p(·)
aside from p∗ < +∞. In particular, we can assume that particles perform arbitrarily
long jumps with positive probability, which is the case we are interested in on these
notes.
We say that a function f :Ω→R is local if there exists A⊆Z finite such that f (η) =
f (ξ) whenever η(x) = ξ(x) for any x ∈ A. We say that the smallest of such sets is the
support of f , and we denote it by supp( f ). For η∈Ω and x , y ∈ Z we define ηx,y ∈Ω
as
ηx,y (z) =


η(y); z = x
η(x); z = y
η(z); z 6= x , y.
(2.1)
For f :Ω→R and x , y ∈ Z we define ∇x,y f :Ω→R as ∇x,y f (η) = f (ηx,y )− f (η)
for any η∈Ω. For a local function f :Ω→R we define L f :Ω→R as
L f (η) =
∑
x,y
p(y− x)η(x)
 
1−η(y)

∇x,y f (η) for any η∈Ω.
Since f is a local function, we note that the sum above has a finite number of non-
zero entries, and, in particular, L f is well defined. The linear operator L defined in this
way turns out to be closable with respect to the uniform topology on the space C (Ω)
of continuous functions f :Ω→R. Moreover, its closure (also denoted by L) turns out
to be the generator of the process {ηt ; t ≥ 0}.
For ρ ∈ [0,1], let µρ be the probability measure in Ω given by
µρ

η∈Ω :η(x1) = 1,... ,η(xℓ) = 1
	
=ρℓ
for any finite collection {x1, . . . , xℓ} of sites in Z. The measures {µρ ;ρ ∈ [0,1]} are
invariant under the evolution of {ηt ; t ≥ 0}. If span{x ∈ Z; p(x)> 0}= Z (that is, if
p(·) is irreducible) the measures {µρ ;ρ ∈ [0,1]} are also ergodic under the evolution of
{ηt ; t ≥ 0}.
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2.2. Random walks with long jumps. Let α∈ (0,2) and c+,c− ≥ 0 be such that c++
c− > 0. Let us define p :Z→ [0,∞) as
p(z) =
c(z)
|z|1+α , where c(z) =


c+; z > 0,
0; z = 0,
c−; z < 0.
(2.2)
Notice that the condition α> 0 ensures that p(·) is a transition rate. Let {x(t); t ≥ 0}
be the continuous-time random walk on Z with transition rate p(·). The following is a
classical result which can be found, for instance, in Chapter 1, Theorem 2.4 of [4].
Proposition 2.1. The process {xnt ; t ≥ 0} given by
xnt =
1
n

x(tnα)−mαn t

, where mαn =


0; α< 1
n
∑
|x|≤n xp(x); α= 1
nα
∑
x xp(x); α> 1
(2.3)
converges in distribution, as n→∞, to a Markov process {Zt ; t ≥ 0}.
The generator L =L (c+,c−;α) of the process {Zt ; t ≥ 0} is given by
L f (x) =
∫
R
c(y)
|y |1+α

f (x+ y)− f (x)−θα(y) f ′(x)

d y, (2.4)
where
θα(y) =


0; α< 1
y1(|y | ≤ 1); α= 1
y; α> 1.
(2.5)
Note that the generator of the process {xnt ; t ≥ 0} is given by
Ln f
 
x
n

= nα
∑
y
p(y)

f
  x+y
n

− f
 
x
n

− m
α
n
n f
′  x
n

. (2.6)
The generator acts on functions f : R→ R. We have denoted real numbers as xn to
emphasize that, aside from a constant drift, the operatorLn is discrete in nature. When
c+= c−, that is, when the transition rate p(·) is symmetric, the operatorL is a constant
multiple of the fractional Laplacian −(−∆)α/2.
Another, more analytical, way to face a result like the one in Proposition 2.1 is
through the convergence of generators. In fact, we have the following result.
Proposition 2.2. Let f :R→R be a function in C 2(R). Then,
lim
n→∞supx
Ln f   xn −L f   xn 
= 0,
lim
n→∞
1
n
∑
x
Ln f   xn −L f   xn 
= 0. (2.7)
This result is classical and a proof may be found on Appendix B. For x ∈ Z, let us
define the symmetric part s(x) and the antisymmetric part a(x) of p(x), respectively,
as
s(x) = 12
 
p(x)+ p(−x)

, a(x) = 12
 
p(x)− p(−x)

.
Let us note that
s(x) =
c++ c−
2|x |1+α , a(x) =
c+− c−
2|x |1+α sgn(x).
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An important functional associated to the operator L is the Dirichlet form defined as
E ( f ) =−
∫
R
f (x)L f (x)d x = c
++ c−
4
∫∫
R2
( f (y)− f (x))2
|y− x |1+α d xd y. (2.8)
The discrete counterpart of this functional is given by
En( f ) =
nα−1
2
∑
x,y
s(y− x)
 
f
 
y
n

− f
 
x
n
2
, (2.9)
since the previous sum is the Riemann sum of the integral E ( f ), because it can be
rewritten as
En( f ) =
c++ c−
4n2
∑
x,y
n1+α
|y− x |1+α
 
f
  y
n

− f
 
x
n
2
.
We have the following
Proposition 2.3. Let f :R→R be a smooth function. Then,
lim
n→∞En( f ) = E ( f ).
This proposition is a simple consequence of Proposition 2.2 or simply by noticing
the limit of the Riemann sum to the double integral.
2.3. The Ornstein-Uhlenbeck process. Let C∞c (R) be the set of infinitely differen-
tiable functions f : R→ R with compact support. For f ∈ C∞c (R) and k,ℓ ∈ N04 we
define  f 
k,ℓ,∞ = sup
x∈R
 
1+ x2
k/2 f (ℓ)(x).
The Schwartz space of test functions is defined as the closure of C∞c (R) with respect
to the metric
d( f , g) =
∑
k,ℓ
1
2k+ℓ
min

1,‖ f − g‖k,ℓ,∞
	
.
This space is denoted by S(R) and it coincides with the space of infinitely differentiable
functions f : R→ R such that ‖ f ‖k,ℓ,∞ < +∞ for any k,ℓ ∈ N0. The space S′(R) of
tempered distributions is defined as the topological dual of S(R). We will consider in
S
′(R) the weak-⋆ topology. We denote by
‖ f ‖=
∫
R
f (x)2d x
1/2
the L2(R)-norm of f and we denote by 〈 f , g〉 =
∫
f (x)g(x)d x the inner product be-
tween f and g in L2(R).
One of the simplest examples of S′(R)-valued random variables is the so-called white
noise. We say that an S′(R)-valued random variable ω is a white noise of variance χ if
for any f ∈ S(R) the real-valued random variable ω( f ) has a Gaussian distribution of
mean zero and variance χ‖ f ‖2.
Let T >0 be a fixed number. This number T will be fixed up to the end of these notes.
For a given topological space E we denote by C ([0,T ];E) the space of continuous
functions from [0,T ] to E and by D([0,T ];E) the space of càdlàg trajectories from
[0,T ] to E.
4 We write N= {1,2,...} and N0 = {0}
⋃
N.
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We say that an S′(R)-valued process {Wt ; t ∈ [0,T ]} is a (standard) Brownian motion
if for any function f ∈ S(R) the real-valued process {Wt( f ); t ∈ [0,T ]} is a Brownian
motion of variance ‖ f ‖2. For more details about the construction of this and other
distribution-valued processes we refer to [33].
Let us recall the definition of the operator L given in (2.4). In order to highlight
the dependence of L on c(·) and α, we use the notation L (c+,c−;α) for the choice of
c(·) given in (2.2). We will use the notation L (c+,c−;α) whenever we need to stress
this dependence. Let L ∗ be the adjoint of L in L2(R) and let
S = 1
2
(L +L ∗)
be the symmetric part of L . We note that
L ∗ =L (c−,c+;α) and S =L ( c++c−2 , c
++c−
2 ;α).
Note that above, when we write L (c−,c+;α) this corresponds to (2.4) but taking c(·)
in (2.2) with c+ exchanged with c−.
Now we want to define what we understand as a stationary solution of the infinite-
dimensional Ornstein-Uhlenbeck equation
dYt =L ∗Ytd t+
Æ
2χ(−S )dWt , (2.10)
where {Wt ; t ∈ [0,T ]} is an S′(R)-valued Brownian motion and χ > 0 is fixed. A
first naïve definition could be the following. We say that an S′(R)-valued process
{Yt; t ∈ [0,T ]} is a solution of the martingale problem associated to (2.10) if for any
differentiable trajectory f : [0,T ]→ S(R) the process
Yt( ft)−Y0( f0)−
∫ t
0
Ys
 
(∂s+L ) fs

ds (2.11)
is a martingale of quadratic variation
2χ
∫ t
0
〈 fs,−S fs〉ds
with respect to the natural filtration associated to {Yt; t ∈ [0,T ]}. This formulation
has a serious problem: for general test functions f , L f does not belong to S(R) and
therefore Yt(L f ) is not defined. The solution passes through the following property:
Proposition 2.4. The operator L : S(R)→ L2(R) is continuous. Moreover, for any f ∈
S(R), L f is bounded and infinitely differentiable.
Note that, by the definition of L given in (2.4), for any f ∈ S(R), L f ′=(L f )′ and
in particular, from the previous proposition, (L f )(ℓ) is bounded for any ℓ∈N0.
Definition 2.5. We say that an S′(R)-valued process {Yt; t ∈ [0,T ]} defined on some
probability space (X ,F ,P) is stationary5 if for any t ∈ [0,T ] the S′(R)-valued random
variable Yt is a white noise of variance χ .
5 This property assures us that the application f 7→ Yt( f ) from S(R) ⊆ L2(R) into L2(Ω) is uniformly
continuous, and equicontinuous on t. Any other property that would ensure this equicontinuity would serve
as a substitute to stationarity; nonetheless stationarity will be a consequence of other hypotheses needed to
prove our main results, so we will not give too much attention to this point.
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The constant χ above will be the same appearing in (2.10). An important property
of a stationary process is thatYt( f ) can be extended, by continuity, to any f ∈ L2(R). In
particular, for any f ∈ S(R), the random variable Yt(L f ) makes sense by Proposition
2.4. In a more precise way, let ψ ∈ S(R) be given by ψ(x) = e−x2 for any x ∈ R and
defineψǫ ∈S(R) asψǫ(x)=ψ(ǫx) for any x ∈R. ThenψǫL f ∈S(R) for any ǫ >0 and
any f ∈S(R). Moreover,ψǫL f →L f in L2(R), as ǫ→0, fromwhere we conclude that
Yt(ψǫL f ) converges in L2(P), as ǫ→ 0, to a random variable which we call Yt(L f ).
6
In order to give rigorous meaning to the Ornstein-Uhlenbeck equation (2.10) in a
proper sense, we need to define the following object:
Lemma 2.6. Let {Yt ; t ∈ [0,T ]} be a stationary process. Let f : [0,T ]→ S(R) be differ-
entiable. Then the process {It( f ); t ∈ [0,T ]} given by
It( f ) = lim
ǫ→0
∫ t
0
Ys(ψǫL fs)ds
is well defined.
Proof. It is enough to observe that ψǫL fs →L fs, as ǫ→ 0, in L2(R), uniformly in s
and to note that Ys is a linear functional and a white noise with variance χ . 
The previous lemma explains how to define the integral term in (2.11), that is, the
integral term on the martingale problem associated to the equation (2.10). Let {Yt ; t ∈
[0,T ]} be a stationary process and let f : [0,T ]→ S(R) be differentiable. We define∫ t
0
Ys
 
L fs

ds=It( f ).
We say that a stationary process {Yt ; t ∈ [0,T ]} is a stationary solution of equation
(2.10) if for any differentiable function f : [0,T ]→ S(R) the process
Yt( ft)−Y0( f0)−
∫ t
0
Ys
 
(∂s+L ) fs

ds
is a continuous martingale of quadratic variation
2χ
∫ t
0
〈 fs,−S fs〉ds.
Note that 〈 fs,−S fs〉= E ( fs), where E (·) is defined in (2.8). The following proposition
explains in which sense the stationary solutions of (2.10) are unique.
Proposition 2.7. Two stationary solutions of (2.10) have the same distribution.
The proof of this proposition is standard, and for completeness we have included it
in Appendix C.
6 Note that Yt(L f ) is well defined up to a set of null probability. This set depends on the choice of the
function f and therefore we can not a priori think about Yt (L f ) as a distribution-valued random variable.
Nevertheless, stationarity and Proposition 2.4 can be used to show that Yt(L f ) is indeed a distribution-
valued random variable.
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2.4. The fractional Burgers equation. In this section we define what we understand
by an energy solution of the fractional Burgers equation, which was introduced in [18]
in the case of the circle as spatial state, which is given by
dYt = (L ρ)∗Ytd t+m∇Y 2t d t+
Æ
2ρ(1−ρ)(−L 1/2)dWt , (2.12)
where {Wt ; t ∈ [0,T ]} is an S′(R)-valued Brownian motion and L ρ is given in (2.20).
For that purpose, we need to introduce various definitions.
Definition 2.8. We say that an S′(R)-valued stochastic process {Yt ; t ∈ [0,T ]} is Uni-
formly Stochastically Continuous in L2(R) (USC) if there exists a finite constant K0 such
that
E[Yt( f )2]≤ K0‖ f ‖2 (2.13)
for any f ∈ S(R) and any t ∈ [0,T ].
The USC property is satisfied by a stationary process, and the stationary case is the
only one that will be considered in these notes. Note that USC is a static property, in the
sense that involves only one time instant. Observe also that the USC property allows
to apply Lemma 2.6 and therefore for any process satisfying USC, the integral∫ t
0
Ys
 
L ρ fs

ds
is well defined for any differentiable trajectory f : [0,T ]→ S(R).
Now we will describe a property that involves the time evolution of the process
{Yt ; t ∈ [0,T ]}. Let {ιǫ ; ǫ ∈ (0,1)} be an approximation of the identity. An example is
ιǫ(x) =
1p
2πǫ2
e−x
2/2ǫ2 ,
or in general ιǫ(x)=
1
ǫh(
x
ǫ ), where h∈S(R) is positive and
∫
R
h(x)d x =1. If the process
{Yt; t ∈ [0,T ]} is USC, the function h can even be in L2(R)∩ L1(R) instead of S(R).
Definition 2.9. Let {Yt ; t ∈ [0,T ]} be a given process and let us define for ǫ ∈ (0,1),
s< t ∈ [0,T ] and f ∈ S(R),
A ǫs,t( f ) =
∫ t
s
∫
R
Ys′ ∗ ιǫ(x)2 f ′(x)d xds′. (2.14)
We say that {Yt; t ∈ [0,T ]} satisfies an Energy Estimate (EE) if there exist κ0 > 0, β ∈
(0,1) such that
E
 
A ǫs,t( f )−A δs,t ( f )
2≤κ0ǫ(t− s)β‖ f ′‖2 (2.15)
for any f ∈ S(R), any 0<δ< ǫ < 1 and any 0≤ s< t ≤ T.
Note that the energy estimate implies the existence of the limit
As,t( f ) = lim
ǫ→0
A ǫs,t( f ) (2.16)
in L2(P) for any 0≤ s< t ≤ T and any f ∈ S(R). This process can be understood as an
integrated version of −∇Y 2t :
As,t( f ) =−
∫ t
s
 
∇Y 2
s′

( f )ds.
Actually, we can say more about this limit process.
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Proposition 2.10. Let {Yt; t ∈ [0,T ]} be a process satisfying (2.13) and (2.15) (that is,
{Yt ; t ∈ [0,T ]} is a USC process satisfying an Energy Estimate). Let {As,t( f ); s < t ∈
[0,T ]} be the random variables obtained in (2.16). Then, there exists an S′(R)-valued
process {At ; t ∈ [0,T ]} with continuous trajectories such that
i) There exists a finite constant C such that for any 0≤ s< t ≤ T and any f ∈ S(R),
E
 
At( f )−As( f )
2≤ C |t− s|1+β/2‖ f ′‖2 (2.17)
and in particular {At ; t ∈ [0,T ]} is a.s.γ-Hölder continuous for any γ< β4 ,
ii) As,t( f ) =At( f )−As( f ) a.s. for any f ∈ S(R) and any 0≤ s< t ≤ T.
This proposition corresponds to Theorem 2.2 of [14] for the case β = 1. The proof
extends easily to the case β ∈ (0,1).
Finally we can define what we understand by an energy solution of the fractional
Burgers equation.
Definition 2.11. We say that an S′(R)-valued process {Yt ; t ∈ [0,T ]} is an energy solu-
tion of the fractional Burgers equation given in (2.12) if:
a) the process {Yt ; t ∈ [0,T ]} is USC and satisfies an Energy Estimate,
b) for any differentiable trajectory f : [0,T ]→ S(R), the process
Mt( f ) =Yt( f )−Y0( f )−
∫ t
0
Ys
 
(∂s+L ρ) f

ds+mAt( f )
2ρ(1−ρ)
∫ t
0
〈 fs,−L 1/2 fs〉ds.
If the process {Yt ; t ∈ [0,T ]} is, in addition, stationary we say that {Yt ; t ∈ [0,T ]} is
a stationary energy solution of the fractional Burgers equation. This notion of solution
was proposed in [14] in the context of the usual KPZ equation (that is, withL ρ replaced
by∆). In [18] it was shown the existence of energy solutions forL =−(−∆)α/2 if α>1
and their uniqueness if α> 10/4.7
2.5. The density fluctuation field. Let p(·) be given by (2.2) and let ρ ∈ (0,1). The
density ρ and the transition rate p(·) will be fixed from now on and up to the end of
these notes. Let {ηt ; t ≥ 0} be an exclusion process with jump rate p(·) and initial
distribution µρ. Since µρ is invariant, ηt has distribution µρ for any t ≥ 0 and in
particular Eµρ[ηt(x)]=ρ for any t≥0 and any x ∈Z. Let n∈N be a scaling parameter.
We define ηnt =ηtnα for t ∈ [0,T ] and n∈N. We call {ηnt ; t ∈ [0,T ]} the rescaled process.
We will use the notation
η¯nt (x) =η
n
t (x)−ρ. (2.18)
7 The theory of regularity structures of [20, 21] provides a uniqueness criterion for the stochastic Burgers
equation (the case α= 2) and in principle this criterion could be extended to α strictly larger than 3/2, at
least in finite volume. The case α= 3/2, which is the relevant one for these notes, seems to be out of the
reach of the current state of this theory.
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We denote by Pn the distribution on D([0,T ];Ω) of {ηnt ; t ∈ [0,T ]} starting from µρ
and we denote by En the expectation with respect to Pn. The density fluctuation field is
defined as the S′(R)-valued process {Y nt ; t ∈ [0,T ]} given by
Y nt ( f ) = 1pn
∑
x∈Z
η¯nt (x) f
  x−(1−2ρ)mαn t
n

(2.19)
for any t ∈ [0,T ], any n∈N and any f ∈ S(R). Note the Galilean transformation em-
bedded into this definition. Recall the definition of the constant mαn given in (2.3). The
factor (1−2ρ)mαn is the characteristic velocity of the process {ηnt ; t ∈ [0,T ]}. For this
reason we say that we observe the fluctuations on Lagrangian coordinates.
Themain objective of these notes is to identify the limit, as n→∞, of the fluctuation
field {Y nt ; t ∈ [0,T ]}n∈N. We have restricted ourselves to a finite size time window in
order to avoid uninteresting topological considerations. Note that the process {Y nt ; t ∈
[0,T ]} has trajectories in D([0,T ]; S′(R)). Note as well that for any f ∈ S(R) the
real-valued random variable {Y nt ( f )}n∈N converges in distribution, as n→∞, to a
Gaussian distribution of mean zero and variance ρ(1−ρ)‖ f ‖2. In other words, for any
t ∈ [0,T ] the sequence {Y nt }n∈N converges in distribution, as n→∞, to a white noise
of variance ρ(1−ρ). Note that Y nt can be understood as a random signed measure.
However, the white noise can not be constructed as a random measure, which makes
it more appropriate to think about Y nt as a random distribution.
2.5.1. The case α<3/2: the Ornstein-Uhlenbeck equation. Let c+, c− be the constants
associated to the transition rate p(·) and let L ρ be the operator given by
L ρ f (x) =
∫
R
cρ(y)
|y |1+α
 
f (x+ y)− f (x)−θα(y) f ′(x)

d y, (2.20)
where
cρ(x) =
¨
c+(1−ρ)+ c−ρ; x ≥ 0
c+ρ+ c−(1−ρ); x < 0.
In other words,
L ρ =L (c+(1−ρ)+ c−ρ,c+ρ+ c−(1−ρ);α).
Note that (L ρ)∗ = L 1−ρ and that the symmetric part of L ρ is equal to L 1/2. In
particular, the symmetric part of L ρ does not depend on ρ.
Now we have at our disposal all the definitions needed to state the first main result
of these notes.
Theorem 2.12. Let p(·) be as in (2.2). Assume that α< 3/2 and that ηn0 has distribution
µρ. Then, the sequence of processes {Y nt ; t ∈ [0,T ]}n∈N converges in distribution, as n→
∞, with respect to the J1-Skorohod topology ofD([0,T ];S′(R)) to the stationary solution
of the infinite-dimensional Ornstein-Uhlenbeck process given by
dYt = (L ρ)∗Ytd t+
Æ
2ρ(1−ρ)(−L 1/2)dWt , (2.21)
where {Wt ; t ∈ [0,T ]} is an S′(R)-valued Brownian motion.
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2.5.2. The case α= 3/2: the fractional Burgers equation. The Galilean transforma-
tion used in (2.19) has as a consequence that in the limit equation (2.21), in spite of
the transition rate p(·) being asymmetric, there is no transport term. It turns out that
when α is exactly equal to 3/2, the second-order correction of the transport term of the
dynamics, non-linear in nature, has the same strength that the linear part of the dy-
namics. In this case, the limiting process corresponds to the fractional Burgers equation
and we can state the result as follows.
Theorem 2.13. Let p(·) be given by (2.2). Let us assume that α= 3/2 and that ηn0 has
distribution µρ. Then the sequence of processes {Y nt ; t ∈ [0,T ]}n∈N is tight with respect
to the J1-Skorohod topology of D([0,T ];S′(R)) and any of its limit points is a stationary
energy solution of the fractional Burgers equation (2.12).
Remark 2.14.
(1) A consequence of this theorem is the existence of energy solutions of (2.12).
The method used in [18] restrict ourselves to finite volume.
(2) In a formal way, equation (2.12) is invariant under the KPZ scaling 1 : 2 : 3.
(3) The dependence of L ρ on the density ρ is a new feature, not observed before
in the literature.
3. PROOF OF THEOREMS 2.12 AND 2.13
Since the limit processes on Theorems 2.12 and 2.13 are characterized by martin-
gale problems, it is natural to begin defining various martingales related to the pro-
cesses {Y nt ; t ∈ [0,T ]}n∈N. Dynkin’s formula tells us that for well behaved functions
F : [0,T ]×Ω→R, the process
F(t,ηnt )− F(0,ηn0)−
∫ t
0
 
∂s+n
αL

F(s,ηns )ds
is a martingale, whose quadratic variation is given by
nα
∫ t
0

LF(s,ηns )
2−2F(s,ηns )LF(s,ηns )
	
ds.
We will use this formula for functions of the form
F(t,ηnt ) =Y nt ( f ) = 1pn
∑
x∈Z
η¯nt (x) f
  x−(1−2ρ)mαn t
n

,
where f : [0,T ]→ S(R) is smooth and η¯nt (x) was defined in (2.18). For this choice, let
us define the martingale {M nt ( f ); t ∈ [0,T ]} as
M nt ( f ) =Y nt ( f )−Y n0 ( f )−
∫ t
0
(∂s+n
αL)Y ns ( f )ds, (3.1)
and whose quadratic variation 〈M nt ( f )〉 is equal to∫ t
0
nα−1
∑
x,y
p(y− x)
 
ηns (y)−ηns (x)
2 
f
  y−(1−2ρ)mαn s
n

− f
  x−(1−2ρ)mαn s
n
2
ds.
Now we compute the integral part of the martingale M nt ( f ). A simple computation
shows that
Lηs(x) =
∑
y∈Z

p(x− y)ηns (y)(1−ηns (x))− p(y − x)ηns (x)(1−ηns (y))

,
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therefore
nαLY ns ( f ) =
nαp
n
∑
x,y∈Z

f

y−(1−2ρ)mαn s
n

− f

x−(1−2ρ)mαn s
n

p(y− x)ηns (x)(1−ηns (y)).
(3.2)
Note that
ηns (x)(1−ηns (y))−ρ(1−ρ) = (1−ρ)η¯ns (x)−ρη¯ns (y)− η¯ns (x)η¯ns (y),
where η¯ns (x) was defined in (2.18). Using this identity and grouping together the two
terms involving x and y in (3.2), we can rewrite the right hand side of (3.2) as
nαp
n
∑
x,y∈Z

f

y−(1−2ρ)mαn s
n

− f

x−(1−2ρ)mαn s
n
¦
(1−ρ)p(y − x)+ρp(x− y)
©
η¯ns (x)
− n
α
p
n
∑
x,y∈Z

f

y−(1−2ρ)mαn s
n

− ft

x−(1−2ρ)mαn s
n

p(y− x)η¯ns (x)η¯ns (y).
On the other hand,
∂sY ns ( f ) =−(1−2ρ)
mαn
n
p
n
∑
x∈Z
∂s f

x−(1−2ρ)mαn s
n

η¯ns (x).
Moreover, a simple computation shows that the right hand side of the previous expres-
sion equals to
− n
α
p
n
∑
x,y∈Z
((1−ρ)p(y − x)+ρp(x− y))θα
 y− x
n

∂s f

x−(1−2ρ)mαn s
n

η¯ns (x), (3.3)
where θα(·) was defined in (2.5). Putting together the previous computations, the
integral part of the martingale can be written as∫ t
0
nαp
n
∑
x,y∈Z

f

y−(1−2ρ)mαn s
n

− f

x−(1−2ρ)mαn s
n

−θα
 y− x
n

∂s f

x−(1−2ρ)mαn s
n

×
¦
(1−ρ)p(y − x)+ρp(x− y)
©
η¯ns (x)ds
−
∫ t
0
nαp
n
∑
x,y∈Z

f

y−(1−2ρ)mαn s
n

− f

x−(1−2ρ)mαn s
n

p(y− x)η¯ns (x)η¯ns (y)ds.
(3.4)
Now, for a smooth function f :R→R, let L ρn be the operator defined by
L ρn f
 
x
n

= nα
∑
y∈Z
¦
((1−ρ)p(y − x)+ρp(x− y))

f

y
n

− f
 
x
n

−θα
  y−x
n

f ′
 
x
n
©
.
Then, by a change of variables we get that the first term at the right hand side of (3.4)
coincides with ∫ t
0
Y ns (L ρn f )ds.
We also note that by a simple computation we can rewrite L ρn f as
L ρn f
 
x
n

= nα
∑
y∈Z
¦
((1−ρ)p(y − x)+ρp(x− y))
 
f
  y
n

− f
 
x
n
©
−(1−2ρ)m
α
n
n
f ′
 
x
n ).
(3.5)
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Nowwe look at the second term at the right hand side of (3.4). By the anti-symmetry
of p(·), we can replace there p(·) by a(·). For that purpose note that by exchanging x
with y we have that
1
2
∑
x,y

f

y−(1−2ρ)mαn s
n

− f

x−(1−2ρ)mαn s
n

p(y− x)η¯ns (y)η¯ns (x)
+
1
2
∑
x,y
p(x− y)η¯ns (y)η¯ns (x)

f

x−(1−2ρ)mαn s
n

− f

y−(1−2ρ)mαn s
n

=
∑
x,y
a(x− y)η¯ns (y)η¯ns (x)
 
f
  x−(1−2ρ)mαn s
n

− f
  y−(1−2ρ)mαn s
n

.
From the previous computations, the martingale M nt ( f ) can be written in a more ex-
plicit way as
M nt ( f ) =Y nt ( f )−Y n0 ( f )−
∫ t
0
Y ns (L ρn f )ds+Ant ( f ), (3.6)
where L ρn was defined in (3.5) and the process {Ant ( f ); t ≥ 0} is defined as
Ant ( f ) =
∫ t
0
nα−1/2
∑
x,y
a(y− x)η¯ns (y)η¯ns (x)
 
f
  y−(1−2ρ)mαn s
n

− f
  x−(1−2ρ)mαn s
n

ds.
(3.7)
Note that Proposition 2.2 also holds for the operators L ρn and L ρ , therefore L ρn con-
verges to L ρ , as n→∞, in the sense described there. We will use indistinctly the
symbol f for a function f ∈ S(R) and for the function from [0,T ] to S(R) with constant
value equal to f .
The proof of Theorems 2.12 and 2.13 follows the classical structure of convergence in
distribution of stochastic processes. The proofs of the theorems are not very different
among them, the main difference is that we will show that Ant ( f ) converges to 0, as
n→∞, if α< 3/2 and that it is asymptotically equivalent to a functional of the fluc-
tuation field Y nt , if α= 3/2.
We start by proving tightness with respect to the corresponding topologies, then we
prove that any limit point is a solution of the corresponding martingale problem. In
the case of Theorem 2.12, the uniqueness criterion of Proposition 2.7 allows to con-
clude the desired result. In the case of Theorem 2.13, the lack of an uniqueness cri-
terion as the one stated in Proposition 2.7 restrict ourselves to convergence through
subsequences.
4. TIGHTNESS
In order to prove tightness of the sequence {Y nt ; t ∈ [0,T ]}n∈N, first we recall the
so-calledMitoma’s criterion, which reduces the proof of tightness of distribution-valued
processes to the proof of tightness for real-valued processes.
Proposition 4.1 (Mitoma’s criterion [32]). A sequence {Y nt ; t ∈ [0,T ]}n∈N of stochas-
tic processes with trajectories in D([0,T ];S′(R)) is tight with respect to the J1-Skorohod
topology if, and only if, the sequence of real-valued processes {Ynt ( f ); t ∈ [0,T ]}n∈N is tight
with respect to the J1-Skorohod topology of D([0,T ];R) for any f ∈ S(R).
From the previous proposition, in order to prove tightness of the sequence {Y nt ; t ∈
[0,T ]}n∈N it is enough to show tightness of the sequence of real-valued processes
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{Y nt ( f ); t ∈ [0,T ]}n∈N for any f ∈ S(R). According to (3.6), it is enough to show that
the processes
{Y n0 ( f )}n∈N,
¦∫ t
0
Y ns (L ρn f )ds; t ∈ [0,T ]
©
n∈N,
{Ant ( f ); t ∈ [0,T ]}n∈N, and {M nt ( f ); t ∈ [0,T ]}n∈N
are tight.
4.1. Tightness of the initial field. We prove, in fact, that the sequence {Y n0 ( f )}n∈N
converges as n→∞. Computing the characteristic function of Y n0 ( f ), we can check
that it converges in distribution, as n→∞, to a Gaussian law of mean 0 and variance
ρ(1−ρ)‖ f ‖2. In particular, {Y n0 ( f )}n∈N is tight.
4.2. Tightness of the martingales. In order to prove tightness of the martingales
{M nt ( f ); t ∈ [0,T ]}n∈N we will in fact prove that they converge. For that, we will use
the following convergence criterion (see Theorem 2.1 of [34]):
Proposition 4.2. A sequence {Mnt ; t ∈ [0,T ]}n∈N of square-integrable martingales con-
verges in distribution, with respect to the J1-Skorohod topology ofD([0,T ];R), as n→∞,
to a Brownian motion of variance σ2 if:
i) Asymptotically negligible jumps: for any ǫ > 0,
lim
n→∞P

sup
0≤t≤T
Mnt−−Mnt >ǫ= 0,
ii) Convergence of quadratic variations: for any t ∈ [0,T ],
lim
n→∞〈M
n
t 〉=σ2 t,
in distribution.
In our present situation, to check i) of the previous proposition we first note that the
jumps ofM nt ( f ) are the same of Y nt ( f ), since the other terms in (3.6) are continuous.
Therefore,
sup
t∈[0,T ]
M nt ( f )−M nt−( f )≤ ‖ f ‖∞pn
and the jumps of {M nt ( f ); t ∈ [0,T ]} are asymptotically negligible. Now to prove ii),
we first note that
En

nα−1
∑
x,y
p(y− x)
 
ηns (y)−ηnt (x)
2 
f
  y
n

− f
 
x
n
2
=
nα−1
2
∑
x−y>0
(p(y− x)+ p(x− y))2ρ(1−ρ)
 
f
  y
n

− f
 
x
n
2
+
nα−1
2
∑
x−y<0
(p(y− x)+ p(x− y))2ρ(1−ρ)
 
f
  y
n

− f
 
x
n
2
= nα−1
∑
x,y
s(y− x)2ρ(1−ρ)
 
f
  y
n

− f
 
x
n
2
= 4ρ(1−ρ)En( f )
n→∞−−−→ 4ρ(1−ρ)E ( f ),
and this shows that En[〈M nt ( f )〉] converges, as n→∞, to 4ρ(1−ρ)E ( f ). Now we
prove that E[(〈M nt ( f )〉−En[〈M nt ( f )〉])2] vanishes, as n→∞, which will imply ii) of
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the previous proposition. A simple computation shows that the variance of 〈M nt ( f )〉 is
equal to8
c1(ρ)n
2α−2
∑
x,y
s(y− x)2
 
f
  y
n

− f
 
x
n
4
+c2(ρ)n
2α−2
∑
x
∑
y
s(y− x)
 
f
  y
n

− f
 
x
n
22
.
(4.1)
From the computations of Appendix D.2, the first term of last expression is of order
n2α−5, while the second one is of order nα−3. Therefore, both vanish as n→∞. As a
consequence we get that
lim
n→∞En

〈M nt ( f )

−4ρ(1−ρ)E ( f )t
2
= 0,
which shows that the martingales {M nt ( f ); t ∈ [0,T ]}n∈N converge in distribution, as
n→∞, to a Brownian motion of variance 4ρ(1−ρ)E ( f ).
4.3. Tightness of the integral terms. Now we have to prove tightness of the integral
terms {
∫ t
0 Y ns (L
ρ
n f )ds; t ∈ [0,T ]}n∈N. For that purpose we will use the Kolmogorov-
Centsov’s tightness criterion that we state as follows.
Proposition 4.3 (Kolmogorov-Centsov’s tightness criterion). A sequence of continuous
processes {X nt ; t ∈ [0,T ]}n∈N is tight, with respect to the uniform topology ofC ([0,T ];R),
if there exist constants K ,a, b> 0 such that
E
X nt −X ns a≤ K |t− s|1+b (4.2)
for any s, t ∈ [0,T ] and any n∈N. If the processes {X nt ; t ∈ [0,T ]}n∈N are stationary, it
is enough to verify that
E
X nt −X n0 a≤ K t1+b.
In our present situation wewant to apply last result to integral processes. Combining
it with the Cauchy-Schwarz inequality we have that
E
∫ t
s
xn(s
′)ds′
2≤ K |t− s|2
and from this we have the criterion that we will employ in what follows.
Proposition 4.4. A sequence of processes of the form
¦∫ t
0 xn(s)ds ; t ∈ [0,T ]
©
n∈N is tight,
with respect to the uniform topology in C ([0,T ];R), if
lim
n→∞ sup0≤t≤T
E[xn(t)
2]<+∞.
Now, in order to check that {
∫ t
0 Y ns (L
ρ
n f )ds; t ∈ [0,T ]}n∈N is tight, first, we observe
that
En

Y ns (L ρn f )2

=
ρ(1−ρ)
n
∑
x
 
L ρn f
 
x
n
2
.
By Proposition 2.2 this sum converges, as n→∞, to ρ(1−ρ)
∫
R
(L ρ f )2(x)d x , and
therefore the hypotheses of Proposition 4.4 are satisfied. This shows that the sequence
8 Along these notes, we will denote by ci(ρ) various constants which depend only on ρ. The exact value
of these constants will not be important; only the fact that they depend only on ρ.
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{
∫ t
0 Y ns (L
ρ
n f )ds ; t ∈ [0,T ]}n∈N is tight. We remark that Proposition 2.2 is stated for
different operators but the same result holds in the cases considered here.
Note that all the previous results hold for any α≤ 3/2.
4.4. Tightness of {Ant ( f ); t ∈ [0,T ]}n∈N. This is really the difficult term. The problem
comes from the fact that the spatial normalization is nα−3/2 instead of n−1/2. Therefore,
forα>1we need tomake efficient use of the time integration in order to show tightness
of this term. For α< 3/2 we will see that this term is asymptotically negligible, while
for α= 3/2 we will show that it is asymptotically equivalent to a function of the den-
sity fluctuation field. Since the arguments to prove tightness of {Ant ( f ); t ∈ [0,T ]}n∈N
depend on the regime of α we devote separate sections for them.
4.4.1. Tightness of {Ant ( f ); t ∈ [0,T ]}n∈N: the case α≤ 1.
Recall the definition of Ant ( f ) from (3.7). Note that
En

nα−1/2
∑
x,y
a(y− x)η¯nt (x)η¯nt (x)
 
f
  y
n

− f
 
x
n
2
=c3(ρ)n
2α−1
∑
x,y
a(y− x)2
 
f
 
y
n

− f
 
x
n
2
.
(4.3)
From the computations of Appendix D.3, if α< 1 then the expectation above is of order
o(1); while if α= 1 it is of order O(1). In any case, by the compactness criterion of
Proposition 4.4 we conclude that the sequence {Ant ( f ); t ∈ [0,T ]}n∈N is tight for any
α≤ 1.
With last result we end the proof of tightness of {Y nt ; t ∈ [0,T ]}n∈N in the case α≤1.
4.4.2. Tightness of {Ant ( f ); t ∈ [0,T ]}n∈N: the case 1<α< 1+ 25+p33 .
Below, unless explicitly stated, we do not assume 1<α< 1+ 2
5+
p
33
on the computa-
tions made in this section. The proof of tightness given in this section is quite technical
but we note that it will rely on several applications of Proposition 4.4. Therefore we
will be interested in obtaining upper bounds for the second moments of Ant ( f ). To do
that successfully, we split Ant ( f ) into several intermediate additive functionals of the
process, and at each step we will obtain upper bounds on the second moments of these
functionals, from where we will conclude tightness of Ant ( f ).
The first step in this procedure consists in noting that the sum in the definition of
Ant ( f ) can be restricted to |y− x | ≤ Kn for Kn≫ n
2α−2
2α−1 thanks to the next lemma whose
proof is given in Appendix D.4.
Lemma 4.5. For Kn≫ n
2α−2
2α−1 we have that
lim
n→∞En

nα−1/2
∑
|y−x|≥Kn
a(y− x)
 
f
  y
n

− f
 
x
n

η¯nt (x)η¯
n
t (y)
2
= 0. (4.4)
As a consequence of the previous lemma, we can take any sequence {Kn;n ∈ N}
satisfying the condition Kn ≫ n
2α−2
2α−1 and we can restrict the sum in the definition of
Ant ( f ) to |y− x |≤Kn; the rest of the sum is tight by Proposition 4.4. Note that Kn= o(n).
In order to simplify the notation, we will drop the subscript n from Kn. Now we use
(D.1), and we have, for x , y ∈Z such that |y− x | ≤ K , that
f
  y
n

− f
 
x
n

≤ y−xn f ′
 
x
n

+
(y−x)2
n2
‖ f ′′((y− x)/n)‖K/n,∞ ,
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where ‖ f ′′(u)‖M ,∞ = sup|z−u|≤M | f ′′(z)|. At this point, we put the previous equality
back into Ant ( f ) and we use the next lemma, whose proof is given in Appendix D.5.
Lemma 4.6. For K≫ n 2α−42α−3 we have that
lim
n→∞En

nα−1/2
∑
|y−x|≤K
a(y− x)η¯nt (x)η¯t(y)n
(y− x)2
n2
‖ f ′′((y− x)/n)‖K/n,∞
2
= 0.
(4.5)
Since from Lemma 4.5 we have K≫ n 2α−22α−1 , for this choice of K , (4.5) follows. Now,
we have to obtain upper an upper bound for
En
∫ t
0
nα−3/2
∑
|y−x|≤K
(y− x)a(y − x)η¯ns (x)η¯ns (y) f ′
 
x
n

ds
2
. (4.6)
For that purpose, we will have to use more sophisticated estimates than the ones we
used before. To state this estimates properly, we have to introduce some notation.
For each σ ∈ [0,1], let L2(µσ) be the Hilbert space associated to the measure µσ,
that is, the space of functions F :Ω→R such that
∫
F2dµσ<+∞. We denote by 〈F,G〉σ
the inner product in L2(µσ). For F ∈ L2(µσ) we define
‖F‖2−1 = sup
G local

2〈F,G〉σ−〈G,−nα LG〉σ
	
.
Note that ‖F‖2−1 =+∞ if
∫
Fdµσ 6= 0. The relevance of this quantity is given by the
following inequality:
Proposition 4.7 (Kipnis-Varadhan inequality). Assume that ηn0 has distribution µσ and
let F : [0,T ]→ L2(µσ). Then,
En

sup
0≤t≤T
∫ t
0
F(s,ηns )ds
2≤ 14
∫ T
0
‖F(t, ·)‖2−1d t.
This kind of inequality was introduced in [28] in the context of stationary, reversible
Markov chains. A proof of this inequality in the version stated above can be found in
[9]. In order to make effective use of Proposition 4.7 we need to know how to estimate
‖F‖2−1 at least for a class of functions large enough. This is the context of the following
proposition:
Proposition 4.8. Let m∈N and let k0< ···< km be a sequence on Z. Let {F1, . . . ,Fm} be
a sequence of local functions such that supp(Fi)⊆ {ki−1+1,... ,ki} for any i ∈ {1,... ,m}.
Let us define ℓi = ki−ki−1 for i = 1,... ,m.9 Assume that
∫
Fidµσ = 0 for any σ ∈ [0,1]
and any 1≤ i≤m. Then, for any σ ∈ [0,1]
F1+ ···+ Fm2−1 ≤κ
m∑
i=1
ℓαi
nα
∫
F2i dµσ.
When p(·) is the jump rate of a simple random walk, that is α= 2, this proposition is
exactly Proposition 7 in [14]. In our case, the proof is practically identical to the proof
of that proposition, therefore we omitted it. Combining Propositions 4.7 and 4.8 we
obtain the following inequality:
9 Note that the support of Fi has at most diameter ℓi .
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Proposition 4.9. Let {F1, . . . ,Fm} be as in Proposition 4.8. Then, for F = F1+ . . . Fm,
En

sup
0≤t≤T
∫ t
0
F(s,ηns )ds
2≤ 14κ
∫ T
0
m∑
i=1
ℓα
i
nα
∫
F2i (s,η)dµσ ds.
In what follows, we will use repeatedly Proposition 4.9; and we note that Proposi-
tions 4.7 and 4.8 are needed only to prove this proposition.
Recall that up to now, the idea was to reduce Ant ( f ) to a sum of variables with the
smallest possible support. The point is that the smaller the support of the functions
involved in, the more effective Proposition 4.9 is. Proposition 4.9 does not apply di-
rectly to (4.6) for two reasons. First, the supports of the functions η¯n(x)η¯n(y) are
intertwined. This problem can be solved dividing the sum in (4.6) into K sums of func-
tions with disjoint supports. And second, the functions η¯n(x)η¯n(y) do not have mean
zero for all invariant measures µσ. A strategy to solve the second problem is to add
and subtract the functionψKx (η), where for any 2≤ ℓ∈N, any x ∈Z, any η∈Ω and for
ρ ∈ (0,1) we have ψℓx :Ω→R given by
ψℓx (η) = E

η¯(x)η¯(x+1)
ηℓ(x),
where the conditional expectation is taken with respect to the measure µρ and
ηℓ(x) =
1
ℓ
ℓ−1∑
i=0
η(x+ i).
Do not confuse the function ηℓ(x) : Ω→ R with the process ηnt (x). We will not use
both notations together; the risk of confusion will be minimal. An explicit computation
shows that
ψℓx(η) =
ℓ
ℓ−1
¦ 
η¯ℓ(x)
2− ρ(1−ρ)
ℓ
©
+
2ρ−1
ℓ−1 η¯
ℓ(x), (4.7)
and in particular ∫
ψℓx (η)
2dµρ ≤
c(ρ)
ℓ2
,∫ 
ψℓx (η)−
 
ηℓ(x)−ρ
2
+
ρ(1−ρ)
ℓ
2
dµρ ≤
c(ρ)
ℓ3
.
(4.8)
Now, define Z j = {Kz+ j;z ∈Z}. Then, by the inequality (x+ y)2≤ 2x2+2y2, (4.6) is
bounded by
2En
∫ t
0
nα−3/2
∑
x∈Z j
j=1,...,K
K−1∑
y=1
ya(y)

η¯ns (x)η¯
n
s (x+ y)−ψKx (ηns )
	
f ′
 
x
n

ds
2
+2En
∫ t
0
nα−3/2
∑
x∈Z j
j=1,...,K
K−1∑
y=1
ya(y)ψKx (η
n
s ) f
′  x
n

ds
2
. (4.9)
Now we use the two next lemmas whose proofs are given in Appendix D.6.
Lemma 4.10. We have that
En
∫ t
0
nα−3/2
∑
x∈Z j
j=1,...,K
K−1∑
y=1
ya(y)ψKx (η
n
s ) f
′  x
n

ds
2≤ t2 n2α−2
K
, (4.10)
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so that it vanishes, as n→∞, if K≫ n2α−2.
Lemma 4.11. We have that
lim
n→∞En
∫ t
0
nα−3/2
∑
x∈Z j
j=1,...,K
K−1∑
y=1
ya(y)

η¯ns (x)η¯
n
s (x+ y)−ψKx (ηns )
	
f ′
 
x
n

ds
2≤ t K1+α
n2−α
,
(4.11)
which vanishes, as n→∞, if K≪ n 2−α1+α .
At this point we collect the estimates we have so far on K:
K≫ n 2α−22α−1 , K≫ n2α−2 and K≪ n 2−α1+α .
Since α > 1 we are therefore reduced to n2α−2 ≪ K ≪ n 2−α1+α . Now, if α < 1+ 2
5+
p
33
,
there exists γ such that
2α−2<γ< 2−α
1+α
.
Note that the value 1+ 2
5+
p
33
, comes from the fact that we need to have α> 1 such that
2α−2< 2−α1+α . Finally, looking at the bounds obtained in (4.10) and (4.11), by taking
K = n
α
α+2 and replacing this in both (4.10) and (4.11), we conclude that the variance
of (4.10) is bounded by
C( f ,ρ)tnθ ,
where θ = 2α
2+α−4
2+α . Note that θ < 0 if α < 1+
2
5+
p
33
. Therefore (4.10) vanishes in
L
2(Pn), as n→∞. However, this is not enough to prove tightness, since in order to
apply Proposition 4.3 we need an exponent bigger than one on t. For that purpose, we
apply the Cauchy-Schwarz inequality and we perform similar computations to those of
Appendix D.3 to obtain a rough bound for the variance of (4.10) given by
C( f ,ρ)t2n2α−2.
Now, the following lemma will be useful.
Lemma 4.12. For any a, b> 0, there exist C ,δ,ǫ > 0 such that
min
¦ t
na
, t2nb
©
≤ C t
1+δ
nǫ
.
The proof is elementary and for that reason we omit it. Using this lemma we con-
clude that, for 1<α< 1+ 2
5+
p
33
, the variance of (4.10) is bounded by C t1+δn−ǫ.
By Proposition 4.4 we conclude two things. First that {A nt ( f ); t ∈ [0,T ]}n∈N is tight
and second that any of its limit points are identically null. In order to cross the barrier
α< 1+ 2
5+
p
33
, we will need to perform a multiscale analysis, which is the content of
the next section.
4.4.3. Tightness of {Ant ( f ); t ∈ [0,T ]}n∈N: the case 1+ 25+p33 ≤α<
3
2 .
From Lemma 4.5 we could reduce the sum defining Ant ( f ) to a sum over |y − x | ≤
K , where K ≫ n 2α−22α−1 . Then, in Lemma 4.11 we observed that the first term in (4.9)
converges to 0 if K≪ n 2−α1+α . Now, we need to see what can we say about the first term
in (4.9) when we have the sum L ≤ |y− x | ≤ K , where:
L≫ n 2α−22α−1 and K≪ n 2−α1+α .
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In order to do that, let L< K be given, and note that by repeating the arguments of the
proof of Lemma 4.11 we have that
En
∫ t
0
nα−3/2
∑
x∈Z j
j=1,...,K
K−1∑
y=L
ya(y)

η¯ns (x)η¯
n
s (x+ y)−ψKx (ηns )

f ′
 
x
n

ds
2
≤ c5(ρ)tK
Kα
nα
n2α−3
∑
x
f ′
 
x
n
2 K−1∑
y=L
1
y2α
≤ C( f ,ρ)tK
1+α
n2−αL2α−1
.
(4.12)
If we take L= nγ and K = nγ
′
, this last quantity goes to 0 as soon as
γ′ <
2−α
1+α
+
2α−1
1+α
γ.
Now, we note that if we plug this estimate into (4.12) we obtain a bound on t with
exponent one, which again is not enough to show tightness as an application of Propo-
sition 4.3. To solve this problem, we take δ> 0 such that
δ+γ′(1+α)≤ 2−α+γ(2α−1)
and now we get the bound tn−δ for (4.12), which vanishes as n→∞ but still does
suit out purposes. Nevertheless, if we think about this inequality as a recurrence, we
see that it has an attractive fixed point at γ= 1. Therefore, we have the following
Lemma 4.13. For any 0<δ< 2α there exists a finite sequence {γ0,γ1, . . . ,γℓ} such that
γ0= 0, γℓ < 1−δ and
δ
1+α
+γi ≤
2−α
1+α
+γi−1
2α−1
1+α
for any i = 1,... ,ℓ.
The multiscale analysis of Ant ( f ) goes by fixing 0<δ<
1
2α−1 and defining the scales
K i = K in = n
γi for i = 1,... ,ℓ, where the sequence {γ0,γ1, . . . ,γℓ} is given by Lemma
4.13. Choosing L = K in and K = K
i+1
n and plugging this into (4.12), we see that the
expectation in (4.12) is bounded by C( f ,ρ)tn−δ . Now, let us write Ψ ix =ψ
K i
x . In this
case we have the following result whose proof is given in Appendix D.7.
Lemma 4.14. We have that
En
∫ t
0
nα−3/2
∑
x
ℓ∑
i=1
K i−1∑
y=K i−1
ya(y)

η¯ns (x)η¯
n
s (x+ y)−Ψ ix (ηns )

f ′
 
x
n

ds
2≤ C( f ,ρ) tℓ2
nδ
.
(4.13)
Note that the time integral in the previous expression is equal to
∫ t
0
nα−3/2
∑
x
Kℓ−1∑
y=1
ya(y)η¯ns (x)η¯
n
s (x+ y) f
′  x
n

ds−
ℓ∑
i=1
∫ t
0
nα−3/2
∑
x
M iΨ ix (η
n
s ) f
′  x
n

ds,
where M i =
∑K i−1
y=K i−1 ya(y).
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Now we have to bound the variance of
ℓ∑
i=1
∫ t
0
nα−3/2
∑
x
M iΨ ix (η
n
s ) f
′  x
n

ds−
∫ t
0
nα−3/2
∑
x
Kℓ−1∑
y=1
ya(y)Ψℓx(η
n
s ) f
′  x
n

ds
=
∫ t
0
nα−3/2
∑
x
ℓ∑
i=1
M iΨ ix (η
n
s ) f
′  x
n

ds−
∫ t
0
nα−3/2
∑
x
ℓ∑
i=1
M iΨℓx (η
n
s ) f
′  x
n

ds
=
∫ t
0
nα−3/2
∑
x
ℓ∑
i=1
M i

Ψ
i
x (η
n
s )−Ψℓx (ηns )

f ′
 
x
n

ds
=
∫ t
0
nα−3/2
∑
x
ℓ∑
i=1
M i
ℓ−1∑
j=i

Ψ
j
x (η
n
s )−Ψ j+1x (ηns )

f ′
 
x
n

ds.
(4.14)
Above we used the fact that
∑Kℓ−1
y=1 ya(y) =
∑ℓ
i=1M
i which is bounded by the mean
m=
∑
y>0 ya(y), which is finite since α> 1. In order to estimate the variance of last
term we use first the next result whose proof is given Appendix D.8.
Lemma 4.15. We have that
En
∫ t
0
nα−3/2
∑
x
 
Ψ
j
x (η
n
s )−Ψ j+1x (ηns )

f ′
 
x
n

ds
2≤ C( f ,ρ)t (K j+1)α−1
n2−α
. (4.15)
Now, by Fubini’s Theorem we can rewrite (4.14) as∫ t
0
nα−3/2
∑
x
ℓ−1∑
j=0

Ψ
j
x (η
n
s )−Ψ j+1x (ηns )
 j∑
i=0
mi f ′
 
x
n

ds,
and its variance is bounded by
C( f ,ρ)tℓ
ℓ−1∑
j=0
 j∑
i=0
mi
2 (K j+1)α−1
n2−α
≤ C( f ,ρ)tℓ2m2n−(3−2α)−δ(α−1).
Last bound is obtained from (4.15) and with the choice of γℓ given in Lemma 4.13.
Since α≤ 3/2, the exponent of n in this last expression is negative. Summarizing the
estimates we have proved so far and writing ǫ=δ(α−1), we have just showed that
Lemma 4.16. For any 0< ǫ < (2−α)(α−1) there exist C = C( f ,ρ) and ℓ= ℓ(ǫ) such
that
En
∫ t
0
nα−3/2
∑
|y−x|≤K
(y− x)a(y − x)

η¯ns (x)η¯
n
s (y)−ψKnx (ηns )
	
f ′
 
x
n

ds
2≤ C t
nǫ
,
where K = n1−δ and δ= ǫα−1 .
Finally, using the Cauchy-Schwarz inequality we see that
En
∫ t
0
nα−3/2
∑
|y−x|≤K
(y− x)a(y− x)ψKnx (ηns ) f ′
 
x
n

ds
2
≤ c(ρ)t2n2α−3
∑
x
K f ′( xn )
2m2
K2n
≤ C( f ,ρ)t2n2α−3+δ.
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It is exactly on the last line the only place where we need to assume that α < 3/2.
If α < 3/2, we have just proved that for any 0< δ < 3−2α, there exists a constant
C = C( f ,ρ,δ,T ) such that the variance of∫ t
0
nα−3/2
∑
|y−x|≤n1−δ
(y− x)a(y− x)η¯ns (x)η¯ns (y) f ′
 
x
n

ds (4.16)
is bounded by C tn−δ. Recall the rough bound C t2n2α−2 for the variance of (4.16)
obtained in Section 4.4.1. By Lemma 4.12 we conclude that there exist C ,ǫ,δ> 0 such
that the variance of (4.16) is bounded by C t1+δn−ǫ. By Proposition 4.4, we conclude
that the sequence {Ant ( f ); t ∈ [0,T ]}n∈N is tight for any α<3/2, and moreover any limit
point is identically zero.
4.4.4. Tightness of {Ant ( f ); t ∈ [0,T ]}n∈N: the case α= 3/2.
In the previous sections we showed, for α < 3/2, that the sequence of processes
{Ant ; t ∈ [0,T ]}n∈N is tight and that any limit point is identically zero. For α = 3/2,
the limit points are given by a non-trivial function of the density of particles and in
particular there is no reason to believe that they are identically zero. In this section
we will show tightness of {Ant ( f ); t ∈ [0,T ]}n∈N for α= 3/2. Note that in the previous
section we showed that Ant ( f ) is asymptotically equivalent to
m
∫ t
0
∑
x
ψKnx (η
n
s ) f
′  x
n

ds,10 (4.17)
where Kn= n
1−δ for some δ>0 small enough, in the sense that the difference converges
to 0 in distribution with respect to the J1-Skorohod topology, as n→∞. Therefore, it
is enough to prove tightness of this process. By the equivalence of ensembles (4.8) we
know that ψKnx (η) is well approximated by the square of the number of particles on a
box of size Kn around x . If this box were of size ǫn, then it would be a function of the
fluctuation field Y nt . Therefore, our mission now will be to go from a block of size n1−δ
to a block of size ǫn. This step is what we call the two-blocks estimate as can be stated
as follows.
En
∫ t
0
∑
x
 
ψKnx (η
n
s )−ψǫnx (ηns )

f ′
 
x
n

ds
2≤ C( f ,ρ)tpǫ. (4.18)
The proof of last results is given in Appendix D.9 and it was introduced in [14] (see
also [15, 17]). By the Cauchy-Schwarz inequality together with (4.8), we have that
En
∫ t
0
∑
x
ψKx (η
n
s ) f
′  x
n

ds
2≤ C( f ,ρ)t2n
K
(4.19)
for any K ∈ N. Choosing K = Kn and K = ǫn, from the previous estimates, we obtain
the bound
En
∫ t
0
∑
x
ψKnx (η
n
s ) f
′  x
n

ds
2≤ C( f ,ρ)min{t2nδ, tpǫ+ t2ǫ−1}.
Note that above, the first bound comes from (4.19) taking K = n1−δ, the second bound
comes from (4.18) and the last bound comes from (4.19) with K = nǫ. If we optimize
10We actually proved this with m replaced by
∑Kn−1
y=1 ya(y), but this last sum converges to m as n→∞.
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over ǫ in the second and third bounds, by taking ε= tθ , we see that θ = 2/3 and the
expectation is bounded from above by C( f ,ρ)t4/3. However, to do that we have the
restriction ǫ≥ n−δ, which imposes t ≥ n−3δ/2. For t≤ n−3δ/2, the first bound also gives
a bound of the form C( f ,ρ)t4/3. By Proposition 4.3, we conclude that (4.17) is tight,
as we wanted to show.
5. CONVERGENCE OF THE SEQUENCE OF DENSITY FIELDS
5.1. Convergence: the case α< 3/2.
In Sections 4.4.1-4.4.3 we showed that the sequence {Y nt ; t ∈ [0,T ]}n∈N is tight for
α < 3/2. Let {Yt; t ∈ [0,T ]} be a limit point. For simplicity, up to the end of this
section we denote by n the subsequence along which {Y nt ; t ∈ [0,T ]}n∈N converges to
{Yt; t ∈ [0,T ]}. Recall from (3.6) that
Y nt ( f ) =Y n0 ( f )+
∫ t
0
Y ns
 
L ρn f

ds−Ant ( f )+M nt ( f ). (5.1)
We want to take the limit in the previous equation to obtain a martingale characteriza-
tion of {Yt; t ∈ [0,T ]}. Without loss of generality we can assume that the real-valued
martingale processes {M nt ( f ); f ∈ [0,T ]}n∈N converge to {Mt( f ); t ∈ [0,T ]} for any
f ∈ S(R), as n→∞. Note that, by the definition of the density fluctuation field given
in (2.19), the function f in (5.1) is a trajectory and therefore the previous result does
not apply to our setting.
Recall from Section 4.1 that the initial distribution Y n0 converges to a white noise
of variance ρ(1−ρ). In fact, for any t ∈ [0,T ] the same affirmation is true: the S′(R)-
valued random variables Y nt converge in distribution to a white noise of variance ρ(1−
ρ). Therefore, the limit process {Yt; t ∈ [0,T ]} is stationary.
Now we turn into the terms Ant ( f ), M nt ( f ). These terms are not quite covered by
the computations of Sections 4.4.1-4.4.3, since the function f was constant there. The
martingale term is not difficult to deal with: for t ∈ [0,T ] and ℓ∈N define L = ⌊t2n⌋,
t i =
i
2ℓ
and
Mt( f ) = lim
ℓ→∞
L−1∑
i=0
 
Mt i+1( ft i )−Mt i ( ft i )

Using the orthogonal increments property, we can show that {Mt( f ); t ∈ [0,T ]} is a
martingale. The same approximation procedure can be done for {M nt ( f ); t ∈ [0,T ]}n∈N
and the limit, as n→∞, is uniform in t. Therefore, we conclude that
Mt( f ) = lim
n→∞M
n
t ( f )
in L2(Pn). This is sufficient to take the limit in (5.1) in what respects to the martingale
term. The corresponding quadratic variation is equal to
〈Mt( f )〉= 2ρ(1−ρ)
∫ t
0
E ( fs)ds.
The computations made in Sections 4.4.1-4.4.3 can also be performed for smooth
trajectories f : [0,T ]→ S(R). The only difference will be that the constant C( f ,ρ) now
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depends on ρ and on the whole trajectory f : [0,T ]→ S(R).11After this observation we
conclude that Ant ( f ) converges to 0 in L
2(Pn), as n→∞.
Finally, using Proposition 2.2 we can change L ρn fs by L ρ fs in (5.1). Therefore, we
are left to prove the convergence of the integral term∫ t
0
Y ns (L ρ f )ds to
∫ t
0
Ys(L ρ f )ds,
as n→∞. Recall that this last integral is defined through a limiting procedure, that is
approximating L ρ fs by ψǫL ρ fs. We can check that the approximation of Y ns (L ρ fs)
by Y ns (ψǫL ρ fs) is uniform in n, and therefore the convergence of the integral term is
guaranteed.
Putting all these elements together, we conclude that for any smooth trajectory f :
[0,T ]→ S(R) we have
Yt( f ) =Y0( f )+
∫ t
0
Ys
 
L ρ f

ds+Mt( f ),
where {Mt( f ); t ∈ [0,T ]} is a continuous martingale of quadratic variation
〈Mt( f )〉= 2ρ(1−ρ)
∫ t
0
E ( fs)ds.
In other words, {Yt; t ∈ [0,T ]} is a stationary solution of (2.21). By Proposition 2.7, the
distribution of {Yt ; t ∈ [0,T ]} is uniquely determined. We conclude that the sequence
{Y nt ; t ∈ [0,T ]}n∈N has a unique limit point, and therefore it actually converges to this
limit point. This ends the proof of Theorem 2.12.
5.2. Convergence along subsequences: the case α= 3/2.
In Section 4.4.4 we showed that the sequence of processes {Y nt ; t ∈ [0,T ]}n∈N is tight
for α= 3/2. As in the previous section, let {Yt ; t ∈ [0,T ]} be one of its limit points.
For simplicity we call n the subsequence over which {Y nt ; t ∈ [0,T ]}n∈N converges to
{Yt; t ∈ [0,T ]}. The treatment of the initial field, the martingale and the integral term
in (3.1) remains the same as in the previous section. The difference between the case
α < 3/2 and α= 3/2 comes from the term Ant ( f ). We showed in Section 4.4.3 that
Ant ( f ) is asymptotically equivalent to
12
m
∫ t
0
∑
x
ψKnx (η
n
s ) f
′
s
 
x
n

ds.
In Section 4.4.4 we showed in (4.18) that
En
∫ t
0
∑
x
 
ψKnx (η
n
s )−ψǫnx (ηns )

f ′s
 
x
n

ds
2≤ C( f ,ρ)tpǫ. (5.2)
This bound is uniform in n, so if we are able to show that∫ t
0
∑
x
ψǫnx (η
n
s ) f
′
s
 
x
n

ds
11 In order to avoid heavy notation, we decided to restrict the computations in previous sections to
functions not depending on time.
12The generalization of the arguments to time-dependent test functions can be done as explained in
Section 5.1
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is asymptotically equivalent to a function of the process {Y nt ; t ∈ [0,T ]}we will be close
to prove Theorem 2.13. In Section 2.4 we introduced a general approximation of the
identity ιǫ. In this section we use the particular choice ιǫ(x) =
1
ǫ1{x ∈ (0,ǫ]}. This is
specially convenient because of the identity
1
ǫ
p
n
ǫn∑
i=1
η¯nt (x+ i) =Y nt ∗ ιǫ
 
x
n

.
Note that last identity is a consequence of the fact that
Y nt ∗ ιǫ
 
x
n

=
1p
n
∑
y
ιǫ(y− x)η¯nt (y).
In terms of this notation the equivalence of ensembles (4.8) gives
En
 
ψǫnx (η
n
t )− 1n

Y nt ∗ ιǫ
 
x
n
2
+
ρ(1−ρ)
ǫn
2≤ c(ρ)
(ǫn)3
. (5.3)
Using this bound we can see that
En
∫ t
0
∑
x
 
ψǫnx (η
n
s )− 1nY ns ∗ ιǫ
 
x
n
2
f ′s
 
x
n

ds
2≤ C( f ,ρ, t)  1
ǫ2n
+ 1
ǫ2n4

. (5.4)
We note that the previous bound follows from the following computation: first sum
and subtract ρ(1−ρ)ǫn
∑
x f
′
s
 
x
n

inside the time integral, use the inequality (x + y)2 ≤
2x2+2y2); the first error term comes from (5.3), and the second one comes from the
approximation of the integral by the Riemann sum. Therefore, we have just proved
that
lim
ǫ→0
limsup
n→∞
En

Ant ( f )−m
∫ t
0
1
n
∑
x

Y ns ∗ ιǫ
 
x
n
2
f ′s
 
x
n

ds
2
= 0. (5.5)
Now we are in position to prove Theorem 2.13. First we note that (5.2) implies the
bound
En
∫ t
0
∑
x
 
ψδnx (η
n
s )−ψǫnx (ηns )

f ′s
 
x
n

ds
2≤ C( f ,ρ)ǫp t
for any δ<ǫ. Recall (2.14). Passing to the limit in the previous expression, after using
(5.4), we can prove that
E
 
A ǫ0,t( f )−A δ0,t( f )
2≤ C( f ,ρ)ǫp t.
A careful checking of the constants C( f ,ρ) shows that we can choose C( f ,ρ)= Cn( f ,ρ)
in such a way that
limsup
n→∞
Cn( f ,ρ) = c(ρ)
∫ t
0
‖ f ′s ‖2ds.
Noticing that the process {Yt ; t ∈ [0,T ]} is stationary, from Definition 2.9, the previous
bound shows that {Yt; t ∈ [0,T ]} satisfies an energy estimate with κ0= c(ρ) and β = 12 .
Therefore, the process {At ; t ∈ [0,T ]} given by
At( f ) = lim
ǫ→0
A0,s( f )
is well defined and by (5.5) we have that
lim
n→∞A
n
t ( f ) =mAt( f ).
Let us recall what we have proved about the process {Yt ; t ∈ [0,T ]}. In the previous
section, we showed that {Yt ; t ∈ [0,T ]} is stationary, and in particular it is USC, see the
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comments below (5.1). We just proved that it satisfies an energy estimate for β = 12 . We
proved that the discrete process {Ant ; t ∈ [0,T ]} converges in distribution to the process
{At ; t ∈ [0,T ]}, which is well defined in virtue of the energy condition. The arguments
of the previous section shows that
Yt( f )−Y0( f )−
∫ t
0
Ys
 
L ρ f

ds+mAt( f )
is a continuous martingale of quadratic variation
2ρ(1−ρ)
∫ t
0
E ( fs)ds.
This is exactly what we called a stationary energy solution of the Burgers equation
(2.12). This ends the proof of Theorem 2.13.
6. DISCUSSIONS AND REMARKS
6.1. Around the KPZ universality class. The stochastic Burgers equation
dYt =∆Ytd t+λ∇Y 2t d t+∇dWt (6.1)
has received a lot of attention in recent years. In a groundbreaking work, [20] de-
veloped a meaningful notion of solution for this equation, and proved uniqueness of
such solutions. In a very different line of research, the relation of this equation with
stochastic integrable systems allows to describe in a very precise way various one-
dimensional marginals of its solutions, see [11] for a review. The stochastic Burgers
equation and its integrated counterpart, namely, the KPZ equation, are conjectured to
describe the height fluctuations of growing, one-dimensional flat interfaces, or more
generally fluctuation phenomena of one-dimensional stochastic systems near a station-
ary, non-equilibrium state. This is known as the weak KPZ universality conjecture. The
adjective weak does not indicate that this conjecture is weak; it makes reference to the
fact that in order to derive (6.1) from microscopic models, one needs to introduce an
extra parameter that measures the asymmetry of the system, which is tuned to con-
verge to 0 at a proper rate. These systems are believed to belong to the so-called KPZ
universality class, which has scaling exponents 1 : 2 : 3. In a more precise way, let ǫ > 0
be a scaling parameter and consider the process {Y ǫt ; t ≥ 0} formally defined as
Y ǫt (x) = ǫ1/2Yt/ǫ3/2(x/ǫ). (6.2)
Then the process {Y ǫt ; t ≥ 0} is a solution of the equation
dY ǫt = ǫ1/2∆Y ǫt d t+λ∇(Y ǫt )2d t+ǫ1/4∇dWt .
As ǫ→ 0, this process should converge to a well-defined process, the so-called KPZ fixed
point. By construction, this process has to be invariant under the 1 :2 : 3 scaling defined
above. In [12], the authors propose a candidate for the KPZ fixed point. However, it
seems that even the existence of the object defined in [12] is not proved rigorously. It is
not difficult to show that, at least formally, (2.12) is invariant under the 1 : 2 : 3 scaling.
In a more rigorous way, we have the following result:
Theorem 6.1. The set of stationary, energy solutions of (2.12) is invariant under the
space-time renormalization group of exponents 1 : 2 : 3.
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The proof of this theorem is elementary, so we omit it. Note that (2.12) is not one
equation, but a two-parameter family of equations. One can parametrize (2.12) by the
speed m and the skewness of the operator L ρ; the factor 2ρ(1−ρ) fixes the variance
of the stationary solution of the equation and can be set to be equal to 1 by means of a
spatial rescaling. Therefore, we have derived a two-parameter family processes which
are 1 : 2 : 3-scale invariant in the sense of Theorem 6.1, as scaling limits of interacting
particle systems. Since we are not able to show uniqueness of solutions of (2.12),
we can not say that these processes are scale-invariant in the sense of (6.2), or even
that they are different for different values of the parameters m, ρ. At first sight, it is
even not clear whether energy solutions of (2.12) are non-trivial. The following two
propositions show that these solutions are indeed non-trivial in some sense:
Proposition 6.2. Let {Xt; t ≥ 0} be the stationary solution of
dXt =L ρXtd t+
Æ
2ρ(1−ρ)(−L 1/2)dWt .
Then the limit
At( f ) = lim
ε→0
∫ t
0
Xs ∗ ιε(x)2 f ′(x)d xds
defines a non-trivial process {At ; t ≥ 0}. In particular, {Xt ; t ≥ 0} is an energy solution
of (2.12) with m= 0.
Proof. Note that in the case m= 0, the proof of Theorem 2.13 can be adapted to prove
convergence of the density fluctuation field to the process {Xt ; t ≥ 0}. The computa-
tions following (5.2) show that the energy estimate (2.15) holds for {Xt ; t ≥ 0}, which
shows the proposition. 
Proposition 6.3. Let {Yt; t ≥ 0} be an energy solution of (2.12) with ρ = 1/2. Then,
i) The process
Zt = lim
ε→0
∫ t
0
Ys(ιε(0))ds
is well defined,
ii)
lim
n→∞
p
n
∫ t
0
 
ηns (0)−1/2

ds=Zt
in law,
iii) for any δ> 0 there are positive constants c0, C0 such that
c0 t
4/3−δ≤ E[Z 2t ]≤ C0 t4/3+δ.
Proof. The first statement is a consequence of the Energy Estimate (2.15); the proof of
Theorem 2.1 in [16] can be readily adapted to our situation. Starting from (5.2), the
proof of Theorem 2.5 in [16] can be adapted to prove the convergence stated in the
second statement. The third statement is a consequence of this convergence combined
with Theorem 2.14 in [3]. 
Proposition 6.2 implies that {Xt ; t ≥ 0} is not an energy solution of (2.12) for any
m 6= 0, and therefore the process {Yt; t ≥ 0} is not an Ornstein-Uhlenbeck process.
Proposition 6.3 implies that the process {Yt; t ≥ 0} has a non-trivial time evolution,
since otherwise the variance of Zt should grow linearly in time. Now that we have
shown that the process {Yt ; t ≥ 0} is non-trivial, we discuss its relation with the KPZ
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fixed point. It has been recently proved that the fractional operator L ρ with α= 3/2
appears in the scaling limit of fluctuations of one-dimensional conservative systems
[2, 26]. The fractional operator appears as the outcome of a Dirichlet-to-Neumannmap
for the solution of a degenerate Laplace equation in the half-plane. For these models,
the scaling limit of energy fluctuations are given by equation (1.1). In [26], the scaling
limit involves the symmetric operatorL 1/2, while in [2] the operatorL ρ has maximal
skewness. According to Spohn’s Fluctuating Hydrodynamics approach to anomalous
heat conduction in dimension d = 1, equation (1.1) should be universal, describing en-
ergy fluctuations around stationary states of zero pressure. The same approach predicts
KPZ fluctuations in other regions of phase space. We propose the following conjecture:
Conjecture 6.4. There is at most one stationary energy solution of (2.12). Let {Y m,ρt ; t ≥
0} denote this unique solution. Then,
lim
m→0
Y m,ρt =X ρt ,
solution of (2.10), and the limit
lim
m→+∞Y
m,1/2
t/m
exists and coincides with the KPZ fixed point.
The main issue regarding this conjecture is that we derive the fractional Burgers
equation as the scaling limit of a non-local interacting particle system, in despite of the
local systems which form the basin of attraction of the KPZ fixed point. In order to
make this conjecture more reasonable, we explain two local mechanisms which lead to
the production of the fractional terms appearing in (2.12):
• In [2, 26], the fractional operator L ρ appears as the outcome of a Dirichlet-
to-Neumannmap for the solution of a degenerate Laplace equation in the half-
plane, which is a local, two-dimensional problem. A similar Laplace prob-
lem can be set for the asymmetric, simple exclusion process using the degree-
preserving part A0 of the generator in the generalized duality decomposition
(see (5.16) and (5.17) in [29]). This degree-preserving part has a factor 1−2ρ
in front of it, and therefore it vanishes at ρ= 1/2. The limit m→∞ here cor-
responds heuristically to take a density ρ→ 1/2.
• The system of equations
dY εt =ε∆Y εt d t+ε−1/3∇Y εt d t+
p
εdWt ,
dZ εt =∇(Y εt )2
has the striking property that solutions remain bounded in L2. In fact, it can
be checked that, at least heuristically, as ε→ 0 and then t→∞ the process
Z εt can be well approximated by a noise with the same law of
p
(−L 1/2)dWt .
The exact meaning of the divergent transport term and the connection with
the KPZ fixed point remains unclear.
6.2. Weakly (a)symmetric systems. In [18], a family of fractional Burgers equations
was introduced. More precisely, the concept of stationary energy solutions of
dYt = (L 1/2)Ytd t+λ∇Y 2t d t+
p
−L 1/2dWt (6.3)
was introduced, although in finite volume. Existence was shown for α> 1 and unique-
ness was shown for α > 10/4. Introducing weak (a)symmetries into the system, we
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can obtain these equations as scaling limits of long-range exclusion processes. More
precisely, consider the family of transition rates {pn(·);n ∈N} given by
pn(z) =
c
|z|1+α +λn
3/2−α1(z = 1).
For α>3/2 this model is weakly asymmetric in the sense that the asymmetric part of the
rate vanishes, as n→∞, and for α< 3/2 this model is weakly symmetric in the sense
that the asymmetric part of the transition rate grows to infinity, as n→∞. For α=3/2,
the asymmetric and symmetric parts of the transition rate are perfectly balanced. The
interested reader may verify that the proof of Theorem 2.13 can be carried out for this
family of transition rates, and the result stated there holds for the fractional Burgers
equation (6.3).
6.3. Normal domains of attraction. We say that a transition rate p(·) is in the normal
domain of attraction of an α-stable law if there exist constants c+,c− ≥ 0 such that
c++ c− > 0 and
lim
x→+∞ x
α
∑
±y≥x
p(y) = c±.
It is well known, see [4] and [5], that the random walk with transition rate p(·) con-
verges to a non-trivial Markov process under the scaling of Proposition 2.1 if, and only
if, p(·) belongs to the domain of normal attraction of an α-stable law. If the transition
rate p(·) is symmetric, it can be checked that Theorem 2.12 holds for any α ∈ (0,2).
Note that in this case the process Ant ( f ) is identically null. In the case of non-symmetric
transition rates p(·), the model is truly non-linear and we need the full power of Propo-
sition 4.9 in order to handle Ant ( f ). In order to prove Proposition 4.9 we need to prove
the corresponding spectral gap inequality. It turns out that this is a non-trivial ques-
tion, which is answered in [25]. With the spectral gap inequality at our disposal, we
can check whether the proofs of Theorems 2.12 and 2.13 can be generalized to tran-
sition rates on the normal domain of attraction of α-stable laws. It turns out that the
proofs can be generalized without any extra assumption on the symmetric part s(·) of
the rate p(·). However, some additional technical condition on the asymmetric part
a(·) of the transition rate is needed to repeat the proof. This technical condition is not
general enough in order to handle arbitrary transition rates on the normal domain of
attraction of an α-stable law, but a huge class of them. The proof becomes extremely
technical without adding any insight on the models, and therefore we decided to omit
it.
6.4. Generalization to other models. A natural question related to the universality
property is whether the results of these notes can be generalized to other models. The
scheme of proof presented here can be applied for models in which the symmetric part
of the dynamics satisfies the gradient condition with local functions. Roughly speaking,
a model satisfies the gradient condition if the current of particles between two sites
x , y can be written as (τy −τx )h, where h is a local function and τx ,τy are the shifts
of x , y . In the exclusion process, the current is equal to η(y)−η(x), so the gradient
condition is satisfied. It is very difficult to find interacting particle systems satisfying this
property. In [24] it is observed that the zero-range process also satisfies this property,
which is used to obtain the hydrodynamic limit of such a model. More examples can
be constructed using the family of misanthrope processes introduced in [10], but even
among this class of models, the gradient condition is very restrictive. In the context of
stochastically perturbed Hamiltonian dynamics it is very easy to construct models for
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which the techniques of these notes would allow to prove similar results. Just to give a
simple example, consider the Markovian dynamics in RZ generated by L= S+A, where
S =
∑
x,y
s(y− x)e 12
∑
z η(z)
2 
∂y −∂x

e−
1
2
∑
z η(z)
2 
∂y −∂x

,
A=
∑
x,y
a(y− x)e 12
∑
z η(z)
2 
τy b∂y −τx b∂x

e−
1
2
∑
z η(z)
2
,
where b is some local function. For this dynamics, the spectral gap over boxes of finite
sites is well understood [7, 30], and product invariant measures are readily guaranteed
by the construction of the dynamics.
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APPENDIX A. THE SPECTRAL GAP INEQUALITY
A classical problem in the theory of Markov chains is the study of the time that the
chain needs to reach the equilibrium. In the case of a (continuous time) finite state
ergodic Markov chain it is known that the convergence to equilibrium is exponentially
fast. Therefore the relevant question is the exponential rate at which this happens. Let
{x(t); t ≥ 0} be an ergodic Markov chain on a finite state space E. Let µ be its unique
invariant measure. For f : E→R and x ∈ E, let Pt f (x) =E[ f (x(t))|x(0) = x]. Let 〈·〉µ
denote the expectation with respect to µ. Then we define
λ=− sup
f :E→R
limsup
t→∞
1
t
log(
Pt f −〈 f 〉µL2(µ)).
The number 1/λ is known as the relaxation time of the chain {x(t); t ≥ 0}. In the case
on which the chain {x(t); t ≥0} is reversible with respect to µ, the number λ is equal to
the spectral gap of the generator A of the chain {x(t); t ≥ 0}, that is, the absolute value
of the largest non-zero eigenvalue of A. In that case, we have the variational formula
λ−1 = sup
〈 f 〉µ=0
〈 f 2〉µ
〈− f Af 〉µ
. (A.1)
When the chain is not reversible, this variational formula provides an upper bound for
λ−1. A natural question in the theory of Markov chains is to estimate the spectral gap
of a Markov chain, or of a family of Markov chains of increasing complexity.
For the symmetric simple random walk restricted to {1,... ,n} it is well known that
λ−1 = O (n2). It turns out that this property of the random walk over finite intervals,
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by means of a computation of Nash type, allows one to show that in the case of the
symmetric simple random walk on Z,Pt f −〈 f 〉µL2(µ) = o  1ta  for any a< 12 ,
where µ is the counting measure on Z. Therefore a sharp upper bound on the spectral
gap of finite-state Markov chains gives valuable information even in the case of chains
on infinite state spaces.
Consider the symmetric random walk restricted to the set Λℓ= {1,... ,ℓ}. In the case
where the random walks have long jumps we have the following result:
Proposition A.1. Let p(·) be given by (2.2). There exists κ> 0 such that∑
x∈Λℓ
f (x)2 ≤ κℓα
∑
x,y∈Λℓ
p(y− x)
 
f (y)− f (x)
2
(A.2)
for any ℓ∈N and any f :Λℓ→R such that∑
x∈Λℓ
f (x) = 0. (A.3)
Remark A.2. This proposition is telling us that the spectral gap of a Markov chain with
jump rates given in (2.2) and defined on the interval Λℓ, is bounded from below by
1
κℓα . In addition, pairing together the two terms involving x and y , we see that only
the behavior of the symmetric part of p(·) is relevant for this proposition.
The proof of this proposition is in fact very simple. For that purpose note that∑
x,y∈Λℓ
p(y− x)
 
f (y)− f (x)
2
=
∑
x,y∈Λℓ
2s(y− x)
 
f (y)− f (x)
2
. (A.4)
To conclude, use the fact that for f satisfying (A.3), it holds:∑
x,y∈Λℓ
 
f (y)− f (x)
2
= 2ℓ
∑
x∈Λℓ
f (x)2,
together with s(y− x)≥ c++c−2ℓ1+α for any x , y ∈Λℓ.
As a corollary of Proposition A.1 we can obtain a lower bound for the spectral gap
of the exclusion process with transition rate p(·):
Corollary A.3. Let p(·) be defined by (2.2). Let f : Ω→ R be a local function with
supp( f )⊆Λℓ. Assume that
∫
f dµσ = 0 for any σ ∈ [0,1]. Then,∫
f 2dµσ ≤κℓα
∑
x,y∈Λℓ
p(y− x)
∫  
∇x,y f
2
dµσ
for any σ∈ [0,1].
The simplest way to prove this corollary is by means of the Aldous’ conjecture, proved
in [8], which says that the spectral gap of an exclusion process with symmetric rates is
equal to the spectral gap of the random walk with the same rates. Another proof using
a comparison principle can be found in [25].
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APPENDIX B. PROOF OF PROPOSITION 2.2
We do the proof for the case α> 1, the others being analogous. The proof of the
proposition is elementary, but very tedious. Recall the definition of Ln and L from
(2.6) and (2.4), respectively. First note that by the definition of mαn in (2.3), for this
regime of α we rewrite Ln f ( xn ) = nα
∑
y p(y)ψx/n(
y
n ) and L f (x) =
∫
R
p(y)ψx (y)d y
where ψu(v) = f (u+ v)− f (u)− v f ′(u), for f ∈C 2(R). Second, note that L +n f ( xn ) =
nα
∑
y≥1 p(y)ψx/n(
y
n ) and L + f (x) =
∫∞
0
c+
y1+α
ψx(y)d y are well-defined and that it
is enough to show (2.7) for L +n and L +. For x ∈ N, define P(x) =
∑
y≥x p(y) and
a(x) = xαP(x)− c+α . Note that a(x) tends to 0, as x →∞. The idea is to perform
an integration by parts in the formula of L +n f in order to work with the more regu-
lar object P(·). By writing p(y) = P(y)− P(y +1), performing a summation by parts
and a Taylor expansion on ψ, we see that L +n f ( xn )= nα−1
∑
y≥1 P(y)ψ
′
x/n
(
y
n )+R
n
1(x),
where Rn1(x) is an error term which satisfies |Rn1(x)| ≤ ‖ψ′′x/n‖∞nα−2
∑
y≥1 P(y). Note
that ‖ψ′
x/n
‖∞≤ 2‖ f ′‖∞, which does not depend on x . This last sum is equal to∑
y≥1 yp(y)<+∞ and since α< 2, R1n(x) vanishes, as n→∞. For y ≥ 1, let A(y) =
supz≥y |a(z)|. We have that
L +n f ( xn ) = nα−1
∑
y≥1
c+
αyα
ψ′
x/n
(
y
n )+n
α−1
∑
y≥1
a(y)
yα
ψ′
x/n
(
y
n ). (B.1)
Note thatψ′u is bounded and thatψu(0)=ψ
′
u(0)=0. Therefore, there exists a constant
K such that |ψ′u(v)| ≤ Kv for any v ∈ [0,1] and such that |ψ′u(v)| ≤ K for any v > 1. In
fact, we can choose K =max{2‖ f ′‖∞,‖ f ′′‖∞}. Therefore, the second term on the
right hand side of (B.1) is bounded bynα−1 n∑
y=1
a(y)
yα
ψ′
x/n
(
y
n )
+ nα−1 ∑
y≥n+1
a(y)
yα
ψ′
x/n
(
y
n )

≤ Knα−2

A(1)
k∑
y=1
y1−α+A(k+1)
n∑
y=k+1
y1−α

+Knα−1A(n)
∑
y≥n+1
1
yα
≤ K
2−α

A(1)( kn )
2−α+A(k+1)

+
KA(n+1)
α−1
for any k< n. Choosing, for example, k=
p
n , the last sums vanish, as n→∞. Note
that
L + f
 
x
n

=− c
+ψx (y)
αyα
∞
y=0
+
∫ ∞
0
c+ψ′x(y)
yα
d y = c+
∫ ∞
0
ψ′x (y)
αyα
d y,
since ψx (y) is quadratic around y = 0 and linear for y ≫ 1. Moreover, the first sum
on the right hand side of (B.1) is just a Riemann sum for this last integral. Since the
function
ψ′x (y)
yα is continuous at y=0 and it decays like
1
yα , this Riemann sum converges
to the corresponding integral. Note that this convegence is uniform in x , since
ψ′x (y)
yα is
equicontinuous in x . Finally, since for 0< y < z, we have that
ψ′(z)zα − ψ′(y)yα
≤ C(z−y)yα
for some constant C which depends only on ‖ f ′′‖∞, we conclude thatnα−1∑
y≥1
c+
αyα
ψ′
x/n
(
y
n )−
∫ ∞
1
n
c+ψ′(y)
yα
d y
≤ Cnα−2∑
y≥1
1
yα
.
36 PATRÍCIA GONÇALVES AND MILTON JARA
Since the last sum is finite and α< 2, we have just shown that
lim
n→∞ |L
+
n f (
x
n )−L + f ( xn )|= 0.
Moreover, since all the constants above do not depend on x , the limit is uniform in x ,
showing the first half of the proposition. The second half can be proved in a similar
way.
APPENDIX C. PROOF OF PROPOSITION 2.7
For the reader’s convenience, we repeat here various definitions introduced in Sec-
tion 2. Let L be a generator of a Lévy process in R. Let {Wt ; t ≥ 0} be a Brownian mo-
tion on L2(R) and let S = 12 (L +L ∗) be the symmetric part of the operatorL . We say
that a stochastic process {Yt; t ≥ 0} is a stationary solution of the infinite-dimensional
Ornstein-Uhlenbeck equation
dYt =L ∗Ytd t+
p
−2χS dWt (C.1)
if for each t ∈ [0,T ] the random variable Yt is a white noise of variance χ and for any
differentiable function f : [0,T ]→ S(R) the process
Yt( ft)−Y0( f0)−
∫ t
0
Ys((∂s+L ) fs)ds
is a martingale of quadratic variation 2χ
∫ t
0 〈 fs,−S fs〉ds. We will prove following result:
Proposition C.1. Two stationary solutions of (C.1) have the same law.
Proof. Let f be a function in S(R) and take t ≥ 0. Let {Pt ; t ≥ 0} the semigroup asso-
ciated to the generator L , that is, Pt = e tL for any t ≥ 0. Since L is the generator of
a Lévy process, {Pt ; t ≥ 0} is a strongly continuous, contraction semigroup on Cb(R).
In particular fs = Pt−s t is a differentiable trajectory on Cb(R) satisfying dds fs = −L fs
for any s ≤ t and ft = f . Since {Pt ; t ≥ 0} is also a contraction in L1(R), it is a con-
traction in L2(R). Note that { fs;s≤ t} is not a legitimate test function, since although
Pt−s f is infinitely differentiable, it does not satisfy the decay properties needed to be
in S(R). However, { fs;s ≤ t} can be approximated in L2 by differentiable functions
fε : [0, t]→ S(R), justifying the use of { fs;s≤ t} as a test function. Since (∂s+L ) fs = 0,
we conclude that
Ms,t( f ) =:Ys(Pt−s f )−Y0(Pt f )
is a martingale of quadratic variation (with respect to s)
2χ
∫ t
0
〈Ps f ,−S Ps f 〉ds.
Since the quadratic variation of Ms,t( f ) is deterministic, {Ms,t( f );s ∈ [0, t]} and in
consequence {Yt ; t ∈ [0,T ]} are Gaussian processes. Note that
d
d t 〈Pt f ,Pt f 〉= 2〈Pt f ,L Pt f 〉=−2〈Pt f ,−S Pt f 〉.
Therefore
2χ
∫ t
0
〈Ps f ,−S Ps f 〉= χ
 
〈 f , f 〉−〈Pt f ,Pt f 〉

.
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We conclude that Yt( f ) can be written as the sum of two independent Gaussian vari-
ables: Y0(Pt f ), which depends only on the initial law andMt ,t( f ), which is indepen-
dent of Y0. Since {Yt ; t ∈ [0,T ]} is a Gaussian process, it is characterized by its covari-
ance structure. By stationarity, the computations above show that for any 0≤ s≤ t ≤ T
and any f , g ∈ S(R),
E[Yt( f )Ys(g)] = E[Yt−s( f )Y0(g)] = E[(Y0(Pt−s f )+Mt−s,t−s( f ))Y0(g)]
=χ〈Pt−s f , g〉,
which shows uniqueness in law of the process {Yt; t ∈ [0,T ]}. 
APPENDIX D. AUXILIARY COMPUTATIONS
In this section we collect the proofs of some estimates that are needed in Section 4.
D.1. Bounds on Taylor expansions of test functions. In the computations below, it
will be useful to control the decay at infinity of the error terms of the Taylor expansion
for test functions. For g :R→R, x ∈R and M > 0, define
‖g(x)‖M ,∞ = sup
|y−x|≤M
|g(y)|.
We have the following:
Lemma D.1. Let g ∈ S(R). Then, for any ℓ∈N,
lim
x→±∞ |x |
ℓ‖g(x)‖M ,∞ = 0.
The proof of this lemma is elementary, so we omit it. We can apply this lemma to
obtain the aforementioned bounds on Taylor expansions of test functions: let f ∈ S(R),
x ∈R and ℓ∈N. For any M > 0 and any y ∈R such that |y− x | ≤M , we have that f (y)− ℓ−1∑
i=0
f (i)(x)
i!
(y− x)ℓ
≤ |y− x |ℓ
ℓ!
‖ f (ℓ)(x)‖M ,∞ . (D.1)
This is an immediate consequence of the Taylor formula with Lagrange error and Lemma
D.1.
D.2. Estimation of (4.1). In order to estimate the first term of (4.1) we first make a
change of variables z = y− x , we fix M and write it as
c1(ρ)n
2α−2
∑
x∈Z
Mn∑
|z|=1
1
|z|2+2α
 
f
 
z+x
n

− f
 
x
n
4
+ c1(ρ)n
2α−2
∑
x∈Z
∑
|z|≥Mn
1
|z|2+2α
 
f
 
z+x
n

− f
 
x
n
4
.
(D.2)
The second term in (D.2) can be bounded from above by
Cn2α−2
∑
x∈Z
∑
|z|≥Mn
1
|z|2+2α
 
f
 
z+x
n
4
+Cn2α−2
∑
x∈Z
∑
|z|≥Mn
1
|z|2+2α
 
f
 
x
n
4
.
By making a change of variables, using the fact that f ∈ S(R) and since
n1+2α
∑
|z|>Mn
1
|z|2+2α <∞
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we conclude that the two previous sums are of order O(n−2). To compute the first term
in (D.2), we use Lemma D.1 to conclude that
n2α−2
∑
x∈Z
Mn∑
|z|=1
1
|z|2+2α
 
f
 
z+x
n

− f
 
x
n
4 ≤ n2α−6∑
x∈Z
‖ f ′(x/n)‖4
M/n,∞
Mn∑
|z|=1
|z|2−2α.
Now we use (D.1) and since
n2α−3
Mn∑
|z|=1
1
|z|2α−2 =O(n
2α−3),
we obtain that the second term in (D.2) is of order O(n2α−5) and therefore vanishes as
n→∞. The second term of (4.1), by a change of variables z= y− x and fixing M , can
be written as
c2(ρ)
1
n
∑
x∈Z
1
n
Mn∑
|z|=1
n1+α
|z|1+α
 
f
 
z+x
n

− f
 
x
n
22
+c2(ρ)
1
n
∑
x∈Z
1
n
∑
|z|≥Mn
n1+α
|z|1+α
 
f
 
z+x
n

− f
 
x
n
22
.
By repeating exactly the same computations as above, the first term of last expression
is of order O(nα−3)while the second one is of order O(n−1). This shows that the second
term of (4.1) vanishes, as n→∞.
D.3. Estimation of (4.3). The term (4.3), by a change of variables z= y− x and fixing
M , can be written as
c3(ρ)
1
n2
∑
x∈Z
Mn∑
|z|=1
n2+2α
|z|2+2α
 
f
 
z+x
n

− f
 
x
n
2
+c3(ρ)
1
n2
∑
x∈Z
∑
|z|≥Mn
n2+2α
|z|2+2α
 
f
 
z+x
n

− f
 
x
n
2
.
Repeating the same procedure as above we can see that the second term above is of
order O(n−2), while the first one can be bounded from above by
Cn2α−2
Mn∑
|z|=1
|z|−2α.
Last sum is convergent if α< 1/2 and if α≥ 1/2, it is divergent. When α= 1/2, the
order of divergence is log(n). Therefore, we can conclude that (4.3) is of order o(1)
for α< 1 and bounded for α= 1.
D.4. Proof of Lemma 4.5. The expectation in (4.4) is bounded from above by
c4(ρ)n
2α−1
∑
|x−y |≥Kn
a(y− x)2
 
f
  y
n

− f
 
x
n
2
, (D.3)
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and, by the change of variables z = y− x and by fixing M , we can write it as
c4(ρ)n
2α−1
∑
x∈Z
∑
Kn≤|z|≤Mn
1
|z|2+2α
 
f
 
z+x
n

− f
 
x
n
2
+c4(ρ)n
2α−1
∑
x∈Z
∑
|z|≥Mn
1
|z|2+2α
 
f
 
z+x
n

− f
 
x
n
2
.
Now, doing the same arguments as above, we see that the first term in last expression
if of order O(n−1), while the second one can be bounded from above by
Cn2α−2
Mn∑
|z|=Kn
|z|−2α
which is of order n
2α−2
K2α−1n
and vanishes if Kn≫ n
2α−2
2α−1 .
D.5. Proof of Lemma 4.6. Note that the expectation in (4.5) is bounded from above
by
c4(ρ)n
2α−1
∑
|y−x|≤K
a2(y− x) (y− x)
4
n4
‖ f ′′((y− x)/n)‖2
K/n,∞ .
As above, by making the change of variables z= y− x and using the fact that f ∈ S(R)
we can bound the previous expression by
Cn2α−4
∑
|z|≤K
z2−2α
which is of order K
3−2α
n4−2α . Since K≫ n
2α−2
2α−1 , the expectation vanishes as n→∞.
D.6. Proofs of Lemmas 4.10 and 4.11. We start with the proof of Lemma 4.10. By
the Cauchy-Schwarz inequality and by (4.8), the expectation in (4.9) is bounded from
above by
K t2n2α−3
K−1∑
y=1
ya(y)
2∑
x
f ′
 
x
n
2∫
ψKx (η)
2µρ(dη)≤ C( f ,ρ)
t2n2α−2
K
, (D.4)
which vanishes, as n→∞, if K≫ n2α−2. Above we used the fact that
∑K−1
y=1 ya(y)<
∞, since we are in the regime α> 1. Now we prove Lemma 4.11. For each j= 1, ··· ,K ,
we use Proposition 4.9 with F(η) =
∑
x∈Z j Fx(η) and
Fx (η) := n
α−3/2
K−1∑
y=1
ya(y)

η¯(x)η¯(x+ y)−ψKx (η)
	
f ′
 
x
n

.
Therefore, the expectation in (4.9) is bounded from above by
c4(ρ)tK
Kα
nα
n2α−3
∑
x
f ′
 
x
n
2 K−1∑
y=1
y2a(y)2 ≤ C( f ,ρ)K
1+α t
n2−α
. (D.5)
We note that above we used the fact that
∑K−1
y=1 y
2a(y)2 <∞. We conclude that last
term vanishes if K≪ n 2−α1+α .
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D.7. Proof of Lemma 4.14. By the Minkowski’s inequality and the estimate in (4.12),
the expectation in (4.13) is bounded from above by
tC( f ,ρ)
 ℓ∑
i=1
√√ nγi(1+α)
nγi−1(2α−1)+2−α
2
= C( f ,ρ)
tℓ2
nδ
.
D.8. Proof of Lemma 4.15. At at a first glance we note that by Proposition 4.9 and by
(4.8), the expectation in (4.15) is bounded by
C(ρ, f )tn2α−2
(K j+1)1+α
nα
∫
(Ψ jx )
2dµρ ≤ C( f ,ρ)t
(K j+1)α+1
(K j)2n2−α
. (D.6)
But this bound will not be sufficient for us. Therefore, in order to prove the lemma we
use the multiscale structure introduced in [16]. For that purpose, let j be fixed and
take the sequence of boxes ℓ0 = K
j , ℓ1 = 2ℓ0 and for p ≥ 2, ℓp = 2pℓ0. Suppose that
there exists P sufficiently big such that 2Pℓ0 = K
j+1. Performing a telescopic sum and
using the Minkowski’s inequality together with (D.6), the expectation on the left hand
side of (4.15) is bounded from above by
C( f ,ρ)t
 P∑
p=1
(2p+1ℓ0)
α−1
n2−α(2pℓ0)2
2 ≤ C( f ,ρ)t (2Pℓ0)α−1
n2−α
. (D.7)
This proves (4.15) for the case K j+1 = 2Pℓ0. For the other cases, we take P sufficiently
big such that 2Pℓ0 ≤ K j+1 ≤ 2P+1ℓ0. Let Ψ˜ ix = Ψ
2iℓ0
x . Then, by using the inequality
(x + y)2 ≤ 2x2+ y2, the expectation on the left hand side of (4.15) is bounded from
above by
2En
∫ t
0
nα−3/2
∑
x
 
Ψ
j
x (η
n
s )− Ψ˜ jx (ηns )

f ′
 
x
n

ds
2
+2En
∫ t
0
nα−3/2
∑
x
 
Ψ˜
j
x (η
n
s )−Ψ j+1x (ηns )

f ′
 
x
n

ds
2
.
(D.8)
From (D.7), the first expectation in (D.8) is bounded from above by
C( f ,ρ)t
(2Pℓ0)
α−1
n2−α
,
while from (D.6) the second expectation is bounded from above by
C( f ,ρ)t
(K j+1)α+1
(2Pℓ0)2n2−α
≤ C( f ,ρ)t (2
P+1ℓ0)
α+1
(2Pℓ0)2n2−α
.
Putting together the two previous estimates, the proof of (4.15) ends.
D.9. Proof of (4.18). First we compute the price to double the size the box. For that
purpose, let M be given. By Proposition 4.9 and (4.8) we have that
En
∫ t
0
∑
x
 
ψMx (η
n
s )−ψ2Mx (ηns )

f ′
 
x
n

ds
2≤ C( f ,ρ)t
√√M
n
.
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Define M0=M and Mi = 2
iM for i ∈N. By writing a telescopic sum, using Minkowski’s
inequality and the previous estimate, we see that
En
∫ t
0
∑
x
 
ψMx (η
n
s )−ψMℓx (ηns )

f ′
 
x
n

ds
2
=En
∫ t
0
∑
x
∑
i=0
ℓ−1
 
ψ2
iM
x (η
n
s )−ψ2
i+1M
x (η
n
s )

f ′
 
x
n

ds
2
≤C( f ,ρ)tp
n
 ℓ−1∑
i=0
M
1/4
i
2 ≤ C( f ,ρ)t
√√Mℓ
n
.
Taking M = Kn and Mℓ = ǫn the proof ends.
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