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Mathematical models provide a great deal of information about the dynamics of disease
spread. In this paper, we use stochastic simulation to investigate spontaneous disease
extinction and réintroduction in a SIR model. We begin by investigating path to extinction
and time to extinction in single population models, and then expand to a multipopulation
model linked with linear migration. We have found that in a single population model, it is
more effective to use random pulse vaccinations less per year at a higher removal rate.
We have expanded this result by developing a vaccination strategy giving one large, well
timed pulse to bring dieout within one oscillation. We then extended these methods to
multipopulations to analyze the sustainability of extinction in one population. Through
this, we found a means of optimally distributing a limited childhood vaccination supply
in two populations. We then generalized the model for n populations and described how
to simulate for different topologies. A more complete understanding of disease dynamics
will enable us to develop better vaccination strategies and protect communities from
infection.
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1

THE SIR MODEL

In tro d u ctio n

Kermack and McKendrick’s Susceptible-Infected-Recovered (SIR) model [9] is the
foundational model using dynamical systems to simulate disease transmission. Though
the model is quite simple, it gives us a great deal of insight into the population dy
namics of childhood diseases such as measles, mumps, and whooping cough. Current
research has modified this compartmental model to better represent other diseases
and situations [8]. Some modifications include seasonal contact rates [12], adding
additional compartments [8, 3], and expanding to patches [5, 7, 2].
This thesis seeks to quantify differences in the dynamics of single population
SIR models and corresponding metapopulation models, which represent a group of
populations coupled by migration. We will use stochastic simulations to investigate
spontaneous extinction, réintroduction and optimal path to extinction. Stochastic
simulation gives us the ability to determine the effectiveness of vaccination techniques
and find strategies that quickly bring eradication.
We will begin with analyzing the basic SIR model with births, deaths, and vac
cinations. After analyzing fixed points and stability in the determinstic model, we
will use stochastic simulation to investigate path to spontaneous extinction and time
to extinction. We will test the effectiveness of continuous childhood vaccination and
random pulse vaccination. We will also suggest a well timed single pules vaccination
to give immediate extinction.
Spontaneous extinction in one population leads us to expand the model to two
populations connected by linear migration in order to test the sustainability of disease
extinction. We will show that small amounts of linear migration will bring réintro
duction leading to disease persistence. Limited vaccination supply leads us to find
an optimal vaccine distribution between two populations. Finally, we will generalize
the model to n populations linked with linear migration. An understanding of these
dynamics will enable us to better protect a network of populations from infectious
diseases.

2

T h e SIR M od el

We analyze the SIR Model with births, deaths, and vaccinations. S'(t), /(t), and R(t)
are populations of susceptible, infected and recovered individuals at a particular time
t, with S (t), I ( t) , R(t) > 0. We assume that recovery gives lifelong immunity, so
the recovered compartment includes both vaccinated individuals and individuals who
contracted the disease and then recovered. We use (3 > 0 to represent the contact
rate, or the average interactions between individuals in one time step. Let 7 > 0
represent the rate of recovery, 0 < /i < 1 to be the birth rate, and 0 < 5 < 1 be the
death rate. The parameter v is the vaccination rate, assuming childhood vaccination
and lifelong immunity after vaccination, and N is the population size. The following
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Figure 1: This shows a schematic of the SIR model.
three equations determine the population of each compartment over time:
dS
dt
dl_
dt
dR
dt

—(3SI
+ (1 - v)fiN - 6S,
N
(3S I
- 7 / - 61,
N
7 / + vfiN — SR.

(la)
(lb)
(lc)

Since (II/N gives the average contacts per infected individual, we note that the
term /3 S I/N represents individuals contracting the disease. The term 7 / represents
individuals recovering from disease. We also are assuming childhood vaccinations at
a rate of 0 < v < 1, and thus the vaccinated individuals are a percentage of the births
who are directly included in the recovered class. Births into the susceptible class are
only non-vaccinated births, or (1 —v)/iN . Natural deaths occur at a rate of S, and
thus SS, 51, and SR represent the deaths in S, /, and R , respectively. This model
assumes no disease-induced death.
Since N = S(t) + I(t) + R(t), we sum all equations to find the change in N.
dN_ _ d(S + / + R)
dt
dt
_ dS d l
dR
dt
dt
dt
= fiN - 5(S + I + R)
= N (n - 5)

To insure a closed population, we set fi = S and see that
dN
dt

=

7

0.
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Steady States and Stability Analysis
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THE SIR MODEL

Thus, N is constant. Since R {t) — N —S(t) —I ( t) and R is not included in Eqn. (la)
or Eqn. (lb), we will exclude the jt R equation from much of our analysis. We will
represent the size of the compartments at a given time step using ordered pair notation
(5 ,1). Figure 1 gives a diagram of the compartmental flows.

2.1

Steady S tates and Stability A nalysis

We solve for the steady states of Eqn. (1) and analyze their stability. At a steady
state, j t S = j t I = j t R — 0. The Disease Free Equilibrium (DFE) is the steady state
where 7 = 0. Let S represent the population in the susceptible class where I = 0.
We can find the DFE by solving Eqn. (la) for S with yt S = 0, so that
—S S I
0 = —— + (1 - v)fj,N - /aS
and solving for S gives
S = N(1 -v ).
Thus, our DFE is (5,0) = (iV(l —u),0). We can linearize about the DFE in order
to find the stability [14]. To do this, we take the Jacobian of Eqn. (1) evaluated at
the DFE and solve for the eigenvalues. Negative eigenvalues will give a stable steady
state. The Jacobian of our system is as follows:
-PS

J =

§1
N

§s
N

N
' 7 —A4

( 2)

Evaluating J at (5,0) gives
o) —

-/a
-0 (1 -v )
0 0(1 — v) — 7 -

(3)

We solve for our eigenvalues and obtain
Ai = —Hi
A2 = 0(1 - v)

1~ S

(4)

with corresponding eigenvectors
Vi
• P(l-v)
V2 =

'y-pil-v)
1

Since 0 < fi < 1, Xi is always negative. Thus, the stability of the DFE is based
entirely on A2. We set A2 < 0 to insure stability. This gives
A2 = 0(1 — v) — 'y — /j,< 0
0(1 - v) < 7 + \i
8
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ff(l ~ v)
< 1.
(5)
1+P
R 0 is known as the reproductive number, and is a critical number for the stability
of our DFE. If R q < 1, then J(§,o) ^as ^wo negative eigenvalues yielding a stable
sink at the DFE. If R 0 > 1, J(§,o) ^ as one positive eigenvalue, giving a saddle at the
DFE. Since Ai is negative, the system is approaching the DFE in the v 2 direction
and repelling the DFE in the v 2 direction.
Another steady state, the Endemic Equilibrium (EE), is the fixed point with 7 ^ 0 .
To find the EE, we set J-7 = 0 in Eqn. (lb) and solve for S. From this, we find that
S = N (7 + p)//3. Substituting this into Eqn. (la) with j^S = 0 gives equilibrium
point
Rq—

(S ,/) = (
V

^

l

+

£

1 +P

¡1

)

,

(

i

(6)

p J

Writing Eqn. (6) in terms of R 0 yields
& I)

( N ( l - v ) pN
(Ro - l)
V R0

(7)

T

To analyze the stability of the EE, we will evaluate the Jacobian (2) at (5, 7). This
gives
- p ( R 0 - 1) - p - 7 ~ P
( 8)
J(sj) ~
0
p(Ro - 1)
with the eigenvalues
Ai = - ~ p R 0 + ^yJp(pRl - 4(p + y){R0 - 1))

(9a)

A2 = ~~pRo — ~yj p(pRo —4 (p + y)(Ro —1))-

(9b)

Since —^pR0 < 0, the stability of the EE is based on the the sign of the portion
under the radical,
p(pR l - 4(p + y )(R 0 - 1)).
(10)
If Eqn. (10) is negative, then our eigenvalues are complex conjugate pairs with neg
ative real parts. If Eqn. (10) greater than or equal to zero, then the eigenvalues will
be real. Consider the equation
p(p R 20 - 4 ( p + y )(R 0 - l ) ) = 0.

(11)

We solve for R q.
p R l - 4 ( p d - y ) { R 0 - 1) =
pRq~

4(m + l)Ro + 4(/i + 7 ) = 0

D _ 2(// + 7 ±

K

q

0

x/ t O ^ + t ))

— ---------------------------------------------.

p

9
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Parameter
N
P
7
d
V

THE SIR MODEL

Value
10,000,000
1,000
100
.02
30%

Table 1: This table gives parameters for Fig. 2 and Fig. 3.
We see that the Eqn. (10) is negative when
= 20H

- 7 - ^

+ 7))

g(M + 7 + V 7 ( M + 7 )) =

d

+

d

We will show that 1 < R q . Since 0 < //, it is also true that
0<

d_
4

Continuing with this inequality, we see that
I d + 72 < ^ + I d + l 2
l( d + 7)
V 7 (^ + 7)
- V t C/^+ t )

d + i ~ \J i{ d + 7)
2(m + 7 ~ a/7 ( ^ + 7))
d

< ( f + 7 )2
d
< 2 +7
>

-7

>

d~ 1

>

> 1
>

1.

On the interval 1 < S 0 < S q , Eqn. (10) gives a nonnegative value, showing that
eigenvalues are real. It is obvious that A2 is negative, but we must check the sign of
We see that \d ^ o > 2 V d (d R 0 ~ 4(/Li + 7 )(S 0 —1)), since
\\J d -2R 20 -4 /r(/i + 7 )(S 0 ~ l ) ) < \y J d 2R l < \ d R o-

(13)

Equation (9a) gives that Ax < 0 . Thus, we have two negative eigenvalues and a
stable sink at the (S',/). We also note that if R 0 > S j , the condition in Eqn. (13)
still holds and we have a stable sink at the EE. On the interval R q < R 0 R 0 , then
Eqn. (10) is negative, giving complex conjugate pair eigenvalues and a spiral sink at
the EE. Thus, for all R q > 1, the endemic equilibrium is a stable fixed point.
10
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Figure 2: The left figure shows the time series oscillating around the predicted EE and
the right figure shows a phase portrait of the same simulation. The star represents
(S',/) and the line represents the EE. Parameters are given in Table 1 with R 0 =
6.9986 and a stable EE.
We can use Matlab [1] to simulate the behavior of Eqn. (1) with a fourth order
Runge-Kutta method. Figure 2 shows the numerical solutions with parameters given
in Table 1 giving R 0 > 1.

2.2

Stochastic Sim ulation

Though the deterministic system of ordinary differential equations gives us a great
deal of information on the dynamics of the disease, the lack of real-world spontaneity
is somewhat unrealistic. A stochastic model accounts for the intrinsic noise in our
differential equation system. Each stochastic realization gives a unique realization
containing a degree of randomness. The deterministic system represents the mean
field of many stochastic simulations.
Stochastic simulation gives additional information since it allows for events which
are not captured in a deterministic model. Measles data in England shows that dis
eases can be absent from certain cities for periods of time [11] and then reintroduced
into that city. “Spontaneous dieout” or “extinction” will never be seen in the deter
ministic system since the system asymptotically approaches the steady state as time
goes to infinity. End behavior is determined entirely by the value of R 0 however,
spontaneous dieout can be observed with R q > 1. Figure 3 shows a time series of
a deterministic and stochastic simulation of Eqn. (1) with the same parameters and
initial conditions. We see spontaneous extinction even though R q > 1.
Stochastic simulation allows us to study spontaneous extinction, which is not
captured in the deterministic system. We can take many stochastic realizations and
quantify the dynamics of spontaneous dieout. Once we understand these dynamics,
11
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Figure 3: This graph shows a stochastic realization that fluctuates about the EE and
then spontaneously dies out. Parameters are given in Table 1 with initial conditions
(S — 1000, 1 + 1000) with R q > 1.
we can determine the ideal way of using this phenomena for the betterment of our
community.
For this paper, we choose to use the Gillespie Algorithm [6] for all stochastic
simulations. This accounts for the natural internal randomness of our system due to
random interactions between individuals in the population. With this algorithm we
consider any change in the system to be an event. The seven events in this system
are seen in Table 2. Each event has a probability at a particular time step and one
event is randomly selected with the proper probability distribution at each time step.
Transition
Infection
Recovery
Unvaccinated Birth
Vaccinated Birth
Death in Susceptible
Death in Infected
Death in Recovered

Value
/3 S I/N
71
(1 —v)/iN
v/iN
/jtS
hi
liR

Table 2: This table shows transitions used in Gillespie Algorithm for stochastic sim
ulations.
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If a particular event is selected, the population of the compartments effected by that
event are modified discretely by adding or subtracting one individual. Details for
this method can be seen in Gillespie [6]. Each stochastic realization is generated by
these transition events governed by the mean field equations (1). In this discrete
Monte Carlo simulation technique, fractions of individuals are not possible. While
this stochastic algorithm does not allow us to increase the amount or distribution of
the noise in the system, it a simple to investigate spontaneous extinction.

2.3

P ath to E xtinction

We can take many stochastic realizations with the same parameters and initial con
ditions to see the high probability behavior. In order to see the most probable path
which the disease takes from the EE, we set the initial conditions to the EE and
create a two dimensional histogram recording the density of (S, /) pairs.
In Fig. 4, we generated 40,000 stochastic realizations with initial conditions at
the EE. For this histogram, we had three hundred intervals on the susceptible and
infected axes. We then tallied the number of (S', /) points in each two dimensional
interval over all realizations with a uniform time step. This method for generating
a two dimensional histogram is consistently used throughout this paper. We use the
parameters in Table 3.
Figure 4a shows the histogram of the (S, /) values for the entirety of the simulation.
We see that the disease tends to oscillate around the EE for most of the realization,
given by the dense layers close to the EE. In time, large amplitude oscillations brought
on by noise causes the disease to die out. We reiterate that in the deterministic system,
the disease would never stray from the nearby EE, since R 0 > 1.
We are most interested in the paths which the disease takes to the DFE. Schwartz
et. al. [13] and Forgoston et. al. [4] have used asymptotics to calculate the optimal
path to extinction. Stochastic simulation shows that the disease can take many
different paths to the DFE, and many realizations of a stochastic simulation can
show the highest probability region leading to extinction. This region of with the
highest density should correspond to the optimal path to extinction. In Fig. 4b we
have taken the last 600 (S, /) pairs before the disease becomes extinct, using the
same histogram method as described above. This method gives a visualization of the
tail end of the optimal path to extinction. We have calculated the optimal path to
extinction using methods in Schwartz et al. [13] and overlaid this on our histogram in
Fig. 4b. This close correlation between the optimal path to extinction and the region
Parameter
N
P
7
n

Value
100,000
1500
100
.2

Table 3: This table gives parameters for the remainder of Section 2.
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Susceptible

(a) Disease Path

(b) Path to Extinction

Figure 4: Figure 4a shows a histogram of the density of 40,000 stochastic realizations
beginning at the EE. The white star represents the initial conditions at the EE. Figure
4b shows a histogram of the density of the last 600 (S, I) pairs before extinction.
Parameters are from Table 3 with no vaccination. R 0 = 14.9701 > 1 predicts a stable
EE but dieout occurs at a mean of 105.8513 years.
of highest probability leading to extinction confirms both methods.
From Fig. 4 we notice that the path to extinction found by the stochastic simu
lations does not end at the DFE though the disease has become extinct. The DFE
gives that 1 = 0 and S = N = 100,000, and though the disease dies out, S is not
where the majority of the dieouts take place. Stochastic numerical simulation gives
that the average number of susceptibles at dieout is about 7,838. The explanation for
this apparent inconsistency is quite simple. Our code to find this path to extinction
automatically exits when the infected population hits zero. When this happens, there
are still many individuals in the recovered compartment. The point where we record
the dieout is not the DFE since at the DFE, the entire population is in the susceptible
compartment. If we allow our code to continue after a spontaneous dieout, we will
see the number of susceptibles slowly increase to the predicted value and the number
of recovered slowly decrease to the predicted value as births and deaths in each class
take place. Since there are no infectives in our system, the only events that are pos
sible are births, deaths, and vaccinations. The simulation will only reach the DFE
when we give the simulation enough time for all of the recovered individuals to die.
Figure 5 shows the growth of the susceptible class and decline in the recovered class
after dieout.
Essentially, our stochastic simulation is showing us that it is not only possible, but
probable that we will reach an unstable fixed point of the deterministic system. The
DFE is a saddle with a manifold heading towards the DFE at / = 0. Restricting our
simulation to I = 0 after the dieout does not allow for movement in the I direction.
This contains our point to this manifold heading towards the DFE, which it eventually
14
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Figure 5: This graph shows an example of how the susceptible and recovered popula
tions approach the DFE (black line) as time continues after spontaneous extinction.
reaches. Since we are restricted to I — 0, the unstable manifold in the S direction will
not effect the position of our point. Thus, stochasticity has essentially transformed
our two dimensional unstable saddle at the DFE into a one dimensional stable fixed
point.

2.4

T im e to E xtinction

Disease eradication is one of the main goals of epidemiological work, and the quicker
that the disease is brought to eradication, the more people will remain healthy. As
we consider disease spread, the time it takes to reach eradication is an important
quantity. Using the same stochastic method as before, we can take many realizations
with the same parameters and initial conditions find the average time to extinction.
We also have the ability to vary one parameter to see the effect of that parameter on
the time to dieout.
Figure 6 gives the average time to extinction as we vary the population size.
We increased the population size from 5,000 to 120,000 by increments of 5,000 and
calculated the average time to extinction with parameters from Table 3 and v = 0.
Each point gives the mean times to dieout over 2,000 realizations for a particular
population size. Figure 6a gives these average times to extinction and Fig. 6b gives
the log of these. By the linear fit given in Fig. 6b, we see clearly that the average time
to extinction increases exponentially with increasing population size. W ith very small
population sizes, the average time to extinction seems to be faster than the predicted
linear relation. Small population sizes gives quick time to dieout since dieout can be
brought about by noise induced lower amplitude oscillations. For the continuation of
this paper, we will simulate for with a population size large enough to correspond to
this linear fit. From this we will also assume that the results in the one population
size can qualitatively show behavior in other population sizes.

15
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(b) Log of Time to Dieout

Figure 6: Figure 6a shows the average time to extinction over 2,000 realizations for
different population sizes. Figure 6b gives the natural log of this same data showing
that the relationship is exponential.

2.5

Effect of C onstant V accination

Constant childhood vaccination affects the stability of the steady states. From the
definition of R 0 given in Eqn. (5), we see that R q is dependent on vaccination rate.
We set all other parameters constant and vary v from 0% to 100% in order to see the
effect of vaccination rate on R 0. Since at R q = 1 we have a transcritical bifurcation,
and a switching from a stable EE to a stable DFE. This critical vaccination rate
where the bifurcation occurs is
^+ 7
v * = 11 —
P

(14)

For the parameters given in Table 3, v* = 93.32%. Figure 7a shows that we have
a stable EE for v £ [0,v*) given by the solid red line. For v £ (v*, 1], we have a
stable DFE, given by the solid blue line. The dashed red and blue lines represent the
unstable EE and DFE, respectively.
Since our code sets the initial conditions to the steady state, it is important to
know how many infected individuals there are at each steady state, as a function of
vaccination rate. We plot I given in Eqn. 6 as a function of v. The solid red line in
Fig. 7b represents the number of infectives at the stable EE. The blue line shows the
number of infectives at the DFE, which is zero.
In order to see the effect of vaccination on time to extinction, we take the average
time to extinction over 2,000 realizations for each vaccination rate. We are using the
same parameters from Table 3. Figure 8a shows the time to extinction and Fig. 8b
shows the log of the same data. Although our data looks exponential, the nonlinear
form of Fig. 8b shows that it is not. The form is consistent with simulations of data
with different parameters. The dependence of the time to dieout on R 0 must be more
complicated than linear.
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Figure 7: Figure 7a shows change in R 0 as vaccination rate increases. The horizontal
line at R 0 = 1 shows where the stability switches from the EE to the DFE. Figure 7b
shows the number of infected at the EE and DFE, represented by the red and blue
lines, respectively. The dashed and solid lines show unstable and stable steady states.
The black star is where v = v*.
We must also note that even though the deterministic system predicts a stable
EE, the stochastic system reaches the DFE for any vaccination rate. We see that it
takes less that 50 years for the stochastic system to reach extinction with v > 7%.
Even with no vaccination, the disease dies out in about 100 years on average.

250

200

Vaccination Rate (%)

(a) Time to Dieout

(b) Natural Log of Time to Dieout

Figure 8: This figure shows the average time to extinction after 2,000 stochastic
realizations for each vaccination rate. We see that as the vaccination rate increases,
time to extinction decreases. The blue crosses in 8a represent one standard deviation
above and below the average time to dieout. Figure 8b gives the natural log of the
same data.
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Figure 9: These figures show the path of highest probability leading to extinction as
we increase constant vaccination rate. As v increases, we see that more stochastic
simulations reach extinction after one oscillation. The black star represents the EE,
which is also the initial condition. Histograms were taken over 40,000 stochastic
realizations.
We find the histogram of the path to extinction after 40,000 realizations using the
vaccination rates 30%, 40%, and 50%, to observe the effect of constant vaccination
on the path to extinction. Figure 9 gives the results. Since I is a function of v as
shown above, we see that as we increase v, the initial condition comes closer to I = 0.
From Eqn. (6) we note that S is not dependent on v, and therefore only values of I
change as we vary v. The EE is dropping to the point (5, 0) where v = v* and we
have a transcritical bifurcation. In the S I phase plane, we see that this bifurcation
gives a discontinuity in stability from (£,0) to (S, 0). For these particular parameters,
S = 6,680 and S = N = 100,000.
In our phase plane, we see counter clockwise spirals around the EE. As our EE
approaches I = 0, we intuitively think that it will take less noise for the disease
to spontaneously reach extinction, since it is hovering more closely to / = 0. This
corresponds to the quicker times to dieout for higher vaccination rate in Fig. 8 and
physically, less people catching the disease.
We see that the dense red path does not connect to the EE for v = 30%. When we
increase to v = 50%, we see that this dense red path is connected. The connected path
shows that there were many realizations which immediately died out after leaving the
EE. These took one small revolution around the EE and hit the I axis at the tail
end of this revolution. This gives an explanation for why the time to extinction is
much shorter at higher vaccinations. As the vaccination rate increases, the paths
have taken a more direct path from the EE to extinction. With a lower vaccination
rate, the disease takes a wider spiral before extinction.

2.6

Effect of P ulse V accination

Pulse vaccinations represent a spontaneous vaccination a group of susceptible indi
viduals. We represent the percentage of the susceptible population removed at each
pulse by the parameter p. Pulse vaccinations take place randomly throughout the
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year at a frequency of v times per year. The mean-field equations that represent the
SIR with pulse vaccinations, rather than childhood vaccination, are
dS_
dt
d'J
dt
dR
dt

-ß S I
N
ßSI
N

+ 1UN —pisS — /iS,
(15)

7 1 - ffl,

7 / + pi/S — ¡jlR.

Setting the derivatives equal to zero allows us to find the steady states. We find
the DFE to be
(S,I)
The EE is
( S ,ï) =

(16)

pv + /i

iV(7 + p)

ß

pN ( ß
’ ß \P + 1

1_ E i
P

(17)

The reproductive number is
Rn

ß

—

(P + l){p v + pY

(18)

Before we begin simulations, we must consider the constraints in order to keep our
initial conditions positive. We will again set our initial conditions to the EE. Since S
is not dependent on u or p, we only need to check for a nonnegative /. Setting I > 0
and solving for p yields

P

ß

(19)
v VM + 7
We continue to use the parameters from Table 3 for theses simulations. We will
use v = 1, 2,4,8 and p = 0 to p = 30. This is because at v = 8 and p = 34.93%,
our initial condition is zero. We will take the mean time to extinction after 5,000
realizations for each whole number value of p.
Figure 10b shows that for v G {1, 2,4,8}, we do not have exponential form for the
time to dieout. However, this form is consistent with different values of v. We must
also note that at p = 0, we are not removing any susceptibles, so our simulation is
the same for any v G {1,2,4,8}. In fact, this point where p = 0 has the same initial
conditions to give us the path to extinction in Fig. 4b.
W ith this style of pulse vaccination and limited amounts of vaccinations, have two
different ways to distribute our vaccines. We can either give more frequent pulses at a
lower removal rate or or less frequent pulses at a higher removal rate. Comparing the
time to extinction will show which vaccination technique is more effective. The data
shown in Fig. 10 gives us insight into this. A horizontal line at twenty years drawn
across Fig. 10a will show the appropriate v and p values needed to reach extinction
in twenty years. We can draw a horizontal line across Fig. 10a to see the predicted
vaccination rate to reach that extinction for different values of v.
P<
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Figure 10: This graph shows the time to extinction over 5,000 realizations for p e
[0,30] and v G {1, 2,4,8}. The dashed horizontal line in Fig. 10a gives a way of finding
levels of p and v for extinction within 20 years.
V Predicted p
1
12.2897
2
8.7909
4
5.9663
8
3.9161

vp
12.2897
17.5817
23.8651
31.3289

Table 4: This table gives predicted values of p with linear regression for time to
extinction of 20 years.
We have found the point of intersection of the dotted line and the shaded lines
representing different values of v in Fig. 10a. The values are recorded in the Table
4. Since the value of vp represents the total percentage of people who are vaccinated
with our vaccination campaign, we use less total vaccination with v = 1 and achieve
the same time to extinction. Thus, we have shown that it is more effective to use less
frequent pulses with higher removal rates to eradicate a disease.
This result is important since it can only be seen in the stochastic system. In the
mean-field equations given by Eq. (15), the parameters v and p are only ever present
when multiplied together. In effect, we could call the product of these parameters a
new parameter v representing the total vaccination. In the stochastic system, we see
that v and p contribute separately, and their variation effects the time to extinction
in our system. Thus, higher amplitude pulses give quicker time to extinction.
We want to know not only how pulse vaccination effects time to dieout, but also
the path to dieout. We have conducted the same simulation as before to find region
of highest probability leading to dieout starting at the EE over 40,000 realizations.
Figure 11 shows these simulations for v = 1 with p = 10% and p = 50%. In Fig. 11a,
we see a very similar picture to Fig. 4b. However, the histogram in this picture
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Figure 11: This figure shows histograms of the most probable path to extinction with
a high and low removal rates. High removal rates give a discontinuity in this path to
extinction. The white stars represent either the EE and (5(1 —p ),/), which is the
predicted place of the discontinuous jump.
is less dense around a clear path to dieout. This is because of the nature of the
pulse vaccination. Since a pulse vaccination is a removal of a certain percentage of
susceptible individuals, graphically, this is a discontinuous jump to the left. Adding
very small random discontinuities to the path in Fig. 4b would give a very similar
path which is a slightly less dense.
Figure lib shows the effect of a large p on the path to extinction. A large value
for p gives a large discontinuous jump to the left in our path. Thus, the path to
extinction shows this drastic discontinuity. We can predict the general peak of this
discontinuity. The dense patch around the EE shows that the disease is oscillating
around the EE for some time before the pulse vaccination takes place. Since a pulse
vaccination removes the percentage p of the susceptible population, a susceptible
population of 1 p remains. Therefore the point (5(1 —p), ï ) is a good prediction
for where this discontinuity should take place. We have plotted this point in Fig. lib
with a white star, and as seen, our intuition matches the numerics.

2.7

V accination Strategy

Though high removal rates of random pulse vaccinations will eventually bring the
disease to eradication, a random pulse may not be the most effective use of our
vaccination resources. We have seen that less pulses per year at a higher removal rate
will bring disease extinction more quickly. Now we will show that one well timed large
pulse can bring a disease to immediate eradication. This idea allows us to develop a
control algorithm for quick disease eradication.
Figure 12 shows the percentage of realizations where the disease immediately dies
out from the initial conditions given in the S I plane. In our Monte Carlo simulation
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Figure 12: Figure 12a shows the percentage at which the disease will be eradicated
within one oscillation after 1,000 realizations from the given initial conditions. Figure
12b shows the same data separated into confidence intervals. From the left to right,
the regions are [100%, 99%], (99%, 95%], (95%, 80%], (80%, 50%], (50%, 0]
technique, the populations in the S', /, and R , classes are entirely dependent on the
populations at the previous iteration. Thus, pulsing over to a certain point in our S I
plane and initializing a simulation at that point will give equivalent behavior. This
plot shows us the amount we need to pulse our susceptible population in order to be
confident that the disease will be eradicated within that oscillation.
Since our goal is optimize vaccination use by minimizing our S population, the
ideal time to pulse our population is when our susceptible class is at its minimum.
This seems to take place when I is close to I. If we are not at the point where S
is a minimum, then we will be wasting some of the effect of the vaccination on the
community. For example, say we are at the point (Smax, /). It will take us much more
vaccination to enter into the leftmost region in Fig. 12b. Even a significant pulse may
only push the disease back to the EE, allowing the disease to persist and have no
effect on the wellbeing of the community.
This approach shows that the best time to have a large vaccination campaign is
after a large outbreak. This is counterintuitive, since during a large outbreak, the
general public will want an immediate vaccination campaign. For optimal use of the
vaccination on the whole community, we should wait until infected levels to drop and
a give a large pulse at (Smin, I).
There is some degree of risk involved with this vaccination strategy. If the disease
does not reach true eradication within that oscillation, there will be a period of time
with very few infected followed by a very high outbreak. This phenomenon is com
monly referred to as the honeymoon period and has been observed in measles data
in Asia and Africa [10]. Figure 13 shows a stochastic realization with our vaccina
tion technique followed by a honeymoon period. In this realization, we allowed the
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Figure 13: This graph shows a stochastic realization where the disease does not reach
extinction within the oscillation with the large pulse vaccination. This shows that if
the disease does not immediately die out, high amplitude behavior may follow. This
gives incentive to pulse into a region with higher probability of immediate extinc
tion from Fig. 12. Blue points and line represent the first pulse vaccination. Green
represents the second vaccination. Black star and line represent the EE.
simulation to run for five years before incurring our vaccination strategy. After our
vaccination, there was a three month period where there was less than twenty five
infected individuals in our entire population. After this period though, there was the
largest outbreak in the entire data set. Though this large outbreak would allow for
an easy eradication at the point (Smin, I) in the next oscillation, this situation would
probably cause the public to lose trust in the vaccination strategy. For this reason,
you must be very confident in immediate extinction in order to use this well timed
pulse vaccination strategy.

3

E xp an sion to M eta p o p u la tio n s

Metapopulation disease models can give us additional insight into the complicated
behavior observed in the real world. We will link the populations in our model with
two types of migration, linear migration and mass action migration. Linear migration
represents a person moving permanently from one population to another and mass
action migration represents a person temporarily migrating before returning to the
original population.
Our stochastic metapopulation model will allow for spontaneous extinction and
réintroduction of diseases. Reintroduced is not considered in a single population
model but must be accounted for in formulating a vaccination strategy. Bringing the
disease to extinction in one population could be a priority, but the community must
also be protected from réintroduction of disease. This metapopulation model will give
us the ability to assess the sustainability of a disease free state in certain populations.
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Two P opulation M odel

Consider the following system of differential equations which couples two populations,
Ni and N 2, with linear migration and mass action migration. Linear migration from
N 2 to N\ occurs at a rate of ci, and from Ni to N 2 takes place at a rate of c2 . Mass
action migration from N 2 to Ni takes place at a rate of gi and g2 from Ni to N 2. The
equations are as follows:
dS i
0 S ih
— —
—
dh
dt
dR\
dt
dS2

0s j 2 , „
,r
„ , „
g i~ — h (1 —v p p iN i —p \S \ + C\S2 — c2S\
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T
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T
+ 9i 77----- 7 A ~ E ih + ci h — C2I 1
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0 S 2h , ^
<?2—N

dh
dt
dR2
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We sum +Si, dt'
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( 20)

^ ^ _ v 2)tl2 ^2 ~ E 2 S 2 + C2S i — C\S2

i h ~ 9*212 + c2h ~ Cih

+ v2p 2N 2 —p2R 2 + c2R\ — C\R2.
and +Ri
for i = 1,2 which gives
dt
— (A/-! + N 2) — 0.

(21)

Therefore, our total population is constant. However, in order to keep individual
populations constant, we sum -^S1, + R , and j t R\- We see that
=

ci ( & 2 + h + R 2 ) ~ c2(Si

+

I\

+

jR i

) =

c\N 2 — c2N\.

(2 2 )

Setting +Ni — 0 and solving for C2 yields
N2
c2 = Cl- .

, .
(23)

An analytic approach to finding the stability of the DFE for this model can be seen
in Burton [2]. For simplicity, we will only look at the effect of linear migration. Thus,
for all simulations, gi = 0.
3.1.1

T im e to E x tin ctio n

We are interested in the average time to extinction in the two population model. We
must be clear with our definition of extinction, since spontaneous extinction may take
place one population while the entire system still has infected individuals. For this
paper, we will call extinction in all populations total extinction. We have used the
parameters (3 and 7 from Table 3. All other parameters are seen in Table 5.
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Figure 14: This graph shows the average time to dieout in uncoupled model. The
uncoupled time to dieout is very similar to the average time to the first dieout in the
coupled model.
Population 1
N i = 120,000
Mi = -2
ci - .01
V\ = V

Population 2
N 2 =j 100,000
M2 = -2
°2 ~ 12Ô
v2 = V

Table 5: This table gives parameters for Fig. 14
We can find the average time to the first dieout in a particular population in
stochastic realizations of our system. Figure 14 compares the average time to ex
tinction in the uncoupled population to the average time to the first dieout for that
population in the coupled model. Each average time is over 2,000 realizations with
v1 — v2. We have used the same stochastic method for finding time to extinction as
in Fig. 8. Figure 14 shows that the time to extinction in the uncoupled model and
the average time to first dieout in the coupled model is very similar.
Figure 15 shows the natural log of the data from Fig. 14 along with the average
times to total extinction. From this we see that the time to total extinction takes much
longer than extinction times in the uncoupled populations. This takes place because
linear migration allows for réintroduction after dieouts in particular populations. For
total dieout, we need spontaneous dieouts to take place in both populations around
to the same time, which is much less probable than a dieout in any single population.
Knowing that réintroduction takes place with the given parameters, we investigate
a time series of the infected population to better understand this behavior. Figure
16 shows a section of a stochastic realization which contains spontaneous dieout and
réintroduction.
In Fig. 16b, we see a dieout in N2. It is intuitive that the first spontaneous dieout
we observe N 2 since N 2 < Ni. Increased population size increases the time to dieout,
as seen in Fig. 6. After the dieout in JV2, we see that the disease is temporarily
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Figure 15: This figure shows the natural log of the average time to dieout in the
uncoupled populations, the average time to first dieout in the coupled system, and
average time to total extinction. Small amounts of linear migration greatly increases
time to total extinction, and thus, linear migration allows for spontaneous réintro
duction.
absent from this population for more than half a year. After this lull in infectives,
or honeymoon period, we see a very large outbreak. This outbreak is followed by
a longer honeymoon period and an even larger outbreak. A longer time without a
persistent disease in this case will just increase the intensity of the next seemingly
inevitable outbreak. The behavior changed from low amplitude outbreaks oscillating
near the EE to a spontaneous dieout. After spontaneous dieout, we consistently see
large amplitude outbreaks followed by dieouts.
Figure 16c shows this large amplitude to dieout behavior reverting back to the
small amplitude outbreaks closer to the EE. After a high amplitude outbreak, there
is an outbreak of smaller amplitude before reverting to the oscillations around the
endemic equilibrium. The large amplitude outbreaks have a period of about two years.
The outbreak before N 2 reverts back to low amplitude oscillations around the EE
occurs with a period much less than two years. Thus, a smaller amplitude outbreak
not in the periodicity of the quasi-periodicity of the large amplitude outbreaks is an
indicator that the disease may return to the low amplitude oscillations around the
EE. Large oscillations around the EE typically bring spontaneous dieout while small
oscillations will allow for the disease to persist.
Réintroduction brings large amplitude outbreaks followed by either dieout or a
time with very few infected individuals. We can consider how this type of behavior
would effect the moral of a community. A large outbreak would bring great concern
and public awareness of the disease. This would lead to many people desiring to be
vaccinated. After this high amplitude outbreak, it is likely that the disease would die
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Figure 16: This graph shows a stochastic realization with spontaneous dieout and
réintroduction. We see that réintroduction brings high amplitude oscillations before
returning to low amplitude oscillations around the EE. Blue line represents Ah and
red line represents N 2.
out. During the honeymoon period, public awareness of the disease declines and less
people seek to be vaccinated. New births are added to the susceptible population,
and this class slowly grows as the recovered population is slowly depleting. Eventu
ally, migration will lead to réintroduction from another infected community yielding
another massive outbreak.
Spontaneous dieout in one population without a continuous vaccination strategy
only puts a community at risk for this high amplitude oscillatory behavior seen in
Fig. 16a. Small amounts of childhood vaccination in a community where the disease
spontaneously dies out will not protect the community from réintroduction. Our
explanation takes us back to the locations of the equilibrium values in the one di
mensional deterministic system. Figure 17a shows the location of our EE and DFE
in the phase plane with changing childhood vaccination rate. We see that at v = v*,
we have a transcritical bifurcation, and our stable state switches from the EE to the

27

3.1

Two Population Model

3 EXPANSION TO METAPOPULATIONS

600 - ij

In f e c te d

t

t i

\ \ \ \ \ \ \ \ \
\ \ \
\
\
\
\
\ \
\ \ \
\ \
\ \ \

✓

J I i J l / / s*- \ \ \ \ \
I ! l / / / '- 'V \ \ \ \ \
\ \ \ \ \
500-i l i / / / /
I i l / / / ■•-V \ \ \ \ \
I i / i / / S*- \ \ \ \ \
\ \ \ \ \
4 0 0 -j i l / l / /
%
\ \
I l i i *J /
\ \
i l l l i / / s ~ - - - v \ \\ \ \ \
\
\ \ \
l*l i //
300\ \ \ \ \
I 1i i / /
••-V\ \ \ \ \
i 1l l / /
\ \ \ \ \
l l ! i */
200
-•-V\ \ \ \ \
Ili///
I i i / / / s*' \ \ \* \ \
ioo-j iI ll ll // // // s+- \\ \\ \ \\ \\
\ \ *\ \
.1 i i i / i /
—N\ \ \ \ \
f t l 1i / /
o -V ■-■r *•■*■*t - *!*■■*■*■!*■
J

-

40 00

5000

6000

7000

8000

\ \
\ \
\
\
\
\ \
\ \
\ \
\ \
\ \
\ \
\ \
\ \
\ \
\ \

9000

\

\
\
\
\
\
\
\
\
\
\

»■!

10000

Susceptible
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Figure 17: Figure 17a shows the position of the EE and DFE in the phase plane as
we vary v from 0 to 100%. Figure 17b shows the direction field with v = 90%.
DFE. As before, we see that

(24>
When R 0 = 1, u = v* and
( S , Î ) = ( N ( l - v ‘),Q) = (S, Î).

(25)

If R 0 > 1, then we have S > S. Thus, our susceptible population can be anywhere
in the region [0,5]. Since we are using a stochastic simulation, we note that it is
possible that S could be slightly larger than 5 due to noise. In a single population
model, it is impossible for reintroducing the disease back into our population, and
thus, any point with 7 — 0 follows our nullcline approaching the DFE. The DFE is a
saddle in the two dimensional system, but constraining 7 = 0 turns our saddle at the
DFE to a one dimensional stable fixed point.
However, multipopulation models allow for réintroduction through migration.
Whenever S G (5,5], any deviation from 7 = 0 will cause an oscillation around
the stable EE. The direction field seen in Fig. 17b shows this behavior. If (5, 5] is
a large interval and 5 is further along that interval, then a high amplitude outbreak
will take place. Only with high levels of childhood vaccination can we bring 5 close
to 5, thus preventing these large amplitude outbreaks. Low levels of vaccination will
not prevent this high amplitude réintroduction behavior.
W ith this we see that extinction in one population is not sustainable without a
rigorous vaccination plan taking place after the dieout. In fact, a spontaneous dieout
without a vaccination plan will only lead to higher amplitude future behavior.
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O p tim al V accine D istrib u tio n

Most real world scenarios have limited vaccination supply, and stochastic simulation
can give insight on techniques for vaccination distribution. In our two population
model, we can find the optimal vaccination distribution for certain amounts of yearly
vaccination supply. Figure 18 shows the average time to total extinction after 1,000
realizations while varying v\ and v2.
In order to interpret Fig. 18, we must clearly define a quantity for vaccination
supply. Let vt be the total amount of vaccination available for the entire population
for one year. We know that total vaccinations are equal to the sum of vaccinations
used in both communities, or
v T = V iP iN i +

v 2/i

2N 2.

(26)

Solving for v2 gives
v2 -

Vt — ViPiNi
1^2N 2

(27)

This gives an equation for negatively sloped lines in our V\V2 parameter space. A line
for vt = 20,000 can be seen in Fig. 18. The point on this line with the shortest time
to extinction will tell us the optimal vaccination distribution.

v1
Figure 18: The colors in this graph show the average time to total extinction in years.
Black lines represent v{ and
in the corresponding uncoupled populations. The red
line shows Eqn. (27) with Vt = 20,000.
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We observe multiple places for optimal vaccination in Fig. 18. One vaccination
strategy is to vaccinate either population close to 100% and give leftover vaccinations
to the other community. The other strategy is to equally vaccinate both populations.
Both strategies give similar time to total extinction. In a real world scenario, equal
distribution would most likely satisfy the demands of the public interest.

3.2

G eneralized M odel

We have generalized this two population model into a n population model. We use ciyj
to represents the rate of linear migration to Ni from N j, and likewise, g ^ represents
the rate of mass action to Ni from Nj. The equations for this model is as follows.
(IS
dt

P SJi
N%

dlj _ p S J j
dt
Ni
dR
dt

PiSi T (1

v J N i/ ii
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^ ^
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(28)

C j^R i)

for i = 1, 2, ...n.
Eqn. (20) is a specific case of Eqn. (28) with n = 2. We put constraints on
our linear migration parameters in order to keep the populations constant. Setting
^ = 0 and summing the system gives that the following condition must hold in
order to keep populations constant:
n

n

^ y CijNj = ^ ] CjiNi
3=1,j^i
3=1,j^i

(29)

for i = 1,..., n. One simple way we can do this by letting
= Cj^Ni/Nj. Mass action
does not effect population sizes, so g^j are unconstrained.
This model has mass action and linear migration between all populations. For
convenience, we can organize our migration rates in a matrix. Our linear migration
matrix for a fully connected model is:
" 0

M =

C l,2

C l,3

•• •

C i jTi

c 2,i

0

C2,3

•• •

C2 ,n

c 3 ,l

c 3,2

0

•• •

C3 n

Cn, 1

Cn, 2

Cn, 3

...

0

Since there is no linear migration between Ni and itself,
matrix representation of our g^j values.
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This structure gives convenience in creating models of different topologies. We
have the ability to turn off migration between cities in order to better spatially rep
resent migration in a particular geographical area. For instance, consider a scenario
with a strong central city with a high influx and out flux of people from surrounding
cities. We will call this city our hub. Say that all outer cities, or satellites, only have
migration into this hub city, but not to other satellite cities. We call this a ‘star
topology’ with our center city at Ni. We would have a linear migration matrix as
follows:

Mstar

0
c2,i
C3,l

Cn,1

Cl,2 Cl,3
0
0
0
0
0

0

0
0

Cl,
0
0

0

0

This topology will be useful in modeling the effect of a strong, central city with a
larger population which may be driving disease outbreaks in the surrounding suburbs.
Possible examples for this topology would be cities such as London or New York City.
Intuition tells us that large urban areas have a great effect on the diseases dynamics
in surrounding suburb areas, and a star topology may give a means to model these
dynamics. We also can use the same technique to find matrix topologies in a line,
ring, or small world network.
3.2.1

N u m erical and S to ch a stic S im u lation s

We can numerically approximate the solution the deterministic system for the star
topology with n — 5. Figure 19 shows this simulation with parameters given in Table
6. We gave the initial conditions for each population to be
(Si, Ii) = (S + 120 - 20i, / + 120 - 20z)

(31)

for z = l , ..., 5.
Figure 20 gives an example of a stochastic simulation for the five population star
topology. We have again used parameters in Table 6. Initial conditions are given in
Eq. (31).
Hub
N! = 100,000
13 = 1,500
7 = 100
fix = 0.2
Q,i = 0.01 /(n —1) for (i = 2,..., 5)
Vi = 0.3

Satellite (i = 2,..., 5)
Ni = 50,000
P = 1,500
7 = 100
/ii - 0.2
Ci,i — 2cj,i
v2 = 0.3

Table 6: This tabe gives parameters for Fig. 19 and Fig. 20.

31

3.2

Generalized Model

3 EXPANSION TO METAPOPULATIONS

Figure 19: This graph shows the deterministic solution for parameters in Table 6 and
initial conditions in Eq. (31).
W ith the given parameters, we numerically solve for R 0 in each uncoupled popu
lation. R q — 10.479 for all populations, since R q is not dependent on population size.
Since Ro > 1 in all populations, we would expect our endemic equilibrium values to
be stable. It is interesting to note that there is spontaneous dieouts and réintroduc
tions in many populations. The réintroduction behavior is seen in the high amplitude
outbreaks, from on the result in Fig. 16.
3.2.2

S ym m etric S u b p op u lation s

Subpopulations are present in any population. Countries are subpopulations of con
tinents, regions are subpopulations of countries, etc. We can break populations down
into populations as small as family units. We want to see how considering symmetric
subpopulations will effect time to extinction. For this simulation, we take one popula
tion and begin to break this population down into different numbers of subpopulations
with equal parameters.
For our simulations, (3, 7, and ¡a are as in Table 6. We let n represent the number
of subpopulations considered. To keep populations equal, we setA^ = 200,000/n for
¿ = 1, ...,n. Similarly, we set Qj = 0.01/n. In order to keep time to total extinction
reasonable, we set — 30% for i = 1,...,n . We take the average time to dieout over
2,000 realizations. Figure 21 gives the time to total extinction for different number
of subpopulations. We see that as we include more subpopulations, the time to total
extinction decrease more than exponentially.
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Time
Figure 20: This graph shows a stochastic realization shows spontaneous dieout and
réintroduction. Disease persistence in the hub population gives réintroduction to
surrounding populations. We used parameters in Table 6 and initial conditions in
Eq. (31).

Figure 21: This graph shows the time to total extinction as we divide the population
into symmetric subpopulations. Time to extinction decreases faster than exponen
tially as we consider more subpopulations.

4

S um m ary

We have looked at SIR model with births, deaths, and vaccinations. We analyzed
the steady states and stability with a single population. We also used stochastic
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simulation to investigate average time to extinction and path to extinction. The
work with random pulse vaccinations showed us that less pulses per year at a higher
removal rate gave quicker time to extinction. This result lead us to a vaccination
strategy giving one large vaccination pulse to bring immediate dieout with with a
certain degree of confidence.
Expanding this single population model to a two population metapopulation
model allowed us to test the sustainability of our vaccination technique. We observed
dieout and réintroduction behavior in two populations through stochastic simulation.
From this we learned that dieout in a single population is not sustainable with an in
flux of infected individuals into that population. The réintroduction that often comes
after this dieout brings high amplitude oscillatory behavior. We also created a pa
rameter space for different levels of childhood vaccinations in both populations giving
a means of finding optimal vaccination strategies with limited vaccination supply.
We finally expended this SIR model to a generic n populations and discussed
means of stochastic simulation. We found a clear way of simulating different spacial
topologies linked with linear migration. We briefly discussed the star topology, solved
it numerically, and simulated it stochastically. We also saw an effect of considering
subpopulations.
Much more work can be done in this research, including applying these methods
to specific datasets. Once parameters are fit, the techniques developed here can give
insight into different vaccination strategies. The models shown here can give policy
makers a means of simulating vaccination techniques before implementation.
Some open ended areas of this research include subpopulations, mass action, and
strength of linear migration. We only considered symmetric subpopulations with
a constant linear migration rate. Development of a more realistic means of divid
ing population into subpopulations is necessary. Different levels of mass action and
linear migration can be considered in these simulations. Other extensions include con
sidering seasonal contact rates, time delays, and different topologies. The methods
developed here can also be extended to a multi-population SEIR model.
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