Introduction
Overlooking the multiplicity aspects in QTL studies with numerous markers and several quantitative traits can lead to many false discoveries of linkages. Lander and Botstein (1989) were among the first to address the multiplicity problem in QTL mapping, arguing that "Adopting too lax a standard guarantees a burgeoning literature of false positive . . . Scientific disciplines erode their credibility when substantial proportion of claims cannot be replicated".
The procedure they offered was designed to control the probability of making even one type I error -of making even one false discovery -in a QTL study with a single quantitative trait. This probability is termed the Family Wise Error-Rate (FWE), or in this case the Genome Wise Error-Rate (GWER).
Concerned that controlling the FWE at conventional levels results in very little power to discover QTLs Lander and Kruglyak (1995) set the following widely used terminology. Suggestive Linkage -statistical evidence that would be expected to occur one time at random in a genome scan. significant linkage -statistical evidence that would be expected to occur at random with probability 0.05. Confirmed Linkage -significant linkage confirmed by a further sample with a nominal p-value < 0.01.
The FWE controlling procedures employed are designed to control the probability of making one or more false discoveries for a single trait. In studies with multiple traits FWE controlling procedures have to be suitably adjusted by further raising the threshold for significant linkage according to the number of traits in the study. Consider, for example, a study with 12 quantitative traits. For a linkage to be suggestive, it should pass a threshold which is equivalent to controlling the FWE at level 0.6 (using the Poisson approximation when the average is 1). Findings that would have been reported as significant linkages (F W E = 0.05) in a single trait study, should now be reported only as suggestive linkages (if a simple Bonferroni correction was used the single trait threshold should be divided by the number of traits).
Such a solution may be acceptable in QTL studies with only a few traits.
In studies with many traits the control of the FWE leaves very little power to make discoveries. The problem becomes serious even well before reaching current large problems that combine microarrays with QTL analysis, as in The conflict between the strict control of type I error, as a protection against false discoveries, and the need for increased power led Benjamini and Hochberg (1995) to suggest a new criterion for type I error in multiple testing: let Q be the proportion of false linkage claims in a genome scan, setting it at zero if no discoveries are made; then the False Discovery Rate (FDR) is the expected value of Q. It thus seems as if Benjamini and Hochberg have taken literarily the warning of Lander and Botstein about the danger in allowing a substantial proportion of false claims, and casted this danger into a well defined statistical criterion.
Benjamini and Hochberg (1995) also introduced a FDR controlling procedure (sometimes called linear step-up or BH procedure), and proved that it controls the FDR for independent test statistics. Benjamini and Yekutieli (2001) proved that the same holds for some types of positive dependence. Weller et al. (1998) were the first to apply the FDR approach for QTL mapping. They explained the use of the BH procedure for single markers analysis, and demonstrated the increase in power. While commenting on this work, Zaykin et al. (2000) pointed out that the conditional interpretation to the FDR criterion, i.e. that controlling the FDR at 0.05 means that 95 % of the discoveries are true, does not always hold. Although eased their concern, the issue is still alive, and has resurfaced in discussions of capturing the dependency structure of the data to achieve additional power.
What is common to the above researchers, and to the other few users of FDR ideas in QTL analysis, is their enthusiasm about the important role that these ideas can play in QTL analysis. Since we share this enthusiasm, it seems important to us to lay a solid foundation for the use of FDR in this area, as well as to expand our working methodologies. We present the FDR in precise terms, in conjunction with related formulations of the proportion of false discoveries. We make a clear distinction between the FDR criterion and the BH procedure that controls it under independence. We explain the role We compare the performance of the BH procedure to the performance of the FDR-resampling and FWE-resampling procedures. We examine the FDR control of the BH procedure in cases for which no analytical results are available. We summarize our FDR-guidelines for assessing the significance of the results of QTL experiments in Section 4.
Thus we hope to be able with this paper to remove some of the hurdles placed before the use of FDR in QTL analysis, and help to its wider and faster acceptance.
The False Discovery Rate
The FDR was defined in Benjamini and Hochberg (1995) as the expected proportion of false discoveries. Formally, if R is the total number of discoveries, and V of them are false discoveries, the proportion of false discoveries is Q = V/R if R > 0, and Q = 0 if R = 0. Although the value of Q is usually not known in a particular experiment, we can discuss, and even control its expectation F DR = E(Q). 
FDR controlling procedures.

The BH procedure
Benjamini and Hochberg (1995) provided a simple stepwise procedure to control the FDR at a desired level q. The procedure makes use of the pvalues only, so the statistical test itself may be tailored to the problem at hand, be it a LOD score or a non-parametric test. The procedure runs as following. The individual p-values are sorted from smallest to largest:
with q · i/m. Continue as long as P (i) > q · i/m. Let k be the first time In the BH procedure q is specified while the LOD threshold and the number of hypotheses rejected varies. If, for each P (i) , instead of comparing P (i) ·m/i to q we take the minimum of such terms over all p-values larger than or equal to P (i) , we get the BH FDR-adjusted p-values: P not mean yet that all other procedures are not appropriate for the particular dependency structure encountered in QTL mapping, but it raises doubt as to their appropriateness in their current form.
Resampling procedures
Resampling procedures, reshuffling and randomization being close variants, overcome the problem of specifying the marginal distributions of the test statistic at each marker under the null hypothesis of no linkage, and even more importantly incorporate the dependency between the markers to increase the power of the analysis. It is done by imitating the way the data was generated by sampling, with or without replacement, under the assumption of no linkage. In QTL analysis resampled data can be generated by randomly drawing a with-replacement sample of the phenotype data and then correlate it with the original genotype data. 
Control of the FDR
Level q FDR means that the expected value of Q is less than or equal to q. The actual value of Q can theoretically vary from 0 to 1, thus FDR control does not generally imply that 95% of the discoveries are true discoveries. Genovese and Wasserman (2004) show that in very large problems with independently distributed test statistics if the data contains proportion of true discoveries then applying the BH procedure does ensure that approximately 95% of the discoveries are true ones, and as Q hardly varies:
F DR = pF DR = P F P = 0.05 · m 0 /m. Notice that while these assumptions might be reasonable for microarray data, they do not necessarily apply to QTL mapping. 
Conditional control of the FDR
Replacing the suggestive linkage criterion with FDR control
Let us carry the above discussion into the case of suggestive linkage. The threshold is chosen so that there will be one false linkage per genome scan on the average. Using the Poisson approximation, such a threshold is equivalent to controlling the FWE at 0.6. Now when Zaykin et al. (2000) claim that the control of FWE is better than the FDR, they argue: " ... using an FWER (FWE -B.Y.) controlling method, one may claim that all significances obtained in the study are real, gambling upon the occurrence that the given study was not one of the 20 (or whatever FWE level that is used) that will produce a false positive". Consider the above argument applied to the criterion for suggestive linkages: gambling that the given study is not one of the 12 out of 20 that will produce a false positive, is difficult to justify.
It is therefore our view that controlling the FWE at 0.6 cannot by itself be trusted to indicate suggestive results. If one reads carefully Lander and Kruglyak (1995) similar skepticism can be sensed, as for example, they do not see a way to confirm suggestive linkages in a second study. We therefore suggest that this criterion be abandoned, and be replaced by FDR control at lower level. A good choice is q = 0.1, as done by Lee et al. (2002) . We certainly do not recommend going higher than q = 0.2 in published reports.
Controlling the FDR at even lower level, say q = 0.05, yields credible results while adapting to the number of traits, their complexity, and their degree of heritability. In studies with a few weak QTLs, such FDR-significant linkage is as conservative as the usual (FWE) significant linkage. In studies with highly heritable complex traits F DR = 0.05 control offers much more power than F W E = 0.05 control. Thus false discoveries are likely to occur among the FDR-significant linkages, but the false discoveries are expected to be a small proportion of the discoveries made.
FDR control in multi-trait studies
Studying multiple traits, a question arises whether there is need to consider all traits jointly when controlling the FDR at level q, or each trait can be considered separately. An intuitive reason for the the second approach is that having a fixed proportion of errors in each trait implies the same fixed proportion of errors in the combined study. Lee et al. (2002) considered both options and recommended the latter. However, when each trait is considered separately the actual FDR over the entire study is determined by type of data analyzed. For example, in a study with k independent non heritable traits, the FDR for all traits combined equals 1 − (1 − q) k . On the other hand, in a study in which all traits are highly heritable, the combined FDR is approximately q.
Fernando et al. (2004) show that if for each trait the PFP is controlled
at level q then the PFP of the entire study is less than or equal to q. Our ongoing work (Benjamini and Yekutieli, 2002) indicates that controlling the FDR at each trait separately is legitimate as long as the number of markers discovered this way across all traits greatly exceeds the number of traits in the study (e.g., if the number of markers discovered is more than twice the number of traits the combined FDR is < 2 · q). The connection between the two results is that in large studies with many discoveries P F P ≈ F DR. To be on the safe side, we recommend that the test statistics of all the traits in the study have to be tested simultaneously. Unlike in FWE controlling approaches, the resulting decrease in power need not be large (see simulations 
Confirming QTL mapping with an independent study
According to the guidelines suggested by Lander and Kruglyak (1995) the most credible linkage is a "confirmed linkage" -a significant linkage from one study found significant at the nominal 0.01 level in an independent study, preferably conducted by other investigators. They argue that each significant linkage can be tested by itself at 0.05 level, since it was chosen in advance. We therefore suggest a new FDR controlling testing strategy in which the BH procedure is used in both the initial and the confirmatory studies. Definition 2.2 A FDR procedure for confirming QTL mapping in an independent study.
1. Test the m null hypotheses in study 1 using the BH procedure at level
2. Test the r 1 hypotheses rejected in study 1 using the BH procedure at level q 2 . In this set of simulations an independent random error term was added to each trait.
In Table 2 we present the average threshold for rejecting null hypotheses 
Summary
The two advantages of the FDR approach, which make it particularly suitable for QTL analysis, are its adaptivity to the amount of information in the data, and its scalability -controlling the FDR for multiple traits may come with no loss of power. By comparison, the thresholds set by Lander and Kruglyak (1995) are only valid for a single trait. If these thresholds are further modified to achieve FWE control when many traits are studied, the required size of the experiment which is needed to achieve significance may not be feasible.
We establish, via simulations, that the BH procedures can effectively be Appendix: proof of proposition 2.3
Let R 1 , V 1 , R 2 and V 2 denote the number of discoveries and false discoveries in the initial and confirmatory studies when applying procedure 2.2. Let
therefore the FDR of Procedure 2.2 is E(Q 2 ).
Conditioning on the number of discoveries and the number of false discoveries at the initial study, R 1 = r 1 and V 1 = v 1 , and using Theorem 2.1 with Where the last inequality holds since the BH procedure is also used in the 
