The purpose of this paper is to prove an interpolation formula involving derivatives for entire functions of exponential type. We extend the interpolation formula derived by J. Vaaler in [37, Theorem 9] to general L p de Branges spaces. We extensively use techniques from de Branges' theory of Hilbert spaces of entire functions as developed in [6] , but a crucial passage involves the Hilbert-type inequalities as derived in [15] . We give applications to homogeneous spaces of entire functions that involve Bessel functions and we prove a uniqueness result for extremal one-sided band-limited approximations of radial functions in Euclidean spaces.
Introduction

1.1.
Background. An entire function F : C → C, not identically zero, is said to be of exponential type if τ (F ) = lim sup |z|→∞ |z| −1 log |F (z)| < ∞.
In this case, the non-negative number τ (F ) is called the exponential type of F .
In [37, Theorem 9], J. Vaaler proved that if F (z) is an entire function of exponential type at most 2π that belongs to L p (R, dx) for some p ∈ (0, ∞) then F (z) = sin 2 (πz) π 2 n∈Z F (n) (z − n) 2 + F ′ (n) (z − n)
, (1.1) where the sum converges uniformly on compact sets of C. Furthermore, in the case p = 2, it can be proven using Paley-Wiener spaces techniques that the formula also converges in the L 2 (R, dx)-norm. Also, a similar formula holds if we substitute the integers by any translation of them.
Given a number τ > 0 and p ∈ (0, ∞] the classical Paley-Wiener space PW(τ, p) is defined as the space of entire functions F (z) of exponential type at most τ that belong to L p (R, dx). In the case p = 2 this is a Hilbert space with the standard L 2 (R, dx)-inner product and it can be proven that convergence in the space implies uniform convergence on compact sets of C. Based on the Hilbert space setting, the natural environment to extend the interpolation formula (1.1) would be the de Branges spaces of entire functions as developed by L. de Branges in [6] , since they generalize the Paley-Wiener spaces.
Intuitively, a de Branges space can be seen as a weighted Paley-Wiener space. Given a Hermite-Biehler function E(z) (see the definition in §1.2) and a number p ∈ (0, ∞], the space H p (E) is a space of entire functions F (z) that satisfies a certain growth condition relatively to E(z) and such that F/E belongs to L p (R, dx).
Note that A(z) and B(z) are real entire functions with only real zeros and E(z) = A(z) − iB(z). Similarly, if α is a real number, we write e iα E(z) = A α (z) − iB α (z) (1.3) where A α (z) and B α (z) are real entire functions. Note that B α−π/2 (z) = A α (z).
We denote by ϕ(z) the phase function associated to E(z). This function is defined by the condition e iϕ(x) E(x) ∈ R for all real x. It can be shown that ϕ(z) is analytic on a neighborhood of R, any two of such functions differ by an integer multiple of π, and ϕ ′ (t) > 0 for all real t (see [6, Problem 48] and [24] ). For a given real number α we define T (α) = {x ∈ R : ϕ(x) ≡ α (mod π)} and we note that T (α) is the set of all real zeros of B α (z)/E(z).
If E(z) is a Hermite-Biehler function and p ∈ (0, ∞], we define the L p de Branges space H p (E) as the space of entire functions F : C → C such that F/E and F * /E have bounded type in U with non-positive mean type and
if p = ∞. When p ≥ 1 these are Banach spaces (see Section 3) and when p = 2 (we write H(E) = H 2 (E) and · E,2 = · E ) this forms a Hilbert space with inner product given by
The remarkable property about these spaces is that, for each w ∈ C, the evaluation map F → F (w) is a continuous linear functional. It can be shown, using Cauchy's formula for the upper half-plane (see [6, Theorems 12 and 19] ), that the function
is a reproducing kernel for these spaces. That is, for any w ∈ C and any p ∈ [1, ∞) the function K(w, ·)
belongs to H p ′ (E), where 1/p + 1/p ′ = 1, and
for each F ∈ H p (E). Note that, by Cauchy-Schwarz inequality, we obtain
It can be shown that w → K(w, ·) E,p ′ is continuous, hence we see that convergence in the space implies uniform convergence on compact sets of C.
From the reproducing kernel property we have K(w, w) = K(w, ·), K(w, ·) E = K(w, ·) E ≥ 0 , and one can easily show that K(w, w) = 0 if and only if w ∈ R and E(w) = 0 (see for instance [24, Lemma 11] or [6, Problem 45] ).
For a given a > 0, we define the Paley-Wiener space PW(a, p) = H p (e −iaz ). By Krein's theorem (see [26] and [24, Lemma 12] ) this space coincides with the space of entire functions F (z) of exponential type at most a such that F ∈ L p (R, dx).
In Section 3 we give a different approach for defining the spaces H p (E) connecting with the theory of Hardy spaces in the upper half-plane. Also in Section 3 we comment about the proof of completeness of these spaces.
1.3. Main Results. We say that a de Branges space H p (E) is closed by differentiation if F ′ ∈ H p (E) whenever F ∈ H p (E). By (1.6) we conclude that for p ∈ [1, ∞) convergence in the space implies uniform convergence on compacts sets of C, hence the differentiation operator is always a closed operator. Thus, by the Closed Graph Theorem, it is continuous whenever it is everywhere defined.
Recall that we omit the superscript p in H p (E) only when p = 2, that is, we write H(E) = H 2 (E). The crucial idea for the main result of the paper is to proof an interpolation formula with derivatives for functions in the space H(E 2 ), not in H(E). As in the Vaaler's proof, the natural space for the correct interpolation formula was P W (2π, 2) = H([e −iπz ] 2 ). Also note that E(z) 2 
thus the condition AB / ∈ H(E 2 ) will be necessary for the main result (see formula (2.2)).
The following theorem is the main result of the paper. 
where the sum converges uniformly on compact sets of C. This formula is also valid for p ∈ (2, ∞) if we additionally assume that v(E * /E) < 0.
Remark: We note that there exists at most one α modulo π/2 such that A α B α ∈ H(E 2 ) otherwise E 2 (z) would belong to H(E 2 ), which is an absurd. In the paper [2] , A. Baranov proved that if E ′ /E belongs to the Hardy space H ∞ (U) (see Section 3) then the differentiation operator is continuous in H(E). He also concluded that this condition is necessary if we assume v(E * /E) < 0 (see also [3] ).
We highlight the fact that Vaaler's proof of (1.1) in [37] relies heavily on Fourier analysis, a tool that is not available in this general setting. Thus, our main challenge here (and motivation to consider this problem) is two-fold: (i) to find a Fourier analysis-free proof of (1.1); (ii) to extend this proof to the general setting. This is carried out in Sections 2 and 3.
We present here a corollary of this result related to sampling theory.
be an Hermite-Biehler function such that PW(a, 2) = H(E 2 ) as sets. Suppose that for some constant M > 0, |A(t)| ≤ M whenever B(t) = 0. Then there exists a constant C > 0 such that
for every F ∈ PW(a, 2). Furthermore, if {t n } n∈N is an enumeration of the real zeros of B(z) then for every pair (p n ) ∈ l 2 (N) and (q n ) ∈ l 2 (N) of complex sequences there exists an unique function F ∈ PW(a, 2) such that F (t n ) = p n and F ′ (t n ) = q n for all n.
Remark: Following the ideas of J. Ortega-Cerdà and K. Seip in [34] , Corollary 2 gives a sufficient condition for a sequence of points to be sampling with derivates for PW(a, 2). We say that a discrete set of real points Λ is sampling with derivatives for PW(a, 2) if there exists a constant C > 0 such that
for every F ∈ PW(a, 2). Also, in the paper [31] , Y. Lyubarskii and K. Seip give necessary and sufficient conditions for a Hermite-Biehler function E(z) to satisfy PW(a, 2) = H(E 2 ).
1.4.
Organization of the Paper. In Section 2 we prove Theorem 1 for the case p = 2 using de Branges space techniques. In Section 3 we review the aspects of L p de Branges spaces and provide the full proof of Theorem 1. In Part 1 of Section 4 we give a quick review of homogeneous spaces and derive interpolation formulas for these spaces, which fully generalize the interpolation results derived in [37] . Finally, in Part 2 of Section 4 we provide a direct application of our formulas, proving a uniqueness result concerning best one-sided approximations by band-limited functions in Euclidean spaces.
1.5. Notation Remark. Given two positive quantities Q and Q ′ and N real quantities r 1 , ..., r N we write
is some positive function. We also write Q ≃ r1,...,rN Q ′ when both Q < < r1,...,rN Q ′ and Q ′ < < r1,...,rN Q hold. Often, the quantities Q and Q ′ will depend on a function F , that is Q = Q(F ) and Q ′ = Q ′ (F ). We write Q(F ) < < Q ′ (F ) when there exists a constant C > 0, which does not depend on F , such that Q(F ) ≤ CQ ′ (F ).
Interpolation Formulas in de Branges Spaces
Without the Fourier transform theory we need to use a different approach than that used by J. Vaaler in [37] . The recipe to extend formula (1.1) is (1) Substitute the function sin(πz) by the companion function B α (z) defined in (1.3) associated with a Hermite-Biehler function E(z).
(2) Prove that formula (1.7) is valid for a dense set of functions in H(E 2 ).
(3) Deduce inequalities that guarantee that the formula will remain valid when we pass to the limit.
In the last step of this recipe we shall use the Hilbert-type inequalities as derived in [15] .
2.1. Preliminary Results. Let E(z) be an Hermite-Biehler function and recall that we write ϕ(z) for the phase function. If t and α are real numbers such that ϕ(t) ≡ α ( mod π) we have
where K(w, z) is defined in (1.4) (see [6, Problem 48] ). We also have
Throughout the rest of this paper we will always denote by {t n } the points such that ϕ(t n ) = πn for all n ∈ Z and {s n } the points such that ϕ(s n ) = π/2 + nπ for all n ∈ Z. These points are respectively all the real zeros of B(z)/E(z) and A(z)/E(z). Also these zeros are simple.
To see this, suppose that t n is a zero of E(z) of order m ≥ 0 and of B(z) of order m + l ≥ 1. We claim that l = 1. If m = 0, then by (2.1) and (1.3) we trivially have l = 1. If not, thenẼ(z) = E(z)/(z − t n ) m is a Hermite-Biehler function andẼ(t n ) = 0, hence by the previous argument t n is a simple zero of B(z)/(z−t n ) m and thus l = 1. We conclude that the points {t n } and {s n } are respectively simple zeros and simple poles of B(z)/A(z).
According to [6, Theorem 22] , for every real number α the set of functions
is an orthogonal set in H(E) and
,
where equality holds if and only if B α / ∈ H(E). We have the following lemma. (1) For all complex numbers z and w not equal to any s n we have
(2) For all s j we have
These series converge uniformly on compact sets of C away from their respective singularities since the following summability condition holds 
.
By the proof of [6, Theorem 22] , if we multiply the last equality by A(z), both sides would be functions in H(E). Since A / ∈ H(E) we conclude that p = 0 and this proves (1). To finish, we only prove (2) since (3) is analogous. For this, define
Thus g(z) differs from B(z)/A(z) by a constant, that is
We conclude that (for instance, via the Laurent expansions around s j )
Remark: A similar lemma holds if we change A(z) by B(z) and s n by t n . 
(2.8)
(2) For all s k we have
(2.9)
Proof. We can change the roles of A(z) and B(z) in Lemma 3 to obtain
(2.10)
Thus, the first part of assertion (1) follows if we differentiate the above formula with respect to z and evaluate at the points z = s k and w = s l . For the second formula in (1) we differentiate (2.10) with respect to z and w and then evaluate at the points z = s k and w = s l . For (2) we differentiate (2.10) with respect to z and w but now we evaluate at the points z = w = s k .
Let E(z) be a Hermite-Biehler function and define for every n the following auxiliary functions
These are the interpolating functions for the formula (1.7) if we take α = −π/2. Note that P n , Q n ∈ H(E 2 ) for all n. The next lemma computes the norms and inner products associated with these functions in the space H(E 2 ) under the assumption AB / ∈ H(E 2 ). We note that we can always substitute E(z) by
(see the remark after Theorem 1).
be a Hermite-Biehler function with no real zeros and suppose that AB / ∈ H(E 2 ). 7 Then, if s k = s l , we have
We also have
we can apply [6, Theorem 22] to conclude that the set of functions
forms an orthogonal basis of H(E 2 ). Note that the above functions are multiples of K 2 (t n , z) and K 2 (s n , z)
respectively. Hence, we can calculate inner products using this orthogonal basis. We obtain
where the last equality is due to (2.8). In the same way we obtain
where the last equality is due to (2.3), since we can change the roles of A and B in Lemma 3.
To calculate the norms of P k (z) and Q k (z) we use the same method, but an additional term will appear due to the function A(z)B(z)/(z − s k ). We obtain
where the last equality is due to (2.9). Analogously, by formula (2.3), we have
We say that an entire function E(z) is of Pólya class if it satisfies the following conditions
If E(z) is of Pólya class and real entire we say that it is of Laguerre-Pólya class. The usual definition of the Laguerre-Pólya class is via uniform limits on compact sets of polynomials having only real zeros, but these two definitions are equivalent (see [6, Theorem 7 and Problems 11,12 and 13]).
If a de Branges space H(E 2 ) is closed by differentiation it should have some special properties. The next lemma groups together those that are relevant for our purposes. Proposition 6. Let H(E 2 ) be a de Branges space closed by differentiation, then (1) E(z) is a function of exponential type with no real zeros.
(2) The real zeros of the functions A α (z) are separated and the width of separation depends only on the norm of the differentiation operator in H(E 2 ).
(3) The functions A α (z) are of Laguerre-Pólya class. (4) Let D denote the norm of the differentiation operator in H(E 2 ). Then for every real number α we
where we have used (1.6) and D denotes the norm of the differentiation operator. We conclude that every
Hence, E(z) is of exponential type at most D/2. E(z) cannot have real zeros since the differentiation reduces the order of the zeros (this argument is due to A. Baranov see [3] ). Now we prove (4). Since (e iα E(z)) 2 generates the same space that E(z) 2 generates, we can assume that α = 0. We have the following Taylor's expansion for the function Q n (z)
Letting K 2 (w, z) be the reproducing kernel of H(E 2 ) and using the Cauchy-Schwarz inequality, we obtain
Since
we obtain the desired inequality (2.17). Now we prove (3) . First assume that α = 0 and A / ∈ H(E). Take F ∈ H(E 2 ) such that F (0) = 1 and write a = E(0). We conclude that
belongs to H(E) and, since A / ∈ H(E), we can apply [6, Theorem 22 ] to obtain
By the same theorem we have
We conclude that
Since the Laguerre-Pólya class is closed by pointwise limits and there exists at most one α modulo π/2 such that A α ∈ H(E), item (3) follows.
We now prove (2) . Assume first that AB / ∈ H(E 2 ). By inequality (2.18) we get, for all m and n,
Recalling that B α−π/2 = A α , by item (4) we obtain
which proves item (2), since the points {t n } and {s n } are interlaced.
Finally, for item (5) , note that
which is bounded by item (4). In general, if we take a real point s such that ϕ(s) ≡ α − π/2 (mod π) then
Remark: In [2, Section 4.1] A. Baranov constructed spaces H(E) that are closed by differentiation, but ϕ ′ (x) is unbounded. Thus, for a space H(E 2 ) to be closed by differentiation we have to require stronger restrictions on the function E(z). For instance, the boundedness of ϕ ′ (x) will play an important role in the proof of Theorem 1, since it implies that the points of interpolation T (α) are separated.
For the sake of completeness we state here a result about Hilbert-type inequalities proved in [15, Corollary 22] . Proposition 7. Let ξ 1 , ξ 2 , ..., ξ N be real numbers such that 0 < σ ≤ |ξ n − ξ m | whenever m = n. Let a 1 , a 2 , ..., a N be complex numbers. Then
The constants appearing in these inequalities are the best possible.
2.2.
Proof of Theorem 1 -The case p = 2. The idea of the proof is to show that (1.7) holds for a dense set of functions in H(E 2 ) and then argue that we can interchange limits and summation. In fact we will show convergence of the formula in the space H(E 2 ), which implies convergence on compact sets of C.
First of all, we can assume α = −π/2 which is no restriction since H(E 2 ) = H(e 2iα E 2 ) isometrically. Also, note that B −π/2 (z) = A(z) and A −π/2 (z) = −B(z). We will denote by D the norm of the differentiation operator in H(E 2 ). By the hypothesis of the theorem there exists a number δ > 0 such that
(2.21)
We divide the proof in a few steps.
Step 1. We show that the quantities in (2.14) and (2.15) are uniformly bounded. By (2.15) and Proposition 6 item (4), we have
Again, by Proposition 6 item (4), we obtain
(2.23)
We claim that each quantity appearing on the right hand side of the last inequality is bounded independently of s k . By definition (2.11), identities (2.15) and (2.16) we have
Hence, by Proposition 6 item (4) and hypothesis (2.21) we obtain
which is equivalent to
Dividing both sides by |A ′ (s k )B(s k )| 2 we obtain
where the last inequality is due to Proposition 6 item (4) and (2.21). Using (2.26) we obtain
Hence, by (2.21), (2.24) and (2.27) we obtain Step 
This is equal to A(z)B(z)/(z − s j ) by Lemma 3 formula (2.4). A similar argument would show that formula (1.7) holds for F (z) = A(z)B(z)/(z − t j ), but now using Lemma 3 formula (2.5).
Step 3. Now we prove that formula (1.7) converges in the norm of H(E 2 ) for every F ∈ H(E 2 ). Since
(2.29)
Hence, to prove the convergence of formula (1.7) in the space H(E 2 ), it is sufficient to show the following inequality
for every finite set I ⊂ Z and complex numbers {z n , w n } n∈I . This would show, together with (2.29), that the partial sums of formula (1.7) form a Cauchy sequence in the norm · E 2 for all F ∈ H(E 2 ). By Lemma 5 formula (2.13) the functions {Q n (z)} are orthogonal, thus
where the first inequality is due to orthogonality and estimate (2.22) of Step 1. The last inequality is due to (2.21) and Proposition 6 item (4). Analogously, by Lemma 5 formula (2.12) and
Step 1, we obtain
The first term on the right hand side of the last inequality is in the form of a Hilbert-type sum as in Proposition 7, at the points ξ n = s n and a n = |z n |/A ′ (s n ) 2 . By Proposition 6, the zeros of A(z) are separated with width of separation depending only on D. Hence we can apply Proposition 7 to obtain
This proves the desired inequality (2.30) . Also note that if we define 
Step 4. Now we finish the proof. Take F ∈ H(E 2 ) and denote by F 0 ∈ H(E 2 ) the function given by the formula (2.31). Note that the F 0 (z) is well defined due to Step 3. We claim that F = F 0 . Given ε > 0, by Steps 2 and 3 there exists a function G ∈ H(E 2 ) such that the formula holds and
where the second inequality is due to (2.32) and the third due to (2.29). Since ε > 0 is arbitrary, we conclude the proof.
2.3. Proof of Corollary 2. By the Plancherel-Pólya Theorem (see [35] ) PW(a, 2) is closed by differentiation. Denote by K 2 (w, z) the reproducing kernel of H(E 2 ) and note that H(w, z) = sin(a(z−w))
is the reproducing kernel of PW(a, 2). Since PW(a, 2) = H(E 2 ) as sets, by the Closed Graph Theorem there exists a constant C > 0 such that
33)
for every F ∈ PW(a, 2). The reproducing kernel property implies that
for every w ∈ C. We conclude that
for all real t. Since |E(t)| 4 ϕ ′ (t) = π 2 K 2 (t, t), and |A(t)| ≤ M whenever B(t) = 0, we conclude that
We claim that AB / ∈ PW(a, 2). Since H(E 2 ) = PW(a, 2) we easily obtain that H(E 2 a ) = PW(π, 2) where E a (z) = E( π a z). Since PW(π, 2) is closed by differentiation, by Proposition 6, the real zeros of L(z) = A( π a z)B( π a z) are separated. Hence, we can apply [34, Theorem 1] to conclude that the sequence {t ∈ R : L(t) = 0} is sampling for PW(π, 2), that is
for every F ∈ PW(π, 2). Thus AB / ∈ PW(a, 2), otherwise L(z) would belong to PW(π, 2) and have zero norm, a contradiction. We conclude that all the conditions of Theorem 1 are satisfied for H(E 2 ) and α = 0. By the interpolation formula (1.7), the proof of Theorem 1 and estimates (2.32), (2.33) and (2.34), the corollary easily follows.
Remark: By Proposition 6 item (5) and inequalities (2.19) and (2.34) we conclude that where · p stands for the standard L p (R, dx)-norm. In the case p ∈ [1, ∞] it can be proven that for every F ∈ H p (U) the limit
F (x + iy) 14 exists for almost every real x and defines a function in L p (R, dx). Moreover, the following Poisson representation holds
Re F (z) = y π R Re F (t) (x − t) 2 + y 2 dt. Using this representation and Young's inequality for convolutions, one can deduce that sup y>0 F (·+iy) p = F p and H p (U) is a Banach space for p ≥ 1. All these facts are contained in [1] .
The next proposition provides a different definition of the spaces H p (E). Proposition 8. Let F (z) be an analytic function on the upper half-plane that has a continuous extension to the closed upper half-plane. The following are equivalent:
is of bounded type in U with non-positive mean type and
Proof. First we prove (2) =⇒ (1). Since F (z) is of bounded type with non-positive mean type we have (see [6, Problem 27] 
Applying Young's inequality for convolutions and Fatou's lemmma we conclude that sup y>0 F (· + iy) p = F p .
For (1) =⇒ (2) we use the fact that
in U (see [1, Theorem 7.14] ). Write Re F (t) = g(t) − h(t), where g(t) = max{Re F (t), 0} and h(t) = max{−Re F (t), 0}. Let G(z) and H(z) be analytic functions in U such that
Since Re H(z) > 0 and Re G(z) > 0 in U, we conclude that G(z) and H(z) are of bounded type with nonpositive mean type (see [6, Problem 20] ). Since F (z) differs from G(z) − H(z) by a constant, we conclude that F (z) is of bounded type with non-positive mean type. The next three lemmas are technical tools needed for the full proof of Theorem 1.
Lemma 9. Let E(z) be a Hermite-Biehler function such that ϕ
Recall that ϕ ′ (x) = πK(x, x)/|E(x)| 2 and denote by C its supremum. By the reproducing kernel property we obtain K(t, ·) 2 E = K(t, t) ≤ C|E(t)| 2 /π for all real t. In the same way, noting that
and K(t, x) 2 ≤ K(x, x)K(t, t), we conclude that
Hence, we obtain that for all q ∈ [2, ∞] 
Proof. Denote by S the closure of this span in H p (E). Suppose by contradiction that S = H p (E). By the Hahn-Banach Theorem there exists a non-zero functional Λ ∈ H p (E) ′ that vanishes on S. Since H p (E) ′ = H p ′ (E), we conclude that Λ = Λ(z) is an entire function that belongs to H p ′ (E) and 
This inequality is also valid for p ∈ (2, ∞) if we additionally assume that v(E * /E) < 0.
Proof. By hypothesis, if t < t ′ are two consecutive points in T (α), we have π = (t ′ − t)ϕ ′ (r) for some r ∈ (t, t ′ ). We conclude that the points T (α) are π/C-separated. We divide the proof in steps.
Step 1. The inequality (3.2) is valid for p ∈ [1, 2] .
By Lemma 9 we have H p (E) ⊂ H(E) continuously, thus the case p < 2 follows directly from the case p = 2. Let F ∈ H(E), by the Cauchy-Schwarz inequality we have
where the last inequality is due to (2.2) and the separability of T (α).
Step 2. The case p > 2.
By hypothesis, let v(E * /E) = −2a < 0. Fix a real number ν such that ν ∈ (−1/p, 0). Let E ν (z) be the function defined in Section 4.1 and define the operator L :
By the properties described in Section 4.1 we have
and v(G * /E 2 ) = v(F * /E) + v(E * ν (az)) + v(e iaz ) ≤ 0 + a − a = 0. We also have
where 1/2 = 1/q + 1/p. Note that q > 2 and q(ν + 1/2) > 1. We conclude that the operator L is well-defined and continuous. Denoting by K 2 (w, z) the reproducing kernel of H(E 2 ) and K(w, z) the reproducing kernel of H(E) we obtain K 2 (t, t) = 2|E(t)| 2 K(t, t). We have
where the first inequality is due to the Cauchy-Schwarz inequality, the second inequality due to (2.2) and the last one due to (3.3).
Proof of Theorem 1 -The general case.
Step 1. The case p ∈ [1, 2] .
As in the proof for the case p = 2 we can assume that α = −π/2, which implies B α (z) = A(z). Since the space H(E 2 ) is closed by differentiation we can apply Proposition 6 to conclude that ϕ ′ (x) is bounded. By Lemma 9 we have H p (E 2 ) ⊂ H(E 2 ). Hence, formula (1.7) holds for every F ∈ H p (E 2 ), where the convergence is taken in H(E 2 ).
Step 2. Preparation for the case p ∈ (2, ∞).
Step 1, we can apply formula (1.7) to obtain
for every w, z ∈ C. Note that, for every w ∈ C \ {s n } the sum converges uniformly on compact sets of C \ {s n }. If we denote by K 2 (w, z) the reproducing kernel of H(E 2 ) and use the hypothesis that ϕ ′ (s n ) = |A ′ (s n )/B(s n )| ≥ δ for every n, together with (2.16), we obtain
Since H(E 2 ) is closed by differentiation and v(E * /E) < 0, we can apply [3, Theorem A] to conclude that
is bounded, we can apply Lemma 11 together with estimate (3.5), to obtain
for every F ∈ H p (E 2 ). Since |A ′ (s n )/B(s n )| ≥ δ for every n we can apply Proposition 6 item (4) to conclude that |A ′′ (s n )/A ′ (s n )| < < D,δ 1 for all n. These facts imply that the series
converges uniformly on compact sets contained in C \ {s n }.
By (3.4) we deduce that
for some complex number c(F ).
Step 3. Finishing the proof for p ∈ (2, ∞).
To finish the proof we will show that c(F ) is a continuous linear functional over H p (E 2 ) that vanishes in a dense set of functions, hence it is identically zero. By (1.6) we have |F (i)| < < F E 2 ,p and by Lemma 11 we have
By (3.7) we conclude that |c(F )| < < F E 2 ,p , hence c(·) is a bounded linear functional over H p (E 2 ). Since AB / ∈ H(E 2 ) we can apply Lemma 10 to deduce that the set of functions
. Using formulas (2.3) -(2.5) we see that c(F ) = 0 for any of the above functions, hence c(·) ≡ 0. This concludes the proof.
Remark: Note that, by the previous proof for the case p ∈ (2, ∞), the additional assumption v(E * /E) < 0 can be replaced by the following assumption t∈T (α)
In the next section we shall use condition (3.8) to obtain the Theorem 1 in the range p ∈ (2, ∞) for homogeneous spaces of entire functions. of homogeneous spaces, and we briefly review their construction below (see also [5] ).
Let ν > −1 be a parameter and consider the real entire functions A ν (z) and B ν (z) given by
where J ν (z) denotes the classical Bessel function of the first kind given by
If we write z = x + iy then, for every ν > −1, we have
for x > 0. This estimate can be found in [38, Section 7.21 ].
If we write
then the function E ν (z) is a Hermite-Biehler function with no real zeros. Moreover, it is of bounded type in U and of exponential type in C, with v(E ν ) = τ (E ν ) = 1. Observe that when ν = −1/2 we have simply A −1/2 (z) = cos z and B −1/2 (z) = sin z.
These special functions also satisfy the following differential equations and
for |x| ≥ 1. We conclude that A ν B ν / ∈ H(E 2 ν ). Also, by (4.4) we have
Denoting by ϕ ν (z) the phase function associated with E ν (z) and using the fact that ϕ ′ ν (t) = Re [iE ′ ν (t)/E ν (t)] for all real t, we can use (4.7) to obtain
Hence,
with c ν = π 2 −2ν−1 Γ(ν + 1) −2 . Using the fact that E ν (z) is of bounded type, we can apply Krein's Theorem (see [26] and [24, Lemma 12] ) together with (4.5) and (4.9) to conclude that F ∈ H(E ν ) if and only if F has exponential type at most 1 and either side of (4.9) is finite. Again, by Krein's Theorem, F ∈ H p (E 2 ν ) if and only if F (z) has exponential type at most 2 and F/E 2 ν ∈ L p (R, dx).
For ν > −1/2, the Hankel's integral for J ν (z) is given by
This formula can be found in [4, Section 93 ]. Using (4.1) -(4.2) and an integration by parts, we deduce the following integral representation E ν (z) = Γ(ν + 1)
By simple estimates, we deduce from the above representation that v(E * ν ) = 1 for ν > −1/2. Thus, we cannot directly apply Theorem 1 for homogeneous spaces in the case p > 2. Nevertheless, we will prove Theorem 1 for these homogeneous spaces by verifying that the alternative condition (3.8) holds.
ν ) satisfies the following properties:
where the function K 2,ν (w, z) denotes the reproducing kernel of H(E 2 ν ) and T ν (α) = {t ∈ R : ϕ ν (t) ≡ α (mod π)}.
Proof. First we prove item (1) . Define an auxiliary function Ψ(z) in the following way. If 2ν + 1 < 1 write Ψ(z) = E σ (z) 2 where 2ν + 1 = −(2σ + 1). If 2ν + 1 ≥ 1, let k ≥ 1 be a positive integer such that k ≤ 2ν + 1 < k + 1 and define Ψ(z) = E −3/4 (z) 4k E σ (z) 2 where 2σ + 1 = (k − 2ν − 1). We conclude that Ψ(z) is of exponential type and, by (4.5), |Ψ(x)| ≃ ν |x| 2ν+1 for |x| ≥ 1. By (4.7) and some simple calculations we have |Ψ ′ (t)| < < |Ψ(t)| for all real t. Also, by redefiningΨ(z) = Ψ(az) for some a > 0, we can suppose that Ψ(z) has exponential type 1.
We conclude that F ∈ H p (E 2 ν ) if and only if F (z) is of exponential type at most 2 and F Ψ ∈ L p (R, dx). PW(3, p) is the Paley-Wiener space defined in Subsection 1.2. The Plancherel-Pólya Theorem (see [35] ) implies that PW(a, p) ⊂ PW(a, q) for every a > 0 and 0 < p < q ≤ ∞.
We conclude that F Ψ ∈ PW(3, q) for every F ∈ H p (E ν ). This proves item (1). Now we prove item (2) . If F ∈ H p (E 2 ν ) does not have zeros then, since it is of exponential type at most 2, we deduce that F (z) = ae bz for some a, b ∈ C with |b| ≤ 2. Then F ′ = bF and trivially F ′ ∈ H p (E 2 ν ). If F (z) has a zero z = w then G(z) = F (z)/(z − w) is of exponential type at most 2 and G ∈ L p (R, dx). By the Plancherel-Pólya Theorem, G ′ ∈ L p (R, dx) and has exponential type at most 2. Hence F ′ (z) has exponential type at most 2. On the other hand, F Ψ ∈ L p (R, dx) and again this implies that (F Ψ) ′ ∈ L p (R, dx).
Finally we prove item (3). By item (2) it is sufficient to prove that
By (4.8) we conclude that K 2,ν (t, t) 1/2 ≃ |E ν (t)| 2 for all real t and T ν (α) is separated with width of separation depending only on ν. We can use Hölder's inequality to conclude that t∈Tν (α)
Hence, we only need to show that t∈Tν (α)
for all F ∈ H p (E 2 ν ). Since ΨF ∈ L p (R, dx) and T ν (α) is separated, we can apply the Plancherel-Pólya Theorem to obtain
. This implies (4.10) and concludes the lemma.
Remark: The proof of item (2) is inspired in the proof of [13, Theorem 20] .
From Lemma 12 and condition (3.8) we conclude the validity of the interpolation formula (1.7) for these homogeneous spaces of entire functions, summarized in the next theorem (with E(z) = E ν (z) for α = 0 and α = −π/2). Due to identities (4.1) -(4.2), this can also be seen as an independent contribution to the theory of Bessel functions. 21 Theorem 13. Let p ∈ (0, ∞) and ν > −1. Let F (z) be an entire function of exponential type at most 2 such that |t|≥1 F (t)|t| 2ν+1 p dt < ∞.
where these series converge uniformly on compact sets of C away from their respective singularities. (1) M (x) defines a tempered distribution such that its distributional Fourier transform M is supported on K.
In this case, we say that M (x) is a band-limited majorant of g(x). In an analogous way we define P − (g, K, µ) as the set of minorants. We are asked to minimize the quantities The problem becomes treatable if we consider radial functions. For instance, we consider the situation where K = B, the function g(x) is radial, and
where S d−1 denotes the area of the (d − 1)-dimensional sphere. Also, in this subsection, E(z) will always denote a Hermite-Biehler function of bounded type and mean type equal to π such that H(E 2 ) is closed by differentiation and ϕ ′ (t) is bounded away from zero over the zero set of A(z) and B(z). We also assume that These restrictions reduce the multidimensional problem to a one-dimensional problem and allow us to use de Branges space techniques. Constructions of extremal band-limited approximations of radial functions in several variables were studied in [13, 14, 24] . In particular, E. Carneiro and F. Littmann [13, 14] were able to explicitly construct a pair of radial functions M ∈ P + (g, B, µ E ) and L ∈ P − (g, B, µ E ) that minimize the quantities in (4.11), where µ E is given by (4.12), E(z) = E ν (z) and g(x) belongs to a vast class of radial functions with exponential or Gaussian subordination.
For the sake of completeness we state here a classical theorem about tempered distributions with Fourier transform supported on a ball. This result can be found in [25, Theorem 7.3.1] .
Theorem 14 (Paley-Wiener-Schwartz). Let F be a tempered distribution such that the support of F is contained in B. Then F : C d → C is an entire function and there exist N, C > 0 such that
for every x + iy ∈ C d .
Conversely, every entire function F : C d → C satisfying an estimate of this form defines a tempered distribution with Fourier transform supported on B.
The next propositions give an interpolation condition for a band-limited majorant or minorant to be extremal and unique in radial case. We highlight the fact that the uniqueness part below is a novelty in this multidimensional theory, and makes a crucial use of our interpolation formulas. This enhances the extremal results obtained in [13, 14] .
Proposition 15. Let g(x) = g(|x|) be a radial function that is differentiable for x = 0. Suppose that P + (g, B, µ E ) = ∅ and there exists a radial function L ∈ P − (g, B, µ E ) such that L(x) = g(x) whenever A(|x|) = 0. Then L is extremal and unique among the set of entire functions on C d whose restriction to R d is radial.
Proposition 16. Let g(x) = g(|x|) be a radial function that is differentiable for x = 0. Suppose that P − (g, B, µ E ) = ∅ and there exists a radial function M ∈ P + (g, B, µ E ) such that M (x) = g(x) whenever B(|x|) = 0. Then M is extremal and unique among the set of entire functions on C d whose restriction to R d is radial.
We only prove Proposition 16 since the other is analogous.
Proof. Optimality.
Fix L ∈ P − (g, B, dµ E ). Let SO(d) denote the compact topological group of real orthogonal d × d matrices with determinant 1, with associated probability Haar measure σ. If R ∈ P + (g, B, µ E ), theñ
is radial, belongs to P + (g, B, µ E ) and (4.13)
In the same way, we defineL(x) as the radial symmetrization of L(x). Again we haveL ∈ P − (g, B, dµ E ). Define m(t) = M (te 1 ), l(t) =L(te 1 ) and r(t) =R(te 1 ) for all real t, where e 1 = (1, 0, ..., 0). We can apply the Paley-Wiener-Schwartz Theorem to conclude that these functions extend to C as entire functions of exponential type at most 2π. By (4.12) we obtain that (4.14) 23 We claim that r − m = pp * −* for p, q ∈ H(E). Since m(x) − l(x) ≥ 0 and r(x) − l(x) ≥ 0 for all real
x, we conclude that there exists two entire functions p(z) and q(z) of exponential type at most π such that m(z) − l(z) = p(z)p * (z) and r(z) − l(z) = q(z)q * (z) (see [6, Theorem 13] ). Since m − l and r − l belong to L 1 (R, |E(x)| −2 dx) we conclude that p, q ∈ H(E). We can apply formula (2.2) to obtain that
where the last equality is due to the interpolation condition of M (x), that is, M (x) = g(x) whenever B(|x|) = 0. By (4.13), (4.14) and (4.15) we conclude that M (x) is extremal.
Uniqueness.
Inequality (4.15) implies that if R ∈ P + (g, B, µ E ) is radial and extremal, then r(t) = g(|t|) whenever B(t) = 0. Since x ∈ R d → g(x) = g(|x|) is radial and differentiable for x = 0 we conclude that r ′ (t) = sgn(t)g ′ (|t|) if B(t) = 0 and t = 0. Also r ′ (0) = 0. Since f := (m − r) ∈ H 1 (E 2 ) and f (t) = f ′ (t) = 0 whenever B(t) = 0, by Theorem 1 we conclude that f ≡ 0. Hence, M (x) is unique.
Remark: In some cases g(x) may have a singularity at x = 0, for instance if lim x→0 g(x) = ∞. Thus, only the minorant problem is well-posed, that is P + (g, B, µ E ) = ∅. However, in the case of homogeneous spaces the previous proposition will still hold. In [13, Corollary 23], E. Carneiro and F. Littmann proved that every f ∈ H 1 (E 2 ν ), not necessarily non-negative on the real axis, can be represented as f = pp * −* for p, q ∈ H(E ν ). We can easily see that this representation is sufficient to prove the previous propositions for E(z) = E ν (z) in the case when g(x) has a singularity.
