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ABSTRACT 
This Thesis presents research into the hydraulic characteristics of flow in open 
channels of complex cross-section, with specific attention to the region of intei'action 
located between the main channel and flood plain. The scope of research includes two 
main components: a series of detailed laboratory investigations; and the development 
and verification of a depth averaged two-dimensional mathematical model. 
The primary objective of laboratory experiments was the acquisition of high c uality 
data covering a well defined and controlled range of hydraulic parameters. In support 
of this objective, special attention is given to the comprehensive presentation of cata in 
a format amenable to accurate assimilation by other researchers. Detailed 
presentations include data tabulations in both printed and computer readable (magnetic 
disk) formats, and graphical plots. 
Laboratory experiments were undertaken in open compound channels of asymmetrical 
section, under conditions of uniform flow. Two channel configurations were examined: a 
rectangular compound channel; and a trapezoidal compound channel (sloping bed 
between main channel and flood plain). Wide channel geometries were selected for both 
channel configurations so as to support the development of near two-dimensional flow 
conditions adjacent both sides of the interaction region. Experimental measurements 
were taken over wide ranges of discharge and flood plain roughness conditions. A 
constant bed slope was maintained throughout. Principal measurements from each 
experimental run comprised high resolution boundary shear stress and velocity field 
distributions. 
The object of theoretical investigations was the development of a mathematical model 
for the prediction of two-dimensional open channel hydraulic characteristics in a 
manner suited to the requirements of practical engineering application. The res jlting 
model (GENFL02D) is based around an analytical solution of the depth averaged 
Navier-Stokes equation, in conjunction with a turbulence model using Prandtl's mixing 
length theory. The model may be applied to situations of known geometry and boundary 
roughness (using true two-dimensional roughness values) without calibration, end is 
shown to be well suited to both laboratory and field application. Fundamental model 
assumptions are that flow is straight uniform and that the influence of secondary flow 
is small. 
Ancillary investigation items include: verification of the Preston tube for measurement 
of boundary shear stress; development of an alternative boundary shear :;tress 
measurement probe (the RPT); development of a computer based Automatic Control And 
Data Acquisition System (ACDAS) for probe positioning and data logging application; 
development of a general resistance transition function for application to artificial strip 
roughness; derivation of two-dimensional roughness calibration values for artificial 
strip roughness elements in conjunction with the development of an improved sidti-wall 
correction technique; and measurement and correction for non-hydrostatic pressure field 
distributions. 
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1.        INTRODUCTION 
The study of open channel flow in Civil Engineering investigations covers a broad 
spectrum of activities, with key areas including: 
• the rating of waterway cross-sections for flow measurement purposes; 
• the behaviour of rivers in times of flood, the design of appropriate flood 
mitigation schemes, and the assessment of the potential impact on flood 
characteristics by a proposed development; 
• the estimation of sedimentation transport rates (both longitudinally and 
laterally, and associated assessment of scour and deposition potential i; and 
• pollution transport. 
The cross-section of waterways usually encountered in connection with these ex(?rcises 
are usually complex in nature, supporting both non-uniform geometry and bed roughness. 
A classic example of a complex channel is that of the two-stage or compound channel, 
which comprises a deep main channel bounded by shallow flood plains. In this 
situation the lateral variation in flow depth between main channel and flood plain is 
usually quite rapid. Flood plain roughness is also generally greater than that of the 
main channel and this combined with slow and shallow flood plain flows leads to the 
retardance of main channel flow. The associated velocity difference results in ateral 
transfer of momentum from main channel to flood plain which is manifested by c bank 
of vertically aligned vortices centred above, and running parallel with, the interface 
region (Zheleznyakov [1965,19711, Sellin [1964]). This interaction mechanism car have 
significant impact on primary waterway characteristics which include: the stage- 
discharge relationship; and distributions of velocity, boundary shear, and turbuler ce. 
Various techniques have been devised for calculating the discharge in a compound 
channel, with the most commonly used approaches based around dividing the cross- 
section into a number of homogeneous sub-areas. The discharges for each sub-ar^a are 
then individually calculated on the basis of tacit assumptions about the influeiice of 
any turbulent shear which may act over sub-area interfaces, and then summed to give 
the overall waterway discharge (Posey [1967], Wormleaton et al [1982], Knighl et al 
[1984]). These techniques have however been found to be largely inappropriate for 
compound channel applications and attention has therefore been focused on the n2ed to 
understand those mechanisms which control the transfer of momentum between main 
channel and flood plain. 
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In recent years, much experimental research has been undertaken into both compound 
channel flov/^ and the structure of turbulence^ . This work has provided the basis for 
the formulation of a number of empirical formulae for the prediction of stage-discharge 
relationships, average boundary shear stress on various boundary elements, and 
apparent shear forces on imaginary channel interfaces for both rectangular and 
compound channels (Wormleaton et al [1982], and Knight & Hamed [1984]). 
Rapid progress has also been made in predicting the structure of turbulence in compound 
channels using a number of numerical models^, in particular the: two-dimensional k-z 
turbulence models of Keller & Rodi [1984] and Pasche et al [1985]; two-dimension 
analytical model of Shiono & Knight [1988]; and three-dimensional algebraic stress 
model of Krishnappan & Lau [1986]. 
Despite these advances no relatively simple and reliable technique had been 
developed which was suited to practical engineering application. Further 
investigations into flow structure and lateral momentum transfer were required and 
considerable reliance therefore placed on well focussed laboratory investigations 
(Bhowmik & Demissie [1982]). 
This Thesis presents research which has been directed toward improving the current 
understanding of hydraulic characteristics in channels of complex section. The primary 
objective of research was the acquisition and presentation of a comprehensive set of 
detailed, accurate and reliable experimental data from selected compound channel 
configurations. As such, this information serves to contribute to the existing compound 
:-annel data-base, which is accumulating within the international research community, 
and in doing so provide a valuable reference source for others. In addition, work has 
also been undertaken toward the development of a mathematical model to satisfy 
practical engineering requirements. Insight into the structure of compound channel flow. 
Elsawy & Crory [1978], Ghosh & Jena [1971], Keller & Wong [1985], Knight & 
Demetriou [1983], Knight, Demetriou and Hamed [1984], Myers & Elsawy [1975], 
Myers  [1978], Noutsopoulos  &  Hadjipanos  [1983],  Rajaratnam  &  Ahmadi 
[1979,1981], SelHn [1964], Wormleaton, Allen & Hadjipanos [1982], Wright & 
Carstens [1970], and Yen & Overton [1973]. 
Elsawy et al [1983], Nezu & Rodi [1986], Prinos et al [1985,1988], Shiono & Knight 
[1989], Townsend [1968], and West et al [1986]. 
ASCE Task Committee on Turbulence Models in Hydraulic Computations [Parts I- 
V,1988]. 
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obtained from the research experiments, was used to support both the inceptitDn and 
development of this model and it's verification. 
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Research investigations were directed toward the structure of turbulent flow abcut the 
interaction region^ of a compound channel waterway. This was undertaken through 
laboratory experiments with the major objective being the acquisition of a 
comprehensive set of high quality data covering a clearly identified parameter range. 
The experimental investigations were undertaken in the following stages: 
i.        instrument development and calibration, construction of apparatus; 
i i.      experimental measurements; and 
iii.     review and analysis of data. 
Experimental measurements were taken from three channel cross-sections: 
• rectangular; 
• rectangular compound; and 
• trapezoidal compound. 
Cross-sections were designed to promote the development of two-dimensional ([2D]) 
flow away from the side walls of the channel. This 'wide channel' flow characteristic 
is of considerable interest to compound channel investigations as it promotes the 
development of flow characteristics about the interaction region which are relatively 
free from external (side wall) boundary condition influences. 
Rectangular channel experiments were used for both calibration purposes and 
investigations into boundary generated shear turbulence. Rectangular compound and 
trapezoidal compound channel experiments were directed toward de:ailed 
investigations into: 
• velocity distributions; 
• boundary shear stress distributions; 
• boundary generated shear turbulence; and 
• free shear turbulence. 
The interaction region refers to a width of channel, located about th^ bed 
transition from main channel to flood plain, over which there occurs lateral 
transfer of momentum associated with steep lateral velocity gradients 
(Zheleznyakov [1965,1971]). 
SCOPE OF RESEARCH 
All experiments were undertaken with uniform flow conditions and detailed 
measurements taken from only one section located approximately mid-way along the 
length of the channel. 
Parameter variation, for all channel cross-section types, comprised both flow depth and 
bed roughness. Boundary roughening was applied to only the flood plain in compound 
channel runs. 
Analysis and review of experimental data included both a qualitative appraisal of 
turbulent flow structure and assessment of empirical techniques supporting the 
prediction of compound channel discharge distribution. 
The performance of an analytical solution to a depth averaged form of the Navier- 
Stokes equation (Shiono & Knight [1988]) was examined and enhancements implemented 
so as to meet the requirements of practical engineering application. 
Notable areas of ancillary investigation which were associated with the identified 
scope of work included: 
verification of the Preston tube for boundary shear stress measurement; 
development and calibration of the Roving Preston tube (RPT); 
hydraulically smooth rectangular channel friction factors; 
hydraulic resistance of artificial strip roughness; and 
computer controlled automatic data acquisition. 
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Design and Construction of the Research Channel 
Development and Calibration of Measuring Instrumentation 
Calibration of Artificial Strip Roughness Elements 
Experimental Procedure 
Data Reduction 
Review of Results 
Mathematical Model Development and Application 
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The overall research program comprised a number of phases, summarized as follov^s: 
design and construction of the Research Channel; 
development and calibration of measuring instrumentation; 
calibration of artificial strip roughness elements; 
undertaking of experiments; 
data reduction; 
review of results; and 
mathematical model development and application. 
Details of the experimental methodology are described under the following headings. 
Design and Construction of the Research Channel. Principal design requirements 
for the Research Channel were: 
• the development of uniform flow at the measuring station; 
• 'wide channel' hydraulic characteristics; and 
• flow conditions should include hydraulically smooth flow. 
These requirements imposed restrictions on both geometrical characteristics and 
material properties of the research channel apparatus. These included: research 
channel cross-section geometry and length; measuring station location; tail-water 
control; construction tolerances; channel support (live-load deflections); lining material; 
and expansion and contraction joints. 
Details of this apparatus are presented in §4. 
Development and Calibration of Measuring Instrumentation.   Experimental 
measurements included: boundary shear stress and velocity field distributions; total 
discharge; flow depth; and water temperature. 
All instrumentation, with the exception of that for water temperature measurement 
(standard mercury thermometer), were subject to thorough calibration and/or 
verification. 
13 
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Boundary shear stress and velocity measurenients were made using a pitot type tube in 
conjunction with the following techniques: 
• Preston's technique, in conjunction with Patel's calibration relationships, for 
boundary shear stress measurements; and 
• the Total Head tube technique for velocity measurements. 
Verification of Patel's calibration functions for the Preston tube was undertaken in both 
air (pipe flow) and open channel flow, with specific attention paid to application over 
the entire wetted perimeter. Open channel work was undertaken in two channels: the 
Calibration Channel (smooth and relatively narrow); and the Research Channel 
(smooth and wide). Investigations also covered the development of a Roving Preston 
tube (RPT) in which a wake pressure replaces the static pressure reference. Calibration 
relationships for the RPT were derived in conjunction with Preston tube verification 
experiments. 
Verification of Total Head tube operation was undertaken in open channel tlow only. 
Differential pressures from pitot tubes were measured using solid-state electrical 
pressure transducers. These differential pressures were usually small and accurate 
transducer calibration was necessary. Signals from transducers were sampled and 
converted into digital values (ATD, Analog to Digital conversion) using micro-computer 
interface hardware (also subject to calibration verification). 
Detailed boundary shear stress and velocity measurements were made for all 
experimental runs. To meet accuracy requirements a dedicated micro-computer based 
system was designed, constructed and programmed: ACDAS (Automatic Control & Data 
Acquisition System). This system included automatic functions for: accurate probe 
positioning; and data sampling and logging. 
A volumetric measuring basin was used for discharge measurements in the Calibration 
Channel, and bend-meter readings taken as a check against gross errors. Discharge 
measurements in the Research Channel were made using a V-notch weir (low to 
moderate flow rates) and a Dall tube (moderate to high flow rates). Calibration of the 
V-notch weir was made against a volumetric basin. The Dall tube was calibrated 
against the V-notch weir for moderate flow rates, and volumetric/mass balance 
calculations for high flow rates. Volumetric basins were calibrated against both 
geometrical and water mass measurements (incremental filling). 
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gauges in the Calibration Channel, and with manometers (referenced to local cliannel 
bed levels) in the Research Channel. 
Details associated with the development of measurement instruments and their 
calibration are presented in §5. 
Calibration of Artificial Strip Roughness Elements. The     compound     channel 
research programme included variation of flood plain roughness to produce a range of 
flood plain to main channel Manning's n ratios (n^ = njp/rimc) from approximately 1.0 to 
2.5. This was achieved using thin aluminium strips fixed to the bed of the flood plain. 
These strips were aligned orthogonally to the channel centreline and regularly soaced 
over the full channel length. Roughness was varied by changing the strip spacing, X. 
A Darcy-Weisbach friction factor (/) resistance function (Macintosh-White^ functio n) for 
use with the strip roughness elements was obtained through calibration. This exercise 
was undertaken in the rectangular research channel and covered wide ranges of both X 
and flow depth. Suitable corrections were included to account for side wall effects and 
datum shift, thereby presenting calibration in the context of a standard [2D] flow 
regime. 
Details associated with strip roughness calibration, in conjunction with ancillary 
friction related investigations, are presented in §6. 
In his work on pipe friction factors Colebrook [1939] credited CM. White for his 
formulation of a transition function between hydraulically smooth to completely 
rough flow. This same function is implemented in the resistance function adapted 
by the author to open channel flow. 
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Experimental Procedure. Experimental runs were undertaken in the rectangular, 
rectangular compound, and trapezoidal compound research channels. A range of flow 
depths and flood plain roughnesses were investigated for each channel type. 
All measurements were taken under uniform flow conditions. Measurements of boundary 
shear stress distribution, velocity field, total discharge, flow depth, and water 
temperature were made. 
Boundary shear stress and velocity field measurements were taken at a single section 
(measuring station). These were done automatically using the ACDAS apparatus. Total 
discharge, longitudinal water surface profile, and water temperature measurements 
were frequently made throughout each run. Flow depth at the measuring station was 
computed from longitudinal profile (uniform flow) measurements. 
Complete details of the experimental schedule and measurement techniques are 
presented in §7. 
Data Reduction. Data reduction procedures were applied to the data (boundary 
shear stress and velocity). The main steps associated with this reduction process are 
summarized as follows: 
1) conversion of logged data (voltage readings from pressure transducers) into 
raw differential pressures; 
2) adjustments for shift in transducer zero; 
3) static pressure correction; 
4) conversion of adjusted differential pressures into boundary shear stress and 
velocity values using appropriate calibration relationships; 
5) evaluation  of  lateral  distributions  of:  boundary  shear  stress;  depth 
averaged velocity; and depth averaged turbulent shear stress; and 
6) evaluation of velocity contour diagrams. 
Other data reduction items included: uniform flow depth from longitudinal water 
surface profile measurements; kinematic water viscosity from temperature; and total 
discharge from V-notch and/or Dall tube readings. Average values from multiple point 
measurements were adopted. 
Details associated with the data reduction process are presented in §8. 
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Review of Results. Review of experimental results considers both qualitati^^e and 
quantitative aspects of flow characteristics. Qualitative appraisals are directed 
toward key characteristics of flow structure, while quantitative appraisal are directed 
at associated hydraulic characteristics. 
Specific topics covered include: 
boundary generated shear turbulence; 
free shear turbulence; 
secondary flow; 
the static pressure field; 
stage discharge characteristics; 
boundary shear distribution; and 
discharge distribution. 
These details are presented in §9. 
Mathematical Model Development and Application. Mathematical mod(jlling 
investigations were centred around an analytical solution to a depth averaged form of 
the Navier-Stokes equation as presented by Shiono & Knight [1988]. This [2D] 
analytical solution was presented in conjunction with a dimensionless Eddy Viscosity 
function. 
Review of this model revealed certain restrictions and an enhanced model (GENFL02D 
- General Two Dimensional Flow Model) that does not have these restrictions was 
developed. Performance of GENFL02D is presented through direct comparison between 
uncalibrated model predictions and experimental results from all experimental runs. 
These comparisons comprise: 
• stage height as a function of total discharge; 
• boundary shear stress distribution; and 
• depth averaged velocity distribution. 
Practical application of the model to actual river gauging data is also presented. 
Theory and application details are presented in §10. 
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Three conduit systems were used in connection with the research programme: 
I. the Circular Conduit (air); 
II. the Calibration Channel (water); and 
III. the Research Channel (water). 
The first two systems were principally used for verification of the Preston tube 
technique and RPT calibration. As noted above, air flow was used in the Cir:ular 
Conduit. The Calibration Channel was open and rectangular in cross-section. 
The Research Channel supported three alternative open channel cross-sect onal 
configurations: rectangular; rectangular compound; and trapezoidal compound. The 
rectangular channel configuration was primarily used for the calibration of artificial 
strip roughness elements and verification of measuring apparatus. Primary research 
activities were directed toward flows in the compound channel cross-sect onal 
configurations. 
4.1. THE CIRCULAR CONDUIT SYSTEM 
4.1.1.       General Arrangement 
The general arrangement of the Circular Conduit apparatus is shown in Figure 4.1. It 
comprised an 80mm nominal bore PVC pipe approximately 11 m in length which was 
open to the atmosphere at one end and connected to an electrically driven centrifugal 
suction pump at the other. Flow was controlled by means of an adjustable orifice plate 
mounted on the discharge side of the pump. A 'honey comb' mesh was fitted within the 
inlet transition of the conduit so as to enhance the development of turbulent flow. 
Particular attention was paid to ensuring accurate alignment of individual conduit 
segments as previous researchers had shown such connections to be potential sources of 
experimental error (Patel [1965]). 
A measuring station was located at approximately 10.4m downstream from the in.et. A 
guide assembly located at this station accepted measurement probes and sealed ever a 
narrow longitudinal access slot in the top of the conduit. Details of this assembly are 
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presented in Figure 4.2. A graduated scale on the guide permitted accurate radial 
positioning of the probe within the conduit to support measurement of both velocity 
profile and boundary shear stress. 
Legend: 
Tapping No. 6 
j     Top/Bottom Tapping 
O   Front Tapping 
X    Rear Tapping 
Note: All dimensions in mm 
RPT Guide Assembly 
(see Figure 4.2 for details) 
14 
2Z 
13 
16 
12 11 
15 
116 154 [     4415   j,   1412   j,525 ^521 ^ 785 ^833 ^ 827 ^ 802 ^ j 
FIGURE 4.1. — Circular Conduit - General Arrangement 
Stagnation 
Pressure Tapping 
I    G uide Assembly 1 Y 
Front/Rear Wall 
Static Pressure Tappings 
FLOW 
125mm 
"Wake" 
Pressure Tapping 
Guide Lock Screw 
Vernier Scale 
^ 
78.8mm diameter 
201mm 
FIGURE 4.2. -- The Measuring Station Guide Assembly 
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4.1.2.       Instrumentation 
Instrumentation of the apparatus allowed measurement of both boundary shear stress 
and velocity profile at the measuring station, and the longitudinal static pressure 
profile. Standard laboratory instruments were used to measure ancillary items su :h as 
air pressure and temperature (both inside and outside the conduit). 
Static Pressure Tappings. A total of fourteen individual pressure tappings were 
installed over the length of the conduit (Figure 4.1.). These extended from the test 
section (chainage 0.0m) upstream to approximately chainage 6.0m. Two diametrically 
positioned 'static' (wall) tappings were also installed adjacent the centreline o' the 
measuring station. 
Pitot Tube. Both boundary shear stress and velocity measurements were made using a 
type of pitot tube. This probe is shown in Figure 4.3 and is referred to as a Re ving 
Preston tube (RPT). As indicated in the figure it comprises two stainless steel pressure 
tubes: a 'dynamic' pressure tube with a 20mm upstream projection; and a 'wake' pressure 
tube directed toward the boundary surface with a 1mm clearance. The two tubes were 
epoxied together and fixed into a 10mm diameter hollow guide stem to suii the 
measuring station guide assembly. 
Application of the probe required measurement of 'dynamic', 'wake', and local static 
pressures. Details associated with probe development, calibration, and techniqu(j are 
presented in §5. 
Pressure Measurement. As shown in Figure 4.1, the experimental apparatus included 
a total of sixteen pressure tappings (fourteen 'static' wall tappings and two pitot tube 
pressure tappings). These were all connected via a 48-way pressure switch to a single 
electrical pressure transducer (Micromanometer MDC Type FCOOl, Furness Coiitrols 
Limited). Transducer signal output vbltages were displayed on a digital voltmeter 
(DISA Type 55D31). This equipment gave a full scale pressure reading (1 vo t) of 
lOOOPa, to a IPa resolution. All pressures were measured relative to atmospheric. 
Details associated with transducer calibration are presented in §5. 
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"mm^ 
Side View 
i 
V< 
Front View 
FIGURE 4.3. — The Roving Preston Tube Type B:2.0 
4.2. THE CALIBRATION CHANNEL SYSTEM 
4.2.1.       General Arrangement 
The calibration channel was 20m long and had a uniform section 250mm wide and 
270mm deep^ Figure 4.4. Both walls and bed were made from glass sheet. The channel 
was supported on an elevated steel truss which principally spanned between main 
supports located at the upstream end and 14m downstream. Intermediate adjustable 
props were positioned over the entire length of the channel to ensure vertical rigidity 
under all loading conditions. 
The channel was adjusted to a uniform slope of 0.001. Levelling apparatus comprised 
water filled tubing, running the entire length of the channel, into which vertical stand 
pipes were connected at Im intervals. Scales fixed to the channel at each stand pipe 
location permitted measurement of channel invert, with respect to a common water 
surface datum, to a vertical accuracy of ±0.5mm. 
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FIGURE 4.4. — Calibration Channel - General Arrangement 
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Regulated flows were supplied from a constant head tank feeding an inlet transition to 
the channel. Flows were controlled by a remotely operated 'butterfly' valve mounted on 
the head tank discharge line. 
Tailwater levels were controlled with an adjustable 'rotating plate' type overflow weir 
which was fixed (hinged) to the invert of the channel. This weir was removable, and 
under low flow conditions was replaced with a 'broad crested' type weir formed from 
stacked galvanized steel plates (combinations of either 0.69mm and 1.33mm in 
thickness), 
A measuring station was located at approximately 6.3m upstream from the channel 
outlet. Figure 4.4. 
4.2.2.      Instrumentation 
Experimental measurements comprised pitot tube differential pressure (boundary shear 
stress), pitot tube location, longitudinal water surface profile, total discharge, and 
temperature (water and air). 
Static Pressure Tappings. Three 'static' bed tappings were installed across the bed of 
the channel at the measuring station: one centrally located and the other two 
symmetrically offset by 95mm. 
Pitot Tubes. Boundary shear stress measurements were made using an RPT probe. 
Preliminai-y trials using the Type B:2.0 RPT revealed it as being prone to vibration and 
a new type with a stiffer stem was therefore developed (Type C:1.6). Characteristic 
dimensions of this probe are identical to those of the Type B version with the exception 
of a decreased tube diameter (1.62mm). Details are shown in Figure 4.5. Three 
variations of the Type C RPT are required for measurement in rectangular channels and 
are referred to as: Type C:1.6(l), Type C:1.6(r), and Type C:1.6(c), for application to left 
wall, right wall, and bed (centre) surfaces respectively. 
RPTs were fitted into a guide trolley which was mounted on instrument rails positioned 
across the channel at the measuring station. Scales were fixed to the trolley which 
permitted accurate RPT positioning to any location on the wetted perimeter. 
26 
THE CALIBRATION CHANNEL SYSTEM 
-)5— 
"Dynamic" Pressure Tapping 
"Wake" Pressure Tapping } 
r Guide Tube    j 
g 
JA 
I4J 
20 + ,0 clear /TV 
Soldered fine 
wire binding 
Boundary 
Surface 
V Vs- HH 20 ^ 45 
—3^ 
— Y<r 
C IS B 
Side View Front View 
RPTTypeC1.6(c) 
MM 
Side View Front View 
KPT Type C1.6(r)    [Cl .6(1) opposite] 
FIGURE 4.5. — The Roving Preston Tube Type C:1.6 
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Pressure Measurement. Pressures from RPT and 'static' bed tappings were recorded 
using computer controlled data logging apparatus. This apparatus comprised: a micro- 
computer (IBM-PC compatible) fitted with a Burr-Brown carrier board (PCI-20041C) and 
analog to digital interface module (PCI-20005M); two electrical pressure transducers 
(Micro-Switch 160PC Series); and a valve board which allowed transducer connection to 
pressure ports of both Preston tube and RPT. A schematic diagram showing apparatus 
configuration is presented in Figure 4.6. 
Custom software was developed for automatic computer controlled logging of time 
averaged data. Real-time data processing techniques were implemented within the 
control algorithm to control continuous logging of data until predefined statistical 
specifications had been achieved. Logged data included both transducer excitation and 
signal output voltages. 
A description of data logging instrumentation and associated software is in §5. 
Flow Depth. Longitudinal flow depths were measured using rail mounted pointer 
gauges positioned over the centreline of the channel. Although these gauges were fitted 
with vernier scales (0.1mm sub-division) their practical accuracy was to the order of 
±0.25mm. 
Discharge. Two flow measurement devices were installed within the water circuit of 
the calibration channel: 
• bend meter; and 
• volumetric measuring basin. 
The bend meter was installed in the discharge line from the constant head tank. The 
accuracy of this meter was not considered acceptable for calibration experiments and 
readings were therefore used only for coarse flow adjustment. 
Accurate flow rates were measured volumetrically using a measuring basin fitted below 
the outlet of the channel. Accumulation of water within the basin was controlled with 
a valve installed in the base of the basin wall. Two pointer gauges were positioned 
over internally located 'stilling wells'. Pointer gauges were used to define 'low' and 
'high' water levels associated with predefined storage basin volumes. Baffle devices 
were also installed within the basin to stabilize the water surface. The basin had a 
capacity of approximately 1600L, and it's stage height to volume relationship 
determined through calibration. 
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Pressure Tapping 
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Pressure Tapping 
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Legend: 
IX Ball Valve 
I Signal Cable 
«  Pressure Tubing 
FIGURE 4.6. — Schematic of Pressure Measuring Instrumentation 
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4.3. THE RESEARCH CHANNEL SYSTEM 
4.3.1.       General Arrangement 
The general arrangement of the research channel is shown in Figure 4.7. It comprised a 
25m long elevated tubular steel truss principally spanning between hinged joints located 
at the upstream end and approximately 15.3m downstream. Intermediate props were 
also positioned at approximately 4m centres over the length of the channel to ensure 
vertical rigidity against live loading. Perspex channel linings were fitted into a 
marine-ply support box which itself was fitted to the top chord of the truss, Figure 4.8. 
Support boxes were manufactured in 2.4m long units and installed with a small gap 
between adjacent units to accommodate differential thermal movements. 
The levelling apparatus installed on the channel was similar to that used for the 
calibration channel and comprised water filled tubing running the full length, and both 
sides of the channel. Stand-pipes were connected to the tubing and fixed to both sides of 
each support box at their up and downstream ends. Scales fitted to the stand pipes 
permitted measurement of channel invert, with respect to a common water surface 
datum, to a vertical accuracy of ±0.5mm. The channel was set at a uniform slope of 
0.001 for all experimental runs. 
Regulated flows were supplied to the channel by a variable speed axial flow pump 
mounted in the sump of the system's return water circuit. Constant water levels were 
maintained in the sump by way of a trickle inflow and 'cup' overflow arrangement. 
Tailwater levels in the channel were controlled using an adjustable free overflow sluice 
gate. 
The measuring station was located approximately mid-way along the channel (12.38m 
downstream from the inlet). 
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FIGURE 4.7. — Research Channel - General Arrangement 
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FIGURE 4.8. — Research Channel - Support Box and Lining 
4.3.2.       Channel Lining Units 
Three alternative lining configurations were installed within the plywood support box: 
• plain rectangular; 
• rectangular compound; and 
• trapezoidal compound. 
As noted in §3, selection of appropriate channel lining configurations took into 
consideration a number of items which included: the development of uniform flow at 
the measuring station; supf)ort of 'wide channel' (or [2D]) flow away from channel side 
walls; and the ability to sustain hydraulically smooth flow. 
In addition to these items consideration was also given to basic geometrical limitations 
associated with the research channel's support truss and plywood support box: 
maximumi length of 24.4m and top width of 1.1m, 
Compliance with hydraulically smooth and flow development requirements were 
readily achieved with: the use of perspex sheeting (4.5mm thickness) as lining 
material; and the locating of the measuring station at approximately mid-way along 
the channel (12.38m downstream from the inlet) which, under maximum flow conditions 
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(depth of 110mm) provided an acceptable development length ratio^ (length dividend by 
depth) of approximately 110. 
The development of [2D] flow away from channel side walls was however subject to a 
number of conflicting requirements: 
minimising flow depth to promote [2D] flow (guidance taken from Kni^;ht & 
Macdonald [1979]); 
• maximising flow depth to reduce the influence of construction tolercinces 
(±0.5mm); 
• limit the minimum flow depth in accordance with Preston tube restrictions 
(Patel [1965] suggested a minimum flow depth of 5 times the probe 
diameter, or 8mm for the Type C RPT); and 
• maximise boundary shear stress to reduce the influence of pressure 
measurement errors (differential pressures could be accurately measurijd to 
±3Pa, which nominally translates to a boundary shear stress error of 
iO.OlPa); 
Unfortunately practical considerations dictated compromise with priority given to 
boundary shear stress measurement accuracy. Adopted geometrical details for each 
cross-sectional configuration are presented in Figure 4.9. 
The perspex lining was constructed in 2.4m long segments. Each segment comprised three 
units: 
I the main rectangular unit; 
II the flood plain insert unit; and 
III the side-slope insert unit. 
Thus the rectangular and trapezoidal compound channel shapes were created bv the 
addition of segment units II and III to unit I (Figure 4.9). 
The main rectangular units were installed by simply placing them into the ply\vood 
support box. Side walls were supported from support box walls with foam packing. 
Cross braces were also provided at 1.2m centres. A stiffening grid was glued to the 
underside of the lining so as to ensure a flat bed. Special joints were installed between 
each segment to accommodate differential thermal movement. These joints were scaled 
For turbulent flow in smooth pipes a maximum development length ratio of 50 is 
typical (Massey [1970]). 
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with a low modulus silicone compound and trimmed flush to the channel surface. The 
upstream segmient was joined to the inlet transition and the downstream segment fixed 
to the overflow^ sluice-weir frame. The air space between lining and support box was 
left open to the atmosphere. 
When required, the flood plain and side slope segment units were fixed to the main 
channel lining with silicone sealant. Care was taken to ensure that movement joints 
between units lined up with those of the main lining. Unit voids were vented to the 
atmosphere. 
150 
1065mm -*j 
-(Unit Type i~^ 
Rectangular Channel 
625mm 440mm 
55mm L 
Rectangular Compound Channel 
110   I 
mm 
55mm 
{Unit Type II J 
-(Unit Type llF) 
Trapezoidal Compound Channel 
FIGURE 4.9. — Research Channel - Cross-section Geometry 
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4.3.3.       Instrumentation 
Primary research channel instrumentation permitted measurement of boundary shear 
stress distribution, velocity field, total discharge, and longitudinal water surface 
profile. 
Static Pressure Tappings. Static pressure tappings were used for the purpose of 
measuring flow depths (at the main measuring station) and as a pressure reference for 
both Preston tube and velocity head measurements. They were fitted by glueing a 
tapping stud onto the underside of the channel lining, and then drilling a 1.0mm 
diameter hole perpendicularly through the lining at the stud location. Care was aken 
to ensure no burrs remained around the hole. Tappings were installed in groups v/hich 
were spaced over the entire length of the channel. Tappings in each group were aligned 
transversely across the bed of the channel. 
Each depth measuring station comprised four individual tappings connected to a con\mon 
manifold which was inturn connected to a large bore glass manometer fixed to the side 
of the channel. Depth measuring stations were spaced at 1.2 m intervals alonjj the 
entire length of the channel. 
Groups of eight static pressure tappings were installed at ±100 mm either side cf the 
main measuring station location. Each set was manifolded to it's own manometer for 
flow depth measurement, and also into the valve junction board to which pressure 
transducers were connected. 
The plan locations of static tappings for both the standard and measuring station lining 
segments are presented in Figure 4.10. 
Pitot Tubes. The Type C set of RPTs were used for both boundary shear stresi; and 
velocity measurements at the measuring station. Boundary shear stress values were 
measured through appHcation of the RPT (Type C:1.6(l), C:1.6(c), & C:1.6(r) as 
appropriate) as a Preston tube ('wake' tapping not used). Velocity values were 
measured by applying the RPT (Type C:1.6(c)) as a total head tube. Both techniques 
required measurement of the differential pressure taken between the 'dynamic' port of 
the RPT and average static bed pressure (bed tapping manifold) from the two measuring 
station tapping groups. 
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The RPTs were accurately positioned, both on the channel boundary and within the 
flow field, using the ACDAS apparatus. 
I 
Measuring Station^ 
Centre-line 
.3® 100 L  265 .3® 100. mm 
o - k 
i 
no 
^215   1^   335 
mm   mm mm mm    mm 
1065mm ^ 
Standard Segment Measuring Station Segment 
FIGURE 4.10. -- Static Pressure Tapping Locations 
Pressure Measurement. RPT and static bed pressures were measured using electrical 
pressure transducers (Micro-Switch 160PC Series) connected to the ACDAS apparatus. 
The transducers were mounted on the same valve board used for Calibration Channel 
experiments and permitted a variety of connection combinations. Figure 4.6. The ACDAS 
apparatus is described in §5.5. 
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Flow Depth.    Longitudinal flow depths were measured using manifolded static pr<?ssure 
manometer readings (previously detailed in the Static Pressure Tappings section). 
Discharge. Three flow measuring devices were installed within the return water 
circuit of the research channel: 
• volumetric measuring basin; 
• V-notch weir; and 
• Dall tube. 
The volumetric flow measuring basin was formed by installing a bulk head within the 
return water channel. Figure 4.7. A number of large diameter valve were fitted along 
the base of the bulk head to control basin outflow. Two pointer gauges were used to 
define basin 'low' and 'high' water levels. These gauges were installed within 'slilling 
wells' located within the basin. The basin was operated by recording the time tal<en to 
fill ('low' to 'high') following valve closure. Unfortunately, operation of the basin 
resulted in the interception of flow to the pump sump and the resulting lowering in 
sump water level caused an associated reduction in pumping rate. Under these 
circumstances, measuring basin flow rate measurements therefore represented a time 
averaged discharge over the testing period. This being the case, the measuring basin 
was only utilized during controlled calibration exercises for the V-notch and Dall tube 
devices. 
The V-notch weir was designed to measure low to medium flow rates. Details are 
presented in Figure 4.11. The weir was manufactured in accordance with the 
specifications of British Standard 3680: Methods of Measurement of Liquid Flow in Open 
Channels. Unfortunately operational requirements precluded it's installation in 
complete accordance with the standard: 
• an installed  vertex height of 0.15m,  which was 0.3m less than  the 
minimum stipulated in BS 3680. 
This non-compliance rendered standard discharge coefficients as inapplicable; and 
calibration was therefore deemed necessary (§5.6). Flow depths over the vertex of the 
V-notch were measured with a pointer gauge installed within a 'stilling well' 
positioned upstream of the weir. 
The Dall tube was installed in the discharge line of the pump, (Figure 4.7), and 
intended for medium to high flow rate measurement. It was a 'Contour Fixed Bore' type 
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manufactured by Kent Instruments. It had a throat bore to area ratio of 0.47 (Ratio 'Z') 
and a nominal diameter of 300mm. Dall tube differential pressures were measured using 
a differential air-water manometer. General specifications of the instrument are 
presented in Kent Instruments publication: A3-SS301, July, 1982. An independent check 
on the Manufacturer supplied calibration function was undertaken and is presented in 
§5.6. 
i^301mm^,^ 608mm        ,,, 301mm., r T T n 
457mm 
304mm 
153mm 
1210mm 
FIGURE 4.11. — V-notch Measuring Weir 
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5.1. BOUNDARY SHEAR STRESS MEASUREMENT 
5.1.1.      Introduction 
Preston [1954] developed a simple technique for measuring local shear on srrooth 
surfaces in a turbulent boundary layer using a pitot tube placed in contact witli the 
surface. This method is based on the assumption of an inner law (law-of-the-ivall) 
relating the boundary shear stress to the velocity distribution near the wall. Usin;^ the 
pressure drop in a circular conduit to calibrate the instrument, Preston obtcined 
equations relating shear to the difference between 'dynamic' (pitot tube) and 'static' 
pressure readings. 
Ensuing research by Bradshaw & Gregory [1959], Smith & Walker [1958] and Head & 
Rechenberg [1962] cast doubt on the applicability and accuracy of Preston's methcd. In 
response, Patel [1965] undertook further experiments to produce a reliable and definitive 
calibration curve to replace that developed by Preston. Additional supportive research 
concerning rough surface shear measurement was also undertaken by Hwang and 
Laursen [1963]. 
Since then much research'' has been undertaken using Preston's technique in both smooth 
and rough open channel applications. Much of this research has generally been 
concerned with measurements confined to a single measuring station. In such situa tions 
application of the Preston tube therefore necessitated installation of static pressure 
tappings about the wetted perimeter of the section at the measuring station. Ghcsh & 
Roy [1970] partially overcame this restriction with the use of a 'static tube' to replace 
external pressure tappings. Their technique required that the static tube' be posit: oned 
separately from the Preston tube. Unfortunately this approach tended to mak^ the 
measurement process somewhat cumbersome, and occasionally led to the introduction of 
unquantifiable inaccuracies. 
A small selection of researchers who have utilized the technique include: Gruff 
[1965], Rajaratnam & Muralidhar [1969], Ghosh & Roy [1970], Ghosh & Jena 
[1971], Myers & Elsawy [1975], Wormleaton et.al. [1980], Gessner & Emery [1981], 
Knight [1981], Knight & Demetriou [1983], Baird & Ervine[1984], Knight & Patel 
[1985], and Pasche & Rouve [1985]. 
41 
INSTRUMENT DEVELOPMENT & CALIBRATION 
In recognition of the merits associated Ghosh & Roy's approach investigations were 
undertaken to develop an adaptation of the Preston tube which supported both ease of 
application and reliability. The resulting probe is referred to as a Roving Preston Tube, 
or RPT, and is described in §4. Associated experimental investigations into boundary 
shear stress measuring techniques were directed as follows: 
I. verification of Patel's [19651 calibration relationships; and 
II. development and calibration of the Roving Preston Tube. 
Details are presented in the following sub-sections. Reference may also be made to 
Isaacs & Macintosh [1988] for additional information. 
5.1.2.       The Preston Tube Technique 
Preston   [1954]   presented  a  non-dimensional  relationship between  Preston  tube 
differential pressure and boundary shear stress of the form: 
4pv'^ = / 
f 2^ App d 
4pv'= 
(5.1) 
where: To is shear stress; d is outside diameter of the pitot tube ('dynamic' port); p is 
density of water; v is kinematic viscosity; App is Preston tube differential pressure 
(difference between 'dynamic' and 'static' pressures); and / is a calibration function 
determined from measurements in fully developed pipe flow. 
Patel [1965] conducted calibration experiments using three different pipes with nominal 
bores of approximately 12.5mm, 50mm and 200mm, and fourteen Preston tubes with 
outside diameters ranging from 0.6mm to 12.6mm. His experiments showed close 
agreement between calibration in the three pipes, and also that data obtained from the 
various tubes all fell on a single curve. This implied a unique / function and an 
identical law-of-the-wall for all three pipes. 
Patel's calibration results, although in reasonable agreement with Preston's, did not 
produce a linear relationship as concluded by Preston. Patel therefore produced three 
equations which covered the range 0.0 < y* < 5.3: 
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• for y* < 1.5, 
y   =0.5 x* +0.037; 
• for 1.5 < y* < 3.5, 
y * = 0.8287 - 0.1381 x* + 0.1437 x*^ - 0.0060 x*3 ; 
• for 3.5 < y* < 5.3, 
x* = y* + 21og(1.95y* + 4.10); 
(5.2) 
(5.3) 
(5.4) 
where, x* is the log of dimensionless differential pressure: 
x* = log App a 
4pv2 
(5.5) 
and, y* is the log of dimensionless shear stress: 
y* = l0gl^ 
4pv V J 
(5.6) 
Patel's [1965] research also included theoretical verification of the above relatior ships 
using experimentally derived law-of-the-wall coefficients and Pitot tube displacement 
corrections. For the above y* ranges Patel found that equation (5.3) fitted experimental 
calibration data to within ±1.5% of XQ, and equation (5.4) fitted to within ±1%. No 
accuracy value was given for equation (5.2). 
It is also noted that, according to Preston [1954], tube diameter should not exceed 0.2 
times the boundary layer thickness (flow depth in fully developed turbulent flows). 
Tube diameters of 2.0mm and 1.6mm were utilized in boundary shear stress measunjment 
investigations (RPT Types B, and C). Application of Preston's guide line therefore 
limited use of these tubes to minimum open channel flow depths of 10mm and 8mm 
respectively. 
5.1.3.      The RPT Adaptation 
Physical details of the Roving Preston Tube (RPT) are presented in §4. It's basic 
function is identical with that of the standard Preston tube with the exception being 
that differential pressures are measured between the tube's 'dynamic' and 'wake' ^orts. 
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In order to provide consistency with Patel's relationships, in addition to enhancing the 
RPT's general applicability, a log-din\ensionless relationship was developed to convert 
RPT differential pressures into equivalent Preston tube differential pressures: 
x*P = fix*RPT); (5.7) 
where: 
x*p = log App a 
4pv^ 
^RPT = log 
V 4pv'^ 
(5.8) 
(5.9) 
and where / is a function which was derived through calibration. 
Once estabUshed, this functional relationship can then be used in conjunction with 
Patel's calibration relationships to allow prediction of boundary shear stress directly 
from RPT differential pressure readings. 
5.1.4.       Experimental Methodology 
Investigations into boundary shear stress measuring techniques were based around data 
generated from two series of experiments, both dealing with flow over a hydraulically 
smooth surfaces: 
• air flow in a circular conduit; and 
• water flow in a rectangular open channel. 
Conditions of fully developed turbulent flow were obtained in both experimental series. 
Detailed measurements were taken at a single test section located within the 
conduit/channel and comprised RPT 'dynamic', 'wake', and 'static' (boundary) pressures. 
Other measurements included energy grade line slope (pressure gradient), total flow 
rate, flow area,, and temperature. 
Calibration of the standard Preston tube technique was done by comparisons between 
average boundary shear force values, inferred from the slope of the energy grade line, 
and that derived at the test section by applying Patel's [1965] calibration relationships 
44 
BOUNDARY SHEAR STRESS MEASUREMENT 
to measured differential pressures. Comparisons were also made between measured 
rectangular channel shear force distributions and those derived by other researche-s. 
RPT calibration resulted in the development of an empirical relationship (equation 
(5.7)) between measured RPT and Preston tube differential pressures ('dynamic' to 
'wake' and 'dynamic' to 'static' respectively). 
Test section pressures for both experimental series were measured with the aid of 
electrical pressure transducers. For the rectangular channel series, transducer ojtput 
signals were recorded using computer controlled data logging apparatus. Details cf this 
apparatus are also presented in §4. 
5.1.5.      Experimental Technique 
Circular Conduit. A total of ten runs were undertaken as part of circular conduit 
investigations. Flow rates were varied between runs and ranged up to a maximi m of 
approximately 140L/s (27m/s). 
Measurements comprised time averaged transducer voltage readings from all 'static' 
wall tappings and RPT ports. Two measurement passes were made for each run. 
A necessary prerequisite for calibration experiments was the existence of fully 
developed turbulent flow, not only at the measuring section, but also along th? full 
length of conduit over which pressure gradient measurements were being taken, 
A representative selection of measured longitudinal pressure profile data are presented 
in Figure 5.1. Review of this information shows the establishment of a linear pressure 
gradient around chainage 4500mm (approximately 70 pipe diameters downstream from 
the conduit intake). This linear gradient has been taken as indicative of the occurrence 
of fully developed turbulent flow. Static pressure readings upstream of chainage 
4500mm were therefore ignored for the purpose of gradient calculations. 
Figure 5.1 also shows clearly a consistent anomaly occurring in recorded data at Taoping 
No. 14 (chainage 4039mm). During preliminary experiments similar occurrences were 
noted at other static tappings but subsequent inspection and cleaning resolved the, 
problem. Although greatly improving Tapping No. 14 readings, these techniques d:d not 
however completely bring recorded pressures into line with other data. In vii?w of 
consistency between other readings it was decided that Tapping No. 14 readings be 
ignored in all analyses. 
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Linear regression techniques were applied to calculate longitudinal pressure gradients, 
over the fully developed turbulent flow region, for each run. The resulting 'best fit' 
lines are shown in Figure 5.1 (solid lines). 
6000 
Chainage (mm) 
FIGURE 5.1. — Circular Conduit - Typical Longitudinal Pressure Profiles 
Calibration Channel. A total of eleven runs were undertaken in conjunction with 
calibration investigations in the rectangular channel. Flow rates were varied between 
runs and ranged from 0.7 L/s and 17.4 L/s. 
Each run was conducted under conditions of uniform flow. Measurements comprised: 
discharge; water surface profile; transducer zero shift logged data; RPT logged data; 
'static' bed tapping logged data; air and water temperature. Logged data refers to 
pressure transducer data collected using computer controlled acquisition instrumentation 
and comprises: transducer signal output and excitation voltages. 
Discharges were measured using the volumetric measuring basin in conjunchon with it's 
associated calibration relationships. A minimum of eight independent flow 
measurements were taken over the course of each run and the average adopted. 
Standard errors ranged from O.OlL/s at low flows to 0.04L/s at high flows, with an 
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average of 0.02L/s for the complete series (or, ranging from 1.0% to 0.1%, wilh an 
average of 0.4%). 
Four sets of longitudinal profiles were recorded for each run: two sets prior to the 
commencement of data logging at the test section; and two sets at the end of the run. 
Flow depths were measured at 0.5m intervals along the channel. Confirmaticn of 
uniform flow (at a slope of 0.001) was made using data from the first two profile sets. 
The second two sets served to verify that the profile remained stable throughout the 
experiment. 
The average of recorded flow depths was adopted as 'normal' depth for each run. 
Standard errors ranged from 0.5mm (3.5%) at low flows, to 0.7mm (0.5%) at high flows. 
Detailed RPT measurements were taken around the test section wetted perimeter, with 
application of the Type C:1.6(l), Type C:1.6(c), and Type C:1.6(r) RPT probes as 
appropriate (§4.). Measurement points were spaced at approximately 10mm intervals. 
Static bed pressures were also measured from all three tappings. These measurements 
were made using the computer controlled acquisition instrumentation. Two measurement 
passes were made for each run and the average adopted for analysis. 
5.1.6.      Analysis of Results 
Experimental results from both the circular conduit and calibration channel experiments 
were utilized as follows: 
I. verification of the Preston tube technique in conjunction with Pctel's 
calibration relationships; 
II. calibration of the RPT. 
Preston Tube Verification Experiments. Verification of the Preston tube techrique 
was made by making comparison between the total boundary shear force al the 
measuring station, as determined using the Preston tube technique, to that derived from 
the slope of the energy grade line. 
Preston tube differential pressures were converted into shear stress values using Patel's 
[19651 calibration relationships. As the shear stress distribution about the wetted 
perimeter of a circular conduit is uniform, measured local values were taken as 
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representative of average, ar\d total test section boundary shear force calculated 
accordingly. Boundary shear stress distributions about the calibration channel were non- 
uniform and total shear force values were therefore obtained through numerical 
integration of local measurements. 
For flow in the circular conduit, boundary shear stress was calculated from the 
longitudinal pressure gradient as follows: 
7 -.DdP. 
4 dx 
(5.10) 
where: Tg is boundary shear stress (Pa); D is conduit diameter (m); and dP/dx is 
pressure gradient (Pa/m). 
For uniform flow in the rectangular calibration channel, average boundary shear stress 
was calculated from the slope of the energy gradeiine as follows: 
Xe = pgRSf; (5.11) 
where: g is ^gravitational acceleration (9.81 m/s^); p is fluid density (1000 kg/m^); R is 
hydraulic radius (m); and Sf is slope of the energy gradeiine (So = 0.001). 
A comparison between Preston tube based and energy grade line based average boundary 
shear stress values, for both the circular conduit and calibration channel are presented 
in Tables 5.1 and 5.2 respectively. A statistical analysis of errors is summarized in 
Table 5.3. 
TABLE 5.1. — Circular Conduit - Boundary Sliear Stress Comparison 
Run N3 Te to Error 
(Pa) (Pa) (%) 
1 1.807 1.762 -2.5 
2 1.699 1.663 -2.1 
3 1.300 1.255 -3.5 
4 0.845 0.801 -5.3 
5 0.577 0.559 -3.2 
6 0.413 0.405 -1.8 
7 0.332 0.329 -0.9 
8 0.305 0.308 1.1 
9 0.283 0.291 2.7 
10 0.234 0.244 4.5 
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TABLE 5.2. — Calibration Channel - Boundary Shear Stress Comparls on 
RunN» Xe XO Error 
(Pa) (Pa) (%) 
1 0.335 0.334 -0.4 2 0.283 0.287 1.2 
3 0.231 0.244 5.6 4 0.127 0.118 -7.0 5 0.205 0.202 -1.4 
6 0.337 0.337 -0.1 7 0.405 0.420 3.9 
8 0.465 0.476 2.5 
9 0.526 0.515 -2.2 
10 0.573 0.562 -1.9 
11 0.621 0.606 -2.3 
TABLE 5.3. — Summary of Errors - Preston Tube Verification 
Apparatus Average Standard Deviation 
(Pa) (%) (Pa) (%) 
Circular Conduit 
Calibration Channel 
-0.018 
-0.001 
-1.7 
-0.2 
0.019 
0.011 
1.1 
3.4 
Review of the listed error values (Table 5.3) shows them as being comparable with 
those obtained by other researchers (for example. Knight et al [1984]: an average error 
of +1.5%, and standard deviation of 4.4%). It is also interesting to compare these values 
with Patel's [1965] stated an accuracy limit of ±1.5% for his calibration relationships. 
These findings were interpreted as confirming satisfactory application of the Patel's 
calibration relationships to the Preston tube technique. 
RPT Calibration Experiments. Patel's [1965] calibration relationships are based 
around log-dimensionless Preston tube differential pressure and boundary shear stress 
parameters. Tube diameter, fluid density and viscosity terms are utilized for non- 
dimensionalizing purposes and calibration relationships are generally applicable over 
a wide range of fluids and Preston tube sizes, for hydraulically smooth surfaces. 
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The adopted form of the RPT calibration relationship is also based around log- 
dimensionless parameters and it is therefore reasoned that it too should support general 
applicability. 
Complete sets of calibration data from both the circular conduit and rectangular 
channel experimental series are presented in Figure 5.2. This figure presents x*p against 
x*RPT, and review of the data clearly shows that a coherent relationship can be 
defined in terms of a two linear functions^ having a gradient discontinuity at 
approximately X*RPT equal to 5. 
6.00 
1 ' f 
3.50     3.75     4.00     4.25     4.50 4.75    5.00    5.25    5.50     5.75     6.00    6.25     6.50 
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FIGURE 5.2. — RPT Differential Pressure Calibration 
It is interesting to note that Patel [1965] was also unable to use a single linear 
function for his Preston tube calibration. 
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The calibration data for X*RPT > 5 corresponds to the circular conduit experiments. 
Application of linear regression techniques resulted in the following function: 
x*p = 0.1512 + 0.9391 x*RPT; (5.12) 
where x*p and X*RPT are log-dimensionless differential pressures. This function fitted 
experimental data with a standard deviation of 0.1%, and is valid within the "ange 
5.0 < x*RPT < 6.2. 
For x*RPT < 5, linear regression techniques produced the following relationship: 
x*p =-0.5417+1.080 x*RPT. (5.13) 
This function fitted experimental data with a standard deviation of 0.8%, and is valid 
for the range 3.8 < X*RPT < 5.0. 
Application of equations (5.12) and (5.13) to Patel's calibration equations (5.2) to (5.6) 
gives the complete RPT calibration and is presented in Figure 5.3. It supports a 
combined range of applicability defined by 3.8 < X*RPT ^ 6.2. Patel's original funct on is 
also plotted in this figure for reference. 
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FIGURE 5.3. — RPT Boundary Shear Stress Calibration 
Back-substitution of RPT calibration functions into calibration data produced average 
errors in predicted to experimental XQ values of +1.5% (standard deviation of 3.3'^o) for 
x*RPT ^ 5.0, and -1.9% (standard deviation of 1.1%) for X*RPT > 5.0. Comparison of 
these error characteristics with those obtained from Preston tube verification 
investigations (Table 5.3), shows comparable performance, with the Preston tube 
supporting a marginally lower average error value (-0.2% of Xo for X*RPT ^ 5.0). This 
slight difference is not however considered to be of significance when compared with 
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associated standard deviation values (around 3%). The RPT calibration was therefore 
accepted as being satisfactory for the purpose of measuring total boundary shear force. 
5.1.7.      Calibration Summary 
Calibration relationships for both the Preston tube and RPT techniques are restated in 
this section for clarity in reference. 
Preston Tube Calibration: 
The Preston tube calibration function is of the form: 
Tod 
^4pv2^ = / 
f 2\ App d 
^4pv2 j 
(5.1) 
Defining the logs of dimensionless differential pressure (x*) and dimensionless shear 
stress (y*) and as: 
X   =log App d 
4pv^ 
t d^ ;andy* = log ^^-^ 
4pv 
then, Patel's [1965] calibration relationships are expressed as: 
for y* < 1.5, 
y* = 0.5 x* +0.037; 
for 1.5 < y* < 3.5, 
y * = 0.8287 - 0.1381 x* + 0.1437 x*2 - 0.0060 x*^ ; 
for 3.5 < y* < 5.3, 
x* = y* + 21og(1.95y* + 4.10); 
(5.5 & 5.6) 
(5.2) 
(5.3) 
(5.4) 
RPT Calibration: 
The RPT calibration function serves to convert RPT differential pressures into equivalent 
Preston tube differential pressures. These equivalent pressures can then be directly 
applied to Patel's calibration relationships. The RPT function is of the form: 
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x*P = f(x*RPT). (5.7) 
Defining the logs of dimensionless Preston tube and RPT differential pressures as: 
Xp = log App d 
4pv-^ 
V J 
; and Xj^pj = log 
4pv2 
then, experimental calibration gives: 
5.0 < x*RPT < 6.2, 
X* p = 0.1512 +0.9391 X* RPT; 
•        3.8 < x*RPT < 5.0, 
x*p = -O.5A17+im0x*RpT 
(5.8 L 5.9) 
(5.12) 
(5.13) 
5.2. VELOCITY MEASUREMENT 
Velocity measurennents were made through application of the RPT as a total head tube, 
with differential pressures taken between the 'dynamic' port of the RPT and measuring 
station static bed tappings. 
Local velocities were evaluated from the theoretical velocity head relationship: 
2g 
which, by replacing AH with App/(pg), can be rearranged to give: 
(5.14) 
u = 2App (5.15) 
where: AH is the velocity head; and u the local velocity. 
The technique was validated against experimental results from Series N^l (rectangular 
channel). This involved making comparison between total discharges derived from 
integrated velocity field values (point readings) and that from metered measurements 
(Dall-tube or V-notch weir). Analysis of errors gave an average error of -1.4% vdth a 
standard deviation of 1.1%. This error was taken as acceptable. 
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5,3. THE STATIC PRESSURE FIELD 
5.3.1.       Background 
For each experimental run, the representative static pressure at the measuring station 
was taken from the static tapping manifold (16 pressure tappings located in two rows 
across the channel). Exact pressure tapping locations across the channel are given in §4. 
Differential pressures for both boundary shear stress and velocity measurements were 
referenced to this pressure. 
Qualitative investigations^ into the influence on velocity head on static pressure were 
undertaken by injecting dye into flood plain tappings and observing it's movement 
through the transparent connection tubbing. This work revealed a gradual but definite 
movement of fluid from flood plain static tappings to those in the main channel. The 
rate of this cross-flow also appeared to vary between different runs, thereby indicating 
some form of dependence on channel flow characteristics. 
Detailed measurements of static pressures from individual tappings over the entire 
channel length (Run N^ 5.4) also supported dye test findings: 
• flood plain levels were of the order of 0.5mm higher in the flood plain; 
and 
• static pressure manifold measurements tended to reflect the actual flood 
plain flow depth. 
Although a discrepancy of the order a 0.5mm would normally be neglected in hydraulic 
calculations (0.5% of main channel flow depth. Run N^ 5.4), its significance to velocity 
head and Preston tube differential pressures was however found to be of importance: 
3.7% of the average velocity head differential pressure; and 2.4 % of the average 
Preston tube differential pressure. 
In order to compensate for these secondary errors a correction methodology was applied 
to all measured differential pressures from compound channel runs. Details associated 
with the application and verification of this correction technique are presented in the 
following section. Further investigations into the static pressure field were undertaken 
and the results presented in §9. 
These investigations were only undertaken during the trapezoidal compound series 
of experiments (Series N^s 7 to 11). 
54 
THE STATIC PRESSURE FIELD 
5.3.2.      Correction Methodology 
As previously noted, the magnitude of the discrepancy between actual and mea ;ured 
static bed bed pressure across the compound channel could not be directly measured with 
accuracy because of its second order nature. This being the case a form of indirect 
evaluation was undertaken which was based around application of the hypothesis that 
the required static pressure adjustment, at any location across the channel, v^as a 
function of the depth averaged local velocity head: 
Aps = -pgCs 
2S     2g 
(5.16) 
where: Aps is the adjustment to measured static pressure; Cg is a calibration parameter; 
U is the local depth averaged velocity; and Uref is the average flood plain flow 
velocity. 
The calibration parameter, Cs, was evaluated for each run by choosing a value such 
that total discharge derived from integrated velocity field measurements (adjusted) 
equalled that from metered readings (Dall-tube or V-notch weir). Values for each series 
were then plotted (usually 6 values per series) against relative depth, Dr, and a 
smooth curve fitted. It should be noted that this curve fitting technique was applied to 
compensate for those experimental errors associated with actual metered readings of 
flow rates. For a given run in the series, adopted Cg values were taken from this smooth 
curve. Velocity and boundary shear stress values were then evaluated using diffenmtial 
pressures adjusted in accordance with equation (5.16). 
An appraisal of the suitability of equation (5.16), and the associated Cg parameter 
evaluation procedure, was made by comparing integrated (adjusted) Preston tube based 
boundary shear stress values with the total shear boundary shear force computed from 
the slope of the energy grade line. This comparison could only be made for smooth 
boundary series experiments. Series N^ 2 and W7, as the Preston tube technique lould 
not be applied over roughened flood plains. Results are presented in Table 5.4. 
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TABLE 5.4. — Effectiveness of Static Pressure Correction 
Series Run Cs l/ref 
No Correction After Correction 
^Q ^SF ^Q ^SF 
(N2) (N«) (m/s) (%) (%) (%) (%) 
2 1 0.0000 0.20 +0.7 -3.8 +0.7 -3.8 
2 0.0394 0.30 -0.9 -4.1 +0.2 -0.3 
3 0.0534 0.37 -2.7 -3.5 -1.5 -0.2 
3c 0.0569 0.39 -1.4 -4.8 -0.1 -0.7 
4 0.0627 0.43 -1.2 -4.1 -0.1 -0.5 
5 0.0643 0.49 -0.9 -3.3 +0.1 -0.6 
7 1(a) 0.0560 0.17 -2.1 -8.5 +0.1 -0.8 
Kb) 0.0791 0.22 -2.9 -7.2 +0.9 +2.4 
2 0.0932 0.28 -3.3 -9.7 -0.4 -0.5 
3 0.1089 0.36 -2.3 -7.6 +0.2 +0.5 
4R 0.0351 0.44 -0.7 - +0.0 +0.2 
5 0.1485 0.53 -3.7 -4.8 -1.8 -0.7 
Average -1.8 -5.6 +0.1 -0.4 
As shown in Table 5.4 application of the correction methodology resulted in the 
reduction of an average boundary shear force errors, for Series N-s 2 & 7 from -5.6% to - 
0.4%. This independent result was taken as confirmation of the validity of the 
technique. 
Average Cs parameter values for all experimental series are plotted in Figure 5.4. 
Associated average static pressure adjustments are also shown in this figure and range 
from -l.lPa to -8.7Pa, with an average of -3.7Pa. This small value clearly depicts the 
second order nature of the variation in static pressure. 
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5.4. PRESSURE TRANSDUCERS 
5.4.1.       Overview 
Pressure transducers were used to measure differential pressures between RPT 'dyramic' 
and 'wake' ports, and RPT 'dynannic' port and static bed tappings. 
Experiments in the circular conduit were undertaken in air and differential pressures 
were directly evaluated from absolute readings (referenced to atmospheric) taken using 
a Micromanometer MDC transducer (Furness Controls Ltd., Type FCOOl). 
The remaining experiments, undertaken in both the calibration and research channels, 
required direct measurement of water pressures. Micro Switch 160PC series pressure 
transducers were chosen for this application. Although these transducers have a 
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differential pressure measurement capability, water could be applied to only one port. 
This being the case two transducers were used to measure absolute pressures and 
differential pressures were evaluated through subtraction. 
Details associated with calibration and practical application techniques are presented 
in the following sub-sections. 
5.4.2 Micromanometer MDC Transducer 
Calibration Apparatus. The Micromanometer MDC pressure transducer was 
calibrated against a Casella 'U' Tube Micromanometer which has an accuracy of 
±0.025mm water (0.25Pa). Output signals from the Micromanometer MDC were 
displayed on a DISA Type 55D31 digital voltmeter. Using this apparatus pressures 
could be measured in the range OPa to lOOOPa, to a resolution of IPa. 
Calibration Methodology. The  transducer  signal  amplifier  had   three  scale 
ranges: 10%; 30%; and 100%, and calibrations were done for each range. An average of 
16 calibration readings were taken for each range, and covered an output signal range 
OV to 2.0VDC. 
Analysis of Results. Linear regression techniques were applied to calibration 
data and coefficients for a calibration function of the form: 
p = Co + CiVs; (5.17) 
were produced, where: p is the pressure; and Vg is the digital output signal voltage. 
Calibration coefficients are listed in Table 5.5 and associated regression lines shown in 
Figure 5.5 in conjunction with calibration data. 
TABLE 5.5. — Micromanometer MDC Calibration Coefficients 
Range 
10% 
30% 
100% 
Co 
(Pa) 
-0.2 
+0.6 
+4.8 
Ci 
(Pa/V) 
95.5 
286.2 
947.4 
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FIGURE 5.5. — Mlcromanometer MDC Calibration 
Statistical analysis of calibration errors produced standard deviations of 0.3Pa, (l.5Pa, 
and 0.9Pa for the 10%, 30%, and 100% ranges respectively. 
5.4.3       Micro Switch Transducers 
Calibration of the Micro Switch pressure transducers included the following: 
• verification of operational characteristics; and 
• accuracy   improvement   (to   a   level   above   that   specified   by   the 
manufacturer). 
Preliminary investigations revealed that detailed calibration should include secondary 
effects associated with ambient air temperature and transducer excitation voltage. It 
was apparent that application of the transducers to absolute pressure measurement in 
water would necessitate the introduction of a suitable differential pressure zeroing 
technique to account for transducer datum differences. 
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Manufacture's Specifications. The Micro Switch 160PC Series transducers provide an 
output voltage signal which is nominally proportional to applied pressure. They 
employ solid-state technology with internal signal conditioning and produce predictable 
performance to meet a specified accuracy of ±0.25% of Full Scale Output (FSO), or 
approximately ±0.5mm water. 
Manufacture specifications are listed in Table 5.6. 
TABLE 5.6. — Micro Switch Specifications at 8.0±0.01VDC, 25^C 
Parameter Unit Minimum Typical Maximum 
FSO V 4.85 5.00 5.15 , 
Null Offset V 0.95 1.00 1.05 
Excitation VDC 6.00 8.00 12.00 
FSO Pressure Pa - 1,960 - 
Null Pressure Pa - 0 - 
Calibration Apparatus. A water filled micro-manometer was used as reference for all 
calibration operations. The manometer alowed measurement over a 0 to 600mm water 
range to an accuracy of db0.05mm. 
Calibration was undertaken in air. The passive ports of both transducers were connected 
to the manometer with PVC tubing and a small hand operated air pump installed 
within this connection line. Uniform pressurization of the system could be controlled 
using this air pump. The active ports of both transducers were connected to atmospheric 
via a small 'still air' box. 
Transducer excitation was supplied from a stable DC source which could be adjusted as 
required. Calibration air temperatures were not directly controlled. 
Signal output voltages were logged to micro-computer using the ACDAS apparatus. 
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Calibration Methodology. In order to meet experimental accuracy requirements, 
preliminary investigations were done and showed the need to define transducer 
calibration in the form: 
p = fiVs.Ve,Tay (5.18) 
where: p is the absolute pressure, referenced to atmospheric; Vs is the output signal; Vg 
is the excitation voltage; T^ is the ambient air temperature; and / represents a 
functional relationship. 
Two series of calibration measurements were undertaken: 
I- P = fli^S' ^e); with Ta held at a constant reference temperature; and 
II- P = /ll i^s> Te); with Vg held at a constant reference excitation voltage. 
Complete sets of these measurements were made for both transducers. The transducers 
are referred to by the suffixes 'A' and 'B'. 
For series I measurements, calibration data covered the range: OPa < p < 2KPa, in OOPa 
increments; and 7.9VDC < Vg ^ 8.1VDC, in 0.05VDC increments. The reference air 
temperature was 24.75°C. Two sets of measurements were taken. 
For series II measurements, calibration data covered the range: OPa < p < 2KPa, in 
lOOPa increments; and 20.25°C < Ta < 28.25'^C, with six discrete temperatures The 
reference excitation voltage was 8.00VDC. Two sets of measurements were taken. 
Analysis of Results - Series I. Analysis of series I calibration data was under :aken 
using multi-regression techniques and produced two-way second order polynomials for 
each transducer of the form: 
p' = Co + CiV's + C2V's; (5.19) 
where: p' is the normalized transducer pressure; V's is the normalized transducer output 
signal; and Co, Ci, and C2 are calibration coefficients as follows: 
Transducer A: 
Co 
Ci 
1.089x10'^    -7.128x10'^  -0.4178x10'^ 
975.8x10''^    -23.21x10'^   -1.213x10'^ 
38.22x10 -3.595x10'^    1.667x10'^ 
- 
1 
x V'e 
^'. 
(5.20) 
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Transducer B: 
Co 8.726x10'^ -7.103x10'^ -0.2045x10'^ 
r 
1 
Ci = 1001.xlO'^ -23.78x10'^ -0.4502x10'^ X V'e 
j 
27.53x10'^ -3.244x10'^    1.522x10'^ [v'l\ 
(5.21) 
Parameters were normalized as follows: 
^• = 
^4: mm 
Smax ■ Smin 
(5.22) 
in which: ^' is the normalized parameter; and ^ is the parameter with ^min arid ^max 
normalising limits. Adopted normalizing limits are listed in Table 5.7. 
TABLE 5.7. — Micro Switch Transducer Calibration Normalizing Limits 
Parameter Symbol Unit Minimum Maximum 
Pressure 
Output Signal 
Excitation 
P 
Vs 
Ve 
Pa 
V 
VDC 
0.0 
1.0 
7.9 
1,962 
5.0 
8.1 
Statistical analysis of calibration errors produced the following results: 
• Transducer A: 
Average error in p of O.OPa with a standard deviation of 0.6Pa; and 
• Transducer B: 
Average error in p of O.OPa with a standard deviation of 0.3Pa. 
Analysis of Results - Series IL Analysis of series II calibration data was undertaken 
with the objective of determining a relationship for the shift in Vs from transducer B, 
relative to Vs from transducer A, for a common pressure, as a function of 7^- Using such a 
relationship, temperature compensation can be applied to differential pressures ipA - 
PB), by making compensatory adjustment to the transducer B output signal. Key 
implications associated with this form of calibration are: 
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• temperature compensation is assumed to be of a second order nature; and 
• temperature compensation cannot be accurately applied to the measurement 
of absolute pressure. 
Neither   of   these   implications   were   of   concern   for   scheduled   experimental 
investigations. 
The adopted form of the temperature calibration function is as follows: 
(.5.23) 
where: AVSB is the compensatory signal shift to the transducer B output signal; VSA is 
the output signal from transducer A (reference); and a & & are coefficients. 
Sets of calibration coefficients were obtained through application of linear regression 
techniques to data from each of the six temperature calibration sets. For each dati set, 
matched pairs of AVsB arid VsA (common applied pressure) were extracted. This data, 
and associated regression lines, are presented in Figure 5.6. Calibration coefficiens for 
each temperature set are listed in Table 5.8. 
TABLE 5.8. — Micro Switch Transducer Temperature Calibration 
Coefficients 
Ta a h 
C'C) (V) (AVSB/VSA) 
20.25 -0.0033444 0.0054415 
23.25 -0.0022127 0.0053479 
24.00 -0.0007915 0.0040667 
24.75 0.0003002 0.0021670 
25.00 -0.0009869 0.0053092 
28.25 0.0021682 -0.0012234 
Notwithstanding the second order nature of the temperature compensation functiori, it is 
apparent that, when considering the information in Table 5.8 and Figure 5.6, accurate 
calibration to equation (5.23) requires more data than that presented. This conclusion is 
highlighted by comparison of the calibration temperature range of 20.25''C < T^ < 
28.25°C to that expected in practical application: 5°C < !« < 30°C (daily variation 
superimposed on expected seasonal variation). 
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Because of this problem the technique of including a predefined temperature 
compensation term in the overall transducer calibration function was abandoned and an 
alternative technique using in situ transducer calibration zeroing developed. This 
technique is referred to as the Zero Shift Correction (ZSC) and is described in the 
following section. 
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FIGURE 5.6. — Micro Switch Transducer Calibration - Temperature Shift 
Zero Shift Correction. The Zero Shift Correction (ZSC) was applied to output 
signals from transducer B (VSB) and compensates for the combined influences of: 
• datum errors between transducers A and B; and 
• variation of transducer calibration with temperature. 
This signal correction, applied to VgB, ensures correct evaluation of differential 
pressures (p^ - pg) provided both transducers share similar calibration characteristics 
and the correction is second order in magnitude. These assumptions were investigated 
and confirmed. 
The form of the correction function is the same as that previously presented for the 
analysis of the series II calibration results: 
AVsB = a + bVsA ■ (5.23) 
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In situ calibration data were acquired with both transducers connected to a common 
water pressure source which was varied at discrete intervals over a ran^;e of 
approximately OPa to l,900Pa. Recorded data comprised: VSA', VSB> ^e) and Tg. Each data 
set usually comprised 14 readings. 
Independent in situ verification of transducer calibration, against a water lilled 
micromanometer, was also undertaken throughout the course of experiments. These 
confirmed that the calibration methodology had an average error in Ap of O.OPa with 
an associated standard deviation of l.OPa. 
5.4.4       Calibration Summary 
Micromanometer MDC Transducer. Micromanometer MDC pressure transc ucer 
calibration functions were developed for absolute pressure measurement, relative to 
atmospheric. An appropriate linear relationship was selected: 
p = Co + CiVs; (5.17) 
where coefficients Co, and Ci are defined in Table 5.5 in accordance with the parti :ular 
scale range selected. 
Micro Switch Transducers. Micro Switch pressure transducer calibration functions 
are associated with differential pressure measurement: 
Ap = (pA - PBh 
where pA and pg are determined from the transducer output signal, Vs, in conjurction 
with the calibration functions: 
p' = Co + CiVs + C2V^s} (5-19) 
p'=    (P-P"^^")    ;and (ref:5.22) 
(Pmax " Pmin) 
^s ' ^s min 
V's=-^ ^—r- (ref: 5.22) 
smax' •'smin 
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• For Transducer A: 
Values for coefficients Co, Ci, & C2 are given by equation (5.20). 
^5 is set equal to VSA- 
• For Transducer B: 
Values for coefficients CQ, C\, & Ci are given by equation (5.21). 
Vs is set equal to VSB + ^VsB, where: 
^VsB = cl + i^ysA> (5.23) 
where a and h are ZSC coefficients, determined through in situ calibration. 
Values for pmiiv pmax/ ^smin/ Vsmax, Vemin/ and V^max/ are listed in Table 5.7 
5.5. THE AUTOMATIC CONTROL AND DATA ACQUISITION SYSTEM 
5.5.1.       System Function 
The Automatic Control and Data Acquisition System (ACADS) was specifically 
designed for the measurement of boundary shear stress distributions and velocity fields 
in the research channel. The system preformed two primary functions: 
• automatic probe positioning; and 
• automatic digital data logging. 
Stand alone operation was effected within a computer based operating environment 
capable of sequencing activity in accordance with a predefined set of instructions. 
The ACDAS apparatus comprises the following main components: 
• a micro-computer with appropriate interface cards; 
• a motorized two-axis traversing rig; and 
• control software. 
A schematic of the apparatus is presented in Figure 5.7. A brief overview of this 
apparatus is presented in the following sub-sections. Technicals details are presented in 
a report entitled The Automatic Control &• Data Acquisition System, Macintosh [1989], 
and Isaacs & Macintosh [1990]. 
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5.5.2.       Computer Hardware 
An IBM-PC/XT compatible micro-computer was used to control the ACDAS apparatus. 
The basic machine was fitted with a numeric co-processor, internal hard disk drive, and 
monochrome monitor. SpeciaUst interface cards were fitted to the computer's expansion 
bus: 
• a digital input-output interface (Mondotronic PIO-6U); 
• an RS232 port; and 
• an Analog to Digital data (ATD) conversion unit (Burr-Brown PCI-2001S'M). 
The basic function of these components is indicated in Figure 5.7: the digital ir put- 
output interface was used to control a relay module which inturn controlled l^asic 
traversing rig motor functions (stop/start, forward/reverse, fast/slow); the RS232 port 
was connected to the DU3(X) display and accessed traversing rig coordinate information; 
and the ATD interface interrogates transducer output signals to produce digital values. 
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;[     Dedicated Micro-Computer 
Micro Switch 160 FC 
Series Transducers 
SOKKI DU300 Series 
Digital Display System^ 
Two Axis Motor 
Control Relay Unit 
Computer Interfaces: 
I.DIgitallO Control 
2. RS232 Port 
3. Analog to Digital 
(BurrBrownPCI20019M) 
FIGURE 5.7. — The ACDAS Schematic 
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5.5.3.       Traversing Rig 
The traversing rig was manufactured by technical staff of the Civil Engineering 
Hydraulics Laboratory at the University of Queensland. As shown in Figures 4.8 & 5.7, 
it was positioned across the channel at the measuring station and supported two-axis 
movement (vertical and horizontal). The rig head was positioned using geared 6V DC 
motors to drive threaded axis rods. 
Each movement axis of the rig was fitted with a linear position transducer and 
coordinates continuously displayed on a digital display unit (Sokki DUSOO). The Sokki 
display unit incorporated an RS232 serial port with appropriate internal firmware for 
computer interfacing. This measurement system permitted rig head positioning to an 
accuracy of ±0.1 mm. 
5.5.4.       Control Software 
The control software was of crucial importance to the successful implementation of the 
ACDAS apparatus. Major software functions included: 
a User command interface; 
graphic display of system status; 
generation of automatic control commands; 
automatic response to abnormal operating conditions; 
data logging; and 
probe positioning. 
Program code was written in the Turbo Pascal language with reference to external 
procedures and functions provided by: Turbo Async Plus (Version 4.0 - Blaise Computing 
Inc.); and PCI-20046S-3 Modular Software Driver (Burr-Brown Corp.). Basic operation of 
the software is presented in the following 'pseudo code': 
REPEAT 
DO FOR each predefined logging position 
IF no program interrupt detected THEN 
Move probe to logging position 
Log data 
Update graphics display 
ELSE 
Act upon the interrupt message END IF 
END DO 
UNTIL all logging passes completed 
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As previously noted, 6V DC motors were used to drive the traversing rig's threaded 
positioning rods. Attention is drawn to this item as the use of these motors produced a 
significant cost saving in comparison to the alternative use of stepper motors. A 
disadvantage of the system was the need to implement a -prohe position - motor cottrol 
feed-back loop, as depicted in Figure 5.7, in conjunction with implementation of more 
complex control program coding than that which would have otherwise been needec. 
Control of automatic data logging activities was based around ensuring reliable data 
quality. This was effected through the implementation of a real-time accumulation and 
assessment algorithm as described by the following pseudo-code: 
REPEAT 
REPEAT 
read data from ATD module 
compute mean and standard deviation 
IF standard deviation < acceptable level THEN 
set DataOK flag to true 
ELSE 
set DataOK flag to false 
END IF 
UNTIL:  (minimum logging time exceeded) AND (DataOK flag set true) 
OR 
(maximum logging time limit exceeded) 
IF (maximum logging time limit exceeded) THEN 
IF      Standard Deviation of current logged data < 
Standard Deviation of saved logged data THEN 
SAVE current logged data 
ELSE 
throw away logged data 
END IF 
Increment RETRY counter 
END IF UNTIL (number of retrys exceeds maximum limit) OR (DataOK flag set true) 
IF (DataOK flag set true) THEN 
accept logged data & write to disk 
ELSE accept SAVED data & write to disk 
END IF 
5.6. DISCHARGE MEASUREMENT 
5.6.1.       Overview 
Total discharge is a primary parameter in both theoretical and experimental stiidles 
and its accurate measurement is very important to all open channel research. This being 
the case considerable attention was paid to ensure accurate measurement of discharge 
under all experimental conditions. 
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Continuous flow measuring devices were fitted within the return water circuits of both 
of the open channels utilized in research: 
• Calibration Channel - a bend nneter; 
• Research Channel - a V-notch weir, and a Dall-tube. 
Unfortunately none of these devices had a predefined calibration with an accuracy 
acceptable to scheduled experiments. Detailed calibration exercises were therefore 
undertaken for all devices. 
5.6.2.       The Calibration Channel Measuring Basin 
It was initially proposed that the Calibration Channel bend meter be calibrated 
against a volumetric measuring basin. However, preliminary appraisals revealed that 
the bend meter could not provide the required accuracy. This being the case the 
volumetric measuring basin was adopted as the only means of discharge measurement. 
Basic volumetric calibration of the measuring basin was undertaken by gradually filling 
it with predefined volumes of water and recording the water depth after each transfer. 
This process was unfortunately complicated by the presence of a small leakage from the 
basin which could not be easily stopped. Detailed measurement of water level decline 
did however show a predictable leakage rate which was linearly proportional to 
water depth,. A suitable calibration function for leakage was derived by first filling 
the basin and then recording the rate of change in water level as the basin gradually 
emptied (over approximately five hours). This process was repeated twice and linear 
regression analysis used to determine a calibration function as follows: 
LB = ( 6.0 ZB-0.S]XIO^; (5.24) 
where: Lg is the leakage rate (m/minute); and Zg is the water level (m). Leakage data 
is presented m Figure 5.8 in conjunction with the fitted function. 
Assessment of the influence of leakage on flow rate measurement accuracy showed that 
an average error of approximately 2.5% would result if leakage were totally neglected. 
Although not large, this magnitude of error was considered unacceptable and account of 
leakage, based around equation (5.24), was therefore included within the measuring 
basin calibration. 
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FIGURE 5.8. — Calibration Channel - Measuring Basin Leakage 
Calibration of the basin was repeated three times and linear regression techniques used 
to define a two-part volume to stage height function: 
0.20 <ZB< 0.58: 
VB = -43.9 + 1.717x10 Zg ; and (!).25) 
0.58 <ZB< 0.96: 
VB = -47.9 + 1.765x10 ZB . (!J.26) 
where: VB is the volume (L). The need for a two-part function is a result of a change in 
basin surface area with depth. Calibration data (adjusted for leakage) and litted 
functions are shown in Figure 5.9. Back-substitution of the function to calibration data 
gives a standard deviation of 1.2%. 
Trials of basin operation revealed that fill time could be measured to an accuracy of 
+0.5s. This accuracy in turn produced a maximum standard deviation in measured 
discharge of approximately 2% (at the maximum discharge rate of 20L/s). In order to 
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reduce this experimental error term discharge values were therefore calculated from 
multiple measurements, and the average adopted. 
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FIGURE 5.9. — Calibration Channel - Measuring Basin Volume 
5.6.3.       The Research Channel Measuring Basin 
Introduction to Basin Operation. A physical description of the research channel 
measuring basin is presented in §4. As a result of it being constructed within the return 
water channel of the apparatus, its operation resulted in the lowering of water levels 
within the pump suction basin. This in turn induced an associated reduction in pumping 
flow rate. Investigations revealed this reduction as typically ranging from 5% to 20% 
for an associated discharge range between approximately 60L/s to 20L/s. 
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This being the case the basin could not be used during the course of experiments, and 
instead the calibration of alternative flow measuring devices was required (§4): 
• V-notch weir; and 
• Dall-tube. 
The V-notch weir was calibrated in situ against flow rates determined using the 
volumetric measuring basin. A steady water supply (for calibration purposes) was 
temporarily obtained from a piped connection to an external 'constant head' tank. This 
supply freely discharged into the upstream portion of the measuring basin, and was 
regulated with a control valve fitted toward the downstream end of the supply pipe. 
As shown in Figure 4.7, the Dall-tube was located in the discharge line of the ^vater 
circuit's pump, its calibration could therefore only be effected under operational 
conditions. Therefore, calibration of the device could not be undertaken using 
conventional equipment and a mass balance approach was applied in conjunction with 
use of the measuring basin as a volumetric control device. 
Stand Alone Operation. Stand alone operation of the basin involved closing its 
discharge valves and then recording the time taken for the contained water tc rise 
between two predefined levels (defined by pointer gauges). This information was then 
used, in conjunction with a calibrated depth-volume relationship for the basin, to 
directly calculate average flow rate. 
Volumetric calibration was undertaken by gradually filling the basin with accuiately 
measured (by weight) volumes of water and recording the associated rise in water 
level. This process was undertaken twice and linear regression techniques then used to 
define a suitable calibration function 
V^B = 6.823x10^ ZB (5.27) 
where: VB is volume (L); and Zg is depth (m). This function is shown in Figure 5,10 in 
conjunction with calibration data and supports a standard deviation of 0.2%. It is valid 
for ZB > 0.20m. Basin leakage was checked and found to be negligible. 
73 
INSTRUMENT DEVELOPMENT & CALIBRATION 
Mass Balance Simulation. Mass balance simulation of the research channel's 
water circuit was undertaken in conjunction with calibration of the Dall-tube. The 
simulation process was based around predicting the accumulation of water within the 
measuring basin (discharge valves closed), on the basis of an assumed initial pumping 
flow rate. Comparison between predicted and recorded measuring basin water level 
accumulation was then used as a basis for the iterative adjustment of initial flow rate 
assumptions. Once suitably adjusted the inferred initial pumping flow rate was then 
adopted for Dall-tube calibration purposes. 
A computer program was developed specifically for the purpose of undertaking the 
necessary calculations. In summary, it was based around water balance calculations 
which kept account of flow between conceptual storage elements of the system: 
• the pump suction basin; 
• the research channel; and 
• the measuring basin. 
Legend: 
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FIGURE 5.10. — Research Channel - Measuring Basin Calibration 
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As previously noted, operation of the measuring basin (closing the valves) resulted in 
the gradual reduction in punnp discharge as a result of reducing suction basin lijvels. 
Characteristic curves for the pump were therefore developed for the purpose of 
modelling this change. These characteristics were however computed on the basis of a 
manufacture supplied Dall-tube calibration function and were therefore subject to 
adjustment in accordance with mass balance simulation calculations. 
Full details of the Mass Balance computer program, and application, are presenti?d in 
Appendix E. 
Pump Characteristics.       Thomas   [1972]   presented   a   method   by   which   pump 
characteristics may be defined in terms of the following dimensionless relationships: 
(^{Q) = Jv,Ka] = Fh (;>.28) 
v=-2_ (:5.29) 
Qo 
h =M. (5.30) 
Ho 
a=^ (>-31) 
No 
e = tan"V^l (5.32) 
where: <[) is a function (also referred to as Fh); Q is discharge; H is pumping head, N is 
pump speed; and the subscript o refers to reference conditions. 
The e function, about which pump characteristics are based, is continuous over the range 
O'' to 360° and serves to describe the following general operating zones: 
• 0°     < 0 < 90° - pump operation; 
• 90°   < 9 < 180° - pump energy dissipation; 
• 180° < 9 < 270° - turbine operation; and 
• 270° < 0 < 360° - turbine energy dissipation. 
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Using data presented by Thomas [1972], typical characteristic curves were derived for 
pumps having a range of specific speeds (25, 147, and 261 SI units), where specific speed 
(Ng) is defined as: 
NOVQ^ (5.33) 
„3/4 Ho 
where, in SI units: NQ is in rpm; QQ is in m^/s; and HQ is in m. 
The research channel pump was assessed as having a specific speed of 75.8 (SI units). 
An associated characteristic curve was derived from interpolation of Thomas' data and 
is presented in Figure 5.11. Given pump head and speed this typical characteristic 
curve then provided a basis with which to estimate discharge. 
The research pumping system also included additional losses which could only be 
reliably evaluated through measurement. In situ testing of the pump was therefore 
undertaken. Experimental measurements comprised: pump speed; total pumping head; 
and discharge. Pump speed was measured directly from the drive shaft using a strobe 
meter, total pumping head taken between channel inlet tank and Pump Suction Basin 
water level, and discharge calculated from Dall-tube readings using the Manufacture's 
recommended discharge function. 
The resulting characteristic data is shown in Figure 5.11 in conjunction with the 
theoretical curve, and covers a 8 range of 23° to 72°. Comparison between experimental 
and theoretical curves shows excellent agreement for 0 angles above 45'^ with a gradual 
divergence at lower angles. This divergence was attributed to the influence of ancillary 
energy losses becoming significant at higher flow rates (Q greater than approximately 
22 L/s). 
Regression techniques were used to produce a polynomial fit to the experimental data 
shown in Figure 5.11: 
Fh = -0.120 + e I 0.00648 + 0.000162 9 1. (5.34) 
A set of head-discharge curves, covering a range of selected pump speeds (1030, 1190, 
and 1360 rpm), were also derived from this function and are presented in Figure 5.12. 
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FIGURE 5.12. — Research Channel » Typical Pump-Discharge Curves 
An appraisal of measuring basin operation showed that it would typically result in the 
accumulative removal of approximately 4000L of water from the return water circuit. 
This in turn would produce an associated lowering in pump suction basin levels of 
approximately 0.15m, and hence increase the effective pumping head by a similar 
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amount. The change in pump discharge associated with such a head increase was 
calculated from equation (5.34) for a typical initial pumping head of 3.0m, and a 
discharge range from approximately 5L/s to 65L/s, Figure 5.13. Reference to this figure 
shows a reduction in discharge of the order of 20% for discharges under approximately 
30L/S, decreasing to approximately 5% for discharges approaching 65L/s. 
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FIGURE 5.13. — Research Channel - Sensitivity of Pump Discharge to Head 
5.6.4.       V-Notch Weir 
As noted in §4, the research channel V-notch weir was not installed strictly in 
accordance with BS 3680. The principal variation to BS 3680 was the vertex height of 
O.lSm which was 0.30m lower than the stipulated minimum. This being the case in situ 
calibration was deemed necessary, in conjunction with an investigation to ascertain the 
influence of tailwater levels. 
Sensitivity to Tailwater. As indicated in Figure 4.7, the V-notch weir discharges 
directly into the pump suction basin. Water levels within this basin vary in accordance 
with pump flow rate and the overall volume of water contained within the circulation 
system. 
Investigations into the sensitivity of V-notch head to tailwater levels were undertaken 
to establish a valid operational range. Experiments were undertaken at a constant 
pumping flow rate of 25.7L/s, and V-notch heads recorded for a range of tailwater 
levels. Experimental results are presented in Figure 5.14. 
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This figure clearly shows the V-notch weir as being completely insensitive to tailwater 
depths below approximately 180mm (30mm above the V-notch invert). It is interesting 
to note that the V-notch invert is located at a depth of approximately 150mm anc, for 
convenience, this level was therefore adopted as a safe limiting value for all 
experiments. In practice tailwater levels were maintained at lower levels wherever 
possible. 
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FIGURE 5.14. — Research Channel - V-notch Tailwater Sensitivity 
Form of Calibration Function.    The 90° V-Notch weir calibration equation is given by 
BS 3680: 
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15 (Ji.35) 
where: Qv is flow rate (m^/s); g is gravitational acceleration; Hy is the lead 
referenced to the vertex of the notch (m); and Cy is the coefficient of discharge de ived 
through calibration. 
Calibration Methodology. The V-notch weir was calibrated in situ against flow 
rates determined using the volumetric measuring basin. A steady water suppl), for 
calibration purposes, was temporarily obtained from a piped connection to an external 
'constant head' tank. This supply freely discharged into the upstream portion of the 
measuring basin, and was regulated with a control valve fitted toward the downstream 
end of the supply pipe. A maximum steady flow rate of approximately 30L/s was 
available from the system. Water discharging into the pump suction basin was dr lined 
from the system. 
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The calibration process comprised the following steps: 
• flow rate measurement using the measuring basin; 
• release of water from the basin and wait for flow depths to stabilise; and 
• measurement of V-notch head. 
This process was repeated for a range of discharges up to the capacity' of the external 
supply. 
Analysis of Results. A total of 16 calibration data sets were recorded. This data 
comprised V-notch weir head (Hy) and associated flow rate (measuring basin, Qg). 
Flow rates ranged from 2.5L/s to 28.9L/s. Measured data is presented in Figure 5.15. 
Experimental discharge coefficients iCy) were calculated in accordance with Equation 
(5.35) and are presented in Figure 5.16. Application of linear regression techniques to 
this data produced a calibration relationship for Cy: 
Cv = 0.5976-0.0987 Hy, (5.36) 
The range of validity of equation (5.36), as limited by calibration data, is 0.079m < Hy 
< 0.214m. 
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FIGURE 5.15. — Research Channel ■ V-Notch Weir Calibration Relationship 
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For reference, a plot of the weir's discharge relationship, calculated usin^; the 
calibrated Cy, is also presented in Figure 5.15 in conjunction with calibration data. 
From this graph it will be noted that the calibration range 0.079m < Hy < 0.n4m, 
corresponds to approximately 2L/s <QY< 30L/S. 
5.6.5.      Dall-tube 
Manufacturer's Specifications. The Dall-tube has a discharge relationship ol the 
form: 
QD = CDUHD; (I>.37) 
where: QD is discharge (m-^/s); Co is discharge coefficient; and AHD is device 
differential pressure (m water). A recommended discharge coefficient of 0.1457 was 
supplied by the Manufacturer in the absence of detailed calibration. 
Manufacture's specifications indicated that the Dall-tube was capable of providir g an 
accuracy of approximately 1% for flow with a Reynolds number greater than 4.5x10^ 
(flow rate greater than 105L/s). This specified accuracy decreased to approximately 4% 
as Reynolds numbers reduced to 1.0x10^ {25L/s). 
These accuracy characteristics were considered unacceptable for proposed researc? and 
an improvement therefore sought through calibration. 
Calibration Methodology. It was intended that the Dall-tube be used to measure 
those high flow rates lying outside the V-notch weir calibration range. Its application 
was therefore targeted at flow rates greater than around 30L/s. 
It was also considered desirable that overlap be provided between V-notch and Dall- 
tube calibration ranges. To satisfy this objective a two-part Dall-tube calibration 
approach was undertaken: 
Medium Flow Rates - 20L/s to 3011s: 
• calibration to the V-notch weir; and 
High Flow Rates - greater than 50L/s: 
• calibration against mass balance simulation. 
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In order to provide consistency with the Manufacturer discharge equation (5.37), 
calibration exercises were directed at developing a discharge coefficient of the form: 
CD = ^D C'D; (5.38) 
where: FQ is a calibration function; and C'o  is the Manufacture's recommended 
coefficient (equal to 0.1457). 
Calibration Against the V-notch Weir. A total of 11 medium flow rate calibration data 
sets were recorded against the V-notch weir, with flow rates ranging between 22L/s and 
33L/S, (Figure 5.16). 
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FIGURE 5.16. — Research Channel - Dall-tube Calibration, V-Notch Data 
FD function values were computed for all data sets and plotted against Dall-tube 
differential pressure (mm water). This data is presented in Figure 5.17. Linear 
regression techniques were used to derive an appropriate calibration function: 
fD = 1.0887-0.3187V AHD (5.39) 
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FIGURE 5.17. — Research Channel - Dall-tube FQ Function, V-Notch Duta 
It should be noted that the form of this function is compatible with that of the 
discharge equation (5.37). The FQ function is also shown in Figure 5.17 and fits 
calibration data with a standard deviation of 0.4%. Limits of applicability, as defined 
by calibration data, extended over the range of 0.020m < AHjj < 0.050m. 
The Dall-tube discharge curve, associated with the calibration FQ function, is also 
shown in Figure 5.16 in conjunction with calibration data. It will be noted thai the 
calibration AHD range stated above, corresponds to approximately 22L/s <QD^ 33L/S. 
Calibration Against Mass Balance Computations. The mass balance simulation 
program was used to derive flow rates for 6 calibration data sets. These ranged between 
24L/s and 76L/s and are presented in Figure 5.18 against AHp. 
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FIGURE 5.18. — Research Channel - Dall-tube Calibration, l\/lass Balance Data 
FjT) function values were computed from calibration data and are plotted against AHQ in 
Figure 5.19. Review of this information clearly shows a two-part function with a point 
of inflection located at approximately AHQ equal to 70mm water (approximately 
40L/s). Calibration data obtained from calibration to the V-notch weir are also shown 
in Figure 5.19 and can be seen to approximately correspond to that Mass Balance 
calibration data corresponding to AHQ less than 70mm water. 
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FIGURE 5.19. — Research Channel •■ Dall-tube Function, IVlass Balance Data 
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The solid prediction line in Figure 5.19, for AHD values less than 70mm \Aater, 
corresponds to the calibration function derived from V-notch measurements, equation 
(5.39). The three mass balance data points associated with the AHp < 70mm water 
range lie approximately 1% higher than their V-notch weir based counterparts. This 
difference was taken as satisfactory for the purposes of verifying application of the 
mass balance technique. 
Consideration of calibration data points lying within the AHQ range above 70 mm 
water (greater than 40L/s) show the FQ function values as being relatively insensitive 
to AHD- This being the case an average of 1.005 was adopted as the calibration A^alue 
for AHD ^ 70 mm water. This average value is also shown in Figure 5.22. Compa-ison 
with calibration data presents an associated scatter of approximately 0.5%. 
The complete Dall-tube discharge curve, associated with the composite FQ calibrition 
function, is presented in Figure 5.18. The corresponding calibration ran^;e is 
approximately 22L/s <QD^ 76L/S. 
5.6.6.       Calibration Summary 
Calibration experiments resulted in the derivation of suitable discharge equations for 
both the V-notch weir and Dall-tube flow measuring devices. The overall discharge 
range covered by these calibration equations extends between 3L/s and 76L/s, wi :h an 
associated standard deviation of less than 1%. 
Three flow rate ranges were defined as applicable to the flow measuring devices: 
Low ( Q   <20L/s ) ... V-Notch Weir; 
• Medium  (20L/s  <    Q   <30L/s )... V-Notch weir and Dall-tube; anc 
• High       (30L/S  <    Q )... Dall-tube. 
Discharge equations and associated calibration relationships are defined as follows: 
• V-Notch Weir: 
Qy=A42^CvHv^', (5.35) 
15 
where: Qv is flow rate (m^/s); g is gravitational acceleration; Hy  s the 
head referenced to the vertex of the notch (m); and Cy is the coefficient of 
discharge given by the calibration relationship: 
Cv = 0.5976-0.0987 Hy. <5.36) 
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Dall-tube: 
QD = CDUHD; (5.37) 
CD = FDCD; (5.38) 
where: QD is discharge (m^/s); CD is discharge coefficient; and AHD is 
device differential pressure (m water). FD is a calibration function; and C'D 
is the Manufacture's recommended coefficient (equal to 0.1457). 
The FD function has a minimum value of 1.005 and is given by the following 
expression: 
FD = 1.0887 - 0.3187VAHD ; (^ 1-005). (5.39) 
5.7. UNIFORM FLOW & DEPTH 
The establishment of uniform flow was achieved by adjusting tailwater conditions such 
that the slope of the energy gradeline iSf) equalled that of the bed slope (So). Since 
uniform channel cross-sections were used in all experiments, Sf was taken equal to the 
mean water surface slope, which was computed from detailed flow depth measurements 
taken over the entire length of the channel. 
For the calibration channel (20m long) flow depth measurements were made at 0.5m 
intervals using a track mounted pointer gauge aligned over the channel centreline. For a 
particular discharge, uniform flow was established through application of the 
following methodology: 
• adjust the downstream control weir to give four or five Ml and M2 type 
profiles; 
• compute the mean water surface slope for each profile; 
• construct of plot of water slope versus weir height; 
• interpolate the weir height that would give Sf = SQ; 
• set the weir height to the interpolated uniform flow setting and confirm 
uniform flow (the confirmation process was repeated a number of times 
throughout each run). 
Once uniform flow was established the associated normal flow depth was then taken as 
the average of measured flow depths. Associated standard deviation values (averaged 
from all runs) were: 0.6mm for the calibration channel; and 1.0mm for the research 
channel. 
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5.8. WATER VISCOSITY 
Potable water from the reticulation mains supplying the University was used fcr all 
experiments. 
No investigations were undertaken to establish the kinematic viscosity of this specific 
fluid. Standard values for water, (Schlichting [1979]), were adopted and are presented 
in Table 5.9. 
TABLE 5.9. — Kinematic Viscosity of Water 
Temperature Kinematic Viscosity 
(°C) (v X 10^ m2/s) 
0 1.80 
10 1.30 
20 1.01 
40 0.661 
60 0.482 
80 0.367 
100 0.295 
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6.1. OVERVIEW 
Both the calibration and Research Channels were constructed from smooth materials so 
as to ensure the development of hydraulically smooth flow under all experimental 
conditions. This characteristic supported a principal parametric objective of the 
scheduled research programme which involved artificially roughening the flood ]3lain 
relative to a hydraulically smooth main channel. 
Strip type elements, attached transversely across the bed of channel at re^;ular 
intervals, were used to artificially roughen the flood plain. This form of arti 'icial 
roughness has been used extensively in laboratory research, and has been examined by a 
number of authors, notably by Morris [1955, 1959], Sayre & Albertson [1963], Aclachi 
[1964], Raju & Garde [1970], and Knight & Macdonald [1979]. However, despite its wide 
use, calibration still remains an essential prerequisite to application. 
In conjunction with the scheduled artificial strip roughness calibration preliminary 
experiments were undertaken in the Rectangular Research Channel under hydraulically 
smooth conditions. This work addressed the following topics: 
• the evaluation of hydraulically smooth friction factors in open channels; 
and 
• the improvement of side wall friction factor correction techniques. 
Details associated with preliminary friction factor investigations and ensuring 
artificial strip roughness calibration are presented in the following sections. 
6.2. SHAPE EFFECTS IN RECTANGULAR CHANNELS 
6.2.1.      Theory 
In 1932 Prandtl developed his well known friction factor equation for hydraul cally 
smooth pipe flow, which may be expressed in the form: 
:L=2.01ogfReV7y0.8; (6.1) ff 
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where: 
f = M^;and (6.2) 2 LU 
Re=iiD; (6.3) 
^^      V 
in which: / is the Darcy-Weisbach friction factor; D = pipe diameter; h/L = friction 
head loss per unit length, U = average pipe velocity, g = gravitational acceleration. Re 
= Reynolds number; and v = kinematic viscosity. 
For open channel flow Keulegan [1938] concluded a general friction factor equation to be 
of the form: 
-l-=a\og(Reij] + b; (6.4) 
if V J 
where: 
/ = M^; (6.5) 
Re = ^^^; (6.6) V 
a and b are coefficients; and R is hydraulic radius (m). 
6.2.2.      Research by Others. 
Research by Keulegan [1938], in conjunction with that of more recent authors, has 
resulted in the accumulation of a collection of experimentally based friction factor 
coefficients, all for hydraulically smooth rectangular open channel flow. Table 6.1. 
Interestingly, these coefficients generally tend to produce friction factors that are 
higher than corresponding pipe flow factors (equation (6.1)) for an equivalent Re- For 
reference, average variations in / (to equation (6.1)), over the range 21x10^ < Re ^ 
770x10-^, have been calculated for each friction factor coefficient pair, and are also 
listed in Table 6.1. Review of these variations show that, although supporting the 
conclusion of increased / values, there does not however appear to be an obvious trend, 
with variations relatively evenly spread over the range +0.0% (Knight & Macdonald 
[1979]) to +11.4% (Rao [as quoted by Myers [1982]]). 
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TABLE 6.1. — Open Channel Friction Factor Coefficients 
Source a b Variation in / 
(%) 
Knight & Macdonald [1979]+ 2.08 -1.16 -0.08 
Keulegan [1938] 2.03 -1.08 3.20 
Reinus [1961] 2.00 -1.06 5.92 
Myers [1982] 2.10 -1.56 6.97 
Tracy & Lester [1961] 2.03 -1.30 8.41 
Knight, Demetriou & Hamed [1984] 1.81 -0.35 9.77 
Rao [c/- Myers [1982]] 2.12 -1.83 11.39 
Note: + Coefficients determined from analysis of published data. 
Studies by Pillai [1970], and Kazemipour & Apelt [1979,1982] have examined this 
apparent open channel friction factor shift phenomenon and concluded it is mainly a 
function of channel shape. For this purpose Pillai used the ratio of wetted perimet2r to 
hydraulic radius iP/R) as the significant shape factor, while Kazemipour & Apelt 
used two shape factors: the ratio of wetted perimeter to width iP/B); and the ratio of 
depth to width {H/B). 
Of particular note is the work of Myers [1982] who, after examining the research of 
Reinus [1961], Tracy & Lester [1961], Rao [as quoted by Myers [1982]], and Shih & (irigg 
[1967], undertook additional smooth rectangular channel experiments covering a ran^e of 
bed slopes, widths, and discharges. Using data from these experiments he tested the 
vaUdity of both the Pillai [1970] and Kazemipour & Apelt [1979] methods. In summary 
Myers found that both methods produced a shift in experimental data such that 
associated best fit lines gave closer agreement with the smooth pipe law. However, 
neither methods produced any discernible reduction in the scatter of data about the best 
fit lines, which was generally relatively large and of the order of 6% to 12%. This 
being the case Myers therefore concluded that the persistence of this data scatter could 
therefore be attributed to neither method taking direct account of the influences of 
other characteristics peculiar to open flow. 
In reviewing the conclusions of Myers [1982], Knight et al [1984] undertook parametric 
investigations into the potential influence of unaccounted surface roughness. This 
investigation was based around the Colebrook-White equation: 
J-= 1.74-2.0 log 
if 
( \ 
fcs I  18.7 
IK    Keif 
(6.7) 
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in which the roughness height, ks, was used to assess the degree of unaccounted 
roughness. The principal findings of their investigation are summarized as follows: 
• the degree of roughness (in terms of ks) necessary to account for a shift in 
friction factor, of the order of that noted by Myers [1982], would have to be 
noticeably rougher {ks = 0.16mm) than that which would practically be 
accepted for use as a hydraulically smooth surface; 
• the presence of unaccounted surface roughness would tend to result in a non- 
linear relationship between l/V7 arid log (RefJ) arid this is at variance 
with experimentally noted shifts which appear to be characteristically 
linear^^. 
Based on these findings Knight et al supported Myers [1982] by concluding that 
hydraulically smooth open channel resistance coefficients are generally ^ger than 
those in smooth pipes under equivalent conditions. 
8.5 
8.0 
7.5 -f 
1/V/     7.0 
6.5 : 
6.0 - 
5.5 
Legend: 
■ Calibration Channel 
D Research Channel 
— Prandtl Equ (6.1) 
'   '   '   I   '   '   I   I   '   I   I   I   I   I   1   I   I   I   I   I   I   [   I   I   I   1   I   I   I   I- 
3.0      3.2      3.4       3.6      3.8      4.0       4.2      4.4      4.6 
log(ReV/) 
FIGURE 6.1. — Smooth Rectangular Channel Resistance Data 
^0      This conclusion is disputed as it presumes unaccounted roughness has a uniform 
distribution density, §6.2.4. 
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6.2.3.       The Current Research 
Darcy-Weisbach friction factors were calculated from uniform flow data extracted from 
smooth rectangular open channel experiments in both the calibration and Research 
Channels. This data is presented in Figure 6.1 in conjunction with that line assoc ated 
with an equivalent smooth pipe, equation (6.1). Review of this clearly shows j^ood 
agreement between experimental open channel and theoretical pipe flow friction 
factors. 
Plotted data is also listed in Table 6.2. An analysis of erro^ between experimental and 
theoretical friction factors (Table 6.2) produced an average of -0.9% (standard 
deviation of 2.1%) for the Calibration Channel data, and an average of -1.0% 
(standard deviation of 2.1%) for the Research Channel data. 
These results are clearly at variance with the general trend noted by other researchers. 
It is particularly interesting to note that this data was extracted from two independent 
experiments using completely different sets of apparatus. The data also covered a wide 
range of channel aspect ratios: 2.0 < B/H < 17.3, for the Calibration Channel; and 13.2 < 
B/H < 55.5 for the Research Channel, where B is channel width and H is flow depth. 
Investigations were undertaken to determine possible reasons for this appcrent 
discrepancy. All aspects of experimental technique were reviewed and verified. 
6.2.4.       Commentary 
The evidence of increased open channel friction factors, to that of an equivalent pi])e, is 
widely documented. Possible reasons for its occurrence are, however, not conclusive, The 
most commonly accepted explanations (Henderson [1966]) generally relate to 
characteristics which are pecuUar to open channel flow: 
• the presence of a free surface; 
• a non-uniform boundary shear stress distribution; and 
• the occurrence of secondary flow. 
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TABLE 6.2. — Smooth Rectangular Channel Resistance Data 
Series.Run 
N^Q 
Q 
(L/s) 
H 
(mm) 
B 
(mm) 
S/ Re fsmooth i / Error (%) 
0.1 4.2 47.1 250.0 0.001 55262 0.02044 0.02058 0.7 
0.2 3.0 37.5 250.0 0.001 40483 0.02191 0.02195 0.2 
0.3 2.0 29.0 250.0 0.001 28918 0.02369 0.02335 -1.4 
0.4 0.7 14.5 250.0 0.001 10531 0.03047 0.03027 -0.7 
0.5 1.6 25.0 250.0 0.001 24239 0.02471 0.02367 -4.2 
0.6 4.3 47.4 250.0 0.001 54689 0.02048 0.02078 1.5 
0.7 6.4 61.5 250.0 0.001 76346 0.01905 0.01845 -3.2 
0.8 8.8 76.3 250.0 0.001 97627 0.01808 0.01756 -2.9 
0.9 11.7 94.0 250.0 0.001 119508 0.01734 0.01699 -2.0 
0.10 14.3 109.6 250.0 0.001 141696 0.01675 0.01679 0.2 
0.11 17.4 128.1 250.0 0.001 159001 0.01637 0.01675 2.3 
1.1 4.6 19.2 1065.0 0.001 13509 0.02856 0.02874 0.6 
1.2 17.6 42.5 1065.0 0.001 51099 0.02079 0.02034 -2.2 
1.3 31.8 61.5 1065.0 0.001 89720 0.01841 0.01839 -0.1 
1.4 47.0 78.9 1065.0 0.001 129072 0.01707 0.01723 0.9 
1.5 74.8 104.1 1065.0 0.001 199322 0.01565 0.01502 -4.0 
Notes:   [j Series 0 refers to Calibration Channel data. 
I2j Computed using equation (6.6). 
l^l Computed using equation (6.1). 
|4| Computed using equation (6.5). 
Various empirical techniques have also been developed which attempt to account for 
the friction factor shift. Notable are those of Pillai [1970] and Kazemipour & Apelt 
[1979], who based their approach around characteristic shape factors. Unfortunately 
neither of these techniques can be accepted as being generally applicable, nor do they 
provide firm insight into how the structure of open channel flow influences friction 
characteristics. 
The approach of Knight et al [1984] clearly showed that friction factor shift could not 
reasonably be attributed to an unaccounted uniformly density surface roughness. This 
conclusion lead them to the acceptance of a general friction factor shift as being a 
characteristic of open channel flow. 
Experimental results obtained from the current study appear to be at complete variance 
to general consensus. Although it was beyond the scope of scheduled research to pursue 
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this matter to any great detail, the results obtained provide data of relevance to this 
question. Possible reasons for the other reported results include: 
• A small misalignment of channel segments at transverse joints will likely 
induce a measurable increase in friction factor^^. An indicitative appriisal 
using strip roughness calibration information indicated that a 5% to 10% 
increase in average friction factor (21x10^^ <Re ^ 770x10^^) woulc be 
produced by an artificial Xlk roughness ratio of approximately 1000. 
• Published data sets generally present substantial scatter in experimen ;ally 
derived friction factors, with standard deviations of the same order of 
magnitude as that of the apparent shift from smooth pipe values. This 
suggests that the reported open channel friction factors may be suscep :ible 
to experimental error. 
It is concluded that the occurrence of an apparent shift in open channel friction factor is 
a characteristic that still remains largely undefined in both quantitative and 
qualitative terms. 
It should also be noted that the topic of friction factor shift is not of direct relevance to 
the objectives of the current research. It has been included because it is felt that the 
results present valuable information which contributes to our overall understanding. 
11     Patel [1965] noted that slight misalignment of pipe flanges produced errors of up 
to 4% in static pressure. 
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6.3. SIDE WALL CORRECTION TECHNIQUE 
6.3.1.       Theory 
Calibration relationships for artificial strip roughness elements were developed from 
the results of experimental runs undertaken in the Rectangular Research Channel. In 
order to develop an accurate two-dimensional calibration function, corrections were 
applied to account for the influences of channel sidewalls. A technique which is 
commonly applied to laboratory studies in these situations is based upon the ideas of 
Einstein, Johnson, and Vanoni & Brooks (French [19861), and is used to determine an 
adjusted bed friction factor, fb, as follows: 
/fc=/ + 2H[/-/^V (6.8) 
where: / is the overall experimentally derived friction factor; f-u, is the wall friction 
factor determined by ancillary equations; B is the channel width; and H is the flow 
depth. 
Equation (6.8) is based on a number of assumptions which include: 
• the cross-sectional area of flow can be divided into wall (A^,) and bed (Aj,) 
areas, in which the streamwise component of gravity forces are balanced by 
the shear force exerted by the walls and bed, respectively; 
• the mean velocities in ^4^; and Ai, are the same; and 
• the energy gradeline slopes in /4a, and A^ are the same. 
The validity of these assumptions was examined by Knight & Macdonald [1979] who 
concluded that, even though the first of the above listed assumptions was untenable, 
the procedure did appear to give reasonably accurate results. 
If the technique, and it's associated assumptions are accepted, the friction factor terms 
on the right hand side of equation (6.8) can be expressed as: 
/=^;and (6.9) u 
jw 1—^- (6.10) 
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If Reynolds numbers are defined as: 
Re^4I7g.      d V 
R      -^^W^W "■Cio " V 
(<).n) 
((».12) 
then equations (6.9) to (6.12) can be combined to give: 
Rea^_Re 
fw        f   ' 
(6.13) 
Thus, if a relationship between /y, and Rea, is known, equation (6.13) provides a ^•alue 
for RewZ/w, based on overall waterway experimental data, from which /„, and Rgty 
may, inturn, be solved as a matched pair. 
6.3.2.      Enhancements 
For the case of a rectangular channel with hydraulically smooth side-walls, French 
[1986] suggests the use of Prandtl's smooth pipe law (equation (6.1)) for the derivation 
of/ly, under the assumption that: 
fw=fb=f- ((>.14) 
This assumption implies a uniform distribution of boundary shear stress about the 
wetted perimeter of the waterway, or: 
%SF,j,= 
(2^VH) 
xlOO; (0.15) 
where %SFxo is the percentage of the total waterway boundary shear force taken by 
both walls. 
Knight et al [1984] have experimentally examined the distribution of shear force about 
the surfaces of smooth rectangular channel and derived an empirical relationship of 
the form: 
7oSF^ = e"; and 
a = -3.230 log f ^/^ + 3\ + 6.146 
(6.16) 
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This relationship was tested against experimental data from both the calibration and 
Research Channels (rectangular channels, hydraulically smooth) and the results 
presented in Figure 6.2. Predictions associated with equation (6.15) are also presented in 
Figure 6.2. Review of this information shows good agreement between experimental 
data and predictions by equation (6.16). Therefore it was concluded that the empirical 
function of Knight et al [1984] was more applicable to the current situation and it was 
adopted for the side-wall correction procedure. 
'^SFv^     50 - 
B/H 
FIGURE 6.2. — Wall Shear Force as a Function of Aspect Ratio 
6.3.3.       Application 
Application of the enhanced side-wall correction procedure is summarized as follows: 
I. Calculate Rg and / from experimental data (composite rectangular channel 
roughness), using equations (6.11) & (6.9) respectively, and hence the ratio 
Re//; 
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II Given  R^/f from I, calculate Re and/ for  a   hydraulically   smooth 
rectangular channel using Prandtl's smooth pipe law, equation (6.1); 
III.     Given experimental values for Q, B, H, Sf, &c v, and the hydraulizally 
smooth / value from II, calculate: 
where: 
f     -    ^ ^^W     . u    1'7\ Jw -' (6.1/) 
2HpU 
2 
SF^=l^(B + 2H]x^^E^;and (6.18) 8    V ^100 
IV.     Calculate /& from equation (6.8), and 7oSF^ from equation (6.16). 
6.4. ARTIFICIAL STRIP ROUGHNESS 
6.4.1.      Calibration Methodology 
Artificial roughness calibration experiments were undertaken in the Rectang;ular 
Research Channel (1065mm wide). Roughness elements were formed from aluminium 
strips, rectangular in cross-section and 10mm wide by 3mm high (fc = 3mm). These ^vere 
aligned orthogonally across the channel and spot glued in position at a regular spa:ing, 
X. A range of artificial roughness conditions were developed through the use of a range 
of strip spacings. 
A total of five calibration series were undertaken, with a specific roughness spacing 
considered in each series. Spacings of 30mm, 60mm, 120mm, 240mm & 480mm ^vere 
selected, and corresponded to X/k ratios of 10, 20, 40, 80 & 160 respectively. Each series 
included nine individual runs which covered a range of flow depths 'rom 
approximately 20mm to 100mm, in 10mm increments. The bed slope was fixed at 0.001 
for all runs. 
The object of the calibration exercise was to first establish uniform flow for each run, 
and then measure flow depth (uniform) and total flow rate. Darcy-Weisbach friction 
factors and associated roughness parameters were then calculated from ihese 
measurements. 
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6.4.2.       Theory 
Background. A series of detailed experimental investigations into the artificial 
roughening of channels were undertaken by Sayre & Albertson [1963]. This lead them to 
the conclusion that the variation of the resistance function, to a relative roughness 
parameter, was logarithmic in nature and could be described by an equation of the form: 
f    \ 
Rb (6.19) 
for completely rough two-dimensional flow (wide channel); where: U is the depth 
averaged velocity; «*i,is the bed friction velocity(= uifhl^)', K is the Von Karman 
turbulence coefficient; Kb is the hydraulic radius for the bed (= H); and % is the 
roughness parameter. A transition function, between the hydraulically smooth and 
completely rough flow regimes, after Colebrook and White (Colebrook [1939]), was also 
found applicable. 
Sayre & Albertson also undertook detailed investigations into vertical velocity profiles 
and concluded K to be independent of roughness pattern, provided that the conditions of 
wake-interference flow and uniform roughness prevail. A value of K equal to 0.38 was 
recommended as being appropriate for artificial roughness investigations in open 
channel flow. 
The General Resistance Function. The resistance function given by equation (6.19) 
is applicable only to flow in the completely rough regime. If the U/u*b term is replaced 
with is/fb, and the equation rearranged, then the following equation results: 
-k = ^log Rb 
v^; (6.20) 
where fb is the [2D] Darcy-Weisbach friction factor for the bed of the channel ([2D] 
flow conditions). 
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For flow in the hydrauUcally smooth regime Prandtl's smooth pipe Iaw^2 (equation (6.1)) 
can also be rearranged to give: 
-l_ = 21ogf^i5L^ if^ 2.51 (6.21) 
These equations do not however adequately describe the intermediate transition re^^ime. 
A solution to this problem for pipe flow is presented by Colebrook [1939], and resulted 
from a joint effort with Professor CM. White. Their technique is based around 
combining the hydraulically smooth and completely rough resistance functions irto a 
general function which correlates the whole transition region. The same technique was 
applied to open channel flow resistance and gave the following general function: 
^=-2 log 
f.     .230_ 
X   2K>^ ,    2.51 
yRbj ^euif^ 
(6.22) 
where Rgi; is the Reynolds number for the bed (= 4L7H/v). Equation (6.22) is referred to 
as the Macintosh-White^-^ equation. 
Datum Plane Adjustment. For rough surfaces the precise location of the boundary 
datum plane, or effective bed, is of particular importance when specifying hydraulic 
characteristics of flow. 
The ratio, c/k, is generally used to define the datum plane, where: c is the height of 
the effective bed above the actual datum plane (bed); and k is the roughness height. 
For artificial roughness generated using strips this ratio varies from 0 to 1 as the 
roughness spacing, X, decreases. 
Various relationships have been proposed for the prediction of c/k based upon X/k, and 
are summarized in Table 6.3. 
Review of the information presented in Table 6.3 reflects considerable uncertainty c.s to 
the precise value that should be assigned to c/k. In considering this point Knight & 
Macdonald [1979] adopted a function positioned approximately half way between those 
^2      The suitability of this resistance function for open channel flow is discussed in 
§6.2. 
^3      The White suffix was chosen to reflect the basis of the equation. 
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of Raju & Garde [1970] and Adachi [1964], and concluded such an approach as being 
quite adequate for analytical purposes. However, in practical ternns the difference 
between Knight & Macdonald's adopted function and that by Adachi is not considered 
to be significance. In addition, Adachi's function allows continuity in the variation of 
c/fc which contrasts to Knight & Macdonald's discontinuous approach. This being the 
case it was concluded that Adachi's function would provide more consistent results than 
those which would otherwise be produced from alternative techniques. The function 
was therefore adopted for application to the current research. 
TABLE 6.3. — Datum Plane Adjustment Ratios 
V. i. 
^R&G QA 
oo 0.00 0.00 0.00 
160 0.05 
80 0.14 
40 0.25 
20 0.40 
10 0.77 
6.94 0.00 
5.21 0.50 
5.00 1.00 
3.75 0.25 
3.47 1.00 
2.50 1.00 i 
0.00 
1 p_ 1 
1.00 1.00 1.00 
Notes: R&G    Raju & Garde [1970]. 
Adachi [1964]. 
K&M   Knight & Macdonald [1979]. 
Indicates linear transition. 
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6.4.3.      Calibration Analysis 
Derivation of Roughness Parameters. The rough boundary experimental data collected 
by Sayre & Albertson [1963] all fell within the completely rough flow regime. This 
characteristic was exploited by Sayre & Albertson in their analysis as the calibntion 
X parameters could be simply evaluated through direct application of equation (6.20). 
This same approach was also applied by Knight & Macdonald [1979] for I heir 
investigations. 
However, a review of data from the current calibration experiments showed that anly 
the three most dense roughness spacing configurations ik/k = 10, 20 & 40) produced 
completely rough flow, while the remaining two spacing configurations {X/k = 80 & 160) 
produced roughness in the transitional flow regime. This being the case the compUjtely 
rough resistance function (equation (6.20)) was not used for calibration evaluation and 
the Macintosh-White general function (equation (6.22)) applied in its place. 
Calibration % parameter values were derived for each X/k data set and are listed in 
Table 6.4. A comparison of predicted roughness values (using calibration x valuers in 
conjunction with equation (6.22)) with experimental data produced a standard devic tion 
infb of 5.9% (average error of 0.0%). Equivalent Nikuradse sand roughness values, ks, 
are also presented in Table 6.4 for reference. 
TABLE 6.4. — Artificial Strip Roughness x  Parameters 
X/k 10 20 40 80 160 oo 
k/x 2.116 2.549 5.582 12.95 29.35 761.0 
X (mm) 1.418 1.177 0.542 0.232 0.102 0.004 
ks (mm) 16.48 13.45 5.85 2.39 1.06 0.036:^ 
Variation of the roughness parameter % with roughness spacing X is presented in Figure 
6.3. For comparison, x parameters after Knight & Macdonald [1979] are also shov\n. It 
should be noted that Knight & Macdonald's calibration refers to roughness strips w hich 
were 3mm square (in contrast to 10mm wide by 3mm high strips for the current research) 
and therefore produces different calibration parameters. It is interesting to note that 
some consistency between the two sets of data is apparent: 
• the decrease in % with increase in X, with a near logarithmic variation for 
X/k > 20; and 
• a maximum artificial roughness at a relative spacing (X/k) of around 10. 
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Equivalent Nikuradse Roughness.        For  completely  rough   flow  in  commercially 
roughened pipes, Colebrook & White [1937] found that the equation: 
^=2 log 
V ^^ J 
(6.23) 
gave predictions in complete agreement with the experimental results of Nikuradse. 
Equating (6.23) with equation (6.20), and replacing the pipe diameter d with ARb ([2D] 
flow) then gives: r 2.30 
ks = 14.8 Rb 2KV8 
yRbj 
(6.24) 
Setting K equal to 0.38, as recommended by Sayre & Albertson [1963], then reduces 
equation (6.24) to: 
k, = 14.8 ''   y 1.070  ^ 
Ub 0.070 
(6.25) 
Over the range of experimental data, equation (6.25) can be replaced by the linear 
approximation: ks/x = 10- 
k/X 
lUO " 
//  p 
iU  " 
/    / V / " 1- \-^-r-nn // 
 l,_.a__...^d...LUJi 
^ 1 : -i r-----i--4--Jtjii( -.,-<_?  
 i i.....|..^.4.4-^| Legend 
•m- 3mm X 10mm stnps 
current research 
-Q- 3mm X 3mm stnps 
Knight & Macdonald [1979] 
1 1 1  i i—i   i   i i i i 0.1 - t 1 ■ 
1 
—1—1   till) 1 1—1—rr 
10 100 1000 
\lk 
FIGURE 6.3. — Artificial Strip Roughness x  Parameters 
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Regime Limits. According to Schlichting [1979], flow regime classification may be 
delineated in terms of the following dimensionless limits: 
• Hydraulically Smooth: 
—^ < 5; (6.26) 
• Transition: 
Completely Rough: 
5 < if±^ < 70;and (6.27) 
70  < ^. (6.28) 
Application of the previously noted approximation, fcg/x = W, to the inequalities of 
equations (6.26) to (6.28), present regime classification limits in a form more readily 
applicable for use in conjunction with artificial roughness elements: 
Hydraulically Smooth: 
^^^ < 0.5; (6.29) 
•        Transition: 
0.5  < i^^ < 7.0; and (6.30) 
•        Completely Rough: 
7.0  < M^. (6.31) 
V 
These classifications were adopted for the purposes of the current research programme. 
The Transition Function. A transition function for flow in open channel flow, basei on 
the Macintosh-White resistance function (equation (6.22)), is presented in Figure 6.4. 
This function represents an open channel adaptation of the transition function for pipe 
flow. Accordingly the figure presents those relationships which express the difference 
between actual and completely rough resistance in the form: 
r    ^ 17 
v"*^ 
=/|^|; ((..32) 
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where / is a function defined by: 
(      \ 
U = _LL. 2^ log X V     J 
(6.33) 
in which the first right-hand side term represents the actual resistance, and the second 
term gives the completely rough resistance. 
AiU/u^h) 
"*fcX/v 
FIGURE 6.4. — Transition Function for Open Channel Flow 
Substitution of hydraulically smooth (equation (6.21)), transition (equation (6.22)), and 
completely rough (equation (6.20)) resistance functions into the first right-hand term of 
equation (6.33), and setting K equal to 0.38 (Sayre & Albertson [19631), then gives the 
transition functions presented in Figure 6.4: 
Hydraulically Smooth: 
(     \ U 
v"*^; = -6.06 log 
\0.935 
Rb 2.51 Re,V7r (6.34) 
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Transition: 
(      \ IL 
,u.t, = -5.66 log 14-   2.51 
Rb 
1.070 
Completely Rough: 
f      \ 
IL 
v"*^ 
b'jo \    J 
= 0, 
;and (6.35) 
(6.36) 
A number of ancillary curves are presented in Figure 6.4 in addition to the basic 
transition function (equation (6.35)) and associated experimental data. These additi(3nal 
curves represent functions associated with: Completely Rough; Completely Smcoth; 
Completely Smooth - High Roughness Density (HRD); Transition - HKD; and Transition - 
Low Roughness Density (LRD). A curve for Completely Smooth - LRD is not shown as this 
very nearly overlies that for Completely Smooth. 
Reference to a typical transition function for pipe flow (White [1939]) will only show 
one set of curves comprising that of the Transition curve with its associated Completely 
Rough and Completely Smooth tangents. These functions implicitly refer to resistance 
characteristics associated with a uniform high density roughness configuration, suct\ as 
that developed when using a uniform sand coating. However, the use of strips for 
artificial roughness elements creates a non-uniform roughness density which will vary 
in accordance with the strip element spacing, X. In Figure 6.4 the curves associated with 
LRD and HRD functions clearly demonstrate the influence of this characteristic and 
represent bounding limits to the actual roughness element spacing. 
As discussed previously, adopted flow regime limits for artificial strip roughiess 
elements classify hydraulically smooth flow when u*bX/^ is less than 0.5, and 
completely rough flow when u^bX/"^ is greater than 7.0. The lower limit corresponds to 
the thickness of the laminar sub-layer (0.5 v/u*^,) and the upper limit to the point 
where the measured velocity distribution goes over tangentially into a logarithmic 
formula for fully turbulent friction. Reference to Figure 6.4 shows that the transition 
function slightly over-estimates hydraulically smooth resistance (under-estimates 
U/w+b) at w*fcx/v equal to 0.5, but is in close agreement with the fully rough resistance 
at u*i,x/v equal to 7.0. It will however be noted that there is good agreement betv/een 
experimental data and the transition function curve over the entire u^bx/v range 
(hydraulically smooth to completely rough). This result confirms the suitability o' the 
transition function for artificial strip roughness application. 
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Open Channel Resistance Diagram. The Macintosh-White resistance function 
(equation (6.22)) has been used, in co-.junction with calibration % values, to construct a 
resistance diagram for the particular type of strip roughness element used in this 
research. Figure 6.5. This diagram covers a Re range from approximately 5x10^ to 
250x10^, and a X/k ratio range from 10 to °o (hydraulically smooth). Associated 
experimental data points are shown in the figure and resulted in an overall standard 
deviation to predicted fb of 5.9%. 
fb   0.10 - 
-1 1 1—I—I I I I 
l.OE+03 l.OE+04 
1—\—I—I I I 
l.OE+06 
Re = 4(iKi,/v 
FIGURE 6.5. — Resistance Diagram for Artificial Strip Roughness 
The completely rough to transition regime delineation line is also shown in Figure 6.5 and 
corresponds to the loci of points satisfying u^bth equal to 7.0. Comparison of 
experimental data points to this line confirms that calibration investigations have 
covered all three flow regime classifications: 
• Completely Rough - X/k equal to 10, 20 and 40; 
• Transition - X/k equal to 80 and 160; and 
• Hydraulically Smooth    - X/k equal to «>; 
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6.4.4.       Friction Factor Summary 
Flow regime classification limits, for use in conjunction with artificial roughness 
elements, may be delineated as follows: 
•        Hydraulkally Smooth: 
Transition: 
^*bX < 05; (6 29) 
0.5  < i^^ < 7.0; and V (6 30) 
Completely Rough: 
7-0  <^. (6 31) 
For hydraulically smooth flow the resistance function follows that for an equivalent ])ipe 
and is given by; 
-t = 21og f   ,/—^ 
2 51 
and for completely rough flow is given by: 
-k=230iog Rb 
K^y 
(6 21) 
(6 20) 
These equations combine to give a general resistance function (the Macintosh-White 
function) which covers the whole transition region: 
-^=-2 log 
f.     .2.30 
yRbj 
2KV8^    2.51 
Re.V/T (6.22) 
where calibration values of %, as a function of X/k, are presented in Table 6.4 (repeated 
below). 
TABLE 6.4. — Artificial Strip Roughness x Parameters 
X/k 10 20 40 80 160 oo 
klX 2.116 2.549 5.582 12.95 29.35 761.0 
X (mm) 1.418 1.177 0.542 0.232 0.102 0.004 
kg (mm) 16.48 13.45 5.85 2.39 1.06 0.0367 
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7. EXPERIMENTAL SCHEDULE & MEASUREMENTS 
7.1. OVERVIEW 
Detailed open channel flow measurements were taken from a total of 66 experimental 
runs, all undertaken in the research channel apparatus. These runs were divided ir to 3 
primary groups associated with alternative cross-sectional configurations: 
• Rectangular; 
• Rectangular Compound; and 
• Trapezoidal Compound. 
Only one series of runs was undertaken in the rectangular channel configuration. This 
series covered a range of 5 discharges, and considered only hydraulically smooth flew. 
Five series of runs were undertaken in each of the rectangular and trapezoidal 
compound channels. Each of these series considered a specific flood plain roughness 
configuration and comprised a number of individual runs covering a range of flow rales. 
7.2. PARAMETER RANGES 
Nominal parameter ranges covered by experimental runs, and associated series reference 
numbers, are presented in Table 7.1. 
Each series covered a range of target nominal depths which increased with 
experimental run number within the series. For Series N^ 1 these depths were increased 
from 20 mm (Run N^ 1), in 20 mm increments and were accordingly labelled Run N^s 1.1 
to 1.5. For the remaining series of experiments run numbers were generally assigned in 
accordance with Table 7.2. 
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TABLE 7.1. — Research Channel Experimental Schedule 
Series N« Number 
of Runs 
Channel Type Nominal Depth 
Range, H (mm) 
Flood Plain 
Roughness Strip 
Spacing, X/k 
1 5 Rectangular 20 to 100 oo 
2 
3 
4 
5 
6 
6 
5 
7 
7 
5 
Rect. Comp. 
Rect. Comp. 
Rect. Comp. 
Rect. Comp. 
Rect. Comp. 
70 to 110 
70 to 110 
70 to 110 
70 to 110 
70 to 110 
oo 
20 
40 
80 
160 
7 
8 
9 
10 
11 
7 
6 
6 
6 
6 
Trap. Comp. 
Trap. Comp. 
Trap. Comp. 
Trap. Comp. 
Trap. Comp. 
70 to 110 
70 to 110 
70 to 110 
70 to 110 
70 to 110 
oo 
20 
40 
80 
160 
Note: X/k equal to <x> represents a hydraulically smooth surface. 
TABLE 7.2. Research Channel - Run Number Schedule 
RunN= Flow Depth, Relative Depth, 
H (mm) Dr 
1(a) 70 0.214 
Kb) 75 0.267 
2 80 0.313 
3 90 0.389 
4 100 0.450 
5 110 0.500 
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7.3. EXPERIMENTAL  TECHNIQUE 
Primary measurements for all experimental runs comprised the distribution of: 
• boundary shear stress; and 
• velocity field. 
These were made using a RPT Type:C(1.6) probe and ACDAS apparatus. Boundary 
shear stresses were evaluated using Preston's technique in conjunction with Patel's 
calibration relationships, and velocities evaluated through application of total hsad 
tube theory. Details of the apparatus and associated calibration functions are preser ted 
in §4 and §5. 
Ancillary data collection comprised: total flow rate; flow depth; water temperature; 
air temperature; and transducer zero shift data. 
7.3.1.      Boundary Shear Stress 
Boundary shear stress measurements were taken about the entire wetted perimeter of 
the research channel at predefined target locations. Two measurement passes were 
made for each run and point values averaged during data reduction. 
Predefined targets were located in accordance with the following general guidelines: 
• a 10 mm spacing over both vertical or sloping surfaces; 
• a 20 mm spacing over horizontal surfaces, with the exception of surfaces 
lying within approximately 120 mm of a vertical or sloping face, whe'e a 
10 mm spacing is used. 
For a typical run (Series N^9, Run NH), this specification resulted in 103 target ponts. 
Figure 7.1. 
Although substantial effort had been directed to the development and calibratio:i of 
the RPT, the installation of the static bed tappings in the experimental apparitus 
negated its advantage over the standard Preston tube technique. This being the case 
boundary shear stress measurements were made through application of Patel's 
calibration relationships to differential pressures taken between the dynamic pressure 
port of the RPT Type:C(1.6) probe and the static bed pressure tapping manifold. 
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© 
UJ liw 
FIGURE 7.1. — ACDAS Target Points - Series N^g, Run HH 
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7.3.2. Velocity Field 
Point velocity field measurements were taken over the entire flow area, at predefined 
targets locations. Only a single measurement pass was made for each run, commencing at 
the left hand side of the channel and moving across the channel in series of ver ical 
profiles. 
Predefined targets were located on a grid in accordance with the following general 
guidelines: 
• vertically - 10 mm spacing reducing to 5 mm immediately adjacent the be<l or 
water surface; and 
• horizontally - 10 mm spacing while within approximately 120 mni of 
vertical or sloping surface, and 20 mm spacing elsewhere. 
This velocity field distribution specification resulted in approximately 450 to 890 data 
points per run, with the exact number depending on run flow depth. Typical target 
locations for Series N^9, Run N^4 are also presented in Figure 7.1 (717 points). 
7.3.3. Data Logging Specifications 
The data logging algorithm implemented by the ACDAS computer software was 
designed to log data statistically in accordance with predefined accuracy specificatiDns. 
These specifications ensured that logged data complied with acceptable confidcjnce 
limits. 
Logged data principally comprised averaged output signals (volts) from two pressure 
transducers: one connected to the 'dynamic' (total head) port of the RPT; and the other 
to the static pressure manifold at the measuring station. 
Preliminary investigations were undertaken to determine appropriate data logging 
specifications. Adopted values resulting from this investigation are listed in Tablei 7.3 
and represent an optimum balance between accuracy and logging speed. 
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TABLE 7.3. — ACDAS Logging Specifications 
Description Unit Value 
Minimum Logging Time 
Maximum Logging Time 
Logging Accuracy 
Accuracy Confidence 
Maximum Retries 
seconds 
seconds 
mV 
% 
30 
120 
5 
95 
3 
Note: A ImV accuracy corresponds to approximately 0.5Pa (160PC transducer) 
7.3.4.       Transducer Zero Shift Calibration 
Transducer  Zero  Shift  calibration  data  was  obtained   regularly   throughout  all 
experimental runs in accordance with the following general guidelines: 
• Boundary Shear Stress Measurements - at the beginning and end of the pass, 
and at probe changes; and 
• Velocity Field Measurements - every 3 to 4 hours during the day, and every 6 
to 8 hours during the night (measurements usually required between 16 to 40 
hours to complete). 
In addition to the above calibration schedules, consideration was also given to change 
in air temperature and, if excessive, additional calibration data sets were recorded. 
7.3.5. Total Flow Rate 
Total flow rate measurements were made on a regular basis through each experimental 
run, (usually around 10 readings), and the average value adopted. Two continuous flow 
measuring devices were installed within the return water circuit: 
V-notch weir 
Dall-tube 
[Low Flow Rate] 
[High Flow Rate] 
3L/S <Q< 29L/s; and 
21L/s<Q<76L/s. 
Measurements were taken from both devices for flow rates in the overlap region (21L/s 
< Q < 29L/s) and the average adopted. 
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7.3.6. Uniform Flow and Depth 
All experinxental runs were undertaken under conditions of uniform flow. This condition 
was confirmed throughout each run by regular checks on the longitudinal water surface 
profile slope. At least 5 profile checks were made during the course of each run, \/ith 
data for each check comprising two flow depth measurement passes covering the er tire 
length of the channel (static pressure manometers at approximately 1.2m spacings). 
Average water surface slope and flow depth were computed through application of 
linear regression analysis to profile data. This analysis generally revealed slight 
variation in flow depth over the length of the channel, as reflected by a consis:ent 
standard error value (to averaged values) of approximately 1mm. 
7.3.7. Water Temperature 
The representative water temperature for each run was obtained by averaging recorded 
measurements taken throughout the run. This process usually involved at least ten 
readings. 
7.3.8. Air Temperature 
Implementation of pressure transducer calibration requirements (Zero Shift Calibration) 
required the monitoring of air temperature through the course of each run. This 
monitoring was undertaken using a standard seven day thermographic chart recorder. 
Transducer calibration temperatures were then extracted from these records at two 
hourly intervals. 
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8. REDUCTION OF LOGGED DATA 
8.1. GENERAL 
A micro-computer based data processing software package was developed for the 
reduction of experimental data in a reliable and efficient manner. Data was transferred 
from the dedicated ACDAS micro-computer to the data reduction and processing micro- 
computer via floppy diskette. 
Sequential activities associated with the reduction process are summarized as follov^s: 
I. transfer of raw data from the ACDAS micro-computer to the processing 
micro-computer; 
II. supplement raw data with recorded air and water temperatures; 
III. extraction and processing of transducer Zero Shift Calibration data; 
IV. preliminary data reduction pass producing approximate boundary shear 
stress and velocity values; 
V. evaluation of static pressure correction functions for each experimental 
series; 
VI. application of static pressure corrections to boundary shear stress and 
velocity data; and 
VII. evaluation of corrected boundary shear stress and velocity distributions, and 
integrated total values. 
Details associated with key activities are presented in the following sections. 
8.2. PRELIMINARY REDUCTION PASS 
The preliminary data reduction process produced approximate boundary shear stress 
and velocity values from logged transducer signals. These values were primarily used to 
confirm satisfactory operation of experimental apparatus and as a basis from wiich 
static pressure correction terms could be derived. The basic steps associated with this 
process are summarized as follows: 
I. convert transducer signal voltages to absolute pressures using transducer 
calibration relationships in conjunction with transducer Zero VMh 
Correction terms; 
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II. compute Preston tube differential pressures (no static pressure correction) 
and convert these to boundary shear stress values using Patel's calibration 
relationships; and 
III. compute total head tube differential pressures (no static pressure correction) 
and convert these to point velocity values through direction application of 
theory. 
8.3. STATIC PRESSURE CORRECTION 
Application of the static pressure correction methodology (§5.3) produced correction 
coefficients (Cs) applicable to each experimental run. Appraisal of the variation of 
these coefficients, against individual experimental series, showed strong linear 
correlation to flow depth (or relative depth, D;-). This being the case, predictive 
functions were therefore developed through the application of linear regression 
analysis and the resulting functions then used in conjunction with the static pressure 
correction equation: 
Aps = -pgCs 
f 2   ^ 
2g     2g 
(5.16) 
to produce static pressure adjustments (Aps) for direct application to both Preston tube 
and total head tube differential pressure measurements. In equation (5.16) U and LZj-ef 
refer to unadjusted velocity components as discussed in §5.3. 
Once corrections had been applied, boundary shear stress and velocity values were then 
recalculated using the procedure outlined in §8.2. 
8.4. DATA PROCESSING 
8.4.1.       Boundary Shear Stress 
Two boundary shear stress measurement passes were made for each experimental run, 
and the average of point values adopted. The total waterway boundary shear force and 
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its distribution between channel boundary elements^4 ^^^ evaluated by direct 
integration of these distributions. Where possible, a check was made by compariscn of 
average waterway shear stress (sum of integrated boundary element force values 
divided by the wetted perimeter) to that from the slope of the energy grade-line: 
Xe = PgRSf. (5.1i; 
Dimensionless values of boundary shear stress (T'Q) were obtained by dividing local 
values by the waterway average (TQ)- 
QJ X 
TS C 
o 
A typical boundary shear stress distribution (dimensionless) is presented in Figure 8.1. 
This example is from the Trapezoidal Compound Channel series of experiments (S(!ries 
N29; Run N-4). It had a roughened flood plain and a smooth main channel. 
-0.10   0.00     0.10     0.20    0.30     0.40    0.50     0.60     0.70     0.80     0.90     1.00     1.10     1.20 
Boundary Distance, s (m) 
LEGEND:                                                                          | 
;   Experimental: Predicted: 
♦      Point Measurement 
i   - - -   Average Flood Plain 
     Bed 
     Average Wall 
FIGURE 8.1. — Boundary Shear Stress Distribution -Series N^S, Run N^ 4 
14 The cross-sectional shape of the research channel was defined in terms of a 
number of discrete boundary elements: the main channel left-wall (vertical); the 
main channel bed (horizontal); the main channel right-wall (vertical), or jide- 
slope (1:2 sloping); the flood plain bed (horizontal); and flood plain left-wall 
(vertical). 
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It will be noted from the figure that local boundary shear stress measurements do not 
extend over a roughened flood plain, but are confined to smooth surface zones. This is 
the case for Series N^s 3 to 6, and N^s 8 to 11. The remaining Series (N% 1, 2 & 7) had 
a hydraulically smooth flood plain (with a hydraulically smooth main channel), 
thereby permitting full boundary shear stress measurement. 
For roughened flood plain cases the total shear force taken by the flood plain was 
obtained by subtracting the total measured shear force (integrated) from the water way 
total as calculated from the slope of the energy grade line. The average flood plain 
shear stress resulting from this calculation is also shown in Figure 8.1. 
Distribution plots, for ail runs, are presented in Appendix C. 
8.4.2.      Velocity Field Contours 
Velocity field contours were interpolated from local point velocity measurements using 
an algorithm presented by Yates [1987], This algorithm requires that local point 
velocities be specified on a regular grid. Experimental measurements were however 
made to a composite 10 mm and 20 mm grid spacing (§7.3) and a two-way cubic spline 
interpolation technique was used to transform experimental data into the required 
regular grid format. 
Dimensionless velocity field contours (u') were obtained by dividing by the average 
waterway velocity, 17 (equal to Q/A). A typical velocity field plot (dimensionless) is 
presented in Figure 8.2 and is an example from trapezoidal compound channel 
measurements. This example corresponds to the previously presented (§8.4.1) boundary 
shear stress distribution (Figures 8.1). 
Velocity field plots, for all runs, are presented in Appendix C. 
8,4.3.       Depth Averaged Velocity 
Depth averaged velocities (I/) were calculated over the entire waterway width at 
transverse stations associated with each vertical measurement profile. Depth averaged 
values were obtained by first fitting a logarithmic profile to data points and then 
analytically integrating the fitted equation over flow depth. This technique was 
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adopted in preference to a basic linear interpolation approach as it provided a better 
basis for the extrapolation of data to both the boundary and water surfaces. 
Dimensionless depth averaged velocity values iW) were obtained by dividing by the 
average waterway velocity, U. A typical distribution is presented in Figure 8.3 and is 
an example from trapezoidal compound channel measurements. This example 
corresponds to the previously presented examples in §8.4.1 and §8.4.2, (Figures 8.1 & 
8.2). 
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FIGURE 8.2. — Velocity Field Contours - Series N^g, Run N24 
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Ex^UiKn^     ♦ 1 Pr^4i^.- 
FIGURE 8.3. — Depth Averaged Velocity Distribution - Series H^9] Run H^A 
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Total discharge and its distribution between main channel and flood plain were 
evaluated through the integration of depth averaged velocity distributions. 
Depth averaged velocity distribution plots, for all runs, are presented in Appendix C. 
8.4.4.       Turbulent Shear Stress 
Depth averaged turbulent shear stress values (if) were calculated over the entire 
waterway width at transverse stations corresponding to boundary shear stress measuring 
points. Force balance considerations were used to define Xt as expressed by the following 
equation: 
pgAgSf- XQ.dp 
Jp=0 
H 
xt=- (8.1) 
where the integration length ,s, and the integration flow area , As, are defined in 
Figure 8.4. 
FIGURE 8.4. — Turbulent Shear Stress Force Balance 
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Dimensionless values (I't) were obtained by dividing by the average waterway 
boundary shear stress. A typical distribution is presented in Figure 8.5 and is an 
example from trapezoidal compound channel measurements. This example corresponds to 
the previously presented examples in §8.4.1 to §8.4.3, (Figures 8.1 to 8.3). 
Due to space limitations, plots of dimensionless depth averaged turbulent shear siress 
distributions have not been included in this document, but may be directly computed 
from the data provided, using equation (8.1). 
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FIGURE 8.5. — Turbulent Shear Stress Distribution - Series NS9, Run M24 
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8.5. NUMERICAL PRESENTATION OF DATA 
.5.1.       General 
A primary objective of the research program has been the acquisition of high quahty 
experimental data and its presentation in a format allowing effective utilization by 
other researchers. In keeping with this philosophy experimental data is presented in 
both graphical and numerical format. Graphical data presentations are discussed in 
§8.4. Numerical data presentations are discussed in this sub-section and comprise: 
• Summary Data Sheets^ and 
• Detailed Data Tabulations. 
Summary Data Sheets contain full descriptions of run parameters and associated 
hydraulic data, both for the overall waterway and for predefined sub-areas. Detailed 
Data Tabulations contain basic data for boundary shear stress and velocity distributions. 
Experimejntal data is presented in both printed and magnetic media formats. These are 
described in the following sub-sections. 
8.5.2.       Summary Data Sheets 
An example of the printed Summary Data Sheet sheet is presented in Table 8.1. The 
sheet is divided into seven data regions: 
I. Run Identification; 
II. Channel Geometry; 
III. Artificial Roughness Specifications; 
IV. Overall Hydraulic Data; 
V. Sub-area Hydraulic Data; 
VI. Momentum Transfer; and 
VII. Experimental Errors. 
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TABLE 8.1. — Example Research Channel Summary Data Sheet 
Research Channel Experimental Summary Date 25-Jan-90 
Series # 9 
Run# 4 
Dr 0.436 
Channel Dimensions: 
0.8075 
0.2575 
h 
H 
0.0550 
0.0984 
2.000 
Artificial Roughness [Flood Plain]; 
0.0030 
0.1200 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0984000 U 0.4962972 fsmooth 0.0168808 ^0 0.6222653 
A 0.0773730 Re 1.364E+05 ^smooth 0.0092619 SF 0.7590291 
P 1.2197837 Fr 0.6291497 ^s smooth -0.0000006 w* 0.0249452 
R 0.0634317 / 0.0202107 frough 0.0513202 V ' 9.236E-07 
W 1.0650000 n 0.0101344 trough 0.0161491 p 1000.003 
Q 0.0384000 ks 0.0001636 ^s rough 0.0057606 'f 0.001 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0506760 
0.0077990 
0.0188980 
0.0294958 
0.0037841 
0.0051201 
0.5820464 
0.4852035 
0.2709341 
0.6134000 
0.1234337 
0.4829500 
0.0826149 
0.0631837 
0.0391303 
2.083E+05 
1.328E+05 
4.592E+04 
0.6465377 
0.616292(i 
0.4372927 
Sub-area / n ks 
1 
2 
3 
0.0191383 
0.0210628 
0.0418355 
0.0103058 
0.0103390 
0.0134528 
0.0001905 
0.0002135 
0.0019287 
Sub-area fsmooth ^smooth ks smooth [rough trough '^s rough 
1 
2 
3 
0.0155162 
0.0169720 
0.0212976 
0.0092795 
0.0092808 
0.0095985 
-0.0000005 
-0.0000006 
-0.0000009 0.0638130 0.0166148 0.0059583 
Sub-area TO SF W %A %Q %SF 
1 
2 
3 
0.6321360 
0.5313573 
0.6329631 
0.3877522 
0.0655874 
0.3056895 
1.1727781 
0.9776472 
0.5459110 
65.50 
10.08 
24.42 
76.81 
9.85 
13.33 
51.09 
8.64 
40.27 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
75.58 
24.42 
86.67 
13.33 
59.73 
40.27 
Momentum Transfer [vertical interface]: 
SFa 0.1203001 
2.8009344 
%SFfl 15.849212 
4.5011899 
Experimental Errors: 
Raw JTQ.SS 
Raw Ju.6A 
na 
-0.3% 
Adjust. lxo-5s 
Adjust. lu.SA 
na 
0.3% 
Adjust. Type 
Cs 
Static 
0.0174 
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Parameters presented in this Summary Data Sheet are defined in Appendix F, with 
explanatory notes as follows: 
• P - the wetted perimeter for both Overall and Sub-area Data is computed on actual 
water to boundary contact lengths; 
• Re - equal to AUR/v using overall or sub-area 17 and K values as appropriate; 
• Fj - equal to ^''V^^ using overall or sub-area U and R values as appropriate; 
• / - equal to ^gRSj 1X9- using overall or sub-area U and R values as appropriate; 
• n - equal to R2/35,2/2 /{j using overall or sub-area U and R values as appropriate; 
• its ■ evaluate from the Colebrook-White equation (6.7), using overall or sub-area /, 
Re, li and R values as appropriate; 
• smooth - referring to hydraulically smooth resistance coefficients based upon 
Prandtl's smooth pipe law; 
• rou^h - referring to artificially roughened resistance coefficients based upon 
calibrated strip roughness equations (§6); 
• Sub-areas 1, 2 & 3 refer to the main channel, side-slope (trapezoidal compound 
channel only) and flood plain flow areas respectively; 
• Momentum Transfer apparent shear forces and stresses are computed over an 
imaginary vertical interface located between flood plain and main channel, or 
side-slope as appropriate; 
• the apparent shear stress/force directly equates to the depth averaged turbulent 
shear stress/force computed at the imaginary interface location; and 
• Experimental Errors (as calculated from the difference between integrated and 
total measurement) are given for total waterway boundary shear force and 
dijjcharge for both the before (Raw), and after (Adjust.) static pressure adjustment 
to experimental data sets. 
A complete set of Summary Data Sheets is presented in Appendix A. 
Summary data is also stored on magnetic media (Enclosure) in a tab delimitered ASCII 
text format. The format adopted for this storage is suited to micro-computer spread- 
sheet or data-base type applications and differs to that presented in Table 8.1. File 
naming and format conventions are presented in Appendix D. 
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8.5.3.       Detailed Data Tabulations 
Detailed Data Tabulations are presented for each experimental run. They contain the 
following location and value data: 
• Boundary Shear Stress  -   TQ (Pa), s (m); 
• Depth Averaged Velocity -        U (m/s), y (m); and 
• Velocity Field -   u (m/s), y (m), z (m); 
where: s is the wetted perimeter distance taken from the base of the left hand wall 
and positive to the right; and y &: z are cartesian coordinates with the origin loc.ited 
at the base of the left hand wall, Figures 8.6. 
Experimental data, for both boundary shear stress and depth averaged velocity 
distributions, are listed in Appendix B. Velocity field data is not included within t lese 
listings because of its voluminous nature. A complete set of all experimental (iata 
(including velocity field data) is stored on magnetic media (Enclosure) in a tab 
delimitered ASCII text format. File naming and format conventions are presented in 
Appendix D. 
Rectangular Compound Channel: 
2   '^ 
150 
55 
0 
-50] 
id [0] 
[680] 
'[6251 i [1215]^ [1120] :ii 
625 1065 y 
Trapezoidal Compound Channel: 
Z   '' 
150 
55 _(«r. 
-150] 
;-50] 
40] 
[638]> 
[515] 
1— 
515      625 
[1173]^ 
[1078]^ 
1065 y 
Notes: 
i625 Cartesian Coordinate 
i[638] Boundary Coordinate 
; All dimensions in mm 
FIGURE 8.6. — Research Channel Coordinate System 
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9.        ANALYSIS OF RESULTS 
9.1. THE STRUCTURE OF COMPOUND CHANNEL FLOW 
9.1.1.      Introduction 
An understanding of the structure of flow in channels of compound section is prerequ: site 
to the development of any conceptual model through which hydraulic characteristics 
are to be considered. To this end much research has been undertaken^^ to identify those 
characteristics which are of significance. A result of this research has been the 
development of a simplified conceptual model of compound channel flow structure and is 
shown in Figure 9.1 (Knight & Hamed [1984]). Key characteristics include: 
• an interaction mechanism acting over an imaginary interface between main 
channel and flood plain; 
• contra-rotating secondary flow cells; 
• sinusoidal perturbations in local boundary shear stress values from :hat 
reflected by a slow changing mean distribution; and 
• variation in vertical velocity profiles away from the Universal Velocity 
Distribution Law ([2D] flow). 
As shown in Figure 9.1, the interaction mechanism appears as a vertically orientcited 
bank of vortices aligned about the interface between main channel and flood plain. 
These vortices are usually strong and are capable of driving a significant lateral 
transfer of momentum from main channel to flood plain. A key characteristic of this 
mechanism is the nett increase in flood plain velocity at the expense of that in the 
main channel and it is for this reason that considerable attention^^ has been directed 
toward this particular mechanism. 
The occurrence of secondary flows has also received considerable attention. Possible 
mechanisms explaining their generation have been postulated by various researchers 
and include: the behaviour of certain terms in the transverse Reynolds equation 
(Eichelbrenner & Preston [1971], and Gessner & Jones [1965]); the development of 
streamwise vorticity in the corner region (Brundrett & Baines [1964]); and the 
^5      A representative selection is given by Knight & Hamed [1984]. 
^6 A selection of relevant investigations include those by: Ervine & Baird [1973]; 
Knight & Demetriou [1983]; Knight & Hamed [1984]; M^Kee, Elsawy & M^Keiogh 
[19851; Myers [1978]; Nalluri & Judy [1985]; Pasche & Rouve [19851; Prinos 3t al 
[19851; Rajaratnam & Ahmadi [19791; and Wormleaton et al [1982]. 
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transverse gradients of Reynolds stress components and their link with transverse 
components of vorticity (Gessner [1973]). Although it is well accepted that secondary 
flows are responsible for a certain degree of influence on flow structure (Henderson 
[1966], Myers [1982] and Knight et. ai. [1984]), their relative significance, in comparison 
with that associated with other hydraulic characteristics, is the subject of continued 
research. 
Knight & Patel [1985] have investigated the secondary flow phenomenon in a 
rectangular duct and linked perturbations in boundary shear stress to pairs of contra 
rotating secondary flow cells (also depicted in Figure 9.1). Typically these stream wise 
vortices are relatively weak in comparison to the vertically orientated interaction 
vortices. Their presence along the re-entrant corner between the flood plain and main 
channel is therefore usually masked (Knight & Hamed [1984]). 
A qualitative review of experimental data has been undertaken for the purpose of 
confirming the existence of typical turbulent flow structures in the current open channel 
experiments. This review is presented in the following sections and considers, in turn, 
the rectangular channel, the rectangular compound channel and the trapezoidal 
compound channel. 
(fvlomentum Transfer J f Secondary Rows 
(interface Vortices 
FIGURE 9.1. — Characteristics of Compound Channel Flo w 
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9.1.2.       Rectangular Channel Flow 
The study of the structure of turbulent flow in rectangular channels is of fundamental 
importance in a study of compound channel turbulent flow structure. The rectangilar 
channel is a limiting case of the more general compound channel and provides an 
opportunity to evaluate the effects of bed and side wall generated turbulence urder 
conditions free of the interaction mechanisms (and associated vertical vortices) rhat 
occur in compound channels. Experimental results from Series N^ I, Run N^ 4 have been 
used for such an evaluation. 
Experimental results are presented in Figures 9.2 to 9.4 and respectively comprise plots 
of the: 
• boundary shear stress distribution; 
• depth averaged velocity distribution; and 
• velocity field contours. 
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FIGURE 9.2. — Boundary Shear Stress Distribution - Series N^l, Run U^4 
The velocity contour plot (Figure 9.4) clearly shows steeper velocity gradients toward 
the channel boundary and the presence of a velocity 'ridge' approximately positioned 
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on a diagonal orientation in line with the re-entrant corner of the channel. These 
gradients are a direct result of boundary generated turbulence and obey the Universal 
Velocity Distribution Law (Schlichting [1979]) close to the wall. 
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FIGURE 9.4. — Velocity Field Contours - Series N^l, Run U^4 
The associated depth averaged velocity distribution is presented in Figure 9.3. Two sets 
of data are included in the figure: experimental measurements (individual points); and 
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mathematical model predictions (solid line). Mathematical model predictions vv^ere 
made using a [2D] Analytical Model (§10) which applies Prandtl's Law-of-the-Wall 
(Schlichting [1979]) to the calculation of depth averaged velocities in the vicinity of 
an external boundary. Figure 9.3 shows good agreement between experiment and 
prediction, particularly in the wall region. This result was taken as verification of 
both the appropriate representation of boundary generated turbulence by the 
mathematical model and the lateral extent to which this turbulence is capabl? of 
exerting influence. 
The distribution of boundary shear stress about the wetted perimeter is influenced by 
the shape of the cross-section, the lateral distribution of roughness, and the presence of 
secondary flows (Knight & Hamed [1984]). This later influence was investigated by 
Knight & Patel [1985] who, based on experimental observations, postulated a direct 
correlation between secondary flow cells to sinusoidal type perturbations in the 
boundary shear stress distribution about a slowly changing mean. They found that 
boundary shear stress perturbations extended across the full channel width, theieby 
supporting the conclusion that secondary flow cells acted together as a group to form a 
multi-cellular contra rotating arrangement. Under this scheme the centres of secondary 
flow cells are located at cross-over points between actual and mean boundary sliear 
stress distribution curves, with the direction of rotation being reflected by the sign 
(increase or decrease) of adjacent perturbations. 
Figure 9.2 shows both experimental (individual points) and predicted (solid line) 
distributions of boundary shear stress. The predicted distribution takes no accour t of 
secondary flow cells and presents what may be taken as a guide to mean boundary s lear 
stress distribution. Comparison between experimental and predicted data therefore 
presents a basis with which to examine both the multi-cellular secondary flow oells 
structure and the magnitude of its influence on local boundary shear stress. 
Interpretation of Figure 9.2 indicates that there may be six secondary flow cells spaced 
across the half-width of the channel, with associated cross-over locations around: 
0.07m, 0.15m, 0.25m, 0.33m, 0.40m and 0.50m. Consideration of the small rek tive 
magnitude of perturbations suggests a fairly weak secondary flow mechanism. 
9.1.3.      Rectangular Compound Channel Flow 
In addition to those hydraulic characteristics associated with secondary flows and 
boundary generated shear turbulence, flow in channels of compound section are also 
subject to the influence of free turbulence shear. This turbulence results directly frori the 
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occurrence of high transverse velocity gradients which exist around the interface 
between main channel and flood plain. The influence of this turbulence action results in 
the formation of a bank of vertically orientated vortices aligned over the interface 
region. 
These free shear generated vortices are referred to as the interaction mechanism and 
are responsible for the transfer of momentum from main channel to flood plain. A direct 
result of this transfer is the effective increase in flood plain velocity at the expense of 
that in the main channel. 
A qualitative assessment of the interaction mechanism is presented through 
consideration of experimental results from Series N^ 4, Run N^ 4. This particular run 
had a relative depth (D^) of 0.45 and relative roughness (ur) of 1.8. The boundary shear 
stress distribution for the run is presented in Figure 9.5, depth averaged velocity 
distribution in Figure 9.6, and velocity field contour distribution in Figure 9.7. 
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The velocity contours presented in Figure 9.7 have velocity gradients within the 
interaction region which are comparable in magnitude to those associated with 
boundary generated turbulence. Comparison of transverse gradients on either side of the 
interaction region show those on the main channel side as being significantly steeper 
than those on the flood plain side. It is also interesting to note that the influeni:e of 
free shear generated turbulence is more extensive (approximately two-thirds the i\ain 
channel width) than that associated with boundary generated turbulence. This 
characteristic is clearly depicted in both the boundary shear stress and depth aveiaged 
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velocity distributions, Figures 9.5 & 9.6 respectively. In this regard particular attention 
is drawn to Figure 9.5 which presents both actual experimental data (data points) and 
[2D] Analytical Model prediction (solid hne). The bold dashed hne over the flood 
plain represents the average experimental shear stress for this region^^ Comparison 
between actual and predicted distributions (main channel only) shows good agreement 
between experiment and prediction. Review of predicted boundary shear stress within 
the flood plain shows values adjacent to the interaction region significantly greater (T'O 
equal to approximately 2.0) than those to be found further to the outside of the flood 
plain (t'o equal to approximately 0.7 to 0.8). This difference may be directly attributed 
to the transfer of momentum associated with the interaction mechanism. 
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FIGURE 9.8. — Boundary Shear Stress Distribution - Series N^g, Run N24 
^7      The Preston tube could not be used to measure the flood plain boundary shear 
stress distribution over an artificially roughened surface. 
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Further consideration of the boundary shear stress distribution (Figure 9.5) shows no 
clear indication of secondary flow related perturbations. This observation should net be 
taken to necessarily indicate a negligible influence of secondary flows. Reference to 
Figure 9.6 indicates a clear variance between predicted and measured depth averaged 
velocity about the interface region. This characteristic appears typical for all 
Rectangular Compound Channel series data (Appendix C.2) and might be attributed to 
the unaccounted influence of secondary flows. The signiflcance of this mechanism 
remains open for further investigation. 
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9.1.4.       Trapezoidal Compound Channel Flow 
The trapezoidal channel is geometrically identical to that of the rectangular compound 
channel with the exception of a 1(V):2(H) bed transition between the main channel and 
flood plain. A qualitative assessment of the influence of this geometrical change on 
channel hydraulic characteristics is presented through comparison between 
experimental results from Series N29, Run N^4, and Series N^4, Run NH (§9.1.3). 
Series N-9, Run N-4 supported both flow depth (Dr = 0.44) and boundary roughnesses 
{rir = 1-8) values which were very close to those associated with the rectangular 
compound channel run (Series N-4, Run N-4). 
A broad coniparison between boundary shear stress (Figure 9.8) and velocity (Figures 9.9 
& 9.10) distribution data, to that for the rectangular compound channel (Figures 9.5 to 
9.7, respectively), shows similar hydraulic characteristics. A more detailed appraisal 
of the variance between predicted and measured depth averaged velocity about the 
main channel to flood plain interface shows close agreement (Figure 9.9). This contrasts 
to that observed for the rectangular compound channel (Figure 9.6) which shows a 
consistent prediction over estimate. Consideration of these characteristics therefore 
suggests the existence of a flow mechanism (possibly secondary flow) which is not taken 
into account by the mathematical prediction model, and which is capable of exerting 
significant influence on local flow. It is further apparent that the magnitude of this 
flow mechanism is dependent on the transverse bed slope at the interaction region. 
9.2. STATIC PRESSURE DISTRIBUTION 
9.2.1.       Introduction 
Details of a second-order correction to static pressure measurements are presented in 
§5.3. This correction methodology was implemented to account for an apparent non- 
uniformity m hydrostatic pressure distributions across both rectangular and trapezoidal 
compound channels. The correction equation that was developed for this application 
(presented in §5.3) is: 
Aps = -pg Cs 
2g     2g 
(5.16) 
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where: Aps is the adjustment to measured static pressures; Cs is a calibration parameter; 
U is the local depth averaged velocity; and LZref is the average flood plain flow 
velocity (reference). 
The theoretical approach associated with the adoption of this 'velocity head' type 
correction function is by no means rigorous, and is based around experimental 
observations which indicated flood plain water surface levels were marginally hi^;her 
than those in the main channel. Although the validity of equation (5.16) could no: be 
directly confirmed, indirect verification was obtained by calibrating the function to 
velocity measurements and then checking that the same calibration also produced 
acceptable corrections to boundary shear stress measurements. This verification process 
could only be undertaken for those experimental runs which permitted measuremert of 
boundary shear stress about the entire wetted perimeter (Series N-2 and N-7). 
In order to gain further evidence supporting the application of adopted corrective 
procedures a detailed investigation into static pressure field variations was undertaicen. 
This investigation was undertaken only for one run (Series N-7, Run N-4R). 
9.2.2.      Measurements 
Static pressure field measurements were made at the measuring station using the s atic 
pressure tapping from a 4mm diameter pitot-static tube. This pressure was refenince 
against the static bed tapping manifold (differential pressure). Under this arrangement 
a zero differential pressure would indicate hydrostatic pressure conditions, with +/- 
pressure differentials indicating variance from hydrostatic conditions (positive values 
indicating static field pressure greater than static bed pressure). 
Measurements were taken over eight vertical profiles located across the width of the 
channel (in line with static bed tapping), and over two horizontal profiles. 
Differential pressure measurements were made at 10 mm intervals along each pre file. 
Three complete measurement passes were made for the run and average point values 
adopted for analysis. 
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9.2.3. Results 
Differential pressure distributions from all ten measurement profiles were contoured and 
are plotted in Figure 9.11. Profile locations are also shown in this figure. Data from 
Profiles PI to P4 (vertical - main channel) were found to be similar and are plotted in 
Figure 9.12 in conjunction with a best fit polynomial curve. Data from Profiles P5 to P8 
(vertical - flood plain) were also found to be similar and are plotted in Figure 9.13. 
Data from Profiles P9 and PIO were found to be quite different and are presented 
separately in Figure 9.14. 
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Review of the main channel vertical profile data (Figure 9.12) clearly show the static 
pressure distribution as being non-uniform, with a deficit increasing (negative) from near 
zero at the bank full level to a maximum deficit of approximately -25Pa adjacent the 
bed level. This characteristic is also clearly depicted in the contour plot (Figure 9.11), 
which shows the characteristic extending over most of the main channel width. 
The vertical flood plain profiles (Figure 9.13) do not share the main chcinnel 
characteristics, and show a near hydrostatic pressure distribution throughout. Review 
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of the horizontal profiles (Figure 9.14) show that this near hydrostatic condition 
applies also to the main channel region lying above the 'bank full' level. Profile PIO 
clearly depicts the non-uniform hydrostatic pressure distribution for the region below 
'bank full'. The large variation in pressure deficit toward the left hand main channel 
corner should be noted and may be attributed to the action of secondary flow cells. 
Average main channel and flood plain static pressure deficits were computed from 
integrated experimental measurements. These integrated values may be taken as 
equivalent static pressure correction terms and are compared in Table 9.1 to those 
calibration values obtained through application of the correction procedure described in 
§5.3. 
TABLE 9.1. — Experimental & Calibration Static Pressure Corrections 
Main Channel Flood Plain 
Experimental Correction 
Calibration Correction 
-7.6 Pa 
-2.9 Pa 
+1.1 Pa 
+0.0 Pa 
Review of the data presented in this table shows experimentally derived static 
pressure corrections (deficit) as being around 2 to 3 times that produced through 
application of the calibration correction procedure. 
9.2.4.       Commentary 
Static pressure field investigations have identified flow regions that do not have 
hydrostatic pressure distributions. For the particular compound channel geometry 
examined, this region generally extends below the 'bank full' level with static pressure 
reductions ranging from near zero (at the 'bank full' level), to approximately 25 Pa 
adjacent to the bed. 
Application of an experimental deficit to adopted static pressure corrections suggests a 
much greater potential influence, on both velocity and boundary shear stress 
measurements, than that actually identified through application of the Static Pressure 
Correction technique. Unfortunately explanation of this discrepancy can not conclusively 
be drawn without the undertaking of detailed investigations directed specifically at 
this topic. Therefore current investigations are based on the following conclusions: 
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the static pressure field in a compound channel cannot necessaril)- be 
assumed hydrostatic; 
• accurate measurement of velocity and boundary shear stress using current 
techniques necessitates the application of static pressure correction 
procedures; and 
• the Velocity head' type static pressure correction techniques offers v/hat 
appears to be a satisfactory correction methodology. 
9.3. HYDRAULIC CHARACTERISTICS 
9.3.1.      Discharge 
Introduction 
The estimation of total discharge and it's distribution in a compound channel are of 
primary importance to many engineering activities associated with open channel flow. 
A common requirement for the majority of these activities includes the development of 
a suitable stage discharge relationship and a simple technique for predicting the 
distribution of flow between main channel and flood plam. 
Although much research has been undertaken in this area, experimental guidance is 
still prerequisite to any but the most simple cases. Analysis of the current experimc^ntal 
data has therefore been directed at examining the applicability of various analytical 
techniques that may reduce the dependence of hydraulic assessment on experimental 
investigation. 
The Stage-discharge Relationship 
A common practice applied to the derivation of a stage discharge relationship lor a 
river gauging site is the fitting of a logarithmic relationship to gauged data. Ove;' the 
stage height range of most practical interest, 0 < D^ < 0.5, this type of relationship is 
often assumed to be of a linear form: 
logH = CilogQ + C2; :9.1) 
153 
ANALYSIS OF RESULTS 
where Ci and C2 are constants for a particular channel geometry and roughness 
distribution. 
Typical rating curves and data for Series N-4 (rectangular compound channel) and 
Series N^9 (trapezoidal compound channel) are presented in Figures 9.15 & 9.16 
respectively. 
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Stage-discharge constants (Ci and C2), and associated fit error terms, for all 
experimental runs are listed in Table 9.2 and, on average, produce an overall error in 
discharge of 0.0% with a corresponding standard deviation of 1.0%. 
TABLE 9.2. — Experimental  Stage-Discharge  Constants 
Series X/k «r Ci C2 Stand Error 
in Q, (%; 
2 00 0.99 0.517 1.135 0.3 
3 20 2.19 0.607 1.034 0.7 
4 40 1.82 0.581 1.061 0.6 
5 80 1.48 0.560 1.084 0.5 
6 160 1.29 0.540 1.100 0.4 
7 00 1.00 0.478 1.205 0.5 
8 20 2.24 0.564 1.114 1.5 
9 40 1.81 0.535 1.145 0.6 
10 80 1.49 0.515 1.166 1.7 
11 160 1.29 0.501 1.181 1.2 
Note: Coefficients Ci and C2 are associated with H in mm and Q in L/s. 
Average relative roughness values (n^ = nfp/timc) are also shown in Table 9.2 and, when 
plotted as a function of stage-discharge constants (Ci & C2), show the existenci? of 
linear relationships for each channel type. Figure 9.17. A general equation for these 
relationships may be expressed in the form: 
Q,2 = «i "r + ^2' {9.2) 
where the fli and fl2 constants are given in Table 9.3. 
It is interesting to note that these findings are in agreement with Knight et al [1?84] 
who presented an extended form of equation (9.2) which also accounted for the relative 
flood plain width. 
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TABLE 9.3. — Stage-Discharge Constant Coefficients 
Compound Channel Constant «1 «2 
Rectangular 
Rectangular Ci 
0.106 
-0.134 
0.378 
1.326 
Trapezoidal 
Trapezoidal 
Ci 0.068 
-0.073 
0.412 
1.276 
Note: Coefficients Ci and C2 are associated with H in mm and Q in L/s. 
Ci 0.54 
0.52 
0.50 
0.48 
0.46 
0.44 
Legend: 
■ Cj - Rectangular Compound Channel 
□ C2 - Rectangular Compound Channel 
— Equ (9.2) for RCC ''* C| -Trapezoidal Compound Channel O C2 - Trapezoidal Compoimd Channel 
— Equ (9.2) for TCC 
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FIGURE 9.17. — Variation of Stage-Discharge Constants 
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Homogeneous Sub-area Techniques 
A technique commonly applied to the estimation of discharge and its distribu:ion 
involves dividing the compound channel into a number of homogeneous sub-areas and 
then independently calculating discharge for each sub-area. 
There are many variants to this general approach and much research effort^^ has been 
directed toward the appraisal of their performance under a wide range of geometric 
and hydraulic conditions. Unfortunately, no technique has proved generally applicable 
with the major reason being a deficiency in the method used to take account of the 
transfer of momentum between main channel and flood plain (Knight et al [1984]). 
The Apparent Shear Stress Technique 
Recognising the need to take account of momentum transfer in compound channel 
discharge estimation, Ervine & Baird [1973] and M^Kee et al [1985] considered the 
concept of a depth averaged apparent (turbulent) shear stress, Za, acting over the 
imaginary vertical interface between main channel and flood plain. 
In summary, their technique is based on dimensionless shear force ratios for both the 
flood plain and main channel: 
(|,^^ = l-I«i±^;and (9.3) 
Pg^mcSf 
^f^ = l^l3^lthl. (9.4) 
where (t)mc arid ^fp are ratios of the interacting to non-interacting total sub-area boundary 
shear force, for the main channel and flood plain respectively. 
Under the assumption that the average boundary shear stress in a channel can be 
related to the average velocity by the equation: XQ = constant-u^, estimates of average 
sub-area velocity can be made as follows: 
"18      Sub-area discharge estimation techniques have been examined in research which 
includes that by: Posey [1967]; Wormleaton et al [1982]; and Knight et al [198^.]. 
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^mc=Umc^^^^,^^,^-hmc:^d 
Ufp - ^fpManning's^'^fp 
(9.5) 
(9.6) 
where Umc Manning's and L//p Manning's are average main channel and flood plain 
velocities calculated through application of Manning's equation (or equivalent) to each 
sub-area under a no interaction assumption (neglecting the imaginary vertical interface 
between main channel and flood plain from wetted perimeter calculations). 
The applicability of equations (9.5) & (9.6) was tested through comparison between the 
ratio Umc/Umc Manning's and y'^mc, and between the ratio Ufpf Ufp Manning's and '^^/p, 
using experimental data from the rectangular compound channel series of experiments 
(Series N° 2 to N« 6), Figure 9.18. 
K >> 
Shear Force Ratio, V(|) 
FIGURE 9.18. — Comparison of Velocity and Shear Stress Ratios 
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Statistical analysis of this comparison is presented by way of percentage errors defned 
as: 
%e = 
vV- U 
'-^Manning's 
U X 100 ; i'h7) 
'-^Manning's     ) 
and produced error in discharge as follows: 
%Zmc      = 0-1%/ with a standard deviation of 1.7%; and 
%Zfp  = 7.9%, with a standard deviation of 19.7%. 
A practical assessment of the Apparent Shear Stress (ASS) technique was made by 
comparison between experimental and predicted discharges. Application of the 
technique to discharge estimation requires the prediction of TQ and both Ervine & B lird 
[19731 and M^Kee et al [1985] have derived empirical formulae for this purpos(j. A 
review of these formulae (§9.3.2 below) has shown them to be inaccurate. Polynomial 
equations were therefore fitted to experimental values of T^ and these new equat; ons 
used for predictive purposes. 
Plots of predicted versus experimental total discharge (Q), and percentage of disch arge 
taken by the flood plain {%Qfp), for both the rectangular and trapezoidal compound 
channels, are presented in Figures 9.19 to 9.22. 
Results from a statistical analysis of errors in predicted Q and Qfp are presented in 
Table 9.4. 
TABLE 9.4. — Analysis of Errors - Apparent Shear Stress Technique 
Compound 
Channel 
Item Average Error Standard Deviation 
(L/s) (%) (L/s) (%) 
Rectangular Q 
Qmc 
Qfp 
+0.2 
+0.1 
+0.1 
+0.7 
+0.2 
+8.5 
0.4 
0.4 
0.2 
1.1 
1.5 
17.2 
Trapezoidal Q 
Qmc 
Qfp 
-0.4 
-0.2 
-0.1 
-1.0 
-0.7 
-3.0 
0.5 
0.5 
0.3 
1.5 
1.7 
7.2 
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The results presented in Table 9.4 show satisfactory performance of the predictions for 
both total discharge and distribution items. 
Notwithstanding these results it is noted that the applicability of the technique relies 
on the accurate prediction of x^, and without such predictions the ASS technique is of 
little practical use. Implications associated with the prediction of ia are discussed in 
§9.3.2. 
An assessment of the sensitivity of discharge predictions based on the ASS technique, to 
experimental error in T^, was undertaken using experimental data from the rectangular 
compound channel. These sensitivity calculations involved the application of a 
specified error (%) to experimental t^ values, for all runs, and the computation of 
resulhng errors in predicted total discharge (Q) and flood plain discharge (Qfe). 
Results are presented in Figure 9.23 and indicate that discharge estimates are not 
particularly sensitive to x^ error. As an example, a ±50% error in Za will induce 
discharge error ranges of: 
+2.5% < Error in Q < -3.7%; 
+3.1% < Error in Q^c ^ -6.3%; and 
-1.27o <ETTOT in Qfp'^^<+18.0%. 
It is important to note that the assessment and conclusions are specifically related to 
the research channel configuration and should not be taken as indicative of overall 
performance. Detailed investigations should be done taking into account all available 
research data. Such an assessment was not undertaken as it was not an objective of the 
current research. Nevertheless the presented results do establish a basis from which 
other investigations can build. 
19 It should be noted that flood plain discharge is generally relatively small in 
comparison to the overall discharge. An error in discharge distribution will 
therefore produce a percentage error in flood plain discharge which is 
numerically much larger than that reflected by the corresponding percentage error 
in main channel discharge. 
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9.3.2.       Boundary & Turbulent Shear 
Introduction 
Research'^^ into the distribution of shear stress in open channel flow has attrairted 
considerable attention, with the principal aim generally being the development of 
discharge estimation techniques. In early research major objectives concentrated on the 
development of appropriate guidelines to define the apparent zero shear boundaries 
within the body of the flow (Wormleaton et al [1982]). Once established, tliese 
boundaries would then permit computation of total discharge through application of 
standard channel discharge estimation formulae (Manning's, rhezy's) on a sub-area 
basis. 
Later research expanded this scope to include the prediction of turbulent shear s ress 
over predefined plains. This approach opened the path for application of discharge 
prediction models such as the ASS technique (Ervine & Baird [1973], and M^Kee 2t al 
[1985], §9.3.1). Considerable interest has therefore been focused on prediction ol the 
^0 A selection of research includes: Ghosh & Jena [1971]; Ghosh & Roy [1970]; Knight 
[1981]; Knight & Demetriou [1983]; Knight et al [1984]; Knight & Hamed [1984]; 
Myers & Elsawy [1975]; Pasche & Rouve [1985]; Wormleaton et al [1980, 1982] and 
Wormleaton & Hadjipanos [1985]. 
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depth averaged turbulent shear stress, Xa- Details associated with these techniques are 
presented in the following sub-sections. 
Theory & Application 
The depth average turbulent shear stress is usually evaluated through application of 
force balance principles. Although any imaginary interface can be selected for this 
purpose, research has generally tended to favour that of a vertical interface. 
Conceptual force balance components, acting on a generalized cross-section (with a 
vertical imaginary interface), are presented in Figure 8.4. In this figure, force transfer is 
represented by the depth averaged turbulent shear stress, Xj: 
'^t 
pgAsSf-        iQ.ds 
Js=0 (9.8) H 
where: y4s is the flow area to the imaginary interface; and s is measured along the 
wetted perimeter boundary. 
FIGURE 9.24. — Turbulent Shear Stress Force Balance 
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lain From equation (9.8), the turbulent shear stress at the imaginary interface between n 
channel and flood plain (or apparent shear stress at this particular location) ma)' be 
expressed as: 
Xa = xt = Js=( ! 0 
(H-h) (!'.9) 
where: Pmc is the main channel wetted perimeter; and the flow depth, H, in equa :ion 
(9.8) has been replaced with the flood plain flow depth, H-h, Figure 9.24. 
A plot of a typical dimensionless turbulent shear stress distribution resulting from 
application of equation (9.8) (Series N-4, Run N°4) is presented in Figure 9.25. 
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FIGURE 9.25. — Turbulent Shear Stress Distribution - Series U^A, Run N24 
In Figure 9.25 individual points refer to experimental data and the solid line represents 
predictions from the [2D] Analytical model (§10). Dimensionless values of turbulent 
shear stress, x't, range between -1.0 (if = -0.64Pa) and +5.0 (xj = +3.2Pa). A positivi? x't 
value indicates that flow to the right is being driven by flow to the left, and vice- 
versa. A discontinuity in x't at the main channel to flood plain interface (y = 0.625n) is 
characteristic of flow in a rectangular compound channel and results from the 
discontinuity in flow depth. The positive value (xt = +3.1Pa) at this location indicates 
a nett transfer in momentum from main channel to flood plain. 
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Review of Proposed Predictive Techniques 
Various researchers have derived empirical techniques for the prediction of the 
apparent shear stress, Xa- A selection of these techniques is presented in this sub-section 
and an assessment of their performance made through application to experimental data 
from the rectangular compound channel series of runs. 
A discussion pertaining to the general merits and applicability of these techniques is 
included in the commentary, §9.3.3. 
Technique after Knight & Hamed [19841: This    technique    is    based     around 
experimental research undertaken in a rectangular compound channel of symmetrical 
section. It comprises an empirical expression for the percentage of total boundary shear 
force taken by each flood plain: 
f \0.289 /      N, %SF^ = 24.0-  Wr-0.8) 2Dr ale' l + L02D,^"^log(nr) (9.10) 
where: e = 0.75 e^-^SDr. 
Given %SFfp, the apparent shear stress may then evaluated from: 
_ %ASF-pgASf 
10Q(H 'h 
(9.11) 
where: 
7oASF = l- 
2 
100 
Wr-\\-Dr+\ 
100 - 2-%SFfp (9.12) 
The range of validity of equation (9.10) is limited to symmetrical compound channels 
with: 
• nr = 1: l<Wr< 4; 
0.0 <Dr< 0.5; 
^/h = 1; and 
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• 1 < nr ^ ~3: W^ = 4; 
0.0 <Dr< 0.5; 
^Ih = 1- 
Parameter ranges associated with the current research (unsymmetrical rectangular 
compound research channel) are summarized as follows: 
«r=l: Wr=lA <valid>; 
0.0 <Dr< 0.5 <valid>; 
7/1 = 5.7 <invalid>; and 
• l<nr <2.5: Wr = 1.4 <invalid>: 
0.0 <Dr< 0.5 <valid>; 
^/h = 5.7 <invalid>: 
where <valid> and <invalid> are flags which respectively indicate compliance or 
otherwise with those parameter ranges defining the validity of equation (9.10). 
Review of this information shows clear non-compliance, particularly with respect to 
the main channel aspect ratio i^/h)- 
Although some experimental data is outside the equation's range of validity, equa :ion 
(9.10) has been applied and its performance presented in Figure 9.26. In this figure Dr is 
presented as a function of %SFfp, for the minimum (Series N^2) and maximum fbod 
plain roughness (Series N^3) cases. Experimental data (individual points) and 
empirical function predictions (solid lines) are shown. The comparison shows that, 
although the empirical function manages to account reasonably for the trend associated 
with different flood plain roughness values (1 < n^ ^ 2.5), its absolute prediction of 
%SF(p values are approximately 20% high (in terms of %SFfp). The impact of this 
over-prediction in Xa values is presented in Figure 9.27 which shows predicted Xa va' ues 
around 4Pa to 6Pa high, or: for Series N^ (X/k = «=) approximately 300% high; and for 
Series N'^S (X/k = 20) approximately 200% high. 
Given the above points it is apparent that, although Knight & Hamed's technique nay 
prove satisfactory for the defined range of validity, its empirical nature does not a low 
application outside this range. It is also interesting to note that equation (9.10) does not 
include reference to the ^Ih parameter and that this particular parameter, in the 
current research data, lies well outside the validity range. Therefore, the possibility 
exists that ^//imay be of significance in explaining the decrease in momentum transfer 
with increase in ^/h- 
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FIGURE 9.27. — Apparent Shear Stress - Technique after Knight & Hamed 
Technique after Ervine & Baird 119731: In conjunction with their presentation of the 
Apparent Shear Stress (ASS) technique (§9.3.1), Ervine & Baird also presented an 
empirical technique for the estimation of Xa- 
asymmetric channels: 
symmetric channels: 
Xa = 50-AU   ; 
Xa = 25-AU   ; 
(9.13) 
(9.141 
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where AL7 is the difference between average main channel and flood plain veloci :ies, 
computed assuming isolated (non-interacting) sub-areas. 
These empirical functions were derived from the experimental data of Myers [1578], 
Rajaratnam & Ahmadi [1981], Sellin [1964], and Ghosh & Jena [1971]. Although the 
data covered both symmetrical and asymmetrical channels, only smooth bouncary 
configurations were considered. Ervine & Baird recognized this limitation and 
accordingly reserved comment on the applicability of the empirical functions urder 
other circumstances. 
Results from application of the asymmetrical channel function (equation (9.13)) to the 
rectangular compound research channel are presented in Figure 9.28 and show V'^a cis a 
function of AU. Comparison between experiment (individual points) and prediction 
(solid line) shows poor agreement for both uniform and non-uniform roughness cases 
alike. Statistical analysis gave an average error of +4.1Pa (+210%) with a standard 
deviation of 1.6Pa (150%). 
Investigations into possible reasons for this variance revealed that the experimental 
data, upon which the empirical functions were based, generally comprised that fi'om 
relatively narrow main channel experiments (average ^/h " 1-8, compared to ^//^ = 5.7 
for the current research channel). Conclusions associated with the work of Knight & 
Hamed [1984] (above) also suggest that the ^//i parameter might be of significance for 
the prediction of T^. This observation therefore suggests that ^//j could therefore be a 
parameter of significance. 
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FIGURE 9.28. — Apparent Shear Stress - Technique after Ervine & Baird 
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Technique after VJormleaton. Allen & Hadjipanos (19821: Wormleaton et al applied 
multiple regression techniques to experimental data from their own work, and that of 
Myers [1978], Crory & Elsawy [1980], and Ghosh & Jena [1971], to produce an equation 
for the prediction of Xa- 
The experimental parameter range covered by source experiments is summarized as 
follows: 
•        symmetrical and asymmetrical compound channels; 
l<nr< 1.9; 
1.8 < W;. < 4.2; and 
1.0<V;z<1.3. 
The form of the regression equation adopted by Wormleaton et al is based on the 
assumption of XQ being primarily dependent on: the velocity difference between main 
channel and flood plain {AID; the flood plain to main channel depth ratio {^/^); and 
flood plain to main channel width ratio (^'^/ifc): 
Xa = 13.84 •   ALi 
.   -x0.882r    V3-123^        r^Jl? tL B-b 
,2b j 
(9.15) 
Results from the application of this equation to the rectangular compound research 
channel are presented in Figure 9.29 which plots predicted Xa versus measured Xa 
values. A reference line corresponding to 1:1 agreement is also included. 
Statistical analysis of Xa predictions gave an average error of -0.4Pa (-11%) with a 
standard deviation of 0.8Pa (36%). For reference, lines depicting the average error and 
associated standard deviation confidence limits are shown in Figure 9.29. A comparison 
of these error terms with those obtained through application of the techniques by both 
Knight & Hamed [1984] and Ervine & Baird [1973] clearly shows superior performance. 
Notwithstanding this encouraging result, it should nevertheless be realized that the 
purely empirical nature of Wormleaton et al's method does impose strict limitations on 
the method's general applicability. These are defined by the experimental parameter 
range. 
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Sensitivity to Experimental Error 
As noted previously, the depth averaged apparent shear stress, Xa, is computed from an 
equation based on force balance considerations: 
Xa = it=- i *Pmc ls=0 (9.9) (H-h) 
Experimental error associated with the measurement of the boundary shear stress, TQ 
will therefore directly influence the derived la values. An assessment of this influence 
was undertaken by the artificial imposition of errors to experimental To values and 
then noting the corresponding variation in computed Xa values. This analysis was only 
undertaken using experimental data from the rectangular compound channel and the 
results presented in Figure 9.30. Review of the information clearly shows Xa as being 
sensitive to experimental error in TQ, as indicated by a close to ten-fold magnification in 
Tfl error. 
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FIGURE 9.30. — Sensitivity of Apparent Shear Stress to Experimental Error 
172 
HYDRAULIC CHARACTERISTICS 
9.3.3.       Commentary 
The general approach of dividing a compound channel into homogeneous sub-areas, for 
the estimation of both total discharge and distribution, has received wide application. 
The main attractions to this type of approach are two-fold: it is conceptually sim:)le; 
and it has minimal data requirements. Unfortunately, despite an apparently wide- 
spread level of acceptance, researchers have found it unsuited to compound charnel 
applications. The principal reason behind this conclusion may be attributed to 
inadequacies in accounting for the transfer of momentum from main channel to flood 
plain flow. 
The introduction of a force balance philosophy to the divided channel approach has 
however presented a way of accommodating those influences associated with momentum 
transfer. The Apparent Shear Stress technique is based around this approach and has 
been shown to be well suited to the prediction of both total discharge and its 
distribution in compound channels, provided the apparent shear stress, Xg, is known. 
An investigation into various tecnniques for the prediction of Xg has shown that the 
term cannot generally be defined in terms of a few parameters alone. Although primary 
parameters of influence have been identified, the importance of others remain 
undefined pending further detailed experimental investigation. 
It is also of concern to note that experimentally derived values of Xa appear very 
sensitive to experimental errors in XQ, thereby further increasing the uncertainty 
associated with the evaluation of parametric trends. In addition, it is apparent ihat 
continued research into improving empirical techniques for the prediction of Xa will 
probably result in complex formulations giving little insight into the structure of the 
flow. 
173 
174 
10.       NUMERICAL MODELLING 
10.1. OVERVIEW OF MODEL DEVELOPMENT 
10.2. THE SHIONO & KNIGHT MODEL 
10.2.1. Theory 
10.2.2. Solution 
10.2.3. Limitations 
10.3. THE GENFL02D MODEL 
10.3.1. Introduction 
10.3.2. Theory 
Governing Equations 
Analytical Solution 
Boundary Conditions 
Resistance Functions 
The 'Slip' Function 
The Mixing Length Model 
10.3.3. Modelling Schematisation 
10.3.4. Solution Procedure 
10.3.5. Summary of Modelling Data 
Input Data 
Output Data 
10.4. APPLICATION OF GENFL02D TO EXPERIMENTAL DATA 
10.4.1. General 
10.4.2. Schematisation 
10.4.3. Selection of Parameters 
10.4.4. Review of Model Performance 
10.5. APPLICATION OF GENFL02D TO FIELD DATA 
10.5.1. Introduction 
10.5.2. Field Data 
10.5.3. Cross-section Schematisation 
10.5.4. Roughness Evaluation 
10.5.5. Application 
10.5.6. Rating Prediction 
175 
176 
10.       NUMERICAL MODELLING 
10.1.        OVERVIEW OF MODEL DEVELOPMENT 
Investigations into various techniques for the prediction of compound channel flow 
characteristic have demonstrated the need to focus attention on gaining furlher 
understanding of controlling mechanisms. Of principal interest is that mechanism 
associated with the transfer of momentum across the interface region between n ain 
channel to flood plain. 
Much experimental research has accordingly been specifically directed into the 
structure of compound channel flow, with principal attention being paid to: the 
acquisition of experimental data (Myers [1978], Rajaratnam & Ahmadi [1981], and 
Knight & Demetriou [1983]); and the development of two dimensional ([2D]) modeling 
techniques (Keller & Rodi [1984], Pasche et al [1985], and Krishnappan & Lau [1956]). 
Although this research has produced very encouraging results, it still remeins 
incomplete, particularly as far as the development of techniques suited to practical 
design applications. 
In recognition of the need for a more practically orientated approach Shiono & Knight 
[1988] sought to develop an essentially [2D] model which improved on the [ID] 
approach, without the complexity of the [2D] system. A review of their model, in the 
context of the current research, has highlighted a number of inherent limitations which 
restricts both the capabilities and reliability of the model. 
Notwithstanding this conclusion, the analytical architecture of the Shiono & Knight 
model does present an attractive approach which, because of its relative simplicity in 
both theory and solution scheme, make it well suited to practical engineering 
application. Investigations into the development of a new model, free of identified 
limitations, have therefore been based around Shiono & Knight's analytical scheme. 
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10.2. THE SHIONO & KNIGHT MODEL 
10.2.1.     Theory 
A detailed account of the theory associated with Shiono & Knight's [1988] two 
dimensional analytical model is presented in this section. It has been provided as 
supporting reference material for: (I) the following discussion on model merits and 
limitations; and (II) as a basis for theoretical extensions associated with the 
development of the GENFL02D model (§10.3). The following material has largely been 
extracted from Shiono & Knight's original paper, with minor changes in notation for 
consistency with other sections of this Thesis. 
Shiono & Knight's model was developed for the specific case of steady uniform flow in 
a trapezoidal compound channel with cross-section notation as defined in Figure 10.1. 
V 
0 ® Sub-area (3) 
. \A 
y 
1             b 
h  B —^—^ 
FIGURE 10.1. — Trapezoidal Compound Channel Notation 
Consideration of the stream wise force balance for an elementary control volume, as 
defined in Figure 10.2, gives: 
pgsinQ-dxdydz + -^-dzdxdy+—^dydxdz = Q; dz dy (10.1) 
where x, y, z are orthogonal axes in the stream, lateral and upward directions 
respectively, p is the density of water, 9 is the bed slope angle {So = sin 9), and if,- is 
the shear stress in the /-direction on the plane perpendicular to the i direction. 
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^zx + ^/^ dz /2^Va, 
P^ sine 
FIGURE 10.2. — Control Volume Force Balance 
The depth averaged equation is obtained by integrating equation (10.1) over the water 
depth, H. Substituting So = sin 9 then gives; 
pgHSo'dxdy-Z2b-dxdy + 
/»Zs ax yx 
2o(y) 
ay dz dxdy=0. 
By application of Liebnitz's rule for the third ternn: 
/•Zs 
ax ► Zs 
^ 2o(y) 
— ^z = —       Tyxdz + Xyx(zo)— - ti/x(zs)— By dyJzQ dy dy 
(1C.2) 
(1(1.3) 
and introducing the depth averaged lateral shear stress: 
• Zs 
Xyx dz ; (10.4) 
where: Zg is the water surface elevation; and ZQ is the bed elevation, equation (13.2) 
then becomes: 
pgHSo-x^i;--^+ ^ = 0; 
s        dy 
(10.5) 
where Xzb and Xyb are the shear stresses at the bed. These values can be expressed in 
terms of the bed shear stress, Xb, by considering a shear force balance as present in 
Figure 10.3. Thus: 
Xyb'dzdx + x^b'^ydx = x^^dz^ + dy'^-dx ; (10.6) 
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and since dz/dy = 1/s, then: 
s s (10.7) 
FIGURE 10.3. — Side Slope Shear Stresses 
Using the boundary shear stress at the bed (tj,), and redefining Xyx as the depth 
averaged turbulent shear stress it, equation (10.5) can be presented as: 
s2      9y 
(10.8) 
For the constant depth domain (H = constant, or s -> °°), which are the main channel 
and the flood plain elements of the compound channel, equation (10.8) becomes (with 
T^zb -^ T^fa/ as s -^ oo): 
p^HSo-x^+—11 = 0. 
ay 
(10.9) 
It should also be noted that Xyh + stzb = Xfc-11 +5^, so that lyb -^ T\, as 5 -^ 0. 
Equation (10.8) can be solved analytically (s > 0) by assuming a quadratic friction law, 
based on: the Darcy-Weisbach friction factor, / equation (10.10); the Boussinesq eddy 
viscosity, e^ equation (10.11); and dimensionless eddy viscosity model equation (10.12). 
f 
-      -dU       , If = pef—; and 
dy 
V 8 
(10.10) 
(10.11) 
(10.12) 
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From these relationships it follows that equation (10.8) can be expressed as: 
s2    dy VS     By = 0 (10.13) 
This equation can be solved provided that appropriate boundary conditions 
specified. For the constant depth domain (s = <») the solution is given by: 
^V2 
are 
U= 
/ 
and for the linear side slope domain (0 < s < oo), by: 
(10.14) 
(10.15) 
where: 
T = 
'/if \'L. 1    . 
H 
2    2 
a2 = +i- + l 
i+sfi^Vs? VA 
y^t 
2    2 
i + Mi+g^fs/ 
?tt 
CO =■ gSo 
s      8   s2 
and Y = flow depth = Zg- ZQ{y). 
10,2.2.     Solution 
(10.16) 
(10.17) 
(10.18) 
(10.19) 
The solution by Shiono & Knight is presented for application to compound channels of 
symmetrical trapezoidal cross-section, as defined in Figure 10.1. This type of channel 
has been chosen as it has the following simplifying features: 
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only half the channel need be considered because of symmetry; and 
•        there are no vertical elements (where the side slope = °o). 
As indicated in Figure 10.1, the channel is divided into four sub-areas which are: the 
main channel domain (Sub-area 1); the main channel side-slope domain (Sub-area 2); 
the flood plain domain (Sub-area 3); and flood plain side-slope domain (Sub-area 4). 
Solution using the model requires calculation of the constant Ai and Bf, for each sub- 
area. Since there are four sub-areas, and hence four equations with each equation 
having two unknowns, then eight independent boundary conditions must be defined. 
Shiono & Knight recommend the following boundary conditions be used: 
i.        the velocity gradient with respect to y at the centre of the main channel is 
zero (symmetry): dU/dy = 0 at y == 0 [one equation]; 
ii.       all sub-area interfaces must satisfy the continuity of the velocity:  Ui = 
Ui+l, and dUi/dy = dUi+i/dy [six equations]; and 
iii.     the velocity must be zero at the edge of the flood plain side slope: (U = 0) 
[one equation]. 
Hence, application of the boundary conditions will produce eight linear equations 
which can be solved simultaneously to give the required eight unknown constants. 
10.2.3.     Limitations 
Shiono & Knight sought to develop an essentially [2D] model which improved on those 
commonly applied [ID] approaches, but did not have the complexity of the [3D] system. 
The approach was specifically directed at predicting depth averaged velocity and 
boundary shear stress distributions in trapezoidal compound channels, under conditions 
of steady uniform flow and where secondary flows are small. In this context the model 
is presented as being capable of predicting compound channel flow characteristics with 
sufficient accuracy for engineering design purposes. 
A review of the performance of Shiono & Knight's model was undertaken in conjunction 
with the current research. The object of this exercise was to provide a basis from which 
to enhance the model's general appeal for practical application. However, the work 
brought to light a number of limitations. On the basis of these findings it was therefore 
concluded that the model, in its published form, was not entirely suited to practical 
engineering application. A summary of identified limitations is presented as follows: 
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vertical elements (discontinuities) in the wetted perimeter (s = 0) canno: be 
satisfactorily accommodated; 
the assumption of a constant Darcy-Weisbach friction factor (/) over a sub- 
area is contributory toward large discontinuities in the bed shear stress izb) 
at sub-area boundaries — this characteristic is of particular significance 
over side slope domains which usually display large variation in local / 
values; and 
• the Boussinesq eddy viscosity (et), and hence depth averaged turbulent 
shear stress di), will be discontinuous at sub-area boundaries — this 
characteristic is a result of those assumptions relating to a constant sub-a rea 
Darcy-Weisbach friction factor (/), and dimensionless eddy viscosity (Xt) 
The influence of these items is reflected in published results of model applicatiDns 
which cover both laboratory (Shiono & Knight [1988]) and field (Knight, Shiono & 
Pirt [1989]) conditions: 
• calibration of the model to recorded data involves the fitting of both / ,md 
Xt values to each sub-area — for a four domain compound channel :his 
produces eight individual parameters requiring calibration; 
• sub-area friction factors were used to account for both bed friction and 
"intense mixing in the shear layers" in the side slope sub-area — :his 
approach contributes toward the production of unrealistically high 
boundary shear stress values acting over side-slope sub-area regions; 
• the necessity of including the influence of free turbulence, (or shear layer 
mixing), into the friction-factor precludes the use of conventionally derived 
two dimensional resistance factors, such as a true Darcy-Weisbach fric ion 
factor, or Manning's n value; and 
• little similarity was exhibited between calibrated dimensionless viscosity 
values (Xt) derived from laboratory and field applications. Those values for 
the field application also fell well outside the range found by others 
(Holley & Abraham [1974], and Pasche et al [1985]). 
After consideration of the above findings it was resolved that an improved model 
would need to be developed if the research objective, of producing a technique suited to 
practical engineering applications, was to be realized. 
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10.3.        THE GENFL02D MODEL 
10.3.1.     Introduction 
GENFL02D (General Two Dimensional Flow Model) is a [2D] mathematical model for 
the prediction of flow characteristics in open channels. It is well suited to practical 
engineering type appHcations and was developed with attention being paid to the 
following practical features: 
i.        the application of readily available data; 
ii.      the use of standard friction factors that are compatible to both [ID] and 
[2D] modelling techniques; 
iii.     the production of reliable results; and 
iv.      reduction of the number of calibration parameters to as few as possible. 
As noted previously, the model is based on the analytical solution of Shiono & Knight 
[1988], but differs in that it contains a more sophisticated turbulence model and is not 
subject to previously identified limitations. In addition, it has been designed to allow 
analysis of any complex cross-section that can be defined in terms of linear boundary 
sub-areas (which include vertical segments). Underlying assumptions of the model are 
the same as those of Shiono & Knight's [1988] original model: steady state flow 
conditions; uniform flow; a straight channel; and small secondary flows. 
Verification of the model's capabilities was undertaken through application to both 
laboratory data from the current research experiments, and field data by Knight, 
Shiono & Pirt [1989]. 
10.3.2.     Theory 
Governing Equations 
Application of the Navier-Stokes equation to the case of a fluid element in steady 
uniform flow, in which there are both bed generated and lateral shearing stresses, 
produces the governing equation: 
du      du p V— + w— .pgsme+^^ + —5^; (10.20) 
ay       dz 
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where: u,v, kw are local time averaged velocities in the x (streamwise), y (late;-al), 
and z (upward) directions; p is the density of water; g is gravitational acceleration, 9 is 
the bed slope {So = sin0); and Xfy is the shear stress in the /-direction on the plane 
perpendicular to the f-direction. 
Shiono & Knight [1988] have shown that the depth integrated form of equation (10,20), 
where secondary flows are not important, is given by: 
9 rr   7^u\ = 0; (10,13) pgHSo-pf-U^'.jU^ + — pXtH\rT-U 8       y      s^    dy[ V8 dy 
where: H is the flow depth; / is the Darcy-Weisbach friction factor; U is the depth 
averaged velocity; s is the bed side-slope (1 <vertical> : s <horizontal>); and Xt is the 
dimensionless eddy viscosity. In equation (10.13) H,f, U, and Xt are all local parameter 
functions defined as follows: 
H = H{y); 
/ = /(Re,H,^); 
LI = U(p, g, H, So, /, h), and 
Xt = Xt(f,U,H,It) 
where: Re is Reynolds number {AUH/v); ^ is a resistance value; and ej is the depth 
averaged eddy viscosity. 
The dimensionless eddy viscosity model for describing Xt used by Shiono & Knight 
[1988] is based around the relationship: 
£t = XtHU* ...[Xt model]; (10.21) 
where the friction velocity, U* is given by: 
Ml = ./Z. (10.22) U     V 8 
An alternative technique to the use of Shiono & Knight's Xt model for the 
representation of ^t, is one based on Prandtl's mixing length hypothesis (Schlichting 
[1979]), which may be expressed as: 
i.=i' du dy [/model]; or (1C'.23) 
from equation (10.21) 
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x,=^ HU, 
du 
dy 
(10.24) 
where / is the mixing length. 
Analytical Solution 
An analytical solution to the depth integrated Navier-Stokes equation (10.20) is given 
by Shiono & Knight [1988], and is presented in §10.2. The introduction of the mixing 
length model (/), as defined in the previous sub-section, imposes an additional solution 
requirement: 
Et[Xt model] = £{[/model]. 
Thus, if / is defined through an independent technique [/ model], then the Xt value 
applied to the analytical solution must be chosen to satisfy this equality. An iterative 
scheme is employed to achieve this composite solution requirement and is outlined in 
§10.3.4. 
Boundary Conditions 
Application of the analytical solution technique is based on the simultaneous solution 
of 'n' linear equations, each containing two unknown constants. In the current 
implementation of GENFL02D 'n' is the total number of segments^^ used to define the 
entire waterway. Thus the solution requires '2n' equations: 2 for every internal segment 
junction (2 x (n-1) equations); and 1 for either external boundary (2 equations). 
Segment junction boundary conditions applied by the GENFL02D model differ from 
those used by Shiono & Knight. These differences are summarized in Table 10.1. 
21 Model schematisation involves the sub-division of the waterway into a number of 
homogeneous sub-areas, each of which is divided into a number of segments. 
Further details are presented in §10.3.3. 
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TABLE 10.1. — Junction Boundary Conditions 
Item Shiono & Knight GENFL02D 
INTERNAL 
'^t,iHi + '^w,iHw,i = Xf^i+iHf+i 
+ '^w,i+lHw,i+l- 
EXTERNAL Ui = 0. 
Hi = Hii). 
Notes:    1. i^; is the average boundary shear stress over a vertical wall elerrent 
{Ha; in height) located at the segment junction, and is zero if there is no 
wall (s ^0,Hu, = 0). 
2. subscripts {and i+i refer to adjacent segments. 
It is interesting to note that, for the case of a trapezoidal compound channel, the 
boundary conditions for GENFL02D (Table 10.1) are essentially the same as those 
considered by Shiono & Knight since: 
It = pet- i  
dy 
(10.11) 
At an internal junction: 
• £{,!=  Et,i+i;and 
then: 
• BUi/d\/ = dUi^i/dy. 
At an external junction: 
• -^^ = 0; 
then: 
• U, = 0. 
However the above similarities do not hold for junctions including a vertical wall 
element, and it is for these cases that the new boundary conditions are of significanc e. 
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Resistance Functions 
The GENFL02D model assumes that the Darcy-Weisbach friction factor (/) is local and 
hence a function of Re, H, and 4- This approach is in contrasts to that of Shiono & 
Knight who apply a constant / value for each sub-area. 
Computation of local friction factors is on the basis of resistance values {^), defined by 
the User, and taken to be constant for each sub-area across the waterway. A selection of 
commonly used resistance functions, that can be used by the model, are listed in Table 
10.2. 
TABLE 10.2. — Friction Factor Conversion 
Item ^ Value Function 
Darcy-Weisbach 
Manning's 
Colebrook-White 
Macintosh-White 
fji"^ 
R'/3 
r 
J-=1.74-21og ij ks ^ 18.7 2R    ReV/ 
-ir=-21og V7 
/    A 
K^J 
1.07 
2.51 
ReV/ 
The 'Slip' Function 
The proposed analytical model is applicable only to conditions of fully turbulent flow. 
The neglect of laminar flow is satisfactory for the most part, because the turbulent 
contribution is much greater than the laminar one. However, in the vicinity of the wall 
the magnitude of the turbulent eddy viscosity (e^) diminishes (as reflected by Prandtl's 
mixing length model, Schlichting [1979]) and becomes comparable with the laminar 
viscosity (v). 
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Accurate modelling within the wall region is important because of the very s:eep 
gradients in velocity and other variables. Such accuracy is beyond the capabilities of 
the basic analytical model and boundary conditions used for the model have therefore 
been based on 'slip' values so chosen so as to give it the best possible representation of 
the true solution (Patankar & Spalding [1970], Keller & Rodi [1984]). 
As previously discussed, the boundary conditions invoked by GENFL02D are 
conservation of: shear force and depth average velocity, at internal boundaries; and 
shear force at external boundaries. At segment junctions that do not contain a bed 
discontinuity (no vertical wall) shear force continuity can be expressed purely in terms 
of segment turbulent shear stresses: 
• %i = %i+l (internal); and 
• 'Cf,i = 0 (external). 
However, if a vertical element is present, then use of boundary conditions requires the 
evaluation of the average shear stress acting on the wall. This requirement applies to 
both external and internal (submerged) walls and is achieved through the use of the 
previously mentioned 'slip' function. 
Solution: The 'slip' function is based on application of the 'Law-of-the-Wal' in 
the region between the wall (y = 0) and centre line of segment 'i' (y = Ay/2), where Ay is 
large enough to ensure negligible laminar flow contributions, (Figure 10.4). Thus, the 
apparent shear stress at this location is assumed to satisfy a universal-velccity 
distribution: 
Jt = lln 
"♦slip    ^ 
; (1C.25) I^eslip"*slip^slip 
417. 
where: w*slip is the slip shear velocity; Uw is the depth averaged velocity adjaceni the 
wall (refer to the following sub-section); Reslip is the slip Reynolds number (equal to 
AyUjv/^y, K is Von-Karman's constant (0.4 adopted, Schlichting [1979]); and ^slip is a 
dimensionless constant, dependent on the nature of the wall surface (refer to the 
follov^nng sub-section). 
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I    Wall Segment     ■ 
Note: 
The analytical solution gives 
lia, at y = Ay/2 using computed 
x„ and ?> values. 
v/777?///y/////////y///////- 
Analytical Solution 
FIGURE 10.4. — Application of the 'Slip' Function 
Following the technique after Patankar & Spalding [1970], u*slip is taken to represent 
the composite shear velocity from both the wall and bed shear stress, and is defined by 
the cyclic relationships^^: 
"*slip ^s) (10.26) 
Ss = 
"*slip 
I/™ 
+ fs /■ arid (10.27) 
(10.28) npul 
in conjunction with equation (10.25), where tf, and H are the average bed shear and 
flow depth over the region 0 -> y. 
Thus, if y is taken as Ay/2, and Uyj,  it,, and H, are known at y = Ay/2, then the s/fp 
function can be solved to give Sg and hence x^: 
^ The solution procedure is as follows: (1) compute fg, equation (10.28); (2) set is^ to 
an initial value of 0.04; (3) compute an interim value of ^= Vs7 + Fg/ZsJ, which 
is equation (10.27) divided by T^; (4) compute w*siip, equation (10.26); (5) compute 
a new value of Vs^, equation (10.25); (6) repeat steps (3) to (5) until convergence of 
Vs^ is obtained. 
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'^w — pSg^a; (1029) 
Hence the application of the s\vp function comprises adopting % as a boundary condition 
for the analytical model at y = 0, with Xy, being calculated from predicted conditions at 
y = A1//2. This procedure incorporates a cyclic computational approach and therefore 
uses an iterative solution technique. 
As noted above, y must be large enough to ensure negligible laminar flow conditions. The 
segment width. Ay (equal to 2-y), is therefore subject to a minimum permissible value 
which, according to Schlichting [1979], can be expressed as: 
y«*siip > 70 [purely turbulent friction] (10.30) 
Evaluation of Unr For an external boundary wall, the depth averaged velocity it a 
distance Ay/2 from the surface, Uip, is directly given by the analytical solution. 
However, for the case of a submerged wall (internal) U^ must be determined for that 
flow region adjacent only the wall (z = 0 to ^). 
As shown in Figure 10.5, for submerged wall situations, an estimate of L/^; can be made 
by considering the total depth averaged velocity in terms of two components: the 
component below the bank-full level (adjacent the wall); and the component above the 
bank-full level (over the flood plain). 
I    Wall Segment     ■ 
Flood Plain Level | V77777777777777, TH U ^TTTTTXVTTTTTTTTTTTTTTTTTT} 
y-¥tiy/2    y+Ay 
FIGURE 10.5. — Depth Averaged Velocity Adjacent an Internal Wall 
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If it is assumed that, for the purposes of the current exercise, the vertical velocity 
distribution obeys a universal-velocity distribution law, then: 
Hu^f, ^b (10.31) 
Integration of this equation produces the depth averaged velocity for flov/ between the bed 
and level z: 
t^.. = irinf51f^4b|-l U+^     K V     V   V (10.32) 
Given the total depth averaged velocity,li (with z = H), and the local bed shear 
velocity, u*h (equal to V'^fa/P/ where x\, = pfU^/S), then equation (10.32) can be used to 
determine the local bed resistance value , ^bf at any lateral y location. Therefore an 
estimate of 4b can be made at a distance of Ay/2 from the wall, and following this the 
depth averaged velocity for flow adjacent the wall (z from 0 to h). 
Evaluation of ^<i]jp:     The universal velocity distribution law after Prandtl (Schlichting 
11979]) can be expressed in the form: 
-?^ = iln 
W*      K 
RpM, 
4u 
+ 5.5; (10.33) 
where in this equation Re = 4wy/v. 
Taking K = 0.4, and substituting terms as appropriate to the 'slip' function (ie. u -^ U^, 
M* -> w*siip, and Re -> Reslip)/ gives: 
-^^ = lln 
"*slip    ^ 
9.0 ResIipW*slip 
417. (10.34) 
It should be noted that this velocity distribution equation is being applied in the y 
direction (perpendicular to the vertical wall), and refers to the depth averaged 
velocity U^ at distance y from the wall. Comparison with the form of equation (10.31) 
then gives: 
•        4slip = 9.0        [smooth]. 
For the case of flow over a rough surface Nikuradse's experiments (Schlichting [1979]) 
resulted in: 
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/      N 
J^ = lln y_ 
W*     K 
^ +8.5 (10,35) 
Taking K = 0.4 and substituting 'slip' function terms (above) then gives: 
-^=iln 
"*slip    K 
r       \ 
30.0 i^ 
ks 
(10 36) 
The form of this equation then gives: 
^Hp = -2ii'2^      [rough]. 
^s"*slip 
For surfaces described by a resistance function other than kg, the resistance value ^slip 
can be estimated by first computing / and then translating this value into an equivalent 
kg using the Colebrook-White resistance function (Table 10.2). The rough boundary 
expression for ^sUp can then be applied. 
The Mixing Length Model 
Prandtl's mixing-length hypothesis can be expressed in the form: 
x, = pr du 
dy 3y 
(10,37) 
where / is the mixing length. 
Comparison of this expression to the Boussinesq eddy viscosity hypothesis: 
du 
ay 
(10.38) 
then gives: 
8. = r (1C.39) 
Nikuradse carried out experiments in both hydraulically smooth and rough pipe flow 
to investigate the variation of / with distance from the surface (Schlichting [1979]). 
From this work he concluded that / varied from zero at the wall to a maximum at the 
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pipe centre line, and that close to the wall Prandtl's hypothesis, / = Ky, is confirmed 
with: 
X = 0.4 
For a boundary layer on a wall Hudimoto [1951] applied an extension to Prandtl's 
hypothesis which took the variation of / in the outer part of the boundary layer to be 
siniilar to that for free turbulent flows, and hence proportional to the thickness of the 
layer. This approach was substantiated by the experimental data of Escudier [1965] 
who in consequence recommended the following model for variation of /: 
0<y<Qyi/K  : 
0.yi/K < y 
I = Ky ; and 
: l = Qyi; 
where: ft is a constant; y is the distance from the wall; and y/ is a characteristics 
thickness of the layer. 
This mixing length model is presented diagrammatically in Figure 10.6, and forms the 
basis of the GENFL02D implementation which uses: 
yr- = H 
K = 0.4 
Q = = 1.0 
'/77777777777777777777777777. 
^/ 
l^QH 
Note: y/ = tf| 
0 OH/X 
FIGURE 10.6. — Escudler's Mixing Length Model 
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Application of this mixing length model to open channels of complex sections requires 
that account be taken of lateral variation in flow depth. To satisfy this requiren^ent 
the implementation of Escudier's model in GENFL02D incorporates extensions which 
are summarized by the following rules: 
i.       / cannot be greater than the local free stream value {Q.H). 
ii. / cannot be less than the local wall function value (Ky), where y is the 
distance from the local origin. 
iii. A local wall function is implemented at that lateral location (the origin) 
where / departs form the local free stream value. For a constant depth 
region this corresponds to locations of vertical bed discontinui :ies 
(submerged walls). For side-slope regions this occurs when Q/ Is I changes 
from less than or equal to K, to greater than K. 
iv.      If mixing length envelopes overlap then the minimum value is adopted. 
These model extensions were developed through consideration of the nature of the 
turbulence described by Prandtl's mixing length hypothesis, in conjunction with 
observations from the current experiments. Examples defining general application of the 
full GENFL02D mixing length model are presented in Figure 10.7. 
10.3.3.     Modelling Schematisation 
Model schematisation requires the lateral sub-division of the waterway into a nurr.ber 
of homogeneous sub-areas. To satisfy modelling requirements each sub-area must have a 
uniform surface roughness and lateral bed-slope. Given these broad guidelines, the 
conceptualization of a waterway must also consider the subjective trade-off between 
modelling detail (a high degree of sub-division), and reduction of model complexity 
with the associated reduction in computational effort (minimising the degree of sub- 
division). 
Each sub-area of the model comprises a number of equal width segments, all shading 
common sub-area hydraulic parameters. The selection of an appropriate segment width 
is of a subjective nature, with the main consideration being the provision of sufficient 
modelling resolution over high lateral velocity gradients regions. 
Examples of model schematisation are presented in §10.4 and §10.5. 
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Rectangular Channel: 
OHi  
l=Ky l = KiB-y) 
.J.. 
Hz 
KB/2 - 
Local Free Stream Limit 
Rectangular Compound Channel: 1 
/t 
QHi  
Q(Hrh) 
>3 
2b B-b 
Hi-p. 
\ 
- / = K{7b-y) 
l = K(B+b-y) 
^{H2-h) 
Local Free Stream Limit 
/ = Ki2b-y) 
I = KiBi-b-y) 
Trapezoidal Compound Channel: 
ilHi --. 
Q(H^-h) 
B-b 
-Local Free Stream Limit 
I = KQJb-y) 
l = m+b-y) 
FIGURE 10.7. — Application of the GENFL02D Mixing Length Model 
196 
THE GENFL02D MODEL 
10.3.4.     Solution Procedure 
The solution algorithm embedded within GENFL02D comprises a relaxation lype 
iterative technique for the turbulence model, which is superimposed on an analytic 
solution of the depth averaged Navier-Stokes equation (after Shiono & Knight [1988]). 
An outline of the procedure is presented by the following 'pseudo-code': 
BEGIN GENFL02D Pseudo-code 
Read data 
Compute basic hydraulic characteristics 
Establish mixing length lateral distribution [/ Model] 
REPEAT UNTIL £{ [Xf model] = £( [/ model], at all segment junctions 
Compute/values using specified kxjundary resistance factors and estimates of hydraulic 
characteristic from the previous iteration 
Construct the analytic solution matrix using appropriate boundary conditions 
Solve the analytic solution matrix 
Compute Ufrom analytic solution equations 
Compute XI, from U -"d /values 
Compute new estimates of zt [h model] and ej (/ model] 
IF there are vertical wall elements 
THEN compute new Zxv estimates (s/;p function) for boundary conditions (apply n 
relaxation factor of 0.5 to the previous estimate) 
Compute new estimates of Xf based on Cf values predicted by the / model (apply a relaxation 
factor of 0.5 to the previous estimate) 
END  REPEAT 
Output solution results 
END GENFL02D 
Convergence of the procedure is usually rapid. If the resistance function is specified in 
terms of Darcy-Weisbach (/) or Manning's (n) values, then the e^ [kt model] and it [I 
model] equality^'^ is usually satisfied in around 5 iterations. Specification of the 
resistance function in terms of Colebrook-White {ks) or Macintosh-White (x) vaues 
introduces an additional degree of variability and around 25 iterations are required for 
convergence. 
23 For solution purposes, tt [h model] and e^ [/ model] equality is accepted when the 
absolute difference between successive iterations, for all segment, is less than or 
equal to 0.1%. 
197 
NUMERICAL MODELLING 
10.3.5.     Summary of Modelling Data 
For reference, a summary of both input and output data items associated with the 
GENFL02D model are presented in this section. 
Input Data 
Input data is divided into two groups: overall waterway data; and sub-area data. 
Overall VJaterway Data: 
• water level (m RL); 
• longitudinal bed slope. So', 
• Kinematic Viscosity, v (m^/s); and 
• liquid density, p (kg/m-^). 
Sub-area Data: 
width (m); 
bed elevation (m RL); 
transverse bed slope, s; 
number of segments; and 
type of bed resistance function (/, n, ks, or %) and value. 
Output Data 
Output data from the analysis comprises a complete set of [2D] hydraulic 
characteristics which are based on predictions of: 
total flow rate; 
total boundary shear force; 
depth averaged velocity distribution; 
boundary shear stress distribution; and 
depth averaged turbulent shear stress distribution. 
If applicable, this information is supplemented with average wall shear stresses as 
computed through application of the 'slip' function. Ancillary information is also 
directly generated from this data and includes: discharge; shear force; Froude number; 
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Reynolds number. If required details associated with the distribution of turbuhmce 
functions can be extracted from the model. These include: turbulent shear stress; eddy 
viscosity; and mixing length. 
10.4.        APPLICATION OF GENFL02D TO EXPERIMENTAL DATA 
10.4.1.     General 
The GENFL02D model was applied to all experimental runs: 
Series Nn 
Series N22 to N% 
Series N^7 to NMl 
Rectangular; 
Rectangular Compound; and 
Trapezoidal Compound. 
Example output listings from the program are presented in Tables 10.3 & 10.4, and 
correspond to analysis of Series N-4 Run N-4, and Series N- 9 Run N*^4. Graptical 
plots from analysis of all experimental runs are presented in Appendix C. These plots 
show both experimental data and predictions (in dimensionless form) for U and Tfa. 
Modelling details and an analysis of errors are presented in the following sub-sections. 
TABLE 10.3. — GENFL02D Output Listing - Series UH, Run N24 
TWO DIMENSIONAL A^JALY^1CAL SOLUTION FOR COMPOUND CHANNELS 
>» Anatysis running under PREDICTION MODE <« 
Rectangular Compound Channel - Lambda/k = 40 
Series # 4; Run # 4 
OVERALL HYDRAULIC DATA: 
Water Level 
Relatrve Depth 
Flow Area 
Wetted Perimeter 
Hydrauiic Radius 
Top W\6h 
Discharge 
Average Velocity 
Reynolds Number 
Froude Number 
Shear Force 
Av. Shear Stress 
Shear Velocity 
(m) 
(mA2) 
(m) 
(m): 
(m) 
(m^3/s): 
(m/s) 
0.1000000 
0.4455000 
0.0821020 
1,2550000 
0.0649028 
1.0650000 
0.0415039 [0,0405300 user spedfied actual] 
0.5055158 
1,39929+5 
0.6335321 
(N/m);     0.8049526 [0,8054206 energy grade-line slope] 
(Pa):      0,6363262 
(m/s):      0.0252328 
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TABLE  10.3. — GENFL02D Output  Listing -  (continued) 
Bed Slope 
Kinematic Viscosrty 
Liquid Densty 
Mixing Length Definition:- 
Von-Kaiman Constant. K 
Free Stream Constant, Omega 
General Wall Resistance;- 
Funcfon Type 
Value 
Solution Errors;- 
Total Discharge 
Total Shear Force 
(m'^2/s) 
(kg/m^3) 
0.0010000 
9.37976-7 
1000,000 
0.400 
1.000 
Hydraulically Smooth 
0.0000000 
(Av7o):     2,403    ...(rms%):     1.299 
(Av%);      -0.0 5 8   ... (rrns%):     7.264 
SUB-A8EA DATA; 
Sub-area 1 2 3 4 5 5 
Number of Segments 5 5 5 5 5 5 
Segment Width (m) 0.0200 0,0850 0,0200 0.0200 0.0480 0.0200 
Side-slcpe HORIZ HORIZ HORIZ HORIZ HORZ HORZ 
Width (m) 0.1000 0.4250 0,1000 0.1000 02400 0.1000 
Bed Level at LHS (m) 0.0000 0,0000 0.0000 0.0554 0.0554 0.0554 
Flow Area (m'^2) 0.0100 0,0425 0.0100 0.0045 0.0107 0.0045 
Wened Perimeter [Bed] (m) 0.1000 0,4250 0.1000 0.1000 02400 0.1000 
Hydraulic Radius [Bed] (m) 0,1000 0,1000 0.1000 0.0446 0.0446 0.0446 
LHS Verfical Side Height (m) 0,1000 0.0000 0.0000 0.0000 0.0000 0.0000 
RHS Vertical Side Height (m) 0,0000 0.0000 0.0554 0.0000 0.0000 0.0446 
Discharge                     (m^3/s) 0,00553 0.02516 0.00491 0.00177 0.00310 0.00104 
Average Velocity (m/s) 0,5528 0.5919 0.4908 0.3975 02903 0.2328 
Dimensionless Av. Velocity 1.0936 1.1709 0.9709 0.7862 0.5742 0.4605 
Total Shear Force (N/m) 0.1201 0.2904 0.0756 0.1189 0.1533 0.0465 
Total Bed Shear Fcrce (N/m) 0.0505 0.2904 0.0485 0,1189 0.1533 0.0410 
Average Shear Stress (Pa) 0.6007 0.6833 0.4864 1.1894 0.6389 0.3217 
Average Bed Shear Stress(   Pa) 0.6049 0.6833 0.4848 1,1894 0.5389 0.4100 
LHS Apparent Shear Str. (Pa) 0.5966 0.2214 -1.0393 -2.8374 -1.1488 -0.0645 
RHS Apparent Shear Str. (Pa) 0.2214 -1.0393 -1.5354 -1,1488 -0,0646 -0.1 234 
LHS Wail Shear Stress (Pa) 0.5963 0.0000 0.0000 0,0000 0.0000 0.0000 
RHS Wall Shear Stress (Pa) 0.0000 0.0000 0.4894 0.0000 0.0000 0,1234 
Reynolds Number         (>< 10^3) 235.763 252,420 209.307 75.511 55.147 44.232 
Froude NumPer 0.5582 0.5976 0,4955 0,6012 0.4391 0.3522 
% of Total Area 12.18 5176 12,18 5.43 13.02 5.43 
% of Total Discharge 13.32 60.61 11.83 4.27 7.48 2.50 
% of Total Shear Force 14.93 36.08 9.39 1478 19.05 5.78 
Friction Factor 'f .015758 .015585 .016072 .059949 ,060090 .050217 
Manning's 'n' .009654 .009601 ,009750 .016455 ,016475 .016493 
Equiv. S~and Roughness (m) .000028 .000028 ,000028 .005905 ,005905 .005904 
Strip Roughness, Chi (m) .000004 .000004 .000004 .000542 ,000542 .000542 
Discharge Solution Err (Ar/o) 0.25 0,03 0.58 0.91 0.58 -0.04 
Shear Frc Solution Err (Av%) -0.19 0,47 0.62 5.56 -3.07 -3,44 
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TABLE 10.4. — GENFL02D Output Listing - Series N^g, Run U^A 
1 WO DIMENSIONAL AJMALYnC^ SOLUTION FOR COMPOUND CHANNELS  
>» Ana^sis running under PREDICTION MODE «< 
Trapezoidal Compound Channd - 
Series # 9; Run ft A 
Lambda/k = 40 
OVERALL HYDRAULIC DATA: 
Water Level 
Relatve Depth 
Flow Area 
Wetted Perimeter 
Hydraulic Radius 
Top Width 
(m) 
(m^2) 
(m) 
(m) 
(m) 
0,0984000 
0.4364837 
0.0773483 
1.2195356 
0.0634243 
1.0650000 
Discharge 
Average Velocity 
Reynolds ^Jumber 
Froude Number 
(m^3/s) 
(m/s) 
0.0388043 
0.5016826 
1.37Sle+5 
0.6360138 
[0,0384000 user specified actu^] 
Shear Force 
Av. Shear Stress 
Shear Velocity 
Bed Slope 
Kinematic Viscosity 
Liquid Density 
(N/m): 
(Pa); 
(m/s): 
(m^2/s): 
(kg/m-^S): 
0.7586391 
0.6220721 
0.0249438 
0.0010000 
923566-7 
1000.000 
[0,7587863 energy grade line slope] 
Mixing Length Definition;- 
Von-Karman Constant, K 
Free Stream Constant, Omega 
0.400 
1.000 
General Wall Resistance:- 
Function Type 
Value 
Hydraulicaiiy Smooth 
0.0000000 
Solution Errors:- 
Total Discharge 
Total Shear Force 
(Av%): 
(Av%): 
1.053   ... (rms%): 
-0,019 ... (rms%): 
0.616 
7.020 
SUB-AREA DATA: 
Sub-area 1 2             3 4             5 6             7 
Number of Segments 
Segment Width (m) 
5 
0.0200 
5             5 
0.0630    0.0200 
5             5 
0.0220   0.0200 
5             5 
0.0480   0.0200 
Side-slope 
Width 
Bed Level at LHS 
Flow Area 
Wetted Penmeter [Bed] 
h^ydrauiic Radius [Bed] 
LHS Vertical Side Height 
RHS Vertical Side Height 
(m) 
(m) 
(m^2) 
(m) 
(m) 
(m) 
(m) 
H0R2 
0.1000 
0.0000 
0.0098 
0.1000 
0.0984 
0.0984 
0.0000 
H0R2     H0R2 
0,3150    0,1000 
0,0000    0.0000 
0.0310    0.0098 
0,3150    0,1000 
0,0984    0,0984 
0.0000    0.0000 
0,0000    0,0000 
1.9838    HORIZ 
0.1100   0.1000 
0.0000   0,0554 
0.0078   0.0043 
0.1232   0.1000 
0.0631    0,0430 
0.0000   0.0000 
0.0000   0.0000 
HORZ    H0R2 
0.2400   0.1000 
0.0554   0.0554 
0.0103   0.0043 
0.2400   0.1000 
0.0430   0.0430 
0.0000   0.0000 
0.0000   0.0430 
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TABLE  10.4. — GENFL02D Output  Listing  -  (continued) 
Discharae                     (m^3/s) 0.0054 0.0187 00055 0.0038 0.0016 0,0029 0.0010 
Average Velocity (nn/s) 0.5513 0.6017 0.5564 0.4905 0,3780 02765 02250 
Dimensionless Av. Velocity 1.0990 1.1994 1.1090 0.9779 0.7535 0.5511 0.4485 
Total Shear Force (N/m) 0.1184 0.2218 0.0610 0.0627 0.1094 0.1414 0.0439 
Total Bed Shear Force (N/m) 0.0602 0.2218 0.0610 0.0627 0.1094 0.1414 0.0389 
Average Shear Stress (Pa) 0.5970 0.7042 0.6099 0.5C87 1.0943 0.5890 0.3074 
Average Bed Shear Stress (Pa) 0.6023 0.7042 0.6099 0.5087 1.0943 0.5890 0.3894 
LHS Apparent Shear Str. (Pa) 0.5916 0.2235 -0.5105 -0.9717- 2.5442 -0.9775 -0.0439 
RHS Apparent Shear Str. (Pa) 02236 -0.5106 -0.9717 -2.5442- 0.9775 -0.0439 -0.1164 
LHS Wall Shear Stress (Pa) 05913 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
RHS Wail Shear Stress (Pa) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1164 
Reynolds NumPer          (xi o ^3) 234.97 255.43 237.12 134.10 70.31 51.43 41.86 
Froude NumPer 05612 0.6124 0.5663 0.6235 0.5823 0.4259 0.3457 
% of Total Area 12.72 40.07 12,72 10.05 5.55 ^3.33 5.55 
% of Total Discharge 13.98 48.05 1 4.11 S.83 4.18 7.34 2.49 
% of Total Shear Force 15.61 29.24 804 826 14.42 18.63 5.79 
Friction Factor 'f .01578 .01555 .01575 .01765 .05097 .0611 2 ,06124 
Manning's 'n' .00963 .00957 .00963 .00946 .01649 .01651 .01653 
Equv. Sand Roughness (m) .00003 .00003 .00003 .00003 .00592 .00592 .00592 
Strip Roughness, Chi (m) .00000 .00000 .00000 .00000 .00054 .00054 ,00054 
Discharge Solution Err (AV%) -0.05 -0.10 0.03 0.40 0.30 025 0.22 
Shear Fro Solution Err (Avyo) 0.78 0.07 022 -0.38 5,43 -2,95 -320 
10.4.2.     Schematisation 
Cross-section schematisations for the rectangular, rectangular compound, and 
trapezoidal compound channels are presented in Figure 10.8. 
As shown in the diagrams presented in Figure 10.8, the compound channel cross-sections 
are divided into two main sub-areas, each having homogeneous boundary roughness 
characteristics: the main channel; and the .flood plain. A subsidiary sub-area covering 
the side-slope region is included in the trapezoidal compound channel. 
Review of segment spacing within each sub-area will typically show the use of 
relatively narrow segment widths (0.020m) adjacent those regions likely to have high 
lateral velocity gradients: 
• adjacent the side walls; 
• adjacent the main channel to flood plain interaction region; and 
• over the main channel to flood plain side slope. 
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In order to economise on the computational effort of the analysis, increased segment 
widths are used for those regions remote from the high lateral gradient regons 
(typically from 50mm to 90mn). 
Rectangular Channel: 
■1065- 
5 ©20 r 4® 54.1 = 100      i = 216.3 T 4 354.1 
@ Sub-area (2J 
laaaahaaaai ® 
t 4 « 54.1 : 216.3 T 
® 
4 @ 54.1 
= 216.3 
■0" 
--1 r 100 
@ 
Rectangular Compound Channel: 
5 620 5@85 
 1065  
5 320           5 320 S@48 1 5 320 
= 100 = 425 > = 100      I     -100 1                     I                    1 ........k..........L...-.....!..... 
= 240 = 100 
.....j.......... H Sub-area (5) ® l®li 1 101 ©:: — t 55 .1 
Trapezoidal Compound Channel: 
5 320 
= 100 
s r 
5363 
= 315 
Sub-area (ij 
-1065- 
5320     ,       5322      ,     5320 "y   = 100   '[*    Tiio    T  = 100   T 
H l! i IS 
5 348 
© 
1^ 100 0 
55 
Note: All dimensions in mr D 
FIGURE 10.8. — Cross-section Schematlsatlons 
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10.4.3.     Selection of Parameters 
Application of the model to experimental data has been in accordance with the input 
data specifications outlined in Table 10.5. 
TABLE 10.5. — Guide-lines for the Selection of Input Data 
Item Basis of Selection 
Cross-section Geometry As indicated in schematisation diagrams. Figure 10.8, with 
allowance for rough surface bed datum plane adjustment 
(§6.4.2., Adachi's [1964]). 
Energy Gradeline Equal to the longitudinal bed slope (SQ = 0.001). 
Water Level Directly from experimental data. 
Flow Rate Only provided as an error reference value (optional). 
Sub-area Resistance Defined in terms of a x   resistance   function   (§6.4.4., 
Macintosh-White), with % values directly corresponding to 
the appropriate artificial roughness strip spacing, X (Table 
6.4). 
Kinematic Viscosity From  properties  of  water  (Schlichting   [1979])   using 
experimental temperatures. 
Liquid Density Assumed 1000 kg/m^. 
10.4.4.     Review of Model Performance 
A general qualitative overview of model performance may be made through 
interpretation of the data plots, presented in Appendix C, which show experimental 
and predicted distributions of U and Xb (dimensionless). These plots generally show 
good agreement between experimental and predicted data for all experimental run 
comparisons. 
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A quantitative assessment of model performance has been made using an analysis of 
errors between experimental and predicted results. Details for each run are presented in 
Tables 10.6, 10.7, & 10.8 and correspond to rectangular, rectangular compound, and 
trapezoidal compound analyses respectively. 
TABLE 10.6. — GENFL02D Errors - Rectangular Channel 
Series.Run Error Q Error %Qfp Error SF Error %SFfp 
N = (%) (%) (%) (%) 
1.1 0.08 n.a. -0.06 n.a. 
1.2 -1.04 n.a. -0.06 n.a. 
1.3 0.54 n.a. -0.05 n.a. 
1.4 1.61 n.a. -0.04 n.a. 
1.5 -0.76 n.a. -0.03 n.a. 
Average: 0.09 n.a. -0.05 n.a. 
Std Dev: 1.06 n.a. 0.01 n.a. 
TABLE 10.7. — GENFL02D Errors - Rectangular Compound Channel 
Series.Run 
N» 
Error Q 
(%) 
Error 7oQfp 
(%) 
Error SF 
(%) 
Error %SFfp 
(%) 
2.1 
2.2 
2.3 
2.3c 
2.4 
2.5 
3.22 
2.66 
0.72 
0.97 
1.75 
2.02 
0.07 
0.23 
-0.30 
0.05 
0.12 
1.18 
-0.07 
-0.07 
-0.07 
-0.06 
-0.06 
-0.06 
2.74 
1.62 
0.06 
0.78 
2.06 
4.09 
3.1 
3.2 
3.3 
3.4 
3.5 
1.95 
-0.66 
1.03 
1.65 
2.49 
0.26 
0.20 
1.38 
1.88 
1.87 
-0.12 
-0.07 
-0.06 
-0.06 
-0.05 
0.72 
4.57 
4.04 
3.67 
4.05 
4.1(a) 
4.1(b) 
4.1(c) 
4.2 
4.3 
2.56 
2.22 
-1.14 
0.65 
1.71 
-1.31 
-0.08 
-0.05 
0.77 
1.04 
-0.13 
-0.09 
-0.07 
-0.06 
-0.06 
-3.36 
-1.43 
1.93 
1.63 
2.20 
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TABLE 10.7. — GENFL02D Errors • (continued) 
4.4 2.40 1.55 -0.06 -0.95 
4.5 2.77 1.33 -0.05 -0.28 
5.1(a) 4.46 -0.04 -0.08 -4.77 
5.1(b) 3.61 1.46 -0.07 -2.83 
5.2 2.07 0.52 -0.06 1.74 
5.3(chk) 1.61 0.98 -0.06 -5.74 
5.3 0.93 0.88 -0.06 5.82 
5.4 1.14 0.70 -0.06 0.87 
5.5 1.45 0.77 -0.05 5.21 
6.1(a) 6.55 1.53 -0.08 -10.82 
6.1(b) 3.06 1.08 -0.07 -1.93 
6.2 2.43 1.52 -0.06 -3.93 
6.3 3.98 0.78 -0.06 -0.07 
6.4 -0.02 -0.03 -0.06 0.65 
Average: 2.01 0.68 -0.07 0.41 
Std Dev: 1.52 0.74 0.02 3.64 
TABLE 10.8. — GENFL02D Errors - Trapezoidal Compound Channel 
Series.Run Error Q Error %Qfp Error SF Error %SFfp 
N« {%) (%) (%) (%) 
7.1(a) 1.17 0.22 0.03 4.07 
7.1(b) 2.06 1.10 0.00 3.71 
7.2 1.62 0.87 -0.02 4.53 
7.3 1.32 -0.46 -0.03 1.90 
7.4R 1.06 -0.70 -0.03 0.81 
7.5 -1.81 0.20 -0.03 3.97 
8.1(a) 3.72 -1.51 -0.02 -6.15 
8.1(b) 4.27 -2.02 0.00 -7.42 
8.2 2.76 -1.98 0.00 -7.14 
8.3 0.66 -1.48 0.00 -3.15 
8.4 0.60 0.33 -0.02 0.00 
8.5 3.80 0.69 -0.02 -5.66 
9.1(a) 4.47 ■0.69 0.01 -4.13 
9.1(b) 3.34 •0.89 0.01 -5.67 
9.2 1.08 -0.85 0.00 -3.08 
9.3 0.91 -0.92 -0.01 -1.83 
9.4 1.05 0.78 -0.02 -0.72 
9.5 1.05 -0.04 -0.02 -1.03 
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TABLE 10.8. — GENFL02D Errors - (continued) 
10.1(a) 5.41 -0.70 0.01 -2.23 
10.1(b) 1.23 -0.81 0.01 -3.93 
10.2 -0.11 -0.20 0.00 2.06 
10.3 1.47 -1.16 -0.02 -2.15 
10.4 1.82 -0.41 -0.02 -2.51 
10.5 1.08 -0.36 -0.03 -2.34 
11.1(a) 5.06 -0.19 0.02 -8.27 
11.1(b) 2.212 0.25 0.005 -5.07 
11.2 0.113 -0.06 -0.007 0.14 
11.3 0.999 -0.68 -0.02 0.23 
11.4 0.763 -1.22 -0.025 -1.06 
11.5 0.722 -0.29 -0.027 -1.05 
Average: 1.80 -0.44 -0.01 -1.77 
Std Dev: 1.64 0.80 0.02 3.54 
The error terms presented in Tables 10.6 to 10.8 indicate average prediction errors o' no 
more than 2.0%, for both discharge and shear force prediction. This result cleirly 
indicates an acceptable model performance. 
10.5.        APPLICATION OF GENFL02D TO FIELD DATA 
10.5.1. Introduction 
Knight, Shiono & Pirt [1989] presented the application of Shiono & Knight's [1?88] 
analytical model to field measurements taken from the River Severn at Mont'ord 
Bridge, England. Review of this work (§10.2.3) resulted in the identification of SDme 
model limitations to practical application. An objective of the development of the 
GENFL02D model was to overcome these limitations. The same set of field data have 
therefore been analysed using GENFL02D so as to present a meaningful basis for 
comparison. 
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10.5.2.     Field Data 
Published field data (Knight, Shiono & Pirt [1989]) comprised the following items: 
• a geometrical schematisation of the river cross-section; 
• energy grade line slope data (uniform flow assumed); 
• depth averaged velocity distributions for three flow depths; 
• approximately 65 rating points (stage height and discharge); and 
• a rating curve determined through traditional best fit techniques. 
The schematised gauging cross-section at Montford Bridge on the River Severn is shown 
in Figure 10.9. It has the form of an unsymmetrical trapezoidal channel with an overall 
width of 120 m and a 34 m wide, 6 m deep main channel. The flood plains have a mild 
slope toward the main channel. 
120.0 
53.0 , 10.0 , 8.0 , 8.5 , 8.5 I  9.0 , 10.0 ,   13.0   , -»+* » <      » U M-*—   »U »U* fjt u 
FIGURE 10.9. — Cross-section of River Severn at IVIontford Bridge 
Recorded friction slopes at Montford Bridge indicated a slope of 2.0x10"^ as being 
appropriate for the current analysis purposes. This slope was adopted by Knight et al 
[1989] in their modelling work. 
Depth average velocity distributions are presented in Figures 10.12, 10.13 and 10.14, 
with associated sub-area flow rate integrations listed in Table 10.9. 
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Stage discharge data for the site is presented in Figure 10.10 and includes best fit rating 
curves. These rating curves can be expressed by a general equation of the form: 
log Sfa^e =Cilog(Q| + C2; (10,40) 
where: 
Stage is in m and Q is in m^/s; 
the actual main channel flow depth, H = Stage + 1.718m; 
for 100m3/s < Q < 200m3/s: Cj = 0.7196, and    C2 = -0.9707; 
for 300m3/s < Q < 350m3/s: Ci = 0.3848, and   C2 = -0.1882; and 
for200m^/s<Q<300m3/s: an eased transition. 
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FIGURE 10.10. — Montford Bridge - Stage Discharge Rating Data 
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TABLE 10.9. — Summary of Detailed Field Data 
Unit Data Set Data Set Data Set Nn N = 2 N^a 
Flow Depth (m) 7.81 6.92 6.45 
Flow Rate (m3/s) 330.8 220.6 188.8 
Sub-area 1 (%Q) 0.1 - - 
Sub-area 2 & 3 (%Q) 18.3 6.7 1.1 
Sub-area 4 (%Q) 10.4 11.0 9.6 
Sub-area 5 & 6 (%Q) 54.9 66.7 74.4 
Sub-area 7 (%Q) 12.0 14.3 14.7 
Sub-area 8 & 9 (%Q) 4.1 1.3 0.2 
Sub-area 10 (%Q) 0.2 - - 
10.5.3.     Cross-section Schematisation 
As indicated in Figure 10.9, the cross-section is divided into ten sub-areas. DeHneation 
of these sub-areas was based on the following considerations: 
• identification of those regions of uniform roughness: sub-areas for main 
channel; flood ,   un; and side-slope regions; and 
• identification of those regions Hkely to support steep lateral velocity 
gradients and hence require a relatively detailed modelling resolution: the 
division of the main channel into two sub-areas; and the inclusion of 
additional sub-areas within both flood plains, located immediately 
adjacent main channel side slopes. 
Each sub-area comprised five equal width segments. 
10.5.4.     Roughness Evaluation 
Depth dependence of the composite Manning's resistance coefficient (ncomp) for the 
Montford Bridge waterway was computed from published rating curve data and is 
presented in Figure 10.11. Review of this information shows considerable variation, 
with values slowly decreasing from around 0.035 at low depths to approximately 0.030 
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at bank-full, falling rapidly to approximately 0.020 as flood water spreads out over the 
flood plains, and then rising again to around 0.030 with continued depth increase. 
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FIGURE 10.11. — Montford Bridge - Variation of iVIanning's n 
The use of Manning's formula in the computation of open channel hydraulic 
characteristics is well accepted and it is in recognition of this practical considera :ion 
that the current application of GENFL02D has been based around sub-area Manning's n 
values. These values are assumed constant for each sub-area (regardless of flow deoth) 
and, for compound channels, cannot be directly evaluated from rating curve data. In the 
absence of any other information, suitable values were estimated through an iterative 
process which involved fitting depth averaged velocity predictions to field 
measurements. This process was undertaken only for a single data set. For the current 
application Data Set N^l (Q = 330.8m'^/s) was chosen as associated field measurements 
covered the full waterway width and therefore permitted the estimation of roughness 
values for the main channel and flood plains. 
To facilitate this roughness estimation process the comparison between predicted and 
field measurements was made on the basis of sub-area discharge distributions rather 
than direct comparison of depth averaged velocity values. This informatioi is 
presented in Table 10.11. Although the adopted cross-section schematisation comp-ises 
ten sub-areas, the estimation of individual Manning's n values for each sub-area was. not 
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considered appropriate and values were evaluated on the basis of the following 
groupings: 
left flood plain: Sub-area N^sl, 2, and 3; 
left side-slope: Sub-area N'^4; 
main channel bed: Sub-area N^s5, and 6; 
right side-slope: Sub-area N^7; and 
right flood plain: Sub-area N-s8, 9, and 10. 
Resulting Manning's n values are presented in Table 10.10. Knight, Shiono & Pirt [1989] 
evaluated U)arcy-Weisbach friction factors (f) for the waterway using the Shiono & 
Knight model, as follows: 0.038 for the left flood plain; 0.100 for the right flood plain; 
0.500 for the side-slopes; and 0.040 for the main channel bed. For comparative purposes 
these values have been converted to equivalent Manning's n values (equation given in 
Table 10.2) which are also listed in Table 10.10. Review of this information shows that 
whereas flood plain n values are comparable, the Shiono & Knight model estimates for 
the main channel and side-slope regions are approximately twice those derived for 
GENFL02D. Unfortunately no descriptive information was presented in the published 
data with which to assess the plausibility of adopted roughness values. 
A further point which should be noted is that application of the Shiono & Knight 
model also requires estimation of dimensionless eddy viscosity (Xt) values for each sub- 
area. Knight, Shiono & Pirt [1989] evaluated empirical Xt values as follows: 0.20 for all 
side-slopes; 3.0 for both flood plains; and 0.07 for the main channel. Application of 
GENFL02D did not require evaluation of any such empirical parameters. 
TABLE 10.10. — Montford Bridge - Estimated Manning's n Values 
Region GENFL02D S&K Model 
Left Flood Plain 
Left Side-slope 
Main Channel Bed 
Right Side-slope 
Right Flood plain 
0.021 
0.063 
0.013* 
0.056 
0.038 
0.023 
0.100 
0.032 
0.101 
0.037 
Note: t Hydraulicaily smooth 
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FIGURE 10.12. — Montford Bridge - DAV Distribution, Q= 331m3/s 
Predicted and measured depth averaged velocity distributions are presented in Figure 
10.12. Review of these results suggests comparable model performance with GENFLC)2D 
tending to underestimate velocity toward the centre of the main channel and the 
Shiono & Knight model tending to underestimate velocity about the left bmk 
interaction region. A detailed comparison is tabulated in Table 10.11. Analysis of eiTor 
indicated an overall 0.0% error in total discharge with an associated error of 03% in 
total shear force (pgASo) for GENFL02D, and an overall 1.0% error in total dischcrge 
with an associated error of 76% in total shear force for the Shiono & Knight model. 
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TABLE 10.11. — Montford Bridge - Discharge Distribution, Data Set N- 1 
Sub-area Measured 
(%) 
Predicted (%) Error (%) 
GENFL02D S&K GENFL02D S&K 
Model Model 
1 0.1 0.2 0.1 +0.1 +0.0 
2 18.3 20.0 17.4 +1.7 -0.9 
3 10.4 11.4 11.2 +1.0 +0.7 
4 54.9 50.4 54.0 -4.5 -0.9 
5 12.0 13.3 13.4 +1.3 + 1.4 
6 4.1 4.5 3.7 +0.4 -0.4 
7 0.2 0.2 0.2 +0.0 +0.0 
Review of this data suggests the following conclusions: 
• both the GENFL02D and Shiono & Knight models generally share 
acceptable discharge prediction capabilities (recognizing that the 
calculated variance is well within the accuracy bounds which would be 
expected from the field data); 
• the Shiono & Knight model presents a superior fit to field data in the 
main channel region; and 
• the Shiono & Knight model significantly over-estimates boundary shear 
force. 
10.5.5.     Application 
Hydraulic predictions using GENFL02D were made for flow depths of 6.92m and 6.45m 
and were based on Manning's n estimates given in Table 10.10 in conjunction with an 
adopted friction slope {Sf = 2.0x10-4). These depths correspond to Data Set N^s 2 and 3 
(Table 10.9). Resulting depth averaged velocity distributions are presented in Figures 
10.13 & 10.14. Associated velocity distributions predicted by Knight, Shiono & Pirt 
[1989] are also presented in these figures. 
Comparisons between measured and GENFL02D predicted flow distributions are listed 
in Table 10.12. 
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TABLE 10.12. — Montford Bridge - Flow Distributions, Data Set N^s 2 & 3 
Data Set N^Z Data Set N^S 
Sub-area Measured 
{%) 
Predicted 
(%) 
Error 
(%) 
Measured 
(%) 
Predicted 
(%) 
Error 
(%) 
1 
2&3 
4 
5&:6 
7 
8&9 
10 
6.7 
11.0 
66.7 
14.3 
1.3 
5.8 
13.1 
64.4 
15.4 
1.3 
-0.9 
+2.1 
-2.3 
+1.1 
+0.0 
1.1 
9.6 
74.4 
14.7 
0.2 
1.1 
13.3 
69.7 
15.7 
0.2 
+0.0 
+3.7 
-4.7 
+1.0 
+0.0 
~~-o 
:3 
0) bO 
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FIGURE 10.13. — Montford Bridge - DAV Distribution, Q= 221m3/s 
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FIGURE 10.14. — Montford Bridge - DAV Distribution,  Q= 189m3/s 
The prediction results show that, although the model underestimates the maximum 
main channel velocity to some extent (as previously noted in §10.5.4), the associated 
impact on total flow rate is small (-2.2% & -5.3% for Data Sets N^2 & 3, respectively). 
Aside from this point, depth averaged velocity distributions (Figures 10.12 to 12.14) 
show acceptable predictions, particularly over the side-slope and flood plain regions- 
Prediction results were interpreted as indicating a satisfactory level of model 
performance. 
Errors in total discharge and boundary shear force were evaluated from predictions by 
both the GENFL02D and Shiono & Knight models, and are listed in Table 10.13. 
Review of this data shows performance characteristics consistent with that previously 
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noted in §10.5.4: comparable errors in discharge prediction; and a significant o 
estimate in boundary shear force by the Shiono & Knight model. 
TABLE 10.13. — Montford Bridge - Prediction Errors 
/er- 
Data Set Error in Q (%) Error in SF (%) 
GENFL02D S&K 
Model 
GENFL02D S&K 
Model 
N°l 
N«2 
+o.ot 
-2.2 
-5.3 
+1.0 
+4.2 
+3.6 
+0.3 
-1.3 
+2.0 
+76 
+91 
+89 
Note: :j: n estimation 
10.5.6.     Rating Prediction 
Rating curve predictions from the model are presented in Figure 10.10 (bold line), 'rhis 
curve covers the range lOOm^/s to 800m^/s and corresponds to a stage height range from 
approximately 3.0mRL to S.OmRL (approximately 1.3 below bank full to 3.7m above 
bank full level). As previously noted, around 65 rating points were extracted fi'om 
Knight et al's [1989] paper and these are shown in Figure 10.10 in conjunction with the 
original rating curve. For reference, the rating point associated with the Manning s n 
evaluation exercise (Q = 330.8 m/s, §10.5.4) is plotted as a solid (black) point. An 
analysis of error was undertaken which compared the performance of both 'best fit' and 
GENFL02D rating curves to gauging data. Results are presented in Table 10.14 and 
show that the GENFL02D rating curve has a level of accuracy slightly superior to 
that associated with the fitted rating curve. This finding supports the validity of 
predicted results, not only over the rated discharge range (0 to 350 m^/s), but alsc for 
those ungauged stage heights associated with greater flow rates. 
TABLE 10.14. — Montford Bridge - Analysis of Rating Curve Error 
Method Average Error in Q 
(%) 
Standard Deviation 
(%) 
Original Best Fit 
GENFL02D 
+2.2 
-2.0 
6.0 
6.1 
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11.       SUMMARY & CONCLUSIONS 
11.1.        SCOPE OF RESEARCH 
Objectives of the current research are summarized as follows: 
i.        the acquisition of high quality experimental data specifically directed at 
the interaction region of compound channel flow; and 
ii.      the development of a relatively simple mathematical technique for the 
prediction of [2D] hydraulic characteristics in open channel flow, tc an 
accuracy appropriate to engineering design purposes. 
Both these goals have been attained as detailed within this Thesis. 
Laboratory experiments were all undertaken in a straight open channel under unifDrm 
flow conditions, and included three cross-sectional shapes: 
• rectangular channel; 
• rectangular compound channel; and 
• trapezoidal compound channel. 
Key experimental measurements included: 
• total flow rate; 
• flow depth (uniform); 
• velocity field; and 
• boundary shear stress distribution. 
Data was collected automatically using a computer based data logging system (ACE>AS) 
which was specifically developed for the requirements of the scheduled research. 
Review and analysis of experimental data was directed principally toward  the 
following objectives: 
• extending  the  data  base  of  experimental  data   from  which  future 
researchers can draw; 
• providing a basis for a qualitative assessment of the structure of turb\ilent 
flow in compound channels; 
• assessment of the suitability of the Apparent Shear Stress (ASS) model for 
the estimation of compound channel discharge; 
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• assessment of the performance of published [2D] analytical model (Shiono 
& Knight [1988]) for the prediction of both depth averaged velocity and 
boundary shear stress distributions; and 
• the development of a new numerical model (GENFL02D) to satisfy the 
requirements of the primary research objectives and practical applications. 
In addition to the above objectives, research also covered ancillary topics which 
included: 
friction factors in hydraulically smooth rectangular channels; 
application of the Preston tube; 
development and calibration of the Roving Preston Tube; 
distribution of boundary shear force in rectangular channels; 
application of the total head tube for velocity measurement; 
compound channel static pressure field distribution; 
correction of static bed pressure measurements to account for the influence of 
non-hydrostatic pressure distributions; and 
development and calibration of a general resistance function for artificial 
strip roughness elements. 
11.2.        EXPERIMENTAL OBSERVATIONS & TECHNIQUE 
11.2.1.     Experimental Data 
A scheduled experimental programme has resulted in the production of complete sets of 
accurate and high resolution data, covering a broad range of compound channel 
characteristics: 
• vertical and sloping (1(V):2(H)) main channel side-slopes; 
• relative depths up to 0.5; 
• flood plain to main channel Manning's n ratios ranging from 1.0 to 2.5. 
This data is presented in a number of formats: 
• graphical plots of depth averaged velocity and boundary shear stress 
distributions; 
tabulated listings of depth averaged velocity and boundary shear stress 
distributions; and 
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digital (magnetic disk storage) tabulations of all experimental data and 
computed hydraulic characteristics. 
11.2.2.    Turbulent Flow Structure 
Review of the experimental data has confirmed the fundamental conclusions of o :her 
researchers who present a complex turbulent structure for compound channel flow. Key 
turbulence mechanisms, supported within this structure, are associated with hydraulic 
characteristics which include: 
• boundary generated shear; 
• free shear turbulence; and 
• secondary flow. 
The influence of both the boundary and free shear mechanisms are clearly depictec by 
the relatively steep velocity gradients adjacent solid surfaces (boundary shear) and 
adjacent the main channel to flood plain interaction region (free shear). 
Adjacent solid walls, and remote from the influence of other mechanisms, flow was 
found to obey a universal-velocity distribution law, with depth averaged velocities in 
accordance with Prandtl's Law-of-the-Wall. 
The influence of free shear turbulence was present within the main channel to flood 
plain interaction region, and manifested itself through a bank of vertically orientated 
vortices aligned parallel to the interface. In accordance with design objectives, the use 
of a relatively wide research channel permitted independent appraisal of this 
mechanism with little influence from side boundaries. This appraisal indicated that 
depth averaged free shear turbulence could be reasonably described in terms of Prandtl's 
mixing length theory, with the mixing length being taken proportional to local How 
depth. 
The existence of secondary flow mechanisms were identified through perturbatior s in 
boundary shear stress distributions. However, these perturbations were found to be 
small and did not appear to influence greatly the overall flow structure. 
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11.2,3.     Measuring Instruments 
The automatic positioning, measurement and logging of experimental data, using a 
micro-computer based system (ACDAS), has been proven to be an invaluable research 
tool. As well as reducing the tedium associated with the basic acquisition of repetitive 
data, such a system also has other advantages which include: 
• consistency in measurement; 
• elimination of data transcription errors; 
• greater productivity through continuous operation; and 
• presentation of data in a computer readable format. 
A disadvantage sometimes attributed to such systems is associated with their potential 
cost. However, the apparatus developed for the current research has shown that a 
functional systems can be economically constructed using relatively inexpensive 
components. 
The Preston tube has been used by many researchers for boundary shear stress 
measurement and the current research has verified its application in conjunction with 
Patel's calibration relationships. An added advantage of the tube is that it may be 
reliably used for velocity measurement without the need to reconfigure instrumentation. 
Differential pressures from the Preston tube were referenced against a static bed 
tapping manifold pressure. However, detailed measurements revealed the flow pressure 
field as being non-hydrostatic. This situation introduced small but measurable errors 
into differential pressures and a suitable correction algorithm was implemented to 
counter the influence. Although the correction algorithm has proved successful, for both 
boundary shear stress and velocity measurements, it is based on an hypothesis requiring 
further research outside the scope of the current investigations. 
It is interesting to note that the Roving Preston tube (RPT) would probably not have 
been subject to static pressure correction problems as it has been specifically developed 
for application in those situations not requiring the installation of static bed tappings. 
Therefore, future researchers might consider this potential advantage of the RPT. 
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11.2.4.    Artificial Roughness 
The use of strips, attached at regular intervals across the bed of the channel, has 
proved satisfactory for the development of artificial roughness. Attractive 
characteristics associated with the use of strip roughness are: 
• they are easily fixed to and removed from the channel boundary; 
• they can be used to produce a wide range of roughness; 
• they have a well conditioned calibration relationship; and 
• they support of a comprehensive resistance function. 
Primary disadvantages are: 
• the roughness density is not uniformly distributed in the stream\vise 
direction; 
• boundary shear stress measurements can not be taken over roughened zoncjs; 
• a vertical datum shift must be applied to the roughened surface; and 
• detailed roughness calibration is necessary. 
11.3.        ANALYSIS OF DATA 
Analysis of experimental data has resulted in conclusions relating to the follovang 
items: 
friction factors in rectangular open channels; 
distribution of boundary shear force in rectangular open channels; 
application of Prandtl's mixing length hypothesis; 
variation of rating function coefficients; 
compound channel discharge, distribution and apparent shear stress; and 
use of the apparent shear stress as a hydraulic characteristic. 
11.3.1.     Open Channel Friction Factors 
Darcy-Weisbach friction factors were computed for a series of experimental runs 
undertaken in two different rectangular channels. Both channels were hydrauli :ally 
smooth, and both produced friction factors that were in close agreement with Prardtl's 
smooth pipe law. Although this finding has been supported by some researchers, it does 
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appear to be at variance with a widely accepted view that open channel friction 
factors are of the order of 5% to 10% higher than that predicted by the smooth pipe 
law. Although the evaluation of friction factors for smooth rectangular channels was 
not essential to the objectives of this research program, the significance of the current 
findings was recognised and great care taken to ensure the accuracy of all measurements. 
The fact that the friction factors obtained do not differ significantly from pipe flow 
friction factors poses a problem for those who argue for an increase in friction factor for 
open channel flows. 
Research into the use of strips for the development of artificial roughness has shown 
the hydraulically smooth regime being sensitive to the presence of strips, even at 
relatively large spacings {X/k = 1000). The possibility exists that the roughness 
associated with small protrusions of transverse construction/movement joints may 
account for apparent (and unexplained) roughness effects. This hypothesis remains open 
for further investigation. 
11.3.2. Boundary Shear Force Distribution 
The distribution of boundary shear force around a rectangular open channel was 
investigated by Knight, Demetriou and Hamed 11984] and empirical predictive 
relationships devised. 
Application of these relationships to data obtained from the calibration and research 
experiments confirmed their validity to hydraulically smooth rectangular channels. 
The evaluation of [2D] friction factors for the strip roughness calibration required the 
application of a correction to account for side wall influences. Side wall friction factors 
were evaluated on the basis of the Knight, Demetriou and Hamed distribution 
relationship because this was found to be better than other available techniques (for 
example: Vanoni & Brooks [1957]). 
11.3.3. Prandtl's Mixing Length Hypothesis 
Review of experimental depth averaged velocity data showed compliance with 
Prandtl's Law-of-the-Wall in those regions adjacent external boundaries, and with his 
mixing length theory in remote regions. A simplification of these characteristics can be 
presented with an appropriate mixing length model of the from: 
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Q<y<Qyi/K : / = Ky ; and 
nyi/K<y : / = %/; 
in conjunction with Prandtl's mixing length hypothesis: 
Xf = p/ 
3y By (10.37) 
Application of these relationships to experimental data from rectangular charnel 
experiments revealed appropriate constants as being: 
It should be noted that the value of K is in agreement with the experimentally deri ved 
mixing lengths by Nikuradse for flow in both rough and smooth pipes. 
For application to channels of complex cross-section, the basic mixing length model is 
extended to account for the influence of changes in H. For the compound channels used in 
the research programme, this situation applies to the interface region between main 
channel and flood plain. 
11.3.4.     Variation of Rating Coefficients 
A stage height versus discharge rating function for over bank flows can be described by: 
logH=CilogQ + C2; (3.1) 
Although the coefficients Ci & Ci, must be evaluated through calibration for a 
particular cross-section, they have been found to vary linearly with nf^/n^c a"d 
exponentially with B/b. These characteristics provide a useful basis for a siriple 
representation of rating characteristics for numerical modelling exercises. 
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11.3.5.     Apparent Sheax Stress Techriiques 
The sub-area force balance technique has attracted considerable interest in the 
literature. It is only applicable to well defined compound channels and is based around 
the depth averaged apparent shear stress, Xa, which is taken to act over an imaginary 
vertical interface separating main channel from flood plain. Application of the 
technique to experimental data has shown that, provided Xa is known, reasonable 
predictions can be obtained for total discharge and its distribution between main 
channel and flood plain. 
Review of the literature has shown that much research has been undertaken toward 
the establishment of predictive techniques for XQ. This work has largely been 
unsuccessful, with the most promising approach being the development of an empirical 
function based on statistical analysis of hydraulic data. A major problem associated 
with the prediction of is is that its experimental derivation can be very sensitive to 
experimental error. 
Therefore it is concluded that force balance type methods, based around Xa> are only 
capable of providing limited applicability, with little potential for future more 
generalized advancement. 
11.4.        PREDICTION OF HYDRAULIC CHARACTERISTICS 
Practical engineering requirements dictate the need for the provision of reliable 
techniques for the prediction of hydraulic characteristics in open channels of complex 
cross-section. Primary characteristics comprise: 
• the stage height versus discharge relationship; 
• discharge distribution; and 
• boundary shear stress distribution. 
Prerequisites associated with the application of such techniques are that: 
• required  data  is  readily obtained  through field  survey,  reference  to 
research, or calibration; and 
• the  techniques  are robust  and generally applicable  to  a  variety of 
situations. 
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In response to these perceived needs Shiono & Knight [1988] developed an analytical 
solution of the [2D] depth averaged Navier-Stokes equation for conditions of uniform 
flow. Although presenting encouraging results, their solution did however disp ay 
certain limitations: 
• a significant increase in the number of calibration coefficients; 
• the occurrence of undesirable discontinuities in predicted boundary sh;ar 
stress distributions; and 
• the technique requires that friction factors not only account for bed induced 
turbulence (boundary resistance), but also those influences associated with 
free shear turbulence. 
Development of the GENFL02D model was specifically directed toward overcom ng 
the limitations of the Shiono & Knight model, while still retaining the advantages of 
its analytical solution. This was achieved through the introduction of a turbuleiice 
model based on Prandtl's mixing length theory in conjunction with a simplistic, Dut 
effective, model for the prediction of mixing length. User defined coefficients 
associated with this model comprise standard [2D] resistance factors in, or f, or ks, et:.). 
GENFL02D has been applied to both laboratory and field measurements, with 
rectangular, asymmetrical rectangular compound, asymmetrical trapezoidal compound, 
and near symmetrical trapezoidal compound channel situations, over a wide range of 
flow depths and boundary roughness distributions. Satisfactory results have bi^en 
obtained in all cases. Although the current applications of the model do not present a 
totally comprehensive assessment of its capabilities, they have however covered a 
relatively broad range of geometric and hydraulic conditions. Consideration of the work 
to date does lend considerable support to a conclusion of general model applicability. 
It should be noted that underlying assumptions of the model are that the influenc(; of 
secondary flows is small, and that flow is straight and uniform. Although these 
assumptions are not likely to be of great concern for practical engineering application, 
further research is however needed to quantify appropriate validity criteria. 
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A.       EXPERIMENTAL DATA - SUMMARY 
A.l. DATA FORMAT AND DEFINITION 
Summary data sheets are presented for all experimental runs. They contain full 
descriptions of run parameters and associated hydraulic data, both for the overall 
channel and for pre-defined sub-areas. 
Parameters presented in the Summary Data Sheets are defined in Appendix F, in 
conjunction with additional explanatory notes in §8.5.2. 
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EXPERIMENTAL DATA - SUMMARY 
TABLE A.1. — Summary Data Sheet - Series N^i, Run N^i 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
7-Aug-89 
1 
1 
Channel Dimensions: 
1.0650000 h 
H 0.0192000 
Artificial Roughness [Flood Plain]: 
Overall Hydraulic Data: 
H 0.0192000 U 0.2249609 fsmooth 0.0285623 XO 0.1818000 
A 0.0204480 Re 1.351E+04 ^smooth 0.0098138 SF 0.2005981 
P 1.1034000 Fr 0.5183485 '^s smooth 0.0000000 w+ 0.0134833 
R 0.0185318 / 0.0287384 [rough - V 1.234E-06 
W 1.0650000 n 0.0098440 trough - p 1000.0000 
Q 0.0046000 ks 0.0000000 ^s rough - 'f 0.0010000 
1 Sub-are a Data: 
Sub-area A Q U p R Re Fr 
1 
2 
3 
0.0204480 0.0046000 0.2249609 1.1034000 0.0185318 1.351E+04 0.5183485 
Sub-area / n ks 
1 
2 
3 
0.0287384 0.0098440 0.0000000 
Sub-area fsmooth ^smooth ks smooth Jrough trough ks rough 
1 
2 
3 
0.0285623 0.0098138 0.0000000 
- - - 
Sub-area XO SF W %A %Q %SF 
1 
2 
3 
0.1818000 0.2005981 1.0000000 100.00 100.00 100.00 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
100.00 
0.00 
100.00 
0.00 
100.00 
0.00 
Momentum Transfer [vertical interface]: 
SF, %SF, 
Experimental Errors: 
Raw IxQ.Ss 
Raw ju.SA 
-24.0% 
-10.6% 
Adjust. |io.8s 
Adjust. ju.bA 
Adjust. Type 
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TABLE A.2. — Summary Data Sheet - Series NS1, Run U^2 
Research Channel Experimental Summary 
Channel Dimensions: 
1.0650000 h 
H 0.0425000 
Artificial Roughness [Flood Plain]: 
Overall Hydraulic Data: 
H 0.0425000 U 0.3897266 jstnooth 0.0207939 xo 0.3861000 
A 0.0452625 Re 5.110E+04 ^smooth 0.0094936 SF 0.4440150 
P 1.1500000 Fr 0.6035748 ^s smooth 0.0000000 M* 0.0196494 
R 0.0393587 / 0.0203367 trough - V 1.201E-0() 
W 1.0650000 n 0.0093886 trough - P 1000.0000 
Q 0.0176400 ks 0.0000000 ^s rough - ^f 0.0010000 
Sub-area Data: 
Sub-area A Q L7 p R Re Fr 
1 
2 
3 
0.0452625 0.0176400 0.3897266 1.1500000 0.0393587 5.110E+04 0.6035748 
Sub-area / n ks 
1 
2 
3 
0.0203367 0.0093886 0.0000000 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0207939 0.0094936 0.0000000 
- - - 
Sub-area XO SF W %A %Q %SF 
1 
2 
3 
0.3861000 0.4440150 1.0000000 100.00 100.00 100.00 
Sub-area %A %Q 7oSF 
Main Ch. 
Flood PL 
100.00 
0.00 
100.00 
0.00 
100.00 
0.00 
Momentum Transfer [vertical interface]: 
SFa %SFn 
LJ£ 
Experimental Errors; 
Raw |TO-SS 
Raw lu.6A 
2.85% 
-2.54% 
Adjust. JTO-8S 
Adjust. iu.BA 
Adjust. Typ>e 
Cs 
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TABLE A.3. — Summary Data Sheet - Series N^i, Run N^a 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
31-Jul-89 
1 
3 
Channel Dimensions: 
1.0650000 h 
H 0.0615000 
Artificial Roughness 
fc 
Flood Plain]: 
Overall Hydraulic Data: 
H 0.0615000 U 0.4850567 fsmooth 0.0184067 XO 0.5409000 
A 0.0654975 Re 8.972E+04 ^smooth 0.0094481 SF 0.6425892 
P 1.1880000 Fr 0.6244827 ^s smooth 0.0000000 u* 0.0232573 
R 0.0551326 / 0.0183900 frough - V 1.192E-06 
W 1.0650000 n 0.0094438 trough - p 1000.0000 
Q 0.0317700 ks 0.0000000 ks rough - ^f 0.0010000 
PSub-area Data: 
Sub-area A Q u p R Re Fr 
1 
2 
3 
0.0654975 0.0317700 0.4850567 1.1880000 0.0551326 8.972E+04 0.6244827 
Sub-area / n ks 
1 
2 
3 
0.0183900 0.0094438 0.0000000 
Sub-area fsmooth ^smooth ks smooth frough trough ks rough 
1 
2 
3 
0.0184067 0.0094481 0.0000000 
- - - 
Sub-area XO SF ir %A %Q %SF 
1 
2 
3 
0.5409000 0.6425892 1.0000000 100.00 100.00 100.00 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
100.00 
0.00 
100.00 
0.00 
100.00 
0.00 
Momentum Transfer [vertical interface]: 
SFa 7oSFa 
Experimental Errors; 
Raw |xo.5s 
Raw ju.8A 
-0.70% 
-0.58% 
Adjust. ho-Ss 
Adjust. lu.SA 
Adjust. Type 
Cs 
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TABLE A.4. — Summary Data Sheet - Series N»1, Run H^A 
Research Channel Experimental Summary Date 5-Aug-8S 
Series # ] 
Run# 4 
Dr ■ 
Channel Dimensions: 
B                 1.0650000 
b 
h 
H                0.0789000 
s 
Artificial Roughness [Flood Plain]: 
k 
X 
X 
c 
Overall Hydraulic Data: 
H 0.0789000 U 0.5594530 [smooth 0.0170700 -CO 0.6740118 
A 0.0840285 Re 1.291E+05 ^smooth 0.0094388 SF 0.8241816 
P 1.2228000 Fr 0.6359027 ks smooth 0.0000000 M* 0.0259617 
R 0.0687181 / 0.0172307 trough - V 1.191E-06 
W 1.0650000 n 0.0094831 trough - P 1000.0000 
Q 0.0470100 ks 0.0000000 ks rough - 'f O.OOIOOOO 
Sub-area Data: 
Sub-area A Q U p R Re Fr 
1 
2 
3 
0.0840285 0.0470100 0.5594530 1.2228000 0.0687181 1.291E+05 0.6359027 
Sub-area / n ks 
1 
2 
3 
0.0172307 0.0094831 0.0000000 
Sub-area jsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0170700 0.0094388 0.0000000 
- - - 
Sub-area XO SF ?;• %A %Q %SF 
1 
2 
3 
0.6740118 0.8241816 1.0000000 100.00 100.00 100.00 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
100.00 
0.00 
100.00 
0.00 
100.00 
0.00 
Momentum Transfer [vertical interface]: 
SFa %SFa 
Experimental Errors: 
Raw Jto-5s 
Raw JM.SA 
-0.21% 
-0.28% 
Adjust. Jxo-5s 
Adjust lu.bA 
Adjust. Type 
Cs 
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TABLE A.5. — Summary Data Sheet - Series N^l, Run N^s 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
28-Aug-89 
Channel Dimensions: 
1.0650000 h 
H 0.1041000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.1041000 U 0.6745951 fsmooth 0.0156499 TO 0.8542000 
A 0.1108665 Re 1.993E+05 ^smooth 0.0094014 SF 1.0875674 
P 1.2732000 Fr 0.6675493 '^s smooth 0.0000000 M* 0.0292267 
R 0.0870770 / 0.0150168 trough - V 1.179E-06 
W 1.0650000 n 0.0092093 trough - P 1000.0000 
Q 0.0747900 ks 0.0000000 ^s rough - 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U p R Re Fr 
1 
2 
3 
0.1108665 0.0747900 0.6745951 1.2732000 0.0870770 1.993E+05 0.6675493 
Sub-area / n ks 
1 
2 
3 
0.0150168 0.0092093 0.0000000 
Sub-area tsmooth ^smooth ks smooth trough trough '^s roug}^ 
1 
2 
3 
0.0156499 0.0094014 0.0000000 
- - - 
Sub-area -CO SF /;• %A %Q %SF 
1 
2 
3 
0.8542000 1.0875674 1.0000000 100.00 100.00 100.00 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
100.00 
0.00 
100.00 
0.00 
100.00 
0.00 
Momentum Transfer [vertical interface]: 
SF, %SFr 
Experimental Errors; 
Raw JTO.5S 
Raw Iw.SA 
0.64% 
-2.02% 
Adjust. 1TO-8S 
Adjust. \u.hA 
Adjust. Type 
Ul 
A.3. LISTINGS — RECTANGULAR COMPOUND CHANNEL 
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TABLE A.6. — Summary Data Sheet ■ Series H^2, Run N^l 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
16-Sep-89 
2 
1 
0.207 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0694000 
0.0000000 
Artificial Roughness [Flood Plain]: 
Overall Hydraulic Data: 
H 0.0694000 U 0.4506045 f smooth 0.0195520 ^0 0.4051046 
A 0.0497110 Re 6.764E+04 ^smooth 0.0092797 SF 0.4876649 
P 1.2038000 Fr 0.7079652 ks smooth -0.0000007 w* 0.0201272 
R 0.0412951 / 0.0159612 trough - V l.lOOE-06 
W 1.0650000 n 0.0083844 trough - p 1000.0000 
Q 0.0224000 ks -0.0001132 ks rough - ^f 0.0010000 
1 Sub-area Data: 
Sub-area A Q L7 P R Re Fr 
1 
2 
3 
0.0433750 
0.0063360 
0.0211093 
0.0012907 
0.4866697 
0.2037093 
0.7494000 
0.4544000 
0.0578796 
0.0139437 
1.024E+05 
1.033E+04 
0.6458578 
0.5507925 
Sub-area / n ks 
1 
2 
3 
0.0191786 
0.0263702 
0.0097226 
0.0089930 
0.0000578 
-0.0001387 
Sub-area jsmooth ^smooth ks smooth trough ^rough ks rough 
1 
2 
3 
0.0172427 
0.0303640 
0.0095020 
0.0097020 
0.0000000 
0.0000000 
- - - 
Sub-area XQ SF ir %A %Q %SF 
1 
2 
3 
0.5581685 
0.1525687 
0.4182915 
0.0693272 
1.0800374 
0.4520801 
87.25 
12.75 
94.24 
5.76 
85.78 
14.22 
Sub-area %A %Q 7c SF 
Main Ch. 
Flood PI. 
87.25 
12.75 
94.24 
5.76 
85.78 
14.22 
Momentum Transfer [vertical interface]: 
SFa 0.0071941 
0.4995936 
%SFa 1.48 
1.233246 
Experimental Errors: 
Raw /TO.5S 
Raw lu.6A 
-3.81% 
0.67% 
Adjust./TO.5S   -3.81% 
Adjust. ju.dA    0.67% 
Adjust. Type    Static 
Cs 0.0000 
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TABLE A.7. — Summary Data Sheet - Series N^2, Run N»2 
Research Channel Experimental Summary Date 17-Sep-89 
Series # 2 
Run# ;► 
Dr 0.31(i 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0804000 
0.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.0804000 U 0.4872530 fstnooth 0.0185526 to 0.491588^: A 0.0614260 Re 8.643E+04 ^smooth 0.0093357 SF 0.6025891 
P 1.2258000 Fr 0.6949502 ^s smooth -0.0000007 M+ 0.0221718 
R 0.0501109 / 0.0165647 trough - V 1.130E-06 
W 1.0650000 n 0.0088213 trough - P 1000.000(1 
Q 0.0299300 ks -0.0000716 ks rough - ^f 0.001000(1 
Sub-area Data: 
Sub-area A Q 17 P i? Re Fr 
1 
2 
3 
0.0502500 
0.0111760 
0.0266119 
0.0033181 
0.5295893 
0.2968985 
0.7604000 
0.4654000 
0.0660836 
0.0240138 
1.239E+05 
2.524E+04 
0.6577453 
0.6117070 
Sub-area / n ks 
1 
2 
3 
0.0184916 
0.0213798 
0.0097602 
0.0088654 
0.0000594 
-0.0001079 
Sub-area jsmooth ^smooth ks smooth trough trough '^s rough 
1 
2 
3 
0.0165402 
0.0241401 
0.0095375 
0.0095089 
0.0000000 
0.0000000 
- - - 
Sub-area XO SF ir %A %Q 7oSF 
1 
2 
3 
0.6192047 
0.2830808 
0.4708433 
0.1317458 
1.0868878 
0.6093313 
81.81 
18.19 
88.91 
11.09 
78.14 
21.86 
Sub-area %A %Q 7oSF 
Main Ch. 
Hood PI. 
81.81 
18.19 
88.91 
11.09 
78.14 
21.86 
Momentum Transfer [vertical interface]: 
S^Fa 0.0221092 
0.8704422 
%SFa 
X'n 
3.67 
1.770673 
Experimental Errors; 
Raw JTO-8S 
Raw ju.bA 
-4.14% 
-0.93% 
Adjust. JTO.8S   -0.32% 
Adjust. luM    0.24% 
Adjust. Type Static 
0.0394 
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TABLE A.8. — Summary Data Sheet ■ Series N^a, Run N»3 
Research Channel Experimental Summary Date 19-Sep-89 
Series # 
Run# 
Dr 
2 
3 
0.374 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0878500 
0.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.0878500 U 0.5246521 [smooth 0.0177748 to 0.5484195 
A 0.0693603 Re 1.060E+05 ^smooth 0.0093060 SF 0.6804241 
P 1.2407000 Fr 0.7084594 ks smooth -0.0000006 M* 0.0234184 
R 0.0559041 / 0.0159390 trough - V 1.107E-06 
W 1.0650000 n 0.0088123 trough - P 1000.0000 
Q 0.0363900 ks -0.0000654 ks rough - Sf 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0549063 
0.0144540 
0.0310046 
0.0053854 
0.5646818 
0.3725915 
0.7678500 
0.4728500 
0.0715065 
0.0305678 
1.460E+05 
4.117E+04 
0.6742122 
0.6804029 
Sub-area / n ks 
1 
2 
3 
0.0175994 
0.0172806 
0.0096478 
0.0082974 
0.0000424 
-0.0001400 
Sub-area fsnwoth ^smooth ks smooth trough trough "^s rough 
1 
2 
3 
0.0159769 
0.0214728 
0.0095131 
0.0093610 
0.0000000 
0.0000000 
- - - 
Sub-area to SF [/• 7oA %Q %SF 
1 
2 
3 
0.6591608 
0.3685835 
0.5061366 
0.1742847 
1.0762977 
0.7101688 
79.16 
20.84 
85.20 
14.80 
74.39 
25.61 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
79.16 
20.84 
85.20 
14.80 
74.39 
25.61 
Momentum Transfer [vertical interface]: 
SFa 0.0324923 
0.9891120 
%SFa 4.78 
1.803568 
Experimental Errors: 
Raw JiQ.Ss 
Raw lu.6A 
-3.55% 
-2.69% 
Adjust. Jxo-Ss    -0.21% 
Adjust. Ji^.S^i   -1.47% 
Adjust. Type    Static 
Cs 0.0534 
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TABLE A.9. — Summary Data Sheet - Series N«2, Run N^SC 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
28-NOV-8? 
2 
3<: 
0.391 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0907000 
0.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.0907000 U 0.5387075 Jsmooth 0.0171949 XO 0.5698009 
A 0.0723955 Re 1.245E+05 ^smooth 0.0092115 SF 0.7101999 
P 1.2464000 Fr 0.7136602 i^s smooth -0.0000006 u* 0.023870^1 
R 0.0580837 / 0.0157075 trough - V 1.005E-0(. 
W 1.0650000 n 0.0088041 trough - p • 1000.000(1 
Q 0.0390000 h -0.0000509 i^s rough - ^f 0.001000(1 
Sub-area Data: 
Sub-area A Q u P R Re Fr 
1 
2 
3 
0.0566875 
0.0157080 
0.0329321 
0.0060679 
0.5809415 
0.3862923 
0.7707000 
0.4757000 
0.0735533 
0.0330208 
1.701E+05 
5.07711+04 
0.6839068 
0.6787153 
Sub-area / n ks 
1 
2 
3 
0.0171039 
0.0173666 
0.0095558 
0.0084258 
0.0000402 
-0.0001059 
Sub-area fsmooth ^smooth % smooth trough trough ^s rough 
1 
2 
3 
0.0154926 
0.0204628 
0.0094178 
0.0092658 
0.0000000 
0.0000000 
- - - 
Sub-area XO SF ?/• %A %Q %SF 
1 
2 
3 
0.6764814 
0.3969638 
0.5213642 
0.1888357 
1.0783987 
0.7170724 
78.30 
21.70 
84.44 
15.56 
73.41 
26.59 
Sub-area %A %Q JoSF 
Main Ch. 
Flood PL 
78.30 
21.70 
84.44 
15.56 
73.41 
26.59 
Momentum Transfer [vertical interface]: 
SFa 
Xfl 
0.0347402 
0.9731142 
%SFa 4.89 
1.707814 
Experimental Errors; 
Raw JxQ.Ss 
Raw lu.bA 
-4.81% 
-1.40% 
Adjust. Jxo.8s   -0.75% 
Adjust. JM.SA   -0.13% 
Adjust. Type 
Cs 
Static 
0.0569 
\— 
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TABLE A.10. — Summary Data Sheet - Series N=2, Run N24 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
21-Sep-89 
2 
4 
0.444 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0989500 
0.0000000 
Artificial Roughness 
k 
Flood Plain]: 
Overall Hydraulic Data: 
H 0.0989500 U 0.5625649 fsmooth 0.0168352 ^0 0.6306065 
A 0.0811818 Re 1.382E+05 ^smooth 0.0092700 SF 0.7963930 
P 1.2629000 Fr 0.7084242 ks smooth -0.0000006 u* 0.0251119 
R 0.0642820 / 0.0159405 frough - V 1.047E-06 
W 1.0650000 n 0.0090203 trough - p 1000.0000 
Q 0.0456700 ks -0.0000334 ^s rough - 'f 0.0010000 
1 Sub-area Data: 
Sub-area A Q U P ^ Re Fr 
1 
2 
3 
0.0618438 
0.0193380 
0.0373139 
0.0083561 
0.6033578 
0.4321073 
0.7789500 
0.4839500 
0.0793937 
0.0399587 
1.830E+05 
6.597E+04 
0.6836712 
0.6901628 
Sub-area / n h 
1 
2 
3 
0.0171157 
0.0167953 
0.0096816 
0.0085536 
0.0000534 
-0.0000927 
Sub-area fsmooth ^smooth ^s smooth frough trough % rough 
1 
2 
3 
0.0152416 
0.0192546 
0.0094777 
0.0093050 
0.0000000 
0.0000000 
- - - 
Sub-area TO SF ir %A %Q %SF 
1 
2 
3 
0.7378369 
0.4580112 
0.5747380 
0.2216545 
1.0725124 
0.7681022 
76.18 
23.82 
81.70 
18.30 
72.17 
27.83 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
76.18 
23.82 
81.70 
18.30 
72.17 
27.83 
Momentum Transfer [vertical interface]: 
SFa 
la 
0.0319489 
0.7269383 
%SF, 4.01 
1.152761 
Experimental Errors: 
Raw JTO.5S 
Raw ju.SA 
-4.13% 
-1.23% 
Adjust. JTO.8S    -0.51% 
Ad]ust. JU.8A   -0.07% 
Adjust. Type 
Cs 
Static 
0.0627 
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TABLE A.11. — Summary Data Sheet - Series H^2, Run N»5 
!■■■ .......■......-,-^y__.^^^^r-innnAAAAjmj 
Research Channel Experimental Summary Date 
Series # 
Run# 
23-Sep-89 
Channel Dimensions: 
B                 0.7525000 
b                 0.3125000 
h                 0.0550000 
H                0.1082000 
s                  0.0000000 
Artificial Roughness [Flood Plain]: 
k X 
c 
Overall Hydraulic Data: 
H 0.1082000 17 0.5954983 fsmooth 0.0162324 xo 0.6969203 A 0.0910330 Re 1.657E+05 ^smooth 0.0092555 SF 0.893033'7 
P 1.2814000 Fr 0.7133275 kg smooth -0.0000005 w* 0.026399:> 
R 0.0710418 / 0.0157222 trough - V 1.021E-0i) 
W 1.0650000 n 0.0091088 trough - P 1000.0000 
Q 0.0542100 ks -0.0000195 ^s rough - 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0676250 
0.0234080 
0.0426909 
0.0115191 
0.6312890 
0.4921001 
0.7882000 
0.4932000 
0.0857968 
0.0474615 
2.121E+05 
9.147E+04 
0.688110/ 
0.7211877 
Sub-area / n ks 
1 
2 
3 
0.0168956 
0.0153813 
0.0097443 
0.0084238 
0.0000647 
-0.0000910 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0147818 
0.0178965 
0.0094737 
0.0092610 
0.0000000 
0.0000000 
- - - 
Sub-area 'CO SF }]' %A %Q %SF 
1 
2 
3 
0.7818296 
0.5612239 
0.6162381 
0.2767956 
1.0601021 
0.8263668 
74.29 
25.71 
78.75 
21.25 
69.01 
30.99 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
74.29 
25.71 
78.75 
21.25 
69.01 
30.99 
Momentum Transfer [vertical interface]: 
SFa 
Xa 
0.0471632 
0.8865255 
7oSFa 5.28 
1.272061 
Experimental Errors: 
Raw JtQ.Ss 
Raw ju.bA 
-3.26% 
-0.87% 
Adjust. lto.8s   -0.64% 
Adjust. luM    0.05% 
Adjust. Type     Static 
Cs 0.0643 
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TABLE A.12. — Summary Data Sheet ■ Series H^3, Run N^l 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
2-Oct-89 
3 
1 
0.200 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0557500 
0.0697000 
0.0000000 
Artificial Roughness 
k 0.0030000 
;i 0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 0.0697000 U 0.4253478 fsmooth 0.0194271 XO 0.4048173 
A 0.0497005 Re 6.968E+04 ^smooth 0.0092489 SF 0.4875619 
P 1.2044000 Fr 0.6685205 ks smooth -0.0000007 w* 0.0201201 
R 0.0412658 / 0.0179003 frough 0.0917673 V 1.008E-06 
W 1.0650000 n 0.0088780 trough 0.0201015 p 1000.0000 
Q 0.0211400 ks -0.0000535 kg rough 0.0136067 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0435625 
0.0061380 
0.0205581 
0.0005819 
0.4719214 
0.0948071 
0.7504500 
0.4539500 
0.0580485 
0.0135213 
1.087E+05 
5.089E+03 
0.6253737 
0.2603137 
Sub-area / n ks 
1 
2 
3 
0.0204555 
0.1180581 
0.0100460 
0.0189309 
0.0001351 
0.0067391 
Sub-area fsmooth ^smooth ks smooth frough trough ks rough 
1 
2 
3 
0.0170273 
0.0368730 
0.0094493 
0.0106350 
0.0000000 
0.0000000 0.1916086 0.0242432 0.0146538 
Sub-area XO SF //• %A %Q %SF 
1 
2 
3 
0.4898619 
0.2642252 
0.3676169 
0.1199450 
1.1094951 
0.2228932 
87.65 
12.35 
97.25 
2.75 
75.40 
24.60 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
87.65 
12.35 
97.25 
2.75 
75.40 
24.60 
Momentum Transfer [vertical interface]: 
SFa 
Xa 
0.0597312 
4.2818092 
%SFa 12.25 
10.577141 
Experimental Errors: 
Raw Jxo-Ss 
Raw lu.dA -0.12% 
Adjust. jXQ.Ss 
Adjust. lu.SA    0.12% 
Adjust. Type    Static 
Cs 0.0052 
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TABLE A.13. — Summary Data Sheet - Series N=3, Run N22 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
3-Oct-89 
3 
2 
0.29 0 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0557500 
0.0785000 
0.0000000 
Artificial Roughness 
0.0030000 
0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: "■ 
H 0.0785000 U 0.4431842 Jsmooth 0.0188337 to 0.474223ii 
A 0.0590725 Re 8.052E+04 ^smooth 0.0093499 SF 0.57950i;> 
P 1.2220000 Fr 0.6435654 ks smooth -0.0000007 u* 0.021776:^ 
R 0.0483408 / 0.0193154 trough 0.0841223 V 1.064E-0(i 
W 1.0650000 n 0.0094687 trough 0.0197604 p 1000.0000 
Q 0.0261800 ks 0.0000194 ks rough 0.0134569 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0490625 
0.0100100 
0.0247381 
0.0014419 
0.5042153 
0.1440496 
0.7592500 
0.4627500 
0.0646197 
0.0216316 
1.225E+05 
1.171E+04 
0.633284g 
0.3127041 
Sub-area / n ks 
1 
2 
3 
0.0199477 
0.0818131 
0.0100994 
0.0170430 
0.0001365 
0.0054871 
Sub-area jsmooth ^smooth ks smooth trough ^rough ks rough 
1 
2 
3 
0.0165838 
0.0292440 
0.0095121 
0.0102755 
0.0000000 
0.0000000 0.1331160 0.0219230 0.0141609 
Sub-area to SF \r %A %Q %SF 
1 
2 
3 
0.5549226 
0.3418179 
0.4213250 
0.1581762 
1.1377104 
0.3250331 
83.05 
16.95 
94.49 
5.51 
72.70 
27.30 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
83.05 
16.95 
94.49 
5.51 
71.7Q 
27.30 
Momentum Transfer [vertical interface]: 
SFa 
ta 
0.0599781 
2.6364021 
%SFa 10.35 
5.559407 
Experimental Errors: 
Raw JTO-8S 
Raw lu.dA -0.51% 
Adjust, ho.ds 
Adjust. ju.BA 0.35% 
Adjust. Type 
Cs 
Static 
0.0036 
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TABLE A.14. — Summary Data Sheet ■ Series N23, Run N23 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
5-Oct-89 
3 
3 
0.380 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0557500 
0.0899000 
0.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.0600000 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 0.0899000 U 0.4560933 fsmooth 0.0178915 -CO 0.5612182 
A 0.0712135 Re 1.027E+05 ^smooth 0.0093725 SF 0.6986044 
P 1.2448000 Fr 0.6088185 ^s smooth -0.0000007 u* 0.0236900 
R 0.0572088 / 0.0215831 [rough 0.0769703 V 1.016E-06 
W 1.0650000 n 0.0102941 trough 0.0194398 p 1000.0000 
Q 0.0324800 ks 0.0001933 '^ rough 0.0132992 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0561875 
0.0150260 
0.0297056 
0.0027744 
0.5286864 
0.1846423 
0.7706500 
0.4741500 
0.0729092 
0.0316904 
1.518E+05 
2.304E+04 
0.6251329 
0.3311562 
Sub-area / n ks 
1 
2 
3 
0.0204713 
0.0729498 
0.0104390 
0.0171509 
0.0002205 
0.0064277 
Sub-area fsmooth ^smooth '^s smooth trough trough ^s rough 
1 
2 
3 
0.0158427 
0.0245613 
0.0095096 
0.0100765 
0.0000000 
0.0000000 0.1027410 0.0206090 0.0137641 
Sub-area -CO SF ?;• %A %Q 7oSF 
1 
2 
3 
0.5909805 
0.5128448 
0.4554391 
0.2431653 
1.1591627 
0.4048345 
78.90 
21.10 
91.46 
8.54 
65.19 
34.81 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
78.90 
21.10 
91.46 
8.54 
65.19 
34.81 
Momentum Transfer [vertical interface]: 
SFa 0.0957603 
2.8041079 
%SFa 13.71 
4.996466 
Experimental Errors: 
Raw 1TO-8S 
Raw lu.8A -0.06% 
Adjust. lto-8s 
Adjust. lu.dA    0.43% 
Adjust. Type    Static 
Cs 0.0126 
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TABLE A.15. — Summary Data Sheet - Series N»3, Run N«4 
Research Channel Experimental Summary Date 
Series # 
Rim# 
Dr 
7-Oct-89 
3 
i 
0.457 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0557500 
0.1026000 
0.0000000 
Artificial Roughness 
0.0030000 
0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 0.1026000 U 0.4759320 jsmooth 0.0171059 TO 0.6544557 A 0.0847390 Re 1.278E+05 ^smooth 0.0094022 SF 0.831289() 
P 1.2702000 Fr 0.5883080 ks smooth -0.0000006 w* 0.025582:; 
R 0.0667131 / 0.0231143 jrough 0.0712117 V 9.942E-07 
W 1.0650000 n 0.0109294 trough 0.0191837 p 1000.0000 
Q 0.0403300 ks 0.0003803 ks rough 0.0131570 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0641250 
0.0206140 
0.0356241 
0.0047059 
0.5555422 
0.2282846 
0.7833500 
0.4868500 
0.0818600 
0.0423416 
1.830E+05 
3.889E+04 
0.6199359 
0.3542082 
Sub-area / n ks 
1 
2 
3 
0.0208160 
0.0637636 
0.0107316 
0.0168281 
0.0002995 
0.0064110 
Sub-area jsmooth ^smooth ks smooth trough trough '^s rough 
1 
2 
3 
0.0152259 
0.0216081 
0.0095302 
0.0099628 
0.0000000 
0.0000000 0.0857570 0.0198476 0.0134629 
Sub-area to SF ir %A %Q %SF 
1 
2 
3 
0.6321712 
0.6903117 
0.4952113 
0.3360782 
1.1672722 
0.4796580 
75.67 
24.33 
88.33 
11.67 
59.57 
40.43 
Sub-area %A %Q %SF 
Main Ch. 
Hood PI. 
75.67 
24.33 
88.33 
11.67 
59.57 
40.43 
Momentum Transfer [vertical interface]: 
SFa 0.1338549 
2.8570952 
%SFa 16.10 
4.365605 
Experimental Errors; 
Raw jio-Ss 
Raw iu.bA -1.27% 
Adjust. 1TO-5S 
Adjust. lu.bA -0.24% 
Adjust. Type    Static 
Cs 0.0287 
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TABLE A.16. — Summary Data Sheet - Series N^a, Run N^S 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
lO-Oct-89 
3 
5 
0.494 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0557500 
0.1101000 
0.0000000 
Artificial Roughness 
0.0030000 
0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 0.1101000 U 0.4861609 fsmooth 0.0167724 to 0.7077863 
A 0.0927265 Re 1.408E+05 ^smooth 0.0094324 SF 0.9096470 
P 1.2852000 Fr 0.5778684 \s smooth -0.0000006 w* 0.0266043 
R 0.0721495 / 0.0239570 trough 0.0685243 V 9.968E-07 
W 1.0650000 n 0.0112731 trough 0.0190655 p 1000.0000 
Q 0.0450800 ks 0.0005055 ^s rough 0.0130851 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0688125 
0.0239140 
0.0388633 
0.0062167 
0.5647706 
0.2599616 
0.7908500 
0.4943500 
0.0870108 
0.0483746 
1.972E+05 
5.046E+04 
0.6112952 
0.3773686 
Sub-area / n ^5 
1 
2 
3 
0.0214086 
0.0561770 
0.0109945 
0.0161499 
0.0003808 
0.0054218 
Sub-area fsmooth ^smooth '^s smooth trough trough % rough 
1 
2 
3 
0.0149802 
0.0203174 
0.0095648 
0.0099027 
0.0000000 
0.0000000 0.0791950 0.0195510 0.0133238 
Sub-area TO SF ir %A %Q %SF 
1 
2 
3 
0.6582884 
0.7869720 
0.5206074 
0.3890396 
1.1616949 
0.5347233 
74.21 
25.79 
86.21 
13.79 
57.23 
42.77 
Sub-area 7oA %Q %SF 
Main Ch. 
Flood PL 
74.21 
25.79 
86.21 
13.79 
57.23 
42.77 
Momentum Transfer [vertical interface]: 
SFa 0.1544433 
2.8416423 
%SFa 16.98 
4.014831 
Experimental Errors; 
Raw ho.8s 
Raw Jw.5A -1.24% 
Adjust. ho.8s 
Adjust. lu.BA    0.05% 
Adjust. Type 
Cs 
Static 
0.0393 
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TABLE A.17. — Summary Data Sheet - Series N=4, Run N21(a) 
Research Channel Experimental Summary 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
Artificial Roughness [Flood Plain]; 
0.0030000 
0.1200000 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0660000 U 0.4297045 jsmooth 0.0196038 TO 0.3761074 
A 0.0458920 Re 6.682E+04 ^smooth 0.0091776 SF 0.450200; 5 
P 1.1970000 Fr 0.7006708 i^ smooth -0.0000006 M* 0.019393;; 
R 0.0383392 / 0.0162953 Jrough 0.0642358 V 9.862E-07 
W 1.0650000 n 0.0083674 trough 0.0166131 P 1000.0000 
Q 0.0197200 ^s -0.0000993 ^s roufih 0.0059671 'f 0.0010000 
Sub-area Data: 
Sub-area A Q 17 P R Re Fr 
1 
2 
3 
0.0412500 
0.0046420 
0.0190149 
0.0007051 
0.4609664 
0.1519038 
0.7464500 
0.4505500 
0.0552616 
0.0103030 
1.033E+05 
6.348E+03 
0.6260703 
0.4778077 
Sub-area / n fcs 
1 
2 
3 
0.0204100 
0.0350416 
0.0099528 
0.0098569 
0.0001192 
0.0000015 
Sub-area jsmooth ^smooth l^s smooth trough trough i^s rough 
1 
2 
3 
0.0172248 
0.0347162 
0.0094179 
0.0098498 
0.0000000 
0.0000000 0.1335045 0.0193157 0.0065197 
Sub-area TO SF //• %A %Q %SF 
1 
2 
3 
0.4712611 
0.2184611 
0.3517729 
0.0984277 
1.0727519 
0.3535076 
89.88 
10.12 
96.42 
3.58 
78.14 
21.86 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
89.88 
10.12 
96.42 
3.58 
78.14 
21.86 
Momentum Transfer [vertical interface]: 
SFa 0.0528896 
5.0132354 
%SFa 11.75 
13.329267 
Experimental Errors: 
Raw JTO.5S 
Raw lu.dA 1.43% 
Adjust. ITQ-SS 
Adjust. lu.bA 1.43% 
Adjust. Type 
Cs 
Static 
0.0000 
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TABLE A.I8. — Summary Data Sheet - Series NM, Run N21(b) 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
22-Oct-90 
4 
Kb) 
0.211 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0554500 
0.0703000 
0.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.1200000 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0703000 U 0.4333139 fsmooth 0.0194030 xo 0.4106880 
A 0.0504715 Re 7.008E+04 ^smooth 0.0092654 SF 0.4951254 
P 1.2056000 Fr 0.6761555 \5 smooth -0.0000007 u* 0.0202654 
R 0.0418642 / 0.0174983 trough 0.0616802 V 1.035E-06 
W 1.0650000 n 0.0087989 trough 0.0165196 P 1000.0000 
Q 0.0218700 ks -0.0000659 l^s rough 0.0059304 Sf 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0439375 
0.0065340 
0.0210143 
0.0008557 
0.4782772 
0.1309608 
0.7507500 
0.4548500 
0.0585248 
0.0143652 
1.081E+05 
7.268E+03 
0.6312118 
0.3488601 
Sub-area / n h 
1 
2 
3 
0.0200789 
0.0657336 
0.0099666 
0.0142692 
0.0001141 
0.0021003 
Sub-area fsmooth ^smooth ^s smooth trough trough ^s rough 
1 
2 
3 
0.0170455 
0.0333553 
0.0094679 
0.0102209 
0.0000000 
0.0000000 0.1077598 0.0183712 0.0063657 
Sub-area -co SF \r %A %Q %SF 
1 
2 
3 
0.4996014 
0.2639325 
0.3750757 
0.1200497 
1.1037661 
0.3022307 
87.05 
12.95 
96.09 
3.91 
75.75 
24.25 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
87.05 
12.95 
96.09 
3.91 
75.75 
24.25 
Momentum Transfer [vertical interface]: 
SJa 0.0559512 
3.7677542 
%SFa 11.30 
9.174250 
Experimental Errors: 
Raw Jio-Ss 
Raw lu.6A -0.99% 
i— 
Adjust. JTO-SS 
Adjust. JM.SA   -0.99% 
Adjust. Type     Static 
Cs 0.0000 
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TABLE A.19. — Summary Data Sheet - Series N=4, Run N2i(c) 
Research Channel Experimental Summary Date 23-Oct-9() 
Series # 4 
Run# Kcl 
Dr 0.250 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0554500 
0.0739000 
0.0000000 
Artificial Roughness 
0.0030000 
0.1200000 
Flood Plain]: 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0739000 U 0.4542818 fsmooth 0.0188006 xo 0.439262C A 0.0543055 Re 8.119E+04 ^smooth 0.0092232 SF 0.532737C 
P 1.2128000 Fr 0.6854306 l^s smooth -0.0000006 u* 0.020958^ 
R 0.0447770 / 0.0170280 trough 0.0597868 V 1.002E-06 
W 1.0650000 n 0.0087776 trough 0.0164475 p ■ lOOO.OOOC 
Q 0.0246700 ks -0.0000603 ^s rough 0.0059026 'f O.OOIOOOC 
Sub-area Data: 
Sub-area A Q u P R Re Fr 
1 
2 
3 
0.0461875 
0.0081180 
0.0234153 
0.0012547 
0.5069625 
0.1545541 
0.7543500 
0.4584500 
0.0612282 
0.0177075 
1.239E+05 
1.092E+04 
0.6541322 
0.3708238 
Sub-area / n ks 
1 
2 
3 
0.0186964 
0.0581775 
0.0096900 
0.0139003 
0.0000649 
0.0019679 
Sub-area fsmooth ^smooth h smooth trough trough ks rough 
1 
2 
3 
0.0165666 
0.0298504 
0.0094119 
0.0100252 
0.0000000 
0.0000000 0.0945983 0.0178468 0.0062697 
Sub-area XO SF W %A %Q %SF 
1 
2 
3 
0.5356737 
0.2806227 
0.4040855 
0.1286515 
1.1159648 
0.3402164 
85.05 
14.95 
94.91 
5.09 
75.85 
24.15 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
85.05 
14.95 
94.91 
5.09 
75.85 
24.15 
Momentum Transfer [vertical interface]: 
SFa 
Xa 
0.0490139 
2.6565797 
%SFa 9.20 
6.047825 
Experimental Errors; 
Raw JTQ.SS 
Raw lu.bA       -1.21% 
Adjust. Jto-Ss 
Adjust. JM.SA   -1.08% 
Adjust. Type     Static 
Cs 0.0032 
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TABLE A.20. — Summary Data Sheet - Series U^4, Run U^2 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
15-Oct-90 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0554500 
0.0790000 
0.0000000 
Artificial Roughness 
k 0.0030000 
X 0.1200000 
[Flood Plain]: 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0790000 17 0.4566684 fsmooth 0.0182416 1:0 0.4791660 
A 0.0597370 Re 9.365E+04 ^smooth 0.0092177 S¥ 0.5860200 
P 1.2230000 Fr 0.6597175 \s smooth -0.0000006 w* 0.0218899 
R 0.0488446 / 0.0183812 trough 0.0574825 V 9.528E-07 
W 1.0650000 n 0.0092529 trough 0.0163628 p 1000.0000 
Q 0.0272800 ks 0.0000047 ^s rough 0.0058668 ^f 0.0010000 
1 Sub-area Data: 
Sub-area A Q u P R Re Fr 
1 
2 
3 
0.0493750 
0.0103620 
0.0255625 
0.0017175 
0.5177215 
0.1657500 
0.7594500 
0.4635500 
0.0650142 
0.0223536 
1.413E+05 
1.555E+04 
0.6482727 
0.3539529 
Sub-area / n h 
1 
2 
3 
0.0190359 
0.0638556 
0.0098759 
0.0151395 
0.0001044 
0.0032684 
Sub-area fsmooth ^smooth '^s smooth trough trough i^s rough 
1 
2 
3 
0.0161149 
0.0271933 
0.0093865 
0.0099659 
0.0000000 
0.0000000 0.0826185 0.0173710 0.0061636 
Sub-area ^0 SF \r 7oA %Q %Sf 
1 
2 
3 
0.5543170 
0.3560434 
0.4209760 
0.1650439 
1.1336924 
0.3629548 
82.65 
17.35 
93.70 
6.30 
71.84 
28.16 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
82.65 
17.35 
93.70 
6.30 
71.84 
28.16 
Momentum Transfer [vertical interface]: 
SFa 0.0633927 
2.6918350 
%SFa 10.82 
5.617751 
I™, 
Experimental Errors; 
Raw Jxo-5s 
Raw J«.8A 0.42% 
Adjust. jxQ.ds 
Adjust. iu.SA 0.74% 
Adjust. Type Static 
0.0076 
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TABLE A.21. — Summary Data Sheet - Series N»4, Run N»3 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
17-Oct-9l) 
4 
0.371 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0554500 
0.0882000 
0.0000000 
Artificial Roughness 
0.0030000 
0.1200000 
Flood Plain]: 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0882000 U 0.4691163 fsmooth 0.0177655 TO 0.5494912 A 0.0695350 Re 1.063E+05 ^smooth 0.0093066 SF 0.682138^ 
P 1.2414000 Fr 0.6328491 ks smooth -0.0000006 w* 0.0234412 
R 0.0560134 / 0.0199751 trough 0.0541439 V 9.888E-05 
W 1.0650000 n 0.0098684 trough 0.0162472 p lOOO.OOOC 
Q 0.0326200 ks 0.0001013 ks rough 0.0058109 'f O.OOIOOOC 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0551250 
0.0144100 
0.0295130 
0.0031070 
0.5353828 
0.2156157 
0.7686500 
0.4727500 
0.0717166 
0.0304812 
1.553E+05 
2.659E+04 
0.6382928 
0.3943026 
Sub-area / n ks 
1 
2 
3 
0.0196359 
0.0514554 
0.0101957 
0.0143112 
0.0001642 
0.0026348 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0157790 
0.0237557 
0.0094603 
0.0098410 
0.0000000 
0.0000000 0.0696783 0.0168541 0.0060230 
Sub-area xo SF ir %A %Q %SF 
1 
2 
3 
0.5977618 
0.4710074 
0.4594696 
0.2226688 
1.1412583 
0.4596210 
79.28 
20.72 
90.48 
9.52 
67.36 
32.64 
Sub-area %A %Q 7oSF 
Main Ch. 
Flood PI. 
79.28 
20.72 
90.48 
9.52 
67.36 
32.64 
Momentum Transfer [vertical interface]: 
SF, 0.0813067 
2.4826458 
%SFa 11.92 
4.518081 
Experimental Errors: 
Raw JTQ.SS 
Raw IM.SA -0.07% 
Adjust. JTQ.SS 
Adjust. \u.bA 0.46% 
Adjust. Type 
Cs 
Static 
0.0143 
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TABLE A.22. — Summary Data Sheet - Series N24, Run N24 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
19-Oct-90 
4 
4 
0.446 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0554500 
0.1000000 
0.0000000 
Artificial Roughness 
0.0030000 
0.1200000 
Flood Plain]: 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.1000000 U 0.4936542 fsmooth 0.0168736 to 0.6366961 
A 0.0821020 Re 1.366E+05 ^smooth 0.0092954 SF 0.8054206 
P 1.2650000 Fr 0.6186667 Ki smooth -0.0000006 u* 0.0252328 
R 0.0649028 / 0.0209015 trough 0.0508355 V 9.380E-07 
W 1.0650000 n 0.0103455 trough 0.0161342 p 1000.0000 
Q 0.0405300 ks 0.0002120 ks rough 0.0057513 'f 0.0010000 
1 Sub-area Data: 
Sub-area A Q u P R Re Fr 
1 
2 
3 
0.0625000 
0.0196020 
0.0352459 
0.0052841 
0.5639341 
0.2695702 
0.7804500 
0.4845500 
0.0800820 
0.0404540 
1.926E+05 
4.651E+04 
0.6362480 
0.4279140 
Sub-area / n ks 
1 
2 
3 
0.0197623 
0.0436895 
0.0104183 
0.0138241 
0.0002189 
0.0022759 
Sub-area fsmooth ^smooth ks smooth trough ^rough ks rough 
1 
2 
3 
0.0150868 
0.0207801 
0.0094461 
0.0096884 
0.0000000 
0.0000000 0.0601293 0.0164805 0.0058947 
Sub-area XO SF ir %A %Q 7cSF 
1 
2 
3 
0.6108046 
0.6783989 
0.4767024 
0.3287182 
1.1423667 
0.5460709 
76.12 
23.88 
86.96 
13.04 
59.19 
40.81 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
76.12 
23.88 
86.96 
13.04 
59.19 
40.81 
Momentum Transfer [vertical interface]: 
SF, 0.1364226 
3.0622352 
%Sffl 16.94 
4.809571 
Experimental Errors: 
Raw JiQ-Ss 
Raw lu.bA -1.46% 
Adjust. JTO-SS 
Adjust, fu.5.4   -0.77% 
Adjust. Type    Static 
Cs 0.0211 
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TABLE A.23. — Summary Data Sheet - Series UH, Run N^S 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
25-Oct-93 
I 
5 
0.497 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0554500 
0.1103000 
0.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.1200000 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.1103000 U 0.5147655 fsmooth 0.0164278 TO 0.7101987 
A 0.0930715 Re 1.560E+05 ^smooth 0.0093403 SF 0.913031^: 
P 1.2856000 Fr 0.6108288 ks smooth -0.0000006 M* 0.026649(. 
R 0.0723954 / 0.0214413 frough 0.0485872 V 9.553E-07 
W 1.0650000 n 0.0106708 trough 0.0160632 P 1000.0000 
Q 0.0479100 ks 0.0002946 ks rough 0.0057075 ^f 0.001000(1 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0689375 
0.0241340 
0.0400790 
0.0078310 
0.5813811 
0.3244817 
0.7907500 
0.4948500 
0.0871799 
0.0487703 
2.122E+05 
6.626E+04 
0.6286635 
0.4691133 
Sub-area / n ks 
1 
2 
3 
0.0202420 
0.0363525 
0.0106942 
0.0130091 
0.0002875 
0.0015805 
Sub-area fsmooth ^smooth ks smooth frough trough ''^s rough 
1 
2 
3 
0.0147711 
0.0191447 
0.0095007 
0.0096274 
0.0000000 
0.0000000 0.0547613 0.0162825 0.0058095 
Sub-area 'CO SF ir 7c A %Q %SF 
1 
2 
3 
0.6494443 
0.8072816 
0.5135481 
0.3994833 
1.1294095 
0.6303485 
74.07 
25.93 
83.65 
16.35 
56.25 
43.75 
Sub-area %A %Q 7oSF 
Main Ch. 
Flood PI. 
74.07 
25.93 
83.65 
16.35 
56.25 
43.75 _J 
Momentum Transfer [vertical interface]: 
SFa 0.1627288 
2.9667961 
%SFa 17.82 
4.177417 
Experimental Errors: 
Raw JTQ.Ss 
Raw ju.dA -0.30% 
Adjust. Ixo-Ss 
Adjust. \u.6A 0.42% 
Adjust. Type 
Cs 
Static 
0.0257 
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TABLE A.24. — Summary Data Sheet - Series N^S, Run N2l(a) 
Research Channel Experimental Summary Date 29-Oct-89 
Series # 
Run# 
Dr 
5 
1(a) 
0.202 
Channel Dimensions; 
B                 0.7525000 
b                 0.3125000 
h                 0.0551500 
H                 0.0691000 
s                 0.0000000 
Artificial Roughness [Flood Plain]: 
k                  0.0030000 
X                  0.2400000 
^                  0.0002316 
c                   0.0001500 
Overall Hydraulic Data: 
H 0.0691000 U 0.4300007 fsmooth 0.0195816 xo 0.4021635 
A 0.0493255 Re 6.717E+04 ^smooth 0.0092754 SF 0.4838832 
P 1.2032000 Fr 0.6780595 ^s smooth -0.0000007 w+ 0.0200540 
R 0.0409953 / 0.0174002 [rough 0.0439130 V 1.050E-06 
W 1.0650000 n 0.0087435 trough 0.0138901 p 1000.0000 
Q 0.0212100 h -0.0000746 f^s rough 0.0023900 'f 0.0010000 
1 Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0431875 
0.0061380 
0.0202957 
0.0009143 
0.4699433 
0.1489613 
0.7492500 
0.4539500 
0.0576410 
0.0135213 
1.032E+05 
7.675E+03 
0.6249500 
0.4090058 
Sub-area / n ks 
1 
2 
3 
0.0204833 
0.0478224 
0.0100410 
0.0120487 
0.0001283 
0.0007354 
Sub-area fsmooth ^smooth ^s smooth trough trough '^s rough 
1 
2 
3 
0.0172152 
0.0328802 
0.0094876 
0.0100427 
0.0000000 
0.0000000 0.0718758 0.0148482 0.0025732 
Sub-area to SF w %A %Q %SF 
1 
2 
3 
0.4860476 
0.2637118 
0.3641712 
0.1197120 
1.0928896 
0.3464210 
87.56 
12.44 
95.69 
4.31 
75.26 
24.74 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
87.56 
12.44 
95.69 
4.31 
75.26 
24.74 
Momentum Transfer [vertical interface]: 
SFa 0.0594982 
4.2651049 
7oSFa 12.30 
10.605400 
Experimental Errors: 
Raw JxQ.Ss 
Raw lu.dA 1.76% 
Adjust. Jxo.5s 
Adjust. \u.8A    1.76% 
Adjust. Type 
Cs 
Static 
0.0000 
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TABLE A.25. — Summary Data Sheet - Series N^s, Run N=l(b) 
Research Channel Experimental Summary Date 30-Oct-8) 
Series # 
Run# 
Dr 
.5 
Kb) 
0.260 
Channel Dimensions: 
B                 0.7525000 
h                 0.3125000 
h                 0.0551500 
H                0.0745000 
s                  0.0000000 
Artificial Roughness [Flood Plain]: 
k                 0.0030000 
X                 0.2400000 
X                  0.0002316 
c                  0.0001500 
Overall Hydraulic Data: 
H 0.0745000 U 0.4444727 fsmooth 0.0189009 ^0 0.445058( A 0.0550765 Re 7.918E+04 ^smooth 0.0092680 SF 0.540300^ 
P 1.2140000 Fr 0.6662493 ks smooth -0.0000007 w* 0.021096^ 
R 0.0453678 / 0.0180226 Jrough 0.0422062 V 1.019E-0( 
W 1.0650000 n 0.0090501 trough 0.0138495 p lOOO.OOOC 
Q 0.0244800 ks -0.0000328 ks rough 0.0023731 'f 0.001 OOOC 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0465625 
0.0085140 
0.0232300 
0.0012500 
0.4988994 
0.1468165 
0.7546500 
0.4593500 
0.0617008 
0.0185349 
1.209E+05 
1.069E+04 
0.6412585 
0.3443067 
Sub-area / n ks 
1 
2 
3 
0.0194547 
0.0674837 
0.0098972 
0.0150852 
0.0001011 
0.0030183 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0166475 
0.0300066 
0.0094476 
0.0101315 
0.0000000 
0.0000000 0.0616488 0.0145221 0.0025150 
Sub-area to SF jr %A %Q %SF 
1 
2 
3 
0.5209627 
0.3203570 
0.3931445 
0.1471560 
1.1224524 
0.3303162 
84.54 
15.46 
94.89 
5.11 
72.76 
27.24 
Sub-area %A %Q %SF 
Main Ch. 
Flood Pi. 
84.54 
15.46 
94.89 
5.11 
72.76 
27.24 
Momentum Transfer [vertical interface]: 
SFa 0.0636336 
3.2885596 
%SFa 
in  
11.78 
7.389058 
Experimental Errors: 
Raw Jxo.6s 
Raw lu.bA 0.46% 
Adjust. JTO-8S 
Adjust. lu.dA 0.46% 
Adjust. Type 
Cs 
Static 
0.0000 
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TABLE A.26. — Summary Data Sheet - Series N^s, Run N22 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
31-Oct-89 
5 
2 
0.301 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0551500 
0.0789500 
0.0000000 
Artificial Roughness 
0.0030000 
0.2400000 
Flood Plain]: 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0789500 U 0.4615841 fsmooth 0.0183899 to 0.4798369 
A 0.0598158 Re 9.011E+04 ^smooth 0.0092572 SF 0.5867925 
P 1.2229000 Fr 0.6663525 % smooth -0.0000006 w* 0.0219052 
R 0.0489130 / 0.0180170 [rough 0.0409989 V 1.002E-06 
W 1.0650000 n 0.0091629 trough 0.0138222 p 1000.0000 
Q 0.0276100 ks -0.0000147 ^s rough 0.0023607 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0493438 
0.0104720 
0.0254650 
0.0021450 
0.5160744 
0.2048274 
0.7591000 
0.4638000 
0.0650030 
0.0225787 
1.339E+05 
1.846E+04 
0.6462659 
0.4352154 
Sub-area / n ^s 
1 
2 
3 
0.0191544 
0.0422359 
0.0099063 
0.0123333 
0.0001039 
0.0010128 
Sub-area fsmooth ^smooth ^s smooth trough trough ^s rough 
1 
2 
3 
0.0162904 
0.0260588 
0.0094365 
0.0097730 
0.0000000 
0.0000000 0.0556203 0.0142780 0.0024788 
Sub-area XO SF w %A %Q %SF 
1 
2 
3 
0.5743374 
0.3251682 
0.4359795 
0.1508130 
1.1180506 
0.4437489 
82.49 
17.51 
92.23 
7.77 
74.30 
25.70 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
82.49 
17.51 
92.23 
7.77 
74.30 
25.70 
Momentum Transfer [vertical interface]: 
SFa 0.0480827 
2.0202816 
7oSFa 8.19 
4.210351 
L™ 
Experimental Errors: 
Raw IxQ.ds 
Raw lu.SA -0.38% 
Adjust. ITO-5S 
Adjust. \u.6A   -0.03% 
Adjust. Type     Static 
Cs 0.0095 
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TABLE A.27. — Summary Data Sheet ■ Series N^s, Run N^ac 
Research Channel Experimental Summary Date 2-N0V-8? 
Series # 
Run# 
Dr 
5 
3(Check) 
0.365 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0551500 
0.0869000 
0.0000000 
Artificial Roughness 
0.0030000 
0.2400000 
Flood Plain]: 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0869000 U 0.4862154 fsmooth 0.0174360 XQ 0.540726(1 
A 0.0682825 Re 1.164E+05 ^smooth 0.0091952 SF 0.66985i:i 
P 1.2388000 Fr 0.6612110 ^s smooth -0.0000006 u* 0.023253^1 
R 0.0551199 / 0.0182983 trough 0.0391613 V 9.212E-07 
W 1.0650000 n 0.0094198 trough 0.0137806 p 1000.000(1 
Q 0.0332000 ks 0.0000335 h rough 0.0023411 ^f 0.001000(1 
1 Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0543125 
0.0139700 
0.0297418 
0.0034582 
0.5476055 
0.2475432 
0.7670500 
0.4717500 
0.0708070 
0.0296131 
1.684E+05 
3.183E+04 
0.6570451 
0.4592766 
Sub-area / n ks 
1 
2 
3 
0.0185310 
0.0379264 
0.0098836 
0.0122275 
0.0001074 
0.0010101 
Sub-area [smooth ^smooth ks smooth trough trough '^s rough 
1 
2 
3 
0.0155377 
0.0227870 
0.0093645 
0.0095886 
0.0000000 
0.0000000 0.0489701 0.0140565 0.0024293 
Sub-area xo SF ir %A %Q %SF 
1 
2 
3 
0.5916418 
0.4579384 
0.4538189 
0.2160324 
1.1262611 
0.5091226 
79.54 
20.46 
89.58 
10.42 
67.75 
32.25 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
79.54 
20.46 
89.58 
10.42 
67.75 
32.25 
Momentum Transfer [vertical interface]; 
SFc 0.0789867 
2.4877715 
%SFa 11.79 
4.600799 
Experimental Errors; 
Raw JTO-SS 
Raw lu.bA -1.42% 
Adjust. IxQ.Ss 
Adjust. Ju.SA -0.42% 
Adjust. Type 
Cs 
Static 
0.0288 
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TABLE A.28. — Summary Data Sheet - Series N^S, Run N^a 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
31-Oct-89 
5 
3 
0.382 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0551500 
0.0892000 
0.0000000 
Artificial Roughness 
0.0030000 
0.2400000 
Flood Plain]: 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H                 0.0892000 U 0.4919980 J smooth 0.0176331 TO 0.5580512 
A                  0.0707320 Re 1.102E+05 ^smooth 0.0092958 SF 0.6938809 
P                   1.2434000 Fr 0.6586069 i^s smooth -0.0000006 u* 0.0236231 
R                 0.0568860 / 0.0184433 jrough 0.0387583 V 1.016E-06 
W                1.0650000 n 0.0095069 trough 0.0137817 p 1000.0000 
Q                 0.0348000 ks 0.0000334 ^s rough 0.0023358 'f 0.0010000 
1 Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0557500 
0.0149820 
0.0308635 
0.0039365 
0.5536055 
0.2627481 
0.7693500 
0.4740500 
0.0724638 
0.0316043 
1.580E+05 
3.270E+04 
0.6566069 
0.4718807 
Sub-area / n ks 
1 
2 
3 
0.0185558 
0.0359274 
0.0099284 
0.0120307 
0.0001035 
0.0008879 
Sub-area [smooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0157240 
0.0226203 
0.0094615 
0.0096655 
0.0000000 
0.0000000 0.0476547 0.0140290 0.0024175 
Sub-area -^0 SF /./' %A %Q %SF 
1 
2 
3 
0.6584631 
0.3950899 
0.5065886 
0.1872924 
1.1252192 
0.5340430 
78.82 
21.18 
88.69 
11.31 
73.01 
26.99 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
78.82 
21.18 
88.69 
11.31 
73.01 
26.99 
Momentum Transfer [vertical interface]: 
SF, 0.0403189 
1.1841101 
%SFa 5.81 
2.121866 
Experimental Errors: 
Raw JxQ.Ss 
Raw lu.8A -1.15% 
Adjust. JTO-5S 
Adjust. JM.SA   -0.02% 
Adjust. Type 
Cs 
Static 
0.0338 
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TABLE A.29. — Summary Data Sheet ■ Series N^s, Run N«4 
Research Channel Experimental Summary Date 4-Dec-8!> 
Series # i) 
Run# 4 
Dr 0.43(i 
Channel Dimensions: 
0.7525000 
0.3125000 
0.0551500 
0.0977000 
0.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.2400000 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0977000 U 0.5163910 fsmooth 0.0168053 to 0.6209822 
A 0.0797845 Re 1.394E+05 ^smooth 0.0092380 SF 0.782685S 
P 1.2604000 Fr 0.6552984 '^s smooth -0.0000006 w* 0.0249195 
R 0.0633009 / 0.0186300 [rough 0.0372381 V 9.380E-07 
W 1.0650000 n 0.0097266 trough 0.0137515 p ■lOOO.OOOC 
Q 0.0412000 ks 0.0000794 f^s rough 0.0023185 ^f O.OOIOOOC 
Sub-aiea Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0610625 
0.0187220 
0.0352655 
0.0059345 
0.5775311 
0.3169804 
0.7778500 
0.4825500 
0.0785016 
0.0387981 
1.933E+05 
5.245E+04 
0.6581146 
0.5137986 
Sub-area / n ks 
1 
2 
3 
0.0184709 
0.0303043 
0.0100387 
0.0114334 
0.0001320 
0.0006131 
Sub-area fsmooth ^smooth ks smooth jrough trough ks rough 
1 
2 
3 
0.0150852 
0.0202531 
0.0094090 
0.0094918 
0.0000000 
0.0000000 0.0434334 0.0139000 0.0023801 
Sub-area 10 SF ir 7oA %Q %SF 
1 
2 
3 
0.6514387 
0.5718875 
0.5067216 
0.2759643 
1.1183988 
0.6138379 
76.53 
23.47 
85.60 
14.40 
64.74 
35.26 
Sub-area %A %Q %Sf 
Main Ch. 
Hood PI. 
76.53 
23.47 
85.60 
14.40 
64.74 
35.26 
Momentum Transfer [vertical interface]: 
SF, 0.0923015 
2.1692482 
%SFa 11.79 
3.493254 
Experimental Errors: 
Raw \i\^.hs 
Raw \u.hA -1.45% 
Adjust. jio-Ss 
Adjust. \u.hA -0.07% 
Adjust. Type Static 
0.0500 Z±J 
167 
EXPERIMENTAL DATA - SUMMARY 
TABLE A.30. — Summary Data Sheet - Series N^s, Run N^S 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
7-Dec-89 
5 
5 
0.497 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0551500 
0.1097000 
0.0000000 
Artificial Roughness [Flood Plain]: 
k                  0.0030000 
X                  0.2400000 
I                  0.0002316 
c                  0.0001500 
Overall Hydraulic Data: 
H 0.1097000 L7 0.5466459 fsmooth 0.0162210 to 0.7069898 
A 0.0925645 Re 1.663E+05 ^smooth 0.0092743 SF 0.9080577 
P 1.2844000 Fr 0.6501289 % smooth -0.0000005 M* 0.0265893 
R 0.0720683 / 0.0189274 trough 0.0355581 V 9.478E-07 
W 1.0650000 n 0.0100182 trough 0.0137314 P 1000.0000 
Q 0.0506000 ks 0.0001302 ^s rough 0.0022976 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0685625 
0.0240020 
0.0415363 
0.0090637 
0.6058161 
0.3776241 
0.7898500 
0.4945500 
0.0868045 
0.0485330 
2.219E+05 
7.735E+04 
0.6565009 
0.5472762 
Sub-area / n ^s 
1 
2 
3 
0.0185618 
0.0267102 
0.0102334 
0.0111421 
0.0001678 
0.0004840 
Sub-area fsmooth ^smooth '^s smooth trough trough % rough 
1 
2 
3 
0.0146489 
0.0185267 
0.0094527 
0.0094621 
0.0000000 
0.0000000 0.0394690 0.0138107 0.0023391 
Sub-area TO SF [./' %A %Q %SF 
1 
2 
3 
0.7504726 
0.6375431 
0.5927608 
0.3152970 
1.1082424 
0.6908021 
74.07 
25.93 
82.09 
17.91 
65.28 
34.72 
Sub-area %A %Q 7oSF 
Main Ch. 
Flood PI. 
74.07 
25.93 
82.09 
17.91 
65.28 
34.72 
Momentum Transfer [vertical interface]: 
SFa              0.0798373 
Tfl                1.4635625 
%SFa                    8.79 
x'a                  2.070132 
Experimental Errors; 
Raw ixQ.^s 
Raw lu.bA -1.48% 
Adjust. JTO-5S 
Adjust. ju.BA 0.15% 
Adjust. Type 
Cs 
Static 
0.0687 
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TABLE A.31. — Summary Data Sheet - Series N»6, Run N»1(a) 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
ll-Dec-89 
S 
1(a) 
0.192 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0681000 
0.0000000 
Artificial Roughness 
0.0030000 
0.4800000 
Flood Plain]: 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.0681000 LI 0.4304057 jsmooth 0.0191218 xo 0.394674Ji A 0.0483265 Re 7.500E+04 ^smooth 0.0091372 SF 0.4740830 
P 1.2012000 Fr 0.6851071 i^s smooth -0.0000006 u* 0.019866^r 
R 0.0402319 / 0.0170441 trough 0.0335042 V 9.236E-07 
W 1.0650000 n 0.0086265 trough 0.0120948 p 1000.0000 
Q 0.0208000 ks -0.0000654 '^s rough 0.0009970 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0425625 
0.0057640 
0.0201807 
0.0006193 
0.4741432 
0.1074391 
0.7481000 
0.4531000 
0.0568941 
0.0127213 
1.168E+05 
5.920E+03 
0.6346603 
0.3041326 
Sub-area / n h 
1 
2 
3 
0.0198613 
0.0864896 
0.0098659 
0.0160395 
0.0001097 
0.0034886 
Sub-area jsmooth ^smooth % smooth trough ^ rough '^s rough 
1 
2 
3 
0.0167918 
0.0353454 
0.0093475 
0.0103038 
0.0000000 
0.0000000 0.0548031 0.0128302 0.0010771 
Sub-area XO SF \r %A %Q %SF 
1 
2 
3 
0.4513892 
0.3010344 
0.3376843 
0.1363987 
1.1016193 
0.2496229 
88.07 
11.93 
97.02 
2.98 
71.23 
28.77 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
88.07 
11.93 
97.02 
2.98 
71.23 
28.77 
Momentum Transfer [vertical interface]: 
SFa 0.0798538 
6.0957129 
JcSFa 16.84 
15.444913 
Experimental Errors; 
Raw Jio-Ss 
Raw JM.5A 0.28% 
Adjust. 1TO-5S 
Adjust. Ju.SA    0.28% 
Adjust. Type    Static 
Cc 0.0000 
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TABLE A.32. — Summary Data Sheet - Series N^e, Run N21(b) 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
18-Dec-89 
6 
Kb) 
0.256 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0739000 
0.0000000 
Artificial Roughness 
k 0.0030000 
X 0.4800000 
Tlood Plain]: 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.0739000 U 0.4550167 fsmooth 0.0187153 TO 0.4408636 
A 0.0545035 Re 8.294E+04 ^smooth 0.0092079 SF 0.5346793 
P 1.2128000 Fr 0.6852912 ks smooth -0.0000006 u* 0.0209968 
R 0.0449402 f 0.0170349 frough 0.0323136 V 9.862E-07 
W 1.0650000 n 0.0087848 trough 0.0120991 p lOOO.OGOO 
Q 0.0248000 ks -0.0000569 ks rough 0.0009893 5f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0461875 
0.0083160 
0.0233142 
0.0014858 
0.5047729 
0.1786680 
0.7539000 
0.4589000 
0.0612648 
0.0181216 
1.254E+05 
1.313E+04 
0.6511127 
0.4237543 
Sub-area / n ks 
1 
2 
3 
0.0188703 
0.0445514 
0.0097359 
0.0122110 
0.0000752 
0.0009046 
Sub-area fsmooth ^smooth ks smooth trough ^rough '^s rough 
1 
2 
3 
0.0165274 
0.0284561 
0.0094008 
0.0098277 
0.0000000 
0.0000000 0.0457994 0.0124679 0.0010498 
Sub-area xo SF ir %A %Q %SF 
1 
2 
3 
0.5357775 
0.2849350 
0.4039227 
0.1307567 
1.1093503 
0.3926626 
84.74 
15.26 
94.01 
5.99 
75.54 
24.46 
Sub-area 7oA %Q %SF 
Main Ch. 
Flood PI. 
84.74 
15.26 
94.01 
5.99 
75.54 
24.46 
Momentum Transfer [vertical interface]: 
SFa              0.0491767 
Tfl                2.6019419 
7oSFa                    9.20 
x\                 5.901921 
Experimental Errors: 
Raw ITQ.SS 
Raw JM.5A -0.44% 
Adjust. jxQ.Ss 
Adjust. \u.bA 0.09% 
Adjust. Type     Static 
Cs 0.0127 
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TABLE A.33. — Summary Data Sheet - Series N^e, Run H^2 
Research Channel Experimental Summary Date 12-Dec-8? 
Series # 
Run# 
Dr 0.301) 
Channel Dimensions : 
B                 0.7525000 
b                  0.3125000 
h                 0.0550000 
H                0.0791000 
s                   0.0000000 
Artificial Roughness [Flood Plain]: 
k                  0.0030000 
X                 0.4800000 
X                  0.0001022 
c                  0.0000000 
Overall Hydraulic Data: 
H 0.0791000 U 0.4746717 fsmooth 0.0178638 -ro 0.481529; 
A 0.0600415 Re 1.035E+05 ^smooth 0.0091292 SF 0.589007] 
P 1.2232000 Fr 0.6840405 ks smooth -0.0000006 w* 0.021943^ 
R 0.0490856 / 0.0170973 trough 0.0312782 V 9.004E-0/ 
W 1.0650000 n 0.0089312 trough 0.0120800 p lOOO.OOOC 
Q 0.0285000 ks -0.0000265 ks rough 0.0009832 'f O.OOIOOOC 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0494375 
0.0106040 
0.0262709 
0.0022291 
0.5313953 
0.2102172 
0.7591000 
0.4641000 
0.0651265 
0.0228485 
1.537E+05 
2.134E+04 
0.6648206 
0.4440222 
Sub-area / n ^s 
1 
2 
3 
0.0181001 
0.0405771 
0.0096328 
0.0121126 
0.0000677 
0.0009174 
Sub-area fsmooth ^smooth ^s smooth trough trough % rough 
1 
2 
3 
0.0158496 
0.0251489 
0.0093109 
0.0096209 
0.0000000 
0.0000000 0.0412086 0.0123155 0.0010321 
Sub-area xo SF //' %A %Q %SF 
1 
2 
3 
0.5461828 
0.3757805 
0.4146074 
0.1743997 
1.1195008 
0.4428687 
82.34 
17.66 
92.18 
7.82 
70.39 
29.61 
Sub-area %A %Q 7oSF 
Main Ch. 
Flood PL 
82.34 
17.66 
92.18 
7.82 
70.39 
29.61 
Momentum Transfer [vertical interface]: 
SFa 
Xa 
0.0703745 
2.9201030 
%SFa 11.95 
6.064222 
Experimental Errors: 
Raw 1TO-8S 
Raw lu.bA -2.02% 
Adjust, ko.bs 
Adjust. lu.bA -0.50% 
Adjust. Type    Static 
Cs 0.0382 
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TABLE A.34. — Summary Data Sheet - Series N^e, Run N^a 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
14-Dec-89 
6 
3 
0.375 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0880000 
0.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.4800000 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H                0.0880000 U 0.4905063 jsmooth 0.0174486 to 0.5495497 
A                 0.0695200 Re 1.160E+05 ^smooth 0.0092234 SF 0.6819912 
P                  1.2410000 Fr 0.6616695 ks smooth -0.0000006 u* 0.0234425 
R                  0.0560193 / 0.0182729 Jrough 0.0300038 V 9.478E-07 
W                1.0650000 n 0.0094387 trough 0.0120948 p 1000.0000 
Q                 0.0341000 ks 0.0000325 ks rough 0.0009741 Sf 0.0010000 
1 Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0550000 
0.0145200 
0.0298689 
0.0042311 
0.5430707 
0.2913989 
0.7680000 
0.4730000 
0.0716146 
0.0306977 
1.641E+05 
3.775E+04 
0.6479196 
0.5310074 
Sub-area / n ks 
1 
2 
3 
0.0190567 
0.0283719 
0.0100418 
0.0106394 
0.0001353 
0.0003089 
Sub-area [smooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0156115 
0.0218976 
0.0094064 
0.0094603 
0.0000000 
0.0000000 0.0363828 0.0121942 0.0010096 
Sub-area to SF /;' %A %Q %SF 
1 
2 
3 
0.6205961 
0.4341932 
0.4766178 
0.2053734 
1.1071635 
0.5940777 
79.11 
20.89 
87.59 
12.41 
69.89 
30.11 
Sub-area 7oA %Q 7oSF 
Main Ch. 
Flood PI. 
79.11 
20.89 
87.59 
12.41 
69.89 
30.11 
Momentum Transfer [vertical interface]: 
SFa 
ta 
0.0629322 
1.9070359 
%SF, 9.23 
3.470179 
Experimental Errors: 
Raw ITQ-SS 
Raw lu.6A -0.24% 
Adjust. lto.5s 
Adjust. \u.hA 2.06% 
Adjust. Type    Static 
Cs 0.0750 
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TABLE A.35. — Summary Data Sheet - Series N»6, Run U^A 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
16-Dec-8') 
Channel Dimensions: 
0.7525000 
0.3125000 
h 
H 
0.0550000 
0.0989000 
0.0000000 
Artificial Roughness 
0.0030000 
0.4800000 
Flood Plain]: 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 
A 
P 
R 
W 
Q 
0.0989000 
0.0811285 
1.2628000 
0.0642449 
1.0650000 
0.0439000 
Re 
Fr 
/ 
n 
0.5411169 
1.391E+05 
0.6816119 
0.0172193 
0.0093742 
0.0000158 
jsmooth 
^smooth 
i^s smooth 
trough 
trough 
^s rough 
0.0168120 
0.0092627 
-0.0000006 
0.0287120 
0.0121048 
0.0009649 
to 
SF 
u* 
V 
p 
0.6302428 
0.7958706 
0.0251046 
9.995E-07 
1000.000(1 
0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0618125 
0.0193160 
0.0366771 
0.0072229 
0.5933599 
0.3739358 
0.7789000 
0.4839000 
0.0793587 
0.0399173 
1.884E+05 
5.974E+04 
0.6724908 
0.5975602 
Sub-area / n ^S 
1 
2 
3 
0.0176896 
0.0224041 
0.0098419 
0.0098774 
0.0000864 
0.0001033 
Sub-area jsmooth ^smooth '^s smooth trough trough '^s rough 
1 
2 
3 
0.0151561 
0.0196730 
0.0094503 
0.0094037 
0.0000000 
0.0000000 0.0327974 0.0121418 0.0009897 
Sub-area -co SF //• 7oA %Q %SF 
1 
2 
3 
0.6815122 
0.5477180 
0.5308299 
0.2650407 
1.0965466 
0.6910443 
76.19 
23.81 
83.55 
16.45 
66.70 
33.30 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
76.19 
23.81 
83.55 
16.45 
66.70 
33.30 
Momentum Transfer [vertical interface]: 
SFa 0.0755508 
1.7209742 
%SFa 9.49 
2.730653 
Experimental Errors: 
Raw Jxo-5s 
Raw lu.bA -3.53% 
Adjust. ITQ.SS 
Adjust. lu.bA -0.99% 
Adjust. Type Static 
0.1109 
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TABLE A.36. — Summary Data Sheet - Series N^y, Run N2i(a) 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
22-Dec-89 
7 
1(a) 
0.172 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.0664000 
2.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.0664000 17 0.4529673 fsmooth 0.0191238 TO 0.3691406 
A 0.0434910 Re 7.496E+04 ^smooth 0.0090364 SF 0.4266467 
P 1.1557837 Fr 0.7455400 ^s smooth -0.0000006 u* 0.0192130 
R 0.0376290 / 0.0143929 frough - V 9.095E-07 
W 1.0650000 n 0.0078394 trough - p 1000.0000 
Q 0.0197000 ks -0.0001186 ks rough - 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0341960 
0.0042790 
0.0050160 
0.0170530 
0.0018087 
0.0008383 
0.4986839 
0.4226826 
0.1671346 
0.5814000 
0.1229837 
0.4514000 
0.0588166 
0.0347932 
0.0111121 
1.290E+05 
6.468E+04 
8.168E+03 
0.6565090 
0.7234900 
0.5062137 
Sub-area / n ks 
1 
2 
3 
0.0185613 
0.0152836 
0.0312192 
0.0095905 
0.0079735 
0.0094217 
0.0000613 
-0.0001162 
-0.0000442 
Sub-area fsmooth ^smooth ks smooth [rough trough ks rough 
1 
2 
3 
0.0166550 
0.0192691 
0.0323791 
0.0092702 
0.0091210 
0.0096362 
0.0000000 
0.0000000 
0.0000000 
- - - 
Sub-area to SF [/■ 7c A %Q %SF 
1 
2 
3 
0.5621069 
0.4633291 
0.0949398 
0.3268089 
0.0569819 
0.0428558 
1.1009270 
0.9331415 
0.3689772 
78.63 
9.84 
11.53 
86.56 
9.18 
4.26 
76.60 
13.36 
10.04 
Sub-area %A %Q 7oSF 
Main Ch, 
Flood PI. 
88.47 
11.53 
95.74 
4.26 
89.96 
10.04 
Momentum Transfer [vertical interface]: 
SFa -0.0063511 
-0.5571158 
%SF, -1.49 
-1.509224 
Experimental Errors: 
Raw Jio-Ss 
Raw iu.dA 
-8.50% 
-2.14% 
Adjust. ho.Ss    -0.77% 
Adjust. iu.6A    0.14% 
Adjust. Type Static 
0.0560 
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TABLE A.37. — Summary Data Sheet - Series H^7, Run Nsi(b) 
Research Channel Experimental Summary Date 
Series # 
Run# 
26-Dec-89 
7 
Kb) 
0.258 
Channel Dimensions: 
B                 0.8075000 
b                  0.2575000 
h                 0.0550000 
H                 0.0741000 
s                  2.0000000 
Artificial Rougliness [Flood Plain]: 
k 
X 
X c 
Overall Hydraulic Data: 
H 0.0741000 U 0.4739657 jsmooth 0.0182325 XO 0.4329753 A 0.0516915 Re 9.387E+04 ^smooth 0.0090610 SF 0.5070936 
P 1.1711837 Fr 0.7203033 ks smooth -0.0000006 w* 0.0208081 
R 0.0441361 / 0.0154191 trough - V 8.914E-07 
W 1.0650000 n 0.0083326 trough - p ' 1000.0003 
Q 0.0245000 ks -0.0000801 ks rough - 'f 0.001000} 
Sub-area Data: 
Sub-area A Q u P R Re Fr 
1 
2 
3 
0.0381615 
0.0051260 
0.0084040 
0.0204351 
0.0022118 
0.0018531 
0.5354902 
0.4314915 
0.2204979 
0.5891000 
0.1229837 
0.4591000 
0.0647793 
0.0416803 
0.0183054 
1.557E+05 
8.070E+04 
1.811E+04 
0.6717363^ 
0.6747956 
0.520332(1 
Sub-area / n ks 
1 
2 
3 
0.0177293 
0.0175689 
0.0295481 
0.0095252 
0.0088101 
0.0099613 
0.0000519 
-0.0000413 
0.0001150 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0159994 
0.0183820 
0.0262465 
0.0092536 
0.0091808 
0.0094550 
0.0000000 
0.0000000 
0.0000000 
- - - 
Sub-area XO SF ir %A %Q %SF 
1 
2 
3 
0.6107497 
0.5221598 
0.1809711 
0.3597926 
0.0642172 
0.0830838 
1.1298079 
0.9103854 
0.4652190 
73.83 
9.92 
16.26 
83.41 
9.03 
7.56 
70.95 
12.66 
16.38 
Sub-area %A %Q %Sf 
Main Ch. 
Hood PL 
83.74 
16.26 
92.44 
7.56 
83.62 
16.38 
Momentum Transfer [vertical interface]: 
SFa 0.0006406 
0.0335379 
%SFa 0.13 
0.077459 
Experimentai Errors; 
Raw JTO-SS 
Raw \u.hA 
-7.20% 
-2.86% 
Adjust. Jxo.5s    2.38% 
Adjust. JM.SA    0.90% 
Adjust. Type 
Cs 
Static 
0.0791 
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TABLE A.38. — Summary Data Sheet - Series N^T, Run U^2 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
27-Dec-89 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.0797000 
2.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.0797000 17 0.4943154 fsmooth 0.0178512 1:0 0.4783561 
A 0.0576555 Re 1.039E+05 ^smooth 0.0091159 SF 0.5656005 
P 1.1823837 Fr 0.7147077 % smooth -0.0000006 u* 0.0218714 
R 0.0487621 / 0.0156615 trough - V 9.283E-07 
W 1.0650000 n 0.0085385 trough - p 1000.0000 
Q 0.0285000 ks -0.0000672 ^5 rough - 'f 0.0010000 
Sub-area Data; 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0410455 
0.0057420 
0.0108680 
0.0228256 
0.0026564 
0.0030180 
0.5561051 
0.4626284 
0.2776937 
0.5947000 
0.1229837 
0.4647000 
0.0690188 
0.0466891 
0.0233871 
1.654E+05 
9.307E+04 
2.798E+04 
0.6758317 
0.6835811 
0.5797531 
Sub-area / n ks 
1 
2 
3 
0.0175151 
0.0171202 
0.0238015 
0.0095680 
0.0088629 
0.0093129 
0.0000527 
-0.0000389 
-0.0000035 
Sub-area fsmooth ^smooth '^s smooth jrough trough '^s rough 
1 
2 
3 
0.0157796 
0.0178414 
0.0235657 
0.0093020 
0.0092175 
0.0093514 
0.0000000 
0.0000000 
0.0000000 
- - - 
Sub-area XO SF L7' %A %Q %SF 
1 
2 
3 
0.6581479 
0.5527866 
0.2285692 
0.3914006 
0.0679838 
0.1062161 
1.1250007 
0.9358973 
0.5617744 
71.19 
9.96 
18.85 
80.09 
9.32 
10.59 
69.20 
12.02 
18.78 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
81.15 
18.85 
89.41 
10.59 
81.22 
18.78 
Momentum Transfer [vertical interface]: 
SJa 
Xa 
-0.0003990 
-0.0161528 
%SFa -0.07 
-0.033767 
Experimental Errors: 
Raw Jto.5s 
Raw Ju.6i4 
-9.70% 
-3.28% 
Adjust. Jxo.6s    -0.49% 
Adjust, ju.5/1   -0.41% 
Adjust. Type Static 
0.0932 
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TABLE A.39. — Summary Data Sheet - Series N=7, Run N»3 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
5-Jan-90 
7 
3 
0.369 
Channel Dimensions: 
0.8075000 
0.2575000 
0.0550000 
0.0871000 
2.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.0871000 U 0.5248983 fsmooth 0.0171262 to 0.5370212 A 0.0655365 Re 1.270E+05 ^smooth 0.0091027 SF 0.6429131 
P 1.1971837 Fr 0.7162745 % smooth -0.0000005 M* 0.023173!' 
R 0.0547422 / 0.0155930 trough - V 9.049E-07 
W 1.0650000 n 0.0086857 trough - P 1000.0000 
Q 0.0344000 ks -0.0000487 ^s rough - ^f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0448565 
0.0065560 
0.0141240 
0.0259481 
0.0033302 
0.0051217 
0.5784693 
0.5079592 
0.3626248 
0.6021000 
0.1229837 
0.4721000 
0.0745001 
0.0533079 
0.0299174 
1.905E+05 
1.197E+05 
4.795E+04 
0.6766552 
0.702423C 
0.6693621 
Sub-area / n ks 
1 
2 
3 
0.0174725 
0.0162141 
0.0178553 
0.0096789 
0.0088179 
0.0084041 
0.0000716 
-0.0000372 
-0.0000942 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0153126 
0.0169425 
0.0207586 
0.0093000 
0.0091830 
0.0091686 
0.0000000 
0.0000000 
0.0000000 
- - - 
Sub-area to SF L7' %A %Q %SF 
1 
2 
3 
0.6871999 
0.6044949 
0.3279114 
0.4137631 
0.0743430 
0.1548070 
1.1020596 
0.9677288 
0.6908476 
68.45 
10.00 
21.55 
75.43 
9.68 
14.89 
64.36 
11.56 
24.08 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
78.45 
21.55 
85.11 
14.89 
75.92 
24.08 
Momentum Transfer [vertical interface]: 
SFa 0.0162505 
0.5062468 
%SFr 2.53 
0.942694 
Experimental Errors: 
Raw JTO.8S 
Raw lu.dA 
-7.60% 
-2.33% 
Adjust. Ixo.5s     0.45% 
Adjust. \uM    0.17% 
Adjust. Type     Static 
Cs 0.1089 
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TABLE A.40. — Summary Data Sheet - Series N^?, Run N24R 
Research Channel Experimental Summary 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.0956000 
2.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.0956000 U 0.5604043 fsmooth 0.0164365 'CO 0.6026420 
A 0.0745890 Re 1.556E+05 ^smooth 0.0090906 SF 0.7317181 
P 1.2141837 Fr 0.7218913 % smooth -0.0000005 w* 0.0245488 
R 0.0614314 / 0.0153513 trough - V 8.848E-07 
W 1.0650000 n 0.0087853 trough - p 1000.0000 
Q 0.0418000 ks -0.0000352 ks rough - 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0492340 
0.0074910 
0.0178640 
0.0298821 
0.0041309 
0.0077871 
0.6069396 
0.5514433 
0.4359088 
0.6106000 
0.1229837 
0.4806000 
0.0806322 
0.0609105 
0.0371702 
2.212E+05 
1.518E+05 
7.325E+04 
0.6824279 
0.7133790 
0.7218777 
Sub-area / n ks 
1 
2 
3 
0.0171781 
0.0157199 
0.0153519 
0.0097243 
0.0088776 
0.0080798 
0.0000791 
-0.0000268 
-0.0001024 
Sub-area fsmooth ^smooth '^s smooth trough trough ks rough 
1 
2 
3 
0.0148372 
0.0161513 
0.0188562 
0.0092977 
0.0091675 
0.0090873 
0.0000000 
0.0000000 
0.0000000 
- - - 
Sub-area XO SF W %A %Q 7oSF 
1 
2 
3 
0.7181702 
0.6524699 
0.4431131 
0.4385147 
0.0802432 
0.2129602 
1.0830387 
0.9840097 
0.7778469 
66.01 
10.04 
23.95 
71.49 
9.88 
18.63 
59.93 
10.97 
29.10 
Sub-area 7oA %Q %SF 
Main Ch. 
Flood PI. 
76.05 
23.95 
81.37 
18.63 
70.90 
29.10 
Momentum Transfer [vertical interface]: 
SFa 0.0377143 
0.9289242 
7oSFa 5.15 
1.541420 
Experimental Errors: 
Raw ho-Ss 
Raw lu.5A -0.65% 
Adjust. IxQ.Ss 
Adjust. lu.^A 
0.24% 
0.00% 
Adjust. T)/pe 
Cs 
Static 
0.0351 
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TABLE A.41. — Summary Data Sheet - Series N27, Run N^s 
Research Channel Experimental Summary Date 
Series # 
Run# 
30-Dec-89 
7 
5 
0.515 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.1135000 
2.0000000 
Artificial Roughness Flood Plain]: 
Overall Hydraulic Data: 
H 0.1135000 U ...6438696 fsmooth 0.0155064 1:0 0.7349944 A 0.0936525 Re 2.089E+05 ^smooth 0.0091267 SF 0.9187310 
P 1.2499837 Fr 0.7510277 ^s smooth -0.0000005 w* 0.0271103 
R 0.0749230 / 0.0141833 trough - V 9.236E-07 
W 1.0650000 n 0.0087286 trough - p 1000.0000 
Q 0.0603000 ks -0.0000423 ^s rough - 5f O.OOlOOOi) 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0584525 
0.0094600 
0.0257400 
0.0405112 
0.0060543 
0.0137346 
0.6930612 
0.6399882 
0.5335880 
0.6285000 
0.1229837 
0.4985000 
0.0930032 
0.0769207 
0.0516349 
2.792E+05 
2.132E+05 
1.193E+05 
0.725584^ 
0.736742^ 
0.7497212 
Sub-area / n ^s 
1 
2 
3 
0.0151955 
0.0147387 
0.0142328 
0.0093661 
0.0089370 
0.0082178 
0.0000201 
-0.0000243 
-0.0000863 
Sub-area fsmooth ^smooth ^s smooth trough trough ^s rough 
1 
2 
3 
0.0141210 
0.0151125 
0.0169073 
0.0093337 
0.0092194 
0.0091450 
0.0000000 
0.0000000 
0.0000000 
- - - 
Sub-area to SF w 7oA %Q %SF 
1 
2 
3 
0.8614521 
0.8117796 
0.5566152 
0.5414227 
0.0998357 
0.2774727 
1.0763998 
0.9939716 
0.8287205 
62.41 
10.10 
27.48 
67.18 
10.04 
22.78 
58.93 
10.87 
30.20 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
72.52 
27.48 
77.22 
22.78 
69.80 
30.20 
Momentum Transfer [vertical interface]: 
SFa 0.0249633 
0.4267226 
%SFa 2.72 
0.580579 
Experimental Errors: 
Raw 1x0-65 
Raw \u.dA 
-4.75% 
-3.71% 
Adjust. ITO.8S 
Adjust. lu.bA 
-0.73% 
-1.75% 
Adjust. Type 
Cs 
Static 
0.1485 
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TABLE A.42. — Summary Data Sheet - Series N^S, Run N21{a) 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
9-Jan-90 
8 
1(a) 
0.204 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0557500 
0.0700000 
2.0000000 
Artificial Roughness 
0.0030000 
0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 0.0700000 U 0.4213214 fsmooth 0.0192127 to 0.3964122 
A 0.0469950 Re 7.336E+04 ^smooth 0.0091656 SF 0.4610210 
P 1.1629837 Fr 0.6691755 ^5 smooth -0.0000006 u* 0.0199101 
R 0.0404090 / 0.0178653 frough 0.0928411 V 9.283E-07 
W 1.0650000 n 0.0088384 trough 0.0201482 P 1000.0000 
Q 0.0198000 h -0.0000453 i^s rough 0.0136267 Sf 0.0010000 
1 Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0360500 
0.0046750 
0.0062700 
0.0171356 
0.0018113 
0.0008531 
0.4753282 
0.3874380 
0.1360681 
0.5850000 
0.1237337 
0.4542500 
0.0616239 
0.0377827 
0.0138030 
1.262E+05 
6.308E+04 
8.093E+03 
0.6113422 
0.6363865 
0.3697731 
Sub-area / n ks 
1 
2 
3 
0.0214053 
0.0197537 
0.0585085 
0.0103794 
0.0091902 
0.0133729 
0.0002245 
-0.0000042 
0.0014898 
Sub-area fsmooth ^smooth ^5 smooth trough trough % rough 
1 
2 
3 
0.0167076 
0.0193481 
0.0324049 
0.0093669 
0.0092755 
0.0100053 
0.0000000 
0.0000000 
0.0000000 0.1875807 0.0240723 0.0146320 
Sub-area XO SF //• %A %Q %SF 
1 
2 
3 
0.4859330 
0.3629503 
0.2902387 
0.2842708 
0.0449092 
0.1318409 
1.1281842 
0.9195782 
0.3229555 
76.7\ 
9.95 
13.34 
86.54 
9.15 
4.31 
61.66 
9.74 
28.60 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
86.66 
13.34 
95.69 
4.31 
71.40 
28.60 
Momentum Transfer [vertical interface]: 
SFa              0.0703322 
la                 4.9355954 
JoSFa                 15.26 
x'a               12.450665 
Experimental Errors; 
Raw 1x0.55 
Raw \u.hA -1.70% 
Adjust. JTO-5S 
Adjust. \u.hA   -0.36% 
Adjust. Type 
Cs 
Static 
0.0316 
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TABLE A.43. — Summary Data Sheet - Series N»8, Run N»l(b) 
Research Channel Experimental Summary Date lO-Jan-90 
Series # 
Run# 
Dr 
8 Kt) 
0.256 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0557500 
0.0749000 
2.0000000 
Artificial Roughness [Flood Plain]; 
0.0030000 
0.0600000 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H                 0.0749000 U 0.4232622 fsmooth 0.0187489 to 0.4367510 A                 0.0522135 Re 8.224E+04 ^smooth 0.0092017 SF 0.5122144 
P                  1.1727837 Fr 0.6404608 h smooth -0.0000006 M* 0.0208986 
R                 0.0445210 / 0.0195032 [rough 0.0879516 V 9.165E-07 
W                1.0650000 n 0.0093850 trough 0.0199298 P 1000.0000 Q                 0.0221000 ks 0.0000285 ^s rough 0.0135346 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q L: P R Re Fr 
1 
2 
3 
0.0385735 
0.0052140 
0.0084260 
0.0186498 
0.0020239 
0.0014263 
0.4834874 
0.3881598 
0.1692775 
0.5899000 
0.1237337 
0.4591500 
0.0653899 
0.0421389 
0.0183513 
1.380E+05 
7.139E+04 
1.356E+04 
0.6036641 
0.6037186 
0.3989615 
Sub-area / n ks 
1 
2 
3 
0.0219533 
0.0219493 
0.0502606 
0.0106159 
0.0098653 
0.0129971 
0.0002896 
0.0001145 
0.0013753 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0163834 
0.0188415 
0.0282216 
0.0093807 
0.0093213 
0.0098086 
0.0000000 
0.0000000 
0.0000000 0.1497232 0.0225923 0.0143326 
Sub-area xo SF ir %A %Q %SF 
1 
2 
3 
0.4904642 
0.3581169 
0.3889328 
0.2893248 
0.0443111 
0.1785785 
1.1422883 
0.9170670 
0.3999354 
73.88 
9.99 
16.14 
84.39 
9.16 
6.45 
56.49 
8.65 
34.86 
Sub-area 7oA %Q %SF 
Main Ch. 
Flood PI. 
83.86 
16.14 
93.55 
6.45 
65.14 
34.86 
Momentum Transfer [vertical interface]: 
SFc 0.0959194 
5.0088473 
%SFa 18.73 
11.468429 
Experimental Errors; 
Adjust. lxo.5s 
Adjust. lu.bA    0.38% 
Raw jXQ.bs 
Raw |M.5A -1.03% 
Adjust. Type     Static 
Cs 0.0356 
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TABLE A.44. — Summary Data Sheet - Series NS8, Run N22 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
12-Jan-90 
8 
2 
0.294 
1 Channel Dimensions: 
B                 0.8075000 
b                  0.2575000 
h 
H 
0.0557500 
0.0790000 
s                  2.0000000 
Aitificial Roughness 
0.0030000 
0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 0.0790000 17 0.4347826 fsmooth 0.0182776 ^0 0.4699894 
A 0.0565800 Re 9.277E+04 ^smooth 0.0091971 SF 0.5550498 
P 1.1809837 Fr 0.6342028 k-s smooth -0.0000006 M* 0.0216792 
R 0.0479092 / 0.0198900 frough 0.0844960 V 8.981E-07 
W 1.0650000 n 0.0095942 trough 0.0197746 P 1000.0000 
Q 0.0246000 ks 0.0000654 ks rough 0.0134654 'f 0.0010000 
1 Sub-are a Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0406850 
0.0056650 
0.0102300 
0.0203501 
0.0023196 
0.0019303 
0.5001868 
0.4094699 
0.1886857 
0.5940000 
0.1237337 
0.4632500 
0.0684933 
0.0457838 
0.0220831 
1.526E+05 
8.349E+04 
1.856E+04 
0.6102022 
0.6109865 
0.4053912 
Sub-area / n ^s 
1 
2 
3 
0.0214854 
0.0214302 
0.0486790 
0.0105836 
0.0098837 
0.0131917 
0.0002795 
0.0001207 
0.0015720 
Sub-area fsmooth ^smooth ks smooth frough trough ks rough 
1 
2 
3 
0.0160364 
0.0182276 
0.0260320 
0.0093636 
0.0092958 
0.0097300 
0.0000000 
0.0000000 
0.0000000 0.1307972 0.0218101 0.0141393 
Sub-area xo SF w %A %Q %SF 
1 
2 
3 
0.5025638 
0.3647399 
0.4563330 
0.2985229 
0.0451306 
0.2113963 
1.1504296 
0.9417808 
0.4339770 
71.91 
10.01 
18.08 
82.72 
9.43 
7.85 
53.78 
8.13 
38.09 
Sub-area 7cA %Q %SF 
Main Ch. 
Flood PI. 
81.92 
18.08 
92.15 
7.85 
61.91 
38.09 
Momentum Transfer [vertical interface]: 
SF, 0.1110400 
4.7759124 
7oSFa 20.01 
10.161746 
Experimental Errors: 
Raw ho.8s 
Raw |M.5A -1.69% 
Adjust. |TO.5S 
Adjust. lu.8A   -0.21% 
Adjust. Type    Static 
Cs 0.0389 
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TABLE A.45. — Summary Data Sheet - Series N^S, Run N»3 
Research Channel Experimental Summary Date 13-Jan-90 
Series # S 
Run# 3 
Dr 0.376 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0557500 
0.0893000 
2.0000000 
Artificial Roughness 
0.0030000 
0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 0.0893000 U 0.4604031 fsmooth 0.0173466 'CO 0.5514893 A 0.0675495 Re 1.193E+05 ^smooth 0.0092018 SF 0.662660O 
P 1.2015837 Fr 0.6199686 K smooth -0.0000006 M* 0.0234838 
R 0.0562171 / 0.0208138 trough 0.0776358 V 8.677E-07 
W 1.0650000 n 0.0100795 trough 0.0194669 P 1000.0000 
Q 0.0311000 ks 0.0001631 i^s rough 0.0133156 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q L; P R Re Fr 
1 
2 
3 
0.0459895 
0.0067980 
0.0147620 
0.0247710 
0.0030566 
0.0032724 
0.5386238 
0.4496269 
0.2216770 
0.6043000 
0.1237337 
0.4735500 
0.0761038 
0.0549406 
0.0311731 
1.890E+05 
1.139E+05 
3.186E+04 
0.623373C 
0.6124509 
0.4008634 
Sub-area / n ks 
1 
2 
3 
0.0205870 
0.0213279 
0.0497848 
0.0105435 
0.0101643 
0.0141297 
0.0002646 
0.0001835 
0.0024901 
Sub-area tsmooth ^smooth ks smooth trough trough '^s rough 
1 
2 
3 
0.0153256 
0.0170937 
0.0227625 
0.0093427 
0.0092798 
0.0096719 
0.0000000 
0.0000000 
0.0000000 0.1036400 0.0206379 0.0137812 
Sub-area TO SF /;■ %A %Q %Sf 
1 
2 
3 
0.5600923 
0.4363526 
0.5705950 
0.3384638 
0.0539915 
0.2702053 
1.1698961 
0.9765940 
0.4814846 
68.08 
10.06 
21.85 
79.65 
9.83 
10.52 
51.08 
8.15 
40.78 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
78.15 
21.85 
89.48 
10.52 
59.22 
40.78 
Momentum Transfer [vertical interface]: 
SFa 0.1253900 
3.7374080 
%SFa 18.92 
6.776936 
Experimental Errors: 
Raw IxQ-Ss 
Raw lu.bA -1.08% 
Adjust, ho-^s 
Adjust. lu.SA 0.52% 
Adjust. Type     Static 
Cs 0.0448 
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TABLE A.46. — Summary Data Sheet - Series N^S, Run N24 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
15-Jan-90 
8 
4 
0.447 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0557500 
0.1008000 
2.0000000 
Artificial Roughness [Flood Plain]: 
k                  0.0030000 
X                  0.0600000 
5^                  0.0011771 
c                  0.0007500 
Overall Hydraulic Data: 
H 0.1008000 17 0.4812211 jsmooth 0.0167399 -CO 0.6392446 
A 0.0797970 Re 1.421E+05 ^smooth 0.0092647 SF 0.7828086 
P 1.2245837 Fr 0.6018817 ^s smooth -0.0000006 w* 0.0252833 
R 0.0651626 / 0.0220835 trough 0.0720259 V 8.826E-07 
W 1.0650000 n 0.0106411 trough 0.0192175 p 1000.0000 
Q 0.0384000 ks 0.0003019 \s rough 0.0131787 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0519120 
0.0080630 
0.0198220 
0.0296632 
0.0038244 
0.0049124 
0.5714127 
0.4743123 
0.2478278 
0.6158000 
0.1237337 
0.4850500 
0.0843001 
0.0651641 
0.0408659 
2.183E+05 
1.401E+05 
4.590E+04 
0.6283496 
0.5932334 
0.3914128 
Sub-area / n h 
1 
2 
3 
0.0202622 
0.0227321 
0.0522180 
0.0106398 
0.0107963 
0.0151388 
0.0002825 
0.0003510 
0.0037837 
Sub-area Jsmooth ^smooth ^s smooth trough trough '^s rough 
1 
2 
3 
0.0148511 
0.0163936 
0.0208362 
0.0093845 
0.0093499 
0.0097195 
0.0000000 
0.0000000 
0.0000000 0.0875273 0.0199209 0.0134999 
Sub-area to SF \r %A %Q %SF 
1 
2 
3 
0.6216891 
0.4894489 
0.6997445 
0.3828362 
0.0605613 
0.3394111 
1.1874224 
0.9856432 
0.5149978 
65.06 
10.10 
24.84 
7725 
9.96 
12.79 
48.91 
7.74 
43.36 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
75.16 
24.84 
87.21 
12.79 
56.64 
43.36 
Momentum Transfer [vertical interface]: 
SFa 0.1449572 
3.2176966 
%SFa 18.52 
5.033592 
Experimental Errors: 
Raw Ixo.8s 
Raw Jw.5A -1.99% 
Adjust. Jxo.6s 
Adjust. \u.hA -0.29% 
Adjust. Type    Static 
Cs 0.0503 
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TABLE A.47. — Summary Data Sheet - Series N^s, Run N^S 
Research Channel Experimental Summary Date 18-Jan-93 
Series # 
Run# 
Dr 
3 
5 
0.491 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0557500 
0.1095000 
2.0000000 
Artificial Roughness 
0.0030000 
0.0600000 
Flood Plain]: 
0.0011771 
0.0007500 
Overall Hydraulic Data: 
H 
A 
P 
R 
W 
Q 
0.1095000 
0.0890625 
1.2419837 
0.0717099 
1.0650000 
0.0429000 
U 
Re 
Fr 
/ 
n 
ks 
0.4816842 
1.531E+05 
0.5742995 
0.0242557 
0.0113316 
0.0005424 
fsmooth 
^smooth 
ks smooth 
trough 
trough 
ks rough 
0.0164914 
0.0093436 
-0.0000006 
0.0687133 
0.0190723 
0.0130907 
-CO 
SF 
P 
0.7034739 
0.873703: 
0.026523: 
9.027E-07 
1000.0000 
0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0563925 
0.0090200 
0.0236500 
0.0320402 
0.0044321 
0.0064276 
0.5681651 
0.4913675 
0.2717808 
0.6245000 
0.1237337 
0.4937500 
0.0903002 
0.0728985 
0.0478987 
2.274E+05 
1.587E+05 
5.769E+04 
0.6036644 
0.5810490 
0.3964809 
Sub-area / n ks 
1 
2 
3 
0.0219533 
0.0236954 
0.0508915 
0.0112026 
0.0112307 
0.0153461 
0.0004649 
0.0004988 
0.0041771 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0146969 
0.0159905 
0.0197361 
0.0094653 
0.0094085 
0.0097420 
0.0000000 
0.0000000 
0.0000000 0.0796066 0.0195655 0.0133341 
Sub-area to SF ir %A %Q %SF 
1 
2 
3 
0.5687868 
0.4873331 
0.9279924 
0.3552073 
0.0602996 
0.4581962 
1.1795385 
1.0201031 
0.5642303 
63.32 
10.13 
26.55 
74.69 
10.33 
14.98 
40.66 
6.90 
52.44 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
73.45 
26.55 
85.02 
14.98 
47.56 
52.44 
Momentum Transfer [vertical interface]: 
la 
0.2261897 
4.2081812 
%SFa 25.89 
5.982001 
Experimental Errors: 
Raw 1x0-Ss 
Raw ju.bA -1.72% 
Adjust. JTO-SS 
Adjust. lu.bA -0.06% 
Adjust. T5^e    Static 
Cs 0.0537 
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TABLE A.48. — Summary Data Sheet - Series N^g, Run N2i(a) 
Research Channel Experimental Summary Date 20-Jan-90 
Series # 
Run# 
Dr 
9 
1(a) 
0.198 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0554500 
0.0691000 
2.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.1200000 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0691000 U 0.4266979 fsmooth 0.0189903 xo 0.3900442 
A 0.0461685 Re 7.745E+04 f^smooth 0.0090878 SF 0.4529130 
P 1.1611837 Fr 0.6832247 K; smooth -0.0000006 w* 0.0197495 
R 0.0397599 / 0.0171381 trough 0.0631122 V 8.761E-07 
W 1.0650000 n 0.0086333 trough 0.0165673 p 1000.0000 
Q 0.0197000 ks -0.0000573 ^s rough 0.0059519 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0355865 
0.0045760 
0.0060060 
0.0170360 
0.0018489 
0.0008152 
0.4787199 
0.4040339 
0.1357268 
0.5841000 
0.1234337 
0.4536500 
0.0609254 
0.0370725 
0.0132393 
1.332E+05 
6.838E+04 
8.204E+03 
0.6192242 
0.6699729 
0.3766160 
Sub-area / n ks 
1 
2 
3 
0.0208638 
0.0178228 
0.0564017 
0.0102278 
0.0087020 
0.0130390 
0.0001936 
-0.0000531 
0.0012860 
Sub-area fsmooth ^smooth ks smooth jrough trough k-s rough 
1 
2 
3 
0.0165335 
0.0190251 
0.0322973 
0.0092978 
0.0091650 
0.0099173 
0.0000000 
0.0000000 
0.0000000 0.1130527 0.0185545 0.0064033 
Sub-area xo SF ir %A %Q %SF 
1 
2 
3 
0.5055073 
0.3858792 
0.2425122 
0.2952668 
0.0476305 
0.1100156 
1.1219178 
0.9468853 
0.3180863 
77.08 
9.91 
13.01 
86.48 
9.39 
4.14 
65.19 
10.52 
24.29 
Sub-area %A %Q 7cSF 
Main Ch. 
Flood PI. 
86.99 
13.01 
95.86 
4.14 
75.71 
24.29 
Momentum Transfer [vertical interface]: 
SFa              0.0510968 
Xa                3.7433545 
%SFa                   11.28 
x'a                 9.597257 
Experimental Errors: 
Raw IxQ.bs 
Raw \u.hA -1.48% 
Adjust. Jio-Ss 
Adjust. \u.hA    0.12% 
Adjust. Type    Static 
Cs 0.0368 
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TABLE A.49. — Summary Data Sheet - Series N^S, Run U^^{b) 
Research Channel Experimental Summary Date 21-Jan-9() 
Series # <i 
Run# Kbi 
Dr 0.24f; 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0554500 
0.0734000 
2.0000000 
Artificial Roughness [Flood Plain]; 
0.0030000 
0.1200000 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0734000 U 0.4374557 fstnooth 0.0184671 XO 0.4255811 
A 0.0507480 Re 8.834E+04 ^smooth 0.0090930 SF 0.497837C 
P 1.1697837 Fr 0.6705681 ^s smooth -0.0000006 w* 0.0206296 
R 0.0433824 / 0.0177912 trough 0.0606131 V 8.593E-07 
W 1.0650000 n 0.0089250 trough 0.0164736 p 1000.000(1 
Q 0.0222000 ks -0.0000230 ks rough 0.0059157 'f 0.0010000 
Sub-area Data: 
Sub-area A Q 17 P R Re Fr 
1 
2 
3 
0.0378010 
0.0050490 
0.0078980 
0.0188048 
0.0020710 
0.0013243 
0.4974671 
0.4101746 
0.1676721 
0.5884000 
0.1234337 
0.4579500 
0.0642437 
0.0409045 
0.0172464 
1.488E+05 
7.810E+04 
1.346E+04 
0.6266349 
0.6475130 
0.4076399 
Sub-area / n ks 
1 
2 
3 
0.0203733 
0.0190806 
0.0481434 
0.0101966 
0.0091526 
0.0125894 
0.0001860 
0.0000038 
0.0011273 
Sub-area fstnooth ^smooth ^s smooth trough trough ks rough 
1 
2 
3 
0.0161476 
0.0184954 
0.0282925 
0.0092816 
0.0091859 
0.0097155 
0.0000000 
0.0000000 
0.0000000 0.0957630 0.0178743 0.0062818 
Sub-area to SF /;■ %A %Q %SF 
1 
2 
3 
0.5059635 
0.4049150 
0.3278716 
0.2977089 
0.0499802 
0.1501488 
1.1371830 
0.9376369 
0.3832893 
74.49 
9.95 
15.56 
84.71 
9.33 
5.97 
59.80 
10.04 
30.16 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
84.44 
15.56 
94.03 
5.97 
69.84 
30.16 
Momentum Transfer [vertical interface]: 
0.0726694 
4.0484348 
%SFa 
^  
14.60 
9.512722 
Experimental Errors: 
Raw ITQ-SS 
Raw lu.bA -1.79% 
Adjust. JxQ.Ss 
Adjust. lu.dA -0.46% 
Adjust. Type 
Cs 
Static 
0.0330 
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TABLE A.50. — Summary Data Sheet - Series N^g, Run H^2 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
21-Jan-90 
9 
2 
0.299 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0554500 
0.0791000 
2.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.1200000 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0791000 U 0.4540775 j smooth 0.0182323 xo 0.4718906 
A 0.0568185 Re 9.387E+04 ^smooth 0.0091918 SF 0.5573895 
P 1.1811837 Fr 0.6610119 fc'j smooth -0.0000006 w* 0.0217230 
R 0.0^181030 / 0.0183093 frough 0.0578692 V 9.307E-07 
W 1.0650000 n 0.0092112 trough 0.0163759 p 1000.0000 
Q 0.0258000 ks 0.0000023 ^s rough 0.0058731 5f 0.0010000 
1 Sub-area Data: 
Sub-area A Q L7 P R Re Ft 
1 
2 
3 
0.0407365 
0.0056760 
0.0104060 
0.0212758 
0.0024387 
0.0020855 
0.5222777 
0.4296509 
0.2004168 
0.5941000 
0.1234337 
0.4636500 
0.0685684 
0.0459842 
0.0224437 
1.539E+05 
8.491E+04 
1.933E+04 
0.6368027 
0.6397009 
0.4271229 
Sub-area / n ^s 
1 
2 
3 
0.0197279 
0.0195495 
0.0438515 
0.0101433 
0.0094469 
0.0125544 
0.0001615 
0.0000361 
0.0011555 
Sub-area [smooth ^smooth % smooth frough trough ^s rough 
1 
2 
3 
0.0160083 
0.0181726 
0.0257669 
0.0093574 
0.0092848 
0.0097079 
0.0000000 
0.0000000 
0.0000000 0.0822033 0.0173395 0.0061617 
Sub-area XO SF /;■ %A %Q %SF 
1 
2 
3 
0.5401078 
0.4687446 
0.3853177 
0.3208780 
0.0578589 
0.1786525 
1.1501951 
0.9462062 
0.4413714 
71.70 
9.99 
18.31 
82.46 
9.45 
8.08 
57.57 
10.38 
32.05 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
81.69 
18.31 
91.92 
8.08 
67.95 
32.05 
Momentum Transfer [vertical interface]: 
SF, 0.0765697 
3.2376189 
%SFa 
1^2  
13.74 
6.860952 
Experimental Errors: 
Raw JxQ.Ss 
Raw Iu.5A -0.58% 
Adjust. \xQ.hs 
Adjust. IM.SA 0.53% 
Adjust. Type 
Cs 
Static 
0.0286 
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TABLE A.51. — Summary Data Sheet ■ Series N29, Run N^a 
Research Channel Experimental Summary Date 24-Jan-9C 
Series # 
Run# 
Dr 
9 
3 
0.383 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0554500 
0.0899000 
2.0000000 
Artificial Roughness 
0.0030000 
0.1200000 
Flood Plain]: 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0899000 U 0.4767237 jsmooth 0.0174918 to 0.5572274 A 0.0683205 Re 1.146E+05 ^smooth 0.0092562 SF 0.6702241 
P 1.2027837 Fr 0.6386317 i^s smooth -0.0000006 w* 0.0236057 
R 0.0568020 / 0.0196150 trough 0.0538008 V 9.453E-07 
W 1.0650000 n 0.0098019 trough 0.0162334 P 1000.0000 
Q 0.0325700 ks 0.0000943 i^s rough 0.0058052 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q u P R Re Fr 
1 
2 
3 
0.0462985 
0.0068640 
0.0151580 
0.0254095 
0.0031992 
0.0039613 
0.5488189 
0.4660822 
0.2613351 
0.6049000 
0.1234337 
0.4744500 
0.0765391 
0.0556088 
0.0319486 
1.777E+05 
1.097E+05 
3.533E+04 
0.6333633 
0.6310392 
0.4668072 
Sub-area / n ks 
1 
2 
3 
0.0199427 
0.0200899 
0.0367126 
0.0103871 
0.0098848 
0.0121834 
0.0002128 
0.0001109 
0.0009875 
Sub-area Jsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0155065 
0.0172345 
0.0222166 
0.0094082 
0.0093329 
0.0095975 
0.0000000 
0.0000000 
0.0000000 0.0678210 0.0167687 0.0060017 
Sub-area TO SF w %A %Q %SF 
1 
2 
3 
0.5942406 
0.4894729 
0.5276646 
0.3594562 
0.0604175 
0.2503505 
1.1512307 
0.9776779 
0.5481900 
67.77 
10.05 
22.19 
78.02 
9.82 
12.16 
53.63 
9.01 
37.35 
Sub-area 7oA %Q %SF 
Main Ch. 
Flood PI. 
77.81 
22.19 
87.84 
12.16 
62.65 
37.35 
Momentum Transfer [vertical interface]: 
SFa 0.1016505 
2.9506675 
%SFa 15.17 
5.295266 
Experimental Errors; 
Raw IxQ-Ss 
Raw \u.hA -0.99% 
Adjust. JTQ.Ss 
Adjust. Jt^.SA   -0.27% 
Adjust. Type 
Cs 
Static 
0.0218 
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TABLE A.52. — Summary Data Sheet ■ Series U^9, Run UH 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
25-Jan-90 
9 
4 
0.436 
Channel Dimensions: 
B                 0.8075000 
b                  0.2575000 
h 
H 
0.0554500 
0.0984000 
s                  2.0000000 
Aitificial Roughness 
0.0030000 
0.1200000 
Flood Plain]: 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.0984000 U 0.4962972 fsmooth 0.0168808 TO 0.6222653 
A 0.0773730 Re 1.363E+05 ^smooth 0.0092619 SF 0.7590291 
P 1.2197837 Fr 0.6291497 ^s smooth -0.0000006 w* 0.0249452 
R 0.0634317 / 0.0202107 trough 0.0513202 V 9.236E-07 
W 1.0650000 n 0.0101344 trough 0.0161491 p 1000.0000 
Q 0.0384000 ks 0.0001636 K rough 0.0057606 'f 0.0010000 
1 Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0506760 
0.0077990 
0.0188980 
0.0294958 
0.0037841 
0.0051201 
0.5820464 
0.4852035 
0.2709341 
0.6134000 
0.1234337 
0.4829500 
0.0826149 
0.0631837 
0.0391303 
2.083E+05 
1.328E+05 
4.592E+04 
0.6465377 
0.6162926 
0.4372927 
Sub-area / n ks 
1 
2 
3 
0.0191383 
0.0210628 
0.0418355 
0.0103058 
0.0103390 
0.0134528 
0.0001905 
0.0002135 
0.0019287 
Sub-area fsmooth ^smooth ^s smooth [rough trough % rough 
1 
2 
3 
0.0149971 
0.0165785 
0.0208544 
0.0093927 
0.0093505 
0.0096467 
0.0000000 
0.0000000 
0.0000000 0.0611266 0.0165157 0.0059098 
Sub-area xo SF [/■ %A %Q %SF 
1 
2 
3 
0.6321360 
0.5313573 
0.6329631 
0.3877522 
0.0655874 
0.3056895 
1.1727781 
0.9776472 
0.5459110 
65.50 
10.08 
24.42 
76.81 
9.85 
13.33 
51.09 
8.64 
40.27 
Sub-area 7oA %Q 7oSF 
Main Ch. 
Flood PI. 
75.58 
24.42 
86.67 
13.33 
59.73 
40.27 
Momentum Transfer [vertical interface]: 
SFa 0.1203001 
2.8009344 
%SFa 15.85 
4.501190 
Experimental Errors: 
Raw Jio.5s 
Raw lu.SA -0.29% 
Adjust, ho-bs 
Adjust. \u.dA    0.28% 
Adjust. Type 
Cs 
Static 
0.0174 
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TABLE A.53. — Summary Data Sheet - Series H^9, Run N»5 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
27-Jan-93 
5 
0.500 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0554500 
0.1109000 
2.0000000 
Artificial Roughness 
0.0030000 
0.1200000 
[Flood Plain]: 
0.0005422 
0.0004500 
Overall Hydraulic Data: 
H 0.1109000 U 0.5270964 fstnooth 0.0160510 TO 0.7146822 A 0.0906855 Re 1.753E+05 ^smooth 0.0092423 SF 0.8896248 
P 1.2447837 Fr 0.6234959 ^s smooth -0.0000005 u+ 0.026733:; 
R 0.0728524 / 0.0205789 trough 0.0484364 V 8.761E-07 
W 1.0650000 n 0.0104650 trough 0.0160551 p 1000.0000 
Q 0.0478000 ks 0.0002449 ks rough 0.0057050 'f 0.0010000 
Sub-area Data: 
Sub-area A Q u P R Re Fr 
1 
2 
3 
0.0571135 
0.0091740 
0.0243980 
0.0345497 
0.0047215 
0.0085289 
0.6049298 
0.5146561 
0.3495731 
0.6259000 
0.1234337 
0.4954500 
0.0912502 
0.0743233 
0.0492441 
2.520E+05 
1.746E+05 
7.859E+04 
0.6393719 
0.6027264 
0.5029518 
Sub-area / n ks 
1 
2 
3 
0.0195696 
0.0220216 
0.0316255 
0.0105954 
0.0108617 
0.0121534 
0.0002638 
0.0003635 
0.0009949 
Sub-area Jsmooth ^smooth ks smooth trough trough '^s rough 
1 
2 
3 
0.0144065 
0.0157000 
0.0184572 
0.0093912 
0.0093490 
0.0094701 
0.0000000 
0.0000000 
0.0000000 0.0544396 0.0162640 0.0058051 
Sub-area XO SF ir %A %Q %SF 
1 
2 
3 
0.6680878 
0.5463244 
0.8154885 
0.4181561 
0.0674349 
0.4040338 
1.1476645 
0.9763985 
0.6632053 
62.98 
10.12 
26.90 
72.28 
9.88 
17.84 
47.00 
7.58 
45.42 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
73.10 
26.90 
82.16 
17.84 
54.58 
45.42 
Momentum Transfer [vertical interface]: 
SFa 0.1646894 
2.9700521 
%SFa 18.51 
4.155766 
Experimental Errors: 
Raw ITO.6S 
Raw lu.SA -0.42% 
Adjust. Ixo-Ss 
Adjust. JM.SA -0.09% 
Adjust. Type    Static 
Cs 0.0123 
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TABLE A.54. — Summary Data Sheet - Series N^io, Run H^\{a) 
Research Channel Experimental Summary Date 30-Jan-90 
Series # 10 
Run# 1(a) 
Dr 0.225 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0551500 
0.0712000 
2.0000000 
Artificial Roughness 
0.0030000 
0.2400000 
Flood Plain]: 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0712000 U 0.4305993 fsmooth 0.0189997 XO 0.4085761 
A 0.0485370 Re 7.728E+04 ^smooth 0.0091607 SF 0.4761480 
P 1.1653837 Fr 0.6736540 '^s smooth -0.0000006 u* 0.0202133 
R 0.0416489 / 0.0176285 trough 0.0435663 V 9.283E-07 
W 1.0650000 n 0.0088239 trough 0.0138717 p 1000.0000 
Q 0.0209000 ks -0.0000459 i^s rough 0.0023874 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0366680 
0.0048070 
0.0070620 
0.0177177 
0.0019246 
0.0012577 
0.4831933 
0.4003755 
0.1780888 
0.5862000 
0.1231337 
0.4560500 
0.0625520 
0.0390389 
0.0154851 
1.302E+05 
6.735E+04 
1.188E+04 
0.6168303 
0.6469706 
0.4569246 
Sub-area / n ^s 
1 
2 
3 
0.0210261 
0.0191127 
0.0383178 
0.0103127 
0.0090893 
0.0110316 
0.0002066 
-0.0000169 
0.0003917 
Sub-area fsmooth ^smooth % smooth trough trough K rough 
1 
2 
3 
0.0165954 
0.0190973 
0.0292441 
0.0093619 
0.0092581 
0.0096951 
0.0000000 
0.0000000 
0.0000000 0.0665180 0.0146219 0.0025481 
Sub-area XO SF ir %A %Q %SF 
1 
2 
3 
0.5354693 
0.4159680 
0.2434736 
0.3138921 
0.0512197 
0.1110362 
1.1221413 
0.9298099 
0.4135836 
75.55 
9.90 
14.55 
M.77 
9.21 
6.02 
65.92 
10.76 
23.32 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
85.45 
14.55 
93.98 
6.02 
76.68 
23.32 
Momentum Transfer [vertical interface]: 
0.(3417579 
2.6017405 
%SFa 
Li  
8.77 
6.367823 
Experimental Errors: 
Raw jxQ.ds 
Raw lu.dA 1.70% 
Adjust, ho-bs 
Adjust. Ju.S/4 2.65% 
Adjust. Type 
Cs 
Static 
0.0237 
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TABLE A.55. — Summary Data Sheet - Series H^io, Run N«l(b) 
Research Channel Experimental Summary Date 31-Jan-9C 
Series # IC 
Run# Kb] 
Dr 0.26C 
Channel Dimensions: 
0.8075000 
0.2575000 
0.0551500 
0.0745000 
2.0000000 
Artificial Roughness [Flood Plain]; 
0.0030000 
0.2400000 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0745000 U 0.4553183 fsmooth 0.0184956 -co 0.4356931 
A 0.0520515 Re 8.770E+04 ^smooth 0.0091357 SF 0.5106252 
P 1.1719837 Fr 0.6898025 ^s smooth -0.0000006 w* 0.0208733 
R 0.0444132 / 0.0168128 trough 0.0424742 V 9.224E-07 
W 1.0650000 n 0.0087102 trough 0.0138442 p ■ lOOO.OOOC 
Q 0.0237000 ks -0.0000544 ks rough 0.0023767 'f O.OOIOOOC 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0383675 
0.0051700 
0.0085140 
0.0197291 
0.0022311 
0.0017398 
0.5142141 
0.4315461 
0.2043456 
0.5895000 
0.1231337 
0.4593500 
0.0650848 
0.0419869 
0.0185349 
1.451E+05 
7.858E+04 
1.643E+04 
0.6435312 
0.6724128 
0.4792211 
Sub-area / n ks 
1 
2 
3 
0.0193175 
0.0176937 
0.0348352 
0.0099504 
0.0088521 
0.0108383 
0.0001231 
-0.0000418 
0.0003494 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0162211 
0.0184809 
0.0268869 
0.0093258 
0.0092186 
0.0095904 
0.0000000 
0.0000000 
0.0000000 0.0607861 0.0144201 0.0025150 
Sub-area to SF IF %A %Q %SF 
1 
2 
3 
0.5371187 
0.4258315 
0.3081736 
0.3166315 
0.0524342 
0.1415595 
1.1293508 
0.9477900 
0.4487974 
7?,.7\ 
9.93 
16.36 
83.25 
9.41 
7.34 
62.01 
10.27 
17.71 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
83.64 
16.36 
92.66 
7.34 
72.28 
27.72 
Momentum Transfer [vertical interface]: 
SJa 0.0580372 
2.9993379 
%SFa 
X'n 
11.37 
6.884061 
Experimental Errors: 
Raw ko-Ss 
Raw lu.bA -1.32% 
Adjust. ITQ.SS 
Adjust. JM.5>1   .;034% 
Adjust. Type 
Cs 
Static 
0.0261 
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TABLE A.56. — Summary Data Sheet - Series N=10, Run N^a 
Research Channel Experimental Summary Date l-Feb-90 
Series # 10 
Run# 2 
Dr 0.306 
Channel Dimensions: 
0.8075000 
0.2575000 
0.0551500 
0.0795000 
2.0000000 
Artificial Roughness 
0.0030000 
0.2400000 
Flood Plain]: 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0795000 U 0.4740617 fsmooth 0.0179006 'CO 0.4762024 
A 0.0573765 Re 1.025E+05 ^smooth 0.0091217 SF 0.5628635 
P 1.1819837 Fr 0.6869721 '^s smooth -0.0000006 w* 0.0218221 
R 0.0485425 f 0.0169516 trough 0.0410410 V 8.981E-07 
W 1.0650000 n 0.0088766 trough 0.0138118 P 1000.0000 
Q 0.0272000 ks -0.0000321 ^s rough 0.0023620 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0409425 
0.0057200 
0.0107140 
0.0222747 
0.0025488 
0.0023765 
0.5440488 
0.4455878 
0.2218143 
0.5945000 
0.1231337 
0.4643500 
0.0688688 
0.0464536 
0.0230731 
1.669E+05 
9.219E+04 
2.279E+04 
0.6618996 
0.6600690 
0.4662320 
Sub-area / n ks 
1 
2 
3 
0.0182602 
0.0183616 
0.0368032 
0.0097659 
0.0091709 
0.0115544 
0.0000894 
0.0000016 
0.0006495 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0157529 
0.0178723 
0.0247484 
0.0092903 
0.0092196 
0.0095604 
0.0000000 
0.0000000 
0.0000000 0.0547997 0.0142263 0.0024749 
Sub-area TO SF IF %A %Q %SF 
1 
2 
3 
0.6076901 
0.4758601 
0.3079515 
0.3612718 
0.0585944 
0.1429973 
1.1476330 
0.9399364 
0.4679019 
71.36 
9.97 
18.67 
81.89 
9.37 
8.74 
64.18 
10.41 
25.41 
Sub-area 7oA %Q %SF 
Main Ch. 
Hood PI. 
81.33 
18.67 
91.26 
8.74 
74.59 
25.41 
Momentum Transfer [vertical interface]: 
SFa 0.0378929 
1.5561783 
%SFa 
11^  
6.73 
3.267893 
Experimental Errors: 
Raw jxQ.Ss 
Raw Ju.5A -0.72% 
Adjust. jzQ.ds 
Adjust. lu.dA 0.36% 
Adjust. Type     Static 
Cs. 0.0293 
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TABLE A.57. ~ Summary Data Sheet - Series N^io, Run N»3 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
4-Feb-9C 
IC 
3 
0.389 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0551500 
0.0902000 
2.0000000 
Aitificial Roughness Flood Plain]: 
0.0030000 
0.2400000 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0902000 17 0.4943873 jsmooth 0.0171413 10 0.5606302 
A 0.0687720 Re 1.265E+05 ^smooth 0.0091723 SF 0.6746533 
P 1.2033837 Fr 0.6602813 ^s smooth -0.0000005 M* 0.0236776 
R 0.0571489 / 0.0183498 frough 0.0386278 V 8.936E-07 
W 1.0650000 n 0.0094901 trough 0.0137691 P lOOO.OOOC 
Q 0.0340000 ks 0.0000478 ks rough 0.0023352 'f O.OOIOOOC 
Sub-aiea Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0464530 
0.0068970 
0.0154220 
0.0259919 
0.0032380 
0.0047702 
0.5595306 
0.4694729 
0.3093094 
0.6052000 
0.1231337 
0.4750500 
0.0767564 
0.0560123 
0.0324640 
1.922E+05 
1.177E+05 
4.495E+04 
0.6448103 
0.6333363 
0.5480976 
Sub-area / n ks 
1 
2 
3 
0.0192409 
0.0199444 
0.0266302 
0.0102075 
0.0098608 
0.0104042 
0.0001752 
0.0001132 
0.0002499 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0152704 
0.0169960 
0.0210316 
0.0093414 
0.0092755 
0.0093649 
0.0000000 
0.0000000 
0.0000000 0.0468223 0.0139732 0.0024126 
Sub-area -co SF [;• 7oA %Q %SF 
1 
2 
3 
0.6260090 
0.4704305 
0.5007195 
0.3788607 
0.0579259 
0.2378668 
1.1317659 
0.9496055 
0.6256419 
67.55 
10.03 
22.42 
76.45 
9.52 
14.03 
56.16 
8.59 
35.26 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
77.58 
22.42 
85.97 
14.03 
64.74 
35.26 
Momentum Transfer [vertical interface]: 
SF, 0.0865770 
2.4700995 
%SFa 12.83 
4.405933 
Experimental Errors: 
Raw Jxo.8s 
Raw lu.bA 1.34% 
Adjust. ITQ.SS 
Adjust. lu.hA 2.34% 
Adjust. Type 
Cs 
Static 
0.0351 
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TABLE A.58. — Summary Data Sheet - Series N^io, Run N»4 
Research Channel Experimental Summary Date 5-Feb-90 
Series # 
Run# 
Dr 
10 
4 
0.445 
Channel Dimensions: 
0.8075000 
0.2575000 
0.0551500 
0.0993000 
2.0000000 
Artificial Roughness Flood Plain]: 
0.0030000 
0.2400000 
0.0002316 
0.0001500 
Overall Hydraulic Data: 
H 0.0993000 U 0.5187125 fsmooth 0.0164640 i:o 0.6301057 
A 0.0784635 Re 1.543E+05 ^smooth 0.0091660 SF 0.7697269 
P 1.2215837 Fr 0.6534615 k-s smooth -0.0000005 «* 0.0251019 
R 0.0642310 / 0.0187348 trough 0.0370081 V 8.635E-07 
W 1.0650000 n 0.0097777 though 0.0137423 P 1000.0000 
Q 0.0407000 ks 0.0000980 i^s rough 0.0023162 5f 0.0010000 
1 Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0511395 
0.0078980 
0.0194260 
0.0301746 
0.0038408 
0.0066846 
0.5900447 
0.4863035 
0.3441049 
0.6143000 
0.1231337 
0.4841500 
0.0832484 
0.0641416 
0.0401239 
2.275E+05 
1.445E+05 
6.396E+04 
0.6529237 
0.6130598 
0.5484722 
Sub-area / n ks 
1 
2 
3 
0.0187657 
0.0212855 
0.0265938 
0.0102180 
0.0104196 
0.0107707 
0.0001765 
0.0002419 
0.0003671 
Sub-area fsmooth ^smooth ks smooth frough trough ks rough 
1 
2 
3 
0.0147407 
0.0163078 
0.0193820 
0.0093262 
0.0092934 
0.0093428 
0.0000000 
0.0000000 
0.0000000 0.0427036 0.0138678 0.0023739 
Sub-area xo SF //' %A %Q %SF 
1 
2 
3 
0.6581923 
0.4970099 
0.6283192 
0.4043275 
0.0611987 
0.3042007 
1.1375178 
0.9375202 
0.6633827 
65.18 
10.07 
24.76 
74.14 
9.44 
16.42 
52.53 
7.95 
39.52 
Sub-area %A %Q %SF 
Main Ch. 
Flood PL 
75.24 
24.76 
83.58 
16.42 
60.48 
39.52 
Momentum Transfer [vertical interface]: 
SFu 0.1136317 
2.5737639 
%SFa 14.76 
4.084654 
Experimental Errors; 
Raw JiQ-Ss 
Raw JM.5A -0.81% 
Adjust. IxQ.bs 
Adjust. \u.bA 0.21% 
Adjust. Type 
Cs 
Static 
0.0390 
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TABLE A.59. ~ Summary Data Sheet - Series N^IO, Run N^S 
Research Channel Experimental Summary Date 7-Feb-90 
Series # 10 
Run# 5 
Dr 0.503 
Channel Dimensions: 
B                  0.8075000 
b                  0.2575000 
h                 0.0551500 
H                 0.1109000 
s                  2.0000000 
Artificial Roughness [Flood Plain]: 
k                 0.0030000 
X                  0.2400000 
X                 0.0002316 
c                  0.0001500 
Overall Hydraulic Data: 
H 0.1109000 U 0.5549591 fsmooth 0.0157788 XQ 0.7157225 
A 0.0908175 Re 1.912E+05 ^smooth 0.0091658 SF 0.8909197 
P 1.2447837 Fr 0.6559771 ks smooth -0.0000005 u* 0.0267530 
R 0.0729585 / 0.0185914 frough 0.0353573 V 8.472E-07 
W 1.0650000 n 0.0099492 trough 0.0137206 p 1000.0000 
Q 0.0504000 ks 0.0001282 ks rough 0.0022956 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0571135 
0.0091740 
0.0245300 
0.0354613 
0.0050671 
0.0098716 
0.6208918 
0.5523324 
0.4024297 
0.6259000 
0.1231337 
0.4957500 
0.0912502 
0.0745044 
0.0494806 
2.675E+05 
1.943E+05 
9.402E+04 
0.6562427 
0.6460635 
0.5776145 
Sub-area / n ks 
1 
2 
3 
0.0185764 
0.0191664 
0.0239780 
0.0103230 
0.0101373 
0.0105909 
0.0001966 
0.0001666 
0.0003059 
Sub-area fsmooth ^smooth ^s smooth frough trough ^s rough 
1 
2 
3 
0.0142455 
0.0153833 
0.0177754 
0.0093386 
0.0092542 
0.0093019 
0.0000000 
0.0000000 
0.0000000 0.0390536 0.0137877 0.0023355 
Sub-area xo SF w 7oA %Q %SF 
1 
2 
3 
0.6893592 
0.5999785 
0.7777553 
0.4314699 
0.0738776 
0.3855722 
1.1188063 
0.9952668 
0.7251520 
62.89 
10.10 
27.01 
70.36 
10.05 
19.59 
48.43 
8.29 
43.28 
Sub-area %A %Q %SF 
Main Ch. 
Rood PI. 
72.99 
27.01 
80.41 
19.59 
56.72 
43.28 
Momentum Transfer [vertical interface]: 
SFa 
Xa 
0.1449329 
2.5996931 
7oSFa 16.27 
3.632264 
Experimental Errors: 
Raw JTO-SS 
Raw \u.bA -1.09% 
Adjust. JiQ-Ss 
Adjust. Ju.SA   -0.15% 
Adjust. Type 
Cs 
Static 
0.0430 
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TABLE A.60. — Summary Data Sheet - Series N^ll, Run N21(a) 
Research Channel Experimental Summary Date 9-Feb-90 
Series # 11 
Run# 1(a) 
Dr 0.186 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.0676000 
2.0000000 
Artificial Roughness [Flood Plain]: 
0.0030000 
0.4800000 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.0676000 U 0.4333356 jsmooth 0.0189634 -10 0.3792005 
A 0.0447690 Re 7.797E+04 ^smooth 0.0090388 SF 0.4391839 
P 1.1581837 Fr 0.7037038 % smooth -0.0000006 w+ 0.0194731 
R 0.0386545 / 0.0161551 /rough 0.0338751 V 8.593E-07 
W 1.0650000 n 0.0083427 trough 0.0120808 p 1000.0000 
Q 0.0194000 ks -0.0000791 % rough 0.0009998 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0348140 
0.0044110 
0.0055440 
0.0166673 
0.0018577 
0.0008750 
0.4787534 
0.4211533 
0.1578235 
0.5826000 
0.1229837 
0.4526000 
0.0597563 
0.0358665 
0.0122492 
1.332E+05 
7.031E+04 
8.999E+03 
0.6252959 
0.7100043 
0.4552844 
Sub-area / n ks 
1 
2 
3 
0.0204606 
0.0158697 
0.0385944 
0.0100959 
0.0081662 
0.0106472 
0.0001657 
-0.0000943 
0.0002585 
Sub-area jsmooth ^smooth ks smooth trough trough '^s rough 
1 
2 
3 
0.0165418 
0.0189272 
0.0315245 
0.0092662 
0.0090856 
0.0096681 
0.0000000 
0.0000000 
0.0000000 0.0537179 0.0126205 0.0010800 
Sub-area xo SF jr %A %Q %Sf 
1 
2 
3 
0.4855936 
0.3781196 
0.2425420 
0.2829068 
0.0465026 
0.1097745 
1.1048097 
0.9718872 
0.3642062 
77.76 
9.85 
12.38 
85.91 
9.58 
4.51 
64.42 
10.59 
25.00 
Sub-area %A %Q 7oSF 
Main Ch. 
Flood PL 
87.62 
12.38 
95.49 
4.51 
75.00 
25.00 
Momentum Transfer [vertical interface]: 
SFa 0.0553879 
4.3958639 
%SF, 12.61 
11.592452 
Experimental Errors: 
Raw ho-bs 
Raw Iw.SA 0.42% 
Adjust, ho.ds 
Adjust. lu.8A    0.93% 
Adjust. Type     Static 
Cs 0.0120 
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TABLE A.61. — Summary Data Sheet ■ Series N^ll, Run Nsi(b) 
Research Channel Experimental Summary Date ll-Feb-9C 
Series # 1] 
Run# Kb] 
Dr 0.251 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.0734000 
2.0000000 
Artificial Roughness [Flood Plain]; 
0.0030000 
0.4800000 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.0734000 U 0.4573470 [smooth 0.0184023 TO 0.4272416 
A 0.0509460 Re 8.982E+04 ^smooth 0.0090829 SF 0.4997803 
P 1.1697837 Ft 0.6996955 ^s smooth -0.0000006 w* 0.0206698 
R 0.0435516 / 0.0163407 [rough 0.0325398 V 8.870E-07 
W 1.0650000 n 0.0085590 trough 0.0120780 p lOOO.OOOC 
Q 0.0233000 ks -0.0000627 ks rough 0.0009915 5f O.OOIOOOC 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0378010 
0.0050490 
0.0080960 
0.0194470 
0.0022876 
0.0015653 
0.5144585 
0.4530879 
0.1933440 
0.5884000 
0.1229837 
0.4584000 
0.0642437 
0.0410542 
0.0176614 
1.490E+05 
8.388E+04 
1.540E+04 
0.6480381 
0.7139522 
0.4644974 
Sub-area / n ks 
1 
2 
3 
0.0190497 
0.0156947 
0.0370786 
0.0098598 
0.0083059 
0.0110923 
0.0001103 
-0.0000840 
0.0004401 
Sub-area fsmooth ^smooth ks smooth [rough trough ks rough 
1 
2 
3 
0.0161415 
0.0182331 
0.0273387 
0.0092799 
0.0091205 
0.0095899 
0.0000000 
0.0000000 
0.0000000 0.0457418 0.0124045 0.0010518 
Sub-area xo SF ?J' %A %Q %SF 
1 
2 
3 
0.5314574 
0.4322174 
0.2921358 
0.3127095 
0.0531557 
0.1339150 
1.1248757 
0.9906875 
0.4227513 
74.20 
9.91 
15.89 
83.46 
9.82 
6.72 
6157 
10.64 
26.79 
Sub-area %A %Q %SF 
Main Ch. 
Flood PI. 
84.11 
15.89 
93.28 
6.72 
73.21 
26.79 
Momentum Transfer [vertical interface]: 
SJa 0.0544933 
2.9615912 
%SFa 
x' JL 
10.90 
6.931889 
Experimental Errors: 
Raw Jio-8s 
Raw JM.SA -2.10% 
Adjust. ITQ-SS 
Adjust. \u.bA -1.65% 
Adjust. Type 
Cs 
Static 
0.0116 
\— 
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TABLE A.62. — Summary Data Sheet - Series N811, Run U^2 
Research Channel Experimental Summary Date 12-Feb-90 
Series # 11 
Run# 2 
Dr 0.313 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.0800000 
2.0000000 
Artificial Roughness 
k 0.0030000 
X 0.4800000 
[Flood Plain]: 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.0800000 U 0.4846917 fsmooth 0.0177738 TO 0.4807629 
A 0.0579750 Re 1.061E+05 ^smooth 0.0091038 SF 0.5687348 
P 1.1829837 Fr 0.6990368 ks smooth -0.0000005 «* 0.0219263 
R 0.(H90074 / 0.0163716 trough 0.0312719 V 8.959E-07 
W 1.0650000 n 0.0087373 trough 0.0120756 P 1000.0000 
Q 0.0281000 ks -0.0000452 ks rough 0.0009833 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0412000 
0.0057750 
0.0110000 
0.0226788 
0.0026544 
0.0027668 
0.5504567 
0.4596339 
0.2515271 
0.5950000 
0.1229837 
0.4650000 
0.0692437 
0.0469574 
0.0236559 
1.702E+05 
9.637E+04 
2.657E+04 
0.6678802 
0.6772132 
0.5221321 
Sub-area / n ^s 
1 
2 
3 
0.0179347 
0.0174437 
0.0293447 
0.0096872 
0.0089548 
0.0103604 
0.0000760 
-0.0000240 
0.0002284 
Sub-area fsmooth ^smooth ks smooth trough trough ks rough 
1 
2 
3 
0.0156896 
0.0177130 
0.0238528 
0.0092813 
0.0091931 
0.0094271 
0.0000000 
0.0000000 
0.0000000 0.0402861 0.0122515 0.0010294 
Sub-area to SF }}' %A %Q %SF 
1 
2 
3 
0.6069078 
0.4813402 
0.3191991 
0.3611101 
0.0591970 
0.1484276 
1.1356843 
0.9483016 
0.5189424 
71.07 
9.96 
18.97 
80.71 
9.45 
9.85 
63.49 
10.41 
26.10 
Sub-area %A %Q %SF 
Main Ch, 
Flood PI. 
81.03 
18.97 
90.15 
9.85 
73.90 
26.10 
Momentum Transfer [vertical interface]: 
SFa 0.0405176 
1.6207033 
%SFa 7.U 
3.371107 
Experimental Errors: 
Raw jxQ.ds 
Raw \u.dA -0.57% 
Adjust. jxQ.ds 
Adjust. lu.SA -0.18% 
Adjust. Type 
Q 
Static 
0.0112 
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TABLE A.63. — Summary Data Sheet - Series N^ii, Run N^a 
IAWAAA*^^AAAJIiMA*W««««»«....... —.-..^|.|.^-.-,^f,n„^j.j^j^jmj 
Research Channel Experimental Summary Date 
Series # 
Run# 
Dr 
13-Feb-90 
11 
3 
0.392 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.0905000 
2.0000000 
Artificial Roughness [Flood Plain]; 
0.0030000 
0.4800000 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.0905000 U 0.5118751 fsmooth 0.0170243 TO 0.5634919 
A 0.0691575 Re 1.308E+05 ^smooth 0.0091487 SF 0.6784351 
P 1.2039837 Fr 0.6818991 ^s smooth -0.0000005 M + 0.0237380 
R 0.0574406 / 0.0172048 trough 0.0296906 V 8.993E-07 
W 1.0650000 n 0.0091970 trough 0.0120818 P 1000.0000 
Q 0.0354000 ks 0.0000061 ks rough 0.0009725 ^f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0466075 
0.0069300 
0.0156200 
0.0268498 
0.0033230 
0.0052271 
0.5760843 
0.4795126 
0.3346434 
0.6055000 
0.1229837 
0.4755000 
0.0769736 
0.0563489 
0.0328496 
1.972E+05 
1.202E+05 
4.890E+04 
0.6629499 
0.6449451 
0.5894982 
Sub-area / n ks 
1 
2 
3 
0.0182024 
0.0192329 
0.0230210 
0.0099329 
0.0096930 
0.0096926 
0.0001164 
0.0000808 
0.0000811 
Sub-area fsmooth ^smooth '^s smooth trough trough ''^s rough 
1 
2 
3 
0.0151931 
0.0169282 
0.0206360 
0.0093229 
0.0092644 
0.0092962 
0.0000000 
0.0000000 
0.0000000 0.0352123 0.0121434 0.0010045 
Sub-area to SF IF %A %Q %SF 
1 
2 
3 
0.6590589 
0.5380734 
0.4483715 
0.3990601 
0.0661743 
0.2132006 
1.1254392 
0.9367766 
0.6537599 
67.39 
10.02 
22.59 
75.85 
9.39 
14.77 
58.82 
9.75 
31.43 
Sub-area %A %Q 7cSF 
Main Ch. 
Flood PI. 
77.41 
22.59 
85.23 
14.77 
68.57 
31.43 
Momentum Transfer [vertical interface]; 
SFa 
la 
0.0599684 
1.6892520 
%SFa 
^  
8.84 
2.997828 
Experimental Errors; 
Raw ITO-SS 
Raw \u.hA 1.16% 
Adjust. JTo-8s 
Adjust. \u.hA    1-46% 
Adjust. Type Static 
0.0107 
?>m 
EXPERIMENTAL DATA - SUMMARY 
TABLE A.64. — Summary Data Sheet - Series N^H, Run UH 
Research Channel Experimental Summary Date 15-Feb-90 
Series # 11 
Run* 4 
Dr 0.455 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.1010000 
2.0000000 
Artificial Roughness 
0.0030000 
0.4800000 
Flood Plain]: 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.1010000 U 0.5464277 fsmooth 0.0163050 TO 0.6433844 
A 0.0803400 Re 1.620E+05 ^smooth 0.0091534 SF 0.7881354 
P 1.2249837 Fr 0.6812358 i^s smooth -0.0000005 M* 0.0253650 
R 0.0655845 / 0.0172383 trough 0.0284322 V 8.848E-07 
W 1.0650000 n 0.0094117 ^^ rough 0.0120872 P 1000.0000 
Q 0.0439000 h 0.0000359 l^s rough 0.0009635 'f 0.0010000 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0520150 
0.0080850 
0.0202400 
0.0313320 
0.0043172 
0.0082508 
0.6023653 
0.5339729 
0.4076482 
0.6160000 
0.1229837 
0.4860000 
0.0844399 
0.0657404 
0.0416461 
2.299E+05 
1.587E+05 
7.675E+04 
0.6618376 
0.6649187 
0.6377698 
Sub-area / n ^s 
1 
2 
3 
0.0182636 
0.0180948 
0.0196681 
0.0101043 
0.0096465 
0.0093203 
0.0001483 
0.0000718 
0.0000233 
Sub-area fsmooth ^smooth ^s smooth trough trough i^s rough 
1 
2 
3 
0.0147036 
0.0160106 
0.0186258 
0.0093408 
0.0092442 
0.0092216 
0.0000000 
0.0000000 
0.0000000 0.0320704 0.0121004 0.0009865 
Sub-area xo SF w %A %Q %SF 
1 
2 
3 
0.6939216 
0.5808543 
0.5951524 
0.4274557 
0.0714356 
0.2892441 
1.1023696 
0.9772069 
0.7460241 
64.74 
10.06 
25.19 
71.37 
9.83 
18.79 
54.24 
9.06 
36.70 
Sub-area %A %Q 7oSF 
Main Ch. 
Flood PI. 
74.81 
25.19 
81.21 
18.79 
63.30 
36.70 
Momentum Transfer [vertical interface]: 
SFa 0.0906897 
1.9715143 
%SFa 11.51 
3.064287 
Experimental Errors: 
Raw IxQj.hs 
Raw Iw.SA -0.64% 
Adjust. Jxo-8s 
Adjust. \u.hA -0.43% 
Adjust. Type    Static 
Cs 0.0103 
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LISTINGS — TRAPEZOIDAL COMPOUND CHANrJEL 
TABLE A.65. — Summary Data Sheet - Series N^n, Run N^s 
Research Channel Experimental Summary Date 17-Feb-9() 
Series # i: 
Run# ;; 
Dr o.soy 
Channel Dimensions: 
0.8075000 
0.2575000 
h 
H 
0.0550000 
0.1115000 
2.0000000 
Artificial Roughness 
0.0030000 
0.4800000 
Flood Plain]: 
0.0001022 
0.0000000 
Overall Hydraulic Data: 
H 0.1115000 U 0.5790926 fsmooth 0.0157606 'CO 0.7205838 
A 0.0915225 Re 1.923E+05 ^smooth 0.0091708 SF 0.8978357 
P 1.2459837 Fr 0.6821906 % smooth -0.0000005 «* 0.0268437 
R 0.0734540 / 0.0171901 trough 0.0274275 V 8.848E-07 
W 1.0650000 n 0.0095777 trough 0.0120981 P • 1000.000(1 
Q 0.0530000 ks 0.0000583 1^5 rough 0.0009559 'f 0.001000(1 
Sub-area Data: 
Sub-area A Q U P R Re Fr 
1 
2 
3 
0.0574225 
0.0092400 
0.0248600 
0.0366820 
0.0052908 
0.0110272 
0.6388085 
0.5725980 
0.4435725 
0.6265000 
0.1229837 
0.4965000 
0.0916560 
0.0751319 
0.0500705 
2.647E+05 
1.945E+05 
1.004E+05 
0.6736831 
0.6669652 
0.6329059 
Sub-area / n ks 
1 
2 
3 
0.0176270 
0.0179839 
0.0199715 
0.0100632 
0.0098333 
0.0096848 
0.0001354 
0.0001004 
0.0000831 
Sub-area fsmooth ^smooth ks smooth trough trough % rough 
1 
2 
3 
0.0142713 
0.0153841 
0.0175298 
0.0093555 
0.0092655 
0.0092580 
0.0000000 
0.0000000 
0.0000000 0.0299507 0.0121013 0.0009724 
Sub-area xo SF //' %A %Q %SF 
1 
2 
3 
0.7379996 
0.6425117 
0.7179467 
0.4623567 
0.0790185 
0.3564605 
1.1031199 
0.9887850 
0.7659786 
62.74 
10.10 
27.16 
69.21 
9.98 
20.81 
51.50 
8.80 
39.70 
Sub-area %A %Q %SF 
Main Ch. 
Rood PI. 
72.84 
27.16 
79.19 
20.81 
60.30 
39.70 
Momentum Transfer [vertical interface]: 
SFc 0.1125839 
1.9926357 
%SFa 
JL 
12.54 
2.765307 
Experimental Errors: 
Raw 1x0-Ss 
Raw lu.bA -0.29% 
Adjust. Jio.8s 
Adjust. |M.5A   -0.11% 
Adjust. Type 
Cs 
Static 
0.0100 
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B.        EXPERIMENTAL DATA - DETAILED TABULATIONS 
B.l. DATA FORMAT AND DEFINITION 
B.2. TABULATIONS — RECTANGULAR CHANNEL 
B.3. TABULATIONS — RECTANGULAR COMPOUND CHANNEL 
B.4. TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
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B.        EXPERIMENTAL DATA - DETAILED TABULATIONS 
B.l. DATA FORMAT AND DEFINITION 
Detailed data tabulations are presented for all experimental runs. They contain detailed 
measurements of boundary shear stress and depth averaged velocity distributicns. 
Velocity field data is not included within these tabulations because of its voluminous 
nature but is however included in the magnetic media storage (Appendix D & 
Enclosure). 
Experimental data associated with Series N^l (Rectangular Channel), Series N^s 2 tD 6 
(Rectangular Compound Channel) and Series N^s 7 to 11 (Trapezoidal Compomd 
Channel), are presented in sub-sections B.l, B.3 and B.4 respectively. Data is presented 
within each sub-section as indicated in Tables B.l (Boundary Shear Stress Tabulations) 
and B.2 (Depth Averaged Velocity Tabulations). 
TABLE B.l index to Boundary Shear Stress Tabulations 
Sub-section Channel Type Series N^ Table N^ 
§B.2. Rectangular Channel 1 B.3. 
§B.3. Rectangular Compound Channel 2 
3 
4 
5 
6 
B.5. 
B.6. 
B.7. 
B.8. 
B.9. 
§B.4. Trapezoidal Compound Channel 7 
8 
9 
10 
11 
B.15. 
B.16. 
B.17. 
B.18. 
B.19. 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.2. — Index to Depth Averaged Velocity Tabulations 
Sub-section Channel Type Series N^ Table N^ 
§B.2. Rectangular Channel 1 B.4. 
§B.3. Rectangular Compound Channel 2 B.IO. 
3 B.ll. 
4 B.12. 
5 B.13. 
6 B.14. 
§B.4. Trapezoidal Compound Channel 7 B.20. 
8 B.21. 
9 B.22. 
10 B.23. 
" B.24. , 
Parameters referenced in Detailed Data  Tabulations are defined in Appendix F, in 
conjunction with additional explanatory notes in §8.5.3. 
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B.2. TABULATIONS — RECTANGULAR CHANNEL 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.3. — Boundary Shear Stress [RC] - Series N^i 
Run N^ 1 2 3 4 5 
s -co -co xo -co '^0 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.0950 . _ 0.8008 
-0.0900 - - - - 0.7995 
-0.0850 - - - - 0.8461 
-0.0800 - - - - 0.8226 
-0.0750 - - - 0.4993 0.8074 
-0.0700 - - - 0.5637 0.7963 
-0.0650 - - - 0.5671 0.8235 
-0.0600 - - - 0.5573 0.8527 
-0.0550 - - 0.4261 0.5944 0.8412 
-0.0500 - - 0.4240 0.6260 0.8281 
-0.0450 - - 0.4682 0.6428 0.8283 
-0.0400 - 0.2266 0.4650 0.6016 0.8722 
-0.0350 - 0.3210 0.4227 0.6011 0.8135 
-0.0300 - 0.2894 0.3391 0.5793 0.8476 
-0.0250 - 0.3194 0.4184 0.6238 0.8401 
-0.0200 - 0.3599 0.4241 0.5932 0.8256 
-0.0175 0.0033 - - - - 
-0.0150 0.0442 0.2978 0.3651 0.5536 0.7089 
-0.0125 0.0147 - - - - 
-0.0100 0.1212 0.2817 0.4149 0.5052 0.7401 
-0.0075 0.1293 - - - - 
-0.0050 0.0969 0.2658 0.3593 0.4788 0.6575 
_-a0025_ 0.0033_ 
0.0408 0.2670 "oTm" 0.4670 __. — — 0.0050 
0.0125 0.1245 0.2901 0.3708 0.5378 0.7257 
0.0325 0.1222 0.2996 0.4088 0.5617 0.8326 
0.0525 0.1874 0.3521 0.4903 0.6188 0.8431 
0.0725 0.1671 0.3962 0.5294 0.6368 0.8846 
0.0925 0.1844 0.3597 0.5527 0.7087 0.8853 
0.1125 0.1975 0.3814 0.5315 0.7276 0.8876 
0.1325 0.1990 0.4204 0.5406 0.7119 0.9481 
0.1525 0.2043 0.3892 0.6048 0.7079 0.9426 
0.1725 0.1907 0.4045 0.5593 0.7045 0.8534 
0.1925 0.2199 0.3943 0.6423 0.6575 0.7965 
0.2125 0.2032 0.4257 0.5713 0.6961 0.8255 
0.2325 0.1731 0.3930 0.6161 0.6745 0.8966 
0.2.525 0.1771 0.3902 0.5913 0.7207 0.8249 
0.2725 0.1913 0.4136 0.5711 0.7502 0.8505 
0.2925 0.2493 0.4103 0.5721 0.7352 0.8862 
0.3125 0.2086 0.4533 0.5579 0.7262 0.8663 
0.3325 0.2136 0.3785 0.5678 0.7007 0.8453 
0.3525 0.1611 0.3947 0.5266 0.7195 0.8713 
0.3725 0.1779 0.4021 0.5840 0.6709 0.8653 
0.3925 0.1736 0.4294 0.5555 0.6796 0.8821 
0.4125 0.1898 0.3692 0.5899 0.7162 0.8788 
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TABULATIONS — RECTANGULAR CHANNEL 
TABLE B.3. — Boundary Shear Stress [RC] - Series N^i   (continued) 
Run N2 1 2 3 4 5 
s TO 'CO xo To TO 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4325 0.1902 0.4156 0.6245 0.7239 0.9134 
0.4525 0.2010 0.4415 0.5859 0.7217 0.8629 
0.4725 0.1810 0.4168 0.5633 0.7253 0.8791 
0.4925 0.2063 0.4033 0.5608 0.7478 0.8791 
0.5125 0.1705 0.4146 0.5989 0.7064 0.8803 
0.5325 0.2496 0.4227 0.6310 0.6827 0.8937 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.4. — Depth Averaged Velocity [RC] - Series N^l 
Run N= 1 2 3 4 5 
y (m) U (m/s) U (m/s) U (m/s) u (m/s) U (m/s) 
0.0050 0.1611 0.2734 0.3259 0.3896 0.4935 
0.0125 0.1851 0.3104 0.3732 0.4412 0.5527 
0.0325 0.2081 0.3283 0.4214 0.5014 0.6287 
0.0525 0.2142 0.3658 0.4355 0.5245 0.6685 
0.0725 0.2260 0.3822 0.4642 0.5430 0.6833 
0.0925 0.2265 0.3961 0.4888 0.5611 0.6899 
0.1125 0.2260 0.3930 0.4959 0.5646 0.6996 
0.1325 0.2260 0.3858 0.4964 0.5671 0.6961 
0.1525 0.2282 0.3991 0.4949 0.5706 0.6843 
0.1725 0.2321 0.4038 0.4944 0.5606 0.6807 
0.1925 0.2316 0.4017 0.4979 0.5641 0.6711 
0.2125 0.2299 0.3981 0.4969 0.5631 0.6649 
0.2325 0.2293 0.3976 0.4994 0.5671 0.6644 
0.2525 0.2276 0.3950 0.4924 0.5661 0.6665 
0.2725 0.2282 0.3976 0.4944 0.5701 0.6751 
0.2925 0.2293 0.4022 0.4959 0.5671 0.6756 
0.3125 0.2304 0.4053 0.4969 0.5696 0.6787 
0.3325 0.2316 0.4017 0.5019 0.5696 0.6848 
0.3525 0.2338 0.3976 0.5049 0.5716 0.6853 
0.3725 0.2310 0.4007 0.5039 0.5716 0.6920 
0.3925 0.2282 0.4032 0.5019 0.5726 0.6945 
0.4125 0.2288 0.3991 0.5059 0.5887 0.6966 
0.4325 0.2327 0.4032 0.5019 0.5917 0.7032 
0.4525 0.2293 0.4038 0.5084 0.5877 0.6971 
0.4725 0.2299 0.4058 0.5039 0.5877 0.6986 
0.4925 0.2299 0.4058 0.5049 0.5877 0.6991 
0.5125 
0.5325 
0.2299 
0.2271 
0.4022 
0.4053 
0.5064 
0.4939 
0.5892 
0.5857 
0.6991 
0.6981 
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B.3. TABULATIONS — RECTANGULAR COMPOUND CHANNEL 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.5. — Boundary Shear Stress [RCC] - Series N22 
Run N2 1 2 3 3C 4 5 
s to to TO -co -co -co 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 . ^ 0.7233 
-0.1000 - - - - - 0.7372 
-0.0950 - - - - 0.6832 - 
-0.0900 - - - - 0.6898 0.7459 
-0.0850 - - 0.4912 0.5811 - " 
-0.0800 - - 0.4986 0.5833 0.7089 0.7210 
-0.0750 - 0.4863 - - - - 
-0.0700 - 0.5634 0.5773 0.6498 0.7211 0.7472 
-0.0650 0.4791 - - - - 
-0.0600 0.5000 0.5447 0.5691 0.6415 0.7266 0.7605 
-0.0500 0.5275 0.5640 0.6268 0.6746 0.7585 0.8075 
-0.0400 0.5446 0.5577 0.6266 0.6297 0.7569 0.7848 
-0.0300 0.5370 0.5720 0.5738 0.6420 0.7480 0.7890 
-0.0200 0.5039 0.5303 0.5596 0.6373 0.6571 0.7124 
-0.0100 0.4572 0.4634 0.4968 0.5240 0.5793 0.6259 
-0.0050 
0.0050 
0.4262 0.4407 0.4674 0.4797 0.5678 0.5586 
0.4161 0.4540 0.5014 0.4786 0.5555 0.5443 
0.0125 0.4350 0.5166 0.5700 0.5658 0.6470 0.6650 
0.0225 0.5206 0.5540 0.6194 0.6354 0.7095 0.7672 
0.0325 0.5195 0.5693 0.6542 0.6646 0.7334 0.8304 
0.0425 0.5256 0.5645 0.6757 0.6726 0.8300 0.8189 
0.0525 0.5426 0.5867 0.6725 0.6875 0.7994 0.8631 
0.0625 0.5965 0.6053 0.6650 0.6918 0.7817 0.8393 
0.0725 0.5948 0.6654 0.7025 0.7317 0.8441 0.8938 
0.0825 0.6445 0.7046 0.7491 0.7936 0.8320 0.9199 
0.0925 0.6887 0.7033 0.7630 0.8019 0.8987 0.9352 
0.1025 0.6948 0.7414 0.7828 0.8430 0.8930 0.8779 
0.1125 0.6960 0.7277 0.7900 0.8028 0.8576 0.9087 
0.1225 0.7055 0.7352 0.8020 0.7812 0.8789 0.8955 
0.1325 0.7158 0.7394 0.8048 0.8339 0.8568 0.9375 
0.1425 0.6715 0.7626 0.8103 0.8672 0.9203 0.9445 
0.1525 0.6674 0.7199 0.7953 0.7965 0.8811 0.8798 
0.1725 0.6548 0.7442 0.7418 0.7220 0.8844 0.8616 
0.1925 0.6302 0.6572 0.7193 0.7611 0.8539 0.8814 
0.2125 0.6462 0.7038 0.7396 0.7244 0.7880 0.8928 
0.2325 0.6505 0.6994 0.7913 0.7600 0.7988 0.8378 
0.2.525 0.6735 0.6926 0.7522 0.7546 0.8106 0.8673 
0.2725 0.6671 0.6868 0.7467 0.7452 0.7398 0.8314 
0.2925 0.6403 0.6939 0.7189 0.7470 0.7971 0.7666 
0.3125 0.5957 0.6964 0.7037 0.7657 0.7958 0.8046 
0.3325 0.6067 0.6653 0.7520 0.7611 0.8025 0.8352 
0.3525 0.5912 0.6845 0.7037 0.7031 0.7839 0.8429 
0.3725 0.6349 0.6685 0.6959 0.7369 0.7580 0.8415 
0.3925 0.6318 0.6726 0.6805 0.7045 0.7682 0.7733 
0.4125 0.6398 0.6596 0.6827 0.6883 0.6951 0.7709 
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TABULATIONS — RECTANGULAR COMPOUND CHANfJEL 
TABLE B.5. — Boundary Shear Stress [RCC] - Series H^2 (continued) 
RunN= 1 2 3 3C 4 5 s xo xo XO xo xo xo (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4325 0.6281 0.6548 0.6573 0.6773 0.6627 0.7408 
0.4525 0.5834 0.6439 0.6599 0.6708 0.7330 0.7418 
0.4725 0.5815 0.6912 0.6573 0.6970 0.7154 0.7854 
0.4825 0.5341 0.6306 0.6402 0.7178 0.6780 0.7560 
0.4925 0.5583 0.6596 0.6938 0.6562 0.7588 0.8089 
0.5025 0.5272 0.6229 0.6619 0.6825 0.7280 0.7818 
0.5125 0.5277 0.6238 0.6797 0.6729 0.7178 0.7462 
0.5225 0.5004 0.6063 0.6637 0.6804 0.7379 0.7705 
0.5325 0.4467 0.5930 0.6647 0.6699 0.7109 0.7751 
0.5425 0.4610 0.5707 0.6207 0.6607 0.7435 0.7686 
0.5525 0.3833 0.5540 0.5898 0.6532 0.6733 0.7656 
0.5625 0.4099 0.5709 0.6471 0.6356 0.6736 0.7867 
0.5725 0.3794 0.5197 0.5757 0.5846 0.6361 0.7160 
0.5825 0.3654 0.4737 0.5074 0.5697 0.6041 0.6759 
0.5925 0.3695 0.4503 0.5074 0.5091 0.5821 0.6610 
0.6025 0.3476 0.4522 0.4741 0.4402 0.5506 0.5952 
0.6125 0.3463 0.4158 0.4563 0.4266 0.5098 0.5465 
0.6200 0.3227 0.4040 0.4084 0.3812 0.4449 0.5000 
0.6300 0.3408 0.4019 0.4320 0.3858 0.4551 0.5072 
0.6350 0.3415 0.4356 0.4567 0.4120 0.5321 0.5612 
0.6450 0.4103 0.4864 0.5131 0.5186 0.6084 0.6324 
0.6550 0.4398 0.5122 0.5755 0.5795 0.6641 0.7108 
0.6650 0.4620 0.5578 0.6007 0.6403 0.6710 0.7519 
0.6700 0.4615 0.5574 0.6078 0.6107 0.6586 0.7322 
0.6750 0.4733 0.5444 0.5967 0.6442 0.6438 0.7153 
0.6850 0.2803 0.3873 0.4676 0.5210 0.5811 0.7069 
0.6950 0.2664 0.3840 0.4972 0.4889 0.5862 0.7010 
0.7050 0.2396 0.3646 0.4822 0.5174 0.6296 0.7551 
0.7150 0.2248 0.3516 0.4888 0.5524 0.5877 0.7194 
0.7250 0.2013 0.3432 0.4414 0.4814 0.5843 0.7060 
0.7350 0.2119 0.3258 0.4525 0.5130 0.5882 0.6751 
0.7450 0.1685 0.3389 0.4443 0.4776 0.5597 0.7181 
0.7550 0.1662 0.3260 0.4270 0.4722 0.5591 0.6888 
0.7650 0.1727 0.3210 0.4357 0.4843 0.5490 0.6761 
0.7750 0.1667 0.3032 0.4182 0.4451 0.5415 0.6334 
0.7850 0.1590 0.3340 0.4078 0.4408 0.4995 0.6546 
0.7950 0.1572 0.3272 0.4163 0.4368 0.5395 0.6462 
0.8050 0.1379 0.2972 0.4265 0.4489 0.5079 0.6586 
0.8250 0.1353 0.2876 0.4205 0.4441 0.4946 0.6370 
0.8450 0.1342 0.3065 0.4251 0.4521 0.4959 0.6264 
0.8650 0.1341 0.2972 0.3856 0.4477 0.4933 0.6549 
0.8850 0.1339 0.2811 0.3701 0.4430 0.4951 0.5982 
0.9050 0.1363 0.2903 0.3970 0.4154 0.4817 0.6455 
0.9250 0.1278 0.2944 0.3847 0.4397 0.4911 0.6140 
0.9450 0.1549 0.3050 0.3780 0.4052 0.4904 0.5844 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.5. — Boundary Shear Stress [RCC] - Series U^2 (continued) 
Run N2 1 2 3 3C 4 5 
s -co TO -co -CO TO -co 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.9650 0.1444 0.2796 0.3638 0.4415 0.4813 0.5879 
0.9850 0.1366 0.2932 0.3721 0.3869 0.4682 0.6032 
1.0050 0.1421 0.2626 0.3248 0.3754 0.4830 0.5979 
1.0150 0.1372 0.2692 0.3442 0.3841 0.4338 0.5638 
1.0250 0.1410 0.2724 0.3454 0.3602 0.4752 0.5333 
1.0350 0.1406 0.2436 0.3565 0.3892 0.4473 0.5427 
1.0450 0.1389 0.2457 0.3099 0.3663 0.4393 0.5178 
1.0550 0.1365 0.2335 0.3341 0.3418 0.3941 0.4295 
1.0650 0.1329 0.2402 0.3006 0.3432 0.4026 0.4399 
1.0750 0.1358 0.2277 0.2951 0.3036 0.3112 0.4081 
1.0850 0.1266 0.2300 0.2515 0.2599 0.2974 0.3656 
1.0950 0.1282 0.1970 0.2177 0.2123 0.2594 0.3303 
1.1050 0.0972 0.1651 0.2240 0.2346 0.2578 0.3258 
1.1150 
1.1250 
0.1123 0.1609 0.1923 0.1769 0.2155 0.2820 
0.1219 0.1881 0.2121 0.1679 0.2377 0.2620 
1.1300 0.1178 0.1770 0.2206 0.1913 0.2456 0.2767 
1.1350 - 0.1884 0.2189 0.2165 0.2354 0.2780 
1.1400 - 0.1646 - - - - 
1.1450 - - 0.2593 0.2013 0.2954 0.3143 
1.1500 - - 0.2134 0.1757 - _ 
1.1550 - - - 0.2757 0.3363 
1.1600 - 0.2595 - 
1.1650 - - - - 0.3501 
1.1700 - - - - - 0.3754 
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TABULATIONS — RECTANGULAR COMPOUND CHANNEL 
TABLE B.6. — Boundary Shear Stress [RCC] - Series N^S 
RunNfi 1 2 3 4 5 
s -co 'Co xo -CO -co (m) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 . 0.5964 
-0.1000 - - - - 0.6173 
-0.0950 - - - 0.5998 - 
-0.0900 - - - 0.5280 0.6282 
-0.0850 - - 0.5124 - - 
-0.0800 - - 0.5768 0.6342 0.6435 
-0.0750 - 0.4227 - - - 
-0.0700 - 0.4733 0.6152 0.6766 0.6838 
-0.0650 0.3736 - - - - 
-0.0600 0.4162 0.5307 0.6178 0.6882 0.7110 
-0.0500 0.4648 0.5395 0.6151 0.6740 0.6667 
-0.0400 0.4898 0.5790 0.6104 0.6726 0.6376 
-0.0300 0.4901 0.5873 0.5894 0.6318 0.6024 
-0.0200 0.4386 0.5328 0.5796 0.6200 0.5416 
-0.0100 0.4097 0.4609 0.4864 0.5421 0.4929 
-0.0050 0.3793 0.4330 0.4407 0.5016 0.4604 
0.0050 0.3537 0.4366 0.4407 0.4762 0.4925 
0.0125 0.4107 0.4634 0.4905 0.5530 0.5498 
0.0225 0.4253 0.5182 0.5705 0.5930 0.6450 
0.0325 0.4723 0.5214 0.6191 0.6350 0.6571 
0.0425 0.4885 0.5442 0.5500 0.6350 0.6613 
0.0525 0.5149 0.5792 0.6054 0.6639 0.6968 
0.0625 0.5443 0.6159 0.6168 0.6581 0.6202 
0.0725 0.5660 0.6202 0.6583 0.7131 0.7059 
0.0825 0.6011 0.6570 0.6612 0.7237 0.7294 
0.0925 0.5727 0.6694 0.7239 0.7153 0.7483 
0.1025 0.5875 0.6982 0.7332 0.7598 0.8007 
0.1125 0.6497 0.6582 0.7417 0.7307 0.7741 
0.1225 0.6430 0.7262 0.7510 0.7737 0.7936 
0.1325 0.6441 0.7298 0.7724 0.8042 0.8045 
0.1425 0.6349 0.6415 0.7884 0.7800 0.7725 
0.1525 0.6131 0.6956 0.7770 0.7912 0.8459 
0.1725 0.6111 0.6687 0.7373 0.7856 0.7852 
0.1925 0.6372 0.6875 0.6893 0.7924 0.7752 
0.2125 0.6009 0.6880 0.7469 0.7244 0.8152 
0.2325 0.5996 0.6799 0.6554 0.7530 0.7863 
0.2525 0.6143 0.6704 0.7446 0.7301 0.7717 
0.2725 0.6360 0.6921 0.6597 0.7243 0.7596 
0.2925 0.6018 0.6373 0.6904 0.6857 0.7879 
0.3125 0.5950 0.6510 0.6664 0.7131 0.7651 
0.3325 0.5981 0.6499 0.7169 0.6784 0.6929 
0.3525 0.5802 0.6233 0.6476 0.7031 0.6978 
0.3725 0.5530 0.6007 0.6286 0.6734 0.7340 
0.3925 0.5236 0.5952 0.6119 0.6871 0.7040 
0.4125 0.4810 0.5748 0.6184 0.6716 0.7242 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.6. — Boundary Shear Stress [RCC] - Series N^a (continued) 
Run N^ 1 2 3 4 5 
s xo '^0 to xo TO 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4325 0.5071 0.5836 0.5891 0.6428 0.6727 
0.4525 0.5059 0.5202 0.6166 0.6513 0.6511 
0.4725 0.4722 0.5500 0.5813 0.6117 0.6364 
0.4825 0.4687 0.5209 0.5910 0.6309 0.6837 
0.4925 0.4445 0.5013 0.5544 0.6299 0.6623 
0.5025 0.4322 0.5057 0.5157 0.5729 0.6098 
0.5125 0.4434 0.4899 0.5475 0.5652 0.6113 
0.5225 0.3856 0.4611 0.5136 0.5685 0.5786 
0.5325 0.3930 0.5089 0.4898 0.5662 0.6011 
0.5425 0.3681 0.4486 0.4617 0.5430 0.5989 
0.5525 0.3515 0.4388 0.4840 0.5801 0.6026 
0.5625 0.3225 0.4245 0.4276 0.5151 0.5382 
0.5725 0.3164 0.3747 0.4029 0.4838 0.4907 
0.5825 0.2965 0.3824 0.3950 0.4387 0.4777 
0.5925 0.2729 0.3459 0.3849 0.4362 0.4738 
0.6025 0.2502 0.3308 0.3626 0.3951 0.4161 
0.6125 0.2446 0.2661 0.2935 0.3268 0.3825 
0.6200 0.2354 0.3009 0.2706 0.3139 0.3466 
0.6300 0.2517 0.2796 0.3014 0.3334 0.3630 
0.6350 0.2266 0.3025 0.3239 0.3540 0.4062 
0.6450 0.2968 0.3713 0.3809 0.3845 0.4752 
0.6550 0.3207 0.4063 0.4441 0.4036 0.5094 
0.6650 0.3240 0.4046 0.4390 0.4854 0.5116 
0.6700 0.3421 0.4135 0.4011 0.4836 0.4970 
0.6750 0.3269 0.3727 0.4126 0.4729 0.5015 
0.6800 0.2716 0.3558 0.5505 0.7588 0.8719 
1.1200 0.2716 0.3558 0.5505 0.7588 0.8719 
1.1250 0.0017 0.0639 0.0227 0.0482 0.0729 
1.1300 0.0566 0.0828 0.0388 0.0370 0.1053 
1.1350 - 0.0790 0.0259 0.0355 0.0872 
1.1400 - 0.0474 - - - 
1.1450 - - 0.0083 0.0294 0.1205 
1.1600 - - 0.0387 - - 
1.1550 - - - 0.0408 0.1136 
1.1600 - - - 0.0709 - 
1.1650 - - - - 0.0917 
1.1700 - - - - 0.0807 
Note: Italic XQ values represent an inferred sub-area average computed from 
consideration of the total shear force (y = 0.680m to 1.120m). 
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TABULATIONS — RECTANGULAR COMPOUND CHANI^EL 
TABLE B.7. — Boundary Shear Stress [RCC] - Series N24 
Run Nfi 1(a) Kb) 1(c) 2 3 4 5 s -co T^O xo xo TO to TO (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 _ _ 0.5688 -0.1000 - - - - - - 0.5857 -0.0950 - - - - - 0.5509 - 
-0.0900 - - - - - 0.5840 0.6337 
-0.0850 - - - - 0.5002 - - 
-0.0800 - - - - 0.4901 0.5832 0.6249 
-0.0750 - - - 0.4927 - - - 
-0.0700 - - 0.4548 0.5006 0.5612 0.6013 0.6349 
-0.0650 0.4236 0.4576 0.4847 - - - - 
-0.0600 0.4373 0.4752 0.4677 0.5542 0.5949 0.6341 0.6618 
-0.0500 0.4567 0.4987 0.5404 0.5549 0.6253 0.6270 0.6674 
-0.0400 0.4596 0.5343 0.5335 0.5558 0.6220 0.6393 0.6684 
-0.0300 0.4773 0.4913 0.5018 0.5311 0.5626 0.6177 0.6447 
-0.0200 0.4186 0.4532 0.4539 0.4699 0.5404 0.5249 0.6037 
-0.0100 0.3782 0.4297 0.4428 0.4365 0.4890 0.4969 0.5268 
-0.0050 0.3892 0.3774 0.3754 0.4296 0.4466 0.4312 0.4694 
0.0050 0.3803 0.3900 0.3815 0.3940 0.4708 0.4568 0.4624 
0.0125 0.3782 0.4487 0.4496 0.4528 0.4882 0.5142 0.5180 
0.0225 0.3944 0.4801 0.4795 0.5245 0.5664 0.5934 0.5641 
0.0325 0.4406 0.4877 0.4968 0.5314 0.5761 0.6309 0.6147 
0.0425 0.4352 0.4919 0.5072 0.5596 0.5483 0.6635 0.6514 
0.0525 0.4700 0.5068 0.5404 0.5602 0.5698 0.6538 0.6231 
0.0625 0.5526 0.5241 0.5288 0.5951 0.6012 0.6782 0.6398 
0.0725 0.5358 0.5949 0.6180 0.6281 0.6350 0.6668 0.6719 
0.0825 0.5421 0.5944 0.6058 0.6703 0.6858 0.7190 0.6704 
0.0925 0.5803 0.6443 0.6467 0.6711 0.6303 0.6964 0.6855 
0.1025 0.6032 0.6441 0.6293 0.6432 0.7295 0.7226 0.7633 
0.1125 0.5948 0.6532 0.6141 0.7175 0.7303 0.6959 0.7574 
0.1225 0.6246 0.6660 0.6562 0.6804 0.7322 0.7163 0.7247 
0.1325 0.6162 0.6333 0.6426 0.6843 0.7227 0.7645 0.7721 
0.1425 0.6143 0.6233 0.6642 0.7168 0.7305 0.7410 0.7793 
0.1525 0.6081 0.6421 0.6437 0.7071 0.7356 0.7341 0.7510 
0.1725 0.6133 0.6059 0.6370 0.6574 0.7449 0.6724 0.7638 
0.1925 0.6081 0.6432 0.6568 0.6765 0.7235 0.7296 0.7422 
0.2125 0.5838 0.5874 0.6622 0.6710 0.7513 0.7164 0.7080 
0.2325 0.5498 0.6225 0.6505 0.6378 0.6755 0.7061 0.7209 
0.2525 0.5892 0.6063 0.6212 0.6216 0.6890 0.7096 0.7506 
0.2725 0.6038 0.6474 0.6653 0.6429 0.6824 0.6983 0.7561 
0.2925 0.5697 0.5939 0.6436 0.6421 0.6927 0.6796 0.7344 
0.3125 0.5914 0.5641 0.6274 0.6562 0.6753 0.6694 0.7501 
0.3325 0.5573 0.5862 0.6113 0.6128 0.6627 0.6755 0.7047 
0.3525 0.5363 0.5488 0.5966 0.6507 0.6544 0.6330 0.7200 
0.3725 0.5077 0.5584 0.6125 0.6035 0.6543 0.6554 0.6775 
0.3925 0.5288 0.5216 0.6189 0.5905 0.6184 0.6249 0.6887 
0.4125 0.4806 0.5394 0.5875 0.5814 0.6213 0.6481 0.6884 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.7. — Boundary Shear Stress [RCC] - Series N24 (continued) 
RunN^ 1(a) Kb) 1(c) 2 3 4 5 
s -co TO xo to to to to 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4325 0.4898 0.5283 0.5720 0.6005 0.6308 0.6164 0.6824 
0.4525 0.4553 0.5321 0.5255 0.5823 0.6637 0.6690 0.6818 
0.4725 0.4466 0.4563 0.5199 0.5095 0.6217 0.6333 0.6646 
0.4825 0.4683 0.4629 0.5207 0.5101 0.6075 0.5929 0.6729 
0.4925 0.4251 0.4420 0.5127 0.4890 0.6067 0.6115 0.6433 
0.5025 0.4292 0.4512 0.4822 0.4980 0.5642 0.5933 0.6588 
0.5125 0.4223 0.4494 0.4483 0.4811 0.5418 0.5645 0.6680 
0.5225 0.3802 0.3990 0.4606 0.4600 0.5658 0.6186 0.6397 
0.5325 0.3559 0.4057 0.4710 0.4639 0.5243 0.5527 0.6283 
0.5425 0.3423 0.3684 0.4423 0.4822 0.5136 0.5378 0.5984 
0.5525 0.3386 0.3524 0.4348 0.4366 0.5236 0.5118 0.6100 
0.5625 0.2997 0.3075 0.4173 0.4579 0.4968 0.5154 0.5916 
0.5725 0.2758 0.3154 0.3938 0.4456 0.4766 0.5142 0.5550 
0.5825 0.2830 0.3146 0.3614 0.3992 0.4600 0.4682 0.5383 
0.5925 0.2489 0.2796 0.3595 0.3836 0.4208 0.4451 0.4774 
0.6025 0.2580 0.2741 0.3214 0.3506 0.3872 0.3817 0.4265 
0.6125 0.2434 0.2331 0.2979 0.2968 0.3349 0.3761 0.3739 
0.6200 0.2126 0.1973 0.3004 0.2850 0.3213 ..,.„.,.-r„,,,r--n„r 0.3006 0.3329 
0.6300 0.2281 0.2440 0.3095 0.3057 0.3171 0.3404 0.4136 
0.6350 0.2223 0.2399 0.2987 0.3485 0.3340 0.3646 0.4370 
0.6450 0.2924 0.3168 0.3929 0.3648 0.4094 0.4327 0.5183 
0.6550 0.3318 0.3503 0.4021 0.4309 0.4499 0.4633 0.5567 
0.6650 0,3243 0.3449 0.4122 0.4495 0.4586 0.4836 0.5740 
0.6700 0.3339 0.3642 0.4259 0.4386 0.4627 0.4592 0.5512 
0.6750 0.3466 0.3606 0.4047 0.3956 0.4009 0.4675 0.5679 
0.6800 0.2229 0.2710 0.2876 0.3696 0.4988 0.7385 0.8842 
1.1200 0.2229 0.2710 0.2876 0.3696 0.4988 0.7385 0.8842 
1.1250 0.0329 0.0661 0.1228 0.1126 0.1217 0.0894 0.1874 
1.1300 0.0195 0.0468 0.1073 0.0998 0.1187 0.0974 0.1723 
1.1350 - - 0.1036 0.0971 0.0768 0.0878 0.1744 
1.1400 - - - 0.0951 - - - 
1.1450 - - - - 0.1011 0.0980 0.2133 
1.1500 - - - - 0.0631 - - 
1.1550 - - - - - 0.0543 0.2107 
1.1600 - - - - 0.0782 - 
1.1650 - - - - - - 0.1834 
1.1700 ~ - - - - - 0.1624 
Note: Italic to values represent an inferred sub-area average computed from 
consideration of the total shear force (y = 0.680m to 1.120m). 
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TABULATIONS — RECTANGULAR COMPOUND CHANNEL 
TABLE B.8. — Boundary Shear Stress [RCC] - Series N^s 
Run N» 1(a) Kb) 2 3 3C 4 5 s xo -co to TO To TO TO (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 _ _ 0.7411 -0.1000 - - - - - 0.7690 -0.0950 - - - - - 0.5272 - 
-0.0900 - - - - - 0.5678 0.7333 
-0.0850 - - - 0.4902 0.5174 - - 
-0.0800 - - - 0.5392 0.5447 0.5787 0.7655 
-0.0750 - - 0.4695 - - - - 
-0.0700 - 0.4014 0.4778 0.5654 0.5845 0.6134 0.7936 
-0.0650 0.3745 0.4241 - - - - - 
-0.0600 0.4094 0.4565 0.5224 0.6290 0.6130 0.5911 0.8157 
-0.0500 0.4358 0.4914 0.5529 0.6372 0.6315 0.6118 0.7941 
-0.0400 0.4571 0.4891 0.5561 0.6367 0.6195 0.5894 0.7550 
-0.0300 0.4610 0.4840 0.5304 0.6179 0.5970 0.6130 0.7541 
-0.0200 0.4076 0.4480 0.4943 0.5925 0.5544 0.5494 0.6996 
-0.0100 0.3397 0.3843 0.4501 0.5259 0.4820 0.4912 0.6028 
-0.0050 0.3293 0.3634 0.3915 0.4608 0.4388 0.4833 0.5646 
0.0050 0.3390 0.3416 0.3782 0.4487 0.4289 0.4592 0.5731 
0.0125 0.3760 0.4059 0.4622 0.5382 0.4512 0.5377 0.6069 
0.0225 0.4312 0.4751 0.5190 0.6135 0.5825 0.6114 0.7111 
0.0325 0.4574 0.5003 0.5516 0.6656 0.5841 0.6282 0.7504 
0.0425 0.4818 0.5028 0.5309 0.6539 0.5924 0.6829 0.7690 
0.0525 0.4934 0.5036 0.5750 0.6610 0.5997 0.6662 0.8133 
0.0625 0.5137 0.5698 0.6110 0.6921 0.6024 0.6942 0.7680 
0.0725 0.5714 0.5794 0.6339 0.7270 0.6229 0.7513 0.8112 
0.0825 0.5821 0.6026 0.6467 0.7295 0.6352 0.7432 0.8876 
0.0925 0.5806 0.6103 0.6862 0.7344 0.6772 0.7771 0.8864 
0.1025 0.6057 0.6193 0.7001 0.7563 0.6989 0.7219 0.8863 
0.1125 0.6032 0.6110 0.6973 0.7728 0.6853 0.7617 0.9148 
0.1225 0.5789 0.6249 0.7197 0.7649 0.6796 0.7521 0.9023 
0.1325 0.5845 0.6321 0.7015 0.7189 0.6662 0.7772 0.9014 
0.1425 0.5651 0.6119 0.6889 0.7531 0.6587 0.7659 0.8786 
0.1525 0.5706 0.6420 0.6806 0.7350 0.6446 0.7188 0.8683 
0.1725 0.6077 0.6304 0.6843 0.7563 0.6184 0.7340 0.8644 
0.1925 0.5923 0.6276 0.6743 0.7587 0.6429 0.7077 0.8692 
0.2125 0.5875 0.6067 0.7107 0.7610 0.6213 0.7557 0.8873 
0.2325 0.5912 0.6275 0.6877 0.7607 0.6344 0.7492 0.8600 
0.2525 0.6035 0.6462 0.6476 0.7793 0.6018 0.7148 0.8459 
0.2725 0.6101 0.6243 0.6779 0.7438 0.6252 0.7601 0.8453 
0.2925 0.5850 0.6283 0.6543 0.7545 0.6175 0.7678 0.8268 
0.3125 0.5987 0.6073 0.6600 0.7635 0.5674 0.7375 0.8077 
0.3325 0.5733 0.5957 0.6562 0.7220 0.5604 0.7514 0.7629 
0.3525 0.5645 0.6129 0.6292 0.7034 0.5818 0.7036 0.7523 
0.3725 0.5674 0.5874 0.6293 0.7389 0.5303 0.7236 0.7416 
0.3925 0.5307 0.5994 0.6285 0.6985 0.5489 0.6782 0.7355 
0.4125 0.5026 0.5670 0.6360 0.6743 0.5338 0.6876 0.7258 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.8. — Boundary Shear Stress [RCC] - Series N^s (continued) 
Run N^ 1(a) Kb) 2 3 3C 4 5 
s xo TO xo xo xo xo Xo 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4325 0.5166 0.5798 0.6199 0.6762 0.5270 0.6885 0.7922 
0.4525 0.4918 0.5341 0.5985 0.6948 0.5089 0.6737 0.7352 
0.4725 0.5101 0.4987 0.5787 0.6667 0.5042 0.6414 0.7538 
0.4825 0.4638 0.5231 0.5597 0.6682 0.5396 0.6746 0.7171 
0.4925 0.4455 0.5039 0.5661 0.6770 0.4835 0.6797 0.7601 
0.5025 0.4406 0.4969 0.5555 0.6644 0.4589 0.6673 0.7378 
0.5125 0.4499 0.4593 0.5084 0.6639 0.5067 0.6525 0.7215 
0.5225 0.4119 0.4602 0.5075 0.6393 0.5475 0.6627 0.7420 
0.5325 0.4258 0.4408 0.5024 0.6321 0.4853 0.6218 0.7492 
0.5425 0.3866 0.4360 0.4976 0.6257 0.4573 0.6095 0.7314 
0.5525 0.3802 0.4197 0.4758 0.6279 0.4344 0.5979 0.6634 
0.5625 0.3530 0.3974 0.4674 0.5900 0.4471 0.5710 0.6806 
0.5725 0.3313 0.3715 0.4475 0.5668 0.4108 0.5846 0.6636 
0.5825 0.3245 0.3392 0.4480 0.5335 0.4335 0.5332 0.6273 
0.5925 0.2951 0.3477 0.4176 0.4997 0.3839 0.5179 0.5784 
0.6025 0.2855 0.3009 0.3898 0.4767 0.3562 0.4496 0.5170 
0.6125 0.2654 0.2762 0.3449 0.4080 0.3187 0.4065 0.4580 
0.6200 0.2644 0.2796 0.3214 0.3889 0.2702 0.3685 0.4237 
0.6300 0.2803 0.3090 0.3584 0.4142 0.3162 0.3741 0.4348 
0.6350 0.2741 0.3448 0.3566 0.4294 0.3420 0.3864 0.4235 
0.6450 0.3313 0.3792 0.4202 0.4988 0.4349 0.5181 0.5609 
0.6550 0.3507 0.4026 0.4365 0.5467 0.4655 0.5096 0.6042 
0.6650 0.3768 0.4054 0.4501 0.5535 0.4648 0.5503 0.6362 
0.6700 0.3582 0.4235 0.4625 0.5576 0.4872 0.5474 0.6454 
0.6750 0.3530 0.4040 0.4004 0.5506 0.4964 0.5446 0.6306 
0.6800 0.2704 0.3305 0.3361 0.4119 0.5628 0.6129 0.6928 
1.1200 0.2704 0.3305 0.3361 0.4119 0.5628 0.6129 0.6928 
1.1250 0.0763 0.1000 0.1383 0.1917 0.1147 0.1502 0.1602 
1.1300 0.0394 0.0913 0.1232 0.1762 0.0953 0.1309 0.1850 
1.1350 - 0.0824 0.1222 0.1775 0.0876 0.1481 0.1929 
1.1400 - - 0.1087 - - - - 
1.1450 - - - 0.1783 0.0860 0.1658 0.2185 
1.1500 - - - 0.1671 0.0578 - - 
1.1550 - - - - - 0.1466 0.2073 
1.1600 - - - - - 0.1284 - 
1.1650 - - - - - 0.1985 
1.1700 - - - - - 0.1576 
Note: Italic XQ values represent an inferred sub-area average computed from 
consideration of the total shear force (y = 0.680m to 1.120m). 
324 
TABULATIONS — RECTANGULAR COMPOUND CHAN]MEL 
lAI iL^   B.9. — Bou ndary SI iiear Str( 5SS [RCC] - Series N^e 
RunN» 1(a) Kb) 2 3 4 s xo xo -CO xo to (m) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.0950 _ _ . 0.6896 
-0.0900 - - - - 0.7115 
-0.0850 - - - 0.4551 - 
-0.0800 - - - 0.4520 0.7031 
-0.0750 - - 0.3727 - - 
-0.0700 - 0.4042 0.4568 0.5027 0.6872 
-0.0650 0.3794 0.4489 - - - 
-0.0600 0.4215 0.4814 0.4281 0.5496 0.6608 
-0.0500 0.4459 0.4971 0.4909 0.5501 0.6495 
-0.0400 0.5026 0.5271 0.5170 0.5849 0.6190 
-0.0300 0.4638 0.5062 0.5253 0.5483 0.5885 
-0.0200 0.4057 0.4878 0.4530 0.4801 0.5581 
-0.0100 0.3741 0.4080 0.4064 0.4326 0.4600 
-0.0050 0.3258 0.3827 0.3264 0.3763 0.4029 
0.0050 0.2815 0.3724 0.2973 0.3737 0.3939 
0.0125 0.3258 0.4201 0.4423 0.4388 0.4977 
0.0225 0.4058 0.4861 0.4909 0.5520 0.5702 
0.0325 0.4404 0.5180 0.5252 0.6070 0.6715 
0.0425 0.4220 0.5486 0.5416 0.6239 0.6949 
0.0525 0.4368 0.5660 0.5629 0.6671 0.7347 
0.0625 0.4795 0.5862 0.6091 0.6734 0.7175 
0.0725 0.5100 0.6169 0.6229 0.7261 0.7601 
0.0825 0.5346 0.6326 0.6534 0.7129 0.7332 
0.0925 0.5771 0.6453 0.6972 0.7027 0.8042 
0.1025 0.5885 0.6355 0.6582 0.7234 0.8021 
0.1125 0.5388 0.6356 0.6990 0.7624 0.7874 
0.1225 0.5944 0.6536 0.6601 0.7497 0.8124 
0.1325 0.5643 0.5997 0.6782 0.7469 0.8065 
0.1425 0.5842 0.6361 0.6650 0.7390 0.8130 
0.1525 0.5569 0.6442 0.6500 0.7200 0.8125 
0.1725 0.5549 0.6180 0.6423 0.7421 0.8150 
0.1925 0.5690 0.6519 0.6715 0.7737 0.7944 
0.2125 0.5948 0.6578 0.6402 0.7477 0.8370 
0.2325 0.5604 0.6401 0.6624 0.7468 0.7644 
0.2525 0.5313 0.6302 0.6871 0.7265 0.7990 
0.2725 0.5363 0.6310 0.6463 0.7266 0.8094 
0.2925 0.5365 0.6045 0.6289 0.7039 0.7672 
0.3125 0.5084 0.6043 0.5910 0.6923 0.7774 
0.3325 0.4885 0.5935 0.5923 0.6840 0.7791 
0.3525 0.5340 0.5992 0.6288 0.7167 0.7299 
0.3725 0.5020 0.6035 0.6162 0.6833 0.7514 
0.3925 0.4770 0.5961 0.6025 0.6711 0.7079 
0.4125 0.4739 0.5977 0.6280 0.6536 0.7335 
0.4325 0.5019 0.5744 0.5842 0.6828 0.6955 
0.4525 0.4891 0.5908 0.6040 0.6420 0.6764 
325 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.9. — Boundary Shear Stress [RCC] - Series N^e (continued) 
RunN= 1(a) Kb) 2 3 4 
s 'CO to XQ to to 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4725 0.4268 0.5540 0.5956 0.6713 0.6654 
0.4825 0.4464 0.5371 0.5927 0.6536 0.6751 
0.4925 0.4397 0.5170 0.5400 0.6465 0.7109 
0.5025 0.4405 0.5123 0.5265 0.6490 0.6703 
0.5125 0.4013 0.4810 0.5020 0.6340 0.7161 
0.5225 0.3822 0.4756 0.5127 0.6275 0.7156 
0.5325 0.3616 0.4511 0.5046 0.6190 0.6941 
0.5425 0.3560 0.4437 0.4651 0.5950 0.6752 
0.5525 0.3449 0.4480 0.4507 0.5874 0.6513 
0.5625 0.2860 0.4179 0.4239 0.5612 0.7034 
0.5725 0.3108 0.3926 0.3972 0.5358 0.6458 
0.5825 0.2855 0.3830 0.3926 0.4911 0.5569 
0.5925 0.2514 0.3545 0.3711 0.4787 0.4945 
0.6025 0.2586 0.3373 0.3303 0.4101 0.4420 
0.6125 0.2040 0.2735 0.3000 0.3138 0.3062 
0.6200 0.1877 0.2497 0.2198 0.2570 0.2396 
0.6300 0.2035 0.2970 0.2559 0.1908 0.2798 
0.6350 0.2109 0.2893 0.2716 0.2717 0.3672 
0.6450 0.2993 0.3697 0.3737 0.4572 0.4752 
0.6550 0.3176 0.4229 0.4045 0.4811 0.5226 
0.6650 0.3460 0.4213 0.4343 0.5169 0.5534 
0.6700 0.3457 0.4416 0.4500 0.5143 0.5509 
0.6750 0.3393 0.4316 0.4209 0.5144 0.5646 
0.6800 03090 0.2933 03950 0.4596 0.5881 
1.1200 03090 0.2933 0.3950 0.4596 0.5881 
1.1250 0.0378 0.1025 0.0486 0.0806 0.1305 
1.1300 0.0280 0.0825 0.0357 0.1160 0.1438 
1.1350 - 0.0799 0.0125 0.1134 0.1570 
1.1400 - - 0.0107 - - 
1.1450 - - - 0.0893 0.1746 
1.1500 - - - 0.0781 - 
1.1550 - - - - 0.1322 
1.1600 - - - - 0.1138 
Note: Italic TQ values represent an inferred sub-area average computed from 
consideration of the total shear force {y = 0.680m to 1.120m). 
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TABULATIONS — RECTANGULAR COMPOUND CHANNEL 
TABLE B.10. — Depth Averaged Velocity [RCC] - Series N^a 
RunN» 1 2 3 3C 4 5 
y (m) U (m/s) U (m/s) U (m/s) 17 (m/s) U (m/s) U (m/s) 
0.0050 0.3586 0.3980 0.4080 0.4185 0.4363 0.4628 
0.0125 
0.0225 
0.3993 
0.4331 
0.4379 
0.4808 
0.4679 
0.5024 
0.4876 
0.5287 
0.5003 
0.5434 
0.5377 
0.5877 
0.0325 0.4540 0.4928 0.5298 0.5567 0.5764 0.6067 
0.0425 0.4570 0.5098 0.5399 0.5717 0.5924 0.6357 
0.0525 0.4649 0.5167 0.5531 0.5828 0.6094 0.6547 
0.0625 0.4788 0.5267 0.5592 0.5898 0.6114 0.6607 
0.0725 0.4917 0.5337 0.5714 0.5958 0.6264 0.6657 
0.0825 0.5056 0.5487 0.5825 0.6008 0.6294 0.6757 
0.0925 0.5215 0.5566 0.5917 0.6128 0.6444 0.6827 
0.1025 0.5245 0.5686 0.5988 0.6168 0.6504 0.6827 
0.1125 0.5315 0.5786 0.6089 0.6328 0.6514 0.6857 
0.1225 0.5324 0.5816 0.6170 0.6348 0.6534 0.6817 
0.1325 0.5404 0.5806 0.6282 0.6519 0.6604 0.6817 
0.1425 0.5384 0.5816 0.6313 0.6418 0.6604 0.6807 
0.1525 0.5354 0.5736 0.6211 0.6208 0.6554 0.6747 
0.1725 0.5354 0.5786 0.6099 0.6208 0.6504 0.6697 
0.1925 0.5344 0.5716 0.6059 0.6138 0.6444 0.6607 
0.2125 0.5414 0.5836 0.6069 0.6088 0.6364 0.6607 
0.2325 0.5404 0.5816 0.6008 0.6108 0.6274 0.6627 
0.2525 0.5344 0.5796 0.5988 0.6128 0.6344 0.6857 
0.2725 0.5295 0.5596 0.5988 0.6128 0.6304 0.6697 
0.2925 0.5225 0.5556 0.6008 0.6168 0.6314 0.6577 
0.3125 0.5166 0.5526 0.5967 0.6158 0.6334 0.6487 
0.3325 0.5126 0.5507 0.5927 0.6048 0.6284 0.6487 
0.3525 0.5156 0.5497 0.5917 0.5948 0.6214 0.6447 
0.3725 0.5106 0.5477 0.5856 0.6018 0.6204 0.6387 
0.3925 0.5106 0.5457 0.5805 0.5958 0.6184 0.6337 
0.4125 0.5086 0.5387 0.5744 0.5888 0.6044 0.6257 
0.4325 0.5096 0.5427 0.5683 0.5858 0.5974 0.6217 
0.4525 0.5036 0.5397 0.5663 0.5788 0.5984 0.6167 
0.4725 0.4838 0.5377 0.5622 0.5828 0.5944 0.6207 
0.4825 0.4808 0.5277 0.5572 0.5828 0.5974 0.6207 
0.4925 0.4738 0.5207 0.5582 0.5727 0.5904 0.6237 
0.5025 0.4689 0.5187 0.5582 0.5818 0.5894 0.6177 
0.5125 0.4609 0.5117 0.5450 0.5748 0.5924 0.6167 
0.5225 0.4440 0.5028 0.5460 0.5717 0.5874 0.6147 
0.5325 0.4401 0.4958 0.5359 0.5607 0.5764 0.6117 
0.5425 0.4252 0.4838 0.5237 0.5487 0.5764 0.6077 
0.5525 0.4132 0.4738 0.5135 0.5407 0.5714 0.5977 
0.5625 
0.5725 
0.5825 
0.4033 
0.3954 
0.3844 
0.4659 
0.4489 
0.4359 
0.5044 
0.4922 
0.4821 
0.5227 
0.5097 
0.4987 
0.5614 
0.5444 
0.5294 
0.5827 
0.5727 
0.5587 
0.5925 0.3765 0.4260 0.4668 0.4786 0.5143 0.5437 
0.6025 0.3616 0.4160 0.4547 0.4696 0.5053 0.5297 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.10. — Depth Averaged Velocity [RCC] - Series ti^2 (continued) 
Run N= 1 2 3 3C 4 5 
y (m) u (m/s) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) 
0.6125 0.3467 0.3980 0.4394 0.4496 0.4813 0.5087 
0.6200 0.3119 0.3601 0.4059 0.4105 0.4443 0.4748 
0.6300 0.2722 0.3511 0.4212 0.4296 0.4843 0.5267 
0.6400 0.2623 0.3561 0.4273 0.4326 0.4933 0.5407 
0.6500 0.2503 0.3422 0.4262 0.4296 0.4963 0.5487 
0.6600 0.2454 0.3392 0.4283 0.4316 0.4933 0.5537 
0.6700 0.2275 0.3312 0.4191 0.4155 0.4963 0.5487 
0.6800 0.2255 0.3282 0.4202 0.3975 0.4903 0.5477 
0.6900 0.2166 0.3212 0.4100 0.4055 0.4903 0.5487 
0.7000 0.2066 0.3192 0.4120 0.4065 0.4663 0.5477 
0.7100 0.2066 0.3162 0.4070 0.4045 0.4573 0.5367 
0.7200 0.2066 0.3132 0.4019 0.4085 0.4463 0.5377 
0.7300 0.2036 0.3112 0.3948 0.4105 0.4453 0.5387 
0.7400 0.1957 0.3072 0.3988 0.4045 0.4433 0.5317 
0.7500 0.1987 0.3063 0.3907 0.4055 0.4423 0.5307 
0.7700 0.1987 0.3043 0.3917 0.4025 0.4443 0.5157 
0.7900 0.1997 0.2983 0.3826 0.4045 0.4373 0.5197 
0.8100 0.2017 0.2963 0.3867 0.4035 0.4383 0.5157 
0.8300 0.1977 0.2953 0.3775 0.3975 0.4463 0.5127 
0.8500 0.2017 0.2913 0.3796 0.3975 0.4493 0.5127 
0.8700 0.2017 0.2943 0.3745 0.3965 0.4383 0.5017 
0.8900 0.1967 0.2983 0.3714 0.3915 0.4363 0.4967 
0.9100 0.2046 0.2943 0.3684 0.3865 0.4223 0.5007 
0.9300 0.1917 0.2903 0.3633 0.3835 0.4253 0.4948 
0.9500 0.2026 0.2863 0.3501 0.3735 0.4243 0.4878 
0.9600 0.1977 0.2843 0.3511 0.3585 0.4173 0.4898 
0.9700 0.1977 0.2833 0.3522 0.3645 0.4153 0.4748 
0.9800 0.1947 0.2813 0.3552 0.3605 0.4083 0.4698 
0.9900 0.1977 0.2773 0.3522 0.3635 0.4233 0.4528 
1.0000 0.1897 0.2823 0.3451 0.3705 0.4093 0.4358 
1.0100 0.1877 0.2813 0.3339 0.3625 0.3963 0.4188 
1.0200 0.1848 0.2723 0.3258 0.3515 0.3712 0.4028 
1.0300 0.1818 0.2663 0.3085 0.3304 0.3562 0.3768 
1.0400 
1.0500 
1.0600 
0.1798 
0.1798 
0.1579 
0.2484 
0.2254 
0.2095 
0.2892 
0.2720 
0.2405 
0.3104 
0.2934 
0.2623 
0.3382 
0.3242 
0.2802 
0.3438 
0.3208 
0.2959 
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TABULATIONS — RECTANGULAR COMPOUND CHAN MEL 
1 MDL .c B.n. — uept n Avera ged Vel( )clty [RC )C] - Series N^s 
RunNs 1 2 3 4 5 
y (m) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) 
0.0050 
0.0125 
0.0225 
0.0325 
0.0425 
0.0525 
0.0625 
0.3446 
0.3905 
0.4185 
0.4365 
0.4514 
0.4654 
0.4794 
0.3663 
0.4084 
0.4465 
0.4636 
0.4807 
0.4927 
0.5088 
0.3814 
0.4411 
0.4789 
0.5058 
0.5168 
0.5277 
0.5387 
0.4040 
0.4641 
0.5072 
0.5303 
0.5463 
0.5543 
0.5604 
0.4088 
0.4668 
0.5087 
0.5317 
0.5447 
0.5577 
0.5747 
0.0725 
0.0825 
0.5014 
0.5064 
0.5208 
0.5369 
0.5496 
0.5626 
0.5634 
0.5814 
0.5827 
0.5977 
0.0925 0.5174 0.5519 0.5765 0.5944 0.6027 
0.1025 0.5273 0.5579 0.5845 0.6035 0.6117 
0.1125 0.5343 0.5650 0.5924 0.6065 0.6197 
0.1225 0.5333 0.5690 0.6044 0.6135 0.6237 
0.1325 0.5323 .0.5730 0.6074 0.6185 0.6277 
0.1425 0.5293 0.5730 0.6064 0.6225 0.6277 
0.1525 0.5343 0.5710 0.6054 0.6195 0.6347 
0.1725 0.5293 0.5640 0.6004 0.6215 0.6307 
0.1925 0.5363 0.5680 0.5974 0.6185 0.6297 
0.2125 0.5333 0.5660 0.5895 0.6125 0.6287 
0.2325 0.5333 0.5700 0.5865 0.6115 0.6237 
0.2525 0.5273 0.5670 0.5815 0.6105 0.6147 
0.2725 0.5253 0.5559 0.5785 0.5974 0.6147 
0.2925 0.5214 0.5549 0.5705 0.5954 0.6087 
0.3125 0.5164 0.5499 0.5735 0.5894 0.6027 
0.3325 0.5174 0.5459 0.5626 0.5924 0.6027 
0.3525 0.5114 0.5389 0.5636 0.5894 0.6017 
0.3725 0.5024 0.5298 0.5536 0.5844 0.5907 
0.3925 0.4974 0.5218 0.5516 0.5784 0.5917 
0.4125 0.4934 0.5138 0.5476 0.5824 0.5837 
0.4325 0.4784 0.5128 0.5456 0.5834 0.5747 
0.4525 0.4654 0.5027 0.5287 0.5674 0.5677 
0.4725 0.4494 0.5098 0.5506 0.5523 0.5487 
0.4825 0.4434 0.4987 0.5387 0.5413 0.5447 
0.4925 0.4345 0.4817 0.5028 0.5313 0.5347 
0.5025 0.4305 0.4616 0.4889 0.5223 0.5287 
0.5125 0.4215 0.4596 0.4819 0.5082 0.5257 
0.5225 0.4165 0.4496 0.4580 0.5042 0.5137 
0.5325 0.3995 0.4375 0.4570 0.4902 0.4967 
0.5425 0.3945 0.4255 0.4461 0.4802 0.4947 
0.5525 0.3835 0.4184 0.4282 0.4691 0.4818 
0.5625 0.3775 0.4014 0.4132 0.4551 0.4728 
0.5725 0.3665 0.3873 0.3983 0.4371 0.4608 
0.5825 0.3506 0.3723 0.3863 0.4270 0.4488 
0.5925 0.3336 0.3602 0.3634 0.4150 0.4368 
0.6025 0.3146 0.3462 0.3475 0.3990 0.4148 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.11. — Depth Averaged Velocity [RCC] - Series N^a (continued) 
Run N» 
y 
(m) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
17 
(m/s) 
IZ 
(m/s) 
0.6L25 
0.6200 
0.2986 
0.2787 
0.3311 
0.3051 
0.3375 
0.3117 
0.3829 
0.3659 
0.3898 
0.3638 
0.6300 
0.6400 
0.6500 
0.6600 
0.6700 
0.6800 
0.6900 
0.7000 
0.7100 
0.72,00 
0.7300 
0.7400 
0.7500 
0.7700 
0.7900 
0.8100 
0.8300 
0.8500 
0.8700 
0.8900 
0.9100 
0.9300 
0.9500 
0.9600 
0.9700 
0.9800 
0.9900 
1.0000 
1.0100 
1.0200 
1.0300 
1.0400 
1.0500 
1.0600 
0.2317 
0.2087 
0.1828 
0.1778 
0.1658 
0.1608 
0.1149 
0.1119 
0.1179 
0.1109 
0.0869 
0.0989 
0.0509 
0.0719 
0.0679 
0.0839 
0.0569 
0.0160 
0.0759 
0.0649 
0.0829 
0.0789 
0.0959 
0.0869 
0.0869 
0.0939 
0.0859 
0.0779 
0.0889 
0.0979 
0.0819 
0.0799 
0.0969 
0.1009 
0.2750 
0.2519 
0.2398 
0.2258 
0.2188 
0.2017 
0.1897 
0.1826 
0.1876 
0.1686 
0.1726 
0.1686 
0.1545 
0.1485 
0.1435 
0.1305 
0.1194 
0.1224 
0.1194 
0.1174 
0.1124 
0.1164 
0.1204 
0.1154 
0.1134 
0.1124 
0.1084 
0.1074 
0.1074 
0.1024 
0.1003 
0.1014 
0.1074 
0.1034 
0.2818 
0.2659 
0.2469 
0.2430 
0.2400 
0.2290 
0.2310 
0.2181 
0.2161 
0.2041 
0.1981 
0.2111 
0.2031 
0.1912 
0.1842 
0.1802 
0.1792 
0.1663 
0.1683 
0.1673 
0.1643 
0.1633 
0.1633 
0.1583 
0.1543 
0.1523 
0.1563 
0.1504 
0.1563 
0.1543 
0.1573 
0.1464 
0.1384 
0.1324 
0.3438 
0.3268 
0.3077 
0.3017 
0.2967 
0.2867 
0.2857 
0.2686 
0.2697 
0.2576 
0.2506 
0.2496 
0.2386 
0.2275 
0.2195 
0.2245 
0.2155 
0.2195 
0.2065 
0.2065 
0.1905 
0.1794 
0.1844 
0.1915 
0.1965 
0.2085 
0.2075 
0.2065 
0.2275 
0.2145 
0.1905 
0.1985 
0.1804 
0.1604 
0.3558 
0.3398 
0.3208 
0.3178 
0.3098 
0.3018 
0.3038 
0.3078 
0.3028 
0.3018 
0.2928 
0.3278 
0.3058 
0.2849 
0.2729 
0.2669 
0.2629 
0.2469 
0.2519 
0.2329 
0.2319 
0.2329 
0.2279 
0.2329 
0.2309 
0.2299 
0.2399 
0.2259 
0.2229 
0.2089 
0.1939 
0.1829 
0.1719 
0.1459 
330 
TABULATIONS — RECTANGULAR COMPOUND CHANJsJEL 
TABLE B.I2. — Depth Averaged Velocity [RCC] ■ Series H^4 
RunN= 1(a) Kb) 1(c) 2 3 4 5 y 17 U 17 17 17 17 17 (m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.0050 0.3165 0.3323 0.3538 0.3832 0.3793 0.4061 0.4153 
0.0125 0.3697 0.3858 0.4074 0.4378 0.4410 0.4727 0.4790 
0.0225 0.4072 0.4181 0.4428 0.4795 0.4858 0.5049 0.5168 
0.0325 0.4220 0.4434 0.4640 0.5003 0.5037 0.5291 0.5427 
0.0425 0.4259 0.4474 0.4782 0.5142 0.5146 0.5462 0.5627 
0.0525 0.4387 0.4585 0.4913 0.5222 0.5206 0.5674 0.5776 
0.0625 0.4574 0.4737 0.5105 0.5301 0.5326 0.5694 0.5895 
0.0725 0.4673 0.4888 0.5206 0.5450 0.5485 0.5886 0.5995 
0.0825 0.4880 0.5000 0.5408 0.5559 0.5624 0.5956 0.6095 
0.0925 0.5038 0.5151 0.5459 0.5599 0.5694 0.6037 0.6184 
0.1025 0.5176 0.5282 0.5570 0.5728 0.5803 0.6127 0.6244 
0.1125 0.5205 0.5343 0.5560 0.5777 0.5883 0.6148 0.6304 
0.1225 0.5265 0.5404 0.5610 0.5877 0.5913 0.6127 0.6373 
0.1325 0.5215 0.5434 0.5600 0.5897 0.5982 0.6158 0.6383 
0.1425 0.5245 0.5505 0.5600 0.5857 0.6002 0.6188 0.6403 
0.1525 0.5274 0.5464 0.5590 0.5857 0.5953 0.6178 0.6403 
0.1725 0.5225 0.5505 0.5610 0.5827 0.6022 0.6188 0.6403 
0.1925 0.5215 0.5424 0.5621 0.5728 0.5913 0.6117 0.6334 
0.2125 0.5186 0.5393 0.5671 0.5648 0.5664 0.6168 0.6264 
0.2325 0.5205 0.5303 0.5550 0.5619 0.5823 0.6138 0.6214 
0.2525 0.5136 0.5272 0.5631 0.5589 0.5883 0.6077 0.6144 
0.2725 0.5136 0.5282 0.5590 0.5639 0.5853 0.6027 0.6204 
0.2925 0.5117 0.5272 0.5600 0.5559 0.5744 0.5966 0.6204 
0.3125 0.5097 0.5222 0.5540 0.5519 0.5754 0.5926 0.6194 
0.3325 0.5067 0.5181 0.5489 0.5529 0.5714 0.5896 0.6184 
0.3525 0.5038 0.5181 0.5469 0.5460 0.5694 0.5875 0.6124 
0.3725 0.4979 0.5121 0.5469 0.5400 0.5624 0.5825 0.6075 
0.3925 0.4920 0.5060 0.5439 0.5410 0.5545 0.5815 0.6005 
0.4125 0.4860 0.4929 0.5317 0.5321 0.5584 0.5765 0.5975 
0.4325 0.4713 0.4838 0.5216 0.5390 0.5505 0.5775 0.5905 
0.4525 0.4624 0.4727 0.5095 0.5321 0.5445 0.5714 0.5866 
0.4725 0.4456 0.4596 0.5014 0.5122 0.5375 0.5684 0.5786 
0.4825 0.4377 0.4474 0.4842 0.4973 0.5296 0.5593 0.5716 
0.4925 0.4259 0.4414 0.4771 0.4894 0.5266 0.5513 0.5656 
0.5025 0.4200 0.4353 0.4802 0.4815 0.5097 0.5472 0.5617 
0.5125 0.4072 0.4272 0.4852 0.4755 0.5027 0.5382 0.5537 
0.5225 0.4003 0.4212 0.4610 0.4636 0.4917 0.5301 0.5427 
0.5325 0.3924 0.4151 0.4529 0.4556 0.4888 0.5190 0.5348 
0.5425 0.3825 0.4091 0.4407 0.4427 0.4698 0.5130 0.5258 
0.5525 0.3667 0.4010 0.4226 0.4318 0.4589 0.5140 0.5168 
0.5625 0.3549 0.3899 0.4124 0.4199 0.4410 0.4948 0.5059 
0.5725 0.3451 0.3747 0.3973 0.4100 0.4320 0.4817 0.4959 
0.5825 0.3332 0.3707 0.3862 0.3951 0.4201 0.4666 0.4850 
0.5925 0.3244 0.3555 0.3670 0.3752 0.4022 0.4454 0.4720 
0.6025 0.3204 0.3404 0.3488 0.3623 0.3982 0.4243 0.4521 
331 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.12. — De pth Ave raged V« Hocity [i ^ CC] - s ieries N^ 4 (conti 
Run N2 1(a) Kb) 1(c) 2 3 4 5 
y U U U U U U U 
(m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.6125 0.3066 0.3222 0.3316 0.3415 0.3713 0.4031 0.4342 
0.6200 0.2869 0.3000 0.3154 0.3246 0.3444     0.3729 0.4083 
0.6300 0.2544 0.2848 0.2911 0.2938 0.3285 0.3648 0.4073 
0.6400 0.2189 0.2404 0.2517 0.2760 0.3086 0.3406 0.3944 
0.6500 0.2386 0.2353 0.2335 0.2571 0.2936 0.3296 0.3934 
0.6600 0.2268 0.2121 0.2315 0.2492 0.2887 0.3094 0.3834 
0.6700 0.2100 0.1970 0.2163 0.2412 0.2807 0.3074 0.3754 
0.6800 0.2218 0.1970 0.2163 0.2263 0.2777 0.2983 0.3705 
0.6900 0.2090 0.1818 0.2052 0.2214 0.2698 0.3054 0.3675 
0.7000 0.1913 0.1737 0.1941 0.2154 0.2548 0.2983 0.3625 
0.7100 0.1942 0.1687 0.1911 0.1995 0.2489 0.2933 0.3585 
0.7200 0.1913 0.1616 0.1840 0.1975 0.2399 0.2983 0.3565 
0.7300 0.1676 0.1555 0.1769 0.1817 0.2339 0.2872 0.3436 
0.7400 0.1715 0.1606 0.1617 0.1846 0.2329 0.2902 0.3436 
0.7500 0.1607 0.1515 0.1719 0.1727 0.2250 0.2872 0.3436 
0.7700 0.1449 0.1293 0.1476 0.1618 0.2160 0.2792 0.3376 
0.7900 0.1459 0.1293 0.1446 0.1608 0.2130 0.2671 0.3336 
0.8100 0.1499 0.1374 0.1446 0.1559 0.2080 0.2661 0.3266 
0.8300 0.1282 0.1081 0.1344 0.1489 0.2021 0.2610 0.3266 
0.8500 0.1321 0.1040 0.1304 0-1469 0.2011 0.2620 0.3197 
0.8700 0.1341 0.0980 0.1355 0.1400 0.1981 0.2651 0.3167 
0.8900 0.1321 0.0980 0.1365 0.1370 0.2011 0.2620 0.3177 
0.9100 0.1331 0.0980 0.1213 0.1420 0.1951 0.2509 0.3007 
0.9300 0.1301 0.1010 0.1243 0.1390 0.1941 0.2540 0.2988 
0.9500 0.1193 0.0929 0.1254 0.1390 0.1891 0.2419 0.2958 
0.9600 0.1183 0.0949 0.1264 0.1400 0.1891 0.2449 0.2968 
0.9700 0.1262 0.0879 0.1264 0.1400 0.1842 0.2469 0.3027 
0.9800 0.1153 0.0828 0.1264 0.1360 0.1822 0.2509 0.3057 
0.9900 0.1232 0.0929 0.1243 0.1281 0.1802 0.2620 0.3107 
1.0000 0.1163 0.1000 0.1223 0.1310 0.1782 0.2580 0.3077 
1.0100 0.1134 0.1000 0.1213 0.1291 0.1802 0.2489 0.3017 
1.0200 0.1232 0.0960 0.1254 0.1271 0.1812 0.2409 0.2868 
1.0300 0.1084 0.0889 0.1173 0.1231 0.1802 0.2328 0.2719 
1.0400 0.1134 0.0859 0.1183 0.1251 0.1782 0.2217 0.2559 
1.0500 0.1173 0.1020 0.1203 0.1241 0.1652 0.2086 0.2430 
1.0600 0.1282 0.0879 0.1314 0.1092 0.1493 0.1925 0.2231 
332 
TABULATIONS - RECTANGULAR COMPOUND CHANNEL 
TABLE B.13. — Depth Averaged Velocity [RCC] - Series N^s 
Run N2 1(a) Kb) 2 3 3C 4 5 
y U U U U U U U (m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.0050 0.3282 0.3484 0.3621 0.3951 0.4027 0.4143 0.4453 
0.0125 0.3774 0.4021 0.4151 0.4531 0.4599 0.4763 0.5072 
0.0225 0.4098 0.4350 0.4541 0.4941 0.5041 0.5134 0.5492 
0.0325 0.4314 0.4529 0.4701 0.5171 0.5332 0.5394 0.5831 
0.0425 0.4412 0.4658 0.4852 0.5341 0.5413 0.5654 0.6021 
0.0525 0.4599 0.4818 0.5002 0.5471 0.5513 0.5824 0.6101 
0.0625 0.4766 0.4957 0.5132 0.5611 0.5584 0.5974 0.6260 
0.0725 0.4943 0.5136 0.5312 0.5761 0.5744 0.6114 0.6530 
0.0825 0.5051 0.5256 0.5442 0.5821 0.5835 0.6164 0.6540 
0.0925 0.5110 0.5385 0.5502 0.5911 0.5905 0.6274 0.6500 
0.1025 0.5189 0.5385 0.5622 0.5971 0.5905 0.6264 0.6610 
0.1125 0.5199 0.5455 0.5702 0.6001 0.6035 0.6294 0.6550 
0.1225 0.5120 0.5475 0.5692 0.6041 0.6035 0.6384 0.6620 
0.1325 0.5110 0.5425 0.5682 0.6021 0.6025 0.6395 0.6580 
0.1425 0.5110 0.5445 0.5692 0.6061 0.6015 0.6415 0.6630 
0.1525 0.5169 0.5445 0.5702 0.6001 0.6025 0.6405 0.6550 
0.1725 0.5159 0.5465 0.5702 0.6031 0.5985 0.6344 0.6610 
0.1925 0.5081 0.5425 0.5702 0.5971 0.5925 0.6114 0.6620 
0.2125 0.5169 0.5455 0.5702 0.6001 0.5965 0.6074 0.6500 
0.2325 0.5120 0.5475 0.5692 0.6011 0.5945 0.6014 0.6540 
0.2525 0.5169 0.5415 0.5702 0.5961 0.5945 0.6094 0.6480 
0.2725 0.5179 0.5465 0.5672 0.6051 0.5955 0.6164 0.6400 
0.2925 0.5169 0.5445 0.5602 0.5971 0.5955 0.6164 0.6330 
0.3125 0.5091 0.5425 0.5602 0.5961 0.5895 0.6144 0.6211 
0.3325 0.5071 0.5365 0.5512 0.5851 0.5814 0.6074 0,6201 
0.3525 0.5022 0.5305 0.5522 0.5821 0.5865 0.6024 0.6171 
0.3725 0.5041 0.5295 0.5462 0.5771 0.5784 0.6004 0.6101 
0.3925 0.4982 0.5355 0.5442 0.5781 0.5714 0.5924 0.6051 
0.4125 0.4914 0.5325 0.5402 0.5681 0.5684 0.5884 0.6021 
0.4325 0.4815 0.5216 0.5332 0.5631 0.5543 0.5814 0.6011 
0.4525 0.4717 0.5315 0.5232 0.5601 0.5363 0.5764 0.5991 
0.4725 0.4570 0.5266 0.5102 0.5561 0.5081 0.5794 0.6141 
0.4825 0.4521 0.5037 0.5172 0.5511 0.5122 0.5724 0.6021 
0.4925 0.4452 0.4887 0.5072 0.5431 0.5282 0.5674 0.5991 
0.5025 0.4393 0.4828 0.4972 0.5361 0.5192 0.5624 0.5881 
0.5125 0.4304 0.4688 0.4892 0.5311 0.5172 0.5574 0.5871 
0.5225 0.4245 0.4549 0.4792 0.5191 0.5071 0.5484 0.5851 
0.5325 0.4236 0.4449 0.4681 0.5071 0.4941 0.5384 0.5711 
0.5425 0.4118 0.4340 0.4601 0.4981 0.4911 0.5294 0.5611 
05525 0.3951 0.4181 0.4471 0.4871 0.4770 0.5154 0.5492 
0.5625 0.3813 0.4081 0.4361 0.4791 0.4629 0.5014 0.5442 
0.5725 0.3734 0.3952 0.4201 0.4631 0.4529 0.4913 0.5342 
0.5825 0.3646 0.3802 0.4071 0.4481 0.4419 0.4763 0.5092 
0.5925 0.3656 0.3623 0.3931 0.4311 0.4258 0.4603 0.4992 
0.6025 0.3685 0.3454 0.3811 0.4221 0.4147 0.4633 0.4863 
333 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.I3. — Depth Averaged Velocity [RCC] - Series N^s (continued) 
RunN« 1(a) Kb) 2 3 3C 4 5 
y U U U U U U U (m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.6125 0.3469 0.3295 0.3631 0.4031 0.3886 0.4483 0.4883 
0.6200 0.3155 0.3086 0.3381 0.3731 0.3635 0.4113 0.4663 
0.6300 0.2840 0.2837 0.3201 0.3561 0.3364 0.4293 0.4823 
0.6400 0.2535 0.2598 0.2961 0.3331 0.3203 0.3953 0.4643 
0.6500 0.2486 0.2379 0.2791 0.3211 0.3003 0.3793 0.4323 
0.6600 0.2349 0.2319 0.2731 0.3071 0.2922 0.3703 0.4273 
0.6700 0.2290 0.2210 0.2651 0.3071 0.2852 0.3663 0.4204 
0.6800 0.2142 0.2140 0.2591 0.2971 0.2752 0.3663 0.4184 
0.6900 0.2083 0.2011 0.2481 0.2941 0.2772 0.3643 0.4234 
0.7000 0.2054 0.1911 0.2321 0.2871 0.2691 0.3522 0.4134 
0.7100 0.1887 0.1851 0.2341 0.2831 0.2651 0.3372 0.4124 
0.7200 0.1808 0.1792 0.2231 0.2761 0.2621 0.3402 0.4064 
0.7300 0.1730 0.1662 0.2201 0.2761 0.2651 0.3412 0.4084 
0.7400 0.1749 0.1583 0.2161 0.2720 0.2571 0.3312 0.4024 
0.7500 0.1651 0.1583 0.2141 0.2690 0.2541 0.3412 0.3964 
0.7700 0.1494 0.1513 0.2111 0.2670 0.2440 0.3262 0.3924 
0.7900 0.1454 0.1433 0.2041 0.2610 0.2501 0.3252 0.3844 
0.8100 0.1445 0.1364 0.1991 0.2640 0.2470 0.3162 0.3814 
0.8300 0.1346 0.1334 0.1941 0.2580 0.2440 0.3132 0.3784 
0.8500 0.1356 0.1264 0.1891 0.2580 0.2410 0.3082 0.3714 
0.8700 0.1297 0.1214 0.1871 0.2580 0.2420 0.3092 0.3644 
0.8900 0.1150 0.1095 0.1831 0.2550 0.2370 0.3132 0.3575 
0.9100 0.1317 0.1045 0.1891 0.2480 0.2410 0.3092 0.3644 
0.9300 0.1228 0.1135 0.1871 0.2460 0.2380 0.3052 0.3654 
0.9500 0.1032 0.1214 0.1801 0.2500 0.2390 0.2962 0.3794 
0.9600 0.1150 0.1204 0.1861 0.2440 0.2330 0.2922 0.3764 
0.9700 0.1042 0.1194 0.1801 0.2400 0.2300 0.2902 0.3784 
0.9800 0.1032 0.1095 0.1831 0.2360 0.2260 0.2932 0.3674 
0.9900 0.1120 0.1045 0.1791 0.2320 0.2149 0.2912 0.3604 
1.0000 0.1061 0.1085 0.1801 0.2350 0.2199 0.2772 0.3505 
1.0100 0.0953 0.1185 0.1781 0.2400 0.2290 0.2792 0.3365 
1.0200 0.1061 0.1065 0.1771 0.2420 0.2310 0.2742 0.3205 
1.0300 0.0894 0.1085 0.1791 0.2400 0.2260 0.2642 0.3055 
1.0400 0.0993 0.1095 0.1811 0.2260 0.2109 0.2542 0.2965 1.0500 0.1091 0.1155 0.1761 0.2090 0.1898 0.2382 0.2816 1.0600 0.0963 0.1085 0.1631 0.1960 0.1657 0.2152 0.2506 
334 
TABULATIONS — RECTANGULAR COMPOUND CHANNEL 
TABLE B.I4. — Depth Averaged Velocity [RCC] - Series N^e 
Run N^ 1(a) Kb) 2 3 4 
y U 17 U U U (m) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.0050 0.3331 0.3597 0.3769 0.3567 0.4050 
0.0125 0.3789 0.4116 0.4312 0.4213 0.4757 
0.0225 0.4138 0.4466 0.4704 0.4644 0.5161 
0.0325 0.4288 0.4656 0.4905 0.4909 0.5495 
0.0425 0.4467 0.4766 0.5015 0.5105 0.5707 
0.0525 0.4627 0.4875 0.5216 0.5330 0.5939 
0.0625 0.4786 0.4995 0.5297 0.5477 0.6030 
0.0725 0.4936 0.5165 0.5498 0.5644 0.6181 
0.0825 0.5086 0.5345 0.5598 0.5683 0.6292 
0.0925 0.5125 0.5415 0.5628 0.5791 0.6272 
0.1025 0.5155 0.5515 0.5678 0.5830 0.6313 
0.1125 0.5165 0.5575 0.5719 0.5800 0.6333 
0.1225 0.5135 0.5545 0.5689 0.5918 0.6363 
0.1325 0.5175 0.5605 0.5759 0.5859 0.6383 
0.1425 0.5145 0.5605 0.5719 0.5840 0.6303 
0.1525 0.5145 0.5565 0.5769 0.5849 0.6323 
0.1725 0.5135 0.5585 0.5779 0.5889 0.6323 
0.1925 0.5225 0.5625 0.5739 0.5908 0.6353 
0.2125 0.5215 0.5605 0.5719 0.5898 0.6292 
0.2325 0.5225 0.5575 0.5849 0.5947 0.6313 
0.2525 0.5225 0.5685 0.5890 0.5938 0.6323 
0.2725 0.5205 0.5585 0.5739 0.5879 0.6343 
0.2925 0.5215 0.5465 0.5689 0.5889 0.6333 
0.3125 0.5315 0.5335 0.5739 0.5859 0.6292 
0.3325 0.5305 0.5365 0.5719 0.5810 0.6272 
0.3525 0.5315 0.5395 0.5648 0.5791 0.6333 
0.3725 0.5265 0.5365 0.5678 0.5673 0.6171 
0.3925 0.5295 0.5325 0.5608 0.5614 0.6090 
0.4125 0.5155 0.5295 0.5568 0.5585 0.6010 
0.4325 0.5086 0.5235 0.5518 0.5516 0.5949 
0.4525 0.4916 0.5125 0.5417 0.5526 0.5888 
0.4725 0.4717 0.4985 0.5287 0.5428 0.5909 
0.4825 0.4617 0.4935 0.5206 0.5438 0.5888 
0.4925 0.4517 0.4846 0.5196 0.5399 0.5899 
0.5025 0.4427 0.4776 0.5106 0.5330 0.5878 
0.5125 0.4298 0.4716 0.4995 0.5271 0.5848 
0.5225 0.4188 0.4606 0.4925 0.5173 0.5798 
0.5325 0.4059 0.4486 0.4834 0.5095 0.5727 
0.5425 0.3979 0.4376 0.4724 0.4997 0.5626 
0.5525 0.3859 0.4276 0.4663 0.4870 0.5555 
0.5625 0.3709 0.4176 0.4533 0.4732 0.5404 
0.5725 0.3550 0.4026 0.4382 0.4595 0.5353 
0.5825 0.3370 0.3876 0.4221 0.4439 0.5131 
0.5925 0.3271 0.3777 0.4131 0.4282 0.4899 
0.6025 0.3161 0.3597 0.4101 0.4164 0.4757 
335 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.14. — De pth Ave raged V( slocity [1 RCC] - £ >eries N^ »6 (contt 
Run N= 1(a) Kb) 2 3 4 
y U U 17 U U 
(m) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.6125 0.2952 0.3467 0.3859 0.3978 0.4565 
0.6200 0.2682 0.3187 0.3538 0.3606 0.4202 
0.6300 0.2383 0.2957 0.3216 0.3567 0.4333 
0.6400 0.2264 0.2747 0.3025 0.3527 0.4424 
0.6500 0.1964 0.2717 0.2874 0.3400 0.4394 
0.6600 0.1705 0.2638 0.2724 0.3312 0.4353 
0.6700 0.1875 0.2418 0.2603 0.3312 0.4272 
0.6800 0.1546 0.2368 0.2583 0.3253 0.4252 
0.6900 0.1586 0.2298 0.2482 0.3243 0.4192 
0.7000 0.1476 0.2178 0.2432 0.3194 0.4121 
0.7100 0.1366 0.2138 0.2402 0.3135 0.4151 
0.7200 0.1476 0.2058 0.2281 0.3106 0.4020 
0.7300 0.1207 0.1978 0.2241 0.3096 0.4040 
0.7400 0.1286 0.1908 0.2231 0.3057 0.3990 
0.7500 0.1256 0.1868 0.2111 0.3067 0.3919 
0.7700 0.0897 0.1738 0.2050 0.3057 0.3919 
0.7900 0.1057 0.1688 0.2090 0.2988 0.3838 
0.8100 0.0868 0.1628 0.2010 0.2949 0.3818 
0.8300 0.0738 0.1589 0.2040 0.2939 0.3818 
0.8500 0.1047 0.1648 0.1990 0.2900 0.3717 
0.8700 0.0768 0.1628 0.2030 0.2920 0.3707 
0.8900 0.0818 0.1589 0.1970 0.2851 0.3666 
0.9100 0.0618 0.1559 0.1960 0.2861 0.3626 
0.9300 0.0808 0.1549 0.1900 0.2773 0.3565 
0.9500 0.0848 0.1489 0.1879 0.2792 0.3485 
0.9600 0.0768 0.1499 0.1889 0.2743 0.3434 
0.9700 0.0838 0.1539 0.1920 0.2655 0.3505 
0.9800 0.0887 0.1529 0.1950 0.2626 0.3515 
0.9900 0.0838 0.1469 0.1829 0.2616 0.3565 
1.0000 0.0808 0.1489 0.1779 0.2626 0.3545 
1.0100 0.0828 0.1469 0.1688 0.2685 0.3454 
1.0200 0.0738 0.1399 0.1749 0.2724 0.3323 
1.0300 0.0768 0.1409 0.1688 0.2587 0.3131 
1.0400 0.0788 0.1459 0.1789 0.2410 0.2949 
1.0500 0.0788 0.1409 0.1688 0.2175 0.2727 
1.0600 0.0668 0.1259 0.1337 0.1901 0.2414 
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B.4. TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.I5. — Boundary Shear Stress [TCC] - Series N^y 
RunN^ 1(a) Kb) 2 3 4R 5 
s 1^0 xo -co to xo T:O 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 . _ 0.7163 
-0.1000 - - - - - 0.7390 
-0.0900 - - - - 0.5897 0.7661 
-0.0850 - - - 0.5004 0.5494 - 
-0.0800 - - - 0.5625 0.6226 0.7665 
-0.0750 - - 0.4822 - - - 
-0.0700 - 0.4133 0.4939 0.5811 0 ^>534 0.7820 
-0.0650 0.3677 0.4646 - - - - 
-0.0600 0.4110 0.5054 0.5696 0.6052 0.6986 0.7766 
-0.0500 0.4757 0.5381 0.5652 0.6316 0.6968 0.7696 
-0.0400 0.4780 0.5238 0.5821 0.6529 0.6749 0.7480 
-0.0300 0.4874 0.5220 0.5849 0.6228 0.6673 0.7250 
-0.0200 0.4573 0.4965 0.5259 0.5876 0.6295 0.6922 
-0.0100 0.3733 0.4322 0.4789 0.5359 0.5439 0.5911 
-0.0050 0.3533 0.3999 0.4490 0.4257 0.4989 0.5023 
0.0050 0.3852 0.4054 0.4069 0.4200 0.4671 0.4762 
0.0125 0.4214 0.4804 0.4927 0.4941 0.5482 0.6199 
0.0225 0.4859 0.5203 0.5719 0.6004 0.6297 0.7393 
0.0325 0.4957 0.5489 0.5951 0.6358 0.6851 0.8047 
0.0425 0.5160 0.5636 0.6062 0.6588 0.7163 0.8718 
0.0525 0.5386 0.5866 0.6348 0.6823 0.7403 0.8905 
0.0625 0.5845 0.6152 0.6564 0.6673 0.7443 0.9333 
0.0725 0.6078 0.6431 0.7182 0.7457 0.7519 0.9698 
0.0825 0.6182 0.6459 0.7200 0.7822 0.7866 0.9781 
0.0925 0.6574 0.6861 0.7269 0.8153 0.7753 0.9903 
0.1025 0.6598 0.6592 0.7293 0.8169 0.8093 0.9958 
0.1125 0.6328 0.6667 0.7432 0.8022 0.7861 1.0150 
0.1225 0.6459 0.6731 0.7578 0.7874 0.7661 1.0154 
0.1325 0.6396 0.6741 0.7304 0.7887 0.7942 1.0095 
0.1425 0.6383 0.6865 0.7586 0.7659 0.7837 1.0114 
0.1525 0.6370 0.6833 0.7605 0.7949 0.7629 0.9846 
0.1725 0.6215 0.6766 0.7304 0.7670 0.7835 0.9776 
0.1925 0.6418 0.6776 0.7211 0.7633 0.8231 0.9766 
0.2125 0.6249 0.6695 0.730(3 0.7715 0.7608 0.9365 
0.2325 0.6344 0.6770 0.7465 0.7476 0.7752 0.9226 
0.2525 0.6293 0.6696 0.7432 0.7035 0.7658 0.9235 
0.2725 0.6385 0.6714 0.7057 0.7792 0.7760 0.9094 
0.2925 0.6046 0.6801 0.7376 0.7096 0.7665 0.9192 
0.3125 0.6075 0.6799 0.6983 0.7156 0.7542 0.9010 
0.3325 0.6003 0.6565 0.6832 0.7189 0.7064 0.9122 
0.3525 0.5967 0.6343 0.6572 0.6754 0.7302 0.8842 
0.3725 0.5536 0.6072 0.6565 0.6745 0.7517 0.8536 
0.3825 0.5425 0.6215 0.6303 0.7049 0.6973 0.8169 
0.3925 0.5402 0.5947 0.6433 0.6759 0.7256 0.8415 
0.4025 0.5331 0.6017 0.6378 0.6642 0.6824 0.8430 
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TABULATIONS — TRAPEZOIDAL COMPOUND CHANl^EL 
TABLE B.15. — Boundary Shear Stress [TCC] - Series N27 (continuec) 
Run N« 1(a) Kb) 2 3 4R 5 s to to to to to to (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4125 0.5174 0.5738 0.6578 0.6625 0.6915 0.8207 
0.4225 0.5262 0.6022 0.6697 0.6438 0.6897 0.8129 
0.4325 0.5242 0.5887 0.6067 0.6414 0.6925 0.7985 
0.4425 0.5162 0.5823 0.6527 0.6652 0.6871 0.8274 
0.4525 0.5175 0.5832 0.6314 0.6741 0.7318 0.8720 
0.4625 0.5155 0.6192 0.6365 0.6447 0.7202 0.8534 
0.4725 0.4998 0.5879 0.6547 0.6711 0.7134 0.8452 
0.4825 0.5338 0.5888 0.6237 0.6439 0.7144 0.8719 
0.4925 0.5230 0.5870 0.6352 0.6561 0.6865 0.8442 
0.5025 0.5149 0.5805 0.6227 0.6477 0.6939 0.8185 
0.5125 0.4915 0.5496 0.5656 0.6231 0.6513 0.8239 
0.5225 0.5157 0.5709 0.6044 0.6709 0.6897 0.8590 
0.5350 0.5058 0.5686 0.6238 0.6394 0.6723 0.8801 
0.5450 0.5154 0.5837 0.6191 0.6592 0.6859 0.8213 
0.5575 0.4928 0.5751 0.6112 0.6187 0.6541 0.7937 
0.5675 0.4980 0.5537 0.5796 0.6007 0.6551 0.8253 
0.5800 0.4857 0.5203 0.5336 0.6230 0.6317 0.8322 
0.5900 0.4584 0.5114 0.5225 0.5949 0.6461 0.8172 
0.6025 0.4329 0.4969 0.5349 0.5738 0.6519 0.7795 
0.6125 0.4209 0.4737 0.5004 0.5569 0.6340 0.7748 
0.6250 0.3911 0.4490 0.4741 0.5489 0.6223 0.7676 
0.6325 0.3620 0.4181 0.4634 0.5487 0.6325 0.7706 
0.6425 0.2683 0.3543 0.3618 0.4888 0.5731 0.7093 
0.6525 0.2702 0.2938 0.3375 0.4762 0.5781 0.7271 
0.6625 0.2441 0.2862 0.3212 0.4727 0.5448 0.7576 
0.6725 0.2494 0.2675 0.3182 0.4526 0.5544 0.7320 
0.6825 0.2044 0.2427 0.2946 0.4325 0.5364 0.7160 
0.6925 0.2011 0.2427 0.2918 0.4270 0.5316 0.6977 
0.7025 0.1687 0.2349 0.2975 0.3992 0.5168 0.6929 
0.7125 0.1637 0.2199 0.2672 0.4002 0.5133 0.6976 
0.7225 0.1527 0.2315 0.2658 0.3928 0.5060 0.6852 
0.7325 0.1362 0.2189 0.2642 0.3930 0.4930 0.6686 
0.7425 0.1331 0.2000 0.2579 0.3818 0.5027 0.6887 
0.7525 0.1316 0.2058 0.2444 0.3784 0.4892 0.6676 
0.7625 0.1219 0.1868 0.2369 0.3631 0.4791 0.6443 
0.7825 0.0864 0.1744 0.2247 0.3570 0.4702 0.6331 
0.8025 0.0924 0.1819 0.2337 0.3422 0.4661 0.6100 
0.8225 0.0620 0.1820 0.2318 0.3598 0.4720 0.6294 
0.8425 0.0577 0.1803 0.2289 0.3424 0.4602 0.5983 
0.8625 0.0590 0.1752 0.2527 0.3439 0.4453 0.5847 
0.8825 0.0681 0.1637 0.2337 0.3387 0.4546 0.5791 
0.9025 0.0387 0.1669 0.2315 0.3275 0.4612 0.5676 
0.9225 0.0477 0.1661 0.2189 0.3350 0.4650 0.5576 
0.9425 0.0502 0.1670 0.2244 0.3268 0.4534 0.5382 
0.9625 0.0661 0.1555 0.2164 0.3089 0.4244 0.5692 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.15. — Boundary Shear Stress [TCC] - Series U^7 (continued) 
RunN= 1(a) Kb) 2 3 4R 5 
s to xo -co xo xo xo 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.9725 0.0437 0.1533 0.2084 0.3040 0.4165 0.5658 
0.9825 0.0640 0.1581 0.2083 0.2834 0.4077 0.5643 
0.9925 0.0422 0.1657 0.2019 0.2727 0.4224 0.5213 
1.0025 0.0614 0.1564 0.1856 0.2776 0.4150 0.5352 
1.0125 0.0562 0.1361 0.1848 0.2923 0.4080 0.5260 
1.0225 0.0380 0.1397 0.1834 0.2760 0.4025 0.4742 
1.0325 0.0309 0.1317 0.1920 0.2626 0.3741 0.4113 
1.0425 0.0502 0.1266 0.1773 0.2167 0.3457 0.3850 
1.0525 0.0495 0.1241 0.1683 0.1978 0.3101 0.3677 
1.0625 0.0360 0.1110 0.1145 0.1445 0.3021 0.3297 
1.0725 0.0251 0.0889 0.0999 0.1450 0.2778 0.2564 
1.0825 0.0423 0.0953 0.1424 0.1617 0.2833 0.2855 
1.0875 0.0420 0.1094 0.1283 0.1649 0.2737 0.3048 
1.0925 - 0.0857 0.1362 0.1838 0.3150 0.3162 
1.0975 - - 0.1173 - - - 
1.1025 - - - 0.1864 0.3226 0.3536 
1.1075 - - - 0.1547 0.3100 - 
1.1125 - - - - 0.2895 0.3636 
1.1225 - - - - 0.3480 
1.1275 ~ " - - - 0.3328 
3^0 
TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
TABLE B.I6. — Boundary Shear Stress [TCC] - Series N^s 
Run N= 1(a) Kb) 2 3 4 5 s xo TO to To xo to (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 . 0.4350 -0.1000 - - - - - 0.5151 
-0.0950 - - - - 0.5796 - 
-0.0900 - - - - 0.6168 0.5941 
-0.0850 - - - 0.5427 - - 
-0.0800 - - - 0.5524 0.6779 0.6463 
-0.0750 - - 0.4744 - - _ 
-0.0700 - 0.3843 0.4471 0.5694 0.6532 0.6615 
-0.0650 0.4076 0.4431 - - - - 
-0.0600 0.4378 0.4390 0.5135 0.5965 0.7060 0.6757 
-0.0500 0.4468 0.4886 0.4862 0.6090 0.6991 0.6757 
-0.0400 0.4570 0.4859 0.5233 0.6013 0.6662 0.6259 
-0.0300 0.4519 0.4665 0.4818 0.5629 0.6444 0.6019 
-0.0200 0.4239 0.4379 0.4702 0.5253 0.5870 0.5570 
-0.0100 0.3673 0.3694 0.4192 0.4744 0.5101 0.4966 
-0.0050 0.3303 0.3345 0.3609 0.4100 0.4348 0.3923 
0.0050 0.2912 0.2954 0.3066 0.3567 0.4002 0.3301 
0.0125 0.3868 0.4049 0.4245 0.4622 0.5002 0.4568 
0.0225 0.4498 0.4402 0.4972 0.5350 0.6017 0.5604 
0.0325 0.4549 0.4441 0.4969 0.5673 0.6249 0.5724 
0.0425 0.4448 0.4737 0.5154 0.5785 0.6416 0.6243 
0.0525 0.4656 0.4928 0.5383 0.5939 0.6377 0.5994 
0.0625 0.4983 0.5380 0.5363 0.6026 0.6693 0.6381 
0.0725 0.5452 0.5731 0.5723 0.5979 0.6761 0.6439 
0.0825 0.5497 0.5871 0.6028 0.6685 0.7176 0.6697 
0.0925 0.5658 0.5954 0.6284 0.6565 0.7282 0.6837 
0.1025 0.5862 0.5837 0.6575 0.6868 0.7464 0.6998 
0.1125 0.5984 0.5993 0.6393 0.6798 0.7294 0.6692 
0.1225 0.5824 0.6160 0.6474 0.6804 0.7627 0.6681 
0.1325 0.6089 0.5795 0.6304 0.7140 0.7443 0.6739 
0.1425 0.6169 0.5943 0.6521 0.7232 0.7299 0.6724 
0.1525 0.6158 0.5958 0.6397 0.6578 0.7458 0.6997 
0.1725 0.6038 0.5884 0.6286 0.6578 0.7299 0.6477 
0.1925 0.5806 0.5663 0.6078 0.6468 0.7173 0.6214 
0.2125 0.5658 0.5723 0.5789 0.6183 0.6839 0.6389 
0.2325 0.5491 0.5461 0.5831 0.6138 0.6454 0.5943 
0.2525 0.5364 0.5700 0.5666 0.5858 0.6521 0.6047 
0.2725 0.5667 0.5752 0.5498 0.5737 0.6148 0.5691 
0.2925 0.5293 0.5304 0.5176 0.5403 0.6065 0.5398 
0.3125 0.4951 0.5157 0.4992 0.5225 0.5579 0.5089 
0.3325 0.5277 0.4992 0.4492 0.5348 0.5764 0.5199 
0.3525 0.4711 0.4656 0.4540 0.4860 0.5570 0.5127 
0.3725 0.4096 0.4628 0.4203 0.4988 0.5580 0.4587 
0.3825 0.4000 0.4408 0.4247 0.4939 0.5399 0.5057 
0.3925 0.4189 0.4392 0.4678 0.4748 0.5539 0.4872 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.I6. — Boundary Shear Stress [TCC] - Series N^S (continued) 
Run N= 1(a) Kb) 2 3 4 5 
s -co 1^0 -CO -co to xo 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4025 0.3892 0.4487 0.4296 0.4871 0.5433 0.4975 
0.4125 0.3976 0.4063 0.4177 0.4798 0.5663 0.4838 
0.4225 0.4073 0.4029 0.4030 0.4742 0.5654 0.5047 
0.4325 0.3974 0.4046 0.3862 0.4664 0.5496 0.5181 
0.4425 0.4246 0.4226 0.3862 0.4934 0.5676 0.5071 
0.4525 0.4085 0.3987 0.3947 0.4832 0.5389 0.5155 
0.4625 0.4103 0.4111 0.4215 0.5006 0.5661 0.5315 
0.4725 0.4059 0.4225 0.4137 0.4955 0.5711 0.4841 
0.4825 0.3870 0.4150 0.4056 0.4907 0.5499 0.4900 
0.4925 0.4122 0.4044 0.3974 0.4653 0.5399 0.4812 
0.5025 0.4141 0.4074 0.3876 0.4948 0.5472 0.4692 
0.5125 0.3541 0.3367 0.3697 0.4548 0.4821 0.4402 
0.5225 0.4223 0.4139 0.4039 0.4675 0.5459 0.4915 
0.5350 0.4385 0.4188 0.4234 0.5022 0.5719 0.5310 
0.5450 0.4230 0.4238 0.4153 0.4708 0.5511 0.5308 
0.5575 0.4223 0.3873 0.4073 0.4619 0.5282 0.5167 
0.5675 0.4200 0.3996 0.4009 0.4741 0.5154 0.5248 
0.5800 0.3807 0.3858 0.3828 0.4556 0.5129 0.4872 
0.5900 0.3438 0.3496 0.3795 0.4249 0.4614 0.4969 
0.6025 0.3441 0.3407 0.3377 0.4273 0.4573 0.4787 
0.6125 0.2994 0.3032 0.3115 0.4144 0.4466 0.4685 
0.6250 0.2751 0.2872 0.3018 0.3709 0.4029 0.4600 
0.6325 0.2355 0.2467 0.2689 0.3339 0.4000 0.4019 ——— 0.6375 0.2965 0.4017 0.4759 0.6087 0.7650 1.0297 
1.0775 0.2965 0.4017 0.4759 0.6087 0.7650 1.0297 
1.0825 0.0937 0.0996 0.0872 0.0686 0.0603 0.0463 
1.0875 0.1030 0.1022 0.0877 0.0875 0.0611 0.0840 
1.0925 - 0.0845 0.0860 0.0867 0.0770 0.0950 
1.0975 - - 0.0827 - - - 
1.1025 - - - 0.0595 0.0622 0.1175 
1.1075 - - - 0.0521 - - 
1.1125 - - - - 0.0570 0.1169 
1.1175 - - - - 0.0592 - 
1.1225 - - - - - 0.0939 
1.1275 ~ - - - - 0.0991 
Note: Italic XQ values represent an inferred sub-area average computed from 
consideration of the total shear force (y = 0.638m to 1.078m). 
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TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
TABLE B.17. — Boundary Shear Stress [TCC] - Series N^g 
RunN= 1(a) Kb) 2 3 4 5 s TO xo xo xo XO xo (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 _ _ . 0.5336 -0.1000 - - - - - 0.5376 -0.0950 - - - - 0.4709 - 
-0.0900 - - - - 0.4201 0.5291 
-0.0850 - - - 0.4108 - - 
-0.0800 - - - 0.5459 0.6025 0.6434 
-0.0750 - - 0.5315 - - _ 
-0.0700 - 0.3587 0.5314 0.5761 0.6340 0.6708 
-0.0650 0.3453 0.3841 - - - - 
-0.0600 0.3901 0.4322 0.5630 0.6308 0.6213 0.6758 
-0.0500 0.4311 0.4565 0.5970 0.6272 0.6269 0.6545 
-0.0400 0.4512 0.4680 0.5909 0.6183 0.6279 0.6328 
-0.0300 0.4414 0.4666 0.5553 0.5710 0.5748 0.6107 
-0.0200 0.4002 0.4129 0.5029 0.5333 0.5489 0.5309 
-0.0100 0.3649 0.3785 0.4569 0.4837 0.5058 0.5169 
-0.0050 0.3447 0.3449 0.3857 0.4290 0.4493 0.4396 
0.0050 0.3582 0.3778 0.3682 0.4086 0.4537 0.4797 
0.0125 0.3955 0.4143 0.4245 0.5094 0.5329 0.5759 
0.0225 0.4268 0.4385 0.4827 0.5706 0.5754 0.6340 
0.0325 0.4542 0.4646 0.4843 0.6075 0.6096 0.6757 
0.0425 0.4805 0.4768 0.5046 0.6031 0.6403 0.6807 
0.0525 0.5056 0.5239 0.5309 0.6248 0.6768 0.6865 
0.0625 0.5284 0.5322 0.5562 0.6356 0.6588 0.7157 
0.0725 0.5691 0.5755 0.5981 0.6641 0.6793 0.7123 
0.0825 0.5731 0.5902 0.6036 0.6767 0.6691 0.7253 
0.0925 0.5829 0.6056 0.6320 0.7225 0.7027 0.7361 
0.1025 0.5887 0.6096 0.6379 0.7108 0.7031 0.7769 
0.1125 0.5939 0.6169 0.6383 0.7208 0.7118 0.7970 
0.1225 0.6007 0.6354 0.6426 0.7480 0.7511 0.7947 
0.1325 0.5945 0.6161 0.6286 0.7510 0.7156 0.7829 
0.1425 0.6179 0.6155 0.6374 0.7080 0.7071 0.7781 
0.1525 0.5956 0.6141 0.6532 0.7172 0.7437 0.7850 
0.1725 0.6028 0.5733 0.6444 0.6854 0.7270 0.7853 
0.1925 0.5801 0.6242 0.6086 0.6810 0.7294 0.7648 
0.2125 0.6009 0.6025 0.5997 0.6826 0.7202 0.7769 
0.2325 0.5897 0.5875 0.6001 0.6655 0.7305 0.7529 
0.2525 0.6052 0.5864 0.6242 0.6552 0.7381 0.7575 
0.2725 0.5806 0.5805 0.6082 0.6371 0.7045 0.7251 
0.2925 0.5559 0.5753 0.5761 0.5944 0.7199 0.7321 
0.3125 0.5318 0.5240 0.5748 0.6097 0.7046 0.7240 
0.3325 0.5343 0.5115 0.5251 0.5765 0.6848 0.7035 
0.3525 0.5073 0.4674 0.5184 0.5765 0.6893 0.6970 
0.3725 0.4804 0.4707 0.4999 0.5723 0.6404 0.6730 
0.3825 0.4535 0.4599 0.4636 0.5932 0.6467 0.6830 
0.3925 0.4362 0.4457 0.4854 0.5733 0.6277 0.6725 
343 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.17. — B oundary Shear £ >tress [T CCl - SI sries N»£ ) (contir 
Run N= 1(a) Kb) 2 3 4 5 
s ^0 -co TO TO xo to 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4025 0.4280 0.4439 0.4654 0.5426 0.6269 0.6793 
0.4125 0.4127 0.4568 0.4616 0.5466 0.6206 0.6556 
0.4225 0.4130 0.4478 0.4688 0.5318 0.6034 0.6671 
0.4325 0.4244 0.4344 0.4651 0.5352 0.5985 0.7019 
0.4425 0.4325 0.4369 0.4485 0.5580 0.5965 0.6796 
0.4525 0.4242 0.4285 0.4813 0.5477 0.6191 0.6838 
0.4625 0.4644 0.4451 0.4818 0.5494 0.5998 0.6455 
0.4725 0.4425 0.4476 0.4727 0.5753 0.5892 0.6546 
0.4825 0.4352 0.4410 0.4731 0.5492 0.6192 0.6716 
0.4925 0.4673 0.4383 0.4637 0.5265 0.5836 0.6369 
0.5025 0.4428 0.4522 0.4824 0.5281 0.5582 0.6356 
0.5125 0.4032 0.4197 0.4358 0.4643 0.5530 0.5397 
0.5225 0.4950 0.4418 0.5249 0.5317 0.5623 0.5904 
0.5350 0.4709 0.4481 0.5205 0.5498 0.5696 0.6043 
0.5450 0.4525 0.4601 0.5480 0.5539 0.6076 0.5969 
0.5575 0.4306 0.4614 0.5336 0.5640 0.5752 0.6103 
0.5675 0.4195 0.4491 0.4781 0.4998 0.5696 0.5483 
0.5800 0.3800 0.4417 0.4761 0.4605 0.5338 0.5445 
0.5900 0.3665 0.3931 0.4490 0.4835 0.5194 0.5351 
0.6025 0.3376 0.3832 0.4476 0.4612 0.4690 0.5099 
0.6125 0.3103 0.3403 0.4283 0.4542 0.5038 0.5057 
0.6250 0.2914 0.3241 0.3916 0.4266 0.4727 0.4993 
0.6325 
0.6375 
0.2702 0.2999 0.3572 0.4027 0.4613 0.4703 
0.2469 03367 0.3998 0.5628 0.6830 0.8950 
1.0775 0.2469 0.3367 0.3998 0.5628 0.6830 0.8950 
1.0825 0.1088 0.1244 0.1299 0.0824 0.1347 0.1485 
1.0875 0.0919 0.1118 0.1216 0.1061 0.1210 0.1611 
1.0925 0.0946 0.1169 0.0753 0.1206 0.1812 
1.0975 - 0.0910 - - - 
1.1025 - - - 0.0805 0.1238 0.2006 
1.1075 - - - 0.0596 - - 
1.1125 - - - - 0.1151 0.2109 
1.1175 - - - - 0.1028 - 
1.1225 - - - - - 0.1944 
1.1275 " ~ - - - 0.1722 
Note: Italic TQ values represent an inferred sub-area average computed from 
consideration of the total shear force (y = 0.638m to 1.078m), 
344 
TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
TABLE B.18. — Boundary Shear Stress [TCC] - Series N^io 
RunNa 1(a) Kb) 2 3 4 5 s -^0 to -co ^0 -CO to (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 _ _ . 0.5357 -0.1000 - - - - - 0.6004 
-0.0950 - - - - 0.6029 - 
-0.0900 - - - - 0.6516 0.6038 
-0.0850 - - - 0.5280 - - 
-0.0800 - - - 0.5313 0.5724 0.5728 
-0.0750 - - 0.4217 - - _ 
-0.0700 - 0.3794 0.4028 0.5673 0.5999 0.6272 -0.0650 0.4649 0.4459 - - - - 
-0.0600 0.4592 0.4719 0.5410 0.5641 0.5985 0.6561 
-0.0500 0.4853 0.5016 0.4687 0.5605 0.5842 0.6211 
-0.0400 0.4898 0.4668 0.4206 0.5677 0.6003 0.6069 
-0.0300 0.4759 0.4464 0.4439 0.5767 0.5769 0.6012 
-0.0200 0.4411 0.3882 0.4379 0.5310 0.5332 0.5601 
-0.0100 0.4263 0.4279 0.4506 0.4857 0.4717 0.5207 
-0.0050 0.3756 0.3721 0.3427 0.3553 0.4058 0.4537 
0.0050 0.3860 0.3700 0.3481 0.4392 0.4522 0.4730 
0.0125 0.4347 0.4327 0.4936 0.5005 0.5280 0.5359 
0.0225 0.4802 0.5071 0.5501 0.5945 0.5842 0.6130 
0.0325 0.4975 0.4823 0.5665 0.6076 0.6259 0.6424 
0.0425 0.5209 0.5093 0.6053 0.6359 0.6923 0.6630 
0.0525 0.5535 0.5272 0.6121 0.6600 0.7211 0.6873 
0.0625 0.5842 0.5719 0.6543 0.6849 0.7270 0.7056 
0.0725 0.6196 0.6247 0.6774 0.6855 0.7466 0.7136 
0.0825 0.6341 0.6141 0.7075 0.6963 0.7304 0.7350 
0.0925 0.6695 0.6570 0.6996 0.6885 0.7379 0.7285 
0.1025 0.6696 0.6439 0.7019 0.6930 0.7201 0.7757 
0.1125 0.6939 0.6658 0.7221 0.7174 0.7563 0.7774 
0.1225 0.6883 0.6586 0.7275 0.6943 0.7302 0.7841 
0.1325 0.6819 0.6517 0.7070 0.6968 0.7393 0.7881 
0.1425 0.6688 0.6234 0.7011 0.6759 0.7438 0.8012 
0.1525 0.6451 0.6458 0.6971 0.7096 0.7431 0.7914 
0.1725 0.6310 0.6554 0.7105 0.7254 0.7265 0.7837 
0.1925 0.6118 0.6052 0.6945 0.7063 0.7227 0.7563 
0.2125 0.6096 0.6342 0.7118 0.7213 0.7196 0.7901 
0.2325 0.5960 0.6202 0.6955 0.6964 0.7377 0.7466 
0.2525 0.5745 0.6146 0.6945 0.6827 0.6997 0.7571 
0.2725 0.5506 0.5822 0.6971 0.6678 0.6918 0.7346 
0.2925 0.5584 0.6027 0.6656 0.6658 0.7013 0.7317 
0.3125 0.5263 0.5633 0.6566 0.6438 0.6743 0.7311 
0.3325 0.5166 0.5330 0.6410 0.6496 0.7117 0.7274 
0.3525 0.5029 0.4860 0.6297 0.6183 0.6704 0.6920 
0.3725 0.4726 0.5066 0.5818 0.6143 0.6433 0.6983 
0.3825 0.4684 0.4811 0.5791 0.6144 0.6610 0.6714 
0.3925 0.4592 0.4730 0.6108 0.5857 0.6213 0.6669 
345 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.I8. — Boundary Shear Stress [TCC] - Series N^IO (continued) 
Run N= 1(a) Kb) 2 3 4 5 
s -co 'CO 'Co to xo -co 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4025 0.4470 0.4655 0.5870 0.6068 0.6627 0.6662 
0.4125 0.4630 0.4957 0.5911 0.6069 0.6396 0.7085 
0.4225 0.4771 0.4734 0.5666 0.6003 0.6098 0.6718 
0.4325 0.4706 0.4745 0.5590 0.5669 0.6505 0.6812 
0.4425 0.4496 0.4883 0.5419 0.5913 0.6460 0.6507 
0.4525 0.4726 0.4752 0.5669 0.5841 0.6308 0.6751 
0.4625 0.4827 0.4649 0.5637 0.5737 0.6453 0.6759 
0.4725 0.4943 0.4771 0.5542 0.5707 0.6280 0.6739 
0.4825 0.4721 0.4802 0.5450 0.6016 0.6389 0.6711 
0.4925 0.4769 0.4846 0.5390 0.5607 0.6229 0.6857 
0.5025 0.4698 0.4950 0.5476 0.5397 0.5898 0.6647 
0.5125 0.4394 0.4554 0.5198 0.5141 0.5367 0.6279 
0.5225 0.4840 0.4788 0.5514 0.5498 0.6158 0.6422 
0.5350 0.4728 0.4557 0.5349 0.5374 0.5662 0.6448 
0.5450 0.4751 0.4623 0.5291 0.5220 0.5547 0.6237 
0.5575 0.4486 0.4423 0.4913 0.4671 0.5056 0.6338 
0.5675 0.4473 0.4594 0.4905 0.4714 0.4684 0.6076 
0.5800 0.4184 0.4397 0.4757 0.4505 0.4667 0.5937 
0.5900 0.3906 0.4283 0.4606 0.4664 0.4758 0.5734 
0.6025 0.3836 0.4088 0.4398 0.4316 0.4397 0.6054 
0.6125 0.3459 0.3824 0.4344 0.4325 0.4496 0.5819 
0.6250 0.3487 0.3624 0.4042 0.4061 0.4554 0.5578 
0.6325 0.3401 0.3429 0.3977 0.4190 0.4501 0.5206 
0.6375 0.2474 0.3176 0.3275 0.5331 0.6783 0.8504'^ 
1.0775 0.2474 0.3176 0.3175 0.5331 0.6783 0.8504 
1.0825 0.1355 0.0923 0.1382 0.0786 0.1254 0.1754 
1.0875 0.1373 0.0973 0.1482 0.0959 0.1296 0.1873 
1.0925 - 0.0953 0.1363 0.1053 0.1444 0.1941 
1.0975 - - 0.1215 - - - 
1.1025 - - - 0.0984 0.1457 0.2328 
1.1075 - - - 0.0951 - 
1.1125 - - - - 0.1067 0.2392 
1.1175 _ - - - 0.1247 - 
1.1225 - - - 0.1922 
1.1275 - - - 0.1837 
Note: Italic XQ values represent an inferred sub-area average computed from 
consideration of the total shear force (y = 0.638m to 1.078m). 
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TABULATIONS — TRAPEZOIDAL COMPOUND CHANVEL 
TABLE B.19. — Boundary Shear Stress [TCC] - Series N^n 
RunN« 1(a) Kb) 2 3 4 5 s xo Xo Xo Xo xo xo (m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
-0.1050 _ _ . 0.6107 
-0.1000 - - - - - 0.6573 
-0.0950 - - - - 0.7403 - 
-0.0900 - - - - 0.7262 0.6868 
-0.0950 - - - 0.5349 - - 
-0.0800 - - - 0.6386 0.7171 0.7109 
-0.0750 - - 0.4803 - - - 
-0.0700 - 0.3951 0.5207 0.6372 0.7483 0.7537 
-0.0650 0.3449 0.4461 - - - - 
-0.0600 0.3737 0.4713 0.5597 0.6208 0.6591 0.7366 
-0.0500 0.4291 0.4913 0.5981 0.6055 0.6414 0.7465 
-0.0400 0.4762 0.5144 0.5871 0.6328 0.6684 0.7441 
-0.0300 0.4315 0.4865 0.5851 0.6031 0.6441 0.6939 
-0.0200 0.4280 0.4472 0.5483 0.5976 0.5930 0.6633 
-0.0100 0.3780 0.4102 0.5009 0.5283 0.5173 0.6067 
-0.0050 0.3496 0.3772 0.4500 0.4685 0.4560 0.5429 
0.0050 0.3471 0.3785 0.4489 0.4672 0.5090 0.5889 
0.0125 0.3881 0.4196 0.4907 0.5264 0.5471 0.6131 
0.0225 0.4290 0.4427 0.5336 0.5797 0.5672 0.6840 
0.0325 0.4459 0.4727 0.5463 0.6360 0.6418 0.7319 
0.0425 0.4711 0.5063 0.5757 0.6663 0.6767 0.7616 
0.0525 0.4872 0.5207 0.5847 0.6871 0.6896 0.7722 
0.0625 0.5011 0.5397 0.6345 0.7247 0.7344 0.8166 
0.0725 0.5203 0.5555 0.6308 0.7301 0.7278 0.8302 
0.0825 0.5505 0.5819 0.6625 0.7250 0.7320 0.8360 
0.0925 0.5485 0.5830 0.6597 0.7125 0.7456 0.8463 
0.1025 0.5450 0.5943 0.6648 0.6979 0.7522 0.8336 
0.1125 0.5459 0.5761 0.6488 0.7168 0.7339 0.8487 
0.1225 0.5507 0.6155 0.6830 0.7360 0.7401 0.8320 
0.1325 0.5403 0.5869 0.6842 0.7092 0.7417 0.8514 
0.1425 0.5482 0.6084 0.6857 0.7281 0.7586 0.8534 
0.1525 0.5393 0.6061 0.6589 0.7158 0.7418 0.8615 
0.1725 0.5458 0.6088 0.6468 0.7255 0.7424 0.8212 
0.1925 0.5645 0.6124 0.6547 0.7139 0.7362 0.8018 
0.2125 0.5458 0.6043 0.6717 0.6957 0.7661 0.7789 
0.2325 0.5326 0.6144 0.6745 0.7060 0.7605 0.7705 
0.2525 0.5487 0.6148 0.6660 0.7425 0.7570 0.7650 
0.2725 0.5498 0.5779 0.6666 0.6846 0.7541 0.7371 
0.2925 0.5170 0.5847 0.6482 0.7027 0.7587 0.7506 
0.3125 0.5439 0.5723 0.6483 0.6654 0.7220 0.6941 
0.3325 0.5249 0.5500 0.6364 0.6677 0.7146 0.7066 
0.3525 0.4916 0.5348 0.6424 0.6545 0.6674 0.6862 
0.3725 0.4521 0.4915 0.5762 0.6428 0.7077 0.7206 
0.3825 0.4479 0.4984 0.6128 0.6446 0.6392 0.6473 
0.3925 0.4352 0.5013 0.6047 0.6246 0.6664 0.6994 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.19. — Boundary Shear Stress [ICC] - Series N^ll (continued) 
Run Ns 1(a) Kb) 2 3 4 5 
s xo xo T^O TO to to 
(m) (Pa) (Pa) (Pa) (Pa) (Pa) (Pa) 
0.4025 0.4364 0.4793 0.5842 0.6239 0.6517 0.7024 
0.4125 0.4344 0.4787 0.5406 0.6282 0.6505 0.6715 
0.4225 0.4159 0.4837 0.5776 0.6328 0.6591 0.7301 
0.4325 0.4211 0.4746 0.5788 0.6349 0.6542 0.7199 
0.4425 0.4099 0.4762 0.5683 0.6564 0.6573 0.6933 
0.4525 0.4703 0.4903 0.5668 0.6448 0.6719 0.7118 
0.4625 0.4399 0.4922 0.5699 0.6589 0.6866 0.7444 
0.4725 0.4538 0.4918 0.5652 0.6533 0.6929 0.7195 
0.4825 0.4501 0.4701 0.5423 0.6456 0.6820 0.7153 
0.4925 0.4415 0.4909 0.5639 0.6198 0.6684 0.7226 
0.5025 0.4510 0.5071 0.5431 0.5989 0.6418 0.6864 
0.5125 0.3610 0.4220 0.4933 0.5523 0.6018 0.6440 
0.5225 0.4543 0.4908 0.5438 0.6004 0.6268 0.6964 
0.5350 0.4394 0.4880 0.5066 0.6006 0.5955 0.6752 
0.5450 0.4351 0.4813 0.5385 0.5649 0.6134 0.6819 
0.5575 0.4296 0.4913 0.5287 0.5450 0.5943 0.6640 
0.5675 0.3991 0.4677 0.5173 0.5345 0.5803 0.6124 
0.5800 0.4048 0.4349 0.4786 0.5331 0.5808 0.6340 
0.5900 0.3590 0.4227 0.4870 0.5167 0.5640 0.6224 
0.6025 0.3379 0.3997 0.4525 0.5192 0.5636 0.6269 
0.6125 0.3029 0.3787 0.4125 0.5252 0.5659 0.6171 
0.6250 0.2941 0.3374 0.3981 0.4929 0.5419 0.6230 
0.6325 0.2797 0.3372 0.4052 0.4653 0.5469 0.6030  ".  0.6375 0.2479 0.3020 " 0.3305 0.4691 0.6308 0.7745 
1.0775 0.2479 0.3010 0.3305 0.4691 0.6308 0.7745 
1.0825 0.0560 0.0833 0.1351 0.1817 0.2258 0.2074 
1.0875 0.0532 0.0857 0.1262 0.2052 0.2413 0.2706 
1.0925 - 0.0715 0.1210 0.2016 0.2505 0.2749 
1.0975 - - 0.1003 - - - 
1.1025 - - - 0.1996 0.2870 0.3017 
1.1075 - - - 0.1776 - - 
1.1125 - - - - 0.2608 0.3264 
1.1175 - - - _ 0.2446 - 
1.1225 - - - - - 0.2937 
1.1275 ~ - - - - 0.2482 
Note: Italic ZQ values represent an inferred sub-area average computed from 
consideration of the total shear force (y = 0.638m to 1.078m). 
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TABULATIONS - TRAPEZOIDAL COMPOUND CHANNEL 
1 ADI -t u.;:u. — Dep th Avera ged Vel oclty [TCC] - Series N^y 
RunN= 1(a) Kb) 2 3 4R 5 
y U U U U U U (m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.0050 0.3565 0.3974 0.3886 0.4063 0.4210 0.4682 0.0125 0.4034 0.4480 0.4428 0.4652 0.4840 0.5405 0.0225 0.4294 0.4817 0.4810 0.5021 0.5250 0.5924 0.0325 0.4424 0.4926 0.5021 0.5331 0.5580 0.6290 0.0425 0.4573 0.5035 0.5131 0.5470 0.5780 0.6514 0.0525 0.4713 0.5084 0.5282 0.5600 0.5990 0.6697 0.0625 0.4913 0.5253 0.5412 0.5660 0.6060 0.6880 
0.0725 0.5073 0.5312 0.5553 0.5800 0.6240 0.7043 
0.0825 0.5193 0.5471 0.5693 0.5950 0.6290 0.7125 
0.0925 0.5183 0.5491 0.5794 0.6010 0.6300 0.7196 
0.1025 0.5233 0.5610 0.5864 0.6089 0.6350 0.7186 
0.1125 0.5163 0.5481 0.5874 0.6139 0.6300 0.7288 
0.1225 0.5223 0.5659 0.5944 0.6169 0.6350 0.7267 
0.1325 0.5193 0.5540 0.5884 0.6199 0.6340 0.7288 
0.1425 0.5203 0.5639 0.5884 0.6189 0.6410 0.7237 
0.1525 0.5203 0.5560 0.5854 0.6189 0.6340 0.7226 
0.1725 0.5253 0.5590 0.5864 0.6129 0.6270 0.7216 
0.1925 0.5282 0.5590 0.5844 0.6119 0.6300 0.7206 
0.2125 0.5292 0.5620 0.5854 0.6079 0.6320 0.7186 
0.2325 0.5272 0.5521 0.5814 0.6010 0.6330 0.7226 
0.2525 0.5292 0.5659 0.5754 0.5980 0.6270 0.7318 
0.2725 0.5263 0.5550 0.5744 0.5950 0.6220 0.7216 
0.2925 0.5223 0.5669 0.5693 0.5930 0.6250 0.7298 
0.3125 0.5292 0.5461 0.5643 0.5890 0.6240 0.7206 
0.3325 0.5173 0.5441 0.5653 0.5860 0.6090 0.7125 
0.3525 0.5173 0.5312 0.5503 0.5800 0.6050 0.6921 
0.3725 0.5013 0.5273 0.5462 0.5800 0.5940 0.6941 
0.3825 0.4973 0.5114 0.5452 0.5700 0.6000 0.6840 
0.3925 0.4943 0.5213 0.5533 0.5700 0.5960 0.6718 
0.4025 0.4903 0.5065 0.5673 0.5680 0.6010 0.6728 
0.4125 0.4823 0.5114 0.5774 0.5620 0.6030 0.6616 
0.4225 0.4743 0.5045 0.5693 0.5580 0.5990 0.6830 
0.4325 0.4753 0.5263 0.5633 0.5580 0.5940 0.6738 
0.4425 0.4663 0.5193 0.5513 0.5590 0.5980 0.6768 
0.4525 0.4673 0.5402 0.5432 0.5640 0.6000 0.6738 
0.4625 0.4663 0.5451 0.5432 0.5590 0.6020 0.6830 
0.4725 0.4703 0.5501 0.5362 0.5630 0.6020 0.6901 
0.4825 0.4693 0.5312 0.5352 0.5600 0.6000 0.6799 
0.4925 0.4713 0.5322 0.5302 0.5590 0.5990 0.6830 
0.5025 0.4693 0.5164 0.5252 0.5560 0.5940 0.6738 
0.5125 0.4663 0.5124 0.5151 0.5490 0.5900 0.6677 
0.5225 0.4613 6.4896 0.5061 0.5401 0.5800 0.6636 
0.5325 0.4573 0.4599 0.5011 0.5401 0.5750 0.6575 
0.5425 0.4484 0.4648 0.4910 0.5261 0.5670 0.6514 
0.5525 0.4364 0.4321 0.4780 0.5201 0.5580 0.6412 
34:9 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.20. — Depth Averaged Velocity [TCC] - Series N»7 (continued) 
Run N« 1(a) Kb) 2 3 4R 5 
y U U U U U U 
(m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.5625 0.4194 0.4420 0.4649 0.5191 0.5580 0.6321 
0.5725 0.4004 0.4054 0.4519 0.4931 0.5490 0.6249 
0.5825 0.3815 0.3994 0.4398 0.4881 0.5360 0.6341 
0.5925 0.3675 0.3746 0.4167 0.4732 0.5260 0.6290 
0.6025 0.3755 0.3736 0.3966 0.4662 0.5220 0.6209 
0.6125 0.3515 0.3400 0.3906 0.4552 0.5080 0.6270 
0.6200 0.3295 0.3419 0.3705 0.4522 0.5020 0.6239 
0.6300 0.2866 0.3439 0.3585 0.4382 0.4900 0.5873 
0.6400 0.2776 0.3023 0.3394 0.4302 0.4920 0.5883 
0.6500 0.2676 0.3172 0.3314 0.4223 0.4890 0.5944 
0.6600 0.2596 0.2785 0.3193 0.4163 0.4860 0.5903 
0.6700 0.2317 0.2904 0.3183 0.4143 0.4800 0.5964 
0.6800 0.2466 0.2537 0.3133 0.4063 0.4740 0.5873 
0.6900 0.2237 0.2726 0.3103 0.4063 0.4730 0.5873 
0.7000 0.2217 0.2339 0.3043 0.3973 0.4700 0.5852 
0.7100 0.2067 0.2527 0.3043 0.3943 0.4690 0.5791 
0.7200 0.1967 0.2230 0.2972 0.3913 0.4710 0.5720 
0.7300 0.2087 0.2408 0.2932 0.3873 0.4700 0.5659 
0.7400 0.2037 0.2210 0.2932 0.3853 0.4610 0.5618 
0.7500 0.1708 0.2339 0.2882 0.3793 0.4590 0.5547 
0.7700 0.1688 0.2151 0.2842 0.3743 0.4520 0.5527 
0.7900 0.1678 0.2280 0.2832 0.3733 0.4550 0.5486 
0.8100 0.1658 0.2052 0.2842 0.3724 0.4710 0.5445 
0.8300 0.1418 0.2230 0.2791 0.3644 0.4540 0.5445 
0.8500 0.1408 0.2052 0.2741 0.3674 0.4440 0.5364 
0.8700 0.1508 0.2230 0.2761 0.3644 0.4410 0.5354 
0.8900 0.1328 0.1992 0.2731 0.3574 0.4350 0.5313 
0.9100 0.1398 0.2210 0.2631 0.3604 0.4320 0.5242 
0.9300 0.1278 0.1992 0.2711 0.3524 0.4210 0.5171 
0.9500 0.1428 0.2131 0.2591 0.3484 0.4100 0.5262 
0.9600 0.1308 0.1873 0.2611 0.3414 0.4110 0.5262 
0.9700 0.1288 0.2002 0.2661 0.3374 0.4150 0.5323 
0.9800 0.1248 0.1834 0.2601 0.3374 0.4150 0.5252 
0.9900 0.1288 0.1982 0.2520 0.3374 0.4130 0.5140 
1.0000 0.1298 0.1814 0.2440 0.3404 0.4020 0.4997 
1.0100 0.1358 0.1943 0.2460 0.3294 0.3980 0.4814 
1.0200 0.1198 0.1665 0.2450 0.3154 0.3750 0.4590 
1.0300 0.1158 0.1923 0.2460 0.2935 0.3610 0.4448 
1.0400 0.1208 0.1675 0.2269 0.2765 0.3380 0.4377 
1.0500 0.1228 0.1665 0.2089 0.2576 0.3190 0.4132 
1.0600 0.1178 0.1279 0.1817 0.2346 0.2930 0.3542 
350 
TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
TABLE B.21. — Depth Averaged Velocity [TCC] - Series N^S 
RunN« 1(a) Kb) 2 3 4 5 
y 17 U U U U U (m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.0050 0.3412 0.3397 0.3798 0.3910 0.4373 0.4363 0.0125 0.3884 0.3875 0.4289 0.4397 0.4975 0.4943 0.0225 0.4255 0.4214 0.4620 0.4855 0.5416 0.5223 0.0325 0.4426 0.4383 0.4820 0.5073 0.5687 0.5443 0.0425 0.4537 0.4523 0.4931 0.5272 0.5897 0.5543 0.0525 0.4577 0.4642 0.5011 0.5332 0.5978 0.5744 
0.0625 0.4747 0.4822 0.5161 0.5402 0.5957 0.5814 
0.0725 0.4858 0.4961 0.5251 0.5511 0.5747 0.5924 
0.0825 0.5008 0.5081 0.5281 0.5641 0.5897 0.5994 
0.0925 0.5129 0.5210 0.5351 0.5750 0.5988 0.6124 
0.1025 0.5179 0.5260 0.5442 0.5889 0.6078 0.6164 
0.1125 0.5249 0.5290 0.5502 0.5899 0.6158 0.6124 
0.1225 0.5309 0.5300 0.5532 0.5959 0.6178 0.6164 
0.1325 0.5349 0.5330 0.5652 0.5929 0.6258 0.6164 
0.1425 0.5370 0.5300 0.5592 0.5949 0.6218 0.6144 
0.1525 0.5349 0.5290 0.5632 0.5969 0.6178 0.6124 
0.1725 0.5319 0.5280 0.5552 0.5929 0.6178 0.6044 
0.1925 0.5209 0.5220 0.5492 0.5849 0.6088 0.5974 
0.2125 0.5159 0.5210 0.5392 0.5780 0.6048 0.5864 
0.2325 0.5129 0.5260 0.5351 0.5730 0.5998 0.5724 
0.2525 0.5078 0.5200 0.5261 0.5611 0.5927 0.5654 
0.2725 0.4998 0.5230 0.5211 0.5601 0.5847 0.5633 
0.2925 0.4958 0.5090 0.5151 0.5452 0.5697 0.5583 
0.3125 0.4868 0.5011 0.5071 0.5352 0.5586 0.5513 
0.3325 0.4737 0.4841 0.4931 0.5263 0.5496 0.5523 
0.3525 0.4617 0.4752 0.4800 0.5203 0.5486 0.5473 
0.3725 0.4516 0.4652 0.4800 0.5193 0.5436 0.5433 
0.3825 0.4386 0.4612 0.4720 0.5093 0.5446 0.5473 
0.3925 0.4336 0.4543 0.4680 0.5083 0.5456 0.5503 
0.4025 0.4356 0.4582 0.4640 0.5054 0.5396 0.5493 
0.4125 0.4366 0.4513 0.4620 0.5054 0.5396 0.5473 
0.4225 0.4326 0.4473 0.4570 0.5044 0.5416 0.5483 
0.4325 0.4316 0.4483 0.4520 0.5083 0.5406 0.5674 
0.4425 0.4336 0.4443 0.4530 0.5014 0.5406 0.5694 
0.4525 0.4336 0.4443 0.4500 0.5034 0.5426 0.5864 
0.4625 0.4326 0.4403 0.4520 0.5034 0.5546 0.5844 
0.4725 0.4336 0.4393 0.4490 0.5133 0.5566 0.5654 
0.4825 0.4316 0.4383 0.4439 0.5073 0.5546 0.5573 
0.4925 0.4276 0.4393 0.4419 0.5064 0.5316 0.5493 
0.5025 0.4266 0.4333 0.4399 0.4954 0.5286 0.5393 
0.5125 0.4255 0.4294 0.4329 0.4894 0.5205 0.5293 
0.5225 0.4326 0.4264 0.4359 0.4865 0.5145 0.5293 
0.5325 0.4336 0.4184 0.4319 0.4765 0.5115 0.5213 
0.5425 0.4155 0.4154 0.4239 0.4755 0.5005 0.5153 
0.5525 0.4015 0.4015 0.4159 0.4616 0.4904 0.5053 
351 
EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.21. — D€ >pth Ave raged V elocity [ TCC] - S >eries N^ '8 (conti 
RunN» 1(a) Kb) 2 3 4 5 
y U U U U U U (m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.5625 0.3904 0.3935 0.4059 0.4566 0.4834 0.4973 
0.5725 0.3703 0.3736 0.3989 0.4397 0.4614 0.4873 
0.5825 0.3503 0.3656 0.3898 0.4317 0.4533 0.4803 
0.5925 0.3332 0.3477 0.3938 0.4198 0.4373 0.4643 
0.6025 0.3162 0.3307 0.3768 0.4019 0.4303 0.4483 
0.6125 0.2931 0.3148 0.3668 0.3929 0.4182 0.4363 
0.6200 0.2820 0.3048 0.3718 0.3830 0.4042 0.4253 
0.6300 0.2710 0.2889 0.3698 0.3701 0.3841 0.4173 
0.6400 0.2599 0.2779 0.3417 0.3561 0.3641 0.3902 
0.6500 0.2298 0.2620 0.3097 0.3293 0.3480 0.3722 
0.6600 0.2138 0.2421 0.2886 0.3193 0.3350 0.3582 
0.6700 0.2047 0.2361 0.3016 0.3134 0.3229 0.3572 
0.6800 0.1977 0.2311 0.2986 0.3024 0.3129 0.3472 
0.6900 0.1937 0.2192 0.2806 0.2974 0.3129 0.3392 
0.7000 0.1686 0.2132 0.2636 0.2855 0.3009 0.3272 
0.7100 0.1626 0.2152 0.2515 0.2805 0.2888 0.3232 
0.7200 0.1576 0.1982 0.2275 0.2726 0.2868 0.3142 
0.7300 0.1415 0.1913 0.2265 0.2577 0.2818 0.3102 
0.7400 0.1445 0.1833 0.2115 0.2577 0.2728 0.3072 
0.7500 0.1315 0.1843 0.2135 0.2557 0.2668 0.2952 
0.7700 0.1395 0.1674 0.2044 0.2388 0.2618 0.2872 
0.7900 0.1174 0.1664 0.1874 0.2258 0.2497 0.2762 
0.8100 0.1245 0.1664 0.1764 0.2159 0.2487 0.2692 
0.8300 0.1154 0.1524 0.1824 0.2069 0.2397 0.2582 
0.8500 0.1194 0.1444 0.1744 0.1960 0.2277 0.2562 
0.8700 0.1164 0.1454 0.1553 0.1970 0.2217 0.2532 
0.8900 0.1164 0.1425 0.1393 0.1890 0.2166 0.2401 
0.9100 0.1064 0.1405 0.1333 0.1870 0.2126 0.2391 
0.9300 0.0984 0.1415 0.1433 0.1820 0.2066 0.2421 
0.9500 0.1134 0.1355 0.1463 0.1751 0.2076 0.2492 
0.9600 0.1134 0.1365 0.1413 0.1721 0.2176 0.2542 
0.9700 0.1104 0.1345 0.1423 0.1721 0.2156 0.2502 
0.9800 0.1154 0.1335 0.1393 0.1721 0.2166 0.2502 
0.9900 0.1305 0.1385 0.1303 0.1721 0.2206 0.2502 
1.0000 0.1094 0.1305 0.1383 0.1701 0.2176 0.2411 
1.0100 0.1024 0.1295 0.1213 0.1671 0.2146 0.2251 
1.0200 0.1004 0.1355 0.1203 0.1711 0.2086 0.2111 
1.0300 0.0953 0.1345 0.1223 0.1631 0.1966 0.1971 
1.0400 0.1044 0.1345 0.1203 0.1532 0.1805 0.1721 
1.0500 0.0863 0.1375 0.1213 0.1462 0.1665 0.1581 
1.0600 0.0984 0.1305 0.1032 0.1293 0.1555 0.1261 
352 
TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
TABLE B.22. — Depth Averaged Velocity [TCC] - Series N^s 
Run N2 1(a) Kb) 2 3 4 5 
y (m) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) 
0.0050 0.3416 0.3567 0.3810 0.3890 0.4148 0.4274 0.0125 0.3785 0.4099 0.4307 0.4472 0.4747 0.4965 0.0225 0.3995 0.4471 0.4635 0.4853 0.5116 0.5425 0.0325 0.4135 0.4591 0.4894 0.5074 0.5365 0.5645 0.0425 0.4295 0.4732 0.4994 0.5244 0.5584 0.5856 0.0525 0.4465 0.4822 0.5003 0.5344 0.5734 0.6026 
0.0625 0.4614 0.4963 0.5093 0.5455 0.5893 0.6096 
0.0725 0.4774 0.5104 0.5272 0.5545 0.5963 0.6166 
0.0825 0.4894 0.5274 0.5431 0.5675 0.6063 0.6296 
0.0925 0.4994 0.5395 0.5551 0.5886 0.6103 0.6396 
0.1025 0.5064 0.5435 0.5640 0.5926 0.6143 0.6436 
0.1125 0.5044 0.5475 0.5759 0.5906 0.6173 0.6496 
0.1225 0.5104 0.5556 0.5799 0.5946 0.6203 0.6546 
0.1325 0.5144 0.5556 0.5809 0.5866 0.6242 0.6576 
0.1425 0.5104 0.5506 0.5799 0.5886 0.6173 0.6566 
0.1525 0.5154 0.5475 0.5789 0.5796 0.6153 0.6556 
0.1725 0.5194 0.5405 0.5680 0.5836 0.6103 0.6516 
0.1925 0.5114 0.5425 0.5580 0.5896 0.6093 0.6426 
0.2125 0.5144 0.5415 0.5570 0.5846 0.6073 0.6416 
0.2325 0.5114 0.5355 0.5491 0.5876 0.5993 0.6306 
0.2525 0.5184 0.5305 0.5451 0.5896 0.6003 0.6226 
0.2725 0.5154 0.5224 0.5372 0.5776 0.5913 0.6146 
0.2925 0.5144 0.5104 0.5332 0.5575 0.5883 0.6096 
0.3125 0.5084 0.5033 0.5272 0.5455 0.5893 0.6046 
0.3325 0.4994 0.4913 0.5163 0.5394 0.5923 0.6056 
0.3525 0.4814 0.4772 0.5083 0.5384 0.6033 0.5956 
0.3725 0.4734 0.4652 0.4984 0.5334 0.6083 0.5856 
0.3825 0.4594 0.4601 0.4924 0.5304 0.5883 0.5856 
0.3925 0.4514 0.4561 0.4934 0.5294 0.5804 0.5856 
0.4025 0.4534 0.4551 0.4944 0.5304 0.5744 0.5856 
0.4125 0.4514 0.4551 0.4874 0.5304 0.5704 0.5886 
0.4225 0.4475 0.4501 0.4894 0.5284 0.5654 0.5846 
0.4325 0.4455 0.4541 0.4884 0.5254 0.5634 0.5866 
0.4425 0.4475 0.4591 0.4884 0.5294 0.5564 0.5846 
0.4525 0.4505 0.4672 0.4984 0.5244 0.5594 0.5866 
0.4625 0.4495 0.4712 0.4974 0.5244 0.5584 0.5856 
0.4725 0.4495 0.4812 0.5053 0.5214 0.5564 0.5846 
0.4825 0.4505 0.4812 0.5003 0.5224 0.5514 0.5785 
0.4925 0.4495 0.4621 0.5043 0.5224 0.5435 0.5745 
0.5025 0.4505 0.4621 0.4984 0.5144 0.5415 0.5635 
0.5125 0.4455 0.4491 0.4904 0.5104 0.5255 0.5595 
0.5225 0.4455 0.4461 0.4735 0.5064 0.5265 0.5485 
0.5325 0.4415 0.4531 0.4635 0.5013 0.5195 0.5455 
0.5425 0.4255 0.4360 0.4516 0.4893 0.5076 0.5345 
0.5525 0.4115 0.4230 0.4367 0.4813 0.4976 0.5275 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.22. — Depth Averaged Velocity [ICC] - Series N^g (continued) 
Run N= 1(a) Kb) 2 3 4 5 
(m) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
0.5625 0.3965 0.4149 0.4337 0.4723 0.4866 0.5175 
0.5725 0.3875 0.3968 0.4158 0.4552 0.4757 0.5105 
0.5825 0.3865 0.3798 0.4088 0.4452 0.4677 0.4975 
0.5925 0.3715 0.3677 0.3949 0.4322 0.4557 0.4865 
0.6025 0.3406 0.3456 0.3750 0.4191 0.4447 0.4815 
0.6125 0.3206 0.3396 0.3541 0.4031 0.4278 0.4664 
0.6200 0.2986 0.3124 0.3472 0.3880 0.4188 0.4624 
0.6300 0.2627 0.2994 0.3352 0.3760 0.4069 0.4494 
0.6400 0.2657 0.2853 0.3163 0.3529 0.3899 0.4364 
0.6500 0.2597 0.2723 0.3044 0.3349 0.3730 0.4174 
0.6600 0.2457 0.2582 0.2915 0.3229 0.3600 0.4044 
0.6700 0.2387 0.2431 0.2785 0.3078 0.3460 0.4014 
0.6800 0.2117 0.2321 0.2716 0.3068 0.3410 0.3924 
0.6900 0.2067 0.2210 0.2576 0.2958 0.3301 0.3924 
0.7000 0.1978 0.2140 0.2507 0.2787 0.3221 0.3874 
0.7100 0.1698 0.2100 0.2497 0.2818 0.3171 0.3864 
0.7200 0.1588 0.1939 0.2487 0.2737 0.3041 0.3824 
0.7300 0.1478 0.1909 0.2387 0.2727 0.3121 0.3744 
0.7400 0.1368 0.1839 0.2318 0.2607 0.3012 0.3714 
0.7500 0.1328 0.1798 0.2238 0.2587 0.2902 0.3714 
0.7700 0.1238 0.1658 0.2139 0.2507 0.2862 0.3663 
0.7900 0.1229 0.1678 0.2059 0.2457 0.2782 0.3613 
0.8100 0.1099 0.1618 0.1960 0.2447 0.2663 0.3563 
0.8300 0.1189 0.1477 0.1880 0.2487 0.2643 0.3533 
0.8500 0.0999 0.1477 0.1810 0.2537 0.2633 0.3493 
0.8700 0.0949 0.1447 0.1810 0.2597 0.2623 0.3433 
0.8900 0.1039 0.1396 0.1711 0.2587 0.2553 0.3373 
0.9100 0.1049 0.1296 0.1671 0.2597 0.2533 0.3243 
0.9300 0.0949 0.1366 0.1631 0.2527 0.2393 0.3253 
0.9500 0.0849 0.1266 0.1592 0.2447 0.2353 0.3393 
0.9600 0.0829 0.1306 0.1611 0.2457 0.2443 0.3343 
0.9700 0.0899 0.1276 0.1582 0.2427 0.2483 0.3383 
0.9800 0.0989 0.1185 0.1532 0.2376 0.2443 0.3273 
0.9900 0.0959 0.1386 0.1532 0.2467 0.2403 0.3263 
1.0000 0.0989 0.1326 0.1512 0.2487 0.2363 0.3163 
1.0100 0.1059 0.1316 0.1472 0.2507 0.2294 0.3043 
1.0200 0.1089 0.1216 0.1472 0.2356 0.2124 0.2963 
1.0300 0.1268 0.1246 0.1482 0.2226 0.1925 0.2863 
1.0400 0.1248 0.1306 0.1422 0.2116 0.1755 0.2743 
1.0500 0.1298 0.1437 0.1413 0.2025 0.1516 0.2542 
1.0600 0.1288 0.1306 0.1313 0.1855 0.1177 0.2272 
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TABULATIONS — TRAPEZOIDAL COMPOUND CHANNEL 
TABLE B.23. — Depth Averaged Velocity [TCC] - Series N»10 
RunNa 1(a) Kb) 2 3 4 5 
y (m) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) 
0.0050 0.3390 0.3653 0.3726 0.4016 0.4281 0.4277 
0.0125 0.3916 0.4215 0.4354 0.4661 0.4920 0.4928 
0.0225 0.4238 0.4576 0.4753 0.5042 0.5279 0.5348 
0.0325 0.4384 0.4726 0.4922 0.5315 0.5578 0.5649 
0.0425 0.4540 0.4867 0.5042 0.5511 0.5808 0.5889 
0.0525 0.4725 0.4947 0.5201 0.5667 0.6007 0.6089 
0.0625 0.4910 0.5108 0.5321 0.5784 0.6137 0.6240 
0.0725 0.4978 0.5278 0.5460 0.5853 0.6237 0.6590 
0.0825 0.5134 0.5399 0.5540 0.5863 0.6297 0.6750 
0.0925 0.5153 0.5419 0.5699 0.5902 0.6337 0.6590 
0.1025 0.5202 0.5529 0.5719 0.5980 0.6337 0.6600 
0.1125 0.5231 0.5599 0.5779 0.5911 0.6347 0.6670 
0.1225 0.5251 0.5659 0.5769 0.5990 0.6327 0.6700 
0.1325 0.5222 0.5639 0.5829 0.6029 0.6267 0.6690 
0.1425 0.5231 0.5700 0.5829 0.6009 0.6237 0.6620 
0.1525 0.5202 0.5680 0.5839 0.6038 0.6167 0.6610 
0.1725 0.5192 0.5619 0.5889 0.6087 0.6177 0.6520 
0.1925 0.5183 0.5599 0.5859 0.6205 0.6047 0.6430 
0.2125 0.5251 0.5549 0.5859 0.6029 0.6037 0.6390 
0.2325 0.5202 0.5419 0.5839 0.5833 0.6057 0.6330 
0.2525 0.5095 0.5449 0.5829 0.5726 0.6017 0.6250 
0.2725 0.5095 0.5429 0.5749 0.5687 0.5998 0.6260 
0.2925 0.5105 0.5348 0.5709 0.5628 0.5968 0.6360 
0.3125 0.5027 0.5238 0.5639 0.5540 0.5908 0.6290 
0.3325 0.4871 0.5168 0.5490 0.5452 0.5938 0.6230 
0.3525 0.4783 0.5067 0.5460 0.5413 0.5948 0.6139 
0.3725 0.4627 0.4967 0.5331 0.5452 0.6087 0.6089 
0.3825 0.4579 0.4907 0.5380 0.5374 0.5958 0.6109 
0.3925 0.4559 0.4887 0.5281 0.5364 0.5838 0.6190 
0.4025 0.4530 0.4827 0.5221 0.5345 0.5788 0.6159 
0.4125 0.4501 0.4807 0.5241 0.5403 0.5748 0.6200 
0.4225 0.4491 0.4776 0.5191 0.5364 0.5718 0.6180 
0.4325 0.4452 0.4786 0.5181 0.5384 0.5718 0.6180 
0.4425 0.4472 0.4766 0.5151 0.5384 0.5718 0.6109 
0.4525 0.4491 0.4746 0.5161 0.5354 0.5648 0.6079 
0.4625 0.4501 0.4736 0.5101 0.5345 0.5628 0.6049 
0.4725 0.4511 0.4756 0.5062 0.5315 0.5638 0.6049 
0.4825 0.4481 0.4756 0.5062 0.5296 0.5608 0.6039 
0.4925 0.4530 0.4736 0.5032 0.5276 0.5548 0.5999 
0.5025 0.4481 0.4736 0.5072 0.5208 0.5459 0.5959 
0.5125 0.4433 0.4696 0.4952 0.5159 0.5389 0.5849 
0.5225 0.4355 0.4646 0.4902 0.5032 0.5239 0.5809 
0.5325 0.4296 0.4606 0.4872 0.5022 0.5119 0.5799 
0.5425 0.4257 0.4596 0.4763 0.4905 0.5069 0.5669 
0.5525 0.4189 0.4495 0.4633 0.4837 0.4950 0.5599 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.23. — Depth Averaged Velocity [TCCl - Series N^io (continued) 
RunN" 1(a) Kb) 2 3 4 5 
y U U U U U U 
(m) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) 
0.5625 0.3975 0.4355 0.4484 0.4729 0.4810 0.5569 
0.5725 0.3877 0.4154 0.4314 0.4602 0.4710 0.5498 
0.5825 0.3760 0.4084 0.4145 0.4485 0.4670 0.5398 
0.5925 0.3527 0.3863 0.3966 0.4407 0.4600 0.5268 
0.6025 0.3429 0.3823 0.3836 0.4270 0.4570 0.5218 
0.6125 0.3293 0.3592 0.3667 0.4133 0.4451 0.5138 
0.6200 0.3234 0.3582 0.3577 0.4045 0.4431 0.5108 
0.6300 0.3098 0.3472 0.3438 0.3918 0.4321 0.4998 
0.6400 0.3010 0.3301 0.3268 0.3801 0.4231 0.4847 
0.6500 0.2903 0.3161 0.3168 0.3645 0.4072 0.4757 
0.6600 0.2737 0.3091 0.3049 0.3518 0.3982 0.4617 
0.6700 0.2660 0.2930 0.2919 0.3469 0.3892 0.4517 
0.6800 0.2484 0.2860 0.2840 0.3381 0.3862 0.4527 
0.6900 0.2445 0.2729 0.2830 0.3303 0.3922 0.4457 
0.7000 0.2426 0.2579 0.2640 0.3293 0.3852 0.4367 
0.7100 0.2289 0.2539 0.2561 0.3273 0.3842 0.4307 
0.7200 0.2211 0.2468 0.2551 0.3244 0.3752 0.4317 
0.7300 0.2095 0.2388 0.2481 0.3254 0.3762 0.4267 
0.7400 0.1987 0.2368 0.2411 0.3185 0.3732 0.4237 
0.7500 0.2143 0.2308 0.2302 0.3263 0.3702 0.4216 
0.7700 0.1773 0.2218 0.2262 0.3293 0.3682 0.4136 
0.7900 0.1773 0.2097 0.2172 0.3303 0.3563 0.4096 
0.8100 0.1646 0.1967 0.2092 0.3322 0.3573 0.4106 
0.8300 0.1627 0.1927 0.2082 0.3293 0.3483 0.4086 
0.8500 0.1588 0.1846 0.2023 0.3234 0.3443 0.4086 
0.8700 0.1529 0.1726 0.2033 0.3205 0.3373 0.4026 
0.8900 0.1607 0.1726 0.1993 0.3176 0.3353 0.3966 
0.9100 0.1432 0.1595 0.1993 0.3117 0.3263 0.3816 
0.9300 0.1374 0.1626 0.1933 0.3000 0.3183 0.3836 
0.9500 0.1354 0.1575 0.1883 0.2765 0.3094 0.4016 
0.9600 0.1276 0.1585 0.1903 0.2697 0.3104 0.4016 
0.9700 0.1364 0.1545 0.1903 0.2658 0.3203 0.3966 
0.9800 0.1276 0.1565 0.1863 0.2648 0.3163 0.3976 
0.9900 0.1276 0.1565 0.1863 0.2667 0.3223 0.3916 
1.0000 0.1296 0.1545 0.1823 0.2716 0.3183 0.3716 
1.0100 0.1335 0.1485 0.1803 0.2667 0.3074 0.3495 
1.0200 0.1344 0.1485 0.1803 0.2619 0.2964 0.3395 
1.0300 0.1276 0.1505 0.1833 0.2492 0.2794 0.3325 
1.0400 0.1276 0.1555 0.1823 0.2316 0.2674 0.3155 
1.0500 0.1179 0.1465 0.1764 0.2267 0.2535 0.2945 1.0600 0.1159 0.1435 0.1604 0.2130 0.2235 0.2604 
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TABULATIONS - TRAPEZOIDAL COMPOUND CHANJNJEL 
TABLE B.24. — Depth Averaged Velocity [TCC] - Series N^ii 
RunN*' 1(a) Kb) 2 3 4 5 
y (m) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) U (m/s) 
0.0050 0.3369 0.3589 0.3877 0.4376 0.4369 0.4795 0.0125 0.3825 0.4097 0.4408 0.4849 0.4941 0.5496 0.0225 0.4102 0.4453 0.4779 0.5283 0.5293 0.5846 0.0325 0.4261 0.4636 0.4959 0.5500 0.5574 0.6157 0.0425 0.4488 0.4789 0.5109 0.5697 0.5775 0.6327 0.0525 0.4607 0.4941 0.5250 0.5825 0.5976 0.6467 
0.0625 0.4756 0.5074 0.5370 0.5953 0.6136 0.6567 
0.0725 0.4875 0.5196 0.5530 0.5973 0.6217 0.6687 
0.0825 0.4994 0.5348 0.5640 0.6071 0.6307 0.6677 
0.0925 0.5083 0.5368 0.5731 0.6051 0.6347 0.6617 
0.1025 0.5063 0.5409 0.5731 0.5963 0.6377 0.6687 
0.1125 0.5103 0.5440 0.5771 0.5943 0.6337 0.6747 
0.1225 0.5083 0.5429 0.5801 0.6002 0.6377 0.6767 
0.1325 0.5093 0.5429 0.5791 0.5963 0.6337 0.6777 
0.1425 0.5053 0.5419 0.5791 0.5973 0.6377 ^.6767 
0.1525 0.5033 0.5450 0.5841 0.5963 0.6357 0.6837 
0.1725 0.5083 0.5501 0.5801 0.5913 0.6287 0.6827 
0.1925 0.5132 0.5521 0.5811 0.5923 0.6287 0.6687 
0.2125 0.5162 0.5531 0.5851 0.5933 0.6247 0.6567 
0.2325 0.5132 0.5562 0.5821 0.6051 0.6197 0.6517 
0.2525 0.5123 0.5562 0.5811 0.6278 0.6116 0.6417 
0.2725 0.5073 0.5440 0.5781 0.6101 0.6086 0.6427 
0.2925 0.5063 0.5399 0.5710 0.5963 0.6006 0.6397 
0.3125 0.5014 0.5338 0.5640 0.5884 0.5946 0.6387 
0.3325 0.4944 0.5226 0.5580 0.5805 0.5966 0.6297 
0.3525 0.4815 0.5094 0.5490 0.5736 0.5956 0.6277 
0.3725 0.4687 0.4982 0.5470 0.5618 0.5875 0.6197 
0.3825 0.4617 0.4951 0.5440 0.5578 0.5905 0.6167 
0.3925 0.4568 0.4931 0.5400 0.5677 0.5905 0.6187 
0.4025 0.4518 0.4911 0.5320 0.5559 0.5915 0.6277 
0.4125 0.4508 0.4809 0.5390 0.5608 0.6016 0.6377 
0.4225 0.4478 0.4890 0.5440 0.5628 0.6197 0.6307 
0.4325 0.4449 0.4880 0.5380 0.5578 0.6076 0.6187 
0.4425 0.4439 0.4870 0.5320 0.5588 0.6016 0.6257 
0.4525 0.4478 0.4840 0.5410 0.5568 0.5956 0.6277 
0.4625 0.4508 0.4870 0.5360 0.5480 0.5946 0.6247 
0.4725 0.4488 0.4870 0.5450 0.5500 0.5946 0.6257 
0.4825 0.4498 0.4880 0.5340 0.5470 0.6026 0.6227 
0.4925 0.4538 0.4921 0.5230 0.5431 0.5976 0.6227 
0.5025 0.4528 0.4962 0.5139 0.5312 0.5915 0.6167 
0.5125 0.4558 0.4951 0.5079 0.5194 0.5745 0.6117 
0.5225 0.4558 0.4829 0.5009 0.5155 0.5684 0.5996 
0.5325 0.4558 0.4799 0.4939 0.5095 0.5614 0.5956 
0.5425 0.4449 0.4880 0.4839 0.4948 0.5474 0.5896 
0.5525 0.4251 0.4880 0.4739 0.4849 0.5393 0.5836 
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EXPERIMENTAL DATA - DETAILED TABULATIONS 
TABLE B.24. — Depth Averaged Velocity [ICC] - Series N=11  (continued) 
Run N" 1(a) Kb) 2 3 4 5 
y (m) U (m/s) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
U 
(m/s) 
0.5625 0.4280 0.4626 0.4639 0.4780 0.5323 0.5706 
0.5725 0.4280 0.4423 0.4488 0.4711 0.5253 0.5656 
0.5825 0.4003 0.4230 0.4358 0.4603 0.5172 0.5616 
0.5925 0.3656 0.4026 0.4198 0.4534 0.5092 0.5536 
0.6025 0.3468 0.3853 0.4047 0.4455 0.5062 0.5446 
0.6125 0.3280 0.3701 0.3867 0.4376 0.4971 0.5376 
0.6200 0.3240 0.3548 0.3777 0.4248 0.4921 0.5316 
0.6300 0.2943 0.3406 0.3647 0.4169 0.4891 0.5236 
0.6400 0.2854 0.3223 0.3476 0.4021 0.4791 0.5236 
0.6500 0.2675 0.3121 0.3306 0.3883 0.4700 0.5075 
0.6600 0.2517 0.3040 0.3266 0.3785 0.4610 0.5015 
0.6700 0.2457 0.2867 0.3076 0.3676 0.4580 0.4935 
0.6800 0.2447 0.2766 0.3026 0.3647 0.4590 0.4915 
0.6900 0.2120 0.2705 0.2955 0.3607 0.4550 0.4895 
0.7000 0.2110 0.2583 0.2855 0.3597 0.4530 0.4835 
0.7100 0.2140 0.2542 0.2815 0.3558 0.4509 0.4805 
0.7200 0.1972 0.2410 0.2745 0.3568 0.4449 0.4755 
0.7300 0.1843 0.2267 0.2705 0.3538 0.4409 0.4735 
0.7400 0.1764 0.2166 0.2705 0.3548 0.4409 0.4655 
0.7500 0.1764 0.2135 0.2635 0.3607 0.4319 0.4705 
0.7700 0.1724 0.1942 0.2595 0.3548 0.4288 0.4615 
0.7900 0.1595 0.1983 0.2525 0.3558 0.4228 0.4575 
0.8100 0.1605 0.1820 0.2485 0.3568 0.4198 0.4585 
0.8300 0.1427 0.1698 0.2444 0.3479 0.4158 0.4545 
0.8500 0.1318 0.1637 0.2424 0.3410 0.4088 0.4475 
0.8700 0.1268 0.1698 0.2404 0.3282 0.4007 0.4375 
0.8900 0.1318 0.1586 0.2364 0.3233 0.3987 0.4285 
0.9100 0.1298 0.1545 0.2314 0.3223 0.3927 0.4235 
0.9300 0.1179 0.1566 0.2324 0.3174 0.3826 0.4225 
0.9500 0.1149 0.1525 0.2284 0.3085 0.3837 0.4265 
0.9600 0.1139 0.1586 0.2264 0.3026 0.3816 0.4295 
0.9700 0.1179 0.1444 0.2234 0.2996 0.3867 0.4285 
0.9800 0.1239 0.1393 0.2184 0.2947 0.3877 0.4275 
0.9900 0.1169 0.1495 0.2174 0.2996 0.3786 0.4194 
1.0000 0.1110 0.1464 0.2134 0.2996 0.3756 0.4084 
1.0100 0.1021 0.1434 0.2054 0.3016 0.3616 0.3964 
1.0200 0.1030 0.1383 0.2054 0.2986 0.3485 0.3794 
1.0300 
1.0400 
0.1040 
0.0803 
0.1322 
0.1362 
0.2084 
0.2054 
0.2907 
0.2779 
0.3304 
0.3294 
0.3664 
0.3624 
1.0500 
1.0600 
0.1021 
0.0991 
0.1383 
0.1261 
0.1964 
0.1753 
0.2631 
0.2375 
0.3174 
0.2732 
0.3484 
0.3133 
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C.        EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
C.l.        RECTANGULAR CHANNEL 
C.1.1.     Boundary Shear Stress Distributions 
C.1.2.     Depth Averaged Velocity Distributions 
C.1.3.     Velocity Field Contours 
C.2. RECTANGULAR COMPOUND CHANNEL 
C.2.1.     Boundary Shear Stress Distributions 
C.2.2.      Depth Averaged Velocity Distributions 
C.2.3.     Velocity Field Contours 
C.3.        TRAPEZOIDAL COMPOUND CHANNEL 
C.3.1.     Boundary Shear Stress Distributions 
C.3.2.     Depth Averaged Velocity Distributions 
C.3.3.      Velocity Field Contours 
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C.        EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
C.l.        RECTANGULAR CHANNEL 
C.1.1.     Boundary Shear Stress Distributions 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
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FIGURE C.I (a). — BSS Distributions - Series N^ 1, Run N^s 1, 2 & 3 
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RECTANGULAR CHAN>rEL 
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FIGURE C.1(b). — BSS Distributions - Series N^ 1, Run N^s 4 & 5 
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C.l.        RECTANGULAR CHANNEL 
C.1.2.     Depth Averaged Velocity Distributions 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
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FIGURE C.2(a). — DAV Distributions - Series N» 1, Run N^s 1, 2 & 3 
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RECTANGULAR CHANNEL 
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FIGURE C.2(b). — DAV Distributions - Series N^ 1, Run N^s 4 & 5 
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C.l.        RECTANGULAR CHANNEL 
C.1.3.     Velocity Field Contours 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
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FIGURE C.3(a). — VF Contours ■ Series N^ 1, Run N^s 1, 2 & 3 
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RECTANGULAR CHANNEL 
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FIGURE C.3{b). — VF Contours - Series N^ 1, Run N^s 4 & 5 
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C.2. RECTANGULAR COMPOUND CHANNEL 
C.2.1.     Boundary Shear Stress Distributions 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
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FIGURE C.4{a). — BSS Distributions - Series N^ 2, Run N^s 1, 2 & 3 
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RECTANGULAR COMPOUND CHANNEL 
o -0.10   0.00     0.10    0.20     0.30    0.40     0.50    0.60     0.70     0.80    0.90     100     110 II II I 1.20 
Series N^ 2; Run N^ 4 I    I I    I 
II II -0.10   0.00     0.10    0.20     0.30    0.40     0.50 0.60     0.70     0.80    0.90     1.00     1.10 
II II                                                I 
I            I, , I     I                                                 I 1  Series N^ 2; Run N^ 5    | |    | 
1.20 
-0.10   0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10    120 
Boundary Distance, s (m) 
LEGEND: 
!   Experimental: Predicted: 
♦     Point Measurement 
i  - - -   Average Flood Plain 
     Bed      Average Wall 
FIGURE C.4(b). — BSS Distributions - Series N» 2, Run N=s 3C, 4 & 5 
375 
EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 3; R\mN^l 
o V 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10     1.20 II II II 
I 1  Series N^ 3; Run N° 2   1 ]    ] [    ] 
II 11 -0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70 0.80     0.90     1.00     1.10     1.20 
II                                                                        II II II II Series N^ 3; Run N^ 3 
-0.10   0.00     0.10    0.20     0.30    0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10     1.20 
Boundary Distance, s (m) 
LEGEND:                                                                           1 
i   Experimental: Predicted: 
♦      Point Measurement 
!   " - -   Average Rood Plain      Bed      Average Wall 
FIGURE C.5(a). — BSS Distributions - Series N^ 3, Run N^s 1, 2 & 3 
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RECTANGULAR COMPOUND CHANNEL 
>-< «s a> 
CD 
(8 
C 
CD cn QJ -2 O '33 C s 
I 11 "II -0.10   0.00     0.10     0.20    0.30     0.40    0.50     0.60    0.70     0.80    0.90     1.00     1.10     120 
I, . II II Series N^ 3; Run N^ 5 
-0.10   0.00     0.10     0.20     0.30     0.40    0.50     0.60     0.70     0.80    0.90     1.00     1.10     120 
Boundary Distance, s (m) 
LEGEND:                                                                           1 
:   Experimental: Predicted: 
♦     Point Measurement 
;   - - -   Average Flood Plain 
     Bed      Average Wall 
FIGURE C.5(b). — BSS Distributions - Series N» 3, Run N^s 4 & 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 4; Run N^ la 
o V 
-0.10    0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 II II i I I Series N^ 4; Run N^ lb 
Series N'^ 4; Run N^ Ic 
1.20 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
II II I 
I 
1.20 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0,70     0.80     0.90     1.00     1.10     1.20 
Boundary Distance, s (m) 
LEGEND:                                                                             1 
:   Experimental: Predicted:                                 1 
♦      Point Measurement 
" - -   Average Flood Plain      Bed                            !       Average Wall 
FIGURE C.6(a). — BSS Distributions • Series N^ 4, Run N^s la, lb & 1c 
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RECTANGULAR COMPOUND CHANNEL 
o V 
Series N^ 4; Run N^ 2 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70 0.80    0.90     1.00     1.10     120 II                                                                     II 11 II II I Series N^ 4; Run N^ 3 
I" II I -0.10    0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10     120 
-0.10   0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10    1.20 
Boundary Distance, s (m) 
LEGEND:                                                                           1 
i   Experimental: Predicted: 
♦     Point Meastirement 
i   - - -   Average Rood Plain 
     Bed 
     Average Wall 
FIGURE C.6(b). — BSS Distributions - Series N^ 4, Run N^s 2, 3 & 4 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
o V 
i-> 
OS 
O) X en 
03 
-§ 
O pa 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10     1.20 
Boundary Distance, s (m) 
LEGEND:                                                                              | 
1   Experimental: Predicted:                                  \ 
*'     Point Measurement 
I   - - -   Average Flood Plain      Bed      Average Wail 
FIGURE C.6(c). — BSS Distributions - Series N» 4, Run N^ 5 
380 
RECTANGULAR COMPOUND CHANNEL 
o V 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80    0.90     1.00     110     120 II II II 
|SeriesN2 5;RunN2 1b ' '    ' ' 
I    I -0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80    0.90     1.00     1.10     1,20 
Series N^ 5; Run N^ 2 I    I I    I I    I 
-0.10   0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10    120 
Boundary Distance, $ (m) 
LEGEND:                                                                              1 
i   Experimental: Predicted: 
♦     Point Measurement 
i   - - -   Average Flood Plain 
     Bed 
     Average Wall 
FIGURE C.7(a). — BSS Distributions - Series N» 5, Run N^s la, lb & 2 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
-0.10    0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80 
II II 
I     I 
0.90     1.00     1.10 
Series N^ 5; Run N^ 3c 
D 
I     I -0.10    0.00     0.10     0,20     0.30     0.40     0.50     0.60     0.70     0.80 
II II 
I 
0.90     1.00     1.10 
Series N^ 5; Run N^ 4 
1.20 
1.20 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10     1.20 
Boundary Distance, s (m) 
LEGEND:                                                                                   | 
i   Experimental: Predicted: 
♦     Point Measurement 
i   - - -   Average Flood Plain :        Bed      Average Wall 
FIGURE C.7(b). — BSS Distributions - Series N^ 5, Run N»s 3, 3c & 4 
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RECTANGULAR COMPOUND CHAN> EL 
o V 
CD u «J 0) 
CD 
nJ 73 C 3 O 
-a 
'eft 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80    0.90     1.00     1.10     l.:[0 
Boundary Distance, s (m) 
LEGEND:                                                                              | 
i   Experimental: Predicted:                                j 
♦      Point Measurement 
i  - - -   Average Flood Plain 
     Bed 
     Average Wall . 
FIGURE C.7(c). — BSS Distributions - Series N^ 5, Run N^ 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
o V 
-0.10    0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80 II II 
I 
0.90     1.00 l.ld     1.20 
I     I 
Series N^ 6; Run N^ lb I    I 
II II -0.10   0.00 0.10     0.20     0.30     0.40     0.50     0.60    0.70    0.80 
II II 
I 
0.90     1.00 I     I 1.10     1.20 
I  Series N^ 6; Run N^ 2 I    I 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10     1.20 
Boundary Distance, s (m) 
LEGEND:                                                                                | 
[Experimental: '.    Predicted:                                  ! 
♦      Point Measurement 
i   - - -   Average Flood Plain      Bed      Average Wall              \ 
FIGURE C.8(a). — BSS Distributions - Series N^ 6, Run N^s la, lb & 2 
384 
RECTANGULAR COMPOUND CHANNEL 
o V 
£ 
u 
CO O X, en 
to -o c 
O 
CQ 
(D c« 01 "c _o '55 c 
S 5 
I       I "II                                11 -0.10   0.00     0.10     0.20     0.30     0.40     0.50 0.60     0.70 0.80     0.90     1.00     1.10     120 
II II                                                  II I            I, . II                                                   II Series N^ 6; Run N^ 4 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10     1,20 
Boundary Distance, s (m) 
LEGEND:                                                                            | 
i   Experimental: Predicted: 
♦     Point Measurement 
j  - - -   Average Flood Plain 
     Bed      Average Wall 
FIGURE C.8(b). — BSS Distributions - Series N^ 6, Run N^s 3 & 4 
385 
386 
G.2. RECTANGULAR COMPOUND CHANNEL 
C.2.2.     Depth Averaged Velocity Distributions 
d>S7 
EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
:3 
> 
T3 
6JD 
Q 
o 
C 
5 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
N                                             r 
I 
( 
y 
9—                                          ^ 
^ Series N^ 2; Run N« 1 ' 
-J ', ;                 ;-|-'-; :        : :        1 ;        :     1 
1        1 :        1 1      . ;       L i__. J  
1 
' L---J._   
^ ^.Mk. A ^'^^"ifc. ■'— '                 ' i___j  : L.-i- "•^ *"i5ji~-~.^ ' r 1        1 i'S^^,.:  i        :      1 
 j j. K^i^. :        i      1   r""'*^M^V-^ lAA.f f ^A *   ^itiil -■- 
1 1       1 
__ 1       i     1          i 1       i 1 i \—^ 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 I I 
Series N^ 2; Run N^ 2 
; 1        r\"--. 1 
1 1 ; j.l _. ;  ....i. ..,*««* * ^^ i-r- 1 1 '^^ **♦♦-»-» 
/^- ■ ■ ;"    N^K; 1 !--^-r<i&5t^ ^»^> > * •»*»*m »%^' 
J  ''. .. _' 1 '.. _   _ ^ 1 1        , '     ^ ;      'II 1 1 1      ,|     i 1 0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 2; Run N^ 3 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:     ♦ ;    Predicted: 
FIGURE C.9(a). — DAV Distributions - Series N^ 2, Run N^s 1, 2 & 3 
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RECTANGULAR COMPOUND CHAN]^EL 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
I ^                                               4.                                  V Y                       ——— 
„ Series N2 2; Run N2 3C J[ ^ , _..                      ■" 
III''' ! i       : '"T 
1 4. +       _    .    +_       _       i._       -    j    L              J 
I       r-y- 
I         !         ;         ;         ;        i r""'l  1 ;—-f- 
^#***f^**|* '*•*'•♦♦•*»»vWNi»^    1 
_» 1 ^. 
L.—J  --I -   -  ,-    -\- —-    i         i     J 
^^"^'^->— :        :        :       i        ;        ; 1      ! ''***-^*i^«.*W| 
1        1        :        1      ';       rr""""i !                 ;--^-- r                   r                   r                   T                   .       ---.,-1.....,                   , 
-j 1 1 , \ ^ ^ ^  \ \ H 
:3 
to 
a, 
Q 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 2; Run N^ 4 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
Series N^ 2; Run N^ 5 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00 
Lateral Distance, y (m) 
1.10 
LEGEND: 
Experimental:     ♦ Predicted: 
FIGURE C.9(b). — DAV Distributions - Series N^ 2, Run N^s 3C, 4 & 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
e ^ i 
Series N^ 3; Run N^ 1 
:3 
Q 
0* £ S 
0.00     0.10     0.20     0.30     0.40     0.50     0.60 
Series N^ 3; Run N^ 2 
0.00     0.10     0.20     0.30     0.40     0.50     0.60 
Series N^ 3; Run N^ 3 
0.70     0.80     0.90     1.00     1.10 
0.70     0.80     0.90     1.00     1.10 I 
I 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
LEGEND: 
i   Experimental:     ♦ ;    Predicted: 
FIGURE C.10(a). — DAV Distributions - Series N^ 3, Run N^s 1, 2 & 3 
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RECTANGULAR COMPOUND CHANNEL 
e- 
2.00 
1.75 
1.50 
h 1.25 
^ 1.00 ij 
o 0.75 
^ 0.50 V> 0.25 M) U.UO (U 
^ 
X. ex OJ Q 
Cfi 2.00 Cfl 0) -2 1.75 o 1.50 c '^ 1 75 h D 1.00 
0.75 
0.50 
0.25 
0.00 
s i 
Series N^ 3; Run N^ 4 
Series N^ 3; Run N^ 5 
I I 
0.00     0.10     0.20     0.30     0.40     0.50     0.60 0.70     0.80     0.90     1.00     1.10 
I I 
I I 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:     ♦ Predicted: 
FIGURE C.10(b). — DAV Distributions - Series N^ 3, Run N^s 4 & 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
e 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
b 
:>^ 
u o 
^ 2.00 
T3 a; 1.75 hD l.bU 
^ 1.25 x; 1 on o QJ O'/S a 
CAl 0 50 t/1 
0.25 n 55 0.00 
* 
4) 
Series N^ 4; Run N^ la 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 I I 
Series N^ 4; Run N^ lb 
Q 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
1 I 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
Series N^ 4; Run N^ Ic 1                                                                1 
L                                                     _                                       1 i           ; r 4 j  ;         :     1 j 1         ; .U___J  1         1 1 \         1 1         ! ;       ;     1 ^•jsettfiiAit* A*^±Aij^^^^ ; 1         i ;     1 
'^ ^          i :        :     1 
'          '          ' i^^>^ 1 !            !        1 ._.._!_     i       i|^S*^  -j ;-----]-- 
1              '             '\'' i      ;    1 1    1 1              1 1 i      1 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1,00     1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:     ♦ \    Predicted: 
FIGURE C.I 1(a). — DAV Distributions - Series N^ 4, Run N^s la, 1b & 1c 
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RECTANGULAR COMPOUND CHANlvJEL 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
(^                                           ^ 
I k                     Y y               —1 
r                                  u ^^ Series NM; Run N2 2 r           1           T           T           T           "j'j        ■;           -; X. :     1 
_.-         i.           i           '           '            '            i            i            i r-T" 
— .-^^^♦J^^^^J    ....i             1            !            !  j—-f- 1    j _.y^*^*rr...L.....Y*!'"1*^5*^'^^ J 1     i - -- -,—1-- i    -1 -L-J..--J-..-J...__J_.._.J..^^ L...i...„i .._._ .-._   i    1 :        [        [        [        [        ^^^*^L^     1 1    1 
I ; ;                              ! 1         l^*"*'4»-'*^»'r^ ' ■ """LI iiJttJ r       :       I       T    —]       rt---^ 1  
H \ \ \ 1 \ H—\ 1  i H 
:3 
'u O 
o to 
u 0) 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 4; Run N^ 3 
I ■                                I 0.00     0.10     0.20     0.30     0.40     0.50     0.60 0.70     0.80     0.90     1.00     1.10 I I 
I I 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
Series N^ 4; RunN^ 4 
 T ^ r\-—, 1  
 1 1 1.1...J 1  --1-  J.. II                1   r           1                1  i i \-i — -\ J  1 i        :        II;        ; 1 
j/"'"'^*' ^'^"^^I^^^^^Ss.iifc^i 1      i       J 1 
>          ! i^^S?^ 1 
,. : ; j 1 ._TTr**t*A?5»** ^ mti^ 
1 
t         1          1 r       1          1 
_. __ _ ^— — 
 \   ^ ^ p , ,  ^-^ 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:     ♦ L..P^^^j^^i 
FIGURE C.11(b). — DAV Distributions - Series N^ 4, Run N^s 2, 3 & 4 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
:3 
'0 o 
u a 
a. 
Q 
01 
c 
5 
e 
Series NM; Run N° 5 
^ 
-i 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:     ♦ j    Predicted: 
FIGURE C.11(c). — DAV Distributions - Series N^ 4, Run N^ 5 
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RECTANGULAR COMPOUND CHAN>[EL 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
I A.                                               J.                                 V Y                                  ^ J 
,. Series N2 5; Run N^ la -I f                                             T 1         1         |l       1       -y--;--T-,- 
 ^.        ^ -^-L            J                  J                    !                    '             1 I               U    -1 1 : :—-f- 
 i J il         1        1        ;     1 4^4^*« '^^"*<it"~~**^ 
^ , ^ ^—^__ 
/^f      " 1-  —1 1 1 1—1__ k '    '■    '■    ''  \ klTT" :"""T"'|- 
1        1        I f^Nuj.:.:"'::"": r" 
1 I  1 1 H \ \ i 1—\- 
:3 
'u O I 
t3 O) 
WD 
OS 
OH 
Q 
O 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
I I 
Series N^ 5; Run N^ lb 
I I 0.00    0.10    0.20    0.30    0.40    0.50    0.60 0.70    0.80    0.90    1.00    1.10 I I 
I I Series N^ 5; Run N^ 2 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:      ♦ j    Predicted: 
FIGURE C.12(a). — DAV Distributions - Series N^ 5, Run N^s 1a, 1b & 2 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
1 i I                                  4.                        Y 
T                                                                        1 
Series N^ 5; Run N*^ 3              ^ _;  
1            1            i            ! ""^:         ; \    1 
'"-   ;        :        ;        : 1      :        | !              '              '     __._!i. !_-     -    1-      ;    1 
_ LtfH* « > 
 : 1       r       ^ '     1        i 1  :-----!-- 
i     ^^^^iNifc^l — .J  L_..i- T i     1 >   r l^^i^j^^ ♦^■*H4«^-- ;            1            :            ;-[-—;            ; 
 ^ ^ ^ 1^ ^ ^ , 1 1 \ H 
^3 
^, 
'0 o 
T3 OJ 
ca 
OJ 
a a; Q 
0,00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 I I 
1 I Series N^ 5; Run N^ 3c 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80    0.90     1.00     1.10 
2.00 
1.75 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00 
Series N^ 5; Run N^ 4               | 1 
 1 1 J.L J  !        1 1                1                ir            1  i ^...._ ia.  j i        J ;        '        i 1      i ;     1 j^/^   • ti*** • • ^^^"'^'T^'^^'*^^^ 1    j f'   r " ; ^^^>^ ;     1 
_____!                 !   1          J v*^-^ •^■* **"*ki»>^ I -- r- ---;-- -- - 
 I            ' I        ' J 
 \ \ 1 \ ^ ^^ 1 
- 1 1-- 
j     1 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:     ♦ Predicted: 
FIGURE C.I2(b). — DAV Distributions - Series N^ 5, Run N^s 3, 3c & 4 
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RECTANGULAR COMPOUND CHANNEL 
:3 
u 
O 
0) 
en d 
© 
2.00   -- 
Series N^ 5; Run N^ 5 
s 4. 
LEGEND: 
Experimental:      ♦ i    Pz^tiict^J,, 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.12(c). — DAV Distributions - Series N" 5, Run N^ 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
I * i 
Series N^ 6; Run N^ la 
:r5 
O 
I 
a 
Q 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 I I 
Series N^ 6; Run N^ lb 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 I I 
Series N^ 6; Run N^ 2 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
LEGEND: 
Experimental:     ♦ I    Predicted: i 
FIGURE C.13(a). — DAV Distributions - Series N^ 6, Run N^s 1a, lb & 2 
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RECTANGULAR COMPOUND CHAN1»JEL 
(3 
2.00 
1.75 
1.50 
b 1.25 
?>^ 1.00 
■^ 
O 0.75 
^ 0.50 V> 0.25 tl) 0.00 
fl) > <: 
JS a 0) P en '; 00 Crt 
1.75 o 
"en 1.50 C a> 1 ?s fc: 5 1.00 
0.75 
0.50 
0.25 
0.00 
* 
i 
Series N^ 6; Run N^ 3 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 6; Run N^ 4               | 
:  :    . .1...  .1    1  ; \. ;. 
 I i 1 i I i.L..J . ; L.J.. 
i        ;        ;        \        ;        i 1      i ;       i     1 ^(.i.ss^*''^^^*-^^^'^^                    I i       i     1 
I 1 1   .     .   1    1.   ..   J   L J , 
: ._    ;    ...i i i ^L--J  i i.-_i. 
 1 j \ 1 r^—\  1 1 r-^ 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00 
Lateral Distance, y (m) 
1.10 
LEGEND: 
Experimental:     ♦ Predicted: 
FIGURE C.13(b). — DAV Distributions - Series N^ 6, Run N^s 3 & 4 
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C.2. RECTANGULAR COMPOUND CHANNEL 
C,2,3,     Velocity Field Contours 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 2; Run N^ 1 
1.60 
1.40 
1.20   - 
1.00   - 
£    0.80 
Dimensionless Velocity Field Contours, u' 
1.511.411.311.211.111.010.910.810.710.6 \ 0.5 \ 0.4 0.310.210.1 -■ J-■, J-ji J->■ J--P J-.■-J--^ J-Y-LB-'-■LJ--P.J--»,--L-"---.'L---■-■ 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 2; Run N^ 2 
1.60 
1.40 
N 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours, u' 
1.5 11.411.3 11.211.111.0 10.9 10.810.710.610.5 10.410.3 10.210.1 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 2; Run N^ 3 
Q 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours, u': 
1.5 1.411.3 1.2 1.1  1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 .■- -i - JK- J- -P, - - -■.- .^»^1- WL^. Jt--.'- J, 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.14(a). — VF Contours - Series N^ 2, Run N^s 1, 2 & 3 
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Series N^ 2; Run N^ 3C 
1.60 
1.40 
N 
1.20 
1.00 
& 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours,«': 
1.5 1.4 1.3 1.2 1.1 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 01 -JiL-'-.^,'_.Ji^L.,»K--» ^T^^ 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
N 
a <v Q 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Series N^ 2; Run N^ 4 
1.5  1.411.3 1.211.111.010.9 0.8 0.7 0.610.510.410.310.210.1 
!■-■- i - m.- - - J- -'- JH- '- -■.-1 - ■.,-'- -MK-L -■-,'- -,»^.i - K--J.- ■ -J..JH. L-H- i -,■- --M. 
Dimensionless Velocity Field Contours, »': 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10 
Series N^ 2; Run N^ 5 
S 
a* Q 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours, u': 
1.5 11.411.311.211.111.010.910.8[ 0.710.610.510.410.310.210.1 "" 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.14(b). — VF Contours ■ Series N^ 2, Run N^s 3C, 4 & 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 3; Run N^ 1 
1.60     -r 
1.40   -- 
^    1.00 N 
X     0.80   - 
^   0.60   -k Q 
Dimensionless Velocity Field Contours, u' 
1.511.411.311.211.111.0 i 0.9 10.81 0.710.610.5 10.410.310.21 0.1 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Series N^ 3; Run N^ 2 
0.00     0.10     0.20     0.30     0.40    0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 3; Run N^ 3 
1.60 
1.40 
1 1.20 1.00 
a 
Q 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours^ u' 
1.511.4 1.3 1.2 1.1  1.0 0.9 0.810.7 0.6 0.510.410.310.210.1 
— ■r--j---^---"--;-«---j|.---M-!.-iW-.!-»--!-#-'--<,.——— 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.15{a). — VF Contours - Series N= 3, Run N^s 1, 2 & 3 
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RECTANGULAR COMPOUND CHANNEL 
.60    -r 
Series N^ 3; Run N^ 4 
Dimensionless Velocity Fieki Contours, u':   
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 —■ '■'     ■        '        M        '        M ' M ' M 1 _i 1—_ 1 .. 1 _ ' . I . I  
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.15(b). — VF Contours - Series N^ 3, Run N^s 4 & 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 4; Run N^ la 
1.60 - 
1.40 -4 
N     1.00 -- 
X^    0.80 -- 
§-    0.60 - 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 
Q 0.40   -^H 
0.20 
0.00 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
Series N^ 4; Run N^ lb 
1.60 
1.40 
N 
1.20 
1.00 
4= 
o Q 
0.80 
0.60 
0.40 
0.20 
tU O 
0.00 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours, u' 
1.511.411.3 11.211.111.01 0.91 0.810.71 0.61 0.510.410.3 10.2 [ 0.1 " -■-J - Mt-------^B - L-■■■!-■----■.---■-!--,■---M_ J_ JL.LJII.L.■,■!-! ■.---M.-- 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 4; Run N^ Ic 
Dimensionless Velocity Field Contours, u': 
15 114113 11.2[ 1.111.0 [0.9 10.810.710.6 [ 0.510.4 [ 03 0.2 0.1 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.I6(a). — VF Contours - Series N» 4, Run N^s 1a, lb & 1C 
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RECTANGULAR COMPOUND CHANr^EL 
1.60 
1.40 
^    1-20 
^   1.00 4--- N 
^    0.80 
%-   0.60   -I 
° 0.40 
0.20 
0.00 
Series N^ 4; Run N^ 2 
Dimensioniess Velocity Field Contours, u': 
1.511.411.31 iT 1.111.010.910.810.710.610.510.410.310.210.1 ^■---^---i|---*i|---«-J-^J--^J->-LHBj-fLj-|Lj-.^-i.BjH«--'--aH 
0.00     0.10     0.20     0.30     0.40    0.50     0.60    0.70     0.80    0.90     1.00     1.10 
Q 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Q 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
Lateral Distance, y (m) 
FIGURE C.16(b). — VF Contours - Series N^ 4, Run N^s 2, 3 & 4 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
N 
a a Q 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Series N^ 4; Run N^ 5 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.2| 0.1 " 
-■- - ^M.. - - -ML -'- 4j - - -■- 4 - ■- - - Jl. - - -■ - - H«- - - ML -f- *-J^ Ji- !■-■-- -I*- - - -■■ - - 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.I6(c). — VF Contours - Series N^ 4, Run N^ 5 
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RECTANGULAR COMPOUND CHAN?JEL 
1.60 -r 
1.40 - 
1.20 
1.00 4 
^    0.80    
%-   0.60 
^    0.40 
Series N^ 5; Run N^ la 
Dimensionless Velocity Field Contours, u' 
1.5|1.4|1.3|1.2 1.1 1.0 0.9 0.8 0.7 0.610.510.410.310.210.1 -*--■---"^--#--4"---■--I-■----■.---■-L^B.i.p.J.Jl ,'__■,, [■■_i_,H,J,Jl 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
1.60   -r 
1.40 
^    1.00   - N 
X 0.80 
^ 0.60 
^    0.40   -B 
0.20 
0.00 
Series N^ 5; Run N^ lb 
Dimensionless Velocity Field Contours, u':       
1.5 11.411.311.211.111.010.910.810.710.610.510.410.310.210.1 !.-lJ-^J-JL-'-^.L,B-J-M-J,J.,'.Jl_!.-.B.j_ILH'--M.J,J,,L_Bj.,a.J-Jl- 
0.00     0.10     0.20    0.30     0.40    0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Series N^ 5; Run N^ 2 
1.60   -r 
1.40 
1.20   4 
Dimensionless Velocity Field Contours, u': 
1.5 1.4 1.3 1.2 1.1 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
Lateral Distance, y (m) 
FIGURE C.17(a). — VF Contours - Series N^ 5, Run N^s 1a, 1b & 2 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 5; Run N^ 3 
1.60     -r 
1.40   - 
^    1.00 
^    0.80   - 
^   0.60 
^    0.40   4 
0.20 
0.00 
Dimensionless Velocity Field Contours, u': 
1.5|l.4|1.3|1.2|l.Hl.0|0.9|Q.8|0.7l0.6|0.5|0.4|0.3|Q.2l"0T 
-■- j - Jl^ J- Jt -'- Jl - L -■- ! - ■- - - J^ -L J - i -,■- .- - ■- -J- Jt,- - Jivl: -■- - -I*- - - -■- - 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
Series N^ 5; Run N^ 3c 
.60    -r Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 
■ - J - M^ ,', J|. -'_ ^B _ L -■- J - ML - ■ -M, -L -■ - i -,■- - - M- -, - m - - -*r-L -■- - -iM- _ _ M. 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
1.60   -T 
1.40   -• 
"c     ^-^^   " 
^    0.80 
%-   0.60   - 
'^    0.40 
0.20   -* 
0.00 
Series N^ 5; Run N^ 4 
Dimensionless Velocity Field Contours, u':  
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.17(b). — VF Contours - Series N^ 5, Run N^s 3, 3c & 4 
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RECTANGULAR COMPOUND CHANPJEL 
Series N^ 5; Run N° 5 
1.60 
1.40 
g 
N 
1.20 
1.00 
Q 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Fieki Contours, u': 
1.511.411.311.211.111.010.910.8| 0.710.610.510.410.310.210.1 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10 
Lateral Distance, y (m) 
FIGURE C.17(c). — VF Contours - Series N» 5, Run N^ 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 6; Run N^ la 
1.60    -r 
1.40   -- 
1.20 
1.00   4--- 
Dimensionless Velocity Field Contours, M': 
1.511.411.311.211.111.010.910.810.710.610.510.4 [ 0.310.210.1 L^J -%■-'- JL -'- J - L -MJ -■--'--■. J- -■ - L ^B- - - M- J- jB. -'- J»i- !■ ,■- . -i|L -'- -a - 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 6; Run N^ lb 
1.60 --r 
1.40 ■-- 
.^    1.20 - 
^    1.00 
^    0.80 - 
§-    0.60 
^     0.40 - 
0.20 - 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 -■-J,%-_jL--4B-L-«-i-a---jB,..-ji-!-,■-  ».,--,*.-. ji. 
0.00 
0.00     0.10     0.20     0.30     0.40     0.50    0.60     0.70     0.80    0.90     1.00     1.10 
Series N^ 6; Run N^ 2 
1.60 
1.40 
1 
N 
1.20 
1.00 
0.80 
CL, 
CD 0 0.60 0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours, u' 
1.5  1.4 1.311.211.111.010.910.810.710.610.510.410.310.210.1 
■ ■-■!,%-'-ja-L^-'.-M^_!-«^J_j^_Lj-!.^B-J_M,_;_.«._'_ j,-L-».,J-,M-J-j-. 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance,!/ (m) 
FIGURE C.18(a). — VF Contours - Series N^ 6, Run N^s la, lb & 2 
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RECTANGULAR COMPOUND CHANNEL 
Series N^ 6; Run N^ 3 
1.60   -r 
1.40 
1.20   4 
^   0.60   -H 
^    0.40   -4 
Dimensionless Velocity Field Contours, u':  
1.5 11.411.311.211.111.010.910.810.710.610.510.410.310.210.1 l-B,i,«^-'-Jf-L4«-L,M-i-K--'-Jl,-'-.Jl_L.,H-I_M_.;_ J.-'--»|..LM-i-iM_J_.M.. 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10 
Series N^ 6; Run N^ 4 
1.60 
1.40 Dimensionless Velocity Field Contours, u' 1.5 1.20   -^""^ 1.4 1.3 1.2 1.1  1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
^    1.00 N 
^    0.80 
%'   0.60   -4 
^    0.40 
0.20 
0.00 
0.00     0.10     0,20     0.30    0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.18(b). — VF Contours - Series N^ 6, Run N^s 3 & 4 
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C.3. TRAPEZOIDAL COMPOUND CHANNEL 
C.3.1.     Boundary Shear Stress Distributions 
415 
EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
-010   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 II II I 
Series N^ 7; Run N^ lb 
I I -0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 7; Run N^ 2 
1.20 
1.20 
-0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10     1.20 
Boundary Distance, s (m) 
LEGEND:                                                                              | 
i   Experimental: Predicted: 
♦     Point Measurement 
i   - - -   Average Flood Plain      Bed      Average Wall 
FIGURE C.19{a). — BSS Distributions - Series N^ 7, Run N^s 1a, 1b & 2 
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TRAPEZOIDAL COMPOUND CHANNEL 
o V 
-0.10   0.00     0.10     0.20    0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     110 II II I 
! 1.^     .       ^.:-^\ I Series N^ 7; Run N^ 4R 
I II -0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80    0.90     1.00 
I I I I Series N^ 7; Run N^ 5     | 
1.10 
1.20 
1,20 
-0.10   0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10     1.20 
Boundary Distance, s (n\) 
LEGEND:                                                                              | 
i   Experimental: Predicted: 
♦      Point Measurement 
i   - - -   Average Rood Plain 
     Bed 
     Average Wall 
FIGURE C.19(b). — BSS Distributions - Series N^ 7, Run N^s 3, 4R & 5 
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EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 8; Run N^ la 
-010    0 00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 II II I I I Series N^ 8; Run N^ lb 
II" I -0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
II II I 
I I,  I I I Series N^ 8j Run N^ 2 
1.20 
1.20 
-0.10   0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00     1.10    1.20 
Boundary Distance, s (m) 
LEGEND:                                                                              | 
i   Experimental: Predicted:                                 \ 
♦     Point Measurement 
i   - - -   Average Flood Plain      Bed      Average Wall 
FIGURE C.20(a). — BSS Distributions - Series N^ 8, Run N»s la, lb & 2 
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^^|SeriesN°8;RimN^3    I 
o V 
-0.10   0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00     110    120 II II r    1 I I Series N2 g; Run N^ 4 
I    I -0.10   0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80    0.90     1.00     1.10     120 
Series N^ 8; Run N^ 5 I    I I    I 
-0.10   0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10    120 
Boundary Distance, s (m) 
LEGEND: 
;   Experimental: 
♦     Point Measurement 
I  - - -   Average Flood Plain 
Predicted: 
Bed 
Average Wall 
FIGURE C.20(b). — BSS Distributions - Series N^ 8, Run N^s 3, 4 & 5 
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FIGURE C.21{a). — BSS Distributions - Series N^ 9, Run N^s la, 1b & 2 
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FIGURE C.21(b). — BSS Distributions - Series N» 9, Run N»s 3, 4 & 5 
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FIGURE C.22(a). — BSS Distributions - Series N^ 10, Run N^s la, lb & 2 
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FIGURE C.22(b). — BSS Distributions - Series N^ 10, Run N^s 3, 4 & 5 
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FIGURE C.23(a). — BSS Distributions - Series NM1, Run N^s la, 1b & 2 
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FIGURE C.23{b). — BSS Distributions - Series N^ 11, Run N^s 3, 4 & 5 
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C.3. TRAPEZOIDAL COMPOUND CHANNEL 
C.3.2.     Depth Averaged Velocity Distributions 
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FIGURE C.24(a). — DAV Distributions - Series N^ 7, Run N^s la, lb & 2 
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FIGURE C.24{b). — DAV Distributions - Series N" 7, Run N^s 3, 4R & 5 
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FIGURE C.25(a). — DAV Distributions - Series N^ 8, Run N^s la, lb & 2 
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FIGURE C.25(b). — DAV Distributions - Series N^ 8, Run N^s 3, 4 & 5 
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FIGURE C.26(a). -- DAV Distributions - Series N^ 9, Run N^s 1a, lb & 2 
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FIGURE C.26(b). — DAV Distributions - Series N^ 9, Run N»s 3, 4 & 5 
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FIGURE C.27(a). — DAV Distributions ■ Series N^ 10, Run N^s 1a, 1b & 2 
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FIGURE C.27(b). — DAV Distributions - Series N^ 10, Run N^s 3, 4 & 5 
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FIGURE C.28(a). — DAV Distributions - Series N^ 11, Run N^s 1a, 1b & 2 
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FIGURE C.28(b). — DAV Distributions - Series N^ 11, Run N^s 3, 4 & 5 
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C.3. TRAPEZOIDAL COMPOUND CHANNEL 
C.3.3.     Velocity Field Contours 
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FIGURE C.29(a). — VF Contours ■ Series N^ 7, Run N^s 1a, 1b & 2 
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FIGURE C.29(b). — VF Contours ■ Series N^ 7, Run N^s 3, 4R & 5 
Ul 
EXPERIMENTAL DATA - GRAPHICAL PRESENTATIONS 
Series N^ 8; Run N^ la 
1.60 
1.40   4 
^     1.20 
^    1.00  -A N 
X     0.80 
%-   0.60 
D 0.40 
0.20 
0.00 
Dimensionless Velocity Reld Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 ■ -■J,p,.J--a-l^-L«J-!iLJ-j^J-. J--H»-J-M,H_^J-j,-L,«-'-jiLJ,Jtj' 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
1 
1 
1 6 1 N 
rC 0 
QJ 0 O u 
0 
0 
,60 
Series N^ 8; Run N° lb 
.40   - 
,20   - - 
,00 
,80 
Dimensionless Velocity Field Contours, » 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 
0.00     0.10     0.20     0.30     0.40     0.50    0.60    0.70     0.80     0.90     1.00     1.10 
Series N^ 8; Run N^ 2 
1.60 
1.40 
1.20 
1.00 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 
0.00     0.10     0.20    0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.30(a). — VF Contours - Series N^ 8, Run N^s 1a. lb & 2 
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FIGURE C.30(b). — VF Contours - Series N^ 8, Run N^s 3, 4 & 5 
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1.20 - 
1.00 - N 
^    0.80 
Dimensionless yelocity Field Contours, u': 
1.5 11.411.311.211.111.010.910.810.710.610.5 10.410.310.21 0.1 
-■,;-«^--■■■--■,■ Jt---■-I-,■---■-- -■^ :_,■----■-- 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
0.00     0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.31(a). — VF Contours - Series N^ 9, Run N^s 1a, lb & 2 
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a, 
Q 
N 
D 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Series N^ 9; Run N^ 3 
Dimensionless Velocity Field Contours, u': 
1.5 1.4 1.3 1.2 1.1  1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 '--■---^----^--^■---■-^■----■.---■--■.■-i-M-J-.M.J -M^L   ■    '-,■.■'■' 
0.00     0.10     0.20    0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
Series N^ 9; Run N^ 4 
Dimensionless Velocity Field Contours, u': 
1.5 11.411.311.211.111.010.910.810.710.610.510.410.310.210.1 -■-■!,^-'-jf J-4M---■-!-■---Ji,--J--.,■-1-a. J-A.,', jivLg^-,■--'-■>■ 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
Series N^ 9; Run N^ 5 
1.60 -r 
1.40 
^    1.20 4 
^    1.00 - 
^    0.80 - 
^   0.60 - 
0.40 ^ 
0.20 
0.00   H 
Dimensionless Velocity Field Contours, u': 
' 1.5 11.411.311.211.111.0 0.9 0.8 0.7 0.6 0.510.410.310.210.1 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.31(b). — VF Contours - Series N^ 9, Run N^s 3, 4 & 5 
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1.60 
1.40 - 
^    1.20 - 
^    1.00 - N 
X     0.80   - 
g^   0.60 
^     0.40   -H 
Series N^ 10; Run N^ la 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 : -■- L % J- m -L t». - -■- -I -■----■.---■-- ^■- - ^ ¥--!-*-- J»i- - -■-..- -i»- - - -»- - 
0,00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10 
1.60 
1.40 
1.20 
Series N^ 10; Run N^ lb 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 ■-i-«»--ji.--j;---■--!-■-    "     "      "     "     "     "      "     "      " 
0.00     0.10     0.20     0.30     0.40     0.50     0.60     0.70     0.80     0.90     1.00     1.10 
N 
a, 
Q 
0.00     0.10    0.20     0.30     0.40    0.50     0.60     0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.32(a). — VF Contours - Series N^ 10, Run N^s la, 1b & 2 
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4-1 a, 
L60    -r 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Series N^ 10; Run N^ 3 
1.5 1.4 1.3 1.2 1.1 1.0 0.9 0.810.7 0.6 0.5 0.410.310.210.1 "" 1-«J-■.-'-#J-^MJ,_B,J_■.J_j^■'_j.L^a.j.M J.j..J.j,.L.■.].,■_J.JLJ.. 
Dimensionless Velocity Held Contours, u': 
0.00    0.10     0.20     0.30     0.40     0.50     0.60    0.70     0.80     0.90     1.00     1.10 
1.60   -r 
Series N^ 10; Run N^ 4 
1.5 11.411.311.211.111.010.910.810.710.610.510.410.310.2| 0.1 
 [ -■- J - ■^ - ,.JL - - ^M - !■ -■- i _ ■_ J- -■, , _ Jf _ L -i«- - - *..-!- Jt-J.- -Ml- - -■- - H"L - - -■■ 
Dimensionless Velocity Field Contours, u' 
0.00    0.10    0.20    0.30    0.40    050    0.60    0.70    0.80    0.90    1.00    1.10 
1.60 
1.40 -- 
^    1.20 - 
^    1.00 - N 
^    0.80 - 
'1^   0.60 - 
0.40 - 
Series N^ 10; Run N^ 5 
Dimensionless Velocity Field Contours, M': 
1.511.411.311.211.111.010.910.810.710.6 [ 0.510.410.310.210.1 
0.20   - 
0.00 _^^ 
0.00    0.10    0.20    0.30    0.40     0.50    0.60    0.70     0.80     0.90     1.00     1.10 
Lateral Distance, y (m) 
FIGURE C.32(b). — VF Contours - Series N« 10, Run N^s 3, 4 & 5 
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Series N^ 11; Run N^ la 
1.60 -r 
1.40 -- 
1.20 
1.00 - 
X     0.80 
g-   0.60   -/f D 0.40 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.7|0.6| 0.510.410.310.flal 
-■- i - M^ J- j% -'- j» -'--■- i -*--'- -■, -'- -■ - - Hf- -! - fL -J- m -'- Jii-!- -■- - -I*- - - -■■" 
0.00     0.10     0.20     0.30    0.40     0.50    0.60     0.70     0.80     0.90     1.00     1.10 
Dimensionless Velocity Field Contours, u': 
1.511.411.311.211.111.010.910.810.710.610.510.410.310.210.1 
. -■-i - ■«■ J- JL -'- ji - L -H- J - ■- - - -■."---■- L ^B, j - M- J- ■ ■ -L j|- L -».- i -I■----■- - 
Series N^ 11; Run N^ lb 
1.60 
1.40 
4    0.80   4::: 
g-   0.60 
^     0.40 
0.20 
0.00 
0.00     0.10     0.20     0.30     0.40     0.50    0.60     0.70     0.80     0.90     1.00     1.10 
Series N^ 11; Run N^ 2 
1.60 
1.40 
1 1.20 1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours, u' 
1.5 1.4 1.3 1.2 1.1  1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 -p. A j-'--■- 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90     1.00    1.10 
Lateral Distance, y (m) 
FIGURE C.33(a). — VF Contours - Series NM1, Run N^s la, ib & 2 
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Series N^ 11; Run N^ 3 
1.60 
1.40 1 
N 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Dimensionless Velocity Field Contours, u' 
1.511.411.3 1.2 1.1 1.0 0.9 0.8 0.710.6 0.510.410.310.210.1 """' -■---■f-r--4-'--^---■--!-^--#---■-!--.■-j_■.J,J^■J_-J^,L-^J .,■■_'.*■ A.-- 
0.00    0.10     0.20     0.30    0.40     0.50    0.60    0.70     0.80     0.90     1.00     1.10 
N 
a 
Q 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
Series N^ 11; Run N^ 4 
1.511.411.3 Jl.211.111.010.910.810.710.610.510.410.310.210.1 
!.-B-J-«>-',->J-Jl.L.H-|-^J.JI,.'_j;_L-,«.-l-fc.J-.«:<-J,-L-B_.!-I■----■. 
Dimensionless Velocity Held Contours, u' 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10 
Series NMl; Run N'^ 5 
1.60    -r 
1.40   -- 
1.20   - 
Dimensionless Velocity Field Contours, u' 
1.5 1.4 1.3 1.2 1.1  1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
0.00    0.10    0.20    0.30    0.40    0.50    0.60    0.70    0.80    0.90    1.00    1.10 
Lateral Distance, y (m) 
FIGURE C.33(b). — VF Contours - Series N« 11, Run N^s 3, 4 & 5 
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D.l.        GENERAL INFORMATION 
D.1.1.     Disk Format 
D.1.2.     Index to Disk Content 
D.2.        DATA HLE FORMAT 
D.2.1.     Experimental Data Summary 
D.2.2.     Detailed Data — Boundary Shear Stress 
D.2.3.     Detailed Data — Depth Averaged Velocity 
D.2.4.     Detailed Data — Velocity Field 
451 
452 
D.       EXPERIMENTAL DATA - MAGNETIC MEDIA FORMAT 
D.l.        GENERAL INFORMATION 
Complete sets of experimental data are stored on a single magnetic disk, §Enclosure. 
Data items comprise the following: 
• Experimental Data Summary; 
• Detailed Data — Rectangular Channel; 
• Detailed Data — Rectangular Compound Channel; and 
• Detailed Data — Trapezoidal Compound Channel. 
All the numeric tabulations presented in Appendix A (Experimental Data Summary) 
and Appendix B (Experimental Data — Detailed Listings) are included in the 
magnetically stored data sets which comprise: 
• experimental run parameters and hydraulic data; 
• boundary shear stress distributions; 
• depth averaged velocity distributions; and 
• velocity field distributions. 
It should be noted that velocity field distribution data was not included in the 
tabulations of Appendix B because of its voluminous nature. 
D.1.1.     Disk Format 
The magnetic data disk contained in §Enclosure meets with the following 
specifications: 
• 3.5 inch, double-sided, high-density, 135 T.P.L; 
• L4 MB capacity to MS DOS format. 
All data is stored in ASCII text files, with the TAB ($09) character used as an item 
delimiter. Records are separated with a CARRIAGE RETURN ($0D) - LINE FEED 
($0A) character pair. 
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D.1.2.      Index to Disk Content 
Data is stored on a single disk volume, with the content divided into directories as 
indicated in Table D.l. 
TABLE D.l. — Magnetic Storage Directory Index 
Directory Description N= Files Size 
(bytes) 
\(root) 
\BDY_.SHR 
\AV_VEL 
\VEL_FLD 
Experimental Data Summary 
Detailed data — Boundary Shear Stress 
Detailed data — Depth Averaged Velocity 
Detailed data — Velocity Field 
1 
65 
65 
65 
61,344 
83,854 
89,341 
849,129 
Data file naming conventions are as follows: 
• Experimental Data Summary: 
SUMMARY-DAT 
• Detailed Data — Boundary Shear Stress: 
BS_aa_bb-DAT 
• Detailed Data — Depth Averaged Velocity: 
AV_aa_bb-DAJ 
• Detailed Data — Velocity Field: 
VF_aa_bb-DAT 
where: aa refers to the Series N-; and bb refers to the Run N^. 
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D.2.        DATA FILE FORMAT 
D.2.1.     Experimental Data Summary 
The data file format for the SUMMARY-DAT file is presented in Table D.2. 
TABLE D.2. — SUMMARY-DAT File Format 
Description 
identifying title #1 
identifying title #2 
identifying title #3 
data item labels [TAB delimitered] 
data item values [TAB delimitered] for 1st experimental run 
data item values [TAB delimitered] for 2nd experimental run 
data item values [TAB delimitered] for last experimental run 
Each data record comprises 120 items, with corresponding labels given in Record N%. 
These labels, their equivalent symbols and standard units (Appendix F), are 
sequentially listed in Table D.3. 
TABLE D.3. — Experimental Data Summary Labels 
Item N» 1 2 3 4 5 6 7 8 
Label 
Symbol 
Unit 
Series# Run# Pass# Date 
d-m-y 
H 
H 
m 
h+c 
h + c 
m 
Or B 
B 
m 
Item N« 9 10 11 12 13 14 15 16 
Label 
Symbol 
Unit 
b 
b 
m 
s 
s 
SO 
So 
k 
k 
m 
Lambda 
m 
Chi 
X 
m 
c 
c 
m 
A 
A 
m2 
Item N^ 17 18 19 20 21 22 23 24 
Label 
Symbol 
Unit 
P 
P 
m 
R 
R 
m 
W w 
m 
Q 
Q 
n^/s 
U 
U 
m/s 
Re 
Re 
Fr 
Fr 
f 
/ 
Item N« 25 26 27 28 29 30 31 32 
Label 
Symbol 
Unit 
n 
n 
ks 
m 
f_sth 
fsmoth 
n_sth 
^smooth 
ks_sth 
ks smooth 
m 
Lrgh 
trough 
n_rgh 
trough 
ks_rgh 
ks rough 
m 
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TABLE D.3. — Experimental Data Summary Labels (continued) 
Item N2 33 34 35 36 37 38 39 40 
Label 
Symbol 
Unit 
Tauav 
to 
Pa 
SF 
SF 
N/m 
u* 
m/s 
T_ water 
To; 
ni 
V 
m2/s 
rho 
P 
kg/m^ 
A_l Q_i 
Ql 
Item N= 41 42 43 44 45 46 47 48 
Label 
Symbol 
Unit 
U_l 
Ui 
m/s 
P 1 
m 
R 1 
m 
Re_l 
Rei 
Fr_l 
Frl 
f 1 
7i "1 
ks_l 
m 
Item N^ 49 50 51 52 53 54 55 56 
Label 
Symbol 
Unit 
f_sth_l 
fsmoothl 
n_sth_l 
^smooth! 
ks_sth_l 
i^ssmoothl 
m 
Lrgh_l 
Jroughl 
n_rgh_l 
Jroughl 
ks_rgh_l 
^s rough! 
m 
Tau_l 
TOi 
Pa 
SF 1 
SFi 
N/m 
Item N^ 57 58 59 60 61 62 63 64 
Label 
Symbol 
Unit 
U'_l %A_1 
%Ai 
% 
%Q_l 
%Qi 
% 
%SF_1 
%SFi 
% 
A 2 
A2 
m2 
Q_2 
Ql 
U_2 
m/s 
P_2 
Pi 
m 
Item N» 65 66 67 68 69 70 71 72 
Label 
Symbol 
Unit 
R_2 
m 
Re_2 
Re2 
Fr_2 
Fr2 
f 2 
/2 
n_2 
«2 
ks_2 
^s2 
m 
f_sth_2 
fsmoothl 
n_sth_2 
^smooth! 
Item N^ 73 74 75 76 77 78 79 80 
Label 
Symbol 
Unit 
ks_sth_2 
^ssmoothl 
m 
Lrgh_2 
Jroughl 
n_rgh_2 
nroughl 
ks_rgh_2 
ksroughl 
m 
Tau_2 
t02 
Pa 
SF 2 
SFi 
N/m 
U'_2 
U'2 
%A_2 
%A2 
% 
Item N2 81 82 83 84 85 86 87  88^ 
Re_3 ~ 
Re3 
Label 
Symbol 
Unit 
%Q_2 
% 
%SF_2 
%SF2 
% 
A 3 
A^ 
Q_3 
Q3 
U_3 
^3 
m/s 
P_3 
^3 
m 
R_3 
^3 
m 
Item N= 89 90 91 92 93 94 95 96 
Label 
Symbol 
Unit 
Fr_3 
FrS 
f 3 
/3 
n_3 
«3 
ks_3 
fcs3 
m 
f_sth_3 
]smooth3 
n_sth_3 
^smooths 
ks_sth_3 
%smoof/i3 
m 
Lrgh_3 
jroughS 
Item N« 97 98 99 100 101 102 103 104 
%SF_3 
%Sf3 
% 
Label 
Symbol 
Unit 
ri_rgh_3 
nrough3 
ks_rgh_3 
^srough3 
m 
Tau_3 
TO3 
Pa 
SF 3 
Sf3 
N/m 
U'_3 
U'3 
%A_3 
%A3 
% 
%Q_3 
%Q3 
% 
Item N« 105 106 107 108 109 110 111 112 
Label 
Symbol 
Unit 
%A_mc 
%Ajnc 
% 
%QLmc 
%Qmc 
% 
%SF_mc 
%SFmc 
% 
%AJp 
%Afp 
% 
%Q_fp 
%Qfp 
% 
%SF_fp 
%SFfp 
% 
SF_a 
SFa 
N/m 
Tau_a 
Pa 
Item Ns 113 114 115 116 117 118 119 120 
Label 
Symbol 
Unit 
%SF_a 
%SFa 
% 
Tau'_a %ESF_R 
%^SFraw 
% 
%EQ_R 
% 
%ESF_A 
%^SFadj 
% 
%EQ_A 
% 
Adjust 
STATIC 
Cs 
Cs 
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D.2.2.     Detailed Data — Boundary Shear Stress 
The data file format for the BS_aa_bb-DAT file is presented in Table D.4. 
TABLE D.4. — BS_aa__bb'OAT File Format 
Record N« Description 
1 
2 
3 
4 
identifying title #1 
identifying title #2 
identifying title #3 
data item labels:  s. Tau [TAB delimitered] 
5 data item values: si (m). -cOi (Pa) [TAB delimitered] 
i + 4 data item values: Si (m). TOi (Pa) [TAB delimitered] 
D.2.3.     Detailed Data — Depth Averaged Velocity 
The data file format for the AV_aa_bd-DAT file is presented in Table D.5. 
TABLE D.5. — AV aa bb-Df^J File Format 
Record N^ Description 
1 
2 
3 
4 
5 
i + 4 
identifying title #1 
identifying title #2 
identifying title #3 
data item labels: y,          U 
data item values: yi (m),   Ui (m/s) 
data item values: yi (m),    Ui (m/s) 
[TAB delimitered] 
[TAB delimitered] 
[TAB delimitered] 
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D.2.4.     Detailed Data — Velocity Field 
The data file format for the VF_aa_t>fc>-DAT file is presented in Table D.6. 
TABLE D.6. — VF aa bb DAT File Format 
Record N'^ Descripl tion 
1 
2 
3 
4 
5 
identifying title #1 
identifying title #2 
identifying title #3 
data item labels:  y, 
data item values: yi (m). 
z, 
zi (m). 
u              [TAB delimitered] 
Ml (m/s) [TAB delimitered] 
i + 4 data item values: yi (m). Zi (m). Mi (m/s)  [TAB delimitered] 
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E.l DESCRIPTION 
E.2 REPRESENTATIVE APPLICATION 
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E.        MASS BALANCE FLOW MEASUREMENT 
E.l DESCRIPTION 
The Mass Balance Simulation program is based around a discrete time step anal/sis of 
water mass movement within the research channel apparatus. It has been specifically 
designed to support the simulation of Measuring Basin filling operations in conjunction 
with an associated variation in pump discharge. Once satisfactorily calibrated to a 
particular measuring basin filling event, the program may be used to accurately predict 
the initial steady state flow rate conditions which would have existed (fcr the 
calibration event) immediately prior to Measuring Basin closure (operation). 
Numerical modelling is based around conceptualization of the research apparatus into 
the following items: 
• Measuring Basin storage, V^ 
• Pump Suction Basin storage, Vp 
• Research Channel storage, V^ and 
• Pump discharge flow rate, Qp. 
Characteristics of the various storage items are defined in terms of their respective 
surface areas, while that for the Pump (discharge) in terms of a pre-deiined 
dimensionless characteristic curve. Given this conceptual basis the mass balance 
approach is defined as follows: 
AV^n = AVp + AVc ; and (E.l) 
AVp = At-Qp; (E.2) 
where: the A prefix depicts a discrete change; and At is the analysis time step. 
Application of the simulation program requires the following nunimum information; 
• Measuring Basin:       -       filling time; 
start time (low) water level; 
end time (high) water level; and 
initial water level. 
• Pump Suction Basin: -        initial water level. 
• Research Channel:      -       initial flow depth; and 
time varying flow depth. 
MASS BALANCE FLOW MEASUREMENT 
•        Research Channel Inlet: initial water level. 
Simulation computations commence at initial condition settings and assume the 
Measuring Basin control valves have just been closed. Within each successive time step 
simulation computations comprise: 
i.       computation of pump discharge, Qp (based on application of the pump's 
characteristic curve function to pumping head); 
ii.      change in Research Channel storage volume, AVc (based on the User 
specified time varying flow depth definition and channel surface area); 
iii.     change in Pump Suction Basin storage volume, AVp (based on the volume 
pumped during the time step, equation (E.2)); 
iv.      change   in  Measuring   Basin  volume,  AVm   (based  on  mass  balance 
considerations, equation (E.l)); 
V.       change in Pump Suction water level (based on AVp and basin surface area); 
vi.     change in pumping head (based on change in Research Channel and Pump 
Suction Basin water levels); and 
vii.    change in Measuring Basin water level (based on AVm and basin surface 
area). 
Simulation time step cychng continues until the recorded Measuring Basin fill time has 
elapsed. The program then makes comparison between predicted and recorded 
Measuring Basin 'End' volumes. If these values are at variance then an adjustment is 
made to the pump's characteristic curve calibration factor (F, initially assumed 1.0) 
and the simulation process repeated from initial conditions. 
Once calibration convergence is obtained the system's initial steady state flow rate is 
then taken as the required time zero discharge. 
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E.2. REPRESENTATIVE APPLICATION 
Application of the Mass Balance Simulation program is presented by way of an 
analysis undertaken in conjunction with the Dall-Tube calibration exercise. In total, four 
separate experimental runs were analysed in conjunction with each calibration flow rate 
which, for the current example, produced an initial discharge prediction of 39.9 L/s 
(±0.1 L/s). Only the first of these analyses is presented in the current example. 
Continuous computer controlled data logging of Research Channel depth was undertaken 
throughout Measuring Basin operation (filling). This data is presented in Figure E.l in 
conjunction with the 'best fit' polynomial used by the analysis algorithm. The Mass 
Balance simulation output listing is presented in Table E.l. 
66.5 
Legend: 
■   Measured — Best Fit 
f Measuring Basin Reset J 
623  -^ 1 ' * ' ' ' ' ' ' -0.2     0.0      0.2      0.4      0.6      0.8      1.0      1.2      1.4      1.6      1.8 
Elapsed Time (minutes) 
FIGURE E.l. — Mass Balance Analysis - Variation in Channel Flow Depth 
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TABLE E.1. — Mass Balance Analysis - Simulation Output Listing 
RESEARCH   CHfiNNEL 
Input   File   Name 
Output   File   Name 
Analysis   Title 
Series   Number 
Run Number 
nflSS        BALANCE        SIHULATION 
Simul_3.1.dot 
Simul_3.1.dot.Ist 
Dall-Tube Calibration - 29 June 1989 
nOTOR SETTINGS:- 
Control Dial    (») 
Rotation      (rpm) 
TEnPERATURE 
Ambient Air 
Uater 
(«C) 
CO 
INITIAL CONDITIONS 
High Scale (mm H20) 
Low  Scale (mm H20) 
D i fferent i al    (mm) 
Calib. Disch. (L/s) 
INITIAL CONDITIONS • 
Channel Inlet  (mm) 
Pump Basin     (mm) 
Measuring Ba3in(mro) 
Channel Flow   (mm) 
HEASURING BASIN DATR:- 
Lou)  Ptr Scale (mm) 
High Ptr Scale (mm) 
Fill Ti me (mi nutes) 
8.2 
1250 
19,5 
16.5 
DALL-TUBE:- 
911,0 
837,0 
74.0 
39.6 
SCALE LEUELS: 
532.0 ( 
325.0 ( 
320.0 ( 
76,0 ( 
226.0 ( 
531.0 ( 
0.937 
3317.0 mm to datum) 
267.0 mm to datum) 
320.0 mm to datum) 
66.4 mm depth) 
375.0 mm to datum) 
699.0 mm to datum) 
RESEARCH CHANNEL 
Definition flode 
Coefficient CO 
Coefficient C1 
Coefficient C2 
STAGE DEFINITIOH:- 
: Time Based: H (mm) = CO + T * ( C1 + T * C2 ); 
where T (min) is rel. to recorded basin fill time, 
66.2409 
-1.4721 
-1.8443 
SinULATION SPECIFICATIONS:- 
flax Time Step (sec)  :    1.0 
Solution Toler  (L)  :    0.100 
MASS BALANCE SinULATION RESULTS:- 
Time  Time   Pump  Dal I-  Pump Characteristics   Pump  fleas' 
Step 
0 
1 
2 
3 
(rain) 
0.000 
0.016 
0.031 
0.047 
Rate 
(L/s) 
39.84 
39.84 
39.80 
39.74 
tube 
Fact , 
0,968 
0,968 
0.968 
0,968 
9 (•) 
29.982 
29,982 
30.008 
30,042 
V 
.821 
,821 
.819 
h 
0,971 
0.971 
0,971 
Basin 
(mm) 
325.0 
323,6 
322.3 
oas I n 
(mm) 
320,0 
325.5 
331 .0 
816  0.972  320,9  336.5 
0,062  39.69  0,968  30,075  1.814  0.972  319.6  342.0 
0.078  39.64  0.968  30,109 811  0.972  318.3  347.5 
0,093  39,58  0.968  30,143  1,809  0.973  316,9  353,0 
Chan' 
Depth 
(mm) 
66,4 
66,4 
66,4 
66.4 
66.3 
66,3 
66,3 
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TABLE E.1. — Mass Balance Analysis - Simulation Output Listing (continued) 
7 0, 109 39.53 0.968 30.177 1 .807 0.973 315.6 358.5 66   3 8 0. 124 39,47 0,968 30.212 1 .804 0.974 314.2 364.0 66   3 9 0. 140 39.42 0,968 30.246 1 .802 0.974 312.9 369.5 66, 2 10 0.156 39.37 0,968 30.280 1 .799 0.975 311.6 375.0 66,2 1 1 0, 172 39.31 0.968 30.315 1 .797 0.975 310. 1 380.8 66,2 12 0. 188 39.25 0.968 30.352 1 .794 0.975 308.7 386.6 66.2 13 0,205 39.20 0,968 30.388 1 .791 0.976 307.3 392,4 66. 1 14 0.221 39. 14 0,968 30.425 1 .789 0.976 305.9 398,2 66.1 15 0.238 39.08 0,968 30.461 1 .786 0.977 304,5 403,9 66. 1 16 0.254 39.02 0.968 30.498 1 .783 0.977 303. 1 409,7 66.0 17 0.271 38.97 0.968 30.535 1 .781 0.978 301 ,7 415,5 66.0 18 0,287 38.91 0.968 30.571 1 .778 0.978 300.3 421 .2 66.0 19 0.303 38.65 0.968 30.608 1 .776 0.979 298.9 427,0 65.9 20 0,320 38.80 0.968 30.645 1 .773 0.979 297.5 432.8 65. 9 21 0,336 38.74 0.968 30.682 1 .770 0.979 296.2 438.5 65. ? 22 0.353 36.68 0.968 30.720 1 .768 0.980 294,8 444.3 65, } 
23 0.369 38.62 0.968 30.757 1.765 0.980 293,4 450,0 65. J 
24 0,386 38.57 0.968 30.794 1.763 0.981 292,0 455,7 65. } 25 0.402 38.51 0.968 30.832 1 .760 0,981 290.6 461 .5 65. ? 
26 0.419 38.45 0.968 30.869 1.757 0.982 289.2 467,2 65.7 
27 0.435 38.40 0.968 30.906 1 .755 0.982 287.9 472,9 65. li 
28 0.451 38.34 0.968 30.944 1 .752 0.983 286,5 478,7 65.li 
29 0,468 38.28 0,968 30.982 1 .750 0.983 285, 1 484.4 65.(. 
30 0,484 38.22 0,968 31.020 1 .747 0.983 283,7 490.1 65. !i 
31 0,501 38. 17 0.968 31.057 1 .744 0.984 282,4 495.8 65.;; 
32 0.517 38.11 0.968 31.095 1 .742 0.984 281 ,0 501 .5 65.' 
33 0.534 38.05 0,968 31.133 1 .739 0.985 279.6 507,2 65.' 
34 0.550 38.00 0.968 31,171 1 .736 0.985 278.3 513,0 65.: 
35 0.566 37.94 0,968 31.209 1 .734 0.986 276.9 518.7 65.: 
36 0.583 37.88 0,968 31.248 1 .731 0.986 275.6 524,3 65.2 
37 0,599 37.82 0.968 31 .286 1 .729 0.986 274.2 530,0 65.2 
38 0,616 37.77 0.968 31.324 1 .726 0.987 272.8 535,7 .65.1 
39 0.632 37,71 0,968 31.363 1 .723 0.987 271 .5 541 .4 65.1 
40 0.649 37.65 0,968 31.401 1 ,721 0.988 270.1 547.1 65.0 
41 0.665 37.60 0.968 31.440 1 .718 0.988 268.8 552.8 65.0 
42 0.681 37.54 0,968 31.478 1 .716 0.989 267.4 558.4 64.9 
43 0.698 37.48 0,968 31,518 1 .713 0.989 266.1 564.1 64.9 
44 0.714 37,43 0.968 31.556 1 .710 0.989 264.8 569.8 64.8 
45 0.731 37,37 0.968 31,595 1 ,708 0.990 263.4 575.4 64.7 
46 0,747 37,31 0.968 31,633 1 ,705 0.990 262.1 581 .1 64.7 
47 0.764 37,25 0.968 31,673 1 ,703 0.991 260.7 586.7 64.6 
48 0.780 37.20 0.968 31,712 1 ,700 0.991 259.4 592.4 64.6 
49 0.797 37. 14 0.968 31,751 I ,697 0.992 258. 1 598.0 64.5 
50 0.813 37.08 0.968 31,791 1 .695 0.992 256.7 603.7 64.4 
51 0.829 37.03 0.968 31.830 1 ,692 0,992 255.4 609.3 64.4 
52 0.846 36.97 0.968 31.869 1 ,690 0,993 254.1 614.9 64.3 
53 0.862 36.91 0.968 31.909 1 ,687 0.993 252.8 620.6 64.2 
54 0.879 36.86 0.968 31.948 1 .684 0.994 251 .4 626.2 64.2 
55 0.895 36.80 0.968 31.988 1 .682 0,994 250.1 631 ,8 64.1 
56 0.912 36.74 0.968 32.027 1 .679 0.995 248.8 637.4 64.0 
57 0.928 36.69 0.968 32.067 1.677 0.995 247.5 643.1 64.0 
58 0.944 36.63 0,968 32.106 1 .674 0.995 246,2 648,7 63.9 
59 0.961 36.58 0.968 32.146 1 .672 0.996 244.9 654.3 63,8 
60 0.97? 36.52 0.968 32.186 1.669 0.996 243,5 659.9 63.7 
61 0.994 36.46 0.968 32.226 1 .666 0.997 242,2 665.5 63.7 
62 1 ,010 36.41 0.968 32.266 1 .664 0.997 240.9 671 .1 63.6 
63 1 .027 36.35 0.968 32.306 1 .661 0.997 239,6 676.7 63.5 
64 1 .043 36.29 0,968 32.346 1 .659 0.998 238.3 682.3 63.4 
65 1 ,059 36.24 0.968 32.386 1 .656 0.998 237,0 687,8 63.3 
66 1 .076 36. 18 0,968 32.426 1 .654 0.999 235.7 693.4 63.3 
67 1 ,092 36.13 0.968 32.467 1 .651 0.999 234.4 699.0 63.2 
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TABLE E.1. — Mass Balance Analysis - Simulation Output Listing (continued) 
SinULflTIOH AUDIT: 
Recorded S i mu1 ated D i f ference 
Fill Start  Time (min): x+0,000 0. 156 - 
Fi 1 1 End    Time (min); x+0,937 1 .092 - 
Fil 1 Elapse Time (min)! 0,937 0,937 0,000 
Fil 1 Start Level (mm)! 375,0 375.0 0,0 Fi II End   Leyel (mm); 699,0 699.0 -0.0 Fi II Uolune (Di 2210,7 2210.5 -0, 1 
Tine fly Flou) Rate (L/3): 39.33 39.33 -0,00 
Init iai  Flow Rate Compar i son:- 
Simu lot ion (L/3): 39.84 Doll -Tube (Recorde d)    (L/3): 39,63 Rat i 0  (S i mu1 at i on /Dall-Tube): 1,0052 
= = = = ============= ==================== ,=========== :============ =:s=3: = = s=s:sss: 
The simulation output (Table E.l) is divided into three sections: 
• input data echo and ancillary pre-processing; 
• simulation summary output for each time step; 
• simulation audit. 
Reference to the simulation audit section confirms accurate modelling of Measuring 
Basin operation as indicated by agreement between predicted and recorded filling time, 
and start and end levels. 
Comparison between the predicted initial flow rate and that recorded using the Dall- 
Tube (using the Manufacture's unadjusted discharge coefficient) shows the predicted 
value (39.8L/s) as being approximately 0.5% higher (f equal to 1.005). It is also 
interesting to note the time averaged Measuring Basin flow rate (39.3L/s) as only being 
approximately L3% low. This relatively close agreement reflects the second order 
nature of the flow rate adjustment being determined through application of the Mass 
Balance Simulation approach (for the particular flow rate under consideration). 
A comparison between simulated and recorded rise in Measuring Basin water level is 
presented in Figure E.2. Good agreement between the two sets of data is clearly evident 
and supports acceptance of simulation procedure for the purpose of initial flow rate 
prediction. 
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FIGURE E.2. — Mass Balance Analysis - Variation In Measuring Basin Luvel 
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F.        NOMENCLATURE 
F.l. LIST OF SYMBOLS 
Symbol 
a,b 
«1,2 
A 
%Afp 
%Afnc 
Ai,2 
ASF 
%ASF 
b 
B 
Bl,2 
c 
^0,1,2 
Q,2 
CD 
Q 
Cv 
D 
Dr 
f 
fb 
frough 
fsmooth 
fw 
FD 
Fh 
Fr 
fs 
i 
h 
H 
H 
Ho 
Hv 
Hxt, 
k 
ks 
ks rough 
ks smooth 
Description 
transducer calibration coefficients 
stage-discharge constant coefficients 
flow area 
percentage of total flow area taken by the flood plain 
percentage of total flow area taken by the niain channel 
[2D] Analytical Model solution constants 
apparent shear force 
apparent shear force as a percentage of total shear force 
main channel semi-width 
rectangular channel width, compound channel semi-width 
[2D] Analytical Model solution constants 
height of effective bed above datum 
transducer caHbration coefficients 
stage-discharge calibration coefficients 
Dall-tube coefficient of discharge 
static pressure adjustment coefficient 
V-notch coefficient of discharge 
circular conduit diameter 
relative depth in a compound channel = {H-h)/H 
Darcy-Weisbach friction factor 
bed friction factor 
artificially roughened friction factor 
hydraulically smooth friction factor 
wall friction factor 
Dall-tube calibration factor 
pump characteristic function (= ^) 
Froude number 
slip unction parameter 
gravitational acceleration 
compound channel bank full flow depth 
head; flow depth in main channel 
average flow depth over the slip region (Ay/2) 
pump reference head 
V-notch depth over vertex 
vertical boundary wall height 
roughness height 
equivalent Nikuradse's sand roughness height 
artificially roughened equivalent ks 
hydraulically smooth equivalent ks 
Unit 
[%] 
[%1 
[Pal 
[%l 
[m] 
[m] 
[m] 
m 
[m/s^l 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
[ml 
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Symbol Description Unit 
K 
I 
LB 
n 
nfp 
Mr 
trough 
^smooth 
N 
No 
Ns 
P 
V' 
P 
Pmc 
Pfp 
Q 
QB 
QD 
Qo 
Qv 
%Qfp 
%Qmc 
R 
Rb 
Re 
Reb 
Reslip 
Ren; 
s 
s 
Ss 
So 
5/ SF 
SFa 
%SFa 
%SFfp 
%Smc 
%SF^ 
Ta 
Prandtl mixing length constant (equal to 0.4) 
Prandtl's niixing length 
measuring basin leakage rate 
Manning's 'n' 
Manning's 'n': flood plain 
Manning's 'n'\ main channel 
compound channel roughness ratio (= nfp/rijnc^ 
artificially roughened Manning's 'n' 
hydraulically smooth Manning's 'n' 
pump speed 
pump reference speed 
pump specific speed 
transducer pressure 
normalized transducer pressure 
wetted perimeter 
main channel wetted perimeter 
flood plain wetted perimeter 
total discharge 
measurung basin discharge 
Dall-tube discharge 
pump reference discharge 
V-notch discharge 
percentage of total discharge taken by the flood plain 
percentage of total discharge taken by main channel 
hydraulic radius 
bed hydrauhc radius (= H) 
wall hydraulic radius 
Reynolds number (= AUR/v) 
Reynolds number for the bed (= AUH/v) 
slip Reynolds number 
Rejmolds number for the wall 
main channel side-slope (l[vertical]:s[horizontal]) 
wetted perimeter distance 
slip function parameter 
bed slope 
slope of the energy grade line 
shear force 
apparent shear force 
apparent shear force as a percentage of total shear force 
flood plain shear force as a percentage of total shear force 
main channel shear force as a percentage of the total 
wall shear force as a percentage of the total shear force 
ambient air temperature 
ambient water temperatuer 
imj 
[m/min] 
[rpm] 
[rpm] 
[rpm] 
[Pa] 
[m] 
[m] 
[m] 
[L,m3/s] 
[nP/s] 
[mVs] 
[mVs] 
[m>/s] 
[%] 
[%] 
[m] 
[m] 
[m] 
m 
[N/m] 
[N/m] 
[%] 
[%] 
[%] 
[%] 
[°C] 
[°C] 
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Symbol 
u 
u' 
M* 
"♦slip 
U 
W 
u 
^fp Manning's 
_ ^mc 
^mc Manning's 
V 
VB 
Ve 
V'e 
^sAB 
VsA^B 
w 
W 
Wr 
X 
x*RPT 
y 
yi 
fp 
y*RPT 
Y 
z 
ZQ 
Zs 
ZB 
Description 
local velocity in the x direction 
dimensionless local velocity 
local friction velocity (= VxQ/p) 
local bed friction velocity (= uffbTs) 
local slip friction velocity 
average friction velocity (= Vxo^P) 
depth averaged velocity 
dimensionless depth averaged velocity 
depth averaged velocity adjacent a vertical wall element 
average velocity 
dimensionless average velocity 
average flood plain velocity 
Ufp computed under non-interacting conditions 
average main channel velocity 
Ufnc computed under non-interacting conditions 
depth averaged reference velocity 
local velocity in the y direction 
measuring basin volume 
transducer excitation 
normalized transducer excitation 
transducer output signal: transducer A, B 
normalized transducer output signal: transducer A, B 
local velocity in the z direction 
top width of flow 
width ratio = {B-b)/h 
X-axis coordinate (streamwise direction) 
log-dimensionless differential pressure - Preson tube 
log-dimensionless differential pressure - Roving Preson tube 
y-axis coordinate (transverse direction), wall distance 
characteristic layer thickness 
log-dimensionless shear stress - Preston tube 
log-dimensionless shear stress - Roving Preston tube 
[2D] Analytical Model depth function 
z-axis coordinate (vertical direction) 
z-axis coordinate at the bed 
z-axis coordinate at the water surface 
measuring basin water level 
Unit 
[m/s] 
[m/s] 
[m/s] 
[nv's] 
[m/'s] 
[m/s] 
[m/s] 
[m/s] 
[m/s] 
[m/s] 
[m/s] 
[m/s] 
[m/j] 
[m/s] 
[m/s] 
[L] 
[V] 
[V] 
[m/sl 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
[m] 
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Greek Symbol Description Unit 
ai,2 
X 
AH 
^Hu 
App 
ApRPT 
AU 
AVsB 
Ay 
%^SFadj 
%^SFraw 
%&Qadj 
y 
K 
e 
X 
k 
V 
P 
Ja 
Xh 
t& 
t^ 
TO 
JO 
(0 
Q 
•^slip 
[2D] Analytical Model functions 
roughness parameter 
pitot tube velocity head 
Dall-tube differential pressure 
Preston tube differential pressure 
RPT differential pressure 
static pressure adjustment 
average main channel to flood plain velocity difference 
output signal shift to transducer B 
segment width 
error in measured boundary shear force [adjusted data] 
error in measured boundary shear force [raw data] 
error in measured discharge [adjusted data] 
error in measured discharge raw data] 
[2D] Analytical Model function 
Von Karman turbulence coefficient 
characteristic pump angle 
roughness strip spacing 
dimensionless eddy viscosity 
kinematic viscosity 
error in total discharge 
error in total boundary shear force 
depth averaged turbulent eddy viscosity 
fluid density 
pump characteristic function (= Fh) 
flood plain shear stress ratio 
main channel shear stress ratio 
depth averaged apparent shear stress 
dimensionless depth averaged apparent shear stress 
local bed shear stress 
average bed shear stress over the slip region (At//2) 
depth averaged turbulent shear stress 
dimensionless depth averaged turbulent shear stress 
av. boundary shear stress from the energy grade line slope 
local boundary shear stress 
dimensionless local boundary shear stress 
average boundary shear stress 
average vertical wall boundary shear stress 
[2D] Analytical Model function 
Escudier mixing length constant 
general resistance value 
local bed resistance value 
slip resistance value for the wall 
[m] 
[m] 
[m] 
[Pa] 
[Pa] 
[Pa] 
[m/s] 
[V] 
[m] 
[%1 
[%] 
[%] 
[%] 
[m] 
[m^/s] 
[%] 
[%] 
[m2/s] 
[kg/m^] 
[Pa] 
[Pa] 
[Pa] 
[Pa] 
[Pa] 
[Pa] 
[Pa] 
[Pa] 
[Pa] 
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F.2. ABBREVIATIONS 
Abbreviation Description 
ACADS 
ASS 
ATD 
BSS 
DAV 
FSO 
GENFL02D 
HRD 
In 
log 
LRD 
na 
RC 
RCC 
TCC 
RPT 
VF 
ZSC 
[2D] 
[3D1 
Automatic Control & Data Acquisition Syetem 
Apparent Shear Stress 
Analog To Digital 
Boundary Shear Stress 
Depth Averaged Velocity 
Full Scale Output 
General Two Dimensional Flow Model 
High Roughness Density 
natural logarithm (base e) 
logarithm to base 10 
Low Roughness Density 
not applicable 
Rectangular Channel 
Rectangular Compound Channel 
Trapezoidal Compound Channel 
Roving Preston tube 
Velocity Field 
Zero Shift Correction 
two dimensional 
three dimensional 
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