Random Process Theory Approach to Geometric Heterogeneous Surfaces:
  Effective Fluid-Solid Interaction by Khlyupin, Aleksey & Aslyamov, Timur
Random Process Theory Approach to Geometric Heterogeneous Surfaces:
Effective Fluid-Solid Interaction
Aleksey Khlyupin∗ and Timur Aslyamov†
Schlumberger Moscow Research Center; 13, Pudovkina str., Moscow 119285, Russia
Moscow Institute of Physics and Technology; 9, Institutskiy per., Dolgoprudny, Moscow Region, 141701, Russia
(Dated: November 21, 2018)
Realistic fluid-solid interaction potentials are essential in description of confined fluids especially
in the case of geometric heterogeneous surfaces. Correlated random field is considered as a model of
random surface with high geometric roughness. We provide the general theory of effective coarse-
grained fluid-solid potential by proper averaging of the free energy of fluid molecules which interact
with the solid media. This procedure is largely based on the theory of random processes. We
apply first passage time probability problem and assume the local Markov properties of random
surfaces. General expression of effective fluid-solid potential is obtained. In the case of small
surface irregularities analytical approximation for effective potential is proposed. Both amorphous
materials with large surface roughness and crystalline solids with several types of fcc lattices are
considered. It is shown that the wider the lattice spacing in terms of molecular diameter of the fluid,
the more obtained potentials differ from classical ones. A comparison with published Monte-Carlo
simulations shows good qualitative agreement with the theory predictions. The work provides a
promising approach to explore how the random geometric heterogeneity affects on thermodynamic
properties of the fluids.
I. INTRODUCTION
Interaction between fluid and solid molecules is es-
sential for various fundamental phenomena: adsorption,
capillary condensation, wetting and etc. In spite of long
history of these problems major results were obtained for
idealized smooth surfaces of the solid. However, real sur-
faces are usually rough, so influence of geometry on ad-
sorption and other thermodynamic processes is actively
investigated in recent years [1–15].
Wetting properties of fluid near heterogeneous surfaces
has been studied in details [1, 2]. It was shown both ex-
perimentally [3] and theoretically [4] that the roughness
can induce wetting transition at the conditions corre-
sponding to the lack of wetting for smooth surface. Also,
experiments with neutron scattering and Monte Carlo
simulations show strong influence of the surface rough-
ness on melting process [5]. In work [6] the review of in-
trusion and freezing in porous silica with both simple and
disordered porous geometry is presented. Several works
are devoted to fluid confined by both smooth spherical
and cylindrical pores [7] shapes and fluid near abrupt
wedges [8–10].
Additional motivation to study heterogeneous surface
is adsorption in real porous materials. Various methods
for theoretical description of fluids inside the pore were
developed. However in spite of the variety all standard
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methods have similar assumption, that solid surface is
flat, smooth homogeneous plane. Hence several authors
[11–13] noted, that theoretical adsorption isotherm has
multi-step form due to multilayer structure of adsorbed
fluid. Then, in the case of pore materials with wide pore
size distribution two artifacts appeared: calculated ad-
sorption isotherms have typical deviation from experi-
mental one; obtained pore size distribution has the sharp
gap corresponding to 10A˚ pores size. Thus theoretical
adsorption isotherms obtained for pores with smooth sur-
faces are unable to fit the experimental data for real ma-
terials. In order to avoid assumptions about solid surface
in works [11, 12] authors considered the carbon material
as an amorphous media with variable one-dimensional
density near the surface. Therefore the solid density is
represented as rapidly decreasing function of the distance
to the surface. Thus, the heterogeneity is described by
only one parameter corresponding to the value of char-
acteristic roughness. These modifications have accept-
able agreement with experimental measurements for non-
graphitized carbon. Jagiello and Olivier [13] considered
two-dimensional heterogeneous surface, taking into ac-
count that carbon structure consists of curved graphene
layers. In order to describe lateral corrugation authors
defined explicit coordinate function for structure of sur-
face.
With the development of computer methods of re-
search it has become possible to study a random surface
geometry of the pore space of three-dimensional mod-
els, for example, by methods of fractal analysis [16]. In
the classical work [17] surface area of the porous media
was determined by experimental adsorption isotherms,
which allows drawing a conclusion about their fractal
properties. Now it is appropriate to represent rough
surface as random process[18–20]. The random rough
surface is characterized by two parameters correspond-
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2ing to variance and correlation function of random pro-
cess. Results of artificial solid generation in such way
are very similar with experimentally observed surface
profiles. Rough surfaces are commonly divided into de-
terministic and random surfaces. Deterministic surfaces
have a pre-scribed shape, usually of a simple form such as
triangular, rectangular or sinusoidal. Random surfaces,
are stochastic and are usually characterized using terms
from probability theory such as distribution function or
the statistical moments.
Random surfaces approach can be found in other phys-
ical problems. For example, the diffusive motion of
Brownian particles near irregular interfaces is important
in various transport phenomena in nature and indus-
try. Most diffusion-reaction processes in confinied inter-
facial systems involve a sequence of Brownian flights in
the bulk, connected by successive hits with the interface
(Brownian bridges). In the work [21] theoretical and nu-
merical analysis of bridge statistics was presented, and
it was shown, that the results is directly related to the
stochastic properties of the surface. Also roughness of
the surfaces is highly important in the theory and appli-
cations of scattering of electromagnetic waves [22]. In the
case of light scattering from random rough surfaces the
ruling probability density distributions are given by the
height distribution functions and the correlation func-
tions describing the rough surfaces and the ray distri-
bution describing the incident light [23]. For modelling
and simulation purposes random rough surfaces can be
generated using a method outlined by Garcia and Stoll
[24], where an uncorrelated distribution of surface points
using a random number generator (i.e. white noise) is
convolved with a Gaussian filter to achieve correlation.
A lot of phenomena of surface physics can be de-
scribed by effective potential for interaction between fluid
molecule and solid media. Indeed, in the case of smooth
surface and Lennard Jones (12-6) interaction well known
potentials like (10-4), (9-3) are results of integrating over
single-layer molecular solid and multilayer ones, corre-
spondingly. Also in the case of multi-layered solid more
accurate potential (10-4-3) was obtained by Steel [25].
These potentials are widely used in the density functional
theory (DFT), calculations of wetting phenomena and
disjoining pressure. Calculations of the effective poten-
tial for solids with well-defined structure was performed
in work [26]. According to this work total interaction be-
tween fluid molecule and solid media can be replaced by
effective potential as function only of the distance from
a molecule to the surface. The method of averaging po-
tential is based on the comparison of the Helmholtz free
energy obtained by accurate partition function of initial
system and one which is result of approximated partition
function with effective potential. The free energy aver-
age technique – is an approach to link the free energy of
the system to one of a system with fewer degrees of free-
dom. Effective potentials of this type can be developed
by ensuring that the partition function of the integrated
representation corresponds to that of the explicit system.
This type of averaging is commonly employed to obtain
the reference-system potentials in different perturbation
theories [27–29]. Free-energy average potentials are also
widely used to describe effective interactions in colloidal,
polymeric and biomolecular systems [30]. In the work [26]
authors demonstrated that free-energy average potential
is essential to accurate description of adsorption on solids
with definite structure at low and moderate temperature.
Corresponding effective potentials were obtained by nu-
merical simulations of Lennard-Jones fluid by accounting
for pair interactions of a fluid particle with every parti-
cle of the solid arranged in a given ordered lattice. For
such cases it was shown by Monte-Carlo simulations that
effective free energy averaged potentials are softer than
classical ones (10-4, 9-3, 10-4-3 potentials). This reflects
the fact that the less corrugated and smooth surface is the
more fluid particles are prone to explore the gaps of the
surface, especially at low temperatures. Thus even for
surfaces with small heterogeneity correct averaged poten-
tials are quite different from ideal smooth case. Therefore
in the case of surfaces with large geometric heterogeneity
realistic fluid-solid potentials are necessary.
In our current manuscript we provide the general
theory and calculations of leading-order term of effec-
tive coarse-grained fluid-solid potential. The approach
based on the mapping from average free energy of fluid
molecules near the random high heterogeneous surfaces.
In contrast to the case when the particle is far from the
solid and one may use only general properties of random
process which describe the surface we investigate parti-
cles in the vicinity of the surfaces and even their pene-
tration into the solid so both general and local properties
should be used. To obtain the average distance between
solid and fluid particle inside it we applied first passage
time probability theory and assume the local Markov
properties of the random surface. Also we use the ex-
pansion of the two-point probability density of a random
process in a series of the correlation function to obtain
the conditional probability of random solid density in
each z-coordinate slice. It may be applied for wide range
of correlation functions of the random solid surface which
could be obtained from experiments (for example X-ray
measurements). Characteristic illustration of considered
solid molecular media and corresponding heterogeneous
surface can be found in Fig. 1.
In order to examine the effective fluid-solid potentials
we provide several calculations in the case of large ir-
regularities of random surface. Also the general formula
for potentials was simplified to obtain the approximated
solution for the case of small surface irregularities. Effec-
tive potentials for solids with several types of face cubic
centered lattices (111), (100), (110) were calculated. It
was shown that the wider is the lattice spacing in terms
of molecular diameter of the fluid, than obtained poten-
tials the grater is deviation from classical ones (Steel po-
tential or 9-3 potential [31]). Also this effect was demon-
strated in [26] by fully atomistic Monte-Carlo simulations
and the comparison shown good agreement of our theory
3predictions and simulation. Obtained method provides
a promising approach to explore how random geometry
heterogeneity affects on thermodynamic properties of the
fluid which is highly desirable in any density functional
theory calculations.
This paper is arranged as follows: partition function
of the considered system and general result of averag-
ing procedure in terms of functional integral are given in
the next section. Then, application of general method is
demonstrated as sketch of further calculations and three
major steps of calculations are formulated. Thus, section
of calculations is divided on these systematic steps. Each
obtained exact result of subsections is complimented by
exact analytical expression in more convenient form or
analytical approximation. As result significant deviation
from flat smooth surface was obtained for the cases of
both large and small scales of roughness. Furthermore,
simplification was done to approximate the effective fluid-
solid interaction potential in the case of molecular size
roughness. Results were obtained for two groups of sur-
faces: exact formula is used in the case of large deviations
from flat smooth surface; in the case of small scale rough-
ness general result is simplified and approximated ana-
lytical expression is obtained for roughness similar with
molecular size.
FIG. 1: Example of solid media with geometric het-
erogeneous surface. Gray balls illustrate solid molecules.
Solid surface can be described by certain realization of
the random field. The system of coordinate is presented
in reduced units with respect to diameter of fluid particle
d.
II. GENERAL THEORY
Let us consider a molecule of fluid, interacting with
solid phase. Fluid molecule is a sphere with diameter d.
The solid is represented by a system of M noninteracting
molecules located at the sites of three dimensional lattice.
In this work pair-interactions between a fluid and solid
molecules are considered. Solid media has sufficiently
large surface, which corresponds to certain realization
of random process Z(r), where r2 = x2 + y2, system
of coordinates is shown in Fig 1. Without loosing of
generality we assume that the mean value of Z equals
zero. Thus canonical partition function of this system
has the following form:
Q = Qf (T )
∫
d~rfe
−βU(~rf ,~r(1)s ,...,~r(M)s ) (1)
where β = 1/kBT , T is the temperature, kB is Boltz-
mann constant, Q(f) is the factor concluding thermal
fluctuations of a fluid molecule, below for simplicity this
factor will be left out; U is the total potential of inter-
actions between fluid molecule at point ~rf = (xf , yf , zf )
and solid molecules at fixed points ~r
(1)
s , ..., ~r
(M)
s . The to-
tal potential can be represented as sum of pairwise addi-
tive interactions U =
∑M
i=1 ufs(~rf , ~r
(i)
s ). Let us consider
a fluid particle lying at fixed z-coordinate, then corre-
sponding partition function is∫∫
Ω(z)
dxfdyf exp
[
−β
M∑
i=1
ufs(~rf , ~r
(i)
s )
]
(2)
where Ω(z) is the configuration space of fluid molecule
restricted by certain realization of random process Z(r)
at fixed z-coordinate. More compact form for integration
can be introduced
∫∫
Ω(z)
dxfdyf ... =
∫
dΩ... . One can
expand exponential term in (2), then expression (2) in
the continuum limit has the following form:
Q(z,Z(r)) = ∫ dΩ [1− β ∫ d~rsufs(~rf , ~rs)ρ(rs, Z(r))+
+O(β2)
]
(3)
where ρ(~rs,Z) is the solid density, the number of solid
molecules at volume d~rs. It is important to note, that this
function also depends on random process Z(r). Thus,
the Helmholtz free energy corresponding to certain re-
alization of random process Z can be found from the
following expression:
βF (z,Z(r)) = − lnQ(z;Z(r)) (4)
Thermodynamic properties of this system are defined
from free energy averaged over all realizations of random
geometry:
β 〈F (z)〉Z ≡ −
∫
...
∫
lnQ(z;Z(r))P (Z)
∏
r
dZ(r)(5)
where integrals imply functional integration over varia-
tions of Z at each point r. P (Z) is probability, that
certain Z takes place. One can expand logarithm in ex-
pression (5) taking into account (3). Thus averaged free
energy can be written as:
β 〈F (z)〉Z = −〈ln ‖ Ω(z,Z) ‖〉Z + β
〈‖ Ω(z,Z) ‖−1 ×
× ∫ dΩ ∫ d~rsufs(~rf , ~rs)ρ (~rs,Z)〉Z +O(β2) (6)
4where ‖ Ω(z,Z) ‖= ∫ dΩ is the total area of fluid’s config-
uration space at level with fixed z for certain realization
of Z.
On the other hand it is possible to substitute total pair-
wise intermolecular interaction by external field, which
implies desired effective fluid-solid potential. Let us con-
sider fluid particle with such external field, which de-
pends on z-coordinate Uefffs (z). This system is described
by the same random geometry. Thus partition function
for fixed z can be written as
Qeff (z) =
∫
dΩe−βU
eff
fs (z) (7)
After simple calculations, expression for averaged free en-
ergy takes the form:
β
〈
F eff (z)
〉
Z = −〈ln ‖ Ω(z,Z) ‖〉Z + βU
eff
fs (z) (8)
Expressions of exact (6) and simplified (8) averaged
energies can be equated
〈
βF eff (z)
〉
Z
= 〈βF (z)〉Z , thus
effective potential of fluif-solid interaction has the follow-
ing form
Uefffs (z) =
〈∫
dΩ
∫
d~rsufs(~rf , ~rs)ρ (~rs;Z)
‖ Ω(z;Z) ‖
〉
Z
+O(β)
(9)
The integration region for fluid molecule in expression
(9) is union of non-crossing domains Ωi with random
sizes, Ω(z) =
⋃∞
i=1 Ωi(z). Permitted random regions Ωi
are induced by random binary field which is a slice of
random process Z at level z. One can rewrite integral in
(9) taking into account structure of Ω∫
dΩ
∫
d~rsufs(~rf , ~rs)ρ (~rs;Z) =
=
∑∞
i=1
∫
dΩi
∫
d~rsufs(~rf , ~rs)ρ (~rs;Z) = (10)
=
∑∞
i=1 ‖ Ωi(z) ‖ U(Ωi(z))
where U(Ωi(z)) is average potential at domain Ωi(z). It
is possible to make simplification similar to mean field
approximation, then∑∞
i=1 ‖ Ωi(z) ‖ U(Ωi(z)) '
∑∞
i=1 ‖ Ωi(z) ‖ U(Ω¯(z)) =
= U(Ω¯(z)) ‖ Ω(z) ‖ (11)
where Ω¯(z) is domain with the average (characteristic)
size. This average size depends on the properties of ran-
dom process and the coordinate z. Thus, effective poten-
tial of interaction between fluid molecule and solid with
random heterogeneous surface has the following form:
Uefffs (z) =
∫
drsufs(rf , rs)× (12)
× ∫ dρ(rs)ρ(rs)P (ρ(rs)|rf ∈ Ω¯(z))
where P
(
ρ(rs)|rf ∈ Ω¯(z)
)
is probability density of ρ(rs)
under condition that fluid particle lies at characteristic
domain Ω¯(z). Thus, effective fluid-solid potential reflects
the random surface properties by probability density P
and average size of Ω¯.
III. STRATEGY OF CALCULATIONS
In this section we provide a scheme of step by step
calculations. To simplify further calculation one dimen-
sional random process Z(x) is considered. Then a slice at
any level h is random binary field ξh(x) = θ (Z(x)− h).
ξh(x) =
{
1, Z(x) ≥ h
0, Z(x) < h
Let us consider a fluid particle at level z. The origin
of x-axis coincides with the molecule position and this
molecule is below the slice level h (see Fig. 2 for expla-
nation).
FIG. 2: Illustration of the molecule (bold dot) and some
realization of random process corresponding to hetero-
geneous surface (solid curve). In this case the slice at
level h is higher than fluid particle’s one. L(z0, h) is the
minimal length along an axis x such that Z(L) = h.
Thus, contribution to the total potential of fluid-solid
interaction from the slice of the width dh is:
I(h, z) = ρsdh
∫ ∞
−∞
ξh(x)ufs(r(x))dx (13)
where ufs(r) is pair-intermolecular potential, r =√
(z − h)2 + x2 is the distance between considered
molecule and certain point of solid media. Expression
(13) corresponds to some realization of random process,
so averaging over distribution of ξh(x) is needed. For
this reason one can use information about local struc-
ture of binary field ξh(x) near x = 0. Since in con-
sidered case Z(0) = z0 < z < h then ξh(0) = 0.
For fixed position of fluid particle and some realiza-
tion of random process let us define length L(z0, h) as
L = {x : ξh(x) = 0 for ∀x ∈ [0, L]} . Simple illustra-
tion can be found in Fig. 2. Thus, the region inside
(0, L)-interval can be excluded from integration over layer
h(13):
I(h, z) = 2ρsdh
∫ ∞
L
ξh(x)ufs(r(x))dx (14)
5In order to calculate effective potential according
to (12) average size of Ω¯(z) and probability density
P [ρ(rs)|rf ∈ Ω¯(z)] are needed. It is known that ξh(L) =
1, then averaging of (14) has to be executed over proba-
bility P11(h, s) ≡ P (ξh(s) = 1|ξh(0) = 1), which is prob-
ability that ξh(s) = 1 under condition ξh(0) = 1. The
average size of Ω¯(z) is defined by length L(z, h) which is
averaged L(z0, h) taking into account correlation prop-
erties of the process Z(x). Thus, averaged expression of
(14) takes the form:
〈I(h, z)〉ξ = 2ρsdh
∫ ∞
L(z,h)
dxufs(r(x))P11(h, x− L(z, h))
(15)
Now it is possible to formulate the sketch of calculation
of the total interaction potential between a molecule and
solid media with heterogeneous surface
• calculate functions P11(h, s) and L(z, h) for each
layer at level h
• perform averaging over probability function
P11(h, s) for certain layer at level h
• final step is the integration over solid media
IV. CALCULATIONS
A. Conditional probability
In this part of work conditional probability P11(h, s)
is derived. One can note that condition probability
P11(h, s) is equal to correlation function for random field
ξh(x):
P11(h, s) ≡ P (ξh(s) = 1|ξh(0) = 1) = 〈ξh(0)ξh(s)〉
Let’s consider random binary field ξh(x) as a slice of
random process Z(x) at level h:
ξh(x) =
{
1, Z(x) ≥ h
0, Z(x) < h
(16)
Then, condition probability P11(h, s) can be written as
the following double integral:
P11(h, s) ≡ P (Z(0) ≥ h|Z(s) ≥ h) = (17)
= Ξ−1
∫∫∞
−∞ F (z1)F (z2)w
(2)
z (z1, x; z2, x+ s)dz1dz2
Ξ =
∫∫∞
−∞ w
(2)
z (z1, x; z2, x+ s)dz1dz2 (18)
where normalization Ξ and new function F (x) = 1 −
θ(x−h) were introduced, w(2)z is two-dimensional density
distribution function of the process Z(x). In the current
research stationary Gaussian process is considered. Thus
at this case two-dimensional density distribution function
with arbitrary correlation functionK(s) has the following
form
w(2)z (z1, x; z2, x+ s) =
1
2piσ
√
1−K(s)2 ×
× exp
[
−z
2
1 + z
2
2 − 2K(s)z1z2
2σ2(1−K(s)2)
]
(19)
Such type of correlation functions can be calculated ex-
panding ω
(2)
z in the orthogonal system series. Thus, the
expression (19) could be rewritten as:
w
(2)
z (z1, z2,K(x)) = w
(1)
z (z1)w
(1)
z (z2)×
×∑∞n=0 1n!Kn(x)Hn(z1/σ)Hn(z2/σ) (20)
where Hn is n-th order Hermitian polynomial [32], w
(1)
z
is one-dimensional Gaussian density
w(1)z (x) =
1√
2piσ2
exp
(
− x
2
2σ2
)
(21)
Taking into account expression (20) one can derive the
numerator of (17):∫∫∞
−∞ F (z1)F (z2)w
(2)
z (z1, x; z2, x+ s)dz1dz2 =
=
∑∞
n=0 C
2
nK
n(s) (22)
where coefficients Cn correspond to the following expres-
sion:
Cn =
√
1
2npin!
Hn−1
(
h
σ
)
exp
(
−h
2
σ2
)
(23)
It is easy to note that from expression (23) the value
of the normalization Ξ = C0. Taking into account that
K(s) → 0 when s → ∞, condition probability P11(h, s)
in the limit s→∞ tends to the value C0 which is average
density of binary field ξh(x). Thus, for calculation of (17)
one can use the following expression:
P11 (h, s) = C0 +
1
C0
e−
2h2
σ2
∑∞
n=1
1
2npin!
H2n−1
(
h
σ
)
K (s)
n
C0 =
1
2
erfc
h√
2σ
(24)
Detailed calculations of sum (24) can be found in App. A.
Here, let us write the final analytical expression for con-
dition probability:
P11 (h, x) = C0 − 2
C0
[
T
(√
2h
σ
, y(x)
)
− T
(√
2h
σ
, 1
)]
(25)
where T (a, b) is special Owen’s function [33] and implicit
dependence on coordinate x is contained inside the fol-
lowing variable
y = tan
arccosK(x)
2
=
√
1−K(x)
1 +K(x)
(26)
6Analytical expression (25) with (26) is obtained for ar-
bitrary correlation function K(x). For further analysis
and calculations the following expression K(x) = e−αx is
considered, where α =
1
τ
is inverse correlation length τ ,
which depends on type of modeling surface. There are
some motivation points for this choice:
• In the case when correlation function is unknown.
Exponential function is convenient for the calcu-
lations and demonstrates the general properties.
If there is experimental data for correlation func-
tion K(x) then it is possible to approximate ob-
tained data by exponential function with τ =
K(0)−1
∫
K(x)dx.
• It is well known in the theory of random processes
that the correlation function of stationary Marko-
vian process can be only in form of exponential
function [34].
FIG. 3: Dashed and solid lines are analytical results (25)
of conditional probability P11 as function of reduced coor-
dinate x/d calculated for different layers h with reduced
parameters α∗ = αd = 0.6, σ∗ = σ/d = 0.5, where d is
diameter of fluid particle. Dots correspond to numerical
calculations according to (17)
Fig. 3 illustrates typical behavior of P11 as function
of reduced coordinate x/d. Result (25) exactly coincides
with numerical calculations according to (17). All curves
start from the same value P11(0, h) = 1.
FIG. 4: Dashed and solid lines are analytical result (25)
of conditional density P11 as function of reduced coor-
dinate x/d calculated for layer h = 0.5d with different
reduced parameters α∗ = αd, σ∗ = σ/d.
In Fig. 4 one can see, that the decline of P11 curve
depends on both σ and α, however, in the limit of large
x the curve of P11 tends to constant C0 value determined
only by h and σ.
B. Average length
According to general scheme in Sect. III, the next step
is calculation of averaged length L(h) ≡ L(z, h), which
is the average of the length L(z0, h) over realizations
of random process Z. The value of L(z0, h) implies,
that the binary field ξh(x) for ∀x ∈ [0, L(h)] equals zero
ξh(x) = 0, under condition, that the particle is located
at point (0, z). That is similar to the known problem of
first passage time probability distribution in the theory
of random process. In the current problem the distance
L plays the role of the time. Thus the calculations con-
sist of two steps: the first aim is the conditional average
length Lav(z0, h) taking into account that Z(0) = z0;
the second one is integration of Lav(z0, h) under proba-
bility distribution of z0, which results in desired function
L(z, h).
a. The first step The problem in general form is the
finding of distribution function for the length L(z0, h)
when the boundary level h is reached by Z at the the
first ”time” under condition, that Z(0) = z0, where z0 ≤
z ≤ h. Illustration of the first step can be found in Fig. 5.
Exact expression for conditional averaged length Lav can
be obtained only for the Markovian random process.
7FIG. 5: Illustration of the first step of the averaging
procedure. Major figure contains examples of random
process realizations with common initial point z0 (solid
curves). Black dots on the curves correspond to the
first crossing of the boundary at level h by random pro-
cess. Symbols L1, L2, L3 are x-coordinates of these points
and correspond to values of L(z0, h) for illustrated real-
izations of random process. Inset figure is a sketch of
Lav(z0, h) which is average of L over random process re-
alizations with fixed z0
The theory of Markovian process with boundaries has
long history [35–37]. Statistical properties of stationary
Markovian process is defined by function P (z, x|z0)dz,
which is the probability, that z0 ≤ Z(x) ≤ z if Z(0) = z0.
Also, let’s introduce the function F (L, h|z0) – the prob-
ability that the length when the boundary is reached
by random process at the first ”time” lies at interval
(L,L+ dL) under condition Z(0) = z0 ≤ h.
There are two general ways to dealing with the prob-
lem of calculation the probability distribution F (L, h|z0)
and its moments which we are interested in. The first
approach may be obtained by observing that the proba-
bility
φ(L, h|z0) =
∫ h
−∞
P (z, x|z0)dz (27)
that the random process is at length L in the interval
(−∞, h) is the sum of the probability f(L, h|z0) that the
process did not reach level h at any distance between
(0, L), and the probability that it passed h for the first
time at some length (0 < s < L) but returned. Us-
ing the relation between cumulative distribution function
and probability density function
F (L, h|z0) = −∂f(L, h|z0)
∂L
(28)
it may be shown that f(L, h|z0) satisfies the adjoint
Fokker-Plank equation (also known as the Backward Kol-
mogorov Equation BKE). Derivation of this equation in
details is presented in [34, 37]. Differential equations on
the moments of probability density F (L, h|z0) then may
be obtained based on this approach as shown in [34].
In the present work we will use more simple method to
calculate desired moments based on [37]. In the case
when probability density function of the random process
P (z, x|z0) satisfies Fokker-Plank equation (that holds in
assumption of Markovian process) the recursion integral
formulas for the moments of F (L, h|z0) may be obtained
in the following way. At first, main integral relation
may be obtained by classifying random processes Z(x)
for which Z(0) = z0 according to the distance s > 0 at
which they reach the value h for the first time
P (z, x|z0) =
∫ x
0
F (s, h|z0)P (z, x− s|h)ds (29)
For further analysis, the Laplace transform is needed.
The Laplace transform of F (s, h|z0) can be represented
as series of the moments 〈Ln(h|z0)〉
F ∗(λ, h|z0) =
∫∞
0
F (s, h|z0)dL =
=
∑∞
n=0
(−λ)n
n!
〈Ln(h|z0)〉 (30)
where f? implies Laplace transform of function f . Thus,
after Laplace transform of the both parts of (29), taking
into account (30), expression (29) becomes:
∞∑
n=0
(−λ)n
n!
〈Ln(h|z0)〉 = P
∗(z, λ|z0)
P ∗(z, λ|h) (31)
Later analysis in terms of Fokker-Plank coefficients is
used. If the following limits are existed
A(z) = lim
∆x→0
1
∆x
∫ ∞
−∞
dy(y − z)P (y,∆x|z)
B(z) = lim
∆x→0
1
∆x
∫ ∞
−∞
dy(y − z)2P (y,∆x|z) (32)
then there are the following equations for probability
P (z, x|z0):
∂P
∂x
= − ∂
∂z
[A(z)P ] +
1
2
∂2
∂z2
[B(z)P ] (33)
∂P
∂x
= A(z0)
∂P
∂z0
+
1
2
B(z0)
∂2P
∂z20
(34)
with initial condition P (z, 0|z0) = δ(z − z0), and bound-
ary conditions P (±∞, x|z0) = 0 and P (z, x| ± ∞) = 0
in cases of finite z0 and z respectively. One can rewrite
equation (34) as:
∂P (z, x|z0)
∂x
=
1
2W (z0)
∂
∂z0
{
B(z0)W (z0)
∂P (z, x|z0)
∂z0
}
(35)
were the stationary function was introduced
W (s) =
Const
B(s)
exp
[∫ s
−∞
2A(s′)
B(s′)
ds′
]
(36)
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B(z0)W (z0)
∂P (z, x|z0)
∂z0
→ 0 for z0 → −∞ one
can obtained the following expression for z > z0:
P (z, x|z0)− P (z, x|h) =
=
∫ z0
h
2ds
B(s)W (s)
∫ s
−∞W (t)
∂P (z, x|t)
∂x
dt (37)
After Laplace transform of the both parts of equation
(37), the following expression can be written:
P (z, x|z0)∗ − P (z, x|h)∗ =
= λ
∫ z0
h
2ds
B(s)W (s)
∫ s
−∞W (t)P
∗(z, λ|t)dt (38)
Using expression (30) and the fact, that
〈
L0(h|z0)
〉
= 1
on can get:∑∞
n=0
(−λ)n
n!
∫ z0
h
2ds
B(s)W (s)
∫ s
−∞W (t) 〈Ln(h|t)〉 dt =
=
1
λ
[
1− P
∗(z, λ|z0)
P ∗(z, λ|h)
]
= − 1
λ
∑∞
n=1
(−λ)n
n!
〈Ln(h|z0)〉
(39)
Thus, the recursion relation for the moments of density
distribution of F (s, h|z0) is obtained:
〈Ln(h|z0)〉 = n
∫ h
z0
2ds
B(s)W (s)
∫ s
−∞
W (t)
〈
Ln−1(h|t)〉 dt
(40)
The average length Lav corresponds to the case of n = 1
in the relation (40):
Lav(z0, h) ≡
〈
L1(h|z0)
〉
=
=
∫ h
z0
2ds
B(s)W (s)
∫ s
−∞W (t)dt (41)
If correlation functionK(x) = e−αx, it is possible to write
simple expressions for Fokker-Plank coefficients: A(z) =
−αz, B = 2σ2α. Thus, the average length has the form:
Lav (z0, h) =
1
ασ2
∫ h
z0
e
ξ2
2σ2 dξ
∫ ξ
−∞
dηe−
η2
2σ2 (42)
Expression (42) is not convenient for further calcula-
tions, because the limits of integration contain variables
z0, h. For this reason in Appendix B some simplifications
of (42) were produced, and more appropriate expression
can be written as
αLav (z0, h) =
1∫
0
dτ
1
1− τ2
[
e
h2
2σ2
(1−τ2) − e
z20
2σ2
(1−τ2)
]
+
+
pi
2
[
erfi
h2√
2σ2
− erfi z
2
0√
2σ2
]
(43)
Fig. 6 shows how average length depends on the choice
of point z0. As one can see the deeper initial point z0
is, the smaller width of space free from solid media at
the same level h would be. Also the figure demonstrates
excellent accuracy of simplified expression (43) in com-
parison with initial exact one (42)
FIG. 6: Dimensionless average length L∗av = Lav/d cal-
culated from expression (43) as function of dimensionless
h∗ = h/d for different initial points z0. Dots correspond
to numerical calculations according to expression (42).
b. The second step In fact initial point z0 is un-
known except condition z0 < z. For this reason the
next step is integration of Lav(z0, h) over z0 under con-
dition probability distribution P (z0|z0 < z) defined by
the model of random process Z(x). Demonstration of
the second step can be found in Fig. 7. Important to
note that averaging procedure strongly depends on rela-
tive positions of fluid particle z and level h
L(z, h) =
{
L−(z, h), z ≤ h
L+(z, h), z > h
Then, in the case z ≤ h:
L−(z, h) ≡ ∫ Lav(z0, h)P (z0|z0 < z)dz0 =
=
∫ z
−∞ Lav(z0, h)w
(1)
z (z0)dz0∫ z
−∞ w
(1)
z (z0)dz0
(44)
where w
(1)
z is one-dimensional stationary distribution of
process Z(x) (21).
9FIG. 7: Illustration of the second step of the av-
eraging. The right side curves correspond to exam-
ples of Lav(h, z0) calculated for different started points:
z1, z2, z3. On the left side of the figure, gray curve
is sketch of probability distribution ρ(z0) of the initial
point, ρ(z0 > z) ≡ 0.
The case z > h differs from the previous one only by
limits of integration
L+(z, h) = ∫ Lav(z0, h)P (z0|z0 < z)dz0 =
=
∫ h
−∞ Lav(z0, h)w
(1)
z (z0)dz0∫ z
−∞ w
(1)
z (z0)dz0
(45)
After substitution of expression for w
(1)
z (21), one can
get
L−(z, h) =
√
2
piσ2
1
1 + erf
z√
2σ
∫ z
−∞
dz0e
−z20
2σ2 Lav (z0, h)
(46)
L+(z, h) =
√
2
piσ2
1
1 + erf
z√
2σ
∫ h
−∞
dz0e
−z20
2σ2 Lav (z0, h)
(47)
for the cases of z ≤ h and z > h, respectively:
Analytical integrations for (46), (47) using exact ex-
pression of Lav (z0, h) (43) is impossible, so approximated
expression of L (z, h) is needed. Corresponding cumber-
some calculations can be found in Appendix C. The final
approximation for z < h has the following form:
αL−app = αl(h)−
(
1 + erf z√
2σ
)−1
×[√
2
3
(
1 + erf
√
3
2
z
σ
)
+
(
1√
2
A− e− z
2
2σ2
) (
1 + erf zσ
)]
(48)
Auxiliary function l(t) is introduced:
αl(t) = pi2σ erfi
t√
2σ
(
1 + erf t√
2σ
)
+
+A
√
pi
2
σ
t e
− t2
2σ2 erfi t√
2σ
(49)
where constant A = 2 ln 2/(4− pi). Detailed calculations
can be found in Appendix C. For the case z > h approx-
imated expression can be written as
αL+app = αl(h)
1 + erf h√
2σ
1 + erf z√
2σ
−
(
1 + erf z√
2σ
)−1
×[√
2
3
(
1 + erf
√
3
2
h
σ
)
+
(
1√
2
A− e− h
2
2σ2
) (
1 + erf hσ
)]
(50)
In the Fig. 8 one can find behavior of L calculated ac-
cording to approximations (48), (50) in comparison with
exact numerical results.
FIG. 8: Comparison of numerical results for dimension-
less average length L∗ = L/d and dimensionless ana-
lytical approximations L∗app = Lapp/d. Solid and dashed
curves correspond to average length Lapp calculated from
expressions (50) and (48) as function of dimensionless
h∗ = h/d for different positions of the particle z with
α∗ = 1, σ∗ = 1. Dots correspond to numerical calcula-
tions according to (46), (47)
C. Layers Integration
In this section we perform the calculations of effec-
tive fluid-solid potential using obtained results of above
sections Let us consider one of the most popular pair
intermolecular potential Mie
U(R) = C
[(σ
r
)λr − (σ
r
)λa]
, (51)
where R is the distance between molecules, C =
λr
λr−λa
(
λr
λa
) λr
λr−λa
is a constant. In case of Lennard-
Jones (LJ) fluid (λr = 12, λa = 6) this constant equals
to C = 4, where  is characteristic energy. One can con-
sider a term of above expression as general power func-
tion of R in the following form Cdγ/Rγ . The interaction
energy of molecule and surface, induced by pair potential
U(R) is the sum of interactions with all molecules in the
solid media.
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It is well known, that in the case of planar surface the
integration can be easily obtained. In cylindric system of
coordinate, circular ring of solid media with radius r and
width dz has the volume 2pirdzdr. The number of solid
molecules in the ring will be 2piρsrdzdr, where ρs is the
number density of solid molecules. Then the interaction
energy for a molecule at a distance D away from the
surface is integration over all solid media
U (γ)(D) = 2piCρs
∞∫
D
dz
∞∫
0
rdr
(z2 + r2)
γ/2
=
=
2piCρs
(γ − 2)(γ − 3)Dγ−3
In the case of Lennard Jones potential, one can get well
known expression:
U9−3(D) = 2piρsσ3
[
2
45
(
d
D
)9
− 1
3
(
d
D
)3]
(52)
Obviously, in the case of geometry heterogeneous surface
above calculations becomes inadequate and modifications
are needed. Firstly, in this case spatial density of solid
is not constant and is defined by ρsP11(r, h), see result
of IV A. Secondly, spatial r-integration at each layer h
should be started from corresponding value of L(h, z)
see result of IV B. Thus, the new formula for the number
of molecules in the ring of solid surface is 2piρsP11(z, r−
L)rdzdr, where integration over r will be started from
L(h, z). Thus, integration of U (γ) over certain layer with
z < h is defined as:
U
(γ)
layer(L;h, z) = 2piCρs
∫ ∞
L
rdr
P11(r − L, h)[
(z − h)2 + r2
]γ/2
(53)
After the following substitution r′ = r − L the above
integration starts from zero
U
(γ)
layer(L;h, z) = 2piCρs
∫ ∞
0
r′dr′
P11(r
′, h)[
(z − h)2 + (r′ + L)2
]γ/2
(54)
Result corresponding to Mie potential (51) can be ob-
tained as
Ulayer(L;h, z) = U (λr)layer(L;h, z)− U (λa)layer(L;h, z) (55)
The total interaction potential of a molecule and the solid
media is the integration of (55) over h from −∞ to ∞.
Thus, desired general expression has the following form:
Uefffs (z) =
z∫
−∞
dhUlayer(L+;h, z) +
∞∫
z
dhUlayer(L−;h, z)
(56)
Thus, obtained result contains two explicit integrals and
can be calculated using results for P11 (25), L−app (48)
and L+app (50).
V. RESULTS AND DISCUSSION
In this section obtained expression (56) is applied to
various heterogeneous surfaces which can be described
by random process with parameters τ, σ. As an example
we considered two groups of surfaces: the first one is
amorphous materials with structureless surface and high
geometric heterogeneity; the second one is materials with
well-defined molecular structure and small heterogeneity.
(a) The surface with σ = 0.8d, τ = 0.5d
(b) The surface with σ = 1d, τ = 1.5d
FIG. 9: Examples of simulated heterogeneous surfaces
with fixed parameters σ, τ . In the insets correlation func-
tions K(x) are presented.
A. Amorphous materials with high heterogeneity
The examples of heterogeneous surfaces generated by
random process simulations with fixed τ, σ can be found
in Fig. 9. In this terms ideal plane surface corresponds
to random process with σ = 0. Let us define this ideal
limit as zero-plane. In spite of similar variances σ ef-
fective molecular interaction can be quite different due
to significant differences of correlation lengths τ . In-
deed from Fig. 9a one can see, that surface has very
sharp structure, since, peaks of the surface are located
close together. This structure prohibits a particle to ap-
proach the zero-plane. Another case with smoother sur-
face structure where fluid particle can easily pass throw
the zero-plane is shown in Fig. 9b. These qualitative
discussions can be illustrated by calculation of effective
potential according to expression (56).
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FIG. 10: Solid, dash and dash-dotted lines correspond to
dimensionless energy potential as function of dimension-
less distance z/d for three surfaces, obtained from (56).
Triangles correspond to classical 9-3 Lennard-Jones po-
tential for ideal smooth surface (52).
In Figure 10 solid line is potential of flat, smooth sur-
face, and this curve coincides with known expression (52)
(triangles in the figure). Dashed and dash-dotted lines
refer to energy potentials for surfaces from Fig. 9, these
curves are quite different and their behavior stay in agree-
ment with above discussions. Dashed line corresponds
to the surface from Fig. 9a, the position of minimum is
shifted to the right from the case of flat one due to sharp
heterogeneity. Dash-dotted line is the case from Fig. 9b
where the minimum of effective interaction potential is
shifted to the left. Thus the molecules in the case from
Figure 9b (dash-dotted line) can pass deeper in the solid
media than in the case of flat surface. For the surface 9a
(dash line) the opposite situation takes place, as it was
discussed above.
B. Materials with small heterogeneity
1. Small scale approximation
In the case of materials with small variance of the sur-
face, general formula for effective fluid-solid interaction
potential may be significantly simplified. One can use
the observation that near z = 0 the second part of the
integral (56) is much smaller than the first one.
Let us consider the L(z, h) function, which in essence
is the average behavior of the random solid in each layer
h in presence of fluid particle at the distance z from the
mean value m of the solid surface. For the surfaces with
small σ the value of L(z, h) increases rapidly on the in-
terval z > 0. Moreover, in the limit σ → 0 this function
becomes zero for z < 0 and infinity for z > 0. Thus, the
point at the first contact of the fluid particle with diam-
eter d and the curve L(z, h) corresponds to the minimal
distance ∆ between center of particle and mean value m.
Graphical explanation can be found in Fig.11. Existence
of the minimal distance ∆ is caused by repulsion hard
sphere potential between fluid and solid particles.
FIG. 11: Left figure illustrates some realization of ran-
dom process Z(x) which describes the solid surface. The
mean value m and variance σ are presented. On the right
side of the figure L function and corresponding minimal
distance ∆ are demonstrated.
Thus in this case the general formula for effective po-
tential may be simplified and has the following form
UAppfs (z) =
∫ ∆
−∞
Ulayer(L
+(z, h), z, h)dh. (57)
Furthermore one more step of simplification could be
done. One can replace the value of integral (57) by in-
teraction potential of some reference system with appro-
priate shifting. In this work the reference system corre-
sponds to solid media with flat surface and is described
by well Steelle potential [25].
USt(z) = 2piρssfσ
2
sfδ
[(σsf
z
)10
−
(σsf
z
)4
+
+
σ4sf
3δ(0.61δ + z)3
]
(58)
where ρs = 0.114A˚
−3 is the number density of carbon
atoms in graphite, δ = 3.35A˚ is the interlayer spacing in
graphite, sf and σsf are the characteristic energetic and
scale parameters of the solid-fluid LJ potential. Accord-
ing to general property of interaction potential the point
where UAppfs (z) becomes zero corresponds to the minimal
distance ∆. In other hand in the case of Steele poten-
tial this point z? can be obtained easily from explicit
equation USt(z
?) = 0. Thus approximation of effective
fluid-solid potential can be written as
UAppfs (z) = USt(z −∆ + z?) (59)
It is important to note that ∆ is strongly depends on
the variance σ, correlation length τ of the surface and
fluid molecular diameter d. Results of numerical calcula-
tions which demonstrate behavior of ∆ can be found in
Fig. 12
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FIG. 12: Penetration length ∆ as a function of relative
values of variance σ/d and correlation length τ/d of the
surface obtained by numerical calculations.
It follows From Fig. 12, that in the case of very small
geometric heterogeneity (σ near zero) lateral structure
of the surface is not important. However with increasing
the value of σ influence of correlation length τ becomes
rapidly crucial. Thus one can see that small (smaller than
molecule diameter) values of τ lead to effective repulsion
of fluid particle from the solid due to geometric effects.
In contrast large values of τ cause the deeper penetration
of fluid particle in solid media.
2. Well-defined materials
Results of this work can be formally used to describe of
molecular interaction with well defined materials. Let us
consider one of the main type of cubic crystals – face cen-
tered cubic (fcc) ones. More precisely crystals with the
following surface lattices (111), (100), (110) are consid-
ered. Schematic illustration of these cases can be found
in Fig 13.
FIG. 13: Illustration of three types of fcc lattice (111),
(100), (110). Each picture consists of lattice face scheme,
molecular structure pattern and corresponding covered
surface.
Obviously, the boundary surface of these materials is
not smooth on the molecular scale. As one can see from
Fig 13 each molecular structure can be approximated by
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heterogeneous surface. It is important to note, that these
surfaces are deterministic and direct analogy with above
results is not correct. However instead of averaging over
random process realizations, it is possible to use spatial
averaging over the surface geometry. Then parameters
σ, τ,m,∆ which characterize geometry of the surface and
can be calculated numerically. Numerical results can be
found in Fig. 14. As one can see ∆ strongly depends from
surface type.
FIG. 14: Major figure illustrates condition on the first
contact of spherical molecule and averaged profile of het-
erogeneous surface for three types of fcc (111), (100),
(110). Table shows characteristic parameters for consid-
ering surfaces, inset shows corresponding autocorrelation
functions obtained numerical.
Obtained effective fluid-solid potentials corresponding
to small scale approximation can be found in Fig. 15.
One can see that all three potentials are shifted to the
left in comparison with smooth case (Steele potential cor-
responds to solid line in the figure). This fact illustrates
that heterogeneous potential in these cases is softer than
smooth one. Considered cases have the following order:
(110) has the softest potential (the smallest ∆), then
(100) and (111), respectively. This order agrees well
with results of Monte-Carlo simulations [26] for mono-
layers with the same fcc structures. Obtained results
correlate with atomic patterns schemes Fig 13. Indeed
case (111) has the most dense packing stricture which
prohibits molecular penetration, otherwise in case (110)
structure is not so close and fluid molecules can penetrate
deeper.
FIG. 15: Effective fluid-solid potentials corresponding to
small scale approximation. The black dot corresponds to
value of ∆ from Monte-Carlo simulations [26] for (110)
solid media.
VI. CONCLUSION
In current research we developed the general theory of
effective fluid-solid potential for heterogeneous surfaces.
Our approach is based on theory of Markovian random
processes and the first passage time probability problem.
The first passage time probability problem was reformu-
lated and applied as part of averaging procedure. It can
be applied for wide range of correlation functions of the
random solid surface.
Finally numerical results for effective fluid-solid poten-
tials in the case of amorphous materials with high het-
erogeneity were obtained. Also the general formula for
potentials was simplified in the case of small surface het-
erogeneity. Obtained expression was applied to several
types of face cubic centered crystals. It was shown that
the wider is the lattice spacing in terms of molecular
diameter of the fluid, the more different is between ob-
tained potentials and homogeneous one. Also this effect
was demonstrated in [26] by fully atomistic Monte-Carlo
simulations. A comparison is presented that shows good
qualitative agreement of theory predictions and simula-
tion. The method provides a promising approach to ex-
plore how the random geometry heterogeneity effect on
thermodynamic properties of the fluid which is highly
desirable in any DFT calculations.
Appendix A: Condition probability
The first step is calculation of the sum in (24). Let us
start with the follow expression for Hermits polynomials:
∞∑
n=0
1
n!
H2n
(
h˜
)(u
2
)n
=
1√
1− u2 exp
(
2u
1 + u
h˜2
)
(A1)
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where h˜ = h/σ. After simple modification in (24) one
can rewrite initial sum using (A1):
∞∑
n=1
1
n!
H2n−1
(
h˜
)(K
2
)n
=
= −1
2
eh˜
2
∫ φ
pi/2
dφ′ exp
(
− tan2
(
φ′
2
)
h˜2
)
= −1
2
eh˜
2
I
(A2)
where φ = arccosK. Integrand of I can be expanded in
Taylor series around zero:
I = φ− pi
2
+
∫ φ
pi/2
dφ′
∞∑
n=1
(−1)nh˜2n
n!
(
tan
φ′
2
)2n
(A3)
For integration the following formula is more convenient:∫
tan2n xdx = (−1)nx+
n∑
k=1
(−1)k−1 tan
2n−2k+1 x
2n− 2k + 1
after integration in (A3) one can obtain
I =
(
eh˜
2 − 1
)
arcsinK −
− 2
∞∑
n=1
(−1)nh˜2n
n!
n∑
k=1
(−1)k−1
2n−2k+1
[(
tan φ2
)2(n−k)+1
− 1
]
in the last sum one can make summation over new index
j = n− k + 1
n∑
k=1
(−1)k−1
2n− 2k + 1
[(
tan
φ
2
)2(n−k)+1
− 1
]
=
=
n∑
j=1
(−1)n−j
2j − 1
[(
tan
φ
2
)2j−1
− 1
]
after substitution y = tan φ2 above result can be written
as
1
2
(−1)n arcsinK + y
2n+1
2n+ 1
2F1
(
1;
1
2
+ n;
3
2
+ n;−y2
)
−
− 1
2n+ 1
2F1
(
1;
1
2
+ n;
3
2
+ n;−1
)
where 2F1 is hypergeometric function [32]. There is inte-
gral representation for 2F1 in general case:
2F1 (a; b; c; z) =
Γ (c)
Γ (b) Γ (c− b)
∫ 1
0
tb−1(1− t)c−b−1
(1− tz)a
(A4)
In order to calculate I one can use expression (A4), where
summation over n becomes:
I = − arcsinK −
−
∞∑
n=1
(−1)nh˜2n
n!
[
y2n+1
∫ 1
0
tn−
1
2 dt
1 + y2t
−
∫ 1
0
tn−
1
2 dt
1 + t
]
=
= − arcsinK + J
(
h˜, y
)
− J
(
h˜, 1
)
where the following expression has been used:
J
(
h˜, y
)
= −
∫ 1
0
yt−
1
2 dt
1 + y2t
∞∑
n=1
(−1)n
(√
tyh˜
)2n
n!
=
= −
∫ 1
0
yt−
1
2 dt
1 + y2t
(
e−(
√
tyh˜)
2 − 1
)
=
= 2
∫ y
0
dq
1 + q2
e−(qh˜)
2 − 2 arctan y =
= 4pieh˜
2
T
(√
2h˜, y
)
− 2 arctan y
where Owen’s T function is defined as [33]
T
(
h˜, a
)
=
1
2pi
∫ a
0
e−
1
2 h˜
2(1+x2)
1 + x2
dx (A5)
Now one can write
I = 4pieh˜
2
[
T
(√
2h˜; y
)
− T
(√
2h˜; 1
)]
(A6)
In the result there is exact expression for condition
probability function (24)
P11 (x, h) = C0 − 2
C0
[
T
(√
2h/σ, y(x)
)
− T
(√
2h/σ, 1
)]
(A7)
Appendix B: Simplification of average length
In Appendix B some simplifications of the average
length Lav(z0, h) are considered. The average length has
the following expression (42):
Lav (z0, h) =
1
ασ2
∫ h
z0
e
ξ2
2σ2 dξ
∫ ξ
−∞
dηe−
η2
2σ2 (B1)
Firstly, the integration in (B1) over η can be splitted
into two parts:
αLav (z0, h) =
1
ασ2
∫ h
z0
e
ξ2
2σ2 dξ
∫ ξ
0
dηe−
η2
2σ2 (B2)
+
pi
2
[
erfi
h
2σ
− erfi z0
2σ
]
Secondly, the integration over ξ can be considered in
complex plane ξ → iy:∫ h
z0
e
ξ2
2σ2 dξ
∫ ξ
0
dηe−
η2
2σ2 = i
∫ ih
iz0
e−
y2
2σ2 dy
∫ iy
0
dηe−
η2
2σ2
(B3)
In this form there is connection with the expression for
Owen’s T functions:
T (h, a)− T (x, a) = − 1
2pi
∫ h
x
∫ ay
0
e−
y2+η2
2 dydη (B4)
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One can rewrite integrations (B3) with analytical contin-
uation of (B4) to complex plane:
i
∫ ih
iz0
e−
y2
2σ2 dy
∫ iy
0
dηe−
η2
2σ2 = −2pii [T (ih/σ, i)− T (iz0/σ, i)]
(B5)
Analytical continuation of Owen’s function can be ob-
tained from the definition (A5):
Thus, desired expression for average length has the fol-
lowing form:
αLav (z0, h) =
∫ 1
0
dτ
e
1
2σ2
h2(1−τ2) − e 12σ2 z20(1−τ2)
1− τ2 +
+ pi2
[
erfi
h√
2
− erfi z0√
2σ
]
(B6)
Appendix C: Integration of average length
The approximation of L(z, h) in the case of z > h
is discussed, the opposite case z < h can be described
in the similar way. There are two main characteristics of
approximation Lapp(z, h). Firstly, for accurate numerical
calculations, approximated expression a point (0, 0) has
to be equal to exact one Lapp(0, 0) = L(0, 0). Secondly,
for right physical meaning, exact integration at z0 →
−∞ is needed. For this reason correct limit of Lav (z0, h)
at z0→ −∞ is used.
According to definition of Lav (z0, h) (42) consider the
following indefinite integral:
√
pi
2
∫
1
σdte
t2
2 (1 + erf t√
2
) =
= pi2 erfi
t√
2σ
(
1 + erf t√
2σ
)
+
∑∞
n=0
Γ
(
n+1, t
2
2σ2
)
(2n+1)n!
Let us start from asymptotic in t → −∞, for the last
term we have Γ(n+ 1, t
2
2σ2 ) ∼
(
t2
2σ2
)n
e−
t2
2σ2 , then
∞∑
n=0
Γ
(
n+ 1, t
2
2σ2
)
(2n+ 1)n!
∼
√
pi
2
σ
t
e−
t2
2σ2 erfi
t√
2σ
Thus Lav can be written as:
Lav(z0, h) ' l(h)− l(z0)
αl(t) =
pi
2σ
erfi
t√
2σ
(
1 + erf
t√
2σ
)
+ (C1)
+A
√
pi
2
σ
t
e−
t2
2σ2 erfi
t√
2σ
where constant A is defined from condition Lapp(0, 0) =
L(0, 0). The value of L(0, 0) can be found exactly from
definition:
L(0, 0) =
√
2
pi
∫ 0
−∞ dz0 ×
×
[∫ 1
0
dt e
−z20/2−e−z20t2/2
1−t2 − pi2 e−
z20
2 erfi z0√
2
]
(C2)
To avoid the singularities in calculations principal value
of integral is used.
p.v.
∫ ∞
0
e−z
2
0t
2/2
1− t2 =
pi
2
ez
2
0/2 erfi
|z0|√
2
(C3)
Thus, the exact value L at point (0, 0) (C2) is:
αL(0, 0) = lim
→+0
[∫ 1−
0
dt
1
1− t2 +
∫ ∞
1+
dt
1
t (1− t2)
]
=
= lim
→+0
1
2
(− ln + ln 2 + ln + ln 2) = ln 2
(C4)
On the other side the value at point (0, 0) can be obtained
using approximation (C1):
αLapp(0, 0) = αl(0)− α
√
2
piσ2
∫ 0
−∞ dz0e
−z20
2σ l(z0) =
= A
(
1− pi4
)
+ 12 ln 2 (C5)
Combing last results one can get the value of adjusting
parameter
A = − ln 2
2− pi2
(C6)
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