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Abstract:
In this thesis we rigorously prove that the Cahn-Larche´ system with mobility con-
stant m() ≡ const. converges to a modified Hele-Shaw problem as  ↘ 0 where
 describes the thickness of the interfacial region. For the proof we construct an
approximate solution of the Cahn-Larche´ system by the method of matched asymp-
totic expansions. Then we can show that the approximate solutions of Cahn-Larche´
system converge to the solution of the modified Hele-Shaw problem as ↘ 0.
For the modified Hele-Shaw problem we prove the existence of a classical solution in
a sufficiently small time interval [0, T ]. By reducing the system to a single evolution
equation for the distance function, we show the assertion. Furthermore, we prove an
existence result for classical solution to a linearized Hele-Shaw problem used in the
higher order expansions.
By the same methods as for the Cahn-Larche´ system we show the sharp interface
limit of a convective Cahn-Hilliard equation with mobility constant m() =  to an
evolution equation for the interface Γ(t). Here and for the Cahn-Larche´ system the
main problem is the construction of the approximate solutions.
Finally, we obtain that the surface tension term −div (∇c ⊗∇c) in the “model H”
with mobility constant m() = θ, θ > 3, does generally not converge to the mean
curvature of the interface.
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1 Introduction
The subject of the present work is the study of sharp interface limits of so-called
diffuse interface models. Diffuse interface models describe phase separations and
allow a partial mixing of two separated phases in a thin interfacial region on a small
length scale  > 0. Sharp interface limit means sending ↘ 0, that is, the region of
mixing becomes arbitrarily thin. More precisely we consider the Cahn-Larche´ system
and a convective Cahn-Hilliard equation with different mobility constants m() where
the mobility constant is the inverse of the Peclet number and controls the strength
of the diffusion. We rigorously prove that the Cahn-Larche´ system with mobility
constant m() ≡ const. and the convective Cahn-Hilliard equation with mobility
constant m() =  converge to certain sharp interface models. In sharp interface
models the phases are separated by a surface of lower dimension. If the mobility
constants tends to 0 too quickly as  ↘ 0, we can even show a non-convergence
result. This is the case for mobility constants of the form m() = θ with θ > 3.
Diffuse Interface Models: The Cahn-Larche´ system is a Cahn-Hilliard equation,
which takes the elastic effects of the material into account. This model describes
phase separation in binary alloys. For example, a different lattice structure of the
mixture is a reason to consider elasticity in the Cahn-Hilliard model. We assume that
the alloy consists of two components with concentration difference c : Ω×(0,∞)→ R.
Here Ω ⊂ Rd, d > 1, is always a bounded domain with smooth boundary ∂Ω. The
elastic effects are described by the deformation vector u : Ω × (0,∞) → Rd. For
small deformations it is sufficient to consider the linearised strain tensor
E(u) = 1
2
(∇u + (∇u)T ) .
In our case the elastic free energy density is described by
W (c, E(u)) = 1
2
(E(u)− E?c) : C (E(u)− E?c) ,
where C = (Ciji′j′)i,j,i′,j′=1,...,d is the elasticity strain tensor and E?c is the stress free
strain for concentration c with constant matrix E? ∈ Rd×d. We require that C is
symmetric and positive definite. This form of the elastic free energy is based on the
work of Eshelby [31] and Khachaturyan [45]. Then the total energy of the system is
given by E(c,u) = E1(c) + E2(c,u), where
E1(c) =

2
∫
Ω
|∇c(x)|2 dx+ 1

∫
Ω
F (c(x)) dx (1.1)
1
is the Ginzburg-Landau energy and
E2(c,u) =
∫
Ω
W (c(x), E(u(x))) dx (1.2)
is the elastic free energy. Here F (c) is a suitable “double-well” potential taking its
global minimum 0 at ±1, for example F (c) = (1 − c2)2. The chemical potential µ :
Ω×(0,∞)→ R is introduced by the first variation of the total energy. Consequently,
we consider the following so-called Cahn-Larche´ system
∂tc
 = ∆µ in Ω× (0,∞), (1.3)
µ = −1f(c)− ∆c +W,c(c, E(u)) in Ω× (0,∞), (1.4)
divS = 0 in Ω× (0,∞), (1.5)
S = W,E(c, E(u)) in Ω× (0,∞), (1.6)
where S is the stress tensor. Here we can assume that the equation for the mechanics
(1.5) is time independent because the mechanical equilibrium is attained on a much
faster time scale than the concentration changing by diffusion. To close the system
we require the following boundary and initial values
∂
∂n
c = ∂
∂n
µ = 0 on ∂Ω× (0,∞), (1.7)
u = 0 on ∂Ω× (0,∞), (1.8)
c|t=0 = c0 in Ω , (1.9)
where n denotes the unit normal of ∂Ω. For a derivation of the Cahn-Larche´ system
we refer to Garcke [35]. Existence and uniqueness results can be found for example
in [35] and [36].
Another interesting task is the rigorous understanding of the sharp interface limit of
the so-called “model H”. This model consists of the Navier-Stokes system coupled
with the Cahn-Hilliard equation and has the following form for fluids with the same
density
∂tv
 + v · ∇v − div(ν(c)Dv) +∇p = −div(∇c ⊗∇c) in Ω× (0,∞), (1.10)
divv = 0 in Ω× (0,∞), (1.11)
∂tc
 + v · ∇c = θ∆µ in Ω× (0,∞), (1.12)
µ = −∆c + −1f ′(c) in Ω× (0,∞), (1.13)
where v is the velocity field and p the pressure. It describes the flow of two viscous
fluids like oil and water. Abels et al. [4] showed a convergence result by formally
matched asymptotic expansions. But to our knowledge there are no rigorous results
known so far for the sharp interface limit. The coupling term in the Cahn-Hilliard
equation is of the form v · ∇c. Therefore a first step to handle the convergence
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problem is to study the sharp interface limit of the convective Cahn-Hilliard equation
∂tc
 + v · ∇c = m()∆µ in Ω× (0,∞), (1.14)
µ = −1f(c)− ∆c in Ω× (0,∞), (1.15)
∂
∂n
c = ∂
∂n
µ = 0 on ∂Ω× (0,∞), (1.16)
c|t=0 = c0 in Ω, (1.17)
where v : Ω × [0,∞) → Rd is a given smooth velocity field. In the following we
investigate the sharp interface limit for mobility constants m() = θ for θ = 1 and
θ > 3. Kwek [46] showed the existence of classical solutions to the convective Cahn-
Hilliard equation. For the existence of weak solutions and strong solutions locally in
time for the “model H” we refer to the results of Abels [1–3].
Sharp Interface Models: In the classical model the components of the alloy or the
immiscible fluids fill two disjoint domains Ω+(t),Ω−(t) ⊂ Ω for all times t ≥ 0. We
assume that the two domains are separated by a (d−1)-dimensional surface Γ(t) such
that Γ(t) = ∂Ω−(t) and Γ(t) ⊂ Ω at least initially, that is, we do not consider contact
angles. Therefore we obtain Ω = Ω+(t)∪Ω−(t)∪Γ(t). Then the corresponding sharp
interface model to the Cahn-Larche´ system is a modified Hele-Shaw problem
∆µ = 0 in Ω±(t), t > 0, (1.18)
divS = 0 in Ω±(t), t > 0, (1.19)
V = −1
2
[∇µ]Γ(t) · ν on Γ(t), t > 0, (1.20)
µ = σκ+ 1
2
νT
[
W Id− (∇u)TS]
Γ(t)
ν on Γ(t), t > 0, (1.21)
[Sν]Γ(t) = [u]Γ(t) = [µ]Γ(t) = 0 on Γ(t), t > 0, (1.22)
∂
∂n
µ = u = 0 on ∂Ω, t > 0, (1.23)
Γ(0) = Γ00 for t = 0. (1.24)
Here the corresponding elastic energy densities have the form W−(E) := W (−1, E)
and W+(E) := W (1, E). Always ν is the unit outer normal of ∂Ω−(t), whereas n
denotes the unit outer normal of ∂Ω. The normal velocity and the mean curvature
of Γ(t) are denoted by V and κ, respectively, taken with respect to ν. The constant
σ > 0 describes the surface tension of the interface and [.]Γ(t) denotes the jump of a
quantity across the interface in direction of ν, i.e., [f ]Γ(t) (x) = limh→0(f(x + hν) −
f(x− hν)) for x ∈ Γ(t). In Section 4.1 we prove the existence of classical solutions.
For the classical Hele-Shaw problem one finds classical solution results in Chen et
al.[22] and Escher and Simonett [29]. The global existence of classical solutions and
the convergence to spheres are shown in Escher and Simonett [28], provided that the
initial value is close to a sphere.
The corresponding sharp interface model to the convective Cahn-Hilliard equation
with mobility constant m() =  is the evolution equation
V − v · ν = 0 on Γ(t), t > 0, (1.25)
Γ(0) = Γ00 for t = 0. (1.26)
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That means the motion of the interface Γ(t) is independent of µ. Here µ is the
solution to the following parabolic boundary problem
∂tµ = f
′(±1)∆µ− v · ∇µ in Ω±(t), t > 0, (1.27)
µ = σκ on Γ(t), t > 0, (1.28)
∂
∂n
µ = 0 on ∂Ω, t > 0, (1.29)
µ|t=0 = µ00 in Ω . (1.30)
For m() = 1 we expect a coupled corresponding sharp interface model, see Section
5.1. In the case m() = θ for θ > 3 we prove a non-convergence result.
Sharp interface limits: In the case of the Cahn-Hilliard equation, there are two
kinds of results for the sharp interface limit. Chen [20] showed the convergence
of weak solutions to a varifold solution to the corresponding sharp interface model
globally in time. He proved that the family of solutions {c, µ}0<≤1 is weakly com-
pact in some functional spaces. Then he obtained the existence of a convergent
subsequence. Garcke and Kwak [37] used this method to show the convergence of
the Cahn-Larche´ system (1.3)-(1.6) to the modified Hele-Shaw problem (1.18)-(1.22)
with Neumann boundary conditions on ∂Ω and an angle condition for the interface
Γ(t). Abels and Ro¨ger [6] also applied this method to the “model H”. Recently Abels
and Lengeler [5] extended this result to fluids with different densities. On the other
hand, there is the method Alikakos et al. [10] used in their paper to show the con-
vergence of the Cahn-Hilliard equation to the Hele-Shaw problem. They assumed
that the Cahn-Hilliard equation and the Hele-Shaw problem have smooth solutions
at least in a sufficiently small time interval (0, T ). By formally matched asymptotic
expansions they constructed a family of approximate solutions {cA, µA}0<≤1 for the
Cahn-Hilliard equation and showed that the difference of the real solution (c, µ)
and approximate solutions converge to 0 as  ↘ 0 , provided the initial value c0
of the Cahn-Hilliard equation is chosen suitably. Since the zero order expansion of
the approximate solutions is based on the solution to the Hele-Shaw problem, they
were able to prove the convergence of the Cahn-Hilliard equation to the Hele-Shaw
problem as  ↘ 0. Let us mention that Carlen et al. [19] introduced an alternative
method to construct approximate solutions to the Cahn-Hilliard equation. Based on
Hilbert expansion they used the ansatz c(x, t) ≈∑Ni=1 ici(x,Γ(N)t ), where Γ(N)t is the
Nth order approximate interface. For the Cahn-Larche´ system a formally matched
asymptotic expansion was already done in Leo et al. [48]. One can find some re-
sults about the formally matched asymptotic expansion for the quasi-incompressible
“model H” in Lowengrub and Truskinovsky [49] and for the incompressible “model
H” with different densities and mobility constants m() = 1,  in [4]. In our work
we use the method of Alikakos et al. [10]. By a simpler version of this method we
can also show a negative result for the convective Cahn-Hilliard equation with mo-
bility constant m() = θ for θ > 3. This means we construct approximate solutions
{cA}0<≤1 and show that the difference of real solutions and approximate solutions
converge to 0 as ↘ 0 in certain norms. But the approximate solutions cA converge
4
to the “wrong” function. A similar result was obtained by Abels and Lengeler [5] for
certain radially symmetric solutions in the case of the “model H”.
Outline of the text: In Chapter 2, we recall the definitions of some function spaces
and results from semigroup theory. Moreover, we collect useful inequalities and prove
some uniqueness and existence results for ordinary differential equations. Finally, we
mention some spectral analysis results proven by Chen [21]. We use these results
to prove that the difference of approximate and real solutions for the Cahn-Larche´
system and convective Cahn-Hilliard equation tends to 0 as  ↘ 0. In Chapter 3,
we rigorously prove the sharp interface limit for the Cahn-Larche´ system. More pre-
cisely, we show that the solutions for the Cahn-Larche´ system (1.3)-(1.9) converge
to the solution for the modified Hele-Shaw problem (1.18)-(1.24) as long as smooth
solutions exists for the limit system. For that we require suitable initial values c0. We
follow the method of Alikakos et al. [10] where the main task is to construct suitable
approximate solutions. In Chapter 4, we prove the existence of classical solutions
to the modified Hele-Shaw problem (1.18)-(1.24) by using the results of Escher and
Simonett [29]. They reduce the system to a single evolution equation for the distance
function and prove the existence of a smooth solution for this system. We show that
the new appearing differential operator has lower order such that we can apply the
same techniques to show the existence of a smooth solution to the new evolution
equation for the distance function. Furthermore, we prove an existence result for
classical solutions to a linearized Hele-Shaw problem used in the higher order expan-
sions. The proof is based on Alikakos et al. [10], that is, we again reduce the system
to a single evolution equation for the distance function. Since the equation is of third
order, we add the fourth order differential operator ∆2 to get a solution by known
results. Then we verify that the solutions to the new equation converge to a solution
to the original equation as  ↘ 0. For that we use an energy method. In Chap-
ter 5, we consider the convective Cahn-Hilliard equation with the mobility constant
m() = θ for θ > 3. In the case θ = 0, 1 we expect that the surface tension term
−div (∇c ⊗∇c) of the “model H” (see (1.10)) converges to the mean curvature
functional of the interface. For θ > 3 we show that the term −div (∇c ⊗∇c) does
generally not converge to the mean curvature of the interface, where c is here the
solution for the convective Cahn-Hilliard equation. The reason is that the convection
term v · ∇c dominates the motion of the interface Γ(t). Therefore we can show that
the approximate solutions do not have the form θ0(d(x, t)/) where d is the signed
distance function to Γ(t) and θ0(x) is the “optimal diffuse interface profile”, that is
the solution to
−w′′ + f(w) = 0 in R, w(0) = 0, lim
z→±∞
w(z) = ±1 .
Finally, in Chapter 6 the sharp interface limit of the convective Cahn-Hilliard equa-
tion with mobility constant m() =  is proven rigorously for suitable initial values
c0, that is the solutions to (1.14)-(1.17) converge to (1.25)-(1.30). For the proof we
use the same techniques as in Chapter 3.1. In particular, we construct an approx-
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imate solution by formally matched asymptotic expansions. The mobility constant
m() =  especially changes the inner expansion for the approximate solutions. By
different compatibility conditions for the inner expansion we realize why the motion
of the interface Γ(t) is independent of µ.
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2 Mathematical Background
2.1 Notation
When we write (x.y a), we mean the first line of equation (x.y) and analogously for
(x.y b) and so on. In our work the natural numbers including 0 are denoted by N.
Moreover, we denote a ⊗ b = (aibj)di,j=1 for a, b ∈ Rd and A : B =
∑d
i,j=1AijBij for
A,B ∈ Rd×d. The symmetric part of a matrix A ∈ Rd×d is denoted by sym(A), that
is, sym(A) = 1
2
(A+ AT ). We denote
diag(x1, . . . , xd) =

x1 0 · · · 0
0 x2
. . .
...
...
. . . . . . 0
0 · · · 0 xd
 ∈ Rd×d
for xi ∈ R, i = 1, . . . , d. The cofactor matrix is denoted by cof(A) for A ∈ Rd×d. The
vector spaces Rd and Rd×d are endowed with the Euclidean norm. By Id we denote
both the identity matrix and the identity mapping. The function b.c defines the floor
function, that is, bxc = max {k ∈ Z : k ≤ x}. We write X ′ for the dual space of a
Banach space X and denote the duality product by
〈f, g〉 ≡ 〈f, g〉X′,X = f(g) ∀f ∈ X ′, g ∈ X .
We denote the open ball around x ∈ X with radius r > 0 by Br(x). The set of
all real analytic functions on a given set D is denoted by Cω(D). For a sufficient
smooth domain Ω ⊂ Rd and an interval (0, T ), T > 0, we define ΩT = Ω × (0, T )
and ∂TΩ = ∂Ω × (0, T ). Moreover, n denotes the exterior unit normal on ∂Ω.
For a hypersurface Γ ⊂ Ω without boundary such that Γ = ∂Ω− for a reference
domain Ω− ⊂ Ω, the interior domain is denoted by Ω− and the exterior domain by
Ω+ := Ω\(Ω−∪Γ), that is Γ separates Ω into an interior and an exterior domain. The
exterior unit normal on ∂Ω− is denoted by ν. The mean curvature of Γ is denoted
by κ with the sign convention that κ is positive, if Γ is curved in direction of ν. For
a signed distance function d with respect to Γ, we assume d < 0 in Ω− and d > 0 in
Ω+. By this convention we obtain ∇d = ν on Γ. Finally, let us mention that we use
the Einstein summation convention.
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2.2 Basic Assumptions
Unless specified otherwise, Ω ⊂ Rd, d > 1, is a bounded domain with smooth bound-
ary ∂Ω and unless noted otherwise, the Landau symbols O are with respect to the
C0 norm. The “double-well” potential F : R → R is a smooth function taking its
global minimum 0 at ±1. For its derivative f(c) = F ′(c) we assume
f(±1) = 0, f ′(±1) > 0,
∫ u
−1
f(s) ds =
∫ u
1
f(s) ds > 0 ∀u ∈ (−1, 1). (2.1)
In Chapter 3 and 6 we need an additional assumption
cf ′′(c) ≥ 0 if |c| ≥ C0 (2.2)
for some constant C0 > 0. This assumption is not necessary in Chapter 5. The
constant elasticity tensor C = (Ciji′j′)i,j,i′,j′=1,...,d maps matrices A ∈ Rd×d in matrices
by the definition
(CA)ij =
d∑
i′,j′=1
Ciji′j′Ai′j′ .
In addition, we assume the symmetry properties
Ciji′j′ = Cijj′i′ = Cjii′j′ and Ciji′j′ = Ci′j′ij
for all i, j, i′, j′ = 1, . . . , d. An important assumption is the positive definiteness of C
on symmetric matrices, that is, there exists some constant c2 > 0 such that
A : CA ≥ c2 |sym(A)|2 ∀A ∈ Rd×d . (2.3)
An important consequence of the positive definiteness is the following lemma.
Lemma 2.2.1. Let the tensor C be defined as above. Then it holds for all a, b ∈ Rd
(a⊗ b) : C (a⊗ b) ≥ 1
2
c2 |a⊗ b|2 . (2.4)
Proof: Let a, b ∈ Rd be any given vectors. It follows by definition
|sym(a⊗ b)|2 = 1
4
(a⊗ b+ b⊗ a) : (a⊗ b+ b⊗ a)
=
1
2
|a⊗ b|2 + 1
2
(a⊗ b) : (b⊗ a) .
We show that the second term on the right-hand side is not negative
(a⊗ b) : (b⊗ a) =
d∑
i,j=1
aibjbiaj = (a · b)2 ≥ 0 .
Hence the assertion of the lemma follows. 2
In the following we also use the constant c2 instead of
1
2
c2.
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2.3 Function Spaces
In this section we want to recall some definitions of particular function spaces which
we need in the following.
We start with the introduction of Sobolev spaces by Fourier transform. The Schwartz
space S(Rd) is defined by
S(Rd) :=
{
f ∈ C∞(Rd) : sup
x∈Rd
(1 + |x|)N |∂αx f(x)| <∞,∀N ∈ N, α ∈ Nd
}
.
Then the L2-Bessel potential space of order s ∈ R is defined by
Hs(Rd) =
{
f ∈ S ′(Rd) : 〈ξ〉sfˆ(ξ) ∈ L2(Rd)
}
endowed with the norm ‖f‖Hs(Rd) = ‖〈ξ〉sfˆ‖L2(Rd). Here fˆ is the Fourier transform
of f and 〈ξ〉 = √1 + |ξ|2. For any non-empty set Ω ⊂ Rd we define
Hs(Ω) =
{
f ∈ D′(Ω) : f = F |Ω for some F ∈ Hs(Rd)
}
.
In the present work we always consider bounded domains Ω ⊂ Rd with smooth
boundary. Hence we obtain Hk(Ω) = W k2 (Ω) with equivalent norms for all k ∈ N,
cf. [53, Theorem 3.18]. The definition of Sobolev spaces by Fourier transform can be
found for example in [53, 56].
Next we introduce Sobolev spaces on the boundary. Let k be any positive integer.
First we assume that Ω ⊂ Rd is a Ck−1,1 hypograph, that is, there exists a Ck−1,1
function ζ : Rd−1 → R such that
Ω =
{
x ∈ Rd : xd < ζ(x′)∀x′ = (x1, . . . , xd−1) ∈ Rd−1
}
.
For u ∈ L2(∂Ω) we define
uζ(x
′) = u(x′, ζ(x′)) ∀x′ ∈ Rd−1.
Then, for 0 ≤ s ≤ k, we set
Hs(∂Ω) =
{
u ∈ L2(∂Ω) : uζ ∈ Hs(Rd−1)
}
,
and equip this space with the inner product
(u, v)Hs(∂Ω) = (uζ , vζ)Hs(Rd−1) .
Moreover, we set for 0 ≤ s ≤ k and u ∈ L2(∂Ω)
‖u‖H−s(∂Ω) =
∥∥∥∥uζ√1 + |∇ζ|2∥∥∥∥
H−s(Rd−1)
,
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and then define H−s(∂Ω) to be the completion of L2(∂Ω) in this norm.
If Ω is not a hypograph, then we use an open cover {Ui}i∈I and a partition of the
unity {φi}i∈I such that φi ∈ C∞0 (Ui) for all i ∈ I and define an inner product by
(u, v)Hs(∂Ω) =
∑
i∈I
(φiu, φiv)Hs(∂Ω∩Ui) .
It can be shown that Hs(∂Ω) is independent of the choice of {Ui}i∈I and {φi}i∈I .
For more details see Mc Lean [53]. More general, for the definition of Sobolev spaces
on Riemannian manifolds, we refer for example to Aubin [16] or Hebey [40].
We continue with the introduction of Ho¨lder spaces. Let 0 < θ < 1 be any number,
then we define the Ho¨lder space Cθ(Ω) and the little Ho¨lder space hθ(Ω) by
Cθ(Ω) =
{
f ∈ C(Ω) : [f ]Cθ = sup
x,y∈Ω,x 6=y
|f(x)− f(y)|
|x− y|θ <∞
}
,
‖f‖Cθ(Ω) = ‖f‖C(Ω) + [f ]Cθ ,
hθ(Ω) =
{
f ∈ Cθ(Ω) : lim
τ→0
sup
x,y∈Ω,0<|x−y|<τ
|f(x)− f(y)|
|x− y|θ = 0
}
.
If θ > 0, θ /∈ N, we define
Cθ(Ω) =
{
f ∈ C [θ](Ω) : ∂βf ∈ Cθ−[θ](Ω),∀ |β| = [θ]} ,
‖f‖Cθ(Ω) = ‖f‖C[θ](Ω) +
∑
|β|=[θ]
[
∂βf
]
Cθ−[θ] ,
hθ(Ω) =
{
f ∈ Cθ(Ω) : ∂βf ∈ hθ−[θ](Ω),∀ |β| = [θ]} ,
where [θ] is the greatest integer smaller than θ. One can find the definition of the
Ho¨lder space Cθ(Ω) in many books, for example see Evans [32] or Alt [11] and the
definition of the little Ho¨lder space hθ(Ω) in Lunardi [50]. Note that Cθ(Ω) is a
Banach space, cf. [32], and hθ(Ω) is a closed subspace of Cθ(Ω).
One can show that hθ(Ω) is the closure of Ck(Ω) in Cθ(Ω) for every k ∈ (θ,∞], cf.
[50].
Let M be an m-dimensional sufficiently smooth submanifold of Rd. Then the spaces
Cθ(M) and hθ(M), θ ∈ R+\N, are defined by means of a smooth atlas for M , see
Triebel [62].
Little Ho¨lder spaces have been studied by several authors in context with analytic
semigroups and maximal regularity, cf. [26, 27, 29, 30, 47].
Furthermore, we define Ho¨lder spaces on the set [a, b]× Ω, a < b. For α > 0 we set
Cα,0([a, b]× Ω) = {f ∈ C([a, b]× Ω) : f(., x) ∈ Cα([a, b]),∀x ∈ Ω, ‖f‖Cα,0 <∞} ,
endowed with the norm
‖f‖Cα,0 = sup
x∈Ω
‖f(., x)‖Cα([a,b]) .
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Similarly, we define the space C0,α([a, b] × Ω) with the norm ‖.‖C0,α . Moreover, we
introduce the space C1,2([a, b]× Ω) as follows
C1,2([a, b]× Ω) = {f ∈ C([a, b]× Ω) : ∃∂tf, ∂ijf ∈ C([a, b]× Ω), i, j = 1, . . . d} ,
endowed with the norm
‖f‖C1,2([a,b]×Ω) = ‖f‖C0 +
d∑
i=1
‖∂if‖C0 + ‖∂tf‖C0 +
d∑
i,j=1
‖∂ijf‖C0 ,
where ∂i = ∂xi , i = 1, . . . , d. For 0 < α < 2 the so-called “parabolic” Ho¨lder spaces
are defined by
Cα/2,α([a, b]× Ω) = Cα/2,0([a, b]× Ω) ∩ C0,α([a, b]× Ω) ,
‖f‖Cα/2,α([a,b]×Ω) = ‖f‖Cα/2,0([a,b]×Ω) + ‖f‖C0,α([a,b]×Ω)
and
C1+α/2,2+α([a, b]× Ω) = {f ∈ C1,2([a, b]× Ω) : ∃∂tf, ∂ijf ∈ Cα/2,α([a, b]× Ω),∀i, j} ,
‖f‖C1+α/2,2+α([a,b]×Ω) = ‖f‖C0 +
d∑
i=1
‖∂if‖C0 + ‖∂tf‖Cα/2,α +
d∑
i,j=1
‖∂ijf‖Cα/2,α .
For more information about parabolic Ho¨lder spaces we refer for example to [50].
In the following we often write ‖f‖Cn(Ω) instead of ‖f‖Cn(Ω) for f ∈ Cn(Ω), n ∈ R.
2.4 Useful Inequalities
In this section we recall some inequalities which we often use. In the whole section
let Ω ⊂ Rd be a bounded, connected, open subset with smooth boundary.
Theorem 2.4.1 (Poincare´’s inequality). For fixed 1 ≤ p ≤ ∞ there exists a constant
C, depending only on d, p and Ω, such that∥∥∥∥f − 1|Ω|
∫
Ω
f dx
∥∥∥∥
Lp(Ω)
≤ C ‖∇f‖Lp(Ω)
for each function f ∈ W 1p (Ω).
Proof: For example, see [32, Chapter 5.8, Theorem 1]. 2
Moreover, we have a certain interpolation result between the Sobolev space W kp (Ω)
and the Lebesgue space Lq(Ω).
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Theorem 2.4.2 (Gagliardo-Nirenberg inequality). Let β ∈ Nd, k ∈ N, r, q, and p
satisfy
1
r
=
|β|
d
+ λ
(
1
p
− k
d
)
+ (1− λ) 1
q
,
|β|
d
≤ λ ≤ 1, 0 ≤ |β| ≤ k − 1 ,
then there exists a constant C > 0 such that
‖f‖W |βr |(Ω) ≤ C ‖f‖λWkp (Ω) ‖f‖
1−λ
Lq(Ω) ,
provided k − |β| − d
p
is not a negative integer (otherwise it holds for λ = |β|
k
).
Proof: We refer to [57, theorem 1.24]. 2
In Chapter 3 and 4 we often use the Korn inequality for the strain tensor E(u).
Theorem 2.4.3 (Korn inequality). Let 1 < p < ∞. Then there exists a constant
C = C(p,Ω) such that for any v ∈ W 1p,0(Ω)d, it holds
‖v‖W 1p,0(Ω) ≤ C ‖E(v)‖Lp(Ω) .
Proof: We refer to [57, Theorem 1.33]. 2
2.5 Interpolation Spaces
One can find a good introduction to the theory of interpolation spaces in Lunardi
[52] and Bergh and Lo¨fstro¨m [18]. In the following we explain how we construct real
interpolation spaces by the K-method and we present some examples, which are used
frequently.
Let X, Y be two real or complex Banach spaces. Then (X, Y ) is said to be an
interpolation couple if X, Y are continuously embedded in a Hausdorff topological
vector space Z. In this case the intersection X ∩ Y and the sum X + Y are linear
subspaces of Z. For every x ∈ X + Y and t > 0 we define
K(t, x,X, Y ) := inf
x=a+b, a∈X, b∈Y
(‖a‖X + t ‖b‖Y ) .
From now we write K(t, x) instead of K(t, x,X, Y ). For 0 < θ < 1, 1 ≤ p ≤ ∞ the
real interpolation spaces are defined by
(X, Y )θ,p =
{
x ∈ X + Y : t 7→ t−θ−1/pK(t, x) ∈ Lp(0,∞)} ,
endowed with the norm
‖x‖(X,Y )θ,p =
∥∥t−θ−1/pK(t, x)∥∥
Lp(0,∞) ,
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where we use the convention 1
p
= 0 for p = ∞. Due to this definition, it can be
verified that for 0 < θ < 1, 1 ≤ p1 ≤ p2 ≤ ∞ it holds
X ∩ Y ⊂ (X, Y )θ,p1 ⊂ (X, Y )θ,p2 ⊂ X + Y .
Theorem 2.5.1. Let (X1, Y1), (X2, Y2) be interpolation couples. If T ∈ L(X1, X2) ∩
L(Y1, Y2), then T ∈ L((X1, Y1)θ,p, (X2, Y2)θ,p) for every θ ∈ (0, 1) and p ∈ [1,∞].
Moreover, it holds
‖T‖L((X1,Y1)θ,p,(X2,Y2)θ,p) ≤ ‖T‖
1−θ
L(X1,X2) ‖T‖
θ
L(Y1,Y2) .
Proof: See [52, Theorem 1.6.]. 2
A consequence of this theorem is the next estimate which is often used.
Corollary 2.5.2. Let (X, Y ) be an interpolation couple. For 0 < θ < 1, 1 ≤ p ≤ ∞
there exists a constant C = C(θ, p) > 0 such that
‖y‖(X,Y )θ,p ≤ C ‖y‖
1−θ
X ‖y‖θY
for all y ∈ X ∩ Y .
Proof: We refer to [52, Corollary 1.7.]. 2
Now we give some examples for real interpolation spaces. For the rest of this section
let Ω ⊂ Rd be a bounded domain with smooth boundary ∂Ω. For s = (1−θ)s0 +θs1,
s0, s1 ∈ R, and 0 < θ < 1, it holds
(Hs0(Ω), Hs1(Ω))θ,2 = H
s(Ω) (2.5)
with equivalent norms, cf. [53, Theorem B.8]. Moreover, we have
(Hs0(∂Ω), Hs1(∂Ω))θ,2 = H
s(∂Ω) (2.6)
with equivalent norms, cf. [53, Theorem B.11].
This yields the following elliptic regularity result. Denote by ∆∂Ω the Laplace-
Beltrami operator on ∂Ω.
Theorem 2.5.3. Let Ω ⊂ Rd be as above and r ∈ R, r ≥ 0, be any fixed number.
Then the operator
−∆∂Ω + Id : Hr+2(∂Ω)→ Hr(∂Ω)
is an isomorphism.
Proof: For r ∈ 2N the assertion directly follows form [17, Bemerkung 1.7.6]. For
r ∈ R\2N, r > 0, we choose k ∈ 2N and θ ∈ (0, 1) such that k < r < k + 2
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and r = (1 − θ)k + θ(k + 1). Since (Hk+2(∂Ω), Hk+4(∂Ω))
θ,2
= Hr+2(∂Ω) and(
Hk(∂Ω), Hk+2(∂Ω)
)
θ,2
= Hr(∂Ω), it holds due to Theorem 2.5.1
−∆∂Ω + Id ∈ L(Hr+2(∂Ω), Hr(∂Ω)) and (−∆∂Ω + Id)−1 ∈ L(Hr(∂Ω), Hr+2(∂Ω)) .
Furthermore, (−∆∂Ω + Id)−1|Hr is the inverse of −∆∂Ω + Id|Hr+2 because we already
know that (−∆∂Ω + Id)−1|Hk is the inverse of −∆∂Ω + Id|Hk+2 . Thus the assertion
follows. 2
In Section 2.7 we also use the complex interpolation method. Here we omit a
detailed definition of the complex interpolation space (X, Y )[θ] for θ ∈ [0, 1] and
complex Banach spaces X, Y . We refer to [18, 52] for a good introduction of the
complex interpolation spaces.
2.6 Some Uniqueness and Existence Results for
ODE’s
In this section we prove some uniqueness and existence results for ordinary differential
equations which we need for the inner expansion of the approximate solutions. For
the inner expansion it is important that the solutions are bounded. Therefore we get
some conditions on the right-hand side of the ordinary differential equations.
Lemma 2.6.1. Let f ∈ C∞(R) be given such that the properties (2.1) hold. Then
the problem
−w′′ + f(w) = 0 in R, w(0) = 0, lim
z→±∞
w(z) = ±1 (2.7)
has a unique solution.
In addition, the following properties hold
w′(z) > 0 ∀z ∈ R , (2.8)∣∣w2(z)− 1∣∣+ ∣∣w(n)(z)∣∣ ≤ Cne−α|z| ∀z ∈ R, n ∈ N\ {0} (2.9)
for some constants Cn > 0, n ∈ N\ {0}, and where α is a fixed constant such that
0 < α < min
{√
f ′(−1),
√
f ′(1)
}
.
Proof: All solutions to the ordinary differential equation −w′′+ f(w) = 0 fulfill the
equation
w′ = ±
√
2
(
E +
∫ w
−1
f(s) ds
)
,
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where E is an appropriate constant, for example see [33, Chapter 2 §14 ]. Since∫ 1
−1 f(s) ds = 0 and limz→±∞w(z) = ±1, it follows that E = 0 and we have a positive
sign. Therefore all solutions to (2.7) satisfy the ordinary differential equation
w′ =
√
2
∫ w
−1
f(s) ds, w(0) = 0 . (2.10)
So we can deduce uniqueness and local existence of (2.10). Since ±1 are stationary
solutions to the ODE in (2.10) with initial values ±1, we conclude that the solution
to (2.10) exists globally and satisfies −1 < w < 1. Since w grows monotonically,
limz→±∞w(z) exists. By contradiction we get limz→±∞w(z) = ±1, otherwise there
exists a constant c > 0 and z0 such that w
′(z) > c for all |z| ≥ z0 since
∫ u
−1 f(s) ds > 0
for all u ∈ (−1, 1). Since ∫ w−1 f(s) ds > 0 for all z ∈ R, it is not difficult to verify that
the solution to (2.10) is a solution to (2.7). Hence (2.7) has a unique solution.
It remains to show the inequalities (2.8) and (2.9). Due to the mean value theorem,
we obtain for s < 1
f(s) =
f(s)− f(1)
s− 1 (s− 1) = f
′(ξ) (s− 1)
for some ξ ∈ (s, 1). Since f ′(1) > 0, there exists some constant c = c(s) ∈ (0, 1) such
that cf ′(1) ≤ f ′(ξ) for all ξ ∈ (s, 1), provided 1 − s > 0 is small enough and such
that c(s)→ 1 as s→ 1. Therefore there exists some z0 > 0 such that for all z > z0
(1− w2(z))′ = −2w(z)w′(z) = −2w(z)
√
2
∫ w(z)
1
f(s) ds
≤ −2w(z)
√
2c(w(z0))f ′(1)
∫ w(z)
1
(s− 1) ds
since w(z) ≥ 0 for all z > 0 and w grows monotonically. We continue with calculating
the integral and use the convergence property of c(.)
(1− w2(z))′ ≤ −2
√
c(w(z0))w
1 + w
√
f ′(1)
(
1− w2)
≤ −(1− (z0))
√
f ′(1)
(
1− w2(z))
for some constant (z0) > 0 such that (z0)→ 0 as z0 →∞. Here we have used that
limz→∞w(z) = 1. Therefore Gronwall’s inequality yields
1− w2(z) ≤ Ce−αz ∀z ∈ (0,∞)
for some C > 0 and some fixed 0 < α <
√
f ′(1). Analogously, we can show
1− w2(z) ≤ Ce−α|z| ∀z ∈ (−∞, 0)
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for some C > 0 and some fixed 0 < α <
√
f ′(−1).
Using the equation w′ =
√
2
∫ w
1
f(s) ds and the same estimates as above, we can
show
0 < w′ ≤ C(1− w2) ≤ Ce−α|z| ∀z ∈ R\[−z0, z0] ,
for some C > 0. The statement for w(n), n ≥ 2, follows by induction. We use the
following equation
w′′(z) =
f(w)− f(±1)
w ∓ 1 (w ∓ 1) = f
′(ξ)
w2 − 1
w ± 1 ,
where ξ ∈ (w(z), 1) and ξ ∈ (−1, w(z)), respectively. 2
From now on we denote by θ0 the unique solution to (2.7) and α > 0 is the constant
given by Lemma 2.6.1.
Lemma 2.6.2. Let U ⊂ Rd and let A(z, x), (z, x) ∈ R × U , be given and smooth.
Assume that there exists A±(x) such that A(±z, x) − A±(x) = O(e−αz) as z → ∞.
Then, for each x ∈ U , the system
wzz(z, x)− f ′(θ0(z))w(z, x) = A(z, x) ∀z ∈ R,
w(0, x) = 0, w(., x) ∈ L∞(R) (2.11)
has a solution if and only if ∫
R
A(z, x)θ′0(z) dz = 0. (2.12)
In addition, if the solution exists, then it is unique and satisfies for every x ∈ U
Dlz
[
w(±z, x) + A
±(x)
f ′(±1)
]
= O(e−αz) as z →∞, l = 0, 1, 2 ,
where α is given as in Lemma 2.6.1. Furthermore, if A(z, x) satisfies for every x ∈ U
Dmx D
l
z
[
A(±z, x)− A±(x)] = O(e−αz) as z →∞
for all m = 0, 1, . . . ,M and l = 0, 1, . . . , L, then
Dmx D
l
z
[
w(±z, x) + A
±(x)
f ′(±1)
]
= O(e−αz) as z →∞
for all m = 0, 1, . . . ,M and l = 0, 1, . . . , L+ 2.
Proof: Let x ∈ U be given. For simplicity we often write (w(z), A(z)) instead of
(w(z, x), A(z, x)). By using the method of variation of constants, we determine all
solutions to the ordinary differential equation wzz(z) − f ′(θ0(z))w(z) = A(z) with
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initial value w(0) = 0, that is, since θ′0 is a solution to the associated homogeneous
equation, we set w(z) = θ′0(z)u(z) for some function u : R→ R. Then we obtain the
equation
u′′(z) + 2
θ′′0(z)
θ′0(z)
u′(z) =
A(z)
θ′0(z)
.
Note that (θ′0)
−2 is a solution to the associated homogeneous equation. Hence we get
due to [33, Kapitel II. § 11, Satz 3]
u′(z) = (θ′0)
−2(z)
(
c+
∫ z
0
θ′0(s)A(s) ds
)
,
where c = c(x) is an arbitrary function independent of z. Therefore all solutions to
the ordinary differential equation wzz(z) − f ′(θ0(z))w(z) = A(z) with initial value
w(0) = 0 have the form
w(z) = θ′0(z)
∫ z
0
[
(θ′0)
−2(r)
[
c+
∫ r
0
θ′0(s)A(s) ds
]]
dr . (2.13)
Due to Lemma 2.6.1, we conclude that w(z) is bounded for z →∞ if and only if
c(x) = −
∫ ∞
0
θ′0(s)A(s, x) ds . (2.14)
This can be seen as follows. If c satisfies the equation above, then w(z) converges to
A+(x)/f ′(1) as z → ∞ (see below). In particular, w(z) is bounded for z ∈ [0,∞).
Supposing c 6= − ∫∞
0
θ′0(s)A(s) ds yields
c+
∫ r
0
θ′0(s)A(s) ds9 0 as r →∞ ,
and by l’Hospital’s rule we get
θ′0(z)
∫ z
0
(θ′0)
−2(r) dr =
∫ z
0
(θ′0)
−2(r) dr
(θ′0)−1(z)
→∞ as z →∞ ,
and therefore |w(z)| → ∞ as z →∞.
Analogously, w(z) is bounded for z → −∞ if and only if
c(x, t) = −
∫ −∞
0
θ′0(s)A(s) ds .
Therefore the system (2.11) has a bounded solution if and only if (2.12) holds. Ad-
ditionally, the solution is unique.
It remains to show the convergence properties. First we assume that A(z, x) only
depends on x ∈ U . Then we obtain
w(z) = A(x)θ′0(z)
∫ z
0
θ0(y)− 1
(θ′0)2(y)
dy .
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Using Taylor expansion gives us
θ′′0 = f(θ0) = f
′(1)(θ0 − 1) + f
′′(ξ)
2
(θ0 − 1)2 (2.15)
for some ξ = ξ(θ0(z)) ∈ (θ0(z)− 1, 1). Replacing the numerator θ0 − 1 by
θ′′0
f ′(1) − f
′′(ξ)(θ0−1)2
2f ′(1) yields
w(z) =
A(x)
f ′(1)
θ′0(z)
∫ z
0
θ′′0(y)
(θ′0)2(y)
dy − A(x)
2f ′(1)
θ′0(z)
∫ z
0
f ′′(ξ(z)) (θ0(y)− 1)2
(θ′0)2(y)
dy
= −A(x)
f ′(1)
(
1− θ
′
0(z)
θ′0(0)
)
− A(x)
2f ′(1)
θ′0(z)
∫ z
0
f ′′(ξ(z)) (θ0(y)− 1)2
(θ′0)2(y)
dy .
Since θ′0(z) = O(e−α|z|), it is sufficient to show that θ′0(z)
∫ z
0
f ′′(ξ) (θ0 − 1)2 /(θ′0)2 =
O(e−α|z|). As in the proof of Lemma 2.6.1, we can show (θ′0)2(z) ≥ cf ′(1)(θ0(z)− 1)2
for all z ≥ z0, where c and z0 are given as in the proof of Lemma 2.6.1. Also we
can follow from the proof of Lemma 2.6.1 that θ′0(z) = O(e−α˜z) for some α˜ > α.
Therefore we obtain for all z ≥ z0∣∣∣∣∣θ′0(z)
∫ z
0
f ′′(ξ(z)) (θ0(y)− 1)2
(θ′0)2(y)
dy
∣∣∣∣∣ ≤ Cθ′0(z)
∫ z
0
|f ′′(ξ(z))|
cf ′(1)
dy
≤ Cθ′0(z)z ≤ Ce−α˜zz ≤ Ce−αz
for some constant C > 0. We obtain the same statement for z negative with an
analogous procedure, too.
For general A(z, x) it is sufficient to consider the case A(z, x) = O(e−α|z|) by linearity.
Then we get for z > 0 by (2.13) with constant c as in (2.14)
|w(z)| =
∣∣∣∣θ′0(z)∫ z
0
[
(θ′0)
−2(r)
[
−
∫ ∞
r
θ′0(s)A(s) ds
]]
dr
∣∣∣∣ ≤ Cθ′0(z)∫ z
0
e−αy
θ′0(y)
dy .
We estimate the right-hand side. Note that 1
β−α
(
e−αz − e−βz) is the unique solution
to
v′(z) = −βv(z) + e−αz in R, v(0) = 0
for any β > α. Due to [63, II. § 9 IX. Satz], it is sufficient to verify that θ′0(z)
∫ z
0
e−αy
θ′0(y)
dy
satisfies for all z > z0 the inequality
v′(z) ≤ −βv(z) + e−αz
for some β > α and for some z0 > 0. An easy calculation gives us(
θ′0(z)
∫ z
0
e−αy
θ′0(y)
dy
)′
=
θ′′0(z)
θ′0(z)
(
θ′0(z)
∫ z
0
e−αy
θ′0(y)
dy
)
+ e−αz .
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So it is sufficient to show
θ′′0(z)
θ′0(z)
→ −
√
f ′(1) as z →∞ (2.16)
since α < min
{√
f ′(−1),√f ′(1)}. We apply l’Hospital’s rule to obtain
lim
z→∞
(θ′′0(z))
2
(θ′0(z))
2 = limz→∞
θ′′0(z)θ
′′′
0 (z)
θ′0(z)θ
′′
0(z)
= lim
z→∞
f ′(θ0(z))θ′0(z)
θ′0(z)
= f ′(1).
Since θ′′(z) < 0 and θ′(z) > 0 for z > 0, (2.16) holds. We can apply the same
argumentation for z → −∞.
Equation (2.11) yields
wzz = O(e−αz) ,
and together with (2.16)
wz = O(e−αz) .
This shows the first convergence property. Differentiating the differential equation
for w with respect to z and x, one can verify that the last statement of the lemma is
valid for all m = 0, 1, . . . ,M and l = 0, 1, . . . , L. 2
Lemma 2.6.3. Let U ⊂ Rn be an open subset and let B(z, x) be a given smooth
function defined on R× U which satisfies B(±z, x) = O(e−αz) as z →∞. Then for
each x ∈ U the problem
wzz = B ∀z ∈ R, w(., x) ∈ L∞(R) (2.17)
has a solution if and only if ∫
R
B(z, x) dz = 0 . (2.18)
In addition, if w∗(z, x) is a solution, then all the solutions can be written as
w(z, x) = w∗(z, x) + c(x) ,
where c(x) is an arbitrary function. Furthermore, if
∫
RB(z, x) dz = 0 for all x ∈ U
and
Dmx D
l
zB(±z, x) = O(e−αz) as z →∞
for all m = 0, 1, . . . ,M and l = 0, 1, . . . , L, then there exist functions w+(x) and
w−(x) such that as z →∞
Dmx D
l
z
[
w(±z, x)− w±(x)] = O(e−αz)
for all m = 0, 1, . . . ,M and l = 0, 1, . . . , L+ 2.
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Proof: Assume that the problem (2.17) has a solution. Let x ∈ U be given. First
we show by contradiction that limz→±∞wz(z, x) = 0. Assume there exists a constant
C1 > 0 and a sequence (zn)n∈N ⊂ R such that zn →∞ as n→∞ and |wz(zn)| ≥ C1
for all n ∈ N. W.l.o.g. assume that wz(zn) ≥ C1. Then it follows from wz(z) =∫ z
zn
B(s) ds+ wz(zn) that
wz(z) ≥ −Ce−αzn + C1 ≥ 1
2
C1
for n ∈ N large enough and for all z ≥ zn. By integration this leads to a contradiction
to the boundness of w. Analogously, we this holds for z → −∞. Therefore we
conclude ∫
R
B(z, x) dz =
∫
R
wzz(z, x) dz = lim
z→∞
wz(s, x)|s=+zs=−z = 0 .
On the other hand assume that (2.18) holds. Then for any constant c(x)
w(z, x) :=
∫ z
0
∫ r
0
B(s, x) ds dr − z
∫ ∞
0
B(s, x) ds+ c(x)
is a solution to (2.17) since
wz(z) =
∫ z
0
B(s, x) ds−
∫ ∞
0
B(s, x) ds = O(e−α|z|) as z → ±∞ , (2.19)
where the last equality follows from
∫ −∞
0
B(z, x) dz =
∫∞
0
B(z, x) dz.
Let w∗ be a solution to (2.17). Then all solutions to the equation wzz = B have the
form w∗+ b(x)z+ c(x) for any constants b(x) and c(x), that is, all bounded solutions
have the form w∗+ c(x). The convergence properties for z → ±∞ follow as in (2.19)
and by differentiating with respect to z and x. 2
2.7 Some Results from Semigroup Theory
In Section 3.1 and 6.1 below, we prove some estimates for the concentration c in
higher norms by semigroup theory. Good references for a systematic treatment of the
basic theory are [50, 55, 56]. In this section we only consider the Laplace operator
with Neumann boundary conditions in a bounded domain Ω ⊂ Rd with smooth
boundary ∂Ω.
Let X be a complex Banach space with norm ‖.‖, and A : D(A) ⊂ X → X be a
closed linear operator with dense domain. We say A is of the type (φ,M), φ ∈ (pi
2
, pi),
M > 0, if and only if
Sφ := {λ ∈ C : λ 6= 0, |arg λ| < φ} ⊂ ρ(A) ,∥∥(λId− A)−1∥∥ ≤ M|λ| ∀λ ∈ Sφ ,
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where ρ(A) is the resolvent set of A and Id is the identity operator. The operator A
is said to be sectorial if there is a constant τ ∈ R such that A − τ Id is of the type
(φ,M) for some φ ∈ (pi
2
, pi) and M > 0
Provided A is a sectorial operator with σ(A) ⊂ {λ ∈ C : Reλ < 0}, we set D(Aα) =
im(A−α) for α > 0. Here D(Aα) is endowed with the norm ‖.‖D(Aα) = ‖Aα.‖ and
σ(A) is the spectrum of A, that is, σ(A) = C\ρ(A).
From now let X = Lp(Ω), 1 < p < ∞, be endowed with the usual norm ‖.‖Lp .
Define Aτ : D(Aτ ) → X by Aτ = −∆ + τ Id for τ ∈ R, with domain D(Aτ ) ={
c ∈ W 2p (Ω) : ∂∂nc
∣∣
∂Ω
= 0
}
. Then due to [50, Section 3.1.1], there exists λ ∈ R such
that −Aτ is a sectorial operator for all τ > λ. Later we will apply the results of the
following lemma.
Lemma 2.7.1. Let Aτ be defined as above. Then there exists τ ∈ R such that −A2τ
is sectorial with D(−A2τ ) =
{
c ∈ W 4p (Ω) : ∂∂nc
∣∣
∂Ω
= ∂
∂n
Aτc
∣∣
∂Ω
= 0
}
. Furthermore, it
holds W 1p (Ω) = D(A
1
2
τ ) with equivalent norms.
Proof: Since σ(∆− Id) ⊂ R, it follows from Denk et al. [23, 8.2. Theorem] that for
every φ ∈ (pi
2
, pi), there exist constants τ = τ(p, φ) > 0 and M = M(p, φ) > 0 such
that ∆− τ Id is of the type (φ,M). In particular, we can choose φ > 3
4
pi. Since
(λId− (−(∆− τ Id)2)) = −
(
i
√
λId− (∆− τ Id)
)(
−i
√
λId− (∆− τ Id)
)
and ∣∣∣arg±i√λ∣∣∣ = 1
2
|arg λ± pi| ,
it follows that±i√λ ∈ Sφ for |arg λ| ∈ [0, pi2 +δ] and δ > 0 small enough, and therefore−(∆−τ Id)2 is also sectorial with D(−A2τ ) =
{
c ∈ W 4p (Ω) : ∂∂nc
∣∣
∂Ω
= ∂
∂n
Aτc
∣∣
∂Ω
= 0
}
.
Since Aτ is invertible, it follows D(A
1
2
τ ) = (Lp(Ω), D(Aτ ))[ 1
2
], cf. Seeley [59, Theorem
3], and due to Theorem 4.1 in Seeley [58], it holds W 1p (Ω) = (L
p(Ω), D(Aτ ))[ 1
2
] =
D(A
1
2
τ ) with equivalent norms. 2
2.8 Spectral Analysis
In this section we summarize some results proven by Chen [21].
Let f be the derivative of a double-well potential having global minima 0 at ±1,
that is, we assume that f ∈ C∞(R) satisfies (2.1). Let γ ⊂ Ω be a smooth (d − 1)-
dimensional manifold without boundary and let r = r(x) be the signed distance
function satisfying r < 0 inside γ and r > 0 outside γ. Let s = s(x) be the projection
of x on γ along the normal of γ. Then there exits δ0 > 0 such that γ(2δ0) :={
x ∈ Rd : |r(x)| < 2δ0
} ⊂ Ω and such that τ : γ(2δ0) → (−2δ0, 2δ0) × γ defined by
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τ(x) = (r(x), s(x)) is a smooth diffeomorphism where δ0 only depends on γ and ∂Ω,
cf. [42, Kapitel 4.6]. Let φ : Ω→ R be a given function with the expansion
φ(x) = ζ
(
r(x)
δ0
)(
θ0
(
r(x)

)
+ p(s(x))θ1
(
r(x)

)
+ 2q(x)
)
+
(
1− ζ
(
r(x)
δ0
)) (
φ+ (x)χ{r(x)>0} + φ
−
 (x)χ{r(x)<0}
)
, (2.20)
where ζ ∈ C∞0 (R) is a cut-off function such that
ζ(z) = 1 if |z| < 1
2
, ζ(z) = 0 if |z| > 1, zζ ′(z) ≤ 0 in R , (2.21)
θ0 is the unique solution to
−θ′′0 + f(θ0) = 0 in R, θ0(0) = 0, θ0(±∞) = ±1 , (2.22)
θ1 ∈ C1(R) ∩ L∞(R) is any function satisfying∫
R
θ1(θ
′
0)
2f ′′(θ0) = 0 , (2.23)
and p(x), q(x), φ+ , and φ
−
 (x) are smooth function satisfying
sup
∈(0,1]
|p|+ 
+ |r| |q
| ≤ C∗ in γ(δ0) , (2.24)
sup
∈(0,1]
|∇γφ| ≤ C∗ in γ(δ0) , (2.25)
±φ± > 0, f ′(φ± ) ≥ 1/C∗ in Ω (2.26)
for some constant C∗ > 0 where ∇γ = ∇ − ∇r(∇r · ∇) is the tangential gradient
along γ. With these conditions we obtain the following proposition.
Proposition 2.8.1. Assume that (2.1) and (2.20)-(2.26) hold. Then, for any given
γ1 > 0, there exist constants 0 > 0 and C > 0 which depend only on f , θ1, C∗, Ω,
γ1, and the C
3 norm of γ such that for every  ∈ (0, 0], w ∈ H1(0)(Ω)\ {0} , and
Ψ ∈ H2(Ω) with −∆Ψ = w and ∂
∂n
Ψ
∣∣
∂Ω
= 0, the following inequality holds∫
Ω
(
 |∇w|2 + −1f ′(φ)w2) ≥ −C ‖∇Ψ‖2L2(Ω) + γ1 ‖w‖2L2(Ω) . (2.27)
Proof: Let γ1 be any positive constant and let w and Ψ be any given functions as
above. First we consider the case
∫
Ω
 |∇w|2 + −1f ′(φ)w2 ≤ γ1 ‖w‖2L2(Ω). Then by
[21, Theorem 3.1.], there exists a constant C = C(γ1) and 1 > 0 such that for all
 ∈ (0, 1]
 ‖w‖2L2(Ω) ≤ C ‖∇Ψ‖2L2(Ω) .
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Due to the spectral estimate [21, Theorem 1.1.], there exist a constant C1 depending
on f , θ1, C∗, Ω, and the C3 norm of γ such that∫
Ω
(
 |∇w|2 + −1f ′(φ)w2) ≥ −C1 ‖∇Ψ‖2L2(Ω)
≥ −(C1 + Cγ1) ‖∇Ψ‖2L2(Ω) + γ1 ‖w‖2L2(Ω) .
Hence together with the other case
∫
Ω
 |∇w|2 + −1f ′(φ)w2 ≥ γ1 ‖w‖2L2(Ω), the as-
sertion of the lemma follows. 2
Remark 2.8.2. The C3 norm of γ is defined as follows: Let r be the signed distance
function to γ and M = supx∈γ |D2r(x)|. Then r is smooth in γ(1/M), cf. [42,
Kapitel 4.6]. So we define ‖γ‖C3 = M + ‖r‖C3(γ(δ)) where δ = min {1, 1/2M}.
To estimate the difference between true solutions and approximate solutions for
the diffuse interface models, we need the following lemma.
Lemma 2.8.3. Assume that f ∈ C2(R) satisfies (2.2). Then, for any p ∈ [2, 3],
there exists a positive constant Cp depending only on p, ‖f‖C2([−3C0,3C0]), and C0 such
that the quantity N (c, R) := f(c+R)− f(c)− f ′(c)R satisfies
RN (c, R) ≥ −Cp |R|p ∀c ∈ [−C0, C0], R ∈ R .
Proof: The assertion follows by the mean value theorem and property (2.2). For
more details see [10]. 2
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3 Sharp Interface Limit for
Cahn-Larche´ System
In this chapter we consider the Cahn-Larche´ system
∂tc
 = ∆µ in Ω× (0, T ), (3.1)
µ = −1f(c)− ∆c +W,c(c, E(u)) in Ω× (0, T ), (3.2)
divS = 0 in Ω× (0, T ), (3.3)
S = W,E(c, E(u)) in Ω× (0, T ), (3.4)
where Ω ⊂ Rd is a bounded domain with smooth boundary ∂Ω and T > 0 is a fixed
constant. We close the system with the following boundary and initial conditions
∂
∂n
c = ∂
∂n
µ = 0 on ∂Ω× (0, T ), (3.5)
u = 0 on ∂Ω× (0, T ), (3.6)
c|t=0 = c0 in Ω. (3.7)
In the whole chapter we assume that the system (3.1)-(3.7) admits a smooth solution
for every  ∈ (0, 1]. Provided we choose an appropriate family of initial values
{c0}0<≤1, we prove that the solutions for the Cahn-Larche´ system converge as ↘ 0
to the solution to the Hele-Shaw problem coupled with linearized elasticity
∆µ = 0 in Ω±(t), t > 0, (3.8)
divS = 0 in Ω±(t), t > 0, (3.9)
V = −1
2
[∇µ]Γ(t) · ν on Γ(t), t > 0, (3.10)
µ = σκ+ 1
2
νT
[
W Id− (∇u)TS]
Γ(t)
ν on Γ(t), t > 0, (3.11)
[Sν]Γ(t) = [u]Γ(t) = [µ]Γ(t) = 0 on Γ(t), t > 0, (3.12)
∂
∂n
µ = u = 0 on ∂Ω, t > 0, (3.13)
Γ(0) = Γ00 for t = 0, (3.14)
where Γ00 ⊂ Ω is an (d−1)-dimensional smooth hypersurface without boundary. For
the proof we use the same techniques as Alikakos et al. [10], that is, we construct
approximate solutions for the Cahn-Larche´ system by formally matched asymptotics.
Then we show that the difference of the true solutions for the Cahn-Larche´ system
and the approximate solutions converges to zero and finally that the approximate
solutions converge to the solution for the elastic Hele-Shaw problem as ↘ 0.
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3.1 Convergence of the Difference of Approximate
and True Solutions
In the first part of this chapter we want to show that the difference of approximate
solutions having certain properties and true solutions converges to zero as ↘ 0.
In this section we additionally assume for the double well potential F that |s|2 ≤
CF (s) for all |s| > C0 where C,C0 > 0 are some constants large enough. For
example this is valid for F (s) = (s2 − 1)2. Later we will see that this assumption is
not necessary because we will show ‖c‖C0(ΩT ) ≤ C0 for all  > 0 small enough. Let
the total energy of the system be given by E(c,u) = E1(c) +E2(c,u) where E1(c) is
the Ginzburg-Landau, see (1.1), and E2(c,u) is the elastic free energy, see(1.2).
We start with an energy estimate which we will need later for the convergence proof.
We compute for a sufficiently smooth solution (c, µ,u) to (3.1)-(3.7)
d
dt
E(c,u) = 
∫
Ω
∇c · ∇∂tc dx+ 1

∫
Ω
f(c)∂tc
 dx+
∫
Ω
W,c(c
, E(u))∂tc dx
+
∫
Ω
W,E(c, E(u)) : E(∂tu) dx
= −
∫
Ω
∆c∂tc
 dx+
1

∫
Ω
f(c)∂tc
 dx+
∫
Ω
W,c(c
, E(u))∂tc dx
=
∫
Ω
µ∂tc
 dx =
∫
Ω
µ∆µ dx = −
∫
Ω
|∇µ|2 dx ,
where we have used the Neumann boundary conditions for c and µ on ∂Ω and
div(W,E(c, E(u))) = 0 and therefore
∫
Ω
W,E(c, E(u)) : E(∂tu) dx = 0. Integrating
over (0, t) yields the following a priori estimate
E(c,u)(t) +
∫ t
0
∫
Ω
|∇µ|2 dx dt = E(c,u)(0) (3.15)
for all t ≥ 0. The additional assumption for F yields∫
Ω
|c|2 dx ≤ C
(∫
Ω
F (c) dx+ 1
)
(3.16)
for some constant C > 0. Since C is positive definite
1
2
c2
∫
Ω
|E(u)− E?c|2 dx ≤ 1
2
∫
Ω
(E(u)− E?c) : C (E(u)− E?c) dx
=
∫
Ω
W (c, E(u)) dx . (3.17)
From (3.15)-(3.17) and the Korn inequality, cf. Section 2.4
‖u‖H1(Ω) ≤ C ‖E(u)‖L2(Ω) ∀u ∈ H10 (Ω)d ,
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it follows
sup
0≤t≤T
(
‖c(t)‖2L2(Ω) +  ‖∇c(t)‖2L2(Ω) + ‖u(t)‖2W 12 (Ω)
)
+ ‖∇µ‖2L2(0,T ;W 12 (Ω))
≤ C (E(c,u)(0) + 1)
for some C > 0 independent of . Since we later use the initial condition (c,u)(., 0) =
(cA,u

A)(., 0) for every  ∈ (0, 1] where (cA,uA) is an approximate solution to the
Cahn-Larche´ system, we can verify that E(c,u)(0) ≤ C for some C > 0 indepen-
dent of . Using equation (3.3) yields
 sup
0≤t≤T
‖u(t)‖2W 22 (Ω) ≤ C sup0≤t≤T ‖c
(t)‖2W 12 (Ω) ≤ C .
For an exact verification of the first inequality see Claim 1 in the proof of Theorem
3.1.2 below. Therefore we obtain the following energy estimate
sup
0≤t≤T
‖c(t)‖2L2(Ω) +  sup
0≤t≤T
‖∇c(t)‖2L2(Ω) + sup
0≤t≤T
‖u(t)‖2W 12 (Ω)
+  sup
0≤t≤T
‖u(t)‖2W 22 (Ω) + ‖∇µ
‖2L2(0,T ;W 12 (Ω)) ≤ C , (3.18)
for some constant C = C(c(0), µ(0),u(0)) > 0 independent of . With the help of
Proposition 2.8.1, we can prove the following theorem.
Theorem 3.1.1. Let {cA, µA,uA}0<≤1 be a family of functions in the function space
C∞(ΩT )× C∞(ΩT )× C∞(ΩT ;Rd) satisfying the system of differential equations
(cA)t = ∆µ

A in ΩT , (3.19)
µA = −∆cA + −1f(cA) +W,c(cA , E(uA)) + rA in ΩT , (3.20)
divW,E(cA, E(uA)) = sA in ΩT , (3.21)
∂
∂n
cA =
∂
∂n
µA = 0 on ∂TΩ , (3.22)
uA = 0 on ∂TΩ , (3.23)
where rA = r

A(x, t) and s

A = s

A(x, t) are functions such that
‖rA‖2L2(ΩT ) + ‖sA‖
2
L2(ΩT )
≤ 1
2
pk , (3.24)
p = 2(d+4)
d+2
, and k ∈ N such that
k >
(4d+ 10) (d+ 2)
4 (d+ 4)
. (3.25)
Also assume that cA satisfies the boundedness condition
sup
0<≤1
‖cA‖L∞(ΩT ) ≤ C0 (3.26)
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for some C0 > 0, the energy density f satisfies (2.1) and (2.2), and
φt(.) := c

A(., t) (3.27)
has the form (2.20). Let (c, µ,u) be the unique solution to (3.1)-(3.7) with c0(x) =
cA(x, 0) in Ω. Then there exists a constant 0 = 0(C0, T,Ω, k, d) ∈ (0, 1] such that,
if  ∈ (0, 0), then
‖c − cA‖Lp(ΩT ) + ‖u − uA‖L2(0,T ;W 12 (Ω)) ≤ C
k
for some C > 0 independent of .
Proof: Let R = c − cA and u = u − uA be the remainder functions.
It holds for all t ∈ [0, T ]∫
Ω
R(., t) dx =
∫ t
0
∫
Ω
∂
∂t
(c − cA) dx ds
=
∫ t
0
∫
Ω
∆ (µ − µA) dx ds
=
∫ t
0
∫
∂Ω
∂
∂n
(µ − µA) dHd−1 ds = 0 .
Hence there exists a unique smooth solution Ψ(x, t) to the Neumann boundary Prob-
lem
−∆Ψ(., t) = R(., t) in Ω, ∂
∂n
Ψ(., t) = 0 on ∂Ω,
∫
Ω
Ψ(., t) dx = 0
for all t ∈ [0, T ]. This can be seen as follows. Applying Poincare´’s inequality and
the Lax-Milgram theorem, we obtain a unique weak solution Ψ(., t) in the space{
c ∈ W 12 (Ω) :
∫
Ω
c dx = 0
}
. An easy calculation shows that Ψ(., ) is also a weak
solution in W 12 (Ω). Then by applying the usual regularity theory, we prove that
Ψ(., t) is smooth, cf. [53, Chapter 4]. Smoothness with respect to time t follows from
the smoothness of R.
Multiplying the equation ∂tR−∆ (µ − µA) = 0 by Ψ and integrating over Ω yields
0 =
∫
Ω
Ψ (∂tR−∆ (µ − µA)) dx
=
∫
Ω
Ψ (−∆∂tΨ)−∆Ψ (µ − µA) dx
=
1
2
d
dt
∫
Ω
|∇Ψ|2 dx−
∫
Ω
R
(
∆R− −1 (f(c)− f(cA))−W,c(R,u) + rA
)
dx
=
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+
∫
Ω
 |∇R|2 + −1f ′(cA)R2 dx
+
∫
Ω
−1N (cA, R)R +W,c(R,u)R− rARdx, (3.28)
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where we have used the Neumann boundary conditions for Ψ, R and µ−µA on ∂Ω,
the expressions for µ and µA and −∆Ψ = R. Here N (., .) is defined as in Lemma
2.8.3.
Applying Lemma 2.8.3 yields
−
∫
Ω
−1N (cA, R)Rdx ≤ C−1 ‖R‖pLp(Ω) (3.29)
for some constant C = C(p) > 0. By integration by parts and using (3.3) and (3.21),
and the symmetry of C, we obtain∫
Ω
E(v) : C(E(u)− E?R) dx =
∫
Ω
v · sA dx ∀v ∈ H10 (Ω)d .
For v = u ∈ H10 (Ω)d this equation yields since W,c(R, E(u))R = −E?R : C(E(u) −
E?R)∫
Ω
W,c(R, E(u))Rdx
=
∫
Ω
(E(u)− E?R) : C(E(u)− E?R) dx−
∫
Ω
u · sA dx
≥ c2 ‖E(u)− E?R‖2L2(Ω) −
(
‖E(u)− E?R‖L2(Ω) + ‖E?R‖L2(Ω)
)
‖sA‖L2(Ω)
≥ c2
2
‖E(u)− E?R‖2L2(Ω) − C ‖sA‖2L2(Ω) − ‖E?R‖L2(Ω) ‖sA‖L2(Ω) , (3.30)
where we have used the Korn and triangle inequality in the first estimate and Young’s
inequality in the second estimate. Ho¨lder’s inequality gives us the estimate∫
Ω
rARdx ≤ ‖rA‖L2(Ω) ‖R‖L2(Ω) . (3.31)
By Proposition 2.8.1, there exists some constant C > 0 such that∫
Ω
 |∇R|2 + −1f ′(cA)R2 dx ≥ −C ‖∇Ψ‖2L2(Ω) + 2 ‖R‖2L2(Ω) . (3.32)
Therefore equation (3.28) together with (3.29)-(3.32) and Young’s inequality provide
us
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+  ‖R‖2L2(Ω) +
c2
2
‖E(u)− E?R‖2L2(Ω)
≤ C
(
‖∇Ψ‖2L2(Ω) + −1 ‖R‖pLp(Ω) + −1 ‖rA‖2L2(Ω) + −1 ‖sA‖L2(Ω)
)
(3.33)
for all t ∈ (0, T ] and some C = C(f, C0, p). Note that R(., 0) = 0 and therefore
Ψ(., 0) = 0. Then applying Gronwall’s inequality yields
sup
0≤τ≤t
‖∇Ψ(., τ)‖2L2(Ω) ≤ CeCt
(
−1 ‖rA‖2L2(Ωt)
+−1 ‖sA‖2L2(Ωt) + −1 ‖R‖pLp(Ωt)
)
. (3.34)
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Integrating inequality (3.33) over (0, t), t ∈ [0, T ], and using (3.34) yields
 ‖R‖2L2(Ωt) +
c2
2
‖E(u)− E?R‖2L2(Ωt)
≤ C1
(
−1 ‖rA‖2L2(Ωt) + −1 ‖sA‖2L2(Ωt) + −1 ‖R‖pLp(Ωt)
)
(3.35)
for some constant C1 = C1(T ) > 0 independent of  and t ∈ (0, T ]. Integrating (3.28)
over (0, t) yields
 ‖∇R‖2L2(Ωt) ≤ C
(
 ‖rA‖2L2(Ωt) + ‖sA‖2L2(Ωt) + −1 ‖R‖2L2(Ωt) + −1 ‖R‖pLp(Ωt)
)
.(3.36)
Since
∫
Ω
R(., t) = 0, the Gagliardo-Nirenberg inequality and a Poincare´’s inequality
(see Section 2.4) implies for p = 2d+4
d+2
and for all t ∈ [0, T ]
‖R‖pLp(Ω) ≤ C ‖R‖
8
d+2
L2(Ω) ‖∇R‖
2d
d+2
L2(Ω) .
To estimate ‖R‖L2(Ω) on the right-hand side, we use integration by parts to get
‖R‖2L2(Ω) = −
∫
Ω
R∆Ψ dx =
∫
Ω
∇R · ∇Ψ dx ≤ ‖∇R‖L2(Ω) ‖∇Ψ‖L2(Ω) ,
where we have used the Neumann boundary conditions for c and cA on ∂Ω. Therefore
it holds
‖R‖pLp(Ωt) ≤ C
∫ t
0
‖∇Ψ(., τ)‖
4
d+2
L2(Ω) ‖∇R(., τ)‖2L2(Ω) dτ
≤ C sup
0≤τ≤t
‖∇Ψ(., τ)‖
4
d+2
L2(Ω) ‖∇R‖2L2(Ωt) . (3.37)
In order to treat the term ‖R‖L2(Ωt) in (3.36), we define two sets
A1 :=
{
t ∈ [0, T ] :  ‖R‖2L2(Ωt) > 2C1−1 ‖R‖pLp(Ωt)
}
,
A2 :=
{
t ∈ [0, T ] :  ‖R‖2L2(Ωt) ≤ 2C1−1 ‖R‖pLp(Ωt)
}
,
where C1 is the same constant as in (3.35). Furthermore, we set
T  := sup
{
t ∈ (0, T ] : ‖R‖Lp(Ωt) ≤ k
}
.
1st case: “T  ∈ A1”
Then the definition of A1 and (3.35) yield
‖R‖pLp(ΩT ) ≤
2
2C1
‖R‖2L2(ΩT ) ≤
1
2
(
‖rA‖2L2(ΩT ) + ‖sA‖
2
L2(ΩT )
+ ‖R‖pLp(ΩT )
)
.
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Therefore we get
‖R‖pLp(ΩT ) ≤ ‖rA‖
2
L2(ΩT )
+ ‖sA‖2L2(ΩT ) ≤
1
2
pk , (3.38)
where we have used (3.24). Hence we conclude T  = T by definition of T .
2nd case: “T  ∈ A2”
We use inequality (3.37) and apply (3.34), (3.36), and the definition of A2 to obtain
‖R‖pLp(ΩT ) ≤ C
(
−1 ‖rA‖2L2(ΩT ) + −1 ‖sA‖
2
L2(ΩT )
+ −1 ‖R‖pLp(ΩT )
) 2
d+2
×
(
‖rA‖2L2(ΩT ) + −1 ‖sA‖
2
L2(ΩT )
+ −4 ‖R‖pLp(ΩT )
)
.
Applying (3.24) and ‖R‖Lp(ΩT ) ≤ k, yields
‖R‖pLp(ΩT ) ≤ C
(−1+pk) 2
d+2 −4+pk ≤ Cpk
4(d+4)
(d+2)2
(k− (4d+10)(d+2)4(d+4) ) ,
where we have used the definition of p in the second inequality. By assumption we
have k > (4d+10)(d+2)
4(d+4)
. Therefore there exists 0 ∈ (0, 1] such that for all  ∈ (0, 0], it
holds
‖R‖pLp(ΩT ) ≤
1
2
pk ,
provided T  ∈ A2. As in the 1st case, it follows T  = T .
The estimate for u follows from
‖E(u)‖L2(ΩT ) ≤ ‖E(u)− E?R‖L2(ΩT ) + ‖E?R‖L2(ΩT ) ≤ C
pk−1
2 + Ck ≤ Ck
by (3.35) and since pk − 1 ≥ 2k (use the definitions of p and k). Thus the assertion
follows due to the Korn inequality. 2
We even get assertions in stronger norms.
Theorem 3.1.2. Let the assumptions of Theorem 3.1.1 hold. Let m > 0 be any fixed
integer and assume ‖cA‖Wm+l+12 (ΩT ) + ‖µ

A‖Wm+l−12 (ΩT ) + ‖u

A‖Wm+l+12 (ΩT ) ≤ 
−K(m) for
l > d+1
2
, some integer K(m), and all small  > 0. If k in (3.24) is large enough, then
‖c − cA‖Cm(ΩT ) + ‖µ − µA‖Cm−2(ΩT ) + ‖u − uA‖Cm+1(ΩT ) ≤ 
for all sufficiently small  > 0.
Proof: We show the assertion in the same way as in [10, Theorem 2.3.].
Since for every m ∈ N
Wm+l2 (ΩT ) ↪→ Cm(ΩT ) if l >
d+ 1
2
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and since (
L2(ΩT ),W
m+l+1
2 (ΩT )
)
θ,2
= Wm+l2 (ΩT ) for θ =
m+ l
m+ l + 1
,
cf. Section 2.5, it follows
‖c − cA‖Cm(ΩT ) ≤ C ‖c − cA‖
θ
L2(ΩT )
‖c − cA‖1−θWm+l+12 (ΩT ) (3.39)
for some C > 0. Therefore it is sufficient to show
‖c‖1−θ
Wm+l+12 (ΩT )
≤ −K(m)
for some integer K(m) if k in (3.24) is large enough. The estimate for µ−µA follows
from the equations for the chemical potential (3.2) and (3.20) (see end of the proof).
We replace f by f¯ such that f = f¯ in (−3
2
C0,
3
2
C0) and f¯(c) is linear when |c| > 2C0
where C0 is the same constant as in (3.26). Denote by (c¯
, u¯) the solution to the
modified system with f¯ . Define A : D(A) → Lp(Ω) by A = −∆ + Id with D(A) ={
c ∈ W 2p (Ω) : ∂∂nc
∣∣
∂Ω
= 0
}
. W.l.o.g. we assume that in Lemma 2.7.1 the constant
τ = 1 since we only consider a finite number of different p’s. Otherwise we replace
A by −∆ + cId for some c ∈ R. Therefore −A2 is sectorial with domain D(−A2) ={
c ∈ W 4p (Ω) : ∂∂nc
∣∣
∂Ω
= ∂
∂n
Ac
∣∣
∂Ω
= 0
}
and W 1p (Ω) = D(A
1
2 ) with equivalent norms,
see Section 2.7.
Since in general c¯ /∈ D(−A2) (this is the main difference to [10, Theorem 2.3]), we
add a function Ψ such that c¯+−1Ψ ∈ D(−A2). Define Ψ(x, t) as the unique solution
to the Neumann boundary problem
−∆Ψ(., t) = W,c(c¯, E(u¯))(., t)− 1|Ω|
∫
Ω
W,c(c¯
, E(u¯))(x, t) dx in Ω , (3.40)
∂
∂n
Ψ(., t) = 0 on ∂Ω ,
∫
Ω
Ψ(x, t) dx = 0 . (3.41)
For the rest of the proof, we use the following estimates for Ψ.
Claim 1: For all p ≥ 2 and for all k, n ∈ N, it holds∥∥∂kt u¯∥∥W 12 (Ω) ≤ C ∥∥∂kt c¯∥∥L2(Ω) , ∥∥∂kt u¯∥∥Wn+2p (Ω) ≤ C ∥∥∂kt c¯∥∥Wn+1p (Ω) , (3.42)∥∥∂kt Ψ∥∥W 12 (Ω) ≤ C ∥∥∂kt c¯∥∥L2(Ω) , ∥∥∂kt Ψ∥∥Wn+3p (Ω) ≤ C ∥∥∂kt c¯∥∥Wn+1p (Ω) (3.43)
for some constant C = C(p, k, n) > 0.
Since u = ∂kt u¯
(., t), t > 0, is a solution to
div (CE(u)) = div (CE?∂kt c¯(., t)) in Ω ,
u = 0 on ∂Ω ,
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(see (3.3) and (3.4)) and since C is positive definite and Ciji′j′ = Cjii′j′ , we obtain∥∥E(∂kt u¯)∥∥2L2(Ω) ≤ c2 ∫
Ω
E(∂kt u¯) : CE(∂kt u¯) dx = c2
∫
Ω
E(∂kt u¯) : CE?∂kt c¯ dx
≤ C ∥∥E(∂kt u¯)∥∥L2(Ω) ∥∥∂kt c¯∥∥L2(Ω) .
Dividing both sides by
∥∥E(∂kt u¯)∥∥L2(Ω) and by Korn inequality, cf. Section 2.4, the
first assertion follows.
The differential operator div (CE(.)) is strongly elliptic since C is positive definite.
Then due to to Agmon et al. [9, Theorem 10.5], there exists some constant C =
C(p, n) > 0 for all n ∈ N and p > 1 such that∥∥∂kt u¯∥∥Wn+2p (Ω) ≤ C (∥∥∂kt c¯∥∥Wn+1p (Ω) + ∥∥∂kt u¯∥∥Lp(Ω)) . (3.44)
To estimate the term
∥∥∂kt u¯∥∥Lp(Ω) for p ≥ 2 on the right-hand side, we use Ehrling’s
Lemma, cf. [56, Theorem 7.30]. Since W n+2p (Ω)
d is compactly imbedded in Lp(Ω)d
and Lp(Ω)d is continuously imbedded in L2(Ω)d, we obtain that for all δ > 0 there
exists a constant C(δ) > 0 such that
‖u‖Lp(Ω) ≤ C(δ) ‖u‖L2(Ω) + δ ‖u‖Wn+2p (Ω) ,
for every u ∈ W n+2p (Ω)d. Using this estimate on the right-hand side in (3.44) and
choosing δ > 0 small enough, we have∥∥∂kt u¯∥∥Wn+2p (Ω) ≤ C (∥∥∂kt c¯∥∥Wn+1p (Ω) + ∥∥∂kt u¯∥∥L2(Ω)) ≤ C ∥∥∂kt c¯∥∥Wn+1p (Ω) ,
where the last inequality follows from the first assertion in Claim 1. Thus the second
assertion follows.
Multiplying (3.40) by Ψ, integrating the resulting equation over Ω, and using a
Poincare´’s inequality, cf. Section 2.4 yields
‖Ψ‖W 12 (Ω) ≤ C ‖∇Ψ‖L2(Ω) ≤ C ‖W,c(c¯
, E(u¯))‖L2(Ω)
≤ C
(
‖u¯‖W 12 (Ω) + ‖c¯
‖L2(Ω)
)
≤ C ‖c¯‖L2(Ω) .
Since 0 = ∂kt
∫
Ω
Ψ(., t) dx =
∫
Ω
∂kt Ψ(., t) dx for k ∈ N, the function ∂kt Ψ can be
estimated in the same way.
In addition, we obtain due to Agmon et al. [8, Theorem 15.2.] for all k, n ∈ N∥∥∂kt Ψ∥∥Wn+3p (Ω) ≤ C (∥∥W,c(∂kt c¯, E(∂kt u¯))∥∥Wn+1p (Ω) + ∥∥∂kt Ψ∥∥Lp(Ω))
≤ C
(∥∥∂kt c¯∥∥Wnp (Ω) + ∥∥∂kt Ψ∥∥Lp(Ω))
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for some constant C = C(n, p) > 0.
We treat the term
∥∥∂kt Ψ∥∥Lp(Ω) in the same way as above. Again by using Ehrling’s
Lemma for p ≥ 2, there exists for all δ > 0 a constant C(δ) > 0 such that∥∥∂kt Ψ∥∥Lp(Ω) ≤ C(δ)∥∥∂kt Ψ∥∥L2(Ω) + δ ∥∥∂kt Ψ∥∥Wn+3p p(Ω)
≤ C(δ)∥∥∂kt c¯∥∥L2(Ω) + δ ∥∥∂kt Ψ∥∥Wn+3p p(Ω) .
Choosing δ > 0 small enough Claim 1 follows.
We set Θ := c¯ + −1Ψ. Then the Cahn-Hilliard equation can be written as
∂tΘ + A
2Θ = A
(
2Θ− −1f¯(c¯))+ −1f¯(c¯) + −1∂tΨ− Θ
= −1Af1(c¯,Θ) + −1f2(c¯,Θ) + −1∂tΨ , (3.45)
where f1(c,Θ) := −f¯(c) + 22Θ and f2(c,Θ) := f¯(c)− 2Θ, and where we have used
(3.40). Since
∂
∂n
Θ =
∂
∂n
c¯ + −1
∂
∂n
Ψ = 0 ,
and
∂
∂n
AΘ =
∂
∂n
(
−∆c¯ + −1W,c(c¯, E(u¯))− −1 1|Ω|
∫
Ω
W,c(c¯
, E(u¯))(x) dx
)
=
∂
∂n
(
−1µ¯ − −2f¯(c¯)) = 0 ,
it follows Θ ∈ D(−A2). Therefore we get by semigroup theory
Θ(t) = e−A
2tΘ(0)
+−1
∫ t
0
e−A
2(t−τ) [Af1(c¯,Θ)(τ) + f2(c¯,Θ)(τ) + ∂tΨ(τ)] dτ . (3.46)
Since ∂τe
−A2(t−τ) = A2e−A
2(t−τ), cf. Pazy [55, Chapter 2, Lemma 4.2], we derive
by integration by parts∫ t
0
e−A
2(t−τ)∂tΨ(τ) dτ = e−A
2(t−τ)Ψ(τ)
∣∣∣τ=t
τ=0
−
∫ t
0
A2e−A
2(t−τ)Ψ(τ) dτ .
We denote by ‖.‖p the norm of operators from Lp(Ω) to Lp(Ω).
If we apply A1/2+α, α ≥ 0, to both sides of (3.46), then we get∥∥A1/2+αΘ(t)∥∥
Lp
≤ sup
τ ′>0
∥∥∥e−A2τ ′∥∥∥
p
(∥∥A1/2+αΘ(0)∥∥
Lp
+ −1
∥∥A1/2+αΨ(0)∥∥
Lp
)
+ −1
∥∥A1/2+αΨ(t)∥∥
Lp
+−1
(
sup
τ ′>0
∥∥∥(τ ′A2)3/4e−A2τ ′∥∥∥
p
)∫ t
0
[
((t− τ))−3/4 ( ‖Aαf1(c¯,Θ)(τ)‖Lp
+
∥∥Aα−1f2(c¯,Θ)(τ)∥∥Lp + ∥∥A1+αΨ(τ)∥∥Lp) ]dτ .
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Note that for β ∈ [0,∞), there exists a constant C = C(Ω, p, β) such that
sup
τ≥0
∥∥∥(τA2)βe−A2τ∥∥∥
p
≤ C ,
cf. [55, Chapter 2, Theorem 6.13]. Therefore we obtain the recurrence inequality∥∥A1/2+αΘ∥∥
L∞(0,T ;Lp)
≤ C
[ ∥∥A1/2+αΘ(0)∥∥
Lp
+ −1
∥∥A1/2+αΨ(0)∥∥
Lp
+ −7/4
(
‖Aαf1(c¯,Θ)‖L∞(0,T ;Lp)
+
∥∥Aα−1f2(c¯,Θ)∥∥L∞(0,T ;Lp) + ∥∥A1+αΨ∥∥L∞(0,T ;Lp))] , (3.47)
where we have used
∥∥A1/2+αΨ(t)∥∥
Lp
≤ C ‖A1+αΨ(t)‖Lp for some C > 0 since
D(A
1
2 ) = W 1p (Ω). Since f¯ has linear growth, there exists a positive constant C
such that for any p ∈ [1, 2d] and any c ∈ Lp(Ω)
‖f1(c,Θ)‖Lp(Ω) + ‖f2(c,Θ)‖Lp(Ω) ≤ C
(
1 + ‖c‖Lp(Ω) + ‖Θ‖Lp(Ω)
)
. (3.48)
We use (3.47) and (3.48) to estimate ‖c¯‖L∞(ΩT ).
Claim 2: There exists some p > d, an integer k0, and a constant C > 0 independent
of  such that
‖c¯‖L∞(0,T ;L∞) + ‖c¯‖L∞(0,T ;W 1p ) + ‖Θ‖L∞(0,T ;L∞) + ‖Θ‖L∞(0,T ;W 1p ) ≤ C
−k0 .
For the proof we use a bootstrap method. We set p = p0 := 2. Then we already
know from the energy estimate (3.18)

(
‖c¯‖2L∞(0,T ;W 12 ) + ‖Θ‖
2
L∞(0,T ;W 12 )
)
≤ C . (3.49)
We set α = 0 in (3.47) and p1 =
dp0
d−p0 if d ≥ 3 (in the case d = 2 we set p1 = 3).
Then it holds∥∥A1/2Θ∥∥
L∞(0,T ;Lp1 )
≤ C
(∥∥A1/2Θ(0)∥∥
Lp1
+ −1
∥∥A1/2Ψ(0)∥∥
Lp1
+ −7/4
(
‖c¯‖L∞(0,T ;Lp1 )
+ ‖Θ‖L∞(0,T ;Lp1 ) + ‖AΨ‖L∞(0,T ;Lp1 ) + 1
))
,
where we have used (3.48). For estimating the right-hand side we use Sobolev’s
imbedding and (3.43) to get
‖c¯‖Lp1 (Ω) + ‖Θ‖Lp1 (Ω) + ‖AΨ‖Lp1 (Ω) ≤ C
(
‖c¯‖W 12 (Ω) + ‖Θ‖W 12 (Ω) + ‖Ψ‖W 32 (Ω)
)
≤ C
(
‖c¯‖W 12 (Ω) + ‖Θ‖W 12 (Ω)
)
.
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Therefore there exists some integer k0 and some constant C > 0 such that∥∥A1/2Θ∥∥
L∞(0,T ;Lp1 ) ≤ C−k0 .
Since D(A
1
2
p1) = W
1
p1
(Ω), it holds
‖Θ‖L∞(0,T ;W 1p1 ) ≤ C
∥∥A1/2Θ∥∥
L∞(0,T ;Lp1 ) ≤ C−k0 ,
where Ap1 is the realization of the differential operator A in L
p1(Ω). Hence by
definition of Θ, we get
‖c¯‖L∞(0,T ;W 1p1 ) ≤ ‖Θ‖L∞(0,T ;W 1p1 ) + 
−1 ‖Ψ‖L∞(0,T ;W 1p1 )
≤ ‖Θ‖L∞(0,T ;W 1p1 ) + 
−1 ‖Ψ‖L∞(0,T ;W 22 ) ≤ C
−k0 ,
where the last inequality follows from (3.43). (For better clarity we again write k0,
although k0 is possibly larger than k0 above.) Again we apply Sobolev’s imbedding
‖Θ‖L∞(0,T ;Lp2 ) ≤ C ‖Θ‖L∞(0,T ;W 1p1 ) , ‖c¯
‖L∞(0,T ;Lp2 ) ≤ C ‖c¯‖L∞(0,T ;W 1p1 ) ,
‖AΨ‖L∞(0,T ;Lp2 ) ≤ C ‖Ψ‖L∞(0,T ;W 3p1 ) ≤ C ‖c¯
‖L∞(0,T ;W 1p1 ) ,
where p2 =
dp1
d−p1 (in the case d > p1). Repeating the same procedure step by step,
we can show that ‖c¯‖L∞(0,T ;W 1pi ) + ‖Θ‖L∞(0,T ;W 1pi ) ≤ C
−k0 where pi =
dpi−1
d−pi−1 , until
pi > d for some finite integer i = i(d). By Sobolev’s imbedding Claim 2 follows.
To get estimates in stronger norms we set α = 1
2
, 1, 3
2
, . . . in (3.47) where we can
control the terms on the right-hand side. To do this, we have to show some regularity
estimates. For any β ∈ 1
2
N there exists a positive constant C = C(β, k, l, p) such
that for all c ∈ W k∞(0, T ;W 2β+l+2p (Ω) ∩W 2β+l+1∞ (Ω)), k, l ∈ N∥∥Aβ∂kt Af1(c,Θ)∥∥L∞(0,T ;W lp(Ω)) + ∥∥Aβ∂kt f2(c,Θ)∥∥L∞(0,T ;W lp(Ω))
≤ C
[(
1 + ‖c‖2β+k+l+1
Wk∞(0,T ;W
2β+l+1∞ )
)(
1 + ‖c‖Wk∞(0,T ;W 2β+l+2p )
)
+ ‖Θ‖Wk∞(0,T ;W 2β+l+2p )
]
, (3.50)
where we get the term ‖c‖2β+k+l+1
Wk∞(0,T ;W
2β+l+1∞ (Ω))
by chain rule.
By definition of A the function c = AnΘ, n ∈ N, is the solution to the elliptic
Neumann-boundary problem
∆c− c = −An+1Θ in Ω ,
∂
∂n
c = ∂
∂n
(AnΘ) on ∂Ω .
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Therefore [8, Theorem 15.2.] yields
‖AnΘ‖Wm+2p (Ω) ≤ C(Ω, p,m)
(∥∥An+1Θ∥∥
Wmp (Ω)
+ ‖AnΘ‖Lp(Ω) +
∥∥ ∂
∂n
(AnΘ)
∥∥
W
m+1− 1p
p (∂Ω)
)
for all m ∈ N. Therefore for all m ∈ N there exists a constant C = C(m) > 0 such
that
‖Θ‖W 2mp (Ω) ≤ C ‖A
mΘ‖Lp(Ω) +
m−1∑
i=0
∥∥ ∂
∂n
AiΘ
∥∥
W
2m−1−2i− 1p
p (∂Ω)
, (3.51)
‖Θ‖W 2m+1p (Ω) ≤ C ‖AmΘ‖W 1p (Ω) +
m−1∑
i=0
∥∥ ∂
∂n
AiΘ
∥∥
W
2m−2i− 1p
p (∂Ω)
, (3.52)
where we use the convention that if the upper limit of the summation is less than
the lower limit, then the summation is zero. To estimate the boundary terms ∂
∂n
AiΘ,
we use the boundary conditions ∂
∂n
Θ = ∂
∂n
AΘ = 0. We apply (3.45) bi/2c-times to
obtain
AiΘ = (−1)bi/2c−bi/2cAi−2bi/2c∂bi/2ct Θ
+
bi/2c−1∑
j=0
(−1)j−j−1Ai−2j−2∂jt
(
−1Af1(c¯,Θ) + −1f2(c¯,Θ) + −1∂tΨ
)
.
Since ∂
∂n
∂itΘ =
∂
∂n
A∂itΘ = 0 for all i ∈ N, we can neglect the first term on the
right-hand side. Hence we can follow∥∥ ∂
∂n
AiΘ
∥∥
W
2m−1−2i− 1p
p (∂Ω)
≤ −i
bi/2c−1∑
j=0
∥∥ ∂
∂n
Ai−2j−2∂jt (Af1(c¯
,Θ) + f2(c¯
,Θ) + ∂tΨ)
∥∥
W
2m−1−2i− 1p
p (∂Ω)
≤ C−i
bi/2c−1∑
j=0
∥∥Ai−2j−2∂jt (Af1(c¯,Θ) + f2(c¯,Θ) + ∂tΨ)∥∥W 2m−2ip (Ω) .
We can estimate the right-hand side by inequality (3.50) as follows∥∥ ∂
∂n
AiΘ
∥∥
L∞(0,T ;W
2m−1−2i− 1p
p (∂Ω))
≤ C−i
bi/2c−1∑
j=0
[(
1 + ‖c¯‖2m−3j−3
W j∞(0,T ;W 2m−4j−3∞ (Ω))
)(
1 + ‖c¯‖W j∞(0,T ;W 2m−4j−2p (Ω))
)
+ ‖Θ‖W j∞(0,T ;W 2m−4j−2p (Ω)) + ‖Ψ‖W j+1∞ (0,T ;W 2m−4j−4p (Ω))
]
. (3.53)
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We set m = 2n in (3.51) and apply (3.47) with α = 2n− 1
2
, (3.50) with β = 2n− 3
2
,
k = l = 0, and (3.53). Then we get for n ∈ N\{0}
‖Θ‖L∞(0,T ;W 4np (Ω))
≤ C ‖Θ(0)‖W 4np (Ω) + C
−1 ‖Ψ(0)‖W 4np (Ω) + C
− 7
4
[(
1 + ‖c¯‖4n−2
L∞(0,T ;W 4n−2∞ )
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4n−1p )
)
+ ‖Θ‖L∞(0,T ;W 4n−1p ) + ‖Ψ‖L∞(0,T ;W 4n+1p )
]
+C−2n
n−2∑
j=0
[(
1 + ‖c¯‖4n−3j−3
W j∞(0,T ;W 4n−4j−3∞ )
)(
1 + ‖c¯‖W j∞(0,T ;W 4n−4j−2p )
)
+ ‖Θ‖W j∞(0,T ;W 4n−4j−2p ) + ‖Ψ‖W j+1∞ (0,T ;W 4n−4j−4p )
]
. (3.54)
We set m = 2n in (3.52) and use that ‖A2nc¯‖W 1p (Ω) ≤ C
∥∥A2n+1/2c¯∥∥
Lp(Ω)
. Then we
can apply (3.47) with α = 2n and (3.50) with β = 2n−1, k = l = 0. Hence it follows
with (3.53)
‖Θ‖L∞(0,T ;W 4n+1p (Ω))
≤ C ‖Θ(0)‖W 4n+1p (Ω) + C−1 ‖Ψ(0)‖W 4n+1p (Ω) + C−
7
4
[(
1 + ‖c¯‖4n−1
L∞(0,T ;W 4n−1∞ )
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4np )
)
+ ‖Θ‖L∞(0,T ;W 4np ) + ‖Ψ‖L∞(0,T ;W 4n+2p )
]
+C−2n
n−2∑
j=0
[(
1 + ‖c¯‖4n−3j−2
W j∞(0,T ;W 4n−4j−2∞ )
)(
1 + ‖c¯‖W j∞(0,T ;W 4n−4j−1p )
)
+ ‖Θ‖W j∞(0,T ;W 4n−4j−1p ) + ‖Ψ‖W j+1∞ (0,T ;W 4n−4j−3p )
]
. (3.55)
Repeating the same procedure for m = 2n+ 1 in (3.51) and (3.52) yields
‖Θ‖L∞(0,T ;W 4n+2p (Ω))
≤ C ‖Θ(0)‖W 4n+2p (Ω) + C−1 ‖Ψ(0)‖W 4n+2p (Ω) + C−
7
4
[(
1 + ‖c¯‖4nL∞(0,T ;W 4n∞ )
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4n+1p )
)
+ ‖Θ‖L∞(0,T ;W 4n+1p ) + ‖Ψ‖L∞(0,T ;W 4n+3p )
]
+C−2n
n−1∑
j=0
[(
1 + ‖c¯‖4n−3j−1
W j∞(0,T ;W 4n−4j−1∞ )
)(
1 + ‖c¯‖W j∞(0,T ;W 4n−4jp )
)
+ ‖Θ‖W j∞(0,T ;W 4n−4jp ) + ‖Ψ‖W j+1∞ (0,T ;W 4n−4j−2p )
]
, (3.56)
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and
‖Θ‖L∞(0,T ;W 4n+3p (Ω))
≤ C ‖Θ(0)‖W 4n+3p (Ω) + C−1 ‖Ψ(0)‖W 4n+3p (Ω) + C−
7
4
[(
1 + ‖c¯‖4n+1
L∞(0,T ;W 4n+1∞ )
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4n+2p )
)
+ ‖Θ‖L∞(0,T ;W 4n+2p ) + ‖Ψ‖L∞(0,T ;W 4n+4p )
]
+C−2n
n−1∑
j=0
[(
1 + ‖c¯‖4n−3j
W j∞(0,T ;W 4n−4j∞ )
)(
1 + ‖c¯‖W j∞(0,T ;W 4n−4j+1p )
)
+ ‖Θ‖W j∞(0,T ;W 4n−4j+1p ) + ‖Ψ‖W j+1∞ (0,T ;W 4n−4j−1p )
]
. (3.57)
With the last four estimates we can prove the assertion of Claim 3.
Claim 3: Let p > d be as in Claim 2. Then for all m ∈ N there exists an integer km
and a constant C > 0 independent of  such that
m∑
i=0
‖c¯‖
W i∞(0,T ;W
4(m−i)+1
p (Ω))
+ ‖c¯‖
W i∞(0,T ;W
4(m−i)
∞ (Ω))
+ ‖Θ‖
W i∞(0,T ;W
4(m−i)+1
p (Ω))
+ ‖Θ‖
W i∞(0,T ;W
4(m−i)
∞ (Ω))
≤ C−km .
We proof Claim 3 by induction.
The base case “m = 0”: See Claim 2.
The inductive step “m → m + 1”: We set n = m in (3.56) and use the induction
hypothesis to obtain
‖Θ‖L∞(0,T ;W 4m+2p (Ω))
≤ C−km+1 + C− 74 ‖Ψ‖L∞(0,T ;W 4m+3p ) + C−2m
m−1∑
j=0
‖Ψ‖W j+1∞ (0,T ;W 4m−4j−2p )
≤ C−km+1 + C− 74 ‖c¯‖L∞(0,T ;W 4m+1p ) + C−2m ‖c¯‖Wm∞(0,T ;W 1p )
+C−2m
m−2∑
j=0
‖c¯‖W j+1∞ (0,T ;W 4m−4j−4p )
≤ C−km+1
for some integer km+1 and where we have used (3.43). Using the definition of Θ, we
also get the following estimate for c¯
‖c¯‖L∞(0,T ;W 4m+2p (Ω)) ≤ ‖Θ‖L∞(0,T ;W 4m+2p (Ω)) + −1 ‖Ψ‖L∞(0,T ;W 4m+2p (Ω))
≤ C−km+1 + −1 ‖c¯‖L∞(0,T ;W 4m+1p (Ω)) ≤ −km+1 .
(For better clarity we again write km+1, although km+1 is possibly larger than above.)
By Sobolev’s imbedding it holds
‖c¯‖L∞(0,T ;W 4m+1∞ (Ω)) + ‖Θ‖L∞(0,T ;W 4m+1∞ (Ω)) ≤ C−km+1 .
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Now we set n = m in (3.57) and use the estimates above and the induction hypothesis.
Then the same calculation as above yields
‖c¯‖L∞(0,T ;W 4m+3p (Ω)) + ‖Θ‖L∞(0,T ;W 4m+3p (Ω)) ≤ C−km+1 (3.58)
and
‖c¯‖L∞(0,T ;W 4m+2∞ (Ω)) + ‖Θ‖L∞(0,T ;W 4m+2∞ (Ω)) ≤ C−km+1 . (3.59)
In order to estimate ‖c¯‖L∞(0,T ;W 4m+3∞ (Ω)), we need estimates for ∂it c¯, i = 1, . . . ,m, in
stronger norms as in the induction hypothesis. To get higher time regularity, we use
the Cahn-Larche´ equation
‖∂tc¯‖L∞(0,T ;W 4m−1(Ω)p)
≤ ∥∥−∆2c¯ + −1∆f¯(c¯) + ∆W,c(c¯, E(u¯))∥∥L∞(0,T ;W 4m−1p )
≤  ‖c¯‖L∞(0,T ;W 4m+3p ) + −1
(
1 + ‖c¯‖4mL∞(0,T ;W 4m∞ )
)(
1 + ‖c¯‖L∞(0,T ;W 4m+1p )
)
≤ C−km+1 (3.60)
due to (3.58) and (3.59). By definition of Θ and (3.43) we conclude
‖∂tΘ‖L∞(0,T ;W 4m−1p ) ≤ ‖∂tc¯‖L∞(0,T ;W 4m−1p ) + −1 ‖∂tΨ‖L∞(0,T ;W 4m−1p ) ≤ C−km+1 ,(3.61)
and by Sobolev’s imbedding we have
‖Θ‖W 1∞(0,T ;W 4m−2∞ ) + ‖c¯
‖W 1∞(0,T ;W 4m−2∞ ) ≤ C
−km+1 . (3.62)
If m ≥ 2, we differentiate the Cahn-Larche´ equation with respect to time t and use
(3.60)-(3.62) to get∥∥∂2t c¯∥∥L∞(0,T ;W 4m−5p ) ≤ ∥∥−∂t (∆2c¯ + −1∆f¯(c¯) + ∆W,c(c¯, E(u¯)))∥∥L∞(0,T ;W 4m−5p )
≤ C−km+1
and as above
‖Θ‖W 2∞(0,T ;W 4m−5∞ ) + ‖c¯
‖W 2∞(0,T ;W 4m−6∞ ) + ‖Θ‖W 2∞(0,T ;W 4m−6∞ ) ≤ C
−km+1 .
Repeating the same procedure step by step, we obtain
m∑
i=0
‖c¯‖
W i∞(0,T ;W
4(m−i)+3
p )
+ ‖c¯‖
W i∞(0,T ;W
4(m−i)+2
∞ )
+ ‖Θ‖
W i∞(0,T ;W
4(m−i)+3
p )
+ ‖Θ‖
W i∞(0,T ;W
4(m−i)+2
∞ )
≤ C−km+1 (3.63)
for some integer km+1 and some constant C > 0.
Now we use (3.54) and (3.55) for n = m+ 1 and repeat the same procedure as at the
39
beginning of inductive step. Instead of the induction hypothesis we consider (3.63).
Note that we even get estimates for ∂m+1t c¯
 and ∂m+1t Θ. Then it follows
m+1∑
i=0
‖c¯‖
W i∞(0,T ;W
4((m+1)−i)+1
p (Ω))
+ ‖c¯‖
W i∞(0,T ;W
4((m+1)−i)
∞ (Ω))
+ ‖Θ‖
W i∞(0,T ;W
4((m+1)−i)+1
p (Ω))
+ ‖Θ‖
W i∞(0,T ;W
4((m+1)−i)
∞ (Ω))
≤ C−km+1
for some integer km+1 and some constant C independent of . Thus Claim 3 follows.
Since ‖c¯‖L∞(Ω) ≤ ‖c¯A‖L∞(Ω) +‖c¯ − c¯A‖L∞(Ω) ≤ 32C0 for  small enough, we conclude
c = c¯ and u = u¯ by uniqueness of the solution to the Cahn-Larche´ system.
This shows the assertion of the theorem for c− cA. It remains to show the estimates
for u − uA and µ − µA. As in (3.39) there exists some number θ ∈ (0, 1) and a
constant C > 0 such that
‖u − uA‖Cm+1(ΩT ) ≤ C ‖u − uA‖
θ
L2(ΩT )
‖u − uA‖1−θWm+l+22 (ΩT )
≤ C ‖u − uA‖θL2(ΩT )
(
‖c‖Wm+l+12 (ΩT ) + ‖u

A‖Wm+l+22 (ΩT )
)1−θ
,
where we have used (3.42) in the second inequality. We can control the second and
the third term as above and the first term is smaller than Ck due to Theorem 3.1.1.
Choosing k large enough the assertion follows for u − uA. To estimate µ − µA we
use the equations for the chemical potential (3.2) and (3.20). Then we conclude
‖µ − µA‖Cm−2(ΩT ) ≤  ‖∆(c − cA)‖Cm−2(ΩT ) + −1 ‖f(c)− f(cA)‖Cm−2(ΩT )
+ ‖W,c(c − cA, E(u − uA))‖Cm−2(ΩT ) + ‖rA‖Cm−2(ΩT ) .
We already know that the first and the third term are smaller than 1
4
 for k in (3.24)
large enough and for all  > 0 small enough. We use the chain rule to estimate the
second term on the right-hand side. Then for every n ∈ N and α ∈ Nd such that
n+ |α| ≤ m− 2, it follows
‖∂nt ∂αx (f(c)− f(cA))‖C0(ΩT )
≤ C
[
max
i=1,...,n+|α|
∥∥f (i)(c)− f (i)(cA)∥∥C0(ΩT ) (‖cA‖n+|α|Cn+|α|(ΩT ) + 1)
+ max
i=1,...,n+|α|
∥∥f (i)(c)∥∥
C0(ΩT )
‖c − cA‖Cn+|α|(ΩT )
]
≤ C−K(m) ‖c − cA‖C0(ΩT ) + C ‖c − cA‖Cn+|α|(ΩT )
for some C = C(α, n) > 0 and since ‖c− cA‖Cm−2(ΩT ) ≤  < 1 and ‖c‖Cm−2(ΩT ) +
‖cA‖Cm−2(ΩT ) ≤ C−K(m) for some constant C > 0 and some integer K(m). Since we
even get ‖c − cA‖Cm−2(ΩT ) ≤ 3 and ‖c − cA‖C0(ΩT ) ≤ K(m)+2 for k in (3.24) large
enough, it holds
−1 ‖f(c)− f(cA)‖Cm−2(ΩT ) ≤
1
4

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for all  > 0 small enough. For the rest term rA we again apply an interpolation
estimate
‖rA‖Cm−2(ΩT ) ≤ C ‖rA‖
θ
L2(ΩT )
‖rA‖1−θWm+l−12 (ΩT ) ≤
1
4

for k in (3.24) large enough and for all  > 0 small enough and where we can estimate
‖rA‖Wm+l−12 (ΩT ) by (3.20) and by the estimates for c

A, µ

A, and u

A.
This shows the assertion of the theorem. 2
3.2 Asymptotic Expansion
In this section we use a matched asymptotic expansion as in [10] to construct a family
of approximate solutions {cA, µA,uA}0<≤1 satisfying (3.19)-(3.27).
For a good introduction to the method of matched asymptotic expansions we refer
to the books of Nayfeh [54], Kevorkian [43], and Kevorkian and Cole [44]. Away from
the interface Γ = {(x, t) : c(x, t) = 0} we use the original variables to determine
the expansion of the solutions (c, µ,u). This is called the outer expansion. Near
the interface Γ we expect that ∇d · ∇c ≈ C

for some constant C > 0 and where
d is the spatial signed distance function to the interface. Therefore we introduce
the new variable z = d
(x,t)

to describe the sharp change near the interface. This is
called the inner expansion. We also use a boundary-layer expansion to satisfy the
boundary conditions. By the so-called matching conditions we connect the inner
and outer expansion and the outer and boundary-layer expansion to obtain suitable
approximate solutions (cA, µ

A,u

A) for all  ∈ (0, 1].
We use the same convention as in [10], more precisely that means the notation
∑∞
i=0
is formal and should be understood only as a finite sum
∑K
i=0 plus an error term of
order O(K+1) where K is a large integer depending on the order of approximation
needed. Also the word “smooth” should be understood to mean that all the needed
derivatives exist and are continuous. Similarly, the phrase “for all natural integers”
should be understood to mean “for all integers needed”.
In the following we use the symmetry assumption Ciji′j′ = Cijj′i′ for all i, j, j′, i′ ∈
{1, . . . , d}. Therefore we obtain CA = CAT for all A ∈ Rd×d and in particular,
CE(u) = C∇u. For the sake of clarity in the asymptotic expansion we use C∇u
instead of CE(u).
3.2.1 Representation of the Interface
Assume that (c, µ,u) is a solution to (3.1)-(3.7) and that
Γ := {(x, t) ∈ ΩT : c(x, t) = 0} =
⋃
0<t<T
(Γt × {t})
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is a smooth hypersurface. Γ is called the interface. Let Q− be the interior of Γ

and Q+ := ΩT\ (Γ ∪Q+ ). Furthermore, let d(x, t) be the spatial signed distance
function to Γt such that d
 < 0 in Q− . Then d
 is a smooth function and |∇d| = 1
in a neighborhood of Γ, which depends on the curvature of Γ. Also we assume that
d has the expansion
d(x, t) =
∞∑
i=0
idi(x, t) ,
where d0 is defined in ΩT and d
i, i ≥ 1, is defined in a neighborhood of Γ. Since di
is independent of  for all i ≥ 0, the equation |∇d| = 1 is equivalent to
∇d0 · ∇dk =

1 if k = 0 ,
0 if k = 1 ,
−1
2
∑k−1
i=1 ∇di · ∇dk−i if k ≥ 2 ,
(3.64)
where all the equations are satisfied in a neighborhood of Γ. Then we can assume
that d0 is a spatial signed distance function, and we define
Γ0 =
{
(x, t) ∈ ΩT : d0(x, t) = 0
}
, (3.65)
Γ0(δ) =
{
(x, t) ∈ ΩT :
∣∣d0(x, t)∣∣ < δ} , (3.66)
Q+0 =
{
(x, t) ∈ ΩT : d0(x, t) > 0
}
, (3.67)
Q−0 =
{
(x, t) ∈ ΩT : d0(x, t) < 0
}
(3.68)
for some constant δ > 0.
Remark 3.2.1. Only to motivate the construction of the approximate solutions, we
need the assumptions that Γ is a smooth hypersurface and d has a series expansion.
But these assumptions are not necessary to show the convergence of the Cahn-Larche´
system (3.1)-(3.7) to the modified Hele-Shaw problem (3.8)-(3.14). More precisely,
in Theorem 3.1.2, 3.2.21, and 3.3.1 these assumptions do not occur. Moreover, the
assumption that for all  ∈ (0, 1] the solution (c, µ,u) has a series expansion near
the interface Γ, near the boundary ∂Ω, and away from the interface Γ and the
boundary ∂Ω (see Subsection 3.2.2, 3.2.3, and 3.2.5) is also not necessary for the
proof of the convergence.
3.2.2 Outer Expansion
We assume that Γ0 is known. Then so are d0, Q+0 and Q
−
0 . Also we assume that
away from the interface Γ the solution functions c and µ have the expansion
c(x, t) = c±0 (x, t) + c
±
1 (x, t) + 
2c±2 (x, t) + ... in Q
±
0 \Γ0
(
δ
2
)
,
µ(x, t) = µ±0 (x, t) + µ
±
1 (x, t) + 
2µ±2 (x, t) + ... in Q
±
0 \Γ0
(
δ
2
)
,
u(x, t) = u±0 (x, t) + u
±
1 (x, t) + 
2u±2 (x, t) + ... in Q
±
0 \Γ0
(
δ
2
)
,
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where c±i , µ
±
i and u
±
i are appropriate functions defined in Q
±
0 and δ > 0 is a fixed
constant independent of  which is to be determined later.
We substitute the expansion for (c, µ,u) into (3.1)-(3.4) and match the terms with
the same power of . We require for (x, t) ∈ Q±0
(c±k )t = ∆µ
±
k , (3.69)
c±k =
{ ±1 if k = 0
µ±k−1−fk−1(c±0 ,...,c±k−1)+E?:C(∇u±k−1−E?c±k−1)+∆c±k−2
f ′(c±0 )
if k ≥ 1 , (3.70)
div
(C∇u±k ) = div (CE?c±k ) , (3.71)
where c±−1 = 0 and f
i is defined such that
f(c0 + c1 + 
2c2 + . . .) = f(c0) + f
′(c0)
∞∑
i=1
ici +
∞∑
i=2
if i−1(c0, . . . , ci−1) .
We obtain this expression by a Taylor series expansion around the point c0. For
example, for f(c) = c3 − c we get
f(c0 + c1 + 
2c2 + . . .) = f(c0) + f
′(c0)
∞∑
i=1
ici + 3
(
c0 +
1
3
∞∑
i=1
ici
)( ∞∑
i=1
ici
)2
.
Therefore we set
2f 1(c0, c1) = 
23c0c
2
1 , 
3f 2(c0, c1, c2) = 
3
(
6c0c1c2 + c
3
1
)
,
and so on.
Remark 3.2.2. For the outer expansion let us mention the following points.
1. When k = 0 we only obtain f(c±0 ) = 0. But as in [10] we require c
±
0 = ±1 for
definiteness.
2. In order to construct an approximate solution we have required that all outer
expansion equations (3.69)-(3.71) are satisfied in Q±0 instead of Q
±
0 \Γ0(δ/2).
3. Because of (3.70) we can not require boundary conditions for c+k on ∂TΩ. To
avoid this problem, we use a boundary-layer expansion. For details see Subsec-
tion 3.2.5.
4. To determine µ±k and u
±
k uniquely, we need boundary conditions on ∂Ω and
Γ0. We obtain these conditions by the boundary-layer expansion and the inner
expansion, see Subsection 3.2.7 and 3.2.8.
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5. For the inner expansion it is necessary to define (c±k , µ
±
k ,u
±
k ) not only in the
domain Q±0 , but also in Γ
0(δ)\Q±0 . But it is sufficient to choose any smooth
extension of (c±k , µ
±,u±k ) from Q
±
0 to Q
±
0 ∪ Γ0(δ). For the extension of c±k
we can use equation (3.70). We can extend µ±k and u
±
k in the following way.
We use the ansatz µ±k =
∑K¯
i=0 (d
0(x, t))
i
C±k,i(S
0(x, t)) in Γ0(δ)\Q±0 for some
functions C±k,i where S
0 is the projection of x on Γ0t along the normal of Γ
0
t .
We determine the functions C±k,i such that all the normal derivatives of µ
± up
to order K¯ match from each side of Γ0t . Here K¯ is an integer depending on the
order of approximations needed. Because it is sufficient that µ± ∈ CK¯(Γ0(δ)),
this is an appropriate extension. We can extend u±k analogously.
In order to have bounded solutions in the inner expansion, we need the following
definitions
O±k (x, t) := (c
±
k )t −∆µ±k , O± :=
∞∑
i=0
iO±i in Q
±
0 ∪ Γ0(δ) ,
P±k (x, t) := div
(C∇u±k )− (CE?)∇c±k , P± := ∞∑
i=0
iP±i in Q
±
0 ∪ Γ0(δ) .
Due to the definition of (c±k , µ
±
k ,u
±
k ), it holds that P
±
k = 0 and O
±
k = 0 in Q
±
0 for all
k ≥ 0.
3.2.3 Inner Expansion
As above we assume that d0(x, t) is known. To understand the behavior of the solu-
tion (c, µ,u) near the interface Γ0t , we assume that in Γ
0(δ) the solution (c, µ,u)
has the expansion
c(x, t) = c˜
(
d(x, t)

, x, t
)
, c˜(z, x, t) =
∞∑
i=0
ici(z, x, t),
µ(x, t) = µ˜
(
d(x, t)

, x, t
)
, µ˜(z, x, t) =
∞∑
i=0
iµi(z, x, t),
u(x, t) = u˜
(
d(x, t)

, x, t
)
, u˜(z, x, t) =
∞∑
i=0
iui(z, x, t),
where c˜, µ˜, u˜, ci, µi and ui are appropriate functions defined in R× Γ0(δ).
To construct a solution in the whole domain ΩT , we require some matching conditions
for the inner and outer expansion. Since d
0(x,t)

→∞ as → 0 in Q+0 , we require the
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following inner-outer matching conditions as z →∞
Dmx D
n
tD
l
z
[
ck(±z, x, t)− c±k (x, t)
]
= O(e−αz) , (3.72)
Dmx D
n
tD
l
z
[
µk(±z, x, t)− µ±k (x, t)
]
= O(e−αz) , (3.73)
Dmx D
n
tD
l
z
[
uk(±z, x, t)− u±k (x, t)
]
= O(e−αz) (3.74)
for all (x, t) ∈ Γ0(δ) and all k,m, n, l ∈ {0, . . . , K¯} where K¯ > 0 depends of the
order of expansion. Here α > 0 is the same constant as in Lemma 2.6.1.
Remark 3.2.3. In Subsection 3.2.9 we glue together the outer and inner expansions.
Then it is necessary that the matching conditions holds for m,n, l ∈ {0, 1, 2} for
each order k. Since the equations for (c±k , c
k, µ±k , µ
k,u±k ,u
k) depend on space and
time derivatives and derivatives with respect to z of functions of lower order, it is
necessary and sufficient that m,n, l ∈ {0, . . . , K¯} where K¯ is a constant depending
on the order of expansion. To verify the matching conditions we consider the inner
expansion equations for (cj, µj,uj), which we obtain below, and then we use the results
of Section 2.6. One can even verify that the matching conditions are true for all
m,n, l ∈ N.
Since c = 0 on Γ, it is natural that we require in our construction
ck(0, x, t) = 0 ∀(x, t) ∈ Γ0(δ)
for all k ≥ 0.
As above we substitute the expansion of (c, µ,u) into (3.1), which yields
−1c˜zd

t + c˜

t = 
−2µ˜zz + 2
−1∇µ˜z · ∇d + −1µ˜z∆d + ∆µ˜,
into (3.2), which yields
µ˜ = −1 (f(c˜)− c˜zz)− c˜z∆d − 2∇c˜z · ∇d − ∆c˜
−−1E? : C (u˜z ⊗∇d)− E? : C (∇u˜ − E?c˜) ,
and into (3.3), which yields
−2 (C (u˜zz ⊗∇d))∇d + −1 (Ciji′j′ ∂j(u˜i′)z∂j′d)i=1,...,d
+ −1 (Ciji′j′ (u˜i′)z∂jj′d)i=1,...,d + −1 (C∇u˜z)∇d + (Ciji′j′ ∂jj′u˜i′)i=1,...,d
= −1c˜z (CE?)∇d + (CE?)∇c˜
for (z, x, t) ∈ S := {(z, x, t) ∈ R× Γ0(δ) : z = d(x, t)/}. We can consider these
equations as a system of ordinary differential equations for (ci, µi,ui) with indepen-
dent variable z ∈ R, whereas (x, t) are considered as parameters. Of course, it is
not clear that the solutions to these ordinary differential equations satisfy the inner-
outer matching conditions. Note that these equations have to be satisfied only on S.
So we can add any terms which vanishes on S to enforce the inner-outer matching
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conditions. We denote these terms by g, k, h, L, l, j and K. We will determine
them later. Additionally, let η(z) ∈ C∞(R) be an arbitrary fixed function satisfying
η(z) =
{
0 if z ≤ −1
1 if z ≥ 1 , η
′(z) ≥ 0 ∀z ∈ R, (3.75)
and
∫
R
(η(z)− 1
2
)θ′0(z) dz =
∫
R
zη′(z)θ′0(z) dz = 0, (3.76)
where θ0 is the unique solution to (2.22).
Remark 3.2.4. If θ′0 is axisymmetric, then we choose η such that η − 1/2 is point
symmetric and η′ is axisymmetric. So both equalities of (3.76) are fulfilled. This
holds for example for f(c) = c3 − c.
Furthermore, we set
η±N(z) = η(−N ± z), z ∈ R, (3.77)
where N > 0 is a constant to be determined.
From now we consider the following modified equations for (c˜, µ˜, u˜)
c˜zz − f(c˜) =− E? : C (u˜z ⊗∇d)
−  (µ˜ + ∆dc˜z + 2∇d · ∇c˜z + E? : C (∇u˜ − E?c˜))
− 2∆c˜ + gη′ (d − z) + kη′ (d − z) , (3.78)
µ˜zz =  (c˜

zd

t − 2∇µ˜z · ∇d − µ˜z∆d) + 2 (c˜t −∆µ˜)
+ (hη′′ + Lη′) (d − z)− 2 (O+η+N +O−η−N) , (3.79)
(C (u˜zz ⊗∇d))∇d =−  (Ciji′j′ ∂j(u˜i′)z∂j′d)i=1,...,d
−  (Ciji′j′ (u˜i′)z∂jj′d)i=1,...,d −  (C∇u˜z)∇d
+ c˜z (CE?)∇d − 2 (Ciji′j′ ∂jj′u˜i′)i=1,...,d
+ 2 (CE?)∇c˜ +M (lη′′ + Kη′) (d − z)
+ jη′′ (d − z) + 2 (P+η+N + P−η−N) (3.80)
for z ∈ R and (x, t) ∈ Γ0(δ) and
M(x, t) =
(Ciji′j′ ∂j′d0(x, t)∂jd0(x, t))di,i′=1 . (3.81)
We have added the terms 2(O+η+N + O
−η−N) and 
2(P+η+N + P
−η−N) to satisfy the
compatibility conditions for µi and ui. We will see more details in Subsection 3.2.4.
Remark 3.2.5. It remains to fix the constant N such that the terms 2(O+η+N +
O−η−N) and 
2(P+η+N +P
−η−N) do not affect the equations needed for µ˜
(d


, x, t) and
u˜(d


, x, t). For that we will see in Subsection 3.2.8 that we can determine d0 and d1
independent of 2(O+η+N +O
−η−N) and 
2(P+η+N +P
−η−N). So we can set
N :=
∥∥d1∥∥
C0(Γ0(δ))
+ 2 .
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The so-defined N satisfies the required property. This can be seen as follows. Assume
that
∣∣∣z − d0+d1 ∣∣∣ ≤ 1 and d0(x, t) ≥ 0 for (x, t) ∈ Γ0(δ). Therefore (x, t) ∈ Q+0 and
so O+(x, t) = 0 and P+(x, t) = 0. Furthermore, it holds
z ≥ d
0(x, t)

+ d1(x, t)− 1 ≥ d1(x, t)− 1 ≥ −N + 1 ,
and so η−N(z) = 0 by definition of η
−
N , that is, 
2(O+η+N +O
−η−N) = 0 and 
2(P+η+N +
P−η−N) = 0. Similarly, this holds when d
0(x, t) < 0 and
∣∣∣z − d0+d1 ∣∣∣ ≤ 1. In Subsec-
tion 3.2.9 we set z = dK / :=
∑K
i=0 
i−1di for some K ∈ N and so
∣∣∣dK − d0+d1 ∣∣∣ ≤ 1
for all  < 0, where 0 > 0 is small enough.
Moreover, we assume that for (x, t) ∈ Γ0(δ) the terms g, L, h, l, and K have
the expansion
g(x, t) =
∞∑
i=0
i+1gi(x, t), k(x, t) =
∞∑
i=0
iki(x, t),
L(x, t) =
∞∑
i=0
i+1Li(x, t), h(x, t) =
∞∑
i=0
ihi(x, t),
l(x, t) =
∞∑
i=0
ili(x, t), j(x, t) =
∞∑
i=0
iji(x, t),
K(x, t) =
∞∑
i=0
i+1Ki(x, t).
As for the outer expansion we substitute these expansions and the expansions for c˜,
µ˜, u˜, and d into (3.78)-(3.80) and match the terms with the same power of . Note
that C (u0zz ⊗∇d0)∇d0 = Mu0zz. We show that M is an invertible matrix. Let v 6= 0
be an arbitrary vector, then it holds for all (x, t) ∈ Γ0(δ)
v · (Mv) = (v⊗∇d0) : C (v⊗∇d0) ≥ c2 ∣∣v⊗∇d0∣∣2 > 0 ,
due to Lemma 2.2.1. So we get the following ordinary differential equations(
u0 − l0d0η)
zz
= 0(
uk − (lkd0 + l0dk) η)
zz
=Dk−1(z, x, t), k ≥ 1
}
z ∈ R, (x, t) ∈ Γ0(δ), (3.82)
c0zz − f(c0) =E0(z, x, t)
ckzz − f ′(c0)ck = (Ek + Ak−1)(z, x, t), k ≥ 1
}
z ∈ R, (x, t) ∈ Γ0(δ), (3.83)
(µ0 − h0d0η)zz = 0(
µk − (hkd0 + h0dk) η)
zz
=Bk−1(z, x, t), k ≥ 1
}
z ∈ R, (x, t) ∈ Γ0(δ), (3.84)
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where in R× Γ0(δ) D0, E0, A0, and B0 have the following form
D0 = M−1
[− (C (u0zz ⊗∇d1))∇d0 − (C (u0zz ⊗∇d0))∇d1
− (Ciji′j′ ∂j(u0i′)z∂j′d0)i=1,...,d − (Ciji′j′ (u0i′)z∂jj′d0)i=1,...,d
− (C∇u0z)∇d0 + c0z (CE?)∇d0 + (j1d0 + j0d1) η′′ − zj0η′′]
−zl0η′′ + K0d0η′ , (3.85)
E0 = −E? : C (u0z ⊗∇d0)+ k0d0η′ , (3.86)
A0 = −µ0 −∆d0c0z − 2∇d0 · ∇c0z − E? : C
(∇u0 − E?c0)
+g0d0η′ − zk0η′ , (3.87)
B0 = d0t c
0
z −∆d0µ0z − 2∇d0 · ∇µ0z − zh0η′′ + L0d0η′ , (3.88)
and where Ek for k ≥ 1 and Dk−1, Ak−1, Bk−1 for k ≥ 2 have the following form
Dk−1 = M−1
[− (C (u0zz ⊗∇dk))∇d0 − (C (u0zz ⊗∇d0))∇dk
− (C (uk−1zz ⊗∇d0))∇d1 − (C (uk−1zz ⊗∇d1))∇d0
− (C (u1zz ⊗∇dk−1))∇d0 − (C (u1zz ⊗∇d0))∇dk−1
− (C (u0zz ⊗∇d1))∇dk−1 − (C (u0zz ⊗∇dk−1))∇d1
− (Ciji′j′ ∂j(uk−1i′ )z∂j′d0)i=1,...,d − (Ciji′j′ ∂j(u0i′)z∂j′dk−1)i=1,...,d
− (Ciji′j′ (uk−1i′ )z∂jj′d0)i=1,...,d − (Ciji′j′ (u0i′)z∂jj′dk−1)i=1,...,d
− (C∇uk−1z )∇d0 − (C∇u0z)∇dk−1 + ck−1z (CE?)∇d0
+c0z (CE?)∇dk−1 +
(
jkd0 + jk−1d1 + j1dk−1 + j0dk
)
η′′ − zjk−1η′′]
+
(
lk−1d1 + l1dk−1
)
η′′ − zlk−1η′′ + (Kk−1d0 + K0dk−1) η′ +Dk−2, (3.89)
Ek = −E? : C (u0z ⊗∇dk + ukz ⊗∇d0)+ (kkd0 + k0dk) η′ , (3.90)
Ak−1 = −µk−1 − (∆d0ck−1z + ∆dk−1c0z)
−2 (∇d0 · ∇ck−1z +∇dk−1 · ∇c0z)+ fk−1(c0, . . . , ck−1)
−E? : C (u1z ⊗∇dk−1 + uk−1z ⊗∇d1)− E? : C (∇uk−1 − E?ck−1)
+
(
gk−1d0 + g0dk−1
)
η′ +
(
kk−1d1 + k1dk−1
)
η′ − zkk−1η′ +Ak−2, (3.91)
Bk−1 =
(
dk−1t c
0
z + d
0
t c
k−1
z
)− (∆d0µk−1z + ∆dk−1µ0z)
−2 (∇d0 · ∇µk−1z +∇dk−1 · ∇µ0z)+ (d1hk−1 + dk−1h1) η′′
−zhk−1η′′ + (Lk−1d0 + L0dk−1) η′ + Bk−2 . (3.92)
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Here Dk−2, Ak−2, and Bk−2 have the following form
Dk−2 = M−1
[
−
k−2∑
i,j=0
2≤i+j≤k
(C (uizz ⊗∇dj))∇dk−i−j
−
k−2∑
l=1
(Ciji′j′ ∂j(uli′)z∂j′dk−1−l)i=1,...,d
−
k−2∑
l=1
[(Ciji′j′ (uli′)z∂jj′dk−1−l)i=1,...,d + (C∇ulz)∇dk−1−l]
+
k−2∑
l=1
clz (CE?)∇dk−1−l +
k−2∑
l=2
jldk−lη′′
]
+
k−2∑
l=1
Kldk−1−lη′
+
k−2∑
l=2
lldk−lη′′ − zKk−2η′ −M−1 (Ciji′j′ ∂jj′uk−2i′ )i=1,...,d
+M−1
(
(CE?)∇ck−2)+M−1 (P+k−2η+N + P−k−2η−N) , (3.93)
Ak−2 =
k−2∑
i=1
(−∆dick−1−iz − 2∇di · ∇ck−1−iz + digk−1−iη′)
−
k−2∑
i=2
E? : C (uiz ⊗∇dk−i)+ k−2∑
i=2
kidk−iη′
−∆ck−2 − zgk−2η′, (3.94)
Bk−2 =
k−2∑
i=1
(−ditck−1−iz −∆diµk−1−iz − 2∇di · ∇µk−1−iz )
+
k−2∑
i=1
diLk−1−iη′ +
k−2∑
i=2
dihk−iη′′ − zLk−2η′
+
(
ck−2t −∆µk−2
)−O+k−2η+N −O−k−2η−N . (3.95)
Here we have used the conventions that if the upper limit of the summation is less
than the lower limit, then the summation is zero, that D−1 = A−1 = B−1 = 0, that
ak−1b1 + a1bk−1 = a1b1 when k = 2, and that ak−1b0c1 + a1b0ck−1 = a1b0c1 when
k = 2. We also use these conventions in the following.
Observe that Dk−1 depends on dk and jk. This would result in difficulties in the
construction of dk. To avoid this, we set
jk :=
{
0 if k = 0 ,(C (l0 ⊗∇dk))∇d0 + (C (l0 ⊗∇d0))∇dk if k ≥ 1 . (3.96)
Actually, we obtain in (3.82a) the equation
(
u0 − l0d0η)
zz
= M−1(j0d0η′′). But by
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the definition j0 = 0, equation ((3.82a) is valid. Since u0zz = d
0l0η′′, we obtain
D0 = M−1
[− (Ciji′j′ ∂j(u0i′)z∂j′d0)i=1,...,d − (Ciji′j′ (u0i′)z∂jj′d0)i=1,...,d
− (C∇u0z)∇d0 + c0z (CE?)∇d0]− zl0η′′ + K0d0η′ , (3.97)
and since uk−1zz = (d
k−1l0 + d0lk−1)η′′ +Dk−2 for k ≥ 2, we obtain for k ≥ 2
Dk−1 = M−1
[
− (Ciji′j′ ∂j(uk−1i′ )z∂j′d0)i=1,...,d − (Ciji′j′ ∂j(u0i′)z∂j′dk−1)i=1,...,d
− (Ciji′j′ (uk−1i′ )z∂jj′d0)i=1,...,d − (Ciji′j′ (u0i′)z∂jj′dk−1)i=1,...,d
− (C∇uk−1z )∇d0 − (C∇u0z)∇dk−1 + ck−1z (CE?)∇d0 + c0z (CE?)∇dk−1
−d0 (C (lk−1 ⊗∇d0))∇d1η′′ − d0 (C (lk−1 ⊗∇d1))∇d0η′′
−d0 (C (l1 ⊗∇dk−1))∇d0η′′ − d0 (C (l1 ⊗∇d0))∇dk−1η′′
−d0 (C (l0 ⊗∇d1))∇dk−1η′′ − d0 (C (l0 ⊗∇dk−1))∇d1η′′
−zjk−1η′′
]
+
(
lk−1d1 + l1dk−1
)
η′′ − zlk−1η′′ + (Kk−1d0 + K0dk−1) η′
−M−1 [(C (Dk−2 ⊗∇d0))∇d1 + (C (Dk−2 ⊗∇d1))∇d0]
−M−1 [(C (D0 ⊗∇dk−1))∇d0 + (C (D0 ⊗∇d0))∇dk−1]+Dk−2,(3.98)
where Dk−2 is defined as in (3.93).
To get bounded solutions we will see in the next subsection that it is necessary to
require Dk−1 = O(e−α|z|) and Bk−1 = O(e−α|z|). This is the reason why we add
2
(
O+η+N +O
−ηN
)
and 2
(
P+η+N + P
−η−N
)
to handle the terms ck−2t − ∆µk−2 and
−(Ciji′j′∂jj′uk−2i′ ) + (CE?)∇ck−2 in Bk−2 and Dk−2 (see Lemma 3.2.6 and 3.2.9).
3.2.4 Compatibility Conditions
In this part we study the compatibility conditions of the ordinary differential equa-
tions (3.82)-(3.84) in order to have bounded solutions. Additionally, we investigate
the behavior of the solutions as z → ±∞. It will come out that there exists bounded
solutions (ck, µk,uk) for every k ∈ N. All the assertions of this subsection can be
shown as in [10].
Lemma 3.2.6. Let Dk−1 and Dk−2 be defined as in (3.97), (3.98), and (3.93). Then
(3.82b) has a bounded solution for k = 1 in Γ0(δ) if and only if for all (x, t) ∈ Γ0(δ),
it holds
0 = − (Ciji′j′ [∂ju0i′] ∂j′d0)i=1,...,d − (Ciji′j′ [u0i′] ∂jj′d0)i=1,...,d
− (C [∇u0])∇d0 + [c0] (CE?)∇d0 +M l0 +MK0d0 , (3.99)
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and for k ≥ 2 it has a solution in Γ0(δ) if and only if for all (x, t) ∈ Γ0(δ), it holds
MD˜k−2 = − (Ciji′j′ [∂juk−1i′ ] ∂j′d0)i=1,...,d − (Ciji′j′ [∂ju0i′] ∂j′dk−1)i=1,...,d
− (Ciji′j′ [uk−1i′ ] ∂jj′d0)i=1,...,d − (Ciji′j′ [u0i′] ∂jj′dk−1)i=1,...,d
− (C [∇uk−1])∇d0 − (C [∇u0])∇dk−1 + [ck−1] (CE?)∇d0
+
[
c0
]
(CE?)∇dk−1 + jk−1 +M lk−1 +M (Kk−1d0 +K0dk−1) , (3.100)
where [.] = .|z=+∞z=−∞ and
D˜k−2(x, t) = −
∫
R
Dk−2(z, x, t) dz .
Furthermore, for k = 0 every bounded solution to (3.82a) has the form
u0(z, x, t) = u˜0(x, t) + l0(x, t)d0(x, t)
(
η(z)− 1
2
)
, (3.101)
and if (3.100) is satisfied, then for k ≥ 1 every solution to (3.82b) has the form
uk(z, x, t) = u˜k(x, t) +
(
lkd0 + l0dk
)
(x, t)
(
η(z)− 1
2
)
+ uk−1∗ (z, x, t) , (3.102)
where u˜k(x, t), k ≥ 0, is an arbitrary function and uk−1∗ (z, x, t) is a special solution
depending only on functions of order lower than k and is uniquely determined by the
normalization ∫
R
uk−1∗ (z, x, t)θ
′
0(z) dz = 0 ∀(x, t) ∈ Γ0(δ) . (3.103)
In addition, there exists some u±∗(k−1)(x, t) depending only on functions of order lower
than k such that
Dmx D
n
tD
l
z
(
uk−1∗ (±z, x, t)− u±∗(k−1)(x, t)
)
= O(e−αz) as z →∞ (3.104)
for all m,n, l ≥ 0 and for all (x, t) ∈ Γ0(δ) provided (ci, c±i ,ui,u±i ), i = 1, . . . , k − 1,
satisfy the matching conditions (3.72) and (3.74).
Proof: The first assertion of the lemma follows from Lemma 2.6.3 and the identities∫
R zη
′′ dz = − ∫R η′ dz = −1 and ∫R η′′ dz = 0 and the fact that all terms involving
the derivatives with respect to z tend to zero exponentially fast.
The second assertion of the lemma follows from the second assertion of Lemma 2.6.3,
the inner-outer matching conditions (3.72) and (3.74), and the definition of P±k−2
(therefore Dmx D
n
tD
l
zDk−2 = O(e−α|z|) as z → ±∞). 2
From now we set
kk(x, t) :=
{ E? : C (l0 ⊗∇d0) if k = 0 ,
E? : C ((lk ⊗∇d0)+ (l0 ⊗∇dk)) if k ≥ 1 (3.105)
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for all (x, t) ∈ Γ0(δ). By equation (3.101) and (3.102) it is not difficult to obtain for
all k ≥ 0
Ek(z, x, t) = −E? : C ((uk−1∗ )z ⊗∇d0) (3.106)
for all (z, x, t) ∈ R× Γ0(δ) and where u−1∗ = 0. In particular, it holds E0 = 0. Thus
c0(z, x, t) = θ0(z) is the unique solution to (3.83a) satisfying limz→∞ c0(±z) = ±1
and the initial condition c0(0, x, t) = 0.
Lemma 3.2.7. Let k ≥ 1 be any integer and Ek, Ak−1, and Ak−2 be defined as in
(3.106),(3.91), and (3.94). Then the system
ckzz(z, x, t)− f ′(θ0(z)) ck(z, x, t) = (Ek + Ak−1)(z, x, t) ∀z ∈ R,
ck(0, x, t) = 0, ck(., x, t) ∈ L∞(R) (3.107)
has a unique solution for k = 1 in Γ0(δ) if and only if
0 = −µ0 − σ∆d0 − E? : C (∇u0)+ η0g0d0 in Γ0(δ) , (3.108)
and it has a unique solution for k ≥ 2 in Γ0(δ) if and only if for all (x, t) ∈ Γ0(δ)
A˜k−2 = −µk−1 − σ∆dk−1 − E? : C∇uk−1 + η0
(
gk−1d0 + g0dk−1
)
+η0d
0E? : C (M−1 [(C (lk−1 ⊗∇d0))∇d1 + (C (lk−1 ⊗∇d1))∇d0
+
(C (l1 ⊗∇dk−1))∇d0 + (C (l1 ⊗∇d0))∇dk−1 + (C (l0 ⊗∇d1))∇dk−1
+
(C (l0 ⊗∇dk−1))∇d1]⊗∇d0 − l1 ⊗∇dk−1 − lk−1 ⊗∇d1) , (3.109)
where
µk−1(x, t) =
1
2
∫
R
µk−1(z, x, t)θ′0 (z) dz ,
σ =
1
2
∫
R
(θ′0 (z))
2
dz ,
uk−1(x, t) =
1
2
∫
R
uk−1(z, x, t)θ′0(z) dz ,
η0 =
1
2
∫
R
η′(z)θ′0 (z) dz ,
A˜k−2(x, t) = 1
2
∫
R
[
∆d0ck−1z + 2∇d0 · ∇ck−1z − fk−1(c0, . . . , ck−1)− E? : CE?ck−1
−Ak−2]θ′0 − [ck−1z E? : C ((CE?)∇d0 ⊗∇d0)− E? : C (Dk−2 ⊗∇d0)
+ E? : C (M−1 [(Ciji′j′∂j(uk−2∗,i′ )z∂j′d0)i=1,...,d + (Ciji′j′(uk−2∗,i′ )z∂jj′d0)i=1,...,d
+ (C∇(uk−2∗ )z)∇d0 +
(C (Dk−2 ⊗∇d0))∇d1
+
(C (Dk−2 ⊗∇d1))∇d0]⊗∇d0)+ E? : C (Dk−2 ⊗∇d1)] θ0 dz .
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In addition, if (3.108) for k = 1 or (3.109) for k ≥ 2 is satisfied and(
c0, c±0 , µ
0, µ±0 ,u
0,u±0
)
,. . . ,
(
ck−1, c±k−1, µ
k−1, µ±k−1,u
k−1,u±k−1
)
satisfy the matching
conditions (3.72)-(3.74), then the unique solution ck to (3.83b) satisfies the matching
condition (3.72) where c±k is defined by (3.70).
Remark 3.2.8. In the proof we verify that
∫
RD
0(z)θ0(z) dz = 0. Hence A˜0 is
independent of d1 for k = 2. Note that A˜k−2, k ≥ 2, also depends on ck−1. But later
we will see that ck−1 can be considered as a quantity only depending on functions of
lower order.
Proof: We prove the first assertion only for k ≥ 2. For k = 1 one can apply the
same techniques as in the case k ≥ 2. Due to Lemma 2.6.2 the system (3.107) has a
unique solution if and only if
0 =
1
2
∫
R
(
Ek(z, x, t) + Ak−1(z, x, t)
)
θ′0(z) dz
for all (x, t) ∈ Γ0(δ). Using the equation (3.106) and integration by parts yields
1
2
∫
R
Ek(z)θ′0(z) dz
=
1
2
∫
R
E? : C (Dk−1 ⊗∇d0) θ0 dz − 1
2
E? : C ((uk−1∗ )z ⊗∇d0) θ0∣∣z=+∞z=−∞
=
1
2
∫
R
E? : C (Dk−1(z)⊗∇d0) θ0(z) dz
since limz→±∞(uk−1∗ )z(z) = 0. For computing the right-hand side we use (3.98). It
holds for all k ≥ 1 ∫
R
uk−1z (z)θ0(z) dz =
∫
R
(uk−2∗ )z(z)θ0(z) dz ,
where we have used (3.102) and∫
R
η′(z)θ0(z) dz =
(
η − 1
2
)
θ0
∣∣z=+∞
z=−∞ −
∫
R
(
η(z)− 1
2
)
θ′0(z) dz = 0
due to (3.76). Furthermore, we apply the integrals∫
R
c0z(z)θ0(z) dz =
∫
R
θ′0(z)θ0(z) dz = 0,
∫
R
η′′(z)θ0(z) dz = −2η0 ,∫
R
zη′′(z)θ0(z) dz = 0,
∫
R
D0(z)θ0(z) dz = 0 ,
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where the third identity follows from integration by parts and (3.76) and where the
last identity follows from (3.97) and the identities above. Therefore we get
1
2
∫
R
Ek(z)θ′0(z) dz
= η0d
0E? : C (M−1 [(C (lk−1 ⊗∇d0))∇d1 + (C (lk−1 ⊗∇d1))∇d0
+
(C (l1 ⊗∇dk−1))∇d0 + (C (l1 ⊗∇d0))∇dk−1 + (C (l0 ⊗∇d1))∇dk−1
+
(C (l0 ⊗∇dk−1))∇d1]⊗∇d0)− η0E? : C ((lk−1d1 + l1dk−1)⊗∇d0)
+
1
2
∫
R
ck−1z θ0 dz E? : C
(
(CE?)∇d0 ⊗∇d0)+ 1
2
E? : C
(∫
R
Dk−2θ0 dz ⊗∇d0
)
−1
2
E? : C
∫
R
[
M−1
[
(Ciji′j′∂j(uk−2∗,i′ )z∂j′d0)i=1,...,d + (Ciji′j′(uk−2∗,i′ )z∂jj′d0)i=1,...,d
+(C∇(uk−2∗ )z)∇d0
]⊗∇d0] θ0(z) dz
−1
2
E? : C
(
M−1
∫
R
[(C (Dk−2 ⊗∇d0))∇d1
+
(C (Dk−2 ⊗∇d1))∇d0] θ0 dz ⊗∇d0) .
To compute the integral 1
2
∫
RA
k−1θ′0 dz, we use the identity (3.91). We apply the
definition (3.105) and the identity (3.102) to simplify Ak−1
−E? : C (u1z ⊗∇dk−1 + uk−1z ⊗∇d1)+ (kk−1d1 + k1dk−1) η′
= −E? : C ((u0∗)z ⊗∇dk−1 + (uk−2∗ )z ⊗∇d1)
−d0E? : C (l1 ⊗∇dk−1 + lk−1 ⊗∇d1) η′
+E? : C (d1lk−1 ⊗∇d0 + dk−1l1 ⊗∇d0) η′ .
As above we can show that
−
∫
R
E? : C ((u0∗)z ⊗∇dk−1 + (uk−2∗ )z ⊗∇d1) θ′0 dz = ∫
R
E? : C (Dk−2 ⊗∇d1) θ0 dz .
Hence we get by definition of σ and η0
1
2
∫
R
Ak−1(z)θ′0(z) dz
= −µk−1 − σ∆dk−1 − E? : C∇uk−1 − η0d0E? : C
(
l1 ⊗∇dk−1 + lk−1 ⊗∇d1)
+η0E? : C
((
lk−1d1 + l1dk−1
)⊗∇d0)+ η0 (gk−1d0 + g0dk−1)
+
1
2
∫
R
E? : C (Dk−2 ⊗∇d1) θ0 dz + 1
2
∫
R
(−∆d0ck−1z − 2∇d0 · ∇ck−1z
+fk−1(c0, . . . , ck−1) + E? : CE?ck−1 +Ak−2) θ′0 dz .
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This shows the first assertion for k ≥ 2.
For all k ≥ 1 the second assertion of the lemma follows from the second assertion of
Lemma 2.6.2 and
Ek(±z) + Ak−1(±z) = −µk−1(±z) + fk−1(c0(±z), . . . , ck−1(±z))
−E∗ : C (∇uk−1(±z)− E∗ck−1(±z))
+Ak−2(±z) +O(e−αz)
→ −µ±k−1 + fk−1(c±0 , . . . , c±k−1)
−E∗ : C (∇u±k−1 − E∗c±k−1)−∆c±k−2 ,
as z →∞, since all the terms involving the derivatives with respect to z tend to zero
exponentially fast and
cj(±z) = c±j +O(e−αz), µj(±z) = µ±j +O(e−αz), uj(±z) = u±j +O(e−αz),
as z →∞ and for all j ∈ {0, . . . , k − 1}. Using the outer expansion (3.70) completes
the proof. 2
Lemma 3.2.9. Let Bk−1 and Bk−2 be defined as in (3.92) and (3.95). Then, for
k ≥ 1, the ordinary differential equation (3.84b) has a bounded solution if and only
if for all (x, t) ∈ Γ0(δ)
dk−1t −
1
2
(
∆d0
[
µk−1
]
+ ∆dk−1
[
µ0
])−∇d0 · [∇µk−1]
−∇dk−1 · [∇µ0]+ 1
2
hk−1 +
1
2
(
d0Lk−1 + dk−1L0
)
= B˜k−2 , (3.110)
where [.] = . |z=+∞z=−∞ and
B˜k−2(x, t) = −1
2
d0t (x, t)
[
ck−1(x, t)
]− 1
2
∫
R
Bk−2(z, x, t) dz
if k ≥ 2 and B˜−1 = 0. In addition, every bounded solution to (3.84a) can be written
as
µ0(z, x, t) = µ˜0(x, t) + d0(x, t)h0(x, t) (η(z)− 1/2) , (3.111)
and if (3.110) is satisfied, then every solution to (3.84b) can be written as
µk(z, x, t) = µ˜k(x, t) +
(
d0hk + dkh0
)
(x, t) (η(z)− 1/2) + µk−1∗ (z, x, t) , (3.112)
where µ˜k(x, t) is an arbitrary function and µk−1∗ (z, x, t) is a special solution depending
only on (c±i , c
i, µ±i , µ
i, di, hi, gi) for i ≤ k − 1 and is uniquely determined by the
normalization ∫
R
µk−1∗ (z, x, t)θ
′
0 (z) dz = 0 ∀(x, t) ∈ Γ0(δ) . (3.113)
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Furthermore, there exists some µ±∗(k−1) depending only on (c
±
i , c
i, µ±i , µ
i, di, hi, gi) for
i ≤ k − 1 such that
Dmx D
n
tD
l
z
[
µk−1∗ (±z, x, t)− µ±∗(k−1)(x, t)
]
= O(e−αz) as z →∞
for all m,n, l ≥ 0 and for all (x, t) ∈ Γ0(δ), provided (ci, c±i , µi, µ±i ), i = 1, . . . , k− 1,
satisfy the matching conditions (3.72) and (3.73).
Proof: The first assertion of the lemma follows from Lemma 2.6.3 and the identities∫
R θ
′
0 dz = 2,
∫
R η
′′ dz = 0, and
∫
R zη
′′ dz = − ∫R η′ dz = −1.
The second assertion follows from the second assertion of Lemma 2.6.3, the inner-
outer matching conditions (3.72) and (3.73), and the definition of O±k−2 (therefore
Dmx D
n
tD
l
zBk−2 = O(e−α|z|) as z → ±∞). 2
3.2.5 Boundary-Layer Expansion
Let dB(x) be the signed distance function from x to ∂Ω where dB < 0 in Ω and
SB :
{
x ∈ Rd : |dB| ≤ δ
} → ∂Ω the projection of x to ∂Ω along the normal of ∂Ω.
Furthermore, we define ∂TΩ(δ) = {(x, t) ∈ ΩT : −δ < dB(x) < 0}.
As for the inner expansion we assume that near the boundary ∂TΩ the solutions
(c, µ,u) have for every  ∈ (0, 1] the expansion
c(x, t) = cB
(
dB(x, t)

, x, t
)
, cB(z, x, t) = 1 +
∞∑
i=1
iciB(z, x, t),
µ(x, t) = µB
(
dB(x, t)

, x, t
)
, µB(z, x, t) =
∞∑
i=0
iµiB(z, x, t),
u(x, t) = uB
(
dB(x, t)

, x, t
)
, uB(z, x, t) =
∞∑
i=0
iuiB(z, x, t),
where (x, t) ∈ ∂TΩ(δ) and z ∈ (−∞, 0].
To match the boundary-layer and outer expansion, we require as z → −∞
Dmx D
n
tD
l
z
[
ckB(z, x, t)− c+k (x, t)
]
= O(eαz) , (3.114)
Dmx D
n
tD
l
z
[
µkB(z, x, t)− µ+k (x, t)
]
= O(eαz) , (3.115)
Dmx D
n
tD
l
z
[
ukB(z, x, t)− u+k (x, t)
]
= O(eαz) (3.116)
for all (x, t) ∈ ∂TΩ(δ) and all k,m, n, l ∈
{
0, . . . , K¯
}
where K¯ depends on the order
of the expansion.
Similarly to the inner expansion, we define MB(x) = (Ciji′j′ ∂jdB(x) ∂j′dB(x))di,i′=1
where an analogous proof shows the invertibility of MB. Since ∂Ω is known, we do
not require a series expansion for dB. Also note that dB is time independent. We
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substitute the expansion of (c, µ,u) into (3.1)-(3.3). Then a calculation similar to
the inner expansion gives us
ukB,zz(z, x, t) = A
k−1
B (z, x, t), k ≥ 0 , (3.117)
ckB,zz(z, x, t)− f ′(1)ckB(z, x, t) = Bk−1B (z, x, t), k ≥ 1 , (3.118)
µkB,zz(z, x, t) = C
k−1
B (z, x, t), k ≥ 0 (3.119)
for all (x, t) ∈ ∂TΩ(δ) and z ∈ (−∞, 0) where
Ak−1B = M
−1
B
[−(Ciji′j′∂j(uk−1B,i′ )z∂j′dB)i=1,...,d − (Ciji′j′(uk−1B,i′ )z∂jj′dB)i=1,...,d
−(C : ∇uk−1B,z )∇dB − div
(C : ∇uk−2B )
+ck−1B,z (C : E?)∇dB + (C : E?)∇ck−2B
]
, (3.120)
Bk−1B = −E? : C(ukB,z ⊗∇dB)− E? : C(∇uk−1B − E?ck−1B )− µk−1B
+fk−1(c0B, . . . , c
k−1
B )− 2∇dB · ∇ck−1B,z −∆dBck−1B,z −∆ck−2B , (3.121)
Ck−1B = −∆dBµk−1B,z − 2∇dB · ∇µk−1B,z −∆µk−2B + ck−2B,t , (3.122)
where we have assumed that u−2B = u
−1
B = c
−2
B = c
−1
B = µ
−2
B = µ
−1
B = 0 and c
0
B = 1.
Remark 3.2.10. Due to equation (3.129) in Lemma 3.2.12 below, we will see that
Bk−1B is independent of functions of order k. More precisely, we get the identity
ukB,z =
∫ z
−∞A
k−1
B (y) dy. So it is possible to construct c
k
B by functions of order lower
than k.
Since ∇dB is the unit outer normal to ∂Ω, we obtain ∂∂n
∣∣
∂Ω
= −1 ∂
∂z
+ ∇dB · ∇.
Also observe that cB
(
dB(x)

, x, t
)
= cB(0, x, t) for all (x, t) ∈ ∂TΩ (analogously for µB
and uB). Therefore to satisfy the boundary conditions on ∂TΩ, we require
ukB(0, x, t) = 0 ∀(x, t) ∈ ∂TΩ, k ≥ 0, (3.123)
ckB,z(0, x, t) = −∇dB · ∇ck−1B (0, SB(x), t) ∀(x, t) ∈ ∂TΩ(δ), k ≥ 1, (3.124)
µkB,z(0, x, t) = −∇dB · ∇µk−1B (0, x, t) ∀(x, t) ∈ ∂TΩ, k ≥ 0 . (3.125)
Remark 3.2.11. The boundary condition (3.124) is necessary only for x ∈ ∂TΩ.
We use the same boundary condition as in [10]. The boundary condition (3.124) has
the advantage that we obtain a unique smooth solution in (x, t) and if for all k =
0, . . . , j−1, ∂
∂n
c+k
∣∣
∂TΩ
= 0 and ckB(z, x, t), µ
k
B(z, x, t), and u
k
B(z, x, t) are independent
of z (therefore Aj−1(z, x, t) is independent of z), then so is cjB(z, x, t). For µ
j
B and
ujB we do not require uniqueness since we specify µ
j
B and u
j
B directly.
Now let us show that the ordinary differential equations (3.117)-(3.119) with initial
values (3.123)-(3.125) have bounded solutions. For convenience we define F−1 =
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G−2 = G−1 = 0 and
Fk(x, t) = −
∫ 0
−∞
∫ z
−∞
AkB(w, x, t) dw dz , (3.126)
Gk(x, t) = (∆dB(x) +∇dB(x) · ∇)
∫ 0
−∞
∫ z
−∞
CkB(w, x, t) dw dz
+
∫ 0
−∞
(∆µkB − ckB,t)(z, x, t) dz (3.127)
for all k ≥ 0 and (x, t) ∈ ∂TΩ(δ).
Lemma 3.2.12. Let j ≥ 0 be any integer. Assume that for all i = 0, . . . , j − 1,
the functions c+i ,u
+
i , c
i
B,u
i
B are known, smooth, and satisfy the matching conditions
(3.114) and (3.116) and the outer-expansion (3.71). Let Fj−1 be defined as in (3.126)
and assume that u+j satisfies the boundary condition
u+j (x, t) = F
j−1(x, t) ∀(x, t) ∈ ∂TΩ . (3.128)
Also assume that u−2B = u
−1
B = c
−2
B = c
−1
B = 0, and u
i
B, i = 0, . . . , j − 1, are defined
by
uiB(z, x, t) = u
+
i (x, t) +
∫ z
−∞
∫ y
−∞
Ai−1B (w, x, t) dw dy (3.129)
for all z ∈ (−∞, 0] and (x, t) ∈ ∂TΩ(δ), and where Ai−1B is defined as in (3.120).
Then for known smooth u+j the function u
j
B defined by (3.129) (with i = j) satisfies
for k = j the boundary-expansion equation (3.117), the boundary condition (3.123),
and the matching condition (3.116).
Proof: First let us show that Fj−1 and uiB, i = 0, . . . , j, are well-defined and
smooth. Since (c+i ,u
+
i , c
i
B,u
i
B) satisfy the matching conditions (3.114) and (3.116)
and the outer-expansion equation (3.71) for i = 0, . . . , j − 1, we obtain∣∣div (C : ∇uiB)− (C : E?)∇ciB∣∣ ≤ Ceαz ∀z ∈ (−∞, 0], ∀(x, t) ∈ ∂TΩ(δ) ,
and therefore one concludes by definition of AiB and the fact that all terms involving
the derivatives with respect to z tend to zero exponentially fast∣∣AiB∣∣ ≤ Ceαz ∀z ∈ (−∞, 0], ∀(x, t) ∈ ∂TΩ(δ)
for i = 0, . . . , j − 1 and some C > 0. Therefore the integrals defining Fj−1 and uiB,
i = 0, . . . , j, are well-defined and smooth. The same arguments as above and the def-
inition of ujB yield the matching condition (3.116) for k = j. By an easy calculation
we obtain (3.117) for k = j. Finally, the boundary condition (3.123) immediately
follows from the condition (3.128) and the definition of Fj−1 in (3.126). 2
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Remark 3.2.13. Since A−1B = 0, it follows u
0
B(z, x, t) = u
+
0 (x, t) for all (x, t) ∈
∂TΩ(δ) and therefore it holds u
1
B(z, x, t) = u
+
1 (x, t) for all (x, t) ∈ ∂TΩ(δ) since
c0B(z, x, t) = 1.
Lemma 3.2.14. Let j ≥ 1 be any integer. Assume that for all i = 0, . . . , j −
1, the functions c+i , µ
+
i , c
i
B, µ
i
B,u
+
i ,u
i
B are known, smooth, and satisfy the matching
conditions (3.114)-(3.116). Then for k = j, the boundary-layer expansion equation
(3.118) subject to the boundary condition (3.124) has a unique bounded solution cjB for
z ∈ (−∞, 0] and all (x, t) ∈ ∂TΩ(δ). In addition, the solution satisfies the matching
condition (3.114) where c+j is defined by (3.70).
Proof: We can write the boundary-layer expansion equation (3.118) subject to the
boundary condition (3.124) in the form
x′(z) = Ax(z) + g(z)
with initial value
x(0) = x0 ,
where x1(z) = c
j
B(z), x2(z) = x
′
1(z), A =
(
0 1
f ′(1) 0
)
, g(z) =
(
0
Bj−1B (z)
)
, and x0 =( c0
−∇dB ·ck−1B (0)
)
(c0 is an arbitrary constant). An easy calculation gives us that ±
√
f ′(1)
are the eigenvalues of A. Let T ∈ R2×2 be the transformation matrix such that
D :=
(−√f ′(1) 0
0
√
f ′(1)
)
= T−1AT .
By setting w(z) = T−1x(z) we obtain
w′(z) = Dw(z) + h(z) (3.130)
with initial value
w(0) = w0 ,
where h = T−1g and w0 = T−1x0. Then the ordinary differential equation (3.130)
has the general solution
w(z) = c1e
−
√
f ′(1)ze1 + c2e
√
f ′(1)ze2
+
∫ z
0
diag(e−
√
f ′(1)(z−s), e
√
f ′(1)(z−s))h(s) ds ,
where e1 and e2 are the standard unit vectors and c1, c2 ∈ R any constants. Since
h(s) is bounded for z ∈ (−∞, 0], it is not difficult to verify that the solution w is
bounded for z ∈ (−∞, 0] if and only if
c1 = −
∫ −∞
0
e
√
f ′(1)sh1(s) ds .
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To prove uniqueness of the bounded solution, we consider the initial value
c1e1 + c2e2 = w(0) = w0 = T
−1 (c0e1 + (−∇dB · ck−1B (0))e2) .
Hence c0 and c2 are uniquely determined by the equations
c0 =
1
e1 · (T−1e1)
(
c1 +
(∇dB · ck−1B (0)) e1 · (T−1e2)) ,
c2 = c0e2 · (T−1e1)−
(∇dB · ck−1B (0)) e2 · (T−1e2) .
Here the first equation is well-defined since e1 · (T−1e1) 6= 0. This can be seen as
follows
e1 · (T−1e1) = −e1 · (DT
−1e1)√
f ′(1)
= −e1 · (T
−1Ae1)√
f ′(1)
= −
√
f ′(1) e1 · (T−1e2) .
Since T is invertible it is not possible that e1 · (T−1e1) = e1 · (T−1e2) = 0. It remains
to verify the matching condition (3.116). First we consider w(z). Assume that there
exists some vector h−∞ ∈ R2 such that ‖h(z)− h−∞‖ ≤ Ceαz for z ∈ (−∞, 0] and
some C > 0 and α ∈ (0,√f ′(1)) where c1 is given as above. Here ‖.‖ denotes the
Euclidean norm of the vector space R2. We show that∥∥∥w(z)− diag(1/√f ′(1),−1/√f ′(1)) h−∞∥∥∥ ≤ Ceαz (3.131)
for all z ∈ (−∞, 0]. Since limz→−∞ e
√
f ′(1)z = 0, we get
1√
f ′(1)
= e−
√
f ′(1)z
∫ z
−∞
e
√
f ′(1)s ds ,
1
−√f ′(1) = e
√
f ′(1)z
∫ z
0
e−
√
f ′(1)s ds− e
√
f ′(1)z√
f ′(1)
.
Using these two equations and the expressions for w and c1, we obtain∥∥∥w(z)− diag(1/√f ′(1),−1/√f ′(1)) h−∞∥∥∥
≤ ‖c2e2‖ e
√
f ′(1)z +
∥∥∥∥e−√f ′(1)z ∫ z−∞ e
√
f ′(1)s(h1(s)− h−∞,1) ds e1
∥∥∥∥
+
∥∥∥∥e√f ′(1)z ∫ z
0
e−
√
f ′(1)s(h2(s)− h−∞,2) ds e2
∥∥∥∥+
∥∥∥∥∥ h−∞,2√f ′(1) e2
∥∥∥∥∥ e√f ′(1)z. (3.132)
A similar calculation as above gives us∥∥∥∥e−√f ′(1)z ∫ z−∞ e
√
f ′(1)s(h1(s)− h−∞,1) ds e1
∥∥∥∥
≤ Ce−
√
f ′(1)z
∫ z
−∞
e
√
f ′(1)seαs ds =
C√
f ′(1) + α
eαz
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and ∥∥∥∥e√f ′(1)z ∫ z
0
e−
√
f ′(1)s(h2(s)− h−∞,2) ds e2
∥∥∥∥
≤ Ce
√
f ′(1)z
∫ 0
z
e−
√
f ′(1)seαs ds =
C√
f ′(1)− α
(
eαz − e
√
f ′(1)z
)
.
By using these estimates, inequality (3.131) follows from (3.132).
Now we come back to cjB(z). Since (c
+
i , µ
+
i , c
i
B, µ
i
B,u
+
i ,u
i
B), i = 0, . . . , j − 1, satisfy
the matching conditions (3.114)-(3.116) and due to the definition of c+j , it follows∣∣∣∣∣Bj−1B (z)−f ′(1) − c+j
∣∣∣∣∣ ≤ Ceαz
for some constant C > 0. Since A−1 = 1/f ′(1)
(
0 1
f ′(1) 0
)
, the equation
Bj−1B (z)
−f ′(1) e1 = −A
−1Th(z)
follows due to the definition of g and h. Altogether, we obtain
‖h(z)− h−∞‖ ≤ Ceαz
with h−∞ = −c+j T−1Ae1 and some C > 0. Due to 1/
√
f ′(1)
(
1 0
0 −1
)
= −D−1 an easy
calculation gives us 1/
√
f ′(1))
(
1 0
0 −1
)
= −T−1A−1T . Because of this, we can prove
the matching condition (3.116) as follows∣∣cjB(z)− c+j ∣∣ ≤ ∥∥x(z)− c+j e1∥∥ = ∥∥T (w(z) + T−1A−1Th−∞)∥∥
=
∥∥∥T (w(z)− diag(1/√f ′(1),−1/√f ′(1)) h−∞)∥∥∥
≤ Ceαz
for some C > 0 and where we have used (3.131). The assertion for higher derivatives
with respect to x, t, and z can be proved in the same way. 2
Lemma 3.2.15. Let j ≥ 0 be any integer. Assume that for all i = 0, . . . , j − 1,
the functions c+i , µ
+
i , c
i
B, µ
i
B are known, smooth, and satisfy the matching conditions
(3.114) and (3.115) and the outer-expansion equation (3.69). Let Gj−1 be defined as
in (3.127) and assume that µ+j−1 satisfies the boundary condition
∂
∂n
µ+j−1(x, t) = G
j−2(x, t) ∀(x, t) ∈ ∂TΩ . (3.133)
Also assume that µ−2B = µ
−1
B = c
−2
B = c
−1
B = 0 and µ
i
B, i = 0, . . . , j− 1, are defined by
µiB(z, x, t) = µ
+
i (x, t) +
∫ z
−∞
∫ y
−∞
Ci−1B (w, x, t) dw dy (3.134)
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for all z ∈ (−∞, 0] and (x, t) ∈ ∂TΩ(δ) and where Ci−1B is defined as in (3.122).
Then for known smooth µ+j the function µ
j
B defined by (3.134) (with i = j) satisfies
for k = j the boundary-expansion equation (3.119), the boundary condition (3.125),
and the matching condition (3.115).
Proof: We can show that Gj−2 and µi, i = 0, . . . , j, are well-defined and that µjB
and µ+j satisfy the matching condition (3.115) in the same way as in the proof of
Lemma 3.2.12. By direct calculation (3.119) immediately follows. Hence it remains
to prove the boundary condition (3.125). We use the definition of µjB to get
µjB,z(0, x, t) =
∫ 0
−∞
Cj−1B (z, x, t) dz
= −∆dB µk−1B
∣∣z=0
z=−∞ − 2∇dB · ∇ µk−1B
∣∣z=0
z=−∞ −
∫ 0
−∞
∆µk−2B − ck−2B,t dz
= −∆dBµk−1B (0)− 2∇dB · ∇µk−1B (0) + ∆dBµ+k−1 + 2∇dB · ∇µ+k−1
−
∫ 0
−∞
∆µk−2B − ck−2B,t dz (3.135)
since limz→−∞ µ
j−1
B (z, x, t) = µ
+
j−1(x, t). Equation (3.134) for i = j − 1 gives us
µj−1B (0, x, t)− µ+j−1(x, t) =
∫ 0
−∞
∫ y
−∞
Cj−2B (w, x, t) dw dy .
Substituting this relation into (3.135) and using the boundary condition (3.133), we
get
µjB,z(0) +∇dB · ∇µj−1B (0) = −Gj−2 +∇dB · ∇µ+j−1 = 0 ,
where the last equation follows from (3.133). 2
Note that for the required boundary conditions (3.128) and (3.133), we only need
functions of lower order. Provided the functions of lower order are known, we have
given boundary conditions for µ+k and u
+
k .
3.2.6 Basic Steps for Solving Expansions of each Order
As in [10] we define the unknown functions
Vj ≡ (c±j , cj, cjB, µ±j , µj, µjB,u±j ,uj,ujB, dj, gj, Lj, hj, lj,Kj)
for each j ≥ 0 recursively. We call Vj the jth order expansion.
We assume that V i are known for i = 0, . . . , j−1, and the corresponding outer, inner,
and boundary-layer expansion equations, the inner-outer matching conditions, and
the outer-boundary matching conditions are satisfied for i = 0, . . . , j − 1. Moreover,
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we assume that the compatibility conditions (3.99) if j = 1 or (3.100) if j > 1, (3.108)
if j = 1 or (3.109) if j > 1, and (3.110) are satisfied for k = j. In the following we
derive the equations for Vj. As in [10] we first construct (cj, c±j , cjB). Then we con-
tinue with (uj,u±j ,u
j
B) and (µ
j, µ±j , µ
j
B) and finally, we show how to find d
j. More
precisely, we carry out the following steps:
Step 1: After determining uj−1∗ by the known quantities V i, i ≤ j − 1, we can
determine (cj, c±j , c
j
B). Therefore we can consider (c
j, c±j , c
j
B) as known quantities de-
pending only on V i, i ≤ j − 1.
For Steps 2-9 we assume that dj is known.
Step 2: We obtain uj by equation (3.102).
Step 3: By the matching condition (3.74), we determine u˜j and lj in Γ0(δ).
Step 4: The compatibility condition (3.99) if j = 0 or (3.100) if j > 0 for k = j + 1
yields the boundary condition for u±j on Γ
0.
Step 5: The outer expansion (3.71), the boundary condition (3.128), and Step 3 and
4 give us an elliptic boundary problem for u±j . So we can determine u
±
j uniquely.
Step 6: By solving the compatibility condition (3.108) if j = 0 or (3.109) if j > 0
for k = j + 1 on Γ0, we can determine µj on Γ0.
Step 7: We obtain µ˜j = µj in Γ0(δ). Then by equation (3.112), µj is uniquely
determined on Γ0.
Step 8: The matching condition yields the boundary condition for µ±j on Γ
0. To-
gether with the boundary condition (3.133) on ∂TΩ and the outer expansion (3.69),
we can determine µ±j uniquely.
Step 9: Again the matching condition and equation (3.112) prescribe how to define
µ˜j and hj in Γ0(δ). Therefore µj is uniquely determined. It is not difficult to see
that the identity for µj on Γ0 in Step 6 is satisfied.
The following step determines dj.
Step 10: By the compatibility condition (3.110), we obtain an evolution equation
for dj on Γ0. For j = 0 we require that d0 is a signed spatial distance function and
for j ≥ 1 we require (3.64). Now we have a system of equations which determine
(u±j , µ
±
j , d
j) uniquely.
Step 11: Note that the compatibility conditions (3.99) if j = 0 or (3.100) if j > 0,
(3.108) if j = 0 or (3.109) if j > 0, and (3.110) are satisfied on Γ0 only. We are able
to determine gj, Lj, and Kj such that these compatibility conditions are satisfied in
Γ0(δ).
Step 12: Finally, by (3.129) and (3.134) we get ujB and µ
j
B. This completes the
construction of Vj.
After motivating the construction of Vj in the Steps 1-12, we verify that Vj sat-
isfies all the corresponding outer, inner, and boundary-layer expansion equations,
the inner-outer matching conditions, and the outer-boundary matching conditions
for k = j. In addition, we show that the compatibility conditions (3.99) if j = 0 or
(3.100) if j > 0, (3.108) if j = 0 or (3.109) if j > 0, and (3.110) are also satisfied for
k = j + 1.
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In the next two subsections we carry out Steps 1-12 in detail.
3.2.7 The Zero-th Order Expansion
In this subsection we solve for V0.
Step 1: We already know the leading order term of the outer and boundary-layer
expansion for c. Since E0 = 0 we also know the inner expansion. More precisely,
it means that c±0 (x, t) = ±1 for (x, t) ∈ Q±0 ∪ Γ0(δ), c0B(z, x, t) = 1 for (z, x, t) ∈
(−∞, 0]× ∂TΩ(δ), and c0(z, x, t) = θ0(z) for (z, x, t) ∈ R× Γ0(δ).
Now we assume that Γ0 and therefore d0 are known. We obtain the construction of
d0 below.
Step 2: Since the compatibility condition is satisfied for (3.82a), equation (3.101)
yields
u0(z, x, t) = u˜0(x, t) + d0(x, t)l0(x, t) (η(z)− 1/2) ∀(x, t) ∈ Γ0(δ) , (3.136)
where we define u˜0 and l0 later.
Step 3: From equation (3.136) we get the condition
lim
z→∞
u0(±z, x, t) = u˜0(x, t)± 1
2
d0(x, t)l0(x, t) ∀(x, t) ∈ Γ0(δ) .
In order to satisfy the matching condition on Γ0 (note that d0 = 0 on Γ0), we get the
condition
u+0 (x, t) = lim
z→∞
u0(z, x, t) = u˜0(x, t) = lim
z→∞
u0(−z, x, t) = u−0 (x, t) ∀(x, t) ∈ Γ0 .
To satisfy the matching condition in Γ0(δ)\Γ0, it is necessary and sufficient to define
u˜0(x, t) :=
1
2
(
u+0 (x, t) + u
−
0 (x, t)
) ∀(x, t) ∈ Γ0(δ) ,
l0(x, t) :=
1
d0(x, t)
(
u+0 (x, t)− u−0 (x, t)
) ∀(x, t) ∈ Γ0(δ)\Γ0 . (3.137)
The natural way to define l0 on Γ0 is
l0
∣∣
Γ0
:= ∇ (u+0 (x, t)− u−0 (x, t)) · ∇d0 = ∂∂ν (u+0 (x, t)− u−0 (x, t)) , (3.138)
where ∇d0 = ν is the unit outward normal of Γ0t .
Step 4: We consider the compatibility condition (3.99) on Γ0 for k = 1. One gets
0 = − (Ciji′j′ (∂j(u+0 )i′ − ∂j(u−0 )i′) ∂j′d0)i=1,...,d − (C (∇u+0 −∇u−0 ))∇d0
+2 (CE?)∇d0 +M (∂νu+0 − ∂νu−0 ) , (3.139)
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where we have used the definition of l0 on Γ0 and [u0] = 0 on Γ0. We can simplify this
equation for (x, t) ∈ Γ0. Let {τ1, . . . , τd−1} be an orthonormal basis of the tangent
space of Γ0t . Then it holds for all u ∈ C1(Ω;Rd)
∇u = (∂νu⊗ ν) +
d−1∑
i=1
(∂τiu⊗ τi). (3.140)
Since u+0 = u
−
0 on Γ
0, we obtain
(
∂τiu
+
0 ⊗ τi
) − (∂τiu−0 ⊗ τi) = 0 on Γ0 for all
i = 1, . . . , d− 1, and therefore we have
∇u+0 −∇u−0 =
(
∂νu
+
0 ⊗ ν
)− (∂νu−0 ⊗ ν) on Γ0. (3.141)
Using this property, we obtain on Γ0(Ciji′j′ (∂j(u+0 )i′ − ∂j(u−0 )i′) ∂j′d0)i=1,...,d
=
(
Ciji′j′
((
∂νu
+
0 ⊗ ν
)
i′j −
(
∂νu
−
0 ⊗ ν
)
i′j
)
∂j′d
0
)
i=1,...,d
=
(Ciji′j′ (∂ν(u+0 )i′ − ∂ν(u−0 )i′) ∂jd0∂j′d0)i=1,...,d
=
(C ((∂νu+0 ⊗ ν)− (∂νu−0 ⊗ ν))) ν
=
(C (∇u+0 −∇u−0 )) ν .
By the definition of M (see (3.81)), we have
M
(
∂νu
+
0 − ∂νu−0
)
=
(Ciji′j′ (∂ν(u+0 )i′ − ∂ν(u−0 )i′) ∂jd0∂j′d0)i=1,...,d
=
(C (∇u+0 −∇u−0 )) ν ,
where the second equation follows as above. So equation (3.139) turns into
0 =
(
2CE? − C (∇u+0 −∇u−0 )) ν on Γ0 .
Step 5: Note that F−1 = 0. Hence we get the boundary condition u+0
∣∣
∂TΩ
= 0 due
to (3.128). Moreover, we require div
(Cu±0 ) = 0 in Q±0 due to the outer expansion.
Therefore we can determine uniquely u±0 by solving the elliptic boundary problem
div
(C∇u±0 ) = 0 in Q±0 ,[
(C∇u±0 − CE?c±0 )ν
]
Γ0t
=
[
u±0
]
Γ0t
= 0 on Γ0t , t ∈ [0, T ] ,
u+0 = 0 on ∂Ω× [0, T ] .
Step 6: Due to the definitions of u0 in Step 2 and u0 in Lemma 3.2.7 and the
property
∫
R (η − 1/2) θ′0 (z) dz = 0, we can conclude that u˜0 = u0 in Γ0(δ). Then the
compatibility condition (3.108) on Γ0 for k = 1 is equivalent to
µ0(x, t) = −σ∆d0 − 1
2
E? : C (∇u+0 +∇u−0 ) ∀(x, t) ∈ Γ0 .
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It is a known fact that
∆d0 = divΓ0t ν = −κΓ0t ,
where κΓ0t is the mean curvature of Γ
0
t , cf. [24]. Then we get
µ0(x, t) = σκΓ0t −
1
2
E? : C (∇u+0 +∇u−0 ) ∀(x, t) ∈ Γ0 .
Step 7: Since the compatibility condition is satisfied for (3.84a), equation (3.111)
yields
µ0(z, x, t) = µ˜0(x, t) + d0(x, t)h0(x, t) (η(z)− 1/2) ∀(x, t) ∈ Γ0(δ) , (3.142)
where we define µ˜0 and h0 later. As above we obtain µ˜0 = µ0. Note that d0 = 0 on
Γ0, and therefore we obtain
µ0(z, x, t) = σκΓ0t −
1
2
E? : C (∇u+0 +∇u−0 ) ∀(x, t) ∈ Γ0 .
Step 8: The equation above and the matching condition lead to
µ±0 (x, t) = lim
z→∞
µ0(±z, x, t) = σκΓ0t −
1
2
E? : C (∇u+0 +∇u−0 ) ∀(x, t) ∈ Γ0 .
Since G−1 = 0, we obtain ∂
∂n
µ+0
∣∣
∂TΩ
= 0 (see (3.133)), and since c±0 = ±1, the outer
expansion for k = 0 reads ∆µ±0 = 0 in Q
±
0 . Together with the boundary condition
on Γ0t , we can determine uniquely µ
±
0 by solving the elliptic boundary problem
∆µ±0 = 0 in Q
±
0 ,
µ±0 = σκΓ0t − 12E? : C
(∇u+0 +∇u−0 ) on Γ0t , t ∈ [0, T ] ,
∂
∂n
µ+0 = 0 on ∂Ω× [0, T ] .
Step 9: From equation (3.142) we get the condition
lim
z→∞
µ0(±z, x, t) = µ0(x, t)± 1
2
d0(x, t)h0(x, t) ∀(x, t) ∈ Γ0(δ) .
So in order to satisfy the matching condition limz→∞ µ0(±z, x, t) = µ±0 (x, t), it is
necessary and sufficient to take
µ0(x, t) = µ˜0(x, t) :=
1
2
(
µ+0 (x, t) + µ
−
0 (x, t)
) ∀(x, t) ∈ Γ0(δ),
h0(x, t) :=
1
d0(x, t)
(
µ+0 (x, t)− µ−0 (x, t)
) ∀(x, t) ∈ Γ0(δ)\Γ0. (3.143)
The natural way to define h0 on Γ0 is
h0 |Γ0 := ∇d0 · ∇
(
µ+0 (x, t)− µ−0 (x, t)
)
=
∂
∂ν
(
µ+0 (x, t)− µ−0 (x, t)
)
. (3.144)
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Note that the definition of µ0 satisfies the identity for µ0 in Step 6.
Step 10: On Γ0 the compatibility condition (3.110) for k = 1 reads
d0t (x, t) =
1
2
∆d0
[
µ0
]
+∇d0 · [∇µ0]− 1
2
h0
=
1
2
(
∂
∂ν
µ+0 −
∂
∂ν
µ−0
)
∀(x, t) ∈ Γ0,
where we have used the equations [µ0] =
(
µ+0 − µ−0
)
= 0 and ∇d0 · [∇µ0] = ∇d0 ·(∇µ+0 −∇µ−0 ) = h0 on Γ0. Note that the normal velocity of Γ0t is given by −d0t
and the unit outer normal ν by ∇d0. Therefore Γ0, µ0 := µ+0 χ{d0≥0} + µ−0 χ{d0<0},
and u0 := u
+
0 χ{d0≥0} + u
−
0 χ{d0<0} satisfy the problem (3.8)-(3.14). Equation (3.11)
is satisfied since νT
[
W Id−∇(u0)TS
]
Γ0t
ν = − (∇u+0 +∇u−0 ) : CE? on Γ0. We will
show this in the proof of Lemma 3.2.16 below.
Step 11: Until now we fulfill the compatibility conditions (3.99),(3.108), and (3.110)
for k = 1 only on Γ0. To satisfy the compatibility conditions in Γ0(δ)\Γ0 we set
g0(x, t) :=
1
2η0d0
(
µ+0 + µ
−
0 + 2σ∆d
0 + E? : C (∇u+0 +∇u−0 )) , (3.145)
L0(x, t) := − 1
d0
(
2d0t −
(
∆d0 + 2∇d0 · ∇) (µ+0 − µ−0 )+ h0) , (3.146)
K0(x, t) :=
1
d0
M−1(
(Ciji′j′ ∂j(u+0 − u−0 )i′ ∂j′d0)i=1,...,d
+
(Ciji′j′ (u+0 − u−0 )i′ ∂jj′d0)i=1,...,d
+
(C (∇u+0 −∇u−0 ))∇d0 − 2 (CE?)∇d0 −M l0) (3.147)
for (x, t) ∈ Γ0(δ)\Γ0. Since the numerators of g0, L0, and K0 vanish on Γ0 we can
extend g0, L0, and K0 smoothly to Γ0 by
g0(x, t) :=
1
2η0
∇d0 · ∇ (µ+0 + µ−0 + 2σ∆d0 + E? : C(∇u+0 +∇u−0 )) , (3.148)
L0(x, t) := −∇d0 · ∇ (2d0t − (∆d0 + 2∇d0 · ∇) (µ+0 − µ−0 )+ h0) , (3.149)
K0(x, t) := M−1∇d0 · ∇((Ciji′j′ ∂j(u+0 − u−0 )i′ ∂j′d0)i=1,...,d
− (Ciji′j′ (u+0 − u−0 )i′ ∂jj′d0)i=1,...,d(C (∇u+0 −∇u−0 ))∇d0 − 2 (CE?)∇d0 −M l0) (3.150)
for (x, t) ∈ Γ0.
Step 12: Observe that A−1B = 0 and C
−1
B = 0. Then Lemma 3.2.12 and 3.2.15 yield
u0B(z, x, t) = u
+
0 (x, t) and µ
0
B(z, x, t) = µ
+
0 (x, t) for all (x, t) ∈ ∂TΩ(δ).
After motivating the construction of V0, we obtain the following result.
Lemma 3.2.16. Let Γ00 ⊂⊂ Ω be a given smooth hypersurface without bound-
ary and assume that the Hele-Shaw problem (3.8)-(3.14) admits a smooth solu-
tion (µ,u,Γ) in the time interval [0, T ]. Let d0 be the signed distance from x to
67
Γt such that d
0 < 0 inside of Γt, and let δ be a small positive constant such that
dist (Γt, ∂Ω) > 2δ for all t ∈ [0, T ], d0 is smooth in Γ(2δ) := {(x, t) ∈ ΩT : |d0| < 2δ}
and µ± := µ|Q±0 and u± := u|Q±0 have a smooth extension to Q
±
0 ∪ Γ(2δ) where
Q±0 := {(x, t) ∈ ΩT : ±d0 > 0}. Define the hypersurface Γ0 by
Γ0 = Γ ,
the outer expansion functions (c±0 , µ
±
0 ,u
±
0 ) in Q
±
0 ∪ Γ0(δ) by
c±0 (x, t) = ±1, µ±0 (x, t) = µ±(x, t), u±0 (x, t) = u±(x, t),
the inner expansion functions (c0, µ0,u0) in R× Γ0(δ) by
c0(z, x, t) = θ0(z), µ
0(z, x, t) = µ+(x, t)η(z) + µ−(x, t)(1− η(z)),
u0(z, x, t) = u+(x, t)η(z) + u−(x, t)(1− η(z)),
and the boundary expansion functions (c0B, µ
0
B,u
0
B) in (−∞, 0]× ∂TΩ(δ) by
c0B(z, x, t) = 1, µ
0
B(z, x, t) = µ
+
0 (x, t), u
0
B(z, x, t) = u
+(x, t).
Furthermore, define h0(x, t) by (3.143) and (3.144), g0(x, t) by (3.145) and (3.148),
L0(x, t) by (3.146) and (3.149), l0(x, t) by (3.137) and (3.138), and K0(x, t) by
(3.147) and (3.150), j0(x, t) by (3.96), and k0(x, t) by (3.105). Then, for k = 0, the
outer expansion equations (3.69)-(3.71), the inner-expansion equations (3.82)-(3.84),
the boundary-layer-expansion equations (3.117),(3.119), the inner-outer matching
conditions (3.72)-(3.74), the outer boundary matching conditions (3.114)-(3.116),
and the boundary conditions (3.123)-(3.125) are all satisfied. In addition, the com-
patibility conditions (3.99), (3.108), and (3.110) for k = 1 are also satisfied.
Proof: We verify all the properties by direct calculation.
To (3.69)-(3.71): The outer expansion equations (3.69)-(3.71) are satisfied by def-
inition of (c±0 , µ
±
0 ,u
±
0 ) and the equations for (µ
±,u±).
To (3.82): We consider Γ0(δ)\Γ0 and Γ0 separately. Then we obtain(
u0 − l0d0η)
zz
=
(
u+0 η + u
−
0 (1− η)−
(
u+0 − u−0
)
η
)
zz
= (u+0 )zz = 0 in Γ
0(δ)\Γ0 ,(
u0 − l0d0η)
zz
=
(
u+0 η + u
−
0 (1− η)
)
zz
= (u−0 − u−0 )η′′ = 0 on Γ0
since u+0 = u
−
0 on Γ
0.
To (3.83): The definitions of c0 and θ0 yield
c0zz − f(c0) = θ′′0 − f(θ0) = 0 = E0 in Γ0(δ) .
To (3.84): The proof for µ0 is analogous to u0.
To (3.117),(3.119): The assertions immediately follow from the definitions of µ0B
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and u0B.
To (3.72): It follows from Lemma 2.6.1.
To (3.73): Since for z > 0
µ0(+z, x, t)− µ+0 (x, t) = (1− η(z))
(
µ−0 (x, t)− µ+0 (x, t)
)
,
µ0(−z, x, t)− µ−0 (x, t) = η(−z)
(
µ+0 (x, t)− µ−0 (x, t)
)
,
the assertion follows from (3.75) for all (x, t) ∈ Γ0(δ).
To (3.74): The proof for u0 and u±0 is analogous to µ
0 and µ±0 .
To (3.114)-(3.116): The assertions immediately follow from the definitions of c0B,
µ0B, and u
0
B.
To (3.123)-(3.125): The assertions immediately follow from the definitions of c0B,
µ0B, and u
0
B.
To (3.99): Due to the definition of K0 we have for all (x, t) ∈ Γ0(δ)\Γ0
− (Ciji′j′ [∂ju0i′] ∂j′d0)i=1,...,d − (Ciji′j′ [u0i′] ∂jj′d0)i=1,...,d
− (C [∇u0])∇d0 + [c0] (CE?)∇d0 +M l0 +MK0d0
= − (Ciji′j′ ∂j(u+0 − u−0 )i′ ∂j′d0)i=1,...,d − (Ciji′j′ (u+0 − u−0 )i′ ∂jj′d0)i=1,...,d
− (C (∇u+0 −∇u−0 ))∇d0 + 2 (CE?)∇d0 +M l0 +MK0d0 = 0 .
On Γ0 we obtain
− (Ciji′j′ [∂ju0i′] ∂j′d0)i=1,...,d − (Ciji′j′ [u0i′] ∂jj′d0)i=1,...,d
− (C [∇u0])∇d0 + [c0] (CE?)∇d0 +M l0 +MK0d0
= − (Ciji′j′ ∂j(u+0 − u−0 )i′ ∂j′d0)i=1,...,d − (Ciji′j′ (u+0 − u−0 )i′ ∂jj′d0)i=1,...,d
− (C (∇u+0 −∇u−0 ))∇d0 + 2 (CE?)∇d0 +M (∂νu+0 − ∂νu−0 )
=
(
2CE? − C (∇u+0 −∇u−0 )) ν = 0 ,
where the second equation follows in the same way as the calculation in Step 4 since
u+0 = u
−
0 on Γ
0 and where the last equation follows from [Sν]Γ0t = 0.
To (3.108): In Γ0(δ)\Γ0 we obtain
−µ0 − σ∆d0 − E? : C (∇u0)+ η0d0g0
= −1
2
µ+0
∫
R
ηθ′0 dz −
1
2
µ−0
∫
R
(1− η) θ′0 dz − σ∆d0
−1
2
E? : C
(
∇
(
u+0
∫
R
ηθ′0 dz + u
−
0
∫
R
(1− η) θ′0 dz
))
+
η0d
0
2η0d0
(
µ+0 + µ
−
0 + 2σ∆d
0 + E? : C (∇u+0 +∇u−0 ))
= −1
2
µ+0 −
1
2
µ−0 −
1
2
E? : C (∇u+0 +∇u−0 )+ 12µ+0 + 12µ−0
+
1
2
E? : C (∇u+0 +∇u−0 ) = 0 ,
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where we have used the the definitions of µ0 and u0 in Lemma 3.2.7, the properties
of θ0, and (3.76). On Γ
0 we get
−µ0 − σ∆d0 − E? : C (∇u0 − E?c0)+ η0d0g0
= −1
2
µ+0 −
1
2
µ−0 + σκΓ0t −
1
2
E? : C (∇u+0 +∇u−0 )
= −1
2
ν>
[
W Id− (∇u0)TS
]
Γ0t
ν − 1
2
E? : C (∇u+0 +∇u−0 )
since ∆d0 = −κΓ0t and d0 = 0 on Γ0 and where we have applied the boundary
condition (3.11). Let us show that the term on the right-hand side vanishes. First
note that
νT [W Id]Γ0t ν =
1
2
(C (∇u+0 − E?) : (∇u+0 − E?)− C (∇u−0 + E?) : (∇u−0 + E?))
=
1
2
C∇u+0 : ∇u+0 −
1
2
C∇u−0 : ∇u−0 − C∇u+0 : E? − C∇u−0 : E? .
Due to the definition of S we get
νT
[
(∇u0)TS
]
Γ0t
ν = νT (∇u+0 )T (C∇u+0 )ν − νT (∇u−0 )T (C∇u−0 )ν
−νT (∇u+0 )T (CE?)ν − νT (∇u−0 )T (CE?)ν
=
(
∂νu
+
0 ⊗ ν
)
: C∇u+0 −
(
∂νu
−
0 ⊗ ν
)
: C∇u−0
− (∂νu+0 ⊗ ν) : CE? − (∂νu−0 ⊗ ν) : CE?
= ∇u+0 : C∇u+0 −∇u−0 : C∇u+0
+
(
∂νu
−
0 ⊗ ν
)
: C∇u+0 −
(
∂νu
−
0 ⊗ ν
)
: C∇u−0
− (∂νu+0 ⊗ ν) : CE? − (∂νu−0 ⊗ ν) : CE? ,
where the last equality follows from (3.141) since [u0]Γ0t = 0 on Γ
0
t . Together we have
νT
[
W Id−∇(u0)TS
]
Γ0t
ν
= −1
2
(∇u+0 −∇u−0 ) : C (∇u+0 −∇u−0 )− (∂νu−0 ⊗ ν) : C (∇u+0 −∇u−0 )
− (∇u+0 +∇u−0 ) : CE? + (∂νu+0 ⊗ ν) : CE? + (∂νu−0 ⊗ ν) : CE?
= −1
2
((
∂νu
+
0 + ∂νu
−
0
)⊗ ν) : C (∇u+0 −∇u−0 )− (∇u+0 +∇u−0 ) : CE?
+
((
∂νu
+
0 + ∂νu
−
0
)⊗ ν) : CE?
= − (∇u+0 +∇u−0 ) : CE? ,
where we have used (3.141) in the second equation and [Sν]Γ0t = 0 in the last equation.
Therefore we fulfill the compatibility condition (3.108) on Γ0.
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To (3.110): In Γ0(δ)\Γ0 we directly obtain by the definition of L0
d0t −
1
2
∆d0
[
µ0
]−∇d0 · [∇µ0]+ 1
2
h0 +
1
2
d0L0
= d0t −
1
2
∆d0
(
µ+0 − µ−0
)−∇d0 · ∇ (µ+0 − µ−0 )+ 12h0
−1
2
(
2d0t −
(
∆d0 + 2∇d0 · ∇) (µ+0 − µ−0 )+ h0) = 0 .
On Γ0 it holds due to the interface condition (3.10)
d0t −
1
2
∆d0
[
µ0
]−∇d0 · [∇µ0]+ 1
2
h0 +
1
2
d0L0
= −V −
(
∂
∂ν
µ+0 −
∂
∂ν
µ−0
)
+
1
2
(
∂
∂ν
µ+0 −
∂
∂ν
µ−0
)
= 0
since d0t = −V on Γ0t . This completes the proof. 2
3.2.8 The Higher-Order Expansions
Let j ≥ 1 be an integer. Assume that V0, . . . ,Vj−1 are known and that the matching
conditions for k = 0, . . . , j − 1 and the compatibility conditions of Lemma 3.2.6,
3.2.7, and 3.2.9 are satisfied for k = j .
Step 1: After determining uj−1∗ , we can calculate c
j in R×Γ0(δ) by equation (3.107).
Equation (3.70) gives us c±j in Q
±
0 directly. The proof of Lemma 3.2.14 shows how
we can obtain cjB in (−∞, 0] × ∂TΩ(δ). So we know that cj, c±j , and cjB are known
functions which only depend on V0, . . . ,Vj−1.
For Step 2-9 we assume that dj is known. The construction of dj is shown below.
Step 2: Equation (3.102) yields for all (x, t) ∈ Γ0(δ)
uj(z, x, t) = u˜j(x, t) +
(
ljd0 + l0dj
)
(x, t) (η(z)− 1/2) + uj−1∗ (z, x, t) , (3.151)
where we define u˜j and lj later.
Step 3: Due to the definition of η, we obtain from equation (3.151) and Lemma
3.2.6
lim
z→∞
uj(±z, x, t) = u˜j(x, t)± 1
2
(
ljd0 + l0dj
)
+ u±∗(j−1)(x, t) ∀(x, t) ∈ Γ0(δ).
By the inner-outer matching condition we get on Γ0
u±j (x, t) = u˜
j(x, t)± 1
2
l0dj + u±∗(j−1)(x, t) . (3.152)
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For satisfying the inner-outer matching condition on Γ0(δ)\Γ0, it is necessary and
sufficient to define
u˜j(x, t) :=
1
2
(
u+j + u
−
j − u+∗(j−1) − u−∗(j−1)
)
in Γ0(δ) ,
lj(x, t) :=

1
d0
(
−djl0 + u+j − u−j − u+∗(j−1) + u−∗(j−1)
)
in Γ0(δ)\Γ0
∇d0 · ∇
(
−djl0 + u+j − u−j − u+∗(j−1) + u−∗(j−1)
)
on Γ0.
Note that the numerator in the definition of lj vanishes on Γ0. So the definition of
lj is natural on Γ0.
Step 4: On Γ0 the compatibility condition (3.100) reads for k = j + 1
MD˜j−1 = − (Cili′l′ [∂luji′] ∂l′d0)i=1,...,d − (Cili′l′ [∂lu0i′] ∂l′dj)i=1,...,d
− (Cili′l′ [uji′] ∂ll′d0)i=1,...,d − (Cili′l′ [u0i′] ∂ll′dj)i=1,...,d
− (C [∇uj])∇d0 − (C [∇u0])∇dj + [cj] (CE?)∇d0
+
[
c0
]
(CE?)∇dj + jj +M lj +MK0dj
= − (Cili′l′ (∂l(u+j )i′ − ∂l(u−j )i′) ∂l′d0)i=1,...,d
− (Cili′l′ (∂l(u+0 )i′ − ∂l(u−0 )i′) ∂l′dj)i=1,...,d
−dj (Cili′l′l0i′∂ll′d0)i=1,...,d − (Cili′l′ ((u+∗(j−1))i′ − (u−∗(j−1))i′) ∂ll′d0)i=1,...,d
− (C (∇u+j −∇u−j ))∇d0 + (C (l0 ⊗∇dj))∇d0 + (c+j − c−j ) (CE?)∇d0
+2 (CE?)∇dj −M (∂ν(l0dj))+M (∂νu+j − ∂νu−j )
−M
(
∂νu
+
∗(j−1) − ∂νu−∗(j−1)
)
+MK0dj , (3.153)
where ν = ∇d0 is the unit outward normal of Γ0t and since [uj] = l0dj+u+∗(j−1)−u−∗(j−1)
on Γ0, u+0 = u
−
0 on Γ
0, and
− (C [∇u0])∇dj + jj = (C (l0 ⊗∇dj))∇d0
due to (3.96), (3.138), and (3.141). To simplify this equation for (x, t) ∈ Γ0, we
use an analogous calculation as in Step 4 in Subsection 3.2.7. Let τ1, . . . τd−1 be an
orthonormal basis of the tangent space of Γ0t . Then equation (3.152) yields for all
i = 1, . . . , d− 1(
∂τiu
+
j ⊗ τi
)− (∂τiu−j ⊗ τi) = ∂τi (l0dj + u+∗(j−1) − u−∗(j−1))⊗ τi
and therefore by equation (3.140) we get
∇u+j −∇u−j =
(
∂νu
+
j ⊗ ν
)− (∂νu−j ⊗ ν)
+
d−1∑
i=1
∂τi
(
l0dj + u+∗(j−1) − u−∗(j−1)
)
⊗ τi . (3.154)
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We define the matrix B(dj) ∈ Rd×d by
B(dj) :=
d−1∑
i=1
∂τi
(
l0dj + u+∗(j−1) − u−∗(j−1)
)
⊗ τi .
Using (3.154), we obtain on Γ0t(Cili′l′ (∂l(u+j )i′ − ∂l(u−j )i′) ∂l′d0)i=1,...,d
=
(Cili′l′ ((∂νu+j ⊗ ν)i′l − (∂νu−j ⊗ ν)i′l) ∂l′d0)i=1,...,d
+
(Cili′l′B(dj)i′l∂l′d0)i=1,...,d
=
(Cili′l′ (∂ν(u+j )i′ − ∂ν(u−j )i′) ∂ld0∂l′d0)i=1,...,d + (Cili′l′B(dj)i′l∂l′d0)i=1,...,d
=
(C ((∂νu+j ⊗ ν)− (∂νu−j ⊗ ν))) ν + (Cili′l′B(dj)i′l∂l′d0)i=1,...,d
=
(C (∇u+j −∇u−j )) ν + (Cili′l′B(dj)i′l∂l′d0)i=1,...,d − (CB(dj)) ν .
Due to the definition of M (see (3.81)) and (3.154), we get on Γ0t
M
(
∂νu
+
j − ∂νu−j
)
=
(Cili′l′ (∂ν(u+j )i′ − ∂ν(u−j )i′) ∂ld0∂l′d0)i=1,...,d
=
(C ((∂νu+j ⊗ ν)− (∂νu−j ⊗ ν))) ν
=
(C (∇u+j −∇u−j )) ν − (CB(dj)) ν .
So we obtain (Cili′l′ (∂l(u+j )i′ − ∂l(u−j )i′) ∂l′d0)i=1,...,d
+
(C (∇u+j −∇u−j ))∇d0 −M (∂νu+j − ∂νu−j )
=
(C (∇u+j −∇u−j )) ν + (Cili′l′B(dj)i′l∂l′d0)i=1,...,d . (3.155)
Furthermore, we use the definition of B(dj) and M (see (3.81)) to obtain(Cili′l′B(dj)i′l∂l′d0)i=1,...,d +M (∂ν(l0dj))+M (∂νu+∗(j−1) − ∂νu−∗(j−1))
=
d−1∑
k=1
∂τkd
j
(Cili′l′(l0 ⊗ τk)i′l∂l′d0)i=1,...,d + ∂νdj (Cili′l′(l0 ⊗∇d0)i′l∂l′d0)i=1,...,d
+
d−1∑
k=1
dj
(Cili′l′(∂τkl0 ⊗ τk)i′l∂l′d0)i=1,...,d + dj (Cili′l′(∂νl0 ⊗∇d0)i′l∂l′d0)i=1,...,d
+
d−1∑
k=1
(
Cili′l′(∂τk(u+∗(j−1) − u−∗(j−1))⊗ τk)i′l∂l′d0
)
i=1,...,d
+
(
Cili′l′(∂ν(u+∗(j−1) − u−∗(j−1))⊗∇d0)i′l∂l′d0
)
i=1,...,d
=
(C (l0 ⊗∇d0))∇dj + dj (Cili′l′(∇l0)i′l∂l′d0)i=1,...,d
+
(
Cili′l′
(
∇(u+∗(j−1) − u−∗(j−1))
)
i′l
∂l′d
0
)
i=1,...,d
(3.156)
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since ν = ∇d0 on Γ0. Altogether, the compatibility condition (3.153) turns on Γ0
with (3.155) and (3.156) into(C (∇u+j −∇u−j )) ν = Bj−1∇dj + bj−1dj + cj−1 on Γ0,
where Bj−1 = Bj−1(x, t) ∈ Rd×d, bj−1 = bj−1(x, t) ∈ Rd, and cj−1 = cj−1(x, t) ∈ Rd
only depend on the known functions V0, . . . ,Vj−1.
Step 5: Let Fj−1 be defined as in (3.126). Then equation (3.128) gives us a boundary
condition for the outer expansion u+j on ∂TΩ. Together with the outer expansion
(3.71) and the conditions on Γ0, the functions u±j satisfies the following boundary
value problem for each t > 0
div
(C∇u±j ) = div (CE?c±j ) in Q±0 ,[
(C∇u±j )ν
]
Γ0t
= Bj−1∇dj + bj−1dj + cj−1 on Γ0t , t > 0 ,[
u±j
]
Γ0t
= l0dj +
[
u±∗(j−1)
]
Γ0t
on Γ0t , t > 0 ,
u+j = F
j−1 on ∂Ω, t > 0 .
In Section 4.2 we show the solvability of this system.
Step 6: We consider the compatibility condition (3.109) for k = j + 1. Since∫
R (η − 1/2)θ′0 dz =
∫
R u
j−1
∗ θ
′
0 dz = 0, we get due to the definition of uj in Lemma
3.2.7 and (3.151) in Γ0(δ)
uj(x, t) =
1
2
∫
R
uj(z)θ′0 dz = u˜
j =
1
2
(
u+j + u
−
j
)− 1
2
(
u+∗(j−1) + u
−
∗(j−1)
)
,
where the last equation follows from the definition of u˜j in Step 3. Then the com-
patibility condition (3.109) for k = j + 1 reads on Γ0
µj(x, t) = −σ∆dj − 1
2
E? : C (∇u+j +∇u−j )+ η0djg0 − Aj−1 , (3.157)
where we set for (x, t) ∈ Γ0(δ)
Aj−1(x, t) = A˜j−1(x, t)− 1
2
E? : C
(
∇u+∗(j−1) +∇u−∗(j−1)
)
(x, t) .
Note that Aj−1 only depends on the known functions V0, . . . ,Vj−1.
Step 7: Lemma 3.2.9 gives us an equation for µj in R× Γ0(δ)
µj(z, x, t) = µ˜j(x, t) +
(
d0hj + djh0
)
(x, t)
(
η(z)− 1
2
)
+ µj−1∗ (z, x, t) , (3.158)
where µj−1∗ only depends on V0, . . . ,Vj−1 and satisfies (3.113) with k = j. We define
µ˜j and hj later. As in the construction of the zero order functions, it follows
µ˜j(x, t) =
1
2
∫
R
µj(z)θ′0(z) dz = µ
j(x, t) ∀(x, t) ∈ Γ0(δ) .
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The restriction of (3.158) on Γ0 and equation (3.157) give us
µj(z, x, t) = −σ∆dj − 1
2
E? : C (∇u+j +∇u−j )+ dj (η0g0 + h0 (η − 12))
−Aj−1 + µj−1∗ ∀(x, t) ∈ Γ0. (3.159)
So µj is uniquely determined on Γ0.
Step 8: We consider z → ±∞ in (3.159) and use the inner-outer matching condition
to get on Γ0
µ±j
∣∣
Γ0
= lim
z→±∞
µj(z, .) = −σ∆dj − 1
2
E? : C (∇u+j +∇u−j )
+dj
(
η0g
0 ± 1
2
h0
)− Aj−1 + µ±∗(j−1), (3.160)
where η(z) = 1 and η(−z) = 0 for z > 1. Then the function µ±j is uniquely deter-
mined by the outer expansion (3.69) and the boundary condition (3.133), that is, µ±j
is the solution to the elliptic boundary problem
∆µ±j = ∂tc
±
j in Q
±
0 ,
µ±j = −σ∆dj − 12E? : C
(∇u+j +∇u−j )
+ dj
(−η0g0 ± 12h0)− Aj−1 + µ±∗(j−1) on Γ0t , t ≥ 0 ,
∂
∂n
µ+j = G
j−1 on ∂Ω, t ≥ 0 .
Step 9: Sending z in (3.158) to ±∞ and using the matching condition yields
µ±j (x, t) = µ
j(x, t)± 1
2
(
d0hj + djh0
)
(x, t) + µ±∗(j−1)(x, t) ∀(x, t) ∈ Γ0(δ) .
Hence it is necessary and sufficient to take hj and µ˜j as
µj = µ˜j :=
1
2
(
µ+j + µ
−
j − µ+∗(j−1) − µ−∗(j−1)
)
in Γ0(δ),
hj :=

1
d0
(
−djh0 + µ+j − µ−j − µ+∗(j−1) + µ−∗(j−1)
)
in Γ0(δ)\Γ0
∇d0 · ∇
(
−djh0 + µ+j − µ−j − µ+∗(j−1) + µ−∗(j−1)
)
on Γ0.
Consider (3.160) to recognize that the numerator in the definition of hj vanishes on
Γ0. So the definition of hj is natural. Note that this definition of µj coincides with
(3.157). To see this use (3.160) again.
By Steps 2-9 we can determine µj, µ±j ,u
j,u±j , h
j, and lj depending on dj. The next
step shows us how we can determine dj.
Step 10: We consider the compatibility condition (3.110) on Γ0 for k = j + 1. Note
that [µ0] = 0 and d0 = 0 and use the definition of hj on Γ0. Then we have
djt =
1
2
∆d0
[
µj
]
+∇d0 · [∇µj]+∇dj · [∇µ0]
−1
2
∇d0 · ∇
(
−djh0 + µ+j − µ−j − µ+∗(j−1) + µ−∗(j−1)
)
− 1
2
djL0 + B˜j−1
=
1
2
(
∆d0h0 +∇d0 · ∇h0 − L0) dj + 1
2
(
∂
∂ν
µ+j − ∂∂νµ−j
)
+ dj−1∗ ,
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where ν = ∇d0 is the unit outward normal of Γ0t , [µj] = h0dj + µ+∗(j−1) − µ−∗(j−1),
∇d0 · [∇µj] = ∂
∂n
µ+j − ∂∂nµ−j , ∇dj · [∇µ0] = ∇dj · ∇d0h0 on Γ0, ∇dj · ∇d0 =
−1
2
∑j−1
i=1 ∇di · ∇dj−i, and
dj−1∗ (x, t) =
1
2
∆d0
(
µ+∗(j−1) + µ
−
∗(j−1)
)
− 1
2
∇d0 · ∇
(
µ+∗(j−1) − µ−∗(j−1)
)
−3
4
j−1∑
i=1
∇di · ∇dj−ih0 + B˜j−1 .
Here we can see that dj−1∗ only depends on the known functions V0, . . . ,Vj−1.
Altogether, (dj, µ±j ,u
±
j ) satisfies the problem
∆µ±j = a
1±
j−1 in Q
±
0 , (3.161)
µ±j = −σ∆dj − 12E? : C
(∇u+j +∇u−j )
− a2±j−1dj + a3±j−1 on Γ0, (3.162)
∂
∂n
µ+j = a
4
j−1 on ∂TΩ, (3.163)
div
(CE(u±j )) = a5±j−1 in Q±0 , (3.164)(
C [∇u±j ]Γ0t) νΓ0t = a6j−1∇dj + a7j−1dj + a8j−1 on Γ0, (3.165)[
u±j
]
Γ0t
= a9j−1d
j + a10j−1 on Γ
0, (3.166)
u+j = a
11
j−1 on ∂TΩ, (3.167)
∂td
j = a12j−1d
j + 1
2
[
∂
∂ν
µ±j
]
+ a13j−1 on Γ
0, (3.168)
∇d0 · ∇dj = a14j−1 in Γ0(δ), (3.169)
dj(x, 0) = 0 in Γ0, (3.170)
where aij−1, i = 1, . . . , 12 only depends on the known functions V0, . . . ,Vj−1. In
Chapter 4.2 we show that this problem has a smooth solution.
Assume that (dj, µ±j ,u
±
j ) solve problem (3.161)-(3.170). Going through Step 2-9
again, we obtain µj,uj, hj, and lj. In Lemma 3.2.17 below we verify that µ±j , µ
j,u±j ,
and uj satisfy the matching conditions (3.73) and (3.74) and the compatibility con-
ditions (3.100) and (3.110) for k = j + 1.
Notice that in the derivation of (3.161)-(3.170) we need the inner expansions only
for (x, t) ∈ Γ0 where O+j−1 = O−j−1 = 0 and P+j−1 = P−j−1 = 0 by the definitions
of c±j−1, µ
±
j−1,u
±
j−1, O
±
j−1, and P
±
j−1. Therefore the solution d
1 of (3.161)-(3.170) is
independent of the terms 2(O+0 η
+
N +O
−
0 η
−
N) and 
2(P+0 η
+
N + P
−
0 η
−
N) which we added
in (3.79) and (3.80). In particular, d1 is independent of the constant N . So we can
define N := ‖d1‖C0(Γ0(δ)) + 2, see Remark 3.2.5.
Step 11: We can define gj in Γ0(δ)\Γ0 in a unique way such that the compatibility
condition (3.109) is satisfied for k = j+ 1. Since (3.109) already holds on Γ0, we can
extend gj smoothly to Γ0. Similarly, we can define uniquely Kj and Lj to satisfy the
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compatibility conditions (3.100) and (3.110).
Step 12: By Lemma 3.2.12 and Lemma 3.2.15 we immediately get ujB and µ
j
B.
After going through Step 1-12, it holds.
Lemma 3.2.17. Let j ≥ 1 be an arbitrary integer and assume V0, . . . ,Vj−1 are
given and satisfy the matching conditions (3.72)-(3.74) and (3.114)-(3.116) for all
k = 0, . . . , j − 1. Furthermore, let the compatibility conditions (3.99), (3.108), and
(3.110) if j = 1 or the compatibility conditions (3.100), (3.109), and (3.110) for
k = j if j > 1 be satisfied. Then there exists
Vj = (c±j , cj, cjB, µ±j , µj, µjB,u±j ,uj,ujB, dj, gj, Lj, hj, lj,Kj)
satisfying, for k = j, the outer expansion equations (3.69)-(3.71), the inner expan-
sion equations (3.82)-(3.84), the boundary-layer expansion equations (3.117)-(3.119)
and (3.123)-(3.125), the inner-outer matching conditions (3.72)-(3.74), the outer-
boundary matching conditions (3.114)-(3.116), and (3.64). In addition, the compat-
ibility conditions (3.100), (3.109), and (3.110) for k = j + 1 are also satisfied.
Proof: We choose (µ±j ,u
±
j , d
j) as the solution to the linearized Hele-Shaw problem
(3.161)-(3.170). Then we define (c±j , c
j, cjB) as in Step 1, u
j as in Step 2, (u˜j, lj) as in
Step 3, µj as in Step 7, (µ˜j, hj) as in Step 9, (gj, Lj,Kj) as in Step 11, and (µjB,u
j
B)
as in Step 12. Then we can verify the required conditions. Furthermore, we can
verify µ˜j = µj and u˜j = uj where µj and uj are defined as in Lemma 3.2.7. By the
interface condition (3.160) we conclude that the identity for µj in Step 6 coincides
with the definition in Step 9.
To (3.69)-(3.71): The outer expansion equations are satisfied by definition of
(c±j , µ
±
j ,u
±
j ).
To (3.82)-(3.84): The inner expansion equations are satisfied by definition of
(cj, µj,uj) and Lemma 3.2.6 - 3.2.9.
To (3.117)-(3.119) and (3.123)-(3.125): The assertions immediately follow from
the definitions of (cjB, µ
j
B,u
j
B) and the results of Subsection 3.2.5.
To (3.72): Due to Lemma 3.2.7 the inner-outer matching condition is satisfied.
To (3.73): Since
d0hj = −djh0 + µ+j − µ−j − µ+∗(j−1) + µ−∗(j−1) in Γ0(δ)\Γ0
by definition of hj, the assertion follows from the definition of µj in Step 7, the
definition of µ˜j in Step 9, and Lemma 3.2.9. On Γ0 the matching condition follows
from (3.159) and the interface condition (3.160). In both cases we use η(±z)− 1
2
= ±1
2
for z > 1 and Dmx D
n
tD
l
z
[
µj−1∗ (±z)− µ±∗(j−1)
]
= O(e−αz) as z →∞ for all m,n, l ≥ 0
and (x, t) ∈ Γ0(δ) due to Lemma 3.2.9.
To (3.74): Due to the definition of lj and u˜j, the assertion immediately follows from
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Lemma 3.2.6 in Γ0(δ)\Γ0. On Γ0 it holds for z > 1
uj(z, x, t)− u+j (x, t)
=
1
2
(
u+j + u
−
j − u+∗(j−1) − u−∗(j−1)
)
+
1
2
l0dj + uj−1∗ − u+j
= −1
2
(
u+j − u−j
)− 1
2
(
u+∗(j−1) + u
−
∗(j−1)
)
+
1
2
l0dj + uj−1∗
= −u+∗(j−1) + uj−1∗
since
[
u±j
]
Γ0t
= l0dj +
[
u±∗(j−1)
]
Γ0t
. For z < −1 we obtain an analogous result. Then
the assertion follows from Lemma 3.2.6.
To (3.114)-(3.116): Due to Lemma 3.2.12 - 3.2.15, the assertions hold.
To (3.64): The equation is satisfied by definition of dj.
To (3.100): By definition of Kj the compatibility condition holds in Γ0(δ)\Γ0. On
Γ0 the assertion follows from the interface condition
[(C∇u±j ) ν]Γ0t = Bj−1∇dj+bj−1
and the same calculation as in Step 4.
To (3.109): In Γ0(δ)\Γ0 we satisfy the compatibility condition by definition of gj.
On Γ0 the compatibility condition is satisfied by the definition of µ˜j = µj in Step
9, the interface condition (3.160) for µ±j , and the definition of A
j−1 in Step 6. Here
note that uj = u˜j (see Step 6).
To (3.110): In Γ0(δ)\Γ0 we satisfy the compatibility condition by definition of Lj.
On Γ0 the compatibility condition is satisfied by the interface condition (3.168) where
a12j−1 and a
13
j−1 are defined by Step 10. Also we apply the inner-outer matching con-
dition (3.73). 2
As consequence we obtain recursively.
Theorem 3.2.18. Let (µ,u,Γ) be a smooth solution for the Hele-Shaw problem (3.8)-
(3.14). Then, for any fixed integer K > 0, there exist V0, . . . ,VK such that the outer
expansion equations (3.69)-(3.71), the inner expansion equations (3.82)-(3.84), the
boundary-layer expansion equations (3.117)-(3.119) and (3.123)-(3.125), the inner-
outer matching conditions (3.72)-(3.74), and the outer-boundary matching conditions
(3.114)-(3.116) are satisfied for k = 0, . . . , K. In addition, (µ±0 ,u
±
0 ,Γ
0) coincides
with (µ,u,Γ).
Remark 3.2.19. In Theorem 3.2.18 we only consider a fixed K > 0 because the
extensions of µ±k and u
±
k from Q
±
0 to Q
±
0 ∪ Γ0(δ) only lie in CK¯ when we use the
ansatz of Remark 3.2.2. For smooth extensions this restriction is not necessary.
3.2.9 Construction of an Approximate Solution
By using the inner, outer, and boundary-layer expansions we construct approximate
solutions. Our aim is to keep the error term rA in Theorem 3.1.1 as small as possible.
Let (µ,u,Γ) be a smooth solution for the Hele-Shaw problem (3.8)-(3.14) for given
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smooth hypersurface Γ00 and some T > 0. Let K ≥ 3 be an arbitrary fixed integer
and V0, . . . ,VK be defined as in Theorem 3.2.18.
Define
dK (x, t) =
K∑
i=0
idi(x, t) , ∀(x, t) ∈ Γ0(δ), (3.171)
ΓK =
{
(x, t) ∈ Γ0(δ) : dK (x, t) = 0
}
. (3.172)
We obtain that dK is a K-th order approximate distance function. This means that
dK vanishes on Γ
K
 and∣∣∇dK ∣∣2 = 1 + ∑
1≤i,j≤K
i+j≥K+1
i+j∇dj · ∇di ∀(x, t) ∈ Γ0(δ) , (3.173)
where we have used (3.64).
Now we are able to define a suitable inner, outer and, boundary-layer approximate
solution
(
cKI , µ
K
I ,u
K
I
)
,
(
cKO , µ
K
O ,u
K
O
)
, and
(
cK∂ , µ
K
∂ ,u
K
∂
)
by
cKI (x, t) :=
K∑
i=0
i ci(z, x, t)
∣∣
z=dK /
∀(x, t) ∈ Γ0(δ) ,
µKI (x, t) :=
K∑
i=0
i µi(z, x, t)
∣∣
z=dK /
∀(x, t) ∈ Γ0(δ) ,
uKI (x, t) :=
K∑
i=0
i ui(z, x, t)
∣∣
z=dK /
∀(x, t) ∈ Γ0(δ) .
We define the outer approximate solution by
cKO (x, t) :=
K∑
i=0
i
(
c+i (x, t)χQ+0
+ c−i (x, t)χQ−0
)
∀(x, t) ∈ ΩT ,
µKO (x, t) :=
K∑
i=0
i
(
µ+i (x, t)χQ+0
+ µ−i (x, t)χQ−0
)
∀(x, t) ∈ ΩT ,
uKO (x, t) :=
K∑
i=0
i
(
u+i (x, t)χQ+0
+ u−i (x, t)χQ−0
)
∀(x, t) ∈ ΩT
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and the boundary-layer approximate solution by
cK∂ (x, t) :=
K∑
i=0
i ciB(z, x, t)
∣∣
z=dB/
− KcKB (0, x, t) ∀(x, t) ∈ ∂TΩ(δ) ,
µK∂ (x, t) :=
K∑
i=0
i µiB(z, x, t)
∣∣
z=dB/
− KµKB (0, x, t) ∀(x, t) ∈ ∂TΩ(δ) ,
uK∂ (x, t) :=
K∑
i=0
i uiB(z, x, t)
∣∣
z=dB/
∀(x, t) ∈ ∂TΩ(δ) .
The next step is to combine the inner and outer approximate solutions. For that we
choose a smooth cut-off function ζ ∈ C∞0 (R) as in (2.21) and define
cKA :=

cK∂ in ∂TΩ(δ/2) ,
cK∂ ζ(dB/δ) + c
K
O (1− ζ(dB/δ)) in ∂TΩ(δ)\∂TΩ(δ/2) ,
cKO in ΩT\(∂TΩ(δ) ∪ Γ0(δ)) ,
cKI ζ(d
0/δ) + cKO (1− ζ(d0/δ)) in Γ0(δ)\Γ0(δ/2) ,
cKI in Γ
0(δ/2) ,
(3.174)
where dB is the signed distance function to ∂Ω. We similarly define µ
K
A and u
K
A .
Since the cut-off function ζ is smooth this also holds for (cKA , µ
K
A ,u
K
A ).
An important question is how good our approximate solution (cKA , µ
K
A ,u
K
A ) is. For
that we consider (cKI , µ
K
I ,u
K
I ), (c
K
O , µ
K
O ,u
K
O ), and (c
K
∂ , µ
K
∂ ,u
K
∂ ) separately. Notice that∣∣∣dK − d0+d1 ∣∣∣ = ∣∣∣∑Ki=2 i−1di∣∣∣ ≤ 1 for all  small enough, and hence by Remark 3.2.5,
O+j η
+
N +O
−
j η
−
N
∣∣
z=dK /
= 0 and P+j η
+
N + P
−
j η
−
N
∣∣
z=dK /
= 0, for j = 0, . . . , K − 2. By
the inner expansion equations (3.84) we obtain for all (x, t) ∈ Γ0(δ) and z = dK /
((cKI )t −∆µKI )(x, t)
= −
∣∣∇dK ∣∣2 − 1
2
K∑
i=0
iµizz +
1

∑
0≤i,j≤K
i+j≥K
i+j
(
cizd
j
t − 2∇µiz · ∇dj − µiz∆dj
)
+
K∑
i=K−1
i
(
cit −∆µi
)− K−2hKd0η′′ + 1
2
∑
0≤i≤K
0≤j≤K−1
i+j≥K+1
i+jdihjη′′
−K−2LK−1d0η′ + 1

∑
0≤i≤K
0≤j≤K−2
i+j≥K
i+jdiLjη′ ∀(x, t) ∈ Γ0(δ) , (3.175)
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where we have used (3.173). Furthermore, we have by the inner expansion equations
(3.83) for all (x, t) ∈ Γ0(δ) and z = dK /
(µKI + ∆c
K
I − −1f(cKI )−W,c(cKI , E(uKI )))(x, t)
= KµK + 
K∑
i=K−1
i∆ci − 1−
∣∣∇dK ∣∣2

K∑
i=0
icizz
+
∑
0≤i,j≤K
i+j≥K
i+j
(
2∇ciz · ∇dj + ciz∆dj
)− KfK(c0, . . . , cK)
+
∑
0≤i,j≤K
i+j≥K+1
i+j−1E? : C(uiz ⊗∇dj) + KE? : C∇uK − KE? : CE?cK
+K−1gK−1d0η′ −
∑
0≤i≤K−2
0≤j≤K
i+j≥K
i+jgidjη′ + K−1kKd0η′
−
∑
0≤i≤K−1
0≤j≤K
i+j≥K+1
i+j−1kidjη′ ∀(x, t) ∈ Γ0(δ) (3.176)
and by the inner expansion equations (3.82) for all (x, t) ∈ Γ0(δ) and z = dK /
(div
(C∇uKI )− div (CE?cKI ))(x, t)
=
∑
0≤i,j,k≤K
i+j+k≥K+1
i+j+k−2(C(ui ⊗∇dj))∇dk +
∑
0≤i,j≤K
i+j≥K
i+j−1(Cklk′l′∂l(uik′)z∂l′dj)k=1,...,d
+
∑
0≤i,j≤K
i+j≥K
i+j−1(Cklk′l′(uik′)z∂ll′dj)k=1,...,d +
∑
0≤i,j≤K
i+j≥K
i+j−1(C∇uiz)∇dj
+
K∑
i=K−1
i(Cklk′l′∂ll′uik′)k=1,...,d −
∑
0≤i,j≤K
i+j≥K
i+j−1ciz(CE?)∇dj
−
K∑
i=K−1
i(CE?)∇ci −
∑
0≤i≤K
0≤j≤K−1
i+j≥K+1
i+j−2diM ljη′′ + K−2d0M lKη′′
−
∑
0≤i≤K
0≤j≤K−2
i+j≥K
i+j−1diMKjη′ + K−2d0MKK−1η′
−
∑
0≤i≤K
0≤j≤K−1
i+j≥K+1
i+j−2dijjη′′ + K−2d0jKη′′ ∀(x, t) ∈ Γ0(δ) . (3.177)
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By definition we obtain for the outer expansions in Q+0 ∪Q−0
(cKO )t −∆µKO = 0 , (3.178)
µKO + ∆c
K
O − −1f(cKO )−W,c(cKO , E(uKO )) = Kµ±K − KfK(c±0 , . . . , c±K)
+KE? : C(E(u±K)− E?c±K) +
K∑
i=K−1
i+1∆c±i , (3.179)
div
(CE(uKO ))− div (CE?cKO ) = 0 . (3.180)
Finally, we get for the boundary-layer expansion in ∂Ω(δ)× (0, T ) and z = dB/
((cK∂ )t −∆µK∂ )(x, t)
= K−1
(
cKB,zdB,t − 2∇µKB,z · ∇dB − µKB,z∆dB
)
+
K∑
i=K−1
i
(
ciB,t −∆µiB
)
−K (cKB,t(0)−∆µKB (0)) ∀(x, t) ∈ ∂Ω(δ)× (0, T ) , (3.181)
where (cKB (0), µ
K
B (0)) = (c
K
B , µ
K
B )(0, x, t) for all (x, t) ∈ ∂Ω(δ)× [0, T ]. For the chem-
ical potential equation we get in ∂Ω(δ)× [0, T ] with z = dB/
(µK∂ + ∆c
K
∂ − −1f(cK∂ )−W,c(cK∂ , E(uK∂ )))(x, t)
= KµKB + 
K2∇cKB,z · ∇dB + KcKB,z∆dB +
K+1∑
i=K
i∆ci−1B
−KfK(c0B, . . . , cKB − cKB (0)) + KE? : C∇uKB − KE? : CE?cKB
−K (µKB (0) + ∆µKB (0)− −1f ′(θ0)cKB (0)− E? : CE?cKB (0)) (3.182)
for all (x, t) ∈ ∂Ω(δ) × [0, T ]. For the equation of the stress tensor we obtain in
∂Ω(δ)× [0, T ] with z = dB/
(div
(C∇uK∂ )− div (CE?cK∂ ))(x, t)
= K−1
(Ciji′j′∂j(uKB,i′)z∂j′dB)i=1,...,d + K−1 (Ciji′j′(uKB,i′)z∂jj′dB)i=1,...,d
+K−1
(C∇uKB,z)∇dB + K∑
i=K−1
idiv
(C∇uiB)− K−1 (CE?)∇dBcKB,z
−
K∑
i=K−1
i (CE?)∇ciB + K(CE?)∇cKB (0) ∀(x, t) ∈ ∂Ω(δ)× [0, T ] . (3.183)
Additionally, we check the boundary conditions on ∂Ω× (0, T ). Consider the bound-
ary conditions (3.123)-(3.125) and note the extra terms KcKB (0, x, t) and 
KµKB (0, x, t)
added in the definitions of cK∂ (x, t) and µ
K
∂ (x, t). Then we obtain
uK∂ = 0 and
∂
∂n
cK∂ =
∂
∂n
µK∂ = 0 on ∂Ω× (0, T ) .
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It remains to show how good the approximate solutions (cKA , µ
K
A ,u
K
A ) are in the do-
mains Γ0(δ)\Γ0(δ/2) and ∂TΩ(δ)\∂TΩ(δ/2) where we have glued together the inner
and outer approximate solutions and the boundary-layer and outer approximate solu-
tions. By definition |d0(x, t)| ∈ [δ/2, δ) for (x, t) ∈ Γ0(δ)\Γ0(δ/2). So for sufficiently
small  the property
∣∣dK ∣∣ = ∣∣∣∑Ki=0 idi∣∣∣ ≥ δ/4 is valid for all (x, t) ∈ Γ0(δ)\Γ0(δ/2).
Applying the matching conditions (3.72) yields∥∥cKA − cKO∥∥C2(Γ0(δ)\Γ0(δ/2))
=
∥∥∥∥∥ζ(d0/δ)
K∑
i=0
i
(
ci(dK /, x, t)− c±i (x, t)
)∥∥∥∥∥
C2(Γ0(δ)\Γ0(δ/2))
= O(−2e−αδ4 ) , (3.184)
and analogously we get∥∥µKA − µKO∥∥C2(Γ0(δ)\Γ0(δ/2)) = O(−2e−αδ4 ), (3.185)∥∥uKA − uKO∥∥C2(Γ0(δ)\Γ0(δ/2)) = O(−2e−αδ4 ). (3.186)
By using the outer-boundary matching condition (3.114), a similar statement holds∥∥cKA − cKO∥∥C2(∂TΩ(δ)\∂TΩ(δ/2))
=
∥∥∥∥∥ζ(dB/δ)
(
K∑
i=1
i
(
ciB(dB/)− c+i
)− KcKB (0)
)∥∥∥∥∥
C2(∂TΩ(δ)\∂TΩ(δ/2))
= O(−2e−αδ2 ) +O(K) . (3.187)
A similar relation holds for (µKA ,u
K
A ) and (µ
K
O ,u
K
O ). Since the equations (3.1)-(3.3)
contain second space derivatives and a first time derivative, we have used the C2-
norm. Therefore by (3.173)-(3.187) the approximate solution (cKA , µ
K
A ,u
K
A ) fulfills the
following equations
(cKA )t −∆µKA =: eK(x, t) = O(K−2) in Ω× (0, T ) ,
µKA + ∆c
K
A − −1f(cKA )−W,c(cKA , E(uKA )) = O(K−1) in Ω× (0, T ) ,
div
(CE(uKA ))− div (CE?cKA ) = O(K−2) in Ω× (0, T ) ,
∂
∂n
cKA =
∂
∂n
µKA = 0 on ∂Ω× (0, T ) ,
uKA = 0 on ∂Ω× (0, T ) .
Here and in the following the Landau symbols are with respect to the C0-norm unless
noted otherwise. In the same way as in [10], we modify cKA and µ
K
A so that the error
term eK vanishes. We set c

A = c
K
A − 1|Ω|
∫ t
0
∫
Ω
eK(ξ, τ) dξ dτ and µ

A = µ
K
 − eˆK(x, t)
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where eˆK(x, t) is the solution to the elliptic problem
∆eˆK(x, t) = eK(x, t)− 1|Ω|
∫
Ω
eK(ξ, t) dξ in ΩT ,
∂
∂n
eˆK = 0 on ∂TΩ ,
∫
Ω
eˆK(ξ, t) dξ = 0 ∀t ∈ [0, T ] .
Note that eˆK = O(K−2) since eK = O(K−2). In addition, we define uA = uKA .
Therefore (cA, µ

A,u

A) satisfies
(cA)t −∆µA = 0 in ΩT , (3.188)
µA + ∆c

A − −1f(cA)−W,c(cA, E(uA)) = O(K−3) in ΩT , (3.189)
div (CE(uA))− div (CE?cA) = O(K−2) in ΩT , (3.190)
∂
∂n
cA =
∂
∂n
µA = 0 on ∂TΩ , (3.191)
uA = 0 on ∂TΩ . (3.192)
Remark 3.2.20. With (3.24) and (3.25) we can specify the size of K.
K − 3 ≥ pk
2
> d+ 2, 5 .
In particular, it is sufficient to calculate the 8th order term of the expansion in two
dimensions and the 9th order term in three dimensions.
We summarize the results of this subsection in the following theorem.
Theorem 3.2.21. Let Γ00 ⊂ Ω be a given smooth hypersurface without boundary
and let (µ0,u0,Γ
0) be a smooth solution to the Hele-Shaw problem (3.8)-(3.14) for
t ∈ [0, T ] with initial value Γ00 such that Γ0 ⊂ Ω×[0, T ]. Then for every K > 3, there
exists a positive constant 0 such that for every  ∈ (0, 0] there exists an approximate
solution (cA, µ

A,u

A) satisfying (3.188)-(3.192). Additionally, it holds as ↘ 0
‖µA − µ0‖C0(ΩT ) = O() ,∥∥cA(x, t)− θ0(d0(x, t)/+ d1(x, t))∥∥C0(Γ0(δ)) = O() ,
‖cA ∓ 1‖C0(Q±0 \Γ0(δ/2)) = O() ,
‖uA − u0‖C0(ΩT ) = O() .
Proof: The construction of an approximate solution (cA, µ

A,u

A) satisfying (3.188)-
(3.192) is described above.
Due to the construction of µA and (3.185), it follows as ↘ 0
‖µA − µ0‖C0(ΩT \(Γ0(δ/2)∪∂TΩ(δ/2))) = O() .
So it remains to consider the domains Γ0(δ/2) and ∂TΩ(δ/2). By triangle inequality
it holds
‖µA − µ0‖C0(Γ0(δ/2)) ≤
∥∥µA − µ0∥∥C0(Γ0(δ/2)) + ∥∥µ0 − µ0∥∥C0(Γ0(δ/2)) .
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By definition it follows ‖µA − µ0‖C0(Γ0(δ/2)) ≤ C. To estimate the second term,
Lemma 3.2.16 gives us the exact definition of µ0. Therefore we have∥∥µ0 − µ0∥∥C0(Γ0(δ/2)∩Q+0 ) = ∥∥(1− η(dK /))(µ+0 − µ−0 )∥∥C0(Γ0(δ/2)∩Q+0 )
=
∥∥χ{dK ≤}(µ+0 − µ−0 )∥∥C0(Γ0(δ/2)∩Q+0 )
≤ C ,
where the second equality follows from (3.75) and the last inequality from µ+0 = µ
−
0
on Γ0 and
{
dK ≤ 
} ⊂ {d0 ≤ C} for some C > 0. The proof for Γ0(δ/2) ∩ Q−0 is
done in the same way. Since µ0B = µ
+
0 in ∂TΩ(δ/2), the construction of µ

A yields
‖µA − µ0‖C0(∂TΩ(δ/2)) ≤ C
for some C > 0 independent of . We analogously show
‖uA − u0‖C0(ΩT ) + ‖cA ∓ 1‖C0(Q±0 \Γ0(δ/2)) = O() .
To estimate the last term, we again consider the domains Γ0(δ/2) and Γ0(δ)\Γ0(δ/2)
separately. We use that cA = c

A − cKA + cKA and apply cKA = cIK in Γ0(δ/2) and the
triangle inequality to obtain∥∥cA − θ0(d0/+ d1)∥∥C0(Γ0(δ/2))
≤ ∥∥cA − cKA∥∥C0(Γ0(δ/2)) + 
∥∥∥∥∥
K∑
i=1
i−1ci
∥∥∥∥∥
C0(Γ0(δ/2))
+
∥∥∥∥∥θ0
(
d0

+ d1 + 
K∑
i=2
i−2di
)
− θ0
(
d0

+ d1
)∥∥∥∥∥
C0(Γ0(δ/2))
≤ CK−2 + C+ C (3.193)
since θ0 is a Lipschitz function. In Γ
0(δ)\Γ0(δ/2) we write the difference cA−θ0(d0/+
d1) as
cA − θ0(d0/+ d1)
= ζ(d0/δ)
(
θ0(d
K
 /)− θ0(d0/+ d1)
)
+
(
cA −
[
ζ(d0/δ)θ0(d
K
 /) + (1− ζ(d0/δ))(2χQ+0 − 1)
])
+(1− ζ(d0/δ))
(
(2χQ+0 − 1)− θ0(d
0/+ d1)
)
.
On the right-hand side the first term can be estimated as in (3.193). For the second
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term we use the definition for cKA in Γ
0(δ)\Γ0(δ/2)∥∥∥cA − [ζ(d0/δ)θ0(dK /) + (1− ζ(d0/δ))(2χQ+0 − 1)]∥∥∥C0(Γ0(δ)\Γ0(δ/2))
≤ ∥∥cA − cKA∥∥C0(Γ0(δ)\Γ0(δ/2))
+
∥∥∥cKA − [ζ(d0/δ)θ0(dK /) + (1− ζ(d0/δ))(2χQ+0 − 1)]∥∥∥C0(Γ0(δ)\Γ0(δ/2))
≤ CK−2 + C .
To estimate the third term on the right-hand side, we use that |d0 + d1| ≥ δ/4 in
Γ0(δ)\Γ0(δ/2) for all  small enough. Then applying the property (2.9) yield∥∥∥(2χQ+0 − 1)− θ0(d0/+ d1)∥∥∥C0(Γ0(δ)\Γ0(δ/2)) ≤ Ce−αδ8
for some constant C > 0. This completes the proof. 2
3.3 Convergence Result
Theorem 3.3.1. Let Ω be a smooth domain and Γ00 be a smooth hypersurface in
Ω without boundary. Assume that the Hele-Shaw problem (3.8)-(3.14) has a smooth
solution (µ,u,Γ) on a time interval [0, T ] such that Γt ⊂ Ω for all t ∈ [0, T ] where
Γ :=
⋃
0≤t≤T (Γt × {t}). Then there exists a family of smooth functions {c0(x)}0<≤1
which are uniformly bounded in  ∈ (0, 1] and x ∈ Ω, such that if (c,u) satisfies the
Cahn-Larche´ equation
ct −∆
(−∆c + −1f(c) +W,c(c, E(u))) = 0 in ΩT , (3.194)
divW,E(c, E(u)) = 0 in ΩT , (3.195)
∂
∂n
c = ∂
∂n
(−∆c + −1f(c) +W,c(c, E(u))) = 0 on ∂TΩ, (3.196)
u = 0 on ∂TΩ, (3.197)
c|t=0 = c0 on Ω , (3.198)
then
lim
→0
c(x, t) =
{−1 if (x, t) ∈ Q−
1 if (x, t) ∈ Q+ uniformly on compact subsets,
lim
→0
(−∆c + −1f(c) +W,c(c, E(u))) (x, t) = µ(x, t) uniformly on ΩT ,
lim
→0
u(x, t) = u(x, t) uniformly on ΩT ,
where Q+ and Q− are respectively the exterior (in ΩT ) and interior of Γ.
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Proof: Let (cA, µ

A,u

A) be the approximate solution constructed in Theorem 3.2.21.
Then by Theorem 3.1.2 and 3.2.21, we obtain
lim
→0
‖c ∓ 1‖C0(Q±\Γ(δ/2)) = 0 ,
lim
→0
‖µ − µ‖C0(ΩT ) = 0 ,
lim
→0
‖u − u‖C0(ΩT ) = 0
for every δ > 0 small enough, as long as Φt(.) = c

A(., t) has the form (2.20).
Hence we have to check that Φt(.) = c

A(., t) has the form (2.20) where r = rt(x)
is the signed distance function to ΓKt :=
{
x ∈ Ω : dK (x, t) = 0
}
. Observe that
∇dK = ∇d0 + 
∑K
i=1 
i−1∇di. Therefore by implicit function theorem ΓKt is a
smooth hypersurface for all  > 0 small enough since ∇d0 = νΓ0t on Γ0. Moreover,
the C3 norm of ΓKt can be bounded independent of  ∈ (0, 1] and t ∈ [0, T ] (for
the definition of the C3 norm, see Remark 2.8.2). This can be seen as follows. Let
g : U ′ ⊂ Rd−1 → R and U ⊂ Rd such that Γ0 ∩ U = (U ′, g(U ′)), that is the manifold
Γ0 is locally (possibly after rotation) the graph of g. As in Section 2.8 there exists
a > 0 such that τ : Γ0 × (−a, a) → im(τ) defined by τ(x0, r) = x0 + rνΓ0(x0) is a
smooth diffeomorphism. Furthermore, define the function F : U ′ × (−a, a) → R by
F (x′, r) = r +
∑K
i=1 
idi((x′, g(x′)) + rνΓ0(x
′, g(x′))). Since
∂
∂r
F (x, r) = 1 +
K∑
i=1
i∇di((x′, g(x′)) + rνΓ0(x′, g(x′))) · νΓ0(x′, g(x′)) > 0
for all (x′, r) ∈ U ′× (−a, a) and for all  > 0 small enough, we can apply the implicit
function theorem and obtain f : U ′ → (−a, a) such that F (x′, f(x′)) = 0. Here
we can define f in the whole space U ′ since we find for every x′ ∈ U ′ a number
r such that F (x′, r) = 0 provided  > 0 is small enough since F (x′,−a) < 0 and
F (x′, a) > 0 for every x′ ∈ U ′ and for all  > 0 small enough. So it holds (x′, g(x′)) +
f(x′)νΓ0(x
′, g(x′)) ∈ ΓKt for all x′ ∈ U ′ due to d0((x′, g(x′)) + f(x′)νΓ0(x′, g(x′))) =
f(x′). Since
f(x′) = −
K∑
i=1
idi((x′, g(x′)) + f(x′)νΓ0(x
′, g(x′)))
and
∇x′f(x′) = − 1
∂rF (x′, f(x′))
(∇x′F )(x′, f(x′)) ,
we can verify by direct calculation that ‖f‖C3(U ′) ≤ C for some C > 0 independent
of . As above there exists some a˜ > 0 such that τ˜ : U ′× (−a˜, a˜)→ im(τ˜) defined by
τ˜(x′, r) = x+ rνΓKt (x) for x = (x
′, g(x′)) + f(x′)νΓ0(x
′, g(x′)) .
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is a smooth diffeomorphism. Since
νΓKt (x) =
1
|∇dK (x)|
∇dK (x)
for x = (x′, g(x′)) + f(x′)νΓ0(x
′, g(x′)) and for all x ∈ U ′, we can conclude by (3.173)∥∥∥νΓKt ((x′, g(x′)) + f(x′)νΓ0(x′, g(x′)))∥∥∥C3(U ′) ≤ C
for some C > 0 independent of . Hence it follows that there exists some C > 0 inde-
pendent of  such that ‖τ˜(x′, r)‖C3(U ′×(−a˜,a˜)) ≤ C. So we can conclude ‖rt‖C3(im(τ˜)) ≤
C since rt(x) = (τ˜
−1(x))d and τ˜ ◦ τ˜−1(x) = x for all x ∈ im(τ˜). Since there is an
integer L > 0 such that Γ0 ⊂ ⋃Li=1 Ui and Γ0 ∩ Γi, i = 1, . . . , L, can be described
by a graph, the C3 norm of ΓKt can be bounded independent of . We set δ0 = δ/2
where δ is as in Section 3.2. Hence ΓK(δ0) ⊂ Γ0(δ) for every  small enough. The
construction of cA in Section 3.2 yields for all (x, t) ∈ ΩT\∂TΩ(δ)
cA = c
K
A +R

A
= ζ(rt(x)/δ0)c
K
I + (1− ζ(rt(x)/δ0)) cKO
+
(
ζ(d0(x, t)/δ)− ζ(rt(x)/δ0)
) (
cKI − cKO
)
+RA
for some function RA(t) such that |RA(t)| ≤ CK−2 for some C > 0 and for all
t ∈ [0, T ]. Since ζ(rt(x)/δ0) − ζ(d0(x, t)/δ) = 0 in ΓK(δ0/2) ∩ Γ0(δ0) = ΓK(δ0/2)
(for  small enough) and due to the inner-outer matching condition, we obtain∥∥(ζ(d0(x, t)/δ)− ζ(rt(x)/δ0)) (cKI − cKO )∥∥C1(ΓK(δ0)) ≤ 2
for all  > 0 small enough. Moreover, note that cKB (x, t) = 1 +
∑K
i=1 
ici(dB

, x, t)
with
∥∥∥ci(dB(.) , ., .)∥∥∥
C0(∂TΩ(δ))
≤ C for all i = 1, . . . , K. Hence in order to satisfy
(2.23)-(2.26), we can replace cA by
ζ(rt(x)/δ0)c
K
I (x, t) + (1− ζ(rt(x)/δ0)) cKO (x, t)
for all (x, t) ∈ ΩT and for K ≥ 4. Obviously, we set φ±t = cKO in ΩT . Due to the
construction of cKO in Section 3.2, condition (2.26) is satisfied for C∗ large enough. So
it is sufficient to verify that cKI satisfies (2.25) and that for all (x, t) ∈ ΓK(δ0) ⊂ Γ0(δ)
c0(d
K


, x, t) + c1(d
K


, x, t) = θ0(
rt(x)

) + p(St(x), t)θ1(
rt(x)

) + 2q(x, t)
such that θ1 satisfies (2.23), and p
(x, t) and q(x, t) satisfy (2.24). Here St(x) is the
projection from x to ΓKt along the normal of Γ
K
t .
Before we verify these three conditions, we estimate rt − dK (., t). For x = St(x) +
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rt(x)νΓKt ∈ ΓKt (δ0) we obtain
2(rt(x)− dK (x, t)) =
∫ rt(x)
0
2− 2 d
dτ
dK (St(x) + τνΓKt , t) dτ
=
∫ rt(x)
0
2− 2∇rt(St(x) + τνΓKt ) · ∇dK (St(x) + τνΓKt , t) dτ
=
∫ rt(x)
0
∣∣∣∇rt(St(x) + τνΓKt )−∇dK (St(x) + τνΓKt , t)∣∣∣2 dτ
−
∫ rt(x)
0
(∣∣∣∇dK (St(x) + τνΓKt )∣∣∣2 − 1) dτ (3.199)
since ∇rt(St(x) + τνΓKt ) = ∇rt(St(x)) = νΓKt on ΓKt . Using ∇Γ
K
t dK = 0 on Γ
K
t
and
∥∥∥∣∣∇dK ∣∣2 − 1∥∥∥
C0(ΓK(δ0))
≤ CK+1, we get
∣∣∣∇ΓKt dK (x, t)∣∣∣ ≤ Crt(x) in ΓKt (δ0) (3.200)
and ∣∣∇dK −∇rt∣∣ ≤ CK+1 on ΓKt
for some C > 0 and where ∇ΓKt = ∇ − ∇rt(∇rt · ∇) is the tangential gradient on
ΓKt . Hence it follows from the estimate above∣∣∇dK (x, t)−∇rt(x)∣∣ ≤ Crt(x) + CK+1 in ΓKt (δ0)
for some C > 0 independent of  and t ∈ [0, T ]. Applying this estimate to (3.199)
yields for all x ∈ ΓKt (δ0)∣∣rt(x)− dK (x, t)∣∣ ≤ C ∫ |rt(x)|
0
τ 2 dτ + CK+1 = C |rt(x)|3 + CK+1 . (3.201)
By using this estimate, one can conclude another useful property for all (x, t) ∈
ΓK(δ0)
|rt(x)| ≤
∣∣dK (x, t)∣∣+ ∣∣rt(x)− dK (x, t)∣∣ ≤ ∣∣dK (x, t)∣∣+ C |rt(x)|3 + CK+1
≤ ∣∣dK (x, t)∣∣+ Cδ20 |rt(x)|+ CK+1 .
Choosing δ0 small enough yields for all (x, t) ∈ ΓK(δ0)
|rt(x)| ≤ C
∣∣dK (x, t)∣∣+ CK+1 (3.202)
for some C > 0 independent of  and (x, t) ∈ ΓK(δ0).
Using (3.200), we can verify (2.25) as follows. Since c0(z, x, t) = θ0(z), we get for all
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(x, t) ∈ ΓK(δ0)
∣∣∣∇ΓKt cKI (x, t)∣∣∣ =
∣∣∣∣∣∣
([
∇ΓKt + 1

(
∇ΓKt dK
) ∂
∂z
] K∑
i=0
ici(z, x, t)
)∣∣∣∣∣
z=dK /
∣∣∣∣∣∣
≤ C + |rt(x)|

θ′0(
dK (x,t)

)
≤ C + C
∣∣dK ∣∣

e−
α|dK |
 ≤ C , (3.203)
where we have used (3.202) and the fact that the function h : [0,∞)→ R defined by
h(z) = ze−αz is a bounded function (h takes its absolute maximum at z = 1
α
).
We continue with condition (2.23). To this end we solve for c1. For (x, t) ∈ Γ0 the
equation for c1 in (3.83) reads
c1zz − f ′(θ0)c1 = −E? : C((u0∗)z ⊗∇d0)− µ0 −∆d0c0z
−E? : C(∇u0 − E?θ0)− zk0η′
= −E? : C((u0∗)z ⊗∇d0) + σ∆d0 + 12E? : C(∇u+0 +∇u−0 )
−∆d0θ′0 − E? : C(∇u+0 η +∇u−0 (1− η)− E?θ0)
−zE? : C(l0 ⊗∇d0)η′
= −E? : C((u0∗)z ⊗∇d0) + σ∆d0 −∆d0θ′0
+1
2
E? : C(∇u+0 −∇u−0 )− E? : C(∇u+0 −∇u−0 )η
+E? : (CE?)θ0 − zE? : C(l0 ⊗∇d0)η′ , (3.204)
where we have used the definitions of (c0, µ0,u0, k0). To handle the term on the
right-hand side, we calculate (u0∗)z. Here we use the ordinary differential equation
(3.82) on Γ0. By (3.104) we obtain limz→−∞ ∂zu0∗(z) = 0, and therefore we get
(u0∗)z =
∫ z
−∞
(u0∗)zz(s) ds
=
∫ z
−∞
M−1
[−(Ciji′j′∂j(u0i′)z∂j′d0)i=1,...,d − (Ciji′j′(u0i′)z∂jj′d0)i=1,...,d
−(C∇u0z)∇d0 + θ′0(CE?)∇d0
]− sl0η′′ ds .
The matching condition limz→−∞(θ0(z),u0(z)) = (−1,u−0 ) (see (3.72) and (3.74))
and the equation
∫ z
−∞ sη
′′(s) ds = zη′(z)− η(z) yield
(u0∗)z = M
−1 [−(Ciji′j′∂j(u+0 η + u−0 (1− η))i′∂j′d0)i=1,...,d
+(Ciji′j′∂ju−0,i′∂j′d0)i=1,...,d
−(Ciji′j′(u+0 η + u−0 (1− η))i′∂jj′d0)i=1,...,d
+(Ciji′j′u−0,i′∂jj′d0)i=1,...,d − (C∇(u+0 η + u−0 (1− η)))∇d0
+(C∇u−0 )∇d0 + θ0(CE?)∇d0 + (CE?)∇d0
]− zη′l0 + ηl0 ,
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where we have used the definition of u0. Since [Sν]Γ0t =
[
u±0
]
Γ0t
= 0, we can conclude
(u0∗)z = M
−1 [−(Ciji′j′(∇u+0 −∇u−0 )i′j∂j′d0)i=1,...,d η
−(C(∇u+0 −∇u−0 ))∇d0η + 12θ0(C(∇u+0 −∇u−0 ))∇d0
+1
2
(C(∇u+0 −∇u−0 ))∇d0
]− zη′l0 + ηl0 on Γ0 .
The interface condition
[
u±0
]
Γ0t
= 0 also yields ∇u+0 −∇u−0 = ∂∂ν (u+0 −u−0 )⊗∇d0 on
Γ0. Furthermore, note that M = (Ciji′j′∂jd0∂j′d0)di,i′=1. So we obtain
(u0∗)z(z) = −2η(z)
∂
∂ν
(u+0 − u−0 ) +
1
2
θ0(z)
∂
∂ν
(u+0 − u−0 )
+
1
2
∂
∂ν
(u+0 − u−0 )− zη′(z)l0 + ηl0
= −η(z) ∂
∂ν
(u+0 − u−0 ) +
1
2
θ0(z)
∂
∂ν
(u+0 − u−0 )
+
1
2
∂
∂ν
(u+0 − u−0 )− zη′(z)l0 on Γ0 ,
where we have used the definition of l0 in the last equation. We insert this equation
into (3.204) and use ∇u+0 −∇u−0 = ∂∂ν (u+0 − u−0 )⊗∇d0 on Γ0 to obtain
c1zz − f ′(θ0)c1 = σ∆d0 − θ′0∆d0 + θ0
(E? : (CE?)− 1
2
E? : C(∇u+0 −∇u−0 )
)
.
Since [Sν]Γ0t = 0 and divS = 0 in Q
±
0 , we obtain CE?− 12C(∇u+0 −∇u−0 ) = [S]Γ0t = 0.
Therefore c1 satisfies the following ordinary differential equation on Γ0
c1zz − f ′(θ0)c1 = σ∆d0 − θ′0∆d0 ,
and so c1(z, x, t) = ∆d0(x, t)θ1(z) on Γ
0 where θ1 satisfies
θ′′1 − f ′(θ0)θ1 = σ − θ′0 in R , θ1(0) = 0 , θ1 ∈ L∞(R) .
Since
∫
R (σ − θ′0)θ′0 = 0 by definition of σ, Lemma 2.6.2 yields that θ1 exists and is
unique. By integration by parts we show that θ1 satisfies the property (2.23)
0 =
∫
R
θ′′0(σ − θ′0) dz =
∫
R
θ′′0 (θ
′′
1 − f ′(θ0)θ1) dz
= −
∫
R
θ′1 (θ
′′
0 − f(θ0))′ dz +
∫
R
f ′′(θ0)(θ′0)
2θ1 dz =
∫
R
f ′′(θ0)(θ′0)
2θ1 dz . (3.205)
It is natural to set for all (x, t) ∈ ΓK(δ0)
p = ∆d0(x, t) ,
q = −2
(
θ0
(
dK

)
− θ0
(
rt(x)

))
+ −1
(
c1
(
dK

, x, t
)
− p(St(x), t) θ1
(
rt(x)

))
.
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Then due to construction, it holds in ΓK(δ0)
c0
(
dK

, x, t
)
+ c1
(
dK

, x, t
)
= θ0
(
rt(x)

)
+ p(St(x), t) θ1
(
rt(x)

)
+ 2q(x, t) .
It remains to verify condition (2.24). We denote by S0t (x) the projection from x
to Γ0t along the normal of Γ
0
t . By geometric arguments we estimate St(x) − S0t (x)
for all (x, t) ∈ ΓK(δ0). Let (x, t) ∈ ΓK(δ0) be any point. W.l.o.g. we assume
d0(x, t) ≥ 0. By definition of ΓKt there exists some C > 0 independent of (x, t)
such that Bd0(x,t)+C(x) ∩ ΓKt 6= ∅. Moreover, there exists some y ∈ Ω+0 such that
Bd0(y,t)(y)∩Γ0t = {S0t (x)} and d0(y, t)−d0(x, t) ≥ δ0 for δ0 small enough. In particular,
Bd0(x,t)(x) ⊂ Bd0(y,t)(y) and ∂Bd0(y,t)(y)∩ ∂Bd0(x,t)(x) = {S0t (x)}. Again by definition
of ΓKt there exists some C > 0 independent of (x, t) such that Bd0(y,t)−C(y)∩ΓKt = ∅.
Then it holds S0t (x), St(x) ∈ Bd0(x,t)+C(x)\Bd0(y,t)−C(y). As shown below, we obtain∣∣St(x)− S0t (x)∣∣ ≤ C ∀(x, t) ∈ ΓK(δ0) (3.206)
for some C independent of  and (x, t).
Bd0(x,t)+C(x)
Bd0(y,t)−C(y)
ΓKt
Let us prove the estimate (3.206). Let z ∈ Bd0(x,t)+C(x)\Bd0(y,t)−C(y) and let p ∈ Ω
be the orthogonal projection of z onto the line {x+ t(x− y) : t ∈ R}. For convenience
we right ab instead of |a− b| for a, b ∈ Rd. By the construction of Bd0(x,t)(x) and
Bd0(y,t)(y), it holds d
0(y, t) = xy+d0(x, t). By the Pythagoras’ theorem we can follow
pz2 + px2 = xz2 ≤ (d0(x, t) + C)2 (3.207)
and
pz2 + py2 = yz2 ≥ (d0(x, t) + xy − C)2
since z ∈ Bd0(x,t)+C(x)\Bd0(y,t)−C(y). Using these estimates, we get
(d0(x, t) + C)2 + xy2 + 2xy px
≥ pz2 + px2 + xy2 + 2xy px = pz2 + (px+ xy)2 = pz2 + py2
≥ (d0(x, t) + C)2 + 2(d0(x, t) + C)(xy − 2C) + (xy − 2C)2 .
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Hence we obtain
2xy px ≥ 2d0(x, t)xy − 4C (d0(x, t)− xy) ,
and therefore
px ≥ d0(x, t)− 2C
xy

(
d0(x, t)− xy) .
Since p ∈ Bd0(x,t)+C(x) and xy ≥ δ0 by definition of y, we conclude∣∣px− d0(x, t)∣∣ ≤ C , (3.208)
for some C > 0 independent of . Applying (3.207), one can conclude
pz ≤ C
for some C > 0 independent of . Hence by triangle inequality it holds for all
z, w ∈ Bd0(x,t)+C(x)\Bd0(y,t)−C(y)
|z − w| = wz ≤ pww + pzz + pwpz ≤ C
for some C > 0 independent of  and where pw and pz are the orthogonal projection
of w and z onto the line {x+ t(x− y) : t ∈ R}. Here we have used pwpz ≤ C due
to the inequality (3.208).
For all (x, t) ∈ ΓK(δ0) we can conclude by triangle inequality
|q(x, t)| ≤ −2
∣∣∣θ0(dK )− θ0( rt(x) )∣∣∣+ −1 ∣∣∣c1(dK , x, t)− c1( rt(x) , x, t)∣∣∣
+−1
∣∣∣c1( rt(x) , x, t)− c1( rt(x) , S0t (x), t)∣∣∣
+−1
∣∣∣c1( rt(x) , S0t (x), t)− p(St(x), t) θ1( rt(x) )∣∣∣ . (3.209)
We apply the mean value theorem to the first term on the right-hand side to obtain∣∣∣θ0(dK )− θ0( rt(x) )∣∣∣ ≤ −1 ∣∣dK (x, t)− rt(x)∣∣ θ′0(ΘdK +(1−Θ)rt )
≤ C−1 |rt|3 e−
α|rt|
 = C
|rt|2
2
e−
α|rt|
  |rt|
for some Θ = Θ(x, t) ∈ (0, 1) and where we have used (3.201) and ∣∣dK ∣∣ ≤ C |rt| +
CK+1, see (3.202). Since the function h : [0,∞) → R defined by h(z) = z2e−αz is
bounded (it takes its absolute maximum at z = 2
α
), it follows∣∣∣θ0(dK )− θ0( rt(x) )∣∣∣ ≤ C |rt| in ΓK(δ0)
for some C > independent of  and (x, t) ∈ ΓK(δ0).
We obtain the same result for the second term in (3.209) by the same arguments∣∣∣c1(dK )− c1( rt(x) )∣∣∣ ≤ C |rt| in ΓK(δ0)
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for some C > independent of  and (x, t) ∈ ΓK(δ0).
Again applying the mean value theorem to the third term in (3.209), yields for all
(x, t) ∈ ΓK(δ0)∣∣∣c1( rt(x) , x, t)− c1( rt(x) , S0t (x), t)∣∣∣ ≤ C ∣∣x− S0t (x)∣∣
≤ |rt(x)|+
∣∣d0(x, t)− rt(x)∣∣
≤ C |rt(x)|+ C ,
where we have used
∣∣d0 − dK ∣∣ ≤ C and (3.201).
For the last term in (3.209) we use that c1(z, x, t) = ∆d0(x, t)θ1(z) on Γ
0. Then we
conclude for all (x, t) ∈ ΓK(δ0)∣∣∣c1( rt(x) , S0t (x), t)− p(St(x), t) θ1( rt(x) )∣∣∣
≤ ∣∣∆d0(S0t (x), t)−∆d0(St(x), t)∣∣ ∣∣∣θ1( rt(x) )∣∣∣
≤ C ∣∣St(x)− S0t (x)∣∣ ≤ C ,
where the last inequality follows from (3.206). Altogether, we get the estimate
|q(x, t)| ≤ C(1 + −1 |rt(x)|) ∀(x, t) ∈ ΓK(δ0) .
Hence p and q satisfy (2.24). This completes the proof. 2
Remark 3.3.2. The initial value c0(x) = c

A(x, 0) is independent of the solutions
for the modified Hele-Shaw problem and the linearized Hele-Shaw problem. This can
be seen as follows. By solving the first order partial differential equation (3.64) with
Cauchy data dk(x, 0) = 0 on Γ00, we can directly determine d
k for all k ∈ N. Hence
one can find Vk for t = 0 and for all k ∈ N.
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4 Classical Solutions of Sharp
Interface Models
We show that the Hele-Shaw problem (3.8)-(3.14) and the linearized Hele-Shaw prob-
lem (3.161)-(3.170) have smooth solutions. For the proof we transform these problems
to fixed domains. To this end we apply the Hansawa transformation. In the follow-
ing we describe the construction of the Hansawa transformation and summarize some
facts about it.
We assume that the domain Ω ⊂ Rd has a smooth boundary ∂Ω. Let Σ ⊂ Ω be a
smooth (d−1)-dimensional reference manifold without boundary such that Σ = ∂Ω−
for a reference domain Ω− ⊂ Ω. We set Ω+ := Ω\Ω−, that is, Σ separates Ω into an
interior domain Ω− and an exterior domain Ω+. Denote by νΣ the unit normal of Σ
that points outside Ω−. We observe that the function
N : Σ× (−a0, a0)→ Rd : (x, λ) 7→ x+ λνΣ(x)
is a smooth diffeomorphism onto its image Ba0(Σ) := im(N ) ⊂ Ω provided 0 < a0 <
dist(Σ, ∂Ω) is small enough where a0 depends on the maximal curvature of Σ and
dist(Σ, ∂Ω), cf. [41, Kapitel 4.6]. For the inverse of N we have the decomposition
N−1 = (S, dΣ) where dΣ(y) is the signed distance from y to Σ and S(y) is the
orthogonal projection of y onto Σ. For some “height function” h : Σ × [0, T ] → R,
we define the map
θh : Σ× [0, T ]→ Ω : (x, t) 7→ x+ h(x, t)νΣ(x) .
Then for every t ∈ [0, T ] the function θh(., t) : Σ→ Ω is injective provided |h(x, t)| <
a0 for all (x, t) ∈ Σ× [0, T ], and we define for t ∈ [0, T ]
Γh(t) := {θh(x, t) : x ∈ Σ} .
Then Γh(t) separates Ω into an interior domain Ω
−
h(t) and an exterior domain Ω
+
h(t)
such that Γh(t) = ∂Ω
−
h(t) and Ω
+
h(t) = Ω\Ω−h(t). Furthermore, we use the definitions
Γh,T :=
⋃
t∈(0,T ]
(Γh(t) × {t}) and Ω±h,T :=
⋃
t∈(0,T ]
(Ω±h(t) × {t}) .
Note that for fixed t ∈ [0, T ], Γh(t) is the zero-level set of the function
Φh : Ba0(Σ)× [0, T ]→ R : (x, t) 7→ dΣ(x)− h(S(x), t) .
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To transform the Hele-Shaw problem (3.8)-(3.14) and the linearized Hele-Shaw prob-
lem (3.161)-(3.170) to fixed domains, we extend for fixed t ∈ [0, T ] the diffeomorphism
θh(., t) : Σ → im(θh(., t)) to Ω by the so-called “Hansawa transformation” that was
first introduced by E. I. Hanzawa [39] for multi-dimensional Stefan problems. One
can apply the Hansawa transformation not only for the Stefan problem, for example
see [28] or [7]. We choose a ∈ (0, a0/4) and fix some χ ∈ C∞(R, [0, 1]) such that
χ(λ) = 1 if |λ| ≤ a, and χ(λ) = 0 if |λ| ≥ 3a and such that sup |χ′(λ)| < 1/a. Then
we define
Θh(x, t) := x+ χ(dΣ(x))h(S(x), t)νΣ(S(x)) . (4.1)
Since N : Σ × (−a0, a0) → Ba0(Σ) is a smooth diffeomorphism and the function
[λ 7→ λ+ χ(λ)h(s, t)] is strictly increasing for all s ∈ Σ× [0, T ] provided ‖h(., t)‖C0 ≤
a for all t ∈ [0, T ] (note that sup |χ′(λ)| < 1/a), we can conclude that
Θh(., t) ∈ Diffδ(Ω,Ω) ∩Diffδ(Ω±,Ω±h(t)) ∀t ∈ [0, T ]
if h(., t) ∈ Cδ(Σ), δ ∈ [1,∞]. Furthermore, it holds for all t ∈ [0, T ]
Θh|Σ×[0,T ] = θh and Θh(., t)|Bb(∂Ω) = IdBb(∂Ω)
for some sufficiently small b > 0 where Bb(∂Ω) = {x ∈ Ω : dist(x, ∂Ω) < b}.
4.1 Classical Solution of the Modified Hele-Shaw
Problem
Our proof is based on a paper of Escher and Simonett [29].
We consider a smooth domain Ω ⊂ Rd which is divided into two parts Ω+(t) and
Ω−(t) with a common interface Γ(t), t > 0, that is, ∂Ω−(t) = Γ(t), ∂Ω−(t)∩ ∂Ω = ∅,
and ∂Ω+(t) = ∂Ω∪Γ(t) for all t ∈ [0, T ]. Then we seek for a solution to the problem
∆µ = 0 in Ω±(t), t ∈ (0, T ), (4.2)
divS = 0 in Ω±(t), t ∈ (0, T ), (4.3)
V = −1
2
[∇µ]Γ(t) · ν on Γ(t), t ∈ (0, T ), (4.4)
µ = σκ+ 1
2
νT
[
W Id− (∇u)TS]
Γ(t)
ν on Γ(t), t ∈ (0, T ), (4.5)
[Sν]Γ(t) = [u]Γ(t) = [µ]Γ(t) = 0 on Γ(t), t ∈ (0, T ), (4.6)
∂
∂n
µ = u = 0 on ∂Ω, t ∈ (0, T ), (4.7)
Γ(0) = Γ0 for t = 0. (4.8)
As above let Σ ⊂ Ω be a smooth (d − 1)-dimensional reference manifold without
boundary such that Σ = ∂Ω− for a reference domain Ω− with a smooth boundary
sufficiently close to Ω−(0). We define Ω+ := Ω\Ω−. For some sufficiently small
0 < a < a0/4 and given α ∈ (0, 1) let
A :=
{
h ∈ C2+α(Σ) : ‖h‖C1 < a
}
, (4.9)
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where a0 and a are given as above. In the sequel we need the spaces
V := h2+α0(Σ) ∩ A and U := h2+β(Σ) ∩ A
for some fixed α0, β ∈ (α, 1), β < α0, and where the little Ho¨lder spaces are defined
as in Section 2.3.
We assume that
Γ(t) = Γh(t) =
{
θh(t)(x) : x ∈ Σ
}
for some h : [0, T ]→ A and fixed T > 0.
Then for given h0 ∈ A we can reformulate the Hele-Shaw system (4.2)-(4.8) into
∆µ = 0 in Ω±h,T , (4.10)
divS = 0 in Ω±h,T , (4.11)
V = −1
2
[∇µ]Γ(t) · ν on Γh,T , (4.12)
µ = σκ+ 1
2
νT
[
W Id− (∇u)TS]
Γ(t)
ν on Γh,T , (4.13)
[Sν]Γ(t) = [u]Γ(t) = [µ]Γ(t) = 0 on Γh,T (4.14)
∂
∂n
µ = u = 0 on ∂TΩ, (4.15)
h(., 0) = h0 on Σ, (4.16)
where Ω±h,T and Γh,T are defined as above. As main result of this section we obtain:
Theorem 4.1.1. Let h0 ∈ V be given. Then, for sufficiently small T > 0, the
problem (4.10)-(4.16) possesses a unique classical solution (µ,u, h), i.e.
µ(., t) = (µ+(., t), µ−(., t)) ∈ C∞(Ω+h(t))× C∞(Ω−h(t)) , t ∈ (0, T ] ,
u(., t) = (u+(., t),u−(., t)) ∈ C∞(Ω+h(t),Rd)× C∞(Ω−h(t),Rd) , t ∈ (0, T ] ,
h ∈ C([0, T ],V) ∩ C∞(Σ× (0, T )) .
Moreover, the interface depends analytically on the time variable.
We want to express the normal velocity V of Γ(t) and the outer unit normal νΓ(t)
by h. Since Γ(t) is the zero-level set of the function Φh(., t), the normal velocity V
of Γ(t) at the point y = θh(x, t) = Θh(x, t) is given by
V (x, t) = − ∂tΦh(y, t)|∇yΦh(y, t)|
∣∣∣∣
y=Θh(x,t)
=
∂th(x, t)
|∇yΦh(y, t)|
∣∣∣∣
y=Θh(x,t)
,
and the outer unit normal field on Γ(t) is given by νΓ(t) = ∇yΦh(., t)/ |∇yΦh(., t)|.
As a consequence equation (4.12) takes the form
∂th(x, t) = −1
2
(∇µ+(y, t)−∇µ−(y, t)) · ∇yΦh(y, t)∣∣y=Θh(x,t) . (4.17)
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To describe µ± as a function of h, we introduce the following operators. For a function
u± ∈ C2(Ω±) ∩ C1(Ω±) and h ∈ A we define the transformed differential operators
A±(h)u± := (∆(u± ◦Θ−1h )) ◦Θh ,
B±(h)u± := γ±((∇(u± ◦Θ−1h ) · ∇Φh) ◦Θh) ,
where γ± denotes the restriction operator from Ω± to Σ, and we define for a function
w± ∈ C2(Ω±)d ∩ C1(Ω±)d
C±(h)w± := (div(C∇(w± ◦Θ−1h ))) ◦Θh ,
D±(h)w± := γ±(((C∇(w± ◦Θ−1h ))∇Φh/ |∇Φh|) ◦Θh) ,
E±(h)w± := 1
2
E? : Cγ±(∇(w± ◦Θ−1h ) ◦Θh) ,
F (h) := 2((CE?)∇Φh/ |∇Φh|) ◦Θh .
Note that we again use the symmetry of C, that is, CE(w) = C∇w. Furthermore, we
set for u = (u+, u−) ∈ C2(Ω+)× C2(Ω−) and w = (w+,w−) ∈ C2(Ω+)d × C2(Ω−)d
A(h)u := (A+(h)u+, A−(h)u−), B(h)u := B+(h)u+ −B−(h)u−,
C(h)w := (C+(h)w+, C−(h)w−), D(h)w := D+(h)w+ −D−(h)w−,
E(h)w := E+(h)w+ + E−(h)w− .
(4.18)
The transformed mean curvature operator is defined by
H(h) := κh ◦Θh on Σ
for h ∈ A and where κh is the mean curvature of Γh. Assume that Γ0 = Γh0 for some
h0 ∈ A. Then we are able to express the motion equation (4.17) by an evolution
equation on Σ
∂th+
1
2
B(h)u(h) = 0, h(0) = h0 , (4.19)
where u(h) is the solution to the transformed Laplace equation
A(h)u = 0 in Ω± , (4.20)
u = σH(h)− E(h)w on Σ , (4.21)
∂
∂n
u = 0 on ∂Ω , (4.22)
where w(h) is the solution to the transformed equation to linearized elasticity
C(h)w = 0 in Ω± , (4.23)
D(h)w = F (h) on Σ , (4.24)
[w]Σ = 0 on Σ , (4.25)
w = 0 on ∂Ω . (4.26)
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Remark 4.1.2. As in Subsection 3.2.7 (see Step 10), one can show that
1
2
νT
[
W Id− (∇u)TS]
Γ(t)
ν = −1
2
E? : C (∇u+ +∇u−)
on Γ(t). This explains the construction of the operator E(h).
Now we want to reduce the coupled equations (4.19)-(4.26) to a single evolution
equation for the height function function h. First we summarize some results of
Escher and Simonett [29].
Lemma 4.1.3. There exist functions
P ∈ Cω(U ,L(h3+α(Σ), h1+α(Σ))) and K ∈ Cω(U , h1+β(Σ))
such that
H(h) = P (h)h+K(h) for h ∈ h3+α(Σ) .
Proof: We use a localization system {(Ul, ϕl) : 1 ≤ l ≤ L} for Σ, that is, Σ =
⋃L
l=1 Ul
and ϕl : (−a, a)d−1 → Ul is a smooth parametrization of Ul for a > 0 small enough.
Then one can show that H(h) has a local representation P (h)h + K(h) such that
P (h) and Q(h) have the required properties. For more details see [29, Chapter 3] or
[28, Lemma 3.1]. 2
Lemma 4.1.4. Let h ∈ U be given and let σ ∈ [α, β] be fixed. Then the elliptic
boundary value problem
A±(h)u± = 0 in Ω± ,
u± = g on Σ ,
∂
∂n
u+ = 0 on ∂Ω
has a unique solution u± = T±(h)g ∈ h1+σ(Ω±) for each g ∈ h1+σ(Σ) and[
h 7→ T±(h)] ∈ Cω(U ,L(h1+σ(Σ), h1+σ(Ω±))) .
Moreover, it holds [
h 7→ B±(h)] ∈ Cω(U ,L(h1+σ(Ω±), hσ(Σ))) .
Proof: First one shows that
(A±, B±) ∈ Cω(U ,L(h1+σ(Ω±), hσ−1(Ω±)× hσ(Σ))) .
Then for given h ∈ U , we prove that
(A−, γ−) ∈ Isom(h1+σ(Ω−), hσ−1(Ω−)× h1+σ(Σ)) ,
(A+, γ+, ∂
∂n
) ∈ Isom(h1+σ(Ω+), hσ−1(Ω+)× h1+σ(Σ)× hσ(Σ)) .
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For s < 0 one can find the definition of hs(Ω) in [62]. Finally, it holds[
h 7→ T±(h)] ∈ Cω(U ,L(h1+σ(Σ), h1+σ(Ω±))) .
We can show these assertions as in Lemma 4.1.5 - 4.1.7 below or see Lemma 2.2 and
2.3 in [29]. 2
The following lemmas describe the properties of the new operators C±, D±, E±,
and F .
Lemma 4.1.5. Let (C±, D±, E±, F ) be defined as above. Then we have the following
properties
1. (C±, D±, E±) ∈ Cω(U ,L(h2+β(Ω±)d, hβ(Ω±)d × h1+β(Σ)d × h1+β(Σ)d)) .
2. F ∈ Cω(U , h1+β(Σ)d) .
Proof: To 1.: The proof works similarly as Lemma 2.2 in [29]. It is generally known
that for differentiable functions u : Ω→ R and v : Ω→ Rd
(∇u) ◦Θh = gij∂i(u ◦Θh)∂jΘh ,
(div v) ◦Θh = gij∂i(v ◦Θh) · ∂jΘh ,
where
(gij)
d
i,j=1 = G := DΘ
T
hDΘh = (∂iΘh · ∂jΘh)di,j=1
and (
gij
)d
i,j=1
= G−1 .
The mappings
[(u, v) 7→ uv] : hδ(Ω)× hδ(Ω)→ hδ(Ω) , (4.27)
[(u, v) 7→ uv] : hδ(Σ)× hδ(Σ)→ hδ(Σ) (4.28)
are bilinear and continuous for all δ ∈ R+\N, cf. [47] (using the definition in (2.3)
of hδ(Ω), one can easily verify this property by direct calculation). Hence it follows
gij ∈ h1+β(Ω) and therefore gij ∈ h1+β(Ω) as well. The fact that
[h 7→ Θh] ∈ Cω(U , h2+β(Ω)d) ,
see [29, proof of Lemma 2.2.], yields that [h 7→ gij] ∈ Cω(U , h1+β(Ω)), and since ma-
trix inversion is analytic as well, it holds [h 7→ gij] ∈ Cω(U , h1+β(Ω)). Furthermore, it
is not difficult to see that [h 7→ ∇Φh] ∈ Cω(U , h1+β(Σ)d). So with (4.27) and (4.28),
we can conclude that
C±(h) = Cij(h)∂i∂j + Ci(h)∂i , D±(h) = Di(h)γ±∂i ,
E±(h) = Ei(h)γ±∂i
(4.29)
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for some Cij(h) ∈ h1+β(Ω)d×d, Ci(h) ∈ hβ(Ω)d×d, Di(h) ∈ h1+β(Σ)d×d, and Ei(h) ∈
h1+β(Σ)d×d and where the coefficient matrices satisfy
[h 7→ (Cij(h), Ci(h), Di(h)), Ei(h)]
∈ Cω(U , h1+β(Ω)d×d × hβ(Ω)d×d × h1+β(Σ)d×d × h1+β(Σ)d×d) .
Applying (4.27) and (4.28) again, the assertion follows from (4.29).
To 2.: Since [h 7→ ∇Φh] ∈ Cω(U , h1+β(Σ)d), the assertion for F follows immediately.
2
For better clarity we define the following function spaces
X2+β := h2+β(Ω+)d × h2+β(Ω−)d ,
Y β := hβ(Ω+)d × hβ(Ω−)d × h1+β(Σ)d × h2+β(Σ)d × h2+β(∂Ω)d .
Then the following lemma holds.
Lemma 4.1.6. Let h ∈ U be given. Then it holds
(C(h), D(h), [ . ]Σ, γ( . )) ∈ Isom(X2+β, Y β) . (4.30)
Proof: We can transform the elliptic boundary value problem
C(h)w = f in Ω± , (4.31)
D(h)w = m on Σ , (4.32)
[w]Σ = g on Σ , (4.33)
w = k on ∂Ω (4.34)
by the Hansawa transformation back into the system
div C∇w± = f±h in Ω±h , (4.35)
ν · C [∇w±]
Γh
= mh on Γh , (4.36)[
w±
]
Γh
= gh on Γh , (4.37)
w+ = kh on ∂Ω , (4.38)
where (f±h ,mh,gh,kh) := (f
± ◦ Θ−1h ,m ◦ Θ−1h ,g ◦ Θ−1h ,k ◦ Θ−1h ). Since Θh = Id near
the boundary ∂Ω, we know kh = k on ∂Ω.
First we show that the boundary value problem has a weak solution w±h ∈ H1(Ω±h )d,
that is, ∫
Ω+h
C∇w+h : ∇u dx+
∫
Ω−h
C∇w−h : ∇u dx
= −
∫
Ω+h
f+h · u dx−
∫
Ω−h
f−h · u dx−
∫
Γh
mh · u dHd−1
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for all u ∈ H10 (Ω)d, and
[
w±h
]
Γh
= gh and w
+
h
∣∣
∂Ω
= k.
We choose functions w˜± ∈ H1(Ω±h )d such that[
w˜±
]
Γh
= gh on Γh and w˜
+ = k on ∂Ω .
Then we define a bilinear functional a(., .) : H10 (Ω)
d ×H10 (Ω)d → R by
a(v,w) :=
∫
Ω
C∇v : ∇w dx ∀v,w ∈ H10 (Ω)d .
Due to the positive definiteness of C (see (2.3)) and Korn’s inequality, a(., .) is a
coercive continuous bilinear form. Next we define F ∈ H−1(Ω)d by
〈F,u〉H−1,H10 := −
∫
Ω+h
f+h · u dx−
∫
Ω−h
f−h · u dx−
∫
Γh
mh · u dHd−1
−
∫
Ω+h
C∇w˜+ : ∇u dx−
∫
Ω−h
C∇w˜− : ∇u dx .
The Lax-Milgram theorem gives us a unique solution v ∈ H10 (Ω)d to the problem
a(v,w) = 〈F,w〉 ∀w ∈ H10 (Ω)d .
It is not difficult to verify that w±h := v + w˜
± ∈ H1(Ω±h )d is a solution to∫
Ω+h
C∇w+h : ∇u dx+
∫
Ω−h
C∇w−h : ∇u dx
= −
∫
Ω+h
f+h · u dx−
∫
Ω−h
f−h · u dx−
∫
Γh
mh · u dHd−1
for all u ∈ H10 (Ω)d. In addition, it holds[
w±h
]
Γh
= gh on Γh and w
+
h = k on ∂Ω .
Since h ∈ C2(Σ) and therefore Γh is C2, we obtain by [53, Theorem 4.20]
w±h ∈ H2(Ω±h )d .
Since Θh ∈ C2+β(Ω)d, it also follows
w± := w±h ◦Θh ∈ H2(Ω±)d .
Then an easy calculation gives us that w = (w+,w−) is the unique solution to (4.31)-
(4.34).
It remains to show that w± ∈ h2+β(Ω±)d for (f±,m,g,k) ∈ hβ(Ω±)d × h1+β(Σ)d ×
h2+β(Σ)d × h2+β(∂Ω)d.
For the solution w±h to the transformed system (4.35)-(4.38), it directly follows
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from Theorem 5.21 in [38] that w±h ∈ C2+β(Ω±h )d. Since Θh ∈ C2+β, it also holds
w± = w±h ◦Θh ∈ C2+β(Ω±)d.
To get boundary regularity we apply some results for parabolic boundary value prob-
lems in [25]. For that we extend the elliptic problem to a parabolic problem. We as-
sume that there exists open sets G1  G2 ⊂ Ω such that Σ∩G2 ⊂
{
x ∈ Rd : xd = 0
}
and Ω+ ∩ G2 ⊂
{
x ∈ Rd : xd ≥ 0
}
. Otherwise we replace the reference manifold
Σ, G1, and G2 by Σ˜, G˜1, and G˜2 such that Σ˜ ∩ G˜2 is a hyperplane, that is,
Σ˜ ∩ G˜2 ⊂
{
x ∈ Rd : ∑di=1 a1xi = c} for some ai, c ∈ R, i = 1, . . . , d, and such that
the new height function h˜ : Σ˜ → R also satisfies ‖h˜‖C1 ≤ a for some sufficiently
small a > 0 (see (4.9)). We fix two cut-off functions ϕ ∈ C∞0 (R) such that ϕ = 0
in R\(0, T ) for some T > 0 and ϕ 6≡ 0 and λ ∈ C∞0 (Rd) such that λ = 1 in G1 and
λ = 0 in Rd\G2. For v±(x, t) := ϕ(t)λ(x)w±(x) ∈ C∞0 (0,∞;H2(Ω±)d), it holds
C±(h)v± = ϕλC±(h)w± +
(
C±(h)v± − ϕλC±(h)w±)
= ϕλf± +
(
C±(h)v± − ϕλC±(h)w±) in Ω± × (0,∞) ,
D(h)v = ϕλD(h)w + (D(h)v− ϕλD(h)w)
= ϕλm + (D(h)v− ϕλD(h)w) on Σ× (0,∞) .
Therefore v± is a solution to the parabolic boundary value problem
∂tv
± + C±(h)v± = f±1 in Ω
± × (0,∞) ,
D(h)v = m1 on Σ× (0,∞) ,[
v±
]
Σ
= g1 on Σ× (0,∞) ,
v+ = 0 on ∂Ω× (0,∞) ,
v±
∣∣
t=0
= 0 in Ω ,
where
f±1 = ϕ
′λw± + ϕλf± +
(
C±(h)(ϕλw±)− ϕλC±(h)w±) ,
m1 = ϕλm + (D(h)(ϕλw)− ϕλD(h)w) ,
g1 = ϕλg .
Note that the operators C±(h) and D(h) are time independent since we consider a
time independent height function h. Define u ∈ C∞0 (0,∞;H2(Rd+)2d) by
u(x′, xd, t) =
(
v+(x′, xd, t)
v−(x′,−xd, t)
)
∀x′ ∈ Rd−1,∀xd ≥ 0 ,
where we extend v± to the half space Rd± by zero. Then by definition of λ, u is a
solution to the parabolic boundary problem
∂tu + Lu = f2 in
{
x ∈ Rd : xd > 0
}× (0,∞) , (4.39)
Bu = m2 on
{
x ∈ Rd : xd = 0
}× (0,∞) , (4.40)
u|t=0 = 0 in Rd+ , (4.41)
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where
L =
(
C+(h) 0
0 C−d (h)
)
, B =
(
1 −1
D+(h) −D−d (h)
)
,
f2(x
′, xd, t) =
(
f+1 (x
′, xd, t)
f−1 (x′,−xd, t)
)
, m2(x
′, t) =
(
g1(x
′, t)
m1(x′, t)
)
,
where C−d (h) is defined as C
−(h) except ∂xd is replaced by −∂xd . D−d (h) is defined
analogously. Note that L is strongly elliptic for h = 0 since C is positive definite. For
h 6= 0 the principal part of L stays strongly elliptic since the Hansawa transformation
is a diffeomorphism. One can find a detailed explanation at the end of the proof.
Due to (4.29), we can apply Theorem VI.21. in [25]. We verify the complementing
conditions at the end of the proof. Then we get the estimate
‖u‖C1+β/2,2+β(Ω+T ) ≤ C
(∥∥(f+1 , f−1 )∥∥Cβ/2,β(Ω+T×Ω−T )
+ ‖g1‖C1+β/2,2+β(ΣT ) + ‖m1‖C(1+β)/2,1+β(ΣT )
)
for some C > 0 independent of f±1 , g1, and m1. Here we write Ω
± instead of Rd± since
all occurring functions have support in Ω±. An easy calculation gives us∥∥C±(h)(ϕλw±)− ϕλC±(h)w±∥∥
Cβ(Ω±) ≤ C
∥∥w±∥∥
C1+β(Ω±) ,
‖D(h)(ϕλw)− ϕλD(h)w‖C1+β(Σ) ≤ C
(∥∥w+∥∥
C1+β(Ω+)
+
∥∥w−∥∥
C1+β(Ω−)
)
for some constant C = C(ϕ, λ,Θh). Hence we get by definition of f
±
1 , g1, and m1
‖u‖C1+β/2,2+β(Ω+T ) ≤ C
(∥∥f+∥∥
Cβ(Ω+)
+
∥∥f−∥∥
Cβ(Ω−) +
∥∥w+∥∥
C1+β(Ω+)
+
∥∥w−∥∥
C1+β(Ω−) + ‖g‖C2+β(Σ) + ‖m‖C1+β(Σ)
)
for some constant C = C(ϕ, λ,Θh). Due to (C(Ω), C
2(Ω)) 1+β
2
,∞ = C
1+β(Ω) (see
[52, 1.4.3 Exercises]), the continuous imbedding W 1p (Ω) ↪→ C(Ω) for p > d, and the
Gagliardo-Nirenberg inequality (see Section 2.4), it holds∥∥w±∥∥
C1+β(Ω±) ≤ C
∥∥w±∥∥ 1−β2
W 1p (Ω
±)
∥∥w±∥∥ 1+β2
C2(Ω±) ≤ C
∥∥w±∥∥γ
H1(Ω±)
∥∥w±∥∥1−γ
C2(Ω±)
for some γ ∈ (0, 1). Therefore by definition of u, we obtain∥∥w±∥∥
C2+β(G±1 )
≤ C
(∥∥f+∥∥
Cβ(Ω+)
+
∥∥f−∥∥
Cβ(Ω−) +
∥∥w+∥∥γ
H1(Ω+)
∥∥w+∥∥1−γ
C2(Ω+)
+
∥∥w−∥∥γ
H1(Ω−)
∥∥w−∥∥1−γ
C2(Ω−) + ‖g‖C2+β(Σ) + ‖m‖C1+β(Σ)
)
,
where G±1 = G1 ∩ Ω±. Note that, if we have to replace Σ, G1, and G2 by Σ˜, G˜1,
and G˜2 as described above, then this estimate is also valid for G
±
1 . The reason for
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this is as follows. We can choose a smooth height function h˜ : Σ˜ → R such that
Θh˜(Σ˜) = Σ. W.l.o.g. we also assume Θh˜(G˜1) = G1. Then it holds for every smooth
function f : Ω→ R and every θ ≥ 0∥∥∥f ◦Θ−1
h˜
∥∥∥
Cθ(G1)
≤ C˜ ‖f‖Cθ(G˜1) ≤ C
∥∥∥f ◦Θ−1
h˜
∥∥∥
Cθ(G1)
for some constants C˜ = C˜(θ, h˜, G1) > 0 and C = C(θ, h˜, G1) > 0.
On the boundary ∂Ω we get analogous estimates by [25, Theorem VI.21.]. Then by
partition of the unity and transformation, we obtain∥∥w±∥∥
C2+β(Ω±) ≤ C
(∥∥f+∥∥
Cβ(Ω+)
+
∥∥f−∥∥
Cβ(Ω−) +
∥∥w+∥∥
H1(Ω+)
+
∥∥w−∥∥
H1(Ω−)
+ ‖g‖C2+β(Σ) + ‖m‖C1+β(Σ) + ‖k‖C2+β(∂Ω)
)
,
where we have used Young’s inequality∥∥w±∥∥γ
H1(Ω±)
∥∥w±∥∥1−γ
C2(Ω±) ≤ C()
∥∥w±∥∥
H1(Ω±) + 
∥∥w±∥∥
C2(Ω±)
for any  > 0. We refer to Theorem 4.20 and Theorem 4.16 in [53] or see the
calculation above to estimate ‖w±‖H1(Ω±) ≤ C(
∥∥f±∥∥
L2(Ω±)+‖g‖H1/2(Σ)+‖m‖H1/2(Σ)+
‖k‖H1/2(∂Ω)). Hence we obtain∥∥w±∥∥
C2+β(Ω±) ≤ C
(∥∥f+∥∥
Cβ(Ω+)
+
∥∥f−∥∥
Cβ(Ω−) + ‖g‖C2+β(Σ)
+ ‖m‖C1+β(Σ) + ‖k‖C2+β(∂Ω)
)
, (4.42)
where C is independent of f±, g, m, and k. In particular, we conclude
w± ∈ C2+β(Ω±)d .
It remains to show that w± ∈ h2+β(Ω±)d. For the proof we use an approximation
argument. Since hθ(Ω) is the closure of Ck(Ω) in Cθ(Ω) for every k ∈ (θ,∞), see
Section 2.3, there exists a sequence
(
f±n ,mn,gn,kn
)
n∈N ⊂ Cγ(Ω±)d × C1+γ(Σ)d ×
C2+γ(Σ)d × C2+γ(∂Ω)d for γ ∈ (β, 1), such that
f±n → f± in Cβ(Ω±)d , mn →m in C1+β(Σ)d ,
gn → g in C2+β(Σ)d , kn → k in C2+β(∂Ω)d ,
as n→∞. First assume that we have more regularity for h such that h ∈ C1+γ(Σ),
that is, Cij ∈ C1+γ(Ω)d×d, Ci ∈ Cγ(Ω)d×d, and Di ∈ C1+γ(Σ)d×d in (4.29). Let
w±n be the solution to (4.31)-(4.34) with right-hand side (f
±
n ,mn,gn,kn) instead of
(f±,m,g,k). Then the same arguments as above yield w±n ∈ C2+γ(Ω±)d for all n ∈ N,
and by (4.42) we obtain∥∥w± −w±n∥∥C2+β(Ω±) ≤ C (∥∥f+ − f+n∥∥Cβ(Ω+) + ∥∥f− − f−n∥∥Cβ(Ω−)
+ ‖g− gn‖C2+β(Σ) + ‖m−mn‖C1+β(Σ)
‖k− kn‖C2+β(∂Ω)
)
→ 0 ,
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as n → ∞ since w − wn is the solution to (4.31)-(4.34) with right-hand side (f −
fn,m−mn,g− gn,k− kn). Therefore we have
w± ∈ h2+β(Ω±)d
provided Cij ∈ C1+γ(Ω)d×d, Ci ∈ Cγ(Ω)d×d, and Di ∈ C1+γ(Σ)d×d.
Now consider the original case, that is, Cij ∈ h1+β(Ω)d×d, Ci ∈ hβ(Ω)d×d, and Di ∈
h1+β(Σ)d×d in (4.29), then there exists a sequence
(
Cnij, C
n
i , D
n
i
)
n∈N ⊂ C1+γ(Ω)d×d ×
Cγ(Ω)d×d × C1+γ(Σ)d×d such that
Cnij → Cij in C1+β(Ω)d×d , Cni → Ci in Cβ(Ω)d×d ,
Dni → Di in C1+β(Σ)d×d ,
(4.43)
as n→∞. Let w±n be the solutions to (4.31)-(4.34) where (Cij, Ci, Di) are replaced
by
(
Cnij, C
n
i , D
n
i
)
. As above we can show that w±n ∈ h2+β(Ω±)d and∥∥w±n∥∥C2+β(Ω±) ≤ C (∥∥f+∥∥Cβ(Ω+) + ∥∥f−∥∥Cβ(Ω−) + ‖g‖C2+β(Σ)
+ ‖m‖C1+β(Σ) + ‖k‖C2+β(∂Ω)
)
(4.44)
for some C = C(
∥∥Cnij∥∥C1+β(Ω) , ‖Cni ‖Cβ(Ω) , ‖Dni ‖C1+β(Σ)) > 0. Due to the convergence
properties (4.43), we can choose the constant C in (4.44) independent of n ∈ N.
Observe that o± = w± −w±n is the solution to the boundary value problem
C±(h)o± = (Cnij − Cij)∂ijw±n + (Cni − Ci)∂iw±n in Ω± ,
D(h)o = (Dni −Di)
[
γ±(∂iw±n )
]
Σ
on Σ ,[
o±
]
Σ
= 0 on Σ ,
o+ = 0 on ∂Ω .
Therefore it holds∥∥w± −w±n∥∥C2+β(Ω±) ≤ C (∥∥(Cnij − Cij)∂ijw+n + (Cni − Ci)∂iw+n∥∥Cβ(Ω+)
+
∥∥(Cnij − Cij)∂ijw−n + (Cni − Ci)∂iw−n∥∥Cβ(Ω−)
+
∥∥(Dni −Di) [γ±(∂iw±n )]∥∥C1+β(Σ)) ,
where C is the same constant as in (4.42), in particular independent of n ∈ N. We
use (4.44) and (4.43) to obtain∥∥w± −w±n∥∥C2+β(Ω±) −→ 0 as n→∞ ,
and in particular, it holds
w± ∈ h2+β(Ω±)d
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since h2+β(Ω±) is a closed subspace in C2+β(Ω±).
In the following we show that the operator L also is strongly elliptic for h 6= 0. For
a function u ∈ C1(Ω+)d∩C2(Ω+)d, it holds for the principal part (C+(h))p of C+(h)
(C+(h))pu = ∂k
(Cii′∂iΘ−1h,k ◦Θh∂i′Θ−1h,l ◦Θh) ∂lu ,
where Cii′ = (Ciji′j′)djj′=1. Thus for all ξ, η ∈ Rd, it follows
Ciji′j′∂iΘ−1h,k ◦Θh∂i′Θ−1h,l ◦Θhξkξlηjηj′ ≥ c2
∣∣DΘ−Th ◦Θh ξ∣∣2 |η|2 ≥ C |ξ|2 |η|2
for some C = C(h) > 0 and where we have used that Θh is a diffeomorphism. For
(C−d (h))
p an analogous result is valid.
Finally, we show that the parabolic system (4.39)-(4.41) satisfies the complementing
condition. Denote by Lp, Bp, (C+(h))p, and (C−d (h))
p the principal parts of the
operators L, B, C+(h), and C−d (h). We have to verify that the system
Lpw = 0 in
{
x ∈ Rd : xd > 0
}
, (4.45)
Bpw = 0 on
{
x ∈ Rd : xd = 0
}
(4.46)
has no solution of the form
w(x) = eiξ
′·(x′−x′0)(u(xd),v(xd)) , (4.47)
where x = (x′, xd), ξ′ ∈ Rd−1 is nonzero, x′0 ∈ Rd−1 is a fixed arbitrary vector, and
u,v : R → Cd are arbitrary functions such that (u(xd),v(xd)) tends to 0 exponen-
tially as xd → ∞. In the following we set x′0 = 0. For x′0 6= 0 we only have to
replace eiξ
′·x′ by eiξ
′·(x′−x′0) in the calculation below. We can assume that in (4.1)
the cut-off function χ ≡ 1 in G2. Since for the solution u to (4.39)-(4.41), it holds
supp u ⊂ G2 × (0,∞), we can use the Hansawa transformation
Θh(x) = x− h(x′)ed , Θ−1h (x) = x+ h(x′)ed ∀x ∈ Rd ,
where ed = (0, . . . , 0, 1) ∈ Rd. Therefore it holds
DΘ−1h (x) = (δij + δid∂jh(x
′))dij=1 .
Hence we obtain for the principal part of C+(h)
(C+(h))pw =
(Cjklm∂k((∂iwl) ◦Θ−1h )∂mΘ−1h,i)j=1,...,d ◦Θh
= (Cjklm(∂kmwl + ∂kdwl∂mh+ (∂dmwl + ∂ddwl∂mh)∂kh))j=1,...,d (4.48)
for w ∈ C2(Rd,Rd). We have an analogous result for (C−d (h))pw where h is replaced
by −h and ∂k and ∂m are replaced by −∂k and −∂m when k,m = d.
Since Γh ⊂ G2 is given by {(x′,−h(x′)) : (x′, 0) ∈ G2}, the unit outer normal has the
form
νΓh(x
′) =
1∣∣∣(∇x′h(x′)1 )∣∣∣
(∇x′h(x′)
1
)
.
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Thus the operator D+(h)w can be written as
D+(h)w(x)
= 1|(∇x′h(x′),1)| (Cjklm(∂mwl + ∂dwl∂mh)∂kh+ Cjdlm(∂mwl + ∂dwl∂mh))j=1,...,d (x
′).
For the operator D−(h)w, it follows
D−(h)w(x)
= 1|(∇x′h(x′),1)| (Cjklm(∂mwl − ∂dwl∂mh)∂kh+ Cjdlm(∂mwl − ∂dwl∂mh))j=1,...,d (x
′),
where we replace ∂m by −∂m when m = d. Note that (D+(h))p = D+(h) and
(D−d (h))
p = D−d (h). Assume that we have a solution to (4.45) and (4.46) of the form
(4.47). We multiply (4.45) by w and integrate over (0,∞) with respect to xd. Since
(u(xd),v(xd)) tends to 0 exponentially, the following integrals are well-defined. Then
we obtain
0 =
∫ ∞
0
(
Lp(eiξ
′·x′(u,v))
)
e−iξ
′·x′(u,v) dxd
=
∫ ∞
0
(
(C+(h))p(eiξ
′·x′u)
)
e−iξ
′·x′u +
(
(C−d (h))
p(eiξ
′·x′v)
)
e−iξ
′·x′v dxd, (4.49)
where (u,v) is the complex conjugate of (u,v). We use the relation (4.48) and apply
integration by parts∫ ∞
0
(
(C+(h))p(eiξ
′·x′u)
)
e−iξ
′·x′u dxd
=
∫ ∞
0
d−1∑
k=1
d∑
j,l,m=1
Cjklm
(
∂km(e
iξ′·x′ul) + ∂kd(eiξ
′·x′ul)∂mh
)
e−iξ
′·x′uj dxd
−
∫ ∞
0
d∑
j,l,m=1
Cjdlm
(
∂m(e
iξ′·x′ul) + ∂d(eiξ
′·x′ul)∂mh
)
∂d(e
−iξ′·x′uj) dxd
−
∫ ∞
0
d∑
j,k,l,m=1
Cjklm
(
∂m(e
iξ′·x′ul) + ∂d(eiξ
′·x′ul)∂mh
)
∂kh∂d(e
−iξ′·x′uj) dxd
− |(∇x′h(x′), 1)|
(
D+(h)(eiξ
′·x′u(0))
)
e−iξ
′·x′u(0) , (4.50)
where we have used limxd→∞ u(xd) = 0. By direct calculation we obtain for the first
integrand on the right-hand side of (4.50)
d−1∑
k=1
d∑
j,l,m=1
Cjklm
(
∂km(e
iξ′·x′ul) + ∂kd(eiξ
′·x′ul)∂mh
)
e−iξ
′·x′uj
= −(u⊗ (ξ′, 0)) : C(u⊗ (ξ′, 0)) + i(u⊗ (ξ′, 0)) : C(u′ ⊗ ed)
+i(u⊗ (ξ′, 0)) : C(u′ ⊗∇h) , (4.51)
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for the second integrand on the right-hand side
−
d∑
j,l,m=1
Cjdlm
(
∂m(e
iξ′·x′ul) + ∂d(eiξ
′·x′ul)∂mh
)
∂d(e
−iξ′·x′uj)
= −i(u′ ⊗ ed) : C(u⊗ (ξ′, 0))− (u′ ⊗ ed) : C(u′ ⊗ ed)
−(u′ ⊗ ed) : C(u′ ⊗∇h) , (4.52)
and for the third integrand on the right-hand side
−
d∑
j,k,l,m=1
Cjklm
(
∂m(e
iξ′·x′ul) + ∂d(eiξ
′·x′ul)∂mh
)
∂kh∂d(e
iξ′·x′uj)
= −i(u′ ⊗∇h) : C(u⊗ (ξ′, 0))− (u′ ⊗∇h) : C(u′ ⊗ ed)
−(u′ ⊗∇h) : C(u′ ⊗∇h) . (4.53)
We insert (4.51)-(4.53) in (4.50) and use the symmetry of C to get∫ ∞
0
(
(C+(h))p(eiξ
′·x′u)
)
e−iξ
′·x′u dxd
= −
∫ ∞
0
(u⊗ (ξ′, 0)− iu′ ⊗ ed − iu′ ⊗∇h) :
: C (u⊗ (ξ′, 0)− iu′ ⊗ ed − iu′ ⊗∇h) dxd
− |(∇x′h(x′), 1)|
(
D+(h)(eiξ
′·x′u(0))
)
e−iξ
′·x′u(0) . (4.54)
An analogous calculation yields∫ ∞
0
(
(C−d (h))
p(eiξ
′·x′v)
)
e−iξ
′·x′v dxd
= −
∫ ∞
0
(v⊗ (ξ′, 0) + iv′ ⊗ ed + iv′ ⊗∇h) :
: C (v⊗ (ξ′, 0) + iv′ ⊗ ed + iv′ ⊗∇h) dxd
+ |(∇x′h(x′), 1)|
(
D−d (h)(e
iξ′·x′v(0))
)
e−iξ
′·x′v(0) . (4.55)
Since B(eiξ
′·x′(u(0),v(0))) = 0, it follows u(0) = v(0) and D+(h)(eiξ
′·x′u(0)) =
D−d (h)(e
iξ′·x′v(0)), and therefore we conclude(
D+(h)(eiξ
′·x′u(0))
)
eiξ
′·x′u(0)−
(
D−d (h)(e
iξ′·x′v(0))
)
eiξ
′·x′v(0) = 0 . (4.56)
By the positive definiteness of the tensor C and by (4.49) together with (4.54)-(4.56),
it follows
0 ≤ −c2
∫ ∞
0
[
|sym(u⊗ (ξ′, 0)− iu′ ⊗ ed − iu′ ⊗∇h)|2
+ |sym(v⊗ (ξ′, 0) + iv′ ⊗ ed + iv′ ⊗∇h)|2
]
dxd .
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Since h is independent of xd, it follows ∂dh(x) = 0. Hence we conclude u
′
d ≡ 0 due to
(sym(u⊗ (ξ′, 0)− iu′ ⊗ ed − iu′ ⊗∇h))dd = −iu′d. By u(0) = 0, it holds ud ≡ 0.
Therefore (sym(u⊗ (ξ′, 0)− iu′ ⊗ ed − iu′ ⊗∇h))dj = −iu′j for all j = 1, . . . , d.
Thus it follows u ≡ 0 and analogously v ≡ 0. Hence the system (4.45) and (4.46)
has no non-trivial solutions with limxd→∞ u(xd) = limxd→∞ v(xd) = 0.
This completes the proof of the theorem. 2
Lemma 4.1.7. Let h ∈ U be given. Then the elliptic boundary value problem
C±(h)w± = 0 in Ω± ,
D(h)w = m on Σ ,[
w±
]
Σ
= 0 on Σ ,
w+ = 0 on ∂Ω
has a unique solution w± = U±(h)m ∈ h2+β(Ω±)d for each m ∈ h1+β(Σ)d, and[
h 7→ U±(h)] ∈ Cω(U ,L(h1+β(Σ)d, h2+β(Ω±)d)) .
Proof: It follows from Lemma 4.1.6 that there is a unique solution
w± = U±(h)m = (C(h), D(h), [ . ]Σ, γ( . ))−1(0,m, 0, 0)
in h2+β(Ω±)d. Then the rest of the proof is done the same way as Lemma 2.3 in [29]
since
(U+(h), U−(h)) = e ◦ (C(h), D(h), [ . ]Σ, γ( . ))−1 ,
where e is the evaluation map, i.e. e(V )(g) := V (0,g, 0, 0), for V ∈ L(Y β, X2+β).
2
Now we are able to reduce the coupled system (4.19)-(4.26) for (u,w, h) to a single
evolution equation for the height function h. We define the operators
A : U → L(h3+α(Σ), hα(Σ)) : h 7→ 1
2
σB(h)T (h)P (h)
and
F : U → hβ(Σ) : h 7→ −1
2
σB(h)T (h)K(h) +
1
2
B(h)T (h)E(h)U(h)F (h) ,
where
B(h) = B+(h)−B−(h), T (h) = (T+(h), T−(h)),
U(h) = (U+(h), U−(h)).
(4.57)
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It follows from Lemma 4.1.3-4.1.7 that the operators A and F are well defined.
Moreover, the principal part A is a quasilinear non-local operator of third order.
Therefore we consider the nonlinear evolution equation on hα(Σ) for given h0 ∈ V
∂th+A(h)h = F(h), h(0) = h0 . (4.58)
We use the theory of abstract quasilinear evolution equations of parabolic type devel-
oped by Amann [14] to solve equation (4.58). Before we do this, we have to investigate
the principal part A. For this reason, let E0 and E1 be Banach spaces such that E1
is densely injected in E0 and let H(E1, E0) denote the set of all A ∈ L(E1, E0) such
that −A is the generator of a strongly continuous analytic semigroup on E0. Then
we obtain the following result:
Theorem 4.1.8. Let h ∈ U be given. Then it holds
A(h) ∈ H(h3+α(Σ), hα(Σ)) .
Proof: One can find the details of the proof in [29, Theorem 4.1]. 2
With the help of Theorem 4.1.8, we can prove Theorem 4.1.1.
Proof of Theorem 4.1.1: Let h0 ∈ V be given. Then the existence of a unique
solution
h ∈ C([0, T ],V) ∩ C((0, T ], h3+α(Σ)) ∩ C1((0, T ], hα(Σ))
is a consequence of Theorem 12.1 in [14]. Also we get from [14, Chapter 12] that the
semiflow (t, x) 7→ h(t, x) is analytic for t > 0 since
(A,F) ∈ Cω(U ,H(h3+α(Σ), hα(Σ))× hβ(Σ)) ,
in particular, we conclude h ∈ Cω((0, T ), h3+α(Σ)). It remains to show that h ∈
C∞(Σ × (0, T )). Since h(τ) ∈ h3+α(Σ) for all τ > 0, we can start with the more
regular initial value h1 := h(τ). Then we get for the initial value h1 a new solution
h(., h1) such that
h(., h1) ∈ C([τ, t+1 ],V1) ∩ C((τ, t+1 ], h4+α1(Σ)) ∩ C1((τ, t+1 ], h1+α1(Σ)) ,
where α1 ∈ (0, α), V1 = V ∩ h3+α(Σ), and [τ, t+1 ] is the maximal interval of existence.
Here we have used that
(A,F) ∈ Cω(U ∩ h3+β1(Σ),H(h4+α1(Σ), h1+α1(Σ))× h1+β1(Σ))
for α1 < β1 < α. We show by contradiction that t
+
1 > T . Assume that t
+
1 ≤ T . Since
h(., h1) = h(.) on [τ, t
+
1 ), Theorem 12.5 in [14] leads the assumption to a contradiction.
Now we can apply a bootstrapping argument to show h ∈ C∞(Σ× (0, T )).
Therefore (µ±,u±, h) = (µ˜± ◦Θ−1h , u˜± ◦Θ−1h , h) is the desired solution where
u˜± = U±(h)F (h) ,
µ˜± = σT±(h)H(h)− E(h)(u˜+, u˜−) .
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For more details see [29, Section 4]. For that observe that the operator F in [29] has
the same properties as our operator F and the operator Φ in [29] coincides with A
in this section. 2
4.2 Classical Solution of the Linearized Hele-Shaw
Problem
In this section we show that the linearized Hele-Shaw problem (3.161)-(3.170) has a
smooth solution provided the interface Γ0 and the boundary ∂Ω are smooth. Note
that Γ0 is given in contrast to Section 4.1 where the interface is unknown.
For the proof we use an energy method as in [10]. First we transform the system to
the fixed smooth hypersurface Γ00 and then reduce it to a single evolution equation
for dj, j ≥ 1.
For better legibility we only write in the following (d,Γ,Γ0,Ω
±(t),Ω±0 ) instead of
(dj,Γ0,Γ00,Ω
±
0 (t),Ω
±
00).
We choose the reference manifold Σ = Γ0 since Γ0 is smooth, and we assume that
Γ(t) = Γh(t) = {x+ h(x, t)νΓ0(x) : x ∈ Γ0}
for all t ∈ [0, T ] and for some height function h with h(., 0) = 0. Since Γ(t) is smooth
for all t ≥ 0, we can assume that h ∈ C∞([0, T ];C∞(Γ0)). Furthermore, we assume
that ‖h(., t)‖C1(Γ0) < a for all t ∈ [0, T ] where a is given as in Section 4.1. Obviously,
it holds
Ω±(t) = Ω±h(t) ∀t ∈ [0, T ] .
For the Hansawa transformation Θh we obtain the following properties
Θh(., t) ∈ Diff∞(Ω,Ω) ∩Diff∞(Ω±0 ,Ω±(t)) and Θh(Γ0, t) = Γ(t)
for all t ∈ [0, T ]. As in Section 4.1 we define the transformed differential operators
for a function u± ∈ C2(Ω±0 ) ∩ C1(Ω±0 )
A±(h)u± := (∆(u± ◦Θ−1h )) ◦Θh ,
B±(h)u± := γ±((∇(u± ◦Θ−1h ) · ∇Φh/ |∇Φh|) ◦Θh) ,
where γ± denotes the restriction operator from Ω±0 to Γ0. (Here we add the factor
1/ |∇Φh| in the operator B±.) Note that the outer unit normal field on Γ(t) is given
by νΓ(t)(., t) = ∇xΦh(., t)/ |∇xΦh(., t)|. For a function w± ∈ C2(Ω±0 )d ∩ C1(Ω±0 )d we
define
C±(h)w± := (div(C∇(w± ◦Θ−1h ))) ◦Θh ,
D±(h)w± := γ±(((C∇(w± ◦Θ−1h ))∇Φh/ |∇Φh|) ◦Θh)
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and for a function d ∈ C2(Γ0) the operator P by
P (h)d := ∆Γ(t)(d ◦Θ−1h ) ◦Θh ,
where ∆Γ(t) denotes the Laplace-Beltrami operator on Γ(t).
Since h(., t) ∈ C∞(Γ0) is given for all t ∈ [0, T ], we get the following properties
A±(h(., t)) ∈ L(Hm(Ω±0 ), Hm−2(Ω±0 )) ∀m ∈ N,m ≥ 2 , (4.59)
B±(h(., t)) ∈ L(Hm(Ω±0 ), Hm−3/2(Γ0) ∀m ∈ N,m ≥ 2 , (4.60)
C±(h(., t)) ∈ L(Hm(Ω±0 )d, Hm−2(Ω±0 )d) ∀m ∈ N,m ≥ 2 , (4.61)
D±(h(., t)) ∈ L(Hm(Ω±0 )d, Hm−3/2(Γ0)d) ∀m ∈ N,m ≥ 2 , (4.62)
P (h(., t)) ∈ L(Hm−1/2(Γ0), Hm−5/2(Γ0)) ∀m ∈ N,m ≥ 3 . (4.63)
Here we have used that the trace operator γ± is a linear operator from Hm(Ω±0 ) →
Hm−1/2(Γ0) for all m ∈ N\ {0}, cf. [56, Theorem 7.40]. We define A(h), B(h), C(h),
and D(h) as in (4.18). Now we reduce the system (4.2)-(4.8) to a single evolution
equation by the same technique as in Section 4.1.
Lemma 4.2.1. Let m ≥ 2 be any integer and t ∈ [0, T ] be given and fixed. Then the
elliptic boundary value problem
A±(h)u± = f± in Ω±0 ,
u± = g± on Γ0 ,
∂
∂n
u+ = 0 on ∂Ω
has a unique solution u± = S±(h)f± ∈ Hm(Ω±0 ) for each f± ∈ Hm−2(Ω±0 ) and
g± ≡ 0 and
S±(h) ∈ L(Hm−2(Ω±0 ), Hm(Ω±0 )) .
Moreover, it has a unique solution u± = T±(h)g± ∈ Hm(Ω±0 ) for each g± ∈ Hm−1/2(Γ0)
and f± ≡ 0 and
T±(h) ∈ L(Hm−1/2(Γ0), Hm(Ω±0 )) .
Proof: Let m ≥ 2 be any integer and f± ∈ Hm−2(Ω±0 ) and g± ∈ Hm−1/2(Γ0) be any
functions. First we consider the domain Ω+0 . For the proof we use similar techniques
as in Lemma 4.1.6. We transform boundary value problem back into
∆u+ = f+h in Ω
+(t) , (4.64)
u+ = g+h on Γ(t) , (4.65)
∂
∂n
u+ = 0 on ∂Ω , (4.66)
where (f+h , g
+
h ) = (f
+ ◦Θ−1h , g+ ◦Θ−1h ). To get a unique weak solution, that is∫
Ω+(t)
∇u+ · ∇v dx = −
∫
Ω+(t)
f+h v dx ∀v ∈ H1D(Ω+(t)) and u+
∣∣
Γ(t)
= g+h ,
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we define the continuous bilinear functional a(., .) : H1D(Ω
+(t))×H1D(Ω+(t))→ R by
a(u, v) :=
∫
Ω+(t)
∇u · ∇v dx ,
where
H1D(Ω
+(t)) =
{
v ∈ H1(Ω+(t)) : v|Γ(t) = 0
}
.
Since Hd−1(Γ(t)) > 0, we can apply Poincare´’s inequality
‖v‖H1(Ω+(t)) ≤ C ‖∇v‖L2(Ω+(t))
for all v ∈ H1D(Ω+(t)), cf. [57, Theorem 1.32]. Hence a(., .) is coercive. Furthermore,
we choose a function u˜+ ∈ H1(Ω+(t)) such that
u˜+
∣∣
Γ(t)
= g+h ,
and we define F ∈ (H1D(Ω+(t)))′ by
〈F, v〉(H1D)′,H1D := −
∫
Ω+(t)
f+h v dx−
∫
Ω+(t)
∇u˜+ · ∇v dx .
Then the Lax-Milgram theorem gives us a unique solution w+ ∈ H1D(Ω+(t)) to the
problem
a(w+, v) = 〈F, v〉 ∀v ∈ H1D(Ω+(t)) .
It is not difficult to verify that u+h := w
+ + u˜+ ∈ H1(Ω+(t)) is a weak solution to
(4.64)-(4.66).
To get higher regularity up to the boundary, we refer to Theorem 4.16 and Theorem
4.18 in [53].
We can tread the domain Ω−(t) analogously or we apply the standard regularity
results of Evans [32] or Renardy and Rogers [56] since we have a Dirichlet problem
in Ω−(t). Finally, we obtain that (u+, u−) = (u+h ◦Θh, u−h ◦Θh) ∈ Hm(Ω+)×Hm(Ω−)
is the unique desired function. 2
Lemma 4.2.2. Let m ≥ 2 be any integer and t ∈ [0, T ] be given and fixed. Then the
elliptic boundary value problem
C±(h)w± = f± in Ω±0 ,
D(h)w = m on Γ0 ,[
w±
]
Γ0
= g on Γ0 ,
w+ = k on ∂Ω
has a unique solution w± = U±(h)(f+, f−,m, g, k) ∈ Hm(Ω±0 )d for each (f+, f−,m, g, k) ∈
Hm−2(Ω+0 )
d ×Hm−2(Ω−0 )d ×Hm−3/2(Γ0)d ×Hm−1/2(Γ0)d ×Hm−1/2(∂Ω)d.
Moreover, U±(h) is a linear bounded operator.
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Proof: We obtain a unique solution w± ∈ H2(Ω±0 )d in the same way as in in the
proof of Lemma 4.1.6. To get higher regularity, we refer to [53, Theorem 4.20].
2
We define the operators B(h), S(h), T (h), and U(h) as in (4.57).
Note that
∆d = div(∇d) = div(∇Γ(t)d+ ∂νΓ(t)d νΓ(t))
= divΓ(t)(∇Γ(t)d) + div((∇d0 · ∇d)∇d0) ,
where we have used that νΓ(t) · ∇Γ(t)(∂νΓ(t)d) = 0 since ∇Γ(t)f ∈ TxΓ(t) for f ∈
C1(Γ(t)). Using (3.169), we obtain
∆d = ∆Γ(t)d+ a
15
j−1 ,
where a15j−1 only depends on the known functions V0, . . . ,Vj−1.
As in [10] we can reduce the coupled problem (3.161)-(3.170) to a single evolution
equation for p(x, t) = d(Θh(x, t), t) on Γ0. Since
∂tp = ∂t(d ◦Θh) = (∂td) ◦Θh + ∂tΘh · (∇d) ◦Θh ,
we obtain
∂tp+
1
2
σA(h)p = F(h)(p) on Γ0 , p(0) = 0 (4.67)
for all t ∈ [0, T ] and
∇d0 · ∇d = a14j−1 in Γ(δ) .
Here
A(h) = B(h)T (h)P (h) ∈ L(Hm−1/2(Γ0), Hm−7/2(Γ0)) ∀m ∈ N,m ≥ 4
and
F(h)(p) = ∂tΘh · ∇hp+ a12j−1,hp+ a13j−1,h −
1
2
σB(h)T (h)a15j−1,h
−1
2
B(h)T (h)(a2+j−1,hp, a
2−
j−1,hp) +
1
2
B(h)T (h)(a3+j−1,h, a
3−
j−1,h)
−1
4
B(h)T (h)(E? : C∇hU(h)(0, 0, a6j−1,h∇hp+ a7j−1,hp, a9j−1,hp, 0))
−1
4
B(h)T (h)(E? : C∇h(U(h)(a5+j−1,h, a5−j−1,h, a8j−1,h, a10j−1,h, a11j−1,h)))
+
1
2
B(h)S(h)(a1+j−1,h, a
1−
j−1,h) , (4.68)
where ∇hu = ∇(u ◦Θ−1h ) ◦Θh for u ∈ C1(Ω±0 ) and aij−1,h = aij−1 ◦Θh for i ≥ 1. For
a function q ∈ C1(Γ0), we define ∇hq by
∇hq = (∇Γ(t)(q ◦Θ−1h )) ◦Θh + a14j−1,h .
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This definition is natural since for p(x, t) = d(Θh(x, t), t), it holds
∇hp = (∇Γ(t)d) ◦Θh + a14j−1,h = (∇d) ◦Θh,
when d is a solution to (3.161)-(3.170).
We seek for a smooth solution p ∈ C∞(Γ0 × [0, T ]) to (4.67).
As main result of this section, we obtain the following theorem.
Theorem 4.2.3. For given h ∈ C∞([0,∞), C∞(Γ0)) with h(., 0) = 0 there exists a
unique classical solution p ∈ C∞(Γ0× [0, T ]) to (4.67) on a sufficiently small interval
of existence [0, T ].
The evolution equation (4.67) is of third order. Thus we add an fourth order
operator to get a smooth solution by standard arguments. For all  > 0 we consider
the parabolic evolution equation
∂tp
 + ∆2Γ0p
 + 1
2
σA(0)p = 1
2
σ(A(0)−A(h))p + F(h)(p) in Γ0 × (0, T ), (4.69)
p = 0 on Γ0 . (4.70)
By semigroup theory one can show
p ∈ C∞(Γ0 × (0, T ])
for all  ∈ (0, 1], cf. [61, Chapter 15.1, Exercises 5 and 6]. Since we have no boundary
conditions for p, we even get
p ∈ C∞(Γ0 × [0, T ])
for all  ∈ (0, 1], cf. Lunardi [51, Corollary 2.3]. In the following we will see that
the solutions p,  > 0, converge to a solution to (4.67) as  → 0. Hence we want
to control the norm of p independently of . This is the reason why we expand the
operator A(h) to A(0) + (A(h)−A(0)). The details are explained below.
Lemma 4.2.4. Let q ∈ C∞(Γ0×R) be an arbitrary function and let A be defined as
above. Then it holds for all t ≥ 0∣∣∣∣∫ t
0
∫
Γ0
(A(0)−A(h))q∆Γ0q dHd−1 ds
∣∣∣∣
≤ C( sup
τ∈[0,t]
‖h(., τ)‖C3(Γ0)
) ‖q‖2L2(0,t;H5/2(Γ0)) (4.71)
for some continuous C(.) > 0 with C(0) = 0 that is independent of q.
Proof: For the proof we use the definition of the operator A(h) = B(h)T (h)P (h)
and apply integration by parts after coordinate transformation.
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By change of variables and definition of B(h), we obtain for an arbitrary function
q ∈ C∞(Γ0 × R)∫
Γ0
B(h)T (h)P (h)q∆Γ0q dHd−1
=
∫
Γ(t)
(B(h)T (h)P (h)q) ◦Θ−1h (∆Γ0q) ◦Θ−1h
∣∣det(∂τiΘ−1h · ∂τjΘ−1h )d−1i,j=1∣∣ 12 dHd−1
=
∫
Γ(t)
νΓ(t) · ∇
[
(T+(h)P (h)q) ◦Θ−1h − (T−(h)P (h)q) ◦Θ−1h
]
×(∆Γ0q) ◦Θ−1h
∣∣det(∂τiΘ−1h · ∂τjΘ−1h )d−1i,j=1∣∣ 12 dHd−1 ,
where {τ1(x), . . . , τd−1(x)} is an orthonormal basis of TxΓ(t). We continue with
integration by parts and use the Neumann boundary condition for T+(h) on ∂Ω
(note that Θh = Id in an open neighborhood of ∂Ω). Furthermore, we use that
∆
(
(T±(h)g) ◦Θ−1h
)
= 0 for all g ∈ H1/2(Γ0) to get∫
Γ0
B(h)T (h)P (h)q∆Γ0q dHd−1
= −
∫
Ω+(t)
∇((T+(h)P (h)q) ◦Θ−1h )
·∇
[
(T+(0)∆Γ0q) ◦Θ−1h
∣∣det(∂τiΘ−1h · ∂τjΘ−1h )d−1i,j=1∣∣ 12] dx
−
∫
Ω−(t)
∇((T−(h)P (h)q) ◦Θ−1h )
·∇
[
(T−(0)∆Γ0q) ◦Θ−1h
∣∣det(∂τiΘ−1h · ∂τjΘ−1h )d−1i,j=1∣∣ 12] dx ,
where we use a smooth extension for the orthonormal basis {τ1(x), . . . , τd−1(x)}.
Again we change the variables to obtain∫
Γ0
B(h)T (h)P (h)q∆Γ0q dHd−1
= −
∫
Ω+0 ∪Ω−0
∇hT±(h)P (h)q ·
(
∇
[
(T±(0)∆Γ0q) ◦Θ−1h∣∣det(∂τiΘ−1h · ∂τjΘ−1h )d−1i,j=1∣∣ 12 ]) ◦Θh |detDΘh| dx ,
where
∫
Ω+0 ∪Ω−0 T
± =
∫
Ω+0
T+ +
∫
Ω−0
T−. Since h(., 0) = 0 and therefore Θh(., 0) = Id,
we obtain for a smooth function f = f(x, t)
|(∇h −∇)f(x, t)| ≤ C(‖h(., t)‖C1(Γ0)) |∇f(x, t)| ,∣∣∣∇ ∣∣det(∂τiΘ−1h · ∂τjΘ−1h )d−1i,j=1∣∣ 12 (x, t)∣∣∣ ≤ C(‖h(., t)‖C2(Γ0)) ,
||detDΘh(x, t)| − 1| ≤ C(‖h(., t)‖C1(Γ0))
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for some continuous C(.) > 0 independent of f and t such that C(0) = 0. Hence we
conclude∣∣∣∣∣
∫ t
0
∫
Γ0
B(h)T (h)P (h)q∆Γ0q dHd−1 +
∫
Ω+0 ∪Ω−0
∇(T±(h)P (h)q) · ∇(T±(0)P (0)q) dx ds
∣∣∣∣∣
≤ C( sup
τ∈[0,t]
‖h(., τ)‖C2
) (∥∥T+(h)P (h)q∥∥
L2(0,t;H1)
∥∥T+(0)P (0)q∥∥
L2(0,t;H1)
+
∥∥T−(h)P (h)q∥∥
L2(0,t;H1)
∥∥T−(0)P (0)q∥∥
L2(0,t;H1)
)
for some continuous C(.) > 0 such that C(0) = 0. Due to Lemma 4.2.1 and (4.63),
there exists a constant C > 0 independent of t ∈ [0, T ] such that∥∥T±(h(., t))P (h(., t))q(., t)∥∥
H1(Ω±0 )
≤ C ‖q(, .t)‖H5/2(Γ0) .
Hence we get∣∣∣∣∣
∫ t
0
∫
Γ0
B(h)T (h)P (h)q∆Γ0q dHd−1 +
∫
Ω+0 ∪Ω−0
∇(T±(h)P (h)q) · ∇(T±(0)P (0)q) dx ds
∣∣∣∣∣
≤ C( sup
τ∈[0,t]
‖h(., τ)‖C2(Γ0)
) ‖q‖2L2(0,t;H5/2(Γ0)) (4.72)
for some continuous C(.) > 0 such that C(0) = 0.
Now we show an analogous estimate for B(0)T (0)P (0). As above we obtain by
integration by parts∫
Γ0
B(0)T (0)P (0)q∆Γ0q dHd−1 = −
∫
Ω+0 ∪Ω−0
∣∣∇T±(0)P (0)q∣∣2 dx .
Therefore using integration by parts again, we have∫
Γ0
B(0)T (0)P (0)q∆Γ0q dHd−1 +
∫
Ω+0 ∪Ω−0
∇T±(h)P (h)q · ∇T±(0)P (0)q dx
=
∫
Ω+0 ∪Ω−0
∇((T±(h)P (h)− T±(0)P (0))q) · ∇(T±(0)P (0)q) dx
=
∫
Γ0
(P (0)− P (h))q νΓ0 · γ+
(∇T+(0)P (0)q) dHd−1
−
∫
Γ0
(P (0)− P (h))q νΓ0 · γ−
(∇T−(0)P (0)q) dHd−1
since ∆T±(0) = 0 in Ω±0 ,
∂
∂n
T+(0) = 0 on ∂Ω, and γ±(T±(0)f) = γ±(T±(h)f) = f
on Γ0 for any f ∈ H1/2(Γ0).
Since it holds for all u, v ∈ H1/2(Γ0)∣∣∣∣∫
Γ0
u v dHd−1
∣∣∣∣ ≤ C ‖u‖H1/2(Γ0) ‖v‖H−1/2(Γ0)
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for some C > 0, cf. [53, page 98], and since the Steklov-Poincare´ operator
νΓ0 · γ±(∇T±(0)) : H1/2(Γ0)→ H−1/2(Γ0)
is bounded, cf. [53, page 145f], we obtain∣∣∣∣∣
∫
Γ0
B(0)T (0)P (0)q∆Γ0q dHd−1 +
∫
Ω+0 ∪Ω−0
∇T±(h)P (h)q · ∇T±(0)P (0)q dx
∣∣∣∣∣
≤ ‖(P (0)− P (h))q‖H1/2(Γ0) ‖P (0)q‖H1/2(Γ0) . (4.73)
By definition of P (0) we have
‖P (0)q(., t)‖H1/2(Γ0) ≤ C ‖q(., t)‖H5/2(Γ0) (4.74)
for some C > 0 independent of t, and as above there exists some continuous C(.) > 0
with C(0) = 0 such that
‖(P (0)− P (h))q(., t)‖H1/2(Γ0) ≤ C(‖h(., t)‖C3(Γ0)) ‖q(., t)‖H5/2(Γ0) . (4.75)
Thus the assertion of the lemma follows from (4.72)-(4.75). 2
In the next lemma we investigate the commutator of A(h) and ∂τ .
Lemma 4.2.5. Let {τ1(x), . . . , τd−1(x)} be an orthonormal basis of TxΓ0, α ∈ Nd−1
be given, and q ∈ C∞(Γ0×R) be an arbitrary function. Then it holds for all t ∈ [0, T ]∣∣∣∣∫ t
0
∫
Γ0
(A(h)∂ατ − ∂ατA(h))q∆Γ0∂ατ q dHd−1 ds
∣∣∣∣
≤ C ‖q‖L2(0,t;H2+|α|(Γ0)) ‖q‖L2(0,t;H5/2+|α|(Γ0)) (4.76)
for some C = C(α) > 0 independent of t and q and where ∂ατ = ∂
α1
τ1
. . . ∂
αd−1
τd−1 .
Proof: We fix any t ∈ [0, T ]. First we consider the case |α| = 1. Let T ∈ C∞0 (Ω)
be a smooth extension of a tangent vector τ(x) ∈ TxΓ0. Then for u ∈ H3(Ω±0 ) we
obtain by product rule
∂τB
±(h)u = ∂τ
[
νΓ(t) ◦Θh · γ±(∇(u ◦Θ−1h ) ◦Θh)
]
= B±(h)(T · ∇u)− νΓ(t) ◦Θh · γ±((DΘ−Th ◦Θh)(DT )T∇u)
+νΓ(t) ◦Θh · γ±((T · ∇(DΘ−Th ◦Θh)ij)di,j=1∇u)
+∂τ (νΓ(t) ◦Θh) · γ±((DΘ−Th ◦Θh)∇u) .
Hence it follows∥∥∂τB±(h)u−B±(h)(T · ∇u)∥∥H1/2(Γ0) ≤ C ‖u‖H2(Ω±0 ) , (4.77)
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where we can choose C > 0 independently of u and t ∈ [0, T ], since [0, T ] is a compact
interval.
Let p ∈ H5/2(Γ0) be an arbitrary function. Then w = T · ∇T+(h)p − T+(h)∂τp is
the solution to
A+(h)w = A+(h)(T · ∇T+(h)p) in Ω+0 ,
w = 0 on Γ0 ,
∂
∂n
w = 0 on ∂Ω
due to the properties of T+(h). Hence there exists a constant C > 0 independent of
p such that∥∥T · ∇T+(h)p− T+(h)∂τp∥∥H2(Ω+0 ) ≤ C ∥∥A+(h)(T · ∇T+(h)p)∥∥L2(Ω+0 ) .
To estimate the right-hand side, we use A+(h)T+(h)p = 0 to get
A+(h)(T · ∇T+(h)p)
= A+(h)(T · ∇T+(h)p)− T · ∇(A+(h)T+(h)p)
=
(
∆
(T · ∇T+(h)p) ◦Θ−1h ) ◦Θh − (T ◦Θ−1h · ∇∆ ((T+(h)p) ◦Θ−1h )) ◦Θh .
By product rule the right-hand side contains terms which only depend on first and
second order partial derivatives of T+(h)p. Thus by definition of T+(h), we get the
estimate ∥∥T · ∇T+(h)p− T+(h)∂τp∥∥H2(Ω+0 ) ≤ C ‖p‖H3/2(Γ0) , (4.78)
where we can choose C > 0 independent of p and t ∈ [0, T ] since [0, T ] is a compact
interval. We get an analogous result for T · ∇T−(h)− T−(h)∂τ∥∥T · ∇T−(h)p− T−(h)∂τp∥∥H2(Ω−0 ) ≤ C ‖p‖H3/2(Γ0) . (4.79)
In addition, we get for an arbitrary function p ∈ H9/2(Γ0) by using charts for Γ0 and
the definition of P (h)
‖∂τP (h)p− P (h)(∂τp)‖H3/2(Γ0) ≤ C ‖p‖H7/2(Γ0) (4.80)
for some C > 0 independent of t ∈ [0, T ] and p.
Since we have the relation
∂τA(h)−A(h)∂τ = ∂τB(h)T (h)P (h)−B(h)(T · ∇T (h))P (h)
+B(h)(T · ∇T (h))P (h)−B(h)T (h)∂τP (h)
+B(h)T (h)∂τP (h)−B(h)T (h)P (h)∂τ ,
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it holds due to (4.60) and Lemma 4.2.1∣∣∣∣∫
Γ0
(A(h)∂τ − ∂τA(h))q∆Γ0∂τq dHd−1
∣∣∣∣
≤ ‖(A(h)∂τ − ∂τA(h))q‖L2(Γ0) ‖∆Γ0∂τq‖L2(Γ0)
≤ C
[
‖(∂τB(h)−B(h)T · ∇)T (h)P (h)q‖L2(Γ0)
+ ‖(T · ∇T (h)− T (h)∂τ )P (h)q‖H2(Ω+0 )×H2(Ω−0 )
+ ‖∂τP (h)− P (h)∂τq‖H3/2(Γ0)
]
‖q‖H3(Γ0)
≤ C ‖q‖H7/2(Γ0) ‖q‖H3(Γ0) (4.81)
for C > 0 independent of t ∈ [0, T ] and q and where we have used (4.77)-(4.80) in
the last inequality.
It is not difficult to prove the case |α| > 1 by induction where we use the same
estimates as above. 2
Lemma 4.2.6. Let {τ1(x), . . . , τd−1(x)} be an orthonormal basis of TxΓ0, α ∈ Nd−1
be given, and p, q ∈ C∞(Γ0×R) be arbitrary functions. Then it holds for all t ∈ [0, T ]∣∣∣∣∫ t
0
∫
Γ0
∂ατ F(h)p ∂ατ q dHd−1 ds
∣∣∣∣
≤ C(‖p‖L2(0,t;H5/2+|α|(Γ0)) ‖q‖L2(0,t;H|α|(Γ0)) + 1) (4.82)
for some C = C(α) > 0 independent of t and p, q and where ∂ατ = ∂
α1
τ1
. . . ∂
αd−1
τd−1 .
Proof: It is sufficient to estimate the terms of F(h)p in (4.68) which depend on p.
The other terms can be estimated by some constant C > 0 independent of t ∈ [0, T ]
since [0, T ] is a compact interval.
For arbitrary α ∈ Nd−1, p, q ∈ C∞(Γ0 × R), and t ∈ [0, T ], it holds∣∣∣∣∫ t
0
∫
Γ0
∂ατ (∂tΘh · ∇hp+ a12j−1,hp)∂ατ q dHd−1 ds
∣∣∣∣
≤ C ‖p‖L2(0,t;H1+|α|(Γ0)) ‖q‖L2(0,t;H|α|(Γ0)) , (4.83)
where we can choose C = C(α) > 0 independent of t ∈ [0, T ] and p, q.
Due to the property (4.60) and Lemma 4.2.1, we get∣∣∣∣∫ t
0
∫
Γ0
∂ατ B(h)T (h)(a
2+
j−1,hp, a
2−
j−1,hp) ∂
α
τ q dHd−1 ds
∣∣∣∣
≤ ∥∥∂ατ B(h)T (h)(a2+j−1,hp, a2−j−1,hp)∥∥L2(0,t;L2(Γ0)) ‖q‖L2(0,t;H|α|(Γ0))
≤ C ‖p‖L2(0,t;H3/2+|α|(Γ0)) ‖q‖L2(0,t;H|α|(Γ0)) (4.84)
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for some C > 0 independent of t ∈ [0, T ] and p, q.∣∣∣∣∫ t
0
∫
Γ0
∂ατ B(h)T (h)(E? : C∇h
U(h)(0, 0, a6j−1,h∇hp+ a7j−1,hp, a9j−1,hp, 0)) ∂ατ q dHd−1 ds
∣∣∣∣
≤ C ∥∥U(h)(0, 0, a6j−1,h∇hp+ a7j−1,hp, a9j−1,hp, 0)∥∥L2(0,t;H3+|α|(Ω+0 )×H3+|α|(Ω−0 ))
×‖q‖L2(0,t;H|α|)
≤ C ‖p‖L2(0,t;H5/2+|α|(Γ0)) ‖q‖L2(0,t;H|α|(Γ0)) (4.85)
for some C > 0 independent of t ∈ [0, T ] and p. Therefore the assertion follows from
(4.83)-(4.85). 2
Lemma 4.2.7. For all t ∈ [0, T ], A(h)(t) is a linear bounded operator from H5/2(Γ0)
to H−1/2(Γ0).
Proof: By definition P (h) : H5/2(Γ0) → H1/2(Γ0) is a bounded linear operator. It
remains to show that B±(h)T±(h) : H1/2(Γ0)→ H−1/2(Γ0) is a well-defined bounded
linear operator. Let g ∈ H1/2(Γ0) be arbitrary. Then by chain rule w = T+(h)g is
the unique solution to the elliptic boundary value problem
Pw = 0 in Ω+0 ,
w = g on Γ0 ,
∂
∂n
w = 0 on ∂Ω ,
where
Pw = div (Ah∇w)− divAh · ∇w + ∆Θ−1h ◦Θh · ∇w ,
Ah = DΘ
−1
h ◦ΘhDΘ−Th ◦Θh .
Since Γ(t) is the zero-level set of d0 ◦Θ−1h , it follows that
DΘ−Th νΓ0 ◦Θ−1h∣∣DΘ−Th νΓ0 ◦Θ−1h ∣∣ = νΓ(t)
and
B+(h)w = γ+
(
1∣∣DΘ−Th νΓ0 ◦Θ−1h ∣∣ νΓ0 · Ah∇w
)
for any w ∈ H2(Ω+0 ). Therefore the operator B+(h)T+(h) : H1/2(Γ0) → H−1/2(Γ0)
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defined by 〈
B+(h)T+(h)w, u
〉
H−1/2,H1/2
= −
∫
Ω+0
(
Ah∇T+(h)w
) · ∇ (T+(0)u/ ∣∣DΘ−Th νΓ0 ◦Θ−1h ∣∣) dx
−
∫
Ω+0
(
divAh · ∇T+(h)w −∆Θ−1h ◦Θh · ∇T+(h)w
)
×T+(0)u/ ∣∣DΘ−Th νΓ0 ◦Θ−1h ∣∣ dx (4.86)
is for all u,w ∈ H1/2(Γ0) well-defined, bounded, and linear since Ah = Id on ∂Ω and
∂
∂n
T+(h)w = 0 on ∂Ω.
Since T−(h) is the solution operator for a Dirichlet problem, we obtain thatB−(h)T−(h)
is a Steklov-Poincare´ operator and therefore B+(h)T+(h) : H1/2(Γ0)→ H−1/2(Γ0) is
well-defined bounded linear operator, cf. [53, Theorem 4.21]. Of course, we can also
prove the assertion for B−(h)T−(h) in the same way as above. 2
Using the lemmas above, we can show that p is uniformly bounded for all  ∈ (0, 1].
Theorem 4.2.8. Let p be the solution to (4.69) and (4.70). Then there exists some
T > 0 such that for every m ∈ N, it holds
sup
0≤t≤T
‖p(., t)‖Hm(Γ0) + ‖p‖L2(0,T ;Hm+3/2(Γ0)) ≤ C (4.87)
for some constant C = C(m) > 0 independent of .
Proof: The proof is based on energy estimates. Multiplying both sides of (4.69) by
p and integrating over Γ0 and (0, t) yields for all t ∈ [0, T ]
1
2
‖p(., t)‖2L2(Γ0) + 
∫ t
0
‖∆Γ0p‖2L2(Γ0) dt
= −1
2
σ
∫ t
0
〈A(h)p, p〉H−1/2,H1/2 dt+
∫ t
0
∫
Γ0
F(h)pp dHd−1 dt ,
where we have used integration by parts and p(., 0) = 0. By Lemma 4.2.7, we obtain
〈A(h)p, p〉H−1/2,H1/2 ≤ C ‖p‖H5/2(Γ0) ‖p‖H1/2(Γ0)
for some C > 0 independent of . Due Lemma 4.2.6 with p = p, q = p, and α = 0,
it follows∫ t
0
∫
Γ0
F(h)pp dHd−1 dt ≤ C
(
‖p‖L2(0,t;H5/2(Γ0)) ‖p‖L2(0,t;L2(Γ0)) + 1
)
for some C > 0 independent of . Hence we conclude
sup
τ∈[0,t]
‖p(., τ)‖2L2(Γ0) ≤ C
(
‖p‖L2(0,t;H5/2(Γ0)) ‖p‖L2(0,t;H1/2(Γ0)) + 1
)
(4.88)
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for some C > 0 independent of .
Since div(∇T±(0)∆Γ0q) = 0 in Ω±0 and ∂∂nT+(0)P (0)q = 0 on ∂Ω, it holds for every
q ∈ C∞(Γ0)
−
∫
Γ0
A(0)q∆Γ0q dHd−1 = −
∫
Γ0
νΓ0 ·
[∇T+(0)(∆Γ0q)−∇T−(0)(∆Γ0q)]∆Γ0q dHd−1
=
∫
Ω+0
∣∣∇T+(0)(∆Γ0q)∣∣2 dx+ ∫
Ω−0
∣∣∇T−(0)(∆Γ0q)∣∣2 dx
≥ C ‖∆Γ0q‖2H1/2(Γ0) (4.89)
for some C > 0. Here the last inequality can be shown as follows. For all u ∈ H1(Ω±0 )
there exists a constant C > 0 independent of u such that
‖u‖H1(Ω±0 ) ≤ C
(
‖∇u‖L2(Ω±0 ) + h(u)
)
,
where
h(u) =
∫
Γ0
u dHd−1 ,
cf. Fro¨hlich [34, Korollar 2.3]. Now choose u = T±(∆Γ0q) and note that h(T
±(∆Γ0q)) =
0. Then due to the continuity of the trace operator γ± : H1(Ω±0 ) → H1/2(Γ0), the
last inequality follows in (4.89).
Multiplying both sides of (4.69) by −∆Γ0p and integrating over Γ0 and (0, t), we
obtain
0 =
∫ t
0
∫
Γ0
−pt∆Γ0p − ∆2Γ0p∆Γ0p −
1
2
σA(0)p∆Γ0p dHd−1 ds
−
∫ t
0
∫
Γ0
1
2
σ(A(0)−A(h))p∆Γ0p + F(h)(p)∆Γ0p dHd−1 ds
=
∫ t
0
d
dt
‖∇Γ0p‖2L2(Γ0) + 
∫ t
0
‖∇Γ0∆Γ0p‖2L2(Γ0) −
1
2
σ
∫ t
0
∫
Γ0
A(0)p∆Γ0p dHd−1
−
∫ t
0
∫
Γ0
1
2
σ(A(0)−A(h))p∆Γ0p + F(h)(p)∆Γ0p dHd−1 ds ,
where we have applied integration by parts and the fact ∇Γ0f is perpendicular to the
mean curvature vector κΓ0νΓ0 for every f : Γ0 → R smooth enough. By inequality
(4.89) with q = p and p(., 0) = 0, we get
sup
0≤τ≤t
‖∇Γ0p‖2L2(Γ0) + 
∫ t
0
‖∇Γ0∆Γ0p‖2L2(Γ0) ds+
∫ t
0
‖∆Γ0p‖2H1/2(Γ0) ds
≤ C
∣∣∣∣∫ t
0
∫
Γ0
1
2
σ(A(0)−A(h))p∆Γ0p + F(h)(p)∆Γ0p dHd−1 ds
∣∣∣∣ ,
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where C > 0 is independent of .
Applying Lemma 4.2.4 with q = p and 4.2.6 with p = p, q = ∆Γ0p
, and α = 0
yields
sup
0≤τ≤t
‖∇Γ0p‖2L2(Γ0) + 
∫ t
0
‖∇Γ0∆Γ0p‖2L2(Γ0) ds+
∫ t
0
‖∆Γ0p‖2H1/2(Γ0) ds
≤ C˜( sup
τ∈[0,t]
‖h(., τ)‖C3(Γ0)
) ‖p‖2L2(0,t;H5/2(Γ0))
+C ‖p‖L2(0,t;H5/2(Γ0)) ‖p‖L2(0,t;H2(Γ0)) + C (4.90)
for some continuous C˜(.) ≥ 0 with C˜(0) = 0 and independent of  . For the left-hand
side we use the elliptic estimate
‖p‖2H5/2(Γ0) ≤ C
(
‖∆Γ0p‖2H1/2(Γ0) + ‖p‖
2
H1/2(Γ0)
)
, (4.91)
see Theorem 2.5.3, and for the right-hand side we apply the interpolation(
H1(Γ0), H
5/2(Γ0)
)
2
3
,2
= H2(Γ0) ,
see (2.6). Altogether we obtain by (4.88) and (4.90)
sup
0≤τ≤t
‖p‖2H1(Γ0) + 
∫ t
0
‖∇Γ0∆Γ0p‖2L2(Γ0) ds+
∫ t
0
‖p‖2H5/2(Γ0) ds
≤ C˜( sup
τ∈[0,t]
‖h(., τ)‖C3(Γ0)
) ‖p‖2L2(0,t;H5/2(Γ0))
+C ‖p‖
5
3
L2(0,t;H5/2(Γ0))
‖p‖
1
3
L2(0,t;H1(Γ0))
+ C (4.92)
for some continuous C˜(.) ≥ 0 with C˜(0) = 0 and independent of .
We choose t > 0 such that C˜
(
supτ∈[0,t] ‖h(., τ)‖C3(Γ0)
) ≤ 1
2
. Such t > 0 exists because
h ∈ C∞([0, T ];C∞(Γ0)). Furthermore, we apply Young’s inequality. Then we can
find some constant C > 0 independent of  such that
sup
0≤τ≤t
‖p‖2H1(Γ0) +
∫ t
0
‖p‖2H5/2(Γ0) ds ≤ C
(
‖p‖2L2(0,t;H1(Γ0)) + 1
)
.
By Gronwall’s inequality, we conclude
sup
0≤τ≤t
‖p‖2H1(Γ0) +
∫ t
0
‖p‖2H5/2(Γ0) ds ≤ C . (4.93)
To obtain higher space regularity we apply ∇Γ0 to the differential equation (4.69),
multiply both sides by −∇Γ0∆Γ0p, and integrate over Γ0 and (0, t). Then we get by
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integration by parts
1
2
d
dt
∫ t
0
‖∆Γ0p‖2L2(Γ0) + 
∫ t
0
∥∥∆2Γ0p∥∥2L2(Γ0) − 12σ
∫ t
0
∫
Γ0
(A(0)∇Γ0p) ·∆Γ0∇Γ0p
=
1
2
σ
∫ t
0
∫
Γ0
∇Γ0(A(h)p) · (∇Γ0∆Γ0 −∆Γ0∇Γ0)p dHd−1 ds
+
1
2
σ
∫ t
0
∫
Γ0
(∇Γ0A(h)p −A(h)∇Γ0p) ·∆Γ0∇Γ0p dHd−1 ds
+
1
2
σ
∫ t
0
∫
Γ0
(A(h)∇Γ0 −A(0)∇Γ0)p ·∆Γ0∇Γ0p dHd−1 ds
+
∫ t
0
∫
Γ0
∇Γ0F(h)p · ∇Γ0∆Γ0p dHd−1 ds .
By (4.89) with q = ∂τip
, i = 1, . . . , d− 1, Lemma 4.2.4, Lemma 4.2.5, Lemma 4.2.6,
and the elliptic estimate (4.91), we obtain
sup
0≤τ≤t
‖p‖2H2(Γ0) + 
∫ t
0
∥∥∆2Γ0p∥∥2L2(Γ0) ds+ ∫ t
0
‖∇Γ0p‖2H5/2(Γ0) ds
≤ C˜( sup
τ∈[0,t]
‖h(., τ)‖C3(Γ0)
) ‖∇Γ0p‖2L2(0,t;H5/2(Γ0))
+C ‖p‖L2(0,t;H7/2) ‖p‖L2(0,t;H3) + C sup
0≤τ≤t
‖p‖2L2(Γ0) + C
for the same C˜(.) > 0 as in (4.92). Therefore we can choose the same t as above
such that C˜
(
supτ∈[0,t] ‖h(., τ)‖C3(Γ0)
) ≤ 1
2
. Since
(
H2(Γ0), H
7/2(Γ0)
)
2
3
,2
= H3(Γ0), it
holds
‖u‖H3(Γ0) ≤ C ‖u‖
1
3
H2(Γ0)
‖u‖
2
3
H7/2(Γ0)
for any u smooth enough and some C independent of u. Hence by Gronwall’s and
Young’s inequalities and (4.93), it follows
sup
0≤τ≤t
‖p‖2H2(Γ0) +
∫ t
0
‖p‖2H7/2(Γ0) ≤ C
for the same t as in (4.93) and for some C independent of .
Next, we apply ∆Γ0 to the differential equation (4.69) and test with ∆
2
Γ0
p. Applying
this procedure again and again, the assertion of the theorem follows. 2
Similarly, we can obtain higher order time estimates for p independent of .
Corollary 4.2.9. Let p be the solutions to (4.69) and (4.70). Then there exists
some T > 0 such that for every m,n ∈ N, it holds
‖p‖Hn(0,T ;Hm−1/2(Γ0)) ≤ C (4.94)
for some C = C(m,n) > 0 independent of  ∈ (0, 1].
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Proof: By definition F(h(., t)) : H5/2(Γ0) → H1/2(Γ0) is a bounded operator for
all t ∈ [0, T ], A(h)(t) : H5/2(Γ0) → H−1/2(Γ0) is bounded by Lemma 4.2.7 for all
t ∈ [0, T ], and ∆2Γ0 : H4(Γ0)→ L2(Γ0) is bounded. Therefore equation (4.69) yields
‖∂tp‖L2(0,T ;H−1/2(Γ0)) ≤ C
for some C > 0 independent of .
Getting higher order space estimates for ∂tp
, we use the properties A(h)(t) ∈
L(Hm−1/2(Γ0), Hm−7/2(Γ0)) and F(h(., t)) : Hm−1/2(Γ0) → Hm−5/2(Γ0) is bounded
for all t ∈ [0, T ] and all m ∈ N, m ≥ 4, and Theorem 4.2.8. Then it follows
‖∂tp‖L2(0,T ;Hm−1/2(Γ0)) ≤ C (4.95)
for all m ∈ N and some C = C(m) > 0 independent of .
Differentiating equation (4.69) with respect to t and using estimate (4.95), we obtain∥∥∂2t p∥∥L2(0,T ;Hm−1/2(Γ0)) ≤ C
for all m ∈ N and some C = C(m) > 0 independent of .
Repeating this procedure any number of times, the assertion follows. 2
Now we are able to show that the solution functions p converge to a weak solution
to (4.67) as ↘ 0.
Lemma 4.2.10. There exists
p ∈ H1(0, T ;H−1/2(Γ0) ∩ L2(0, T ;H5/2(Γ0))
such that p is the unique weak solution to (4.67) in the sense of D′((0, T );H−1/2(Γ0)),
that is
〈−
∫ T
0
p(t)ϕ′(t) dt, f〉H−1/2,H1/2 +
1
2
σ〈
∫ T
0
A(h)p(t)ϕ(t) dt, f〉H−1/2,H1/2
= 〈
∫ T
0
F(h)p(t)ϕ(t) dt, f〉H−1/2,H1/2
for all ϕ ∈ C∞0 (0, T ) and f ∈ H1/2(Γ0), and we require p(0) = 0.
Proof: Since L2(0, T ;H5/2(Γ0)) is a Hilbert space, there exists a function p ∈
L2(0, T ;H5/2(Γ0)) such that p
 ⇀ p in L2(0, T ;H5/2(Γ0)) as  ↘ 0 (actually for
a sequence (n)n∈N such that n → 0 as n→∞). In the following we show that p is
a weak solution. Let f ∈ H1/2(Γ0) and ϕ ∈ C∞0 (0, T ) be arbitrary. Then it holds
−
∫ T
0
〈p(t), ϕ′(t)f〉H−1/2,H1/2 dt+ 
∫ T
0
〈
∆2Γ0p
(t), ϕ(t)f
〉
H−1/2,H1/2 dt
+
1
2
σ
∫ T
0
〈A(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt =
∫ T
0
〈F(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt
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since
−
∫ T
0
〈p(t), ϕ′(t)f〉H−1/2,H1/2 dt =
∫ T
0
〈∂tp(t), ϕ(t)f〉H−1/2,H1/2 dt .
Sending ↘ 0 and using p ⇀ p in L2(0, T ;H5/2(Γ0)), we get∫ T
0
〈p(t), ϕ′(t)f〉H−1/2,H1/2 dt =
∫ T
0
∫
Γ0
p(t)ϕ′(t)f dHd−1dt
→
∫ T
0
∫
Γ0
p(t)ϕ′(t)f dHd−1dt
=
∫ T
0
〈p(t), ϕ′(t)f〉H−1/2,H1/2 dt ,
as ↘ 0. By using Corollary 4.2.9, we obtain

∫ T
0
〈
∆2Γ0p
(t), ϕ(t)f
〉
H−1/2,H1/2 dt ≤ 
∫ T
0
∥∥∆2Γ0p(t)∥∥H−1/2 ‖ϕ(t)f‖H1/2 dt
≤  ‖p‖L2(0,T ;H7/2) ‖ϕf‖L2(0,T ;H1/2) −→ 0 ,
as ↘ 0. Let A(h)′(t) ∈ L(H1/2(Γ0), H−5/2(Γ0)) be the adjoint operator of A(h)(t)
for all t ∈ [0, T ]. Then it follows∫ T
0
〈A(h)(t)p(t), ϕ(t)f〉H−1/2,H1/2 dt =
∫ T
0
〈p(t), ϕ(t)A(h)′(t)f〉H5/2,H−5/2 dt
→
∫ T
0
〈p(t), ϕ(t)A(h)′(t)f〉H5/2,H−5/2 dt
=
∫ T
0
〈A(h)(t)p(t), ϕ(t)f〉H−1/2,H1/2 dt ,
as  ↘ 0. We split the term F(h) into two parts F1(h) and F2(h) where F1(h)
consists of all terms which contains p, and F2(h) = F(h) − F1(h). It is not dif-
ficult to show that F1(h(., t)) is a linear operator for all t ∈ [0, T ]. We treat the
term F1(h)p as well as the term A(h)p. Note that the adjoint operator F1(h)′ ∈
L(H−1/2(Γ0), H−5/2(Γ0)). Since F2(h) does not depend on p, we obtain∫ T
0
〈F(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt→
∫ T
0
〈F(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt ,
as ↘ 0. Therefore it follows
〈−
∫ T
0
p(t)ϕ′(t) dt, f〉H−1/2,H1/2 +
1
2
σ〈
∫ T
0
A(h)p(t)ϕ(t) dt, f〉H−1/2,H1/2
= 〈
∫ T
0
F(h)p(t)ϕ(t) dt, f〉H−1/2,H1/2 .
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That is (4.67) holds in the sense of D′((0, T );H−1/2(Γ0)) and ∂tp = −12σA(h)p +F(h)(p) ∈ L2(0, T ;H−1/2(Γ0)). Next we show p(0) = 0. Since
H1(0, T ;H−1/2(Γ0)) ∩ L2(0, T ;H1/2(Γ0)) ⊂ C([0, T ];L2(Γ0)) ,
cf. [56, Lemma 11.4], the initial condition p(0) = 0 is well-defined. For all ϕ ∈
C1([0, T ]) with ϕ(T ) = 0 and f ∈ H1/2(Γ0), it holds
(p(0), ϕ(0)f)L2(Γ0) = −
∫ T
0
〈∂tp(t), ϕ(t)f〉H−1/2,H1/2 dt
−
∫ T
0
〈p(t), ϕ′(t)f〉H−1/2,H1/2 dt .
Therefore the following relation is valid
(p(0), ϕ(0)f)L2(Γ0) = −
∫ T
0
〈F(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt
+
1
2
σ
∫ T
0
〈A(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt
−
∫ T
0
〈p(t), ϕ′(t)f〉H−1/2,H1/2 dt .
Using p ⇀ p in L2(0, T ;H5/2(Γ0)), we show as above
(p(0), ϕ(0)f)L2(Γ0) = lim
↘0
[
−
∫ T
0
〈F(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt
+
1
2
σ
∫ T
0
〈A(h)p(t), ϕ(t)f〉H−1/2,H1/2 dt
−
∫ T
0
〈p(t), ϕ′(t)f〉H−1/2,H1/2 dt
]
= lim
↘0
[
−
∫ T
0
〈
∆2Γ0p
(t), ϕ(t)f
〉
H−1/2,H1/2 dt
+(p(0), ϕ(0)f)L2(Γ0)
]
= 0 .
Since the embedding H1/2(Γ0) ↪→ L2(Γ0) is dense and f ∈ H1/2(Γ0) is arbitrary, the
statement p(0) = 0 follows.
It remains to show uniqueness. Assume that p1 and p2 are two weak solutions to
(4.67). We set p := p1 − p2. First we show
‖∇Γ0p(., t)‖2L2(Γ0) = ‖∇Γ0p(., s)‖
2
L2(Γ0)
−2
∫ t
s
〈∂tp(., τ),∆Γ0p(., τ)〉H−1/2,H1/2 dτ (4.96)
129
for all s, t ∈ [0, T ]. Due to [13, Chapter III, Theorem 4.10.2], we have the continuous
embedding
H1(0, T ;H−1/2(Γ0)) ∩ L2(0, T ;H5/2(Γ0))
↪→ C([0, T ]; (H−1/2(Γ0), H5/2(Γ0)) 1
2
, 1
2
) = C([0, T ];H1(Γ0)) ,
where the last equations holds due to (2.6). Hence the relation (4.96) is well-defined
(possibly we have to redefine p on a measure zero set of [0, T ]). We approximate p
by a sequence of smooth functions (pn)n∈N. Then we show that (4.96) holds for all
pn, n ∈ N, by integration by parts. Finally, we send n → ∞. For more details see
proof of Theorem 3 of Chapter 5.9 in [32], which works analogously.
We multiply both sides of (4.67) by ∆Γ0p and integrate over Γ0 and (0, t). Using
(4.96), p(., 0) = 0, and the definition of A(h)p ∈ H−1/2(Γ0) in (4.86), we obtain in
the same way as in the proof of Theorem 4.2.8
sup
τ∈[0,t]
‖p(., τ)‖2H1(Γ0) +
∫ t
0
‖∆Γ0p(., τ)‖H1/2(Γ0) dτ
≤
∣∣∣∣∫ t
0
1
2
σ〈(A(0)−A(h)) p,∆Γ0p〉H−1/2,H1/2 ds+
∫ t
0
∫
Γ0
F1(h)(p)∆Γ0p dx ds
∣∣∣∣ ,
where F1(h) contains all terms of F(h) which depend on p. We can estimate the
first term on the right-hand side by Lemma 4.2.4. (Possibly we have to approximate
p by smooth functions (pn)n∈N such that pn → p in L2(0, t;H5/2(Γ0)) as n → ∞.
Then Lemma 4.2.4 is valid for all pn, n ∈ N. By sending n→∞, we can also apply
Lemma 4.2.4 to p.) The second term on the right-hand side can be estimated by
Lemma 4.2.6. Note that we only consider F1. Moreover, we use the elliptic estimate
(4.91) to get
sup
τ∈[0,t]
‖p(, .τ)‖2H1(Γ0) +
∫ t
0
‖p(., τ)‖H5/2(Γ0) dτ
≤ C˜( sup
τ∈[0,t]
‖h(., τ)‖C3(Γ0)
) ‖p‖2L2(0,t;H5/2(Γ0)) + ‖p‖L2(0,t;H5/2(Γ0)) ‖p‖L2(0,t;H2(Γ0))
≤ C˜( sup
τ∈[0,t]
‖h(., τ)‖C3(Γ0)
) ‖p‖2L2(0,t;H5/2(Γ0)) + ‖p‖ 53L2(0,t;H5/2(Γ0)) ‖p‖ 13L2(0,t;H1(Γ0))
for some continuous C˜(.) ≥ 0 with C˜(0) = 0. Choosing t > 0 such that
C˜
(
supτ∈[0,t] ‖h(., τ)‖C3(Γ0)
) ≤ 1
2
and applying Young’s and Gronwall’s inequality
yield
sup
τ∈[0,t]
‖p(, .τ)‖2H1(Γ0) +
∫ t
0
‖p(., τ)‖H5/2(Γ0) dτ ≤ 0 .
Therefore it holds p1 = p2. 2
Now we are able to show the main theorem of this section.
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Proof of Theorem 4.2.3: It remains to show higher regularity of the solution p,
which we obtain in Lemma 4.2.10. By Corollary 4.2.9 we get a uniform boundness
of the solutions p in Hn(0, T ;Hm−1/2(Γ0)) for any given integer n,m, and therefore
it holds
p ⇀ p in Hn(0, T ;Hm−1/2(Γ0)) ,
as → 0, since Hn(0, T ;Hm−1/2(Γ0)) is a Hilbert space. Possibly the convergence is
only valid for a sequence (n)n∈N such that n → 0 as n→∞. 2
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5 Nonconvergence in the Case of
Small Mobility Constants
As before we assume that Ω ⊂ Rd is a bounded domain with smooth boundary ∂Ω
and Γ0 ⊂ Ω is a smooth hypersurface without boundary. Let Ω−0 be the interior of
Γ0 and Ω
+
0 = Ω\Ω+0 . Let d0 denote the signed distance to Γ0 such that d0 < 0 in
Ω−0 . Moreover, we assume that there exists some constant C0 ≥ 1 such that F (c) is
monotonically increasing for c ≥ C0 (that is f(c) ≥ 0) and monotonically decreasing
for c ≤ −C0 (that is f(c) ≤ 0). For example, this holds for F (c) = 18 (1− c2)
2
. We
consider the convective Cahn-Hilliard equation
∂tc
 + v · ∇c = m()∆µ in Ω× (0,∞) , (5.1)
µ = −∆c + −1f(c) in Ω× (0,∞) , (5.2)
∂
∂n
c = ∂
∂n
µ = 0 on ∂Ω× (0,∞) (5.3)
for a given velocity field v ∈ C0b (R;C4b (Ω)) with div v = 0 and v · n∂Ω = 0 on ∂Ω.
Here the mobility constant m() has the form m() = θ for some θ ≥ 0. To close
the system, we choose the special initial value
c|t=0 = ζ
(
d0
δ
)
θ0
(
d0

)
+
(
1− ζ
(
d0
δ
)) (
2χ{d0≥0} − 1
)
in Ω , (5.4)
where θ0 is the unique solution to the problem (2.7) and ζ is the same cut-off function
as in (2.21). The constant δ > 0 is determined later.
5.1 Motivation
First we give some motivation for this chapter. We consider the so-called “model H”
∂tv
 + v · ∇v − div(ν(c)Dv) +∇p = −div(∇c ⊗∇c) in Ω× (0,∞),
divv = 0 in Ω× (0,∞),
∂tc
 + v · ∇c = θ∆µ in Ω× (0,∞),
µ = −∆c + −1f ′(c) in Ω× (0,∞),
together with Dirichlet boundary conditions for v and Neumann boundary conditions
for c and µ. Here v is the velocity field, Dv = 1
2
(∇v+ (∇v)T ), p is the pressure,
and ν(c) > 0 is the viscosity of the mixture.
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Using the method of formally matched asymptotic expansions, Abels et al. [4] showed
that the solutions to the “model H” converge to the solutions to the following sharp
interface models
∂tv + v · ∇v − div(ν±Dv) +∇p = 0 in Ω±(t), t > 0 ,
divv = 0 in Ω±(t), t > 0 ,
∆µ = 0 in Ω±(t), t > 0 ,
[v]Γ(t) = 0 on Γ(t), t > 0 ,
− [νΓ(t) · (ν±Dv − pId)]Γ(t) = σκνΓ(t) on Γ(t), t > 0 ,
V − νΓ(t) · v = −
[
νΓ(t) · ∇µ
]
Γ(t)
on Γ(t), t > 0 ,
µ = σκΓ(t) on Γ(t), t > 0 ,
when θ = 0 and
∂tv + v · ∇v − div(ν±Dv) +∇p = 0 in Ω±(t), t > 0 ,
divv = 0 in Ω±(t), t > 0 ,
[v]Γ(t) = 0 on Γ(t), t > 0 ,
− [νΓ(t) · (ν±Dv − pId)]Γ(t) = σκνΓ(t) on Γ(t), t > 0 ,
V − νΓ(t) · v = 0 on Γ(t), t > 0 ,
when θ = 1. Here ν± > 0 are viscosity constants and V denotes the normal velocity
of Γ(t).
In this chapter we want to investigate what happens for “large” θ. For that we
consider the simplified diffuse interface model (5.1)-(5.3). In particular, we consider
the limit  → 0 of the surface tension tensor in the Navier-Stokes equation of the
“model H”. More precisely, we calculate for ϕ ∈ C∞([0, T ];D(Ω)d)
lim
→0
∫ T
0
〈H, ϕ〉 dt ,
where
〈H, ϕ〉 := 
∫
Ω
∇c ⊗∇c : ∇ϕdx .
For θ = 0, 1 we expect for ϕ ∈ C∞0,σ that
〈H, ϕ〉 −→ 2σ
∫
Γ(t)
νΓ(t) ⊗ νΓ(t) : ∇ϕdHd−1 = −2σ
∫
Γ(t)
κνΓ(t) · ϕdHd−1 ,
as  → 0 since νΓ(t) ⊗ νΓ(t) : ∇ϕ = −divΓ(t)ϕ due to divϕ = 0. Here and in the
following σ ∈ R is defined as
σ =
1
2
∫
R
(θ′0(z))
2
dz .
Note that this definition coincides with the definition of σ in Chapter 3.
But for sufficiently large θ we obtain a different result.
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5.2 Nonconvergence Result
First we investigate the flow of the velocity field v and prove some properties which
we will need later.
Lemma 5.2.1. Let v : Ω × R → Rd be a given smooth velocity field such that
v · n|∂Ω = 0. Then there exists a unique global solution y to the problem
d
dt
y(t; y0) = v (y(t; y0), t) , y(0; y0) = y0
for all y0 ∈ Ω. In particular, the flow X(., t) =: Xt : Ω → Ω defined by X(y0, t) =
y(t; y0) is a C
4-diffeomorphism for all t ∈ R.
In addition, if div v = 0 in Ω, then it holds
det (DXt(x)) = 1 in ΩT (5.5)
and ∣∣DX−Tt ◦Xt∇d0∣∣2 = det(∂τiXt · ∂τjXt)d−1i,j=1 on Γ0 , (5.6)
where {τ1(x), . . . , τd−1(x)} is an orthonormal basis of TxΓ0.
Proof: By the Picard-Lindelo¨f theorem, there exists a unique solution y(.; y0) :
Imax → Rd for every y0 ∈ Ω where Imax is the maximal interval of existence. Since
v · n|∂Ω = 0, there exists a unique global solution y(.; y0) such that y(t; y0) ∈ ∂Ω for all
t ∈ R when y0 ∈ ∂Ω, cf. [15, § 35. 4. Bemerkung]. By the uniqueness of the solutions,
it follows y(t; y0) ∈ Ω for all t ∈ Imax when y0 ∈ Ω. In particular, every solution
y(.; y0) is bounded for y0 ∈ Ω and therefore it holds Imax = R. Since v(., t) ∈ C4(Ω)
for all t ∈ R, it follows from [63, III. §13 XI. Corollar] that Xt ∈ C4(Ω)d. Let us show
that Xt is invertible for all t ∈ R. Let t0 ∈ R be any time. Define X−1t0 : Ω → Ω by
X−1t0 (x) = y˜(−t0;x) where y˜(.;x) is the solution to
y˜′(t) = v(y˜(t), t+ t0) in R , y˜(0) = x .
Claim: Xt0(X
−1
t0 (x)) = x for all x ∈ Ω.
By definition of X−1t0 , it holds
Xt0(X
−1
t0
(x)) = y(t0; y˜(−t0;x)) .
Since y(.+ t0; y˜(−t0;x)) : R→ R and y˜ are both the solution to
y′(t) = v(y(t), t+ t0) in R , y(−t0) = y˜(−t0;x) ,
it follows y˜(t;x) = y(t+ t0; y˜(−t0;x)) for all t ∈ R by uniqueness of the solutions. In
particular, it follows y(t0; y˜(−t0;x)) = y˜(0;x) = x. This shows the claim.
Analogously, one can show X−1t0 (Xt0(x)) = x for all x ∈ Ω. Hence X−1t0 is the inverse
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of Xt0 and X
−1
t0 ∈ C4(Ω)d by the same arguments as for Xt0 .
Due to [24, Satz 5.2], it holds
d
dt
det(DXt(x)) = div v(X, t)|X=Xt(x) det(DXt(x)) .
Since div v = 0 and X0 = Id, we obtain
det(DXt(x)) = 1 ∀(x, t) ∈ ΩT .
Using this property, we can verify the last assertion of the lemma. SinceX−1t (Xt(x)) =
x for all x ∈ Ω, it follows by differentiating with respect to x
Id = DX−1t ◦XtDXt in Ω .
Due to Cramer’s rule and the last equation, it follows
DX−Tt ◦Xt =
1
det(DXTt )
cof(DXTt )
T = cof(DXt) .
Therefore we get in a neighborhood of Γ(0)∣∣DX−Tt ◦Xt∇d0∣∣2 = ∇d0 · (cof(DXTt )cof(DXt))∇d0
= ∇d0 · (cof(DXTt DXt))∇d0 .
Let Q be the change-of-basis matrix taking the orthonormal basis {τ1, . . . , τd−1, νΓ0}
to the standard basis {e1, . . . , ed} in Rd. Then Cramer’s rule yields
QT = Q−1 =
1
detQ
cofQT = cofQT ,
and therefore it holds on Γ0
∇d0 · (cof(DXTt DXt))∇d0 = (Qed) · (cof(DXTt DXt)) (Qed)
= ed ·
(
cofQT cof(DXTt DXt)cofQ
)
ed
=
(
cof(QTDXTt DXtQ)
)
dd
= det(∂τiXt · ∂τjXt)d−1i,j=1 ,
where the last equality follows due to the definition of the cofactor matrix. This
completes the proof of the lemma. 2
As main result of this chapter, we obtain:
Theorem 5.2.2. Let Ω ⊂ Rd be a bounded domain with smooth boundary ∂Ω, Γ0 ⊂
Ω a smooth hypersurface without boundary and let (c, µ) be the solution to the
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convective Cahn-Hilliard equation (5.1)-(5.3) with initial condition (5.4). Then, for
every T > 0 and for all ϕ ∈ C∞([0, T ];D(Ω)d), it holds∫ T
0
〈H, ϕ〉 dt −→ 2σ
∫ T
0
∫
Γ(t)
∣∣∇(d0(X−1t ))∣∣ νΓ(t) ⊗ νΓ(t) : ∇ϕdHd−1 dt ,
as  ↘ 0 and where the evolving hypersurface Γ(t) is the solution to the evolution
equation
V (x, t) = νΓ(t)(x, t) · v(x, t) on Γ(t), t ∈ (0, T ), Γ(0) = Γ0,
where V is the normal velocity of Γ(t). Moreover, it holds
‖c − (2χQ+ − 1)‖2L2(ΩT ) = O() ,
as ↘ 0.
Remark 5.2.3. In general
∣∣∇(d0(X−1t ))∣∣ = ∣∣DX−Tt ∇d0 ◦X−1t ∣∣ 6= 1. This can be
shown as follows. By choosing a suitable interface Γ0, it is sufficient to show that
in general DX−Tt is not length preserving. We show this by a counterexample. Let
Ω ⊂ R2 be the interior of the ellipse defined by the equation x21
2
+
x22
4
= 1. For the
velocity field v : Ω → R, we set v(x1, x2) := (x2,−2x1). Note that div v = 0 in Ω
and v ·n∂Ω = 0 on ∂Ω since (2x1, x2) for (x1, x2) ∈ ∂Ω is a normal on ∂Ω. Then the
function y : R→ Ω defined by y(t) = (sin(√2t),√2 cos(√2t)) is a solution to
y′(t) = v(y(t)) in R , y(0) = (0,
√
2) .
Since the velocity field v is independent of the time t, it follows X−1t = X−t where Xt
is the flow of the ordinary differential equation y′ = v(y). Differentiating the identity
X−t ◦Xt = Id with respect to t, yields
0 = DX−t(Xt(x)) v(Xt(x))− v(x) ∀x ∈ Ω
since ∂tXt = v(Xt). Using our special solution above, we obtain X pi
2
√
2
(0,
√
2) = (1, 0).
Hence we conclude
0 = DX− pi
2
√
2
(1, 0) v(1, 0)− v(0,
√
2) = DX−1pi
2
√
2
(1, 0)
(
0
−2
)− (√2
0
)
.
Thus there exists a vector w ∈ R2 and (x, t) ∈ Ω × R such that ∣∣DX−1t (x)w∣∣ 6= |w|
and therefore DX−Tt (x) is also not length preserving.
The strategy of the proof of the theorem is the following: First we construct a
family of approximate solutions {cA}0<≤1 and estimate the difference ∇(c − cA).
Then we show that H converges to an approximate functional HA as  ↘ 0 when
θ > 3. Finally, we prove the assertion of the theorem for HA.
We start with the observation that Γ(t) := Xt(Γ0) is the solution to the evolution
equation.
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Lemma 5.2.4. Let Γ0 ⊂ Ω be a given smooth hypersurface without boundary. Then
the evolving hypersurface Γt := Γ(t) := Xt (Γ0) ⊂ Ω is the solution to the problem
V (x, t) = ν(x, t) · v(x, t) on Γt, t > 0, Γ(0) = Γ0,
where V is the normal velocity and ν the unit outward normal to Γt.
Proof: The initial condition Γ(0) = Γ0 is satisfied since Xt(x)|t=0 = x for all x ∈ Ω.
Let x0 ∈ Γt0 , t0 ∈ (0, T ), be arbitrary. Then there exists x˜0 ∈ Γ0 such that x0 =
Xt0(x˜0). By definition of the normal velocity, we obtain
V (x0, t0) =
d
dt
Xt(x)
∣∣∣∣
(x,t)=(x˜0,t0)
· ν(x0, t0) = v(Xt0(x˜0), t0) · ν(x0, t0)
= v(x0, t0) · ν(x0, t0) .
This completes the proof. 2
Let d : Ω × R → R be the signed distance to Γt satisfying d(., t) < 0 inside Γt
and d(., t) > 0 outside Γt. Note that d
0(x) = d(x, 0) for all x ∈ Ω. Let S0(x) be the
projection of x on Γ0 along the normal of Γ0. As in Section 2.8 there exists a constant
δ > 0 such that Γ0(δ) := {x ∈ Ω : |d0(x))| < δ} ⊂ Ω and τ0 : Γ0(δ) → (−δ, δ) × Γ0
defined by τ0(x) = (d
0(x), S0(x)) is a smooth diffeomorphism. Furthermore, we define
Γ, Γ(δ), and Q± as in (3.65)-(3.68).
Lemma 5.2.5. For e :
⋃
t∈[0,T ] Xt(Γ0(δ))×{t} → R defined by e(x, t) := d0
(
X−1t (x)
)
the following properties hold:
1. d
dt
e(x, t) = −v(x, t) · ∇e(x, t) for all (x, t) ∈ ⋃t∈[0,T ] Xt(Γ0(δ))× {t} .
2. e(x, t) is a level set function for Γt, that is, e(x, t) = 0 if and only if x ∈ Γt.
Proof: By definition of δ, the function e is differentiable with respect to x in
Xt(Γ0(δ)) for all t ∈ [0, T ].
To 1: It holds for all x ∈ Ω
Xt(X
−1
t (x)) = x .
Differentiating with respect to t and x, we get the identities
0 = DXt(X
−1
t (x))∂tX
−1
t (x) + ∂tXt(X
−1
t (x)) (5.7)
and Id = DXt(X
−1
t (x))DX
−1
t (x). (5.8)
Hence we get by the definition of e
d
dt
e(x, t) =
d
dt
(
d0(X−1t (x))
)
= ∇d0(X−1t (x)) · ∂tX−1t (x)
= −∇d0(X−1t (x)) ·DX−1t ∂tXt(X−1t (x))
= −∇d0(X−1t (x)) ·DX−1t v(Xt(X−1t (x)), t)
= −∇ (d0(X−1t (x))) · v(x, t)
= −∇e(x, t) · v(x, t) ,
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where we have used (5.7) and (5.8) in the third equation.
To 2: The following equivalence transformations hold since Xt : Ω → Ω is a diffeo-
morphism
d0(X−1t (x)) = 0⇔ X−1t (x) ∈ Γ0 ⇔ ∃y ∈ Γ0 s.t. X−1t (x) = y
⇔ ∃y ∈ Γ0 s.t. x = Xt(y)⇔ x ∈ Xt(Γ0) .
This shows that e is a level set function for Γt. 2
As in Chapter 3.1 let θ0 be the solution to (2.22) and let ζ be a cut-off function as
in (2.21). Then we define
cA(x, t) :=

±1 in Q± ∩ ⋃
t∈[0,T ]
Xt(Ω\Γ0(δ))× {t} ,
ζ
(
e
δ
)
θ0
(
e

)± (1− ζ( e
δ
)
) in Q± ∩ ⋃
t∈[0,T ]
Xt(Γ0(δ)\Γ0
(
δ
2
)
)× {t},
θ0
(
e

)
in
⋃
t∈[0,T ]
Xt(Γ0
(
δ
2
)
)× {t} .
Note that cA(., 0) = c
(., 0) since e(., 0) = d0 and ∂tc

A + v · ∇cA = 0 in ΩT since
∂te+ v · ∇e = 0 (this is the reason why we use ζ
(
e
δ
)
instead of ζ(d
δ
) as we have used
in Subsection 3.2.9). Moreover, cA and ∆c

A satisfy Neumann boundary conditions
on ∂Ω, since cA = 1 in a neighborhood of the boundary ∂Ω.
Furthermore, we define for all ϕ ∈ D(Ω)d the functional HA : D(Ω)d → R by
〈HA, ϕ〉 = 
∫
Ω
∇cA ⊗∇cA : ∇ϕdx .
Lemma 5.2.6. Let cA be defined as above. Then there exists some constant C > 0
independent of  and 0 ∈ (0, 1] such that the estimates
‖∆cA(., t)‖L2(Ω) ≤ C−
3
2 , (5.9)
‖∇cA(., t)‖L2(Ω) ≤ C−
1
2 , (5.10)
‖f(cA(., t))‖L2(Ω) ≤ C
1
2 , (5.11)
‖cA(., t)− (2χQ+(., t)− 1)‖L2(Ω) ≤ C
1
2 (5.12)
hold for all t ∈ [0, T ] and  ∈ (0, 0).
Proof: We obtain for all (x, t) ∈ ⋃t∈[0,T ]Xt(Γ0( δ2))× {t}
∆cA(x, t) = 
−2 |∇e|2 θ′′0
(
e

)
+ −1∆e θ′0
(
e

)
.
Hence there exists some constant C > 0 independent of  and t ∈ [0, T ] such that
‖∆cA(., t)‖L2(Xt(Γ0(δ/2))) ≤ C
(
−2
∥∥θ′′0( e)∥∥L2(Xt(Γ0(δ/2))) + −1) .
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Using θ′′0(z) ≤ Ce−α|z| (see Lemma 2.6.1) for all z ∈ R and for some C > 0, we
conclude
‖θ′′0(e/)‖2L2(Xt(Γ0(δ/2))) ≤ C
∫
Xt(Γ0(δ/2))
e−2α|d0(X−1t (x))/| dx
= C
∫
Γ0(δ/2)
e−2α|d0(x)/| det |DXt(x)| dx
= C
∫
Γ0(δ/2)
e−2α|d0(x)/| dx ,
where we have used (5.5). Using the identity
∫
Γ0(δ/2)
f(x) dx =
∫ δ/2
−δ/2
∫
Γr0
f(x) dHn−1 dr
for all integrable functions f where Γr0 = {x ∈ Ω : x = s+ r νΓ0(s), s ∈ Γ0} for r ∈ R
(we will show this identity at the end of the proof), one gets
‖θ′′0(e/)‖2L2(Xt(Γ0(δ/2))) ≤ C
∫ δ/2
−δ/2
∫
Γr0
e−2α|d0/| dHn−1 dr
= C
∫ δ/2
−δ/2
e−2α|r/|
∫
Γr0
1 dHn−1 dr
≤ C
for some C = C(Γ0) > 0 independent of  and t ∈ [0, T ]. Again using Lemma 2.6.1,
we obtain in
⋃
t∈[0,T ] Xt(Γ0(δ)\Γ0
(
δ
2
)
)× {t}
∆cA(x, t) = 
−2 |∇e|2 θ′′0
(
e

)
ζ
(
e
δ
)
+ −1∆e θ′0
(
e

)
ζ
(
e
δ
)
+ 2−1θ′0
(
e

)∇e · ∇ (ζ( e
δ
))
+
(
θ0
(
e

)− (2χQ+ − 1))∆ (ζ( eδ))
= O(−2e−αδ4 ) .
Altogether, this shows (5.9) for all  > 0 small enough.
The second estimate can be shown by the same arguments.
Using f(±1) = 0 and the Taylor expansion, it follows
f(cA) = f
′((2χQ+ − 1) + Θ(cA − 2χQ+ + 1))
(
cA − (2χQ+ − 1)
)
for some Θ = Θ(x, t) ∈ (0, 1). For all (x, t) ∈ ⋃t∈[0,T ] Xt(Γ0( δ2)) × {t}, there exists
some constant C > 0 independent of x and t such that∣∣∣cA − (2χQ+ − 1)∣∣∣ = ∣∣∣θ0( e)− (2χQ+ − 1)∣∣∣ ≤ Ce−α|e|2
due to Lemma 2.6.1. In
⋃
t∈[0,T ] Xt(Γ0(δ)\Γ0
(
δ
2
)
) × {t} we get due to the definition
of cA ∣∣∣cA − (2χQ+ − 1)∣∣∣ ≤ Ce−αδ4 .
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In
⋃
t∈[0,T ] Xt(Ω\Γ0(δ)) × {t} we have cA = 2χQ+ − 1. Then we can apply the same
estimate as above to prove the third and also the forth assertion.
It remains to show the integral identity
∫
Γ0(δ/2)
f(x) dx =
∫ δ/2
−δ/2
∫
Γr0
f(x) dHn−1 dr. We
choose an relatively open set U ⊂ Γ0 such that U can be described as a graph, i.e.
(possibly after rotation) there exists an open set D ⊂ Rd−1 and a function g : D → R
such that U = {(y, g(y)) : y ∈ D}. Define the sets U(δ) and Ur, r ∈ (−δ, δ), by
U(δ) = {x+ rνΓ0(x) : x ∈ U, r ∈ (−δ, δ)} , Ur = {x+ rνΓ0(x) : x ∈ U} .
Then the function Φ : (−δ, δ)×D → U(δ) defined by Φ(r, y) = (y, g(y))+rνΓ0(y, g(y))
is a smooth diffeomorphism. Let f : Rd → R be an arbitrary integrable function. By
coordinate transformation, we obtain∫
U(δ)
f(x) dx =
∫ δ
−δ
∫
D
(f ◦ Φ)(r, y) |det(DΦ(r, y))| dy dr
=
∫ δ
−δ
∫
D
(f ◦ Φ)(r, y) ∣∣det(DΦ(r, y)TDΦ(r, y))∣∣ 12 dy dr .
We continue with calculating det(DΦ(r, y)TDΦ(r, y)). For all i ∈ {1, . . . d− 1}, it
follows
∂rΦ(r, y) · ∂yiΦ(r, y) = νΓ0(y, g(y)) · [(ei, ∂ig(y)) + ∂i(νΓ0(y, g(y)))] = 0 ,
where ei ∈ Rd−1 is the i-th standard unit vector. Here we have used that
νΓ0(y, g(y)) · (ei, ∂ig(y)) = 1√|∇g|2+1
(−∇g
1
)
·
(
ei
∂ig
)
= 0
and νΓ0(y, g(y)) · ∂i(νΓ0(y, g(y))) = 0. Hence we get
det(DΦ(r, y)TDΦ(r, y)) = det
(
1 0
0 DyΦ
TDyΦ
)
= det(DyΦ
T (r, y)DyΦ(r, y)) .
Therefore we obtain the identity∫
U(δ)
f(x) dx =
∫ δ
−δ
∫
D
(f ◦ Φ)(r, y) ∣∣det(DyΦ(r, y)TDyΦ(r, y))∣∣ 12 dy dr
=
∫ δ
−δ
∫
Ur
f(x) dHd−1 dr ,
where the last equality follows from Φ(r,D) = Ur for all r ∈ (−δ, δ), that is,
Φ(r, .) : D → Ur is a chart for Ur. Using partition of the unity, the assertion
follows. This completes the proof of the lemma. 2
140
Lemma 5.2.7. Let cA be defined as above and let c
 be the unique solution to (5.1)-
(5.3) with initial condition (5.4). Then, for θ > 3, there exists some constant C > 0
independent of  and 0 > 0 such that
 ‖∇(c − cA)‖2L2(ΩT ) ≤ C
θ−3
2 , (5.13)
and ‖c − cA‖2L2(ΩT ) ≤ Cθ−2 (5.14)
for all  ∈ (0, 0].
Proof: Let R = c − cA be the remainder. Since ∂tcA + v · ∇cA = 0 in ΩT , it holds∫
Ω
R(., t) dx =
∫ t
0
∫
Ω
∂tRdx dt = −
∫ t
0
∫
Ω
v · ∇Rdx dt+ θ
∫ t
0
∫
Ω
∆µ dx dt
=
∫ t
0
∫
Ω
divv R dx dt−
∫ t
0
∫
∂Ω
v · nRdHd−1 dt
+
∫ t
0
∫
∂Ω
∂
∂n
µ dHd−1 dt = 0
for all t ∈ [0, T ]. Hence we can find a unique solution Ψ : ΩT → R to the problem
−∆Ψ(., t) = R(., t) in Ω , ∂
∂n
Ψ(., t) = 0 on ∂Ω ,
∫
Ω
Ψ(., t) = 0
for every t ∈ [0, T ]. We multiply the difference of the differential equations for c and
cA by Ψ and integrate the resulting equation over Ω. Then we get for all t ∈ (0, t)
0 =
∫
Ω
Ψ
[
∂tR + v · ∇R + θ+1∆2R + θ+1∆2cA − θ−1∆f(c)
]
dx
=
∫
Ω
Ψ(−∆∂tΨ)−∇Ψ · vR + θ+1∆Ψ∆Rdx
+
∫
Ω
θ+1∆Ψ∆cA − θ−1∆Ψf(c) dx
=
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+
∫
Ω
−∇Ψ · vR + θ+1 |∇R|2 dx
+
∫
Ω
−θ+1R∆cA + θ−1Rf(c) dx ,
where we have used the Neumann boundary conditions ∂
∂n
∆cA =
∂
∂n
Ψ = ∂
∂n
f(c) = 0,
v · n = 0 and ∂
∂n
∆c = −−1 ∂
∂n
µ + −2 ∂
∂n
f(c) = 0 on ∂Ω and div v = 0 in Ω.
By the assumptions f(c) ≥ 0 for c ≥ C0 ≥ 1 ≥ cA and f(c) ≤ 0 for c ≤ −C0 ≤
−1 ≤ cA, we obtain ∫
{x∈Ω : |c(x,t)|≥C0}
f(c)Rdx ≥ 0 .
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Hence Ho¨lder’s and Young’s inequalities yield
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+ θ+1
∫
Ω
|∇R|2 dx+ θ−1
∫
{x∈Ω : |c(x,t)|≥C0}
f(c)Rdx
≤
∣∣∣∣∫
Ω
∇Ψ · vR dx
∣∣∣∣+ θ+1 ‖R‖L2(Ω) ‖∆cA‖L2(Ω)
+ θ−1
∣∣∣∣∫{x∈Ω : |c(x,t)|<C0} f(c)Rdx
∣∣∣∣ . (5.15)
We estimate the right-hand side. By integration by parts and due to v · n = 0 on
∂Ω, the identity∫
Ω
∂ijΨvj∂iΨ dx = −
∫
Ω
∂iΨ∂jvj∂iΨ dx−
∫
Ω
∂iΨvj∂ijΨ dx = −
∫
Ω
∂iΨvj∂ijΨ dx
yields ∫
Ω
∇Ψ · (D2Ψ v) dx = 0 .
Therefore we obtain the following estimate for the first term in (5.15) on the right-
hand side∫
Ω
∇Ψ · vR dx = −
∫
Ω
∇Ψ · v∆Ψ dx =
∫
Ω
∇Ψ · (D2Ψ v)+∇v : (∇Ψ⊗∇Ψ) dx
=
∫
Ω
∇v : (∇Ψ⊗∇Ψ) dx ≤ ‖∇v‖L∞(ΩT ) ‖∇Ψ‖
2
L2(Ω) , (5.16)
for all t ∈ [0, T ] and where we have used the boundary condition ∂
∂n
Ψ = 0 on ∂Ω.
Using Taylor expansion yields for the last term in (5.15) on the right-hand side, we
get for all  ∈ (0, 0)∫
{x∈Ω : |c(x,t)|<C0}
f(c)Rdx =
∫
{x∈Ω : |c(x,t)|<C0}
f(cA)R + f
′(cA + ΘR)R
2 dx
≤ ‖f(cA)‖L2(Ω) ‖R‖L2(Ω) + C ‖R‖2L2(Ω)
≤ C 12 ‖R‖L2(Ω) + C ‖R‖2L2(Ω) (5.17)
for some Θ = Θ(x, t) ∈ (0, 1) and some constant C > 0 independent of  and
t ∈ [0, T ]. Here we have used inequality (5.11) with the same constant 0 > 0.
Therefore estimate (5.15) turns with (5.16), (5.17), and (5.9) into
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+ 
θ+1
2
∫
Ω
|∇R|2 dx
≤ C1
(
‖∇Ψ‖2L2(Ω) + θ−
1
2 ‖R‖L2(Ω) + θ−
1
2 ‖R‖L2(Ω) + θ−1 ‖R‖2L2(Ω)
)
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for some C1 > 0 independent of  and t ∈ [0, T ]. Since
‖R‖2L2(Ω) = −
∫
Ω
R∆Ψ dx =
∫
Ω
∇R · ∇Ψ dx ≤ ‖∇R‖L2(Ω) ‖∇Ψ‖L2(Ω) ,
we obtain by Young’s inequality
θ−
1
2 ‖R‖L2(Ω) ≤ 
3θ−3
2 + C ‖∇Ψ‖2L2(Ω) +
θ+1
16C1
‖∇R‖2L2(Ω)
and
θ−1 ‖R‖2L2(Ω) ≤
θ+1
8C1
‖∇R‖2L2(Ω) + Cθ−3 ‖∇Ψ‖2L2(Ω) .
Using the last two inequalities and θ > 3, we get
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+ 
θ+1
4
∫
Ω
|∇R|2 dx ≤ C
(
‖∇Ψ‖2L2(Ω) + 
3θ−3
2
)
(5.18)
for some C > 0 independent of . Since R(., 0) = 0, it follows Ψ(., 0) = 0. Then the
Gronwall inequality yields
sup
0≤t≤T
‖∇Ψ(., t)‖2L2(Ω) ≤ C
3θ−3
2
for some C = C(T ) > 0 independent of . Integrating (5.18) over (0, T ), yields
θ+1 ‖∇R‖2L2(ΩT ) ≤ C
(
‖∇Ψ‖2L2(ΩT ) + 
3θ−3
2
)
≤ C 3θ−32
for some C > 0 independent of . Furthermore, it follows
‖R‖2L2(ΩT ) ≤ ‖∇Ψ‖L2(ΩT ) ‖∇R‖L2(ΩT ) ≤ C
3θ−3
4 
θ−5
4 = Cθ−2 .
Hence the assertions of the lemma follow. 2
Now we can show that H converges to HA as  goes to zero.
Lemma 5.2.8. Let H and HA be defined as above and let θ > 3. Then it holds for
all ϕ ∈ C∞([0, T ];D(Ω)d) ∣∣∣∣∫ T
0
〈H −HA, ϕ〉 dt
∣∣∣∣ −→ 0 ,
as ↘ 0.
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Proof: We choose any ϕ ∈ C∞([0, T ];D(Ω)d) and set R = c− cA. Then it holds by
triangle inequality

∣∣∣∣∫
ΩT
(∇c ⊗∇c −∇cA ⊗∇cA) : ∇ϕdx
∣∣∣∣
≤ 
∣∣∣∣∫
ΩT
(∇c ⊗∇R) : ∇ϕdx
∣∣∣∣+  ∣∣∣∣∫
ΩT
(∇R⊗∇cA) : ∇ϕdx
∣∣∣∣
≤  ‖∇ϕ‖L∞(ΩT ) ‖∇R‖L2(ΩT )
(
‖∇c‖L2(ΩT ) + ‖∇cA‖L2(ΩT )
)
.
Due to Lemma 5.2.6, we have
‖∇cA‖2L2(ΩT ) ≤ C−1
for some C > 0 independent of . Since
‖∇c‖L2(ΩT ) ≤ ‖∇cA‖L2(ΩT ) + ‖∇R‖L2(ΩT )
and due to Lemma 5.2.7, it follows∣∣∣∣∫ T
0
〈H −HA, ϕ〉 dt
∣∣∣∣ ≤ C θ−34 (1 +  θ−34 )
for some constant C = C(ϕ) > 0 and for all  small enough. Since θ > 3 the assertion
follows. 2
Lemma 5.2.9. Let HA and c

A be defined as above. Then it holds for all ϕ ∈ D(Ω)d
and t ∈ [0, T ]
〈HA, ϕ〉 −→ 2σ
∫
Γ(t)
∣∣∇(d0(X−1t ))∣∣ νΓ(t) ⊗ νΓ(t) : ∇ϕdHd−1,
as ↘ 0.
Proof: Let ϕ ∈ D(Ω)d and t ∈ [0, T ] be arbitrary. Observe that
|∇cA| =
∣∣∣−1ζ( eδ) θ′0( e)∇e+ (θ0( e)− (2χQ+ − 1))∇(ζ( eδ))∣∣∣ ≤ C−1e−αδ4
in
⋃
t∈[0,T ] Xt(Γ0(δ)\Γ0
(
δ
2
)
)× {t} and ∇cA = 0 in
⋃
t∈[0,T ] Xt(Ω\Γ0(δ))× {t}. Hence
we can replace cA by θ0(
e

) in the whole domain ΩT since the remainder decays
exponentially as → 0.
Since Xt : Ω→ Ω is a diffeomorphism, we obtain by coordinate transformation
〈HA, ϕ〉 = 
∫
Ω
∇cA ⊗∇cA : ∇ϕdx
= 
∫
Ω
∇cA ◦Xt ⊗∇cA ◦Xt : ∇ϕ ◦Xt |det(DXt)| dx .
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Due to Lemma 5.2.1, it holds
det(DXt(x)) = 1 ∀(x, t) ∈ ΩT , (5.19)
and the identity (5.8) yields
∇cA ◦Xt = DX−Tt ◦Xt∇(cA ◦Xt) . (5.20)
By equations (5.19) and (5.20), we conclude
〈HA, ϕ〉 = 
∫
Ω
M ∇(cA ◦Xt)⊗M ∇(cA ◦Xt) : ∇ϕ ◦Xt dx ,
where M = M(x, t) := (DX−Tt ◦Xt)(x). Using cA = θ0(d0 ◦X−1t /) yields
〈HA, ϕ〉 = −1
∫
Ω
(
θ′0
(
d0

))2
M ∇d0 ⊗M ∇d0 : ∇ϕ ◦Xt dx . (5.21)
Now we consider the limit ↘ 0.
Claim: Let f ∈ C1(Ω) be an arbitrary function. Then it holds
−1
∫
Ω
(
θ′0
(
d0

))2
f dx −→ 2σ
∫
Γ0
f dHd−1 , (5.22)
as ↘ 0.
Proof of the claim: Since there exists some constant C > 0 such that∣∣∣θ′0(d0(x) )∣∣∣ ≤ Ce−α|d0(x)| ∀x ∈ Ω ,
it is sufficient to consider the domain Γ0(δ) instead of Ω. Hence we have the identity
−1
∫
Γ0(δ)
(
θ′0
(
d0

))2
f dx = −1
∫ δ
−δ
(
θ′0
(
r

))2 ∫
Γr0
f dHd−1 dr ,
where Γr0 = {x ∈ Ω : x = s+ rνΓ0(s), s ∈ Γ0}, see at the end of the proof of Lemma
5.2.6. Define Ψf : R→ R by
Ψf (r) =
{ ∫
Γr0
f dHd−1 if r ∈ (−δ, δ)
0 if r ∈ R\(−δ, δ) ,
ϕ : R→ R by
ϕ(r) =
1
2σ
(θ′0(r))
2
,
and ϕ : R→ R by
ϕ(r) = 
−1ϕ
(r

)
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for  ∈ (0, 1]. Then ϕ is a one-dimensional mollifier. Therefore we obtain
−1
∫
Γ0(δ)
(
θ′0
(
d0

))2
f dx = 2σ
∫
R
ϕ(r)Ψf (r) dr
= 2σ
∫
R
ϕ(r)Ψf (−(0− r)) dr
= 2σϕ ∗ Ψ˜f (0) ,
where Ψ˜f (r) = Ψ(−r) and ϕ ∗ Ψ˜f (0) denotes convolution of ϕ and Ψ˜f (0). To show
the convergence, it is necessary to estimate |Ψf (r)−Ψf (0)| for r ≤ δ. By definition
of Ψf , we obtain
|Ψf (r)−Ψf (0)| =
∣∣∣∣∣
∫
Γr0
f dHd−1 −
∫
Γ0
f dHd−1
∣∣∣∣∣
=
∣∣∣∣∫
Γ0
f ◦ τr
∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12 − f dHd−1∣∣∣∣
≤
∣∣∣∣∫
Γ0
(f ◦ τr − f)
∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12 dHd−1∣∣∣∣
+
∣∣∣∣∫
Γ0
f
(
1− ∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12) dHd−1∣∣∣∣ ,
where we have used the transformation τr : Γ0 → Γr0 defined by τr(x) = x + rνΓ0(x)
and where {τ1(x), . . . , τd−1(x)} is an orthonormal basis of TxΓ0, cf. [12, Aufgabe
53]. We separately estimate the two terms on the right-hand side. The fundamental
theorem of calculus yields∣∣∣∣∫
Γ0
(f ◦ τr − f)
∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12 dHd−1∣∣∣∣
=
∣∣∣∣∫
Γ0
(∫ r
0
∇f(x+ sνΓ0) · νΓ0 ds
) ∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12 dHd−1∣∣∣∣
≤ C |r| ‖f‖C1(Ω)
for some C = C(Γ0) > 0 independent of r. We continue with the second term. Note
that
∂τiτr · ∂τjτr = δij + r
(
τi · ∂τjνΓ0 + τj · ∂τiνΓ0 + r∂τiνΓ0 · ∂τjνΓ0
)
.
Hence we can conclude ∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ = 1 +O(r) ,
and therefore it follows
1− ∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12 = 1−
∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣
1 +
∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12 = O(r) .
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Thus we get the following estimate∣∣∣∣∫
Γ0
f
(
1− ∣∣det(∂τiτr · ∂τjτr)d−1i,j=1∣∣ 12) dHd−1∣∣∣∣ ≤ C |r| ‖f‖C0(Ω)
for some C = C(Γ0) > 0 independent of r. Hence we obtain
|Ψf (r)−Ψf (0)| ≤ C |r| ‖f‖C1(Ω) .
Applying this estimate, we can prove the assertion∣∣∣∣−1 ∫
Γ0(δ)
(
θ′0
(
d0

))2
f dx− 2σ
∫
Γ0
f dHd−1
∣∣∣∣
= 2σ
∣∣∣ϕ ∗ Ψ˜f (0)− Ψ˜f (0)∣∣∣
= 2σ
∣∣∣∣∫
R
ϕ(y)Ψ˜f (−y) dy − Ψ˜f (0)
∣∣∣∣
= 2σ
∣∣∣∣∫
R
ϕ(y)
(
Ψ˜f (−y)− Ψ˜f (0)
)
dy
∣∣∣∣
≤ 2σ
∫ √
−√
ϕ(y)
∣∣∣Ψ˜f (−y)− Ψ˜f (0)∣∣∣ dy + 2σ ∫
R\(−√,√)
ϕ(y)
∣∣∣Ψ˜f (−y)− Ψ˜f (0)∣∣∣ dy
≤ C 12 ‖f‖C1(Ω)
∫
R
ϕ(y) dy + C ‖f‖C0(Ω)
∫
R\(−√,√)
ϕ(y) dy
≤ C 12 ‖f‖C1(Ω) + C ‖f‖C0(Ω)
∫
R\(−√,√)
−1e−
2α|y|
 dy
≤ C 12 ‖f‖C1(Ω) + C ‖f‖C0(Ω) −1e−
2α√

for some C = C(Γ0) > 0 independent of  and where we have used
∫
R ϕ(z) dz = 1
for all  ∈ (0, 1]. Hence the claim follows.
The relation (5.21) and the property (5.22) yield
〈HA, ϕ〉 −→ 2σ
∫
Γ0
M∇d0 ⊗M∇d0 : ϕ ◦Xt dHd−1 ,
as ↘ 0.
We apply coordinate transformation to the right-hand side. Note that due to Lemma
5.2.1, it holds
|M |2 = ∣∣DX−Tt ◦Xt∇d0∣∣2 = det(∂τiXt · ∂τjXt)d−1i,j=1 on Γ0 .
Then we obtain
2σ
∫
Γ0
DX−Tt ◦Xt∇d0 ⊗DX−Tt ◦Xt∇d0 : ϕ ◦Xt dHd−1
= 2σ
∫
Γ(t)
∣∣det(∂τiXt · ∂τjXt)d−1i,j=1 ◦X−1t ∣∣ 12 ∇e|∇e| ⊗ ∇e|∇e| : ∇ϕdHd−1
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since Xt(Γ0) = Γ(t) and DX
−T
t ∇d0 ◦X−1t = ∇e. Since ∇e/ |∇e| = νΓ(t) and∣∣det(∂τiXt · ∂τjXt)d−1i,j=1 ◦X−1t ∣∣ 12 = ∣∣DX−Tt ∇d0 ◦X−1t ∣∣ = ∣∣∇(d0(X−1t ))∣∣ ,
the assertion of the lemma follows. 2
Proof of Theorem 5.2.2: The first assertion of the theorem immediately follows
by Lemma (5.2.8) and (5.2.9).
The second assertion is a consequence of Lemma 5.2.6 and Lemma 5.2.7 since θ > 3.
2
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6 Sharp Interface Limit for
Convective Cahn-Hilliard Equation
We assume that Ω ⊂ Rd is a bounded domain with smooth boundary ∂Ω. In the
whole chapter let v : Ω × R → Rd be a smooth velocity field such that div v = 0 in
Ω×R and v = 0 on ∂Ω×R. As in Chapter 5 we consider the convective Cahn-Hilliard
equation. But here we choose the mobility constant m() = , that is, θ = 1
∂tc
 + v · ∇c = ∆µ in Ω× (0, T ) , (6.1)
µ = −∆c + −1f(c) in Ω× (0, T ) , (6.2)
∂
∂n
c = ∂
∂n
µ = 0 on ∂Ω× (0, T ) , (6.3)
c|t=0 = c0 in Ω . (6.4)
We assume that this convective Cahn-Hilliard equation has a smooth solution (c, µ)
for all  ∈ (0, 1] and for some T ∈ (0,∞). By the same techniques as in Chapter 3
we prove that for an appropriate family of initial values {c0}0<≤1 the solutions to
the convective Cahn-Hilliard equations converge as ↘ 0 to the geometric evolution
equation
V − v · ν = 0 on Γ(t), t > 0, (6.5)
Γ(0) = Γ00 for t = 0, (6.6)
where Γ00 ⊂ Ω is a given smooth hypersurface without boundary. Hence the motion
of Γ(t) is independent of µ where µ is the solution to the parabolic boundary problem
∂tµ = f
′(±1)∆µ− v · ∇µ in Ω±(t), t > 0, (6.7)
µ = σκ on Γ(t), t > 0, (6.8)
∂
∂n
µ = 0 on ∂Ω, t > 0, (6.9)
µ|t=0 = µ00 in Ω (6.10)
for some given initial value µ00. Here V = V (x, t) denotes the normal velocity of the
interface Γ(t).
Remark 6.0.1. We can assume that the system (6.5)-(6.10) admits a smooth solu-
tion (µ,Γ). This can be seen as follows.
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1. Since the velocity field v is smooth, we already see in Lemma 5.2.1 and 5.2.4
that Γ(t) = Xt(Γ00) is a global smooth solution to (6.5) and (6.6) where Xt =
X(., t) : Ω→ Ω satisfies
d
dt
X(., t) = v(X(., t)) , X(., 0) = Id .
Let us also mention that Γ(t) ⊂ Ω for all t ∈ R.
2. Moreover, we can assume that the parabolic boundary problem (6.7)-(6.10) ad-
mits smooth solutions µ+ = µ|Ω+(t) and µ− = µ|Ω−(t) in the time interval [0, T ].
This can be seen as follows. By Lagrangian coordinates u(x, t) = µ(Xt(x), t)
we transform the system to the fixed domains Ω+(0) = Ω+00 and Ω
−(0) = Ω−00.
Then we obtain a parabolic problem of the form
∂tu+ A
±(t)u = f±(t) in Ω±00, t > 0,
u = g±(t) on Γ00, t > 0,
B(t)u = 0 on ∂Ω, t > 0,
where A±(t) is an elliptic second order differential operator and B(t) is a first
order differential operator acting on the boundary ∂Ω. We choose the ini-
tial value u|t=−1 = 0 and a smooth extension of (A±(t), f±(t), g±(t), B(t)) to
[−1,∞). Then by [14, 14.7 Corollary], we get u± ∈ C∞(Ω± × (−1, T )), if
g± = 0. Setting µ00 = u(., 0), we get u± ∈ C∞(Ω± × [0, T )). In the case
g± 6= 0 we choose smooth extensions G± of g± to Ω±00 such that G+ = 0 in
a neighborhood of ∂Ω and replace f±(t) by f±(t) − (∂t + A(t))G±(t). Now
w± = u±+G± is the required solution where u± is the solution with new right-
hand side f±(t)− (∂t + A(t))G±(t) and g± = 0.
In the whole section we assume that µ00 is an given initial value such that the
solution µ to (6.7)-(6.10) satisfies µ± ∈ C∞(Ω±(t)× [0, T ]).
3. Since we later set c0 = c

A(., 0), we will see in the construction of approximate
solutions {cA}0<≤1 that the initial values c0 depend on Γ00 and µ00 or for given
c0 the initial value µ00 depends on c

0. But the leading order term of c

0 is
independent of µ00. For more details see Subsection 6.2.6 and 6.2.7 below.
6.1 Convergence of the Difference of Approximate
and True Solutions
We start with an energy estimate. Now we assume that there exists a constant C0 > 2
such that
|c|2 ≤ CF (c) ∀ |c| ≥ C0 (6.11)
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for some C > 0. Later we will see that ‖c‖C0(ΩT ) < 2 for all  > 0 small enough,
and therefore this assumption is not necessary since we can modify F (c) for |c| > 2
such that (6.11) holds and since c is also the unique solution for the modified F .
Let E(c) be the Ginzburg-Landau energy, that is,
E(c) =

2
∫
Ω
|∇c(x)|2 dx+ 1

∫
Ω
F (c(x)) dx .
By differentiating the Ginzburg-Landau energy with respect to t and integration by
parts, we conclude
d
dt
E(c) = 
∫
Ω
∇c · ∇ct dx+
1

∫
Ω
f(c)ct dx
= −
∫
Ω
∆cct dx+
1

∫
Ω
f(c)ct dx
=
∫
Ω
µct dx = 
∫
Ω
µ∆µ dx−
∫
Ω
v · ∇cµ dx , (6.12)
where we have used the boundary condition ∂
∂n
c = 0. To handle the second term on
the right-hand side, we use equation (6.2)∫
Ω
v · ∇cµ dx = −
∫
Ω
v · ∇c∆c dx+ −1
∫
Ω
v · ∇cf(c) dx
= 
∫
Ω
∇(v · ∇c) · ∇c dx+ −1
∫
Ω
v · ∇f(c) dx
= 
∫
Ω
∇v : (∇c ⊗∇c) dx+ 
2
∫
Ω
v · ∇ (|∇c|2) dx
= 
∫
Ω
∇v : (∇c ⊗∇c) dx ,
where we have used the Neumann boundary condition ∂
∂n
c = 0 on ∂Ω, divv = 0,
and v = 0 on ∂Ω. Hence there exists some constant C > 0 such that∣∣∣∣∫
Ω
v · ∇cµ dx
∣∣∣∣ ≤ C ‖∇v‖L∞(ΩT )E(c) .
Using this estimate, we conclude by (6.12)
d
dt
E(c) +  ‖∇µ‖2L2(Ω) ≤ C ‖∇v‖L∞(ΩT ) E(c) . (6.13)
We can apply Gronwall’s inequality to get
sup
τ∈[0,T ]
E(c(τ)) ≤ CE(c(0))
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for some C = C(T, v) > 0. Integrating (6.13) over (0, T ) and using the previous
estimate, we obtain
 ‖∇µ‖2L2(ΩT ) ≤ CE(c(0))
for some C = C(T, v) > 0. Finally, by using (6.11), we conclude by definition of the
Ginzburg-Landau energy E(c)
sup
τ∈[0,t]
(
‖c(., τ)‖2L2(Ω) +  ‖∇c(., τ)‖2L2(Ω)
)
+  ‖∇µ‖2L2(Ωt) ≤ C (E(c(0)) + 1) (6.14)
for some constant C = C(T, v) > 0 independent of . In the following we consider
the initial condition c(., 0) = cA(., 0) for every  ∈ (0, 1] where cA is an approxi-
mate solution to the convective Cahn-Hilliard equation. Then it is possible to verify
E(cA(0)) ≤ C for some C > 0 independent of .
Now we prove that the difference of approximate solutions and true solutions con-
verges to zero as ↘ 0.
Theorem 6.1.1. Let {cA, µA}0<≤1 be a family of functions in C∞(ΩT ) × C∞(ΩT )
satisfying the system of differential equations
(cA)t + v · ∇cA = ∆µA in ΩT , (6.15)
µA = −∆cA + −1f(cA) + rA in ΩT , (6.16)
∂
∂n
cA =
∂
∂n
µA = 0 on ∂TΩ , (6.17)
where rA = r

A(x, t) is a function such that
‖rA‖2L2(ΩT ) ≤ pk , (6.18)
p = 2(d+4)
d+2
, and k ∈ N such that
k >
(d+ 2)2
d+ 4
. (6.19)
Also assume that cA satisfies the boundedness condition
sup
0<≤1
‖cA‖L∞(ΩT ) ≤ C0 (6.20)
for some C0 > 0, f satisfies (2.1) and (2.2), and
φt(.) := c

A(., t) (6.21)
has the form (2.20). Let (c, µ) be the unique solution to (6.1)-(6.3) with c0(x) =
cA(x, 0) in Ω. Then there exists a constant 0 = 0(C0, T,Ω, k, d) ∈ (0, 1] such that if
 ∈ (0, 0), then
‖c − cA‖L2(ΩT ) ≤ k .
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Proof: Let R = c − cA be the remainder function and let Ψ(x, t) be the unique
smooth solution to the Neumann boundary problem
−∆Ψ(., t) = R(., t) in Ω, ∂
∂n
Ψ(., t) = 0 on ∂Ω,
∫
Ω
Ψ(., t) dx = 0
for all t ∈ [0, T ]. The existence and uniqueness of Ψ follows as in the proof of Lemma
5.2.7.
Again as in the proof of Lemma 5.2.7, it follows by testing the differential equations
for c and cA with R
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+ 
∫
Ω
 |∇R|2 + −1f ′(cA)R2 dx
=
∫
Ω
∇Ψ · vR dx−
∫
Ω
N (cA, R)R− rARdx , (6.22)
where N (cA, R) ≡ f(cA +R)− f(cA)− f ′(cA)R. Due to (5.16), we obtain∫
Ω
∇Ψ · vR dx ≤ ‖∇v‖L∞(Ω) ‖∇Ψ‖2L2(Ω) . (6.23)
Applying Lemma 2.8.3 yields
−
∫
Ω
N (cA, R)Rdx ≤ Cp ‖R‖pLp(Ω) . (6.24)
By Ho¨lder’s inequality, it holds

∫
Ω
rARdx ≤  ‖rA‖L2(Ω) ‖R‖L2(Ω) , (6.25)
and due to Proposition 2.8.1, we obtain

∫
Ω
 |∇R|2 + −1f ′(cA)R2 dx ≥ −C ‖∇Ψ‖2L2(Ω) + 22 ‖R‖2L2(Ω) . (6.26)
Hence using (6.23)-(6.26) and Young’s estimate, equation (6.22) implies
1
2
d
dt
∫
Ω
|∇Ψ|2 dx+ 2 ‖R‖2L2(Ω) ≤ C
(
‖∇Ψ‖2L2(Ω) + ‖rA‖2L2(Ω) + ‖R‖pLp(Ω)
)
(6.27)
for some C = C(v) > 0. By Gronwall’s inequality, it follows
sup
0≤τ≤t
‖∇Ψ(., τ)‖2L2(Ω) ≤ CeCt
(
‖rA‖2L2(Ωt) + ‖R‖pLp(Ωt)
)
(6.28)
since R(., 0) = Ψ(., 0) = 0. Integrating (6.27) over (0, t) and using (6.28) yields
2 ‖R‖2L2(Ωt) ≤ C1
(
‖rA‖2L2(Ωt) + ‖R‖pLp(Ωt)
)
(6.29)
153
for some C1 = C1(T, v, p) > 0 independent of  and t ∈ [0, T ]. Integrating (6.22) over
(0, t) and using (6.23)-(6.25) yields
2 ‖∇R‖2L2(Ω) ≤ C
(
‖R‖2L2(Ω) + ‖R‖pLp(Ω) + ‖∇Ψ‖2L2(Ω) + 2 ‖rA‖2L2(Ω)
)
≤ C
(
‖R‖2L2(Ω) + ‖R‖pLp(Ω) + 2 ‖rA‖2L2(Ω)
)
(6.30)
for some C = C(v) > 0 and where the last inequality follows by (6.28). As in the
proof of Theorem 3.1.1, it holds for all t ∈ (0, T ]
‖R‖pLp(Ωt) ≤ C sup
0≤τ≤t
‖∇Ψ(., τ)‖
4
d+2
L2(Ω) ‖∇R‖2L2(Ωt) . (6.31)
Define the sets A1 and A

2 by
A1 :=
{
t ∈ [0, T ] : 2 ‖R‖2L2(Ωt) > 2C1 ‖R‖pLp(Ωt)
}
,
A2 :=
{
t ∈ [0, T ] : 2 ‖R‖2L2(Ωt) ≤ 2C1 ‖R‖pLp(Ωt)
}
,
where C1 is the same constant as in (6.29). Moreover, we define
T  := sup
{
t ∈ (0, T ] : ‖R‖Lp(Ωt) ≤ k
}
.
1st case: “T  ∈ A1”
Then the definition of A1 and (6.29) yields
‖R‖pLp(ΩT ) ≤
2
2C1
‖R‖2L2(ΩT ) ≤
1
2
(
‖rA‖2L2(ΩT ) + ‖R‖
p
Lp(ΩT )
)
,
and thus we conclude
‖R‖pLp(ΩT ) ≤ ‖rA‖
2
L2(ΩT )
≤ 1
2
pk . (6.32)
It follows T  = T by definition of T .
2nd case: “T  ∈ A2”
Here we use the estimate (6.31) and then (6.28), (6.30), and the definition of A2
‖R‖pLp(ΩT ) ≤ C
(
‖rA‖2L2(Ωt) + ‖R‖pLp(Ωt)
) 2
d+2
(
−4 ‖R‖pLp(Ω) + ‖rA‖2L2(Ω)
)
≤ C 2pkd+2 pk−4
= Cpk
4(d+4)
(d+2)2
(
k− (d+2)2
d+4
)
.
In the last equality we have used p = 2(d+4)
d+2
. Since k > (d+2)
2
d+4
, there exists 0 ∈ (0, 1]
such that for all  ∈ (0, 0], it holds
‖R‖pLp(ΩT ) ≤
1
2
pk ,
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provided T  ∈ A2. Also in the 2nd case, it follows T  = T . This shows the assertion
of the theorem. 2
We even get estimates in stronger norms.
Lemma 6.1.2. Let the assumptions of Theorem 6.1.1 hold. Let m > 0 be any fixed
integer and assume ‖cA‖Wm+l+12 (ΩT ) + ‖µ

A‖Wm+l−12 (ΩT ) ≤ 
−K(m) for l > d+1
2
, some
integer K(m), and for all small . If k in (6.18) is large enough, then
‖c − cA‖Cm(ΩT ) + ‖µ − µA‖Cm−2(ΩT ) ≤ 
for all sufficiently small  > 0.
Proof: We show the assertion in the same way as Theorem 3.1.2.
As in (3.39), there exists some θ ∈ (0, 1) such that
‖c − cA‖Cm(ΩT ) ≤ C ‖c − cA‖
θ
L2(ΩT )
‖c − cA‖1−θWm+l+12 (ΩT ) ,
for some C > 0. Therefore it is sufficient to show
‖c‖Wm+l+12 (ΩT ) ≤ 
−K(m) ,
for some integer K(m) if k in (6.18) is large enough. As in Theorem 3.1.2, the
estimate for µ − µA follows from the equations for the chemical potential (6.2) and
(6.16).
We replace f by f¯ where f = f¯ in (−3
2
C0,
3
2
C0) and f¯(c) is linear when |c| >
2C0 where C0 is the same constant as in (6.20). Denote by c¯
 the solution to the
modified system with f¯ . Define A : D(A) → Lp(Ω) by A = −∆ + Id with D(A) ={
c ∈ W 2p (Ω) : ∂∂nc
∣∣
∂Ω
= 0
}
. W.l.o.g. we assume that in Lemma 2.7.1 the constant
is τ = 1 since we only consider a finite number of different p’s. Otherwise we
replace A by −∆ + cId for some c ∈ R. Therefore −A2 is sectorial with D(−A2) ={
c ∈ W 4p (Ω) : ∂∂nc
∣∣
∂Ω
= ∂
∂n
Ac
∣∣
∂Ω
= 0
}
and W 1p (Ω) = D(A
1
2 ) with equivalent norms,
cf. Lemma 2.7.1.
Then the convective Cahn-Hilliard equation can be written as
c¯t + 
2A2c¯ = A(−f¯(c¯) + 22c¯) + f¯(c¯)− v · ∇c¯ − 2c¯
= Af1(c¯
) + f2(c¯
) , (6.33)
where f1(c) := −f¯(c) + 22c and f2(c) := −v · ∇c+ f¯(c)− 2c.
Since
∂
∂n
Ac¯ = − ∂
∂n
∆c¯ +
∂
∂n
c¯ = −1
∂
∂n
µ¯ − −2 ∂
∂n
f¯(c¯) = 0 ,
it follows c¯ ∈ D(−A2). Hence the following proof is a bit simpler than in Theorem
3.1.2. Then by semigroup theory, we obtain
c¯(t) = e−
2A2tc¯(0) +
∫ t
0
e−
2A2(t−τ) [Af1(c¯(τ)) + f2(c¯(τ))] dτ . (6.34)
155
In the following we denote by ‖.‖p the norm of operators from Lp(Ω) to Lp(Ω).
We apply A1/2+α, α ≥ 0, to both sides of (6.34) and obtain∥∥A1/2+αc¯(t)∥∥
Lp
≤
(
sup
τ ′>0
∥∥∥e−A2τ ′∥∥∥
p
)∥∥A1/2+αc¯(0)∥∥
Lp
+
(
sup
τ ′>0
∥∥∥(τ ′A2)3/4e−A2τ ′∥∥∥
p
)
×
∫ t
0
[(
2(t− τ))−3/4 (‖Aαf1(c¯(τ))‖Lp + ∥∥Aα−1f2(c¯(τ))∥∥Lp)] dτ .
Note that for β ∈ [0,∞), there exists a constant C = C(Ω, p, β) such that
sup
τ≥0
∥∥∥(τA2)βe−A2τ∥∥∥
p
≤ C ,
cf. [55, Chapter 2, Theorem 6.13]. Therefore we obtain the recurrence inequality∥∥A1/2+αc¯∥∥
L∞(0,T ;Lp) ≤ C
[ ∥∥A1/2+αc¯(0)∥∥
Lp
+ −3/2
(
‖Aαf1(c¯)‖L∞(0,T ;Lp)
+
∥∥Aα−1f2(c¯)∥∥L∞(0,T ;Lp))] . (6.35)
Since f¯ has linear growth, there exists a positive constant C such that for any p ∈
[1, 2d] and any c ∈ Lp(Ω)
‖f1(c)‖Lp ≤ C (1 + ‖c‖Lp) . (6.36)
For estimating the term A−1f2(c¯), we first consider A−1(v · ∇c¯) (this is the main
difference to Theorem 3.1.2 and [10, Theorem 2.3]).
Claim 1: For all p ∈ [2,∞) there exists a constant C = C(p, v) > 0 independent of
 such that ∥∥A−1(v · ∇c¯)(., t)∥∥
W 1p (Ω)
≤ C ‖c¯(., t)‖Lp(Ω) ,
for all t ∈ [0, T ].
Since div v = 0, we obtain v · ∇c¯ = div (c¯v) and therefore by definition of A∫
Ω
A−1(v · ∇c¯) dx =
∫
Ω
∆A−1(v · ∇c¯) + div (c¯v) dx
=
∫
∂Ω
∂
∂n
A−1(v · ∇c¯) + c¯v · n dHd−1 = 0 (6.37)
since ∂
∂n
A−1( . ) = v · n = 0 on ∂Ω. Hence there exists a unique smooth solution to
the Neumann boundary problem
−∆Ψ(., t) = A−1(v · ∇c¯)(., t) in Ω ,
∂
∂n
Ψ(., t) = 0 on ∂Ω ,
∫
Ω
Ψ(x, t) dx = 0
(6.38)
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for all t ∈ [0, T ]. Multiplying (6.38a) by Ψ, integrating the resulting equation over
Ω, and using a Poincare´’s inequality yield
‖Ψ‖2W 12 (Ω) ≤ C ‖∇Ψ‖
2
L2(Ω) ≤ C
∥∥A−1(v · ∇c¯)∥∥
L2(Ω)
‖Ψ‖L2(Ω) ,
and therefore we get
‖Ψ‖W 12 (Ω) ≤ C
∥∥A−1(v · ∇c¯)∥∥
L2(Ω)
. (6.39)
To get an estimate for Ψ in Lp-norm, we apply [8, Theorem 15.2.] to (6.38)
‖Ψ‖W 1p (Ω) ≤ C
(∥∥A−1(v · ∇c¯)∥∥
Lp(Ω)
+ ‖Ψ‖Lp(Ω)
)
for some C = C(p) > 0. To estimate the second term on the right-hand side, we
use Ehrling’s lemma, cf. [56, Theorem 7.30]. Since W 1p (Ω) is compactly imbedded in
Lp(Ω) and Lp(Ω) is continuously imbedded in L2(Ω), we obtain
‖c‖
Lp(Ω)
≤ C(δ) ‖c‖L2(Ω) + δ ‖c‖W 1p (Ω)
for every c ∈ W 1p (Ω) and some constant C(δ) > 0. Choosing δ > 0 small enough, we
get
‖Ψ‖W 1p (Ω) ≤ C
(∥∥A−1(v · ∇c¯)∥∥
Lp(Ω)
+ ‖Ψ‖L2(Ω)
)
≤ C ∥∥A−1(v · ∇c¯)∥∥
Lp(Ω)
(6.40)
for some C = C(p) > 0 and where the second estimate follows from (6.39). Applying
this estimate, we can show Claim 1 as follows. Since A−1(v · ∇c¯) = −div (∇Ψ) and
A = −∆ + Id, the function c = A−1(v · ∇c¯) solves the following Neumann boundary
problem for all t ∈ [0, T ]
−∆c = div (c¯v) + div (∇Ψ) in Ω , ∂
∂n
c = 0 on ∂Ω (6.41)
since v · ∇c¯ = div (c¯v). Due to Simader and Sohr [60, Theorem 1.4], we conclude∥∥∇A−1(v · ∇c¯)∥∥
Lp(Ω)
≤ C
(
‖c¯‖Lp(Ω) + ‖∇Ψ‖Lp(Ω)
)
≤ C
(
‖c¯‖Lp(Ω) +
∥∥A−1(v · ∇c¯)∥∥
Lp(Ω)
)
for some C = C(p, v) > 0 and where we have used (6.40) in the second inequality.
Due to (6.37), we can apply a Poincare´’s inequality to obtain∥∥A−1(v · ∇c¯)∥∥
W 1p (Ω)
≤ C
(
‖c¯‖Lp(Ω) +
∥∥A−1(v · ∇c¯)∥∥
Lp(Ω)
)
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for some C = C(p, v) > 0. To handle the second term on the right-hand side we
apply the Ehrling’s lemma in the same way as above. This yields∥∥A−1(v · ∇c¯)∥∥
W 1p (Ω)
≤ C
(
‖c¯‖Lp(Ω) +
∥∥A−1(v · ∇c¯)∥∥
L2(Ω)
)
. (6.42)
To estimate the second term on the right-hand side, we use the energy method. We
multiply the equation (−∆ + Id)A−1(v · ∇c¯) = div (c¯v) by A−1(v · ∇c¯), integrate
the resulting equation over Ω, and apply integration by parts to conclude∥∥∇A−1(v · ∇c¯)∥∥2
L2(Ω)
+
∥∥A−1(v · ∇c¯)∥∥2
L2(Ω)
= −
∫
Ω
c¯v · ∇(A−1(v · ∇c¯)) dx
≤ ‖c¯v‖L2(Ω)
∥∥∇A−1(v · ∇c¯)∥∥
L2(Ω)
,
where we have used the boundary conditions ∂
∂n
A−1( . ) = v · n = 0 on ∂Ω. Thus it
holds ∥∥A−1(v · ∇c¯)∥∥2
W 12 (Ω)
≤ C ‖c¯‖2L2(Ω)
for some C > 0. Therefore we can estimate the second term on the right-hand side
in (6.42). Thus Claim 1 follows.
Due to Claim 1, estimate (6.36), and the definitions of f2, there exists some constant
C > 0 such that
‖f1(c¯)‖Lp(Ω) +
∥∥A−1f2(c¯)∥∥Lp(Ω) ≤ C (1 + ‖c‖Lp(Ω)) (6.43)
for all p ∈ [2, 2d]. We use (6.35) and (6.43) to estimate ‖c¯‖L∞ .
Claim 2: There exists some p > d, an integer k0, and a constant C > 0 independent
of  such that
‖c¯‖L∞(0,T ;L∞) + ‖c¯‖L∞(0,T ;W 1p ) ≤ C
−k0 .
For the proof we use a bootstrap method. First we set p = p0 := 2. Then we already
known from the energy estimate (6.14)
 ‖c¯‖2L∞(0,T ;W 12 ) ≤ C . (6.44)
Then we set α = 0 in (6.35) and p1 =
dp0
d−p0 (in the case d = 2 we choose p1 = 3).
Then it holds∥∥A1/2c¯∥∥
L∞(0,T ;Lp1 ) ≤ C
(∥∥A1/2cA(0)∥∥Lp1 + −3/2 (‖c¯‖L∞(0,T ;Lp1 ) + 1))
≤ C
(∥∥A1/2cA(0)∥∥Lp1 + −3/2 (‖c¯‖L∞(0,T ;W 12 ) + 1)) ,
where we have used (6.43) in the first inequality and Sobolev’s imbedding in the
second inequality. Since D(A
1
2
p1) = W
1
p1
(Ω), it holds
‖c¯‖L∞(0,T ;W 1p1 ) ≤ C
∥∥A1/2c¯∥∥
L∞(0,T ;Lp1 ) ,
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where Ap1 denotes the realization of the differential operator A in L
p1(Ω). Hence by
Sobolev’s imbedding, we have
‖c¯‖L∞(0,T ;Lp2 ) ≤ C ‖c¯‖L∞(0,T ;W 1p1 ) ≤ C
∥∥A1/2c¯∥∥
L∞(0,T ;Lp1 ) ,
where p2 =
dp1
d−p1 (in the case d > p1). Repeating the same procedure step by step, we
can show that ‖c¯‖L∞(0,T ;Lpi ) ≤ C−k0 where pi = dpi−1d−pi−1 , until pi > d for some finite
integer i = i(N). Then by Sobolev’s imbedding we obtain ‖c¯‖L∞(0,T ;L∞) ≤ C−k0 .
This shows Claim 2.
To get estimates in stronger norms we set α = 1
2
, 1, 3
2
, . . . in (6.35) where we can
control the terms on the right-hand side. To do this, we need some inequalities.
For any β ∈ 1
2
N there exists a positive constant C = C(β, k, l, p) such that for all
c ∈ W k∞(0, T ;W 2β+l+2p (Ω) ∩W 2β+l+1∞ (Ω)), k, l ∈ N∥∥Aβ∂kt Af1(c)∥∥L∞(0,T ;W lp(Ω)) + ∥∥Aβ∂kt f2(c)∥∥L∞(0,T ;W lp(Ω))
≤ C
((
1 + ‖c‖2β+k+l+1
Wk∞(0,T ;W
2β+l+1∞ (Ω))
)(
1 + ‖c‖Wk∞(0,T ;W 2β+l+2p (Ω))
))
, (6.45)
where we get the term ‖c‖2β+k+l+1
Wk∞(0,T ;W
2β+l+1∞ (Ω))
by chain rule.
By definition of A the function c = Anc¯, n ∈ N, is the solution to the elliptic
Neumann boundary problem
∆c− c = −An+1c¯ in Ω ,
∂
∂n
c = ∂
∂n
(Anc¯) on ∂Ω .
Then [8, Theorem 15.2.] gives us the estimate
‖Anc¯‖Wm+1p (Ω) ≤ C(Ω, p,m)
(∥∥An+1c¯∥∥
Wm−1p (Ω)
+ ‖Anc¯‖Lp(Ω) +
∥∥ ∂
∂n
(Anc¯)
∥∥
W
m− 1p
p (∂Ω)
)
for all m ∈ N. Therefore for all m ∈ N there exists a constant C = C(m) > 0 such
that
‖c¯‖W 2mp (Ω) ≤ C ‖A
mc¯‖Lp(Ω) +
m−1∑
i=0
∥∥ ∂
∂n
Aic¯
∥∥
W
2m−1−2i− 1p
p (∂Ω)
, (6.46)
‖c¯‖W 2m+1p (Ω) ≤ C ‖Amc¯‖W 1p (Ω) +
m−1∑
i=0
∥∥ ∂
∂n
Aic¯
∥∥
W
2m−2i− 1p
p (∂Ω)
, (6.47)
where we use the convention that if the upper limit of the summation is less than the
lower limit, then the summation is zero. To estimate the boundary terms ∂
∂n
Aic¯, we
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use the boundary conditions ∂
∂n
c¯ = ∂
∂n
Ac¯ = 0. We apply (6.33) bi/2c-times to get
Aic¯ = (−1)bi/2c−2bi/2cAi−2bi/2c∂bi/2ct c¯
+
bi/2c−1∑
j=0
(−1)j−2j−2Ai−2j−2∂jt (Af1(c¯) + f2(c¯)) ,
where b.c defines the floor function. Since ∂
∂n
∂it c¯
 = ∂
∂n
A∂it c¯
 = 0 for all i ∈ N, we
can neglect the first term on the right-hand side. Hence we get∥∥ ∂
∂n
Aic¯
∥∥
W
2m−1−2i− 1p
p (∂Ω)
≤ −i
bi/2c−1∑
j=0
∥∥ ∂
∂n
Ai−2j−2∂jt (Af1(c¯
) + f2(c¯
))
∥∥
W
2m−1−2i− 1p
p (∂Ω)
≤ C−i
bi/2c−1∑
j=0
∥∥Ai−2j−2∂jt (Af1(c¯) + f2(c¯))∥∥W 2m−2ip (Ω) .
We can estimate the right-hand side by inequality (6.45) as follows∥∥ ∂
∂n
Aic¯
∥∥
L∞(0,T ;W
2m−1−2i− 1p
p (∂Ω))
≤ C−i
bi/2c−1∑
j=0
∥∥Ai−2j−2∂jt (Af1(c¯) + f2(c¯))∥∥L∞(0,T ;W 2m−2ip (Ω))
≤ C−i
bi/2c−1∑
j=0
[(
1 + ‖c¯‖2m−3j−3
W j∞(0,T ;W 2m−4j−3∞ (Ω))
)
(
1 + ‖c¯‖W j∞(0,T ;W 2m−4j−2p (Ω))
)]
. (6.48)
We set m = 2n in (6.46) and apply (6.35) with α = 2n− 1
2
, (6.45) with β = 2n− 3
2
,
k = l = 0, and (6.48). Then we get for n ∈ N\ {0}
‖c¯‖L∞(0,T ;W 4np (Ω))
≤ C ∥∥A2nc¯(., 0)∥∥
Lp(Ω)
+ C−
3
2
(
1 + ‖c¯‖4n−2
L∞(0,T ;W 4n−2∞ (Ω))
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4n−1p (Ω))
)
+ C−2n
n−2∑
j=0
[(
1 + ‖c¯‖4n−3j−3
W j∞(0,T ;W 4n−4j−3∞ (Ω))
)
×
(
1 + ‖c¯‖W j∞(0,T ;W 4n−4j−2p (Ω))
)]
. (6.49)
Moreover, we set m = 2n in (6.47) and use that ‖A2nc¯‖W 1p (Ω) ≤ C
∥∥A2n+1/2c¯∥∥
Lp(Ω)
.
Then we can apply (6.35) with α = 2n and (6.45) with β = 2n− 1, k = l = 0. Hence
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it follows with (6.48)
‖c¯‖L∞(0,T ;W 4n+1p (Ω))
≤ C ∥∥A2n+1/2c¯(., 0)∥∥
Lp(Ω)
+ C−
3
2
(
1 + ‖c¯‖4n−1
L∞(0,T ;W 4n−1∞ (Ω))
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4np (Ω))
)
+ C−2n
n−2∑
j=0
[(
1 + ‖c¯‖4n−3j−2
W j∞(0,T ;W 4n−4j−2∞ (Ω))
)
×
(
1 + ‖c¯‖W j∞(0,T ;W 4n−4j−1p (Ω))
)]
. (6.50)
Repeating the same procedure for m = 2n+ 1 in (6.46) and (6.47) yields
‖c¯‖L∞(0,T ;W 4n+2p (Ω))
≤ C ∥∥A2n+1c¯(., 0)∥∥
Lp(Ω)
+ C−
3
2
(
1 + ‖c¯‖4nL∞(0,T ;W 4n∞ (Ω))
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4n+1p (Ω))
)
+ C−2n
n−1∑
j=0
[(
1 + ‖c¯‖4n−3j−1
W j∞(0,T ;W 4n−4j−1∞ (Ω))
)
×
(
1 + ‖c¯‖W j∞(0,T ;W 4n−4jp (Ω))
)]
, (6.51)
and
‖c¯‖L∞(0,T ;W 4n+3p (Ω))
≤ C ∥∥A2n+3/2c¯(., 0)∥∥
Lp(Ω)
+ C−
3
2
(
1 + ‖c¯‖4n+1
L∞(0,T ;W 4n+1∞ (Ω))
)
×
(
1 + ‖c¯‖L∞(0,T ;W 4n+2p (Ω))
)
+ C−2n
n−1∑
j=0
[(
1 + ‖c¯‖4n−3j
W j∞(0,T ;W 4n−4j∞ (Ω))
)
×
(
1 + ‖c¯‖W j∞(0,T ;W 4n−4j+1p (Ω))
)]
. (6.52)
With the last four estimates we can prove the assertion of the lemma.
Claim 3: Let p > d be as in Claim 2. Then for all m ∈ N there exists an integer km
and a constant C > 0 independent of  such that
m∑
i=0
‖c¯‖
W i∞(0,T ;W
4(m−i)+1
p (Ω))
+ ‖c¯‖
W i∞(0,T ;W
4(m−i)
∞ (Ω))
≤ C−km .
We proof Claim 3 by mathematical induction.
The base case “m = 0”: See Claim 2.
The inductive step “m→ m+ 1”:
The induction hypothesis applied to (6.51) with m = n yields
‖c¯‖L∞(0,T ;W 4m+2p (Ω)) ≤ C−km+1
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for some integer km+1 and some constant C > 0. Using this estimate and again the
induction hypothesis for (6.52) with m = n yields
‖c¯‖L∞(0,T ;W 4m+3p (Ω)) ≤ C−km+1 (6.53)
for some integer km+1 (for better clarity we again write km+1) and some constant
C > 0. Since p > d we can apply Sobolev’s imbedding to get
‖c¯‖L∞(0,T ;W 4m+2∞ (Ω)) ≤ C−km+1 . (6.54)
In order to estimate ‖c¯‖L∞(0,T ;W 4m+3∞ (Ω)), we need estimates for ∂it c¯, i = 1, . . . ,m, in
higher norms as in the induction hypothesis. To get higher time regularity, we use
(6.33), which yields
‖∂tc¯‖L∞(0,T ;W 4m−1p ) ≤ 2
∥∥A2c¯∥∥
L∞(0,T ;W 4m−1p )
+ ‖Af1(c¯) + f2(c¯)‖L∞(0,T ;W 4m−1p ) ≤ C−km+1 , (6.55)
due to (6.53), (6.45), and the induction hypothesis. By Sobolev’s imbedding it holds
‖c¯‖W 1∞(0,T ;W 4m−2∞ ) ≤ C
−km+1 .
In the case m ≥ 2 we differentiate (6.33) with respect to time t and use (6.55), (6.45),
and the induction hypothesis to conclude∥∥∂2t c¯∥∥L∞(0,T ;W 4m−5p ) ≤ 2 ∥∥∂tA2c¯∥∥L∞(0,T ;W 4m−1p )
+ ‖∂tAf1(c¯) + ∂tf2(c¯)‖L∞(0,T ;W 4m−1p ) ≤ C−km+1 ,
and by Sobolev’s imbedding we have
‖c¯‖W 2∞(0,T ;W 4m−6∞ ) ≤ C
−km+1 .
Repeating the same procedure step by step, we obtain
n∑
i=0
‖c¯‖
W i∞(0,T ;W
4(m−i)+3
p (Ω))
+ ‖c¯‖
W i∞(0,T ;W
4(m−i)+2
∞ (Ω))
≤ C−km+1 (6.56)
for some integer km+1 and some constant C > 0.
Now we use (6.49) and (6.50) for n = m + 1 and repeat the same procedure as at
the beginning of the inductive step. Instead of the induction hypothesis we consider
(6.56). Then it follows
m+1∑
i=0
‖c¯‖
W i∞(0,T ;W
4((m+1)−i)+1
p (Ω))
+ ‖c¯‖
W i∞(0,T ;W
4((m+1)−i)
∞ (Ω))
≤ C−km+1
for some integer km+1 and some constant C independent of . Thus Claim 3 follows.
Since ‖c¯‖L∞(Ω) ≤ ‖c¯A‖L∞(Ω) +‖c¯ − c¯A‖L∞(Ω) ≤ 32C0 for  small enough, we conclude
c = c¯ by uniqueness of the solution to the convective Cahn-Hilliard equation. This
shows the assertion of the lemma. 2
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6.2 Asymptotic Expansion
As in Section 3.2 we apply matched asymptotic expansion to construct approximate
solutions {cA, µA}0<≤1 satisfying (6.15)-(6.17).
We use the same assumptions and definitions as in Subsection 3.2.1. In particular,
we assume that
Γ := {(x, t) ∈ ΩT : c(x, t) = 0} =
⋃
0<t<T
(Γt × {t})
is a smooth hypersurface and the spatial signed distance function d has the expansion
d(x, t) =
∞∑
i=0
idi(x, t) ,
where d0 is defined on ΩT and d
i, i ≥ 1, is defined in a neighborhood of Γ. Therefore
we get the following conditions
∇d0 · ∇dk =

1 if k = 0 ,
0 if k = 1 ,
−1
2
∑k−1
i=1 ∇di · ∇dk−i if k ≥ 2 ,
(6.57)
where all the equations are satisfied in a neighborhood of Γ. Observe that only
for motivating the construction of the approximate solutions these assumptions are
necessary.
6.2.1 Outer Expansion
We assume that c and µ have the same expansions as in Section 3.2.2, that is,
c(x, t) = c±0 (x, t) + c
±
1 (x, t) + 
2c±2 (x, t) + ... in Q
±
0 \Γ0
(
δ
2
)
,
µ(x, t) = µ±0 (x, t) + µ
±
1 (x, t) + 
2µ±2 (x, t) + ... in Q
±
0 \Γ0
(
δ
2
)
,
where c±i and µ
±
i are appropriate functions defined in Q
±
0 and δ > 0 is a fixed constant
independent of  which is to be determined later. Then by substituting it into (6.1),
we require
(c±k )t + v · ∇c±k = ∆µ±k−1 in Q±0 , (6.58)
and into (6.2), we require
c±k =
{ ±1 , if k = 0
µ±k−1−fk−1(c±0 ,...,c±k−1)+∆c±k−2
f ′(c±0 )
, if k ≥ 1 in Q
±
0 , (6.59)
where µ±−1 = c
±
−1 = 0 and f
i is defined as in Subsection 3.2.2.
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Remark 6.2.1. To construct µ±k , we later insert the expression for c
±
k+1 into (6.58)
and obtain a parabolic equation for µ±k . To get a unique solution it is natural to
require for the initial value
µ±0 (x, 0) = µ00(x) in Ω
±
00 .
For k ≥ 1 we choose any initial values such that the solution µ±k is smooth, that is,
µ±k ∈ C∞(Ω±(t) × [0, T ]). Due to Remark 6.0.1 this always is possible. Note that
different initial values µ±k (., 0) induce different initial values c

0 = c

A(., 0). But the
leading order term of cA(., 0) is independent of the choice of the initial values, see
Subsection 6.2.6 and 6.2.7.
As in Subsection 3.2.2 we need an extension of (c±k , µ
±
k ) from Q
±
0 to Q
±
0 ∪ Γ0(δ).
We can handle this as in Remark 3.2.2.
For the compatibility conditions we need the following definitions
O±k (x, t) :=
(
c±k
)
t
+ v · ∇c±k , O± :=
∞∑
i=1
iO±i in Q
±
0 ∪ Γ0(δ) ,
P±k (x, t) := ∆µ
±
k , P
± :=
∞∑
i=1
iP±i in Q
±
0 ∪ Γ0(δ) .
Obviously, for all k ≥ 0 it holds O±k − P±k−1 = 0 in Q±0 where P±−1 = 0.
6.2.2 Inner Expansion
Again we assume that c and µ have the same expansion in Γ0(δ) as in Section 3.2.3,
that is,
c(x, t) = c˜
(
d(x, t)

, x, t
)
, c˜(z, x, t) =
∞∑
i=0
ici(z, x, t),
µ(x, t) = µ˜
(
d(x, t)

, x, t
)
, µ˜(z, x, t) =
∞∑
i=0
iµi(z, x, t),
where c˜, µ˜, ci and µi are appropriate functions defined in R× Γ0(δ).
We require the same inner-outer matching conditions as z →∞
Dmx D
n
tD
l
z
[
ck(±z, x, t)− c±k (x, t)
]
= O(e−αz) , (6.60)
Dmx D
n
tD
l
z
[
µk(±z, x, t)− µ±k (x, t)
]
= O(e−αz) (6.61)
for all (x, t) ∈ Γ0(δ) and all k,m, n, l ∈ {0, . . . , K¯} where K¯ depends on the order of
expansion. Also it is natural that we require
ck(0, x, t) = 0 ∀(x, t) ∈ Γ0(δ), ∀k ≥ 0 .
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Substituting the expansion of (c, µ) into (6.1), we obtain
−1c˜zdt + c˜t + 
−1c˜zv · ∇d + v · ∇c˜
= 
(
−2µ˜zz + 2−1∇µ˜z · ∇d + −1µ˜z∆d + ∆µ˜
)
,
and into (6.2), we get
µ˜ = −−1 (c˜zz − f(c˜))− c˜z∆d − 2∇c˜z · ∇d − ∆c˜
for all (z, x, t) ∈ S := {(z, x, t) ∈ R× Γ0(δ) : z = d(x, t)/}. Let η, η±N ∈ C∞(R) be
defined as in (3.75)-(3.77) with the same constant N . For satisfying the compatibility
and matching conditions, we consider the modified equations
c˜zz − f(c˜) =  (−µ˜−∆dc˜z − 2∇d · ∇c˜z)− 2∆c˜
+gη′ (d − z) , (6.62)
µ˜zz = (c˜zd

t + c˜zv · ∇d)−  (2∇µ˜z · ∇d + µ˜z∆d)
+ (c˜t + v · ∇c˜)− 2 (∆µ˜) + (hη′′ + Lη′) (d − z)
− (O+η+N +O−η−N)+ 2 (P+η+N + P−η−N) (6.63)
for z ∈ R and (x, t) ∈ Γ0(δ) and where g, L, and h have the following expansions
in Γ0(δ)
g(x, t) =
∞∑
i=0
i+1gi(x, t) , L(x, t) =
∞∑
i=0
iLi(x, t) ,
h(x, t) =
∞∑
i=0
ihi(x, t) .
We get the following ordinary differential equations by equating the k terms
c0zz − f(c0) = 0
ckzz − f ′(c0)ck =Ak−1(z, x, t), k ≥ 1
}
z ∈ R, (6.64)
(µ0 − h0d0η)zz =B0(z, x, t)(
µk − (hkd0 + h0dk) η)
zz
=Bk(z, x, t), k ≥ 1
}
z ∈ R (6.65)
for all (x, t) ∈ Γ0(δ) and where for k ≥ 0
Ak−1(z, x, t) = −µk−1 − (∆d0ck−1z + ∆dk−1c0z)
−2 (∇d0 · ∇ck−1z +∇dk−1 · ∇c0z)+ fk−1(c0, . . . , ck−1)
+
(
gk−1d0 + g0dk−1
)
η′ +Ak−2 , (6.66)
Bk(z, x, t) = ckz(d
0
t + v · ∇d0) + c0z(dkt + v · ∇dk) + (Lkd0 + L0dk)η′ + Bk−1,(6.67)
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where
Ak−2(z, x, t) =
k−2∑
i=1
(−∆dick−1−iz − 2∇di · ∇ck−1−iz + digk−1−iη′)
−∆ck−2 − zgk−2η′ , (6.68)
Bk−1(z, x, t) =
k−1∑
i=1
(
ditc
k−i
z + v · ∇dick−iz
)
+
k−1∑
i=0
(−∆diµk−i−1z − 2∇di · ∇µk−1−iz )
+
k−1∑
i=1
(
diLk−iη′ + dihk−iη′′
)
−zLk−1η′ − zhk−1η′ + ck−1t + v · ∇ck−1 −∆µk−2
−O+k−1η+N −O−k−1η−N + P+k−2η+N + P−k−2η−N (6.69)
for all (x, t) ∈ Γ0(δ). We have used the convention that if the upper limit of the
summation is less than the lower limit, then the summation is zero, that A−1 =
c−1 = µ−1 = 0, that akb0 +a0bk = a0b0 when k = 0, that ak−1b0 +a0bk−1 = a0b0 when
k = 1, and that ak−1b1 + a1bk−1 = a1b1 when k = 2.
Since we require c0(0, x, t) = 0 and limz→∞ c0(±z, x, t) = ±1, we immediately see
that c0(z, x, t) = θ0(z) for all z ∈ R and (x, t) ∈ Γ0(δ) where θ0 is the unique solution
to (2.7).
By the terms O±k−1 and P
±
k−2 the right-hand side B
k is O(e−α|z|) as z → ±∞ provided
the inner-outer matching conditions are satisfied for all functions. This is necessary
to get bounded solutions, see Lemma 2.6.3.
Remark 6.2.2. 1. Note that the right-hand side of (6.65) depends on terms of
order k. More precisely, Bk depends on ck and dk. But it is shown later that
ck and dk can be expressed in terms of order lower than k. Therefore we can
solve for µk. We do not write Bk−1 instead of Bk because by the compatibility
condition for µk and therefore by Bk, we obtain an equation to solve for dk.
For more details see the next subsection.
2. In contrast to the outer expansion, we can not choose the initial values for µk
because we also solve the ordinary differential equations for t = 0 with given
right-hand side.
6.2.3 Compatibility Conditions
In this subsection we verify that the ordinary differential equations (6.64) and (6.65)
have bounded solutions provided some compatibility conditions are satisfied.
166
Lemma 6.2.3. Let k ≥ 1 be any integer and Ak−1 and Ak−2 be defined as in (6.66)
and (6.68). Then the system
ckzz(z, x, t)− f ′(θ0(z)) ck(z, x, t) = Ak−1(z, x, t) ∀z ∈ R,
ck(0, x, t) = 0, ck(., x, t) ∈ L∞(R) (6.70)
has a unique solution for all (x, t) ∈ Γ0(δ) if and only if
A˜k−2 = −µk−1 − σ∆dk−1 + η0
(
gk−1d0 + g0dk−1
)
in Γ0(δ), (6.71)
where
µk−1(x, t) =
1
2
∫
R
µk−1(z, x, t)θ′0 (z) dz ,
σ =
1
2
∫
R
(θ′0 (z))
2
dz ,
η0 =
1
2
∫
R
η′(z)θ′0 (z) dz ,
A˜k−2(x, t) = 1
2
∫
R
(
∆d0ck−1z + 2∇d0 · ∇ck−1z − fk−1(c0, . . . , ck−1)
−Ak−2)θ′0 (z) dz ,
where in the last definition there is no term involving d0 when k = 1.
In addition, if (6.71) is satisfied and
(
c0, c±0 , µ
0, µ±0
)
, . . . ,
(
ck−1, c±k−1, µ
k−1, µ±k−1
)
sat-
isfy the matching conditions (6.60) and (6.61), then the unique solution ck of (6.64b)
satisfies the matching condition (6.60) where c±k is given by (6.59).
Proof: The proof is a special case of Lemma 3.2.7 or see [10]. 2
Lemma 6.2.4. Let k ≥ 0 be any integer and let Bk and Bk−1 be defined as in (6.67)
and (6.69). Then (6.65) has a bounded solution for k = 0 in Γ0(δ) if and only if
d0t + v · ∇d0 +
1
2
L0d0 = 0 in Γ0(δ) , (6.72)
and for k ≥ 1 it has a bounded solution if and only if
dkt + v · ∇dk +
1
2
(Lkd0 + L0dk) = B˜k−1 in Γ0(δ) , (6.73)
where
B˜k−1(x, t) = −1
2
[
ck
]
(d0t + v · ∇d0)−
1
2
∫
R
Bk−1 dz in Γ0(δ) ,
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where [.] = . |+∞−∞. In addition, if (6.72) for k = 0 or (6.73) for k ≥ 1 is satisfied,
then every solution to (6.65) can be written as
µ0(z, x, t) = µ˜0(x, t) + (d0h0)(x, t)(η(z)− 1
2
) + µ0∗(z, x, t) if k = 0,
µk(z, x, t) = µ˜k(x, t) + (d0hk + dkh0)(x, t) (η(z)− 1
2
) + µk∗(z, x, t) if k ≥ 1
(6.74)
for all (x, t) ∈ Γ0(δ). Here µ˜0(x, t) and µ˜k(x, t) are arbitrary functions, µ0∗(z, x, t)
is a special solution depending only on (c0, d0, L0), and µk∗(z, x, t) is a special so-
lution depending only on (c±i , c
i, µ±i , µ
i, di, hi, gi, Li) for i ≤ k − 1 and (ck, dk, Lk).
Furthermore, µk∗, k ≥ 0, is uniquely determined by the condition∫
R
µk∗(z, x, t)θ
′
0 (z) dz = 0 ∀(x, t) ∈ Γ0(δ) . (6.75)
Moreover, µk∗, k ≥ 0, satisfies
Dmx D
n
tD
l
z
[
µk∗(±z, x, t)− µ±∗(k)(x, t)
]
= O(e−αz) as z →∞
for some µ±∗(k) depending only on (c
0, d0, L0) if k = 0, or (c±i , c
i, µ±i , µ
i, di, hi, gi) for
i ≤ k − 1 and (c±k , ck, dk, Lk) if k ≥ 1.
Proof: We can use the same argumentation as in Lemma 3.2.9, or see [10]. 2
6.2.4 Boundary-Layer Expansion
Let dB, SB and ∂TΩ(δ) be defined as in Subsection 3.2.5. Near the boundary ∂TΩ
we assume that the solutions (c, µ) have for every  ∈ (0, 1] the form
c(x, t) = cB
(
dB(x, t)

, x, t
)
, cB(z, x, t) = 1 +
∞∑
i=1
iciB(z, x, t),
µ(x, t) = µB
(
dB(x, t)

, x, t
)
, µB(z, x, t) =
∞∑
i=0
iµiB(z, x, t),
where (x, t) ∈ ∂TΩ(δ) and z ∈ (−∞, 0].
Also we require the outer-boundary matching conditions
Dmx D
n
tD
l
z
[
ckB(z, x, t)− c+k (x, t)
]
= O(eαz) , (6.76)
Dmx D
n
tD
l
z
[
µkB(z, x, t)− µ+k (x, t)
]
= O(eαz) , (6.77)
as z → −∞ and for all (x, t) ∈ ∂TΩ(δ) and all k,m, n, l ∈
{
0, . . . , K¯
}
where K¯
depends on the order of expansion.
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To satisfy the convective Cahn-Hilliard equations (6.1) and (6.2) near ∂TΩ, it is
sufficient to require that
ckB,zz(z, x, t)− f ′(1)ckB(z, x, t) = Ak−1B (z, x, t), k ≥ 1 , (6.78)
µkB,zz(z, x, t) = B
k−1
B (z, x, t), k ≥ 0 (6.79)
for all (x, t) ∈ ∂TΩ and z ∈ (−∞, 0) where
Ak−1B (z, x, t) := −µk−1B + fk−1(c0B, . . . , ck−1B )− 2∇dB · ∇ck−1B,z
−∆dBck−1B,z −∆ck−2B , (6.80)
Bk−1B (z, x, t) := v · ∇dBckB,z + ck−1B,t + v · ∇ck−1B −∆dBµk−1B,z
−2∇dB · ∇µk−1B,z −∆µk−2B , (6.81)
where we have assumed that c−2B = c
−1
B = µ
−2
B = µ
−1
B = 0 and c
0
B = 1.
To enforce the boundary conditions ∂
∂n
c = ∂
∂n
µ = 0, we require as in Subsection
3.2.5 that
ckB,z(0, x, t) = −∇dB · ck−1B (0, SB(x), t) ∀(x, t) ∈ ∂TΩ(δ), k ≥ 1, (6.82)
µkB,z(0, x, t) = −∇dB · µk−1B (0, x, t) ∀(x, t) ∈ ∂TΩ, k ≥ 0. (6.83)
Lemma 6.2.5. Let j ≥ 1 be any integer. Assume that for all i = 0, . . . , j − 1,
the functions c+i , µ
+
i , c
i
B, µ
i
B are known, smooth, and satisfy the matching conditions
(6.76) and (6.77). Then for k = j, the boundary-layer equation (6.78) subject to
the boundary condition (6.82) has a unique bounded solution cjB for z ∈ (−∞, 0] and
all (x, t) ∈ ∂TΩ(δ). In addition, the solution satisfies the matching condition (6.76)
where c+j is defined by (6.59).
Proof: It is the same proof as for Lemma 3.2.14 or [10, Lemma 4.5]. 2
We set for all k ≥ 0
Gk−1(x, t) = (∆dB(x) +∇dB(x) · ∇)
∫ 0
−∞
∫ z
−∞
Bk−1B (w, x, t) dw dz
−
∫ 0
−∞
(ckB,t + v · ∇ckB −∆µk−1B )(z, x, t) dz (6.84)
for all (x, t) ∈ ∂TΩ(δ).
Remark 6.2.6. Observe that Bk−1B and G
k−1 depend on ckB. It is shown later that
ckB can be expressed in terms of order lower than k. Therefore we can consider B
k−1
B
and Gk−1 as functions depending only on terms of order lower than k. In addition,
it follows B−1B = G
−1 = 0 since c0B = 1.
169
Lemma 6.2.7. Let j ≥ 0 be any integer. Assume that for all i = 0, . . . , j − 1,
the functions c+i , µ
+
i , c
i
B, µ
i
B and c
j
B are known, smooth, and satisfy the matching
conditions (6.76) and (6.77) and the outer expansion c+i,t + v · ∇c+i −∆µ+i−1 = 0. Let
Gj−1 be defined as in (6.84) and assume that µ+j−1 satisfies the boundary condition
∂
∂n
µ+j−1(x, t) = G
j−2(x, t) ∀(x, t) ∈ ∂TΩ . (6.85)
Also assume that µ−1B = c
−1
B = 0 and µ
i
B, i = 0, . . . , j − 1 are defined by
µiB(z, x, t) = µ
+
i (x, t) +
∫ z
−∞
∫ y
−∞
Bi−1B (w, x, t) dw dy (6.86)
for all z ∈ (−∞, 0] and (x, t) ∈ ∂TΩ(δ) and where BiB is defined as in (6.81). Then
for known smooth µ+j the function µ
j
B defined by (6.86) (with i = j) satisfies for
k = j the boundary-expansion equation (6.79), the boundary condition (6.83), and
the matching condition (6.77).
Proof: We only prove that µjB satisfies (6.83). The other assertions of the lemma
can be shown as in the proof of Lemma 3.2.15. Observe that v · ∇dB = 0 on ∂TΩ,
and hence we obtain for all (x, t) ∈ ∂TΩ
µjB,z(0, x, t) =
∫ 0
−∞
Bj−1B (z, x, t) dz
=
∫ 0
−∞
−∆dBµj−1B,z − 2∇dB · ∇µj−1B,z + cj−1B,t + v · ∇cj−1B −∆µj−2B dz
= (∆dB +∇dB · ∇)(µ+j−1 − µj−1B (0, x, t))
+∇dB · ∇(µ+j−1 − µj−1B (0, x, t)) +
∫ 0
−∞
cj−1B,t + v · ∇cj−1B −∆µj−2B dz
since limz→∞ µ
j−1
B (−z, x, t) = µ+j−1(x, t). From (6.86) with i = j − 1, we get
µ+j−1(x, t)− µj−1B (0, x, t) = −
∫ 0
−∞
∫ y
−∞
Bj−2B (w, x, t) dw dy ,
and we have
∇dB · µ+j−1 = ∂∂nµ+j−1 = Gj−2 on ∂TΩ .
Hence it follows
µjB,z(0, x, t) +∇dB · ∇µj−1B (0, x, t)
= Gj−2 − (∆dB +∇dB · ∇)
∫ 0
−∞
∫ y
−∞
Bj−2B (w, x, t) dw dy
+
∫ 0
−∞
cj−1B,t + v · ∇cj−1B −∆µj−2B dz = 0
by the defintion of Gj−2. 2
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Remark 6.2.8. As in the inner expansion the functions (ckB, µ
k
B) are also determined
for t = 0, that is, we cannot choose an initial value for µkB as for the outer expansion.
6.2.5 Basic Steps of Solving Expansions of each Order
For each j ≥ 0 we recursively define the jth order expansion
Vj ≡ (c±j , cj, cjB, µ±j , µj, µjB, dj, gj, hj, Lj) .
We carry out the same steps as in [10] and Subsection 3.2.6 but in another sequence
due to the mobility constant m() = . More precisely, we carry out the following
steps:
Step 1: We determine (cj, c±j , c
j
B). Therefore we can consider (c
j, c±j , c
j
B) as known
quantities depending only on V i, i ≤ j − 1.
Step 2: (Step 2 corresponds to Step 6 in [10].) By the compatibility conditions (6.72)
and (6.73) (with k = j), we obtain an evolution equation for dj on Γ0. Then we can
uniquely determine d0 and Γ0 with the initial condition Γ0(0) = Γ00 since we require
that d0 is the signed distance function to Γ0. For j ≥ 1 we get a unique dj together
with (6.57) and the initial condition dj(x, 0) = 0 on Γ0(0). Hence we can consider dj
as known quantities depending only on V i, i ≤ j − 1.
Step 3: We determine Lj such that the compatibility conditions (6.72) and (6.73)
(with k = j) are satisfied on Γ0(δ).
Step 4-7 corresponds to Step 2-5 in [10] and to Step 6-9 in Subsection 3.2.6, that is,
we determine µj and µ±j . Note that for µ
±
j we have to solve a parabolic differential
equation with initial value µ00 instead of an elliptic differential equation.
Step 8 and 9 corresponds to Step 7 and 8 in [10] and to Step 11 and 12 in Subsection
3.2.6. This means that we determine gj to satisfy the compatibility condition (6.71)
in Γ0(δ). Moreover, we solve for µjB. Observe that we have already determined L
j.
After motivating the construction of Vj in the Steps 1-9, we verify that Vj sat-
isfies all the corresponding outer, inner, and boundary-layer expansion equations,
the inner-outer matching conditions, and the outer-boundary matching conditions
for k = j. In addition we show that the compatibility condition (6.72) or (6.73) is
satisfied for k = j and the compatibility condition (6.71) for k = j + 1.
6.2.6 The Zero-th Order Expansion
We carry out Step 1-9 for j = 0.
Step 1: We already know that c±0 (x, t) = ±1 for (x, t) ∈ Q±0 ∪Γ0(δ), c0(z, x, t) = θ0(z)
for (z, x, t) ∈ R× Γ0(δ), and c0B(z, x, t) = 1 for (z, x, t) ∈ (−∞, 0]× ∂TΩ(δ).
Since we require cA(., 0) = c

0, one sees that the leading order term of c

0 is independent
of µ00 and vice versa.
Step 2: The compatibility condition (6.72) reads for all (x, t) ∈ Γ0
d0t (x, t) + v(x, t) · ∇d0(x, t) = 0 .
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It is known that the normal velocity of Γ0t is given by −dt and the outer unit normal
of Γ0t by ∇d0. Hence Γ0 is uniquely determined by the evolution equation
V (x, t) = νΓ0t (x, t) · v(x, t) ∀(x, t) ∈ Γ0, Γ0(0) = Γ00.
Note that due to Lemma 5.2.4 the hypersurface Γ0t exists globally and Γ
0
t ⊂ Ω for all
t ∈ R. More precisely, Γ0t is given by Γ0t = Xt(Γ00) for all t ∈ R where Xt is defined
by Lemma 5.2.1.
So from now d0 and Γ0 are known quantities.
Step 3: To satisfy the compatibility condition (6.72) in Γ0(δ), we set
L0(x, t) :=
{ − 2
d0
(d0t + v · ∇d0) in Γ0(δ)\Γ0
−2∇d0 · ∇ (d0t + v · ∇d0) on Γ0 . (6.87)
Since the numerator vanishes on Γ0, L0 is smooth.
Step 4: The compatibility condition (6.71) for k = 1 and for all (x, t) ∈ Γ0 is
µ0(x, t) = −σ∆d0(x, t) = σκΓ0t (x, t) , (6.88)
where κΓ0t is the mean curvature of Γ
0
t .
Step 5: By equation (6.74) we obtain for all (x, t) ∈ Γ0(δ)
µ0(z, x, t) = µ˜0(x, t) + d0(x, t)h0(x, t) (η(z)− 1/2) + µ0∗(z, x, t) , (6.89)
where we define µ˜0 and h0 later. Due to the definitions of µ0 and µ0∗ in Lemma 6.2.3
and 6.2.4 and due to the fact
∫
R (η − 1/2) θ′0(z), dz = 0, it follows that µ˜0 = µ0 in
Γ0(δ). By Step 2 equation (6.65) reads for all (x, t) ∈ Γ0
µ0zz(z, x, t) = 0 .
Since all solutions for this linear differential equation have the form c1(x, t)z+c2(x, t)
for some constants c1(x, t), c2(x, t) ∈ R, all bounded solutions are constant functions
with respect to z, in particular µ0∗(z, x, t) = c2(x, t) for some c2(x, t). By (6.75) and
since θ′0(z) > 0 for all z ∈ R, it follows µ0∗(z, x, t) = 0 for all (x, t) ∈ Γ0. Therefore
we require µ0(z, x, t) = µ0(x, t) = σκΓ0t for all (x, t) ∈ Γ0.
Step 6: The equation
µ±0 (x, t) = lim
z→∞
µ0(±z, x, t) = σκΓ0t ∀(x, t) ∈ Γ0
follows from the matching condition (6.61). The outer expansions (6.58) and (6.59)
yield for k = 1
∂tc
±
1 + v · ∇c±1 = ∆µ±0 and c±1 =
µ±0 − f 0(c±0 )
f ′(c±0 )
in Q±0 . (6.90)
So we obtain the parabolic equation
∂tµ
±
0 = f
′(±1)∆µ±0 − v · ∇µ±0 in Q±0 . (6.91)
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In the construction of V1 we define c±1 by the second equation in (6.90). Hence
the first equation in (6.90) and (6.91) are equivalent. Therefore the initial value
c0 = c

A(., 0) depends on µ00 and vice versa.
Note that G−1 = 0 due to Remark 6.2.6. With the boundary conditions µ±0
∣∣
Γ0t
=
σκΓ0t and
∂
∂n
µ+0
∣∣
∂TΩ
= G−1 = 0, we determine µ±0 uniquely by solving the parabolic
equation
∂tµ
±
0 = f
′(±1)∆µ±0 − v · ∇µ±0 in Q±0 ,
µ±0 = σκΓ0t on Γ
0
t , t ∈ (0, T ],
∂
∂n
µ+0 = 0 on ∂Ω× (0, T ],
µ±0
∣∣
t=0
= µ00 in Ω .
Therefore Γ0 together with µ0 := µ
+
0 χ{d0≥0} + µ
−
0 χ{d0<0} satisfies the sharp interface
problem (6.5)-(6.10).
Step 7: Since µ0 = u˜0 in Γ0(δ), equation (6.89) gives us the relation
lim
z→∞
µ0(±z, x, t) = µ0(x, t)± 1
2
d0(x, t)h0(x, t) + µ±∗(0) ∀(x, t) ∈ Γ0(δ) ,
where µ±∗(0)(x, t) = limz→∞ µ
0
∗(±z, x, t) for all (x, t) ∈ Γ0(δ). To enforce the matching
condition limz→∞ µ0(±z, x, t) = µ±0 (x, t), it is necessary and sufficient to define
µ0(x, t) = µ˜0(x, t) :=
1
2
(
µ+0 + µ
−
0 − µ+∗(0) − µ−∗(0)
)
in Γ0(δ), (6.92)
h0(x, t) :=

1
d0
(
µ+0 − µ−0 − µ+∗(0) + µ−∗(0)
)
in Γ0(δ)\Γ0
∇d0 · ∇
(
µ+0 − µ−0 − µ+∗(0) + µ−∗(0)
)
on Γ0.
(6.93)
Note that the so-defined µ˜0 = µ0 satisfies (6.88) by definition of µ±0 and since µ
±
∗(0) = 0
on Γ0.
Step 8: To satisfy the compatibility condition (6.71) in Γ0(δ), it is necessary and
sufficient to take
g0(x, t) :=

1
2η0d0
(
µ+0 + µ
−
0 − µ+∗(0) − µ−∗(0) + 2σ∆d0
)
in Γ0(δ)\Γ0
1
2η0
∇d0 · ∇
(
µ+0 + µ
−
0 − µ+∗(0) − µ−∗(0) + 2σ∆d0
)
on Γ0.
(6.94)
Note that the numerator vanishes on Γ0 since µ+∗(0) = µ
−
∗(0) = 0 and µ
±
0 = σκΓ0t =
−σ∆d0 on Γ0.
Step 9: Since B−1B = 0 in ∂TΩ(δ), it follows from (6.86) that c
0
B(z, x, t) = µ
+
0 (x, t)
for all z ∈ (−∞, 0] and (x, t) ∈ ∂TΩ(δ).
This determines the construction of V0, and we obtain the following result.
Lemma 6.2.9. Let Γ00 ⊂⊂ Ω be a given smooth hypersurface without boundary and
let µ00 be a given smooth initial value. Assume that the parabolic boundary problem
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(6.7)-(6.10) coupled with the evolution equation (6.5)-(6.6) admits a smooth solution
(µ,Γ) in the time interval [0, T ]. Let d0 be the signed distance from x to Γt such that
d0 < 0 inside of Γt, and let δ be a small constant such that dist (Γt, ∂Ω) > 2δ for
all t ∈ [0, T ], d0 is smooth in Γ(2δ) := {(x, t) ∈ ΩT | |d0| < 2δ}, and µ± := µ|Q±0 has
a smooth extension to Q±0 ∪ Γ(2δ) where Q±0 := {(x, t) ∈ ΩT | ±d0 > 0}. Define the
hypersurface Γ0 by
Γ0 = Γ ,
the outer expansion functions (c±0 , µ
±
0 ) in Q
±
0 ∪ Γ0(δ) by
c±0 (x, t) = ±1 and µ±0 (x, t) = µ±(x, t),
the inner expansion functions (c0, µ0) in R× Γ0(δ) by
c0(z, x, t) = θ0(z),
µ0(z, x, t) = (µ+0 − µ+∗(0))(x, t) η(z) + (µ−0 − µ−∗(0))(x, t)(1− η(z)) + µ0∗(z, x, t) ,
and the boundary expansion functions (c0B, µ
0
B) in (−∞, 0]× ∂TΩ(δ) by
c0B(z, x, t) = 1 and µ
0
B(z, x, t) = µ
+
0 (x, t),
where µ±∗(0) and µ
0
∗ are defined by Lemma 6.2.4. Furthermore, define L
0 by (6.87),
h0 by (6.93), and g0 by (6.94).
Then, for k = 0, the outer expansion equation (6.59), the inner expansion equa-
tions (6.64) and (6.65), the boundary-layer expansion equation (6.79), the inner-
outer matching conditions (6.60) and (6.61), the outer-boundary matching conditions
(6.76) and (6.77), the boundary conditions (6.82) and (6.83) and the compatibility
condition (6.72) are all satisfied. In addition, for k = 1, the outer expansion equa-
tion (6.58) where c±1 is defined by (6.59) (with k = 1) and the compatibility condition
(6.71) are also satisfied.
Proof: Since L0 only depends on d0 the functions µ0∗ and µ
±
∗(0) are well-defined by
Lemma 6.2.4, in particular, µ0 is also well-defined.
By direct calculations we verify the claimed properties.
To (6.59): It is satisfied by definition of c±0 .
To (6.64): Since c0(z, x, t) = θ0(z) for all z ∈ R and (x, t) ∈ Γ0(δ), the assertion
immediately follows.
To (6.65): For all (x, t) ∈ Γ0(δ)\Γ0 it follows due to the definition of µ0 and h0(
µ0 − h0d0η)
zz
(z, x, t) = (µ−0 (x, t)− µ−∗(0)(x, t) + µ0∗(z, x, t))zz = B0(z, x, t) ,
where the last equation is satisfied by definition of µ0∗. On Γ
0 we obtain since d0 = 0
on Γ0 (
µ0 − h0d0η)
zz
(z, x, t) =
(
µ−0 (x, t) + µ
0
∗(z, x, t)
)
zz
= B0(z, x, t) ,
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where we have used the identities µ−0 = µ
+
0 and µ
−
∗(0) = µ
+
∗(0) = 0 (see Step 4) on Γ
0
in the first equality and the definition of µ0∗ in the second equality.
To (6.79): Since B−1B = 0, the assertion follows from the definition of µ
0
B since µ
0
B
is independent of z.
To (6.60): Since c0 = θ0, the assertion holds due to Lemma 2.6.1.
To (6.61): It holds for all z ≥ 1
µ0(z, x, t)− µ+0 (x, t) =
(
µ−0 − µ+0
)
(1− η(z))− µ+∗(0)η(z)
−µ−∗(0) (1− η(z)) + µ0∗(z, x, t)
= −µ+∗(0)(x, t) + µ0∗(z, x, t) ,
µ0(−z, x, t)− µ−0 (x, t) =
(
µ+0 − µ−0
)
η(−z)− µ+∗(0)η(−z)
−µ−∗(0) (1− η(−z)) + µ0∗(−z, x, t)
= −µ−∗(0)(x, t) + µ0∗(−z, x, t)
by (3.75). Then the matching conditions follow from Lemma 6.2.4.
To (6.76), (6.77): It is a direct consequence of the definitions of c0B and µ
0
B.
To (6.82), (6.83): Since c0B and µ
0
B are independent of z, the initial conditions are
satisfied.
To (6.72): In Γ0(δ)\Γ0 the compatibility condition is satisfied by definition of L0.
Note that d0 = 0 on Γ0. Hence we conclude
∂td
0 + v · ∇d0 − 1
2
L0d0 = ∂td
0 + v · ∇d0 = 0 on Γ0
due to the definition of the hypersurface Γ0t .
To (6.58): The definition of c±1 yields
∆µ±0 − ∂tc±1 − v · ∇c±1 = ∆µ±0 −
1
f ′(±1)
(
∂tµ
±
0 − v · ∇µ±0
)
= 0 in Q±0 , ,
where the last equation follows from µ±0 = µ
± in Q±0 .
To (6.71): Due to the definition of µ0 in Lemma 6.2.3, we get in Γ0(δ)\Γ0
−µ0(x, t)− σ∆d0(x, t) + η0d0(x, t)g0(x, t)
= −1
2
(
µ+0 − µ+∗(0)
)∫
R
η(z)θ′0(z) dz −
1
2
(
µ−0 − µ−∗(0)
)∫
R
(1− η(z)) θ′0(z) dz
+
1
2
∫
R
µ0∗(z, x, t)θ
′
0(z) dz − σ∆d0 +
η0d
0
2η0d0
(
µ+0 + µ
−
0 − µ+∗(0) − µ−∗(0) + 2σ∆d0
)
= −1
2
(
µ+0 − µ+∗(0)
)
− 1
2
(
µ−0 − µ−∗(0)
)
+
1
2
(
µ+0 + µ
−
0 − µ+∗(0) − µ−∗(0)
)
= 0
where we have used∫
R
η(z)θ′0(z) dz =
∫
R
(η(z)− 1
2
)θ′0(z) dz +
1
2
∫
R
θ′0(z) dz = 1
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and ∫
R
(1− η(z))θ′0(z) dz =
∫
R
(1
2
− η(z))θ′0(z) dz +
1
2
∫
R
θ′0(z) dz = 1
due to (3.76) and limz→∞ θ0(±z) = ±1.
On Γ0 we use that d0 = 0 and µ−∗(0)(x, t) = µ
+
∗(0)(x, t) = 0 (see Step 4). Hence we get
−µ0(x, t)− σ∆d0(x, t) + η0d0(x, t)g0(x, t) = −1
2
(
µ+0 + µ
−
0
)
+ σκΓ0t = 0 on Γ
0
since ∆d0 = −κΓ0t and µ+0 + µ−0 = σκΓ0t on Γ0.
This completes the proof. 2
6.2.7 The Higher-Order Expansions
Let j ≥ 1 be an integer. Assume that V0, . . . ,Vj−1 are known and the inner-outer
and outer-boundary matching conditions for k = 0, . . . , j − 1 and the compatibility
condition (6.71) for k = j are satisfied.
Step 1: Since the compatibility condition (6.71) is satisfied, we can determine cj as
solution to the system (6.70) in Γ0(δ). By equations (6.59), (6.78), and (6.82) we
obtain c±j in Q
±
0 and c
j
B in (−∞, 0]× ∂TΩ(δ). So we can assume that cj, c±j , and cjB
are known functions depending on the known quantities V0, . . . ,Vj−1.
Note that (cj, c±j , c
j
B) depends on (µ
j−1, µ±j−1, µ
j−1
B ). Hence the initial value c

0 =
cA(., 0) depends on µ00.
Step 2: The compatibility condition (6.73) for k = j reads for all (x, t) ∈ Γ0
∂td
j + v · ∇dj + 1
2
L0dj = B˜j−1 . (6.95)
By the initial condition
dj(., 0) = 0 on Γ00 , (6.96)
we can determine dj on Γ0 uniquely. By the equation
∇d0 · ∇dj = −1
2
j−1∑
i=1
∇di · ∇dj−i in Γ0(δ) , (6.97)
one can solve for dj in Γ0(δ). A detailed description to construct dj is given in the
following. Therefore dj can be considered as a known function depending on the
known quantities V0, . . . ,Vj−1.
Since c±0 = ±1 in Γ0(δ), it holds O+0 = O−0 = 0 in Γ0(δ), in particular, O+0 η+N+O−0 η−N =
0 in Γ0(δ). That is V0 and V1 are independent of N , in particular, d1 is independent
of N . Therefore once we find d1, we can fix N = ‖d1‖C0(Γ0(δ)) + 2 (see Remark 3.2.5).
One can construct dj satisfying (6.95)-(6.97) as follows. Let Xt be defined as in
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Lemma 5.2.1 (observe that Γ0t = Xt(Γ00)). For every fixed x ∈ Γ00 we solve the
ordinary differential equation
d
dt
p(x, t) = −1
2
L0(Xt(x), t)p(x, t) + B˜j−1(Xt(x), t) in [0, T ], p(x, 0) = 0 .
Once we obtain p on Γ00 × [0, T ], we fix any t ∈ [0, T ] and use p(x, t), x ∈ Γ00, as
Cauchy data for the linear first-order partial differential equation
(
DX−1t (Xt(x))∇d0(Xt(x), t)
) · ∇p(x, t) = −1
2
j−1∑
i=1
(∇di · ∇dj−i)(Xt(x), t)
to get p in
⋃
t∈[0,T ] X
−1
t (Γ
0
t (δ)) × {t}. Note that Γ00 is non characteristic for all
t ∈ [0, T ]. This can be seen as follows. Since Γ0t = Xt(Γ00) for all t ∈ [0, T ], it holds
d0(Xt(x), t) = 0 if and only if x ∈ Γ00. Hence (DXt)T∇d0(Xt, t) = ∇(d0(Xt, t)) is
parallel to νΓ00 for all t ∈ [0, T ]. Then it follows(
DX−1t (Xt)∇d0(Xt, t)
) · ((DXt)T∇d0(Xt, t))
= ∇d0(Xt, t) ·
(
DXtDX
−1
t (Xt)∇d0(Xt, t)
)
= ∇d0(Xt, t) · ∇d0(Xt, t) = 1
since Id = D(X−1t (Xt)) = DX
−1
t (Xt)DXt for all t ∈ [0, T ]. Therefore Γ00 is non-
characteristic for all t ∈ [0, T ]. After constructing p in ⋃t∈[0,T ] X−1t (Γ0t (δ)) × {t},
we set dj(x, t) = p(X−1t (x), t) for all (x, t) ∈ Γ0(δ). Indeed the so-defined dj is the
desired function. By chain rule we obtain for all (x, t) ∈ Γ0
∂td
j(x, t) =
d
dt
(p(X−1t (x)), t) = ∂tp(X
−1
t , t) + ∂tX
−1
t · ∇p(X−1t , t)
= −1
2
L0(x, t)dj(x, t) + B˜j−1(x, t)− v(x, t) · (DX−1t )T∇p(X−1t (x), t)
= −1
2
L0(x, t)dj(x, t) + B˜j−1(x, t)− v(x, t) · ∇dj(x, t) ,
where the third equality follows since −v(x, t) = DXt(X−1t (x))∂tX−1t (x) by (5.7),
and therefore we get
−DX−1t (x)v(x, t) = ∂tX−1t (x)
since DX−1t (x) is the inverse of DXt(X
−1
t (x)) by (5.8). Hence d
j is a solution to
(6.95). Since X0 = Id, the initial condition (6.96) is also satisfied. It remains to
verify (6.97). We get for all (x, t) ∈ Γ0(δ)
∇d0(x, t) · ∇dj(x, t) = ∇d0 · ∇(p(X−1t (x), t)) = ∇d0 ·
(
(DX−1t )
T∇p(X−1t , t)
)
= −1
2
j−1∑
i=1
(∇di · ∇dj−i)(x, t) .
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Therefore dj(x, t) = p(X−1t (x), t) is a solution to (6.95)-(6.97).
Step 3: To satisfy the compatibility condition (6.73) in Γ0(δ), it is necessary and
sufficient to define Lj by
Lj(x, t) :=

2
d0
(
B˜j−1 − djt − v · ∇dk − 12L0dk
)
in Γ0(δ)\Γ0
2∇d0 · ∇
(
B˜j−1 − djt − v · ∇dk − 12L0dk
)
on Γ0.
Since the numerator vanishes on Γ0, Lj is smooth.
Step 4: Since d0 = 0 on Γ0, the compatibility condition (6.71) reads for k = j + 1
on Γ0
µj(x, t) = −σ∆dj(x, t) + η0(djg0)(x, t)− A˜j−1(x, t) on Γ0. (6.98)
Step 5: By Lemma 6.2.4 µj has the following form in R× Γ0(δ)
µj(z, x, t) = µ˜j(x, t) +
(
d0hj + djh0
)
(x, t)
(
η(z)− 1
2
)
+ µj∗(z, x, t), (6.99)
where we define µ˜j and hj later. Here µj∗ only depends on the known quantities
V0, . . . ,Vj−1 (observe that (cj, dj, Lj) only depends on V0, . . . ,Vj−1 and therefore
Bj, too) and satisfies the condition (6.75). As for the zero-th order expansions, it
follows µ˜j = 1
2
∫
R µ
jθ′0 = µ
j in Γ0(δ). Restricting (6.99) on Γ0 and using (6.98) yields
µj(z, x, t) = −σ∆dj + dj (η0g0 + h0 (η(z)− 12))− A˜j−1 + µj∗(z, x, t) (6.100)
for all (z, x, t) ∈ R× Γ0.
Step 6: Sending z in (6.100) to ±∞ and using the inner-outer matching condition,
we obtain on Γ0
µ±j (x, t) = lim
z→±∞
µj(z, x, t) = −σ∆dj + dj (η0g0 ± 12h0)− A˜j−1 + µ±∗(j), (6.101)
where limz→∞ η(z) = 1 and limz→∞ η(−z) = 0. The outer expansion equations reads
for k = j + 1 in Q±0
∂tc
±
j+1 + v · ∇c±j+1 = ∆µ±j and c±j+1 =
µ±j − f j(c±0 , . . . , c±j ) + ∆c±j−1
f ′(c±0 )
. (6.102)
Hence for µ±j we obtain the equation
∂tµ
±
j = f
′(±1)∆µ±j − v · ∇µ±j + a±j−1 in Q±0 , (6.103)
where a±j−1 = (∂t + v · ∇)(f j(c±0 , . . . , c±j ) − ∆c±j−1). In the construction of Vj+1 we
define c±j+1 by the second equation in (6.102). Hence the first equation in (6.102) and
(6.103) are equivalent. Therefore the initial value c0 = c

A(., 0) depends on µ
±
j (., 0)
and vice versa.
Note that Gj−1 only depends on V0, . . . ,Vj−1 and cjB, which we already known. With
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the boundary conditions on Γ0 given by (6.101) and ∂
∂n
µ+j
∣∣
∂TΩ
= Gj−1, we determine
µ±j as solution to
∂tµ
±
j = f
′(±1)∆µ±j − v · ∇µ±j + a±j−1 in Q±0 , (6.104)
µ±j = −σ∆dj + dj
(
η0g
0 ± 1
2
h0
)− A˜j−1 + µ±∗(j) on Γ0t , t ∈ (0, T ], (6.105)
∂
∂n
µ+j = G
j−1 on ∂Ω× (0, T ], (6.106)
µ±j
∣∣
t=0
= µj0 in Ω , (6.107)
where we choose the initial value µj0 such that the solution µ
±
j satisfy µ
±
k ∈ C∞(Ω±(t)×
[0, T ]), see Remark 6.2.1.
Step 7: Sending z in (6.99) to ±∞ and using the inner-outer matching condition
limz→∞ µj(±z, x, t) = µ±j (x, t) yields
µ±j (x, t) = µ˜
j(x, t)± 1
2
(
d0hj + djh0
)
(x, t) + µ±∗(j)(x, t) in Γ
0(δ) .
Hence it is necessary and sufficient to define µ˜j and hj by
µj(x, t) = µ˜j(x, t) :=
1
2
(
µ+j + µ
−
j − µ+∗(j) − µ−∗(j)
)
in Γ0(δ),
hj(x, t) :=

1
d0
(
−djh0 + µ+j − µ−j − µ+∗(j) + µ−∗(j)
)
in Γ0(δ)\Γ0
∇d0 · ∇
(
−djh0 + µ+j − µ−j − µ+∗(j) + µ−∗(j)
)
on Γ0.
Note that the numerator in the definition of hj vanishes on Γ0. We can verify this by
equation (6.101). Therefore hj is smooth. Moreover, the so-defined µ˜j = µj satisfies
(6.98) where we have used (6.101) again.
Step 8: We can define gj for all (x, t) ∈ Γ0(δ)\Γ0 by
gj(x, t) :=
1
η0d0
(−η0djg0 + σ∆dj + µ˜j +Aj−1) in Γ0(δ)\Γ0
such that the compatibility condition (6.71) for k = j + 1 is satisfied . Note that
(6.71) is satisfied on Γ0 (see (6.98)), and therefore we can extend gj to Γ0 such that
gj is smooth in Γ0(δ) by
gj(x, t) :=
1
η0
∇d0 · (−η0djg0 + σ∆dj + µ˜j +Aj−1) on Γ0.
Step 9: By equation (6.86) we obtain µjB.
In summary the following lemma holds.
Lemma 6.2.10. Let j ≥ 1 be an arbitrary integer and assume that V0, . . . ,Vj−1
are known and satisfy the inner-outer matching conditions (6.60) and (6.61), the
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outer-boundary matching conditions (6.76) and (6.77) for all k = 0, . . . , j − 1, and
the compatibility condition (6.71) for k = j. Then there exists
Vj = (c±j , cj, cjB, µ±j , µj, µjB, dj, hj, gj, Lj)
satisfying, for k = j, the compatibility condition (6.73), the outer expansion equation
(6.59), the inner expansion equations (6.64) and (6.65), the boundary-layer expansion
equations (6.78), (6.79), (6.82), and (6.83), the inner-outer matching conditions
(6.60) and (6.61), and the outer-boundary matching conditions (6.76) and (6.77).
In addition, for k = j + 1, the outer expansion equation (6.58) where c±j+1 is defined
by (6.59) (with k = j + 1) and the compatibility condition (6.71) are also satisfied.
Proof: Define c±j , c
j, and cjB as in Step 1, d
j as the unique solution to problem (6.95)-
(6.97), and µ±j as the unique solution to (6.104)-(6.107). Furthermore, define L
j as in
Step 3, µj as in Step 5, µ˜j and hj as in Step 7, gj as in Step 8, and µjB by (6.86). By
definition of µj and µj in Lemma 6.2.3, one concludes µ˜j =
∫
R µ
j(z) dz = µj in Γ0(δ).
Using Step 1-9, it is not difficult to show that Vj satisfies the required conditions.
Details are omitted. 2
As consequence we obtain recursively.
Theorem 6.2.11. Let (µ,Γ) be a smooth solution to (6.5)-(6.10). Then, for any
fixed integer K > 0, there exist V0, . . . ,VK such that the outer expansion equations
(3.69)-(3.71), the inner expansion equations (3.82)-(3.84), the boundary-layer expan-
sion equations (3.117)-(3.119) and (3.123)-(3.125), the inner-outer matching condi-
tions (3.72)-(3.74), and the outer-boundary matching conditions (3.114)-(3.116) are
satisfied for k = 0, . . . , K. In addition, (µ±0 ,Γ
0) coincides with (µ,Γ).
6.2.8 Construction of an Approximate Solution
The construction of an approximate solution is done in the same way as in Subsection
3.2.9, that is, we connect the inner, outer, and boundary-layer expansions.
Let (µ,Γ) be a smooth solution to the parabolic boundary problem (6.7)-(6.10) cou-
pled with the evolution equation (6.5)-(6.6) in the time interval [0, T ] for given smooth
hypersurface Γ00 without boundary and suitable initial value µ00. Let K ≥ 2 be an
arbitrary fixed integer. We define dK and Γ
K
 by
dK (x, t) =
K∑
i=0
idi(x, t) , ∀(x, t) ∈ Γ0(δ),
ΓK =
{
(x, t) ∈ Γ0(δ) : dK (x, t) = 0
}
.
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Furthermore, we construct an approximate solution cKA by
cKA (x, t) :=

cK∂ in ∂TΩ(δ/2) ,
cK∂ ζ(dB/δ) + c
K
O (1− ζ(dB/δ)) in ∂TΩ(δ)\∂TΩ(δ/2) ,
cKO in ΩT\(∂TΩ(δ) ∪ Γ0(δ)) ,
cKI ζ(d
0/δ) + cKO (1− ζ(d0/δ)) in Γ0(δ)\Γ0(δ/2) ,
cKI in Γ
0(δ/2) ,
where dB is the signed distance function to ∂Ω and ζ is a smooth cut-off function as
in (2.21) and where
cKO (x, t) :=
K∑
i=0
i
(
c+i (x, t)χQ+0
+ c−i (x, t)χQ−0
)
∀(x, t) ∈ ΩT ,
cKI (x, t) :=
K∑
i=0
i ci(z, x, t)
∣∣
z=dK /
∀(x, t) ∈ Γ0(δ) ,
cK∂ (x, t) :=
K∑
i=0
i ciB(z, x, t)
∣∣
z=dB/
− KcKB (0, x, t) ∀(x, t) ∈ ∂TΩ(δ) .
We define µKA similarly. By the same calculation as in Subsection 3.2.9, we obtain
the following the error terms. In Γ0(δ/2) we use equation (6.65) and set z = d
K


to
get
((cKI )t + v · ∇cKI − ∆µKI )(x, t)
=
1− ∣∣∇dK ∣∣2

K∑
i=0
iµizz +
∑
0≤i,j≤K
i+j≥K+1
i+j−1
(
cizd
j
t + v · ∇djciz − 2∇µiz · ∇dj − µiz∆dj
)
+K(cKt + v · ∇cK)−
K∑
i=K−1
i+1∆µi − K−1hKd0η′′ +
∑
0≤i≤K
0≤j≤K−1
i+j≥K+1
i+j−1dihjη′′
−K−1LKd0η′ +
∑
0≤i≤K
0≤j≤K−1
i+j≥K+1
i+j−1diLjη′ = O(K−1) ∀(x, t) ∈ Γ0(δ) .
Here we have used that ∣∣∇dK ∣∣2 = 1 + ∑
1≤i,j≤K
i+j≥K+1
i+j∇dj · ∇di
and O+j η
+
N +O
−
j η
−
N
∣∣
z=dK /
= 0 and P+j η
+
N + P
−
j η
−
N
∣∣
z=dK /
= 0 for j = 0, . . . , K − 1
and for all  > 0 small enough (see Remark 3.2.5). Equation (6.64) with z = d
K


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yields
(µKI + ∆c
K
I − −1f(cKI ))(x, t)
= KµK + 
K∑
i=K−1
i∆ci − 1−
∣∣∇dK ∣∣2

K∑
i=0
icizz
+
∑
0≤i,j≤K
i+j≥K
i+j
(
2∇ciz · ∇dj + ciz∆dj
)− KfK(c0, . . . , cK)
+K−1gK−1d0η′ −
∑
0≤i≤K−2
0≤j≤K
i+j≥K
i+jgidjη′ = O(K−1) ∀(x, t) ∈ Γ0(δ) .
For the outer expansion we use equations (6.58) and (6.59) to obtain in Q+0 ∪Q−0
(cKO )t + v · ∇cKO − ∆µKO = K+1∆µ±K = O(K+1) ,
µKO + ∆c
K
O − −1f(cKO ) = Kµ±K − KfK(c±0 , . . . , c±K) +
K∑
i=K−1
i+1∆c±i = O(K) ,
For the boundary-layer expansion we consider equation (3.118) and set z = dB

((cK∂ )t + v · ∇cK∂ − ∆µK∂ )(x, t)
= K
(
cKB,t + v · ∇cKB − 2∇µKB · ∇dB − µKB,z∆dB
)− K∑
i=K−1
i+1∆µiB
−K (cKB,t(0) + v · ∇cKB (0)− ∆cKB (0)) = O(K) ∀(x, t) ∈ ∂Ω(δ)× (0, T ) ,
where (cKB (0), µ
K
B (0)) = (c
K
B (0, x, t), µ
K
B (0, x, t)) for all (x, t) ∈ ∂Ω(δ). Equation (6.78)
with z = dB

yields
(µK∂ + ∆c
K
∂ − −1f(cK∂ ))(x, t)
= KµKB + 
K2∇cKB,z · ∇dB + KcKB,z∆dB +
K+1∑
i=K
i∆ci−1B
−KfK(c0B, . . . , cKB − cK(0)) + K−1f ′(θ0)cKB (0)− K
(
µKB (0) + ∆c
K
B (0)
)
= O(K−1) ∀(x, t) ∈ ∂Ω(δ)× [0, T ) .
Note that for t = 0 the error estimate is also valid for the chemical potential equations,
that is, in each case the second equation.
By construction of cK∂ and µ
K
∂ , we get on the boundary ∂TΩ
∂
∂n
cK∂ (x, t) =
∂
∂n
µK∂ (x, t) = 0 ∀(x, t) ∈ ∂TΩ .
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For the regions where we glue together the inner and outer expansions and the
boundary-layer and outer expansions, we obtain the same estimates as in Subsection
3.2.9. More precisely, this means∥∥cKA − cKO∥∥C2(Γ0(δ)\Γ0(δ/2)) = O(−2e−αδ4 ) ,∥∥cKA − cKO∥∥C2(∂TΩ(δ)\∂TΩ(δ/2)) = O(−2e−αδ4 ) +O(K) .
For µKA the analogous estimates are valid. Hence (c

A, µ

A) are approximate solutions
to the convective Cahn-Hilliard equation with error terms O(K−1). Additionally, we
can modify (cKA , µ
K
A ) in the same way as in Subsection 3.2.9 such that (c

A, µ

A) is a
solution to
(cA)t + v · ∇cA − ∆µA = 0 in ΩT , (6.108)
µA + ∆c

A − −1f(cA) = O(K−2) in ΩT , (6.109)
∂
∂n
cA =
∂
∂n
µA = 0 on ∂TΩ . (6.110)
Remark 6.2.12. Now we can specify the order of expansion which we need. From
(6.18) and (6.19) we obtain the condition
K − 2 ≥ pk
2
> d+ 2 .
In particular, it is sufficient to calculate the 7th order term of expansion in two
dimensions and the 8th order term in three dimensions.
In summary, the following theorem is valid.
Theorem 6.2.13. Let Γ00 ⊂ Ω be a given smooth hypersurface without boundary and
µ00 : Ω → R be a given smooth function. Assume (µ0,Γ0) is a smooth solution to
(6.5)-(6.10) with initial values µ00 and Γ00 in the time interval [0, T ]. Then for every
K > 1, there exists a positive constant 0 such that for every  ∈ (0, 0] there exists
an approximate solution (cA, µ

A) satisfying (6.108)-(6.110). Additionally, it holds
‖µA − µ0‖C0(ΩT ) = O() ,∥∥cA(x, t)− θ0(d0(x, t)/+ d1(x, t))∥∥C0(Γ0(δ)) = O() ,
‖cA ∓ 1‖C0(Q±0 \Γ0(δ/2)) = O() ,
as ↘ 0.
Proof: We can proof the assertions in the same way as in Theorem 3.2.21 or see [10,
Theorem 4.12]. 2
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6.3 Convergence Result
As main result of this chapter, we obtain the following theorem.
Theorem 6.3.1. Let Ω be a smooth domain and Γ00 ⊂ Ω be a smooth hypersurface
without boundary and let µ00|Ω±00 : Ω
±
0 → R and v : Ω×R→ Rd be smooth functions
with div v = 0 in Ω× R and v = 0 on ∂Ω× R. Assume that the parabolic boundary
problem (6.7)-(6.10) has a smooth solution µ in the time interval [0, T ] where Γ(t),
t ∈ [0, T ] is given by (6.5)-(6.6). Then there exists a family of smooth functions
{c0(x)}0<<1 which are uniformly bounded in  ∈ (0, 1] and x ∈ Ω, such that if c
satisfies the Cahn-Hiliard equation
ct + v · ∇c − ∆
(−∆c + −1f(c)) = 0 in ΩT ,
∂
∂n
c =
∂
∂n
(−∆c + −1f(c)) = 0 on ∂TΩ,
c|t=0 = c0 in Ω ,
(6.111)
then
lim
→0
c(x, t) =
{−1 if (x, t) ∈ Q−
1 if (x, t) ∈ Q+ uniformly on compact subsets,
lim
→0
(−∆c + −1f(c)) (x, t) = µ(x, t) uniformly on ΩT ,
where Q+ and Q− are respectively the exterior (in ΩT ) and interior of Γ.
Proof: Let (cA, µ

A) be the approximate solution constructed in Theorem 6.2.13.
Then Lemma 6.1.2 and Theorem 6.2.13 yield
lim
→0
‖c ∓ 1‖C0(Q±\Γ(δ/2)) = 0 ,
lim
→0
‖µ − µ‖C0(ΩT ) = 0
for any δ > 0 small enough, as long as Φt(.) = c

A(., t) has the form (2.20) where
r = rt(x) is the signed distance function to Γ
K
t :=
{
x ∈ Ω : dK (x, t) = 0
}
. As in
Theorem 3.3.1 it can be shown that ΓKt is a smooth hypersurface for all  > 0 small
enough and the C3 norm of ΓKt is independent of . We set δ0 = δ/2 where δ is
defined as in Section 6.2. By the same arguments as in the proof of Theorem 3.3.1,
we can replace cA by
ζ(rt(x)/δ0)c
K
I (x, t) + (1− ζ(rt(x)/δ0)) cKO (x, t)
for all (x, t) ∈ ΩT and where ζ is defined as in (2.21). Then we can show as in
the proof of Theorem 3.3.1 that the conditions (2.25) and (2.26) are satisfied (see
(3.203)). So it is sufficient to verify that for all (x, t) ∈ ΓK(δ0) ⊂ Γ0(δ) (for all  > 0
small enough) the following identity holds
c0(d
K


, x, t) + c1(d
K


, x, t) = θ0(
rt(x)

) + p(St(x), t)θ1(
rt(x)

) + 2q(x, t) , (6.112)
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where θ1 satisfies (2.23) and p
(x, t) and q(x, t) satisfy (2.24). Here St(x) is the
projection from x to ΓKt along the normal of Γ
K
t and c
0 and c1 are the functions
obtained by the inner expansion in Section 6.2.
For (x, t) ∈ Γ0 the equation for c1 in (6.64) reads
c1zz − f ′(θ0)c1 = −µ0 −∆d0θ′0 = σ∆d0 −∆d0θ′0 ,
and therefore we obtain c1(z, x, t) = ∆d0(x, t)θ1(z) where θ1 satisfies
θ′′1 − f ′(θ0)θ1 = σ − θ′0 in R , θ1(0) = 0 , θ1 ∈ L∞(R) .
Now we can prove that θ1 satisfies (2.23) as in the proof of Theorem 3.3.1 (see (3.205))
or [10, Theorem 5.1].
We define p and q by
p(x, t) := ∆d0(x, t) ,
q(x, t) := −2
(
θ0
(
dK

)
− θ0
(
rt(x)

))
+−1
(
c1
(
dK

, x, t
)
− p(St(x), t) θ1
(
rt(x)

))
for all (x, t) ∈ ΓK(δ0). Then the identity (6.112) holds due to the definitions of p
and q. Finally, one can verify condition (2.24) again as in the proof of Theorem
3.3.1 or [10, Theorem 5.1]. 2
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