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Abstract
The close relationship between discrete Sturm–Liouville problems belonging to the so-called
limit-circle case, the indeterminate Hamburger moment problem and the search of self-adjoint ex-
tensions of the associated semi-infinite Jacobi matrix is well known. In this paper, all these impor-
tant topics are also related with associated sampling expansions involving analytic Lagrange-type
interpolation series.
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1. Introduction
In [12] and the references cited therein, a sampling theorem associated with a singular
Sturm–Liouville problem on the halfline [0,∞) is proved. Namely, consider the singular
Sturm–Liouville boundary value problem:{−y ′′ + q(x)y = λy, x ∈ [0,∞),
y(0) cosα + y ′(0) sinα = 0, (1)
where q(x) is a continuous function on [0,∞). Let φ(x,λ), θ(x,λ) be the solutions of the
differential equation of the boundary value problem (1) such that
* Corresponding author.
E-mail addresses: agarcia@math.uc3m.es (A.G. García), mahm@mat.upm.es (M.A. Hernández-Medina).0022-247X/03/$ – see front matter  2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0022-247X(02)00712-6
222 A.G. García, M.A. Hernández-Medina / J. Math. Anal. Appl. 280 (2003) 221–231φ(0)= sinα, φ′(0)=− cosα,
θ(0)= cosα, θ ′(0)= sinα.
From the Weyl–Titchmarsh theory [11] it follows that there exists a complex valued
function m∞(λ), the so-called Weyl–Titchmarsh function, such that for every λ ∈C \R
the differential equation in (1) has a solution ψ∞(x,λ) = θ(x,λ) + m∞(λ)φ(x,λ)
belonging to L2(0,∞). In the so-called limit-point case m∞(λ) is unique, while in the
limit-circle case there are uncountably many such functions (see [11] for the details). For
each λ ∈ C \ R, the values of these functions at λ belong to a geometrical circle C∞(λ)
(in the limit-point case, this circle collapses into a point). In the case when a pure point
spectrum associated with (1) exists, the associated sampling theorem reads:
Theorem. Let f be defined as
f (λ)=
∞∫
0
F(s)Φ(s,λ) ds,
where F ∈L2(0,∞), Φ(x,λ)= P(λ)ψ∞(x,λ) and P(λ) is the canonical product associ-
ated with the eigenvalues {λn}∞n=0 of the boundary value problem (1). Then, f is an entirefunction that can be recovered through the Lagrange-type interpolation series
f (λ)=
∞∑
n=0
f (λn)
P (λ)
(λ− λn)P ′(λn) .
The convergence of the series is absolute and uniform on compact subsets of C.
A more general result has been obtained by Everitt et al. [5] without assuming the exis-
tence of the canonical product of the eigenvalues. Explicit examples of this sampling result
can be found in [5,12].
In the same way we may consider the Sturm–Liouville difference equation
anzn+1 + bnzn + an−1zn−1 = λzn, n ∈N0 =N∪ {0}, (2)
where a−1 = 1, an > 0 and bn ∈ R for each n  0 along with the boundary condition
z−1 = 0. Notice that Eq. (2) can be written in the form
∇[anzn] + (bn + an + an−1)zn = λzn,
where ∇ and  denote, respectively, the usual backward and forward operators.
One can ask for the existence of eigenvalues and eigenfunctions associated with (2)
and the boundary condition z−1 = 0. In general, to obtain an eigenvalue problem, an
additional boundary condition at ∞ will be needed, as we will see later in Section 2.
We can proceed as in the continuous case by considering the following solutions of the
difference equation (2):
Π(λ)= (P0(λ),P1(λ),P2(λ), . . .) and Θ(λ)= (Q0(λ),Q1(λ),Q2(λ), . . .),
corresponding to the initial data z−1 = 0, z0 = 1 and z−1 =−1, z0 = 0, respectively, and
searching for the Weyl–Titchmarsh functions m∞(λ) in such a way that
ψ∞(λ,n)=Θ(λ)+m∞(λ)Π(λ) ∈ 2(N0).
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limit-point case, while in the limit-circle case there are uncountably many such functions.
Whenever the discrete Sturm–Liouville problem has a pure point spectrum {λi} (in the
limit-circle case this always holds), these points are precisely the poles of the resulting
meromorphic functionm∞(λ). The corresponding eigenfunctions are the sequences {Πi =
Π(λi)}. See [2,6] for the details.
On the other hand, one may consider the semi-infinite Jacobi matrix A associated with
the difference equation (2):
A=


b0 a0 0 0 . . .
a0 b1 a1 0 . . .
0 a1 b2 a2
. . .
0 0 a2 b3
. . .
...
...
. . .
. . .
. . .


.
This matrix defines a densely defined operator in 2. It is well-known that there is a close
relationship between problem (2) being in the limit-point or in the limit-circle case and
the search of self-adjoint extensions of A. Furthermore, both problems are equivalent to
deciding the determinacy of the Hamburger moment problem associated withA. This latter
problem reads as follows. Given the real numbers sn = 〈δ0,Anδ0〉2 , n 0, where δ0 stands
for the sequence (1,0,0, . . .), we are interested in the search of positive Borel measures µ
supported on (−∞,∞) satisfying
sn =
∞∫
−∞
xn dµ(x), n 0.
If such a measure exists and is unique, the moment problem is determinate. If a measure
µ exists, but it is not unique, the moment problem is called indeterminate. One can find
the relations between all these topics in the superb article by Simon [10] or in the classical
reference [1].
In this paper we deal with the equivalent of Zayed’s sampling result associated with
the singular discrete Sturm–Liouville problem (2) in the limit-circle case. For the limit-
point case we refer the reader to [6]. In our study we will use the different points of view
involved in this problem, namely operator theory (search of self-adjoint extensions of A)
and the classical Hamburger indeterminate moment problem theory (Cauchy or Stieltjes
transform of the von Neumann solutions and their Nevanlinna parameterization).
The paper is organized as follows. In the next section we deal with the self-adjoint exten-
sions of the operator defined by means of the Jacobi matrix A. This approach will be used
in Section 3 in order to obtain a sampling expansion given by a Lagrange-type interpola-
tion series. In Section 4, we relate the sampling result obtained with the Weyl–Titchmarsh
functions associated with (2). Indeed, these functions are precisely the Cauchy (Stieltjes)
transforms of the von Neumann measures which are solutions of the moment problem. The
Nevanlinna parameterization of the former transforms allows us to obtain the sequence of
sampling points (the eigenvalues of the associated self-adjoint extension). Finally, in Sec-
tion 5, we put to use the sampling result in the case of the q−1-Hermite polynomials.
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Given two sequences {bn}∞n=0 and {an}∞n=0 of, respectively, real and positive numbers,
consider the semi-infinite Jacobi matrix
A=


b0 a0 0 0 . . .
a0 b1 a1 0 . . .
0 a1 b2 a2
. . .
0 0 a2 b3
. . .
...
...
. . .
. . .
. . .


, (3)
whose domainD(A) is the set of sequences of finite support. This operator is closable since
it is symmetric and densely defined. We denote again by A its closure. The domain of the
adjoint of A is given by D(A∗) = {z ∈ 2(N0) | Az ∈ 2(N0)} [10, p. 105]. If A is not a
self-adjoint operator (i.e., the associated Hamburger moment problem is indeterminate) its
self-adjoint extensions, A⊂ St ⊂A∗, can be parameterized by t ∈R=R∪ {∞} and their
domains are [10, p. 125]
D(St )=
{D(A)+ span{tΠ(0)+Θ(0)} if t ∈R,
D(A)+ span{Π(0)} if t =∞.
Equivalently (see [10, p. 126]),
z ∈D(St ) ⇔
{
limn→∞W(z, tΠ(0)+Θ(0))(n)= 0 if t ∈R,
limn→∞W(z,Π(0))(n)= 0 if t =∞,
where W(z, z′)(n) = an(zn+1z′n − znz′n+1) denotes the Wronskian of the sequences z ={zn} and z′ = {z′n}.
The eigenvalue problem (λI − St )x = 0 is equivalent to the discrete Sturm–Liouville
problem{
anzn+1 + bnzn + an−1zn−1 = λzn, n ∈N0,
z−1 = 0, limn→∞W(z, tΠ(0)+Θ(0))(n)= 0,
whenever t ∈R, or{
anzn+1 + bnzn + an−1zn−1 = λzn, n ∈N0,
z−1 = 0, limn→∞W(z,Π(0))(n)= 0,
in the case t =∞. As a consequence, λ will be an eigenvalue of St if and only if{
limn→∞W(Π(λ), tΠ(0)+Θ(0))(n)= 0, if t ∈R,
limn→∞W(Π(λ),Π(0))(n)= 0, if t =∞.
It is known that each self-adjoint extension St of A has a pure point spectrum {λi =
λi(St )}∞i=0 [10, p. 127]. The corresponding eigenfunctions {Πi =Π(λi)}∞i=0 are given by
Πi =
(
P0(λi),P1(λi), . . . ,Pn(λi), . . .
)
, i ∈N0,
and they form an orthogonal basis in 2(N0) [2,6]. Consequently, the resolvent operator
Rλ = (λI − St )−1, where λ ∈ ρ(St ), is a compact operator [4, p. 423]. Moreover, since
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i |λi |−p <∞ for any p > 1 [10, p. 128], we obtain thatRλ is a Hilbert–Schmidt operator
[3, p. 262]. Therefore, there exists a kernel Kλ ∈ 2(N0 ×N0) such that
[Rλx](m)=
∞∑
n=0
Kλ(m,n)x(n), m ∈N0,
for each x ∈ 2(N0) [3, p. 277]. Expanding the kernel Kλ in Fourier series of eigenfunc-
tions in 2(N0 ×N0), we obtain
Kλ(m,n)=
∞∑
i=0
1
λ− λi
Πi(m)
‖Πi‖
Πi(n)
‖Πi‖ =
∞∑
i=0
1
λ− λi
Pm(λi)
‖Πi‖
Pn(λi)
‖Πi‖ . (4)
3. The Lagrange-type interpolation formula
We define the sampling kernel
Ψ (λ,m)= P(λ)Kλ(m,0), m ∈N0, λ ∈C, (5)
where P(λ) is the canonical product of the sequence of eigenvalues {λi}∞i=0. This canonical
product always exists because, in particular,
∑∞
i=0 |λi |−2 < ∞ [10]. Specifically, the
canonical product is given by
P(λ)=
{∏∞
n=0(1− λ/λn) exp(λ/λn) if
∑∞
n=0 |λn|−1 =∞,∏∞
n=0(1− λ/λn) if
∑∞
n=0 |λn|−1 <∞,
whenever λ0 = 0, and
P(λ)=
{
λ
∏∞
n=1(1− λ/λn) exp(λ/λn) if
∑∞
n=0 |λn|−1 =∞,
λ
∏∞
n=1(1− λ/λn) if
∑∞
n=0 |λn|−1 <∞,
in the case λ0 = 0.
In Section 4 we will list the most important properties of the kernel (5). In the definition
of the sampling kernel we can choose any n0 ∈ N0 instead of 0. The convenience of this
particular choice is that P0(λi)= 1 for each i ∈N0. The following sampling theorem holds.
Theorem 1. Let f be the function defined as
f (λ)=
∞∑
n=0
cnΨ (λ,n),
where {cn}∞n=0 ∈ 2(N0). Then f is an entire function which can be recovered through the
Lagrange-type interpolation series
f (λ)=
∞∑
i=0
f (λi)
P (λ)
(λ− λi)P ′(λi) . (6)
The convergence of (6) is absolute and uniform on compact subsets of C.
226 A.G. García, M.A. Hernández-Medina / J. Math. Anal. Appl. 280 (2003) 221–231Proof. Since P0(λi)= 1 for each i ∈N0, from (4) we have
Kλ(m,0)=
∞∑
i=0
1
λ− λi
Pm(λi)
‖Πi‖2 . (7)
Expanding the sequences c= {cm}∞m=0 and {Ψ (λ,m)}∞m=0 in Fourier series of the eigen-
functions {Πi}, we obtain
cm =
∞∑
i=0
〈c,Πi〉2(N0)
Πi(m)
‖Πi‖2 ,
Ψ (λ,m)=
∞∑
i=0
P(λ)
λ− λi
Πi(m)
‖Πi‖2 .
Using Parseval’s identity, we obtain
f (λ)= 〈cm,Ψ (λ,m) 〉2(N0) =
∞∑
i=0
P(λ)
λ− λi
〈c,Πi〉2(N0)
‖Πi‖2 .
Now, it can be easily proved that
f (λk)= lim
λ→λk
f (λ)= P ′(λk)
〈c,Πk〉2(N0)
‖Πk‖2 .
Therefore,
f (λ)=
∞∑
i=0
f (λi)
P (λ)
P ′(λi)(λ− λi) .
LetΩ ⊂C be a compact subset ofC. There existsR > 0 such thatΩ ⊂ {z ∈C | |z|R}
and there exists n0 ∈N0 such that |λi | 2R for every i  n0 + 1. Then, for N N0
∞∑
i=N+1
|P(λ)|2
|λ− λi |2‖Πi‖2 
∣∣P(λ)∣∣2 ∞∑
i=N+1
1
(|λi | −R)2‖Πi‖2 .
The last series converges since it has the same character as the series
∞∑
i=0
|P(λ)|2
|λ− λi |2‖Πi‖2 =
∥∥Ψ (λ, ·)∥∥2.
As a consequence, there exists a constant CΩ > 0, independent of λ ∈Ω , such that
∞∑
i=N+1
|P(λ)|2
|λ− λi |2‖Πi‖2  CΩ.
Using the Cauchy–Schwarz inequality, we obtain∣∣∣∣∣f (λ)−
N∑
f (λi)
P (λ)
(λ− λi)P ′(λi)
∣∣∣∣∣
2
=
∣∣∣∣∣
∞∑ f (λi)
P ′(λi)
P (λ)
(λ− λi)
∣∣∣∣∣
2i=0 i=N+1
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( ∞∑
i=N+1
∣∣∣∣ f (λi)P ′(λi)
P (λ)
(λ− λi)
∣∣∣∣
)2

( ∞∑
i=N+1
|〈c,Πi〉|2
‖Πi‖2
)( ∞∑
i=N+1
|P(λ)|2
|λ− λi |2‖Πi‖2
)
 CΩ
( ∞∑
i=N+1
|〈c,Πi〉|2
‖Πi‖2
)
,
which goes to zero as N →∞ regardless of λ ∈Ω, since {cn}∞n=0 ∈ 2(N0). The proof of
the absolute convergence goes much in the same manner. The uniform convergence of (6)
on compact subsets of C implies that f is an entire function. ✷
As a straightforward consequence of this theorem, we derive the following interpolation
result:
Corollary 1. Under the conditions of Theorem 1, let {ai}∞i=0 be a sequence of complex
numbers such that
∞∑
i=0
|ai |2
‖Ψ (λi, ·)‖2 <∞. (8)
Then there exists a unique sequence {cn}∞n=0 ∈ 2(N0) such that the corresponding function
given by f (λ)=∑∞n=0 cnΨ (λ,n) satisfies f (λi)= ai for each i ∈N0.
Proof. Taking into account (8), by the Riesz–Fischer theorem there exists a unique se-
quence {dn}∞n=0 in 2(N0) such that
a¯i =
〈{dn},{Ψ (λi, n)}〉2(N0) =
∞∑
n=0
dnΨ (λi, n).
Therefore, taking cn = d¯n, n ∈N0, the corresponding function f satisfies
f (λi)=
∞∑
n=0
cnΨ (λi, n)=
〈{d¯n},{Ψ (λi, n)}〉2(N0) = ai,
for each i ∈N0. ✷
4. The Weyl–Titchmarsh functions
Let {sn}∞n=0 be our indeterminate Hamburger moment sequence. We denote by V the
set of positive Borel measures satisfying it, i.e.,
V =
{
µ 0: sn =
∞∫
−∞
xn dµ(x), n 0
}
.
As we said in Section 1, the moment problem is related with the self-adjoint exten-
sions of the semi-infinite Jacobi matrix A. In this context, the existence of the sequence
228 A.G. García, M.A. Hernández-Medina / J. Math. Anal. Appl. 280 (2003) 221–231{λti = λi(St )}∞i=0 of eigenvalues associated with the self-adjoint extension St of A can be
explained as follows. The set V can be parameterized with the one-point compactification
P ∪ {∞} of the Pick (or Herglotz) function set P [1,10]. When the parameter is restricted
to constant functions taking values in R, we obtain the set of von Neumann measures {µt }
which satisfy
∞∫
−∞
dµt(x)
λ− x =
A(λ)+ tC(λ)
B(λ)+ tD(λ) , λ ∈C \R,
where A, B, C, D are the entire functions forming the so-called Nevanlinna matrix asso-
ciated with the moment problem. See [10] for explicit formulas of the Nevanlinna matrix.
It is known that, for each t ∈ R, µt is the discrete measure µt =∑λ∈Zt aλδλ, where
Zt =
{ {λ ∈C | B(λ)+ tD(λ)= 0} if t ∈R,
{λ ∈C |D(λ)= 0} if t =∞,
and
aλ = A(λ)+ tC(λ)
B ′(λ)+ tD′(λ) , for λ ∈Zt .
Notice that µt is the spectral measure of St . The zeros of the entire function B(λ)+ tD(λ)
(or of D(λ)) which are real and simple, are precisely the sequence {λti}∞i=0 and moreover,
µt({λti})= 1/‖Πi‖2 [10, p. 127]. The von Neumann measures are precisely those measures
µ ∈ V for which the polynomials {Pn}∞n=0 are dense in L2(µ).
As mentioned in Section 1, the indeterminacy of the Hamburger moment problem can
be thought as the discrete analogue of the Weyl’s limit-point/limit-circle theory for the self-
adjoint extensions of the discrete Sturm–Liouville problem given by (2). Indeed, the Ham-
burger moment problem is indeterminate if and only if the difference problem (2) belongs
to the limit-circle case. Therefore, we can apply the known theory of the indeterminate
Hamburger moment problem to the limit-circle case for the difference Sturm–Liouville
problem (2). In particular, this provides us with criteria to decide when a difference Sturm–
Liouville problem (2) belongs to the limit-circle case.
In fact, if C∞(λ) is the limit circle associated to λ ∈ C \ R, its points admit a param-
eterization through R as follows: mt∞(λ) ∈ C∞(λ) if and only if there exists t ∈ R such
that
mt∞(λ)=
A(λ)+ tC(λ)
B(λ)+ tD(λ) =
∞∫
−∞
dµt(x)
λ− x ,
where A, B, C and D are the components of the Nevanlinna matrix and µt is the von
Neumann spectral measure associated with St [10, p. 128]. Furthermore, to close the
relationships involved in our study, we point out that, for each t ∈R, the Weyl–Titchmarsh
function mt∞(λ) admits the representation
mt∞(λ)=
〈
δ0, (λI − St )−1δ0
〉
2 .
Now we can derive that the sampling kernel used in Theorem 1 involves the function
ψt∞(λ,n)=Qn(λ)+mt∞(λ)Pn(λ).
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∞∑
n=0
ψt∞(λ,n)Pn(λti)=
1
λ− λti
, λ ∈C \R.
As a consequence, taking into account (7), we deduce that ψt∞(λ,n)=Kλ(n,0). Thus we
have obtained a discrete analogue of the Zayed’s sampling expansion for the limit-circle
case.
Finally, we conclude the section listing the most important properties of the sampling
kernel Ψ (λ,n) (5):
(a) For each λ ∈ C, the sequence {Ψ (λ,n)}∞n=0 is in 2(N0), and satisfies the difference
equation (2).
(b) For each fixed n ∈N0, Ψ (λ,n) is an entire function.
(c) Ψ (λi, n)= kiΠi(n)= kiPn(λi), where ki = P ′(λi)/‖Πi‖2 ∈R \ {0}.
(d) The sequence {Ψ (λi, n)}∞n=0 satisfies the boundary conditions at −1 and ∞.
Note that the summation kernel Ψ (λ,n) fulfills all the requirements in the discrete version
of the Kramer sampling theorem [7].
In the next section, we put to use the obtained sampling expansion in the case of
q−1-Hermite polynomials, a sequence of orthogonal polynomials associated with an
indeterminate Hamburger moment problem [8].
5. Sampling formulas associated with the q−1-Hermite polynomials
The q−1-Hermite polynomials {hn(x|q)}∞n=0 where 0 < q < 1 satisfy the three-term
recurrence relation
hn+1(x|q)= 2xhn(x|q)− q−n(1− qn)hn−1(x|q), n > 0, (9)
and h0(x|q)= 1, h1(x|q)= 2x .
These polynomials have the explicit representation [8]
hn(x|q)=
n∑
k=0
(q;q)n
(q;q)k(q;q)n−k (−1)
kqk(k−n)
(
x +
√
x2 + 1 )n−2k,
where (q;q)j denotes the q-shifted factorial
(q;q)j =
j∏
k=1
(1− qk).
The recurrence (9) can be written in the self-adjoint form where multiplying by ω(n) =
qn(n+1)/2/(q;q)n [9]. This gives
qn(n+1)/2
hn+1(x|q)= 2x q
n(n+1)/2
hn(x|q)− q
n(n−1)/2
hn−1(x|q). (10)(q;q)n (q;q)n (q;q)n−1
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(q;q)n/qn(n+1)/2 [8], we can write (10) as
anh˜n+1(x|q)− xh˜n(x|q)+ an−1h˜n−1(x|q)= 0, (11)
where an = (1/2)
√
(1− qn+1)/qn+1, and h˜n = hn/‖hn‖ is the corresponding sequence of
orthonormal polynomials.
The moment problem associated with {h˜n(x|q)}∞n=0 is indeterminate [8]. Thus, the h˜n’s
are orthonormal with respect to infinitely many measures [10], or equivalently, the infinite
Sturm–Liouville problem associated with (11) belongs to the limit-circle case.
Let {h˜∗n}∞n=0 be the sequence of second kind polynomials associated with (11), i.e., the{Qn} sequence associated with (11). We derive the sampling formulas associated with the
special Weyl functions m0∞(λ) and m∞∞(λ).
The m0∞(λ) case. In [8] it is proven that m0∞(λ) can be written in terms of a hyper-
geometric function as
m0∞(λ)=
−4λq(q2;q)∞
(qe2ξ , qe−2ξ ;q2)∞ 2φ1
(
qe2ξ , qe−2ξ ;q3;q2, q2),
where sinh ξ = λ. The poles of m0∞(λ) are ±λn with n = 0,1, . . . , where λn = (1/2)×
(q−n−1/2 − qn+1/2). In this case, the infinite product of the eigenvalues is given by
P(λ)=∏∞n=0(1− λ2/λ2n), and we can state the following sampling result:
Let Φ(n,λ) = P(λ)ψ0∞(n,λ) with ψ0∞(n,λ) = h˜∗n(λ) + m0∞(λ)h˜n(λ) and {cn}∞n=0 ∈
2(N0). If
f (λ)=
∞∑
n=0
cnΦ(n,λ),
then the function f is entire and it can be recovered from its values on the eigenvalues
{±λn}∞n=0 through the formula
f (λ)=
∞∑
n=0
f (−λn) P (λ)
(λ+ λn)P ′(−λn) +
∞∑
n=0
f (λn)
P (λ)
(λ− λn)P ′(λn) .
The sampling series converges absolutely and uniformly on compact sets of C.
The m∞∞(λ) case. In this case we have an explicit formula for m∞∞(λ) [8]
m∞∞(λ)=
(q;q)∞
λ(q2e2ξ , q2e−2ξ ;q2)∞ 2φ1
(
e−2ξ , e2ξ ;q;q2, q2).
The poles are 0 and ±λn with n= 0,1, . . . , where λn = (1/2)(q−(n+1)− q(n+1)). Now the
infinite product is P(λ)= λ∏∞n=0(1− λ2/λ2n) and the associated sampling result is:
Let Φ(n,λ) = P(λ)ψ∞∞ (n,λ) with ψ∞∞ (n,λ) = h˜∗n(λ) + m∞∞(λ)h˜n(λ) and {cn}∞n=0 ∈
2(N0). If
f (λ)=
∞∑
cnΦ(n,λ),n=0
A.G. García, M.A. Hernández-Medina / J. Math. Anal. Appl. 280 (2003) 221–231 231then the function f is entire and can be recovered from its values on the eigenvalues
{λn}∞n=0 ∪ {0} through the formula
f (λ)=
∞∑
k=−∞
f (µk)
P (λ)
P ′(µk)(λ−µk) ,
where µk = λk−1 for k = 1,2, . . . , µ0 = 0 and µk = −λ−k−1 for k = −1,−2, . . . . The
sampling series converges absolutely and uniformly on compact sets of C.
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