Installation and configuration of Octave computation cluster by Mikulka, Zdeněk
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH
TECHNOLOGIÍ
ÚSTAV TELEKOMUNIKACÍ
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
DEPARTMENT OF TELECOMMUNICATIONS
INSTALACE A KONFIGURACE OCTAVE
VÝPOČETNÍHO CLUSTERU
INSTALLATION AND CONFIGURATION OF OCTAVE COMPUTATION CLUSTER
DIPLOMOVÁ PRÁCE
MASTER'S THESIS
AUTOR PRÁCE Bc. ZDENĚK MIKULKA
AUTHOR









magisterský navazující studijní obor
Telekomunikační a informační technika
Student: Bc. Zdeněk Mikulka ID: 83468
Ročník: 2 Akademický rok: 2012/2013
NÁZEV TÉMATU:
Instalace a konfigurace Octave výpočetního clusteru
POKYNY PRO VYPRACOVÁNÍ:
Prostudujte možnosti distribuovaného zpracování v simulačních prostředích Matlab a Octave. Na
základě získaných znalostí navrhněte instalaci výpočetního clusteru více počítačů založeného na
operačním systému Linux a výpočetním prostředí Octave. Instalaci proveďte do virtuálních počítačů. Na
jednom z počítačů v laboratoři připravte obraz základního operačního systému (hypervizoru), který
umožní spouštění připravených virtuálních počítačů z clusteru. Vedle těchto virtuálních počítačů bude
instalován i operační systém Windows 7 pro účely výuky. Při testování nastavte vhodnou prioritu všem
virtuálním počítačům tak, aby výpočty na pozadí nezpomalovaly běh systému Windows 7 ve výuce.
DOPORUČENÁ LITERATURA:
[1] Lucke, R. W. Building Clustered Linux Systems. 1 edition. Prentice Hall, 2004. 648 p. ISBN
978-0131448537
[2] Quarteroni, A.; Saleri, F.; Gervasio, P. Scientific Computing with MATLAB and Octave. 3rd edition.
Springer, 2010. 382 p. ISBN 978-3642124297
Termín zadání: 11.2.2013 Termín odevzdání: 29.5.2013
Vedoucí práce: Ing. Petr Sysel, Ph.D.
Konzultanti diplomové práce:
prof. Ing. Kamil Vrba, CSc.
Předseda oborové rady
UPOZORNĚNÍ:
Autor diplomové práce nesmí při vytváření diplomové práce porušit autorská práva třetích osob, zejména nesmí
zasahovat nedovoleným způsobem do cizích autorských práv osobnostních a musí si být plně vědom následků
porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., včetně možných trestněprávních
důsledků vyplývajících z ustanovení části druhé, hlavy VI. díl 4 Trestního zákoníku č.40/2009 Sb.
ABSTRAKT
Tato pra´ce obsahuje podrobny´ na´vrh pro instalaci a konfiguraci vy´pocˇetn´ıho klastru
prima´rneˇ urcˇene´ho pro paraleln´ı vy´pocˇty v aplikace Octave. Jsou zde popsa´ny jed-
notlive´ komponenty klastru, zpu˚sob jejich zapojen´ı a nastaven´ı. Klastr je postaven na
operacˇn´ım syste´mu GNU/Linux a rozhran´ı MPI. Na´vrh umozˇnˇuje nasezen´ı tohoto klastru
na pocˇ´ıtacˇ´ıch ucˇebny, ve ktere´ prob´ıha´ vy´uka.
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ABSTRACT
This diploma thesis contains detailed design of high-performance cluster, primarely fo-
cused for parallel computing in Octave application. Each of component of this cluster is
described along with instructions for installation and configuration. Cluster is based on
GNU/Linux operating system and Message Parsing Interface. Design alllows implemen-
tation of this cluster in computers of schoolroom with active lessons.
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U´VOD
Existuj´ı trˇi za´kladn´ı zp˚usoby, jak lze zvy´sˇit efektivitu slozˇity´ch vy´pocˇt˚u. Pouzˇ´ıt
lepsˇ´ı vy´pocˇetn´ı algoritmus, pouzˇ´ıt rychlejˇs´ı pocˇ´ıtacˇ nebo rozdeˇlit vy´pocˇet mezi v´ıce
pocˇ´ıtacˇ˚u.
Klastr je typ paraleln´ıho nebo distribuovane´ho paraleln´ıho nebo distribuovane´ho
vy´pocˇetn´ıho syste´mu, ktery´ se skla´da´ ze skupiny samostatny´ch, navza´jem propo-
jeny´ch pocˇ´ıtacˇ˚u. C´ılem diplomove´ pra´ce je vytvorˇit klastr vyuzˇitelny´ pro paraleln´ı
vy´pocˇty slozˇity´ch a na´rocˇny´ch algoritmu˚. Blizˇsˇ´ı charakteristika a rozdeˇlen´ı klastr˚u
je uvedena v cˇa´sti 1.1.
Aplikace mu˚zˇe efektivneˇ vyuzˇ´ıt vesˇkery´ vy´pocˇetn´ı vy´kon clusteru jen tehdy, zˇe
je uzp˚usobena pro paraleln´ı zpracova´n´ı. Pro snadneˇjˇs´ı vytva´rˇen´ı takovy´chto aplikac´ı
existuje neˇkolik komercˇn´ıch i volneˇ sˇ´ıˇritelny´ch knihoven, naprˇ. PVM, MPI, GNU R.
Popis vlastnost´ı neˇktery´ch z nich je uveden v cˇa´sti 1.3.
V ra´mci diplomove´ pra´ce je klastr realizova´n jako skupina virtua´ln´ıch pocˇ´ıtacˇ˚u
realizovany´ch v ra´mci neˇkolika fyzicky´ch pocˇ´ıtacˇ˚u. Strucˇne´ sezna´men´ı s virtualizac´ı
je v cˇa´sti 1.2.
Pro propojen´ı klastru a jeho oddeˇlen´ı od zbytku s´ıteˇ jsou pouzˇity s´ıt’ typu VLAN,
jejich strucˇny´ popis je zmı´neˇn v cˇa´sti 1.5.
Na´vrh vlastn´ıho rˇesˇen´ı clusteru a jeho realizace je popsa´na v druhe´ kapitole. Nej-
prve bylo nutne´ vytvorˇit hypervizor na fyzicke´m stroji, prˇipravit samotne´ virtua´ln´ı
stroje pro klastr a vy´uku a navza´jem je propojit. Zvla´sˇt’ bylo trˇeba realizovat vlastn´ı
DHCP server a server pro spra´vu cele´ho klastru. Postup je uveden v cˇa´sti 2.3. Pak
byl vytvorˇen virtua´ln´ı stroj zajiˇst’uj´ıc´ı funkci souborove´ho serveru, cozˇ je popsa´no
v cˇa´sti 2.4, 2.5.
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1 PROSTRˇEDKY PRO DISTRIBUOVANE´
VY´POCˇTY
1.1 Klastry a jejich deˇlen´ı
Klastr (viz [16]) je typ paraleln´ıho nebo distribuovane´ho vy´pocˇetn´ıho syste´mu, ktery´
se skla´da´ ze skupiny navza´jem propojeny´ch samostatny´ch pocˇ´ıtacˇ˚u (uzl˚u), ktere´ spo-
lupracuj´ı a navenek vystupuj´ı jako jeden pocˇ´ıtacˇ. Pocˇ´ıtacˇe v klastru jsou veˇtsˇinou
propojeny pomoc´ı rychly´ch loka´ln´ıch s´ıt´ı. Klastry se beˇzˇneˇ pouzˇ´ıvaj´ı ke zvy´sˇen´ı
vy´pocˇetn´ıho vy´konu a zlepsˇen´ı efektivity nebo k zajiˇsteˇn´ı vysˇsˇ´ı spolehlivosti a do-
stupnosti jednotlivy´ch sluzˇeb. Vyuzˇit´ı klastr˚u je hlavneˇ prˇi paraleln´ıch vy´pocˇtech
slozˇity´ch pocˇetn´ıch u´loh nebo pro zajiˇsteˇn´ı vysoke´ dostupnosti jednotlivy´ch sluzˇeb.
Drˇ´ıve byly klastry rozsˇ´ıˇreny hlavneˇ ve veˇdecky´ch a vla´dn´ıch organizac´ıch, ale dnes
se beˇzˇneˇ uplatnˇuj´ı v komercˇn´ı sfe´rˇe nebo sˇkolstv´ı.
Proteˇjˇskem klasteru jsou superpocˇ´ıtacˇe (paraleln´ı pocˇ´ıtacˇe), u nichzˇ je vysˇsˇ´ıho
vy´konu dosazˇeno pouzˇit´ım velke´ho mnozˇstv´ı procesor˚u a operacˇn´ı pameˇti v ra´mci
jednoho serveru. Klastr lze snadno rozsˇ´ıˇrit prˇida´n´ım dalˇs´ıch uzl˚u, omezen´ı tvorˇ´ı
propustnost sd´ıleny´ch slozˇek u hlavn´ıho uzlu, za´lezˇ´ı na pouzˇit´ı s´ıt’ove´ technologie.
Vy´hodou je odolnost v˚ucˇi vy´padku (fault tolerance). Pokud vypadne urcˇity´ uzel,
ktery´ nen´ı kl´ıcˇovou cˇa´st´ı clusteru tj. nen´ı hlavn´ım uzlem, omez´ı se sice celkovy´
vy´kon, ale funkce z˚usta´va´ zachova´na.
Klastr, ktere´ pouzˇivaj´ı jeden typ procesoru a operacˇn´ıho syste´mu se nazy´vaj´ı
homogenn´ı klastry, pokud maj´ı v´ıce jak jeden typ procesor˚u cˇi operacˇn´ıch syste´mu˚
potom jsou nazy´vany heterogenn´ımi klastry.
Podle u´cˇely pouzˇit´ı rozliˇsujeme cˇtyrˇi za´kladn´ı typy klastr˚u.
1.1.1 Klastry z vysokou dostupnost´ı
High-availibility (HA) klastry zajiˇst’uj´ı vysokou dostupnost sluzˇeb odstraneˇn´ım kri-
ticky´ch mı´st (SPoF - single point of failure) a pomoc´ı redudantn´ıch uzl˚u. V prˇ´ıpadeˇ
vy´padku uzlu se sluzˇby startuj´ı automaticky bez za´sahu administra´tora na za´lozˇn´ım
uzlu. Tento proces se nazy´va´ failover. Vy´padek uzlu uzˇivatel v˚ubec nezaznamena´.
Typicky´m pouzˇit´ım tohoto klastru je zajiˇsteˇn´ı vysoke´ dostupnosti databa´z´ı, sd´ılen´ı
soubor˚u a aplikac´ı po s´ıti.
HA klastr se skla´da´ ze zdvojene´ho u´lozˇne´ho prostoru, v´ıcena´sobne´ho s´ıt’ove´ho
propojen´ı a by´va´ prˇipojen k r˚uzny´m okruh˚um elektricke´ s´ıteˇ v kombinaci se za´lozˇn´ımi
zdroji UPS (Uninterruptible power suply - neprˇerucˇitelny´ zdroj napa´jen´ı). Informace
o stavech jednotlivy´ch uzl˚u se prˇena´sˇ´ı prˇes tzv. heartbeat linku. Jedna´ se o priva´tn´ı
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s´ıt’ spojuj´ıc´ı vsˇechny uzle v klastru, ktera´, mimo jine´, slouzˇ´ı k prˇedejit´ı stavu split-
brain. To je stav, kdy za´lozˇn´ı uzel obdrzˇ´ı mylnou informaci o kolizi uzlu hlavn´ıho.
Pokud hlavn´ı uzel sta´le beˇzˇ´ı mohlo by doj´ıt k porusˇen´ı dat na sd´ılene´m disku prˇi
soucˇasne´m za´pisu z v´ıce mı´st.
Minimem pro sestaven´ı HA klastru jsou dva uzly. Dva hlavn´ı mo´dy konfigurace
uzl˚u jsou Active/Active a Active/Passive. V mo´du Active/Active beˇzˇ´ı na kazˇde´m
uzlu prima´rn´ı sluzˇba. Prˇi vy´padku jednoho z uzl˚u, spust´ı druhy´ sluzˇbu, ktera´ beˇzˇela
na uzlu s poruchou. V mo´du Active/Passive je za´lozˇn´ı uzel schopen spustit vsˇechny
sluzˇby, ktere´ beˇzˇely na hlavn´ım uzlu.
Typicky´m za´stupcem HA klastru je projekt Linux-HA, nebo bal´ık RHCS (Red
Hat Cluster Suite).
1.1.2 Klastry pro ulozˇen´ı sd´ıleny´ch dat
U´lozˇne´ klastry poskytuj´ı prˇ´ıstup k diskove´mu u´lozˇiˇsti, ktery´ je rozlozˇen mezi v´ıce
uzl˚u z d˚uvodu dosazˇen´ı vysˇsˇ´ı spolehlivosti nebo vysˇsˇ´ıho vy´konu. Umozˇnˇuje to serve-
rer˚um simulta´nneˇ cˇ´ıst a zapisovat do jednoho sd´ılene´ho souborove´ho syste´mu. Toho
je dosazˇeno pouzˇ´ıt´ım specia´ln´ıch souborovy´ch syste´mu˚ (naprˇ. PFS, Lustre), ktere´
jsou schopny zajistit rozlozˇen´ı za´teˇzˇe, redudanci dat, uzamyka´n´ı soubor˚u a pokry´t
vy´padek jednotlivy´ch uzl˚u.
1.1.3 Klastry pro rozlozˇen´ı za´teˇzˇe
U´cˇelem klastru s rozlozˇen´ım za´teˇzˇe (load-balancing LB) je rozdeˇlit vy´kon rovnomeˇrneˇ
mezi uzly, ktere´ jsou me´neˇ vyuzˇ´ıva´ny. Prˇi pouzˇ´ıt´ı LB docha´z´ı k rovnomeˇrne´mu
vyuzˇit´ı vsˇech server˚u. Cˇasto je aplikova´n jednoduche´hy´ algoritmus Round-Robin
DNS, kdy DNS server prˇi dotazu klienta odpov´ı pokazˇde´ jinou IP adresu c´ıle (uzlu).
Tato metoda rolozˇen´ı za´teˇzˇe rozdeˇluje pozˇadavky na zpracova´n´ı bez ohledu na
aktua´ln´ı mnozˇstv´ı spojen´ı nebo cˇasu reakce. Je vhodny´, pokud jsou v klastru stejneˇ
vy´konne´ servery. V opacˇne´m prˇ´ıpadeˇ mu˚zˇe ve´st k nerovnomeˇrne´mu dynamicke´mu
zat´ızˇen´ı klastru.
Rozsˇ´ıˇren´ı prˇedchoz´ıho algoritmu je Weighted Round-Robin. Tzv. va´zˇeny´ Round-
Robin zohlednˇuje r˚uzne´ vy´konove´ schopnosti kazˇde´ho serveru v klastru. Spra´vci si na
za´kladeˇ pravidel nastav´ı server˚um priority pro zpracova´va´n´ı pozˇadavk˚u podle jejich
vy´konu. Algoritmus nasmeˇrˇuje smeˇrˇuje pozˇadavky na servery, tak aby nedosˇlo k je-
jich prˇet´ızˇen´ı. Dalˇs´ım prˇ´ıkladem algoritmu je Least-Connection, ktery´ pos´ıla´ zˇa´dosti
na server v klastru s nejmensˇ´ım aktua´ln´ım pocˇtem aktivn´ıch spojen´ı. Obdobny´ prin-
cip vyuzˇ´ıva´ dalˇs´ı jednoduchy´ algoritmus s na´zvem Load-Based. Prˇi jeho aplikaci se
zˇa´dosti zas´ılaj´ı na server, ktery´ je aktua´lneˇ nejme´neˇ vyt´ızˇen. Pokud dojde k vy´padku
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jednoho ze server˚u, software pro load-balancing tuto uda´lost detekuje a prˇesmeˇruje
zˇa´dosti na dalˇs´ı uzel klastru.
1.1.4 Vy´pocˇetn´ı klastry
Vy´pocˇetn´ı klastr je skupina navza´jem propojeny´ch uzl˚u, ktere´ spolu u´zce spolupra-
cuj´ı a navenek se jev´ı jako jeden, velmi vy´konny´ pocˇ´ıtacˇ. Jednotlive´ uzly by´vaj´ı pro-
pojeny rychlou loka´ln´ı s´ıt´ı (LAN). Tyto klastry dosahuj´ı vysoke´ vy´konosti a dostup-
nosti, jejich porˇizovac´ı na´klady jsou nizˇsˇ´ı nezˇ u superpocˇ´ıtacˇ˚u. Tento typ klastru se
mu˚zˇe vyrobit i se sb´ırky jinak zastaraly´ch pocˇ´ıtacˇ˚u, ktere´ splnˇuj´ı minima´ln´ı na´roky.
Jedna´ se o takzvany´ COST (computer of the shelf), POP (pile of PCs) nebo cost-off
komponenty, neˇkdy te´zˇ oznacˇovany´ jako Beowulf. Takto poskla´dany´ klastr je velmi
levny´ konkurent superpocˇ´ıtacˇe. Na druhou u stranu je lepsˇ´ı pro stavbu pouzˇ´ıt stej-
norode´ prvky, vy´konne´ uzly, ktere´ jsou vybra´ny pro dany´ u´cˇel klastru. Pokud se
jedna´ o klasicke´ pocˇ´ıtacˇe mu˚zˇeme je ke klastru dynamicky prˇipojovat cˇi odpojovat.
Naopak, pokud tuto mozˇnost nepotrˇebujeme, zmensˇuj´ı se na´roky na hardwarove´
vybaven´ı jednotlivy´ch uzl˚u. Pocˇ´ıtacˇe v clusteru dokonce nemus´ı mı´t ani pevny´ disk.
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1.2 Virtualizace
Pojmem virtualizace [22] oznacˇujeme soubor technik, ktere´ umozˇnˇuj´ı prˇistupovat
k syste´movy´m zdroj˚um jako k mnozˇineˇ vy´konu, bez ohledu na jejich skutecˇne´ fy-
zicke´ charakteristiky. V ra´mci jednoho fyzicke´ho serveru tak lze provozovat v´ıcero
logicky´ch server˚u. Vyuzˇijeme t´ım v dnesˇn´ı dobeˇ jizˇ prˇedimenzovany´ch pocˇ´ıtacˇ˚u, ktere´
ma´lokdy vyuzˇij´ı naplno sv˚uj vy´kon. Pojem server tak nemus´ı oznacˇovat jen fyzicky´
stroj, ale mu˚zˇe se jednat i o server, jezˇ beˇzˇ´ı ve virtua´ln´ım prostrˇed´ı. C´ılem virtua-
lizace je schovat hardwarovou vrstvu syste´mu pod virtualizacˇn´ı vrstvu. Vy´hodami
tak mu˚zˇe by´t naprˇ. rozdeˇlen´ı vy´konu, u´spora na´kladu, sloucˇen´ı v´ıce poskytovany´ch
sluzˇeb pod jeden fyzicky´ hardware, snadna´ obnova po pa´du, snazˇsˇ´ı za´loha cely´ch
syste´mu˚, beˇh v´ıce operacˇn´ıch syste´mu˚ na jednom fyzicke´m stroji.
Plna´ virtualizace
Oznacˇen´ı pro prostrˇed´ı, v neˇmzˇ operacˇn´ı syste´m nepozna´, zˇe nema´ prˇ´ımy´ prˇ´ıstup
k hardwaru. Modifikace operacˇn´ıho syste´mu a aplikacˇn´ıch programu˚ nen´ı nutna´.
Prˇ´ıstup k fyzicke´mu vybaven´ı pocˇ´ıtacˇe je vzˇdy zprostrˇedkovany´, vesˇkere´ programy
a syste´my beˇzˇ´ı pouze na virtua´ln´ım hardwaru; docha´z´ı tak k plne´mu oddeˇlen´ı od
fyzicke´ho stroje. Virtua´ln´ı stroj vsˇak nepozna´, zˇe beˇzˇ´ı ve virtualizovane´m prostrˇed´ı.
Neexistence vazby mezi virtua´ln´ım prostrˇed´ım a hardware, na neˇmzˇ je virtua´ln´ı
pocˇ´ıtacˇ provozova´n, umozˇnˇuje plnou prˇenositelnost virtua´ln´ıho stroje. Tuto metodu
pouzˇ´ıvaj´ı naprˇ. na´stroje KVM, VirtualBox.
Paravirtualizace
Paravirtualizace je podobna´ hardwarove´ virtualizace, ale nen´ı nezbytneˇ nutne´, aby
virtua´ln´ı prostrˇed´ı simulovalo hardware. Je zde nav´ıc vyuzˇita API vrstva, kterou
mu˚zˇe by´t pouzˇita jen z upravene´ho OS hostam, cozˇ je jednou z nevy´hod. Tento
typ virtualizace mu˚zˇe poskytnou veˇtsˇ´ı vy´kon nezˇ plna´ virtualizace. Tudo metodu
pouzˇ´ıva´ naprˇ. Xen.
Emulace
Prˇi pouzˇit´ı emulace jizˇ nen´ı svazuj´ıc´ı architektura CPU. Hostitelsky´ a hostovany´
pocˇ´ıtacˇ mohou mı´t by´t naprosto rozd´ılne´ architektury. Tohoto typu virtualizace lze
vyuzˇ´ıt u hardwarovy´ch platforem, ktere´ jizˇ nejsou podporova´ny, nebo pro tvorbu
softwaru platformy, jenzˇ jesˇteˇ neexistuje. Emulace je znatelneˇ pomalejˇs´ı nezˇ nativn´ı




Xen je paravirtualizacˇn´ı na´stroj, ktery´ ma´ i podporu hardwaru - rozsˇ´ıˇrene´ istrukcˇn´ı
sady pro podporu virtualizace. Jedna´ se o procesory s podporuj´ıc´ı technologii Intel
VT [13] nebo AMD-V [11]. Komunikace jader dome´n mu˚zˇe prob´ıha´t prˇes tyto in-
strukcˇn´ı sady (jsou-li obsazˇeny), nen´ı nutna´ modifikace jader. Virtualizace za pomoci
Xenu vyuzˇ´ıva´ odliˇsny´ prˇ´ıstup operacˇn´ıho syste´mu k fyzicke´mu procesoru a ostatn´ımu
hardweru. Samotne´ ja´dro virtua´ln´ıho stroje neˇbeˇzˇ´ı v nejprivilegovaneˇjˇs´ım rezˇimu
(0. okruh), ale dle pouzˇite´ architektury na nizˇsˇ´ı u´rovn´ıch (1. - 3, okruh). Instrukce
k vykona´va´n´ı privilegovany´ch operac´ı za virtua´ln´ı stroje vykona´va´ hypervizor. Tento
hypervizor beˇzˇ´ı v privilegovane´m ja´drˇe zvane´m Domain0 (dom0 ). Spravuje prˇ´ıstup
k pameˇti a ostatn´ımu hardwaru, stara´ se i o sledova´n´ı a spra´vu ostatn´ıch dome´n,
ktere´ se oznacˇuj´ı jako DomainU (dom0 ) [6].
KVM
KVM je zkratka od Kernel-based Virtual Machine (na ja´drˇe zalozˇeny´ virtua´ln´ı stroj).
Na rozd´ıl od Xenu KVM vyuzˇ´ıva´ principy u´plne´ virtualizace. Jeho za´kladem je archi-
tektura x86 s hardwarem obsahuj´ıc´ım instrukcˇn´ı sady pro podporu virtualiza Intel
VT [13] a AMD-V. U´plna´ virtualizace umozˇnˇuje podporu jake´hokoliv operacˇn´ıho
syste´mu (tj. na ba´zi Unix, GNU/Linux, BSD, Windows apod.). Na verzi operacˇn´ıho
syste´mu neza´lezˇ´ı, mu˚zˇe by´t jak 32-bitovy´, tak 64-bitovy´. KVM je linuxove´ho ja´dra
soucˇa´st´ı linuxove´ho ja´dra (Kernelu) od verze 2.6.20 jako modul kvm.ko [12]. Dalˇs´ı
moduly kvm-intel.ko a kvm-amd.ko jsou specificke´ pro konkre´tn´ı procesory. Jelikozˇ je
KVM modul ja´dra, lze jej nejsnadneˇji pouzˇ´ıt ta pomoci extern´ıho na´stroje. Nejcˇasteˇji
se pouzˇ´ıva´ v kombinaci s upravenou verz´ı QEMU [5].
QEMU
Jak vyply´va´ z na´zvu QEMU (z angl. Quick Emulator) jedna´ se o emula´tor. Na
rozd´ıl od ostatn´ıch emula´tor˚u doka´zˇe emulovat instrukcˇn´ı sady jine´ architektury, nezˇ
je fyzicky´ stroj. Nen´ı nutna´ podpora ja´dra hostitelske´ho stroje. Tento na´stroj mu˚zˇe
pracovat ve dvou rezˇimech. Prvn´ım je plna´ syste´mova´ virtualizace. V tomto rezˇimu je
emulovany´ cely´ syste´m, vcˇetneˇ procesor˚u a jiny´ch zarˇ´ızen´ı. Umozˇnˇuje spousˇteˇt r˚uzne´
operacˇn´ı syste´my bez restartu fyzicke´ho (hostitelske´ho) stroje. V druhe´m rezˇimu
neemuluje cely´ syste´m, ale jen procesy kompilovane´ pro jine´ procesory [21].
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1.3 Prostrˇedky pro tvorbu paraleln´ıch aplikac´ı
1.3.1 PVM
Parallel Virtual Machine (PVM) je starsˇ´ı, sta´le pouzˇ´ıvana´ knihovna, ktera´ se stala in-
spirac´ı pro na´vrh modelu MPI. Architekturou je to syste´m, umozˇnˇuj´ıc´ı tv˚urc˚um pro-
gramu˚ pohl´ızˇet na heterogenn´ı soubor unixovy´ch stroj˚u jako na jednolity´ paraleln´ı
pocˇ´ıtacˇ. PVM pracuje na jednoduche´m, ale funkcˇneˇ kompletn´ım modelu prˇeda´va´n´ı
zpra´v (message passing model).
Za´kladem PVM je de´mon pvmd3, ktery´ beˇzˇ´ı na kazˇde´m pocˇ´ıtacˇi. Vsˇechny uzly se
spusˇteˇny´m de´monem pvmd3 mohou dohromady vytva´rˇet jednolity´ virtua´ln´ı stroj.
Druhou cˇa´st´ı PVM je knihovna, poskytuj´ıc´ı rozhran´ı pro paraleln´ı operace. Podpo-
rova´ny jazyky C, C++ a Fortran [7].
1.3.2 GNU R
GNU R (viz [10]) je otevrˇeny´ programovac´ı jazyk a bal´ık programu˚ urcˇeny´ch p˚uvodneˇ
pro statisticke´ vy´pocˇty. Instalace R poskytuje jazykovy´ interpret a mnoho statis-
ticky´ch a modelovac´ıch funkc´ı. V soucˇasne´ dobeˇ je nada´le vyv´ıjen ty´mem R De-
velopment Core Team. Je rozsˇiˇritelny´ pomoc´ı bal´ıcˇk˚u, ktere´ mu umozˇnˇuj´ı zpra-
cova´vat paraleln´ı u´lohy. Veˇtsˇina teˇchto bal´ıcˇk˚u je spolupracuje s rozhran´ım MPI
(naprˇ. Rmpi) nebo PVM (rpvm) .
1.3.3 MPI
Message Passing Interface (MPI) [3, 7] je programovac´ı rozhran´ı zalozˇene´ na zas´ıla´n´ı
zpra´v mezi jednotlivy´mi uzly, prˇeva´zˇneˇ se pouzˇ´ıva´ na syste´mech s distribuovanou
pameˇt´ı. MPI je specifikace, nen´ı to konkre´tn´ı implementace. Specifikuje naprˇ. na´zvy,
volac´ı sekvence a vy´sledky funkc´ı z C programu˚, podprogramy v jazyce Fortran
a trˇ´ıdy a metody v jazyce C++. Spra´vneˇ navrzˇeny´ program by meˇl fungovat beze
zmeˇn neza´visle na zvolene´ verzi implementace MPI. Teˇch existuje, momenta´lneˇ nej-
rozsˇ´ıˇreneˇjˇs´ı v soucˇasne´ dobeˇ jsou OpenMPI a MPICH2. Pouzˇ´ıvaj´ı se verze MPI 1.2
(oznacˇovane´ jako MPI 1) a verze 2.1 (MPI 2). Momenta´lneˇ (r. 2013) se jizˇ pracuje
na zacˇleneˇn´ı specifikace 3.0.
Syste´my prˇeda´va´n´ı zpra´v se jizˇ v drˇ´ıve v minulosti pouzˇ´ıvali, ale byly vyv´ıjeny
pouze pro potrˇeby jednotlivy´ch vy´robc˚u a nebyly mezi sebou navza´jem kompatibiln´ı.




• MPI INIT – inicializace MPI vy´pocˇtu. Je nutne´, aby tato funkce byla zahrnuta
v kazˇde´m MPI programu, mus´ı by´t vola´na vzˇdy jako prvn´ı MPI funkce a vola´na
mu˚zˇe by´t vzˇdy pouze jednou.
• MPI COMM SIZE – prˇi zavola´n´ı zjist´ı pocˇet proces˚u v dane´ skupineˇ spojene´
s dany´m komunika´torem.
• MPI COMM WORLD - slouzˇ´ı ke zjiˇsteˇn´ı pocˇtu proces˚u pouzˇ´ıvany´ch v cele´
aplikaci.
• MPI COMM RANK – zjiˇsteˇn´ı cˇ´ısla procesu v ra´mci skupiny urcˇene´ dany´m ko-
munika´torem. Kazˇdy´ proces obdrzˇ´ı prˇi sve´m vytvorˇen´ı jedinecˇne´ cˇ´ıslo, podle
ktere´ho ho lze na´sledneˇ rozpoznat, je to d˚ulezˇite´ zejme´na pro vza´jemne´ roz-
pozna´n´ı v komunikaci mezi dveˇma a v´ıce procesy.
• MPI SEND - slouzˇ´ı k odesla´n´ı zpra´vy mezi procesy
• MPI RECV - slouzˇ´ı k prˇijet´ı zpra´vy
• MPI FINALIZE – ukoncˇuje vy´pocˇet MPI. Tato funkce je vola´na jako posledn´ı.
Skupiny a komunika´tory
Skupina je definovana´ mnozˇina proces˚u, kde kazˇdy´ proces je identifikovatelny´ dle
sve´ho jedinecˇne´ho identifika´toru (cˇ´ısla). Tato cˇ´ısla pocˇ´ınaj´ı nulou a nejvysˇsˇ´ı hodnoty
maj´ı rovnu N-1, kde N prˇedstavuje pocˇet proces˚u ve skupineˇ. Skupina je vzˇdy spo-
jena se svy´m komunika´torem. Komunika´tor zajiˇst’uje vza´jemnou komunikaci mezi
procesy skupiny, kterou dany´ komunika´tor reprezentuje. Vsˇechny MPI zpra´vy speci-
fikuj´ı, ktery´ komunika´tor budou pouzˇ´ıvat. Komunika´tor MPI COMM WORLD re-
prezentuje vsˇechny procesy dane´ aplikace. Komunika´tory kombinuj´ı kontext a sku-
piny pro bezpecˇnost zpra´v - vesˇkera´ komunikace prob´ıha´ v ra´mci dane´ho komu-
nika´toru, nen´ı umozˇneˇna komunikace mezi procesy, ktere´ pouzˇ´ıvaj´ı rozd´ılne´ komu-
nika´tory. Komunika´tory i skupiny mohou by´t vytva´rˇeny a rusˇeny beˇhem chodu
programu. Jednotlive´ d´ılcˇ´ı procesy se monou sta´t cˇleny v´ıce skupin, prˇicˇemzˇ v kazˇde´
skupineˇ maj´ı prˇideˇlena jedinecˇna´ identifikacˇn´ı cˇ´ısla.
Charakteristika komunikace mezi uzly Prob´ıha´ zde komunikace mezi dveˇmi pro-
cesy, kdy jeden proces vykona´ operaci odesla´n´ı (MPI SEND) a druhy´ proces ope-
raci prˇ´ıjet´ı (MPI RECV) Veˇtsˇina komunikacˇn´ıch funkc´ı MPI mu˚zˇe by´t provozova´na
v blokovac´ım nebo neblokovac´ım rezˇimu. Blokovac´ı rezˇim znamena´ kontrolovany´
prˇenos a prˇ´ıjem (tzn. dokud operace prˇenosu nebo prˇ´ıjmu neskoncˇ´ı, nebude se
prova´deˇt jina´ operace). V idea´ln´ım prˇ´ıpadeˇ nasta´va´ po kazˇde´m odesla´n´ı na jed-
nom procesu prˇ´ıjem zpra´vy na druhe´m procesu. Vsˇechny implementace MPI by
meˇli dle specifikace obslouzˇit komunikaci i v prˇ´ıpadeˇ, kdy je z neˇjake´ho d˚uvodu
opozˇdeˇn prˇ´ıjem zpra´vy. Nejcˇasteˇji se to rˇesˇ´ı syste´movy´m bufferem, kde jsou data na
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straneˇ prˇ´ıjemce docˇasneˇ ulozˇena. Standart MPI garantuje, zˇe se jednotlive´ zpra´vy od
jednoho odes´ılatele (procesu) nebudou prˇedb´ıhat tzn. budou zpracova´ny v porˇad´ı,
v jake´m prˇiˇsly. Operace prˇenosu zpra´v je synchronn´ı, prob´ıha´ ve stejne´m cˇase.
Je zajiˇsteˇna i heterogenita komunikuj´ıc´ıch stran, cozˇ umozˇnˇuje propojen´ı pocˇ´ıtacˇ˚u
r˚uzny´ch architektur bez nutnosti rˇesˇit kompatibilitu z pohledu programa´tora.
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1.4 Mozˇnosti paraleln´ıho zpracova´n´ı u´loh v Octave
1.4.1 Octave
GNU Octave ([8]) je vysˇsˇ´ı programovac´ı jazyk, prˇeva´zˇneˇ urcˇeny´ pro numericke´
vy´pocˇty. Poskytuje mozˇnosti prˇ´ıkazove´ rˇa´dky pro cˇ´ıselne´ rˇesˇen´ı linea´rn´ıch i ne-
linea´rn´ıch matematicky´ch proble´mu˚ a pro vykona´va´n´ı jiny´ch numericky´ch expe-
riment˚u. Umozˇnˇuje i graficke´ vizualizace a manipulace s daty. Lze jej take´ vyuzˇ´ıt
jako da´vkoveˇ orientovany´ jazyk. Je psany´ tak, aby veˇtsˇina prˇ´ıkaz˚u byla ekvivalentn´ı
prˇ´ıkaz˚um Matlabu. Vy´voj vede John Eaton. Octave dosud neumı´ nativneˇ praco-
vat nad MPI, proto je nutne´ vyuzˇ´ıvat dalˇs´ı rozhran´ı mezi MPI a Octave. Nı´zˇe jsou
uvedeny prˇ´ıklady teˇchto rozhran´ı.
1.4.2 MPITB pro Octave
MPITB [9] je soubor na´stroj˚u, ktery´ umozˇnˇuje beˇh MPI programu˚ z prostrˇed´ı
Octave. Byl vyvinut Javierem F. Baldomerem z Granadske´ univerzity. MPITB
spole´ha´ na on LAM-7 (prˇedch˚udce OpenMPI) nebo MPICH jako pozad´ı pro beˇh
paraleln´ıch aplikac´ı. Lze jej vyuzˇ´ıt jednak v prostrˇed´ı UNIX (Linux), po kompilaci
i v prostrˇed´ı Windows. Bohuzˇel, v dnesˇn´ı dobeˇ jizˇ nen´ı da´le vyv´ıjen, lze jej vyuzˇ´ıt
do verze Octave 3.0.2.
Obr. 1.1: Sche´ma komunikace MPITB
1.4.3 openmpi ext
openmpi ext je rozsˇiˇruj´ıc´ı bal´ık pro Octave, ktery´ vyvinul Michael Creel [1] pro
u´cˇely sve´ vy´zkumne´ pra´ce. Je to upravena´ verze MPITB, prˇepsana´ tak, aby sˇla
pouzˇ´ıt pro soucˇasnou verzi rozhran´ı MPI a Octave, je volneˇ ke stazˇen´ı na stra´nka´ch
octave.sourceforge.net [19]. V soucˇasne´ dobeˇ (rok 2013) se na vy´voji pod´ıl´ı Jaroslav
Ha´jek a Carlo de Falco, projekt je da´le vyv´ıjen.
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1.5 VLAN
VLAN [18] umozˇnˇuj´ı logicky rozdeˇlit s´ıt’ na za´kladn´ı funkce a umozˇnˇuje fyzickou
s´ıt’ deˇlit na logicke´ celky. Vyuzˇ´ıva´ se to hlavneˇ v prˇ´ıpadeˇ, kdy by se jednotlive´ seg-
menty s´ıteˇ mohli navza´jem negativneˇ ovlivnit. T´ım se rozdeˇl´ı i vsˇesmeˇrove´ dome´ny
na neˇkolik nekolik logicky´ch dome´n a zabra´n´ı se tak kolizi dome´n (viz n´ızˇe). Pro
propojen´ı VLAN je nutny´ smeˇrˇovacˇ, tak jako v klasicke´m syste´mu LAN. Funkci
smeˇrˇovacˇe dokazˇ´ı nahradit i neˇktere´ vysˇsˇ´ı rˇady prˇep´ınacˇ˚u (tzv. L3 prˇep´ınacˇe).
Kolizn´ı dome´na
Zvy´sˇova´n´ım pocˇtu stanic v segmentu s´ıteˇ vzr˚usta´ pravdeˇpodobnost kolize a v´ıce opa-
kovany´ch prˇenos˚u. Rˇesˇen´ım je rozdeˇlit kolizn´ı dome´ny na neˇkolik mensˇ´ıch navza´jem
oddeˇleny´ch cˇa´st´ı. Pro propojen´ı teˇchto cˇa´st´ı se vyuzˇ´ıvaj´ı mosty tabulky MAC ad-
res asociovany´ch s porty. Kolize zaprˇicˇinˇuj´ı pokles vy´konosti s´ıteˇ, prˇi kolizi vsˇechny
stanice na urcˇity´ cˇas prˇerusˇ´ı prˇenos.
Vsˇesmeˇrova´ (broadcastova´) dome´na
Pro komunikaci se ostatn´ımi kolizn´ımi dome´nami jsou technologi´ı Ethernet vyuzˇity
vsˇesmerove´ a v´ıcesmeˇrove´ ra´mce na 2. vrstveˇ modelu OSI. Kdyzˇ potrˇebuje stanice
komunikovat se vsˇemi ostatn´ımi stanicemi (naprˇ. zjiˇst’ova´n´ı DHCP serveru) posˇle
vsˇesmeˇrovy´ ra´mec, tzn. ra´mec s c´ılovou MAC adresou 0xFFFFFFFFFFFF. Na te´to
adrese prˇij´ımaj´ı ra´mce vsˇechny stanice. Broadcastova´ dome´na je seskupen´ım ko-
lizn´ıch dome´n, ktere´ jsou spojene´ zarˇ´ızen´ımi na 2. vrstveˇ.
Identifikace ra´mc˚u VLAN
Prˇi pouzˇit´ı v´ıce prˇep´ınacˇ˚u v ra´mci neˇkolika VLAN s´ıt´ı je trˇeba pro kazˇdy´ datagram
urcˇit, do ktere´ VLAN s´ıteˇ patrˇ´ı. Proto prˇed vstupem do linky mezi prˇep´ınacˇi (tzv.
trunkova´ linka) se do datagramu vlozˇ´ı znacˇka identifikuj´ıc´ı VLAN s´ıt’. Prˇi odevzda´n´ı
daatagramu koncove´mu zarˇ´ızen´ı se tato znacˇka odstran´ı. Znacˇkova´n´ı ra´mc˚u je vy-
kona´vane´ podle protokolu standardu IEEE 802.1Q. Je zalozˇeny´ na vkladan´ı znacˇky
(cˇ´ısla do velikosti 4096) do hlavicˇky ra´mce.
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2 INSTALACE A KONFIGURACE
VY´POCˇETNI´HO KLASTRU
V te´to cˇa´sti je popsa´na funkce klastru a postup instalace operacˇn´ıho syste´mu hy-
pervizoru a jednotlivy´ch virtua´ln´ıch stroj˚u spolu s jejich nastaven´ım.
Na kazˇde´m pocˇ´ıtacˇi v ucˇebneˇ bude instalova´n hypervizor s dveˇmi virtua´ln´ımi
stroji. Jeden bude vyuzˇ´ıva´n studenty jako na´hrada za p˚uvodn´ı syste´m, instalovany´
na fyzicky´ stroj. Druhy´ bude slouzˇit jako soucˇa´st klastru a bude nastaven tak, aby
neovlivnˇoval funkcˇnost druhe´ VM.
Prˇi spusˇteˇn´ı fyzicke´ho pocˇ´ıtacˇe se automaticky spust´ı oba virtua´ln´ı stroje a vnc
klient, ktery´ je napojen na virtua´ln´ı stroj s Windows. Uzˇivateli se tak zobraz´ı
jen prˇihlasˇovac´ı obrazovka do prostrˇed´ı Windows. Po vypnut´ı fyzicke´ho stroje se
oba virtua´ln´ı stroje automaticky vypnou. V prˇ´ıpadeˇ pozˇadavku na vy´pocˇet pomoc´ı
klastru se uzˇivatel prˇihlas´ı na hlavn´ı uzel, na ktere´m mu˚zˇe zadat prˇikaz pro paraleln´ı
vy´pocˇet pomoc´ı prostrˇed´ı Octave.
Jako operacˇn´ı syste´m pro hypervizory i virtua´ln´ı stroje byla vybra´na distribuce
CentOS ve verzi 6.3 x86 x64. Jedna´ se o klon distribuce RHEL (Red Hat Enterprise
Linux) spolecˇnosti Red Hat, ktery´ vznika´ kompilac´ı origina´ln´ıch zdrojovy´ch ko´d˚u
RHEL a t´ım je zajiˇsteˇna plna´ bina´rn´ı kompatibilita. I kdyzˇ je RHEL komercˇneˇ
nab´ızena´ distribuce, je sˇ´ıˇrena´ pod licenc´ı GNU/GPL, takzˇe je mozˇne´ po odstraneˇn´ı
licencovany´ch prvk˚u (firemn´ı loga, atd.) prove´st volne´ sˇ´ıˇren´ı te´to distribuce. Jeden ze
za´sadn´ıch rozd´ıl˚u distribuce CentOS v˚ucˇi RHEL je absence podpory spolecˇnosti Red
Hat, ma´ vsˇak sˇirokou komunitn´ı podporu. Na rozd´ıl od druhe´ho komunitn´ıho clonu
RedHatu, distribuce Fedora, nevznika´ CentOS jako prostrˇed´ı pro test novy´ch tech-
nologi´ı, ale naopak zachova´va´ vy´hody p˚uvodn´ıho RHEL (vy´vojovy´ cyklus, updaty).
RHEL je odladeˇnou a spolehlivou distribuc´ı, prima´rneˇ se pouzˇ´ıva´ k serverove´mu
nasazen´ı v podnic´ıch, kde je preferova´na stabilita. Bezpecˇnostn´ı updaty vyda´vane´
pro RHEL jsou prˇeva´deˇny s maly´m spozˇdeˇn´ım i do CentOS. CentOS je zkompilova´n
pro platformy i386, x86 64, ia64, s390x, ppc.
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2.1 Instalace hypervizoru
Kazˇdy´ pocˇ´ıtacˇ v dane´ ucˇebneˇ ma´ jen jednu s´ıt’ovou kartu, ktera´ ma´ z DHCP ser-
veru (umı´steˇne´m na u´stavu) prˇideˇlenou (verˇejnou) IP adresu. V idea´ln´ım prˇ´ıpadeˇ
abychom mohli vyuzˇ´ıt vlastn´ı DHCP server a vyhnuli se tak manua´ln´ımu nasta-
vova´n´ı, bude komunikace rozdeˇlena pomoc´ı tagovany´ch VLAN. Za´rovenˇ t´ım oddeˇl´ıme
kolizn´ı dome´ny. S´ıteˇ typu VLAN budou dveˇ: VLAN s ID 100 pro komunikaci uzl˚u
klastru a VLAN s ID 200 pro spra´vu fyzicky´ch stroj˚u. Komunikace virtua´ln´ıho win-
dows serveru prob´ıha´ prˇes rozhran´ı br0 zapojene´m s eth0 v rezˇimu mostu. Fyzicky´
prˇep´ınacˇ v ucˇebneˇ povol´ı komunikaci VLAN ID 100 a VLAN ID 200 jen na portech,
na ktere´ jsou zapojeny pocˇ´ıtacˇe ucˇebny, takzˇe zamez´ıme vsˇesmeˇrove´mu vys´ıla´n´ı
mimo ucˇebnu.
Prerekvizity hardwaru
Prˇed samotnou instalac´ı hypervizoru na hostuj´ıc´ı (fyzicky´) pocˇ´ıtacˇ, je nutno zapnout
podporu virtualizace (Intel VT nebo AMD-V). V BIOSu se tato mmozˇnost skry´va´
pod volbou Chipset, Advanced CPU Configuration nebo Northbridge. Pokud jsou
dostupne´ volby Intel VTd nebo AMD IOMMU zapneme je take´. Slouzˇ´ı k mapova´n´ı
PCI zarˇ´ızen´ı.
Prˇ´ıprava hostitelske´ho operacˇn´ıho syste´mu
Nejprve se nainstaluje podkladovy´ operacˇn´ı syste´m. Stejneˇ jako u virtua´ln´ıch stroj˚u
je pouzˇit Centos 6.3 x86 x64. Instalaci prob´ıhala za pomoci graficke´ho pr˚uvodce.
Konfigurace se vol´ı nasleduj´ıc´ı:
• Jazyk instalace vybra´n anglicky´ (en-US.UTF-8)
• Rozlozˇen´ı kla´vesnice U.S. International.




• Prˇi vy´beˇru rozdeˇlen´ı disku zvolena mozˇnost
”
Vytvorˇit odd´ıly rucˇneˇ“.
Vy´sledna´ tabulka disku viz tabulka 2.1.
Tab. 2.1: Tabulka rozdeˇlen´ı disku prˇi instalaci
Odd´ıl Velikost (MB) Prˇipojit do Typ Forma´tovat
sda1 250 /boot ext4 ano
sda2 1024 swap ano
sda3 10240 / ext4 ano
sda4 zbytek /data ext4 ano
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• Zapsat odd´ıly a naforma´tovat.
• Zavadeˇcˇ syste´mu (GRUB) instalovat na /dev/sda.





vy´beˇr ted’“. Vybra´ny nav´ıc tyto bal´ıky: openssh, vim, which, yum, yum-utils,
tigervnc . Instalacˇn´ı skupiny: basic-desktop, 11x, virtualization-client,
virtualization.
Po restartu zkontrolujeme, zda fyzicke´ zarˇ´ızen´ı obsahuje rozsˇ´ıˇren´ı pro virtualizaci.
To lze vycˇ´ıst ze souboru /proc/cpuinfo z cˇa´sti flags. Jelikozˇ se jedna´ o pocˇ´ıtacˇe s
procesory platformy Intel, kl´ıcˇovy´ prˇ´ıznak je prˇ´ıznak vmx (v prˇ´ıpadeˇ platformy AMD
se prˇ´ıznak jmenuje svm).
S´ıt’ove´ rozhran´ı
Na´zev pocˇ´ıtacˇe se nastavuje v souboru /etc/sysconfig/network:
NETWORKING=yes
HOSTNAME=hypervizor








Vytvorˇ´ıme s´ıt’ove´ rozhran´ı br0 typu most bridge, ktere´ bude prˇ´ımo komuniko-
vat prˇes rozhran´ı eth0. Pouzˇijeme ho pro virtua´ln´ı stroj s Windows. V operacˇn´ıho
syste´mu virtua´ln´ıho stroje toto zarˇ´ızen´ı nastav´ıme do rezˇimu DHCP, kterou bude





Uzel klustru bude prˇipojen prˇes s´ıt’ove´ rozhran´ı eth0.100, ktere´ je v tago-
vane´ VLAN s ID 100. Rozhran´ı bude takte´zˇ nastaveno zevnitrˇ operacˇn´ıho syste´mu.
Zjist´ıme prvneˇ, jestli jsou nacˇtene´ moduly ja´dra 8021q:
lsmod | grep 8021q
22

















Konfiguraci jednodusˇ´ıme vypnut´ım SELinux pomoc´ı /etc/sysconfig/selinux.
Po te´to zmeˇneˇ je nezbytne´ restartovat pocˇ´ıtacˇ. Vy´sledna´ konfigurace vypada´ takto:
# This file controls the state of SELinux on the system.
# SELINUX= can take one of these three values:
# enforcing - SELinux security policy is enforced.
# permissive - SELinux prints warnings instead of enforcing.
# disabled - No SELinux policy is loaded.
SELINUX=disabled
# SELINUXTYPE= can take one of these two values:
# targeted - Targeted processes are protected,
# mls - Multi Level Security protection.
SELINUXTYPE=targeted
Povol´ıme port 22 pro sluzˇbu sshd prˇida´n´ım za´znamu
-A INPUT -m state --state NEW -m tcp -p tcp --dport 22 -j ACCEPT
do souboru /etc/sysconfig/iptables. Komunikaci na s´ıt’ove´m rozhran´ı br0 po-
vol´ıme prˇida´n´ım
-A INPUT -i br0 -j ACCEPT.






-A INPUT -m state --state ESTABLISHED,RELATED -j ACCEPT
-A INPUT -p icmp -j ACCEPT
-A INPUT -i lo -j ACCEPT
-A INPUT -i br0 -j ACCEPT
-A INPUT -m state --state NEW -m tcp -p tcp --dport 22 -j ACCEPT
-A INPUT -j REJECT --reject-with icmp-host-prohibited
-A FORWARD -j REJECT --reject-with icmp-host-prohibited
COMMIT
2.1.1 Omezen´ı uzˇivatelske´ho prˇ´ıstupu
Pro minimalizaci interakce uzˇivatel˚u s hostitelsky´m syste´mem je vhodne´ zaka´zat
neˇktere´ kla´vesove´ zkratky a prˇ´ıkazy a umozˇnit uzˇivateli interaktivn´ı pra´ci jen s
virtua´ln´ım strojem. Du˚lezˇite´ je vytvorˇit oddeˇleny´, neprivilegovany´ u´cˇet.
Vytvorˇ´ıme beˇzˇny´ uzˇivatelsky´ u´cˇet user
useradd user
passwd user
Povol´ıme uzˇivateli automaticke´ prˇihla´sˇen´ı bez vy´zvy k heslu za´znamem v konfi-
guracˇn´ım souboru spra´vce desktopu /etc/X11/gdm/gdm.conf.
AutomaticLoginEnable=true
AutomaticLogin=user
V domovske´m adresa´rˇi uzˇivatele user vytvorˇ´ıme soubor skript spousˇteˇj´ıc´ı vnc






#spousˇtı´ v rezˇimu cele´ obrazovky
-FULLSCREEN=1 \





#nepouzˇı´vat za´stupne´ znaky mı´sto kurzoru
-DotWhenNoCursor=0
#vstup do menu pomocı´ neexistujı´ kla´vesy
-MenuKey=F13
#adresa a port serveru
127. 0. 0.1:1
Aby se skript se sposˇteˇl automaticky prˇi graficke´m prˇihla´sˇen´ı, vytvorˇ´ıme soubor









Vypnut´ı zachycen´ı kla´vesove´ kombinace CTRL+ALT+DELETE se provede zakomen-
tova´n´ım rˇa´dk˚u v souboru /init/control-alt-delete.conf
#start on control-alt-delete
#exec /sbin/shutdown -r now "Control-Alt-Delete pressed"
Zaka´zˇeme nepouzˇ´ıvane´ termina´ly 2-6, t´ım zabra´n´ıme i jejich prˇepnut´ı kla´vesami
CTRL+ALT[F1-F7] modifikac´ı parametru ACTIVE_CONSOLES. Vynut´ıme heslo i v jed-




2.1.2 Vytvorˇen´ı virtua´ln´ıch stroj˚u
Virtua´ln´ı stroj s Windows serverem bude slouzˇit pro beˇzˇnou vy´uku v ucˇebneˇ. Vhodny´mi
volneˇ dostupny´mi na´stroji mu˚zˇeme mı´sto nove´ instalace virtualizovat fyzicky´ stroj,
naprˇ. za pomoci VMware vCenter Converter Standalone [20]. Prˇit tvorbeˇ virtua´ln´ıho
stroje vyuzˇijeme bal´ık aplikac´ı libvirt [15], ktere´ slouzˇ´ı pro pra´ci s virtualizacˇn´ımi





--cpu host (okopı´ru˚j parametry cpu hostitele)
--name windows7 (na´zev VM)
--ram 2048 (velikost prˇideˇlene´ ram)
--vcpus=4 (pocˇet virtua´lnı´ch cpu)
--disk path=/data/windows7,size=100 (cesta a velikost v GB disku)
--cdrom /mnt/Iso/win_7.iso (cesta k instalacˇnı´mu me´diu)
--vnc (umozˇnı´ prˇipojenı´ pomocı´ VNC)
--vnclisten=127.0.0.1 (vnc nasloucha´ jen na loka´lnı´ adrese)
--noautoconsole (zamezı´ automaticke´mu otevrˇenı´ konzole)
--os-type windows (typ OS)
--os-variant win7 (varianta OS)
--autostart (prˇı´znak pro automaticke´ spousˇteˇnı´)
--host-device 001.003 (prˇipojenı´ USB zarˇı´zenı´ hostitele dle sbeˇrnice)
--video=vga (graficka´ karta typu vga)
--hvm (nastavı´ plnou virtualizaci)
--network bridge=br0 (prˇipojı´ sı´t’ove´ rozhranı´ typu most br0)
Prˇ´ıkaz pro vytvorˇen´ı linuxove´ho virtua´ln´ıho stroje pro klastr:
virt-install --connect qemu:///system
--arch=x86_64 (typ architektury)
--cpu host (okopı´ru˚j parametry cpu hostitele)
--name node (na´zev VM)
--ram 2048 (velikost prˇideˇlene´ ram)
--vcpus=4 (pocˇet virtua´lnı´ch cpu)
--disk path=/data/window7,size=8 (cesta a velikost v GB disku)
--cdrom /mnt/Iso/centos.iso (cesta k instalacˇnı´mu me´diu)
--vnc (umozˇnı´ prˇipojenı´ pomocı´ VNC - jen pro potrˇebu instalace)
--vnclisten=127.0.0.1 (vnc nasloucha´ jen na loka´lnı´ adrese)
--noautoconsole (zamezı´ automaticke´mu otevrˇenı´ konzole)
--os-type linux (typ OS)
--os-variant rhel6 (varianta OS)
--autostart (prˇı´znak pro automaticke´ spousˇteˇnı´)
--video=cirrus (graficka´ karta typu vga)
--network bridge=eth0.100 (prˇipojı´ sı´t’ove´ rozhranı´ vlan 100)
Nastav´ıme priority prˇiˇrazen´ı vcpu pomoc´ı na´stroje pomoc´ı na´stroje virsh. T´ım
doc´ıl´ıme toho, stroj s windows bude mı´t prioritneˇji prˇideˇlova´n cˇas CPU v pomeˇru
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3:1 v˚ucˇi stroji klastru. V dobeˇ, kdy stroj s windows nepozˇaduje vy´kon, mu˚zˇe uzel
klastru (druhy´ virtua´ln´ı stroj) plneˇ vyuzˇ´ıt prostrˇedky hostitele, tj. neuplatnˇuje se
zmı´neˇny´ pomeˇr [24].
virsh schedinfo --set cpu_shares=3072 windows7
virsh schedinfo --set cpu_shares=1024 node
Pro samotnou instalaci operacˇn´ıch syste´mu˚ vyuzˇijeme na´stroj virt-viewer,
ktery´ se pomoc´ı protokolu VNC prˇipoj´ı na virtua´ln´ı stroje a umozˇn´ı grafickou in-
stalaci. Pro vylepsˇen´ı vy´konu virtua´ln´ıho stroje s OS Windows se doporucˇuje doin-




2.2 Prˇ´ıprava virtua´ln´ıch stroj˚u klastru
Prˇi na´vrhu a instalaci jsem vycha´zel cˇa´stecˇneˇ z doporucˇen´ı viz [16, 2]. Vztvorˇ´ıme
neˇkolik uzl˚u klastru typu (slave) a jeden hlavn´ı uzel (master). Pro usnadneˇn´ı insta-
lace byl prvneˇ vytvorˇen tzv.
”
golden node“, po jeho za´kladn´ı konfiguraci (viz n´ızˇe),




2.3 Konfigurace rˇ´ıd´ıc´ıho pocˇ´ıtacˇe
Prvotn´ı instalace uzlu
”
golden node“ probeˇhla pomoc´ı graficke´ho pr˚uvodce. Zvolene´
volby v jednotlivy´ch kroc´ıch:
• Jazyk instalace vybra´n anglicky´ (en-US.UTF-8)
• Rozlozˇen´ı kla´vesnice U.S. International.




• Prˇi vy´beˇru rozdeˇlen´ı disku zvolena mozˇnost
”
Vytvorˇit odd´ıly rucˇneˇ“. Vy´sledna´
tabulka disku viz tabulka 2.2.
Tab. 2.2: Tabulka rozdeˇlen´ı disku prˇi instalaci
Odd´ıl Velikost (MB) Prˇipojit do Typ Forma´tovat
sda1 250 /boot ext4 ano
sda2 1024 swap ano
sda3 6941 / ext4 ano
• Zapsat odd´ıly a naforma´tovat.
• Zavadeˇcˇ syste´mu (GRUB) instalovat na /dev/sda.





vit vy´beˇr ted’“. Vybra´ny nav´ıc tyto bal´ıky: dhcp, openssh, , gcc, gcc-c++,
vim, which, yum, yum-utils, nfs, nfs-utils, open-mpi, open-mpi-devel,
mpich2-devel, mpich2, make
Octave
Program Octave nen´ı soucˇa´st´ı zˇa´dne´ho repozita´rˇe CentOSu, je trˇeba jej zkompilo-
vat ze zdrojovy´ch ko´d˚u, nebo sta´hnout ze specia´ln´ıho repozita´rˇe EPEL. V tomto
repozita´rˇi jsou upraveny a prˇeportova´ny bal´ıky z distribuce Fedora tak, aby byly
kompatibiln´ı s distribuc´ı CentOS. Aby se zabra´nilo koliz´ım s repozita´rˇi CentOS,
jsou v tomto repozita´rˇi umı´steˇny jen bal´ıcˇky, ktere´ v repozita´rˇ´ıch CentOSu v˚ubec
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nejsou. Rozhodl jsem se pro kompilaci ze zdrojovy´ch ko´d˚u, abych meˇl jistotu, zˇe
byla sestavena se spra´vny´mi parametry.
Protozˇe neˇktere´ nezbytne´ komponenty pro sestaven´ı Octave nejsou soucˇa´st´ı re-
pozita´rˇ˚u CentOSu, prˇida´me nejprve mezi repozita´rˇi i EPEL. Pro usnadneˇn´ı pra´ce
pouzˇijeme prˇ´ıkaz yum-builddep, ktery´ automaticky vyhleda´ za´vislosti pro Octave







Po stazˇen´ı vsˇech potrˇebny´ch knihoven a hlavicˇkovy´ch soubor˚u provedeme sesta-
ven´ı s parametry
”
enable-dl“ ktery´ umozˇn´ı Octave pracovat s dynamicky linko-
vany´mi externeˇ zkompilovany´mi funkcemi (.oct soubory) a a
”
enable-shared“,
ktery´ povol´ı sd´ılene´ knihovny, cozˇ zmensˇ´ı vy´slednou velikost oct soubor˚u a zkompi-
lujeme.
./octave-3.6.3
./configure --enable-dl --enable-shared make make install
Po tomto kroku je jizˇ nezbytne´ vytvorˇit klony z tohoto virtua´ln´ıho stroje, bude
na´sledovat rozd´ılna´ konfigurace master a slave uzl˚u.
DHCP a konfigurace s´ıt’ovy´ch zarˇ´ızen´ı
Jednou z rol´ı hlavn´ıho uzlu (masteru) je i prˇideˇlova´n´ı IP adres pomoc´ı protokolu
DHCP, obsluhovat bude pouze VLAN 100 (tj. eth0.100 na hypervizoru) tj. pouze
v ra´mci ucˇebny. Konfiguracˇn´ı soubor /etc/dhcp/dhcpd.conf vypada´ takto:
option subnet-mask 255.255.255.0;
option broadcast-address 192.168.99.255;
option dns-name-server 192.168.99.250, 192.168.119.2
option routers 192.168.119.2
subnet 192.168.99.0 netmask 255.255.255.0 {
#parametr urcˇujı´cı´, zˇe ma´ naslouchat jen na zarˇı´zenı´ eth0
DHCPDARGS=eth0
group {























V p˚uvodn´ım na´vrhu (viz [2]) byla chybneˇ pouzˇita volba
”
not authoritative“ na
rozsah extern´ı s´ıteˇ (ke ktere´ je prˇ´ımo prˇipojena s´ıt’ove´m rozhran´ı eth1). Tato volba
znamena´ jen, zˇe nebude vynucovat zmeˇnu ip, ale nove´ pozˇadavky vybav´ı. Volba
DHCPDARGS=0 znamena´, zˇe de´mon dhcpd bude naslouchat jen na s´ıt’ove´m rozhran´ı
eth0.100. Idea´ln´ı jmenna´ konvence je stejne´ cˇ´ıslo v na´zvu uzlu nodex i jako posledn´ı
cˇ´ıslice v IP adrese 192.168.99.x. Je take´ d˚ulezˇite´ nakonfigurovat nastaven´ı s´ıt’ovy´ch
zarˇ´ızen´ı aby bylo aktivn´ı po startu pocˇ´ıtacˇe a pro konfiguraci pouzˇ´ıvalo DHCP. Viz
n´ızˇe:












kde x je cˇ´ıslo uzlu. Pomoc´ı prˇ´ıkazu:
service network restart
se provede restart s´ıt’ove´ho rozhran´ı a sluzˇeb s n´ım spojeny´ch. Na hlavn´ım uzlu












2.4 Konfigurace souborove´ho serveru
Uzˇivatele´, kterˇ´ı budou pouzˇ´ıvat sluzˇby clusteru potrˇebuj´ı mı´t prˇ´ıstupna´ stejna´ data
na vsˇech uzlech. Nasd´ılen´ı se prova´d´ı pomoc´ı sluzˇby NFS (Network File System,
s´ıt’ovy´ souborovy´ syste´m), kdy se domovska´ slozˇka uzˇivatel˚u, fyzicky umı´steˇna´ na
hlavn´ı uzlu - node0, prˇipoj´ı na vsˇechny uzly. Prˇ´ıpojny´m bodem je /home. V hlavn´ım
uzlu v souboru /etc/export nastav´ıme:
/home/ 192.168.99.0/255.255.255.0(rw, sync, no_root_squash)
/root 192.168.99.0/255.255.255.0(rw, sync, no_root_squash)
sd´ılen´ı domovske´ slozˇky a slozˇky roota prˇes danou pods´ıt’, kdy jsou s´ıt’ove´ slozˇky
urcˇeny ke cˇten´ı i k za´pisu, budou se synchronizovat a root do nich mu˚zˇe zapisovat.
Povol´ıme rovneˇzˇ komunikaci /etc/sysconfig/iptables.
[breaklines]
-A INPUT -m state --state NEW -m tcp -p tcp --dport 2049 -j ACCEPT
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Ve vsˇech podrˇ´ızeny´ch uzlech (slave) vytvorˇ´ıme trvale´ prˇipojen´ı pomoc´ı za´znamu
do souboru /etc/fstab
192.168.99.250:/home /home nfs rw, hard, intr 0 0
192.168.99.250:/root /root nfs rw, hard, intr 0 0
V masteru povol´ıme port 2049
[breaklines]
-A INPUT -m state --state NEW -m tcp -p tcp --dport 2049 -j ACCEPT





nastav´ıme u´rovenˇ beˇhu a spust´ıme sluzˇbu.
2.5 Konfigurace vy´pocˇetn´ıch server˚u
Pro fungova´n´ı MPI a pro snadneˇjˇs´ı spra´vu je vhodne´ nastavit prˇihlasˇova´n´ı prˇes
SSH bez hesla pomoc´ı certifika´tu. Vsˇichni uzˇivatele´, jezˇ budou syste´m pouzˇ´ıvat si
vygeneruj´ı certifikacˇn´ı pa´r pomoc´ı prˇ´ıkazu:
ssh-keygen -t rsa
ponechaj´ı default´ı umı´steˇn´ı, heslo ponechaj´ı pra´zdne´. Pomoc´ı prˇ´ıkazu cp si na-
kop´ıruj´ı verˇejny´ kl´ıcˇ do souboru s autorizovany´mi kl´ıcˇi:
cp ~/.ssh/id_.pub ~/.ssh/authorized keys
Verˇejne´ kl´ıcˇe pocˇ´ıtacˇ˚u lze velmi jednodusˇe z´ıskat a za´rovenˇ i zapsat do souboru
∼/.ssh/known host prˇ´ıkazem
ssh-keyscan -f hostsfile
kde soubor hostsfile obsahuje DNS jme´na vsˇech uzl˚u. Budeme tento soubor vytva´rˇit
v pr˚ubehu dalˇs´ıho kroku. V konfiguracˇn´ıch souborech na vsˇech uzlech uprav´ıme
/etc/ssh/ssh_config a /etc/ssh/sshd_config t´ım, zˇe odkomentujeme polozˇky
protocol 2, port 22, PubkeyAuthentication yes, IdentityFile ~/.ssh/id_rsa.
Cˇ´ımzˇ jsme povolili autentizaci pomoc´ı certifika´tu.
Povol´ıme na vsˇech uzlech komunikaci na portu 22.
-A INPUT -m state --state NEW -m tcp -p tcp --dport 22 -j ACCEPT
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OpenMPI, MPICH2
Pro zprovozneˇn´ı MPI plneˇ postacˇ´ı vytvorˇit soubor ∼/.mpd.conf, ktery´ bude obsa-





Prˇ´ıkazem module avail zjist´ıme, ktere´ module lze nacˇ´ıst. Nacˇten´ı modulu v praxi
znamena´, zˇe syste´m sa´m zmeˇn´ı symbolicke´ odkazy na bina´rn´ı soubory i knihovny
jednotlivy´ch implementac´ı MPI, jezˇ jsou v syste´mu obsazˇeny. Toto na´m usnadn´ı
sestaven´ı a zkompilova´n´ı programu˚ pro paraleln´ı zpracova´n´ı.
module avail
--------------- /usr/share/Modules/modulefiles ------------









Funkcˇnost MPI byla otestova´na pomoc´ı zkompilova´n´ı a spusˇteˇn´ı jednoduche´ u´lohy
typu
”












int main(int argc, char** argv) {
// Initialize the MPI environment. The two arguments to
//MPI Init are not currently used by MPI implementations,
//but are there in case future
// implementations might need the arguments.
MPI_Init(NULL, NULL);
// Get the number of processes
int world_size;
MPI_Comm_size(MPI_COMM_WORLD, &world_size);
// Get the rank of the process
int world_rank;
MPI_Comm_rank(MPI_COMM_WORLD, &world_rank);




// Print off a hello world message
printf("Hello world from processor %s,
rank %d out of %d processors\n",
processor_name, world_rank, world_size);
// Finalize the MPI environment.
//No more MPI calls can be made after this
MPI_Finalize();
Vy´stup programu po spusˇteˇn´ı:
mpirun -n 4 -machinefile hostnames ./mpi_hello_world.o
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Hello world from processor node0.mizde, rank 0 out of 4 processors
Hello world from processor node0.mizde, rank 1 out of 4 processors
Hello world from processor node1.mizde, rank 2 out of 4 processors
Hello world from processor node1.mizde, rank 3 out of 4 processors
Dalˇs´ım testem bylo spusˇteˇn´ı distribuovane´ u´lohy v octave. Pouzˇit k tomu byl
bal´ıcˇek OpenMPI_ext (viz [1, 9]) stazˇitelny´ ze stra´nek sourceforge. Byla spusˇteˇna
aplikace z tohoto bal´ıcˇku pro vy´pocˇet hodnoty Π nazvana´ Pi.
octave -q --eval "pkg install openmpi_ext forge"
mpiexec -1 -n 4 octave -q --eval "pkg load openmpi_ext; Pi(1E7,’s’)"
ans =




Prˇ´ıkazem ps aux| grep octave na ostatn´ıch uzlech jsem oveˇrˇil, zˇe se vy´pocˇet
deˇje na vsˇech uzlech, nejen na masteru.
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3 ZA´VEˇR
Beˇhem te´to diplomove´ pra´ce byly prostudova´ny principy a techniky pro propo-
jen´ı pocˇ´ıtacˇ˚u do klastru. Byly navrzˇeny jednotlive´ soucˇa´sti vy´pocˇetn´ıho klastru
a byla provedena jeho instalace do virtua´ln´ıho prostrˇed´ı v ra´mci neˇkolikati fyzicky´ch
pocˇ´ıtacˇ˚u. Na za´kladeˇ teˇchto znalost´ı byl vytvorˇen za´klad pro rea´lny´ klastr, jenzˇ bude
slozˇeny´ z beˇzˇny´ch pocˇ´ıtacˇ˚u v laboratorˇi na fakulteˇ elektrotechniky.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
API Application programming interface
DNS Domain name server
DHCP Dynamic host configuration protocol
HA High availability
KVM Kernel-based virtual machine
LB Load balancing
MPI Message passing interface
NFS Network File System
PVM Parallel virtual machine
RHEL Red Hat Enterprise Linux
SSH Secure shell
VM Virtual Machine
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