How effective is psychotherapy with children and adolescents? The question was addressed by metaanalysis of 108 well-designed outcome studies with 4-18-year-old participants. Across various outcome measures, the average treated youngster was better adjusted after treatment than 79% of those not treated. Therapy proved rnore effective for children than for adolescents, particularly when the therapists were paraprofessionals (e.g., parents, teachers) or graduate students. Professionals (with doctor's or master's degrees) were especially effective in treating overcontrolled problems (e.g., phobias, shyness) but were not more effective than other therapists in treating undercontrolled problems (e.g., aggression, impulsivity). Behavioral treatments proved more effective than nonbehavioral treatments regardless of client age, therapist experience, or treated problem. Overall, the findings revealed significant, durable effects of treatment that differed somewhat with client age and treatment method but were reliably greater than zero for most groups, most problems, and most methods.
dren aged 12 years and younger. In the 64 studies that included treatment-control comparisons, the average effect size was ,71, indicating a reliable advantage for treatment over no treatment.
Although the percentage of boys in the samples was negatively correlated with outcome, Casey and Herman found no substantial differences as a function of age or of group versus individual therapy. Even initial findings showing the superiority of behavioral over nonbehavioral treatments were judged to be artifactual, the result of confounding type of treatmeit with outcome measure characteristics. The findings suggested that child therapy is demonstrably effective (and about equally so) across age groups and types of therapy. However, before we can conclude that age level is unrelated to therapy effects, we must sample adolescents as well as children. Moreover, as Parloff (1984) noted, findings suggesting that different therapies work equally well deserve close scrutiny because their implications are so significant.
Might therapy effects be different for adolescents than for children? Various cognitive and social developments (see Rice, 1984) , including the advent of formal operations (see Piaget, 1970) , make adolescents more cognitively complex than children, less likely to rely on adult authority, and seemingly less likely to adjust their behavior to fit societal expectations (see Kendall, Lerner, & Craighead, 1984) . Thus, it is possible that adolescents may be more resistant than children to therapeutic intervention. On the other hand, adolescents are more likely than children to comprehend the purpose of therapy and to understand complex, interactive psychological determinants of behavior, which could make them better candidates for therapy than children. Because most child clinicians actually treat both children and adolescents, a comparison of therapy effects in these two age groups could have implications for their work. To effect this comparison, we reviewed studies of youngsters aged 4-18 years.
We also reexamined the question of whether therapy methods differ in effectiveness. Casey and Herman (1985) found that an apparent superiority of behavioral over nonbehavioral methods largely evaporated when they excluded cases in which outcome measures "were very similar to activities occurring during treatment" (p. 391). Our own review suggested that many of the comparisons that were dropped may actually have involved sound measurement of therapy effects. Consider, for example, interventions in which phobic children are exposed to models who bravely approach animals that the phobic children fear.
The most appropriate outcome assessment may well be one that is similar to therapy activities-behavioral tests of the children's ability to bravely approach the animals. Certainly, such tests may be less than ideal; for example, they may involve contrived circumstances that differ from the clinical situation of primary interest. However, in many such tests, children who perform the target behavior may well be displaying not a measurement artifact but real adaptive behavior. On the other hand, some of the Casey and Herman (1985) To further examine the issue of behavioral-nonbehavioral differences, we distinguished between two kinds of comparisons in which outcome measures were similar to training activities:
(a) comparisons in which such similarity was necessary for a fair and valid assessment and (b) comparisons in which such similarity was unnecessary and posed a risk of artifactual findings. In a key behavioral-nonbehavioral contrast, we included comparisons in the first group but not those in the second.
Our third objective was to examine treatment effects as a function of treated problem. However, we focused not only on the specific problem categories used in other meta-analyses (e.g., phobias, impulsivity) but also on the two overarching, broadband categories most often identified in factor analytic research (Achenbach, 1982; Achenbach & Edelbrock, 1978) :
overcontrolled (e.g., phobias, shyness) and undercontrolled (e.g., aggression, impulsivity).
Finally, we questioned whether therapy effects differ with level of therapist training. The evidence thus far is mixed but is often discouraging for trained therapists in general (see Auerbach & Johnson, 1977; Parloff, Waskow, & Wolfe, 1978) . However, there is little summary evidence on therapists who work with young clients in particular, which is an unfortunate gap given the substantial time and resources invested in the professional training of child clinicians. We attempted to fill this gap.
Recognizing that the effects of training might differ depending on client age, on the treatment method used, or on the problem being treated, we also explored interactions of training with each of these factors.
Method

Defining Psychotherapy
We defined psychotherapy as any intervention designed to alleviate psychological distress, reduce maladaptive behavior, or enhance adaptive behavior through counseling, structured or unstructured interaction, a training program, or a predetermined treatment plan. We excluded approaches involving drug administration, reading material only (bibliotherapy), teaching or tutoring only to increase knowledge of a specific subject, moving youngsters to a new living situation (e.g., a foster home), and efforts solely to prevent problems to which youngsters were deemed at risk.
We did not require that psychotherapy be conducted by fully trained professionals. Some schools of thought hold that extensive professional training is not required for effective interventions but that parents, teachers, or siblings may function as effective change agents. This suggested to us that, rather than prejudge the issue, we should treat the impact of therapist training as an empirical question in the analysis.
Literature Search
Several approaches were combined to identify relevant published studies. A computer search was carried out using 21 psychotherapyrelated key words and synonyms, and the resulting data were crossed with appropriate age group and topic constraints.
1 This helped us to rule out the myriad of articles that merely described or advocated certain therapy methods. The initial pool of 1,324 articles was reduced in stepwise fashion by using title, abstract, and method-section information to select only those studies that met our inclusion requirements. We used three other procedures to enhance the comprehensiveness of our survey. First, all articles cited in the meta-analyses by Smith, Glass, and Miller (1980) and by Casey and Herman (1985) were surveyed and included if they met our selection criteria. Second, Psychological Abstracts entries from January 1970 to September 1985 were searched by hand. Third, four journals accounting for the majority of appropriate articles in the preceding steps were searched, issue by issue, for the same time period. These were Behavior Therapy, the Journal of Abnormal Psychology, the Journal of Consulting and Clinical Psychology, and the Journal of Counseling Psychology. The result of the search was a pool of 108 controlled studies of psychotherapy outcomes among children and adolescents that met our criteria. 2 The psychological literature accounted for more of the studies than the psychiatry, social work, or nursing literature. Of the 108 studies, 24 (22%) were also included in the Smith et al. (1980) analysisand 32 (30%) were also included in the Casey and Herman (1985) analysis.
Subject Population
The studies focused on the prekindergarten through secondary school age range (i.e., 4-18 years). Across the 108 studies, mean age was 10.23 (SD = 4.00). Approximately 66% of the youngsters sampled were male.
To be consistent with other reviews (e.g., Casey & Berman, 1985; Smith & Glass, 1977) , we included studies focusing on a broad variety of psychological or adjustment problems. However, we excluded mental retardation; underdeveloped reading, writing, or knowledge of specific school subjects; problems involving seizures; and physically disabling handicaps. Problems that have been attributed to physiological causes but for which etiology has not been well-established (e.g., attention deficit, hyperactivity, and learning disability) were included provided that a behavioral or psychological problem (e.g., impulsivity) was actually addressed in treatment.
Design and Reporting Requirements
We required that a study compare a treated group with an untreated or minimally treated control group and that the control condition provide little more than attention to the youngsters. We classified control groups that had provided alternate treatment or one element of a full treatment package as treatment groups. If such treatment constituted the only control condition included, the study was dropped. We also excluded studies that used subjects as their own controls in single-subject or within-subject designs. Such studies generate an unusual form of effect size (e.g., based on intrasubject variance, which is not comparable to conventional variance statistics) and do not appear to warrant equal weighting with studies that include independent treatment and control samples
Classification and Coding Systems
Studies were coded for sample, treatment, and design characteristics, with some coding systems patterned after those of Casey and Berman (1985) .
3 Coding and effect size calculation were carried out independently to avoid bias. One fourth of the studies were randomly selected for independent coding by two judges. Treatment approaches. Treatment methods were classified using the three-tiered system shown in Table 1 . Tier 1 included the broad categories of behavioral and nonbehavioral. Tier 2 included the subcategories (e.g, respondent procedures) grouped within each Tier 1 category. Tier 3 included fine-grained descriptors (e.g., extinction); only the behavioral studies could be classified this finely. Despite what were often quite limited descriptions of treatment methods, the two raters achieved kappas of .74, .71, and .78 on Tiers 1, 2, and 3, respectively. Two of the 163 comparisons (1%) were described too vaguely to be coded. We also coded treatment approaches as group-administered or individually-administered (« = .92).
Target problem. Treated problems were coded using the two-tiered system shown in Table 3 . At the most general level, problems were grouped into the two broadband categories most often identified in factor analyses of child and adolescent behavior problems: undercontrolled (e.g., aggressive, acting out, or externalizing behavior) and overcontrolled (e.g., shy or withdrawn, phobic, or internalizing behavior; see Achenbach & Edelbrock, 1978) . Problems not fitting either category were coded as other. The second tier consisted of descriptive subcategories (e.g., shy, withdrawn; phobias, specific fears). The two raters achieved kappas of .94 and .86 for Tiers 1 and 2, respectively. In 9 of the 163 group comparisons (6%), the problems were described too vaguely to be coded.
Outcome measures We used Casey and Herman's (1985) system to code whether outcome measures were similar to treatment activities (our K = .82). As noted previously, we also carried out one further coding of outcome measures that were rated similar to treatment activities: We coded for whether the similarity was necessary for a fair assessment (given the treatment goals) or unnecessary (K = .81). We also used Casey and Herman's (1985) category systems for coding outcome measures Note. Because some descriptions of treatment methods were too vague to be classified, not all Ns sum as expected. a The probability that a particular effect size is greater than zero reflects the variability of effect sizes across the category of comparisons being sampled in addition to the number of studies and the mean effect size. Thus, where effect sizes are quite variable across a category, the p value may be low despite a high mean effect size and a substantial pool of studies. A Bonferroni correction applied to the tests in this table indicated that probability values ^ .002 should not be regarded as statistically significant. b N= 126; effect size =. 88; p<. 0001. c The O'Connor film shows a child engaging in social entry behavior One study using this film reported an unusually high effect size (9.5); with this study dropped, effect size = .77. d N = 28; effect size = .42; p < .0001.
into type and source. Seven types were included, and five types occurred with sufficient frequency to warrant kappa calculations. The categories were (a) fear/anxiety (K -.98); (b) cognitive skills (« -.87); (c) global adjustment (K = .83); (d) social adjustment (K = .91); (e) achievement (including school grades and achievement test scores; * = .98) (f) personality (including scales measuring attitudes and beliefs); and (g) self- Note. All six effect size means were significantly different from zero (all ps < .0006).
concept. The kappa calculation for the full system was .90. Casey and Berman coded eight sources of outcome measures in their system: (a) observers (* = .90); (b) therapists; (c) parents (« = .96); (d) subject's own performance (K = .9 l);(e) expert judges; (f) peers (a = . 90); (g) teachers (>: = .97); and (h) self-report by subjects (* = .96). The kappa calculation for the full system was .92. Therapist training. We classified therapists according to level of training. Levels included (a) professionals who held a doctor's or master's degree in psychology, education, or social work; (b) graduate students who were working toward advanced degrees in psychology, education, or social work; and (c) paraprofessionals who were parents, teachers, or others lacking mental-health-related graduate training but trained to administer the therapy.
Calculation of Effect Sizes
Effect sizes were estimated using the procedures of Smith et al. (1980, Appendix 7) . In each calculation, the mean posttherapy treatment group-control group difference was divided by the control group standard deviation.* Most studies in our pool included multiple outcome measures, and a number of studies included more than one treatment condition. Thus, in most cases, a study initially produced numerous possible effect sizes. To retain all effect sizes in our analysis would have resulted in disproportionate weighting of those studies with the most measures and groups. Several solutions to this problem are available (e.g., Glass, McGaw, & Smith, 1981) . We chose to collapse effect sizes across outcome measures except in analyses comparing such measures. However, the comparison of treatment procedures was central to the overall analysis, and separate treatments within studies appeared sufficiently independent to warrant separate attention. Consequently, for each study we computed one effect size estimate for each of the treatment conditions included. The 108 studies included an average of 1.54 therapy conditions for a total of 163 effect sizes over the entire pool. Some studies included both follow-up and posttreatment assessments of therapy effects. We describe follow-up findings separately in a final section.
Results
Overview of Procedures for Analysis
Two problems often present in meta-analyses are that most group comparisons involve tests of main effects alone and that key variables (e.g., treatment method and treated problem) are confounded (see Glass & Kliegl, 1983; Mintz, 1983 The first wave of analysis focused planned comparisons on our four factors of primary interest; age group, therapy type, target problem type, and therapist training. For these analyses, we tested the four main effects. We then tested each main effect for its robustness, using (a) general linear models (GLM) procedures that eliminated (i.e., controlled for) the effects of each of the other three factors (see Appelbaum & Cramer, 1974) and (b) tests of whether any of the main effects were qualified by interactions with any of the other three factors. 5 We also tested the robustness of the therapy type effect using the Casey and Berman (1985) procedure followed by our own revised procedure. For all other group comparisons, we applied a Bonferroni correction (Neter & Wasserman, 1974) , which set the alpha at .01. Bonferroni corrections were also applied to each family of tests to compare obtained effect sizes to the null hypothesis of zero (see Tables 1, 3 , and 4).
Overall Effect Size
Across the 163 treatment-control comparisons, the mean effect size was 0.79 (significantly different from zero, p < .0001).
The average treated youngster was placed at the 79th percentile of those not treated. Of the 163 effect sizes, only 10 (6%) were negative, indicating an adverse effect of treatment. The mean effect size of 0.79 was comparable to those reported in earlier meta-analyses of therapy effects among children (0.71 in Casey & Berman, 1985) , adults (0.93 in Shapiro & Shapiro, 1982) , and mixed age groups (0.68 in Smith & Glass, 1977) .
Preliminary Check for Sex Effects
Before proceeding to the group comparisons of primary interest, we checked the relation between effect size and gender composition of treated groups. For 99 of the treatment-control comparisons, information was sufficient to reveal whether a majority of the treatment group comprised male (A' = 72) or female (A' = 27) participants. Effect sizes averaged 0.80 for the male majority groups and 1.11 for the female majority groups (p value for difference = .33). Studies that did not report gender composition averaged an effect size of 0.55. 4 Some researchers (e.g., Casey & Berman, 1985; Hedges, 1982) favor the use of a pooled treatment and control group standard deviation as denominator. If one consequence of therapy is an increase in behavioral variability, as some researchers have suggested (e.g., Bergin & Lambert, 1978) , such pooling can cause interpretational and statistical problems (see Smith et al., 1980) , which we sought to avoid.
* We considered using full factorial model ANOVAS, but cell sample sizes were too unbalanced to yield interpretable results and some were so small that tests of 3-way and 4-way interactions were impossible.
Age Level
A question of primary interest was whether the impact of therapy differed for children and adolescents. The mean effect size for the 98 treatment-control comparisons involving children (ages 4-12 years) was 0.92 (82nd percentile), which was significantly larger than the mean of 0.58 (72nd percentile) for the 61 comparisons involving adolescents (ages 13-18 years), ((157) = 2.17, p < .05. The correlation between age and effect size was -0.21 (p < .01) over the entire sample; the coefficient was -0.17 (p < .10) for effect sizes involving children and 0.15 (ns) for those involving adolescents.
We next tested the robustness of the age group differences by using eliminating tests. A series of 2 X 2 analyses of variance (ANOVAS) testing interactions of age with therapy type, problem type, and therapist training, respectively, revealed no significant effects (all Fs < 1.8; all ps > . \ 5). To provide the most thorough assessment, we carried out GLM ANOVAS on the same interactions, with age Trained professionals were about equally effective with all ages, but graduate students and paraprofessionals were more effective with younger than with older clients.
Therapy Type
Behavioral versus nonbehavioral. Table I shows that mean effect size was higher for behavioral than for nonbehavioral treatments, r(152) = 2.14, p < .05. The difference remained significant after eliminating tests controlled for age (p < .05), problem type (p < .05), and therapist training (p < .05). Interactions of therapy type with problem type and with therapist training were not significant (both h's < 0.50, both ps > .65).
Similarity of therapy procedures and outcome measures.
Next, we examined the main effect for therapy type, followingup on Casey and Herman's (1985) analysis. We first excluded comparisons involving an outcome measure similar to treatment procedures. Consistent with Casey and Herman's (1985) finding, the procedure reduced the behavioral-nonbehavioral difference to nonsignificance, ;(55) = 0.64, p = .52. As we noted earlier, the Casey and Herman procedure may rule out some carefully designed studies in which measures similar to the training procedures are appropriate and necessary for a fair test of treatment success. To correct for this apparent limitation, we again compared behavioral and nonbehavioral methods and restored to the sample all treatment-control comparisons in which similarity of training and assessment methods was judged by our raters to be necessary for a fair test. In this analysis, as Table 2 shows, behavioral-method comparisons showed a significantly larger effect size than nonbehavioral comparisons, r(117) = 2.09,p<.05.
Specific therapy types.
The ANOVAS focused on Tier 2 of the therapy-type coding system (see Table 1 ) revealed no significant difference between the behavioral subtypes (e.g., operant, modeling) or the nonbehavioral subtypes (e.g., psychodynamic, client centered), all Fs < 1.9; all ps > . 15. The comparison of nonbehavioral subtypes should be interpreted with caution: The majority of these studies used client-centered therapy and only three used insight-oriented psychodynamic therapy. The ANOVAS focused on Tier 3 revealed no significant differences between the therapies within each subtype. As Table 1 shows, effect sizes for most of the categories within each tier were significantly greater than zero.
Target Problem
Overcontrolled versus Undercontrolled problems. Next, we focused on the problems for which the youngsters were treated.
There was no significant difference between the broad categories of overcontrolled and undercontrolled problems (p = .46; see Table 3 ). This continued to be true when eliminating tests were used to control for age level (p = .59), therapy type (p = .67), and therapist training (p = .67).
However, problem type and therapist training did interact, F(2, 90) = 2.93, p = .059. Tests of simple effects revealed no significant differences in effect size between overcontrolled and undercontrolled problems at any of the three levels of therapist training. Nor did the three therapist groups differ in their success with undercontrolled youngsters. The groups did differ, however, in their effectiveness with overcontrolled youngsters:
As amount of formal training increased, so did effectiveness, Specific problem types. The categories in Tier 2 of the problem coding scheme (e.g., delinquency, specific fears) did not differ significantly in effect size (p = .41). However, as Table 3 shows, effect sizes were reliably greater than zero for most problem categories.
Therapist Training
Although therapist training entered into two interactions, its main effect was not significant (p = .43). This continued to be true when eliminating tests were used to control for age (p = .56), therapy type (p = .65), and problem type (p = .51).
Other Findings
Individual versus group therapy. Does it matter whether youngsters are treated individually or in groups? Our data revealed somewhat larger effect sizes for therapy that was individually administered rather than group administered (M = 1.04 and M = 0.62, respectively), but the difference did not attain significance under our Bonferonni correction procedure (/-= .03).
Source and content of outcome measure. Casey and Herman (1985) found significant differences as a function of the source of outcome measures (e.g., observers, teachers). Measures derived from observers revealed the largest difference between the treated and control groups. Using their category system (with two low-frequency categories dropped), we also found a main effect for source, ^5, 330) = 4.00, p < .005. Newman-Keuls tests indicated that observers reported more change than any of the other sources (all ps <.05), none of which differed significantly from one another (see Table 4 ).
Casey and Berman also reported significant differences as a function of the content of outcome measures (e.g., fear and anxiety, cognitive skills). We used their category system but failed to find a significant main effect (p = .61). We dropped two low frequency categories, but the main effect remained nonsignificant (p = .42).
Clinic-referred versus analog samples. Outcome research,
and meta-analyses of such research, have been criticized for excessive reliance on analog samples, that is, samples that have been recruited by researchers specifically for treatment studies rather than samples that have been spontaneously referred by clinics (e.g., Parloff, 1984; Shapiro & Shapiro, 1982 however, the effects must be durable and must persist beyond treatment termination. To assess the durability of therapy effects, we analyzed the follow-up treatment-control comparisons contained in our sample; these follow-ups averaged 168 days subsequent to termination of treatment. Average effect size at follow-up (0.93) was actually larger than effect size immediately after treatment (0.79), although the difference was not significant (p = .45). When we included in the posttreatment group only those studies that also had a follow-up assessment, the means for posttreatment and follow-up were identical (0.93). Thus, the effects of therapy in this pool of studies appear to be durable.
Discussion
Is psychotherapy effective with children and adolescents? The findings reviewed here suggest that it is. After treatment, across multiple measures of adjustment, the average treated youngster was functioning better than 79% of those not treated. However, the benefits of therapy depended to some extent on the age level of the youngsters treated, with children profiting more than adolescents. This is consistent with the idea, suggested earlier, that cognitive changes such as the advent of formal operations (Piaget, 1970) , and other quasicognitive changes (Perlmutter, 1986; Rice, 1984) , may make adolescents less responsive than children to therapeutic influence; enhanced powers of reasoning may strengthen adolescents' convictions regarding their own behavior and may also make them adept at circumventing or sabotaging a therapist's efforts. Of course, it is also possible that outcome measures used with adolescents are less sensitive to change than most child measures or that adolescents' problems are more entrenched (see Kendall et al., 1984 , for further ideas about age group differences and their sources).
Only paraprofessionals and graduate student therapists were more effective with younger than older children; trained professionals were about equally effective with younger and older clients. Taken together, the age main effect and the Age X Training interaction suggest an intriguing possibility. It may be that adolescents, for cognitive or other reasons, are generally more difficult than children to treat successfully, but formal training may provide professionals with sufficient therapeutic acumen to override age differences in initial treatability.
Our findings on therapy type do not support the often noted summary of adult psychotherapy findings that different forms of therapy work about equally well (for a critical discussion, see Parloff, 1984 ; see also Frank's, 1973 , "nonspecificity hypothesis"). Instead, we found that behavioral methods yielded significantly larger effects than nonbehavioral methods. This finding held up across differences in age level, treated problem, and therapist experience, and it was not qualified by interactions with any of these factors. The behavioral-nonbehavioral difference was reduced to nonsignificance when we excluded all therapy-like outcome measures (following Casey & Herman, 1985) but was readily revived when we excluded only the unnecessary therapy-like measures that seemed likely to produce artifactual findings. Overall, the findings make a case for the superiority of behavioral over nonbehavioral approaches.
On the other hand, we found comparatively few controlled studies assessing nonbehavioral methods; it might be argued that these studies do not represent the best of nonbehavioral approaches. In fact, many would argue that nonbehavioral approaches are best suited to the only partly scrutable process of unraveling complex causal dynamics and of stimulating insight over months or even years of treatment. By contrast, most controlled-outcome research focuses on relatively specific target problems, directly observable outcome measures, and brief treatment. Do such studies miss the point of nonbehavioral intervention? Perhaps, but the present findings seem to place the burden of proof on those who make that argument.
Those familiar with the evidence on the long-term stability of undercontrolled behavior and the relative instability of overcontrolled behavior (reviewed in Robins, 1979 ) may have been surprised to find that therapy effects were no more pronounced with the latter than the former. Note, though, that the evidence on long-term stability concerns the tendency of problems to persist or dissipate over time, independent of therapy. Our review, by contrast, focuses on the persistence of various problems in treated groups relative to control groups. When the natural dissipation of problems over time is thus held constant, our findings suggest that undercontrolled problems may be no more intractable than overcontrolled problems.
Our failure to find an overall difference in effectiveness between professionals, graduate students, and paraprofessionals might be disquieting to those involved in clinical training programs (see also Auerbach & Johnson, 1977; Parloff, Waskow, & Wolfe, 1978) . A simplistic interpretation might suggest that training does not enhance therapeutic effectiveness. A more thoughtful evaluation, though, suggests otherwise. First, it should be noted that the therapeutic work of the graduate students and paraprofessionals did not take place in a vacuum: In nearly every instance, these therapists were selected, trained, and supervised by professionals in techniques that professionals had designed. Thus, the success enjoyed by the two less clinically trained groups might actually have reflected the judgment and skill of professionals working behind the scenes.
Moreover, the finding of no overall difference was qualified by two important interactions, both suggesting possible benefits of training. A Training X Age interaction suggested that professional training may enhance therapist effectiveness with older, more difficult-to-treat children. And a Training X Problem Type interaction suggested that training may enhance therapist effectiveness in treating overcontrolled problems. On a more negative note, this interaction suggested that training may have little impact on therapists' effectiveness with undercontrolled problems. Why? One possibility is that youngsters with undercontrolled problems are responsive to interventions that are relatively easy to learn; some of these interventions may be similar to natural, naive, parent-like responses that arise in situations requiring discipline and rule enforcement.
Two findings were particularly encouraging. The first revealed that therapy studies with analog samples yielded results quite similar to studies with true clinic-referred samples. Thus, we found no evidence that the positive findings generated by analog therapy studies presented an inflated or otherwise distorted picture of therapy effects among children and adolescents. A second source of encouragement was the finding that the impact of therapy assessed at immediate posttest was not reliably different from the impact assessed at follow-up, which occurred an average of 6 months later. This is consistent with other findings across a broader age range (reviewed by Nicholson & Herman, 1983) indicating that therapy effects may be relatively enduring.
Here, and in most of the other findings, there is reason for optimism about therapy effects with children and adolescents.
On the other hand, the number of available outcome studies is still much too modest to permit a definitive analysis. A welldeveloped understanding of therapy outcomes within the broad range sampled here will require the continued efforts of our best researchers.
