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We apply the perturbation method and the Implicit Function The-
orem to study the persistence of periodic patterns for two per-
turbed general biological oscillators: one weakly coupled ordi-
nary differential equation and one reaction–diffusion system. The
proof relies also on the formal adjoint equation theory and the
Lyapunov–Schmidt method. For the perturbed reaction–diffusion
model, spatial–temporal patterns such as rotating waves are shown
to exist. Numerical simulations are presented to illustrate our ana-
lytical results.
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1. Introduction
The study of biological oscillators is an important subject in mathematical biology (see, e.g., [8,
19]). At present there have been numerous investigations of biochemical, biophysical, and physiolog-
ical oscillations in the literature [2,4,16]. In addition to these empirical studies, biological oscillators
have also attracted considerable interest of mathematicians; see [11,12,14,18,22,25,27]. In particular,
dynamical behaviors such as phase resetting and black holes have been speciﬁcally studied in [19].
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2598 M. Ma et al. / J. Differential Equations 247 (2009) 2597–2619It is observed that periodic processes have been frequently appeared in biological oscillators (see
[7,19,28,29] and the references therein). As such, a tremendous amount of research efforts have been
made to develop a number of techniques to investigate periodic patterns. These include the critical
point theory, the coincidence degree theory, the positive cone theory and various ﬁxed point theorems
(see [1,17,20] and the references therein).
For a given biological oscillator with small perturbation, the nonlinear dynamics either persist or
sometimes change abruptly. A natural question arises: what effects can external perturbations have
on the subsequent oscillations? To address this question in a more precise way, we take into account
two general oscillators here. The ﬁrst one is a nonlinear weakly coupled ordinary differential system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
du1
dt
= F (u1, v1) + 
[
k(u2 − u1) + λ f (u1, v1)
]
,
dv1
dt
= G(u1, v1) + 
[
k(v2 − v1) + λg(u1, v1)
]
,
du2
dt
= F (u2, v2) + k(u1 − u2),
dv2
dt
= G(u2, v2) + k(v1 − v2),
(1.1)
where 0<   1, k > 0 is the coupling constant, λ is a ﬁxed number, t ∈R, ui, vi ∈ C1(R,R), i = 1,2,
F ,G ∈ C1(R × R,R), and f , g ∈ C(R × R,R). Model (1.1) comes originally from [19, Chapter 9.1].
Asymptotic analysis of leading term solution was given in Chapter 9.4 of that book, but without a rig-
orous proof. Model (1.1) has also been widely used to study the effects of coupling oscillator and the
effects of perturbations on oscillators in the ﬁeld of physiology, biology and so on. The corresponding
unperturbed system of (1.1) is given by the following decoupled system
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
du1
dt
= F (u1, v1),
dv1
dt
= G(u1, v1),
du2
dt
= F (u2, v2),
dv2
dt
= G(u2, v2).
(1.2)
Recently a new rigorous perturbation approach was developed by Duehring and Huang [5] to
study the existence of periodic traveling waves with large wave speeds for time-delayed and non-
local reaction–diffusion systems. The purpose of our current paper is to use the same idea as in [5] to
investigate the inﬂuence of imposed perturbations and coupling on periodic phenomena; that is, we
are going to study whether the periodic solution of the system can be persistent under the perturba-
tions and the coupling.
Biological environments in the nature are far more complicated, where populations in different
levels usually are spatially inhomogeneous, and sometimes are subjected to ﬂuid motions. This leads
to the development of PDE oscillators. Therefore, our second oscillator under perturbations is the
following reaction-diffusive system of the form
⎧⎪⎨
⎪⎩
∂u1
∂t
(t, s) = F1(u1,u2) + 0u1,
∂u2
(t, s) = F2(u1,u2) + 0u2,
(1.3)∂t
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C2(R2,R), i = 1,2, and  = ∑nj=1 ∂2∂s2j is the Laplacian on Rn . The spatially homogeneous reaction
system of (1.3) becomes
⎧⎪⎨
⎪⎩
du1
dt
= F1(u1,u2),
du2
dt
= F2(u1,u2).
(1.4)
A special case of (1.3) is the so-called λ–ω system, which has been studied extensively, see, e.g., [3,
10,23,24,26].
A T -periodic solution of a given autonomous ordinary differential system is said to be hyperbolic
if 1 is a simple Floquet multiplier of the linear T -periodic system resulting from the linearization at
the T -periodic solution.
For system (1.3), Kopell and Howard [15] obtained the following result on the existence of periodic
wave trains.
Kopell–Howard theorem. Let u∗(t) = (u∗1(t),u∗2(t)) be a hyperbolic T -periodic solution of system (1.4).
Then there exists a positive number ∗ such that for each ﬁxed vector k ∈ Rn and constant c > 0 satisfying
‖k‖2
c2
0 < 
∗ , system (1.3) has a traveling wave solution u(t, s) = U (ct−k · s),where U :R→R2 is a periodic
function, ‖k‖ = (∑nj=1 k2j ) 12 , k= (k1,k2, . . . ,kn) ∈R∗n when n 2.
Note that the existence of rotating waves was not discussed in [15]. Zhao and Sleeman [30] showed
the existence of target patterns and spiral waves for system (1.3) by the method of asymptotic analy-
sis. In this paper, we will also provide a rigorous result on the existence of rotating waves for system
(1.3).
Now we are ready to state our main results.
Theorem 1. Let (u∗1(t), v∗1(t),u∗2(t), v∗2(t)) be a hyperbolic T -periodic solution of system (1.2). Then there
exists a positive number ∗ such that for any  < ∗ , system (1.1) has a periodic solution with the period
(1+ γ ())T where γ () is a continuous function of  satisfying γ (0) = 0.
Denote u(t, s) as
( u1(t,s)
u2(t,s)
)
. If let n = 2 in the systems (1.3) and (1.4), then we have the existence of
rotating waves on a circle with radius equal to any positive constant R .
Theorem 2. Let u∗(t) = (u∗1(t),u∗2(t)) be a hyperbolic T -periodic solution of system (1.4). Then there exists a
positive number ∗ such that for each ﬁxed positive number R and integer m satisfying m2T 2
4π2R2
0 < 
∗ , system
(1.3) has a circular rotating traveling wave solution
u(t, s) = u(t, R cos θ, R sin θ) = v
(
t
1+ γ +
mT
2π
θ
)
,
where v :R→R2 is a periodic solution and has the period
[
1+ γ ()]T = [1+ γ( m2T 2
4π2R2
0
)]
T
with respect to the time t and has the period 2π with respect to the phase angle θ . Here γ () is a continuous
function of  satisfying γ (0) = 0.
2600 M. Ma et al. / J. Differential Equations 247 (2009) 2597–2619The rest of this paper is organized as follows. In Section 2 we ﬁrst present some preliminary
results, which are needed in the proof of all the main results. Based on a hyperbolic periodic solution
of the reaction system (1.2), we establish the existence of periodic solutions of (1.1). Section 3 is
devoted to the study of periodic circle rotating waves for system (1.3) by the method developed in
Section 2. Examples and numerical simulations are given in Section 4 to illustrate the spatio-temporal
periodic patterns. Section 5 is a discussion on the obtained results as well as future work related to
this subject.
2. Periodic solutions for system (1.1)
Throughout this paper, we let R∗n be the space of all real, n-dimensional row vectors and XT be
the Banach space deﬁned by
XT =
{
ω ∈ C(R,Rn): ω(s + T ) = ω(s), s ∈R}
equipped with the norm ‖ω‖XT = supt∈[0,T ] ‖ω‖Rn , and for continuous functions ψ : [0, T ] →R∗n and
ω ∈ XT , deﬁne the inner product as
〈ψ,ω〉 =
T∫
0
ψ(t)ω(t)dt.
For later use, we present some lemmas for general periodic linear systems. Given a linear system,
say,
ω′(t) = A(t)ω(t), (2.1)
where t ∈ R, A(t) is an n × n periodic matrix in t and ω ∈ C1(R,Rn), we have the following well-
known results from the theory of formally adjoint equations of differential equations; see [13] and
also Lemma 3.1 in [5].
Lemma 3. Suppose that Eq. (2.1) has only one nonzero T -periodic solution ω∗(t). Then the following state-
ments are true.
(a) The formal adjoint equation of Eq. (2.1),
ψ ′(t) = −ψ(t)A(t), ψ ∈ C1(R,R∗n),
has a unique, nonzero, T -periodic solution ψ∗(t) (up to a scalar multiplication).
(b)
∫ T
0 ψ∗(t)ω
∗(t)dt 
= 0.
(c) For any f ∈ XT , the corresponding nonhomogeneous system
ω′(t) = A(t)ω(t) + f (t) (2.2)
has a T -periodic solution if and only if
∫ T
0 ψ∗(t) f (t)dt = 0.
From parts (b) and (c) of Lemma 3, the following result immediately follows.
Lemma 4. Assume that ω∗(t) is the unique, nonzero, T -periodic solution of Eq. (2.1). Then the nonhomoge-
neous system
ω′(t) = A(t)ω(t) +ω∗(t) (2.3)
has no T -periodic solutions.
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tion
ω(t) =
t∫
−∞
e−(t−s)
[(
I + A(s))ω(s) + f (s)]ds. (2.4)
Under the assumption of Lemma 3, for Eq. (2.4) we have the following lemma which is a simpliﬁed
version of [5, Proposition 3.2].
Lemma 5. Let
q(t) =
t∫
−∞
e−(t−s) f (s)ds.
Then Eq. (2.4) has a T -periodic solution if and only if
T∫
0
[
ψ∗(s) − ψ ′∗(s)
]
q(s)ds = 0. (2.5)
Proof. We let Z(t) = ω(t) − q(t). Then Eq. (2.4) becomes
Z(t) =
t∫
−∞
e−(t−s)
(
I + A(s))Z(s)ds +
t∫
−∞
e−(t−s)
(
I + A(s))q(s)ds. (2.6)
Differentiating the above equation, we have
Z ′(t) = A(t)Z(t) + (I + A(t))q(t). (2.7)
By Lemma 3, Eq. (2.7) has a T -periodic solution if and only if
T∫
0
ψ∗(s)
[
I + A(s)]q(s)ds = 0. (2.8)
We now show that (2.8) is equivalent to (2.5). Indeed, it follows from the deﬁnition of the formal
adjoint equation that
T∫
0
ψ∗(s)A(s)q(s)ds =
T∫
0
−ψ ′∗(s)q(s)ds. (2.9)
Then
T∫
0
ψ∗(s)
[
I + A(s)] f (s)ds =
T∫
0
[
ψ∗(s) − ψ ′∗(s)
]
q(s)ds.
This completes the proof. 
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rem 1. To proceed, we incorporate the following notations
X =
(
u1
v1
)
, Y =
(
u2
v2
)
, R =
(
F
G
)
, r =
(
f
g
)
, X∗ =
(
u∗1
v∗1
)
, Y ∗ =
(
u∗2
v∗2
)
.
Here X∗ and Y ∗ could be the same or different with a phase shift.
Then (1.1) and (1.2) can be simply rewritten as
{
X ′ = R(u1, v1) + 
[
k(Y − X) + λr(u1, v1)
]
,
Y ′ = R(u2, v2) + k(X − Y ),
(2.10)
and
{
X ′ = R(u1, v1),
Y ′ = R(u2, v2), (2.11)
respectively. We further let X((1 + γ )t) = U (t) = ( U1(t)
V1(t)
)
, Y ((1 + γ )t) = V (t) = ( U2(t)
V2(t)
)
and γ be a
parameter in the interval [−γ ∗, γ ∗] for some ﬁxed positive number γ ∗ < 1. Then (2.10) becomes
{
U ′ = (1+ γ )R(U1, V1) + (1+ γ )
[
k(V − U ) + λr(U1, V1)
]
,
V ′ = (1+ γ )R(U2, V2) + (1+ γ )k(U − V ). (2.12)
It is clear that (X(t), Y (t)) is a (1 + γ )T -periodic solution of (2.10) if and only if (U (t), V (t)) is
a T -periodic solution of (2.12). We observe that system (2.12) is perturbed to system (2.11). As such,
we suspect that the periodic solution (U (t), V (t)) of (2.12), if existed, could be regarded as a small
perturbation of periodic solution (X∗(t), Y ∗(t)) of the unperturbed system. In view of this observation,
we introduce two functions
ω1(t) = U (t) − X∗(t), ω2(t) = V (t) − Y ∗(t),
where ω1(t) =
( ω11(t)
ω12(t)
)
, ω2(t) =
( ω21(t)
ω22(t)
)
. Therefore, we have the following equations for ω1(t) and
ω2(t):
ω′1 = (1+ γ )R
(
u∗1 + ω11, v∗1 + ω12
)− R(u∗1, v∗1)
+ (1+ γ )[k(ω2 − ω1 + Y ∗ − X∗)+ λr(u∗1 + ω11, v∗1 + ω12)],
ω′2 = (1+ γ )R
(
u∗2 + ω21, v∗2 + ω22
)− R(u∗2, v∗2)
+ (1+ γ )k(ω1 − ω2 + X∗ − Y ∗). (2.13)
To expand the right side of (2.13), we now construct two bounded linear operators for t ∈R,
A11(t) :C
(
R,R2
)−→R2
deﬁned by
A11(t)ω1(t) =
(
Du F (u∗1, v∗1) Dv F (u∗1, v∗1)
D G(u∗, v∗) D G(u∗, v∗)
)(
ω11(t)
ω (t)
)
, (2.14)u 1 1 v 1 1 12
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A22(t) :C
(
R,R2
)−→R2
deﬁned by
A22(t)ω2(t) =
(
Du F (u∗2, v∗2) Dv F (u∗2, v∗2)
DuG(u∗2, v∗2) DvG(u∗2, v∗2)
)(
ω21(t)
ω22(t)
)
, (2.15)
where Du and Dv stand for the partial derivatives of the functions with respect to the ﬁrst and
second variables, respectively. One easily sees that the following system
{
ω′1(t) = A11(t)ω1(t),
ω′2(t) = A22(t)ω2(t)
(2.16)
is the linearization of system (2.11) around the T -periodic solution (X∗, Y ∗). Now we present system
(2.13) as
{
ω′1(t) = A11(t)ω1(t) + H1
(
t,ω(t), γ , 
)
,
ω′2(t) = A22(t)ω2(t) + H2
(
t,ω(t), γ , 
)
,
(2.17)
where ω(t) = ( ω1(t)
ω2(t)
)
,
H1
(
t,ω(t), γ , 
)= (1+ γ )R(u∗1 +ω11, v∗1 + ω12)− R(u∗1, v∗1)− A11(t)ω1(t)
+ (1+ γ )[k(ω2 −ω1 + Y ∗ − X∗)+ λr(u∗1 +ω11, v∗1 + ω12)],
and
H2
(
t,ω(t), γ , 
)= (1+ γ )R(u∗2 + ω21, v∗2 +ω22)− R(u∗2, v∗2)
+ (1+ γ )k(ω1 −ω2 + X∗ − Y ∗)− A22(t)ω2(t). (2.18)
It is easily observed that the nonlinear functions H1(t,ω(t), γ , ) and H2(t,ω(t), γ , ) are small if
ω,γ and  are small. Furthermore, if ω(t) is T -periodic, then H1, H2, A11(t)ω1(t) and A22(t)ω2(t)
are T -periodic as well, and the following properties for H1(t,ω(t), γ , ) and H2(t,ω(t), γ , ) are
quite evident. So we omit the proof of the following lemma.
Lemma 6. If we extend the deﬁnitions H1(t,ω(t), γ , ) and H2(t,ω(t), γ , ) at  = 0 by
H1(t,ω,γ ,0) = (1+ γ )R
(
u∗1 +ω11, v∗1 + ω12
)− R(u∗1, v∗1)− A11(t)ω1(t)
and
H2
(
t,ω(t), γ ,0
)= (1+ γ )R(u∗2 +ω21, v∗2 + ω22)− R(u∗2, v∗2)− A22(t)ω2(t),
respectively, then Hi(t,ω,γ , ) and DωHi(t,ω,γ , ), i = 1,2, are continuous functions on (ω,γ , ) for
ω ∈ XT , γ ∈ [−γ ∗, γ ∗] and   0. Particularly we have
Hi(.,0,0,0) = 0, DωHi(.,0,0,0) = 0, i = 1,2.
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variable ω. Apparently solving system (2.10) for a T -periodic solution (X, Y ) ∈ XT with n = 4 is equiv-
alent to solving system (2.17) for (ω1(t),ω2(t)) ∈ XT with n = 4. Now system (2.17) can be written
as
ω′(t) = A(t)ω(t) + H(t,ω(t), γ , ) (2.19)
with H = ( H1
H2
)
and
A(t) =
⎛
⎜⎝
Du F (u∗1, v∗1) Dv F (u∗1, v∗1) 0 0
DuG(u∗1, v∗1) DvG(u∗1, v∗1) 0 0
0 0 Du F (u∗2, v∗2) Dv F (u∗2, v∗2)
0 0 DuG(u∗2, v∗2) DvG(u∗2, v∗2)
⎞
⎟⎠
being a 4× 4 matrix. In order to use the variation of parameter formula to transform Eq. (2.19) into
an integral equation, we can rewrite Eq. (2.19) as
ω′(t) = −ω(t) + [ω(t) + A(t)ω(t) + H(t,ω(t), γ , )].
This gives
ω(t) −
t∫
−∞
e−(t−s)
[(
I + A(s))]ω(s)ds =
t∫
−∞
e−(t−s)H
(
s,ω(s), γ , 
)
ds. (2.20)
From the left side of (2.20), we deﬁne a linear operator L : XT → XT as
(Lω)(t) = ω(t) −
t∫
−∞
e−(t−s)
[
I + A(s)]ω(s)ds.
Then Eq. (2.20) becomes
(Lω)(t) = H˜(t,ω(t), γ , ) (2.21)
with
H˜
(
t,ω(t), γ , 
)=
t∫
−∞
e−(t−s)H
(
s,ω(s), γ , 
)
ds.
It is evident that H˜(t,ω(t), γ , ) is T -periodic if ω(t) is T -periodic.
We now prove our Theorem 1. Equivalently, we will prove the existence of a T -periodic solution
ω(t) to Eq. (2.21). We consider the solution of Eq. (2.21) in the functional space C(R,R4) equipped
with the supremum norm. By Lemma 6, we can deﬁne H˜(t,ω(t), γ , ) at  = 0 as
H˜
(
t,ω(t), γ ,0
)=
t∫
−∞
e−(t−s)H
(
s,ω(s), γ ,0
)
ds.
Then, from Lemma 6, the following properties for H˜(t,ω(t), γ , ) are obvious:
M. Ma et al. / J. Differential Equations 247 (2009) 2597–2619 2605Lemma 7. H˜(t,ω,γ , ) and Dω H˜(t,ω,γ , ) are continuous functions on (ω,γ , ) for ω ∈ XT , γ ∈
[−γ ∗, γ ∗] and   0. In particular, we have
H˜(.,0,0,0) = 0, Dω H˜(.,0,0,0) = 0.
By Lemma 5, Eq. (2.21) has a solution ω(t) ∈ XT if and only if H˜(t,ω(t), γ , ) ∈ (L), where
(L) = {g ∈ XT : 〈ψ∗(s) − ψ ′∗(s), g〉= 0}.
As such, if H˜(t,ω(t), γ , ) ∈ (L) for ω(t) ∈ XT , then the proof of Theorem 1 is complete. To ﬁnalize
the proof, we ﬁrst need use the Lyapunov–Schmidt method to project H˜(t,ω(t), γ , ) onto (L). Then
the periodic solution can be obtained by applying the Implicit Function Theorem.
The hyperbolicity of the T -periodic solution (X∗, Y ∗) of system (2.11) implies that (X0, Y0) =
(X∗ ′, Y ∗ ′) is a unique nonzero T -periodic solution of system (2.16). Hence, similar to Proposition 3.3
and Lemma 4.7 in [5], we have
Lemma 8. A necessary and suﬃcient condition for ω(t) ∈ XT to be a solution of the homogeneous integral
equation
(Lω)(t) = 0 (2.22)
is ω(t) = αω0 for some constant α; that is, the kernel space (or the null space) N(L) is equal to span{ω0},
where ω0 = (X0, Y0).
Proof. Necessity: Assume that ω(t) ∈ XT is a solution of Eq. (2.22). By differentiating Eq. (2.22), we
get
ω′(t) = A(t)ω(t).
So ω(t) is a scalar multiple of ω0.
Suﬃciency: if ω(t) = αω0 for some constant α, then ω(t) ∈ XT and ω′(t) = A(t)ω(t) which is
equivalent to
ω′(t) = −ω(t) + [ω(t) + A(t)ω(t)].
Since ω(t) is a bounded function, by the formula of variation of constants, we have
ω(t) =
t∫
−∞
e−(t−s)
[
I + A(s)]ω(s)ds;
that is, (Lω)(t) = 0. We complete the proof. 
Lemma 9. Let
YT =
{
η ∈ XT :
T∫
0
ψ∗(t)η(t)dt = 0
}
.
Then we have
XT = N(L) ⊕ YT .
2606 M. Ma et al. / J. Differential Equations 247 (2009) 2597–2619Proof. By the deﬁnition of the direct sum of spaces, we need to verify the following two conditions:
(i) for all ω ∈ XT , there exist ω1 ∈ N(L) and ω2 ∈ YT such that ω = ω1 + ω2; and
(ii) N(L) ∩ YT = {0}.
By part (b) of Lemma 3, without loss of generality, let 〈ψ∗,ω0〉 = 1. Then, for ω ∈ XT , let ω1 =
〈ψ∗,ω〉ω0 and ω2 = ω − ω1, from Lemma 8, it follows that ω = ω1 + ω2, ω1 ∈ N(L), and we have
〈ψ∗,ω2〉 = 〈ψ∗,ω −ω1〉 = 〈ψ∗,ω〉 − 〈ψ∗,ω1〉
= 〈ψ∗,ω〉 − 〈ψ∗,ω0〉〈ψ∗,ω〉 = 0.
That is, ω2 ∈ YT , (i) is proved.
In order to claim (ii), we assume that φ(t) ∈ N(L)∩ YT . Then φ(t) = αω0 for some constant α, and
we get
0= 〈ψ∗, φ〉 = α〈ψ∗,ω0〉 = α.
It follows that φ = 0. Hence, (ii) is true. 
Lemma 10. The operator L : YT → (L) is a bijection, and hence L−1 : (L) → YT exists and it is a bounded
linear operator.
Proof. By Lemma 9, it follows that
L(YT ) = L
(
N(L) ⊕ YT
)= L(XT ) = (L),
which shows that L : YT → (L) is onto.
To check that the operator L is one-to-one, we let η1, η2 ∈ YT satisfy Lη1 = Lη2, then 0 = L(η1 −
η2) implies that η1 −η2 ∈ N(L). This leads to η1 −η2 = αω0 for some constant α. On the other hand,
by the deﬁnition of YT , 〈ψ∗, η1〉 = 〈ψ∗, η2〉 = 0. Therefore, we have
0= 〈ψ∗, η1 − η2〉 = α〈ψ∗,ω0〉 = α.
So η1 = η2. The proof of this lemma is complete. 
For any ω ∈ XT , by Lemma 9, there exist a unique μ and a unique η ∈ YT such that
ω = μω0 + η. (2.23)
Hence Eq. (2.21) becomes
(Lη)(t) = H˜(t,μω0 + η,γ , ). (2.24)
Thus, seeking a solution ω ∈ XT to Eq. (2.21) is equivalent to seeking a solution η(t) ∈ YT to Eq. (2.24).
By part (c) of Lemma 3, we need to show that H˜(t,μω0 + η,γ , ) ∈ (L). To this end, we ﬁrst
construct an operator that maps XT into (L).
Lemma 11. If we let P : XT → XT be deﬁned by
[P f ](t) = σ ∗〈ψ∗ − ψ∗ ′, f 〉ψ T∗ (t), t ∈R,
where ψ T∗ is the transpose of ψ∗ and σ ∗ = 1 T , then, for each f ∈ XT , (I − P ) f ∈ (L).〈ψ∗,ψ∗ 〉
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〈
ψ∗ − ψ ′∗, f − P f
〉= 〈ψ∗ − ψ ′∗, f 〉− 〈ψ∗ − ψ ′∗, P f 〉
= 〈ψ∗ − ψ ′∗, f 〉− σ ∗〈ψ∗ − ψ ′∗, f 〉〈ψ∗ − ψ ′∗,ψ T∗ 〉
= 〈ψ∗ − ψ ′∗, f 〉− σ ∗〈ψ∗ − ψ ′∗, f 〉(〈ψ∗,ψ T∗ 〉− 〈ψ ′∗,ψ T∗ 〉)
= σ ∗〈ψ∗ − ψ ′∗, f 〉〈ψ ′∗,ψ T∗ 〉. (2.25)
Since ψ∗ is T -periodic, we have
〈
ψ ′∗,ψ T∗
〉=
T∫
0
ψ ′∗ψ T∗ ds =
1
2
ψ∗(s)ψ T∗ (s)
∣∣T
0 = 0.
By (2.25), 〈ψ∗ − ψ ′∗, f − P f 〉 = 0. Hence, the lemma holds. 
We now rewrite Eq. (2.24) as an equivalent system:
(Lη)(t) = (I − P )H˜(t,μω0 + η,γ , ), η ∈ YT , (2.26)
0= P H˜(t,μω0 + η,γ , ). (2.27)
By applying the Implicit Function Theorem, we can immediately obtain the following results for
Eq. (2.26).
Lemma 12. There exist a positive number τ and a continuous function η : = [−τ , τ ] × [−τ , τ ] × [0, τ ] →
YT such that
Lη(μ,γ , ) = (I − P )H˜(t,μω0 + η(μ,γ , ),γ , ), (μ,γ , ) ∈ ,
and
η(0,0,0) = 0.
Proof. Lemma 10 implies that Eq. (2.26) is equivalent to
η(t) = L−1(I − P )H˜(t,μω0 + η,γ , ).
Let λ = (μ,γ , ) ∈ ϑ =R× [−γ ∗, γ ∗] × [0, ∗], where ∗ > 0 and deﬁne Φ : YT × ϑ → YT by
Φ(η,λ) = η − L−1(I − P )H˜(t,μω0 + η,γ , ).
Thus Eq. (2.26) is transformed into
Φ(η,λ) = 0. (2.28)
By Lemma 7, we know that Φ(0,0) = 0 and
DηΦ(0,0) = I − L−1(I − P )Dη H˜(t,0,0,0) = I.
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Implicit Function Theorem. 
Next, we need to show that the solution η(μ,γ , ) ∈ YT to Eq. (2.26) satisﬁes Eq. (2.27). Substi-
tuting the solution η(μ,γ , ) into Eq. (2.27), and noting the deﬁnition of P , we obtain
T∫
0
[
ψ∗(t) − ψ ′∗(t)
]
H˜
(
t,μω0 + η(μ,γ , ),γ , 
)
dt = 0. (2.29)
If we further introduce an operator Π :  →R by
Π(μ,γ , ) =
T∫
0
[
ψ∗(t) − ψ ′∗(t)
]
H˜
(
t,μω0 + η(μ,γ , ),γ , 
)
dt,
then Eq. (2.27) has a solution γ = γ (μ,) if and only if
Π(μ,γ , ) = 0 (2.30)
holds. We will use the Implicit Function Theorem to prove the existence of the solution γ (μ,) to
Eq. (2.30). From Lemma 7, it follows that Π(0,0,0) = 0. We need to show that Dγ Π(0,0,0) 
= 0.
Lemma 13. Dγ Π(0,0,0) 
= 0.
Proof. Suppose for contradiction that Dγ Π(0,0,0) = 0, then we have
∂
∂γ
(
P H˜
(
t, η(0, γ ,0), γ ,0
))∣∣
γ=0 = 0. (2.31)
It is easy to see from Eqs. (2.26) and (2.31) that
L
(
Dγ η(0,0,0)
)= ∂
∂γ
(
H˜
(
t, η(0, γ ,0), γ ,0
))∣∣
γ=0. (2.32)
By Lemma 6, we have
H1
(
t, η(0, γ ,0), γ ,0
)= (1+ γ )R(u∗1 +ω11(0, γ ,0), v∗1 + ω12(0, γ ,0))
− R(u∗1, v∗1)− A11(t)η1(0, γ ,0)
and
H2
(
t, η(0, γ ,0), γ ,0
)= (1+ γ )R(u∗2 +ω21(0, γ ,0), v∗2 + ω22(0, γ ,0))
− R(u∗2, v∗2)− A22(t)η2(0, γ ,0),
where η = (η1η ). Now we compute the right-hand side of Eq. (2.32).2
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∂γ
(
H1
(
t, η(0, γ ,0), γ ,0
))∣∣
γ=0
= R(u∗1, v∗1)+ ∂∂γ R
(
u∗1 + ω11(0, γ ,0), v∗1 + ω12(0, γ ,0)
)∣∣
γ=0 − A11(t)η1(0,0,0)
= R(u∗1, v∗1)+ A1(t)[Dγ ω11(0,0,0)](t) + B1(t)[Dγ ω12(0,0,0)](t) − A11(t)Dγ η1(0,0,0)
= X∗ ′. (2.33)
Similarly, we can obtain
∂
∂γ
(
H2
(
t, η(0, γ ,0), γ ,0
))∣∣
γ=0 = Y ∗ ′. (2.34)
If let ξ(t) = Dγ η(0,0,0)(t), then, from (2.32) to (2.34) and Lemma 7, it follows that
[
L(ξ)
]
(t) =
t∫
−∞
e−(t−s)ω0(s)ds.
Differentiating the above formula, we get
ξ ′(t) = A11(t)ξ(t) + ω0. (2.35)
Therefore, (2.35) has a solution Dγ η(0,0,0)(t), which contradicts Lemma 4. So Dγ Π(0,0,0) 
= 0. 
Proof of Theorem 1. By the Implicit Function Theorem, it follows that there exist a small positive
number ∗ and a continuous function γ : [−∗, ∗] × [0, ∗] such that
γ (0,0) = 0, Π(μ,γ (μ,), )= 0, (μ,) ∈ [−∗, ∗]× [0, ∗].
Therefore, for (μ,) ∈ [−∗, ∗] × [0, ∗], the function ω(t) = μω0 + η(μ,γ (μ,), )(t) solves
Eq. (2.19). Particularly, let γ () = γ (0, ), then the function
ω(t, )(t) = η(0, γ (), )(t)
is a T -periodic solution of Eq. (2.19) with γ = γ () for  ∈ (0, ∗].
We translate ω(t) back to the original variable, and then obtain a periodic solution of system (1.1)
ui(t) = ωi1
(
t
1+ γ ()
)
+ u∗i
(
t
1+ γ ()
)
,
vi(t) = ωi2
(
t
1+ γ ()
)
+ v∗i
(
t
1+ γ ()
)
, i = 1,2,
with the period [1+ γ ()]T . The equality γ (0) = 0 implies that the period of the periodic solution to
system (1.1) tends to T as  goes to 0. 
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In this section, we establish the existence of circular rotating waves for reaction–diffusion system
(1.3). For this purpose, we ﬁrst analyze the reaction–diffusion system in terms of the rotating wave
variables and thus reduce this system to ordinary differential equations. We then obtain an integral
equation and work on a regular perturbation problem. Finally, Theorem 2 is proved by using the
similar technique to that in Section 2.
Letting u(t, s) = ( u1(t,s)
u2(t,s)
)
and F (u1,u2) =
( F1(u1,u2)
F2(u1,u2)
)
, we have another form for system (1.3):
∂u
∂t
(t, s) = F (u1,u2) + 0u. (3.1)
Correspondingly, the ODE system (1.4) becomes
du
dt
= F (u1(t),u2(t)). (3.2)
We look for a circular rotating periodic traveling wave solution of the form, for each ﬁxed integer
m and ﬁxed constant R ,
u(t, s) = v
(
t
1+ γ +
mT
2π
θ
)
, (3.3)
where (r, θ) is the usual plane polar coordinate, T is the period of a periodic solution for the associ-
ated reaction system (3.2), s = (s1, s2) = (R cos θ, R sin θ) ∈ R2, γ is a parameter with γ ∈ [−γ ∗, γ ∗]
for a ﬁxed positive number γ ∗ < 1. Let x = t1+γ + mT2π θ and substitute (3.3) into Eq. (3.1). We obtain
an equation for v(x) as
v ′ = (1+ γ )F (v1, v2) + 0 (1+ γ )m
2T 2
4π2R2
v ′′.
Denote m
2T 2
4π2R2
0 by ε, and let δ = (1+ γ )ε. Then we have
v ′ = δv ′′ + (1+ γ )F (v1, v2). (3.4)
Compared with Eq. (3.2), Eq. (3.4) is perturbed to Eq. (3.2). Therefore, v(x) can be regarded as a small
perturbation of the T -periodic solution u∗(x) of Eq. (3.2) and introduce a function ξ(x) = ( ξ1(x)
ξ2(x)
)
as
ξ(x) = v(x) − u∗(x). Then, we have
ξ ′(x) = v ′(x) − (u∗(x))′
= δv ′′(x) + (1+ γ )F (v1(x), v2(x))− F (u∗1(x),u∗2(x))
= δξ ′′(x) + (1+ γ )F (u∗1(x) + ξ1(x),u∗2(x) + ξ2(x))
− F (u∗1(x),u∗2(x))+ δ(u∗(x))′′. (3.5)
Now we deﬁne a bounded linear operator A(x) : C(R,R2) →R2, x ∈R, by
A(x)ξ(x) = A1(x)ξ1(x) + A2(x)ξ2(x) (3.6)
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A1(x) = Du F (u, v)|(u,v)=(u∗1,u∗2), A2(x) = Dv F (u, v)|(u,v)=(u∗1,u∗2). (3.7)
Obviously, A(x)ξ(x) is the linearization of F (u∗1(x) + ξ1(x),u∗2(x) + ξ2(x)) around the periodic solu-
tion u∗(x). Therefore, the linearized equation of Eq. (3.2) is
ξ ′(x) = A(x)ξ(x). (3.8)
We thus express Eq. (3.5) in the form of
δξ ′′(x) − ξ ′(x) = −A(x)ξ(x) − K (x, ξ, γ , ) (3.9)
with
K (x, ξ, γ , ) = (1+ γ )F (u∗1(x) + ξ1(x),u∗2(x) + ξ2(x))− F (u∗1(x),u∗2(x))
− A(x)ξ(x) + δ(u∗(x))′′. (3.10)
It is easily observed that K (x, ξ, γ , ) is small if ξ,γ , and  are small. In addition, if ξ(x) is a T -
periodic, then A(x)ξ(x) and K (x, ξ, γ , ) are T -periodic as well. In order to transform Eq. (3.9) into
an integral equation by applying the variation of parameters, we rewrite it as
δξ ′′(x) − ξ ′(x) − ξ(x) = −(I + A(x))ξ(x) − K (x, ξ, γ , ). (3.11)
Then we can express ξ(x) in an integral equation form as
ξ(x) = 1√
1+ 4δ
x∫
−∞
eα(x−t)
[(
I + A(t))ξ(t) + K (t, ξ, γ , )]dt
+ 1√
1+ 4δ
∞∫
x
eβ(x−t)
[(
I + A(t))ξ(t) + K (t, ξ, γ , )]dt (3.12)
with
−1< α = 1−
√
1+ 4δ
2δ
< 0, β = 1+
√
1+ 4δ
2δ
> 0. (3.13)
Letting
Q (x, ξ, γ , ) =
x∫
−∞
(
1√
1+ 4δ e
α(x−t) − e−(x−t)
)(
I + A(t))ξ(t)dt
+ 1√
1+ 4δ
∞∫
x
eβ(x−t)
(
I + A(t))ξ(t)dt
+ 1√
1+ 4δ
[ x∫
eα(x−t)K (t, ξ, γ , )dt +
∞∫
eβ(x−t)K (t, ξ, γ , )dt
]
,−∞ x
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ξ(x) −
x∫
−∞
e−(x−t)
(
I + A(t))ξ(t)dt = Q (x, ξ, γ , ). (3.14)
It is clear that if ξ(x) is T -periodic, then Q (x, ξ, γ , ) is T -periodic. Our ultimate purpose is to show
the existence of a T -periodic solution for Eq. (3.14) by using the Implicit Function Theorem. As in Sec-
tion 2, we deal with ξ(x) of Eq. (3.14) in the functional space C(R,R2) equipped with the supremum
norm. We ﬁrst discuss the properties of nonlinear function Q (x, ξ, γ , ).
Lemma 14. For  > 0 and γ ∈ [−γ ∗, γ ∗], we deﬁne linear operators:
Ti(γ , ) : XT −→ XT , i = 1,2,
by
[
T1(γ , )ξ
]
(x) =
x∫
−∞
(
1√
1+ 4δ e
α(x−t) − e−(x−t)
)
ξ(t)dt, x ∈R,
and
[
T2(γ , )ξ
]
(x) = 1√
1+ 4δ
∞∫
x
eβ(x−t)ξ(t)dt, x ∈R.
Then, for i = 1,2, ‖Ti(γ , )‖L(XT ,XT ) → 0 as  → 0 uniformly for γ ∈ [−γ ∗, γ ∗].
Proof. ∀ξ ∈ XT , the ith component of ξ(x) is denoted by ξi(x). Then we have, for x ∈R,
∣∣[T1(γ , )ξ]i(x)∣∣=
∣∣∣∣∣
x∫
−∞
(
1√
1+ 4δ e
α(x−t) − e−(x−t)
)
ξi(t)dt
∣∣∣∣∣

x∫
−∞
∣∣∣∣ 1√1+ 4δ eα(x−t) − e−(x−t)
∣∣∣∣dt ‖ξ‖XT
= 1√
1+ 4δ
x∫
−∞
∣∣eα(x−t) − √1+ 4δe−(x−t)∣∣dt ‖ξ‖XT .
By (3.13), we have
x∫
−∞
∣∣eα(x−t) − √1+ 4δe−(x−t)∣∣dt = −3
2
+ 3
2
√
1+ 4δ.
Note that δ = (1 + γ ) → 0 as  → 0 uniformly for γ ∈ [−γ ∗, γ ∗] with 0 < γ ∗ < 1. It then fol-
lows that ‖T1(γ , )‖  1√1+4δ (− 32 + 32
√
1+ 4δ) → 0 as  → 0 uniformly for γ ∈ [−γ ∗, γ ∗] with
0< γ ∗ < 1.
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β = 1+
√
1+ 4δ
2δ
−→ ∞
as  → 0 uniformly for γ ∈ [−γ ∗, γ ∗] with 0< γ ∗ < 1, and by the deﬁnition of T2, we have
∣∣[T2(γ , )ξ]i(x)∣∣=
∣∣∣∣∣
∞∫
x
eβ(x−t)ξi(t)dt
1√
1+ 4δ
∣∣∣∣∣
 1√
1+ 4δ
∞∫
x
eβ(x−t) dt ‖ξ‖XT
= 1
β
√
1+ 4δ ‖ξ‖XT .
Therefore, it follows that
∥∥T2(γ , )∥∥ 1
β
√
1+ 4δ −→ 0
as  → 0 uniformly for γ ∈ [−γ ∗, γ ∗] with 0< γ ∗ < 1. 
Lemma 15. If we give the deﬁnition Q (x, ξ, γ , ) at  = 0 as
Q (x, ξ, γ , ) =
x∫
−∞
e−(x−t)K (t, ξ, γ ,0)dt, (3.15)
then Q (x, ξ, γ , ) and Dξ Q (x, ξ, γ , ) are continuous functions of (ξ, γ , ). Particularly we have
Q (x,0,0,0) = 0, Dξ Q (x,0,0,0) = 0.
By the deﬁnitions of K (t, ξ, γ , ) and Q (x, ξ, γ , ) as well as Lemma 14, apparently Lemma 15
follows. Therefore, we omit the details of the proof.
Again we introduce a bounded linear operator L˜ : XT → XT as
(L˜ξ)(x) = ξ(x) −
x∫
−∞
e−(x−t)
(
I + A(t))ξ(t)dt. (3.16)
Then Eq. (3.14) becomes
(L˜ξ)(x) = Q (x, ξ, γ , ). (3.17)
To prove Theorem 2, it suﬃces to show that the nonlinear integral equation (3.17) admits a circular
rotating wave solution. By Lemma 5, we only need to claim Q (x, ξ, γ , ) ∈ (L˜), for ξ ∈ XT , where
(L˜) = {g ∈ XT : 〈ψ∗ − ψ ′∗, g〉= 0}.
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the Lyapunov–Schmidt method and the Implicit Function Theorem to deal with Eq. (3.17).
Because the T -periodic solution u∗(t) of Eq. (3.2) is hyperbolic, (u∗(t))′ is the unique nonzero T -
periodic solution of Eq. (3.8). Thus, Lemmas 3–5 can work for this section, and Lemmas 8–10 also
play an essential role in the proof of Theorem 2 with the operator L˜ instead of L. The following work
is similar to Lemmas 11–13 in Section 2 with the operator Π(μ,γ , ) being replaced by
Ω(μ,γ , ) =
T∫
0
[
ψ∗(t) − ψ ′∗(t)
]
Q (x,μξ0 + η,γ , )dt. (3.18)
So we deem the corresponding results are true and omit the details here. Now we give a brief proof
of Theorem 2.
Proof of Theorem 2. Due to the application of the Implicit Function Theorem, there exist a small
number ∗ > 0 and a continuous function γ : [−∗, ∗] × [0, ∗] such that
γ (0,0) = 0, Ω(μ,γ (μ,), )= 0, (μ,) ∈ [−∗, ∗]× [0, ∗].
From (3.18), Lemmas 5 and 10, it follows that Eq. (3.14) has a T -periodic solution
ξ(x) = μξ0(x) + η
(
μ,γ (μ,), 
)
(x).
Let μ = 0 and γ () = γ (0, ), then we have a T -periodic solution of Eq. (3.14) in the form of
ξ(x, )(x) = η(0, γ (), )(x).
Returning to the original variable, we then obtain a (1 + γ ())T -periodic circular rotating traveling
wave solution of Eq. (3.1) as
u(t, s) = v
(
t
1+ γ +
mT
2π
θ
)
= ω
(
t
1+ γ +
mT
2π
θ
)
+ u∗
(
t
1+ γ +
mT
2π
θ
)
.
Since γ (0,0) = 0, it is obvious that
(
1+ γ ())T = (1+ γ( m2T 2
4π2R2
0
))
−→ T
as m
2T 2
4π2R2
0 → 0. 
4. Examples and simulations
In this section, a speciﬁc example is given to verify the analytical approach in this paper. We
will numerically demonstrate the analytic results in Theorem 1, and also numerically conﬁrm the
analytical result in the Kopell–Howard theorem.
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⎧⎪⎪⎨
⎪⎪⎩
du
dt
= au(b − u) − uv
1+ u ,
dv
dt
= −v + c uv
1+ u ,
(4.1)
where u(t) and v(t) take values on R+ . This system is known as Rosenzweig–MacArthur equations or
the Gause model (the Lotka–Volterra equations with a Holling Type II predator functional response;
see [6,9,21]). In paper [6], the following result is proved:
Lemma 16. For a > 0, b > 1 and c > b+1b−1 , the system (4.1) possesses a unique stable limit cycle solution
(u0, v0).
The linearization of the system (4.1) around (u0, v0) is given by
W ′(t) = M(t)W (t) (4.2)
with
W (t) =
(
u(t)
v(t)
)
and M(t) =
(
ab − 2au0 − v0(1+u0)2 −
u0
1+u0
cv0
(1+u0)2 −1+
cu0
1+u0
)
.
We numerically capture the stable limit cycle and its period T (see Fig. 1 below). A wide range of
values of the parameters have been tried. We can show numerically that 1 is a simple eigenvalue of
the fundamental matrix e
∫ T
0 M(s)ds and the unique stable limit cycle of system (4.1) is hyperbolic.
Let us introduce the following perturbed and coupled evolution system, which is associated with
the reaction system (4.1):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
du1
dt
= au1(b − u1) − u1v1
1+ u1 + 
[
k(u2 − u1) + λ f (u1, v1)
]
,
dv1
dt
= −v1 + c u1v1
1+ u1 + 
[
k(v2 − v1) + λg(u1, v1)
]
,
du2
dt
= au2(b − u2) − u2v2
1+ u2 + k(u1 − u2),
dv2
dt
= −v2 + c u2v2
1+ u2 + k(v1 − v2),
(4.3)
where 0 <   1, k > 0 is a coupling constant, λ is a ﬁxed number, t ∈ R+ , ui(t) and vi(t) ∈
C2(R+,R+), i = 1,2. F ,G ∈ C1(R+ ×R+,R+), f , g ∈ C(R+ ×R+,R+), and
⎧⎪⎨
⎪⎩
∂u
∂t
(t, s) = au(b − u) − uv
1+ u + u,
∂v
∂t
(t, s) = −v + c uv
1+ u + v,
(4.4)
where 0 <   1 is the diffusion coeﬃcient. The functions u(t, s) and v(t, s) are the densities of the
prey and the predator, respectively. According to the main results in Section 1 and the Kopell–Howard
theorem, we have the following propositions.
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limit cycle. Right: population density u and v vs the time t .
Proposition 4.1. Assume that a > 0, b > 1 and c > b+1b−1 . Then, system (4.3) has a periodic solution with the
period (1 + γ ())T approximately equal to the period T of the limit cycle solution of system (4.1) and this
period tends to T as  → 0, where −1< γ () < 1.
Proposition 4.2. If a > 0, b > 1 and c > b+1b−1 , then there exists a positive number 
∗ such that for each ﬁxed
positive number R and integer m satisfying m
2T 2
4π2R2
0 < 
∗ , system (4.4) has a circular rotating traveling wave
solution
u(t, s) = u(t, R cos θ, R sin θ) = v
(
t
1+ γ +
mT
2π
θ
)
.
Proposition 4.3. If a > 0, b > 1 and c > b+1b−1 , then system (4.4) has a periodic traveling wave solution with
period (1+ γ ())T , −1< γ () < 1.
For Lemma 16, we have selected the values of the parameters to be a = 1, b = 2 and c = 5. The
corresponding numerical simulations of system (4.1) are presented in Fig. 1.
From the above numerical results, we know that the period of the limit cycle solution of system
(4.1) is about 6.92.
Numerical results for the system (4.3) are shown in Fig. 2. The system parameters are chosen to be
as follows: a = 1, b = 2, c = 5, λ = 1. f (u1, v1) = u21 + v21, g(u1, v1) = u1v1. Perturbation coeﬃcient
 = 0.003. Coupling constant k is equal to 0.5.
From Fig. 2 we can see that the system (4.3) has a periodic solution with the period T1 ≈ 6.67 less
than T , which matches the results of Theorem 1 with γ1() = γ1(0.003) = − 127 .
Next, we numerically verify Proposition 4.3, that is, we demonstrate that the hyperbolic peri-
odic solution of the reaction system (4.1) guarantees the existence of a periodic traveling plane wave
solution to the corresponding diffusion prey–predator system (4.4). So the same values of system
parameters as in system (4.1) are chosen. We take zero Dirichlet conditions at left edge and homoge-
neous Neumann boundary conditions at right edge of a semi-inﬁnite domain [0,∞), i.e., the system
(4.4) with zero population ﬂux across the right boundary and the diffusion coeﬃcient  = 0.1. We
consider the solution that develops both from random initial conditions and from the following initial
data of the form
u(x,0) = v(x,0) = A exp(−ςx), (4.5)
respectively; see [26]. The numerical solutions of this problem with two distinct types of initial con-
ditions share a similar behavior. We present only the latter case with A = 0.1 and ς = 4 in Fig. 3.
M. Ma et al. / J. Differential Equations 247 (2009) 2597–2619 2617Fig. 2. Numerical solutions for system (4.3) at a = 1, b = 2 and c = 5, λ = 1,  = 0.003. The running time t = 400. Left: phase
ﬁgure of the stable limit cycle. Right: population density vs the time t .
Fig. 3. Numerical solutions for system (4.4) at a = 1, b = 2 and c = 5. (4.5) is taken as the initial data with A = 0.1, ς = 4,
 = 0.1. A periodic traveling wave train is observed. The solutions for u and v are plotted as functions of space x at successive
times t . It is seen that the periodic oscillations move in the positive x direction.
To further verify the result on the period with respect to the time t , we numerically study the
periodicity of the traveling wave train with the same values of system parameters and the initial data
as that in Fig. 3. But to make the patterns completely appear, we let the running time t = 400 and
the place x = 20. Fig. 4 depicts the time evolution of population density from time t = 300 to 400.
Fig. 4 shows that the period of the traveling wave is T ≈ 6.89 with γ2 = γ2(0.1) = 129 which
is larger and close to the period T of the reaction system (4.1). So numerical results are in good
agreement with the description of Proposition 4.3.
5. Discussion
In this paper, we have investigated analytically and numerically the periodic solutions and the
periodic traveling circular rotating wave solutions of two different general nonlinear systems, respec-
tively. The results can be applied to various speciﬁc models arising from biological, ecological, physical,
chemical studies.
It is important to note that the results on system (1.1) in the present paper are true for γ ∈
[−∗, ∗] and  ∈ [0, ∗], where ∗ is some small positive number. In addition, both theoretical anal-
ysis and numerical experiments indicate that, if system (1.1) still has a hyperbolic periodic solution
at ∗ , then the valid intervals can be extended until the hyperbolicity of the system (1.1) disappears;
2618 M. Ma et al. / J. Differential Equations 247 (2009) 2597–2619Fig. 4. All the data are the same as those in Fig. 3. Periodicity of the traveling wave solution is obviously observed. The period
T ≈ 6.89.
meanwhile the system may undergo a Hopf bifurcation at a certain value  which depends on the
value of parameter k and the expressions of functions f (u1, v1) and g(u1, v1).
Lastly, we want to know whether (3.1) possesses periodic target patterns in the form of
u(t, s) = U
(
ct + ψ˜(ρ)
c(1+ γ )
)
(5.1)
or periodic spiral waves of the form
u(t, s) = U
(
ct +mθ + ψ˜(ρ)
c(1+ γ )
)
(5.2)
in the case where system (3.2) has a T -periodic hyperbolic solution u∗(t) = ( u∗1(t)
u∗2(t)
)
. Here (ρ, θ) is
the usual plane polar coordinate, s = (s1, s2) = (ρ cos θ,ρ sin θ) ∈ R2, m is an integer, and then the
arm number of spiral is |m|. U (·) is periodic and has the period (1 + γ )T in the time t for some
γ ∈ [−γ ∗, γ ∗] with 0< γ ∗ < 1. Theoretically, this seems not to be right; but we may obtain a leading
term in terms of the variable x = ct+mθ+ψ˜(ρ)c(1+γ ) as that in [30]. To see this, we consider u(t, s) as a
perturbation of u∗ and introduce a function
ω(ρ, x) =
(
ω1(ρ, x)
ω2(ρ, x)
)
= u(t, s) − u∗(x), (5.3)
where x = ct+mθ+ψ˜(ρ)c(1+γ ) . Substituting (5.3) into (3.1), we obtain the following partial differential equa-
tion:
0
c2(1+ γ )
[(
ψ˜ ′(ρ)
)2 + m2
r2
]
∂2ω
∂x2
+
[
0
c
ψ˜ ′′(ρ) + 0
cρ
ψ˜ ′(ρ) − 1
]
∂ω
∂x
= −(1+ γ )F (u∗1(x) +ω1(ρ, x),u∗2(x) +ω2(ρ, x))+ F (u∗1(x),u∗2(x))
+ 0
c2(1+ γ )
(
ψ˜ ′(ρ)
)2(
u∗(x)
)′′ + [0
c
ψ˜ ′′(ρ) + 0
cρ
ψ˜ ′(ρ) − 1
](
u∗(x)
)′
+ 20
c
ψ˜ ′(ρ) ∂
2ω
∂ρ∂x
+ 0(1+ γ )∂
2ω
∂ρ2
+ 0(1+ γ ) 1
ρ
∂ω
∂ρ
. (5.4)
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extremely diﬃcult and this will be a subject of further study in the future.
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