Abstruct-The sectionalized Fourier transform of a band-limited sig nal (defined as a Fourier transform which is computed over incremented temporal sections of the function) is equivalent t o basebanding, Wtering, and sampling the signal in the time domain. Spectral windowing is employed, through appropriately summing a sequence of the Fourier transform bins, to control the passband and leakage characteristics of the resulting filter. This in turn controls the distortion of the signal induced as a result of the transform process. The use of the sectionalized Fourier transform is exploited to conveniently and rapidly map the cross-correlation envelope of narrow-band signals over the timeregister Doppler-ratio (ambiguity) plane. By using the ambiguity kernel exp (i2ncuft) as an approximation of signal time compression (or expansion), the coherence between transformed signals (along the Dopplerratio axis) may further be expedited through use of the discrete Fourier transform. The resulting error is negligible when the time-bandwidth product of the process is less than the inverse of thc maximum Doppler ratio employed. The resulting algorithms have proved advantageous in underwater acoustic applications. It is concluded that the sectionalized Fourier Transform has many applications in time-domain signal processing using modern array digital computers.
INTRODUCTION W
ITH the advent of the fast Fourier transform (FFT) dgorithm in the mid-1960 's [ 11 - [3] and the corresponding advances in digital computer architecture (in particular, in
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The author is with the Acoustics Division, Naval Research Laboratory, Washington, DC 20375. array processors), giant strides have been made in the rapid computation of complex functions which earlier were considered impractical. More recently, interest has evolved in techniques for estimating the magnitude-squared coherence (MSC) function [4] - [ 161, and in means for rapidly mapping this estimate over the two-dimensional ambiguity plane [ 171-[20] .
These techniques invariably involve computing the Fourier transform of the relevant temporal functions in a piecewise or sectionalized manner, and algorithms for computing MSC estimates (using the FFT and modern array processors) have proven highly successful.
Unfortunately, knowledge of these techniques (in their entirety) has not been widely disseminated. Nor has the role of the sectionalized Fourier transform in dgnal processing applications been thoroughly undcrstood by the user community. This report is therefore devoted to developing the fundamental role that the sectionalized Fourier transform plays in temporal signal processing, and to developing a high-speed algorithm for estimating the normalized correlation envelope (NCE) function over the two-dimensional ambiguity surface.
SIGNAL TRANSFORMATION
Two approaches will be taken to demonstrate the role of the sectionalized Fourier transform (SFT) in temporal signal processing. In either approach it is shown that the SFT can serve to simply baseband, filter, and sample a narrow -band signal. Due to the filtering action, however, some degree of signal U.S. Government work not protected by U.S. copyright distortion is inevitable unless the signal is a constant frequency sinusoid. Reducing the distortion t o a tolerable level is achieved through spectral windowing; i.e., t o appropriately shape and flatten (or level) the filter response.
In the first approach attention is given to the nature and characteristics of the signal distortion function. The tradeoff between the signal and SFT parameters is defined to limit the expected degradation to a tolerable level. In the revisited approach to signal transformation, the basic problem of signal distortion will. be evaded by assuming that the spectral power of the signal is bounded within a finite section of the signal spectrum. The two approaches complement one another and yield an insight into the temporal characteristics of the transformation algorithms.
Signal Description and Representation
Over an extended analysis time (approximately T seconds) a narrow-band signal may be represented as
u(t) =A(t)eiq(t)
(1 a> where the phase function +(t) takes the form
The instantaneous frequency (or inverse wave-period) of the signal is defined as -\k(t) = f, -I- In the analyses to follow, two subintervals of time T1 and T, are to be employed such that TI < T2 and T 1 is much less than the extended analysis time.
Letting fcT2 = ko t 6 , (IS,l < 1/2) and letting r = T 2 / T 1 , 
and t go(t) = 6 , t + s, u(x) dx.
The sampled time series uo(mTl) represents the baseband of the time series u ( m T l ) referenced to the frequency k0/T2, and the variable go(mT1) is a running-time average (taken at mT1) of the instantaneous frequency deviation (relative to baseband) measured in units of 1/T2. [ The merit of this form of notation will become evident when we consider the scctionalized Fourier transform of the signal u(t).]
Sectionalized Fourier Transform
Over the time interval T2 centered at mT,, the sectionalized
Fourier transform (SFT) of u ( t ) is defined as
Um(ko + n ) = - 
IrnT1+T2i2 u(t) e -i 2 n ( k~+ n ) t / T dt T2 mT1-T2/2 J -T 2 / 2
where and (Care must be exercised in the interpretation and use of (3b). The amplitude function A m ( t ) is artificial in the sense that A(mT1) is inserted in the denominator in order t o factor out uo(mT1) in (3a). It is possible therefore for A ( m T l ) to be zero, in which case A,(t) makes n o sense. However, in this event uo(mT1) is zero, and the factor A m ( t ) should rightfully equal only the numerator term. For many practical applications, A(mT, t t ) will be essentially constant over the time interval T2, avoiding the possibility of singularities.)
The form of (3a) reveals that the SFT of u(t) yields the product of the sampled baseband signal uo(nzT1) and a distortion factor. The distortion factor is a function of the spectral selectivity of the SFT and the static and dynamic characteristics of the signal. Our object will therefore be to process the SFT to achieve an output transform which approaches uo(mTl) over a specified signal center-frequency and bandwidth.
Spectral Windowing
A study of (3) suggests the use of a spectral window comprised of J sequential frequency bins n, approximately centered at the frequency ko/T2. Therefore let n=-no where is the resulting distortion function and where J and no are chosen to essentially constrain the signal power within the spectral window. The summation within the above integral may be recognized as the Dirichlet kernel [21] , [22] . The sum reduces to [ 2 3 ]
(The exponential factor, when J is even, results from the spectral window being centered midway between two spectral bins of the SFT. The sign of the exponent depends ,on whether the center of the window is located one-half bin-width below or above the spectral bin ko.)
Using the Dirichlet kernel in (4b), the distortion function becomes provided that +1/2 is added to the parameter 6, [in (3c)l when J is even. (Assuming that u ( t ) is symmetrically distributed, the value 1/2 is subtracted when 6, is positive and added when 6, is negative. This procedure is required if the spectral window is to most efficiently span the spectral bandwidth of the signal.)
Properties of the Distortion Function
In addition to the window parameter J , the distortion function is dependent on the spectral characteristics of the signal u(t). When the signal dynamic characteristics are sufficiently slowly varying, such that A(t) and u ( t ) are essentially constant over time intervals of Tz s, the distortion function is real and equal to the spectral window function W,(X,). That is ( 6 4 where x , = 6, + Tzu(mT1) when J is odd or 6, F 0.5 + T2u(mT1) when J is even. By expressing the Dirichlet kernel by its equivalent trigonometric series and carrying out the integration prior to summing, WJ(x) may be shown to be when J is even. (The shift of 1/2 in the latter relation is due to the fact that the center of the spectral window is + onehalf bin-width from the koth bin.) A plot of W J ( X ) as a function of the normalized frequency is displayed in Figs. 1 and 2 for selected odd and even values of J , respectively. The filter characteristics are somewhat smoother over the filter passband J/Tz when J is odd. However, as J gets larger, th'e difference in the odd versus even passband characteristics becomes proportionately smaller.
In addition to the static window characteristics, the signal distortion is also a function of the signal dynamics. The expected value of the distortion function may be shown to ap- is a measure of the instantaneous frequency deviation from the window center-frequency, and A x , is a measure of the change in instantaneous frequency over the SFT interval T2.) From (5) then, the distortion function becomes Except when A x , is zero (in which case the distortion function reduces to the spectral window function), the distortion will be a complex number, resulting in both amplitude and phase distortion. To provide an indication of the degree of distortion that can exist, (8) has been computed as a function of A x , (with x , = 0) for various values of the parameter J . The results are tabulated in Table I . (The ratio Ax,/J is the fraction of the spectral window over which the instantaneous frequency varies in the timc interval T2. Thus when x , is zero, the frequency will be constrained within the spectral window for Ax,/J less than one.) The data in Table I indicate that the distortion will be relatively minor under the stipulated conditions. The distortion has been computed for values of x , other than zero and found to be no more serious than that shown in the 
Consequently, from (4a) and (1 I b j
The above relation demonstrates that the sectionalized Fourier transform can serve to baseband, filter, and sample a band-limited function without basically changing the temporal ' Although a signal cannot be both band-and time-limited in a pure thcoretical sense, this concept has proven quitc useful in practical applications. An exccllent discussion of the problem is found in 121. pp. 121-1321. characteristics of the function. In addition, the relative simplicity of the FFT algorithm permits these processing operations to be performed with ease on modern digital computers. The factor D, (g,; J ) , given in (S), provides a measure of the distortion induced by the process, so that some basis is available for the selection of the parameters T2 and J. The criterion for the selection of the sampling rate I ITl is also well defined. To avoid undersampling, the sampling rate should be equal to or greater than the (two-sided) filter bandwidth BJ = J/T2, or Tl should be equal to or less than the Nyquist interval T2/J (271.
Equivalent Temporal Window
The temporal counterpart of spectral filtering (or windowing) in harmonic analysis is to shade or to weight the function u(t) over the time window [28] , [29] . The temporal window function, equivalent to the spectral window W,(x), is simply the inverse Fourier transform of w~( f T 2 ) .
Therefore, from (6b) and (6c)
for J odd, and
for J even. (The complex exponential factor for J even is a consequence of the spectral window being centered midway between two spectral bins.) A plot of the temporal window function for various values of J is shown in Fig. 3 . For J = 1 , the weighting is constant. For J = 2 , the weighting magnitude is a simple cosine function. As J becomes larger, the temporal window (Dirichlet kernel) more closely approaches a (sin x)/x function over the interval T2. (I 3b )l. Equation ( 1 5a) is identical to (4a), except that here the spectral bin k is general and need not be restricted to fitting any particular center frequency. Thus the spectral window may be incremented across the frequency band in steps of one to J bin-widths. Computationally, it is more economical to implement the window function in the spectral domain when only one or a few spectral bands need be examined for signals. There is also merit in the fact that k may be indexed in less than J increments to smooth or effectively eliminate any "picket-fence" or "scallop" effect between windows [28] .
A study of the temporal window function (Fig. 3) reveals that the significance of u(t), in the formation of its Fourier transform, decreases rapidly as t deviates from +T2/2 J. That is, as It1 becomes greater than 1/2BJ, the weight given to ~( t ) becomes appreciably reduced, so that its significance in the (14) construction of the resulting Fourier transform U,(k) is reduced. This is why the value of Ax,, in the distortion function D, (g,; J ) , can become proportionally larger with J without seriously altering the transform characteristics (see Table I ). The restrictions on the rate of change in the ampli-
wJ(t -mT1) u(t)e-i2nkt1T2 dt
tude function A ( [ ) is also proportionally reduced. Another
way of looking at it is that as Jbecomes larger, the bandwidth
of the spectral window increases (assuming T2 remains fixed).
( 1 sa) And consequently the signal dynamics can be correspondingly its sectionalized Fourier transform can readily be shown to be ImT1*r212
(spreading the power spectral density of the signal) t o fill the wider window, without seriously degrading the transformed output.
Doppler-Induced Distortion
When a signal source is in motion in a transmission medium, the spectral energy of the signal suffers a Doppler shift. The effect of the Doppler shift is to compress (or expand) the time scale of the original signal [30] . Thus 
and
When a. is sufficiently small so that mao < r/J, A 2 , m will be close to unity. (The amplitude distortion factor A 2 , m is due to the time compression of the Doppler-shifted signal.) For the purposes of this paper, A(t) is considered to vary sufficiently slowly so that insignificant error will result in assuming that A 2 , m = 1.
Since the effect of the time compression is to slightly shift the spectral power of the signal u ( t ) into a new band, it may be desirable to translate the Fourier transform sequence (spectral window) to accommodate this Doppler shift. To optimumly accomplish this, let a, fcT2 = n, + E , (where -1/2 < e < l/2). (174 Following the procedure given in (1 l), it may be verified that
where U2,,(k) is the sectionalized Fourier transform of u((1 + ao)t}. The translation of the Fourier transform sequence by E , has the effect of centering the spectral window on the Doppler-translated signal spectrum t o minimize the output signal distortion. (If the spectral window is sufficiently broad to adequately encompass the Doppler shift, this step would be unnecessary.) Another way of looking at it is that the far left-hand side of (17b) is the baseband for the Dopplershifted signal. Although a frequency translation of ko/T2 represents baseband for the signal u(t), a frequency translation of (ko + n,)/T2 is required to represent baseband for the Doppler-shifted 
For our purposes we shall assume that the bandwidth of the spectral window is sufficient to ignore the Fourier transform distortion factor (permitting us to drop the "tilde" from the functional relations). And we shall assume that mao is sufficiently small to ignore the amplitude distortion factor A 2 , m .
(We shall later develop the restrictions on a. and the analysis time to permit this realization.) The significant relations relative to Doppler-shifted signals are then
(1 8)
The first exponential factor in the right-hand side of (18) reveals that a Doppler shift produces a linearly varying phase rotation on the original signal. The rate of phase rotation is proportional to the product of a. and the mean signal frequency f,. (For a CW signal this will be the only phase distortion.) However, the zero-mean fluctuating frequency u(t) introduces a nonlinear phase-shift which must also be taken into consideration. The degradation effect of this latter factor will be addressed in a latter section of the paper.
Effect of Time Shifts
Consider now the effect of a simple time translation T~ on the signal u(t). 
where U 1 , , ( k ) is the sectionalized Fourier transform of
Assuming that the bandwidth of the spectral window is sufficient to ignore the Fourier transform distortion factor [( 12)], the "tilde" may be dropped from the above relation. Consequently, the effect of the residual parameter el is to cause a 
DESIGN CONSIDERATIONS

Noise Power Output
Since the signal channel will generally be contaminated by broad-band noise, it will be of interest to determine the noise output of the filter 
W ( f T 2 ) inherent in the sectionalized
Output Signal-to-Noise Ratio
If p,(f) is the signal power spectral density function and f is frequency, measured relative to the center of the spectral window, the output signal power will be When the signal power is uniformly distributed over the band f l to f 2 , the output signal power becomes where y = 2 f / B~ and where Table I1 for values of y lying within the main lobe of the spectral window. From (21) and (23) then, the output signal-to-noise power ratio becomes And, if the signal power spectral density is symmetrically located within the filter window, the relation reduces to For a properly designed system, BJ should be chosen to efficiently contain the signal power without significant excess or spillover. Ideally, y should be one to avoid an excess of unwanted noise and interference. From Table  I1 (and y = l), it is seen that for J greater than one the output signal-to-noise ratio is very nearly ideal. Even for J equal to one, the loss in signal-to-noise ratio is only slightly in excess of one decibel.
The function Z J ( Y ) is tabulated in
Consequently, from the standpoint of signal-to-noise ratio, there is no strong motivation for choosing a value of .I greater than one.
Spectral Leakage
An important facet in the design of the spectral window (selection of the parameter J ) is the spectral leakage resulting from the window sidelobes [ 2 8 ] . These sidelobes will cause signals remote from the window bandwidth to appear at the filter output, even though they are attenuated. And if the re-IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-30, NO. 2 , APRlL 1982 mote signals are sufficiently strong, they can seriously interfere with those signals falling within the filter window. Consequently, it is important that the filter window reject those signals whose spectral energy falls outside of the spectral window to the degree that is practical. From (6), the magnitude of the spectral window sidelobes is closely approximated by when J is odd, ot 
where f is frequency measured relative to the center of the spectral window. For BJ constant, it is seen that the magnitude of the remote filter sidelobes is inversely proportional to J . A more interesting fact is that the magnitude of the sidelobes decays at a rate of 12 dB/octave of frequency when J is even, and only 6 dB/octave of frequency when J is odd. Thus, from the standpoint of interference rejection it will be more productive to make J even.
Plots of the spectral window characteristics for J odd and even are shown in Figs. 4 and 5. The frequency axis of the curves is scaled in units of the window bandwidth in each case for comparison purposes. The advantage of making J even in lieu of odd is quite apparent. Further, since the sidelobe density is J lobes per window bandwidth, interferring signals whose spectral power is spread over one or more sidelobes will be attenuated approximately 4 dB below the indicated sidelobe envelope.
CORRELATION PROCESSING
Magnitude-Squared Coherence
The magnitude-squared coherence function (MSC) of two signals sl(t) and s2(t) is defined as where S l l ( f ) and S,,(f) are the power spectral densities of s l ( t ) and s2(t), respectively, and S I 2 ( f ) is the cross-power spectral density (Fourier transform of the cross-correlation function). Note that the MSC will range between zero and one depending upon the magnitude of the cross-power spectral density. Perhaps the most unique property of the MSC is its invariance under linear operations. That is, if u l ( t ) and u 2 ( t ) are the result of linear time-invariant operations on s l ( t ) and s2(t), then the MSC of ul(t) and u2(t) will be identical to the MSC of s l ( t ) and s2(t) 141. This will be true even though the correlation coefficient between u l ( t ) and u 2 ( t ) may differ radically from the correlation coefficient between s l ( t ) and s2(t). Thus, the square root of the MSC and the correlation coefficient, although somewhat related, are truly different concepts.
MSC Estimate
The magnitude-squared coherence estimate has been defined as 
Normalized Correlation Envelope
Consider now that sl(t) and sz(t) are two real narrowband signals present at two sensors. The normalized twodimensional correlation function (NC) of the signals (over an extended analysis interval) is defined as [31] where the indicated averaging is carried out over the analysis interval. The resulting NC can generally be written as the product of a slowly varying correlation envelope (NCE) function X ( T , cu), and a sinusoidal carrier function C(7, a) [31] . By repeati,ng the NC with 7 shifted by one-quarter of a cycle of the carrier frequency, the resulting NC will be in quadrature with the original NC. (The minute shift in 7 will not significantly change the value of the correlation envelope function.) Thus, the NCE may readily be computed as the square root of thc sum of the squares of the NC and the quadrature NC.
The indicated procedure for determining the NCE is computationally awkward and inefficient. where fk = k/T2 is the approximate center-frequency of the spectral window. When k is optimum for a given signal (viz., when the spectral window is most nearly centered about the signal spectrum), the error in the estimate will be where 6, ( 16cl < 1/2) is the difference between f, and the nearest harmonic k/T2. The choice of the index q to vary the Doppler ratio in increments of approximately 1/2f,T was made to limit the "picket-fence" or "scallop" loss in the a-dimension to less than 1 dB [28] .
Computation of NCE Estimate
Computing the two-dimensional NCE estimate must certainly be considered a formidable task as a result of the variables m, and 4 over which a correlation surface is mapped. In practice, the number of points required to satisfactorily map the surface can range from several thousand to the tens of thousands. However, the present state-of-the-art in computer technology (using modern array processors) is such that adequate computational speed is available, providing the processing algorithms are suitably matched to the computer architecture. In the case of the transforms Vm(k; J ) , these are ideally suited for array processing using conventional DFT (discrete Fourier transform) formats. One may also perceive that the numerator of the NCE estimate [(30)] has the form of a DFT relative to the Doppler-ratio variable q. This considerably reduces the required programming and the computational time in the realization of a NCE surface.
The variation in the r-dimension, although not as expedient to reproduce, involves incremental translations of the one transform V m ( k ; J ) relative to the other. When the equivalent bandwidth of the desired signal spectral power is greater than one-half the width of the spectral window, the scallop loss (due to discrete sampling in the r-dimension) can exceed 1 dB and may approach 4 dB (when the equivalent bandwidth is equal to the width of the spectral window). Under these circumstances, the scallop loss can be reduced by computing a second series of Vm(k; J ) (for one of the signals), which is temporally interlaced with the original set. This is equivalent to choosing T , to be 1/2BJ for the one signal, and then sequentially interlacing the odd and even sets of resulting sectionalized Fourier transforms in computingthe NCE estimate.
Although somewhat complicated, the indicated techniques (or modified versions thereof) for computing rather extensive ambiguity surfaces have been accomplished with relative ease on suitable array processors within the past decade [ 181- [20] , ~3 1 1 .
Vulidution of the NCE Estimate
The algorithm for estimating the NCE [given by (30)] can be applied in two ways. First, it can be used to study the ambiguity surface features for a broad class of temporal functions. And second, it can be used to detect (and estimate the parameters for) common signals which differ in time alignment and/or Doppler ratio.
In the first application, V1,,(k; J) = V 2 , m ( k ; J ) and the parameters q and m, are used to map the autocorrelation envelope over the m-plane. Letting the spectral window be centered on (and encompass) the spectral energy of the signal u ( t ) , it is seen that (30) When both m7 and q are zero, the NCE estimate equals unity. Further, along the T axis ( a = 0), the estimate of the NCE is essentially precise. However, when a is nonzero, the estimate is degraded as a consequence of the nonlinear phase-distortion factor. (The degree that this factor influences the NCE estimate will be determined shortly.)
In the second application, consider that the common sig-
nal is u ( t ) [see (l)] and that sl(t) = u(t + 70) and s z ( t ) = u(t + sot).
In this application, the parameters T~ and a. are unknown and will need to be estimated from the NCE function topology. (The NCE estimate is expected to peak at the point where r and CY compensate for the parameters 7o and ao, respectively.) In practice, m7 and q are systematically sequenced over a set of values which will encompass the anticipated range of T~ and ao. Since the intent of the processing is to compensate for time and Doppler differences in the received signals, it will be advantageous to shift the spectral window periodically as discussed in relation to (17) . (The shift in the spectral window function is to ensure that the two spectral windows span approximately the same portion of the signal spectrum in the common signal.)
An algorithm for determining the bin-shift parameter is developed as follows. With M [see (30b)l chosen so that M / J i s an integer, let q' be a modulo integer defined as
where j ( j < J ) is the desired number of Fourier transform bins to be translated with each modulo sequence. (When J i s small, it may be expedient to make j = 1; however, when J is large, computation time can be saved by translating the spectral window in larger increments without seriously degrading the sensitivity of the correlation processor.) The shift parameter n, is then 
and uz(mT1) = u { ( l t ao/2)mT1}.
Except for the three exponential degradation factors, the above estimate is equal to one (the desired value). The first two exponential factors degrade the estimate as a consequence of sampling the NCE function at discrete points along the 7 and a axis of the ambiguity plane. This results in a twodimensional scallop loss (in the estimate) over the ra-plane. When el and eZ are zero, these factors reduce to one. The third exponential factor degrades the estimate as a consequence of the imperfect method of compensating for time scale-factor compression (or expansion) in the algorithm. The design considerations which may be employed to limit the degradation of the NCE estimate will now be addressed.
Expected Degradation of the NCE Estimate
The NCE estimate given by (37) is a function of the variables e l , e,, (yo, u, and A , and the design parameters M and BJ. The variables e l : e,, and u are zero-mean random processes, while A is either constant or is comprised of a mean value with a random component (over the analysis interval). For purpose of the analysis to follow, it will be reasonable t o assume that the random pl-ocesses are all ergodic and statistically independent.
A study of (36) and (37) reveals that the amplitude function A(mT,) can significantly influence the NCE estimate if this function is highly unstationary. For example, suppose that A(mTl) for a particular m is much greater than M times the value for the remainder of the set of m. In this event, the value of the NCE estimate given by (36) will approximately equal one regardless of the phase variation over W . This is a nontrivial problem and has occurred in practice in connection with transient signals of short duration (comparable to the sample period T I ) , It can readily be perceived that the effect of relatively high-level transient bursts in the amplitude level is to shorten the effective (or useful) integration time of the NCE estimate. This in turn reduces (rather than increases) the degradation effects under consideration. Consequently, to obtain a useful measure of the degradation effects of the phase parameters under consideration, the amplitude parameter Rm will be considered as constant over the integration time. This procedure will maximize the phase misalignment degradation effects of the NCE estimate, which is of primary concern in this paper. Therefore letting R , = 1, the expected degradation will be determined for each of the three factors in (37) separately.
Degradation due to sampling error E,:
Consider first that el and 0 1~ are both zero. The value of the NCE estimate due to the error E , becomes [23] -- sin (e2n/2) sin ( n e 2 / 2 ) 4 M sin ( e 2 n / 2 M ) ne2/2 < -sin (n/4) = 0.90.
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Thus, the expected degradation due to imperfect 01 alignment will be less than about 0.91 dB. Further, since the probability density function for e, will be constant over the range -l / 2 < e2 < 112, the expected degradation (averaging over e2) will be ''* sin (ne2/2> Si (n/4)
Thus, the increment sample size along the 01 dimension appears to be suitably chosen for practical applications.
Degvadation due to sampling error el: Consider next that e2
and a0 are both zero. Assuming that 1 <<M, the NCE estimate may be closely approximated as
Since u ( t ) is a zero-mean function over the analysis interval, the imaginary term of the NCE estimate will be near zero and the real term can be expected to dominate over the permissible range of e l and u ( t ) . Although the expected value of the imaginary term will be zero, it does not follow that the expected value of the NCE estimate will be determined by the real term alone. However, it does follow that a lower bound on the expected value of the estimate can be determined by using only the real term. And as long as the real term does not become small compared to one, it will closely approximate the true expected value of the estimate. Thus I 
I
And letting p,(u) be the probability density function of u and assuming that p, (-u 
e~).
The above relation has been solved for three probability density functions, and the results are tabulated in Table  111 . The first probability density is the case where u is uniformly distributed over a bandwidth B,. The second is a Gaussian function whose standard deviation is limited t o a maximum of BJ/4. (The bandwidth B, is the information bandwidth of the signal (see [30, pp. .) The probability density for the third case is realized when v is a sinusoidal fluctuation whose peak-to-peak frequency excursion is uniformly distributed over the bandwidth B, [33] . 3 From the table one can observe that the expected degradation will depend on B, and the distribution of u over B J , as well as the sampling error el. For lel/ = 1/2 and B, at its maximum permitted value, the lower bound of the expected 3Thc three probability density functions considered here, as wcll as a number o f other distributions, may be found in [33] . This carlier work demonstrates that the coherence degradation \vi11 depend csscntially on the standard deviation of thc B variable (and be relatively indepcndcnt of thc probability density function) when 00 is less than one. 
degradation in each case will be: 0.637 (-3 .92 dB) in case 1, 0.735 (-2.68 dB) in case 2 , and 0.814 (-1.79 dB) in case 3. Since the error el will be uniformly distributed over the range -112 < el < 112, the expected degradation due to this cause in each case (averaging over el) will be limited to where the error function erf (2) is defined as [24, pp. This amount of degradation appears tolerable for practical application. However, the expected degradation can be further reduced by sampling the one channel at twice the Nyquist interval and interlacing the sample sets in (30) as described earlier. In this event, Table 111 will still be applicable with the understanding that el is limited to *1/4.
Degradation due to imperfect Doppler compensation: Fi- nally, consider that el and e2 are both zero. Assuming 1 << M , the NCE estimate in this situation may be written , letting p,(u) be the probability density of u and assuming that pu(-u) = p,(u), the lower bound on the expected value of the NCE estimate becomes
One may recognize that the inner integral in (41) is identical in form to (39c). Consequently, the results given in Table 111 will be applicable to this case provided aoB,Tx/2 is substituted for elBv/BJ. The lower bound on the expected values of the NCE estimate (for the three given probability densities) may therefore be computed as Si (naoB,T/2) naoB,T/2 erf (fiaoB,T/2) aoB;T and Since the above expectations are derived from ensemble averages for the random variable u ( t ) , it will be informative to determine the error in the NCE estimate for specific examples of u ( t ) for comparison purposes. Two examples are chosen which produce rather severe degradation on the estimate. In the first example let u(t) = *B,t/T (-TI2 < t S T/2) ( 4 3 4 and in the second example let *B,/2 (for
cos [2naotu(t)] d t suitable upper bound on the expected NCE degradation.
In the first example, the frequency varies linearly from TB,/2 to +B,/2 over the integration period T. This is representative of what can occur in practice. However, it is a severe example in that u ( t ) is perfectly correlated with the integration variable t (which will maximize the degradation due to the linear frequency slide). In the second example, the frequency u ( t )
remains fixed at ?B,/2 for one-half the integration time and then flips to the negative value for the remainder of the integration period. This is an extreme case which will be approached infrequently in practice. However, it will provide a And since the Doppler ratio a. is Auo/c, where nuo is the difference in source speed along the propagation paths to the two signal sensors and c is the signal propagation speed in the transmission medium [30] In the case of underwater acoustic applications, c is approximately 2880 knots.
Assuming a source-speed differential of 10 knots, a suitable bound for M is less than or equal to 288 BJIB,.
SUMMARY A N D CONCLUSIONS
Although the Fourier transform of a temporal function is normally used to decompose the function into its complex spectral components, the sectionalized Fourier transform (SFT) may be employed in a manner which preserves the temporal properties of the original signal. It has been demon- 4W . 13. Marsh, [ 191 has recommended that ol0B,T be limited to less than 0.25 in connection with the MSC estimate. However this appears t o be ultraconservative in light of the results displayed in Fig. 6 . strated that when a contiguous sequence of J SFT spectral bins is appropriately summed (J typically being a small number): the resulting transform of a band-limited signal is equivalent to basebanding, filtering, and sampling the signal in the time domain. The value of J may be chosen to control the passband and leakage characteristics of the filter (see Figs.  1-4) .
With the advent of the FFT algorithm and modern array processors, use of the SFT to baseband, filter, and sample signals considerably simplifies the programming of multidimensional correlation processors in practical applications. Further, using the ambiguity kernel as an approximation of signal time compression (or expansion), the FFT algorithm is applicable to correlation mapping along the Doppler-ratio axis of the ambiguity plane. The resulting error has been shown to be negligible when the product of the signal bandwidth and the correlator integration time is less than the inverse of the maximum Doppler ratio being employed.
Using the techniques described in this paper (and modification thereof), two-dimensional correlation mapping of lowfrequency acoustical signals over long integration intervals has been implemented for the NCE estimate (or the MSC estimate) well in excess of real time.
It may be concluded that the sectionalized Fourier transform has many applications as an alternate (and convenient) method of time-domain processing using modern array digital computers. Its application is limited only by the sample rate which can be processed in the digital computer employed. where VM is the, extreme limit of a slowly varying fluctuation frequency. Therefore, since any dynamic variation in the sample function Ami will produce equal sidebands of power on either side of the carrier frequency 6,/T2 + U M , [35] the carrier frequency must be restricted to lie sufficiently well within the spectral window to accommodate the amplitude modulation sidebands. On this basis it is evident that when J is one and 6, = 1/2, A , tnust be essentially constant over T2 if the distortion function is not to become excessive. On the other hand, when J is large, the parameter 6, will not play a significant role in restricting the members of the ensembles. Consequently, for 1 << J , the spectral window need be only sufficiently broad to accommodate both the maximum deviation in the frequency fluctuation u ( t ) and the spectral sidebands introduced as .a consequence of the amplitude modulation (if significant distortion of the resulting transformed signal is to be avoided).
Since the two ensembles of sample functions are assumed independent, it will bc convenient and appropriate to treat the amplitude and frequency fluctuation problems separately. (A41 It is well to note that the maximum time we need be concerned with is T 2 / 2 . However, the magnitude of the Dirichlet kernel decays rapidly for t greater than T 2 / 2 J = T 1 / 2 .
Expected Distortion Due to Frequency Fluctuations
Consequently, the significance of p2(U,, t ) becomes increasingly less beyond t = T 1 / 2 .
Since iimk is the running-time average of Uk(mT1 + t ) , its probability density function will depend on the dynamic characteristics (or power spectrum) of u(t) as well as on the smoothing time t. It should also be apparent that the peak magnitude of Fmk cannot exceed the peak magnitude of ficiently small so that Uk(mT1 + t) is approximately equal to Uk(mT1) + &(mT,)t over all members of the ensemble, .the probability density of V , will approximate the probability density of u. On the other hand, when t i s large, the probability density of 5 , will be compressed relative to the probability density of u. This is evident since the average of a rapidly varying zero-mean function approaches zero over relatively long time intervals. SUf- To exemplify the above consideration, let
where UM is the frequency deviation (UM < B J /~ = J/2T2) and p is the modulating frequency. Then Thus, ij;nk is a delayed (by the amount t / 2 ) and compressed version of the function vk(mT, + t). The ratio uM/p is known as the frequency modulation index of the process, and the resulting signal spectral energy can be expressed in terms of Bessel functions. To prevent significant spectral energy of the signal from exceeding the passband of the spectral window, this ratio should be no greater than n/2 [36] . This places an upper bound on the modulating frequency p of 2 u~/ n < B J /~. 
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Thus, in the extreme case (for p maximum allowable), the probability density for 5 , will be approximately the same as the probability density for u , within the primary lobe of the Dirichlet kernel. The maximum rate of change of uk(mT1 t t ) is 27rpu~ < 4u& < B j = J2/T:. This rate limits the change in uk(mT1 + t) over the period of T I s to less than the spectral window width of BJ hertz (or equivalently, UT: < 1). Little error will therefore result in assuming that the probability density of 5 , is the same as the probability density of u over As a consequence of the above analysis, (A4) will closely 
Expected Distortion Due to Amplitude Fluctuations
To study the expected distortion due to amplitude modulation we shall consider that u(mT, + t ) is constant over -T 2 / 2 < t < T2/2, and let x , = 6, t T2u(mTl). The ensemble average will be taken only over j holding k fixed, so that (A3a) becomes E, {Dm = ( Dmjk) (averaged over j )
To proceed, it will prove convenient to perform the ensemble averaging i n steps. First, it may be assumed that for every member function A,; there exists a complement member function with negative time characteristics. Thus, the average of the member and its complement is an even function of time. As a consequence, the expected value of the distortion will be real and we need carry the averaging process only over even functions of time. Thc symbology Ami will henceforth be used to represent an even function of time, with the understanding that the first step of ensemble averaging has been effected.
Next Since no significant spectral energy will be permitted t o fall outside of the spectral window, the ensemble of functions aj to be considered will be limited to those whose upper limit P is restricted by the relation
where / x M / is the maximum excursion of the frequency fluctuation x , , This informs us that when J is either less than 2 or lxMl is J/2, no significant amplitude modulation can be permitted without serious distortion of the resulting transformed signal. If one-half of the spectral window is reserved for frequency modulation, P will be limited to values less than J/4.
With the above considerations then, (A6) reduces to The above relation shows that the expected signal distortion due to amplitude fluctuations will be dependent on the flatness of the spectral window over the passband. Thus, when J is sufficiently large so that the spectral window can be assumed to be unity over the passband, (A7) reduces to one.
ACKNOWLEDGMENT
The author is indebted to his colleague W. L. Anderson for criticism and suggestions regarding the applications of the ensemble averaging techniques employed in the analysis. Mr. Anderson has also written the computer code for programming the NCE estimate algorithms discussed in this paper, and has demonstrated these algorithms in undersea acoustic applications. Credit is due to E. L. Kunz for the programming and computation of the illustrations shown in the paper. Our
