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Abstract
Reliable neural networks applicable in practice require adequate generalization capabilities accompanied with a
low sensitivity to noise in the processed data and a transparent network structure. In this paper, we will introduce
a general framework for sensitivity control in neural networks of the back-propagation type (BP-networks) with an
arbitrary number of hidden layers. Experiments performed so far conﬁrm that sensitivity inhibition with an enforced
internal representation signiﬁcantly improves generalization. A transparent network structure formed during training
supports an easy architecture optimization, too.
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1. Introduction
Reliable neural networks applicable to large-scale tasks are quite naturally expected to generalize the extracted
knowledge well. Good generalization means the optimal behavior also for previously unseen or noisy patterns. From
the literature, it is well known that smaller networks with smoother functions, lower curvature and a larger margin
set along the separating hyper-planes, are expected to generalize better [2], [12]. Unfortunately, even if the optimum
size of the network were known, it might be difﬁcult to train such a network completely from scratch [9]. In such a
case, pruning techniques applied to larger already trained networks might represent a viable option [3]. At the same
time, the size of the weights (i.e., their absolute values) should be taken into account and regularization techniques
penalizing large weights are used to control them. Further, e.g. the so-called sensitivity coefﬁcients, curvatures of the
input variables and the interaction between them facilitate the selection of the right input variables.
In [7], we have proposed a new sensitivity-based feature selection technique for single-hidden-layer BP-networks.
Here, we will introduce a generalization of the above-mentioned approach to BP-networks with an arbitrary number of
hidden layers. Section 2 discusses the methods relevant to feature selection, pruning and sensitivity analysis. Section
3 outlines the developed sensitivity control technique (SCGSIR). Section 4 is devoted to experimental results obtained
so far for the problem of binary multiplication of two 3-bit numbers and for real data provided by the World Bank.
The concluding Section 5 summarizes the achieved results.
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2. Related works
The following notation will be used in the paper: the training set T is a ﬁnite non-empty set of P ordered pairs of
input/output patterns: T = { [ x1 , d1 ], . . . , [ xP , dP ] }. A neuron with the weights (w1, . . . ,wn), the threshold ϑ and
the input vector z = (z1, . . . , zn), computes its potential value ξ as ξ =
∑n
i=0 ziwi, where w0 = ϑ and z0 = 1. The output
neurons have a linear transfer function y = f (ξ) = ξ with the derivative f ′(ξ) = 1, and the hidden neurons:
y = f (ξ) =
1 − e− 2 ξ
1 + e− 2 ξ
, with the derivative f ′(ξ) equal to: f ′(ξ) = ( 1 + y ) ( 1 − y ) = 1 − y2 . (1)
The standard BP-training algorithm [10] evaluates the behavior of trained networks by the objective function E:
E = (1/2)
∑
p
∑
v ( yv,p − dv,p )2 , where p indexes the training patterns, v the output neurons, y is their actual and d
their desired output value. To clarify the role of hidden neurons, the so-called condensed internal representation (IR)
[8] groups the outputs of the hidden neurons around 1, −1 and 0 by adding a new term F to the objective function
E minimized during training: F =
∑
p
∑
lay
∑
hlay ( 1 + yhlay,p )
s ( 1 − yhlay,p )s y2hlay,p , where p is an index over all
training patterns and hlay indexes the hidden neurons from the hidden layer lay. y represents their actual output value.
s tunes the shape of the representation error function F (a recommended value is s = 4). The new objective function
has the form: Hˆ = E + cFF , where cF reﬂects the trade-off between the inﬂuence of E and F in Hˆ. The weights
are iteratively adjusted by: wi j(t + 1) = wi j(t) + α δ j yi + αr  j yi (index p for the desired and actual neuron output
values d and y has been omitted). The terms for BP-like corrections δ j and IR-like corrections  j correspond to:
δ j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
d j − y j for output neurons
( 1 + y j ) ( 1 − y j )
∑
k
δk w jk for hidden neurons (2)
 j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 for output neurons
2
[
(s + 1)y2j − 1
]
(1 + y j)s(1 − y j)sy j for neurons in the last hidden layer
(1 + y j)(1 − y j)
∑
k
kw jk + 2
[
(s + 1)y2j − 1
]
(1 + y j)s(1 − y j)sy j for other hidden neurons
(3)
w stands for the weights. i and k index neurons in the layers below and above the neuron j, respectively. y j is the actual
output value of the neuron j and s tunes the shape of the representation error function. t+1 and t index next and present
weights, respectively. α and αr represent the particular learning rates. In [7], internal representation enforcement has
been implemented as an enhancement of the fast scaled conjugate gradients (SCG) training algorithm [5].
2.1. Feature selection and sensitivity analysis
Techniques inferring variable inﬂuence in neural networks according to the applied data set, e.g., PCA or informa-
tion theoretic methods, reduce the dimensionality of the input according to a ranking of the signiﬁcance of variables.
Unfortunately, these strategies tend to produce completely different rankings from those methods that consider also the
formed network model [9]. Other pruning methods interfere with training but aim at improving network’s generaliza-
tion, too. Since generalization depends both on the number of the weights and on their size, regularization techniques
often penalize large weight values of the network. The Bayesian approach controls the complexity of neural networks
by soft-pruning. In this case, the inﬂuence of irrelevant inputs is inhibited just by reducing their weights [3], which is
practically equivalent to disconnecting those neurons. The Bayesian framework does not, however, guarantee better
results than, e.g., cross-validation [4].
The last type of techniques reveals the inﬂuence of the input variables based on numeric sensitivity analysis. The
so-called ‘weight product’ method considers, e.g., the ratio of the value of the input variable xi and the value of
the output yk in conjunction with the product of the weights: WPik = (xi/yk)
∑
j wi jv jk , where WPik represents the
inﬂuence of the input variable xi on the output yk and j goes over all hidden neurons [6]. Sequential zeroing of weights
estimates the importance of an input variable according to the difference between the root mean squared error of the
complete network and the one obtained when this variable is excluded from the trained network.
A strategy capable of detecting also non-linear dependencies among the data [13] measures the inﬂuence of net-
work inputs by means of sensitivity coefﬁcients S i j corresponding to the derivatives of the j-th network output y j
with respect to its i-th input xi : S i j = ∂ y j/∂xi . Input neurons with sensitivity coefﬁcients close to 0 are considered
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to be less important and can be pruned from the network. To measure also the curvature and interactions effect in
single-layered BP-networks, [12] employed both the ﬁrst- and second-order partial derivatives of the output variable j
to the input variable i and l, respectively: ∂y j/∂xi and (∂2y j)/(∂xi ∂xl) . An approximate solution to sensitivity analysis
has been proposed in [6]. However, the concept of network sensitivities can be used also for learning. For example,
the Sensitivity-Based Linear Learning Method (SBLLM) [1] applicable to single-hidden-layer feed-forward neural
networks uses the sensitivity terms to adjust the estimated “desired” output values for the hidden neurons.
3. Sensitivity-based SCGSIR-training
Most of the above-mentioned methods based just on the magnitudes of the weights tend to overrate the importance
of variables that are irrelevant to network output. Current approaches to sensitivity analysis and generalization im-
provement are limited to single-hidden-layer architectures (like our previously presented technique [7], too). Further,
they also do not provide a general framework capable of (analytical) sensitivity control in networks during training.
Our main goal is thus to develop a reasonably efﬁcient training algorithm for general BP-networks with an arbitrary
number of hidden layers likely to ﬁnd an adequate network structure automatically during training. At the same time,
the network should generalize well and support an easy interpretation of the extracted knowledge, e.g., by means of
the formed internal representations. Moreover, the algorithm should optimize the sensitivity of the entire network.
The sensitivity of network output towards its input can be characterized as the function G:
G =
1
2
∑
p
∑
u
∑
v
(
∂yv,p
∂xu,p
)2
=
1
2
∑
p
∑
u
∑
v
S 2uv,p =
1
2
∑
p
∑
u
∑
v
⎡⎢⎢⎢⎢⎢⎣ ∑
h
whv S uh,p
⎤⎥⎥⎥⎥⎥⎦
2
, (4)
where p is an index over all training patterns, v is an index over all output neurons. u indexes the input neurons
and h the neurons from the last hidden layer. y denotes the actual output value of the respective neuron while x
corresponds to the considered element of the presented input pattern. For a given input pattern p, the term ∂yv,p/∂xu,p
corresponds to the sensitivity S uv,p of the output value yv,p of the output neuron v to the u-th element of the input. whv
stands for the weight from the hidden neuron h to the output neuron v and S uh,p corresponds to the sensitivity of
the hidden neuron h to the input u. The values of the sensitivity S uh,p can be determined recursively according to:
S uh,p = (1− y2h)
∑
g wghS ug with S uu = 1 and S uu′ = 0. Similarly, S kv =
∑
l wkl(1− y2l )S lv with S lv = wlv for a neuron
l from the last hidden layer. g denotes neurons from the layer below the neuron h and k stands for the neurons from
the layer below the neuron l. u′ denotes input neurons different from u.
Table 1: Performance of the SCG, SCGIR, SCGS and SCGSIR methods without pruning for the Binary multiplication
data set and 18-12-12-6 network architecture.
cF cG Etr Et E(noiset) impr MS Et MS E(noiset) impr S t epochs t(s)
– – 99.0 ± 46.4 51.8 ± 6.8 52.0 ± 6.9 1.0 0.54 ± 0.12 0.54 ± 0.12 1.0 0.11 ± 0.02 70.5 0.4
10−4 – 104.0 ± 45.9 52.8 ± 5.1 52.2 ± 4.9 1.0 0.55 ± 0.09 0.55 ± 0.09 1.0 0.10 ± 0.03 67.8 1.0
– 2 ∗ 10−4 69.1 ± 35.0 43.1 ± 7.4 43.0 ± 7.7 1.2 0.31 ± 0.07 0.31 ± 0.07 1.8 0.06 ± 0.02 109.7 3718.5
10−4 2 ∗ 10−4 65.5 ± 39.4 42.4 ± 8.8 41.6 ± 8.8 1.3 0.30 ± 0.09 0.30 ± 0.09 1.8 0.06 ± 0.02 117.2 3927.1
10−5 2 ∗ 10−4 61.1 ± 35.4 40.8 ± 8.8 40.8 ± 8.2 1.3 0.32 ± 0.08 0.31 ± 0.08 1.8 0.06 ± 0.02 117.0 3448.8
Table 2: Performance of the SCG, SCGIR, SCGS and SCGSIR methods with pruning of only input neurons on the
Binary multiplication data set and 18-12-12-6 network architecture. The ﬁnal number of input neurons was for all
networks equal to 6 – all networks managed to ﬁnd exactly the relevant inputs.
cF cG Etr Et E(noiset) impr c cn MS Et MS E(noiset) impr S t epochs t(s)
– – 0.0 ± 0.0 0.0 ± 0.0 7.6 ± 3.1 1.0 10 1 < 0.01 0.054 ± 0.028 1.0 0.22 ± 0.18 601.0 3.5
10−5 – 0.0 ± 0.0 0.0 ± 0.0 8.4 ± 4.2 0.9 10 0 < 0.01 0.078 ± 0.064 0.7 0.23 ± 0.16 601.0 9.6
– 10−5 0.9 ± 1.4 0.3 ± 0.5 0.7 ± 0.7 11.1 9 9 < 0.01 0.006 ± 0.003 9.0 0.05 ± 0.04 581.6 3392.7
10−5 2 ∗ 10−6 0.0 ± 0.0 0.0 ± 0.0 0.9 ± 1.3 8.3 10 7 < 0.01 0.009 ± 0.004 6.0 0.11 ± 0.11 564.0 6036.0
To accomplish all of the above-mentioned goals, i.e., error minimization, internal representation enforcement and
sensitivity inhibition, within a reasonable time, the new-proposed training method (SCGSIR) will be based on SCG
[5] and will employ the objective function H: H(w) = E(w) + cFF(w) + cGG(w) with H′(w) = E′(w) + cFF′(w) +
cGG′(w). E represents the standard BP-error function, F stands for the above-deﬁned representation error function and
G corresponds to the new-proposed network sensitivity criterion to be minimized during training. cF and cG reﬂect
the inﬂuence of E, F and G in H. For the considered networks, H(w) can be evaluated according to:
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H(w) =
1
2
∑
p
∑
v
( yv,p − dv,p )2 + cF
∑
p
∑
lay
∑
jlay
(1 + y jlay,p)
s (1 − y jlay,p)s y2jlay,p + cG
1
2
∑
p
∑
u
∑
v
S 2uv,p (5)
In the above expression, p goes over all training patterns, v indexes the output neurons and u the input neurons, jlay
is the index over all hidden neurons from the hidden layer lay, y denotes the actual output of a neuron while d is
its desired output value. s is a parameter for tuning the shape of the representation error function. S uv,p stands for
the sensitivity of the output value yv,p of the output neuron v to the u-th element of the input. To minimize H, we
will minimize E, F and G simultaneously. The elements ∂H/∂wi j of H′(w) =
(
∂H/∂w11, . . . , ∂H/∂wlastilast j
)
used by
SCG-like algorithms to adjust the network’s weights correspond then to:
∂H
∂wi j
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−(d j − y j)yi − cG ∑u S u jS ui for output neuron j
−
⎧⎪⎪⎨⎪⎪⎩
∑
k
δkw jk + cF
[
2(s + 1)y2j − 1
]
· (1 + y j)s−1(1 − y j)s−1y j
⎫⎪⎪⎬⎪⎪⎭ · (1 + y j)(1 − y j)yi −
−cG ∑u,v S uv [∑l S ul ∑k(1 − yk2)wlkS˜ kv, j(1 − y j2)yi + S uiS jv(1 − y j2) +∑l S ulS jvwl j(−2y j)(1 − y j2)yi]
for neuron j in the last hidden layer
−
⎧⎪⎪⎨⎪⎪⎩
∑
k
(δk + cFk)wjk + cF
[
2(s + 1)y2j − 1
]
· (1 + y j)s−1(1 − y j)s−1y j
⎫⎪⎪⎬⎪⎪⎭ · (1 + y j)(1 − y j)yi−
−cG ∑u,v S uv [∑l S ul ∑k(1 − yk2)wlkS˜ kv, j(1 − y j2)yi + S uiS jv(1 − y j2) +∑l S ulS jvwl j(−2y j)(1 − y j2)yi]
for neurons i, j in hidden layers other than ﬁrst and last
−
⎧⎪⎪⎨⎪⎪⎩
∑
k
( δk + cF k ) wjk + cF
[
2(s + 1)y2j − 1
]
· (1 + y j)s−1(1 − y j)s−1y j
⎫⎪⎪⎬⎪⎪⎭ · (1 + y j)(1 − y j)yi −
−cG ∑u,v S uv [S jvwt j(−2y j) +∑k(1 − yk2)wukS˜ kv, j] (1 − y j2)xi +∑v S ivS jv(1 − y j2)
for neuron i in the ﬁrst hidden layer
where w stands for the weights. i indexes neurons connected with the neuron j via the weight wi j. y j is the actual
output value of the neuron j. u denotes the input neurons and v the output neurons, k and l index the neurons in the
same layers as i and j, respectively. s is the parameter for tuning the shape of the representation error function. cF and
cG are constants representing the inﬂuence of the respective error terms. δk can be determined according to (2) and
k according to (3). The term S˜ kv, j = ∂S kv/∂y j can be computed recursively backwards from the output layer towards
the hidden layer containing the neuron k. n indexes neurons from the hidden layer above the neuron k. The involved
sensitivities can be determined as stated above.
S˜ kv, j =
⎧⎪⎪⎨⎪⎪⎩
0 for a neuron k from the last hidden layer∑
n wknS jn[(1 − yn2)S˜ nv,n + S nv(−2yn)] for the neuron k from a hidden layer other then the last one.
4. Supporting experiments
When comparing the new SCGSIR-method with pure scaled conjugate gradients (SCG, cF = cG = 0) and SCG
with an enforced condensed internal representation (SCGIR, cG = 0), we want to answer the following two questions:
1. How well do the trained networks generalize (for noise-corrupted data) and what are their convergence rates?
2. Are the networks with an inhibited sensitivity (SCGS and SCGSIR) more likely to develop an optimum archi-
tecture? Both variants – with and without pruning – should be considered.
Two kinds of problems will be used for this purpose – the binary multiplication of two 3-bit numbers and the
World Bank data [11]. For the ﬁrst task, the data consists of 320 examples with 18 bipolar input features and 6 bipolar
output features (192 of them contains the training set, 64 the validation set and 64 the test set). The ﬁrst 6 input
features encode the two three-bit binary numbers to be multiplied and the six bits of the output indicate their product.
The other 12 input features are bipolar bits generated randomly with a uniform distribution.
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When multiplying, e.g., 4(∼ (+1,−1,−1)) and 7(∼ (+1,+1,+1)) yielding 28(∼ (−1,+1,+1,+1,−1,−1)), the
corresponding training pattern would have the form: [[+1,−1,−1,+1,+1,+1, ...], [−1,+1,+1,+1,−1,−1]]. All of
the 64 possible training patterns are present 3-times in the training set and once in the other two subsets. Binary
multiplication is indeed a rather difﬁcult task due to an unbalanced amount of −1 and 1 at the outputs (1365 : 555).
In addition, 2/3 of the input features are irrelevant (randomly generated). For this task, all the trained networks had
the initial topology 18-12-12-6. The algorithm was repeated 10-times with different weight initializations for each
method. Etr, Et and E(noiset) denote the average numbers of examples with incorrect outputs on the training, test and
noisy test sets, respectively.
The World Bank data consists of 956 examples with 25 numerical input features encoding the WDI-indicators
of 162 different countries from the years 2001-2006. Desired outputs label one out of ﬁve possible classes of the
so-called income groups. The other 10 input features were generated randomly with a uniform distribution. In this
case, the results were obtained by 10-fold cross-validation, always with the initial topology 35-15-15-4. Below, Etr, Et
and E(noiset) will denote the classiﬁcation error on the training, test and noisy test set containing a random normally
distributed noise (5%) added to the inputs.
Table 3: Performance of the SCG, SCGIR, SCGS and SCGSIR methods with pruning on the Binary multiplication
data set and 18-12-12-6 network architecture.
cF cG arch Etr Et E(noiset) impr MS Et MS E(noiset) impr S t epochs t(s)
Pruning of both hidden and input neurons
– – 7-9.2-8.3 22.5 ± 24.1 7.7 ± 8.0 18.4 ± 8.5 1.0 0.04 ± 0.04 0.17 ± 0.09 1.0 0.36 ± 0.26 601.0 4.6
10−5 – 7.6-9.9-9.4 12.0 ± 27.0 4.0 ± 9.0 16.9 ± 6.0 1.1 0.02 ± 0.04 0.11 ± 0.05 1.6 0.24 ± 0.21 601.0 9.6
– 10−7 6.8-9.2-8.4 19.5 ± 21.8 6.7 ± 7.2 13.2 ± 8.1 1.4 0.03 ± 0.03 0.07 ± 0.04 2.4 0.23 ± 0.12 601.0 3593.5
10−5 2*10−8 7.6-9.8-9.3 7.6 ± 14.6 2.4 ± 4.9 12.5 ± 5.1 1.5 0.02 ± 0.02 0.08 ± 0.04 2.1 0.23 ± 0.19 601.0 5787.9
Pruning of hidden neurons
– – 18-8.3-7.7 101.1 ± 45.0 46.4 ± 6.0 46.7 ± 5.2 1.0 0.47 ± 0.10 0.48 ± 0.10 1.0 0.08 ± 0.02 344.6 3.1
10−4 – 18-6.6-6.2 118.3 ± 39.8 47.1 ± 4.1 47.9 ± 3.9 1.0 0.44 ± 0.10 0.45 ± 0.10 1.1 0.08 ± 0.02 299.2 4.8
– 10−4 18-9.5-9.4 61.3 ± 37.4 38.8 ± 8.5 38.9 ± 9.3 1.2 0.28 ± 0.11 0.28 ± 0.11 1.7 0.06 ± 0.03 425.8 4000.7
10−5 10−4 18-9.9-9.4 66.7 ± 30.9 37.8 ± 9.3 38.6 ± 10.1 1.2 0.27 ± 0.12 0.27 ± 0.12 1.8 0.05 ± 0.02 466.6 4379.2
Table 4: Performance of the SCG and SCGS methods with and without pruning on the World bank data using the
35-15-15-5 network architecture and 10-fold cross-validation. The parameter cF was set to zero for all experiments.
cG arch Etr Et E(noiset) impr MS Et MS E(noiset) impr S t epochs
Without pruning
– – 0.006 ± 0.008 0.062 ± 0.020 0.067 ± 0.019 1.0 0.09 ± 0.02 0.09 ± 0.02 1.0 0.04 ± 0.01 90.8
10−5 – 0.004 ± 0.006 0.043 ± 0.014 0.045 ± 0.017 1.5 0.07 ± 0.02 0.07 ± 0.02 1.3 0.03 ± 0.01 106.9
Pruning of input neurons
0 19.1-15-15 0.007 ± 0.006 0.033 ± 0.011 0.038 ± 0.018 1.8 0.05 ± 0.02 0.06 ± 0.02 1.5 0.07 ± 0.04 258.8
10−5 19.7-15-15 0.016 ± 0.009 0.030 ± 0.008 0.038 ± 0.011 1.8 0.05 ± 0.01 0.05 ± 0.01 1.8 0.04 ± 0.02 259.2
Pruning of both hidden and input neurons
0 21-12.8-9 0.005 ± 0.004 0.032 ± 0.013 0.047 ± 0.016 1.4 0.06 ± 0.02 0.06 ± 0.02 1.5 0.05 ± 0.02 301
10−5 20.8-11.8-7.8 0.015 ± 0.012 0.025 ± 0.006 0.039 ± 0.016 1.7 0.05 ± 0.01 0.05 ± 0.01 1.8 0.03 ± 0.02 312.5
The experiments were performed on a 2.8 GHz quad core processor, 12 GB RAM. Our system was implemented
in Matlab 7.0.1 and used a single processor and 2 GB RAM. We used the bipartite neuron model with the weights
randomly initialized from the interval [−1; 1]. In the tests, epochs denote the number of training epochs, t(s) is the
elapsed training time in seconds, arch the average number of input and hidden neurons after training, S t the average
sensitivity of the network on the test data. Mean squared error on the training, test and noisy test sets will be denoted
by MSEtr, MSEt and MSE(noiset), respectively. impr is the improvement of the error when compared to the SCG
method. c and cn are the numbers of networks with no errors on the test and noisy test sets.
Training enhanced with pruning consists of two repetitive phases: a) train the network with early stopping (stop, if
the error on the validation set grows in ﬁve consecutive turns), b) prune the network either according to the developed
internal representation [8] or based on low sensitivities. Let S i j,p be the sensitivity of the output neuron j to the hidden
or input neuron i for the pattern p. If for j, maxp meaniS i j,p < βmeanilpS il,p , select j for pruning. All neurons
satisfying this condition are pruned at once. The value of β was always set to 0.7 (similarly like in [7]). If no further
pruning is possible, stop, and select the network with the lowest error on the test set to be the ﬁnal one.
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4.1. The ﬁrst set of experiments: How well do the trained networks generalize and what are their convergence rates?
Experiments performed for both tasks conﬁrmed that the new technique of sensitivity inhibition signiﬁcantly im-
proves generalization capabilities while maintaining a relatively stable behavior on noisy data (indicated by the values
of Et, MSEt and E(noiset), MSE(noiset), respectively). In Table 1, we can clearly see that the task of binary multi-
plication is hard to be solved by a neural network when random inputs are added and no pruning of inputs is done. In
such a case, none of the trained networks was able to provide correct outputs for all input patterns. Anyway, sensitiv-
ity control considerably improved generalization (1.8 times for the Binary Multiplication and 1.3 times for the World
Bank). For Binary Multiplication, sensitivity inhibition combined with enforced condensed internal representation
proved to yield even further improvements. Convergence rates (epochs) were comparable for all the tests.
4.2. The second set of experiments: Can networks with inhibited sensitivity develop an optimum architecture?
This set of experiments conﬁrms, that pruning is essential not only to improve generalization, but even to learn
the task at all. When pruning of inputs was allowed (Table 2), all the methods were able to identify relevant input
features, while sensitivity inhibition proved to ﬁnd the best generalizing networks even for noisy data. In this case, the
network’s performance was on average 9-times better than for SCG. Moreover, 9 out of 10 networks were completely
correct for all of the noisy data, while this was true only for 1 out of 10 networks in the case of SCG. Table 3 shows
improved generalization capability of networks with controlled sensitivity also for the case when pruning of both
hidden and input neurons was allowed. The tests done for the World Bank data yield similar results, too.
5. Conclusions
The performed experiments conﬁrm that the developed framework for sensitivity inhibition is capable of inducing
improved performance in general BP-networks with an arbitrary number of hidden layers. The main advantage of
sensitivity inhibition is superior generalization even for noisy data, both with and without pruning. Another beneﬁt
represents an outstanding capability to form transparent network structures with optimum architecture. In this respect,
the new method considerably outperforms both the standard SCG-technique and the SCGIR-method. The formed
networks beneﬁt further from smoother network functions and more stable behavior. Due to an optimized network
architecture (both with respect to the number of hidden and input neurons used) and trimmed weight values, training
with sensitivity inhibition is expected to restrict the space of candidate hypotheses for the wanted network function
and henceforth to yield networks with lower VC-dimensions. Excellent results provided by the sensitivity-based
SCG-training are, unfortunately, limited by high computational costs (see also [7]). Since the number of epochs it
requires is comparable to SCG and SCGIR (see Table 4), approximate sensitivity control algorithms may reduce the
time complexity while preserving generalization and stability of the original algorithm.
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