ABSTRACT: We used the Köppen-Trewartha classification on the CMIP5 family of global climate model (GCM) simulations and global Climatic Research Unit (CRU) data for comparison. This evaluation provides preliminary insight on GCM performance and errors. For the overall model intercomparison and evaluation, we used 2 simple statistical characteristics: normalized error, which assesses the total relative difference of the area classified by the individual model with respect to the area resulting from CRU data, and overlap, calculating relative area of matching grid boxes in model results and CRU data. With the additional analysis of the classification on world maps, we show that there are some common features in the model results. Many models have problems capturing the rainforest climate type Ar, mainly in Amazonia. The desert climate type BW is underestimated by as many as half of the models, with Australia being a typical example of a region where the BW is not well represented. The boreal climate type E is overestimated by many models, mostly spreading over to the areas of observed tundra type Ft. All applied metrics indicate that with the current generation of GCMs, there is no clear tendency for models to improve the representation of climate types with higher spatial resolution. 
INTRODUCTION
Recently, a new coordinated set of experiments with global climate models (GCMs) was performed in the framework of the fifth phase of the Coupled Model Intercomparison Project (CMIP5, see Taylor et al. 2012 for project description). The new generation of CMIP5 GCMs differs from the previous (AR4 GCMs, Meehl et al. 2007 ) in many aspects. The horizontal resolution is finer in most cases, and more physical processes are included in the models. Moreover, in some GCMs, biogeochemical processes are considered in detail and therefore the simulation of a full carbon cycle is possible. Such GCMs are usually called earth system models (ESMs). Examples of ESMs include MIROC-ESM-CHEM, MPI-ESM-LR, and GFDL-ESM2G (for more details see Section 2 and Table 1 ). Further progress in comparison to AR4 GCMs is that changes in land use are taken into account in historical simulations of the 20th century (Taylor et al. 2012) .
Before future climate changes are estimated based on the outputs of GCMs, it is always necessary to evaluate the model performance in simulating observed climate in a reference period. For such tasks, climate classifications can provide an interesting complement to the commonly used evaluation methods. Climate classifications depict a fairly broad range of climate features in 1 simple characteristic. Most often, the annual and monthly mean values of air temperature and precipitation and their annual cycle are summarized in the form of climate types and subtypes. For analysis of GCM outputs, the classifications that correspond to vegetation distribution are usually incorporated. One of the most frequently used classifications of this kind was developed by Köppen (1923 Köppen ( , 1931 Köppen ( , 1936 and modified by various authors (e.g. Geiger 1954 , Trewartha & Horn 1980 see Belda et al. 2014 for comparison) .
Probably the first paper dealing with the application of a Köppen climate classification (KCC) for the validation of GCM outputs was by Manabe & Holloway (1975) , who evaluated a simulation of the GFDL atmospheric general circulation model with a horizontal resolution of about 265 km and 11 vertical levels. Frequently cited work incorporating the Köp-pen classification is that of Lohmann et al. (1993) , who diagnosed the outputs of ECHAM3 (Roeckner et al. 1992 ) at resolutions T21 and T42. Kalvová et al. (2003) applied the Köppen classification to the simulations of 4 state of the art GCMs, viz. HadCM2 (Mitchell & Johns 1997) , ECHAM4 (Roeckner et al. 1996) , CSIRO-Mk2b (Hirst et al. 2000) , and CGCM1 (Boer et al. 2000) . Peel et al. (2007) created digital global maps of Köppen-Geiger climate (KGC) types (Geiger 1954) based on a large amount of long-term monthly precipitation and temperature station data. They also discussed the geographical distribution of KGC types over individual continents as well as the influence of observed temperature trends on results of the classification.
More recently, Rubel & Kottek (2010) created a series of digital world maps of Köppen climate types for the period 1901−2100. These maps are based on Climatic Research Unit (CRU) TS2.1 (Mitchell & Jones 2005) , GPCC Version 4 data (http://gpcc.dwd. de/) and GCM outputs from the TYN SC 2.0 dataset (Mitchell et al. 2004) .
Another broadly used climate classification is the modification of the Köppen system proposed by Trewartha (Trewartha 1968 , Trewartha & Horn 1980 . They modified original Köppen thermal and dryness criteria to make the climate types better correspond with the observed boundaries of natural landscapes and to eliminate certain vagueness of the KCC definitions. This classification, sometimes referred to as Köppen-Trewartha or K-T classification (denoted as KTC in the following text), provides a more detailed description of climate type distributions than the original Köppen scheme, modifying the thresholds between types and adding a further level of division of types E and F (see Belda et al. 2014 for more details and a comparison of KCC and KTC). The KTC scheme was used by e.g. Feng et al. (2012) to analyze ob served and projected climate changes and their impact on vegetation for the area north of 50°N over the period 1900−2099. They focused on the Arctic region, and in addition to the observed data, they incorporated the simulations of 16 AR4 GCMs under SRES scenarios B1, A1B, and A2. Another example of the application of KTC on the outputs of GCMs is the study by Guetter & Kutzbach (1990) , who investigated the last interglacial and glacial climates (126 000 and 18 000 yr before present) using simulations of an atmospheric general circulation model.
In studies using rule-based classifications, such as KCC or KTC, it is sometimes not obvious which rules were applied first. For example, according to Kottek et al. (2006) , the KTC rules determining polar climate class must be applied first, then those for arid climate, and finally those for tropical, temperate, and cold classes. In KTC, the first step selects the polar areas F, and dry climate class B is evaluated subsequently, i.e. the B type cuts across all climate groups except for polar climate F (Trewartha & Horn 1980) .
A different approach to climate classification is represented by methods based solely on statistical techniques, most often cluster analysis (e.g. Fovell & Fovell 1993 , Stern et al. 2000 . A disadvantage of such procedures is that the physical interpretation of the results might be difficult. Alternatively, Cannon (2012) used a rule-based clustering algorithm, multivariate regression tree (MRT). He applied the MRT method on long-term monthly mean temperature and precipitation amounts and concluded that the MRT performed significantly better than the Köp-pen-Geiger classification, which may be suboptimal for applications that are sensitive to spatial variations in precipitation.
For GCM validation, however, the rule-based classification schemes are still preferred, mainly because they are simple, transparent, and easy to interpret, and resulting climate types are related to vegetation distribution, which is important for estimates of climate change impacts.
Most recently, analyses of future climate by means of KTC from the latest generation GCMs were performed by e.g. Mahlstein et al. (2013) and Feng et al. (2014) on a subset of CMIP5 models. However, to our knowledge, no comprehensive study of model validation for the present climate has been conducted using climate classification. Our interest is the evaluation of the new generation GCMs with regard to geographical differences in model skill and intercomparison of the models. The motivation for such in-depth analysis is manifold. First, one can derive from it to which extent the latest generation of GCMs improves climate simulations. Second, it lays the groundwork for further assessment of future climate projections by the ensemble of CMIP5 models. Third, and not least important for our application, is the geographical distribution of model errors, which can provide preliminary information to the regional climate modeling communities as to which models may be better suited for driving the regional models in individual regions.
Here we used the KTC to evaluate the performance of CMIP5 GCMs in simulating the climate of the reference period 1961−1990. The KTC scheme used is described only briefly in this text; for a full description see Belda et al. (2014) . Additional maps and other graphical materials can be found on a supplementary website at http://kfa.mff.cuni.cz/ projects/ trewartha.
DATA
The CRU TS 3.22 dataset (Harris et al. 2014 ) was used as reference data representing the observed state of the climate in the reference period 1961− 1990. We used monthly mean surface air temperature and precipitation to derive the Köppen-Trewartha climate types (see Section 3 for details). Our analysis covers global land areas (excluding Antarctica) for which the CRU TS 3.22 is available at a high spatial resolution of 0.5° × 0.5°.
A list of CMIP5 GCM simulations involved in the present study and some basic information about them are provided in Table 1 . The data are freely available for non-commercial purposes at http:// cmip-pcmdi.llnl.gov/cmip5/. We used the outputs from the experiment denoted as 'historical'. These model runs were forced by observed atmospheric composition changes and time-evolving land cover during the period from the mid-19th century to the near present (Taylor et al. 2012) . For ESMs with a carbon cycle, the carbon dioxide concentrations are prescribed in this experiment. Where more ensemble members were available, we chose the ensemble member 'r1p1i1'.
In some cases, runs from several model versions are available and therefore it is possible to analyze the uncertainty coming from 1 or more aspects in model formulation when these runs are compared. For example, GFDL-ESM2G and GFDL-ESM2M have the same atmosphere component but different formulation of the ocean components (www.gfdl. noaa. gov/ cm2m-and-cm2g). Similarly, GISS-E2-H and GISS-E2-R differ only in the model of the ocean (http:// data.giss.nasa.gov/modelE/ar5/). IPSL-CM5A and IPSL-CM5B use different physical parameterizations in the atmospheric models. 'LR' and 'MR' in the abbreviations of these model runs relate to the spatial resolution of the atmospheric component (http:// icmc.ipsl.fr/index.php/icmc-models-2/icmc-ipslcm5). MIROC-ESM-CHEM is the same model as MIROC-ESM, except with an additional interactive model of tropospheric and stratospheric chemistry (Watanabe et al. 2011 ).
METHODS
For validation of CMIP5 GCMs, we applied the Köppen-Trewartha climate classification (for further details about KTC see Trewartha & Horn 1980 and Belda et al. 2014 ) in the present study. The KTC system has 6 main climate groups. Five of them (denoted A, C, D, E, and F) are basic thermal zones, and the sixth group (B) is the dry climatic zone that cuts across the other climate types, except for the polar climate F. The main climate types are, similarly to the Köppen classification scheme, determined according to long-term annual and monthly means of surface air temperature and precipitation amounts. In Belda et al. (2014) and in the present study, we used Patton's formula (Patton 1962 , Trewartha & Horn 1980 for dryness criteria, expressed as:
( 1) where R denotes the mean annual precipitation threshold in cm, T is the mean annual air temperature in °C, and Pw is the percentage of annual precipitation concentrated in winter (October to March in the northern hemisphere and April to September in the southern Hemisphere). If the mean annual precipitation amount Pmean is lower than R and higher than 0.5R, type BS is defined in such a grid box.
Where the mean annual precipitation Pmean is lower than 0.5R, type BW is defined. A brief description of climate types and subtypes is provided in Table 2 . The evaluation of the GCM performances in simulating the Köppen-Trewartha climatic types is complicated due to differences in model horizontal resolution. The KTC types were first calculated for both CRU TS 3.22 and CMIP5 GCMs in their original grids, i.e. for each grid point, and based on this information we calculated land areas falling into each climatic subtype (expressed in terms of relative areas, percentage of total global land area except Antarctica CMIP5 models listed in Table 1 were created and can be found at http://kfa.mff.cuni.cz/ projects/ trewartha. For the overall model intercomparison and evaluation, we used a simple statistical characteristic normalized error (NE), defined as: (2) where K is the number of climatic types (13 for KTC incorporated in this study), m i is the continental area for type i in model m, o i is the corresponding area according to CRU, and o is the global continental area (according to CRU and the respective models).
The NE was calculated based on both original and re-gridded model data (interpolated to the 0.5° regular grid used in CRU). Although the actual NE values are obviously not equal, the model rank based on NE does not change with re-gridding. In the following analysis, we used NE calculated from the original model data (i.e. not interpolated), to avoid introducing inconsistencies from an arbitrary choice of interpolation method.
To compare spatial representation of the model data, a very simple similarity measure, also known as the overlap, was used. For each model, we calculated the total area of grid points where the model-simulated climate type was the same as the CRU one. The models can be sorted in terms of this matched area, or rather, relatively with respect to the overall continent area providing an overlap characteristic (Table 3) . Unlike the NE measure, this method re quires interpolating model data to a common grid (in our case a CRU grid) before calculating climate types. The interpolation into the CRU grid was performed using a simple bilinear interpolation method. There is, however, an obvious drawback to such an overlap measure. Clearly, it only takes matching grid points into t without accounting for mismatches, i.e. events when the climate model gives different climate types than CRU (for example, GCM simulates climate type BS while CRU gives type BW ). We did not attempt to correct this problem, since there are many possible ways to assign weights for individual type mismatches. Analyzing these similarity measures in more detail (see e.g. Boriah et al. 2008 ) is beyond the scope of this paper; therefore, we used no penalization of mismatches during further assessment.
Furthermore, the similarity between any 2 CMIP5 models expressed as overlap can be used for hierarchical cluster analysis. A matrix of pairwise distances is obtained by subtracting the similarity from 100%, i.e. the distance between 2 models is defined as a percentage of the total Earth surface (excluding Antarctica) where the climate types do not agree. The resulting matrix of similarities is visualized by hierarchical cluster analysis. The statistical analysis was performed in the statistical computing environment R (R Core Team 2012). The Ward algorithm (R, library MASS, function hclust()) was used to create a dendrogram (see Fig. 2 ).
All mentioned metrics were calculated for individual models as well as for the ensemble mean, calculated by applying the KTC classification to the ensemble average of temperatures and precipitation. The multi-model mean values are denoted as CMIP5 ENS in the included tables and figures. Winter (low-sun period) dry; > 2 mo dry As Summer (high-sun period) dry; rare in type A climates Trewartha & Horn (1980) , with a dryness threshold defined by Patton (1962) . Tmo : long-term monthly mean air temperature; Tcold (Twarm): monthly mean air temperature of the coldest (warmest) month; Pmean: mean annual precipitation (cm); Pdry : monthly precipitation of the driest summer month; R: Patton's precipitation threshold, defined as R = 2.3T − 0.64Pw + 41, where T is mean annual temperature (°C), and Pw is the percentage of annual precipitation occurring in winter
KTC TYPES FROM CMIP5 GCMS FOR THE PERIOD 1961−1990
As a first look at the results, we show the world maps of classification calculated from CRU TS 3.22 and CMIP5 simulation results (Fig. S1 in the Supplement, www.int-res.com/articles/suppl/c064p201_supp.pdf). The percentages of continental areas (excluding Antarctica) covered by KTC climate types according to CRU TS 3.22 and CMIP5 GCMs are summarized in Fig. 1 . In these figures, we present the results based on data in original model grids. The results for regridded data do not show significant differences and are presented at the accompanying website (http:// kfa. mff.cuni.cz/projects/trewartha).
The most frequent KTC type in CRU TS 3.22 is the desert climate BW, which covers 19% of the investigated continental area. Twenty out of 43 studied GCMs also give BW as the most frequent KTC type. On the other hand, 11 (7) GCMs produce type E(Aw) as the most abundant. Both versions of NorESM1 give type Cf with the highest coverage, and CESM1-FASTCHEM, CESM1-BGC, and HadGEM2-AO produce type Dc as the most frequent type.
In addition to BW, there are 4 KTC types with more than 10% continental coverage in the observed data: Aw, BS, Dc, and E. A similar result is seen for almost all GCMs and the ensemble average. In a few cases, type Aw is underestimated. According to 12 GCMs (e.g. most of the CESM1 simulations), type BS covers less than 10% of the continental area. Based on the CRU dataset, type Cf covers 8.1% of continental area, but approximately half of the GCMs give more than 10% continental coverage for this type. This overestimation results mainly from too large a simulated Cf area in southern Africa, South and Central America, northern India, and Australia (Fig. S1 ).
We will now comment on the skill of the GCMs at simulating the geographical distribution of the most widespread climatic types. About half of the GCMs underestimate the area covered by BW. However, as evident in Fig. S1 , it does not appear possible to depict one problematic region that is common to all models. For example, all versions of NorESM1, CESM1, FGOALS-g2, and MIROC do not simulate BW over Australia, whereas in CRU TS 3.22, most of this continent is covered by this type. On the other hand, INMCM4 represents the distribution of KTC types over Australia correctly, but underestimates BW over all other continents. The smallest coverage of BW is simulated by which Most of the models (39 out of 43 GCMs) underestimate the percentage of global continents covered by BS. The exceptions are CanESM2, HadCM3, and GISS-E2-H, GISS-E2-H-CC, which overestimate BS mainly over Australia and South America (Had CM3 only over Australia). The area of BS is most underestimated by CMCC-CESM, mainly because of a small coverage of this type over North America and Asia. The percentage of continents covered by BS is best simulated by GISS-E2-H, and both simulations of BCC-CSM1, but the distribution of this type in these models is not quite correct. They overestimate its area over Australia, while over North America this type is barely present.
Type Aw is best simulated by MPI-ESM-MR, IPSL-CM5B-LR, and BCC-CSM1.1m, even though the first 2 overestimate the area covered by Aw in South America and underestimate it over Africa and southern Asia. Regarding other GCMs, there is no general tendency to overestimate or underestimate the percentage of continental area belonging to Aw. MIROC5 overestimates this type quite strongly (by 6 percentage points, i.e. 6% of the continental area), mostly over Africa, where it pushes the borders of this type farther from the equator in both directions, and over South America, where it replaces type Ar with Aw. On the other hand, the model INMCM4 only has 5% of continental areas covered by Aw, in comparison to 12.9% in CRU TS 3.22. In equatorial areas over Africa and South America, this model gives Ar and Cf over areas belonging to Aw in the observed data.
Type Dc is overestimated by the CMIP5 GCMs. The only exceptions are both MRI simulations and GFDL-CM3, which underestimate the Dc coverage, but by less than 1 percentage point. In CRU TS 3.22, Dc is found mainly over Europe, central Asia and North America, and these areas are depicted quite well by most of the models. The strongest overestimation of more than 3 percentage points is seen in the HadGEM2 simulations and MIROC5. These models simulate Dc over areas that belong to BS or E in the observed data.
The GCMs tend to overestimate the area covered by type E (26 GCMs overestimate type E area, 17 underestimate it, and the absolute bias is smaller in the case of underestimation); this is most evident in the simulations of GFDL-CM2p1, FGOALS-g2, and both simulations of MRI. These models give type E where, according to observed data, Ft should be placed mainly over northern Canada, Alaska (USA), Table 2 for descriptions of climate types) according to CRU TS3.22 and CMIP5 global climate models for the period 1961−1990 and north-eastern Asia. FGOALS-g2 and MRI even give E over western parts of the USA, where Dc or BS are present according to the observed data. Interestingly, the model CNRM-CM5, which also overestimates the area of E by about 2 percentage points, simulates E even on the shores of Greenland and in several grid points over the Arctic islands. Most of these problems are not present in the CNRM-CM5.2 simulation. Following Fig. 1 , the closest models to observations in terms of the percentage of continents covered by type E are CMCC-CESM and MPI-ESM-LR. The geographical distribution is depicted quite well over Europe and Asia in these 2 models (Fig. S1 ). However, they fail in distinguishing E and Ft types over Alaska and northern Canada. Regarding other climate types (besides the above analyzed 5 most abundant), it is worth denoting that most of the GCMs are not capable of characterizing type Ar, mainly over South America. Some of them simulate dry climate types BS and BW over areas belonging to Ar in CRU TS 3.22 over this region (e.g. CanESM2, CSIRO-Mk3.6.0, all MPI simulations). The percentage of global continental area covered by Ar is underestimated by most GCMs, sometimes by > 50%. The exceptions are the GISS simulations and INMCM4, which overestimate the coverage of Ar by up to 1.8 percentage points.
When we assess the overall GCM performance according to the NE (Eq. 2, values shown in Table 3 ), the models closest to observations are BCC-CSM1.1m, ACCESS1.3, and 3 MPI-ESM.
When we use a simple overlap similarity measure, the rank of the models is different, (last column in Table 3 ). This metric, when subtracted from 100%, can also be used as a dissimilarity measure for hierarchical cluster analysis. The dendrogram (Fig. 2) suggests that the models on the right-hand side are more similar to CRU than models on the left-hand side. CRU seems to be most similar (closest) to CMCC-CM (within 1 cluster). In the next step, we may add the cluster consisting of INMCM4, MPI-ESM-LR, and MRI-CGCM3 and then clusters of IPSL experiments and CNRM GCMs. In most cases, GCMs originating from 1 modeling center have close locations within the dendrogram, regardless of differences in physical parameterizations and spatial resolution, e.g. models MPI, IPSL, and HadGEM2. One such group of models consists of MRI-CGCM3 and MRI-ESM1, where MRI-ESM1 was basically created from MRI-CGCM3 by adding chemical and biogeochemical modules, and therefore the dynamical and thermodynamical processes are entirely the same in both models (Adachi et al. 2013) .
Regarding the performance of the multi-model mean (CMIP5 ENS), we found the following main results. Unlike CRU TS 3.22, CMIP5 ENS gives type E as the most abundant climate, and continental coverage of Cf is larger than 10%. It underestimates relatively strongly the area of BW on practically all continents (by more than 5 percentage points overall). On the other hand, CMIP5 ENS overestimates the area of Dc, mainly over North America and the Middle East. The overestimation of type E areas by CMIP5 ENS is relatively large, and is mainly due to pushing the northern border of type E too far over northern Canada and eastern Asia. For other KTC types, the CMIP5 differences from CRU are mostly smaller than 1.5 percentage points. According to the NE, CMIP5 ENS rank is approximately in the middle of all studied GCMs. On the other hand, based on the overlap characteristic, CMIP5 ENS is in the best agreement with CRU.
DISCUSSION AND CONCLUSIONS
We evaluated the skill of CMIP5 GCMs (Taylor et al. 2012 ) based on the ability of GCMs to represent the climatic types according to the Köppen-Trewartha climate classification (Trewartha & Horn 1980 , Belda et al. 2014 . The distribution of KTC types was analyzed for the 30 yr reference period 1961− 1990 . In connection to the choice of averaging period, it is necessary to discuss the influence of natural variability. Since an in-depth analysis of the sources of uncertainty is beyond the scope of this study, we reference our previous study (Belda et al. 2014) , where the evolution in 30 yr moving averages was analyzed on CRU data as the first step. Observed changes of KTC types during the 20th century inferred from these values are mostly within a few tenths of percentage points, except for BS, which is within ± 0.6 percentage points (i.e. changes of 0.6% of the continental area).
However, Deser et al. (2012) showed that within a large model ensemble, the natural variability contributes considerably to the uncertainty of future climate on the multi-decadal scale (in their case, the period 2006−2060). In our CMIP5 study, we examined the influence of internal climate variability on simulated KTC types by analysis of perturbed initial conditions within a 10-member ensemble of CSIROMk3.6.0 simulations. Areas covered by individual KTC types differ by < 0.7% of total continental area between individual ensemble members (not shown). Therefore, in our opinion, the uncertainty connected to the choice of a specific reference period is much lower than model errors; also, the spread of individual models is larger than between different realizations of the selected model CSIRO-Mk3.6.0.
We used several different perspectives of model performance evaluation, ranging from the percentage of continental area (excluding Antarctica) covered by KTC climate types and a simple visual assessment of simulated geographical distribution of climatic types through relative error and overlap, to visualizing the matrix of similarities (the similarity between any 2 climate models is measured by a percentage of overlap of identical climate types) by hierarchical cluster analysis.
The GCMs' performance was assessed ac cording to the percentage of continental areas (ex cluding Antarctica) covered by KTC climate types. We concentrated mainly on the 5 most abundant climate types BW, BS, Aw, Dc, and E. We can see some general tendencies to overestimate or underestimate areas belonging to individual climate types that seem to be common to most of the GCMs. About half of GCMs underestimate the area covered by BW and Aw, BS is underestimated by most of the models, and E and Dc are overestimated. However, problematic geographical regions differ between models, e.g. it is not possible to depict a region where most of the models unrealistically simulate the Aw type.
In the case of type BW, both total coverage and actual distribution are best simulated by MPI-ESM-LR. In terms of area covered by BS, models GISS-E2-H and both BCC-CSM1 simulations are closest to the observed state, but the geographical distribution of this type in these models is not quite realistic. Type Aw is best simulated by MPI-ESM-MR, IPSL-CM5B-LR, and BCC-CSM1.1m. Climate type Dc occurs mainly over Europe, central Asia, and North America, and most of the models depict these areas quite well. Regarding the total land area covered by type E, the closest models to observations are CMCC-CESM and MPI-ESM-LR, but, similarly to BS, the geographical distribution of type E is not de picted correctly in these 2 models. Most of the GCMs cannot correctly characterize the equatorial climate over South America, with some of them even giving types BS and BW over areas belonging to Ar in CRU TS 3.22 (e.g. CanESM2, CSIRO-Mk3.6.0, and all MPI simulations). As a whole, the area of tropical rainforest climate Ar is underestimated by most CMIP5 GCMs.
The above summarized evaluation of GCMs in terms of the percentage of continental areas (excluding Antarctica) covered by KTC climate types was based on the GCMs' outputs in their original spatial resolution. Calculations with model outputs interpolated into the CRU TS 3.22 grid gave almost identical results. Therefore, we consider the error caused by interpolation negligible.
A GCM can give correct values of global land area fraction belonging to a specific KTC climate type even though the geographical distribution is not well captured by the model. Furthermore, the same GCM can skillfully simulate global land area fractions for some of the climate types but can fail in the case of others.
The evaluation of the models by a specific characteristic depends on what the characteristic depicts, and the results obtained using different metrics can significantly differ. This fact has already been shown in many studies, e.g. Gleckler et al. (2008) , Pierce et al. (2009) . The agreement of simulated and observed KTC types also depends on the choice of criterion. For example, the model BCC-CSM1.1m is the best model when considering NE of all climate types (Table 3) . However, the most widespread type BW is not simulated very consistently by this model (Fig. 1) ; for example, BW is absent over Australia according to BCC-CSM1.1m.
A different perspective to the model evaluation is provided by the overlap measure of similarity (Table 3) , which is based on the relative area of grid points in which the climate type given by the GCM matches CRU TS 3.22. The best models according to this assessment are MPI-ESM-P, HadGEM2-ES, and MPI-ESM-MR. The cluster dendrogram based on overlap similarity measures showed that the models most similar to CRU TS 3.22 are CMCC-CM, INMCM4, MPI-ESM-LR, and MRI-CGCM3. The next cluster is formed by IPSL experiments and then by CNRM-CM5 simulations.
The horizontal resolution of GCMs analyzed in our study varies from 0.75° × 0.75° to 3.75° × 3.75°. Our results do not indicate any general tendency that GCMs with finer horizontal resolution give better representation of KTC types. For example, we can see in Fig. 2 that in the cluster nearest to CRU TS 3.22 are GCMs with relatively high spatial resolution; however, they were developed in different modeling centers, and it is not clear whether their success is caused by their resolution. On the other hand, model CSIRO-Mk3.6.0 with a relatively high resolution of 1.9° × 1.9° is quite far from that cluster. Both IPSL-CM5A-LR and IPSL-CM5A-MR, which share the same physical parameterizations but differ in their spatial resolution, belong to 1 cluster, indicating a lower effect of resolution on simulated KTC types. The described ambiguous effect of spatial resolution is not particularly surprising because model performance is affected not only by coarse or fine resolution, but also by the parameterizations used, numerical schemes, etc. (e.g. Duffy et al. 2003) . However, a clearer benefit of finer resolution might occur if we add another level of subtypes into the classification. This may prove useful especially when applying the classification to regional models rather than GCMs in regions with a much more diverse structure of surface characteristics.
The GCMs coming from the same modeling center are often grouped in the same cluster. A similar result was already described by Knutti et al. (2013) . Even though they used a different methodology, their conclusions are quite similar to our results. For example, Knutti et al. (2013) also found that the simulations of CESM1 are close to CCSM4, although most of the major parameterizations were changed going from CCSM4 to CESM1.
According to our results, the multi-model ensemble mean did not outperform all individual GCMs, except for the overlap characteristic. Various previous studies evaluating GCM performances according to different characteristics and metrics indicated superiority of the multi-model mean (e.g. Gleckler et al. 2008 , Pierce et al. 2009 , Miao et al. 2014 . A possible explanation is that unlike usual validation metrics, the climate classification schemes combine various aspects of both air temperature and precipitation fields and therefore no simple cancellation of errors can be expected.
Further analysis of the reasons why the CMIP5 GCMs have problems with simulation of the ob -served distribution of some KTC types in some regions for the reference period would require a detailed analysis of simulated air temperature and precipitation fields. However, such an investigation is beyond the scope of this paper. We concentrated on the evaluation of CMIP5 GCMs using KTC climate types to show how a climate classification can provide a compact analysis tool integrating important temperature and precipitation characteristics. 
