For an n-by-n complex matrix A, we define its zero-dilation index d(A) as the largest size of a zero matrix which can be dilated to A. This is the same as the maximum k (≥ 1) for which 0 is in the rank-k numerical range of A. Using a result of Li and Sze, we show that if d(A) > ⌊2n/3⌋, then, under unitary similarity, A has the zero matrix of size 3d(A) − 2n as a direct summand. It complements the known fact that if d(A) > ⌊n/2⌋, then 0 is an eigenvalue of A. We then use it to give a complete characterization of n-by-n matrices A with d(A) = n − 1, namely, A satisfies this condition if and only if it is unitarily similar to B ⊕ 0 n−3 , where B is a 3-by-3 matrix whose numerical range W (B) is an elliptic disc and whose eigenvalue other than the two foci of ∂W (B) is 0. We also determine the value of d(A) for any normal matrix and any weighted permutation matrix A.
Introduction
Let A be an n-by-n complex matrix. In this paper, we define the zero-dilation index of A by d(A) = max{k ≥ 1 : 0 k dilates to A}, where 0 k denotes the k-by-k zero matrix. Recall that a k-by-k matrix B is said to dilate to A (or B is a compression of A) if B = V * AV for some n-by-k matrix V with for d(A).
In Section 2 below, we first give some basic properties of the zero-dilation index, some of which are based on the Li-Sze theorem. For example, we show in Proposition 2.1 that if A is an n-by-n matrix with 0 in ∂W (A), then d(A) ≤ dim {x ∈ C n :
Ax, x = 0} and, moreover, the equality holds if and only if 0 is an extreme point of n⌉ if A is of the first type,
n⌋ if A is of the second type (cf. Corollary 2.7 and Lemma 4.4, respectively), and hence the zero-dilation index of a weighted permutation matrix can be computed as in Theorem 4.5.
We end this section by fixing some notations. For any m-by-n matrix A, A T (resp., A * ) denotes its transpose (resp., adjoint). We use 0 m n to denote the m-byn zero matrix; this is abbreviated to 0 n if m = n. If A is a square matrix, then
Re A = (A + A * )/2 and Im A = (A − A * )/(2i) are its real and imaginary parts, respectively. Two n-by-n matrices A and B are permutationally similar if there is a permutation matrix V , that is, one with exactly one 1 on each of its rows and columns, such that V * AV = B. We use diag (a 1 , . . . , a n ) to denote the n-by-n diagonal matrix with the diagonals a 1 , . . . , a n . For any subset K of C n , K denotes the subspace of C n generated by the vectors in K. If z is a nonzero complex number, then θ ≡ arg z is the unique number in [0, 2π) satisfying z = |z|e iθ . If x is a real number, then ⌊x⌋ (resp., ⌈x⌉) denotes the largest (resp., smallest) integer less than (resp., greater than) or equal to x. For any set △, #△ denotes its cardinality. If △ is a Lebesgue measurable subset of R, then | △ | denotes its Lebesgue measure. For a subset △ of C, △ ∧ denotes its convex hull.
Our reference for general properties of numerical ranges of matrices is [6, Chapter 1].
Preliminaries
We start with the following proposition for the value of d(A) when 0 is in the boundary of the numerical range of A.
Proposition 2.1. If A is an n-by-n matrix with 0 in ∂W (A), then d(A) ≤ dim {x ∈ C n : Ax, x = 0}. Moreover, in this case, the equality holds if and only if 0 is an extreme point of W (A).
Recall that a point λ is an extreme point of the convex subset △ of the plane if λ is in △ and it cannot be expressed as tλ 1 + (1 − t)λ 2 with λ 1 and λ 2 in △ both distinct from λ and 0 < t < 1.
Proof of Proposition 2.
Ax, x = 0} and
for some n-by-n unitary matrix U, we have
which is equivalent to 0 being an extreme point of W (A) (cf. [3, Theorem 1 (i)]).
Conversely, if 0 is extreme for W (A), then K is a subspace of C n . The compression
Hence we deduce that A 1 = 0 k and, therefore, A is unitarily similar to
Together with the already-proven d ≤ k, this yields their equality.
Next we reformulate [9, Theorem 3.1] in terms of our terminology. For a Hermitian matrix A, let i + (A) (resp., i − (A) and i 0 (A)) denote the number of positive (resp., negative and zero) eigenvalues of A (counting multiplicity), i ≥0 (A) = i + (A) + i 0 (A),
Theorem 2.2. For any n-by-n matrix A, we have d(A) = min{i ≥0 (Re (e −iθ A)) :
Several corollaries follow, some of which are inspired by the results in [2] and [9] .
In particular, in this case,
Proof. It is obvious that
Our assertions on d(A) then follow immediately from Theorem 2.2.
The preceding bounds on d(A) will be extended to a normal matrix A in Theorem 4.1.
Corollary 2.4. For any n-by-n matrix A, we have d(A) = min{d(Re (e −iθ A)) :
Corollary 2.5. If A is an n-by-n matrix such that dim ker(Re (e −iθ 0 A)) ≤ 1 for
On the other hand, if k > ⌈n/2⌉, then, since i − (Re (e −iθ 0 A)) < n − ⌈n/2⌉ and i 0 (Re (e −iθ 0 A)) ≤ 1, we have The next corollary gives a class of matrices which satisfy the conditions in Corollary 2.6.
Proof. It is easily seen that A is unitarily similar to e −iθ A for all real θ and dim ker Re A ≤ 1. Thus i ≥0 (Re (e −iθ A)) is independent of the value of θ and hence is equal to d(A) for all θ by Theorem 2.2. Applying Corollary 2.6, we obtain d(A) = ⌈n/2⌉.
The zero-dilation indices of general weighted permutation matrices will be determined in Section 4.
We end this section with the following elementary observation on the zero-dilation index of a direct sum.
for all j by Theorem 2.2, we infer from above that
as required.
The assertions for d( m j=1 ⊕A 1 ) and d(A 1 ⊕ 0 n ) follow easily from above.
Zero Eigenvalue
In this section, we consider the relations between large values of d(A) and the zero eigenvalue of A. This we start with the following known fact from [2, Proposition
2.2].
Lemma 3.1. If A is an n-by-n matrix with d(A) > ⌊n/2⌋, then 0 is an eigenvalue of A with (geometric) multiplicity at least 2d(A) − n. Moreover, in this case, the number "⌊n/2⌋" is sharp.
Proof. We only need to show the sharpness of ⌊n/2⌋. This is seen by the n-by-n
Since A is unitarily similar to diag (1, ω n , ω 2 n , . . . , ω n−1 n ), where ω n = e 2πi/n , we infer that, for odd n (resp., even n) and for θ in [π/2, 5π/2),
n⌉ (resp., (
n⌋ (resp., 
In this case, the number "⌊2n/3⌋" is sharp.
, where a ij = 0 for 1 ≤ i, j ≤ d, and
and let
Then the y j 's are orthonormal in C n and Ay j = A * y j = 0 for all j. This yields our assertion on 0 being a reducing eigenvalue of A. Hence A is unitarily similar to a matrix of the form
The sharpness of ⌊2n/3⌋ is seen by the n-by-n matrix A = [a ij ] n i,j=1 with a ij = 1 if (i, j) = (n−k+1, k+1), (n−k+2, k+2), . . . , (k, 3k−n), (k+1, 1), (k+2, 2), . . . , (n, n− k), and a ij = 0 otherwise, where k = ⌊2n/3⌋. Note that ker A (resp., ker A * ) consists of vectors of the form [0 . . . 0 Using the preceding theorem, we can now give a characterization of n-by-n matrices A with d(A) = n − 1. , and thus the same is true for Re A and Im A.
Hence p A (x, y, z) = zq(x, y, z) for some real homogeneous polynomial q of degree 2.
Therefore, W (A) is the convex hull of the point 0 and the real points of the dual curve of q(x, y, z) = 0. We denote the convex hull of the latter set by △. Then △ is either an elliptic disc or a line segment depending on whether q is irreducible or otherwise. We claim that 0 must be in △. We are now ready to prove Theorem 3.3.
Proof of Theorem 3.3. In view of Lemma 3.4, we need only consider for n ≥ 4. is an elliptic disc (or a line segment). In this case, the number "n − 1" is sharp.
Proof. The sharpness of n − 1 is seen by the matrix A = B ⊕ 0 n−3 , where
In 
Normal Matrix and Weighted Permutation Matrix
In this section, we determine the zero-dilation indices for matrices in two special classes: the normal ones and the weighted permutation ones. We start with the former class. if and only if, for even n−k (resp., odd n−k), the condition arg
Proof. Since 0 k is a direct summand of the diagonal form of A, we have d(A) ≥ k.
To prove d(A) ≤ ⌊(n + k)/2⌋, let θ 0 in [0, 2π) be such that the line y = x tan θ 0 is not perpendicular to any of the n − k lines connecting the origin and some λ j . Then i 0 (Re (e −iθ 0 A)) = k. Hence, by Corollary 2.4,
To prove (a), note that d(A) = k is equivalent to the existence of a real θ 0 such that Re (e −iθ 0 λ j ) < 0 for all j, 1 ≤ j ≤ n − k. The latter is easily seen to be the same as {λ 1 , . . . , λ n−k } ∧ , the convex hull of {λ 1 , . . . , λ n−k }, not containing 0. and hence in {λ j+((m−1)/2) , . . . , λ m , λ 1 , . . . , λ j } ∧ (resp., {λ j−((m+1)/2) , . . . , λ j } ∧ ) for all j, 1 ≤ j ≤ (m + 1)/2 (resp., (m + 3)/2 ≤ j ≤ m), by (1). We infer that the asserted argument conditions are satisfied. Conversely, assume that these conditions hold. Let △ be any set consisting of (m + 3)/2 many λ j 's. Then △ must contain some pair (resp., n/2 is odd ).
(b) If n is odd, then i ≥0 (Re (e −iθ A)) = (n + 1)/2 or (n − 1)/2 for any real θ. In this case, i ≥0 (Re (e −iθ A)) = (n + 1)/2 if and only if (α − (π/2) + 2mπ)/n ≤ θ ≤ (α + (π/2) + 2mπ)/n (resp., (α + (π/2) + 2mπ)/n ≤ θ ≤ (α + (3π/2) + 2mπ)/n) for some m = 0, ±1, ±2, . . . if (n − 1)/2 is even (resp., (n − 1)/2 is odd ).
For the proof, we need another lemma.
with w j = 0 for all j, then all the eigenvalues of Re A have multiplicity 1 (resp., at most 2).
Proof. Let λ be an eigenvalue of Re A and let x = [x 1 . . . x n ] T be such that (Re A)x = λx. This yields
Hence
The latter yields, by iteration, an expression for x j+1 , 2 ≤ j ≤ n − 1, as x j+1 = α j+1 x 1 + β j+1 x n , where α j+1 and β j+1 are scalars which depend only on λ and the
T . Then x is a linear combination of u and v: x = x 1 u + x n v. This shows that the multiplicity of λ is at most 2. Moreover, if w n = 0, then β 2 = · · · = β n = 0 and hence x is a multiple of u. This gives the multiplicity of λ as 1.
Proof of Lemma 4.2. (a) Assume that n is even. If U is the n-by-n unitary matrix diag (1, −1, . . . , 1, −1), then U * AU = −A. It follows that Re (e −iθ A) is unitarily similar to −Re (e −iθ A) for any real θ. Thus λ j (θ) = −λ n−j+1 (θ) for 1 ≤ j ≤ n.
Since the eigenvalues of Re (e −iθ A) have multiplicity at most 2 by Lemma 4.3, we deduce that λ j (θ) > 0 (resp., λ j (θ) < 0) for 1 ≤ j ≤ (n/2) − 1 (resp., (n/2) + 2 ≤ j ≤ n). Therefore, i ≥0 (Re (e −iθ A)) = (n/2) + 1 or n/2 depending on whether λ n/2 (θ) = λ (n/2)+1 (θ) = 0 or otherwise.
To determine which value i ≥0 (Re (e −iθ A)) assumes, we make use of the expression
Note that λ n/2 (θ) = λ (n/2)+1 (θ) = 0 if and only if det(Re (e −iθ A)) = 0 and, from above, the latter is equivalent to (b) Now assume that n is odd. Let B be the (n − 1)-by
Since n − 1 is even, B is unitarily similar to −B as in (a). Thus the same is true for
Re (e −iθ B) and −Re (e −iθ B) for all real θ. Together with Lemma 4.3, this implies that λ j (Re (e −iθ B)) > 0 (resp., λ j (Re (e −iθ B)) < 0) for 1 ≤ j ≤ (n−1)/2 (resp., (n+1)/2 ≤ j ≤ n − 1). Using the interlacing property [5, Theorem 4.3.8] of the eigenvalues of the n-by-n Hermitian matrix Re (e −iθ A) and its (n − 1)-by-(n − 1) principal submatrix
Re (e −iθ B), we obtain λ j (θ) > 0 (resp., λ j (θ) < 0) for 1 ≤ j ≤ (n − 1)/2 (resp., (n + 3)/2 ≤ j ≤ n). Thus, for any real θ, we have i ≥0 (Re (e −iθ A)) = (n + 1)/2 or (n − 1)/2 depending on whether λ (n+1)/2 (θ) is nonnegative or otherwise.
Note that λ (n+1)/2 (θ) ≥ 0 if and only if (−1) (n−1)/2 cos(nθ − α) ≥ 0. Indeed, as in (a), using the expression of p A (x, y, z) from [4, Theorem 4.2], we have 
Since the first and third products in the first term of the above expression are both (strictly) positive, our assertion follows. We conclude that i ≥0 (Re (e −iθ A)) = (n+1)/2 if and only if (−1) (n−1)/2 cos(nθ − α) ≥ 0, which is the same as the asserted condition for θ.
An easy consequence of Lemma 4.2 and Theorem 2.2 is the following.
is of size n (≥ 2) with w j = 0 for all j, then d(A) = ⌊n/2⌋. Moreover, if n is even (resp., n is odd ), then d(A) = i ≥0 (Re (e −iθ A)) for all but finitely many values of θ in any finite interval of R (resp., for all θ in the union of open intervals
depending on whether (n − 1)/2 is even or odd ).
We are now ready to compute the zero-dilation index of any weighted permutation matrix.
Theorem 4.5. Let A be a weighted permutation matrix permutationally similar to a matrix of the form (
, where p, q, r ≥ 0,
and
with the weights a t all nonzero and the sizes n 1 , . . . , n p odd (resp., n p+1 , . . . , n p+q even). If
Proof. Note that, for each k, 1 ≤ k ≤ r, B k is unitarily similar to e −iθ B k for all real θ. Hence the number i ≥0 (Re (e −iθ B k )) is constant for all the θ's, and, therefore, 
and m(θ) = #{j :
If θ 0 ∈ R is such that m(θ 0 ) = min θ∈R m(θ), we claim that f j (θ 0 ) = 0 for all j,
and f j is strictly increasing (resp., strictly decreasing) on a neighborhood of θ 0 for
Since the f j 's are continuous in θ, there is an ε 1 > 0 such that f j (θ 0 + ε 1 ) > 0 for
we obtain p 3 = q 2 = 0. Similarly, there is an ε 2 > 0 such that f j (θ 0 − ε 2 ) > 0 for 1 ≤ j ≤ p 1 and p + 1 ≤ j ≤ p + q 1 , and f j (θ 0 − ε 2 ) < 0 for the remaining j's. Hence m(θ 0 − ε 2 ) = p 1 + q. We infer from m(θ 0 ) ≤ m(θ 0 − ε 2 ) that p 2 = 0. This proves our claim. We conclude from above that
and hence (3) becomes
as asserted. Proof. This is because the expression of d(A) in (2) is independent of the moduli of the entries of A. 
Proof. Assume that d(A) > d + ⌊p/2⌋. Then (2) implies that, for any real θ, there are more than ⌊p/2⌋ many j's among 1, . . . , p such that (−1) (n j −1)/2 cos(n j θ −α j ) > 0.
Since there are also more than ⌊p/2⌋ many j's for which
This is certainly impossible. Thus we must have Proof. From our assumption, we have α j ≡ n j s=1 arg a (j) s = 0 for all j, 1 ≤ j ≤ p+ q. For 1 ≤ j ≤ p, let m = (n j −1)/4 (resp., m = (n j +1)/4) if (n j −1)/2 is even (resp., (n j − 1)/2 is odd). Then ((π/2) + 2mπ)/n j = π/2 (resp., ((−π/2) + 2mπ)/n j = π/2).
It follows from (4) that the interval (π/2, (π/2)+(π/n j )) is contained in S j for all j. If N = max 1≤j≤p n j , then (π/2, (π/2) + (π/N)) ⊆ S j for all j and thus ∩ For the proof of (b), assume that m = n. In this case, it is easily seen that S∩T = ∅ if and only if |S ∩ T | = 0, and the latter occurs exactly when |β − γ| = (2ℓ + 1)π for some ℓ, 0 ≤ ℓ < n. Our assertion in (b) again follows from Corollary 4.7.
