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Re´sume´ – Le pouvoir discriminant d’un ope´rateur de qualite´ d’une image d’iris est un e´le´ment tre`s important pour garantir
une bonne se´lection des images exploitables pour la reconnaissance. Nous proposons dans ce papier, une me´trique originale de
qualite´ combinant a` la fois une approche temporelle (suivi de la pupille et estimation de sa vitesse re´lative de de´placement) et
une approche locale (mesure locale de nettete´ de la texture de l’iris), afin de rejeter efficacement les images d’iris alte´re´es par les
arte´facts tels que les cils, les reflets lumineux, le bruit du capteur pouvant engendrer les erreurs de reconnaissance. Les re´sultats
expe´rimentaux obtenus montrent, d’une part, une meilleure robustesse de notre crite`re compare´ aux quelques crite`res existants
dans la litte´rature, et d’autre part, une ame´lioration des taux de reconnaissance.
Abstract – The discrimination power of an iris image quality descriptor is an important factor for a good images workable
for recognition. We propose in this paper, an original quality descriptor combining a temporal approach (pupil tracking and its
displacement relative velocity estimation) and a local approach (local focus estimation of iris texture), in order to reject efficiently
iris images corrupted by some artefacts such as eyelashes, specular reflections, sensor noise, blur, which increase recognition errors.
Experimental results obtained show, on one hand, a better robustness of our criterion compared with some exiting criteria in the
litterature, and, on the other hand, a recognition performance improvement.
1 Introduction
Les syste`mes de reconnaissance biome´trique sont de plus
en plus utilise´s pour les applications de type controˆle d’ac-
ce`s, carte d’identite´ et passeport biome´triques, paiements
se´curise´s en re´seau, ... Parmi les techniques biome´triques
existantes, les syste`mes de reconnaissance d’iris figurent
parmi les plus efficaces [1, 9]. En effet, l’iris devient stable
a` partir de l’aˆge de 18 mois, et de nombreuses e´tudes ont
montre´ que la texture de l’iris est suffisamment discri-
minante pour authentifier deux individus (meˆme les ju-
meaux). Cependant, pour les applications de type grand
public, ne´cessitant l’utilisation des capteurs a` focale fixe
et a` faible couˆt, l’acquisition d’une image d’iris ou une se´-
quence d’images est une e´preuve difficile pour l’utilisateur
qui doit eˆtre tre`s coope´ratif, du fait de la faible distance
de nettete´ (environ 20− 30 cm) entre ce dernier et le cap-
teur. Pendant l’acquisition, les images de mauvaise qualite´
apparaissent comme l’illustre la Fig. 1, car la texture de
l’iris est ge´ne´ralement alte´re´e par les bruits tels que :
– le flou du mouvement et de de´focalisation,
– les occlusions partielles ou totales de l’iris dues aux
paupie`res et aux cils,
– les spots blancs dans l’image dues aux reflets des
sources sur la corne´e.
Ces arte´facts diminuent les performances de reconnais-
sance d’iris [2, 9, 7], et en particulier augmentent le taux
de faux rejet et le taux d’e´chec d’enroˆlement. Pour pallier
ce proble`me, plusieurs algorithmes de mesure de la net-
tete´ existent dans la litte´rature. J. Daugman [1] a propose´
une mesure de nettete´ base´e sur l’e´nergie des composantes
hautes fre´quences de toute l’image, mais cette me´thode est
sensible a` la pre´sence des cils et des reflets lumineux (spots
spe´culaires blancs) dans l’image, et son couˆt en temps de
calcul de´pend de la re´solution de l’image. Tisse et al. [4, 7]
utilise l’algorithme FSWM (“Frequency Selective Weigh-
ted Median Filter”) [8] pour mesurer le score de nettete´
de toute l’image. Ces algorithmes sont applique´s sur toute
l’image, et par conse´quent ils sont tre`s sensibles a` la pre´-
sence du bruit. Pour eˆtre moins sensible a` ces arte´facts,
L. Ma et al. [9] proposent un classifieur de qualite´ des
images d’iris utilisant le spectre de Fourier de l’iris pour
l’estimation du vecteur qualite´, et un classifieur de type
SVM (“Support Vector Machine”) pour l’apprentissage et
la classification. Cette me´thode fournit de bonnes perfor-
mances, mais quelques erreurs de classification sont obser-
ve´es. En effet, certaines images ou` l’iris est occulte´ par les
cils sont classe´es dans la classe des images exploitables. En
plus, le temps d’apprentissage peut devenir conside´rable
selon le nombre d’images utilise´es et le type de noyau pris
pour la de´limitation des classes. Y. Chen et al. [2] pro-
posent un descripteur local de nettete´ de la texture de
l’iris utilisant la transforme´e en ondelettes 2D. Cette so-
lution est moins sensible au bruit, mais le temps de calcul
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augmente en fonction de la taille de l’iris dans l’image.
(a) Nette (b) De´focalise´e
(c) Flou de mouve-
ment
(d) Paupie`res ferme´es
Fig. 1 – Exemples d’arte´facts apparaissant lors de l’acqui-
sition de l’iris.
Afin d’eˆtre robuste au bruit, tout en ayant un temps de
calcul faible pour envisager des applications embarque´es
grand public, nous proposons un ope´rateur de qualite´ des
images d’iris dans une se´quence d’images acquise en temps
re´el qui combine la mesure de la vitesse de de´placement de
la pupille (V (t|t− 1)) estime´e graˆce au filtre de Kalman, la
densite´ des pixels sombres (BPD1) dans la re´gion pupille,
et l’indice de nettete´ (IFS2) de la collerette (situe´e dans
l’iris comme le montre la figure 2) de´pendant de l’e´nergie
de ses composantes moyennes fre´quences.
Les re´sultats expe´rimentaux obtenus montrent la robus-
tesse de notre mode`le vis a` vis de la pre´sence du flou, de
cils et de reflets lumineux dans l’image. En outre, le temps
de traitement vaut en moyenne 20 ms.
Ce papier est organise´ en trois parties : dans la sec-
tion 2, nous de´crivons le crite`re d’e´valuation de la qualite´
d’une image d’iris (IQS3). Quelques re´sultats expe´rimen-
taux obtenus sur notre base de vide´os d’iris sont pre´sente´s
dans la section 3, suivi d’une conclusion de´taille´e dans la
section 4.
2 Nouveau crite`re d’e´valuation de
la qualite´ d’une image d’iris
Le crite`re d’e´valuation de la qualite´ d’une image d’iris
IQS que nous avons mis en oeuvre est une combinaison
line´aire de la vitesse de de´placement de la pupille entre
deux trames successives V (t|t− 1), de la densite´ des pixels
sombres de la re´gion pupille BPD, et de l’indice de nettete´
de la collerette IFS. Les images ou` la vitesse de de´place-
ment est e´leve´e pre´sentent un flou important ; elles sont
donc syste´matiquement rejete´es pour la reconnaissance.
Lorsque la vitesse de de´placement de la pupille est faible,
le score de qualite´ IQS est mesure´ selon :
IQS = IFS +BPD+H(V (t|t− 1)) 1
V (t|t− 1) + 1 , (1)
1Black Pixels Density
2Iris Focus Score
3Iris Quality Score
Pupille
Re´gion pupillaire
Re´gion ciliare
Scle`re
Collerette
Fig. 2 – Annotation succincte de l’iris.
ou`H(.) est la fonction de Heavyside, qui permet de prendre
en compte la vitesse V (t|t− 1) 6= 0 dans l’e´valuation de
IQS. Les images ou` V (t|t− 1) = 0 seront alors traite´es
comme des images fixes, et par conse´quent, IQS de´pen-
dra uniquement de IFS et de BPD. Une image d’iris sera
conside´re´e de bonne qualite´ pour la reconnaissance si son
score de qualite´ IQS est e´leve´.
2.1 Estimation de la vitesse de de´place-
ment de la pupille et de la densite´ des
pixels sombres
L’estimation de la vitesse de de´placement de la pupille
entre deux trames successives V (t|t− 1) est estime´e a` par-
tir du centre de la pupille pre´dit (C−p (t)) dans la trame t
et du centre mesure´ dans la trame t− 1 (Cp(t− 1)) selon :
V (t|t− 1) = 1
∆T
‖−−−−−−−−−−−→Cp(t− 1)C−p (t)‖, (2)
ou` ∆T de´signe la dure´e d’acquisition entre deux trames
successives (∆T = 40ms dans nos expe´riences). Les e´qua-
tions du filtre de Kalman applique´ au suivi de la pupille
dans une se´quence vide´o sont de´taille´es dans [3].
La mesure de cette vitesse de de´placement permet de ca-
racte´riser le flou duˆ au mouvement erratique de l’oeil et
de se´lectionner rapidement les images de bonne qualite´.
Ainsi, si cette dernie`re est e´leve´e, l’image sera classe´e com-
me floue, et par conse´quent l’image sera rejete´e. Si la vi-
tesse de de´placement est faible (V (t|t− 1) < 150 pixels/s),
on mesure la densite´ des pixels sombres (BPD) dans la
re´gion pupille localise´e dans la zone de recherche estime´e
par le filtre de Kalman. La BPD mesure la proportion des
pixels sombres dans la re´gion pupille. Cette mesure de den-
site´ des pixels sombres devient faible lorsque la profondeur
de de´focalisation est importante, puisqu’elle engendre un
e´talement des spots blancs dans la pupille.
2.2 Mesure de la nettete´ de la collerette
dans le domaine de Fourier
Les deux ope´rateurs pre´ce´dents ne suffisent pas pour
caracte´riser la qualite´ d’une image d’iris. En effet, pour
les images faiblement de´focalise´es, ces mesures peuvent
donner des valeurs e´leve´es alors que la texture de l’iris
est floue. Pour pallier a` ce proble`me, nous avons mesure´
l’e´nergie des composantes moyennes fre´quences du signal
1D issu de la collerette situe´e au voisinage de la pupille. De
nombreuses e´tudes expe´rimentales nous ont permis de re-
pre´senter la collerette par un cercle de rayon RC e´gal a` 1.5
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fois celui de la pupille. L’indice de nettete´ de la collerette
est mesure´ par l’expression :
IFS =
EMF
ET − EM , (3)
avec EMF l’e´nergie des composantes moyennes fre´quences
du signal, et ET l’e´nergie spectrale totale et EM l’e´nergie
de la fre´quence centrale. La figure 3 illustre bien l’inte´reˆt
d’utiliser les composantes moyennes fre´quences du profil
d’intensite´ de la collerette. En effet, c’est dans ce domaine
que la discrimination entre une texture d’iris floue et une
texture d’iris nette est significative.
θ
RC
(a) De´pliement de la colle-
rette suivant θ en 256 points
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(c) Spectre de Fourier de la collerette
Fig. 3 – Choix des composantes fre´quentielles pour discri-
miner les textures d’iris floues des textures d’iris nettes.
Fig. 4 – Comparaison de performances entre notre crite`re
et les crite`res propose´s dans [5, 4, 1, 6] sur des images
fixes.
3 Comparaison expe´rimentale
et performances
Afin de mesurer les performances de notre algorithme de
se´lection, nous avons d’abord construit une base d’images
compose´e de 45 images dont 30 images sont de mauvaise
qualite´ (flou et occlusions partielles de l’iris) et 15 images
sont nettes. Nous avons alors compare´ les re´sultats de
quelques crite`res existants dans la litte´rature avec le noˆtre.
Parmi les algorithmes de mesure de nettete´ existants, P.
Yap et al [5] utilisent les moments de Chebyshev, Tisse
et al [4] applique l’algorithme FSWM base´ sur l’e´ner-
gie des gradients apre`s application d’un filtre me´dian, J.
Daugman [1] calcule l’e´nergie des composantes hautes fre´-
quences et M. Kristian [6] calcule l’entropie dans un do-
maine spectral. Les re´sultats pre´sente´s sur la figure 4 mon-
trent que notre crite`re d’e´valuation de la qualite´ d’une
image d’iris est plus discriminant que les crite`res cite´s ci-
dessus. En effet, notre algorithme mesure localement la
nettete´ de l’iris alors que les autres algorithmes estiment
globalement le degre´ de flou de l’image ; par conse´quent
la pre´sence d’entite´s telles que les cils, les spots blancs
et les reflets lumineux augmentent la valeur des scores de
nettete´ des images floues.
Pour mesurer l’impact de notre crite`re sur les perfor-
mances de ve´rification d’iris, nous avons inte´gre´ notre mo-
dule de se´lection dans la chaˆıne de reconnaissance de´ve-
loppe´e par Tisse et al. [4, 7]. L’expe´rience a e´te´ re´alise´e
a` partir de notre base prive´e de 150 vide´os issues de 37
paires d’yeux diffe´rents, acquise dans le proche infra-rouge.
Dans chaque se´quence vide´o, 10 meilleures images ont e´te´
se´lectionne´es au sens du crite`re FSWM et du noˆtre. La
figure 5 montre que notre mode`le de se´lection ame´liore les
performances de ve´rification, car l’e´cart de discrimination
entre les distributions des scores de comparaison des signa-
tures d’iris des imposteurs et celles des authentiques est le
plus e´leve´. Notre crite`re d’e´valuation discrimine mieux les
images nettes des images de mauvaise qualite´ que l’ope´-
rateur FSWM utilise´ par Tisse et al., et par conse´quent
tre`s peu d’images de mauvaise qualite´ sont se´lectionne´es
par notre crite`re. Le taux d’erreur de se´lection observe´ sur
l’ensemble des 1500 meilleures images d’iris se´lectionne´es
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au sens de l’ope´rateur FSWM vaut 34% et 2% au sens
de notre crite`re. Le Taux d’E´gal Erreur (EER) de recon-
naissance utilisant l’ope´rateur FSWM et notre crite`re vaut
respectivement 16.8% et 1.3%, avec 973000 comparaisons
entre les signatures d’iris provenant d’yeux diffe´rents (in-
ter classe) et 16638 comparaisons entre les signatures d’iris
provenant d’yeux identiques (intra classe).
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Fig. 5 – Distribution des scores de reconnaissance des au-
thentiques et des imposteurs utilisant le crite`re FSWM (a)
et notre crite`re de se´lection (b). (c) Courbes COR.
4 Conclusion
Dans ce travail, nous avons propose´ un nouveau cri-
te`re de se´lection d’images d’iris qui combine une mesure
relative de la vitesse de de´placement de la pupille, la den-
site´ des pixels sombres dans la re´gion pupille et l’indice
de nettete´ de la collerette. Les re´sultats expe´rimentaux
ont montre´ d’une part la robustesse de notre algorithme
face a` la pre´sence du flou et aux faibles occlusions par-
tielles de l’iris dues aux cils et aux paupie`res. En outre,
notre crite`re peut aussi s’appliquer sur les images fixes en
conside´rant que la vitesse de de´placement de la pupille
est nulle. D’autre part, les performances de la plate-forme
de reconnaissance utilise´e ont e´te´ ame´liore´es conside´rable-
ment. La valeur de EER est passe´e de 16.8% a` 1.3% avec
un temps de traitement moyen de 20 ms en utilisant les
images de re´solution 640x480 pixels. Notre ope´rateur a e´te´
imple´mente´ en langage C++ sur un PC de type Pentium
4 (3 GHz) fonctionnant sous windows. Nos prochaines in-
vestigations concerneront l’e´valuation de la robustesse de
notre crite`re sur des se´quences acquises en temps re´el dans
un environnement re´el soumis a` diverses variations.
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