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Abstrat
We study the mixing time of systemati san Markov hains on nite spin systems. It is
known that, in a single site setting, the mixing time of systemati san an be bounded in
terms of the inuenes sites have on eah other. We generalise this tehnique for bounding the
mixing time of systemati san to blok dynamis, a setting in whih a (onstant size) set of
sites are updated simultaneously. In partiular we onsider the parameter α, orresponding to
the maximum inuene on any site, and show that if α < 1 then the orresponding systemati
san Markov hain mixes rapidly. As appliations of this method we prove O(log n) mixing of
systemati san (for any san order) for heat-bath updates of edges for proper q-olourings of
a general graph with maximum vertex-degree ∆ when q ≥ 2∆. We also apply the method to
improve the number of olours required in order to obtain mixing in O(log n) sans for systemati
san for heat-bath updates on trees, using some suitable blok updates.
1 Introdution
This paper is onerned with the study of nite spin systems. A spin system is omposed of a set
of sites and a set of spins, both of whih will be nite throughout this paper. The interonnetion
between the sites is determined by an underlying graph. A onguration of the spin system is an
assignment of a spin to eah site. If there are n sites and q available spins then this gives rise to qn
ongurations of the system, however some ongurations may be illegal. The speiation of the
system determines how the spins interat with eah other at a loal level, suh that dierent loal
ongurations on a subset of the graph may have dierent relative likelihoods. This interation hene
speies a probability distribution, pi, on the set of ongurations. One lass of ongurations that
reeive muh attention in theoretial omputer siene is proper q-olourings of graphs. A proper
olouring is a onguration where no two adjaent sites are assigned the same olour. One important
example of a spin system is when the set of legal ongurations is the set of all proper q-olourings
of the underlying graph and pi is the uniform distribution on this set. In statistial physis the spin
system orresponding to proper q-olourings is known as the q-state anti-ferromagneti Potts model
at zero temperature.
∗
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Sampling from pi is a omputationally hallenging task. It is, however, an important one and is
often arried out by simulating some suitable random dynamis on the set of ongurations. Suh
a dynamis must have the following two properties
1. the dynamis eventually onverges to pi, and
2. the rate of onvergene (mixing time) is polynomial in the number of sites.
It is generally straightforward to ensure that a dynamis onverges to pi but muh harder provide
good upper bounds on the rate of onvergene, whih is what we will be onerned with in this
paper.
Arguably the simplest dynamis is the heat-bath Glauber dynamis whih, at eah step, selets
a site uniformly at random and updates the spin assigned to that site by drawing a new spin from
the distribution on the spin of the seleted site indued by pi. This proedure is repeated until the
distribution of the Markov hain is suiently lose to pi using some suitable measure of loseness
between probability distributions. This dynamis falls under a family of Markov hains that we all
random update Markov hains. We say that a Markov hain is a random update Markov hain if
the sites are updated in a random order. This type of Markov hain has been frequently studied in
theoretial omputer siene and muh is known about the mixing time of various random update
Markov hains.
An alternative to random update Markov hains is to onstrut a Markov hain that yles
through (and updates the spin aording to the indued distribution) the sites (or subsets of sites)
in a deterministi order. We all this a systemati san Markov hain (or systemati san for short).
Although systemati san updates the sites in a deterministi order it remains a random proess
sine the proedure used to update the spin assigned to a site is randomised, as speied by the
appropriate indued distribution. Systemati san may be more intuitively appealing that random
update in terms of implementation, however until reently little was know about the onvergene
rates of this type of dynamis. It remains important to know how many steps one needs to simulate
a systemati san for in order to for it to beome suiently lose to its stationary distribution and
reently there has been an interest among omputer sientists in investigating various approahes
for analysing the mixing time of systemati san Markov hains, see e.g. Dyer, Goldberg and
Jerrum [5, 7℄ and Bordewih, Dyer and Karpinski [2℄. In this paper we present a new method
for analysing the mixing time of systemati san Markov hains, whih is appliable to any spin
system. As appliations of this method we improve the known parameters required for rapid mixing
of systemati san on
1. proper olourings of general graphs and
2. proper olourings of trees.
A key ingredient in our method for proving mixing of systemati san is to work with a blok dynam-
is. A blok dynamis is a dynamis in whih we allow a set of sites to be updated simultaneously
as opposed to updating one site at a time as in the desription of the Glauber dynamis above.
Blok dynamis is not a new onept and it was used in the mid 1980s by Dobrushin and Shlosman
[4℄ in their study of onditions that imply uniqueness of the Gibbs measure of a spin system, a topi
losely related to studying the mixing time of Markov hains (see for example Weitz's PhD thesis
[16℄). More reently, a blok dynamis has been used by Weitz [17℄ when, in a generalisation of the
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work of Dobrushin and Shlosman, studying the relationship between various inuene parameters
(also in the ontext of Gibbs measures) within spin systems and using the inuene parameters to
establish onditions that imply mixing. Using an inuene parameter to establish a ondition whih
implies mixing of systemati san is a key aspet of the method presented in this paper as we will
disuss below. Dyer, Sinlair, Vigoda and Weitz [8℄ have also used a blok dynamis in the ontext
of analysing the mixing time of a Markov hain for proper olourings of the square lattie. Both
of these papers onsider a random update Markov hain, however several of ideas and tehniques
arry over to systemati san as we shall see.
We will bound the mixing time of systemati san by studying the inuene that the sites of the
graph have on eah other. This tehnique is well-known and the inuene parameters generalised
by Weitz [17℄: the inuene on a site is small (originally attributed to Dobrushin [3℄) and the
inuene of a site is small (originally Dobrushin and Shlosman [4℄) both imply mixing of the
orresponding random update Markov hain. It is worth pointing out that a ondition of the form
if the inuene on a site is small then the orresponding dynamis onverges to pi quikly is known
as a Dobrushin ondition. In the ontext of systemati san, Dyer et al. [5℄ point out that, in a
single site setting, the ondition the inuene on a site is small implies rapid mixing of systemati
san. Our method for proving rapid mixing of systemati san is a generalisation of this inuene
parameter to blok dynamis.
We now formalise the onepts above and state our results. Let C = {1, . . . , q} be the set of
spins and G = (V,E) be the underlying graph of the spin system where V = {1, . . . , n} is the set of
sites. We assoiate with eah site i ∈ V a positive weight wi. Let Ω+ be the set of all ongurations
of the spin system and Ω ⊆ Ω+ be the set of all legal ongurations. Then let pi be a probability
distribution on Ω+ whose support is Ω i.e., {x ∈ Ω+ | pi(x) > 0} = Ω. If x ∈ Ω+ is a onguration
and j ∈ V is a site then xj denotes the spin assigned to site j in onguration x. For eah site
j ∈ V , let Sj denote the set of pairs (x, y) ∈ Ω+ ×Ω+ of ongurations that only dier on the spin
assigned to site j, that is xi = yi for all i 6= j.
We will use Weitz's [17℄ notation for blok dynamis, although we only onsider a nite olletion
of bloks. Dene a olletion of m bloks Θ = {Θk}k=1,...,m suh that eah blok Θk ⊆ V and Θ
overs V , where we say that Θ overs V if
⋃m
k=1Θk = V . One site may be ontained in several
bloks and the size of eah blok is not required to be the same, we do however require that the
size of eah blok is bounded independently of n. For any blok Θk and a pair of ongurations
x, y ∈ Ω+ we write x = y on Θk if xi = yi for eah i ∈ Θk and similarly x = y o Θk if xi = yi
for eah i ∈ V \ Θk. We also let ∂Θk = {i ∈ V \ Θk | ∃j ∈ Θk : {i, j} ∈ E(G)} denote the set of
sites adjaent to but not inluded in Θk; we will refer to ∂Θk as the boundary of Θk.
With eah blok Θk, we assoiate a transition matrix P
[k]
on state spae Ω+ satisfying the
following two properties:
1. If P [k](x, y) > 0 then x = y o Θk, and also
2. pi is invariant with respet to P [k].
Property 1 ensures that an appliation of P [k] moves the state of the system from from one ongu-
ration to another by only updating the sites ontained in the blok Θk and Property 2 ensures that
any dynamis omposed solely of transitions dened by P [k] onverges to pi. While the requirements
of Property 1 are lear we take a moment to disuss what we mean in Property 2. Consider the
following two step proess in whih some onguration x is initially drawn from pi and then a on-
guration y is drawn from P [k](x) where P [k](x) is the distribution on ongurations resulting from
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applying P [k] to a onguration x. We than say that pi is invariant with respet to P [k] if for eah
onguration σ ∈ Ω+ we have Pr(x = σ) = Pr(y = σ). That is the distribution on ongurations
generated by the two-step proess is the same as if only the rst step was exeuted. In terms of our
dynamis this means that one the distribution of the dynamis reahes pi, pi will ontinue be the
distribution of the dynamis even after applying P [k] to the state of the dynamis. Our main result
(Theorem 2) holds for any hoie of update rule P [k] provided that it satises these two properties.
The distribution P [k](x), whih speies how the dynamis updates blok Θk, learly depends
on the spei update rule implemented as P [k]. In order to make this idea more lear we desribe
one partiular update rule, known as the heat-bath update rule. This example serves a dual purpose
as it is a simple way to implement P [k] and we will make use of heat-bath updates in Setions 3
and 4 when applying our ondition to spei spin systems. A heat-bath move on a blok Θk given
a onguration x is performed by drawing a new onguration from the distribution indued by
pi and onsistent with the assignment of spins on the boundary of Θk. The two properties of P
[k]
hold for heat-bath updates sine (1) only the assignment of the spin to the sites in Θk are hanged
and (2) the new onguration is drawn from an appropriate distribution indued by pi. If the spin
system orresponds to proper olourings of graphs then the distribution used in a heat-bath move
is the uniform distribution the set of ongurations that agree with x o Θk and where no edge
ontaining a site in Θk is monohromati.
With these denitions in mind we are ready to formally dene a systemati san Markov hain.
Denition 1. We let M→ be a systemati san Markov hain with state spae Ω+ and transition
matrix P→ =
∏m
k=1 P
[k]
.
The stationary distribution of M→ is pi as disussed above, and it is worth pointing out that
the denition of M→ holds for any order on the set of bloks. We will refer to one appliation of
P→ (that is updating eah blok one) as one san of M→. One san takes
∑
k |Θk| updates and it
is generally straight forward to ensure, via the onstrution of the set of bloks, that this sum is of
order O(n).
We will be onerned with analysing the mixing time of systemati san Markov hains, and
onsider the ase when M→ is ergodi. Let M be any ergodi Markov hain with state spae
Ω+ and transition matrix P . By lassial theory (see e.g. Aldous [1℄) M has a unique stationary
distribution, whih we will denote pi. The mixing time from an initial onguration x ∈ Ω+ is
the number of steps, that is appliations of P , required for M to beome suiently lose to pi.
Formally the mixing time of M from an initial onguration x ∈ Ω+ is dened, as a funtion of the
deviation ε from stationarity, by
Mixx(M, ε) = min{t > 0 : dTV(P t(x, ·), pi(·)) ≤ ε}
where
dTV(θ1, θ2) =
1
2
∑
i
|θ1(i)− θ2(i)| = max
A⊆Ω+
|θ1(A)− θ2(A)|
is the total variation distane between two distributions θ1 and θ2 on Ω
+
. The mixing time
Mix(M, ε) of M is then obtained my maximising over all possible initial ongurations
Mix(M, ε) = max
x∈Ω+
Mixx(M, ε).
We say that M is rapidly mixing if the mixing time of M is polynomial in n and log(ε−1).
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We will now formalise the notion of the inuene on a site in order to state our ondition for
rapid mixing of systemati san. For any pair of ongurations (x, y) let Ψk(x, y) be a oupling
of the distributions P [k](x) and P [k](y) whih we will refer to as updating blok Θk. Reall
that a oupling Ψk(x, y) of P
[k](x) and P [k](y) is a joint distribution on Ω+ × Ω+ whose marginal
distributions are P [k](x) and P [k](y). That is
∀σ ∈ Ω+ Prx′∈P [k](x)(x′ = σ) =
∑
τ∈Ω+
Pr(x′,y′)∈Ψk(x,y)(x
′ = σ, y′ = τ)
and
∀τ ∈ Ω+ Pry′∈P [k](y)(y′ = σ) =
∑
σ∈Ω+
Pr(x′,y′)∈Ψk(x,y)(x
′ = σ, y′ = τ)
where we write (x′, y′) ∈ Ψk(x, y) when the pair of ongurations (x′, y′) is drawn from Ψk(x, y).
Weitz in [17℄ states his onditions for general metris whereas we will use Hamming distane, whih
is also how the orresponding ondition is dened in Dyer et al. [5℄. This hoie of metri allows
us to dene the inuene of a site i on a site j under a blok Θk, whih we will denote ρ
k
i,j , as
the maximum probability that two oupled Markov hains dier at the spin of site j following an
update of Θk starting from two ongurations that only dier at the spin on site i. That is
ρki,j = max
(x,y)∈Si
{Pr(x′,y′)∈Ψk(x,y)(x′j 6= y′j)}.
Then let α be the total (weighted) inuene on any site in the graph site dened by
α = max
k
max
j∈Θk
∑
i
wi
wj
ρki,j.
We point out that our denition of ρki,j is not the standard denition of ρ used in the literature (see
for example Simon [14℄ or Dyer et al. [5℄) sine the oupling Ψk(x, y) is expliitly inluded. In the
blok setting it is, however, neessary to inlude the oupling diretly in the denition of ρ as we
will disuss in Setion 5. In Setion 5 we also show that the ondition α < 1 is a generalisation
of the orresponding ondition in Dyer et al. [5℄ in the sense that if eah blok ontains exatly
one site and the oupling minimises the Hamming distane then the onditions oinide. Our main
theorem, whih is proved in Setion 2, states that if the inuene on a site is suiently small then
the systemati san Markov hain M→ mixes in O(log n) sans.
Theorem 2. Suppose α < 1. Then
Mix(M→, ε) ≤ log(nε
−1)
1− α .
As previously stated we will apply Theorem 2 to two spin systems orresponding to proper
q-olourings of graphs in order to improve the parameters for whih systemati san mixes. In both
appliations we restrit the state spae of the Markov hains to the set of proper olourings, Ω, of
the underlying graph. Firstly we allow the underlying graph to be any nite graph with maximum
vertex-degree ∆. Previously, the least number of olours for whih systemati san was known to
mix in O(log n) sans was q > 2∆ and when q = 2∆ the best known bound on the mixing time
was O(n2 log n) sans due to Dyer et al. [5℄. For ompleteness we pause to mention that the least
number of olours required for rapid mixing of a random update Markov hain is q > 11/6∆ due
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Table 1: Optimising the number of olours using bloks
∆ h ξ f(∆) ⌈∆+ 2√∆− 1⌉
3 15
4
7 5 6
4 3
5
11 7 8
5 12
5
11 8 9
6 3
1
2 10 11
7 7
10
23 11 12
8 13
1
3 12 14
9 85
5
19 13 15
10 5
5
19 15 16
to Vigoda [15℄. In Setion 3 we onsider the following Markov hain, edge san denoted M
edge
,
updating the endpoints of an edge during eah update. Let Θ = {Θk}k=1,...,m be a set of edges in
G suh that Θ overs V . Using the above notation, P [k] is the transition matrix for performing a
heat-bath move on the endpoints of the edge Θk and the transition matrix of Medge is Πmk=1P [k].
We prove the following theorem, whih improves the mixing time of systemati san by a fator
of n2 for proper olourings of general graphs when q = 2∆ and mathes the existing bound when
q > 2∆.
Theorem 3. Let G be a graph with maximum vertex-degree ∆. If q ≥ 2∆ then
Mix(M
edge
, ε) ≤ ∆2 log(nε−1).
Next, in Setion 4, we restrit the lass of graphs to trees. It is known that single site systemati
san mixes in O(log n) sans when q > ∆+2
√
∆− 1 and in O(n2 log n) sans when q = ∆+2√∆− 1
is an integer; see e.g. Hayes [11℄ or Dyer, Goldberg and Jerrum [6℄. More generally it is known that
systemati san for proper olourings of bipartite graphs mixes in O(log n) sans when q ≥ 1.76∆
as ∆→∞ due to Bordewih et al. [2℄. Again, for ompleteness, we mention that the mixing time
of a random update Markov hain for proper olourings on a tree mixes in O(n log n) updates when
q ≥ ∆+2, a result due to Martinelli, Sinlair and Weitz [13℄, improving a similar result by Kenyon,
Mossel and Peres [12℄. We will use a blok approah to improve the number of olours required
for mixing of systemati san on trees. We onstrut the following set of bloks where the height
h of the bloks is dened in Table 1. Let a blok Θk ontain a site r along with all sites below r
in the tree that are at most h − 1 edges away from r. The set of bloks Θ overs the sites of the
tree and we onstrut Θ suh that no blok has height less than h. P [k] is the transition matrix for
performing a heat-bath move on blok Θk and the transition matrix of the Markov hain Mtree is
Πmk=1P
[k]
where m is the number of bloks. We prove the following theorem.
Theorem 4. Let G be a tree with maximum vertex-degree ∆. If q ≥ f(∆) where f(∆) is speied
in Table 1 for small ∆ then
Mix(M
tree
, ε) = O(log(nε−1)).
We onlude the paper with a disussion, in Setion 5, of the inuene parameter α and how it
relates to the orresponding parameters for the inuene on a site in Weitz [17℄ and Dyer et al.
[5℄. In partiular we will show that the ondition in Weitz [17℄ does not imply mixing of systemati
san and that the ondition in Dyer et al. [5℄ is a speial ase of our ondition from Theorem 2.
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2 Bounding the Mixing Time of Systemati San
This setion will ontain the proof of Theorem 2. The proof follows the struture of the proof from
the single-site setting in Dyer et al. [5℄, whih follows Föllmer's [9℄ aount of Dobrushin's proof
presented in Simon's book [14℄.
We will make use the following denitions. For any funtion f : Ω+ → R≥0 let δi(f) =
max(x,y)∈Si |f(x) − f(y)| and ∆(f) =
∑
i∈V wiδi(f). Also for any transition matrix P dene (Pf)
as the funtion from Ω+ to R≥0 given by (Pf)(x) =
∑
x′ P (x, x
′)f(x′). Finally let 1i 6∈Θk be the
funtion given by
1i 6∈Θk =
{
1 if i 6∈ Θk
0 otherwise.
We an think of δi(f) as the deviation from onstany of f at site i and ∆(f) as the aggregated
deviation from onstany of f . Now, Pf is a funtion where (Pf)(x) gives the expeted value of
f after making a transition starting from x. Intuitively, if t transitions are suient for mixing
then P tf is a very smooth funtion. An appliation of P [k] xes the non-onstany of f at the sites
within Θk although possibly at the ost of inreasing the non-onstany at sites on the boundary
of Θk. Our aim is then to show that one appliation of P→ will on aggregate make f smoother i.e.,
derease ∆(f).We will establish the following lemma, whih orresponds to Corollary 12 in Dyer et
al. [5℄, from whih Setion 3.3 of [5℄ implies Theorem 2.
Lemma 5. If α < 1 then
∆(P→f) ≤ α∆(f).
We begin by bounding the eet on f from one appliation of P [k]. The following lemma is a
blok-move generalisation of Proposition V.1.7 from Simon [14℄ and Lemma 10 from Dyer et al. [5℄.
Lemma 6. δi(P
[k]f) ≤ 1i 6∈Θkδi(f) +
∑
j∈Θk
ρki,jδj(f)
Proof. Take E(x′,y′)∈Ψk(x,y)) [f(x
′)] to be the the expeted value of f(x′) when a pair of ongurations
(x′, y′) are drawn from Ψk(x, y). Sine Ψk(x, y) is a oupling of the distributions P
[k](x) and P [k](y),
the distribution P [k](x) and the rst omponent of Ψk(x, y) are the same and hene
E(x′,y′)∈Ψk(x,y)
[
f(x′)
]
= Ex′∈P [k](x)
[
f(x′)
]
(1)
and the same fat holds for the distribution P [k](y) so
E(x′,y′)∈Ψk(x,y)
[
f(y′)
]
= Ey′∈P [k](y)
[
f(y′)
]
. (2)
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Using (1), (2) and linearity of expetation we have
δi(P
[k]f) = max
(x,y)∈Si
∣∣∣(P [k]f)(x)− (P [k]f)(y)∣∣∣
= max
(x,y)∈Si
∣∣∣∣∣∣
∑
x′
P [k](x, x′)f(x′)−
∑
y′
P [k](y, y′)f(y′)
∣∣∣∣∣∣
= max
(x,y)∈Si
∣∣∣Ex′∈P [k](x) [f(x′)]−Ey′∈P [k](y) [f(y′)]∣∣∣
= max
(x,y)∈Si
∣∣
E(x′,y′)∈Ψk(x,y))
[
f(x′)
]−E(x′,y′)∈Ψk(x,y) [f(y′)]∣∣
= max
(x,y)∈Si
∣∣
E(x′,y′)∈Ψk(x,y)
[
f(x′)− f(y′)]∣∣
≤ max
(x,y)∈Si
E(x′,y′)∈Ψk(x,y)
[∣∣f(x′)− f(y′)∣∣]
≤ max
(x,y)∈Si
E(x′,y′)∈Ψk(x,y)

∑
j∈V
∣∣f(x′1 . . . x′jy′j+1 . . . y′n)− f(x′1 . . . x′j−1y′j . . . y′n)∣∣


= max
(x,y)∈Si
∑
j∈V
E(x′,y′)∈Ψk(x,y)
[∣∣f(x′1 . . . x′jy′j+1 . . . y′n)− f(x′1 . . . x′j−1y′j . . . y′n)∣∣] .
Notie that x = x′ o Θk and y = y
′
o Θk.
We need to bound the expetation E(x′,y′)∈Ψk(x,y)
[∣∣∣f(x′1 . . . x′jy′j+1 . . . y′n)− f(x′1 . . . x′j−1y′j . . . y′n)∣∣∣]
for eah site j ∈ V . There are three ases.
• j ∈ Θk. By denition of ρki,j the oupling will yield x′j 6= y′j with probability at most ρki,j and
so
E(x′,y′)∈Ψk(x,y)
[∣∣f(x′1 . . . x′jy′j+1 . . . y′n)− f(x′1 . . . x′j−1y′j . . . y′n)∣∣]
≤ ρki,j max
(σ,τ)∈Sj
{|f(σ)− f(τ)|} = ρki,jδj(f).
• j 6∈ Θk and j = i. Sine j 6∈ Θk we have xj = x′j and yj = y′j so
E(x′,y′)∈Ψk(x,y)
[∣∣f(x′1 . . . x′jy′j+1 . . . y′n)− f(x′1 . . . x′j−1y′j . . . y′n)∣∣] ≤ δj(f) = δi(f).
• j 6∈ Θk and i 6= j. In this ase we have xj = x′j and yj = y′j whih implies x′j = y′j so
E(x′,y′)∈Ψk(x,y)
[∣∣f(x′1 . . . x′jy′j+1 . . . y′n)− f(x′1 . . . x′j−1y′j . . . y′n)∣∣] = 0.
Adding it up we get the statement of the lemma.
We will use Lemma 6 in onjuntion with an indutive proof similar to (V.1.16) in Simon [14℄
in order to establish the following lemma. It is important to note at this point that the result in
Simon is presented for single site heat-bath updates, whereas the following lemma applies to any
blok dynamis (satisfying the stated assumptions) and weighted sites. This lemma is also a blok
generalisation of Lemma 11 in Dyer et al. [5℄.
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Lemma 7. Let Γ(k) =
⋃k
l=1Θl then for any k ∈ {1, . . . ,m}, if α < 1 then
∆(P [1] · · ·P [k]f) ≤ α
∑
i∈Γ(k)
wiδi(f) +
∑
i∈V \Γ(k)
wiδi(f).
Proof. Indution on k. Taking k = 0 as the base ase, we get the denition of ∆.
Assume the statement holds for k − 1.
∆(P [1] · · ·P [k]f) ≤ α
∑
i∈Γ(k−1)
wiδi(P
[k]f) +
∑
i∈V \Γ(k−1)
wiδi(P
[k]f)
≤ α
∑
i∈Γ(k−1)
1i 6∈Θkwiδi(f) + α
∑
i∈Γ(k−1)
∑
j∈Θk
wiρ
k
i,jδj(f)
+
∑
i∈V \Γ(k−1)
1i 6∈Θkwiδi(f) +
∑
i∈V \Γ(k−1)
∑
j∈Θk
wiρ
k
i,jδj(f)
by Lemma 6.
Simplifying and using α < 1
∆(P [1] · · ·P [k]f) ≤ α
∑
i∈Γ(k−1)\Θk
wiδi(f) +
∑
i∈Γ(k−1)
∑
j∈Θk
wiρ
k
i,jδj(f)
+
∑
i∈V \Γ(k)
wiδi(f) +
∑
i∈V \Γ(k−1)
∑
j∈Θk
wiρ
k
i,jδj(f)
= α
∑
i∈Γ(k−1)\Θk
wiδi(f) +
∑
i∈V \Γ(k)
wiδi(f)
+
∑
j∈Θk
δj(f)

 ∑
i∈Γ(k−1)
wiρ
k
i,j +
∑
i∈V \Γ(k−1)
wiρ
k
i,j


= α
∑
i∈Γ(k−1)\Θk
wiδi(f) +
∑
i∈V \Γ(k)
wiδi(f) +
∑
j∈Θk
δj(f)
∑
i∈V
wiρ
k
i,j
≤ α
∑
i∈Γ(k−1)\Θk
wiδi(f) +
∑
i∈V \Γ(k)
wiδi(f) +
∑
j∈Θk
δj(f)max
l
∑
i∈V
wiρ
l
i,j
≤ α
∑
i∈Γ(k−1)\Θk
wiδi(f) +
∑
i∈V \Γ(k)
wiδi(f) + α
∑
j∈Θk
wjδj(f)
= α
∑
i∈Γ(k)
wiδi(f) +
∑
i∈V \Γ(k)
wiδi(f)
by denition of α.
Lemma 5 is now a simple onsequene of Lemma 7 sine
∆(P→f) = ∆(P
[1] · · ·P [m]f) ≤ α
∑
i∈V
wiδi(f) = α∆(f)
and Theorem 2 follows as disussed above.
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3 Appliation: Edge San on an Arbitrary Graph
In this setion we prove Theorem 3. That is, we present a general version of a systemati san on
edges and use Theorem 2 to prove that it mixes in O(log n) sans when q ≥ 2∆. We use wi = 1
for all i ∈ V and so omit all weights throughout this setion. Reall that M
edge
is the systemati
san Markov hain with transition matrix Πmk=1P
[k]
where Θ = {Θk}k=1,...,m is an ordered set of
edges in G that overs V and P [k] is the transition matrix for performing a heat-bath move on the
endpoints of the edge Θk.
We need to onstrut a oupling Ψk(x, y) of the distributions P
[k](x) and P [k](y) for eah pair
of ongurations (x, y) ∈ Si that dier only at the olour assigned to site i. Assume without loss of
generality that xi = 1 and yi = 2 and also let j and j
′
be the endpoints of the edge Θk. Reall that,
sine the dynamis uses heat-bath updates, P [k](x) is the uniform distribution on ongurations
that agree with x o Θk and where no edge ontaining j or j
′
is monohromati. For ease of notation
we let D1 = P
[k](x) and D2 = P
[k](y). We go on to make the following denitions for l ∈ {1, 2} and
s ∈ Θk. Dl(s) is the distribution of the olour assigned to site s indued by Dl, and [Dl | s = c] is
the uniform distribution on the set of olourings of the sites in Θk where site s is assigned olour
c. We also let dl denote the number of ongurations with positive measure in Dl and dl,s=c be the
number of ongurations that assign olour c to site s and have positive measure in Dl.
Denition 8. We will say that the hoie c1c2 is valid for Dl if there is a onguration with
positive measure in Dl in whih site j is oloured c1 and site j
′
is oloured c2. Similarly a olour c
is valid on a site s in Dl if there exists a valid hoie for Dl where site s is oloured c.
3.1 Overview of the Coupling
We begin the onstrution of the oupling Ψk(x, y) by giving an overview of the ases we will
need to onsider and show that they are mutually exlusive and exhaustive of all ongurations.
It is important to note that, by denition of ρ, the oupling we dene may depend on the initial
ongurations x and y in the sense that if two pairs of ongurations (x1, y1) and (x2, y2) an be
distinguished then the ouplings Ψk(x1, y1) and Ψk(x2, y2) may be dened dierently.
First, if i is not adjaent to any site in Θk, that is i 6∈ ∂Θk, then Ψk(x, y) is the identity oupling
where the same olouring is assigned to eah distribution. Hene, for i 6∈ ∂Θk and j ∈ Θk we have
ρki,j = 0.
Now suppose that i is adjaent to at least one site in Θk, that is i ∈ ∂Θk. We onsider the
following ve ases, whih by onstrution are exhaustive of all possible ongurations and mutually
exlusive. In the diagrams that relate to these ases a dotted line between a site j ∈ Θk and a olour
1, say, denotes that no site adjaent to j on the boundary of Θk (other than possibly i) is oloured
1. A full line denotes that some site adjaent to j on the boundary of Θk (other than possibly i)
is oloured 1. The full details of eah ase of the oupling will be given in setion 3.2 along with
bounds on ρki,j and ρ
k
i,j′ where j and j
′
are the sites inluded in Θk.
1. Exatly one site in Θk is adjaent to i. Let this site be labeled j and let the other site in Θk
be labeled j′. This is shown in Figure 1.
2. Both sites in Θk are adjaent to i and no other sites in ∂Θk are oloured 1 or 2. The labeling
of the sites in Θk is arbitrary. This is shown in Figure 2.
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Figure 1: Case 1. Exatly one site in Θk is adjaent to i. Let this site be labeled j and let the other
site in Θk be labeled j
′
.
Θk
i = 1/2
j j′
Figure 2: Case 2. Both sites in Θk are adjaent to i and no other sites in ∂Θk are oloured 1 or 2.
The labeling of the sites in Θk is arbitrary.
Θk
i = 1/2
j j′
1
2
1
2
Figure 3: Case 3. Both sites in Θk are adjaent to i. One of the sites in Θk is adjaent to at least
one site, other than i, oloured 1. Let this site be labeled j′. The other site in Θk is labeled j and
it is not adjaent to any site, other than i, oloured 1 or 2.
Θk
i = 1/2
1
2
1
j j′
Figure 4: Case 4. Both sites in Θk are adjaent to i. One of the sites in Θk is adjaent to at least
one site, other than i, oloured 1 and no sites that are oloured 2. Let this site be labeled j′. The
other site in Θk, labeled j, is adjaent to at least one site other than i oloured 2 and no sites
oloured 1.
Θk
i = 1/2
j j′
2
1
1
2
Figure 5: Case 5. Both sites in Θk are adjaent to i and at least one site, other than i oloured 1.
The labeling of the sites in Θk is arbitrary.
Θk
i = 1/2
j j′1 1
11
Figure 6: Case 1. Exatly one site in Θk is adjaent to i. Let this site be labeled j and let the other
site in Θk be labeled j
′
.
Θk
i = 1/2
j j′
3. Both sites in Θk are adjaent to i. One of the sites in Θk is adjaent to at least one site, other
than i, oloured 1. Let this site be labeled j′. The other site in Θk is labeled j and it is not
adjaent to any site, other than i, oloured 1 or 2. This is shown in Figure 3.
4. Both sites in Θk are adjaent to i. One of the sites in Θk is adjaent to at least one site, other
than i, oloured 1 and no sites that are oloured 2. Let this site be labeled j′. The other site
in Θk, labeled j, is adjaent to at least one site other than i oloured 2 and no sites oloured
1. This is shown in Figure 4.
5. Both sites in Θk are adjaent to i and at least one site, other than i oloured 1. The labeling
of the sites in Θk is arbitrary. This is shown in Figure 5.
3.2 Details of Coupling and Proof of Mixing
We will now give the full details of eah ase of the oupling and establish the required bounds on
the inuene of site i on sites j and j′. The following lemma is required to establish the oupling
for all the stated ases.
Lemma 9. Let j and j′ be the endpoints of an edge Θk and suppose that {i, j} ∈ E(G). Then for
eah pair of olours c1, c2 ∈ C\{1, 2} the hoie c1c2 is valid for D1 if and only if c1c2 is valid for D2.
Proof. We start with the if diretion. Suppose c1c2 is valid in D2 then no site adjaent to j has
olour c1 in D2 and sine c1 6= 1 no site adjaent to j has olour c1 in D1. Also no site adjaent to
j′ has olour c2 in D2 hene no site adjaent to j
′
has olour c2 in D1 sine c2 6= 1. Sine c1c2 is
valid in D2 c1 6= c2 and so c1c2 is valid in D1.
The only if diretion is similar. Suppose c1c2 is valid in D1 then no site adjaent to j has olour
c1 in D1 and sine c1 6= 2 no site adjaent to j has olour c1 in D2. Also no site adjaent to j′ has
olour c2 in D1 hene no site adjaent to j
′
has olour c2 in D2 again sine c2 6= 2. Sine c1c2 is
valid in D1 c1 6= c2 and so c1c2 is valid in D2.
Details of ase 1. (Repeated in Figure 6) We onstrut a oupling Ψk(x, y) of the distributions
D1 and D2 using the following two step proess. Let ψj be a oupling of D1(j) and D2(j) whih
greedily maximises the probability of assigning the same olour to site j in eah distribution. Then,
for eah pair of olours (c, c′) drawn from ψj , Ψk(x, y) is a oupling, minimising Hamming distane,
of the onditional distributions D1 | j = c and D2 | j = c′.
Lemma 10. Let j and j′ be the endpoints of an edge Θk. If {i, j} ∈ E(G) and {i, j′} 6∈ E(G) then
ρki,j ≤
1
q −∆ and ρ
k
i,j′ ≤
1
(q −∆)2 .
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Proof. Assume without loss of generality that d1 ≥ d2, i.e that there are at least as many valid
hoies for D1 as for D2. Sine the only site in Θk that is adjaent to site i is j, Lemma 13 of
Goldberg, Martin and Paterson [10℄ lets us upper bound the probability of a disrepany at site j
in a pair of ongurations drawn from the oupling Ψk(x, y) by assuming that j
′
is assigned the
worst ase olour. Now, 1 is not valid for j in D1 so Lemma 9 implies that only the hoie 2 for
j in D1 would ause site j to be assigned a dierent olour in eah onguration drawn from the
oupling. Now observe that site j has at most ∆ − 1 neighbours (exluding j′) and eah of them
ould invalidate one olour hoie for j in both distributions. If j′ is assigned a olour not already
adjaent to j then j is adjaent to at most ∆ sites eah assigned a dierent olour, leaving at least
q−∆ valid olours for j in D1 and so the probability of assigning 2 to j in D1 during step 1 of the
oupling is at most
1
q−∆ sine the oupling is greedy. This establishes the bound on ρ
k
i,j sine
ρki,j = max
(x,y)∈Si
{Pr(x′,y′)∈Ψk(x,y)(x′j 6= y′j)} ≤
1
q −∆ .
Now from the denition of the oupling it follows easily that if the same olour, c, is assigned to
site j in eah distribution during the rst step of the oupling then the olour assigned to site j′ in
the seond step will be the same in eah distribution sine the onditional distributions D1 | j = c
and D2 | j = c are the same. If dierent olours are assigned to j in eah distribution then the
seond step of the oupling is simply the ase of olouring a single site adjaent to exatly one
disrepany. The argument from above says that at most one olour assigned to j′ in D1 will ause
a disrepany at site j′ in the oupling and also that there are at least q −∆ valid hoies for j′ in
D1. Hene we have max(x,y)∈Si{Pr(x′,y′)∈Ψk(x,y)(x′j′ 6= y′j′ | x′j = c, y′j = c′)} ≤ 1q−∆ and so
ρki,j′ = max
(x,y)∈Si
{Pr(x′,y′)∈Ψk(x,y)(x′j′ 6= y′j′)}
= max
(x,y)∈Si


∑
c,c′
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′ | x′j = c, y′j = c′)Pr(x′,y′)∈Ψk(x,y)(x′j = c, y′j = c′)


≤ 1
q −∆ max(x,y)∈Si


∑
c,c′
Pr(x′,y′)∈Ψk(x,y)(x
′
j = c, y
′
j = c
′)


≤ 1
(q −∆)2
using the bound from ρki,j whih ompletes the proof.
The following lemmas are required to dene the oupling and bound the inuene of a site
i ∈ ∂Θk on sites j and j′ when i is adjaent to both sites j and j′.
Lemma 11. Let j and j′ be the endpoints of an edge and suppose that {i, j} ∈ E(G) and {i, j′} ∈
E(G). If 1 is valid for j in D2 and 2 is valid for j in D1 then the hoie 2c2 is valid in D1 if and
only if 1c2 is valid in D2.
Proof. Suppose that 2c2 is valid in D1 then c2 ∈ C \ {1, 2} sine i is adjaent to j′ (and xi = 1).
Sine 1 is valid for j in D2 it follows that 1c2 is valid in D2 sine the only olour adjaent to j
′
in
D2 that is (possibly) not adjaent to j
′
in D1 is 2, but c2 6= 2.
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For the reverse diretion suppose that 1c2 is valid in D2. Then c2 ∈ C \{1, 2} sine i is adjaent
to j′. Sine 2 is valid for j in D1 it follows that 2c2 is valid in D1 sine the only olour adjaent to
j′ in D1 that is (possibly) not adjaent to j
′
in D2 is 1, but c2 6= 1.
Lemma 12. Let j and j′ be the endpoints of an edge Θk and suppose that {i, j} ∈ E(G) and
{i, j′} ∈ E(G). If 1 is valid for j′ in D2 and 2 is valid for j′ in D1 then the hoie c12 is valid in D1
if and only if c11 is valid in D2.
Proof. Suppose that c12 is valid in D1 then c1 ∈ C \ {1, 2} sine i is adjaent to j′. Sine 1 is
valid for j′ in D2 c11 is valid in D2 sine the only olour adjaent to j in D2 that is (possibly) not
adjaent to j in D1 is 2, but c1 6= 2.
Also, suppose that c11 is valid in D2 then c1 ∈ C \ {1, 2} sine i is adjaent to j′. Sine 2 is
valid for j′ in D1 c12 is valid in D1 sine the only olour adjaent to j in D1 that is (possibly) not
adjaent to j in D2 is 1, but c1 6= 1.
Lemma 13. Let j and j′ be the endpoints of an edge Θk and suppose that {i, j} ∈ E(G) and
{i, j′} ∈ E(G).
(i) Suppose that 1 is valid for j in D2. For all c ∈ C where c is valid for j in D2, if 1 is valid for
j′ in D2 then
d2,j=1 ≤ d2,j=c ≤ d2,j=1 + 1
else
d2,j=1 − 1 ≤ d2,j=c ≤ d2,j=1.
(ii) Suppose that 2 is valid for j in D1. For all c ∈ C where c is valid for j in D1, if 2 is valid for
j′ in D1 then
d1,j=2 ≤ d1,j=c ≤ d1,j=2 + 1
else
d1,j=2 − 1 ≤ d1,j=c ≤ d1,j=2.
Proof. Part (i). Consider some valid olour c other than 1 for j in D2. For eah valid hoie 1c2 for
D2 the hoie cc2 is also valid for D2 exept when c = c2. If 1 is valid for j
′
in D2 then the hoie
c1 is also valid for D2.
Now onsider some invalid hoie 1c2 for D2 where c2 6= 1. Sine 1c2 is not valid for D2 it follows
that c2 is not valid for j
′
in D2 and hene no more hoies an be valid for D2, whih guarantees
the upper bounds.
Part (ii) is similar. Consider some valid olour c other than 2 for j in D1. For eah valid hoie
2c2 for D1 the hoie cc2 is also valid for D1 exept when c = c2. If 2 is valid for j
′
in D1 then the
hoie c2 is also valid for D1.
Finally onsider some invalid hoie 2c2 for D1 where c2 6= 2. Sine 2c2 is not valid for D1
it follows that c2 is not valid for j
′
in D1 and hene no more hoies an be valid for D1, whih
guarantees the upper bounds.
We are now ready to dene the oupling for the remaining ases.
Details of ase 2. (Repeated in Figure 7) We onstrut the Ψk(x, y) of the distributions D1
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Figure 7: Case 2. Both sites in Θk are adjaent to i and no other sites in ∂Θk are oloured 1 or 2.
The labeling of the sites in Θk is arbitrary.
Θk
i = 1/2
j j′
1
2
1
2
and D2 as follows. For eah valid hoie of the form c1c2 for D1 where c1 6= 2 and c2 6= 2 Lemma 9
guarantees that c1c2 is valid for D2 so we let
Pr(x′,y′)∈Ψk(x,y)(x
′ = y′ = c1c2) =
1
d1
.
For eah valid hoie of the form 2c2 in D1 the hoie 1c2 is valid in D2 by Lemma 11 so we let
Pr(x′,y′)∈Ψk(x,y)(x
′ = 2c2, y
′ = 1c2) =
1
d1
. (3)
Lemma 11 also guarantees that there are no remaining valid hoies for D2 of the form 1c2. Finally
for eah valid hoie c12 for D1 the hoie c11 is valid in D2 by Lemma 12 so let
Pr(x′,y′)∈Ψk(x,y)(x
′ = c12, y
′ = c11) =
1
d1
(4)
whih ompletes the oupling sine d1 = d2 and all the probability in both D1 and D2 has hene
been used.
Lemma 14. Let j and j′ be the endpoints of an edge Θk and suppose that {i, j} ∈ E(G) and
{i, j′} ∈ E(G). If 2 is valid for both j and j′ in D1 and 1 is valid for both j and j′ in D2 then
ρki,j ≤
1
q −∆+ 1 and ρ
k
i,j′ ≤
1
q −∆ .
Proof. This is ase 2 of the oupling. Note from Lemma 11 that d1,j=2 = d2,j=1 so for ease of
referene let d = d1,j=2 = d2,j=1 and let d
′ = d1,j′=2 = d2,j′=1 by Lemma 12. Also let s =∑
c d2,j=c − d − d′ whih is the number of valid hoies for D2 other than hoies of the form 1c2
and c11. Note that the number of valid hoies for D1 is d1 = s+ d+ d
′
.
As there are no restritions on olours assigned to the sites in ∂Θk \ {i} eah of the neighbours
of j ould be assigned a dierent olour, and the same is true for the neighbours of j′. Hene we
get the following lower-bounds on d and d′:
q −∆ ≤ d and q −∆ ≤ d′.
To lower bound bound s observe that s =
∑
c d2,j=c − d− d′ =
∑
c 6=1 d2,j=c − d′. Let J ⊆ C \ {1}
be the set of olours, exluding 1, that are valid for j in D2. By denition of d
′
, at least d′ olours
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Figure 8: Case 3. Both sites in Θk are adjaent to i. One of the sites in Θk is adjaent to at least
one site, other than i, oloured 1. Let this site be labeled j′. The other site in Θk is labeled j and
it is not adjaent to any site, other than i, oloured 1 or 2.
Θk
i = 1/2
1
2
1
j j′
other than 1 must be valid for site j in D2 so the size of J is at least d
′
. Sine 1 is valid for j′ in
D2 we use the lower bound on d2,j=c from Lemma 13 (i) and hene
s =
∑
c∈J
d2,j=c − d′
≥ d′min
c∈J
{d2,j=c} − d′
≥ d′d− d′.
From the oupling, j will be assigned a dierent olour in eah distribution whenever a hoie of
the form 2c2 is made for D1. From (3) this happens with probability
d
d1
= d
d+d′+s sine d is the
number of valid hoies for D1 of the form 2c2. Similarly from (4), j
′
will beome a disrepany
in the oupling whenever a hoie of the form c12 is made for D1, whih happens with probability
d′
d+d′+s . Hene
ρki,j ≤
d
d+ d′ + s
and ρki,j′ ≤
d′
d+ d′ + s
.
Starting with ρki,j
ρki,j ≤
d
d+ d′ + s
≤ d
d+ dd′
≤ 1
d′ + 1
≤ 1
q −∆+ 1
using the lower bounds of s and d′. Similarly using the lower bounds of s and d
ρki,j′ ≤
d′
d+ d′ + s
≤ d
′
d+ dd′
≤ 1
d
≤ 1
q −∆
whih implies the statement of the lemma.
Details of ase 3. (Repeated in Figure 8) We onstrut the oupling Ψk(x, y) of D1 and D2
using the following two step proess. Let Ψj be a oupling of D1(j
′) and D2(j
′) whih greedily
maximises the probability of assigning the same olour to site j′ in eah distribution. Then for eah
pair of olours (c, c′) drawn from Ψj we omplete Ψk(x, y) by letting it be the oupling, greedily
minimising Hamming distane, of the onditional distributions D1 | j′ = c and D2 | j′ = c′ .
Lemma 15. Let j and j′ be the endpoints of an edge Θkand suppose that {i, j} ∈ E(G) and
{i, j′} ∈ E(G). If 2 is valid for j in D1, 1 is valid for j in D2 and 1 is not valid for j′ in D2 then
ρki,j′ ≤
1
q −∆+ 1 and ρ
k
i,j ≤
1
q −∆ .
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Figure 9: The pair of ongurations after the olour of site j′ has been assigned during the rst
step of the oupling.
i = 1/2
2
1
j j′ = 2/c′
2
Proof. This is ase 3 of the oupling. Note from Lemma 11 that d1,j=2 = d2,j=1 and let s =∑
c d2,j=c − d2,j=1 =
∑
c 6=1 d2,j=c denote the number of valid hoies for D2 other than hoies of
the form 1c2. The number of valid hoies for D1 is then d1 = s+ d1,j=2 + d1,j′=2.
Sine 1 is not valid for j′ in D2 at least one site other than i on the boundary of Θk must be
oloured 1 in D1 (we say that some site s on the boundary of Θk is oloured c in D1 if there exists a
onguration with positive measure in D1 in whih site s is oloured c). As there are no restritions
on the neighbourhood of j eah neighbour of j may be assigned a dierent olour in D1. Hene we
get the following lower bounds on d1,j=2 and d1,j′=2
q −∆+ 1 ≤ d1,j=2 and q −∆ ≤ d1,j′=2.
To lower bound s observe that exatly d1,j′=2 olours other than 1 are valid for site j in D2 and let
J be the set of olours, exluding 1, that are valid for j in D2, then
s =
∑
c∈J
d2,j=c ≥ d1,j′=cmin
j∈J
{d2,j=c} ≥ d1,j′=2 (d1,j=2 − 1)
where we used the bound d1,j=2 − 1 ≤ d1,j=2 for c ∈ J from Lemma 13 (i) sine 1 is not valid for
j′ in D2.
We onsider ρki,j′ rst. Suppose that a hoie of the form c1c2 is valid for D2, in whih ase
c1 6= 2 and c2 6∈ {1, 2} by the onditions of ase 3 of the oupling. Firstly if c1 6= 1 then c1c2 is also
valid for D1 by Lemma 9. If c1 = 1 then the hoie 2c2 is valid for D1 by Lemma 11 and hene
d1 ≥ d2. Note in partiular that if a hoie c1c2 where c2 6= 2 is valid for D1 then it is also valid for
D2. Therefore, a dierent olour will only be assigned to site j
′
in eah distribution if j′ is oloured
2 in D1 during the rst step of the oupling sine the Hamming distane at site j
′
is minimised
greedily. There are d1,j′=2 olourings assigning 2 to j
′
in D1 and hene
ρki,j′ ≤
d1,j′=2
d1,j=2 + d1,j′=2 + s
≤ d1,j′=2
d1,j=2 +
(
1 + d1,j′=2
) ≤ 1
d1,j=2
≤ 1
q −∆+ 1
using the lower bounds on s and d1,j=2.
Now onsider ρki,j . Suppose that
′
1, c
′
2) is the pair of olours drawn for site j
′
in the rst step of
the oupling. The seond step of Ψk(x, y) then ouples the onditional distributions D1 | j′ = c′1 and
D2 | j′ = c′2 greedily to minimise Hamming distane. First suppose that c′1 6= c′2. It was pointed out
in the analysis above that if c′1 6= c′2 then c′1 = 2 and the resulting onguration is shown in Figure
9. We make the following observations about the resulting onditional distributions D1 | j′ = 2 and
D2 | j′ = c′2.
• The olour 2 is not valid for j in either distribution D1 | j′ = 2 or D2 | j′ = c′2.
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• The olour 1 is not valid for j in D1 | j′ = 2 but ould be valid for j in D2 | j′ = c′2.
• The olour c′2 ould be valid for j in D1 | j′ = 2 but is not valid for j in D2 | j′ = c′2.
• For eah c ∈ C \ {1, 2, c′2} the olour c is valid for j in D1 | j′ = 2 if and only if c is valid for
j in D2 | j′ = c′2.
These observations show that this ase is a single-site disagreement sub problem and that there
must be at least (q − 3) − (∆ − 2) = q − ∆ − 1 olours that are valid for j in both onditional
distributions sine j has at most ∆ − 2 neighbours other than i and j′. Also, there is at most one
olour whih is valid for j in one distribution but not in the other and sine the oupling greedily
maximises Hamming distane this implies
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j | x′j′ 6= y′j′) ≤
1
q −∆ .
Now suppose that the same olour c, say, is drawn for site j′ in both distributions during the rst
step of the oupling. Then the only site adjaent to i that is oloured dierently in the onditional
distributions D1 | j′ = c and D2 | j′ = c is site i, so using a similar reasoning to above we nd
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j | x′j′ = y′j′) ≤
1
q −∆
and thus
ρki,j = max
(x,y)∈Si
{
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j)
}
= max
(x,y)∈Si
{Pr(x′,y′)∈Ψk(x,y)(x′j 6= y′j | x′j′ 6= y′j′)Pr(x′,y′)∈Ψk(x,y)(x′j′ 6= y′j′)
+ Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j | x′j′ = y′j′)Pr(x′,y′)∈Ψk(x,y)(x′j′ = y′j′)}
≤ max
(x,y)∈Si
{
1
q −∆Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′) +
1
q −∆Pr(x′,y′)∈Ψk(x,y)(x
′
j′ = y
′
j′)
}
=
1
q −∆ max(x,y)∈Si
{
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′) + Pr(x′,y′)∈Ψk(x,y)(x′j′ = y′j′)
}
=
1
q −∆
whih ompletes the proof.
Details of ase 4. (Repeated in Figure 10) We assume without loss of generality that d1 ≥ d2
and onstrut the oupling Ψk(x, y) of D1 and D2 as follows. For eah valid hoie of the form c1c2
for D1 where c1 6= 1 and c2 6= 2 Lemma 9 guarantees that c1c2 is also valid for D2 so we onstrut
Ψk(x, y) suh that
Pr(x′,y′)∈Ψk(x,y)(x
′ = y′ = c1c2) =
1
d1
.
This leaves the set Z1 = {c12 | c12 valid in D1} of valid hoies forD1 and Z2 = {1c2 | 1c2 valid in D2} ⊆
D2 for D2. Observe that z1 ≥ z2 where z1 and z2 denote the size of Z1 and Z2 respetively. Let
Z1(t) denote the t-th element of Z1 and similarly for Z2. Then for 1 ≤ t ≤ z2 let
Pr(x′,y′)∈Ψk(x,y)(x
′ = Z1(t), y
′ = Z2(t)) =
1
d1
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Figure 10: Case 4. Both sites in Θk are adjaent to i. One of the sites in Θk is adjaent to at
least one site, other than i, oloured 1 and no sites that are oloured 2. Let this site be labeled j′.
The other site in Θk, labeled j, is adjaent to at least one site other than i oloured 2 and no sites
oloured 1.
Θk
i = 1/2
j j′
2
1
1
2
and for eah pair z2 + 1 ≤ t ≤ z2 and h ∈ D2 let
Pr(x′,y′)∈Ψk(x,y)(x
′ = Z1(t), y
′ = h) =
1
d1d2
.
It is easy to verify that eah valid olouring has the orret weight in Ψk(x, y) so this ompletes the
oupling.
Lemma 16. Let j and j′ be the endpoints of an edge Θk and suppose that {i, j} ∈ E(G) and
{i, j′} ∈ E(G). If 1 is valid for j in D2, 1 is not valid for j′ in D2 and 2 is not valid for j in D1
then
ρki,j ≤ ρki,j′ ≤
1
q −∆ .
Proof. This is ase 4 of the oupling. Let s =
∑
c d2,j=c − d2,j=1 be the number of valid hoies for
D2 other than hoies of the form 1c2. Observe that d2 = s+ d1,j′=2 and note that d1,j′=2 ≥ d2,j=1
sine we have assumed d1 ≥ d2 in the onstrution of the oupling. At least one neighbour, other
than i, of j′ on the boundary of Θk is oloured 1 in D1 and we get the following lower-bound on
d2,j=1 sine all other neighbours of j
′
may be assigned a dierent olour
q −∆+ 1 ≤ d2,j=1.
We bound s using the same argument as in the proof of Lemma 15 and get
d1,j′=2(d2,j=1 − 1) ≤ s.
Sine 2 is not valid for j in D1 the rst d2,j=1 hoies of the form c12 for D1 are mathed with
some hoie of the form 1c1 forD2 with probability 1/d1 resulting in a dierent olour being assigned
to both sites j and j′ in eah distribution. Eah of the d1,j′=2 − d2,j=1 remaining valid hoies for
D1 is mathed with eah valid hoie for D2 with probability
1
d1d2
resulting in a disagreement at j′
(sine 2 is not valid for j′ in D2) and potentially also at at j so ρ
k
i,j ≤ ρki,j′ . Hene the probability
of making a hoie of the form c12 for D1
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ = 2) =
d2,j=1
d1
+
∑
h∈D2
d1,j′=2 − d2,j=1
d1d2
=
d1,j′=2
d1
is an upper bound on the disagreement probabilities at both sites j and j′. Using the lower bounds
on s and d2,j=1 we have
ρki,j ≤ ρki,j′ ≤
d1,j′=2
d1
=
d1,j′=2
d1,j′=2 + s
≤ d1,j′=2
d1,j′=2 + (d2,j=1 − 1)d1,j′=2
≤ 1
q −∆
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Figure 11: Case 5. Both sites in Θk are adjaent to i and at least one site, other than i oloured 1.
The labeling of the sites in Θk is arbitrary.
Θk
i = 1/2
j j′1 1
whih ompletes the proof.
Details of ase 5. (Repeated in Figure 11) First observe that 1 is not valid for both j and j′ in
either distribution D1 or D2 so d1 = d2+d1,j=2+d1,j′=2 ≥ d2 by Lemma 9, sine any hoie valid for
D2 does not assign olour 2 to any site in Θk. Let Z1 and Z2 be the sets of olourings valid forD1 and
D2 respetively. We dene the following mutually exlusive subsets of Z1. Zj = {2c2 | 2c2 ∈ Z1},
Zj′ = {c12 | c12 ∈ Z1} and Z = Z1 \ (Zj ∪ Zj′) = Z2. By onstrution, the union of these three
subsets is Z1 and note that the size of Zj is d1,j=2, the size of Zj′ is d1,j′=2 and the size of Z is d2.
First we onsider hoies from Z for D1. For eah hoie h ∈ Z we have h ∈ Z2 by onstrution
of Z and so we use the identity oupling and let
Pr(x′,y′)∈Ψk(x,y)(x
′ = y′ = h) =
1
d1
.
We let the remainder of the oupling minimise Hamming distane. First onsider the hoies for
D1 in Zj . We onstrut Ψk(x, y) suh that it minimises Hamming distane and assigns probability
1/d1 to eah hoie for D1 in Zj whilst ensuring that for eah hoie g ∈ Z2 for D2
∑
h∈Zj
Pr(x′,y′)∈Ψk(x,y)(x
′ = h, y′ = g) =
d1,j=2
d1d2
.
Similarly we assign probability 1/d1 to eah hoie for D1 in Zj′ whilst also requiring that for eah
hoie g ∈ Z2 for D2 ∑
h∈Zj′
Pr(x′,y′)∈Ψk(x,y)(x
′ = h, y′ = g) =
d1,j′=2
d1d2
.
To see that this ensures that the oupling is fair observe that eah hoie h ∈ Z1 reeives weight
1/d1 and eah hoie g ∈ Z2 weight
1
d1
+
d1,j=2
d1d2
+
d1,j′=2
d1d2
=
d2 + d1,j=2 + d1,j′=2
d1d2
=
1
d2
sine d2 + d1,j=2 + d1,j′=2 = d1.
Remark. Note that a oupling satisfying these requirements always exists. We will not give the
detailed onstrution of Ψk(x, y) here, but in the subsequent proof we will onsider three ases. In
the rst two ases any oupling minimising Hamming distane will be suient to establish the
required bounds on the inuene of i on j. In the nal ase we will need a detailed onstrution of
the oupling and so will provide it together with the proof for ease of referene.
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Lemma 17. Let j and j′ be the endpoints of an edge Θk and suppose that {i, j} ∈ E(G) and
{i, j′} ∈ E(G). If 1 is not valid for j in D2 and 1 is not valid for j′ in D2 then
ρki,j ≤
1
q −∆+ 1 +
1
(q −∆+ 1)2 and ρ
k
i,j′ ≤
1
q −∆+ 1 +
1
(q −∆+ 1)2 .
Proof. This is ase 5 of the oupling. We onsider three separate ases. Firstly suppose that 2 is
not valid for both j and j′ in D1. Then the only valid hoies for D1 are of the form c1c2 where
c1, c2 ∈ C \ {1, 2} and eah suh hoie is also valid in D2 as observed in the onstrution of the
oupling. The same olouring is seleted for eah distribution and hene
ρki,j = 0 and ρ
k
i,j′ = 0.
Next suppose that exatly one site in Θk, j
′
say, is adjaent to some site oloured 2 in D1. As
in the previous ase, eah hoie that is valid in both D1 and D2 is mathed using the identity
mathing and does not ause a disrepany at any site. However if a hoie of the form 2c is made
for D1 then site j will be oloured dierently in eah olouring drawn from Ψk(x, y) and the olour
at site j′ may also be dierent so ρki,j′ ≤ ρki,j . Sine all hoies of the form c2 are not valid for D1,
making a hoie of the form 2c for D1 is the only way to reate a disagreement at any site in the
oupling and so
ρki,j′ ≤ ρki,j ≤
d1,j=2
d1
sine d1,j=2 is the number of valid hoies for D1 of the form 2c. We need to establish a lower
bound of d1 and observe that, for c valid for j in D1, d1,j=2 − 1 ≤ d1,j=c by Lemma 13 (ii) sine 2
is not valid for j′ in D1. Let v be the number of olours that are valid for site j in D1. Then v is
lower bounded by q −∆ + 2 ≤ v sine at least two of the sites (inluding i) adjaent to j on the
boundary of Θk are oloured 1 in D1. Also, sine at least one site (other than j and i) adjaent
to j′ is oloured 1 and another is oloured 2 in D1, we have q −∆ + 2 ≤ d1,j=2. Using the lower
bounds on v and d1,j=c we have, letting J denote the set of olours other than 2 that are valid for
j in D1,
d1 =
∑
c
d1,j=c = d1,j=2 +
∑
c∈J
d1,j=c ≥ d1,j=2 +
∑
c∈J
(d1,j=2 − 1)
≥ (v − 1)(d1,j=2 − 1) + d1,j=2 ≥ (q −∆+ 2)d1,j=2 − (q −∆+ 1)
and hene using the lower bound on d1,j=2
1
ρki,j
≥ (q −∆+ 2)d1,j=2 − (q −∆+ 1)
d1,j=2
≥ q −∆+ 2− q −∆+ 1
q −∆+ 2 > q −∆+ 1
whih gives the bounds required by the statement of the lemma.
Finally onsider the ase when the olour 2 is valid for both j and j′ in D1. In this ase we
will provide details of the onstrution of Ψk(x, y) when required. We begin by establishing some
required bounds. Sine 1 is not valid for j′ in D2 at least two neighbours of j
′
(inluding i) must
be oloured 1 in D1 and the same applies to the neighbourhood of j, so we get the following lower
bounds on d1,j=2 and d1,j′=2
q −∆+ 1 ≤ d1,j=2 and q −∆+ 1 ≤ d1,j′=2.
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We also require bounds on d2,j=c and d2,j′=c for other olours c. Suppose that the hoie cc
′
is
valid in D2 then, sine c, c
′ ∈ C \ {1, 2}, cc′ is also valid for D1 by Lemma 9. Furthermore,
the hoie c2 is valid in D1 (but not D2) so d1,j=c − 1 = d2,j=c. Lemma 13 (ii) guarantees that
d1,j=2 ≤ d1,j=c ≤ d1,j=2 + 1 so
d1,j=2 − 1 ≤ d2,j=c ≤ d1,j=2
for any c valid for j in D1 and a similar argument gives the bound
d1,j′=2 − 1 ≤ d2,j′=c ≤ d1,j′=c
for any olour c valid for j′ in D2. Observe that exatly d1,j′=2 olours must be valid for site j in
D2 so using the stated bounds on d2,j=c we have the following bounds on d2
d1,j′=2(d1,j=2 − 1) ≤ d2 ≤ d1,j′=2d1,j=2.
We bound the probability of disagreements at sites j and j′ from hoies made for D1. From
the oupling we again note that if a hoie c1c2 where c1 6= 2 and c2 6= 2 is made for D1 then there
will be no disagreements at any site in Θk.
Consider making a valid hoie of the form 2c for D1. Firstly, suh a hoie for D1 will ause
site j to be oloured dierently in any pair of olourings drawn from the oupling sine 2 is not
valid for j in D2. We onstrut Ψk(x, y) suh that the hoie 2c for D1 is mathed with a hoie of
the form c′c for D2 as long as suh a hoie that has not exeeded it aggregated probability exists.
Let J denote the set of hoies of the form c′c that are valid for D2 and note that the size of J is
d2,j′=c. The total aggregated weight of all hoies of the form c
′c for D2 is
∑
g∈J
∑
h∈Z1
Pr(x′,y′)∈Ψk(x,y)(x
′ = h, y′ = g) =
∑
g∈J
d1,j=2
d1d2
=
d2,j′=cd1,j=2
d1d2
so as long as
1
d1
≤ d2,j′=cd1,j=2
d1d2
there is enough probability available in Z2 to math all the weight of the hoie 2c for D1 with
a hoie of the form c′c for D2 and hene assigning the same olour, c, to site j
′
in any pair of
olourings drawn from the oupling. If there is not enough unassigned weight available in Z2 then
the oupling will math at muh probability as possible,
d2,j′=cd1,j=2
d1d2
, with hoies of the form c′c
for Z2 but the remaining probability will be mathed with hoies not assigning olour c to site j
′
in Z2. Hene we obtain the following probabilities onditioned on making a hoie of the form 2c
for D1.
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j | x′ = 2c) = 1
and
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′ | x′ = 2c) ≤ max
(
0, 1− d2,j′=cd1,j=2
d2
)
≤ max
(
0, 1− (d1,j′=2 − 1)d1,j=2
d1,j=2d1,j′=2
)
≤ 1
d1,j′=2
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using the bounds on d2 and d1,j′=c. Lastly observe that there are d1,j=2 valid hoies for D1 of the
form 2c so ∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′ = 2c) =
d1,j=2
d1
=
d1,j=2
d1,j=2 + d1,j′=2 + d2
.
Also onsider making a valid hoie of the form c2 for D1. This ase is symmetri to the
onstrution above, but we inlude it for ompleteness. A hoie of the form c2 for D1 will ause
site j′ to be oloured dierently in any pair of olourings drawn from the oupling sine 2 is not
valid for j′ in D2. We hene onstrut Ψk(x, y) suh that it mathes the hoie c2 for D1 with a
hoie of the form cc′ for D2 as long as suh a hoie that has not exeeded it aggregated probability
exists. Let J ′ denote the set of hoies of the form cc′ that are valid for D2 and note that the size
of J ′ is d2,j=c. The total aggregated weight of all hoies of the form cc
′
for D2 is
∑
g∈J ′
∑
h∈Z1
Pr(x′,y′)∈Ψk(x,y)(x
′ = h, y′ = g) =
∑
g∈J
d1,j′=2
d1d2
=
d2,j=cd1,j′=2
d1d2
so as long as
1
d1
≤ d2,j=cd1,j′=2
d1d2
there is enough weight available in Z2 to math all the weight of the hoie c2 for D1 with a hoie of
the form cc′ for D2 and hene assigning the same olour, c, to site j in any pair of olourings drawn
from the oupling. If there is not enough unassigned weight available in Z2 then the oupling will
math at muh weight as possible,
d2,j=cd1,j′=2
d1d2
, with hoies of the form cc′ for Z2 but the remaining
weight will be mathed with hoies not assigning olour c to site j in Z2. Hene we obtain the
following probabilities onditioned on making a hoie of the form c2 for D1
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j | x′ = c2) ≤ max
(
0, 1 − d2,j=cd1,j′=2
d2
)
≤ max
(
0, 1 − d1,j′=2(d1,j=2 − 1)
d1,j=2d1,j′=2
)
≤ 1
d1,j=2
using the bounds on d2 and d1,j=c, and as before we also have
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′ | x′ = c2) = 1 and
∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′ = c2) =
d1,j′=2
d1,j=2 + d1,j′=2 + d2
.
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Using the onditional probabilities and the bounds on d2, d1,j=2 and d1,j′=2 we nd
ρki,j = max
(x,y)∈Si
{
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j)
}
= max
(x,y)∈Si
{∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j | x′ = 2c)Pr(x′,y′)∈Ψk(x,y)(x′ = 2c)
+
∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′
j 6= y′j | x′ = c2)Pr(x′,y′)∈Ψk(x,y)(x′ = c2)
}
≤ max
(x,y)∈Si
{∑
c
[
Pr(x′,y′)∈Ψk(x,y)(x
′ = 2c) + Pr(x′,y′)∈Ψk(x,y)(x
′ = c2)
1
d1,j=2
]}
≤ max
(x,y)∈Si
{
d1,j=2
d1,j=2 + d1,j′=2 + d2
+
∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′ = c2)
1
d1,j=2
}
≤ max
(x,y)∈Si
{
d1,j=2
d1,j=2(1 + d1,j′=2)
+
d1,j′=2
d1,j=2 + d1,j′=2 + d2
1
d1,j=2
}
≤ max
(x,y)∈Si
{
1
1 + d1,j′=2
+
d1,j′=2
d1,j=2(1 + d1,j′=2)
1
d1,j=2
}
≤ 1
q −∆+ 2 +
1
(q −∆+ 1)2
and again by symmetry
ρki,j′ = max
(x,y)∈Si
{
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′
}
= max
(x,y)∈Si
{∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′ | x′ = 2c)Pr(x′,y′)∈Ψk(x,y)(x′ = 2c)
+
∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′
j′ 6= y′j′ | x′ = c2)Pr(x′,y′)∈Ψk(x,y)(x′ = c2)
}
≤ max
(x,y)∈Si
{∑
c
[
Pr(x′,y′)∈Ψk(x,y)(x
′ = 2c) + Pr(x′,y′)∈Ψk(x,y)(x
′ = c2)
1
d1,j′=2
]}
≤ max
(x,y)∈Si
{
d1,j′=2
d1,j=2 + d1,j′=2 + d2
+
∑
c
Pr(x′,y′)∈Ψk(x,y)(x
′ = c2)
1
d1,j′=2
}
≤ max
(x,y)∈Si
{
d1,j′=2
d1,j=2(1 + d1,j′=2)
+
d1,j=2
d1,j=2 + d1,j′=2 + d2
1
d1,j′=2
}
≤ max
(x,y)∈Si
{
1
1 + d1,j=2
+
d1,j=2
d1,j=2(1 + d1,j′=2)
1
d1,j′=2
}
≤ 1
q −∆+ 1 +
1
(q −∆+ 1)2
whih implies the statement of the lemma.
This ompletes the ases of the oupling and we ombine the obtained bounds on ρki,j and ρ
k
i,j′
in the following orollary of Lemmas 14, 15, 16 and 17 whih we use in establishing the mixing time
of M
edge
.
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Corollary 18. Let j and j′ be the endpoints of an edge Θk. If {i, j} ∈ E(G) and {i, j′} ∈ E(G)
then
ρki,j ≤
1
q −∆ +
1
(q −∆)2 and ρ
k
i,j′ ≤
1
q −∆ +
1
(q −∆)2 .
Remark. Note that the bound in Corollary 18 is never tight. This bound ould be improved,
however this would only allow us to beat the 2∆ bound for speial graphs sine the bounds in
Lemma 10 are tight.
We are now ready to present a proof of Theorem 3.
Theorem 3. Let G be a graph with maximum vertex-degree ∆. If q ≥ 2∆ then
Mix(M
edge
, ε) ≤ ∆2 log(nε−1).
Proof. Let j and j′ be the endpoints of an edge represented by a blok Θk. Let αj =
∑
i ρ
k
i,j be
the inuene on site j and αj′ =
∑
i ρ
k
i,j′ then inuene on j
′
. Then α = max(αj , αj′). Suppose
that Θk is adjaent to t triangles, that is there are t sites i1, . . . , it suh that {i, j} ∈ E(G) and
{i, j′} ∈ E(G) for eah i ∈ {i1, . . . , it}. Note that 0 ≤ t ≤ ∆− 1. There are at most ∆− 1− t sites
adjaent to j that are not adjaent to j′ and at most ∆ − 1 − t sites adjaent to j′ that are not
adjaent to j. From Lemma 10 a site adjaent only to j will emit an inuene of at most 1
q−∆ on
site j and Lemma 10 also guarantees that a site only adjaent to j′ an emit an inuene at most
1
(q−∆)2
on site j. Corollary 18 says that a site adjaent to both j and j′ an emit an inuene of at
most
1
q−∆ +
1
(q−∆)2
on site j and hene
αj ≤ t
(
1
q −∆ +
1
(q −∆)2
)
+ (∆ − 1− t)
(
1
q −∆
)
+ (∆− 1− t)
(
1
(q −∆)2
)
=
∆− 1
q −∆ +
∆− 1
(q −∆)2
and similarly by onsidering the inuene on site j′ we nd that
αj′ ≤ ∆− 1
q −∆ +
∆− 1
(q −∆)2 .
Then using our assumption that q ≥ 2∆ we have
α = max(αj , αj′) ≤ ∆− 1
q −∆ +
∆− 1
(q −∆)2 ≤
∆− 1
∆
+
∆− 1
∆2
=
∆2 − 1
∆2
= 1− 1
∆2
< 1
and we obtain the stated bound on the mixing time by applying Theorem 2.
4 Appliation: Colouring a Tree
This setion ontains the proof of Theorem 4 whih improves the least number of olours required
for mixing of systemati san on a tree for individual values of ∆. Reall the denition of the
systemati san M
tree
where the set of bloks Θ is dened as follows. Let the blok Θk ontain a
site r along with all sites below r in the tree that are at most h − 1 edges away from r. We all
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h the height of the bloks and h is dened for eah ∆ in Table 1. The set of bloks Θ overs the
sites of the tree and we onstrut Θ suh that no blok has height less than h. P [k] is the transition
matrix for performing a heat-bath move on blok Θk and hene P
[k](x) is the uniform distribution
on the set of ongurations that agree with x o Θk and where no edge inident to a site in Θk
is monohromati. The transition matrix of the Markov hain M
tree
is Πmk=1P
[k]
where m is the
number of bloks.
We will use standard terminology when disussing the struture of the tree. In partiular will
say that a site i is a desendant of a site j (or j is a predeessor of i) if j is on the simple path from
the root of the tree to i. We will all a site j a hild of a site i (or i is the parent of j) if i and j are
adjaent and j is a desendant of i. Finally Nk(j) = {i ∈ ∂Θk | i is a desendant of j} is the set of
desendants of j on the boundary of Θk.
Let (x, y) ∈ Si where i is on the boundary of some blok Θk. The following lemma will provide
upper bounds on the probability of disagreement at any site in the blok.
Lemma 19. Let (x, y) ∈ Si and suppose that i is adjaent to exatly one site in a blok Θk. Then
there exists a oupling ψ of D1 = P
[k](x) and D2 = P
[k](y) in whih
Pr(x′,y′)∈ψ(x
′
j 6= y′j) ≤
1
(q −∆)d(i,j)
for all j ∈ Θk where d(i, j) is the edge distane from i to j.
Proof. We onstrut a oupling ψ of D1 and D2 based on the reursive oupling dened in Goldberg
et al. [10℄. The following denitions are based on Figure 12. Let R ⊆ V be a set of sites. Also
let (X,X ′) be a pair of olourings of the sites on the boundary of R (reall that the boundary of
R is the set of sites that are not inluded in R but are adjaent to some site in R) whih use the
same olour for every site, exept for one site u whih is oloured l in X and l′ in X ′. We then say
that A(R, (X,X ′), u, (l, l′)) is a boundary pair. For a boundary pair A(R, (X,X ′), u, (l, l′)) we let
v ∈ R be the site in R that is adjaent to u. We think of v as the root of R and note that we may
need to turn the original tree upside down in order to ahieve this, however the meaning should
be lear. We then label the hildren (in R) of v as v1, . . . , vd and let T = {R1, . . . , Rd} be set the
of d subtrees of R that do not ontain site v, that is for Rk ∈ T we dene Rk = {j ∈ R | j =
vk or j is a desendant of vk}. Finally let D and D′ be the uniform distributions on olourings of
R onsistent with the boundary olourings X and X ′ respetively and let D(v) (respetively D′(v))
be the uniform distribution on the olor at site v indued by D (respetively D′). Then ΨR is the
reursive oupling of D and D′ summarised as follows.
1. If l = l′ then the distributions D and D′ are the same and we use the identity oupling, in
whih the same olouring is used in both opies. Otherwise we ouple D(v) and D′(v) greedily
to maximise the probability of assigning the same olour to site v in both distributions. If R
onsists of a single site then this ompletes the oupling.
2. Suppose that the pair of olours (c, c′) were drawn for v in the oupling from step 1. For eah
subtree R′ ∈ {R1, . . . Rd} we have a well dened boundary pair A(R′, (XR′ ,X ′R′), v, (c, c′))
where XR′ is the boundary olouring X restrited to the sites on the boundary of R
′
. For
eah pair of olours (c, c′) and R′ ∈ T we reursively onstrut a oupling ΨR′(c, c′) of the
distributions indued by the boundary pair A(R′, (XR′ ,X
′
R′), v, (c, c
′)).
26
Figure 12: The region dened in a boundary pair and the onstrution of the subtrees.
u
v
R
. . .
. . .
RdR1 R2
v1 v2 vd
Initially we let the boundary pair be A(R = Θk, (X = x, Y = y), u = i, (l = xi, l
′ = yi)) and our
oupling ψ of D1 and D2 is thus the reursive oupling ΨΘk onstruted above.
We prove the statement of the lemma by indution on d(i, j). The base ase is d(i, j) = 1.
Applying Lemma 13 from Goldberg et al. [10℄ we an upper bound the probability of x′j 6= y′j where
(x′, y′) is drawn from ψ by assigning the worst possible olouring to neighbours of j in Θk. Site j
has at most ∆ − 1 neighbours (other than i) so there are at least q −∆ olours available for j in
both distributions. There is also at most one olour whih is valid for j in x but not in y (and vie
versa) so
Pr(x′,y′)∈ψ(x
′
j 6= y′j) ≤
1
q −∆ .
Now let R′ be the subtree of Θk ontaining site j and let v be the site in Θk adjaent to i. Assume
that for d(v, j) = d(i, j) − 1
Pr(x′,y′)∈ΨR′ (c,c
′)(x
′
j 6= y′j) ≤
1
(q −∆)d(v,j) .
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Now for (x, y) ∈ Si
Pr(x′,y′)∈ψ(x
′
j 6= y′j) = Pr(x′,y′)∈ΨΘk (x
′
j 6= y′j)
=
∑
c,c′
c 6=c′
Pr(x′,y′)∈ΨR(x
′
v = c, y
′
v = c
′)Pr(x′,y′)∈ΨR′ (c,c′)(x
′
j 6= y′j)
≤ 1
(q −∆)d(i,j)−1
∑
c,c′
c 6=c′
Pr(x′,y′)∈ΨR(x
′
v = c, y
′
v = c
′)
≤ 1
(q −∆)d(i,j)
where the rst inequality is the indutive hypothesis and the last is a onsequene of the base
ase.
We will now use the oupling from Lemma 19 to dene the oupling Ψk(x, y) of the distributions
P [k](x) and P [k](y) for (x, y) ∈ Si. If i ∈ ∂Θk then it is adjaent to exatly one site in Θk and we
use the oupling from Lemma 19. If i 6∈ ∂Θk then the distributions P [k](x) and P [k](y) are the same
sine we are using heat-bath updates and so we an use the identity oupling. We summarise the
bounds on ρki,j in the following orollary of Lemma 19, whih we will use in the proof of Theorem 4.
Corollary 20. Let d(i, j) denote the number of edges between i and j. Then for j ∈ Θk
ρki,j ≤
{
1
(q−∆)d(i,j)
if i ∈ ∂Θk
0 otherwise.
Theorem 4. Let G be a tree with maximum vertex-degree ∆. If q ≥ f(∆) where f(∆) is speied
in Table 1 for small ∆ then
Mix(M
tree
, ε) = O(log(nε−1)).
Proof. We will use Theorem 2 and assign a weight to eah site i suh that wi = ξ
di
where di is the
edge distane from i to the root and ξ is dened in Table 1 for eah ∆. For a blok Θk and j ∈ Θk
we let
αk,j =
∑
iwiρ
k
i,j
wj
denote the total weighted inuene on site j when updating blok Θk. For eah blok Θk and eah
site j ∈ Θk we will upper bound αk,j and hene obtain an upper bound on α = maxkmaxj∈Θk αk,j .
Note from Corollary 20 that ρki,j = 0 when i ∈ Θk so we only need to bound ρki,j for i ∈ ∂Θk.
We rst onsider a blok Θk that does not ontain the root. The following labels refer to Figure
13 in whih a solid line is an edge and a dotted line denotes the existene of a simple path between
two sites. Let p ∈ ∂Θk be the predeessor of all sites in Θk and dr − 1 be the distane from p to
the root of the tree i.e., wp = ξ
dr−1
. The site r ∈ Θk is a hild of p. Now onsider a site j ∈ Θk
whih has distane d to r, hene wj = ξ
d+dr
and d(j, p) = d+ 1. From Corollary 20 it then follows
that the weighted inuene of p on j when updating Θk is at most
ρkp,j
wp
wj
≤ 1
(q −∆)d(j,p)
ξdr−1
ξdr+d
=
1
(q −∆)d+1
1
ξd+1
.
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Figure 13: A blok in the tree. A solid line indiates an edge and a dotted line the existene of a
path.
p
r
v
v′ j′
j
b u
Level: dr + h− 1
Level: dr + d
Level: dr + d− l + 1
Level: dr
Level: dr − 1
Level: dr + h
Level: dr + d− l
Θk
Now onsider some site u ∈ Nk(j) whih is on the boundary of Θk. Sine u ∈ Nk(j) it has weight
wu = ξ
dr+h
and so d(j, u) = h − d. Hene Corollary 20 says that the weighted inuene of u on j
is at most
ρku,j
wu
wj
≤ 1
(q −∆)d(j,u)
ξdr+h
ξdr+d
=
1
(q −∆)h−d ξ
h−d.
Every site in Θk has at most ∆ − 1 hildren so the number of sites in Nk(j) is at most |Nk(j)| ≤
(∆ − 1)h−d and so, summing over all sites u ∈ Nk(j), the total weighted inuene on j from sites
in Nk(j) when updating Θk is at most
∑
u∈Nk(j)
ρku,j
wu
wj
≤
∑
u∈Nk(j)
1
(q −∆)h−d ξ
h−d ≤ (∆− 1)
h−d
(q −∆)h−d ξ
h−d.
The inuene on j from sites in ∂Θk \ (Nk(j) ∪ {p}) will now be onsidered. These are the sites
on the boundary of Θk that are neither desendants or predeessors of j. For eah site v between
j and p, we will bound the inuene on site j from sites b ∈ Nk(v) that ontain v on the simple
path between b and j. We all this the inuene on j via v. Referring to Figure 13 let v ∈ Θk be a
predeessor of j suh that d(j, v) = l and observe that v is on level dr + d − l in the tree and also
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that 1 ≤ l ≤ d sine v is between p and j in the tree. If v is not the parent of j (that is l 6= 1) then
let j′ be the hild of v whih is also a predeessor of j, that is j′ is on the simple path from v to j.
If l = 1 we let j′ = j. Also let v′ be any hild of v other than j′ and observe that v′ and j′ are both
on level dr+d− l+1. Now let b ∈ Nk(v′) be a desendant of v′ and note as before that wb = ξdr+h.
The distane between b and v′ is
d(v′, b) = dr + h− (dr + d− l + 1) = h− d+ l − 1
and so the number of desendants of v′ is at most |Nk(v′)| ≤ (∆− 1)h−d+l−1 sine eah site has at
most ∆− 1 hildren. Site v has at most ∆− 2 hildren other than j′ so the number of sites on the
boundary of Θk that are desendants of v but not j
′
is at most
|Nk(v) \Nk(j′)| ≤ (∆− 2)|Nk(v′)| ≤ (∆− 2)(∆ − 1)h−d+l−1.
Finally the only simple path from b to j goes via v and the number of edges on this path is
d(j, b) = d(j, v) + d(v, v′) + d(v′, b) = l + 1 + (h− d+ l − 1) = h− d+ 2l
so, using Corollary 20, the weighted inuene of b on site j when updating blok Θk is at most
ρkb,j
wb
wj
≤ ξ
dr+h
ξdr+d
1
(q −∆)d(j,b) ≤
ξh−d
(q −∆)h−d+2l
and summing over all desendants of v (other than desendants of j′) on the boundary of Θk we
nd that the inuene on j via site v is at most
∑
b∈Nk(v)\Nk(j′)
ρkb,j
wb
wj
≤
∑
b∈Nk(v)\Nk(j′)
ξh−d
(q −∆)h−d+2l ≤ ξ
h−d (∆− 2)(∆ − 1)h−d+l−1
(q −∆)h−d+2l . (5)
Summing (5) over 1 ≤ l ≤ d gives an upper bound on the the total weighted inuene of sites in
∂Θk \ (Nk(j) ∪ {p}) on site j when updating Θk
∑
b∈∂Θk\(Nk(j)∪{p})
ρkb,j
wb
wj
≤ ξh−d
d∑
l=1
(∆− 2)(∆ − 1)h−d+l−1
(q −∆)h−d+2l
and adding the derived inuenes we nd that the inuene on site j (on level dr+d) when updating
Θk is at most
αk,j =
ρkp,jwp
wj
+
∑
u∈Nk(j)
ρku,jwu
wj
+
∑
b∈∂Θk\(Nk(j)∪{p})
ρkb,jwb
wj
≤ 1
(q −∆)d+1
1
ξd+1
+
(∆− 1)h−d
(q −∆)h−d ξ
h−d + ξh−d
d∑
l=1
(∆ − 2)(∆ − 1)h−d+l−1
(q −∆)h−d+2l .
Now onsider the blok ontaining the root of the tree, r. Let this be blok Θ0 and note that
wr = 1. The only dierene between Θ0 and any other blok is that r may have ∆ hildren. There
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Figure 14: The inuene on site j via the root. A line denotes an edge and a dotted line the
existene of a simple path.
r
j′
j
b Level: h
Level: d
Level: 0
Level: 1
Θ0
are at most ∆(∆− 1)h−1 desendants of r in ∂Θ0, eah of whih has weight ξh so, using Corollary
20, the weighted inuene on the root is at most
α0,r =
∑
b∈N0(r)
ρ0b,r
wb
wr
≤ ∆(∆− 1)
h−1
(q −∆)h ξ
h.
Now onsider a site j on level d 6= 0 in blok Θ0. As in the general ase onsidered above there
is an inuene of at most ∑
b∈N0(j)
ρ0b,jwb
wj
≤ (∆− 1)
h−d
(q −∆)h−d ξ
h−d
on j from the sites in N0(j). Now onsider the inuene on site j from ∂Θ0 \ N0(j). We rst
onsider the inuene on j via r, whih is shown in Figure 14. Site r has at most ∆ − 1 hildren
other than the site j′ whih is the hild of r that is on the path from r to j. Eah hild of r has
at most (∆− 1)h−1 desendants in ∂Θ0 and eah suh desendant has distane h+ d to j. Hene,
from Corollary 20, the inuene on j via the root is at most
∑
b∈N0(r)\N0(j′)
ρ0b,jwb
wj
≤
∑
b∈N0(r)\N0(j′)
ξh
ξd
1
(q −∆)d(b,j) ≤
(∆− 1)h
(q −∆)h+d ξ
h−d.
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Finally onsider then inuene on j from the remaining sites, whih are in the set R = ∂Θ0 \
(N0(j) ∪ (N0(r) \ N0(j′))). Again onsider a site v 6= r ∈ Θ0 where v is a predeessor of j and
d(j, v) = l. In this ase we have 1 ≤ l ≤ d − 1 sine l = d is the root whih has already been
onsidered. This is the same situation as arose in the general ase onsidered above (see Figure 13)
so (5) is an upper bound on the inuene on j via v and so summing (5) over 1 ≤ l ≤ d − 1 and
adding the other inuenes on j we obtain an upper bound on the total weighted inuene on site
j when updating blok Θ0
α0,j =
∑
b∈N0(j)
ρ0b,jwb
wj
+
∑
b∈N0(r)\N0(j′)
ρ0b,jwb
wj
+
∑
b∈R
ρ0b,jwb
wj
≤ (∆− 1)
h−d
(q −∆)h−d ξ
h−d +
(∆− 1)h
(q −∆)h+d ξ
h−d + ξh−d
d−1∑
l=1
(∆− 2)(∆ − 1)h−d+l−1
(q −∆)h−d+2l .
We require α < 1 whih we obtain by satisfying the system of inequalities given by setting
αk,j < 1 (6)
for all bloks Θk and sites j ∈ Θk. In partiular we need to nd an assignment to ξ and h that
satises (6) given ∆ and q. Table 1 shows the least number of olours f(∆) required for mixing
for small ∆ along with a weight, ξ, that satises the system of equations and the required height
of the bloks, h. These values were veried by heking the resulting 2h inequalities for eah ∆
using Mathematia. The least number of olours required for mixing in the single site setting is also
inluded in the table for omparison.
5 A Comparison of Inuene Parameters
We onlude with a disussion of our hoie of inuene parameter α denoting the maximum inu-
ene on any site in the graph. As we will be omparing the ondition α < 1 to the orresponding,
but unweighted, onditions in Dyer et al. [5℄ and Weitz [17℄ we will let wi = 1 for eah site. Reall
our denitions (letting wi = 1) of ρ
k
i,j and α
ρki,j = max
(x,y)∈Si
{Pr(x′,y′)∈Ψk(x,y)(x′j 6= y′j)} and α = maxk maxj∈Θk
∑
i∈V
ρki,j
where Ψk(x, y) is a oupling of the distributions P
[k](x) and P [k](y). We have previously stated that
this is not the standard way to dene the inuene of i on j sine the oupling is diretly inluded
in the denition of ρ. It is worth pointing out, however, that the orresponding denition in Weitz
[17℄, whih is also for blok dynamis, also makes expliit use of the oupling. In the single site
setting (Dyer et al. [5℄) the inuene of i on j, whih we will denote ρˆi,j , is dened by
ρˆi,j = max
(x,y)i
dTV(µj(x), µj(y))
where µj(x) is the distribution on spins at site j indued by P
[j](x). The orresponding ondition is
αˆ = maxj
∑
i∈V ρˆi,j < 1. We will show (Lemma 21) that ρˆi,j is a speial ase of ρ
j
i,j when Θj = {j}
and Ψj(x, y) is a oupling minimising the Hamming distane at site j. This will prove our laim
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that our ondition α < 1 is a generalisation of the single site ondition αˆ < 1. Before establishing
this laim we disuss the need to inlude the oupling expliitly when working with blok dynamis.
Consider a pair of distint sites j ∈ Θk and j′ ∈ Θk and a pair of ongurations (x, y) ∈ Si.
When updating blok Θk the dynamis needs to draw a pair of new ongurations (x
′, y′) from the
distributions P [k](x) and P [k](y) as previously speied. Hene the interation between j and j′ has
to be aording to these distributions and so it is not possible to onsider the inuene of i on j and
the inuene of i on j′ separately. In the ontext of our denition of ρ this means that the inuene
of i on j and the inuene of i on j′ have to be dened using the same oupling. This is to say
that the oupling Ψk(x, y) an only depend on the blok Θk and the initial pair of ongurations x
and y, whih in turn speify whih site is labeled i. It is important to note that the oupling an
not depend on j, sine otherwise having a small inuene on a site would not imply rapid mixing
of systemati san (or indeed random update). The reason why we need to make this distintion
when working with blok dynamis but not the single site dynamis is that in the single site setting
ρˆi,j is the inuene of site i on j when updating site j and hene whihever oupling is used must
impliitly depend on j. Sine the oupling an depend on j in the single site ase it is natural to
use the optimal oupling, whih minimises the probability of having a disrepany at site j. By
denition of total variation distane, the probability of having a disrepany at site j under the
optimal oupling is dTV(µj(x), µj(y)) = ρˆi,j (see e.g. Aldous [1℄). We will now show that ρˆi,j is a
speial ase of ρji,j in the way desribed above.
Lemma 21. Suppose that for eah site j ∈ V we have a blok Θj = {j} and that Θ = {Θj}j=1,...,n.
Also suppose that for eah pair (x, y) ∈ Si of ongurations Ψj(x, y) is a oupling of P [j](x) and
P [j](y) in whih, for eah c ∈ C,
Pr(x′,y′)∈Ψj(x,y)(x
′
j = y
′
j = c) = min(Prµj(x)(c),Prµj(y)(c))
where Prµj(x)(c) is the probability of drawing olour c from distribution µj(x). Then ρ
j
i,j = ρˆi,j.
Proof. To see that Ψj(x, y) is a oupling of P
[j](x) and P [j](y) it is suient to observe that
Prx′∈P [j](x)(x
′
j = c) = Prµj(x)(c) and similarly Pry′∈P [j](y)(y
′
j = c) = Prµj(y)(c) sine j is the only
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site in Θj . Thus we have
ρji,j = max
(x,y)∈Si
{
Pr(x′,y′)∈Ψj(x,y)(x
′
j 6= y′j)
}
= max
(x,y)∈Si
{
1−
∑
c∈C
(Pr(x′,y′)∈Ψj(x,y)(x
′
j = y
′
j = c))
}
= max
(x,y)∈Si
{
1−
∑
c∈C
min(Prµj(x)(c),Prµj(y)(c))
}
= max
(x,y)∈Si
{∑
c∈C
Prµj(x)(c)−min(Prµj(x)(c),Prµj(y)(c))
}
= max
(x,y)∈Si


∑
c∈C+
Prµj(x)(c)− Prµj(y)(c)


= max
(x,y)∈Si
{
1
2
∑
c∈C
|Prµj(x)(c)− Prµj(y)(c)|
}
= max
(x,y)∈Si
dTV(µj(x), µj(y))
= ρˆi,j
where C+ = {c | Prµj(x)(c) ≥ Prµj(y)(c)}.
Finally we will show that the ondition orresponding to α < 1 in Weitz's paper [17℄ does not
imply rapid mixing of systemati san. Let B(j) be the set of blok indies that ontain site j and
b(j) the size of this set. Weitz refers to the sum
∑
k∈B(j)
∑
i ρ
k
i,j as the total inuene on site j and
the parameter representing the maximum inuene on a site, whih we denote αW to distinguish it
from our own denition of α, is dened as
αW = max
j
∑
k∈B(j)
∑
i
ρki,j
b(j)
.
We note that the the single site inuene parameter αˆ used in Dyer et al. [5℄ to prove rapid mixing
of systemati san is a speial ase of αW when the oupling from Lemma 21 is used and eah site
is ontained in exatly one blok of size one.
It is proved in Weitz [17℄ that the ondition αW < 1 implies spatial mixing of a random update
Markov hain and hene that the Gibbs measure is unique. We will now show that the parameters
α and αW are dierent and in partiular that the ondition αW < 1 does not imply rapid mixing of
systemati san. To show this we exhibit a spin system for whih a systemati san Markov hain
does not mix rapidly but αW < 1. It is suient to show that a spei systemati san does not
mix, sine Theorem 2 states that any systemati san with a speied set of bloks mixes when
α < 1.
Observation 22. There exists a spin system for whih αW < 1 and α = 1 but systemati san does
not mix.
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Consider the following spin system. Let G be the n-vertex yle and label the sites 0, . . . , n− 1
and C be the set of q spins. Then Θi (whih has an assoiated transition matrix P
[i]
) is the blok
ontaining site i and i+ 1 mod n and it is updated as follows:
1. The spin at site i is opied to site i+ 1;
2. a spin is assigned to site i uniformly at random from the set of all spins.
The stationary distribution, pi, of the spin system is the uniform distribution on all ongurations of
G. Clearly P [i] satises property (1) of the update rule, namely that only sites within the blok may
hange during the update. To see that pi is invariant under eah P [i] observe that site i + 1 takes
the spin of site i in the original onguration and site j reeives a spin drawn uniformly at random.
This ensures that eah site has probability 1/q of having eah spin and that they are independent.
We dene the ρ values for this spin system by using the following oupling. Consider a blok
Θj for update. The spin at site j + 1 is deterministi in both opies, and eah opy selets the
same olour for site j when drawing uniformly at random from C. First suppose that site j is the
disrepany between two ongurations. Then, sine the spin at j is opied to site j + 1, the spin
of site j + 1 beomes a disagreement in the oupling and hene ρjj,j+1 = 1. The spin at j is drawn
uniformly at random from C in both opies and oupled perfetly so ρjj,j = 0. Now suppose that
the two ongurations dier at a site i 6= j. Then ρji,j+1 = 0 sine both ongurations have the
same olour for site j, and ρji,j = 0 sine the spins at site j are oupled perfetly. Using the values
of ρ we dedue that
αW = max
j
∑
k∈B(j)
∑
i
ρki,j
b(j)
=
1
2

ρj−1j−1,j + ∑
i 6=j−1
ρj−1i,j +
∑
i
ρji,j

 = 1
2
and α = maxkmaxj∈Θk
∑
i ρ
k
i,j = 1.
LetM→ be the systemati san Markov hain that updates the bloks in the orderΘ0,Θ1, . . . ,Θn−1.
For eah blok Θi note that if a onguration y is obtained from updating blok Θi starting from
x then yi+1 = xi. Hene when performing the systemati san, the spin of site 0 in the original
onguration moves around the ring ending at site n−1 before the update of blok Θn−1 moves it on
to site 0. Hene if onguration x′ is obtained from one omplete san starting from a onguration
x we have x′0 = x0 and the systemati san Markov hain does not mix sine site 0 will always be
assigned the same spin after eah omplete san.
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