Abstract-This paper deals with the novel and complex problem of scheduling the internal operations in post-distribution cross docking systems (PDCDSs), i.e., a kind of cross docking terminal where the operations of good allocation are performed. More precisely, internal operations of the PDCDS consist in deconsolidating inbound cases, sorting products according to customer requests, and consolidating outbound cases. The problem is determining the optimal schedule of the internal operations with the objective of minimizing the makespan. The contribution of this paper is twofold. First, the PDCDS scheduling problem is characterized and the corresponding NP-hardness is proved. Second, in order to address the complexity of the problem, two mixed integer linear programming (MILP) models and a heuristic algorithm are presented. In particular, the mathematical programming formulations are solved by using symmetry breaking constraints and objective function perturbations. Moreover, the lower bounds of the start times of operations are evaluated in order to strengthen the formulations. A set of test results compare the formulation performances and a case study shows the effectiveness of the proposed heuristic algorithm to schedule the operations of an half work day of an Italian company of cloth retail stores.
I. INTRODUCTION
C ROSS docking is a logistics procedure in which products delivered to the warehouse by inbound trucks are first sorted out, reorganized based on customer demands, loaded into outbound trucks and delivered to customers without being stored in a warehouse [1] .
The advantages of the cross docking systems (CDSs) include increased inventory turnover, thus lowering inventory levels and improving customer responsiveness, and reduction in transportation costs since a consolidation of differently sized shipments with the same destination to full truck loads is possible. Compared to traditional warehousing, a cost intensive storage and retrieval of goods is eliminated by the synchronization of inbound and outbound flows [2] , [3] .
A supply chain using the cross-dock approach can speed goods from upstream suppliers to downstream customers quickly and cost-effectively, with benefits to the entire chain [4] .
Recently, several characteristics have been considered to distinguish between different types of CDS, for instance, according to when the customer is assigned to the individual products [5] . In predistribution cross docking, the customer is assigned before the shipment leaves the supplier who takes care of preparation. On the other hand, in a post-distribution CDS (PDCDS) the allocation of goods to customers is done at the CDS [6] , [7] .
Here, we consider a PDCDS where the following phases are successively performed: 1) deconsolidation phase, where inbound containers are unpacked in pallets and then pallets are unpacked in boxes that contain products of the same type; 2) sorting phase, where the products are sorted and assigned to outbound boxes according to the customer requests; 3) consolidation phase, where the boxes are packed in pallets and successively in containers. This paper studies the problem of determining the optimal schedule of operations in the three phases of the PDCDS in order to minimize the makespan, i.e., the time elapsed from the start of the first operation in the PDCDS till the end of the last operation. The constraints of the deconsolidation, sorting and consolidation problem (DSCP) are the requirements of the retailers: the right types of the products in the outbound boxes, the right boxes in the outbound pallets, the right outbound pallets in the outbound containers.
The DSCP scheduling problem is more complex than some similar scheduling problems such as the multilevel assembly job shop [8] , [9] for the following reasons.
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First, the mentioned three phases are in strict succession order with precise timing, resource and quality constraints. Second, the deconsolidation and consolidation phases are performed as a sequence of operations that can be completed only if the products obtained from the previous operations are ready in the right quantities and at the right time. For instance, an inbound box can be processed when the pallet in which it is contained has been processed and after the completion time of the pallet. Third, the sorting phase is a complex assignment problem: each product must be assigned to the pallet according to the customer requests and the required products have to be ready after the previous phases.
Hence, such a complex sequence of operations and the imposed constraints make the PDCDS scheduling problem very peculiar, so that it requires ad hoc models and solutions.
This paper deals with the problem of scheduling the PDCDS operations in a comprehensive model that takes into account the sequence, the timing and the constraints of the operations in the three phases of the system work flow. In order to provide solutions that are rigorous as well as applicable to the real contexts, the presented paper is twofold. First, the PDCDS scheduling problem is characterized and the corresponding NP-hardness is proved by transforming it in instances of the 3-Partition Problem, which is well known to be NP-Hard in the strong sense [10] .
Second, in order to address the complexity of such a problem, we present and discuss in detail two MILP models and a heuristic algorithm. The first formulation is a time-indexed model where the decision variables are the discrete-time instants in which the operations are scheduled. Moreover, the second model is a sequence-based formulation that considers the sequencing variables associated with the succession of the operations.
This kind of problem presents a large set of equivalent solutions, which make it difficult to approach them by means of usual combinatorial methods. This common feature for many scheduling problems can be faced by, for instance, perturbation, fixing variables, symmetry breaking constraints, and pruning of the enumerate tree [11] . Here, we use symmetry breaking constraints to reduce the number of equivalent solutions and an objective function perturbation to choose solutions with appropriate characteristics. Moreover, we present a heuristic algorithm that allows us to evaluate an upper bound of the makespan by finding a feasible solution of the scheduling problem. The upper bound of the makespan and the lower bounds of the start times of the operations allow introducing new sets of constraints to the MILP models. We point out that the heuristic algorithm can be used when the dimension of the problem is too large to be solved in a reasonable time.
In order to compare the performances of the proposed approaches and to show the effectiveness of the heuristic algorithm, we carry out a set of computational trials on randomly generated instances. Furthermore, we consider a real case study describing a PDCDS of an Italian company managing several cloth retailing stores. For it, the scheduling of the operations of a typical half work day is provided and depicted.
The rest of this paper is organized as follows. Section II presents the literature review and III describes in detail the considered problem. Moreover, Section IV introduces the notation, defines the problem as NP-hard (the proof is in Appendix A) and presents the two formulations. In addition, Section V presents a heuristic algorithm, Section VI determines the lower bounds and Section VII formulates the symmetry breaking constraints. Finally, some test results and a case study are discussed in Section VIII and Section IX draws the conclusions.
II. LITERATURE REVIEW
In a typical CDS, incoming shipments delivered by inbound trucks are unloaded, pallets and/or boxes are forwarded to the designed shipping door, discharged in front of the outbound trailer and then loaded into it.
In the related literature a lot of models are developed to determine the best sequence for inbound and outbound jobs or trucks in a cross docking warehouse and specific cross docking problems deal with the location of cross docks and layout design, vehicle routing, dock door assignment, truck scheduling, and temporary storage [12] . A research gap emerges in scheduling of cross docking operations [13] . A contribution is given by Yu and Egbelu [1] that develop a scheduling model for a single truck in inbound and outbound dock door and combine it with the assignment of the products. The model can determine the truck schedule and product consolidation, simultaneously, by minimizing the total operation time. The contribution [14] deals with the truck scheduling problem, which comprises the assignment of each inbound and outbound truck to a door and the determination of the schedule of all trucks assigned per door. In order to reduce the delay of shipments, the authors synchronize inbound and outbound product flows by minimizing the total completion time of operations. Moreover, the paper introduces a base model which relies on a set of simplifying assumptions in order to develop a building block solution procedure.
Paper [15] considers a cross-docking problem with multiple docks, a limited buffer inside and a transshipment time between each pair of docks. In this case, the objective is to minimize the total cost, i.e., the operational cost and penalty cost due to the unfilled cargo shipments. The authors use an exact procedure and also metaheuristic approaches.
Furthermore, in [16] , the authors focus on minimizing makespan in two stage cross-docking logistics optimization problem. The paper analyzes a system with multiple suppliers and clients, and one warehouse that employs cross-docking which operates multiple inbound vehicles and one outbound vehicle. A mixed integer programming (MILP) is first built and then two heuristics are constructed to evaluate the performance for moderate and large scale instances. A more general cross-docking scheduling problem is studied by [17] that model the system as a two-machine flow shop problem with the objective of minimizing the makespan. Moreover, the authors prove that the problem is NP-hard and they solve it by Branch-and-Bound and heuristic algorithms.
Although the idea of cross docking is to unload products from trucks and directly load the products into departing trucks, temporary storage and additional operations such as deconsolidation, sorting, and consolidation are usually inevitable. In PDCDS, the allocation of products to customers is done at the terminal since products are interchangeable. In this case, only the type and quantity of products to be loaded on the outbound trucks are known and then some value-added activities need to be performed [5] .
To the best of the authors' knowledge, the related literature does not consider in detail such operations inside a PDCDS. In [13] , the authors develop a scheduling model with focus on delivery time windows and products consolidation by minimizing the cost of distribution including earliness and tardiness costs and inventory holding costs. In [18] , the authors present a first approach of such a scheduling problem by an integer linear programming (ILP) approach considering limited buffer capacities. However, the proposed model turns out to be NP-hard, so only instances of very limited size could be actually solved. Moreover, in [19] the authors consider PDCDSs with large capacity availability and sketched some solutions of the DSCP by MILP formulations that are applied to a limited number of small dimension tests.
In order to overcome the lack of the scheduling and synchronizing operations of the PDCDs in the related literature, this paper focuses on the timing and sequencing operation problems in a comprehensive model that includes the three operation phases.
III. PROBLEM DESCRIPTION AND ASSUMPTIONS
In this section, we describe the operations performed in the considered PDCDS and the assumptions used to model the system. The goods arrive to the PDCDS from suppliers in containers on the basis of the orders that have been sent to the suppliers according to the aggregate retailers demands. Each inbound container collects pallets and each pallet contains standard dimension boxes. Moreover, containers and pallets are multiproduct, on the contrary inbound boxes hold products of the same type.
Based on the retailer needs, the PDCDS has to prepare new boxes to be shipped to them with the right order. Since each retailer has to receive a mix of goods, in the PDCDS inbound boxes must be unpacked to sort products. At the end of the sorting phase, it is necessary to create new boxes containing different types of products. Subsequently, the new boxes are consolidated with other ones in pallets and sent to retailers within containers. Summing up, the operations performed in the PDCDS can be divided in three phases: deconsolidation, sorting, and consolidation. Schematically, the order of the operations is the following:
• deconsolidation: inbound container inbound pallet inbound box; • sorting: inbound box product outbound box; • consolidation: outbound box outbound pallet outbound container. In the reminder of this paper, we use the word "case" to generically denote a container, a pallet or a box. Moreover, we distinguish between inbound and outbound cases: inbound cases are containers, pallets, and boxes that arrive to the PDCDS; outbound cases are boxes, pallets and containers that are prepared in the PDCDS to be shipped to the retailers.
In addition, we define two types of operation times: i) the "processing time" denotes the time necessary for sorting products, unpacking and packing containers, pallets and boxes and ii) the "handling time" is the time necessary to move pallets and boxes in the related buffer areas and to move products in the conveyor of the sorting machine.
In the following sections, we report the assumptions applied to the phases of the PDCDS.
A. Deconsolidation Phase
In the deconsolidation phase, containers coming from suppliers are unpacked and the contained pallets are unloaded. We assume that all the inbound containers are available at time zero and the content is known (i.e., number of pallets per container, number of boxes per pallet and number, and type of products per box). The order of the operations in the deconsolidation phase is the following.
1) Inbound containers arrive to the PDCDS and pallets are unloaded onto the receiving dock. We assume that only one container at a time can be unloaded in a processing time. Successively, all the unloaded pallets of a container are jointly moved to the pallet buffer area in a known handling time. 2) In the pallet buffer area only one pallet at a time is unpacked and the obtained boxes are jointly moved to the box buffer area. 3) In the box buffer area one box is opened at a time and the obtained products are jointly loaded on the conveyor of the sorting machine.
B. Sorting Phase
In the sorting phase, the products of the different types are sorted and new boxes are filled with the right product types. The sorting phase is performed by a sorting machine that includes a conveyor where products are loaded and some chutes where the outbound boxes wait for the products. Since in the real cases the number of chutes is very high, this buffer can be assumed of infinite capacity. When an outbound box is filled up in a chute, it is moved to the outbound box buffer area and a new box can be put in the chute. Outbound boxes do not have a processing time since they are closed when all required products are sorted in that box.
C. Consolidation Phase
During the consolidation phase, the outbound boxes are assembled in pallets and are sent to retailers in containers. All the boxes of a pallet are jointly moved from the outbound box buffer area to be packed in a pallet. Moreover, only one pallet can be consolidated at a time and pallets are stored in the buffer until they are loaded in a container. We assume that one container at a time can be loaded up and all the pallets of a container are jointly moved. Finally, the process goes to an end when the last container is ready.
Example 1: Fig. 1 shows a schematic example of the operations performed in the PDCDS. In particular, the inbound container contains two inbound pallets: the first pallet contains two boxes and the second one three boxes. During the deconsolidation phase the container, the pallets and the boxes are unpacked obtaining two products of the same type for each box. Hence, in the sorting phase the outbound boxes are prepared with the suitable mix of products (here the types of products are denoted by symbols and ). Moreover, we suppose that it is necessary to obtain three multiproduct boxes, that are grouped in a pallet and sent in a container.
D. The Scheduling Problem Description
The deconsolidation and consolidation phases can be modeled in the framework of the production scheduling problems. Indeed, we can consider six types of jobs: inbound/outbound containers, inbound/outbound pallets, inbound boxes, and products. Moreover, each job type is processed by a dedicated machine and different operation times are associated to the pair job-machine. In this particular problem setting, an operation can be completed only if the products obtained from the previous operations are ready in the right quantities and at the right time. In addition, the sorting phase is a complex assignment problem in which each product must be assigned to a box according to the box's request.
Given the processing and handling times, the types and quantities of the input products, the number of the inbound and outbound cases, the types and quantities of the products in the outbound cases, the objective of the scheduling problem is determining the optimal schedule of operations in the deconsolidation, sorting and consolidation phases in order to minimize the makespan. In detail, the operations to be scheduled are: the unpacking of inbound containers, inbound pallets and inbound boxes, the assignment of products to the outbound boxes, the packing of outbound boxes, outbound pallets and outbound containers.
The constraints of the scheduling problem express the quantities and types of products requested by the customers in the outbound boxes, pallets and containers.
We point out that the operations performed during the three phases have similar and about constant duration (opening and closing the cases, uploading and sorting the products). Then, assuming that the operation times are deterministic is acceptable and realistic.
E. Remarks
We remark that, in the considered PDCDS problem, the consolidation and deconsolidation phases could be modeled as parallel machines. On the contrary, a sequential machine performs the sorting phase that is the bottleneck of the system. Consequently, the parallel upstream and downstream operations of the sorting phase do not sensibly affect the system makespan. Then, assuming all the PDCDS operations in a single machine scheduling environment provides a feasible implementable solution and allows us to deeply study a simplified, but still computationally challenging, version of the real problem.
As a consequence of such assumptions, in the proposed formulations, the packing operation of outbound boxes is neglected and the products are assigned directly to the outbound pallets and not to boxes. Indeed, the conclusion of the packing operation of a box coincides with the sorting of the last product assigned to that box. Consequently, the optimization problem schedules the product assignments directly to the outbound pallets. Moreover, the movement of cases in the related buffer areas is not an operation to be scheduled and only the times of these operations (handling times) are considered like delays on the availability of the cases.
IV. THE MATHEMATICAL PROGRAMMING FORMULATIONS
In order to address the complexity of the problem (that we show to be NP-hard), we investigate two different MILP formulations for the DSCP, both of them describing the discrete nature of the problem. Indeed, the scheduling decisions can be modeled either by the timing instants in which the operations have to be performed or by the sequence of the operations to be completed. On the basis of these discrete approaches, we propose two models: a time-indexed formulation where the decision variables are the discrete-time instants in which the operations are scheduled; a sequence-based formulation that considers the sequencing variables associated with the succession of the operations. In order to schedule the operations in discrete-time intervals, we assume that the handling and processing times are integer parameters in the time-indexed formulation. On the other hand, the handling and processing times can be real parameters in the sequence-based formulations. This difference can further justify the use of the two different approaches that can be alternatively applied according to the characteristic of the specific considered problem.
A. Notation for the DSCP
In this section, we present the notation that is used to formalize the DSCP, by considering the different phases. More precisely, we list the sets describing the cases and the products in the PDCDS and the parameters of the models, i.e., the input data of the DSCP. In particular, the processing and handling times are real or integer parameters and Boolean parameters associate pallets to containers, boxes to pallets, and products to boxes. Boolean parameter equal to 1 if inbound pallet is in inbound container and 0, otherwise;
Boolean parameter equal to 1 if inbound box is in inbound pallet and 0, otherwise.
Sorting phase
handling time of products in box ;
processing time of product (all the products of the same type have the same processing time);
processing time of a product of type ;
number of -type products contained in box ;
number of products contained in box ;
number of -type of products required by box ;
Boolean parameter equal to 1 if product is in inbound box and 0, otherwise;
Boolean parameter equal to 1 if product is of type and 0, otherwise.
Since each inbound box contains products of the same type, the products of each box can be ordered and then sorted according to this order. The integer parameter denotes the position of product in its box .
Consolidation phase handling time of boxes in pallet ;
processing time of outbound pallet ;
handling time of outbound pallets in container ;
processing time of outbound container ;
Boolean parameter equal to 1 if outbound box is in pallet and 0, otherwise;
Boolean parameter equal to 1 if outbound pallet is in container and 0, otherwise; number of -type products required by pallet ;
number of -type products required by container .
In the following, we use the index to denote a type of case: inbound containers , pallets , boxes , products , outbound boxes , pallets and containers .
B. The NP-Hardness of the DSCP
The following proposition states the NP-hardness of the DSCP by polynomially transforming instances of 3-Partition Problem, which is well known to be NP-Hard in the strong sense [10] , to DSCP instances.
Theorem 1: The DSCP is NP-hard in the strong sense. The proof is in Appendix A.
C. Time-Indexed Formulation
The time-indexed formulation (TIF) for the DSCP considers a planning horizon that is discretized into time units (t.u.).
Variables For each case of type , except for the outbound boxes , a time-indexed binary variable is defined A triple time-indexed binary variable for the products is defined:
Let be a variable that is used to linearize the objective function.
The problem can be formulated as follows:
(8)
• The objective function (1) minimizes , that is the makespan and constraints (2) set the value of greater than or equal to the end packing time of the last packed outbound container. • Constraints (3) ensure that each case (except for the outbound box) is processed (i.e., unpacked/packed), and constraints (4) ensure that only one case for each type (except for the outbound box) can be unpacked/packed at a time. Analogously, constraints (5) and (6) impose that the sorting machine sorts all the products and only one at a time.
• Constraints (7) ensure that all the products are sorted in the right quantity in each outbound pallet . In other words, they ensure that all outbound pallets receive the right number of products of the right type.
• Constraints (8) ensure that the start unpacking time of inbound pallets/boxes must be greater than or equal to the start unpacking time of inbound containers/pallets plus the time to unpack and handle. Analogously, constraints (9) impose that a product can be sorted if the box in which it is contained has been unpacked. • Constraints (10) and (11) impose that the packing of outbound pallets and outbound containers can start after the right operations.
D. Sequence-Based Formulation
This section introduces a sequence-based formulation (SBF) of the DSCP. Since the chosen variables define the sequence of the operations, we introduce two dummy cases/products for each type: 0 and for . More precisely, for each type of case/product the dummy case is the first case/product that is unpacked/packed/sorted and is the last case/product that is unpacked/packed/sorted. The processing time and handling time of each dummy case are equal to zero. Such dummy elements allow us to identify the beginning and end of the sequences in the modeling procedure.
In order to model the sequence of operations, for each pair of cases of the same type (except for the outbound boxes) and products, a binary variable and a continuous variable are defined ( for ) where, if is unpacked/packed/sorted immediately after case/ product , then denotes the start unpacking/packing/ sorting time of case/product , else . We remark that if case/product is the first case of type to be unpacked/packed/sorted. Analogously, if is the last case/product of type to be unpacked/packed/sorted.
In addition, for each pair of products and outbound pallets, we define the following binary variable: Now, the SBF can be written as follows: (14 • The objective function (14) minimizes the makespan, i.e., the completion time of the dummy outbound container . Note that the makespan is equal to the packing instant of the dummy outbound container minus one because for convenience, in the two formulations, we assume that the initial time is .
• Constraints (15) and (16) ensure that each case/product is unpacked/packed/sorted. In fact, each case/product is unpacked/packed/sorted before another case/product (15) and after another case/product (16) of the same type.
• Constraints (17) set the time and the sequence in each type of case/product: for each case/product, the start unpacking/packing/sorting time is greater than or equal to the time the previous case/product started to be unpacked/ packed/sorted plus the time to unpack/pack/sort it. For instance, a box can be unpacked when the previous box in the sequence has been unpacked. • Constraints from (18) to (20) are precedence constraints.
In particular, (18) impose that a case or a product can be unpacked or sorted if the case in which it is contained has been unpacked. Constraints (19) impose that an outbound pallet can be packed if all products have been assigned to it. Constraints (20) impose that the packing operation of an outbound container can start at the end of the packing operation of all outbound pallets that it has to contain. • Constraints (21) ensure that if and only if and , otherwise.
• Constraints (22) ensure that the right quantity of product types is assigned to the right outbound pallet.
• Constraints (23) ensure that each product is assigned to an outbound pallet.
V. THE HEURISTIC ALGORITHM
In this section, we develop a Heuristic Algorithm that evaluates an upper bound of the makespan by finding a feasible solution of the DSCP, i.e., by determining a possible sequence of unpacking/packing/sorting operations of all cases/products and an assignment of all products to the outbound boxes. Moreover, the obtained upper bound of the makespan can be used to reduce the number of feasible solutions and to limit the number of variables of TIF. The Heuristic Algorithm is composed of three phases: deconsolidation, sorting and consolidation phases. First, Heuristic Algorithm determines the product sorting time: it calculates for each inbound case and product the corresponding , i.e., the minimum initial unpacking/sorting time assuming that the considered case or product is the first one to be unpacked/sorted. The value is computed as follows (line 2 of the Heuristic Algorithm):
Once all are calculated, the algorithm selects a product , among all the products, whose is minimum (line 9). At this point, the sorting time of and the unpacking times of the box/pallet/container that contain are fixed (line 10). Moreover, lines 11 to 14 update the value of cases/products whose is not fixed: the value is increased to the first available value (available means that, considering a type of cases or the products, there is not an already fixed value of equal to the new in that group of cases or products).
The following example clarifies this part of the algorithm. Example 2: Consider Fig. 2(a) that shows a system where there are two containers: the first one has two pallets and the second one has one pallet. The first pallet contains two boxes and the first box two products and so on. We assume that all the processing times are equal to one. For each inbound case, the number in the square denotes its and the number above each square denotes the handling time of the corresponding inbound case. For instance, associated with product 1 is 9 and is 10, since there is the product internal order in each inbound box. The first product chosen by the algorithm is the fourth from the top. The sorting time of is fixed to 8 and also the unpacking times of the box/pallet/container that contain are determined: unpacking time of box 3 is 6, of pallet 2 is 4 and of container 1 is 1. The cases and the product, whose is fixed, are in bold in Fig. 2(b) . For the update phase, is increased to 2, since there is a fixed equal to 1. Moreover, has to be at least 4 (for the processing and handling time). The value 4 for pallets has been already fixed and then is equal to the first available value, i.e., 5.
Once all are updated, the algorithm selects the outbound box to which the chosen product has to be assigned (sorting phase, line 16 to 20). The algorithm calculates for each outbound box a value obtained summing four terms: the processing and handling times of the pallet that contains and the processing and handling times of the container that contains (line 4). For each type of product , we define a series of outbound boxes that require -type products. The outbound boxes are ordered according to (lines 5 to 7). The chosen product is assigned to the first available box of the series (i.e., the outbound box has not been completely filled in with products of the same type of ) (line 17). After the sorting phase, the algorithm repeats this part of the procedure for all the products. Once all outbound boxes are filled in, the algorithm calculates the packing time of each outbound box , i.e., the of the last sorted product in the box (lines 23 to 25). In order to calculate the packing time of pallets, the algorithm computes for each outbound pallet the value , i.e., the minimum packing time assuming that it is the first one to be packed (line 28). The algorithm determines the minimum packing time and updates the remaining values of , increasing them to the first available value (line 36). Analogously, it calculates the packing time of each outbound container (lines 27 to 38). Once all are determined, the algorithm updates the upper bound (line 40).
VI. LOWER BOUNDS
In this section, we determine the lower bounds of the unpacking/sorting/and packing times that are used to reduce the number of variables of the TIF, to add constraints in the SBF and cut some solutions of the linear relaxation of the model. In particular, we determine for each case and product a lower bound, representing the minimum initial unpacking/sorting/packing time of each case/product. For the deconsolidation and sorting phases, it is calculated by using (27)-(29). The lower bounds for the unpacking time of the last dummy cases of the deconsolidation phase are In particular, lines 1 to 3 of Algorithm 2 determine for each inbound box the minimum sorting time of the first product of the box, assuming that it is the first product to be sorted. Line 4 orders the inbound boxes according to the increasing value of . Let be the first box of the ordered series (line 5) and be the second one (line 6). If boxes and meet the condition of line 8 (i.e., is the first unpacked box), then all the products of can be sorted before . It follows that the last dummy product can be sorted at time plus one and plus the processing time of the other products to be sorted.
Example 3: Let us consider two inbound boxes that contain one product each and let be and . The first product to be sorted is the product of box at time 5. Since the first sorted product is not in box , the minimum sorting time of the product of box is equal to 8. The last dummy product can be sorted at time 10. On the other hand, if it holds and , then we can sort the product of box at time 5 and the product of box at time 6. Then, the last dummy product can be sorted at time 8.
In order to evaluate a lower bound of the case packing time of the consolidation phase (except for the outbound boxes since they are not considered in the formulations), we use the procedure of Algorithm 3. In particular, line 2 computes the processing time of all the products that have to be sorted in pallet plus the handling time of . Moreover, we insert all the inbound boxes that contain products required by pallet in a priority queue in increasing order of their (line 5). Let be the first box of the ordered series (line 7) and be the second one (line 8). If boxes and meet the condition in line 12, then the products that can be sorted in pallet cannot be strictly sorted one after the other (there is an idle time).
For the sake of the brevity, we report only the procedure for outbound pallets: the procedure for outbound containers is similar but it is necessary to add the minimum processing and handling times of a pallet of the outbound container. The lower bound for the packing time of the last dummy outbound pallet is chosen between the maximum plus the processing time of a pallet and the sorting time of the last dummy product plus the minimum processing and handling times of pallets 
VII. SYMMETRY BREAKING CONSTRAINTS
The sorting operation produces alternative solutions since each product can be assigned to a set of outbound boxes, according to the request of product types. Hence, there may exist several solutions differing only for two products of the same type assigned to two outbound boxes that are only swapped with the same objective value. It is known [20] that this leads Branch-and-Bound approaches to be inefficient to solve the problem. Such an ILP is known in literature as symmetric problem [11] that can be faced by the following tools: perturbation of the objective function, fixing variables, symmetry breaking constraints, and pruning of the enumeration tree. In this section, we present several symmetry breaking constraints with the aim to exclude some alternative solutions. Moreover, we present a perturbation of the objective function in order to choose a solution with appropriate characteristics.
A. Sorting of Products of an Inbound Box
Since the products in each inbound box are ordered, they have to be assigned to an outbound pallet according to this order, possibly spaced out with products of other boxes. To impose such an order to the products of the same box, we add to the TIF the following constraints: Example 4: Consider two inbound boxes and assume that the first one contains the products 1, 2, and 3 and the second one products 4 and 5. Constraints (41) ensure, for instance, that the sorting time of product 2 must be greater than the sorting time of product 1.
B. Sorting of Products of the Same Type
We impose constraints on sorting of products of the same type that are contained in different inbound boxes. Let us consider again Example 4 and suppose that the two boxes contain products of the same type. We do not allow that products of a box are assigned to a pallet spaced out with other products of the same type of other boxes (we recall that products of the same type have the same processing time). For instance, the sequences and are infeasible, whereas sequence is feasible. To this aim, we add the following constraints to the SBF to all pairs of products of the same type and contained in two different inbound boxes: (47) (48) (49) (50) For instance, constraints (47) impose that product 2 cannot be sorted immediately before product 4 and constraints (48) that product 1 cannot be sorted before product 4.
C. Products/Outbound Pallets Ordering
Let us consider two products of the same inbound box that are assigned to the same outbound pallet: we impose that the two products are consecutive according to the order of products in the box and also that such chosen products must be sorted strictly one after the other. We add to the TIF the following constraints for all products whose typology is and for all outbound pallets that require at least two products of typology :
In addition, to the SBF, we add the following constraints for all products whose typology is and for all pallets that require at least two products of typology :
Consider in Example 4 the first box that contains three products. Constraints (51) and (52) ensure that if two products of this box are assigned to pallet , then the two products must be 1 and 2 or 2 and 3, but no 1 and 3. Moreover, constraints (53) ensure that if both products 1 and 2 are assigned to pallet , then the two products are sorted one after the other.
D. Products of the Same Type/Outbound Pallets Ordering
Let us consider products of the same type belonging to different inbound boxes that could be assigned to the same pallet . We impose that products assigned to pallet belong preferably to the same inbound box, compatibly with order constraints.
If there are at least two inbound boxes that contain products of type , then the following constraints can be written for all pallets that require at least two products of type . Given a box that complies with the previous conditions for product , we define the following two sets of products:
: Set of the first products of boxes that contain products of the same type of : Set of the last products of boxes that contain products of the same type of .
We add to the TIF the following constraints:
Furthermore, we add to the SBF the following constraints:
For instance, consider Example 4 and assume that there are only two boxes in the system containing products of the same type, constraints (54) and (55) ensure that if product 1 is assigned to pallet , then either product 2 or product 5 must be assigned to .
E. Identical Inbound Boxes Ordering
The boxes in each inbound pallet are ordered. If an inbound pallet contains more than two identical (same number of products and products of the same type) boxes, then the boxes are unpacked according to this order, possibly spaced out with other boxes.
We add the following constraints for each couple of inbound boxes that are contained in the same inbound pallet and that contain the same number of products of the same type.
The following constraints are added to the TIF:
To the SBF we add the following constraints:
If for instance boxes 2 and 4 are identical, then the unpacking time of box 4 must be greater than the unpacking time of box 2 [constraints (60) and (62)]. Similar constraints are set for the first product and the last product of each box [constraints (61) and (66)]. Constraints (63) ensure that box 4 is not unpacked exactly after the first dummy box and box 2 before the last dummy box. The same constraints are set for the first product and the last product of each box [constraints (64) and (65)].
F. Perturbation of the Objective Function
In this section, we show how it is possible to apply a perturbation to the objective functions of the presented formulations. More precisely, we introduce an additional term that measures the difference between the schedule of the current solution and the one found by the Heuristic Algorithm. To this aim, we add to the objective functions a term that is weighted by a small coefficient in order to slightly modify the original objective function. In this way, equivalent solutions, i.e., with the same objective function value in the original formulation, get different values in the perturbed one. As a consequence, redundancy turns out to be reduced.
Let us first define for each product the outbound pallet in which is sorted in the solution found by the Heuristic Algorithm . The perturbed objective function for TIF is (67) For SBF the perturbed objective function is (68) Hence, by the objective functions (67) and (68), a solution with a product assignment similar to that found by the Heuristic Algorithm is preferred.
VIII. DISCUSSION OF THE RESULTS
In order to show the applicability of the proposed models and solutions, in this section, we discuss the computational performances by considering a set of experiences. Moreover, the (2) scheduling of the operations in a real case is considered and depicted.
A. Computational Performances
The performances of the MILP formulations are tested by ten sets of randomly generated instances, with five instances for each set. Tables I and II describe the data sets. In particular, in Table I , the first column denotes the name of the instance set, the second till the seventh columns report the number of the inbound containers, pallets and boxes, of the outbound boxes, pallets and containers, and of the types of products, respectively. Moreover, the last column shows the maximum number of products that can be contained in each inbound and outbound box.
The total number of containers, pallets, boxes and product types are fixed for each instance. Furthermore, the content of each case (i.e., the number of boxes contained in each pallet, the number of product types and of products in each inbound and outbound box) is obtained as follows: it is a positive integer number randomly generated with uniform distribution and its value can vary between 1 and the corresponding number reported in Table I .
In order to compare the two presented formulations, we assume that the handling and processing times of inbound and outbound containers, pallets and products are integer positive numbers randomly selected according to uniform distributions: Table II reports the minimum and maximum values of the corresponding time intervals.
The two formulations (TIF and SBF) are implemented in C++ by using ILOG Concert 2.9 and IBM ILOG CPLEX 12.3 and they are run on a 3.33 GHz Intel i7 980X with 24 GB of memory in single-thread mode.
Each instance is solved using the branch-and-cut of CPLEX: the FlowCovers and MIRCuts are internal inequalities that are used to strengthen the formulations. In particular, after running the CPLEX tuning tool [21] that suggests the most suitable parameter setting, we verified that the following choices provide good performances:
(i.e., Flow Cover Cuts and MIR Cuts are moderately generated). As an upper bound we use the value of computed by the Heuristic Algorithm. The results reported in Tables III and IV Tables III and IV show the upper bound (UB) found by the Heuristic Algorithm, the objective function value of the best integer solution , the best lower bound (LB) (when the optimal solution is not found), the CPU time in seconds (CPU), the number of visited nodes (Nodes), and the percentage optimality gap (Gap) obtained by (69) For each data set, Table III reports the comparison among two different models of TIF that are denoted by TIF (1) and TIF (2). More precisely, TIF (1) is the model presented in Section IV-C by applying the lower and upper bounds presented in Section V; TIF (2) is TIF (1) with the symmetry breaking constraints and the perturbed objective function. Table III shows that the UB values are different for TIF (1) and TIF (2), since the TIF (2) uses a perturbed objective function. In addition, TIF (1) solves 20 instances out of 50, and TIF (2) 31 instances. Moreover, the number of nodes that are explored by TIF (2) is lower than the number of nodes explored by TIF (1) . Hence, the symmetry breaking constraints and the perturbed objective function are effective. Finally, the optimality gaps of TIF (1) and TIF (2) averaged on the 50 instances are about similar: 3.6% and 2.8%, respectively. Table IV shows the comparison between SBF (1) and SBF (2): SBF (1) is the model presented in Section IV-D with the lower and upper bounds described in Section V; SBF (2) is SBF (1) with the symmetry breaking constraints and the perturbation of the objective function. The results point out that SBF (1) solves only 4 instances out of 50 and SBF (2) 15 instances. Moreover, considering the instances that are solved by both the formulations, SBF (2) generally visits less nodes compared to SBF (1) . In addition, we note that the optimality gaps of SBF (1) and SBF (2) averaged on the 50 instances are 9.6% and 3.9%, respectively. Consequently, the symmetry breaking constraints and the perturbed objective function are very effective in both the formulations.
At this point, comparing TIF(2) and SBF (2), we can note that TIF (2) can solve more instances than SBF (2), even if TIF has a number of variables and constraints that depend on the length of the planning horizon. Moreover, both formulations can solve four instances (2-2, 3-5, 4-5, and 5-4) at the root node just comparing upper and lower bounds since the solution that is found by the Heuristic Algorithm is optimal and equal to the lower bound. In addition, let us consider the values of UB and LB that are computed by TIF (2) and SBF (2) for the instances that are not solved: the lowest differences between the two values are the ones provided by TIF (2) . Finally, considering the instances that are not solved by both the formulations, the best lower bound found by TIF (2) is in almost all cases greater than the one found by the SBF (2) .
Summing up, we can conclude that TIF outperforms SBF on the tested instances. However, we recall that the handling and processing times have to be integer parameters in the time-indexed formulation and can be real parameters in the sequencebased formulation. Hence, when the real PDCDS is characterized by operation times that cannot be approximated by integer intervals, the SBF is the preferred model to describe the system.
Concerning the Heuristic Algorithm, Tables III and IV point out that it finds the optimal solution in seven cases. In order to evaluate the algorithm performance, we determine a suitable percentage optimality gap (denoted by ) as follows:
We obtain that the value of percentage optimality gap averaged on the 50 instances is % with a maximum value of 16.8%. In particular, is less than 10% for 38 instances and less than 5% for 22 instances.
So the algorithm gives good feasible solutions in the most of instances and runs in less than 1 s. Hence, the Heuristic Algorithm can be efficiently applied when the dimension of the real problem is too large to be solved in reasonable time by the presented TIF and SBF models. However, the issue of devising guaranteed performance heuristics has not been considered yet in this project.
B. A Case Study
In this section, we consider a real PDCDS of an Italian company of cloth retail stores equipped by an inbound and an outbound dock. In addition, some conveyors to handle boxes and some forklifts to move pallets are in the terminal. The sorting phase is performed by some operators that load a conveyor and sort the items into the chutes. When an outbound box is filled, the operators move it to the buffer area using other conveyors.
Usually, the company practitioners do not employ a particular scheduling strategy but they perform the operations on the basis of the experience and a casual sequence of the cases: long waiting times result. On the other hand, the case contents are based on the orders that are sent to the suppliers according to the aggregate retailers demands. Then, the number and the composition of the inbound and outbound cases is known in advance and the company can estimate the processing and handling times and schedule the operations offline, before the arrival of the containers. Consequently, the time necessary to solve the MILP is not critical.
In the considered case study, we schedule the system operations of a typical half working day. The cases and products of the PDCDS are the following: 3 inbound containers; 5 pallets in each inbound container; 6 mono-product boxes in each inbound pallet; from 1 to 9 products of the same type in each inbound box; 10 types of products; 3 outbound containers; from 6 to 7 pallets in the outbound containers; 6 boxes in each outbound pallet; from 1 to 9 products of the same type in each outbound box.
The processing and handling times of cases are deterministic integer values in the ranges shown in Table V and expressed in t.u. (note that we assume . The solution is obtained by the Heuristic Algorithm in about 1 s and is depicted in the Gantt of Fig. 3 . In particular, Fig. 3 shows that the scheduling of the operations can go to an end in about 1500 t.u. (i.e., 250 min). The deconsolidation phase is represented by the first four lines, respectively, named in-container, in-pallet, in-box and item. The length of each rectangle represents the processing time of each deconsolidation operation and a line connects a case with its content.
After the deconsolidation phase, 551 items are obtained: items of different colors are products of different types. Then, products are sorted in the outbound boxes according to the customer requests. Since we assume that all the boxes are ready at the beginning of the sorting operation, the processing times of the outbound box operations are not significant: Fig. 3 shows rectangles of 1 t.u. length that depict the time instant in which the boxes are closed. Moreover, in the sorting and consolidation phases, the lines connecting items with boxes, boxes with pallets and pallets with containers show how the single element is consolidated in the corresponding case.
IX. CONCLUSION
This paper addresses the novel problem of scheduling the internal operations in PDCDS where deconsolidation, sorting, and consolidation operations are performed. In order to minimize the makespan and face the problem complexity, we define two MILP formulations and propose a heuristic algorithm. Moreover, after proving that the problem is NP-hard, we reduce the number of alternative equivalent solutions that the formulations produce by using symmetry breaking constraints, lower and upper bounds that we employ to add constraints to the formulations.
In addition, we compare the performances of the proposed MILP models and the heuristics by a class of tests. The results highlight that the time-indexed formulation outperforms the sequence-based formulation and prove that the heuristics is able to provide a good feasible solution.
Finally, in order to exhibit the effectiveness of the presented heuristics for systems with a large number of cases and products, we solve the scheduling problem of a real PDCDS of a company managing a set of clothes retailing stores.
Even if the present computational results already reveal good performances, future research will investigate on developing other approximate methods to deal with real problems involving a larger number of cases and products. Moreover, the issue of devising guaranteed performance heuristics will be considered.
APPENDIX PROOF OF THE NP-HARDNESS
The proof follows the scheme proposed in [14] for a similar problem: i) given an instance of the 3-Partition Problem, the corresponding instance of the DSCP is defined; ii) if an instance of the 3-Partition Problem can be addressed by solving a DSCP instance, then the DSCP is proved to be NP-hard.
In the following the 3-Partition Problem is recalled: 3-Partition Problem: Given positive integers and a positive integer with and does there exist a partition of the set into sets such that ? Transformation of 3-Partition to DSCP: We now describe the data of the DSCP instance: number of cases, their composition, their processing and handling times. We show that an instance of the 3-Partition Problem can be transformed to the following instance. Consider a PDCDS that has to manage only one inbound container collecting the set of pallets . Moreover, is partitioned into four sets and , that collect inbound pallets of type 1, 2, 3 and 4, respectively. Inbound pallets in the same set contain the same number of boxes, each box contains the same type and number of products. It holds and . The considered PDCDS processes the set of products of four types, i.e., with . Given the set of the inbound boxes, we assume that . Since all the products of a box can be sorted when the pallet that contains the box is unpacked, we can assume that the products are contained in the pallets.
The type and number of products contained in each inbound pallet are reported in Table VI: denotes the number of products of type that are in the pallet is an integer such that and are positive integers such that and . The cases to be consolidated are the following: one outbound container, one outbound pallet and the set of outbound boxes. In addition, is partitioned into two sets and that collect the boxes of type 1 and 2, respectively. Outbound boxes in the same set require the same number of products of the same type. The type and number of products required by each outbound box are reported in Table VII: denotes the number of products of type that are required by outbound box .
Since the packing time of an outbound box is equal to the sorting time of the last product that is assigned to that box, we schedule directly the packing of the outbound boxes.
In the described instance of the DSCP, the objective is determining the optimal unpacking sequence of inbound pallets and the packing sequence of the outbound boxes in order to minimize the makespan. The lower bound of the instance makespan is since there are inbound pallets and outbound boxes.
As there is a one-to-one mapping between the integer values of 3-Partition and the number of products in inbound pallets and outbound boxes, this transformation is polynomial. Now, we show that this instance of the DSCP with the objective value is a YES instance if and only if the corresponding 3-Partition instance is a YES instance. We first investigate on the structure of such an optimal solution.
Note that an outbound box can at the earliest be packed at time 3, since at least three inbound pallets have to be unpacked in order to deliver their products as . Then, any optimal outbound sequence needs to start with a box . Since is the only pallet that delivers the required products of type 3 and 4, in the first position of the inbound sequence the inbound pallet of type 3 is assigned. As outbound boxes require products contained in at least three inbound pallets , the second and third position of the outbound sequence are occupied by . The fourth position of the outbound sequence is assigned to : no combination of 4 inbound pallets exists, which can serve 4 successive . Since the next outbound box can not be assigned before position 7, an outbound box is placed at position 5, which in turn requires an inbound pallet at position 5. Successively, two outbound boxes from are chosen at time 6 and 7 and an outbound box from is selected at time 8. The sequence can be continued in the same way until time , when the last is assigned. At this time, only a box and a pallet remain, and both of them can be scheduled at time . The structure of any feasible inbound and outbound sequence with is thus determined. In particular, Table VIII shows the types of the inbound (outbound) cases that are processed at the corresponding times. Note that it is always possible to assign boxes at the chosen positions. However, an outbound box can be assigned if the quantities of products of type 1 and 2 are contained in the inbound pallets . The solution of any YES-instance of the 3-Partition can be polynomially transformed to a solution of the DSCP by simply ordering the sets of the 3-Partition Problem arbitrarily and replacing any triplet of inbound pallets by the respective elements of sets . It can be easily verified that such an inbound sequence allows the assignment of the optimal outbound sequence without dead times, so that the makespan results . Furthermore, note that for any 3 inbound pallets , the following relationship holds:
where is an integer value. It directly follows that if the sum of products of type 1 for any three inbound pallets exceeds the demand of an outbound box of type 1 for product 1 , then the sum of products of type 2 falls below the demand for product 2 and vice versa. Consequently, any box can only be directly scheduled after three pallets , assumed that the sum of products of type 1 exactly equals the request .
Finally, if a feasible solution with a makespan of does exist, then the answer to the corresponding instance of the 3-Partition is a YES instance. Then any fixed outbound sequence in line with the structure of Table VIII would still require the solution of a 3-Partition Problem. The NP-hardness in the strong sense for the DSCP immediately follows. 
