Incorporating spatial variation could potentially enhance information coming from survival data. In addition, simultaneous (joint) modeling of time-to-event data from different diseases, such as cancers, from the same patient could provide useful insights as to how these diseases behave together. This paper proposes Bayesian hierarchical survival models for capturing spatial correlations within the proportional hazards (PH) and proportional odds (PO) frameworks. Parametric (Weibull for the PH and log-logistic for the PO) models were used for the baseline distribution while spatial correlation is introduced in the form of county-cancer-level frailties. We illustrate with data from the Surveillance Epidemiology and End Results database of the National Cancer Institute on patients in Iowa diagnosed with multiple gastrointestinal cancers. Model checking and comparison among competing models were performed and some implementation issues were presented. We recommend the use of the spatial PH model for this data set.
INTRODUCTION
The importance of accounting for underlying spatial correlation in modeling data with geographic information has been recognized in several areas (see, e.g. [1] [2] [3] [4] ). Accounting for spatial correlation could provide insights that would have been overlooked otherwise. On the other hand, the failure to include such information could potentially lead to spurious or misleading results.
In biostatistics and epidemiology, there has been a growing interest in modeling survival data accounting for spatial associations. Li and Ryan [5] and Banerjee et al. [6] addressed this problem under a proportional hazards (PH) framework from classical and Bayesian perspectives, respectively. Semi-parametric approaches were proposed by Banerjee and Dey [7] using a proportional odds (PO) structure on the survival times, and by Li and Lin [8] using normal transformations of the survival times that marginally follow the PH model.
As opposed to modeling disease incidence and mortality, survival modeling provides a slightly different perspective with regard to the nature of the disease. It focuses upon how many are expected to survive after a certain period of time, how fast is the rate of failure, and what drives shortened or prolonged survival; all of these may be influenced by several factors such as gender, race, age, type of cancer, treatment obtained, and access to healthcare facilities.
Among the widely investigated diseases are the different types of cancers. The SEER (Surveillance Epidemiology and End Results) database of the National Cancer Institute provides a rich amount of data on patients from different registries possibly suffering from multiple types of cancers. Consequently, survival models for multiple cancers are sought for practical reasons, such as to assess survival from multiple primary cancers simultaneously and to adjust the survival rates from a specific primary cancer in the presence of other primary cancers (see, e.g. [9, 10] ). Recently, Carlin and Banerjee [11] implemented spatial survival models, where each patient developed possibly several cancers. They based their modeling upon the first primary cancer incorporating the effects of subsequent cancers (if any) on that individual as binary regressors indicating the presence or absence, but ignored the time-to-event information available for any subsequent primary cancers.
On the other hand, Diva et al. [12] (henceforth, DBD) proposed semi-parametric PH models that directly incorporated information on survival times from subsequent primary cancers. For modeling the spatial associations, both studies employed multivariate conditionally auto-regressive (MCAR) model, which is, in fact, a multi-layered Markov random field (MRF) (see, e.g. [13, 14] ). In this approach, each type of cancer is given its own spatial distribution over an underlying map, but are also spatially correlated among themselves, so that the cancer effects nested within space have a joint distribution that follows a multi-layered MRF or, more specifically, an MCAR distribution. While we adopt the multivariate approach employed by DBD to handle survival data from multiple cancers, here we consider parametric specifications of the PH and PO models. In general, parametric specifications are simpler to implement and faster to execute, can produce better model performance when the specified parametric form is close to the observed pattern, and can provide a better framework to distinguish between models. Although the nature of the data sets used in DBD and this paper is similar, here we actually used different search criteria, which correspond to a different target population and lead to slightly different model interpretations. For purposes of comparing the performance of the parametric and semi-parametric implementations, we also applied our model to the DBD data although the results are not presented in detail.
We present our modeling approach in Section 2. Technical and numerical aspects of the Bayesian implementation of the models are described in Section 3. We illustrate and evaluate our proposed models in Section 4 with data on cancers of six (6) gastrointestinal (GI) organs. Finally, Section 5 concludes the paper with a summary and some recommendations. 7  00171 Female  3  Small intestine Distant  57  No  143  Dead  7  00171 Female  3  Colon  Local  63  No  78  Dead  7  00171 Female  3  Pancreas  Distant  67  Yes  25 Dead * Survival time is given in months after diagnosis.
PARAMETRIC MODELS FOR MULTIPLE CANCERS

Data on patients with multiple cancers
Let us consider a relatively simple version of the SEER data, where we extracted survival information on patients suffering from multiple cancers. Along with survival information, patient-specific and patient-cancer combination-specific covariates are also available. Patient-specific information includes gender, race, marital status, number of primary cancers diagnosed, and their county of residence. Patient-cancer-specific information relates to age at diagnosis, the stage of the cancer (in situ, local, distant or regional), the type (radiation and/or surgery) of treatment that each patient underwent for each type of the cancer, and so on. As an example, consider a patient, say with ID 00171, who first contracted cancer of the small intestine (the first primary cancer) in 1986, developed colon cancer in 1991, pancreatic cancer in 1995, and eventually died in 1998. We present the data for this particular patient in Table I , incorporating information about the disease progression. We extract information about this patient from the SEER database, where each entry corresponding to the patient would list the type of cancer, the age at diagnosis, the stage of the cancer, the status at end point (dead or alive), and the survival time (or censorship time) in months. Note that the status is labeled as 'Dead' for all entries, as it corresponds to the status at the end point.
The succeeding subsections describe approaches in modeling survival time with the data setup described above. While there are other viable approaches that may be used we decided to concentrate on the parametric PH and PO models for various reasons. Firstly, it should be noted that the two models can be considered direct opposites in the assumptions that they employ [15] . Secondly, it is straightforward to incorporate spatial and non-spatial correlations in the corresponding regression models. Although the use of a parametric specification in the baseline distributions could greatly limit the flexibility of the resulting models, it lends ease of interpretation for the model parameters and reduces the computational burden considerably. Finally, and perhaps most importantly, exploratory data analysis techniques described in Section 4 suggest that the parametric models may be appropriate. The Bayesian modeling framework will be used for its flexibility and facility in handling complex hierarchical models.
PH model
The PH model [16] is one of the most commonly used survival models that incorporates covariate effects. It is given by
where h(t) denotes the hazard function, x are the covariates, and b is the corresponding vector of regression coefficients. Also, h 0 (t) denotes a baseline hazard function, which is often modeled semi-parametrically (see, e.g. [12, [17] [18] [19] ). However, in this paper we specified a Weibull( 1 , 2 ) baseline hazard function, which gives h 0 (t) = 1 2 t 1 −1 . The parametric setup is equivalent to specifying a Weibull regression model for the logarithm of the survival time [20] . That is
and Y follows the extreme value distribution with density f Y (y) = exp(y −e y ), −∞ < y < ∞. This gives a natural interpretation of 1 and 2 to be the scale and intercept parameters, respectively. The above setup also has an accelerated failure-time interpretation, with acceleration factor given by e x T b * . The term e x T b in (1) is interpreted as the multiplicative change in the hazard function from baseline due to the covariates. As with any regression setting care must be given in setting up the covariates so that the value x = 0 is meaningful. The PH model assumes that the hazard ratio (relative risk) between two levels of a covariate, X, is constant over time, i.e. h(t | X)/h(t | X * ) = e (X−X * ) T b , while the odds ratio approaches either 0 or +∞.
PO model
Another model that could be used for multiple cancer data incorporating covariate effects is the PO model, popularized by Bennett [21] . The model is given by
where S(t | x) is the survival function evaluated at t conditional on the observed covariates, x, and b is the corresponding vector of regression coefficients. The baseline survival function, S 0 (t), is oftentimes modeled semi-parametrically (see, e.g. [7, 22] ). However, in this paper, we modeled the baseline distribution as log-logistic( 1 , 2 ) so that S 0 (t) = 1/(1+ 2 t 1 ). Similar to the PH model with Weibull baseline, this formulation of the PO model has a corresponding linear regression model in log-time given by
The PO model may be considered to be on the opposite end of the spectrum as the PH model since it assumes that the hazard ratio approaches unity over time, i.e. that the covariate effects on the hazards disappear over time. In addition, although the estimates of the parameters may be similar between the two models, the interpretation of the regression component significantly differs. The term e x T b in the PO model is interpreted as the change in the odds of survival (or failure, depending on the parametrization), given the observed covariates or risk factors.
Capturing correlation using frailties
Suppose that there are I counties and in the ith county we observe n i patients suffering from at least two of K cancer types of interest. We uniquely identify each of the N = through the ordered pair (i, j), as the jth patient ( j = 1, 2, . . . , n i ) from the ith county. Let t i jk denote the survival time, the time to death, or end of study (censoring) for the (i, j)th patient from diagnosis with the kth type of cancer. Since not all patients develop all the K types of cancer, we list the possible cancers as {1, 2, . . . , K } and form the subset C (i, j) ⊆ {1, 2, . . . , K } as the indices of the cancers developed by the (i, j)th patient. Thus, if patient 00171 in our example above is the 10th patient from the seventh county and if small intestine, colon, and pancreas are cancer types 2, 3, and 6, respectively, in {1, 2, . . . , K } then C (7, 10) = {2, 3, 6}. Hence, when referring to t i jk , k ∈ C (i, j) unless otherwise noted. Clearly, these survival times will be correlated for similar county-patient-cancer combinations. We capture these correlations by introducing appropriate frailties.
Let u (i, j) denote the frailty for the (i, j)th patient, v k be the frailty for the kth cancer type, and ik be the frailty for the kth cancer type, nested within the ith county. For purposes of discussion, let us assume the patient frailties to be independent and normally distributed (zero-centered) with county-specific variances, i.e.
However, in the implementation of the models, we did not include the patient frailties for this particular data set as convergence problems were encountered, probably due to the scarcity and imbalance of information at the patient-county level. Let us then collect the K cancer frailties into a vector v and assume a joint zero-centered normal distribution with unknown covariance matrix
The spatial frailties, { ik }, are assigned an MCAR( , K) distribution by first forming the
vector of the spatial frailties for the K cancers within the ith county, and assigning a joint zero-centered normal distribution with a covariance matrix that accounts for the spatial structure of the region. That is, by { ik }∼ MCAR( , K), we mean
where
, m i is the number of neighbors of the ith county, and W is the adjacency matrix of the graph representing our region. It should be noted that only , the spatial smoothness parameter, is random in W ( ). Carlin and Banerjee [11] have shown that as long as ∈ (0, 1), we have a proper MCAR distribution. In this setup, we are essentially using the same covariance matrix for the cancer main effects and the spatial frailties within a particular county. This is accomplished by using a Kronecker product of spatial structure and 'cancer dispersion', an approach for modeling interactions that has been suggested earlier in non-spatial contexts by Clayton [23] . Several generalizations may be used to further enrich the models, such as using a different cancer covariance matrix ! resulting in MCAR( , !), using different spatial smoothness parameters for each cancer type resulting in MCAR(( 1 , . . . , K ), K) [11, 14] , and having v i ∼ N(0, K i ) (not identically distributed) where each county has its own cancer-covariance pattern. However, the above generalizations of the MCAR( , ) require substantial information on multiple cancer patients, which, unfortunately, is rare in practice. For instance, in the SEER database there is considerable imbalance of information at the county-cancer level, with some counties having more cases of a particular cancer and no observed case of the other cancers, rendering many of the more general models unidentifiable. Therefore, we restrict our subsequent attention to the MCAR( , K) specification and compare with non-spatial models. For more information about MCAR models and possible generalizations the reader is referred to [11, 13, 14, 24] . 
PH model
Considering the kind of data described in Section 2.1, a parametric PH model with Weibull( 1 , 2 ) baseline distribution incorporating covariate effects, main effects for patients and cancers and nested effects for cancers within counties, may be expressed as
for i = 1, 2, . . . , I , j = 1, 2, . . . , n i , and k = 1, 2, . . . , K . Using the above specification and letting (i, j) be a death indicator (status at end point) for the (i, j)th patient, we obtain the likelihood
is the survival function evaluated at t i jk conditional on the parameters and observed covariates.
To complete the Bayesian specification of the PH model, we need to assign prior distributions for the parameters. We assign vague normal, say b ∼ N(0, 10 5 I p× p ), or improper flat prior, f (b) ∝ 1, for the regression coefficients, a Gamma(s 0 , s 1 ) prior for the Weibull scale parameter 1 , and a log-normal( 0 , 2 ) for the Weibull shape parameter 2 , where s 0 , s 1 , 0 , and 2 are hyper-parameters specified to obtain vague prior distributions. We also need to specify priors for the parameters of the frailty distributions presented in Section 2.4. We assign inverted-Gamma, IG(a i , b i ), priors for the 2 i 's, an inverted-Wishart prior, IW(r 0 , K 0 ), for the covariance matrix K, and U(0, 1) or a Beta prior for the spatial smoothness parameter , where the hyper-parameters are chosen to obtain vague prior distributions.
The parameters of the baseline hazard function, 1 and 2 , and the regression parameters, b (with either flat or vague Gaussian priors), all have full conditional distributions that are log-concave and can be updated using the adaptive rejection sampling (ARS) algorithm [25] or a Metropolis step. The same applies to the patient frailties {u (i, j) }, the cancer frailties {v k }, and the spatial frailties { ik }. The full conditional distributions for the 2 i 's are conjugate inverted-Gamma distributions that are directly updated. The cancer covariance parameter, , has a conjugate inverted-Wishart distribution, following from a lemma proved in DBD and stated in the Appendix. Finally, the spatial smoothness parameter, , is updated using a slice sampler [26, 27] , which amounts to a rejection sampler from the prior of .
Comparing with a non-spatial PH model with ik = 0, i = 1, . . . , I and k = 1, . . . , K , we obtain essentially the same likelihood but without the spatial components { ik } and . Consequently, the full conditional distribution of K now excludes the contribution from the spatial frailties. The full conditional distributions are presented in the Appendix.
S(t i jk
for i = 1, 2, . . . , I , j = 1, 2, . . . , n i , and k = 1, 2, . . . , K . Using the above specification with (i, j) as in Section 3.2, the likelihood contribution of the (i, j)th patient is given by
with the parameters defined in previous sections. We next assign prior distributions to complete the hierarchical specification. As in the PH setting we assign vague multivariate normal or improper flat prior for the regression coefficients, a Gamma(s 0 , s 1 ) prior for the scale parameter 1 and a log-normal( 0 , 2 ) for the shape parameter 2 of the log-logistic baseline distribution, inverted-Gamma, IG(a i , b i ), priors for the 2 i 's, an inverted-Wishart prior, IW(r 0 , K 0 ), for the covariance matrix K, and U(0, 1) or a Beta prior for the spatial smoothness parameter , where the hyper-parameters are chosen to obtain vague prior distributions.
Although the likelihoods arising from PH differ from PO, their full conditional distributions behave very similarly in terms of functional characteristics (i.e. log-concavity, conjugacy, etc.) and hence were updated using the same approaches described in Section 3.1. The details regarding the full conditional distributions are presented in the Appendix. [28] on patients from the state of Iowa diagnosed with at least two of the following GI cancers: stomach, small intestine, colon, rectum, gall bladder, and pancreas. The above sites were identified in the SEER database by the variable site recode. We have collected a total of 7740 cases (stomach: 196 cases; small intestine: 144 cases; colon: 5702 cases; rectum: 1435 cases; gall bladder: 52 cases; and pancreas: 211 cases) from 3666 patients representing all 99 counties in the state. Survival time in months (from diagnosis to end of study or death) and the status at endpoint were recorded. For purposes of this investigation, death was defined based on all-cause mortality for lack of a more definitive source of information. All autopsy (diagnosed after death) cases were discarded as they do not contribute any information to either the hazard rate or the survival odds but would only complicate the numerical implementation. In addition to the survival information, we also looked at the gender, number of primaries (nprimes dichotomized as '= 2(Mode)' or '> 2'), radiation and/or surgery received for each site (0 for neither, 1 otherwise), age at diagnosis in years, and the stage of the cancer (in situ and unstaged (Stage I), local (Stage II), regional (Stage III), distant (Stage IV)). In this data set we have 49.6 per cent of the patients to be females and 31.6 per cent having more than two primary cancers. Of the total number of cases, 43.9, 33, and 10.5 per cent were Stages II, III, and IV, respectively, and only 19.6 per cent received site-specific radiation and/or surgery.
ILLUSTRATION Data were obtained from the 1973-2001 SEER Public Use Incidence Database
Graphical approaches were used to evaluate the appropriateness of the modeling framework we are proposing [20] . The Kaplan-Meier estimates of the survival function for each cancer site are plotted in Figure 1 , while appropriate functions of the estimated cumulative hazards (log(H ) for Weibull and log(exp(H )−1) for log-logistic distributions) are plotted against the natural logarithm of time in Figure 2 . Both plots suggest that the survival distributions of the different cancers may be coming from the same family, differing only in some specific parameters. In particular, the survival distributions of the different cancers may be different only in terms of the shape parameters under either Weibull or log-logistic distributions. The parallel lines in Figure 2(a) suggest that the Weibull distribution may be appropriate for modeling the survival distribution of the different cancers. A similar observation could be made for the log-logistic distribution, Figure 2 Non-spatial proportional odds model some curvature is notable at larger survival times indicating that this model may not fit as well as the Weibull model. We then fitted the MCAR( , K) and the non-spatial PH and PO models to the data. As mentioned in Section 2.4, the models were implemented without the patient-specific frailties due to convergence issues. Henceforth, we adopt the naming convention presented in Table II . Appropriate Gibbs samplers were set up to obtain samples from the posterior distributions. Metropolis-Hastings algorithms with normal candidates were used to update the posterior distributions of the regression parameters, the frailties, and the parameters of the baseline distribution. The cancer variancecovariance matrix was updated using direct draws from the appropriate inverted-Wishart distribution. The results of the model-fitting exercise with 10 000 post-burnin samples were summarized using the Bayesian output analysis program [29] and are presented in Table III .
It can be observed from Table III that the parameter estimates are consistent across the different models, which should give additional support to the modeling framework. For the PH models, the regression terms contribute to the increase or decrease in the hazard rate. The negative coefficients for gender suggest that the relative risk of dying is significantly lower in women than in men. This finding is consistent with the estimated mortality rates presented in the SEER cancer statistics review [30] as well as in the results of DBD. The number of primary cancers has a significant negative coefficient, which indicates a lowering of hazard rate as more primary cancers are observed. The same phenomenon has been observed in DBD, where they noted that this variable is post hoc in the sense that one does not know how many primaries the patient will develop in the beginning, hence could not be taken as a prognostic factor. An interesting finding is the increased risk for those who received site-specific radiation and/or surgery (positive regression coefficient). Upon further investigation we found out that more advanced stage (Stages III and IV) cancer cases tend to receive radiation and/or surgery (21.07 per cent, s.e. = 0.01 per cent) compared with early stage (Stages I and II) cancer cases (18.44 per cent, s.e. = 0.01 per cent). In addition, for early-stage cancer cases the risk of dying given a site-specific radiation/surgery was performed is 37.10 per cent (s.e. = 0.02 per cent) compared with 56.48 per cent (s.e. = 0.02 per cent) for cases in the advanced stages. This suggests that those receiving radiation and/or surgery already have a higher risk of dying to start with. It is also worth mentioning that the relative risk of failure increases with age as indicated by the positive regression coefficient. For the PO model, similar interpretations of the regression parameter estimates can be made although the regression terms now affect the odds of failure. From Model 3, for instance, the −0.44 coefficient for gender suggests that the odds of failure at any time is significantly lower for females than males by a factor of 0.64 (= failure odds ratio). A similar finding is observed for a number of primary cancers with a failure odds ratio (> 2 vs = 2) of 0.74. An increase in odds of failure is noted for cases who underwent site-specific radiation/surgery compared with those who did not. An increase in the odds of failure with older age (1.05 times for each unit increase in age) is observed. Note that the estimate does not depend on the unit of age while in the PH model a unit change results in the re-scaling of the estimate.
We employed two approaches to evaluate the performance of the proposed models, the first of which is the conditional predictive ordinate (CPO) with the average log-marginal pseudo-likelihood (ALMPL). Roughly speaking, the CPO statistic is a Bayesian criterion that is used to evaluate how well the model predicts a particular observation given the rest of the data. Following Gelfand and Dey [31] , the CPO statistic for the (i jk)th case is given by 
where 
The integrals given above cannot be obtained in closed form and hence were evaluated using Monte Carlo integration. For each model, the ALMPL (over the total number of cases) was used as an overall measure of model fit and was calculated as the model is adequate [20] . However, in this particular application, we need to take into account the presence of the frailty terms. Hence, we define conditional (on the realized frailties) Cox-Snell residuals as
where H is the cumulative hazard function evaluated at t i jk given the covariates, frailties, and the model parameters. It can be argued that the observed frailty terms, Z m , merely contribute constant terms to the shape parameter and hence we would expect the same properties as the classical Cox-Snell residuals. The quantile plots of the conditional Cox-Snell residuals against the unit exponential distribution (not shown) suggest that of the four models, the PH model with the MCAR( , K) spatial frailties is the most adequate. The other three models have distributions with much lighter tails than the unit exponential indicating a lack of fit. However, since some of the survival times are censored, there is potential censoring of the Cox-Snell residuals as well. A more appropriate presentation is the plot of the distribution functions based on the Cox-Snell residuals vs the distribution function of a standard exponential distribution ( Figure 4 ). The residuals from the four models appear to have lighter left tails than that of the exponential. Further investigation shows that a higher percentage of the residuals from cancer types with sparse data (stomach, small intestine, gall bladder, and pancreas) fall on the left tails of the distribution functions than colon and rectal cancers. In addition to having lighter left tails, models based on the log-logistic distribution (Models 3 and 4) also have lighter right tails. This suggests that the PH models (Models 1 and 2) might be more appropriate.
On the basis of the results of the model evaluation and comparison techniques, we suggest the use of Model 1, the parametric PH model with the MCAR( , K) spatial frailties, to be the final model. The spatial frailties for this model are summarized in the choropleth maps (Plate 1). We could observe from the map that there is a clustering effect among adjacent counties. It should also be noted that the frailty values are not to be interpreted in absolute terms as they simply correspond to either a decrease or an increase in relative risks in a particular county compared with the rest. This is due to the zero-mean constraint imposed for identifiability. The spatial frailties together with some additional data, such as hospital/healthcare facility locations and general socioeconomic status at the county level, could augment the information available to policymakers and researchers in assessing which factors not available in the SEER database potentially contribute to elevating/lowering of hazard rates.
The a priori cancer correlation matrix for the recommended model is presented in Table IV . The coefficients range from insignificant to moderate strength. The strongest correlation is between colon and stomach cancers (0.38) while small intestine is weakly correlated with all the other cancers except colon. Negative correlation with the other cancers is generally observed for pancreatic cancer. Positive coefficients between two cancers indicate that their hazard rates go up or down together while negative coefficients point to opposing trends in the hazard rates.
SUMMARY AND FUTURE WORK
This paper proposed parametric models for spatially correlated multivariate cancer survival data. Using data on 6 GI cancers in the state of Iowa collected from the SEER database, we illustrated that there are significant correlations between the hazard rates among the cancers. There is also evidence of spatial association across the different counties. We also note that for this particular data set, females have relatively lower risks of dying compared with males and that more primary cancers result in lower hazard rate for a specific cancer. Higher (older) age at diagnosis increases the risk of failure, which may be attributed to the use of all-cause mortality as endpoint. We also found that cases who received site-specific radiation and/or surgery had higher risks compared with those who did not. This could be attributed to the fact that most of the radiation/surgery cases were already at elevated risk by being in more advanced stages.
For this particular data set, the use of parametric models is both practical and appropriate. The proposed parametric models lend themselves to straightforward implementation and ease of interpretation of the parameters. Semi-parametric approaches could also be used for modeling the baseline distributions as in DBD. Preliminary investigations comparing parametric and semiparametric implementations of the PH model with the MCAR( , K) structure were conducted using the colon and rectal cancer data set and recommended hazard model presented in DBD. Although results are not presented here, we have found that the parametric model performed better (ALMPL = −4.03) than its semi-parametric counterpart (ALMPL = −6.03). However, a more extensive evaluation is necessary to determine under which circumstances it would be more appropriate to use the parametric or semi-parametric implementation.
As mentioned in Section 2.4, the MCAR( , K) structure may be generalized in several ways: accounting for different spatial and non-spatial cancer variance-covariance matrices, MCAR( , !); accounting for different spatial smoothness parameters for each type of cancer, MCAR(( 1 , . . . , K ), K); and accounting for different cancer variance-covariance patterns for each county, MCAR ( , (K 1 , . . . , K I ) ). These extensions of the MCAR( , K) model were not implemented as they would require a more robust data set as a result of complexity. It is also worth mentioning that convergence problems were encountered when introducing patient-specific frailties. This is likely due to the fact that most patients in the data set were diagnosed with only two of the 6 GI cancers studied.
A potential issue with the multivariate modeling approach presented is the identifiability of the dependence structure (not the model) due to the different cancers censoring each other's survival times. A suggested remedy is to use age at diagnosis as the endpoint instead of survival times. However, while both endpoints are time to event in nature and are clinically relevant, the resulting models would have very different interpretations. The question of which endpoint is more appropriate and relevant is beyond the scope of this paper. Finally, while the MCAR structure provides a useful framework for modeling the dependencies, it is possible that using a different dependence structure could give different results and model interpretation. We therefore recommend that caution be taken when interpreting the observed correlations. n i j=1 k∈C (i, j) and i, j,k denote I i=1 n i j=1 k∈C (i, j) unless otherwise specified. The same expressions for the full conditional distributions were obtained for K and as in the PH model and hence were omitted. 
