Introduction
Let P be a polygon in the plane. A point moves along a billiard trajectory in P if it moves with constant speed along a straight line in the interior of P and if it re ects o edges so that the speed is unchanged and the angle of incidence is equal to the angle of re ection. If a billiard trajectory hits a vertex then we do not de ne the path further. We are interested in statistical properties of trajectories. When are they periodic? If they are not periodic to what extent do they \ ll up" the polygon?
Billiard trajectories are projections of orbits of a ow on a four dimensional phase space which we can think of as the tangent bundle of P. We can make this ow continuous away from the corners by identifying the appropriate inward and outward pointing vectors over the edges of P. We leave the ow unde ned over the vertices of P. The billiard ow can be thought of as a geodesic ow and in particular as a Hamiltonian ow ( a general reference for Hamiltonian ows is Ad]). Hamiltonian ows can be quite simple or quite complex; a rst step in analyzing the complexity of such a ow is to look for \integrals of motion". These are functions on the phase space which are invariant under the ow. For billiard ows the length of a tangent vector provides one such integral of motion. We have a second integral of motion in the special case in which the polygon P is rational i.e. each of its corner angles is a rational multiple of 2 . The existence of these two integrals of motion mean that the billiard ow is e ectively taking place on surfaces inside the phase space. Let M be one of these surfaces.
In a Hamiltonian ow every integral of motion gives rise to a vector eld. In our case the two integrals of motion give rise to a pair of non-zero vector elds on the surfaces M away from the singular points. The two integrals of motion are in involution, which means that the vector elds commute. In particular this means that there is a canonical local coordinate system on M with respect to which the ow is linear (away from the singularities). If the billiard ow were a smooth ow then the existence of two integrals of motion in involution would give us an integrable ow. In this case we could assert that the invariant surfaces are tori and that the ows on these tori are linear. However the presence of singularities for the billiard ow gives rise to singularities of the surfaces M , and in fact these surfaces need not be tori{they can have any positive genus. Berry and Richens BR] use the suggestive term pseudo-integrable for the billiard ow on a rational polygon. Even though the ows on these surfaces are locally linear the dynamics can be quite complicated and hard to describe explicitly, unlike the case of the torus. This suggests the idea that there is some class of rational billiard ows like the integrable ows in the smooth case whose special properties make the dynamics easy to describe. We review three such properties.
When M is a torus with punctures then the ow is integrable in the strongest sense. Rational polygons with this property are called simply integrable. The integrable polygons are precisely the polygons which tile the plane by re ections. The list of integrable polygons is short. It consists of exactly the set of rectangles and three triangles: the equilateral triangle, the 30 , 60 , 90 triangle and the 45 , 45 , 90 triangle. In the integrable case the dynamics can be described with great precision. The following dichotomy property holds: in any direction either all bi-in nite orbits are closed or all bi-in nite orbits are uniformly distributed CNRS URAD1169, Bât 425, Universit e Paris-Sud, Orsay, France. This work was completed while at CNRS UMR 128, Ecole Normale Sup erieure de Lyon, 46, all ee d'Italie, 69364 Lyon, France.
y Mathematics Dept., Cornell University, Ithaca, NY. Research of both authors at MSRI supported in part by NSF grant no. DMS-9022140. in the appropriate invariant surface. One can describe precisely the directions in which all orbits are closed and give the asymptotics of the counting function of closed orbits of a given length. Gutkin (see G] and GJ2]) introduced a condition less restrictive than integrability which still allowed a precise description of the dynamics as in the integrable case. A billiard table is almost integrable if the surface M can be realized as a branched cover of the torus by an a ne branching map so that the images of the singular points have rational coordinates. The class of polygons with this property can be described precisely. They are polygons which can be tiled by integrable polygons. Though this class of polygons is much larger than the integrable polygons it does not contain any \surprising" new examples. For a triangle, in particular, the condition of almost integrability is equivalent to the condition of classical integrability.
The situation changed with the paper by Veech Ve1] . Veech made a twofold contribution. He de ned a class of rational polygons, the lattice polygons (see de nition in section 3), which contains the almost integrable polygons yet which continue to admit an explicit description of the dynamics. Secondly Veech constructed a family of truly surprising examples which satisfy this lattice property: the regular n-gon (for n 5) and many rational triangles. Unlike the case of the integrable and the almost integrable polygons it seems to be quite a subtle problem to determine when a given polygon satis es the lattice condition. The determination of which acute and right triangles possess the lattice property is the subject of this paper.
The lattice polygons are those polygons for which the surface M has a large a ne automorphism group (see section 3). In this paper we introduce techniques to analyze a ne automorphism groups and apply these techniques to the surfaces, M , associated to acute and right rational triangles. In particular we nd all acute lattice triangles whose angles are rational with denominator less than 10,000.
Theorem 1 Let T be an acute non-isosceles rational triangle with angles , and which can be written as p 1 =q, p 2 =q and p 3 =q with q 10; 000. Then T is a lattice polygon if and only if ( ; ; ) is one of the following exceptional cases:
(a) 4 ; 3 ; 5 12 ; (b) 5 ; 3 ; 7 15 ; or (c) 2 9 ; 3 ; 4 9 :
The examples (a) and (b) are mentioned in Vo2]. Veech mentions the example (a) in Ve1]. The remaining example (c) seems to be new. We discuss it in section 5.3.
For isosceles and right triangles we have the following result.
Theorem 2 An acute isosceles triangle is a lattice polygon if and only if the apex angle is of the form =n, n 3. A right triangle is a lattice polygon if and only if the smallest angle is of the form =n for n 4. The hypothesis of Theorem 1, that q is less than or equal to 10,000, is satis ed by approximately 100,000,000,000 triangles. We conjecture that the this hypothesis on q is unnecessary. That is to say we conjecture that the three triangles described in Theorem 1 are the only acute non-isosceles lattice triangles (see section 5.1).
The su ciency of the hypotheses of Theorem 2 is not a new result. The case of right triangles is covered by Vorobets in Vo2, sect. 4]. The isosceles case can be reduced to the right triangle case by an unfolding construction. See Vo2, sect. 5] or GJ2]. All of these examples are closely related to Veech's original example Ve1, Ve2, EG] . We will prove the necessity of the hypotheses of Theorem 2 in section 6.
In addition to the work cited above we mention that Ward W] and Vorobets nd lattice examples and non-examples among obtuse triangles for which two angles have the form =n.
In sections 2 and 3 we develop some well known background material in a manner adapted to the cutting and pasting constructions which we will use later on. Section 4 introduces a new scissors congruence invariant for surfaces with singular at structures (and having trivial rotational holonomy), which links the invariants of Sah-Arnoux-Fathi Ax] and an invariant introduced by Kenyon Ke] . In the case that the surface has a decomposition into parallel annuli of commensurable moduli (which, by a result of Veech, must be the case for lattice polygons), the invariant takes a particularly simple form.
In Section 5.1 we compute this invariant for the surfaces associated to acute rational triangles. Searching for those whose invariant has the desired form leads to a number-theoretic test for triangles to have the lattice property. This number theoretic test is easily implemented on a computer and it proves that all but 25 of the rational triangles with q 10000 do not have the lattice property. Using standard techniques 22 of the 25 exceptional cases are shown not to have the lattice property. Two of the remaining three were known to have the lattice property and the third is shown to have the lattice property in section 5.3. Section 6 contains the proof of Theorem 2.
The appendix provides some results of a more elementary nature which are not required for the rest of the paper but nonetheless provide perspective on the main result. This section has overlap with the earlier independent work of Gutkin and Judge GJ1] and GJ2]. Our work and theirs have di erent albeit related perspectives. For example, we study translation surfaces with non-elementary Veech groups while they investigate surfaces with lattice Veech groups.
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2 Background 2.1 Construction of the unit tangent bundle and frame bundle of a polygon As explained in the introduction the billiard ow takes place on the tangent bundle to P and it leaves invariant a family of surfaces, M . Following ZK] , BR] and G] we will review the structure of the invariant surfaces in the tangent bundle T(P). As is noted in ZK] for certain values of the invariant surface M is a surface with boundary. We will introduce a closely related object, the frame bundle F(P), which has certain technical advantages.
A polygon is a region in R 2 with piecewise linear boundary and connected interior. It need not be convex or even simply connected. Let P R 2 be a polygon in the plane. Let e 1 ; : : : ; e m denote the edges of P. Let i 2 O(2) denote the linear part of the re ection in the edge e i . When a billiard trajectory moving in the direction v hits an edge e i the outgoing trajectory has direction i (v). It is also possible and sometimes convenient to de ne a billiard ow on the space of frames. A frame is an orthonormal pair of vectors (v 1 ; v 2 ) based at a point p. A frame is translated to the frame based at p + tv 1 for t su ciently small. When a trajectory hits an edge e i the frame (v 1 ; v 2 ) is replaced by the frame ( i v 1 ; i v 2 ). It is convenient to identify a frame (v 1 ; v 2 ) with the matrix whose columns are v 1 and v 2 . Thus 2 O(2) is the linear map which takes (e 1 ; e 2 ) to (v 1 ; v 2 ). The e ect of a re ection in edge e i is to take a frame to the frame i .
We will construct the tangent bundle, T(P), of P. Let S denote the unit circle. We de ne an equivalence relation on P S by setting (p; v) (p; i (v)) when p 2 e i . Let denote the transitive closure of (this only a ects the pairs (p; v) where p is a vertex of P and hence contained in two edges). Let T(P) = P S= . In a similar way we now de ne the frame bundle, F(P), of P (as we will see, there are certain technical advantages in considering the frame bundle instead of the tangent bundle). We de ne an equivalence relation on P O(2) by setting (p; ) (p; i ) when p 2 e i and letting be the transitive closure. We de ne F(P)
as a the quotient P O(2)= . Both T(P) and F(P) admit billiard ows which are continuous away from the vertices. There is a semiconjugacy from the ow on the frame bundle F(P) to the ow on the tangent bundle T(P) which maps a frame (v 1 ; v 2 ) at a point p to the tangent vector v 1 at p. This map is generically two-to-one but it is one-to-one at vectors (p; v) where v is tangent to the edge containing p.
The frame bundle has a natural foliation or decomposition into surfaces (which we will denote by M as in the case of the tangent bundle) arising from parallel translation. Each leaf of this foliation is invariant under the billiard ow. We can describe this foliation by describing the leaf topology on F(P). The leaf topology is a new topology on the set F(P) for which the path components are leaves. Let F(P)`denote the set F(P) with this new topology which we now describe. Let O(2) denote O(2) with the discrete topology. Then F(P)`will be the result of taking the product topology on P O(2) and then the quotient topology on P O(2) = . In order to describe the path components of F(P)`it is convenient to introduce the group ? 0 O(2) which is the group generated by the re ections 1 ; : : : ; m . The polygon P is rational if ? 0 is nite. If the boundary of P is connected this agrees with the previous de nition. In this case ? 0 is a dihedral group of order 2n for some n 2.
Two points (p; ) and (p; ) are on the same leaf if = for some 2 ? 0 . Thus the space of path components (leaves) can be identi ed with the space of right ? 0 cosets in O(2). Let ? + 0 be the subgroup of orientation preserving elements of ? 0 . This group is a rotation subgroup of order n. The space of right cosets ? 0 nO(2) is canonically identi ed with ? + 0 nSO(2) which we can realize as the interval 0 < 2 =n on the unit circle. Let us denote the corresponding leaf by M .
There is a natural right action of O(2) on P O(2) coming from the right action of O(2) on itself. This corresponds to rotating or re ecting a frame relative to the coordinates determined by the frame. Since right multiplication commutes with left multiplication, the right action on P O(2) preserves the equivalence relation and hence descends to an action of O(2) on F(P). This right action takes leaves of the foliation to leaves of the foliation and acts transitively on the space of leaves. We conclude that any two leaves are isomorphic and that any leaf can be obtained from any other simply by rotating or re ecting the parallel frame with which it comes equipped. (The tangent bundle has an analogous foliation. The generic leaf of the tangent bundle foliation is isomorphic to any leaf of the frame bundle foliation, but the tangent bundle foliation also contains singular leaves.)
Since any leaf can be obtained from any other we focus on the leaf M 0 which consists of pairs (p; ) for 2 ? 0 . The leaf M 0 has a natural framed translation structure. To show the dependence of M 0 on P we write it asP . ThusP = P ? 0 = . The group ? 0 acts onP by automorphisms which preserve the decomposition ofP into polygons. The surfaceP was originally described in ZK] and BR]. In section 5 we will focus on the case of rational triangles. We will introduce some notation here and describe the group ? 0 . Let T be a rational triangle with angles , and . We can write these angles as = r =n, = s =n and = t =n where r, s and t are natural numbers and n = r + s + t. We further assume that the largest common divisor of r, s and t is 1. The triangle T is determined by the triple (r; s; t) and we will sometimes use this triple to denote T. The group ? 0 is generated by re ections in edges and the group ? + 0 consists of words containing an even number of re ections. In particular ? 0 is generated by pairs of re ections. When two edges e and e 0 meet at a vertex with angle the composition of the re ection through e and the re ection through e 0 is a rotation by 2 . It follows that ? + 0 contains the rotations through angles 2 , 2 and 2 . These rotations are contained in the subgroup of rotations generated by 2 =n. The condition on the greatest common divisor implies that ? + 0 is equal to the group generated by 2 =n. We conclude that ? + 0 has order n and ? 0 has order 2n. Such a surface without a boundary is sometimes called a at surface with cone type singularities. We give a description here of this class of surfaces that will be useful for our purposes, focusing on their metric space properties. Our main interest is a subclass of these surfaces, the surfaces with translation structures which we de ne subsequently.
Local cone structures on surfaces
A geodesic in a metric space is a path : I ! X so that d( (x) One example of a surface (with boundary) with a natural cone structure is a polygon. The polygon P R 2 has a natural metric which gives it a local cone structure. This metric agrees with the metric inherited from R 2 when P is convex but will otherwise not be the same. The geodesics in this metric are piecewise linear paths.
A second example is provided by the surfacesP when P is a rational polygon. The appropriate metric on these surfaces will be described in the next section. The singularities ofP arise from vertices of P. It need not be the case that every vertex in P gives rise to a singularity inP . If P has a vertex with angle =n for some n 2 then the corresponding points inP will have cone angle 2 and hence be non-singular. If all angles of a polygon have the form =n then the polygon is integrable (see the introduction). The case of triangles with two angles of the form =n has been studied by Veech, Ward and Vorobets. Our example (c) of Theorem 1 seems to be the rst lattice example with only one angle of the form =n.
If M has a local cone structure and is the set of singular points of M then at each point of M ? we have a coordinate chart with values in R 2 which is a local isometry. These charts can be used to de ne a natural notion of parallel translation along a path in P ? . Given a path , from p to q, the parallel transport is a linear isometry from T p , the tangent space at p to T q , the tangent space at q. Fix a non-singular interior point p in M and identify T p with R 2 . A loop in P ? based at p determines an element of SO(2; R). This element depends only on the homotopy class of and de nes a homomorphism from 1 (M ? ) ! SO(2; R) which we will refer to as the rotational holonomy.
We say M has a translation structure if the image of the rotational holonomy homomorphism of M is trivial. In this case there is a well de ned notion of parallel translation of vectors which is independent of the path. Local cone structures on surfaces without boundary for which the image of the rotational holonomy is contained in group fId; ?Idg arise in the study of quadratic di erentials and pseudo-Anosov homeomorphisms (see EG]). In KMS] they are referred to as at structures on surfaces. Veech refers to them as F-structures.
The result of parallel translation around loop centered at an interior singular point with cone angle is a rotation by . Thus when M has a translation structure all cone angles are multiples of 2 . The converse implication is not true however (see Tr] ). Thus the class of at surfaces whose cone angles are multiples of 2 is strictly larger than the class of translation surfaces.
A framed translation structure on M is a translation structure with a choice of frame at some base point on the surface. Thus we have a natural notion of local x? and y? coordinates at every nonsingular point of M.
Gluing polygons and decomposing surfaces
We will give a formal description of the method of constructing surfaces with local cone structures by gluing together polygons. The construction of the surfaceP from copies of P in section 2.1 provides an example but we will have other situations in which it is useful to build surfaces by gluing. In particular the precise de nition of which gluings are allowed plays an important role in the construction of our geometric invariant in section 4.
Let P 1 ; : : : ; P n be polygons in R 2 . Let I 1 ; : : : ; I m be line segments in R 2 . Let i :`I j !`P k for i = 1; 2 be maps which are isometries on each component. Assume that the image i (I j ) is contained in the boundary of P k . Since i is an isometry when restricted to I j it follows that i (I j ) is contained in an edge of P k . We do not require that i (I j ) be equal to the entire edge. We assume that interiors of segments are mapped disjointly, that is to say that if i (intI j ) \ i 0(intI j 0 ) 6 = ; then i = i 0 and j = j 0 . Say that p q if 1 (x) = p and 2 (x) = q for some x. Let be the equivalence relation generated by . De ne P to be the quotient space`P k = .
We will next describe a metric on this quotient and mention some of its basic properties. A metric space X with metric d is a length space if the distance between any pair of points is the in mum of lengths of paths between them. Whenever length spaces are glued together via isometries there is a natural metric on the resulting space which makes it a length space (see BH] ). In our case this metric is simple to describe. We have a notion of a piecewise linear curve in P. A curve : I ! P is piecewise linear if it is the concatenation of curves each of which is the image of a linear segment in a single polygon P j . We have a metric on P so that the distance between points is the in mum of the lengths of piecewise linear paths between them.
Proposition 3 Any compact surface with local cone structure can be obtained by gluing together polygons and any surface constructed by gluing nitely many polygons has a local cone structure.
Proof. The fact that a surface with a local cone structure can be obtained by gluing together triangles is proved in Bo]. The fact that gluing polygons yields a space with local cone structure is straightforward. The metric on this space is described above and makes it a length space. The fact that it is a geodesic space follows from the Hopf-Rinow theorem BH] which proves that any compact length space is a geodesic space.
If the surface M has a translation structure then we can be more precise about the gluing functions.
Proposition 4 If the maps 1 ?1 2 in the above gluing de nition are restrictions of translations of R 2 then M admits a translation structure. Conversely if M admits a translation structure we can construct M from polygons in R 2 so that the i are translations.
When the surface is de ned as in this proposition then there is a natural framing of the translation structure, arising from the standard frame in R 2 .
The surfacesP have translation structures. Indeed we can view these surfaces as the smallest \covers" of P which have translation structures.
A decomposition of a surface into polygons is an isometry from M to`P k = for some collection of polygons and maps. We say that the decomposition is cellular if the identi cations j map intervals onto entire edges. Cellular decompositions are also called \edge to edge" decompositions. A cellular decomposition of a surface M gives M a CW-structure with polygonal cells. The singularities of the translation structure of M will be vertices of this CW-structure but there may be other vertices of the decomposition which are not singularities of the translation structure. Any surface with a local cone structure has a cellular decomposition. If the surface has a translation structure then we can nd a cellular decomposition as in Proposition 4.
Parallel forms and vector elds
Let us now assume that we are dealing with a surface M with a translation structure but without a boundary. We do not require that M =P for some polygon P though that is our primary example.
Let p 0 be a point in M ? which will serve as a base point. Let T 0 denote the tangent space at p 0 . Let T denote the space of parallel vector elds on M ? . Let : T 0 ! T denote the map that assigns to a vector based at p 0 the parallel vector eld on M ? obtained by parallel translation. The spaces T 0 and T are canonically identi ed by . When M arises from a polygon P the parallel vector elds generate the \billiard ows" in di erent directions.
Let T 0 denote the dual space to T 0 . For each cotangent vector in T 0 we can use parallel translation to extend it to a one-form in M ? . Let T denote the space of parallel one forms and let : T 0 ! T denote the canonical map. A nonzero two-form on T 0 gives rise to a parallel volume form which gives a smooth measure on M. We will scale this two form so that the total -measure of M is one. Every parallel ow on M is de ned -almost everywhere and every such ow is measure preserving. De ne a smooth chain c to be a formal sum of curves c = 1 + : : : n where the j are curves as described above. We de ne the holonomy of a chain c to be h(c) = P h( i ).
For any w 2 T 0 the holonomy of c satis es:
hh(c); wi = hc; (w)i:
where the bracket on the left denotes the pairing of vectors and covectors and the bracket on the right denotes the evaluation of a chain on a one-form. If c is a smooth cycle contained in M ? which is homologous to zero in M ? then, since parallel forms are closed, it follows that hc; (w)i = 0 for any w. This implies that h(c) = 0. In fact the same conclusion holds more generally. 
If c is a cycle let c] denote its cohomology class in H 1 (M; ; Z). It follows from the previous lemma that the holonomy de nes a homomorphism h : H 1 (M; ; Z) ! R 2 as well as h : H 1 (M; Z) ! R 2 . It also follows from the lemma that the parallel one forms, which a priori represent elements of H 1 (M ? ; R) in fact represent elements of H 1 (M; R). Let 
Here p (v) denotes the value of the form evaluated on the vector v based at the point p. The brackets on the left denote the Kronecker pairing of homology and cohomology. The formula is proved by interchanging the order of taking limits and integrating. The formula gives two corollaries. We see that the value of the right hand side of the equation depends only on the cohomology class of . We also see that the value of the left hand side of the equation is linear in v.
When we specialize the previous formula to the case where is a parallel one-form we get:
h (v); (w)i = hv; wi: Lemma 6 The map h is a projection from H 1 (M; ; R) to itself. The kernel is the space of cycles with trivial holonomy and the image is A , the space of asymptotic cycles.
Proof. Let c be a cycle. To show that h is a projection we need to show that h h(c) = h(c). Let v = h(c). It su ces to show that h (v) = v. This will follow if we can show that hh (v); wi = hv; wi for any w 2 T . But hh (v) ; wi = h (v); (w)i = hv; wi
We conclude that the kernel of the holonomy is a complementary subspace to the space of asymptotic homology classes.
A ne automorphism groups
Now let M be a surface without boundary with a translation structure. An a ne homeomorphism f : M ! M 0 is a homeomorphism which takes singularities of M to singularities of M 0 and is locally a ne in the nonsingular part of M. A ne homeomorphisms take geodesics to geodesics but need not preserve length.
The image of a parallel vector eld under an a ne homeomorphism is again a parallel vector eld. Thus an a ne automorphism f gives rise to a linear transformation from T to itself which we denote by Df.
An a ne homeomorphism from a surface to itself is called an a ne automorphism. Fix a surface M with a framed translation structure and let ? denote the group of a ne automorphisms. The function which takes an a ne automorphism f to its derivative Df gives a homomorphism from ? into GL(2; R). Since the area of M is preserved Df has determinant 1. Let SL (2; R) denote the subgroup of GL(2; R) for which the determinant is 1. The image D(?) SL (2; R) of ? is a discrete subgroup and the kernel of the homomorphism is nite. These a ne automorphism groups arise in di erent contexts. There is a standard classi cation of an element of SL (2; R) into three types: elliptic, parabolic and hyperbolic. There is a corresponding classi cation of an a ne automorphism f into three types based on the type of Df.
We will recall the geometric description of the corresponding a ne automorphisms. An automorphism is elliptic exactly when it has nite order.
A non-trivial a ne automorphism f of M is said to be parabolic if the linear map Df is parabolic. This is equivalent to saying that Df has a unique invariant direction. A cylinder in M is a subset isometric to the metric product S 1 I. We call the length of the I interval the height, width or length of the cylinder depending on the situation. We call the length of the S 1 factor the circumference of the cylinder. We assume that our cylinders are maximal meaning they are not contained in larger cylinders in M. This is equivalent to assuming that each boundary contains a singularity. The modulus of a cylinder is the ratio of its length to its circumference. Veech ( Ve1] We recall here some elementary facts about discrete subgroups of SL (2; R) (see Fo] ). There are three mutually exclusive possibilities:
(1) They can be nite. In this case they contain only elliptic elements. Conversely any discrete group which contains only elliptic elements is nite.
(2) They can contain a subgroup of nite index consisting of parabolic elements. In this case the index of the subgroup is at most two and the subgroup of parabolic elements is cyclic. 
A scissors congruence invariant
We say generalized polygons P and P 0 are scissors congruent if we can write P as a union of polygons P 1 : : : P n (as described in x2.3) and we can write P 0 as a union of polygons P 0 1 : : : P 0 n , such that for each j, P j is congruent to P 0 j . An additive scissors congruence invariant is a homomorphism from the group of formal Z-linear combinations of polygons to an abelian group, which has the property that if P is scissors congruent to P 0 then (P ) = (P 0 ). An additive scissors congruence invariant gives us an invariant for surfaces with framed translation structures by the following procedure: we decompose the surface a union of planar polygons and sum the invariants of the polygons.
Unfortunately there is essentially only one scissors congruence invariant for polygons and that is area: P is scissors congruent to P 0 if and only if area(P ) = area(P 0 ): We get a ner notion of scissors congruence if we consider generalized polygons with translation structures P and P 0 so that P 0 j be a translate of P j for each j. There is an additional invariant for this ner notion, the Hadwiger invariant Sa1]. Unfortunately this does not yield an interesting invariant for closed surfaces with translation structures because if a closed surface can be written as P 1 : : : P n then the sum of the Hadwiger invariants is zero.
We get a still ner equivalence relation if we only permit cellular decompositions (as de ned in section 2.3).
We say two polygons P and P 0 are equidecomposable if P and P 0 have cellular decompositions P = P 1 : : : P k and P 0 = P 0 1 : : : P 0 k , where for each i, P 0 i is a translate of P i .
In this section we produce an additive invariant for the relation of equidecomposability and show that it gives a non-trivial invariant for framed translation structures on surfaces.
The boundary of a polygon P R 2 comes equipped with a natural geometric decomposition into edges and vertices where the vertices are the corners. This natural decomposition gives a natural a CW-structure on P where the vertices are 0-cells, the edges are 1-cells and P itself is a 2-cell. It will be useful to discuss CW-structures on polygons other than the natural geometric one. In particular the invariant that we will de ne depends on the choice of a CW structure on the boundary of P. In particular we will permit the addition of vertices or 0-cells for the CW structure which lie in the interior of edges and hence are not geometric vertices.
To be precise let us de ne the notion of a polygon with cellular structure to be a polygon, P, in the plane together with a speci ed set of points v 1 ; : : : v n on @P which includes the set of vertices of P. If the danger of confusion is small we will call a polygon with cellular structure simply a polygon. We say that a polygon P with vertices v 1 ; : : : ; v n is a translation of P 0 with vertices v 0 1 ; : : : ; v 0 n if there is a translation which takes P to P 0 and takes the vertices of P to the vertices of P 0 .
We It is useful to compare R 2^Q R 2 to R 2^R R 2 . Note that if v is a non-zero vector in R 2 and is an irrational real number then v^Q v is not zero. As we will see adding an extraneous vertex to P changes the invariant by terms of this form.
Let denote the natural map from R 2^Q R 2 to R which takes v^w to det(v; w). This map factors through R 2^R R 2 . Note that (J(P )) = 2 area(P), which shows that we can recover the scissors congruence invariant from J.
For j = 2; : : : ; n let e j be the vector e j = v j ? v j?1 . Let e 1 = v 1 ? v n . We have the following expression for J(P) in terms of these edge coordinates.
Lemma 11 J(P) = P 1 k<j n?2 e k^ej :
Proof. Since J(P) is invariant under translation we may translate P so that v n = 0. Lemma 12 If a planar polygon P has a cellular decomposition P = P 1 : : : P n then J(P) = P j J(P j ).
Proof. By de nition J(P j ) is a sum over oriented edges e j k of terms v 1^v2 where v 1 and v 2 are the endpoints of e j k . Now P j J(P j ) is again a sum over edges. Each internal edge occurs twice in this sum, once with each orientation. Thus these terms cancel. We are left with the boundary edges. Each of these occurs once and the orientation inherited from P j is the same as the orientation inherited from P.
This proof does not imply that J = 0 for any surface without boundary: such a surface has a nontrivial translational holonomy, so on cannot assign unambiguously a coordinate v j to each vertex in the subdivision.
Lemma 13 Let P and Q be polygons in R 2 that share an edge e. Let v be a point on e. Let P 0 and Q 0 be the result of adding v as a vertex to P and Q respectively. Then J(P) + J(Q) = J(P 0 ) + J(Q 0 ).
Proof. Let v 1 and v 2 be the endpoints of e with the order inherited from P. Adding the vertex v changes J(P) by v 1^v + v^v 2 ? v 1^v2 . As an edge of Q, e inherits the opposite orientation so J(Q) changes by v 2^v + v^v 1 + v 1^v2 . Thus the change in J(P) and the change in J(Q) cancel. Theorem 14 Let M be a surface with framed translation structure Say that we have two cellular decompositions of M into planar polygons, M = P 1 : : : P n and M = Q 1 : : : Q m . Then P n j=1 J(P j ) = P m j=1 J(Q j ).
Proof. Let R ij denote the non-empty intersections P i \ Q j 2 M. If R ij has an edge in common with the boundary of M then we count any vertex on this edge coming from M as a vertex of R ij . Otherwise the vertices of R ij are just the boundary singularities (its corners). Even though each P i is a union of polygons S j R ij , the R ij do not constitute a cellular decomposition because the union of polygons R ij may have additional vertices. We can remedy this by adding vertices to P i . Let P 0 i denote P i where we have added the vertices (of all the R ij ) that lie on the boundary of P i . None of the added vertices lie on the boundary of M. Similarly de ne Q 0 j . The union of polygons R ij that lie in P i gives a cellular decomposition of P 0 De nition. Let M be a surface with framed translation structure with a cellular decomposition into planar polygons P 1 : : : P n . We de ne J(M) to be P j J(P j ). The previous theorem shows that J(M) does not depend on the decomposition of M into polygons. It does however depend on the choice of frame v in the translation structure on M. For 
Cohomological interpretation of J
In this section will give two cohomological interpretations of the invariant J(M) under the assumption that M has no boundary. We note here that one of the properties of J that makes it useful for computation is that it is de ned and additive for translation surfaces with and without boundary.
Let ER 2 denote the simplicial complex whose n-simplices correspond to nite n + 1-tuples of elements of R 2 , so that the inclusion of simplices corresponds to inclusion of sets. We denote such an n-simplex in which represents the equivalence class of the simplex with vertices 0; e 1 ; e 1 + e 2 ; : : : ; e 1 + : : : + e n ; that is, the simplex with edges e 1 ; e 2 ; : : : ; e n ; ?e 1 ? e 2 ? : : : ? e n .
The space BR 2 is a classifying space for the additive group R 2 with the discrete topology, that is to say that homotopy classes of maps from X to BR 2 are in one-to-one correspondence to homomorphisms from 1 (X) ! R 2 . The simplicial cochains on BR 2 correspond to cochains in the standard resolution of R 2 so there is a canonical identi cation of the space (co-)homology of BR 2 with the group (co-)homology of R 2 .
Let M be a surface with a framed translation structure. We assume for the rest of this section that M has no boundary. A polygonal decomposition of M into triangles induces a map c : M ! BR 2 as follows. Let 1 ; : : : ; n denote the triangles in the triangulation. The framed translation structure on M gives each triangle j the structure of a triangle in R 2 (well de ned up to translation). Thus this triangle corresponds to a simplex in BR 2 and we de ne c on j to be the a ne map from j to the corresponding simplex. The induced map c : 1 (M) ! R 2 is just the holonomy homomorphism. In particular the homotopy class of c is independent of the particular triangulation chosen. The elements of the group H 1 (M; R 2 ) correspond to homomorphisms from 1 (M) ! R 2 . Let be the element corresponding to the holonomy homomorphism. We can de ne a cup product map from H 1 (M; R 2 ) H 1 (M; R 2 ) ! H 2 (M; R 2^Q R 2 ) corresponding to the coe cient pairing R 2 R 2 ! R 2^Q R 2 . Let denote the corresponding element of H 2 (M; R 2^Q R 2 ). Proposition 17 We have J(M) = h ; M]i. Proof. The cohomology group H 1 (R 2 ; R 2 ) is isomorphic to the group of group homomorphisms from R 2 to itself. Such a homomorphism is automatically Q linear but need not be R linear. Let be the element of group cohomology corresponding to the identity map from R 2 to itself. The map c induces a map c from H 1 (R 2 ; R 2 ) to H 1 (M; R 2 ), and c ( ) = . We have h The Pontryagin product Br] gives a map from H 1 (R 2 ; Z)^H 1 (R 2 ; Z) 7 ! H 2 (R 2 ; Z). This map is an isomorphism. If we identify H 1 (R 2 ; Z) with R 2 then we can think of the domain as R 2^Q R 2 . Proposition 18 With the previous identi cation of H 2 (R 2 ; Z) with R 2^Q R 2 we have J(M) = 2c ( M]). Proof. Let p : H 1 (R 2 )^H 1 (R 2 ) ! H 2 (R 2 ) = R 2^R2 denote the Pontryagin product. The proposition asserts that p(J(M)) = 2c (M). It is useful to introduce a second method of identifying H 2 (R; Z) with R 2^Q R 2 . Let q : H 2 (R 2 ; R 2 ) ! R 2^R2 denote the map q( ) = h ; i. According to the previous proposition q(c ( M])) = J(M). We have an explicit formula for the Pontryagin product in terms of the bar notation Br] which allows us to compare these two identi cations by computing the composition q p: Since the composition q p is an isomorphism it follows that both p and q are isomorphisms. We want to show that p(J(M)) = 2c (M) or equivalently that qp(J(M)) = 2q(c (M)). Since qp(J(M)) = 2J(M) we need to show that q(c M]) = J(M). But this is proved in (2).
Projections, the Sah-Arnoux-Fathi invariant and the Kenyon invariant
We de ne two linear projections from R 2^R2 to R^R. On basis elements they are de ned by Proof. The interval I gives us a decomposition of M into rectangles R 1 ; : : : ; R n , where the bottom edge of R j is attached to I at the interval I j and the top edge of R j is attached to I at the interval I 0 (j) . These rectangles are maximal in the sense that each has a singularity or an endpoint of I on each vertical boundary. To make this a cellular decomposition, we must add vertices to each R j along its vertical edges (at singularities of M and endpoints of I), as well as along I, to make the two decompositions of I compatible. The only contribution to J xx comes from adding vertices along I.
To compute this contribution, think of I as a single segment, to which we have added vertices for the endpoints of I j coming from rectangles \above" I and vertices from endpoints of the I 0 j coming from rectangles \below" I. Note that J xy 2 R R, and so can be considered as a bilinear form on Hom(R; Q). If the in the above theorem were rational, then we could write J xy = P j r j r j . Since > 0 this would mean that J xy , considered as a bilinear form on Hom(R; Q), would be symmetric and positive semide nite. If is not rational, then if we change the translation structure by dividing the y-coordinate by , then the new invariant would be J 0 xy = P j r j r j and would hence be symmetric and positive semide nite.
Triangular tables.
In this section we explicitly compute the J-invariant for the surfaceT where T is a rational triangle. In case T is acute, we nd a closed billiard trajectory and compute the modulus of the maximal cylinder containing it. We then use J to determine when the surface can be decomposed into cylinders of moduli commensurable to this one.
Let T be a triangular billiard table in the plane with angles , , and . As in section 2.1 we write = r =n, = s =n and = t =n where r, s and t are natural numbers with greatest common divisor one and n = r + s + t.
For the sake of our calculations it is convenient to identify R 2 with C and to identify the rotation group with fjzj = 1g. Let us take the vertices of T to be 0, 1 and v where Im(v) > 0 and T has angle at 0, angle at 1, and angle at v. Let a = e 2 i , b = e 2 i , and c = e 2 i . Let w = e 2 i=n . We observe that a, b and c are powers of w and that abc = 1. The group ? 0 is generated by w and complex conjugation z 7 ! z. Let K denote the cyclotomic eld generated by w, and k = Q cos n ] be its maximal real sub eld. As we will show below in (4) and (3), the holonomy of segments takes values in K C. If n is even, the x-and y-coordinates of elements in K are in the real sub eld k. If n is odd, the x-coordinates are in k and after scaling by 1= sin( =n) the y-coordinates are also in k. Therefore after this change of coordinates the holonomy takes values in k 2 ; in particular k is the holonomy eld de ned in section 7.
LetT be the surface with framed translation structure associated to T. We wish to calculate J(T). The surfaceT comes equipped with a decomposition into triangles each of which has a canonical representation as a triangle in R 2 (up to translation). These triangles have the form T for 2 ?. We use this to calculate J: In particular v = h cot +ih = h cot +v?v is in the eld K. Therefore the holonomy image of all segments ofT is in K. Now assume the triangle T is acute. Let denote the largest angle. The rst step is to nd a cylinder inT explicitly. According to Proposition 7 if T is a lattice polygon thenT will decompose into a union of cylinders of moduli commensurable to this one. We use the invariant J and Theorem 21 (and the comments after that theorem) to test for this possibility.
In order to begin we need an explicitly given cylinder. A cylinder inT corresponds to a closed billiard trajectory in T. Since T is acute we have a natural candidate, the Fagnano trajectory. This trajectory is the inscribed triangle whose vertices are the feet of the altitudes of T, see Ta If we change the framed translation structure by dividing the y-coordinate by m we create a cylinder with modulus 1. LetT 00 denote the resulting surface. We can obtain J xy (T 00 ) from J xy (T 0 ) by dividing the second coordinate by m:
J xy (T 00 ) = n?1 X k=0 w k w k mi + w k w ?k mi :
By the comments after Theorem 21, we need to determine when J xy (T 00 ) is symmetric and positive semide nite. In fact, it is already symmetric, as the reader may show.
To test for positive semide niteness, note rst that J xy (T 00 ) 2 K K (in fact, despite appearances, J xy (T 00 ) 2 k k). If ; 0 are embeddings of K into C then the map f ; 0: K K ! C given by
is well-de ned. If 0 = then f ; applied to a non-zero symmetric, positive semide nite form is positive:
f ; X u j u j = X (u j ) (u j ) > 0:
In particular to test J xy (T 00 ) for positive de niteness, we can check that f ; J xy (T 00 ) > 0 for every embedding of K.
An embedding of K is determined by the image of w, which must be a Galois conjugate of w, i.e. of the form w r for some r relatively prime to n. where we used abc = 1.
This gives the following theorem.
Theorem 24 Let T be an acute rational triangle with angles . Let n be the least common denominator of the rational numbers ; ; . Then T has the lattice property only if for all k prime to n we have cos(k + k ) sin(k )sin(k ) < 0:
One can show, although we will not use this fact, that this condition is su cient for the form J xy (T 00 ) to be positive semide nite.
Proof. Recall The group of Galois automorphisms of Q w] is the group U n of integers modulo n relatively prime to n, under multiplication: the automorphism corresponding to k 2 U n sends sin( ) to sin(k ), sin( ) to sin (k ) and cos( + ) to cos(k + k ).
Verifying the condition of Theorem 24.
The set of pairs 1 2 (2 ; 2 ) for which cos( + ) sin( ) sin( )) < 0 is the complement of the darkly shaded region in Figure 4 : choosing 2 ; 2 2 0; 2 ) we must have < 2 + 2 < 3 . Now n is the least common denominator of the two rational numbers = ; = , so (2 ; 2 ) = ( 2 s n ; 2 t n ) for positive integers s; t.
In other words the positivity condition of Theorem 24 is equivalent to: for all p 2 U n , ( ps n ; pt n ) mod 1 is in the unshaded region in Figure 4 . Figure 5 shows the set of pairs ( ps n ; pt n ) as p runs over U n , rst in the case s = 23; t = 17; n = 78 (example 25 in the table below) and secondly in the case s = 23; t = 17; n = 78. The lighter shaded triangle in that gure consists of pairs (s; t) for which the triangle ( n?s?t n ; s n ; t n ) is acute.
The condition of Theorem 24 can easily be checked on a computer. For denominators n running from 1 to 10000 we found exactly 25 non-isosceles acute triangles which satis ed the condition of Theorem 24. They are listed in the table below. Based on this computer evidence we make the following conjecture.
Conjecture Only 25 non-isosceles acute triangles satisfy the condition of Theorem 24.
Because of the results of the following subsection this conjecture implies that only the 3 non-isosceles acute triangles listed in Theorem 1 have the lattice property.
We restate this conjecture in strictly number theoretic terms taking into account the results of our Theorem 1.
Restatement. For all n 10000, and for all s 6 = t 2 U n for which s + t 6 = 0, s + 2t 6 = 0 and 2s + t 6 = 0 there exists p 2 U n such that either (ps mod n) + (pt mod n) < n=2 or (ps mod n) + (pt mod n) > 3n=2. That is, for some p 2 U n the pair ( ps n ; pt n ) mod 1 is in the darker shaded region of Figure 4 .
Note that the case s+t = n occurs only if + = , an impossibility. The cases 2s+t = n and s+2t = n occur only when 2 + = or + 2 = , that is, when the triangle is isosceles.
25 special cases
In the previous table the triangles in cases 1, 2 and 4 do have the lattice property. These correspond to the three cases mentioned in Theorem 1. Cases 1 and 2 have been considered in Vo2]. We will consider case 3 in section 5.2. In this section we deal with the 22 remaining cases.
In these 22 cases, we construct directly two non-commensurable maximal cylinders in a singular direction (perpendicular to an edge). In the above table, the column \side" gives the left and right angles of the side perpendicular to which were the cylinders we found; the entries`x 1 ' and`x 2 ' give the center x-coordinate of the cylinders, assuming the left endpoint of the edge \side" is at the origin and its right endpoint is at 2 sin , where is the opposite angle (note that this is a di erent convention for the side length as that used previously). Thus these examples do not have the Veech property. The data for the ratio of the cylinders is in the table below.
By way of example, in example number 13 with angles (14; 11; 5) 30 we found the cylinders of Figure 6 perpendicular to the edge whose angles are 14; 5. The rst cylinder is centered at x = :180 and the second Since w has algebraic degree (60) = 16, this ratio is irrational (if the ratio were rational, w would satisfy a rational polynomial of degree 14). In fact the algebraic degree over Q of the ratio can be shown to be 4. The table below lists the degree of w, gives the ratio as an element of Q w], and gives the degree of the ratio. In each case the ratio is a polynomial in w of degree less than the degree of w, so the ratio is irrational. 6 Right-angled and isosceles triangles In this section we will prove the necessity of the hypotheses of Theorem 2. The su ciency of the hypotheses has already been discussed following the statement of the Theorem. Theorem 2 deals with right and isosceles triangles. We begin with the case of right triangles. Speci cally we will show that a rational right triangle for which the smallest angle is not of the form =n does not have the lattice property.
Proof of Theorem 2, right-triangle case. Let T be a rational right triangle. We will nd a pair of maximal cylinders in the surfaceT with incommensurable moduli. The fact that the automorphism group ofT is not a lattice will then follow from Propositions 7 and 9.
Let ; be the two acute angles, with . There is a maximal cylinder perpendicular to the hypotenuse of the triangle as shown in Figure 9 . Assuming the shorter leg has length 1=2, the circumference of this cylinder is 2 sin( ), and the height is cos( ). This cylinder therefore has modulus M = 1 2 cot( ) = 1 2 tan( ):
If is not of the form =n, then the surface has a singularity at the point v of Figure 9 . Let k 0 be the integer for which k 0 =2 (k 0 + 1) . If k 0 is odd, k 0 = 2k ? 1, then there is a maximal cylinder which for which (q) = 2 or (q) = 4 are q = 3; 6; 8; 12. However since = p q < =4 and is not of the form =n none of these exceptions occur.
So we conclude from Lemma 26 that tan( ) = tan( 2 ?(2k?1) ) if k 0 is odd and tan( ) = ? cot((2k+1) ) if k 0 is even. The rst possibility implies = 2 ? (2k ? 1) and so = 4k , which is not allowed. For the second possibility we must have tan( 2 ? ) = ? tan((2k +1) ) = tan( ?(2k+1) ), or = 4k again. Again this is not allowed.
In conclusion, the cylinders are never commensurable. So these triangles do not have the lattice property.
If has the form =n then the cylinders constructed here are not maximal. Nevertheless if we assume that = =n with n odd then it is easy to check that the previous argument for the incommensurability of the moduli still applies. We will use this fact below.
Lemma 26 If m and n are relatively prime, then k tan(m =n)k = 8 < :
p if n = p`and p is an odd prime 1=p if n = 2p`and p is an odd prime Proof of Theorem 2, isoceles case. Let T 0 be an isosceles triangle with apex angle where is a rational multiple of which is not of the form =n. Let T be the right triangle obtained by folding T 0 in half. Thus the apex angle of T is = =2. LetT 0 andT be the surfaces associated with T 0 and T. There is a natural projection from T 0 to T. Case 1. Assume that does not have the form 2 =n with n odd. In this case does not have the form =n. The annuli in T shown in gure 9 and gures 10 or 11 (as the case may be) are maximal and incommensurable inT. They lift to maximal and incommensurable annuli inT 0 .
Case 2. Assume that = 2 =n with n odd. In this caseT 0 is a branched double cover ofT branched at the points inT corresponding to the apex angle of T (one of these points is marked v in gures 10 and 11).
These points are non-singular points ofT. In this case the annuli in gures 10 and 11 are not maximal iñ T (because v is not a singular point inT) but their lifts are maximal inT 0 (because v does correspond to a singular point inT 0 ). The incommensurability of the moduli of the cylinder from gure 9 and the cylinder from gure 10 or 11 follows from the comment before Lemma 26.
7 Appendix: Consequences of having a non-elementary automorphism group
The criteria developed in section 5 (to show that polygons do not have the lattice property) are rather subtle. The results of this section were motivated by the desire to nd elementary criteria which could be used to show that a particular polygon did not give rise to a surface with the lattice property. In fact the criteria that we develop here test for the weaker property of having an automorphism group of`type 3' as in section 3. On the other hand we will see that the translation surfaces for all rational triangles satisfy the hypotheses in the criteria of this appendix so that these criteria are not useful in distinguishing di erences in the a ne automorphisms groups of rational triangles. In particular the main results of this paper in section 5 do not depend on the results of this appendix. The existence of an a ne pseudo-Anosov automorphism of a translation structure or, what is the same, a hyperbolic element of D(?) has consequences for the algebraic structure of the holonomy image. We describe these consequences in this appendix. We begin with an algebraic Lemma.
A polynomial P(X) of even degree 2g is said to be reciprocal if P(X) = X 2g P(1=X). This implies that each root occurs with the same multiplicity as ?1 .
Lemma 27 If is the root of a reciprocal polynomial P(X) 2 Z X] of degree 2g then + ?1 is the root of an integer polynomial of degree at most g.
Proof. By induction on g we will prove P(X)X ?g = r(X + 1=X) for some integer polynomial r. This is clearly true if g = 1, for then P(X)X ?1 = aX + b + a=X = a(X + 1=X) + b. For g 1, the terms of degree g and ?g in P(X)X ?g have equal coe cients a 1 ; thus P(X)X ?g ? a 1 (X + 1=X) g is either zero or of the form Q(X)X ?g 0 for some reciprocal integer polynomial Q of even degree 2g 0 < 2g. Let = h(H 1 (M; Z)), that is, is the subgroup of R 2 generated by the integer holonomy. Then is a free Z-module; let rk( ) denote its rank.
Let e 1 ; e 2 2 be non-parallel vectors in R 2 . De ne k to be the smallest sub eld of R such that every element of can be written ae 1 + be 2 ; with a; b 2 k. In other words, k is the smallest eld such that k k = k 2 . We call k the holonomy eld. Proof. Let k 0 = Q + ?1 ]. We rst show that k 0 k. Since Df 2 SL(2; R) and Df maps k k = k 2 to itself, after choosing a basis in , the map Df is in SL(2; k). But trace(Df) = + ?1 . As a consequence + ?1 2 k and so k 0 k.
To show that k k 0 we will show that is contained in a 2-dimensional k 0 -vector subspace of R 2 . Let f denote the action of f on H 1 (M; k 0 ). The characteristic polynomial of f factors over k 0 as P(X) = (X 2 ? ( + ?1 )X + 1)Q(X);
where and ?1 are not roots of Q(X) (Fried Fri] Now write P(X) = (X 2 ? ( + ?1 )X + 1)Q 0 (X)R(X) where R(X) is the largest rational factor. The rational subspace W R corresponding to R(X) is in the kernel of h and so rk = 2 + degQ 0 . Now (X 2 ? ( + ?1 )X + 1)Q 0 (X) is either the minimal polynomial for or the product of the minimal polynomials for and ?1 , in case they are not algebraic conjugates. By Lemma 27 the algebraic degree of + ?1 is equal to ? ? yh R 2 Because the top row is exact, the eigenvalues of f acting on H 1 (M; ; Q) are the union of the eigenvalues of f acting on H 1 (M; Q) and the eigenvalues of f acting on H 0 ( ; Q). Since is a nite set, f is a permutation matrix on H 0 ( ; Q), and so the eigenvalues on this space are roots of unity. As a consequence the eigenvalues ; ?1 occur with multiplicity exactly 1 on H 1 (M; ; Q).
As in the proof of Theorem 28, x 2 H 1 (M; ; Q) is in Ker(h) if and only if x is in an f-invariant Q-subspace such that the eigenvalues of f on that subspace do not contain . 
