Abstract. In this paper, we consider the problem of finding the energy minimum of the aggregate of atoms of a fragment of a planar crystal lattice. To calculate the energy, the Brennor or REBO (reactive empirical bond order) method is used. The REBO potential is calculated using the LAMMPS package (Large-scale Atomic / Molecular Massively Parallel Simulator). As optimization methods, both the gradientless methods and the methods using the first derivatives of the functional are used. To calculate the derivatives, the combined differentiation method, implemented in the LAMMPS package, is used, using sequentially forward and reverse methods of fast automatic differentiation.
Introduction
The acquisition of new materials consisting of a single layer of atoms of various substances has become in recent years one of the notable trends in materials science. Such materials as graphene, silicene, phosphorene have unique properties that make them almost ideal for use in electronic devices. Since their unique properties are associated mainly with a two-dimensional, flat structure, new materials are also sought among those substances that are capable of forming a two-dimensional grid. The work is devoted to solving the problem of finding the energy minimum of the aggregate of atoms of a fragment of a planar crystal lattice.
The plane model of a multilayer piecewise homogeneous material considered in the work was proposed in [1] , [6] , [4] , [2] . In these papers, the problem of unconstrain optimization with box constraints was considered. Analysis of the resulting configurations of a plane crystal lattice showed that some of them could not be considered correct -the displacement of the first atom in the layer exceeds the distance between the atoms, which should not be. To correct this effect, additional restrictions were introduced in the problem. In addition, for calculating the interaction energy of atoms, the potentials of Lennard-Jones and Tersoff were used, apparently realized and manually differentiated. We did not see an opportunity to produce such large-scale technical works and used the capabilities of the LAMMPS package [10] . To integrate with the model, it was necessary to perform minimal modifications of LAMMPS. The potential of the inter-action REBO (reactive empirical bond order) is used to calculate the energy.
Two optimization methods are used to solve the optimization problem. The first method is a modification of the known method of coordinate descent -Adaptive Coordinate Descent (ACD) [7] . The second method is gradient descent, with adaptive step selection. To calculate the gradient, the method implemented in LAMMPS is modified.
Statement of the Optimization Problem
A plane model of a multilayer piecewise homogeneous material is considered [1] , [6] , [4] , [2] . The material is represented in the form of a periodic piecewise homogeneous multilayer structure, within the framework of which types of atoms in different layers can differ. The model imposes a number of restrictions on the structure of the layers:
1. each layer consists of identical atoms, different atoms can be in different layers;2. the distances between adjacent atoms in the same layer are the same, but in different layers they may differ;
3. in the system under consideration, a group of K parallel layers is selected which periodically repeats in the direction of the axis y;
4. The number of atoms in each layer and the total number of layers are considered potentially unlimited. Fig. 1 shows an example of a model in which a group of three layers is repeated. Each layer consists of atoms of its kind. s i , i = 1, ..., K-distance between atoms in layer i.
The set of values of these parameters will be called a configuration
It is required to determine the configuration u corresponding to the minimum interaction energy of the atoms entering the simulated fragment of the material:
The coordinates of atom can be calculated by the formulas:
where x 1î is the first coordinate ofî-th atom with serial number n on the k -th layer, and x 2î is the second coordinate of it. Distance between atomsî andĵ:
Atomic energy configuration is calculated using REBO interatomic interaction potential [3] 
Eˆiĵ,
The expression V R rˆiĵ is part of the energy associated with repulsive forces of atoms located at a distance rˆiĵ. It is calculated by the following formula:
where the parameters Qˆiĵ, Aˆiĵ, αˆiĵ, depends on atom typesî andĵ. Values for these and all other potential parameters are given in [11] . The wˆiĵ rˆiĵ term is a bond-weighting factor, that switches off REBO interactions when the atom pairs exceed typical bonding distances. The definition of this function can be seen in [11] . The expression V A rˆiĵ reflects the energy of attraction and is calculated by the formula:
where the parameters B (n) iĵ and β (n) iĵ are given in [11] .
The bˆiĵ term specifies the "bond order" for interaction between atomsî andĵ. This term is only roughly equivalent to the usual chemical concept of a bond order and is simply a means of modifying the strength of a bond due to changes in the local environment. The bˆiĵ term is larger for stronger bonds. The definition of this function can be seen in [11] .
Fast Automatic Differentiation
Let z ∈ R n and u ∈ R r be vectors. The differentiable functions W (z, u) and Φ(z, u) define the mappings W :
The vectors z and u satisfy the following system of n nonlinear scalar equations Φ (z, u) = 0. If the matrix Φ T z (z, u) is nondegenerate, then the composite function Ω (u) = W (z(u), u) is differentiable and its gradient with respect to the variables u is calculated by the formulas (1) - (2) for the forward differentiation method:
where the rectangular r × m matrix N (u) is found from the solution of a linear algebraic system:
and (3) - (4) for the reverse differentiation method:
where the vector p ∈ R n is found from the solution of a linear algebraic system:
Here and below, the index T denotes transposition, the subscripts z, u denote partial derivatives of functions with respect to the vectors z and u:
We also denote the i-th, j-th components of the vectors z and u as z i , z j , u i , u j .
A forward method allows us to calculate the gradient of a function in a time T (grad (f )), not exceeding:
and the reverse method in time
where T (f ) is the calculation time of the function and C f orward , C reverse are some constants. Theoretical estimates of these constants (without taking into account the access time to RAM and the possibility of parallel computations) are given in [5] : C f orward = 3, C reverse = 3. Practically achievable estimates for C reverse are given in [9] : 2-4 for the manual coding of derivatives and 2.7-4
for the Adept package. For a forward method of differentiation, practically achievable C f orward estimates, as a rule, do not exceed theoretical ones. For greater clarity, we give an example of differentiation by both methods of a function of two variables:
We represent the calculation of a function as a multi-step process:
The calculation of a function and a gradient at the point by a forward method will look like this: As we can see from this example, the number of operations depends on the dimension of the task.
The calculation of the function and the gradient at the point by the inverse method will look like this:
As can be seen from this example, the number of arithmetic operations for calculating the gradient does not depend on the dimension of the problem, but on the number of steps of the multi-step process. It should be mentioned that the implementation of a direct method of fast automatic differentiation requires less overhead for storing the values of internal variables in the RAM. Also, when writing a universal package of dietary supplements, for the reverse method it is necessary to implement saving the function calculation tree, which affects the performance. The only exception is the FAD packages using the source-to-source compilation method, for example, Tapenade [8] . But for one-dimensional functions, the forward method will always be more efficient in implementation.
In some cases, you can combine forward and reverse methods. Let's show this technique, on our function.
A similar technique is implemented to calculate the REBO potential gradient in the LAMMPS package.
Integration with the LAMMPS Package and Calculation of the Gradient
To connect the LAMMPS package to a program containing a plane crystal model and optimization methods, it was required:
1. Configure the package to use the optional package "MANYBODY" -make yes-manybody. 2. Compile the package as a library -make machine mode = lib. 3. In the program, before starting calculations, initialize the package using the library function -lammps open no mpi (). 4. Using the commands of the LAMMPS package, create the necessary objects and calculate the parameters of the potential before starting the calculations -run the commands -lammps command ().
5. In the subroutine for calculating the value of a function and a gradient, use the library function create atoms () to create a set of atoms with coordinates corresponding to the configuration of a plane crystal.
6. Run the calculation of the potential REBO -lammps command (lammps, "run 0") 7. Get the value of the potential and its derivatives with respect to the coordinates of the atoms.
8. Delete atoms -lammps command (lammps, "delete atoms region en"). The LAMMPS package implements the calculation of the partial derivatives with respect to the coordinates for each atom. The calculation algorithm is as follows:
The interaction energy of two atoms is represented as a composite function
and as we see the components V R and V A are functions of one variable r ij (x i , x j ) depending in turn on the coordinates of the atoms.
Sequentially computed
Note: the values
are not stored in any two-dimensional arrays , but accumulate in the variables ∂E ∂x * , where * corresponds to the indices i or j.
∂r ij ∂x i and
∂r ij ∂x j Similar to the note above, the values are accumulated in variables
As a result, in order to calculate the gradient of the functional (with respect to the variables h i, d i, s i), we need to cycle through k = 1, . . . , N, where N is the number of atoms sum values
Numerical Experiment
The parameters of the optimization task were chosen as follows -the length of the simulated fragment L = 16, the number of layers K = 4, the distance between the layers 0.5 ≤ h i ≤ 1.0, the displacement of the first atom 0.0 ≤ d i ≤ 4.0, the distance between the atoms in the layer 0.4 ≤ s i ≤ 4.0. At the same time, the number of atoms in the fragment was not fixed and changed depending on the configuration obtained. Two methods were used to solve optimization problems. The first method is a modification of the known method of coordinate descent (ACD). The essence of the method is that at each step a shift is made in one of the directions along the coordinate axes. If the value of the objective function is less at the received point than in the original one, then it is selected as the original one. Otherwise, the shift is performed in the opposite direction. If successive shifts in the direction of the coordinate vector and in the opposite direction did not reduce the objective function, then the magnitude of the step along this direction is reduced by multiplying by a factor α<1. The method works well enough with discontinuous functions, see [7] . In addition to this, the method has a useful property for this task, it skips many closely spaced local minima. From the shortcomings of this method, one can note a low rate of convergence. As an initial approximation, 100 points were randomly taken. The method processed them in 1498 seconds. As can be seen from Table 2 , the ACD method at the first points finds an acceptable value for the record, and all the remaining time improves it negligibly. The average time taken for one start point is 15 seconds. The graph of the improvement of the record value and the minimum values found for each initial point can be seen in Figure 2 .
The second method is gradient descent, with adaptive step selection. From the initial point, a step is taken along the direction of the antigradient, and if the value of the objective function Figure 2 . The values found by the method of ACD minimum and record as a function of time is less than the original at the received point, it is selected as the initial one, and the step size increases by some coefficient. Otherwise, the step size decreases.
The gradient descent method for 1480 seconds processed 15000 starting points. An average of 0.1 seconds per point. The search results are shown in Table 2 . Table 2 The speed of finding the record value by the method of gradient descent As can be seen from Table 2 and especially Figure 3 , the gradient descent method quickly finds a local minimum, but because of the accuracy of the work, it stops its work at the minimum close to the starting point, which is a drawback for our problem. As a further development of the method, it is necessary to use various methods of globalizing the search. 
Conclusion
In this paper, the problem of minimizing the energy of a set of atoms of a fragment of a planar crystal lattice is considered. The principles of the integration of the model with the LAMMPS package (Large-scale Atomic / Molecular Massively Parallel Algorithm) are studied. The use of the existing package has saved the effort to implement the REBO potential in the code, and the labor costs for obtaining the gradient of this potential have been partially reduced. A numerical experiment was conducted to find the minimum. In the experiment, two methods were used -one of the modifications of the method of coordinate descent and the method of gradient descent with the selection of a step. It was shown that, despite the higher rate of convergence of the gradient descent method, the coordinate descent method shows better results. Further development is possible in the direction of the globalization of gradient methods, as well as in the application of higher-order methods using second derivatives.
