In the last couple of decades Sentiment Analysis has attracted considerable amount of interest from the research community across the globe. Sentiment Analysis brings to light the underlying point of view(s) in a text; for example classifying a review as positive, negative or neutral. The main aim is to extract a set of potential confident features from the review and then classify them into emotions which they strongly depict. In this paper we dig deeper into analysing the sentiments and classify them into Ekman's six basic emotions i.e. Anger, Fear, Disgust, Sadness, Happiness and Surprise using Hadoop with the assistance of Apache Flume, Apache Hive.
Introduction
Starting from the advent of 1990s, which is marked as the beginning of transmission of modern Internet, the usage of internet has been increased in various forms. In today's world since textual data is increasing in an unimaginable range, there are many organizations that are trying to use this large amount of data to extract people's opinions towards their products. Social Networking Sites (SNS) proves to the best source for obtaining the data for analysis. However since the data collected from sources is huge, it is highly unfeasible to manually analyze them. Data is critical to organizations for the immense value that it offers. In the past organizations have considered data uneconomical and the rest have used solutions which limited their capabilities to derive the value from data. In modern times technologies have advanced, businesses have become more dynamic and organizations now want to derive value from the data they always had. It is important for them to identify the data that needs to be captured and stored. With the increase in data, changes in the approach to capture, manage, process and visualize data is highly required.
The need to aggregate and analyze this data to derive hidden insights has grown with exponential data growth at an exponential rate. The capability to do this has become the basis of competition and the success that follows. Sentiment Analysis or opinion mining deals with the computation and classification of opinions, sentiment and the subjectivity that is depicted by the text. The opinion of people is kept in high regards during the decision making process of any organization. This is the reason why opinion mining/sentiment analysis has become a very important issue for researchers. It is indeed a challenge to process a large mass of data which is available on the Web. We consider Twitter as a source for data collection since it is a very popular microblogging site, a means of communication and a collaborative system that allows people to share short text messages. Although, the tweets does not exceed 140 characters; for a small group of users it has been increased to 280 characters. In this paper we aim to analyze the tweets and classify them into Ekman's six basic emotions. master, is a commodity hardware which consists of LINUX/UBUNTU/GNU operating system and a name-node software. Data-node is also a commodity hardware having LINUX/UBUNTU/GNU as the operating system and a data-node software. The responsibility of data-nodes is to manage the data storage of their system. Reading and writing operations on the file systems and also performance of the operations such as deletion, block creation and replication according to the instructions given by the name-node are done by the data-nodes. Map-Reduce: It is not only a processing technique but also a programming model for distributed computing. The Map-Reduce algorithm consists of two important tasks, viz. Map Task and Reduce Task.
Figure 2. Map-Reduce Framework
The Mapper stage processes the input data which generally is in the form of file or dictionary which is stored in Hadoop File System (HDFS). The input file is processed sequentially by the Mapper function and creates several small chunks of data. The Reducer stage is a combination of shuffling and reducing. The job of Reducer function is to process the data that comes from Mapper function. After processing a new set of output is generated which will be stored in HDFS. Apache Flume: Flume is an Apache open source framework which is used as a data ingestion mechanism tool. It is a mechanism of moving large amount of data into Hadoop cluster. 
Related Work
A lot of research work is done on analyzing the sentiments, rule-based techniques, bag-of-words and on various machine learning methods. The two main directions for research in opinion mining is either document level [1] [2] or sentence level analysis [3] [4] . Most methods for classification of the documents at the level of sentences are usually based on the identification of terms or phrases of opinions. To do so there are basically two methods:
(1) Rule-based methods and (2) Lexicon-based methods. Turney [5] introduced a new unsupervised learning algorithm in order to rate a review as thumbs up (recommended) or thumbs down (not recommended). The algorithm consists of three steps: (a) the first step is extracting the phrases which contains adjectives or adverbs. (b) The second step is the core of the algorithm where semantic orientation of each and every phrase is estimated (c) Lastly classifying the reviews based on the average semantic orientation of the phrases. However this algorithm do not extract features on which the opinions have been expressed. It was further processed at sentence level where the sentiment of each document was determined by Hu and Liu [6] . Wilson, Weibe and Hoffmann [7] proposed a new approach for sentiment analysis at phrase level which first determines the expression as neutral or polar and then disambiguates the polarity of the polar expressions. With this approach they were able to classify the polarity of the context for a large subset of sentiment expression automatically. Zhao and Gui [9] discussed various textual preprocessing methods for classification of sentiments using Twitter dataset. The experiments show that when pre-processing methods like expanding the acronyms and replacement of negation are done, the F1 measure and the accuracy of Twitter sentiment classification classifier are improved, but it barely changes when URL's, stop words or numbers are removed. It was observed that after the application of various pre-processing methods, Naive Bayes and Random Forest classifiers are more sensitive as compared to Logistic Regression and support vector machine classifiers. In the survey by Lee et al [10] , they characterized the MapReduce framework and discussed its inherent pros and cons. They introduced its optimization strategies and discussed the open issues and challenges raised on parallel data analysis with MapReduce. Jamoussi and Ameur [13] classified the sentiments of Facebook comments as positive or negative by using linguistic approach. They covered several sentiment words to create a lexicon since it plays a key role in sentiment analysis and also addressed the problem of how to group and list the words which are present in the dataset into two separate dictionaries. The final classification into positivity and negativity is done using the dictionaries.
Proposed Approach
In this section we put forth the background and the method we proposed, along with the detailed description of our research work. The data is ingested in real time using Apache Flume in the HDFS from Twitter. In order to perform sentiment analysis, WordNet dictionary and a time-zone map to perform country-wise sentiment analysis is used. For opinion mining we have used EmoSenticNet dictionary which consists of 13190 words with their respective scores for the six basic emotions viz. anger, disgust, fear, happiness, sadness and surprise. Considering only the subjective tweets, sentiment analysis is performed based on sentence level in the following three stages: Stage 1: The first phase consists of pre-processing.
Stage 2:
The second phase is by using the set of features extracted, create a feature vector.
Stage 3:
Lastly machine learning is used for the classification of the tweets into sentiments/ emotions which they strongly depict. Our pre-processing is divided into two phases. The first phase is applied during the ingestion of tweets in the HDFS using Apache FLUME. In phase 1, subject on which tweets are required for analysis is provided, for example, Hadoop, Bigdata etc. The usage of language filter enables only English tweets to be stored in the HDFS. Due to the first phase, unwanted tweet processing is avoided thus lowering the load on HDFS. The raw tweets loaded in the HDFS is first structured. The same is done with the dictionaries and the time-zone map. The second phase of our pre-processing includes POS tagging. For POS tagging, we used Stanford tagger. The result obtained will be as follows:
INPUT
The concert was so amazing OUTPUT The/DT concert/NN was/VBD so/RB amazing/JJ Where DT represents determiner, NN is noun, VBD is verb, RB is adverb and JJ is adjective.
The algorithm mentioned below will separate the required tag set. 
Experimental Results and Analysis
We consider a dataset which consists of sentences with their underlying sentiments representing Ekman's six basic emotions (anger, disgust, fear, sadness, happiness and surprise). The supervised machine learning techniques used for the classification are SVM (Support Vector Machine), Multinomial Naïve Bayes and Bernoulli Naïve Bayes. The dataset used consists of 10000 tweets with 1000 tweets each for emotion anger and disgust and 2000 tweets for emotions fear, surprise, happiness and sadness. The above results show that SVM yielded a total accuracy of 81.0431% whereas Multinomial Naïve Bayes and Bernoulli Naïve Bayes achieved an accuracy of 74.7241% and 74.8244% respectively.
Conclusion
In this research work, we have proposed a framework for further classifying the sentiments into Ekman's six basic emotions using Hadoop. Language filter was applied during the data ingestion in order to reduce load in HDFS. The unstructured ingested data that is stored in HDFS, is first structured and then processed by using MapReduce algorithm. The classification of emotions is performed by using machine learning techniques like SVM, Multinomial Naïve Bayes and Bernoulli Naïve Bayes earning maximum accuracy of 81.0431% from SVM. 
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