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Let B(H) be the algebra of all bounded linear operators on a complex inﬁnite-dimensional
Hilbert space H. For every T ∈B(H), let m(T ) and q(T ) denote the minimum modulus and
surjectivity modulus of T respectively. Let φ : B(H) −→B(H) be a surjective linear map. In
this paper, we prove that the following assertions are equivalent:
(i) m(T ) = m(φ(T )) for all T ∈B(H),
(ii) q(T ) = q(φ(T )) for all T ∈B(H),
(iii) there exist two unitary operators U , V ∈B(H) such that φ(T ) = UT V for all T ∈B(H).
This generalizes the result of Mbekhta [7, Theorem 3.1] to the non-unital case.
© 2009 Elsevier Inc. All rights reserved.
1. Terminology and introduction
In the following, let H be a complex inﬁnite-dimensional Hilbert space, B(H) the algebra of all bounded linear operators
on H and T ∈ B(H). We denote by T ∗ the adjoint of T , N(T ) its kernel, R(T ) its range and σ(T ) its spectrum.
Let T ∈ B(H). The minimum modulus (also called injectivity modulus) of T is deﬁned by
m(T ) = inf{∥∥T (x)∥∥: x ∈ H, ‖x‖ = 1}, (1.1)
and the surjectivity modulus of T by
q(T ) = sup{r  0: rB(0,1) ⊂ T (B(0,1))}, (1.2)
where B(0,1) = {x ∈ H: ‖x‖ < 1}.
We refer to [3,8,10] for the properties of these quantities. In Sections 2 and 3, we recall some crucial properties for the
minimum modulus and surjectivity modulus.
We will say that a linear map φ : B(H) −→ B(H) preserves the minimum (resp. surjectivity) modulus if, for all T ∈ B(H)
m
(
φ(T )
)= m(T ) (resp. q(φ(T ))= q(T )).
Linear preserver problems present one of the most active research topics in matrix theory (see for example [6]). Over the
past decades, there has been a considerable interest in similar questions in the inﬁnite-dimensional setting, that is, to linear
preserver problems on operator algebras (see survey papers [1,4,5,9,12]). In both cases, the problem is to characterize those
linear maps on the algebra in question which leave invariant certain properties of operators such as the spectrum, numerical
range, commutativity and invertibility.
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surjectivity modulus of operators on Hilbert space. We prove that if φ : B(H) −→ B(H) is a surjective linear map, then the
following are equivalent:
(i) m(T ) = m(φ(T )) for all T ∈ B(H),
(ii) q(T ) = q(φ(T )) for all T ∈ B(H),
(iii) there exist two unitary operators U , V ∈ B(H) such that for all T ∈ B(H), we have
φ(T ) = UT V .
Note that this result generalizes the one of Mbekhta [7, Theorem 3.1] for the unital case, φ(1) = 1, to the non-unital case.
The paper is organized as follows. In the next section we prove that if A, B ∈ B(H) are invertible operators, then
m(AT B) = m(T ) holds for every T ∈ B(H) if and only if q(AT B) = q(T ) holds for every T ∈ B(H) if and only if there
exist U , V ∈ B(H) unitary such that A = λU and B = μV where λ,μ ∈ C \ {0} satisfying |λμ| = 1. In Section 3, we show
that if a surjective linear map φ : B(H) −→ B(H) preserves the minimum modulus or the surjectivity modulus then φ(I) is
invertible. This will be our main tool to prove the main result (Theorem 3.5) of this paper.
2. Some auxiliary results
Let M be a linear subspace of H. We say that M is of ﬁnite codimension if dim(H/M) < +∞. In this case, we deﬁne the
codimension of M by codimM = dim(H/M).
Recall that
m(T ) = 1‖T−1‖ (2.1)
for every invertible operator T ∈ B(H) (see [3, Lemma 2.1]).
It is not diﬃcult to see that if T , L ∈ B(H), then
m(T )m(L)m(T L). (2.2)
It is well known that
m(T ) = inf{σ (|T |)} and q(T ) = inf{σ (|T ∗|)},
where |T | denotes the positive square root of T ∗T . In particular we easily see that
m(T ) = q(T ∗). (2.3)
In all the following, we denote by 〈·,·〉 the inner product of H and by 〈x〉 the subspace of H spanned by x ∈ H.
Lemma 2.1. Let A, B ∈ B(H) be invertible and assume that
m(AT B) = m(T ) for all T ∈ B(H).
Then ‖A‖‖B‖ = 1.
Proof. We ﬁrst suppose that for every x ∈ H,
‖A(x)‖
‖A‖ = ‖x‖. (1)
Then the operator A‖A‖ is unitary. Thus A = αU for some α ∈ C \ {0} and U unitary. Hence, for all T ∈ B(H),
m(T ) = m(AT B) = m(U (TαB))= m(T (αB)).
In particular, we conclude that
m(αB) = m(I) = m((αB)−1),
which yields that αB is unitary. Thus B = ‖A‖−1V for some unitary operator V and hence ‖B‖ = ‖A‖−1.
Therefore, the proof will be complete if we show that (1) holds true for every x ∈ H.
Assume the contrary. Let x0 ∈ H be a unit vector such that ‖A(x0)‖ < ‖A‖. We know that there exists a sequence ( fn)n1
of unit vectors in H such that limn→+∞ ‖A( fn)‖ = ‖A‖. For every n 1, let Xn = 〈x0〉⊥ ∩ 〈 fn〉⊥ . It is clear that codimXn = 1
or 2.
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• If codimXn = 2, let an ∈ 〈x0〉⊥ and bn ∈ 〈 fn〉⊥ such that ‖an‖ = ‖bn‖ = 1,
〈x0〉⊥ = Xn ⊕ 〈an〉 and 〈 fn〉⊥ = Xn ⊕ 〈bn〉. (2)
From (2), we deduce that H = 〈x0〉 ⊕ 〈an〉 ⊕ Xn. We deﬁne Qn to be the orthogonal projection of H onto Xn .
Now for every n 1, we consider the operator Tn deﬁned for every x ∈ H by
Tn(x) =
{
〈x, x0〉 fn + 1n Qn(x) + 1n 〈x,an〉bn if codimXn = 2,
〈x, x0〉 fn + 1n Q (x) if codimXn = 1.
It is simple to verify that Tn is an invertible operator. Furthermore, there exists n0 ∈ N such that for every n n0,
‖Tn‖ < 1+ 1
3
( ‖A‖
‖y0‖ − 1
)
=: μ,
where y0 = A(x0).
On the other hand, seeing that
ATn A
−1
(
y0
‖y0‖
)
= A( fn)‖y0‖ ,
we deduce that limn→+∞ ‖ATn A−1‖ ‖A‖‖y0‖ > 1‖x0‖ = 1. Thus there exists n1  n0 such that∥∥ATn A−1∥∥> ‖A‖‖y0‖ −
1
3
( ‖A‖
‖y0‖ − 1
)
=: δ ∀n n1.
From the hypothesis and by (2.1), it follows that
1= m(I) = m(A−1B−1)= 1‖B A‖ .
Hence
δ <
∥∥ATn A−1∥∥= 1
m(AT−1n A−1)
= 1
m(T−1n A−1B−1)
= ‖B ATn‖ ‖Tn‖ < μ.
This yields a contradiction since obviously δ > μ. This completes the proof of Lemma 2.1. 
By duality we obtain the following corollary.
Corollary 2.2. Let A, B ∈ B(H) be two invertible operators. Assume that
q(AT B) = q(T ) for all T ∈ B(H).
Then ‖A‖‖B‖ = 1.
The following theorem is the main result of this section. This theorem is crucial to prove Theorem 3.5.
Theorem 2.3. Let A, B ∈ B(H) be two invertible operators. The following assumptions are equivalent:
(i) m(AT B) = m(T ) for all T ∈ B(H),
(ii) there exist two unitary operators U ∈ B(H) and V ∈ B(H) such that A = λU and B = μV where λ,μ ∈ C \ {0} with |λμ| = 1.
Proof. We need only to prove (i) ⇒ (ii). From the proof of Lemma 2.1 we know that for all x ∈ H, we have∥∥∥∥ A‖A‖ x
∥∥∥∥= ‖x‖.
Thus A‖A‖ is an invertible isometry, which means that
A
‖A‖ is a unitary operator. Again from the proof of Lemma 2.1, we
know that B‖B‖ is a unitary operator. Consequently there exist two unitary operators U , V ∈ B(H) such that A = λU and
B = μV where λ,μ ∈ C \ {0}. Since ‖A‖‖B‖ = 1, we deduce that |λμ| = 1. 
By duality we obtain the following corollary.
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(i) m(AT B) = m(T ) for all T ∈ B(H),
(ii) q(AT B) = q(T ) for all T ∈ B(H),
(iii) there exist two unitary operators U ∈ B(H) and V ∈ B(H) such that A = λU and B = μV where λ,μ ∈ C \ {0} with |λμ| = 1.
3. Linear maps preserving the minimum and surjectivity moduli
For T ∈ B(H), we denote respectively by σl(T ), σr(T ) the left spectrum and the right spectrum of T .
Let us recall the following useful properties that will be often used in the sequel.
σl(T ) =
{
λ ∈ C: m(T − λI) = 0}; (3.1)
σr(T ) =
{
λ ∈ C: q(T − λI) = 0}; (3.2)
∂σ (T ) ⊆ σl(T ) ⊆ σ(T ); (3.3)
∂σ (T ) ⊆ σr(T ) ⊆ σ(T ). (3.4)
If A ∈ B(H) is an invertible operator, it is clear that
σl
(
AT A−1
)= σl(T ); (3.5)
σr
(
AT A−1
)= σr(T ). (3.6)
We shall need the next lemma in the proof of Theorem 3.3.
Lemma 3.1. Let φ : B(H) −→ B(H) be a surjective linear map. Suppose that
m(T ) = m(φ(T )) ∀T ∈ B(H).
Then φ is a bijective linear map.
Proof. Let S ∈ B(H) such that φ(S) = 0. Assume that S = 0, then there exist x0 ∈ H and y0 ∈ H such that y0 = 0 and
S(x0) = y0. Let L0 : 〈x0〉⊥ −→ 〈y0〉⊥ be a unitary operator.
Now, we consider the operator L ∈ B(H) deﬁned by{
L(x) = L0(x) if x ∈ 〈x0〉⊥,
L(x0) = −y0.
It is clear that m(L) > 0. We have
0 < m(L) = m(φ(L))= m(φ(L) + φ(S))
= m(φ(L + S))
= m(L + S).
Since 〈x0〉 ⊆ N(L + S), we deduce that m(L + S) = 0 which is a contradiction. This achieves the proof. 
Lemma 3.2. Let φ : B(H) −→ B(H) be a surjective linear map. Suppose that
q(T ) = q(φ(T )) ∀T ∈ B(H).
Then φ is a bijective linear map.
Proof. Let S ∈ B(H) such that φ(S) = 0. Assume that S = 0, then there exist x0 ∈ H and y0 ∈ H such that y0 = 0 and
S∗(x0) = y0. Let L0 : 〈x0〉⊥ −→ 〈y0〉⊥ be a unitary operator. We deﬁne an operator L ∈ B(H) by{
L(x) = L0(x) if x ∈ 〈x0〉⊥,
L(x0) = −y0.
We have m(L) > 0 and
0 < m(L) = q(L∗) = q(φ(L∗))= q(φ(L∗) + φ(S))
= q(φ(L∗ + S))
= q(L∗ + S)
= m(L + S∗).
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m(L + S∗) > 0. Hence we conclude that φ is bijective. 
The proof of the main theorem is based on the following one.
Theorem 3.3. Let φ : B(H) −→ B(H) be a surjective linear map. Suppose that
m(T ) = m(φ(T )) ∀T ∈ B(H).
Then φ(I) is an invertible operator.
Proof. By Lemma 3.1, we know that φ is bijective. Let S = φ(I). Since 1= m(I) = m(S), we deduce that S is a left invertible
operator.
Assume that S is not invertible. Since R(S) is closed, then dimR(S)⊥  1.
Let x0 ∈ H and y0 ∈ R(S)⊥ such that ‖x0‖ = ‖y0‖ = 1. We deﬁne an operator K0 ∈ B(H) as follows{
K0(x) = 0 if x ∈ 〈x0〉⊥,
K0(x0) = y0.
Let λ ∈ C \ {0}, it is not diﬃcult to verify that N(K0 − λS) = {0} and it is straightforward to see that |λ|  m(K0 − λS).
Since φ is a bijective map, we deduce that there exists a unique operator L0 ∈ B(H) such that φ(L0) = K0. It is obvious that
L0 = 0. Thus
|λ|m(K0 − λS) = m
(
φ(L0 − λI)
)= m(L0 − λI). (1)
Since the equality (1) holds for all λ ∈ C \ {0}, we get σl(L0) ⊆ {0}. But by the relation (3.3), we know that ∂σ (L0) ⊆ σ(L0),
so we obtain
σ(L0) = σl(L0) = {0}.
On the one hand, by taking account of equality (1), and the fact that L0 − λI is an invertible operator for all λ ∈ C \ {0}, we
obtain, for any unit vector x in H,
|λ|m(L0 − λI)
∥∥L0(x) − λx∥∥ ∀λ ∈ C \ {0}. (2)
On the other hand, since L0 = 0 we know that there is a unit vector x in H such that zx = 〈x, L0(x)〉 = 0 (see for example
[11, Theorem 12.7]). Let a = Re(zx) the real part of the complex number zx and b = Im(zx) the imaginary part of zx . Then
it is clear that a = 0 or b = 0.
– If a = 0. Using the inequality (2) and the polar identity, we have∥∥L0(x)∥∥2 − 2λa 0 ∀λ ∈ R \ {0}.
This implies that a = 0 which is a contradiction.
– If b = 0. By, the inequality (2) and the polar identity, we get∥∥L0(x)∥∥2 − 2λib 0, ∀λ ∈ i(R \ {0}).
So, we can deduce that b = 0 which is a contradiction.
As a conclusion, S is an invertible operator. This completes the proof. 
Subsequently, we prove the same result for the quantity surjectivity modulus.
Theorem 3.4. Let φ : B(H) −→ B(H) be a surjective linear map. Suppose that
q(T ) = q(φ(T )) ∀T ∈ B(H).
Then φ(I) is an invertible operator.
Proof. By Lemma 3.2, we know that φ is bijective. Let S = φ(I). Since 1= q(I) = q(S), we deduce that S∗ is a left invertible
operator.
Assume that S∗ is not invertible. Since R(S∗) is closed, it follows that dimR(S∗)⊥  1. Let x0 ∈ H and y0 ∈ R(S∗)⊥ such
that ‖x0‖ = ‖y0‖ = 1.
Now, we consider the operator K0 ∈ B(H) deﬁned by{
K0(x) = 0 if x ∈ 〈x0〉⊥,
K0(x0) = y0.
H. Skhiri / J. Math. Anal. Appl. 358 (2009) 320–326 325Let λ ∈ C \ {0}, clearly N(K0 − λS∗) = {0} and it is easy to check that |λ|  m(K0 − λS∗). Since φ is a bijective map, we
deduce that there exists a unique operator L0 ∈ B(H) such that φ(L0) = K ∗0 . It is obvious that L0 = 0. Thus
|λ|m(K0 − λS∗) = q
(
K ∗0 − λS
)= q(φ(L0 − λI))= m(L∗0 − λI).
The proof is achieved as in Theorem 3.3. 
Now we are able to prove the main result of this paper.
Theorem 3.5. Let φ : B(H) −→ B(H) be a surjective linear map. The following are equivalent:
(i) m(T ) = m(φ(T )) for all T ∈ B(H);
(ii) q(T ) = q(φ(T )) for all T ∈ B(H);
(iii) there exist two unitary operators U ∈ B(H) and V ∈ B(H) such that φ(T ) = UT V for every T ∈ B(H).
Proof. (iii) ⇒ (i) and (iii) ⇒ (ii) are clear.
For (i) ⇒ (iii). Let φ(I) = S . From Theorem 3.3, we know that S is an invertible operator. Let ψ = S−1φ. First, we
remark that ψ is unital. We prove that ψ preserves the left spectrum. For every T ∈ B(H) and λ ∈ C, we have
m
(
ψ(T ) − λI)= m(S−1φ(T ) − λS−1S)
= m(S−1(φ(T ) − λS))
= m(S−1φ(T − λI)). (1)
Using the equalities (2.1) and (2.2), we deduce
0 m(φ(T − λI))‖S‖ m
(
S−1φ(T − λI)) ∀T ∈ B(H). (2)
Let λ ∈ σl(ψ(T )). By the equality (3.1), it follows that m(ψ(T ) − λI) = 0. So, from (1), we get m(S−1φ(T − λI)) = 0. Now,
by the inequality (2) we deduce
m(T − λI) = m(φ(T − λI))= 0. (3)
This implies that λ ∈ σl(T ). Therefore
σl
(
ψ(T )
)⊆ σl(T ). (4)
Conversely, let λ ∈ σl(T ). Then m(T − λI) = 0.
On the one hand, we have
m
(
φ(T − λI))= m(φ(T ) − λS)= m(Sψ(T ) − λS)= m(Sψ(T − λI)).
On the other hand, by the same argument used before, we get
m
(
ψ(T − λI))= m(ψ(T ) − λI)= 0.
This implies that λ ∈ σl(ψ(T )) and therefore
σl(T ) ⊆ σl
(
ψ(T )
)
. (5)
Hence (4) and (5) imply that
σl(T ) = σl
(
ψ(T )
) ∀T ∈ B(H).
Now, by [2, Corollary 3.5], we know that there exists an invertible operator A such that ψ(T ) = AT A−1 for all T ∈ B(H). It
follows that φ(T ) = S AT A−1 for all T ∈ B(H).
Consequently, by Theorem 2.3, we deduce that there exist U ∈ B(H) and V ∈ B(H), two unitary operators such that
A−1 = λU and S A = μV where λ,μ ∈ C \ {0} with |λμ| = 1.
We prove (iii) ⇒ (ii) in the same way by using Lemma 3.2 and Theorem 3.4. This completes the proof. 
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