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Elementary equivalence
of Chevalley groups over fields
E. I. Bunina
Introduction
Two models U and U ′ of the same first order language L (for example,
two groups or two rings) are called elementarily equivalent if every sentence ϕ
of the language L holds in U if and only if it holds in U ′. Any two finite
models of the same language are elementarily equivalent if and only if they
are isomorphic. Any two isomorphic models are elementarily equivalent,
but for infinite models the converse is not true. For example, the field C
of complex numbers and the field Q of algebraic numbers are elementarily
equivalent, but not isomorphic, since they have different powers (for more
detailed examples see [1]).
The first results on connection between elementary properties of some
models and elementary properties of derivative models were obtained by
A.I. Maltsev 1961 in [2]. He proved that the groups Gn(K) and Gm(L)
(where G = GL, SL, PGL, PSL, n,m ≥ 3, K, L are fields of characteris-
tics 0) are elementarily equivalent if and only ifm = n and the fields K and L
are elementarily equivalent.
Studying of these problems was continued in 1992, when with the help
of ultrapower construction and the Isomorphism theorem [1] K.I. Beidar and
A.V. Mikhalev [3] formulated the general approach to the problems of el-
ementary equivalence of different algebraic structures and generalized the
Maltsev theorem to the case when K and L are skewfields and associative
rings.
In 1998–2004 E.I. Bunina continued to study some problems of this type
(see [4]–[6]). The results of A.I. Maltsev were generalized to unitary lin-
ear groups over skewfields and associative rings with involutions, and also
Chevalley groups over algebraically closed fields.
In the paper [7] we announced the following results on elementary equiv-
alence of Chevalley groups over fields:
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Theorem 1. Let Gpi(Φ, K) and Gpi′(Φ
′, K ′) (or Epi(Φ, K) and Epi′(Φ
′, K ′))
be two (elementary) Chevalley groups over infinite fields K and K ′ of charac-
teristics 6= 2. Then elementary equivalence of these Chevalley groups implies
Φ ∼= Φ′ and R ≡ R′.
Theorem 2. Let G = Gpi(Φ, K) and G
′ = Gpi′(Φ, K
′) (or Epi(Φ, K) and
Epi′(Φ, K
′)) be two (elementary) Chevalley groups over elementary equivalent
fields K and K ′, where representations pi and pi′ have the same weight lattices.
Then the groups G and G′ are elementarily equivalent.
The given work is devoted to the detailed proof of these two theorems,
and even more strict main theorem:
Main theorem. Let G = Gpi(Φ, K) and G
′ = Gpi′(Φ
′, K ′) (or Epi(Φ, K)
and Epi′(Φ
′, K ′)) be two (elementary) Chevalley groups over infinite fields K
and K ′ of characteristic 6= 2, with weight lattices Λ and Λ′, respectively. Then
the groups G and G′ are elementarily equivalent if and only if the root systems
Φ and Φ′ are isomorphic, the fields K and K ′ are elementarily equivalent,
the lattices Λ and Λ′ coincide.
1 Basic facts about Chevalley groups.
1.1 Root systems.
More detailes about root systems and their properties can be found in
the books [8], [9].
A finite nonempty set Φ ⊂ Rl of vectors of the Euclidean space Rl is
called a root system, if it generates Rl, does not contain 0 and satisfies the
following properties:
1) ∀α ∈ Φ (c · α ∈ Φ⇔ c = ±1);
2) if we introduce
〈α, β〉 := 2(α, β)
(α, α)
(the reflection coefficient)
for α, β ∈ Rl, then for any α, β ∈ Φ we have 〈α, β〉 ∈ Z;
3) let for α ∈ Rl wα be the reflection under a hyperplane, ortoghonal to
the vector α, i. e. ∀β ∈ Rl
wα(β) = β − 〈α, β〉α.
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Then for any α, β ∈ Φ we have wα(β) ∈ Φ, i. e. the set Φ is invariant under
the action of all reflections wα, α ∈ Φ.
If Φ is a root system, then its elements are called roots.
The group W , generated by all reflections wα, α ∈ Φ, is called the Weil
group of the root system Φ.
If we draw a hyperplane in the space Rl that does not contain any roots
from Φ, then all roots are divided into two disjoint sets of positive (Φ+) and
negative (Φ−) roots. The system of simple roots is a set ∆ = {α1, . . . , αl} ⊂
Φ+ such that any positive root β ∈ Φ+ can be uniquely represented in the
form n1α1 + · · ·+ nlαl, where n1, . . . , nl ∈ Z+.
For any root system Φ there exists a system of simple roots. The number
l is called a rank of the root system Φ.
We are mostly interested in undecomposible root systems, i. e., such sys-
tems Φ that can not be represented as the disjoint union Φ = Φ1 ∪Φ2 of two
sets with mutually orthogonal roots.
By a root system we can construct the following Dynkin scheme. It is
a graph, that is constructed as follows: its vertices are corresponded to the
simple roots α1, . . . , αl, the vertices with the numbers i and j are connected
by the edge if 〈αi, αl〉 6= 0. If |αi| = |αj|, then 〈αi, αj〉 = 〈αj , αi〉 and the
number of edges between the vertices i and j is |〈αi, αj〉|. If |αi| > |αj|, then
〈αi, αj〉 < 〈αj, αi〉 and |〈αi, αj〉| = 1. In this case there are |〈αj, αi〉| edges
between i and j and we put an arrow from the long root to the short one.
The Dynkin scheme and the root system are uniquely corresponded to
each other.
All indecomposible root systems up to isomorphism are divided to 4 in-
finite (classical) series Al (l ≥ 1), Bl (l ≥ 2), Cl (l ≥ 3) and Dl (l ≥ 4) and
5 separate (exceptional) cases E6, E7, E8, F4, and G2.
These are Dynkin schemes for the root systems:
Al : s s s s s......
Bl : s s s s s s...... ❍
✟
❤✥
1 2 3 l − 2 l − 1 l
Cl : s s s s s s...... ✟
❍
✭❵
1 2 3 l − 2 l − 1 l
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Dl :
s s s s s
s
s
...... ✏✏
✏✏
P
P
PP
1 2 3 l − 3 l − 2 l − 1
l
E6 :
s s s
s
s s
1 3 4
2
5 6
E7 :
s s s
s
s s s
1 3 4
2
5 6 7
E8 :
s s s
s
s s s s
1 3 4
2
5 6 7 8
F4 :
s s s s
1 2 3 4
❍
✟
❤✥
G2 :
s s
1 2
❍
✟
❤✥
1.2 Semisimple Lie algebras.
More details about semisimple Lie algebras can be found in the book [8].
Lie algebra L over a field K is a linear space over K, with a binary
operation x, y 7→ [x, y] (Lie bracket), that is linear by the both variables and
satisfies the following conditions:
1) anti-commutativity : ∀x, y ∈ L [x, y] = −[y, x];
2) Jacobi identity : ∀x, y, z ∈ L [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.
The dimension of Lie algebra is defined by its dimension as a linear space
over K. So a Lie algebra is called finitely dimensional, if the space L is
finitely dimensional.
A subspace L′ of L as a linear space is called a subalgebra of L if ∀x, y ∈ L′
[x, y] ∈ L′. A subalgebra L′ of L is called its ideal if ∀x ∈ L′ ∀y ∈ L
[x, y] ∈ L′.
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The commutant of Lie algebras L1 and L2, that are subalgebras of the
same Lie algebra L, is its subalgebra L′ = [L1,L2], generated by all elements
[x, y] for x ∈ L1, y ∈ L2.
The sequence
L0 = L,L1 = [L,L0],L2 = [L,L1], . . . ,Ln+1 = [L,Ln], . . .
is called the lower central series of L. If for some n ∈ N we have Ln = 0,
then L is called nilpotent.
The sequence
L(0) = L,L(1) = [L(0),L(0)],L(2) = [L(1),L(1)], . . . ,L(n+1) = [L(n),L(n)], . . .
is called the derivative series of L. If for some n ∈ N we have L(n) = 0,
then L is called solvable.
Let us consider a finitely dimensional Lie algebra L. The greatest solvable
ideal of L, that is the sum of all its solvable ideals, is called the radical of L.
A Lie algebra with zero radical is called semisimple. Noncommutative Lie
algebra L is called simple, if it contains exactly two ideals: 0 and L.
A finitely dimensional semisimple Lie algebra over C is a direct sum of
simple Lie algebras.
The normalizer of a subalgebra L′ in a Lie algebra L is a subalgebra
NL(L′) := {x ∈ L | ∀y ∈ L′ [x, y] ∈ L′}.
A Cartan subalgebra of a Lie algebra L is a nilpotent self-normalized
subalgebra H. For a semisimple Lie algebra it is Abelian and is defined up
to an automorphism of L.
Let L be semisimple finitely dimensional Lie algebra over C, H be its
Cartan subalgebra. Consider the space H∗. Let for α ∈ H∗
Lα := {x ∈ L | [h, x] = α(h)x for any h ∈ H}.
In this case L0 = H, and the algebra L can be decomposed as L =
H ⊕ ∑
α6=0
Lα, and if Lα 6= 0, then dimLα = 1, all such nonzero α ∈ H that
Lα 6= 0, form some root system Φ. A root system Φ and a semisimple Lie
algebra L over C uniquely define each other.
On a Lie algebra L we can introduce the bilinear Killing form
κ(x, y) = tr ( adx ad y),
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where adx ∈ GL(L), adx : z 7→ [x, z] is the adjoint representation. For a
semisimple Lie algebra the restriction of the Killing form to H is not degen-
erate, so we can identify the spaces H and H∗.
We can choose a basis {h1, . . . , hl} of H and for every α ∈ Φ elements
xα ∈ Lα so that
1) {hi; xα} form a basis in L;
2) [hi, hj] = 0;
3) [hi, xα] = 〈α, αi〉xα;
4) [xα, x−α] = hα = an integer linear combination of hi;
5) [xα, xβ ] = Nαβxα+β, if α + β ∈ Φ (Nαβ ∈ Z);
6) [xα, xβ ] = 0, if α + β 6= 0, α + β /∈ Φ.
A representation of a Lie algebra L in a linear space V is a linear mapping
pi : L → gl(V ), where
∀x, y ∈ L pi([x, y]) = pi(x)pi(y)− pi(y)pi(x).
A representation is called faithful if it has the zero kernel.
1.3 Elementary Chevalley groups
More details about elementary Chevalley groups can be found in the
book [10].
Let L be a semisimple Lie algebra (over C) with a root system Φ, pi : L →
gl(V ) is its finitely dimensional faithful representation. Then we can choose
a basis in V so that all operators pi(xα)
n/n! for n ∈ N are integer (nilpotent)
matrices. An integer matrix can be considered also as a matrix over an
arbitrary commutative ring with a unit. Let R be such a ring. Consider
matrices n×n over R, the matrices pi(xα)n/n! for α ∈ Φ, n ∈ N we map into
Mn(R).
Now let us consider automorphisms of the free module Rn of the form
exp(txα) = xα(t) = 1 + tpi(xα) + t
2pi(xα)
2/2 + · · ·+ tnpi(xα)n/n! + . . .
Since the matrices pi(xα) are nilpotent, this series is finite. The subgroup
of the group Aut(Rn), generated by all automorphisms of the form xα(t),
α ∈ Φ, t ∈ R, is called an elementary Chevalley group (notation: Epi(Φ, R)).
In an elementary Chevalley group we can introduce the following impor-
tant elements and subgroups:
— the subgroup U is generated by all xα(t), α ∈ Φ+, t ∈ R;
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— the subgroup V is generated by all xα(t), α ∈ Φ−, t ∈ R;
— wα(t) = xα(t)x−α(−t−1)xα(t), α ∈ Φ, t ∈ R∗;
— hα(t) = wα(t)wα(1)
−1;
— the subgroup N is generated by all wα(t), α ∈ Φ, t ∈ R∗;
— the subgroup H is generated by all hα(t), α ∈ Φ, t ∈ R∗;
— B = HU .
It is known that the group N is a normalizer of H in the Chevalley group,
the quotient groups N/H is isomorphic to the Weil groupW (Φ), U is normal
in B.
Elementary Chevalley groups are defined even not by a representation of
a Lie algebra, but by a weight lattice of this representation.
Let us define this notion.
If V is a representation space of a Lie algebra L (with a Cartan subalge-
bra H), then a functional λ ∈ H∗ is called a weight of this representation, if
there exists a nonzero vector v ∈ V such that for any h ∈ H
pi(h)v = λ(h)v.
All weights of a given representation (up to addition) generate a lattice (free
Abelian group with Z-basis, that is a C-basis in H∗), that is called the weight
lattice Λpi.
Elementary Chevalley group is completely defined by a root system Φ, a
coomutative ring R with unit and a weight lattice Λpi.
Among all lattices we mark two: the lattice corresponded to the adjoint
representation and generated by all roots (the adjoint lattice Λad) and the lat-
tice generated by all weights of all representations (the universal lattice Λsc).
For every faithful representation pi we have the inclusion
Λad ⊆ Λpi ⊆ Λsc.
Therefore we have the adjoint and the universal elementary Chevalley groups.
Every elementary Chevalley group satisfies the following conditions:
(R1) ∀α ∈ Φ ∀t, u ∈ R xα(t)xα(u) = xα(t + u);
(R2) ∀α, β ∈ Φ ∀t, u ∈ R α + β 6= 0⇒
[xα(t), xβ(u)] = xα(t)xβ(u)xα(−t)xβ(−u) =
∏
xiα+jβ(cijt
iuj),
where i, j are integral positive numbers, the product is taken by all roots
iα + jβ, with some fixed order; cij are integral numbers not depending of t
and u;
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(R3) ∀α ∈ Φ wα = wα(1);
(R4) ∀α, β ∈ Φ ∀t ∈ R∗ wαhβ(t)w−1α = hwα(β)(t);
(R5) ∀α, β ∈ Φ ∀t ∈ R∗ wαxβ(t)w−1α = xwα(β)(ct), where c = c(α, β) =
±1;
(R6) ∀α, β ∈ Φ ∀t ∈ R∗ ∀u ∈ R hα(t)xβ(u)hα(t)−1 = xβ(t〈β,α〉u).
By Xα we denote the group generated by all xα(t) for t ∈ R.
1.4 Chevalley groups.
More details about Chevalley groups can be found in the book [10], and
also in the papers [11], [12], [13] (see also references in these papers).
A set X ⊆ Cn is called an affine variety, if X is a set of common zeros in
Cn of a finite system of polynomials from C[x1, . . . , xn].
Topology of an affine n-space, where the system of closed sets coincides
with the system of affine varieties, is called Zarisski topology. A variety
is called irreducible, if it can not be represented as a union of two proper
nonempty closed subsets.
Let G be an affine variety with some group structure. If both mappings
m :G×G→ G, m(x, y) = xy,
i :G→ G, i(x) = x−1
can be expressed as polynomials of their coordinates, then G is called an
affine algebraic group. A linear algebraic group is an arbitrary algebraic
subgroup in Mn(C) (with usual matrix multiplication).
An algebraic group is called connected, if it is irreducible as a variety.
Every algebraic group G contains the single greatest connected solvable
normal subgroup. It is called a radical R(G). A connected algebraic group
with trival radical is called semisimple.
Semisimple linear algebraic groups over C (or any other algebraically
closed fieldK) are exactly elementary Chevalley group Epi(Φ, K) (see [10], § 5).
All such groups are defined in SLn(K) as common zeros of polynomials
of matrix entries aij with integer coefficients (for example, in the case of the
root system Al and the universal representation we have n = l + 1 and the
single polynomial det(aij) − 1 = 0). It is clear that multiplying and taking
the inverse element are also defined by polynomials with integer coefficients.
Therefore these polynomials can be considered as polynomials over an arbi-
trary commutative ring with a unit. Let some elementary Chevalley group
8
E over C be defined in SLn(C) by polynomials p1(aij), . . . , pm(aij). For a
commutative ring R with a unit consider the group
G(R) = {(aij ∈Mn(R)|p˜1(aij) = 0, . . . , p˜m(aij) = 0},
where p˜1(. . . ), . . . p˜m(. . . ) are polynomials with the same coefficients as p1(. . . ),
. . . , pm(. . . ), but considered over the ring R.
This group is called a Chevalley group Gpi(Φ, R) of type Φ over R, and for
every algebraically closed field K it coincides with an elementary Chevalley
group.
The subgroup of all diagonal (in the standard basis of weight vectors)
matrices of a Chevalley group Gpi(Φ, R) is called a standard maximal torus of
Gpi(Φ, R), it is denoted by Tpi(Φ, R). This group is isomorphic toHom(Λpi, R
∗).
Let us denote by h(χ) the elements of Tpi(Φ, R), corresponded to the
homomorphism χ ∈ Hom(Λ(pi), R∗).
In particular, hα(u) = h(χα,u) (u ∈ R∗, α ∈ Φ), where
χα,u : λ 7→ u〈λ,α〉 (λ ∈ Λpi).
1.5 Chevalley groups and elementary Chevalley groups.
The interrelations between Chevalley groups and the corresponding el-
ementary subgroups constitute one of the major problems in the theory of
Chevalley groups over rings. Whereas for an elementary Chevalley group
there is a very nice system of generators xα(ξ), α ∈ Φ, ξ ∈ R, and the rela-
tions among these generators are fairly well understood, noting like that is
available for the Chevalley group itself.
If R is algebraically closed field, then always
Gpi(Φ, R) = Epi(Φ, R)
for any representation pi. This equality is not true even for the case of fields,
that are not algebraically closed.
But if the group G is simply-connected, and the ring R is semilocal (i.e.
contains finite number of maximal ideals), then we have
Gsc(Φ, R) = Esc(Φ, R)
(see [27], [14], [35], [20]).
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Besides that, it is known, that the groups Gsc and Esc coincide, if the
ring R is euclidean, Dedekind of arithmetic type [21], [27], is the polynomial
ring with coefficients in a field or a principal ideal ring [30], [31], [25], [15],
[16], [33], [24], [28].
Let us show the distinction between Chevalley groups and their elemen-
tary subgroups in the case when the ring R is semilocal, and the Chevalley
group is not simply-connected. In this case Gpi(Φ, R) = Epi(Φ, R)Tpi(Φ, R)
(see [14], [20], [27]), and the elements h(χ) are connected with elementary
generators by the formula
h(χ)xβ(ξ)h(χ)
−1 = xβ(χ(β)ξ). (1)
It is very well-known that the elementary group E2(R) = Esc(A1, R) is not
necessarily normal in the special linear group SL2(R) = Gsc(A1, R) (see [23],
[32], [29]).
But if Φ is an irreducible root system of rank l ≥ 2, then E(Φ, R) is always
normal in G(Φ, R). In the case of semilocal rings from the formula (1) we
see that
[G(Φ, R), G(Φ, R)] ⊆ E(Φ, R).
If the ring R also contains 1/2, then it is easy to show that
[G(Φ, R), G(Φ, R)] = E(Φ, R)
(we shall do it later).
2 Easy theorem (theorem 2).
In this section we suppose that the ring R is an infinite field of charac-
teristic 6= 2.
We are going to prove the following theorem:
Theorem. Let G = Gpi(Φ, K) and G
′ = Gpi′(Φ, K
′) (or Epi(Φ, K) and
Epi′(Φ, K
′)) are two (elementary) Chevalley groups over elementary equiva-
lent fields K and K ′, where representations pi and pi′ have the weight lattices.
Then the groups G and G′ are elementarily equivalent.
In the book [1], p. 395 it was proved that elementary equivalence is pre-
served under taking direct products, therefore
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Proposition 1. If the semisimple Lie algebra L = L1 ⊕ · · · ⊕ Lk, where the
algebras L1, . . . ,Lk are simple, R,R′ are fields (rings), then mutually equiva-
lence of (elementary) Chevalley groups Gpi|L1 (L1, R) and Gpi|L1 (L1, R′), . . . ,
Gpi|Lk (Lk, R) and Gpi|Lk (Lk, R′) implies elementary equivalence of (elemen-
tary) Chevalley groups Gpi(L, R) and Gpi(L, R′).
Therefore, we need to prove our theorem for simple Lie albegras.
The following theorem holds for arbitrary commutative rings R and R′
with units.
Theorem 1. If two Chevalley groups G = Gpi(Φ, R) and G
′ = Gpi(Φ, R
′) are
constructed by the same complex Lie algebra of the type Φ and by the same
representation pi, and by elementarily equivalent rings R and R′, respectively,
then G ≡ G′.
Proof. As we know from the definition of Chevalley groups,
G = {(aij ∈Mn(R)|p1(aij) = p2(aij) = · · · = pm(aij) = 0},
G′ = {(aij ∈Mn(R′)|p1(aij) = p2(aij) = · · · = pm(aij) = 0},
where p1, p2, . . . , pm are some well-known polynomials with integral koeffi-
cients, n is some known natural number.
Suppose that we have some sentence ϕ of the group language, considered
in the groups G and G′. Let us translate it to the sentence ϕ˜ of the ring
language as follows:
— the subformula ∀g ψ(g) is translated to the subformula
∀ag11, . . . , agnn(p1(ag11, . . . , agnn) = 0∧· · ·∧pm(ag11, . . . , agnn) = 0⇒ ψ˜(ag11, . . . , agnn));
— the subformula ∃g ψ(g) is translated to the subformula
∃ag11, . . . , agnn(p1(ag11, . . . , agnn) = 0∧· · ·∧pm(ag11, . . . , agnn) = 0∧ψ˜(ag11, . . . , agnn));
— the subformula g = h is translated to the subformula
ag11 = a
h
11 ∧ · · · ∧ agnn = ahnn;
— the subformula g = h · f is translated to the subformula
n∧
i,j=1
(
agij =
n∑
k=1
ahik · afkj
)
.
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It is clear that G(R)  ϕ if and only if R  ϕ˜.
Therefore, if the rings R and R′ are elementarily equivalent, then for
every sentence ϕ of the group language
G  ϕ⇔ R  ϕ˜⇔ R′  ϕ˜⇔ G′  ϕ.
Consequently, G ≡ G′.
The following theorem holds for fields, local and semilocal rings R and
R′ with 1/2.
Theorem 2. If two elementary Chevalley groups E = Epi(R,Φ) and E
′ =
Epi(R
′,Φ) are constructed by the same complex Lie algebra of the type Φ and
the same representation pi, and by elementarily equivalent semilocal rings R
and R′ with 1/2, then E ≡ E ′.
It is clear that this theorem follows from the previous one and the follow-
ing proposition:
Proposition 2. If the ring R is semilocal and has 1/2, then the elementary
subgroup E = Epi(R,Φ) is definable in the Chevalley group G = Gpi(R,Φ)
without parameters, i.e., there exists a formula ϕpi,Φ(x) of the group language
with one free variable x, that is true in the group G on the element g ∈ G if
and only if g ∈ E.
The proof of this proposition is contained in the next section, it is the
corollary of the stronger statement.
3 Elementary adjoint groups.
Now we want to prove that if two (elementary) Chevalley groups are
elementarily equivalent, then their root systems and weight lattices coincide,
the fields are elementarily equivalent.
We suppose exactly two properties of the considered fields:
1) they have characterics 6= 2, and in the case of type G2 their characterics
6= 3;
2) they are infinite.
We need the first supposition, because the main part of the proof is based
on the involutions, and also for the fields of characterisctics 2 and 3 there are
some difficulties with some types of Chevalley groups.
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The second supposition does not restrict the generality of the result, be-
cause for the finite fields K and K ′ (elementary) Chevalley groups G(K) and
G(K ′) (E(K) and E(K ′)) are finite, i. e.
G(K) ≡ G(K ′)⇒ G(K) ∼= G(K ′).
Therefore we can refer to the results, proved earlier (for example, see the
book [10]), that show that in this case Φ ∼= Φ′, K ∼= K ′, i. e. Φ ∼= Φ′,
K ≡ K ′.
In the beginning we show that
Proposition 3. If two Chevalley groups G and G′ are elementarily equiva-
lent, then their elementary subgroups E and E ′ are also elementarily equiv-
alent.
Lemma 1. Let G = Gpi(R,Φ) be a Chevalley group, E = Epi(R,Φ) be its
elementary subgroup, R be a semilocal ring with 1/2 (and with 1/3, if Φ ∼=
G2). Then E = [G,G] and their exists such a number N , depending only
on Φ, but not on R (and even not on the representation pi), that every element
of the group E is a product of not more than N commutators of the group G.
Proof. Let the root system Φ have the rank l.
If R is a field, then for every element g ∈ E there is the Bruhat decom-
position (see [10]) g = uhwu′, u, v ∈ U , h ∈ H , w ∈ W . If R is a (semi)local
ring, then for every element g ∈ E tere is the Gauss decomposition (see [14])
g = uhvu′, u, u′ ∈ U , v ∈ V , h ∈ H . It is known (see [10]), that elements
u, u′, v can be represented as a products of not more than n (the number
of positive roots of the system Φ) elements xα(t), and the element h is a
product of not more than l elements of the form hα(t), that are products of
not more than six elements xα(t).
Therefore, every element of the group Epi(L, K) is a product of not more
than 6l+3n elements xα(t), where n is the number of positive roots, depend-
ing on l as follows:
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root system rank n
Al l (l
2 + l)/2
Bl l l
2
Cl l l
2
Dl l l
2 − l
E6 6 36
E7 7 63
E8 8 120
F4 4 24
G2 2 6
Now we need to show that every xα(t) is a product of some upper bounded
number of commutators.
If in the ring R there exists an invertible element s such that s2 − 1
is invertible, then [hα(s), xα(t)] = xα((s
2 − 1)t), therefore every xα(t) is a
commutator.
If we have systems Al (l ≥ 2), Dl (l ≥ 4), E6, E7 or E8, then, since
all roots are conjugate under the action of the Weil group, we only need to
consider xα(t) for some root of Φ. Let it be the root α1 + α2, where α1, α2
are nonorthogonal simple roots.
Then
[xα1(t), xα2(s)] = xα(±ts),
therefore, every xα(t) is a commutator.
If we have systems Bl (l ≥ 2), Cl (l ≥ 3), F4, then, since all roots of the
same length are conjugate under the action of the Weil group, we only need
to consider arbitrary two roots of different lengths. In each of these systems
there is the subsystem B2, therefore, we can consider only this system.
The roots have the form ±e1,±e2 (short) and ±e1 ± e2 (long).
Note that e1 + e2 = e1 + e2 and no linear combination of e1 and e2 with
natural coefficients, different from e1 + e2, can not be a root, therefore
[xe1(t), xe2(s)] = xe1+e2(±2ts),
i. e., xe1+e2(t) is a commutator (since 1/2 ∈ R).
Besides, e1 = (e1 − e2) + e2, consequently
[xe1−e2(t), xe2(s)] = xe1(±2ts)xe1+e2(cts2),
and we see that xe1(t) is a product of two commutators.
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Hence, every xα(t) is a product of not more than 2 commutators.
Therefore, every element of an elementary Chevalley group Epi(Φ, R) is a
product of not more than N commutators of the group Gpi(Φ, R), where the
number N depends only on the root system Φ.
Proof of Proposition 2.
Consider the set of sentences
DefineN := ∀x1, . . . , xN , y1, . . . , yN , z1, . . . , zN , t1, . . . , tN
∃v1, . . . , vN , u1, . . . , uN
(([x1, y1] · · · · · [xN , yN ]) · ([z1, t1] · · · · · [zN , tN ]) = [u1, v1] · · · · · [un, vn]).
This sentence states that every element of the commutant of the group is a
product of not more than N commutators. We know that for the groups G
and G′ there exists (the same, as they are elementarily equivalent) such N ,
that the sentence DefineN holds in both groups. In this case the formula
CommutN(x) := ∃u1, . . . , uN , v1, . . . vn(x = [u1, v1] · · · · · [uN , vN ])
defines in both groups G and G′ the subgroups E and E ′, respectively. There-
fore these groups are elementary equivalent. 
Naturally, if have two elementarily equivalent elementary Chevalley groups
E andE ′, we also have two elementarily equivalent elementary adjoint Cheval-
ley groups Ead and E
′
ad, which are central quotients of th initial groups.
4 Identification in the classical cases.
Now we want to identify classical elementary adjoint Chevalley groups
over fields with some subgroups of GLn(K).
Al. It is clear that Gsc(Al, K) ∼= SLl+1(K), therefore
Esc(Al, K) = [Gsc(Al, K), Gsc(Al, K)] ∼= [SLl+1(K), SLl+1(K)] =
= SLl+1(K),
consequently,
Ead(Al, K) ∼= PSLl+1(K).
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Cl. Similarly, Gsc(Cl, K) ∼= Sp2l(K), Esc(Cl, K) ∼= [Sp2l(K), Sp2l(K)] =
Sp2l(K), therefore,
Ead(Cl, K) ∼= PSp2l(K).
Dl. For the group G(Dl, K), there exists an intermediate representa-
tion pi, for which Gpi(Dl, K) ∼= SO2l(K). The group Epi(Dl, K) is generated
by matrices E+tEi,j−tEl+j,l+i and E+tEl+i,l+j−tEl+j,l+i, where 1 ≤ i, j ≤ l.
From the other side we know that the groups Gpi(Dl, K) and Epi(Dl, K)
“differ by torus”, i. e., in their Bruhat decompositions T is changed to H ,
therefore we need to study possible differences between them. The group
T is just the group of all diagonal matrices D = diag[d1, . . . , d2n], with the
condition DQDT = Q, i. e. T consists of matrices
diag[d1, . . . , dl, 1/dl, . . . , 1/d1].
The group H can be found with the help of elements hα(t). These elements
have the form:
diag[t1, 1/t1, 1, . . . , 1, t1, 1/t1],
diag[s1, s1, 1, . . . , 1, 1/s1, 1/s1],
diag[1, t2, 1/t2, 1, . . . , 1, t2, 1/t2],
diag[1, s2, s2, 1, . . . , 1, 1/s2, 1/s2, 1],
. . . ,
diag[1, . . . , 1, tn−1, 1/tn−1, tn−1, 1/tn−1, 1, . . . , 1],
diag[1, . . . , 1, sn−1, sn−1, 1/sn−1, 1/sn−1, 1, . . . , 1].
Note that we can generate diag[d1, 1, . . . , 1, 1/d1] only as
diag[t1s1, s1/t1, 1, . . . , 1, t1/s1, 1/(t1s1)],
therefore d1 = t
2
1, i. e., everything depends of squares in the field K.
We get that the group H consists of all diagonal matrices
diag[d1, . . . , dl, 1/dl, . . . , 1/d1],
where (d1 . . . dl) is a square in K, consequently, involutions of Epi(Dl, K)
coincide with involutions of Gpi(Dl, K) for i ∈ K, and for i /∈ K we have
not involutions with odd number of −1 among the first l elements of the
diagonal.
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To get our group Ead(Dl, K), we need to factor the group Epi(Dl, K) by
its center that is trivial for i /∈ K and odd l, and consists of ±E2l in other
cases.
Bl. Similarly to the case Dl, in this case the group Ead(Bl, K) coincides
with SO2l+1(K), if every element of K is a square, and differs by such a part
of torus, that consists of elements
diag[d1, . . . , dl, 1, 1/dl, . . . , 1/d1],
where (d1 . . . dl) is not a square.
Respectively, for i /∈ K this groups does not contain involutions with odd
number of −1 among the first l elements.
5 Study of involutions for classical Chevalley
groups.
5.1 Involutions in the group PSLn(K).
Naturally, every involution in the group PSLn(K) is either the image of
the involution from SLn(K) (involution of the first type), or is the image of
such a matrix A ∈ SLn(K), that A2 = λE (involution of the second type).
At first consider involutions of the first type. Involutions from SLn(K)
have in some basis the form diag[−1, . . . ,−1︸ ︷︷ ︸
k
, 1, . . . , 1︸ ︷︷ ︸
n−k
], k is even. For even n
the involutions diag[−1, . . . ,−1︸ ︷︷ ︸
k
, 1, . . . , 1︸ ︷︷ ︸
n−k
] and diag[−1, . . . ,−1︸ ︷︷ ︸
n−k
, 1, . . . , 1︸ ︷︷ ︸
k
] are
equal in the group PSLn(K).
For every even k any two involutions with the same k are conjugate, i.e.
for even n there exist [n/4] conjugacy classes of first type involutions, and
for odd n there are [n/2] conjugacy classes.
The centralizer of a first type involution (for 2k 6= n) consists of blocks(
A 0
0 B
)
, A ∈ GLk(K), B ∈ GLn−k(K), detA · detB = 1.
Its center consists of the matrices
diag[a, . . . , a︸ ︷︷ ︸
k
b, . . . , b︸ ︷︷ ︸
n−k
], ak · bn−k = 1.
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Let us show that there are infinitely many such matrices.
If G.C.D.(k, n−k) 6= 1, then let us change k and n−k to k′ = k/G.C.D.(k, n−
k) and l = (n− k)′ = (n− k)/G.C.D.(k, n− k). Then we need to prove that
there are infinitely many solutions of the equation ak
′
bl = 1. For every ξ ∈ K∗
elements a = ξml and b = 1
ξmk′
for m > 0 satisfy the condition, therefore we
need to prove that there are infinitely many pairs (a, b). For charK = 0 it
is clear. Let char K 6= 0. In any case either l, or k is mutually simple with
p = char K. Let it be l. It is clear that, varying ξ and m (we know that
there are infinitely many such ξ), we get infinitely many different a.
Therefore, if 2k 6= n, then the center of the centralizer of the first type
involution is necessary infinite. Its commutant consists of matrices(
A 0
0 B
)
, A ∈ SLk(K), B ∈ SLn−k(K),
factorized by the center, and the central quotient of this commutant is
PSLk(K)× PSLn−k(K).
Let now 2k = n, i.e., our involution in some basis has the form diag[−Ek, Ek].
Naturally, in this case k is even.
The centralizer of such an involution consists of matrices(
A 0
0 B
)
A,B ∈ GLk(K), det A · detB = 1,
and also (
0 C
D 0
)
, C,D ∈ GLk(K), det C · detD = 1.
The center of this centralizer is finite and has the order 2. It commutant
consists of matrices (
A 0
0 B
)
A,B ∈ SLk(K),
and its central quotient is
PSLk(K)× PSLk(K).
Now let us go to the second type involutions.
Let us have some semi-involution in the group SLn(K), i.e. a matrix A,
such that A2 = λE. Since char K 6= 2, the matrix A is diagonalizable (inK),
therefore its proper values are equal to ±√λ. So we have λn = 1.
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Here there are different cases:
1)
√
λ ∈ K and √λn = 1. Such a semi-involution coincides with a usual
involution in PSLn(K).
2)
√
λ ∈ K and √λn = −1. If n is odd, then we can put λ′ = √λ and
go to the case 1). Therefore we can suppose that n is even. In this case we
have involutions of the form
diag[−
√
λ, . . . ,−
√
λ︸ ︷︷ ︸
k
,
√
λ, . . . ,
√
λ︸ ︷︷ ︸
n−k
],
k is odd. There are more [n/4] conjugate classes of these involutions.
The centralizer of such a (k, n− k)-involution consists of matrices(
A 0
0 B
)
A ∈ GLk(K), B ∈ GLn−k(K), det A · detB = 1,
and for the odd number k = n/2 we also have matrices(
0 C
D 0
)
C,D ∈ GLk(K), det C · detD = −1.
In all cases, except the last one, the center of the centralizer is infinite, the
central quotient of the commutant of the centralizer is
PSLk(K)× PSLn−k(K),
if k = 1, then it is just PSLn−1(K).
3)
√
λ /∈ K, but λ ∈ K. Note that there are equal number of the proper
values +
√
λ and −√λ, since tr A ∈ K. We have (−λ)n/2 = 1.
The matrix 
0 λ
1 0
0 λ
1 0
. . .
0 λ
1 0

represents such an involution. We also can write it in the form(
0 λE
E 0
)
.
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5.2 Study of involutions in groups of the type Cl.
Since the center of Sp2l(K) consists of two elements ±E, we have that
involutions of PSp2l(K) are such elements A˜ that A
2 = E (the first type)
and such elements A˜ that A2 = −E (the second type).
At first consider the first type involutions: in some basis such an involu-
tion A is (
E 0
0 −E
)
,
in this basis the form Q is
QA =
(
Q1 Q2
−QT2 Q3
)
Then the condition AQAA
T = QA implies(
E 0
0 −E
)(
Q1 Q2
−QT2 Q3
)(
E 0
0 −E
)
=
(
Q1 Q2
−QT2 Q3
)
⇒(
Q1 −Q2
QT2 Q3
)
=
(
Q1 Q2
−QT2 Q3
)
⇒ Q2 = 0.
Therefore Q1 and Q3 are non-degenerate skew-symmetric matrices, i.e. have
even dimension.
It is clear, that for every even k ≤ l (2k, 2(l − k))-involutions of the first
type exist in the group PSp2l(K), since we can take the matrices
diag[−1, . . . ,−1︸ ︷︷ ︸
k
, 1, . . . , 1︸ ︷︷ ︸
2(l−k)
,−1, . . . ,−1︸ ︷︷ ︸
k
].
The centralizer of such an involution consists of matrices(
A 0
0 B
)
, A ∈ Sp2k(K), B ∈ SP2(l−k)(K), or A ∈ Sp−2k(K), B ∈ Sp−2(l−k)(K)
for 2k 6= l.
Its center is finite and consists of two elements.
The commutant of the centralizer consists of the matrices(
A 0
0 B
)
A ∈ Sp2k(K), B ∈ Sp2(l−k)(K),
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and the central quotient of this commutant is
PSp2k(K)× PSp2(l−k)(K).
The exception can be in the case of small k: for k = 1
Sp2(K) ∼= SL2(K),
i. e., we have the group
PSL2(K)× PSp2l−2(K).
Now let us look what happens for 2k = l.
Let Q2l = diag[Ql, Ql], I = diag[El,−El]. The condition(
A B
C D
)(
El 0
0 −El
)
=
(−El 0
0 El
)(
A B
C D
)
can appear, therefore A = D = 0, i.e. the centralizer consists of matrices(
A 0
0 D
)
, A,D ∈ Spl=2k(K)
and (
0 B
C 0
)
, B, C,∈ Sp2k(K).
Its center consists of two elements, and the commutant consists of matrices(
A 0
0 D
)
, A,D ∈ Sp2k(K).
Now consider the second type involutions. Since A2 = −E, then in the
field K the involution A is diagonalizable with proper values ±i:
A˜ =
(
iEk 0
0 −iE2l−k
)
,
and the form Q has in this basis the form
QA =
(
Q1 Q2
−QT2 Q3
)
.
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The condition(
iEk 0
0 −iE2l−k
)(
Q1 Q2
−QT2 Q3
)(
iEk 0
0 −iE2l−k
)
=
(
Q1 Q2
−QT2 Q3
)
implies Q1 = Q3 = 0, therefore k = l.
Thus,
A˜ =
(
iEl 0
0 −iEl
)
, QA =
(
0 Q2
−QT2 0
)
.
In both cases (if i ∈ K, or not) such involutions are contained in PSp2l(K):
for example,
A = Q =
(
0 E
−E 0
)
.
To find the centralizer of A, let us consider (if needed, then in K) the
conjugate involution
I =
(
iE 0
0 −iE
)
,
the form Q is (
0 E
−E 0
)
.
Let us have the matrix
M =
(
A B
C D
)
.
Then there are two possibilities:
1) MI = IM in Sp2l(K), therefore B = C = 0, consequently, AD
T = E.
Thus,
M =
(
A 0
0 (AT )−1
)
, A ∈ GLl(K).
2) MI = −IM in Sp2l(K), therefore A = D = 0, consequently, BCT =
−E. Thus,
M =
(
0 B
−(BT )−1 0
)
, B ∈ GLl(K).
If l is odd, then the matrices of the second form have determinant 1,
i.e., they are contained in our group, therefore, the center of the centralizer
in this case consists of two elements. If l is even, then the matrices of the
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second form have determinant −1, i.e., they are not contained in our group,
therefore the center of the centralizer is infinite.
The commutant in the both cases has the form(
A 0
0 (AT )−1
)
, A ∈ SLl(K).
The central quotient of this commutant is isomorphic to PSLl(K).
5.3 Study of involutions in groups of the type Bl.
As we have already shown, for the case Ead(Bl, K) the situations i ∈ K
and i /∈ K are fundamentally different. Let us consider them separately.
1) i ∈ K. Since Ead(Bl, K) is a subgroup in SO2l+1(K), we have that all
involutions in Ead(Bl, K) are the first type involutions. If i ∈ K, then all invo-
lutions of SO2l+1(K) are contained in Ead(Bl, K), therefore we need to study
namely these involutions. It is clear, that involutions of SO2l+1(K) have in
some basis the form diag[−1, . . . ,−1︸ ︷︷ ︸
2k
, 1, . . . , 1︸ ︷︷ ︸
2l−2k+1
], there are exactly l conjugate
classes of them. The centralizer of such an involution consists of matrices(
A 0
0 B
)
, A ∈ EO2k(K), B ∈ EO2l−2k+1(K)
or
A ∈ O−2k(K), B ∈ O−2l−2k+1(K).
If 2k = 2l, then we have the matrix(
A 0
0 ±1
)
, A ∈ O2l(K).
If k = 1, then we have the matricesa 0 00 1/a 0
0 0 B
 , B ∈ SO2l−1(K)
and  0 a 01/a 0 0
0 0 B
 , B ∈ O−2l−1(K).
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The center of this centralizer has the order 2, like all other centers of
centralizers. The central quotients of commutants of these centralizers are
isomorphic to
EO2l−1(K), PEO4(K)×EO2l−3(K). . . . , PEO2l−2(K)×EO3(K), PEO2l(K).
2) i /∈ K. As we have shown, the involutions of SO2l+1(K), that have
2(2i + 1) elements −1 on the diagonal, are not contained in Ead(Bl, K).
Therefore, in this group we have the involutions
diag[−1,−1,−1,−1, 1, . . . , 1], . . . , diag[−1, . . . ,−1︸ ︷︷ ︸
4k
, 1, . . . , 1], . . . .
It is clear that centers of their centralizers also consist of two elements, and
the central quotients of commutants of these centralizers are
PEO4(K)× EO2l−3(K), . . . , PEO2l−2(K)× EO3(K), or PEO2l(K).
5.4 Study of involutions for groups of the type Dl (l ≥
4).
In this case, like in the previous one, the situations i ∈ K and i /∈ K are
different.
1) i ∈ K. At first we shall consider the first type involutions. These are
involutions of PSO2l(K) with inverse images being involutions of SO2l(K).
If i ∈ K, then all involutions of SO2l(K) are contained in EO2l(K), therefore
all first type involutions of PSO2l(K) are contained in PEO2l(K). It is clear,
that involutions of SO2l(K) in some basis have the form diag[−1, . . . ,−1︸ ︷︷ ︸
2k
, 1, . . . , 1︸ ︷︷ ︸
2(l−k)
],
there are [l/2] conjugate classes of them.
For 2k = l the centralizer of such an involution consists of matrices(
A 0
0 B
)
, A ∈ EO2k(K), B ∈ EO2(l−k)(K).
Its center consists of 2 elements: E and the involution itself. The central
quotient of the commutant of this centralizer is
PEO2k(K)× PEO2(l−k)(K).
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The exception can be for small k: for k = 1
PEO2(K)× PEO2(l−1)(K) ∼= PEO2(l−1)(K).
Note that the type D2 coincides with A1 × A1, and the type D3 coincides
with A3.
Now let us look for 2k = l. Is is clear that k is even. Let
Q2l =
(
Ql 0
0 Ql
)
, I =
(
El 0
0 −El
)
.
Then it is possible(
A B
C D
)(
El 0
0 −El
)
=
(−El 0
0 El
)(
A B
C D
)
⇒ A = D = 0,
i.e. the whole cntralizer consists of matrices(
A 0
0 D
)
, A,D ∈ SOk(K), or A,D ∈ O−(K)(
0 B
C 0
)
B,C ∈ SOk(K), or B,C ∈ O−k (K).
Its center consists of two elements, and the commutant consists of matrices(
A 0
0 D
)
, A,D ∈ EOk(K).
Now let us look for the second type involutions. Since A2 = −E, we have
that in the field K (i ∈ K) the involution A is diagonalizable with proper
values ±i, the matrix A is conjugate to
A˜ =
(
iEk 0
0 −iE2l−k
)
,
and the form Q in this conjugate basis is
QA =
(
Q1 Q2
QT2 Q3
)
.
We have(
iEk 0
0 −iE2l−k
)(
Q1 Q2
QT2 Q3
)(
iEk 0
0 −iE2l−k
)
=
(
Q1 Q2
QT2 Q3
)
,
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therefore Q1 = Q3 = 0, i.e. k = l. Consequently,
A˜ =
(
iEl 0
0 −iEl
)
, QA =
(
0 Q2
QT2 0
)
.
For example,
QA =
(
0 E
E 0
)
.
The centralizer of A˜ consists of two sets:
1)(
A B
C D
)(
iE 0
0 −iE
)
=
(
iE 0
0 −iE
)(
A B
C D
)
⇒ B = C = 0⇒
⇒ ADT = E ⇒ D = (AT )−1, A ∈ GLl(K).
2)(
A B
C D
)(
iE 0
0 −iE
)
= −
(
iE 0
0 −iE
)(
A B
C D
)
⇒ A = D = 0⇒
⇒ CBT = E ⇒ C = (BT )−1, B ∈ GLl(K).
If l is even, then the matrices of the second form have determinant 1, so
they are contained in our group, i. e., the center of this centralizer consists
of two elements. If l is odd, then the matrices of the second form have
determinant −1, i. e., they are not contained in our group, therefore in this
case the center of our centralizer is infinite.
The central quotient of the commutant of the centralizer in any case is
the group PSLl(K).
2) i /∈ K. As we remember, in this case the number of non-conjugate first
type involutions in the group is smaller. Namely, the group Ead(Dl, K) does
not contain such involutions of SO2l(K), that have 2(2j+1) elements −1 on
the diagonal. Therefore, in this group we have involutions
diag[−1,−1,−1,−1, 1, . . . , 1], . . . , diag[−1, . . . ,−1︸ ︷︷ ︸
4k
, 1, . . . , 1], . . .
It is clear that the centers of the centralizers also consist of two elements,
and the central quotients of commutants of the centralizers are
PEO4(K)× PEO2l−4(K), . . . ,
PEO2l−2(K)× PEO2(K), or PEO2l−4(K)× PEO4(K).
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In the case of odd l all first type involutions are contained in the group, and
in the case of even l only half of classes of involutions are contained in it.
If l is odd, then there is no second type involution conjugate to(
iEl 0
0 −iEl
)
.
If l is even, then there exists such an involution, for example, it is
A =

0 1
−1 0
. . .
0 1
−1 0

for
QA =
(
0 El
El 0
)
.
6 Formulas separating different classical Cheval-
ley groups.
In this section we show that for any two classical Chevalley groups with
nonisomorphic root systems there exists a first order sentence that holds in
the first group and does not hold in the second one.
Lemma 2. There exists a first order sentence ϕA1 that holds in any adjoint
groups of the type A1 and does not hold in all adjoint Chevalley groups of
other classical types.
Proof. In the group PSL2(K) there is just one conjugate class of involutions:
these are involutions conjugate to(
0 1
−1 0
)
.
The centralizer of such an involution consists of matrices(
a b
−b a
)
, a2 + b2 = 1,
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and (
a b
b −a
)
, −a2 − b2 = 1.
The commutant of this centralizer consists of(
a b
−b a
)
, a2 + b2 = 1,
i. e., it is commutative.
Let us look if there exist other Chevalley groups, satisfying this condition:
since there is only one conjugate class of involutions, we need to consider only
small dimensions.
A2 is the group PSL3(K), it has the involution−1 0 00 −1 0
0 0 1
 ,
its centralizer is isomorphic to GL2(K), i. e., is does not satisfy the condition
that its commutant is commutative.
A3 is the group PSL4(K), it has at least the involution diag[−1,−1, 1, 1],
the commutant of its centralizer is the central product of SL2(K) and SL2(K).
It is clear, that it is not commutative.
In the groups Al for l ≥ 4 there are at least two conjugate classes of
involutions, therefore we can not to consider these cases.
C3 is the group PSp6(K). For the involution diag[−1,−1, 1, 1, 1, 1] the
commutant of its centralizer can not be commutative.
For the groups Cl for l ≥ 4 there are at least two non-conjugate involu-
tions, therefore we can omit these types.
B2 is the group EO5(K), it contains at least the involution
diag[−1,−1,−1,−1, 1],
with the commutant of centralizer EO4(K), this group is not commutative. It
is clear that for the groupsBl, l ≥ 3, this commutant can not be commutative.
D4 is the group PEO8(K), it contains the involution diag[−1,−1,−1,−1, 1, 1, 1, 1],
the commutant of its centralizer also is not commutative.
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Therefore we can write a sentence that separate the group PSL2(K) from
all other classical groups:
ϕA1 := ∀M1∀M2(M21 =M2 = 1 ∧M1 6= 1 ∧M2 6= 1⇒
⇒ ∃X(XM1X−1 =M2)) ∧ ∀X1∀X2(∃Y1∃Y2∃Z1∃Z2∃M(M2 = 1∧
M 6= 1 ∧ Y1M =MY1 ∧ Y2M =MY2 ∧ Z1M =MZ1 ∧ Z2M =MZ2∧
X1 = Y1Z1Y
−1
1 Z
−1
1 ∧X2 = Y2Z2Y −12 Z−12 )⇒ X1X2 = X2X1).
Note that if for some Chevalley a set N is definable (and it is classical
Chevalley group over K itself), then we can write a formula stating that it
is isomorphic to the group PSL2(K).
It is the following formula:
ϕNA1 := ∀M1 ∈ N∀M2 ∈ N (M21 =M2 = 1 ∧M1 6= 1 ∧M2 6= 1⇒
⇒ ∃X ∈ N (XM1X−1 =M2))∧
∧ ∀X1 ∈ N∀X2 ∈ N (∃Y1 ∈ N∃Y2 ∈ N∃Z1 ∈ N∃Z2 ∈ N∃M ∈ N (M2 = 1∧
M 6= 1 ∧ Y1M =MY1 ∧ Y2M =MY2 ∧ Z1M =MZ1 ∧ Z2M =MZ2∧
X1 = Y1Z1Y
−1
1 Z
−1
1 ∧X2 = Y2Z2Y −12 Z−12 )⇒
⇒ X1X2 = X2X1).
Lemma 3. There exists a first order sentence ϕA2 that holds in any adjoint
groups of the type A2 and does not hold in all adjoint Chevalley groups of
other classical types.
Proof. This group is characterized by follows:
1) it has only one conjugate class of involutions;
2) the centralizer of any involution has an infinite center;
3) the central quotient of the commutant of the centralizer of any invo-
lution is PSL2(K), i.e. a group satisfying the sentence ϕA1.
It is clear that these three conditions completely characterize the group
PSL3(K).
Lemma 4. There exists a first order sentence ϕA3 that holds in any adjoint
groups of the type A3 and does not hold in all adjoint Chevalley groups of
other classical types, except the type B2.
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Proof. We have the group PSL4(K).
In this case the number of conjugate classes of involution depends of the
basic field, but we know that there exists an involution with central quotient
of the commutant of its centralizer isomorphic to PSL2(K)×PSL2(K), i. e.
it is such a group that there exist matrices X1, X2, Y1, Y2 (for example,
1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,

2 0 0 0
0 1/2 0 0
0 0 1 0
0 0 0 1
 ,

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 ,

1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 1/2

 ,
that X1Y1 = Y1X1, X1Y2 = Y2X1, X2Y1 = Y1X2, X2Y2 = Y2X2, the central-
izer of the set {X1, X2} satisfies the formula ϕA1, the centralizer of the set
{Y1, Y2} satisfies the formula ϕA1, these centralizers commute, any element
of the central quotient of the commutant of the centralizer of our involution
is represented as a product of an element from the first centralizer and an
element from the second one.
It is clear that there are no groups of the type Al with the central quotient
of the commutant of the centrilizer of some involution elementary equivalent
to PSL2(K)× PSL2(K).
In the case of the type Cl the group of the type C3 (i. e., PSp6(K)) the
involution diag[−1,−1, 1, . . . , 1] has the central quotient of the commutant of
its centralizer isomorphic to PSL2(K)×PSp4(K), it can not be elementary
equivalent to PSL2(K)×PSL2(K), and the involution diag[i, i, i,−i,−i,−i]
has the central quotient of commutant of its centralizer isomorphic to PSL3(K),
it also can not be elementary equivalent to PSL2(K)× PSL2(K).
It is clear that the cases l > 3 can be omitted, since there are products
of groups of greater dimensions in these cases.
In the cases Dl we only need to consider groups of the type D4, it is
PEO8(K).
The involution diag[−1,−1, 1, . . . , 1] of this group has the central quo-
tient of the commutant of its centralizer isomorphic to PEO6(K), it can
not be elementary equivalent to PSL2(K) × PSL2(K). The involution
diag[−1,−1,−1,−1, 1, 1, 1, 1] has the central quotient of the commutant of
its centralizer isomorphic to PEO4(K)×PEO4(K), it also can not be elemen-
tary equivalent to PSL2(K)×PSL2(K). The involution diag[i, i, i, i,−i,−i,−i,−i]
has the central quotient of the commutant of its centralizer isomorphic to
PSL4(K), and it is also not our case.
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It is clear that for groups of the type Bl, l ≥ 3, i. e. for groups EO2l+1(K),
there is no involution with central quotient of the commutant of its centralizer
elementary equivalent to PSL2(K)× PSL2(K).
Now we need only to consider groups of the type B2, i. e. groups EO5(K),
that contain only the involutions conjugate to daig[−1,−1,−1,−1, 1], with
the central quotient of the commutant of its centralizer isomorphic to PEO4(K).
This group can be elementary equivalent to PSL2(K)×PSL2(K), so we need
to find some sentences separating groups of the types A3 and B2.
Lemma 5. There exists a first order sentence ϕA3−B2, that holds in any
adjoint groups of the type A3 and does not hold in all adjoint Chevalley
groups of the type B2.
Proof. It is clear that in one of the groups G(A3) and G(B2) there exists an
involution that is not conjugate to the involution mentioned above, then we
can separate these groups. So we need to consider the case when in these
groups there is only one conjugate class of involutions.
Let us consider a matrix M , satisfying the following formula:
DDiag2(M) := ∃I(I2 = 1 ∧ I 6= 1 ∧ ∃M1∃M2(M1I = IM1∧
∧M2I = IM2 ∧M =M1M2M−11 M−12 ∧
∧ ∀X∀Y (XM =MY ∧ YM =MY ⇒ XY = Y X)∧
∧ ∀N∀X(NI = IN ∧NM =MN ∧ (XI = IX ∧M = XNX−1)⇒
⇒ X2M =MX2)).
This formula states that there exists such an involution I that
1) M lies in the commutant of its centralizer;
2) any matrices commuting with M , commutes;
3) for any matrix N , commuting with M and I and conjugate to M by
the matrix X , that commutes with I, the condition X2M =MX2 holds.
Let us look what matrices satisfy the formula DDiag2(M) in the group
G(A3) = PSL4(K).
An involution I has in some basis the form diag[ξ, ξ,−ξ,−ξ], ξ4 = 1.
Therefore in this basis the matrix M has the form
M =

a b 0 0
c d 0 0
0 0 f e
0 0 g h
 .
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The second part of the formula in this case means only that the matrix M
has no Jordan cells with the same proper values. Thus, every cell(
a b
c d
)
and
(
f e
g h
)
either is diagonalizable in K∗ with different proper values, or is a Jordan cell
2× 2.
Let (
a b
c d
)
be a Jordan cell (
α 1
0 α
)
.
Choose
N =

α 2 0 0
0 α 0 0
0 0 1 0
0 0 0 1
 , X =

2 0 0 0
0 1 0 0
0 0 1/2 0
0 0 0 1
 .
These matrices contradict to the third part of the formula DDiag2(M).
Therefore, both cells are diagonalizable, and all proper values a different.
Thus, in the group PSL4(K) the formula DDiag2(M) defines all diagonal-
izable in K matrices with different diagonal elements, and only them.
Now let us look what matrices satisfy this formula in the group G(B2) =
EO5(K). An involution I has the form diag[−1,−1,−1,−1, 1] in a basis,
where a form is(
Q1 0
0 q2
)
, Q1 ∈ GL4(K), QT1 = Q1, q2 ∈ K∗.
Therefore,
M =
(
M1 0
0 1
)
, M1 ∈ SO4(K).
Let us take its Jordan form:
M˜ =
(
M˜1 0
0 1
)
, Q˜ =
(
Q˜1 0
0 1
)
.
Consider possible variants:
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1) if M˜ is diagonal with different diagonal elements, then it is easy to
show that it satisfies the formula DDiag2(M).
2) The matrix M˜ = diag[α, α, β, γ, δ] in any case can not satisfy the
formula DDiag2(M).
3) If
M˜ =

α 1 0 0 0
0 α 0 0 0
0 0 β 0 0
0 0 0 γ 0
0 0 0 0 1
 ,
then we have the conditions
α 1 0 0
0 α 0 0
0 0 β 0
0 0 0 γ


q1 q2 q3 q4
q2 q5 q6 q7
q3 q6 q8 q9
q4 q7 q9 q10


α 0 0 0
1 α 0 0
0 0 β 0
0 0 0 γ
 =

q1 q2 q3 q4
q2 q5 q6 q7
q3 q6 q8 q9
q4 q7 q9 q10
 .
So we have the system of equations
α2q1 + αq2 + αq2 + q5 = q1,
α2q2 + αq5 = q2,
αβq3 + βq6 = q3
αγq4 + γq7 = q4,
α2q5 = q5,
αβq6 = q6,
αγq7 = q7,
β2q8 = q8,
γβq9 = q9,
γ2q10 = q10.
Now we also need to consider different possible cases for different α, β, γ.
a) α = ±1, therefore q5 = 0 ⇒ q2 = 0 ⇒ (q6 6= 0 ∨ q7 6= 0) ⇒ β =
α ∨ γ = α. If β = α = ±1, γ 6= α, then q6 = q7 = 0, and it is impossible. If
γ = β = ±1, then the matrix does not satisfy the formula DDiag2(M).
b) if α 6= ±1, then q1 = q2 = q5 = 0. Therefore either q6 6= 0, or q7 6= 0.
It means that either β = 1/α, or γ = 1/α. Let β = 1/α, γ 6= 1/α. Then
q7 = 0, q6 = 0, and it is impossible.
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Consequently, the matrix M˜ can not have this form.
4) Let
M˜ =

α 1 0 0
0 α 0 0
0 0 β 1
0 0 0 β
 .
From the conditions
α 1 0 0
0 α 0 0
0 0 β 1
0 0 0 β


q1 q2 q3 q4
q2 q5 q6 q7
q3 q6 q8 q9
q4 q7 q9 q10


α 0 0 0
1 α 0 0
0 0 β 0
0 0 1 β
 =

q1 q2 q3 q4
q2 q5 q6 q7
q3 q6 q8 q9
q4 q7 q9 q10

we have the system of equations
α2q1 + αq2 + αq2 + q5 = q1,
α2q2 + αq5 = q2,
αβq3 + βq6 + αq4 + q7 = q3
αβq4 + βq7 = q4,
α2q5 = q5,
αβq6 + αq7 = q6,
αβq7 = q7,
β2q8 + 2βq9 + q10 = q8,
β2q9 + βq10 = q9,
β2q10 = q10.
a) α, β 6= ±1, αβ 6= 1 ⇒ q7 = q10 = 0, therefore q2 = 0 ⇒ q6 = 0, but it
is impossible.
b) α, β 6= ±1, αβ = 1. Then q5 = q10 = 0⇒ q9 = q2 = q7 = q1 = q8 = 0,
therefore
Q˜ =

0 0 q β
0 0 α 0
q α 0 0
β 0 0 0
 .
Matrices in this basis satisfy the condition(
A B
C D
)
Q˜
(
AT CT
BT DT
)
= Q.
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Thus, in this basis we have matrices(
A 0
0 D
)
, D =
(
q α
β 0
)
(AT )−1
(
q α
β 0
)−1
,
A is an arbitrary matrix.
Consequently, the matrix M˜ does not satisfy the last part of the formula
DDiag2(M).
c) α = ±1, β 6= ±1. Then q7 = q10 = q9 = q4 = 0, but it is impossible.
d) α, β = ±1, αβ = −1. Then q7 = q4 = q6 = q3 = q5 = q2 = 0, it is
impossible.
e) α, β = ±1, αβ = 1. Then we have the following system of equations:
q1 ± 2q2 + q5 = q1,
q2 ± q5 = q2,
q3 ± q6 ± q4 + q7 = q3
q4 ± q7 = q4,
q5 = q5,
q6 ± q7 = q6,
q7 = q7,
q8 ± 2q9 + q10 = q8,
q9 ± q10 = q9,
q10 = q10.
Therefore, q5 = q7 = q10 = q2 = q9 = 0, q6 = −q4, i. e.
Q˜ =

q1 0 q3 q4
0 0 −q4 0
q3 −q4 q8 0
q4 0 0 0
 .
We can directly show that the matrices
0 b 1 0
0 0 0 1
−1 f 0 h
0 −1 0 0
 , b = q8 − q12q4 , f = −2q3q4 , h = q1 − q82q4
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and 
0 b′ −1/2 d
0 0 0 −1/2
2 0 0 h′
0 2 0 0
 , b′ = q1 − q8/4q4 , h′ = q8 − 4q14q4 , d = q4q3
belong to our group, do not commute, but each of them commutes with M˜ .
Therefore, the matrix M˜ does not satisfy the initial formula.
Therefore, we have shown that in both groups the formula DDiag2(M)
defines diagonalizable in K matrices with different elements on the diagonal.
Matrices that commute with M , form the subgroup H of diagonalizable in
the same basis matrices, and the quotient group of the normalizer of H by H
is isomorphic to the Weil group W of G. In the first case it is the group S4,
in the second case it is the product of S2 and (Z2)
2. Therefore it is possible
to write a sentence, that separates the groups of types A3 and B2.
Therefore, according to Lemmas 4 and 5, we found the sentences, sepa-
rating adjoint groups of the type A3 from other classical groups.
Lemma 6. For every l ≥ 4 there exists a first order sentence ϕAl that holds
in any adjoint groups of the type Al and does not hold in all adjoint Chevalley
groups of other classical types.
Proof. All Chevalley groups Al, l ≥ 4 are characterized by the fact that they
have at least two non-conjugate involutions with infinite centers of central-
izers (with center of centralizers of order > 2).
Then we can easily separate them from each other with the help of
the groups of smaller dimensions (the central quotient of the commutant
of the centralizer of an involution is either PSLk(K) × PSLm−k(K), or
PSLm−1(K)).
Lemma 7. For every l ≥ 2 there exists a first order sentence ϕBl that holds
in any adjoint group of the type Bl and does not hold in all adjoint Chevalley
groups of other classical types.
Proof. The group EO5(K) (i. e., an adjoint group of the type B2) is already
separated from the other groups (see Lemma 5).
Let us consider the group EO7(K) (the type B3). If this group contains
an involution diag[−1,−1, 1, . . . , 1], then it is uniquely characterized by the
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fact that it contains an involution with the central quotient of the commutant
of its centralizer EO5(K).
If there is no such an involution, then this group contains only one con-
jugate class: diag[−1,−1,−1,−1, 1, 1, 1]. We know that the given group is
not of the type Al (according to Lemmas 2–6), and not of the type B2. It
can not have the type Bl (l > 3), since in this case there are more than one
conjugate classes of involutions. It can not have the type Cl (l ≥ 3) or Dl
(l ≥ 4). Therefore it is the group of the type B3.
Now let us consider l > 3.
In such groups there are involutions (of the form diag[−1,−1,−1,−1, 1, . . . , 1]),
with central quotient of the commutant of its centralizer EO2l−3(K)×EO4(K).
We already have the sentence characterizing EO2l−3(K). Since this group
never appears in other cases, then we have separate the type Bl.
Lemma 8. For every l ≥ 3 there exists a first order sentence ϕCl that holds
in any adjoint group of the type Cl and does not hold in all adjoint Chevalley
groups of other classical types.
Proof. At first we consider the groups PSp6(K) (i. e., the groups of the type
C3).
According to Lemmas 2–7 we only need to separate a group of the type
C3 from groups of the types Cl and Dl, l ≥ 4. It contains an involution with
central quotient of the commutant of it centralizer isomorphic to PSL3(K).
Other groups can not satisfy this property.
Now let us consider the general case of the groups PSp2l(K) (l ≥ 4).
We can act recursively: there exists an involution with the central quo-
tient of the commutant of its centralizer isomorphic to
PSp2(l−1)(K)× PSL2(K).
Lemma 9. For every l ≥ 4 there exists a first order sentence ϕDl that holds
in any adjoint group of the type Dl and does not hold in all adjoint Chevalley
groups of other classical types.
Proof. According to Lemmas 2–8 we only need to separate group of the types
Dl and Dm for l 6= m.
For even l there exists an involution with the central quotient of the
commutant of its centralizer isomorphic to PSLl(K), and for odd l it is
PEO2(l−1)(K).
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Therefore we can separate all group of the type Dl.
From Lemmas 2–9 it follows that no two adjoint elementary Chevalley
groups with different root systems can be elementary equivalent.
In the next sections we shall state this result for exceptional root systems.
7 Chevalley groups of the type G2.
To study a Chevalley groups of the type G2, we need to consider the
Lie algebra of the type G2. The roots of this algebra can be considered as
linear combinations of basis vectors of 3-dimensional vector space. Namely,
α1 = e1−e2, α2 = −e1+e2+e3, α3 = α1+α2 = e3−e1, α4 = 2α1+α2 = e3−e2,
α5 = 3α1 + α2 = −2e2 + e1 + e3, α6 = 3α1 + 2α2 = 2e3 − e1 − e2. Therefore
we have two simple roots α1 and α2, and six positive roots α1, . . . , α6, the
general number of roots is 12. Now let us write a table with all values
〈α, β〉 = 2(α, β)/(β, β) for simple roots β and positive roots α.
α1 α2 α1 α2
α1 2 −1 α4 1 0
α2 −3 2 α5 3 −1
α3 −1 1 α6 0 1
There exists a faithful representation of the Lie algebra G2 in SL7(C).
To show it we only need to write the images of the elements Xα for the roots
α of G2. We denote by Xi the matrix corresponding to the element Xαi
for a positive root αi, and by X−i the matrix corresponding to a negative
root −αi. Here are these 12 matrices: X1 = −ie13 + 2ie21 + ie46 − ie75,
X−1 = −ie12 + 2ie31 − ie57 + ie64, X2 = e37 − e62, X−2 = −e26 + e73, X3 =
ie17− ie35+ ie42−2ie61, X−3 = −ie16− ie24+ ie53+2ie71, X4 = −ie15+ i227+
2ie41−ie63, X−4 = −ie14−ie36+2ie51+ie72, X5 = −e27+e43, X−5 = e34−e72,
X6 = −e47 + e65, X−6 = e56 − e74.
By this Lie algebra we can construct the Chevalley group of the type G2.
In the case i ∈ K there exists a representation of these group in the group
GL7(K), in the other case it is in the group GL14(K).
With the help of x1(t), . . . , x6(t), x−1(t), . . . , x−6(t) we find the matrices
corresponding to w1(t), . . . , w6(t) and h1(t), . . . , h6(t):
w1(t) = −e11 + t2e23 + t−2e32 + ite46 − it−1e57 + it−1e64 − ite75, h1(t) =
[1, t2, 1/t2, t, 1/t, 1/t, t], w2(t) = e11 + t
−1e26+ t337 + e44 + e55− te62 − t−1e73,
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h2(t) = [1, 1/t, t, 1, 1, t, 1/t], w3(t) = −e11 − it−1e24+ ite35 − ite42 + it−1e53 +
t2e67+ t
−2e76, h3(t) = [1, 1/t, t, 1/t, t, t
2, 1/t2], w4(t) = −e11− ite27+ it−1e36+
t2e45 + t
−2e54 + ite63 − it−1e72, h4(t) = [1, t, 1/t, t2, 1/t2, t, 1/t], w5(t) = e11 −
te25 − t−1e34 + te43 + t−1e52 + e66 + e77, h5(t) = [1, t, 1/t, t, 1/t, 1, 1], w6(t) =
e11 + e22 + e33 − te47 − t−1e56 + te65 + t−1e74, h6(t) = [1, 1, 1, t, 1/t, t, 1/t].
Therefore, the subgroup H of G (that coincides with the torus T , since G
is universal) consists of diagonal matrices with proper values [1, u, u−1, uv, u−1v−1, v, v−1].
In this group there are only three involutions, they have the form [1, 1, 1,−1,−1,−1,−1],
[1,−1,−1,−1,−1, 1, 1] and [1,−1,−1, 1, 1,−1,−1].
The Weil group of this Chevalley group is isomorphic to the dihedral
group of the order 12. It is represented by the matrices e, w1(1), w2(1), w3(1),
w4(1), w5(1), w6(1), w1(1)w2(1) = −e11 + e27 − e36 − ie42 + ie53 + ie64 − ie75,
w1(1)w3(1) = e11+ie25−ie34+ie47−ie56+e62+e73, w1(1)w4(1) = e11+ie26−
ie37−e43−e52+ie65−ie74, w1(1)w5(1) = −e11−e24−e35−ie46+ie57−ie63+ie72,
w1(1)w6(1) = −e11 + e23 + e32 − ie45 + ie54 + ie67 − ie76.
Lemma 10. There exists a first order sentence ϕG2 that holds in any adjoint
group of the type G2 and does not hold in all classical adjoint Chevalley
groups.
Proof. From the representation of the Weil group we see that its element
w1(1)w6(1) is an involution and commutes with all involutions of the groupH ,
and such an element of the Weil group is unique. It is clear that its products
with involutions of the group H also commutes with all Weil group elements
and these products are involutions.
Let us show that the elements h2(−1) and w1(1)w6(1)h2(−1) are conju-
gate.
Actually,
x−6(−1/2)h2(−1)x−6(1/2) = x−6(−1)h2(−1),
x6(1)x−6(−1)h2(−1)x6(−1) = (x6(1)x−6(−1)x6(−1))(x6(1)h2(−1)x6(−1)) =
x6(1)x−6(−1)x6(−1)x6(2)h2(−1) =
= x6(1)x−6(−1)x6(1)h2(−1) = w6(1)h2(−1),
x−1(−1/2)w6(1)h2(−1)x−1(1/2) = x−1(−1)w6(1)h2(−1),
x1(1)x−1(−1)w6(1)h2(−1)x1(−1) = w1(1)w6(1)h2(−1).
Therefore, it is easy to see that the elements h1(−1), h2(−1), h3(−1),
w1(1)w6(1)h1(−1), w1(1)w6(1)h2(−1) and w1(1)w6(1)h3(−1) are conjugate.
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Besides it, if i ∈ K, then the elements w1(1)w6(1) and w1(1)w6(1)h1(−1)
are conjugate by h1(i), i. e. all mentioned involutions.
Therefore, we have a set of 7 commuting involutions, where either all
seven, or six involutions are conjugate. It is clear that all centralizers of these
involutions are isomorphic. Let us look what is the centralizer of h1(−1).
Let x ∈ G belong to the centralizer of h1 = h1(−1).
From the Bruhat decomposition (see [10]) it follows that any element of G
can be uniquely represented in the form
x1(t1)x2(t2)x3(t3)x4(t4)x5(t5)x6(t6)hwx1(u1)x2(u2)x3(u3)x4(u4)x5(u5)x6(u6),
where h ∈ H , w is one of the elements of the Weil group, ui = 0 for all i with
w(αi) ∈ Φ+. Since h1xh−11 = x, we have that
x1(t1)x2(−t2)x3(−t3)x4(−t4)x5(−t5)x6(t6)h(h1(−1)wh1(−1))×
× x1(u1)x2(−u2)x3(−u3)x4(−u4)x5(−u5)x6(u6) =
= x1(t1)x2(−t2)x3(−t3)x4(−t4)x5(−t5)x6(t6)hh′w×
× x1(u1)x2(−u2)x3(−u3)x4(−u4)x5(−u5)x6(u6) =
= x1(t1)x2(t2)x3(t3)x4(t4)x5(t5)x6(t6)hw×
× x1(u1)x2(u2)x3(u3)x4(u4)x5(u5)x6(u6),
where h′ is some element of the group H . The uniqueness of the Bruhat
decomposition implies t2 = t3 = t4 = t5 = u2 = u3 = u4 = u5 = 0, h
′ = 1,
i. e. h1(−1)wh1(−1) = w. It is clear to check that either w = 1, or w = w1(1),
or w = w6(1), or w = w1(1)w6(1). Therefore the centralizer of h1(−1) is the
product of the groupH , the groupX1, generated by x1(t) and x−1(t), and the
group X6, generated by x6(t) and x−6(t). The commutant of the considered
group is generated by the groups X1 and X6. The central quotient of this
commutant is PSL2(K)× PSL2(K).
As we remember, besides the group G2, only Chevalley groups PSL4(K)
and EO5(K) can satisfy this property.
We have already shown that the commutant of the centralizer of h1(−1)
is generated by the groups X1 and X6. Similarly, the commutant of the cen-
tralizer of h2(−1) is generated by the groups X2 and X4, and the commutant
of the centralizer of h3(−1) = h1(−1)h2(−1) is generated by X3 and X5.
Note that the pairs of groups X1 and X2, X1 and X3, X1 and X4, X1 and
X5, X2 and X3, X3 and X4, X3 and X6, X4 and X5, X4 and X6 generate the
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whole group G, and the pairs X2 and X5, X2 and X6, X5 and X6 generate
only a proper subgroup of G, that is a Chevaley group of the type A2.
Neither the group PSL4(K), nor the group EO5(K) can satisfy this prop-
erty. It is clear that this property can be written as a first order sentence,
therefore the Chevalley group G2 can not be elementary equivalent to any
classical Chevalley group.
8 Chevalley groups of the type F4.
In the root system F4 there are 48 roots, 24 roots are positive. These
positive roots are generated by 4 simple roots α1 = e2 − e3, α2 = e3 − e4,
α3 = e4 and α4 =
1
2
(e1−e2−e3−e4). The first two roots are long, the second
two are short. These are other positive roots: α5 = α1 + α2, α6 = α2 + α3,
α7 = α3 + α4, α8 = α1 + α2 + α3, α9 = α2 + α3 + α3, α10 = α2 + α3 + α4,
α11 = α1 + α2 + α3 + α4, α12 = α2 + α3 + α3 + α4, α13 = α1 + α2 + α3 + α3,
α14 = α1+α2+α2+α3+α3, α15 = α1+α2+α3+α3+α4, α16 = α2+α3+α3+α4+α4,
α17 = α1 + α2 + α2 + α3 + α3 + α4, α18 = α1 + α2 + α2 + α3 + α3 + α3 + α4,
α19 = α1 +α2 + α2 + α3 + α4 + α4, α20 = α1 + α2 + α2 + α3 + α3 + α3 + α4 + α4,
α21 = α1 + α1 + α2 + α2 + α + 2 + α3 + α3 + α3 + α4 + α4, α22 = α1 + α2 +
α3 + α3 + α4 + α4, α23 = α1 + α2 + α2 + α2 + α3 + α3 + α3 + α3 + α4 + α4,
α24 = α1 + α2 + α2 + α3 + α3 + α3 + α3 + α4 + α4.
Lemma 11. There exists a first order sentence ϕF4 that holds in any adjoint
groups of the type F4 and does not hold in all classical adjoint Chevalley
groups, and also in Chevalley groups of the type G2.
Proof. Let us find the centralizer of h1(−1).
Let Z(h1) ∋ x = x1(t1) . . . x24(t24)hwx1(u1) . . . x24(u24), where h ∈ H , w
is a product of some wi(1). Then
h1(−1)xh1(−1) = x1(±t1) . . . x24(±t24)hh′wx1(±u1) . . . x24(±u24),
and h1(−1)xi(s)h1(−1) = xi(s) if and only if i = 1, 3, 4, 7, 14, 17, 18, 19, 20, 24.
Therefore,
x = xα1(t1)xα3(t3)xα4(t4)xα3+α4(t7)xα14(t14)×
xα14+α4(t17)xα14+α3+α4(t18)xα14+xα4+xα4 (t19)xα14+α3+α4+α4(t20)×
× xα14+α3+α3+α4+α4(t24)hwx1(u1)×
× x3(u3)x4(u4)x7(u7)x14(u14)x17(u17)x18(u18)x19(u19)x20(u20)x24(u24).
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Therefore, h1(−1) has to commute with w. We know that wα(1)hβ(−1)wα(1)−1 =
hwα(β)(−1). Consequently, wi1(1) . . . wim(1) commutes with h1(−1) if and
only if wαi1 . . . wαim (α1) = ±α1.
It is clear that any product of w1(1), w3(1), w4(1) w14(1) commutes with
h1(−1). Easy to check that other elements of the Weil group do not commute
with h1(−1). Thus, the centralizer of h1(−1) is a product of the group H
and the subgroup of G, generated by X1, X3, X4 and X14, i. e., it is a product
of H , the Chevalley groups of the type A1 and the Chevalley groups of the
type C3. As above we can show that its commutant is a central product of
the Chevalley of the type A1 and the Chevalley groups of the type C3, i. e.,
the groups SL2(K) and Sp6(K), and the central quotient of this commutant
is PSL2(K)× PSp6(K).
Similarly, the centralizer of h3(−1) is generated by H and the subgroups
X1, X2, X3, X16, i. e., is a product of H and the Chevalley group of the type
B4, and the central quotient of this commutant is EO9(K).
To write a sentence separating Chevalley groups of the type F4 from all
considered Chevalley groups, we only can mention that we have no other
Chevalley groups with a central quotient of a commutant of a centralizer
of some involution isomorphic to PSL2(K) × PSp6(K), and with a central
quotient of a commutant of a centralizer of some other involution isomorphic
to EO9(K).
9 Chevalley groups of the type E6.
In the root system E6 there are 72 roots, 36 roots are positive. These
positive roots are generated by six simple roots α1 =
1
2
(e1 + e8 − e2 − e3 −
e4 − e5 − e6 − e7), α2 = e1 + e2, α3 = e2 − e1, α4 = e3 − e2, α5 = e4 − e3 and
α6 = e5− e4. These are other positive roots (for simplicity we write i instead
of αi): α7 = 1+3, α8 = 3+4, α9 = 4+5, α10 = 5+6, α11 = 1+3+4, α12 = 3+4+5,
α13 = 2+4, α14 = 2+3+4, α15 = 2+4+5, α16 = 1+2+3+4, α17 = 2+3+4+5,
α18 = 1+3+4+5, α19 = 3+4+5+6, α20 = 2+4+5+6, α21 = 2+3+4+4+5,
α22 = 2 + 3 + 4 + 5 + 6, α23 = 1 + 2 + 3 + 4 + 5, α24 = 1 + 3 + 4 + 5 + 6,
α25 = 1+2+3+4+4+5, α26 = 1+2+3+3+4+4+5, α27 = 2+3+4+4+5+6,
α28 = 2+3+4+4+5+5+6, α29 = 1+2+3+3+4+4+5+6, α30 = 1+2+3+4+5+6,
α31 = 1+2+3+4+4+5+ 6, α32 = 1+2+3+4+4+5+5+ 6, α33 = 4+5+6,
α34 = 1+2+ 3+ 3+ 4+ 4+ 5+ 5+ 6, α35 = 1+ 2+ 3+ 3+ 4+ 4+ 4+ 5+ 5+ 6,
α36 = 1 + 2 + 2 + 3 + 3 + 4 + 4 + 4 + 5 + 5 + 6.
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Lemma 12. There exists a first order sentence ϕE6 that holds in any adjoint
group of the type E6 and does not hold in all classical adjoint Chevalley groups
and also in all Chevalley groups of types G2 and F4.
Proof. Let us find the centralizer of h1.
Let Z(h1) ∋ x = x1(t1) . . . x36(t36)hwx1(u1) . . . x36(u36), where h ∈ H , w
is a product of some wi(1). Then h1xh1 = x1(±t1) . . . x36(±t36)hh′wx1(±u1) . . . x36(±u36),
and h1(−1)xi(s)h1(−1) = xi(s) if and only if i = 1, 2, 4, 5, 6, 9, 10, 13, 15,
20, 26, 29, 33, 34, 35, 36.
Besides, h1(−1) has to commute with w. As we remember from the
previous section, wi1(1) . . . wim(1) commutes with h1(−1), if and only if
wαi1 . . . wαim (α1) = ±α1.
It is clear that any product of w1(1), w2(1), w4(1) w5(1), w6(1) and w26(1)
commutes with h1(−1). It is easy to show that other elements of the Weil
group do not commute with h1(−1). Therefore, the centralizer of h1(−1) is
a product of the group H and the subgroup of G, generated by X1, X2, X4,
X5, X6 and X26. The group X1 commutes with all other generating sub-
groups, and the subgroups X2, X4, X5, X6 and X26 generate the Chevalley
group of the type A5. Thus, the centralizer of h1 is a product of H and the
central product of the Chevalley groups A1 and A5, and the commutant of
this centralizer is just a central product of Chevalley groups A1 and A5. Con-
sequently, the central quotient of this commutant is PSL2(K)× PSL6(K).
The centralizer of h1h2 is generated by H and the subgroup generated by
X1, X2, X5, X6 and X8 (it has the type D5), and the central quotient of the
commutant of this centralizer is isomorphic to PEO10(K).
Now we need to separate Chevalley groups of the type E6 from all classical
Chevalley groups. It is easy, if we mention that there is no classical Chevalley
group with a central quotient of a commutant of a centralizer of some its
involution elementary equivalent to PSL2(K)×PSL6(K), and with a central
quotient of a commutant of a centralizer of some other involution elementary
equivalent to PEO10(K). It can not be true also for the groups of the types
G2 and F4.
10 Chevalley groups of the type E7.
In the root system E7 there are 126 roots, and 63 of them are positive.
These positive roots are generated by seven simple roots α1 =
1
2
(e1 + e8 −
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e2 − e3 − e4 − e5 − e6 − e7), α2 = e1 + e2, α3 = e2 − e1, α4 = e3 − e2,
α5 = e4 − e3, α6 = e5 − e4 α7 = e6 − e5. These are other positive roots:
α8 = 1 + 3, α9 = 3 + 4, α10 = 4 + 5, α11 = 5 + 6, α12 = 6 + 7, α13 = 1 + 3 + 4,
α14 = 2 + 4, α15 = 3 + 4 + 5, α16 = 2 + 3 + 4, α17 = 2 + 4 + 5, α18 = 4 + 5 + 6,
α19 = 5 + 6 + 7, α20 = 4 + 5 + 6 + 7, α21 = 1 + 2 + 3 + 4, α22 = 2 + 3 + 4 + 5,
α23 = 3+4+5+6+7, α24 = 2+4+5+6+7, α25 = 2+3+4+5+6+7, α26 = 1+3+4+5,
α27 = 3+4+5+6, α28 = 2+4+5+6, α29 = 2+3+4+4+5, α30 = 2+3+4+5+6,
α31 = 1 + 2 + 3 + 4 + 5, α32 = 1 + 3 + 4 + 5 + 6, α33 = 1 + 2 + 3 + 4 + 4 + 5,
α34 = 1+2+3+3+4+4+5, α35 = 2+3+4+4+5+6, α36 = 2+3+4+4+5+5+6,
α37 = 1+2+3+3+4+4+5+6, α38 = 1+2+3+4+5+6, α39 = 1+2+3+4+4+5+6,
α40 = 1 + 2 + 3 + 4 + 4 + 5 + 5 + 6, α41 = 1 + 2 + 3 + 3 + 4 + 4 + 5 + 5 + 6,
α42 = 1+2+3+3+4+4+4+5+5+6, α43 = 1+2+2+3+3+4+4+4+5+5+6,
α44 = 1 + 1 + 2 + 2 + 3 + 3 + 3 + 4 + 4 + 4 + 4 + 5 + 5 + 5 + 6 + 6 + 7, α45 =
1+3+4+5+6+7, α46 = 2+3+4+4+5+6+7, α47 = 2+3+4+4+5+5+6+7,
α48 = 1 + 2 + 3 + 3 + 4 + 4 + 5 + 6 + 7, α49 = 1 + 2 + 3 + 4 + 5 + 6 + 7,
α50 = 1 + 2 + 3 + 4 + 4 + 5 + 6 + 7, α51 = 1 + 2 + 3 + 4 + 4 + 5 + 5 + 6 + 7,
α52 = 1+2+3+3+4+4+5+5+6+7, α53 = 1+2+3+3+4+4+4+5+5+6+7,
α54 = 1+2+2+3+3+4+4+4+5+5+6+7, α55 = 1+2+3+4+4+5+5+6+6+7,
α56 = 1+2+3+3+4+4+5+5+6+6+7, α57 = 1+2+3+3+4+4+4+5+5+6+6+7,
α58 = 1+2+2+3+3+4+4+4+5+5+6+6+7, α59 = 2+3+4+4+5+5+6+6+7,
α60 = 1+2+3+3+4+4+4+5+5+5+6+6+7, α61 = 1+2+2+3+3+4+4+
4+5+5+5+6+6+7, α62 = 1+2+2+3+3+4+4+4+4+5+5+5+6+6+7,
α63 = 1 + 2 + 2 + 3 + 3 + 3 + 4 + 4 + 4 + 4 + 5 + 5 + 5 + 6 + 6 + 7.
Lemma 13. There exists a first order sentence ϕE7 that holds in any adjoint
groups of the type E7 and does not hold in all classical adjoint Chevalley
groups, and also in adjoint Chevalley groups of types G2, F2, E6.
Proof. Let Z(h1) ∋ x = x1(t1) . . . x63(t63)hwx1(u1) . . . x63(u63), where h ∈ H ,
w is a product of some elements wi(1). Then h1xh1 = x1(±t1) . . . x63(±t63)hh′w
x1(±u1) . . . x63(±u63), and h1(−1)xi(s)h1(−1) = xi(s) if and only if i =
1, 2, 4, 5, 6, 7, 10, 11, 12, 14, 17, 18, 19, 20, 24, 28, 34, 37, 41, 42, 43, 48, 52, 53, 54, 56, 57, 58, 60, 61, 62.
Besides, h1(−1) has to commute with w. For wi1(1) . . . wim(1) commuting
with h1(−1), we need wαi1 . . . wαim (α1) = ±α1.
It is clear that any product of w1(1), w2(1), w4(1) w5(1), w6(1), w7(1) and
w34(1) commutes with h1(−1), and other elements of the Weil group does not
commute with h1(−1). Therefore the centralizer of h1(−1) is a product of the
group H and the subgroup of G, generated by X1, X2, X4, X5, X6, X7 and
X34, consequently, the central quotient of the commutant of the centralizer of
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h1(−1) is isomorphic to PSL2(K)× PEO12(K). Let us look, if there exists
any Chevalley group with a central quotient of a commutant of a centralizer
of some involution is also isomorphic to this group.
It is clear that it is impossible neither for groups G2, F4, E6, nor for
groups Al, Cl, Dl. The unique possible variant is the group EO15(K) (the
group of the type B7). But in this group there exists an involution
diag[−1, . . . ,−1︸ ︷︷ ︸
8
, 1, . . . , 1︸ ︷︷ ︸
7
],
with the central quotient of the commutant of its centralizer isomorphic to
PEO8(K) × EO7(K). It can not be possible for a Chevaley group of the
type E7, since it does not contain a subgroup EO7(K) (since no roots of the
system E7 can form the subsystem B3).
Therefore the Chevalley group E7 can not be elementarily equivalent to
the Chevalley group B7, and therefore to any considered group.
11 Chevalley groups of the type E8.
In the root system E8 there are 240 roots, 120 roots are positive. These
positive roots are generated by eight simple rots α1 =
1
2(e1 + e8 − e2 − e3 −
e4 − e5 − e6 − e7), α2 = e1 + e2, α3 = e2 − e1, α4 = e3 − e2, α5 = e4 − e3,
α6 = e5 − e4, α7 = e6 − e5 α8 = e7 − e6. These are other positive rots (for
short we omit the signs “+”): α9 = 13, α10 = 24, α11 = 34, α12 = 45, α13 = 56,
α14 = 67, α15 = 78, α16 = 134, α17 = 234, α18 = 245, α19 = 1234, α20 = 345, α21 = 456,
α22 = 1345, α23 = 567, α24 = 2456, α25 = 3456, α26 = 678, α27 = 4567, α28 = 13456,
α29 = 2345, α30 = 23445, α31 = 23456, α32 = 12345, α33 = 23567, α34 = 123445,
α35 = 123456, α36 = 34567, α37 = 1233445, α38 = 45678, α39 = 234456, α40 = 1234456,
α41 = 134567, α42 = 5678, α43 = 234567, α44 = 1234567, α45 = 245678, α46 = 2344556,
α47 = 12344556, α48 = 345678, α49 = 12334456, α50 = 1345678, α51 = 2344567, α52 =
12344567, α53 = 2345678, α54 = 23445567, α55 = 123344556, α56 = 23445566778, α57 =
23445678, α58 = 1233444556, α59 = 234455667, α60 = 12345678, α61 = 123445567, α62 =
1234455667, α63 = 123445678, α64 = 12233444556, α65 = 123344567, α66 = 1233445567,
α67 = 12334445567, α68 = 12334455667, α69 = 1233445678, α70 = 122334445567, α71 =
234455678, α72 = 2344556678,α73 = 1234455678, α74 = 12344556678,α75 = 123344455678,
α76 = 123344455667, α77 = 12334455678, α78 = 123445566778, α79 = 123344556678,
α80 = 1233445566778,α81 = 1233444556678,α82 = 12334445566778,α83 = 1233444555667,
α84 = 12334445556678,α85 = 123344455566778,α86 = 1233444555666778,α87 = 1223344455678,
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α88 = 1223344455667,α89 = 12233444556678,α90 = 122334445566778,α91 = 12233444555667,
α92 = 1223344455566778, α93 = 1223344455566778, α94 = 12233444555666778, α95 =
122334444555667,α96 = 122334444555666778,α97 = 12233444455566778,α98 = 122334444555666778,
α99 = 1223344445555666778, α100 = 1223334444555667, α101 = 12233344445556678,
α102 = 122333444455566778,α103 = 1223334444555666778,α104 = 12233344445555666778,
α105 = 122333444445555666778,α106 = 1222333444445555666778,α107 = 11223334444555667,
α108 = 112233344445556678,α109 = 1122333444455566778,α110 = 11223334444555666778,
α111 = 112233344445555666778,α112 = 1122333444445555666778,α113 = 11223333444445555666778,
α114 = 11222333444445555666778,α115 = 112223333444445555666778,α116 = 1122233334444445555666778,
α117 = 11222333344444455555666778, α118 = 112223333444444555556666778, α119 =
1122233334444445555566667778, α120 = 11222333344444455555666677788.
Lemma 14. There exists a first order sentence ϕE8 that holds in any adjoint
group of the type E8 and does not hold in all adjoint Chevalley groups of other
types.
Proof. Consider the centralizer of h1.
Let Z(h1) ∋ x = x1(t1) . . . x120(t63)hwx1(u1) . . . x120(u120), where h ∈ H ,
w is a product of some wi(1). Then h1xh1 = x1(±t1) . . . x120(±t120)hh′w
x1(±u1) . . . x120(±u120), and h1(−1)xi(s)h1(−1) = xi(s) if and only if i =
1, 2, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 18, 19, 21, 23, 24, 26, 27, 33, 37, 38, 42, 45, 49, 55, 58, 64, 65, 66,
67, 68, 69, 70, 75, 76, 77, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96,
97, 98, 99, 113, 115, 116, 117, 118, 119, 120.
It is clear that any product of w1(1), w2(1), w4(1) w5(1), w6(1), w7(1),
w8(1) and w37(1) commutes with h1(−1), and other elements of the Weil
group do not commute, therefore the centralizer of h1(−1) is a product of
the group H and the subgroup of G, generated by X1, X2, X4, X5, X6, X7,
X8 and X37.
The central quotient of the commutant of the centralizer of this involution
is isomorphic to PSL2(K) × G(E7, K), therefore the group of the type E8
can not be elementary equivalent to any other Chevalley group.
Lemmas 2–14 imply
Proposition 4. If two (elementary) Chevalley groups over infinite fields of
characteristic 6= 2 are elementarily equivalent, then the corresponding root
systems coincide.
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12 Definability of a field in Chevalley groups.
To proof that in every Chevalley group its field is definable we only need
to proof that in any adjoint Chevalley group of the type A1 (i.e., in PSL2(K))
its basic field is definable.
Lemma 15. If the groups PSL2(K) and PSL2(K
′) (K,K ′ are infinite fields
of characteristics 6= 2) are elementarily equivalent, then the fields K,K ′ are
elementarily equivalent.
Proof. Suppose that we have the group PSL2(K).
Consider matrices satisfying the formula
Cell(M) :=M2 6= 1 ∧ ∃X((XMX−1)M =M(XMX−1) ∧X2M 6=MX2).
Show that these matrices in some basis have the form
A = ±
(
1 t
0 1
)
.
LetM be diagonalizable in the field K, then in some basis it has the form
A =
(
α 0
0 1/α
)
.
A matrix of such a form can commute either with diagonal matrix, or we can
have the situation AB = −BA in the group SL2(K), i.e.
A =
(
i 0
0 −i
)
,
But in this case A2 = 1 in the group PSL2(K), therefore, M
2 = 1, but it
contradicts to the first condition of the formula Cell.
Any matrix M , conjugate to the matrix of the form
A = ±
(
1 t
0 1
)
,
satisfies the formula Cell (we can choose X diagonal with distinct elements
on the diagonal, but with squares 6= ±1).
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Fix some matrix A, satisfying the formula Cell. Consider all matrices
commuting with A. Let for a given A this set be denoted by XA. These are
matrices, that in the same basis have the form(
1 t
0 1
)
, t ∈ K.
The normalizer N(XA) of XA consists of matrices having in the given
basis the form (
α β
0 1/α
)
.
Let us choose one matrix B from N(XA)\XA and all matrices commuting
with it. Denote this set by DA,B. We can find a basis, where all matrices
from DA,B are (
α 0
0 1/α
)
,
and the matrices from XA are
±
(
1 t
0 1
)
.
Besides it, consider the set EA,B of matrices, normalizing DA,B, but not
belonging to DA,B. They are (
0 γ
−1/γ 0
)
.
By YA,B we denote the matrices conjugate to the matrices from XA by
matrices from EA,B. They are
±
(
1 0
s 1
)
.
Now let us introduce the formula
ϕ(M,N) := (M ∈ XA) ∧ (N ∈ YA,B) ∧ (MNM ∈ EA,B).
If for a matrix
M =
(
1 t
0 1
)
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we have ϕ(M,N) for some N , then
N =Mϕ =
(
1 0
−1/t 1
)
.
Let us write
Et := E(At) = AtAϕt At =
(
0 t
−1/t 0
)
.
Fix
Au =
(
1 u
0 1
)
.
Since
EtE
−1
u =
(
0 t
−1/t 0
)(
0 −u
1/u 0
)
=
(
t/u 0
0 u/t
)
,
we have
Ets/u = EtE
−1
u Es.
Note that since we have the group PSL2(K), the mapping E : XA → EA,B,
XA 7→ E(XA), is not invertible (namely, it is not monomorphic), because
E(At) = E(A−t) in the group PSL2(K).
Suppose that we have At and As and want to find At⊗As = Ats/u. In this
case the mapping At 7→ t/u is an isomorphism between the set XA (with the
operation of addition At⊕As = AtAs and the operation of multiplication ⊗)
and the field K. Since Ets/u = E(At)E(Au)−1E(As), we only need to restore
Ats/u by Ets/u. We have only to candidates: Ats/u and A−ts/u, and we need
to choose the right one.
There are the following conditions:
AtAts/u = At(1+s/u) = At/u(s+u) = At ⊗ (AsAu),
therefore,
E(AtAts/u) = E(At)E(Au)−1E(AsAu)
for t, s 6= 0.
Also we have
AtA−ts/u = At/u(u−s).
The condition
E(AtA−ts/u) = E(At)E(Au)−1E(AsAu)
49
for t, s 6= 0, as it is easy to check, can not hold, therefore the formula of
multiplication can be written in the next form:
Aw = At ⊗As ⇐⇒ (At = 1 ∧ Aw = 1) ∨ (As = 1 ∧Aw = 1)∨
∨(As 6= 1∧At 6= 1∧E(Aw) = E(At)E(Au)−1E(As)∧E(AtAw) = E(At)E(Au)−1E(AsAu)).
Consequently, the isomorphism is constructed, thus, the field K is defin-
able in the group PSL2(K), i. e. there exist formulas ϕ(X1, X2, . . . , Xl; Y ),
ψ(X1, . . . , Xl), Add(Y1, Y2, Y3), Mult(Y1, Y2, Y3) such that or any X1, . . . , Xl,
satisfying the formula ψ(. . . ), all such Y that ϕ(X1, . . . , Xl; Y ) holds, with
the operations of addition and multiplication, given by the formulas Add(. . . )
and Mult(. . . ), form a field, isomorphic to K.
Therefore, if the groups PSL2(K) and PSL2(K
′) are elementarily equiv-
alent, then the fields K,K ′ are elementarily equivalent.
Proposition 5. If two adjoint elementary Chevalley groups G(Φ, K) and
G(Φ, K ′) (K,K ′ are infinite fields of characteristics 6= 2) are elementarily
equivalent, then the fields K,K ′ are elementarily equivalent.
Proof. For a given root system Φ consider the central quotient of the commu-
tant of the centralizer of a suitable involution (see Lemma 2–14) and choose
there such a component of the direct product that is isomorphic to PSL2(K).
Then we use Lemma 15.
13 Isomorphism of weight lattices.
Now we only need to prove
Proposition 6. If two (elementary) Chevalley groups are elementarily equiv-
alent, then their weight lattices coincide.
Proof. We shall consider elementary Chevalley groups.
Note that if two Chevalley groups are elementarily equivalent, then their
centers are isomorphic, since they are finite. The center of a Chevalley group
is a quotient group of its weight lattice by the root lattice. We know that two
elementary Chevalley group have the same type. Then the quotient group
of the weight lattice by the root lattice completely defines the weight lattice,
except the single case: the Chevalley group of the type D2m, m ≥ 3, and
intermediate lattice such that the order of the quotient of weight lattice by
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the root lattice is 2. In this case there are two non-isomorphic Chevalley
groups: one of them is SO4m(K) (commutant of this group in elementary
case), and the other is a so-called “semi-spinor group”.
Recall (see [9]), that roots of the system D2m are the vectors ±ei ± ej ,
i 6= j in the othonormal basis e1, . . . , e2m of the 2m-dimensional Euclidean
space, the weight lattice of this system consists of the vectors with even sum
of integral coordinates, the universal lattice is
⊕2mi=1Zei + Z
(
1
2
2m∑
i=1
ei
)
,
the first (“orthogonal”) intermediate lattice Λ1 is
⊕2mi=1Zei,
the second (“semi-spinor”) Λ2 is
⊕2m−1i=1 Z(ei − ei+1)⊕ Z(e2m−1 + e2m) + Z
(
1
2
2m∑
i=1
ei
)
.
Suppose that we have the group of the type D2m, m ≥ 4. Then we can
consider (define by a formula) an involution j with a central quotient of the
commutant of the centralizer having the type D6×D2m−6 (for example, it is
the involution hα1(−1)hα3(−1)hα5(−1)). The commutant of the centralizer
of j is a central product of the groupD6 and the group D2m−6, and the weight
lattice of the subgroup D6 is the same as the initial group has (if the initial
group is orthogonal, then the subgroup is orthogonal, if the initial group is
semi-spinor, then the subgroup is semi-spinor). Therefore we shall take the
subgroup of the type D6 to define its lattice type.
Let us have the groupG of the typeD6 with intermediate lattice. We shall
suppose that either G = G1 = SO12(K)
′, or G = G2 is a semi-spinor group
(that is the quotient group of Spin12(K) by the central subgroup having two
elements).
The center of each of the groups G1, G2 has two elements and the central
quotient is the adjoint group PSO12(K)
′, that is already studied.
The subgroup H1 = H(G1) is generated by hα1(t1), hα2(t2), hα3(t3),
hα4(t4), hα5(t5), hα6(t6) with the condition hα5(−1)hα6(−1) = 1, and the
subgroup H2 = H(G2) is generated by the same elements with the condition
hα1(−1)hα3(−1)hα5(−1) = 1.
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In the group PSO12(K) for i /∈ K in the subgroup H there are 16 in-
volutions, that are generated by hα1(−1), hα2(−1), hα3(−1), hα4(−1). The
maximal set of commuting involutions consists of 29 involutions, that are
generated by the mentioned elements, and also by elements we1−e2we1+e2 ,
we2−e3we2+e3 , we3−e4we3+e4, we4−e5we4+e5, we5−e6we5+e6 = wα5wα6 . If i ∈ K,
then we can also add the involution hα5(i)hα6(i), and therefore we have the
set of 210 (there can not be more involutions in the group PSO12(K)!) invo-
lutions.
Now we can note that in the group G1 = SO12(K) the inverse images
of these involutions also are involutions, since in this group we have the
condition hei−ei+1(−1) = hei+ei+1(−1), i = 1, . . . , 5. Besides that, we can add
the central involution −1 = hα1(−1)hα3(−1)hα5(−1).
In the semi-spinor group G2 the condition hei−ei+1(−1) = hei+ei+1(−1)
does not hold, therefore (wei−ei+1wei+ei+1)
2 = hei−ei+1(−1)hei+ei+1(−1) 6= 1.
Similarly, (hα5(i)hα6(i))
2 = hα5(−1)hα6(−1) 6= 1. Consequently, the inverse
images of only 16 involutions from the adjoint group are involutions in the
semi-spinor group.
Thus, we can easily write a sentence, separating the groups G1 and G2,
i. e., they can not be elementarily equivalent.
Therefore, elementary equivalent Chevalley groups has the same weight
lattices.
Theorem 1 and Propositions 3, 4, 5, 6 imply the main
Theorem 3. Let G = Gpi(Φ, K) G
′ = Gpi′(Φ
′, K ′) (or Epi(Φ, K) and Epi′(Φ
′, K ′))
be two (elementary) Chevalley groups over infinite fields K and K ′ of char-
acteristics 6= 2, with weight lattices Λ and Λ′, respectively. Then the groups
G and G′ are elementarily equivalent if and only if the root systems Φ and Φ′
are isomorphic, the fields K and K ′ are elementarily equivalent, the lattices
Λ and Λ′ coincide.
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