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Abstract-The prediction’of future values of a time series generated by a chaotic dynamic system 
is an extremely challenging task. Besides some methods used in traditional time series analysis, a 
number of nonlinear prediction methods have been developed for time series prediction, especially the 
evolutionary algorithms. Many researchers have built various models by utilizing different evolution- 
ary techniques. Different from those available models, this paper presents a new idea for modeling 
time series using higher-order ordinary differential equations (HODEs) models. Accordingly, a dy- 
namic hybrid evolutionary modeling algorithm called DHEMA is proposed to approach this task. 
Its main idea is to embed a genetic algorithm (GA) into genetic programming (GP) where GP is 
employed to optimize the structure of a model, while a GA is employed to optimize its parameters. 
By running the DHEMA, the modeling and predicting processes can be carried on successively and 
dynamically with the renewing of observed data. Two practical examples are used to examine the 
effectiveness of the algorithm in performing the prediction task of time series whose experimental 
results are compared with those of standard GP. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-Time series, Differential equation, Genetic algorithm, Genetic programming. 
1. INTRODUCTION 
Successful time series prediction is a major goal in many areas of research, such as biology, 
meteorology, physics, business, and engineering. In traditional time series analysis, what people 
have used most are AR models, MA models, ARMA models [1,2], and some variations based 
on them [3-61. It is usually difficult for people to determine the model order and parameters 
simultaneously without having sufficient domain details and professional skills. Moreover, most 
ARMA models are linear, while most time series of practical relevance are of nonlinear and 
chaotic nature which makes those conventional linear prediction methods inapplicable. Hence, a 
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number of nonlinear prediction methods have been developed for time series prediction, especially 
evolutionary algorithms (EAs). 
EAs are adaptive methods for solving computational problems in many fields, which mimic 
the process of biological evolution and the mechanisms of natural selection and genetic variation. 
They use suitable codings to represent possible solutions to a problem, and guide the search by 
using some genetic operators and the principle of %urvival of the fittest”. Due to their merits 
of self-adaptation, self-organization, self-learning, intrinsic parallelism, and generality, EAs have 
succeeded in solving a large number of problems in machine learning, pattern recognition, eco- 
nomic prediction, optimization control, parallel processing, and many other domains [7,8]. EAs 
currently consist of four branches, namely genetic algorithms (GAS) [9], evolutionary program- 
ming (EP), evolution strategies (ES), and genetic programming (GP) [lO,ll]. Many researchers 
have utilized different evolutionary techniques to carry on time series prediction. Some used GAS 
to do this [12-141. Y ao and Liu used EP to make time series prediction by evolving multilayer 
perceptrons [15]. S ome studies of GP used for chaotic time series prediction have also been under- 
taken [16-181. B ased on these techniques, people have built various models whose structures have 
ranged from symbolic regression [lO,ll] to difference equation [16,17], to classification rules [12], 
to neural networks [19,20], to multilayer perceptrons [21], to evolutionary neural trees [22]. 
Despite all those available models, this paper presents a new idea for modeling time series using 
higher-order ordinary differential equation (HODE) models. The reason for using HODEs model 
is that this kind of model can describe the dynamic properties of a system which changes with time 
quite well and predict the future states of the-system very conveniently. In addition, one drawback 
for the above-mentioned methods is that the model is built once for all which cannot reflect the 
dynamic change of observed data. In view of this, we propose a dynamic hybrid evolutionary 
modeling algorithm called DHEMA to approach the prediction task of time series. The main 
idea of the DHEMA is to embed a genetic algorithm (GA) into genetic programming (GP), 
where GP is employed to optimize the structure of a model, while a GA is employed to optimize 
its parameters. More importantly, it makes the dynamic modeling and predicting of time series 
feasible by adapting the structure and the parameters of a HODE model to the renewing observed 
data. The effectiveness of the algorithm is tested on two practical examples of time series. Their 
experimental results are compared with those of standard GP. 
The remainder of the paper is organized as follows. The problem is defined in Section 2. 
In Section 3, we present the structure of the DHEMA. A detailed description of the algorithm 
is presented in Section 4. In Section 5, two typical examples are used to test the DHEMA’s 
effectiveness, followed by some experimental results and discussion. Finally, conclusions and 
ideas for future research are summarized in Section 6. 
2. PROBLEM STATEMENT 
In time series prediction, we. are given a sequence of past values of a random variable and want 
to forecast the future of the variable. The past values are summarized as a vector form 
x(t) = (x(t - m), . . . ,x(t)). (1) 
The modeling problem of HODEs for X(t) is to find an nth-order ordinary differential equa- 
tion (ODE) model 
2 *yq = f (t,x*(t),x*‘(t),x*“(t), . . . ,x*(-(t)) (2) 
to describe the system such that ]]X* - X]] is minimized and the values of X(t) at the next r 
time steps 
(x(t + l), . . . ,z(t + 7)) (3) 
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IIx*-xII = 1 ~jz*(t-i)-z(t-i)]2, i=O 
and f is composed of some elementary functions, including triangle functions, exponential func- 
tions, and power functions. The structure of the HODE model defined here is flexible and can 
take the form of a complex nonlinear ODE with variable coefficients. 
In this paper, we define m as the number of modeling samples, r as the stepsize of prediction. 
It is usually called short-term prediction for 7 = 1 and long-term prediction for r > 2. 
3:: DYNAMICAL HYBRID EVOLUTIONARY 
MODELING ALGORITHM (DHEMA) 
Based on the idea of evolutionary modeling, we propose the DHEMA to approach the dynamic 
modeling and predicting tasks of time series by using HODE models. The main frame of the 
algorithm consists of two main processes, namely, the structure optimization process based on 
standard GP and the parameter optimization process based on a GA, accompanied by the data 
preprocessing, the simplification and normalization of models, and the system prediction. 
The structure of the DHEMA is described briefly in pseudocode as follows. A more detailed 
description follows in the next section. 
Procedure DHEMA; 
begin 
input original time series X; 
input m, T and the number of advancing steps lc; 
input the order of HODE models n; 
start :=l, end :=m; 
for i:=l to k do 
begin 
use the observed data points between start and end of X as the 
modeling samples X!‘). 
preprocess X(O) z and get’ Xl’) ; z 
compute the conversion matrix Y of X/l); 
GEN:=O; 
initialize the HODE model population Pi(GEN) ; 
repeat 
Pi(GEN) := simplification and normalization of models in Pi(GEN); 
PiGP(GEN) := t s ructure optimization of models inPi(GEN) using GP; 
P~GA(GEN) := p arameter optimization of models in P~GP(GEN) using 
GA; (**) 
fitness evaluation of model in PiGA(GEN); 
Pi(GEN+l) := select [P~GA(GEN)]; 
GEN := GEN +l ; 
until termination criterion; 
output the best evolved model besti in the current generation; 
make system predictions for the next r time steps based on besti; 
start := start + 7, end := end + 7; 
end 
end 
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4. DETAILED DESCRIPTIONS OF THE DHEMA 
4.1. Data Preprocessing 
We apply a low-pass filtering to the original data to eliminate noise at high frequencies by 
means of the discrete Fourier transform. 
4.2. Calculation of Conversion Matrix Y 
Suppose that a HODE has the form of (2). In order to calculate the approximate values of 2 
in a time series from (t - m) to t for the ODE, and thus, to evaluate the fitness of the model, we 
first convert the HODE into a set of n coupled first-order ordinary differential equations, having 
the form 
Y: = Y2, 
Y; = Y3, 
(5) 
I 
Yn-1 = Yny 
Y:,=f(t,Yl,Yz,...,Yn), 
by replacing the variables 
Yl = 2, y2 = z’, y3 = x”, . . .) yn = ,(+I), (6) 
and then compute the conversion matrix Y of X(l) 
\ Yl(t) Yz(t) .** * Yrz (t) 
Ifwedenote~=(yi(t-m),yi(t-m+1),...,yi(t))T,thenY~=X(1). Thexfori=2,3,...,n, 
which are the (i - l)th-order derivatives of x in a time series from (t - m) to t, respectively, can 
then be calculated approximately by means of numerical differentiation. For example, for n 5 4, 
we can use the following formulae of order h2 error: 
l forward difference formula 
jr! = -Yi+2 + 4Yi+1 - 3Yi 
z 2h ’ ’ 
yy = -x+3 + 4yi+2 - 5yi+l + zyi z h2 , 
y:" = -3X+4 + 14yi+3 - 24yi+2 + 18yi+l _ 5yi 
2h3 ; 
l central difference formula 
y’ = Yi+1 - Yi-1 
z 2h ’ 
yy = Yi+1 - 2Yi + CA-1 
h2 ’ 
yy = yi+2 - 2yi+1 + 2yi-1 - yi-2 
2h3 > 
l backward difference formula 
y; = 3Yi - 4Yi-1+ yi-2 
2h ’ 
y:’ = 2Yi - 5yi-1+ 4yi-2 - yi-3 h2 , 
(8) 
(9) 
yy = 5yi - W/i-l + 24y+2 - 14yi-3 + 3yi-4 
2h3 
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4.3. Simplification and Normalization of Models 
The simplification of a model means simplifying the tree structure of each individual in the 
model population by replacing those subtrees which consist of arithmetic operations between 
constants by their calculated values. This operation is performed on all individuals in every 
generation. It affects the number of parameters to optimize, but does not change the fitness of 
individuals. 
The normalization of a model means adjusting the structures of its subtrees whose roots are I‘+” 
(plus) or V’ (multiplication), and whose left branches or right branches are a constant, to ensure 
that the constant always lies on the right of “+” or Q” in the S-expression of the model. This 
operation is helpful so that “a + 2’ and “z + u” or “a * 2’ and “5 * u” will not be regarded as 
different structures, thus eliminating redundant work in the optimization process. 
4.4. Structure Optimization of Models Using GP 
4.4.1. Encoding of a HODE model 
Once a HODE is converted into a system of ODES, we notice that the only difference between 
two HODE models is in the nth equation 
Y:, = f(G Yl, Y2,. . . I Yn), (11) 
namely, the right-hand function of the HODE. When initializing the model population, the 
DHEMA generates some individuals randomly and each individual is represented as a binary 
tree. For example, given a fourth-order ODE 
its corresponding equation 
d4) = 3x”’ + sin (x”) - tz’ + rcet , 
yi = 3~4 + sin (~3) - ty2 + ylet 
(12) 
(13) 
exp 
x t 
Figure 1. An example of the representation of a HODE model. 
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can be represented as a binary tree shown in Figure 1. The maximum depth of a tree is restricted 
by a constant D and the complexity of a model is measured by the number of nodes contained 
in its tree. 
4.4.2. Fitness evaluation 
Suppose that the corresponding system of ODES of an arbitrary individual p in the HODE 
model population has the general form of (6). Then the fitness of p can be calculated as follows. 
Procedure calfitness; 
begin 
let X* and AX be both n-dimensional column vectors, Y* be a (m + 1) x n 
empty matrix, 
assign the first row of Y to that of Y*; 
for i:=2 to m+l do 
begin 
integrate the system (5) for a step with some numerical method by 
taking the (i - l)th row of Y as the initial condition; 
assign the solution to the ith row of Y*; 
end 
X*:=Y:; {Y; denotes the vector composed of the first column of Y*} 
AX :=X(l) - X* ; 
fitness(p) := -IlAXll; 
end 
Here, the higher the fitness, the better the individual. Furthermore, due to the diversity of 
HODE models generated randomly, some of them may not be stable and will give rise to the 
overflow of function values during the fitness calculation. In this case, we return a large negative 
number to the fitness value as a penalty so that these unreasonable models are eliminated from 
the population in the next generation. 
When determining which numerical methods will be suitable for evaluating the fitness, we 
assume that since the original data are collected at equal intervals, it is not convenient to use 
integration methods with a variable stepsize. On the other hand, it is necessary that Y; change 
with different models by using the numerical method, so that the evolutionary algorithm can 
work. Suppose that the order of ODE is n. Considering the available integration methods, we 
notice that, when using the modified Euler method, Y;” will not change using HODE models 
when n is greater than 2. While using the fourth-order Runge-Kutta method with fixed stepsize, 
YT will remain unchanged when n is greater than 4. Hence, the maximum order of the HODE 
models we can build by using these two methods are two and four, respectively. To build ODE 
models with higher orders, other numerical methods need to be introduced. In practice, ODE 
models with high orders are seldom used. In our experiments, we use the fourth-order Runge-. 
Kutta method with fixed stepsize 0.01 to do the integration. 
4.4.3. Selection strategy and genetic operators 
We use tournament selection with a sample size of 4 in the DHEMA. An elitist strategy is also 
adopted, which places the best individual of the population into the next generation. 
Crossover is performed by choosing a random point in each parent, exchanging the subtrees 
beneath those points to produce two new trees and using either of them as the offspring on the 
condition that its depth does not exceed D. 
Mutation is performed by choosing a random point in the parent and replacing the subtree 
beneath that point by a randomly generated subtree to produce the offspring. 
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4.5. Parameter Optimization of Models Using a GA 
4.5.1. Encoding of model parameters 
At the beginning of this process, we first examine whether the model structure has been opti- 
mized in the current generation. If so, we do nothing with it, otherwise we check all the constants 
in the tree, including counting the number of constants 1 and recording their positions. Each 
individual in the parameter population can then be represented as an l-dimensional row vector 
(cl, cz, . . . , cl) where each component ci for i = 1,2,. . . , 1 is encoded as a floating number and 
generated randomly ranging from -20 to 20 during the initialization of the parameter population. 
4.5.2. Fitness evaluation 
Before the fitness evaluation of an individual in the parameter population, we return to the 
original model and replace all constants with the corresponding components of the row vector 
(i.e., the individual). We then follow the same procedure as in Section 4.4.2 to calculate the 
fitness. 
4.5.3. Genetic operators and selection strategy 
We use a novel crossover operator to create a new individual in the parameter population in 
the following way. Randomly select 1M different individuals from the old population (M > 2) 
denoted as X1, Xz, . . . , XM where XI, = (crk,czk,. . . ,crk) (k : 1 N M). Produce M coefficients 
&k, where ok ranges from a to b (a < 0, b > l), which satisfy cf=“=, ok = 1. Generate a new 
individual, X, by the nonconvex linear combination of these M individuals as follows: 
x = 5 (Y&k. 
k=l 
(14) 
If the fitness value of X is higher than that of the worst individual in the current population, 
then replace it with X. This step is iterated a predetermined maximum number (MAX) of times. 
There are three adjustable control parameters M, a, b in this procedure. Setting their optimal 
values depends upon the properties of the specific problem. 
4.6. System Prediction 
Once the best evolved model is obtained in one advancing step, we then take the last row of Y 
as the initial condition, integrate the corresponding system of ODES for r steps by using the 
fourth-order Runge-Kutta method with stepsize 0.01, and get the predicted series of Y*. The 
first column of Y* is just the predicted values of the system at the next 7 time steps. 
5. COMPUTATIONAL EXPERIMENTS 
5.1. Parameter Settings and Measures 
To examine the effectiveness of the DHEMA, we apply it to two practical examples of time 
series. In our experiments, we only consider the short-term prediction problem of T = 1. For 
simplicity, we call the set of k nth-order HODE models built by running the DHEMA with m 
modeling samples and one-step-forward prediction each time as a HODEs (m, k; n) model family. 
We build the HODEs (m, Ic; n) model families with n = 1,2,3,4 for each example, respectively. To 
examine the scalability of the algorithm, we test the predictive capabilities of model families with 
incrementally larger modeling samples, i.e., under different pairs of (m, k). For each experiment, 
we use both the DHEMA and standard GP technique, and compare their modeling results. Here, 
standard GP refers to the algorithm that follows the same procedure as the DHEMA but has 
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no parameter optimization process (marked by %*“). Twenty runs are conducted independently 
for each triple of (m, Ic; n). All the experiments are performed on a Pentium III (500 Mhz) using 
Visual C++ compilers. The parameter settings are as follows. 
l For the structure optimization using GP: we use the function set F = {+, -,*, /, A, 
sin, cos, exp, ln} where z^n symbolizes zn (0 < n < 5), the terminal set T = (~1,. . . , ynln, 
t,c} where n is the order of the HODE and c is a random constant, a population size 
of 50, a maximum tree depth of 4, and a maximum of 50 generations per run. 
l For the parameter optimization using a GA: we use a population size of 20 and the control 
parameters with MAX = 200, M = 8, a = -0.5, b = 1.5. 
In addition, to compare the .predicted results of different HODEs (m, k; n) model families, we 
define the prediction error (PE) as 
where z(t + i) is the observed value, ?(t + i) the predicted value, and L the compared number 
of advancing steps (L 2 k). As the sets of predicted points are different under different pairs of 
(m, k), we can only consider the same set of the predicted points when comparing their modeling 
results. Thus, we set L to be the minimal value of k for each example. Exactly, for Example 1, 
L = 50. For Example 2, L = 60. Accordingly, we define the average prediction error (APE) 
and minimal prediction error (MPE) as the mean value and the minimal value of PE in 20 runs, 
respectively. 
Meanwhile, to measure the stability of results in multiple runs, we define the variance of the 
PE (VPE) as 
5 (PE( - APE)2 
VPE = i=l 
-1 ’ (16) nT 
where n, is the number of runs and PEi is the PE of the ith run. 
Besides those mentioned above, in one run, if there is at least one point i whose relative 
prediction error 
Pi - xi 
I I 
(17) 
Xi 
is greater than one, we declare this run a failure; otherwise it is a success. We only take into 
account the successful runs (N,,,,) when calculating the APE and the VPE. Meanwhile, we 
compute the average running time (MT) for each experiment which is the mean value of time in 
20 runs. 
5.2. Example 1: Stock Price 
The experimental data are taken from [2] g iving the daily stock price of IBM Company 
from May 17, 1961 to November 2, 1962. We build the HODEs (m, k;n) model families for 
(m, k) = (20,80), (30,70), (40,60), (50,50) and n = 1,2,3,4 by using standard GP and the 
DHEMA, respectively. 
Table 1 shows the statistical results of different HODEs (m, k; n) model families in 20 runs for 
Example 1 by using the two algorithms. By comparison with the corresponding results between 
the standard GP and the DHEMA, we can see clearly that as we have expected, in whatever cases 
(i.e., for the same triple of (m, k; n)), the latter can always achieve smaller API% and MPEs as 
well as higher ratio of success than the former does. Even in the case of n = 4 when standard GP 
cannot work, the DHEMA can still make predictions although their values are not desirable. This 
can be explained as follows. As the stability of a HODE depends largely upon the parameters 
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Table 1. The statistical results of different HODEs (m, k; n) model families for Ex- 
ample 1 (20 runs) by using standard GP and the DHEMA (L = 50). 
Algorithm Standard GP 
1-1 N,,,, 1 APE 1 MPE / VPE / (ET) ( 
Algorithm DHEMA 
I I I I I 
APE / MPE VPE 
of the right-hand function, when using standard GP to implement the evolutionary modeling of 
HODEs, one major problem arises. A model with a favorable structure will have a high prob- 
ability of being eliminated from the population during the evolution if the randomly generated 
parameters are inappropriate. Consequently, it can be difficult to obtain a highly accurate model 
for the system. Moreover, some exceptions (like overflow, etc.) will occur more frequently when 
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the order of the HODE model is high, which accounts for the fact that no successful run is 
obtained for any pair of (m, Lz) when n = 4 by using standard GP. However, when we embed 
a parameter optimization process into the evolutionary modeling process of standard GP, the 
accuracy of models is improved greatly which enables us to make better predictions. 
As far as the running time is concerned, from Table 1, we can see that the average MT for 
the DHEMA is usually more than six times that for standard GP. Moreover, our experimental 
results show that the distribution of running time for different (m, k; n) is similar, so we just 
take (m, k; n) = (50,50; 1) as an example and depict the running time of standard GP and the 
DHEMA in 20 runs in Figures 2 and 3, respectiverly. Obviously, these results show that we gain 
the benefit of higher model accuracy by sacrificing a large amount of time. So how to reach a 
good balance between efficiency and time is a challenging problem for the DHEMA in further 
study. 
By comparing the predicted results of the DHEMA with increasing modeling samples, we can 
see that when m = 20 and 30, the ratio of success is relatively low. But, when m = 40 and 50, 
the number of successful runs increases obviously and the prediction accuracy is also improved 
with smaller APE and MPE. Similar results can also be observed when using standard GP. This 
shows that too small a set of modeling samples is disadvantageous to making good predictions. 
But a larger set of modeling samples requires more running time. 
To determine which order of HODEs model family is most appropriate to describe this time 
series, we compare the results of the DHEMA for each pair of (m, k) under different n and find 
that for the same pairs of (m, k), the first-order HODEs model family can always achieve the 
highest ratio of success and the smallest APE and MPE. So, we can infer that the optimal order 
of the HODEs model family for this example is 1. 
327 
322 
317 
312 
2 307 
c 
8 302 
297 
292 
287 J 
0 4 8 12 16 20 
i (run) 
Figure 2. The running time in 20 runs with (m, k; n) = (50,50; 1) using standard GP 
for Example 1. 
. 4 
1835 
1785 
0 4 8 12 16 20 
i WO 
Figure 3. The running time in 20 runs with (m, k; n) = (50,50; 1) using the DHEMA 
for Example 1. 
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In addition, from the fact that the VPE of standard GP is always larger than that of the 
DHEMA in any case, we can infer that the running results of the DHEMA are more stable than 
that of standard GP. Moreover, some results of VPE are consistent with the previous’conclusions. 
For the same pair of (m, Ic), it seems that when n = 1, the VPE is the smallest in most cases; but 
when n = 4, its VPE is always the largest. This shows tht when n = 1, the results in multiple 
runs are most stable and the optimal order for this example is 1. However, we shall not neglect 
another fact that although with the increasing of modeling samples, it is more likely to find more 
accurate models for the DHEMA, the VPE may be larger. This is caused by the big difference 
between the few best solutions and the APE. 
We depict the best predicted result with (m, k; n) = (50,50; 1) using the DHEMA in Figure 4. 
Its PE is 29.2574.78 and the first ten models in the model family are listed as follows: 
model[O]: x’=((sin((~))*exp(~))*exp(sin((~)))), 
model[l]: x’ = (((sin(x) * 3.008969) + t) -t- (sin((t +x)) * t)), 
model[2]: x’ = exp((cos(t)lln(lxl))) 
sin(x) > 
model [3] : 
xI= (cos(;x^2))) 3 
model[d] : 
model[5]: x’ = (sin(x) * ln(lxl)) 
> cos(cos(t)) ’ 
model[6]: x’ = (sin(x) + ((sin(x) + sin(x)) + t)), 
model[7]: x’ = ((sin(sin(x)) + sin ((~~2))) + sin(x)) , 
model[B]: x’ = (sin ((x*3)) + (sin((t -x)) * 6.790161))) 
model[9]: x’ = (2.000000 * (sin((2.000000 * x)) + sin(x))). 
From Figure 4, we can see that although some large deviations from the observed values occur 
in some predicted points, the change tendency of the whole predicted curve keeps consistent with 
that of the observed curve. In addition, both the structure and the parameters of the model 
change dynamically with the renewing of the modeling samples and their structures are various 
which can take any form of complex composite functions. This demonstrates the potential of the 
DHEMA is searching some unimaginable model structures for human minds. 
570 
555 
.8 
8 525 
$j 510 
480 
--observed curve 
-predicled cwvc 
0 5 10 15 20 25 30 35 40 45 50 55 
Serial No. of Predicted Points 
Figure 4. The best predicted result with (m,k;n) = (50,SO; 1) using the DHEMA 
for Example 1. 
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Table 2. The statistical results of different HODEs (m, IE; n) model families for Ex- 
ample 2 (20 runs) by using standard GP and the DHEMA (L = 60). 
Algorithm Standard GP 
Model Family 
(m,h) 1 n N~ucc .APE MPE VPE 
MT 
(s=.) 
I 1 19 3.264197 2.008825 3.090077 428 
(60760) 3 20 1.316325 1.092573 0.310965 445 
4 0 - - 402 
Algorithm DHEMA 
APE ( MPE VPE 
5.3. Example 2. Chemical Reaction Temperature 
The experimental data are taken from [2] giving the centigrade temperature of some chemical 
reaction process recorded every other minute. We build the HODEs (m, k; n) model families 
for (m, k) = (30,90), (40,80), (50,70), (60,SO) and n = 1,2,3,4 by using standard GP and the 
DHEMA, respectively. 
Table 2 shows the statistical results of different HODEs (m, k; n) model families in 20 runs for 
Example 2 by using the two algorithms. Similarly, in comparison with their corresponding values 
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of Nsucc, APE and MPE for the same triple of (m, k; n), we conclude that the DHEMA is superior 
to standard GP in modeling this time series. Meanwhile, the fact that both algorithms fail to 
find a feasible fourth-order HODEs model family for this example further proves our surmise that 
a HODE with too high order is usually inapplicable in real-world problems. 
By comparing the predicted results of the DHEMA under different modeling samples, we can 
see that when m = 30, the ratio of success is relatively low and their predictions are also bad. 
While with the growth of m, the number of successful runs increases and the APE and the MPE 
get smaller. But this does not mean that larger modeling samples can always result in a better 
predicted result. In fact, for this example, some results of m = 40 are even better than that of 
m = 50 and 60. Nevertheless, for each pair of (m, k), a common fact is that of the four kinds of 
model families with different orders, the third-order HODEs model family always performs best 
in terms of its smallest APE and MPE as well as almost 100% ratio of success. So, we consider 
it as the optimal model family for this example. 
Similar to Example 1, by comparing the VPEs of standard GP and the DHEMA, we conclude 
that the DHEMA is a more stable modeling algorithm than standard GP. Moreover, for the 
same pair of (m, k), the VPE of n = 3 by running the DHEMA is always the smallest. This 
shows that the running result of n = 3 is more stable than other orders. Meanwhile, we observe 
that with the increasing of modeling samples, the VPE appears a descending tendency. When 
(m, k; n) = (60,60; 3), the VPE reaches a rather small value 0.04752. In this case, its APE and 
MPE are also the smallest. 
In addition, from the fact that the MT of DHEMA is usually six or seven times that of standard 
GP for this example, we shall recognize that the maid disadvantage of the DHEMA lies in its 
consuming much more running time. As for the distribution of running time for each experiment, 
our results show tht the changing of running time in 20 runs always falls in the range of MT & 10% 
and we will not depict them one by one. 
The best predicted result with (m, k; n) = (60,60; 3) using the DHEMA is illustrated in Fig- 
ure 5. Its PE is 0.937058. We list the first ten models in the model family as follows: 
model[O]: 2”’ = 
(((( (-0.~~575) > (-O.L575) >> 
- (x’ * 5.832825) , 
> 
model[l]: z”’ = (((-2.181591) - ((~‘~2) + (2” * (-1.343384)))) *z’), 
model[2]: z”’ = ((sin(z”) * ((z *t) * (-0.854171))) - (2” - z’)), 
model[3]: x”’ = ((((-0.684509) - (x’ + x’)) - ((x” + 2”) + 5’)) - (x’ + x’)), 
model[4]: (((t-&J -(x’.3))7 
-observedcurve 
-predicted curve 
0 5 10 15 20 25 30 35 40 45 50 55 60 65 
Serial No. of Predicted Points 
Figure 5. The best predicted result with (m, k; n) = (60,60; 3) using the DHEMA 
for Example 2. 
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model[5]: 2”’ = (( ,.,,,,,) - (((x’ + 5”) + (C3)) + ((x’ + 2”) + (Zj.3)))) ) 
model[6]: x”’ = ((((x” * x’) - x”) - x’) - ((3.000000 * x’) + x”)), 
model[7]1 x”’ = (( x’ * 2”) - (((x” * t) * x”) + ((5” *t) * (x - 5.428467)))), 
model[8]: x”’ = 
model[9]: x”’ = 
As shown in Figure 5, the predicted curve can coincide with the observed curve very well except 
that only a minority of predicted points deviate a little far away from the actual curve. One 
reason that we got such a good result may be attributed to the smooth characteristic of the 
observed curve as opposed to the strongly vibrated curve of stock data. As listed above, the 
computer can discover various models automatically by running the DHEMA. Their structures 
can be further simplified by hand. 
6. CONCLUSIONS AND FUTURE RESEARCH 
This paper presents a new idea for modeling time series using high-order ordinary differential 
equations (HODEs) models. Accordingly, a dynamic hybrid evolutionary modeling algorithm 
called DHEMA is proposed to approach this task. The main idea of the algorithm is to embed a 
genetic algorithm (GA) into genetic programming (GP), where GP is employed to optimize the 
structure of a model, while a GA is employed to optimize its parameters. This algorithm has 
the following advantages compared with most available modeling methods used for time series 
analysis. 
(1) It is capable of building complex nonlinear HODE models for time series rather than some 
linear models in traditional time series analysis. 
(2) The structure optimization of a model and the optimization of its parameters can be 
performed simultaneously by running the DHEMA. More accurate models and better 
predictions can be obtained compared with those by using standard GP. 
(3) It implements the dynamic modeling and predicting of time series with the renewing of 
observed data and has taken a first step toward the automatic programming for the time 
series predictions. 
Our research in this work has offered a new tool for time series analysis. Further, research is 
needed to improve the performance of the DHEMA including 
(a) better determination of the optimal order of the HODEs model family and the suitable 
modeling samples rather than experimenting with them one by one, 
(b) exploring some techniques for reducing the computational cost of the algorithm so as to 
shorten the modeling time, 
(c) examining the effectiveness of the algorithm with larger data sets and making long-term 
predictions, and 
(d) implementing the algorithm in parallel computer systems. 
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