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Edited by Robert B. RussellAbstract Cellular memory is a ubiquitous phenomenon in cell
biology. Using numerical simulation and theoretical analysis,
we explored the robustness of cellular memory to intrinsic noise
in a transcriptional positive feedback system. Without noise, the
system could create two stable steady states and function as a
memory module. Memory robustness index and mean ﬁrst-pas-
sage time were used to quantify the robustness of memory. Large
cell size and strong cooperativity in binding enhanced memory
storage remarkably. Adding a second positive feedback loop im-
proved persistent memory signiﬁcantly, whereas including a neg-
ative one destabilized memory storage. These are consistent with
experimental observations. We interpret why positive feedback
loops are actively involved in epigenetic memory from a dynam-
ical systems perspective.
 2008 Federation of European Biochemical Societies. Pub-
lished by Elsevier B.V. All rights reserved.
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Cells are identiﬁed according to their characteristic patterns
of gene expression and silencing [1,2]. Information can be
passed from one generation to another not only in the form
of genome sequence but also in expression patterns of genes.
The latter, called epigenetic cellular memory, involves transient
signals locking cells into one of two or more regulatory states.
These states should be stable over time and may be inherited
through cell division. Epigenetic memory is important to var-
ious cellular processes such as metabolism, development, and
circadian rhythms [3,4].
One of the simplest mechanisms for cellular memory is based
on positive feedback loops [5,6], which are ubiquitous and play
important roles in cellular signaling [7]. Such loops with some
ultrasensitivity are considered suﬃcient to create two stable
states [5,8]. Transitions between alternative states exhibit hys-
teresis or even irreversibility, and thus the loop can function as
a memory module [5,9]. For example, it keeps Xenopus oo-
cytes mature even after the steroid hormone progesterone is re-
moved [6,9]. It is also involved in the uptake of nutrition*Corresponding authors. Fax: +86 25 83595535.
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doi:10.1016/j.febslet.2008.10.005molecules in bacteria [10,11]. Moreover, this module is one
of building blocks in synthetic biology and has signiﬁcant
implications for biotechnology, biocomputing and gene ther-
apy [12–16].
Since chemical reactions are essentially probabilistic and
reactants such as genes, RNAs and proteins are present in
low numbers per cell, intrinsic noise is inevitable and has var-
ious inﬂuences on cellular signaling [17,18]. Noise may drive a
bistable system to undergo stochastic transitions between alter-
native states, which may impair memory storage [13]. How-
ever, robustness — the ability to maintain reliable functions
despite external and internal perturbations — is a long-recog-
nized key property of living systems [19]. A memory module
must sustain the states induced by transient signals over a
timescale like the cell-cycle period. On the other hand,
although theoretical analysis of autoactivating positive feed-
back systems has been performed [20,21], little work has ad-
dressed the issue of how cellular memory is robust to noise
from a dynamical systems perspective. Thus, it is intriguing
to explore cellular mechanisms for persistent memory by using
numerical simulation and theoretical analysis.
In this Letter we investigated the robustness of cellular mem-
ory to intrinsic noise in the context of an autoactivating posi-
tive feedback system. Both deterministic and stochastic models
were constructed to describe the dynamics of the system. With-
out noise, the system could create two stable steady states and
function as a memory module. We used two measures, i.e.,
memory robustness index and mean ﬁrst-passage time, to
quantify memory storage. It is demonstrated that large cell size
and strong cooperativity in binding can greatly enhance mem-
ory storage. Moreover, adding a second positive feedback loop
enhances persistent memory signiﬁcantly, whereas introducing
a negative one destabilizes memory storage evidently. These
are in agreement with experimental observations. Our results
suggest that cells are capable of sustaining persistent memory
via various mechanisms.2. Materials and methods
An autoactivating positive feedback loop is one of the simplest cir-
cuits able to exhibit multiple stable states [5,6]. The circuit is composed
of a single gene encoding a transcription factor (TF-A), which activates
its own transcription when bound to speciﬁc responsive-element (TF-
RE) DNA sequence (Fig. 1A). The binding has a cooperative eﬀect
[8], which was quantiﬁed by Hill function. The degradation of TF-A
was modeled as a ﬁrst-order process with a rate constant kdeg, while
the basal rate for the synthesis of TF-A was Rbas.
As a result, the deterministic dynamics of the model were described
by the following rate equation [13,22]:blished by Elsevier B.V. All rights reserved.
Fig. 1. The model and bifurcation diagram. (A) Schematics of the model for genetic regulation in an autoactivating feedback loop (only the upper
half) together with a second positive (+) or negative () feedback loop. (B) Bifurcation diagram for the deterministic dynamics. Two saddle-node
bifurcation points, kAf ¼ 11:82 and kBf ¼ 25:41, enclose a memory region. (C) History-dependent behavior. With the same stimulus (kf = 20), two
systems with diﬀerent initial states (separately at the high and low states) still keep their states separate over time.
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dt
¼ kf x
n
xn þ Kd  kdegxþ Rbas; ð1Þ
where x denotes the concentration of TF-A, Kd is the dissociation con-
stant of TF-A from TF-RE, and n represents the cooperativity in bind-
ing. The maximum transcription rate kf is a key control parameter
indicating stimulus level. The parameter values used were as follows:
Kd = 10 nM
n, Rbas = 0.4 nM min
1, kdeg = 2 min
1, and n = 2 unless
otherwise speciﬁed.
When only a small number of proteins and individual copies of the
target gene are involved, the above deterministic description is no long-
er appropriate owing to intrinsic stochasticity of chemical reactions,
which generally can be described by birth-and-death stochastic pro-
cesses governed by chemical master equations. For simplicity, here
we considered the model composed of two parallel processes,
Nﬁ N + 1 and Nﬁ N  1, running separately with the rates [23]
W 1ðNÞ ¼ Rbas þ kf N
n
Nn þ KdV n
 
V ; ð2Þ
W 2ðNÞ ¼ kdegN : ð3Þ
N is the number of TF-A molecules and V is cell size. The correspond-
ing master equation was written as follows:
@P ðN ; tÞ
@t
¼ W 1ðN  1ÞPðN  1; tÞ þW 2ðN þ 1ÞP ðN þ 1; tÞ
 ðW 1ðNÞ þW 2ðNÞÞP ðN ; tÞ; ð4Þ
where P(N, t) is the probability distribution at time t. We performed
stochastic simulations by using the Gillespie algorithm [24].
On the other hand, we performed theoretical analysis by converting
the master equation into the Fokker–Planck equation, which was given
by
@P ðx; tÞ
@t
¼  @
@x
AðxÞPðx; tÞ þ 1
2V
@2
@x2
BðxÞP ðx; tÞ; ð5Þ
withAðxÞ ¼ kf x
n
xn þ Kd  kdegxþ Rbas ð6Þ
BðxÞ ¼ kf x
n
xn þ Kd þ kdegxþ Rbas: ð7Þ
We solved for its steady state distribution, obtaining
P sðxÞ ¼ Ce2V /ðxÞ; ð8Þ
where C is a normalization constant. The stochastic potential /(x) was
described as [25]
/ðxÞ ¼ 1
2V
ln
BðxÞ
2V
 

Z x
0
AðsÞ
BðsÞ ds: ð9Þ
/(x) provides an intuitive representation of the stability of steady
states [10].
When noise is present in bistable systems, there is always a chance
that a perturbation will ﬂip the system from one steady state to the
other. Thus, a quantity of interest is the time elapsed until the system
ﬂips from one initial state to the other for the ﬁrst time, which is re-
ferred to as the ﬁrst-passage time [20]. Here we presented results for
the mean ﬁrst-passage time (MFPT), which theoretically satisﬁes the
following equation [20]:
1 ¼ AðxÞ dT ðxÞ
dx
þ BðxÞ
2V
d2T ðxÞ
dx2
: ð10Þ
We also considered the impact of cell growth on memory storage. Dur-
ing growth, cell size could be explicitly described as V(t) = V0 exp(kgt)
with kg = ln2/Tc, where V0 is the initial size and Tc is the period of cell-
cycle [23]. Here Tc sets the timescale for studying the systemss memory
eﬀect. We used the following values: Tc = 20 h and V0 = 30 nM
1; the
constant cell size was set to 30 nM1 unless otherwise speciﬁed. Given
the cell size is 30 nM1, the corresponding cell volume is about 50 lm3.
Moreover, interlinked feedback loops are frequently found in bistable
systems, and a detailed list of such biological systems can be found in
Refs. [26,27]. Thus, it is intriguing to explore the eﬀect of interlinked
3778 Z. Cheng et al. / FEBS Letters 582 (2008) 3776–3782feedback loops onmemory storage. To this end, we introduced a second
negative or positive feedback loop in the model (see the loop containing
TF-B in Fig. 1A). After adding the negative feedback loop, we described
the dynamical equations of the interlinked system as follows [28]:
dx
dt
¼ kf x
n
xn þ Kd
 
Kd;y
yn þ Kd;y
 
 kdegxþ Rbas ð11Þ
dy
dt
¼ kf ;y x
n
xn þ Kd
 
Kd;y
yn þ Kd;y
 
 kdeg;yy þ Rbas;y: ð12Þ
After adding the positive feedback loop, we had
dx
dt
¼ kf x
n
xn þ Kd þ
yn
yn þ Kd;y
 
 kdegxþ Rbas ð13Þ
dy
dt
¼ kf ;y x
n
xn þ Kd þ
yn
yn þ Kd;y
 
 kdeg;yy þ Rbas;y: ð14Þ
kf,y determines the feedback strength in the second loop [28]. The
parameter values were as follows: Kd,y = 15 nM
n, Rbas,y =
0.05 nM min1, and kdeg,y = 1 min
1.3. Results
The autoactivating positive feedback system can display
bistability over a wide range of stimulus strength kf. Fig. 1B
shows the bifurcation diagram for the deterministic model as
a function of kf. Two saddle-node bifurcation points,
kAf ¼ 11:82 nM min1 and kBf ¼ 25:41 nM min1, enclose a
bistable region. For any kf within this regime, the system has
two stable steady states at low and high concentrations and
an unstable steady state at intermediate values. When moving
rightwards along the lower stable branch by increasing kf until
kBf , the system remains in the low state. When moving left-
wards along the upper stable branch by decreasing kf until
kAf , the system remains in the high state. Therefore, the stateA B
Fig. 2. The dynamics of systems in the presence of noise. (A) Sample traces o
N(Tc) with kf = 12, 13.8, and 17 (from top to bottom). Black and red lines sep
states for kf in the deterministic case. The size bin is 20.of the system is not only determined by present conditions
but also depends on the path by which the present state has
been reached, i.e., it is history-dependent (see Fig. 1C as an
example). In this study, memory refers to history-dependent
behaviors, and the bistable regime is also called memory region
[29].
Since the number of reactants involved in the system is
small, we should take into account intrinsic noise. In the fol-
lowing, we explore the robustness of cellular memory to noise
and identify potential mechanisms for enhancing it.
We ﬁrst investigate noise-induced transitions between alter-
native steady states. Suppose that an individual system is sub-
jected to a stimulus with the strength in the memory region
(e.g., kf = 13.5) and is initially in the low steady state, i.e., there
are few activators available. Fig. 2A illustrates its three typical
behaviors over the time interval from 0 to Tc: (1) it is trapped
in the initial state and there is no transition; (2) it ﬂips from the
low to high state and remains there; (3) it is ﬁrst driven to the
high state and then back to the low state. These behaviors oc-
cur with diﬀerent probabilities. In this case, the ﬁrst behavior
occurs most frequently, whereas the others occur sparsely.
As transitions happen, the memory of the initial state is dis-
rupted. Here we explore whether the steady state of the system
is kept up to the cell-cycle period Tc.
Since the states of individual systems vary greatly from case
to case, it is necessary to consider the population dynamics and
to characterize memory storage in terms of statistical distribu-
tions. To this end, we assume that a population of 4000 cells
containing this loop is simultaneously driven by the same stim-
ulus. We record the state of the population by calculating a
histogram of the number N of TF-A molecules at Tc. Here his-
tory-dependent behaviors refer to a good separation of distri-
butions for diﬀerent initial conditions [10].f N(t) for diﬀerent noise realizations with kf = 13.5. (B) Histograms for
arately represent that all systems are initially in the low and high steady
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tions. When kf is around the lower threshold (e.g., kf = 12), the
two histograms converge to the same distribution, which is
sharply centered at the low state. Similarly, for kf = 17 the
two histograms nearly converge to the same distribution,
which is mostly centered around the high state. That is, in
these cases the ﬁnal distribution is history-independent, and
thus the memory is lost. In contrast, for kf = 13.8 the two his-
tograms are well separated, with one sharply centered at the
low state and the other mostly centered around the high state.
That is, the system basically displays a persistent memory of
the initial state. Thus, the degree to which the memory is ro-
bust to noise depends remarkably on kf.
Two measures were used to quantify memory storage. One is
memory robustness index, CMRI, which is deﬁned as the area
of non-overlapping section between the two histograms with
the size bin being 1. Thus, CMRI is between 0 and 1. The mem-
ory of initial state is most robust to noise when CMRI = 1 and
lest robust when CMRI = 0. This measure is consistent with
experimentally measuring the distributions for the number of
proteins by using ﬂuorescent method [10]. The other is the
mean ﬁrst-passage time (MFPT). The longer MFPT, the more
stable the state. There are two steady states in the model, and
the MFPT for the transition from the low to high state and
that for the opposite transition are separately denoted by sL
and sH. Any frequent transitions in either direction will desta-
bilize memory.
Fig. 3A displays CMRI versus kf. When cell size is ﬁxed, CMRI
takes a relatively large value when 13.5 6 kf 6 15.3 and is close
to 0 when kf > 17. It has a maximum around kf = 13.8, i.e.,
there is an optimal stimulus strength for maintaining persistent
memory.
The MFPT as a function of kf is shown in Fig. 3B, where the
MFPT is compared with Tc. There exist two critical values,
kCf ¼ 13:0 and kDf ¼ 15:6, where sH and sL are equal to Tc,Fig. 3. Quantifying the robustness of cellular memory to noise. (A) CMRI as a
exists a persistent memory regime around kf = 13.8. (B) The MFPT for the tr
dotted line marks the period of cell cycle (Tc). The solid lines are theoretical r
kDf ¼ 15:6, where the MFPT is equal to Tc. The range between kCf and kDf de
concentration of TF-A for diﬀerent values of kf.respectively. When kf is between the critical values, both sH
and sL are larger than Tc. Especially, for kf = 13.8 sH equals
sL and is far larger than Tc. Large value of the MFPT means
a low possibility for transitions between alternative states over
the timescale of Tc. Thus, the range between k
C
f and k
D
f deﬁnes
a persistent memory regime. When kf is beyond this range,
either sL or sH is larger than Tc. As a result, the memory is
destabilized by noise. Note that the simulation results are in
perfect agreement with the theoretical data derived from Eq.
10, as the simulation points fall on the solid lines in Fig. 3B.
We can interpret the above dependence of two measures on
kf in terms of stochastic potential / [see Eq. 9]. Fig. 3C dis-
plays the potential landscapes for diﬀerent values of kf, where
two local minima correspond to steady states that are sepa-
rated by an energy barrier. Driven by noise with suﬃcient
intensity, the system can ﬂip from one steady state to the other
across the barrier. The model has two energy barriers corre-
sponding to transitions in two directions, respectively. Gener-
ally, the larger the energy barrier, the more eﬃciently the
ﬂuctuations in states are trapped around the steady states.
The barrier height depends remarkably on kf. For kf = 12,
the high state becomes metastable compared to the low state,
and thus the transition from the high to low state can easily
happen. Indeed, in this case sL is three orders of magnitude lar-
ger than Tc, whereas sH is only 25 min. Similarly, for kf = 17
the low state becomes metastable, while the high state has a
far larger energy barrier. In the above cases, one steady state
is easily destabilized. In contrast, for kf = 13.8 the two steady
states are nearly of the same relatively large energy barriers.
Thus, both states are resistant to noise.
In brief, we can characterize the robustness of memory in
terms of CMRI and the MFPT. The two measures are consis-
tent with each other. They show the same optimality range
for memory storage. But this range is narrow compared with
the whole memory regime. This implies that the autoactivatingfunction of kf when cell size is ﬁxed (s) or varies temporally (+). There
ansition from the low to the high state (h) or vice versa (n) vs. kf. The
esults derived from Eq. 10. There are two critical points, kCf ¼ 13:0 and
ﬁnes a persistent memory regime. (C) The stochastic potential vs. the
Fig. 5. CMRI vs. kf for n = 3 (s) and n = 4 (n), respectively. Strong
cooperativity in binding can enhance memory storage remarkably.
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module only operating on a narrow parameter range. To pro-
duce persistent memory over a wider parameter range, other
cellular mechanisms should be exploited. In the following,
we investigate the eﬀects of cell growth, cell size, cooperativity
in binding, and a second feedback loop on memory storage in
terms of CMRI.
When cells grow from V0 = 30 to V = 60 at Tc, the memory
region is slightly widened (data not shown) and the capacity of
storing the initial state is improved. The persistent memory re-
gion is also enlarged, while CMRI is close to 1 around kf = 13.8
(Fig. 3A, the curve with cross). This implies that cell growth
acts as a dilution to the intrinsic noise and subserves memory
storage. But this eﬀect depends remarkably on the initial value
V0.
For simplicity, we keep the cell size constant on individual
trials and systematically explore the eﬀect of cell size on mem-
ory storage. Fig. 4 displays CMRI versus kf as a function of cell
size. As V increases, the memory regime becomes wide and
CMRI increases. Accordingly, the persistent memory region is
enlarged, where CMRI is closer to 1. For large cell size (e.g.,
V = 150), CMRI is 1 over a wide range of kf (broader than half
of the memory region). This occurs because the noise intensity
is proportional to 1=
ﬃﬃﬃﬃ
V
p
[18]. As a result, weak noise is associ-
ated with large cells, and cellular memory is enhanced by eﬀec-
tively decreasing stochastic transitions. For suﬃciently large
cells, the intrinsic noise is so weak that the loop behaves like
operating in the deterministic case, and CMRI is 1 over the
whole memory region.
Now we turn to consider the eﬀect of cooperative binding,
which is characterized by n in the Hill function, on memory
storage. It has been demonstrated that any degree of coopera-
tivity (n > 1) in positive feedback loops is suﬃcient for the
emergence of bistability [5,8]. In our model, strong cooperativ-
ity can remarkably improve memory storage (Fig. 5). For
n = 4, the system can keep a perfect memory of initial states
with CMRI close to 1 over the whole range shown. In fact, lar-
ger n increases both the energy barriers and the separation of
two local minima in the potential landscape, causing transi-
tions between alternative states more diﬃcult to occur.
Finally, we explore the eﬀect of a second negative or positive
feedback loop on memory storage. As seen in the bifurcation
diagram (Fig. 6A), when the strength kf,y of negative feedbackFig. 4. Eﬀect of cell size on memory storage. CMRI as a function of kf
for diﬀerent values of cell size. Evidently, memory storage is greatly
enhanced with large cell size.is increased from 0 to 5, the lower threshold increases but the
higher threshold is nearly ﬁxed. Meanwhile, the values of high
steady state also decrease. Thus, the memory region is nar-
rowed with increasing kf,y. Accordingly, the maximum of CMRI
greatly drops, while the persistent memory region is remarkably
reduced (Fig. 6C). That is, the negative feedback destabilizes
memory storage. In contrast, a positive feedback loop pro-
motes memory storage. When kf,y is increased from 0 to 5,
the lower threshold is decreased from 11.8 to 4.4, while the
higher threshold changes slightly (Fig. 6B). That is, the memory
region is remarkably widened. Meanwhile, the values of high
steady state are ampliﬁed. The region over which CMRI is close
to 1 is greatly enlarged (Fig. 6D). Thus, adding a positive feed-
back loop can enhance persistent memory signiﬁcantly.
We can interpret the above diﬀerences in terms of energy po-
tential landscape. The negative feedback tends to decrease the
energy barriers, and thus the probability for random transi-
tions between alternative states is greatly increased. In con-
trast, the positive feedback tends to increase the distance
between two local minima, which makes noise-induced transi-
tions harder to occur.
Our results are also consistent with the experimental obser-
vations in the galactose signaling pathway of budding yeast,
where persistent memory is maintained by a core positive feed-
back loop through Gal3p [10]. This memory is further en-
hanced by a positive feedback loop mediated by Gal2p but is
destabilized by a negative feedback loop through Gal80p.
These results suggest that cells may exploit interlinked feed-
back loops to control memory storage.4. Discussion
In this work, we have investigated the robustness of cellular
memory in the context of an autoactivating positive feedback
system. We used two measures to quantify memory storage
and found that large cell size, strong cooperativity in binding,
and a second positive feedback loop can promote memory
storage. These indicate that cells can develop various mecha-
nisms to ensure persistent memory.
Large cell size and strong cooperativity in binding have pre-
viously been reported to subserve the robustness of circadian
rhythms [30,31]. Moreover, Gonze et al. have found that in cir-
cadian systems the robustness of rhythms to noise is enhanced
Fig. 6. Eﬀect of a second negative (A, C) or positive (B, D) feedback loop on memory storage. (A–B) Bifurcation diagram for the deterministic
interlinked loops. The arrow in the panels indicates that the value of kf,y increases from 0, 1, 3, to 5. (C–D) CMRI vs kf for diﬀerent feedback strength.
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In our model, there are two bifurcation points, and there is an
optimal stimulus strength intermediate within the memory re-
gion. These imply that cells may exploit a same set of mecha-
nisms to perform various functions.
It has been demonstrated that interlinked fast and slow po-
sitive feedback loops can act as an optimal switch [26,32]. Here
we found that interlinked positive feedback loops can improve
memory storage and that negative feedback loops destabilize
memory. These results are consistent with the experimental
observations [10]. Kim et al. have also analyzed the robustness
of memory in mutual inhibitory positive feedback loop
(MIPF) [29]. They found that interlinked MIPF systems can
realize more robust cellular memory compared to single
MIPFs. However, their measure of robustness is only the area
of the memory region, a static variable. The dynamics of the
system in response to perturbations have not been described.
In contrast, we have depicted the dynamics of the system in de-
tail and identiﬁed the mechanisms for persistent memory.
It is worth comparing our work with two recent papers
[20,21], which explored the eﬀect of noise from various sources
on the dynamics of a positive feedback loop system. Kepler
and Elston considered two sources of intrinsic noise (i.e., small
number of molecules and slow operator ﬂuctuations) [20],
while Mantzaris further distinguished extrinsic noise (i.e., un-
equal partitioning of cellular material at cell division) from
intrinsic noise [21]. Both papers investigated the eﬀect of vari-
ous noise on the width of the bistability region but did not
explicitly describe the eﬀect of cell size on system dynamics.
Kepler and Elston also discussed the stability of low steady
state in terms of the MFPT. However, robustness of cellular
memory is diﬀerent from stability of steady states, since the
former refers to the ability to maintain persistent memory of
initial state over time despite noise. It is insuﬃcient to explore
memory storage only based on the analysis of the bistability re-gion. Here we took intrinsic stochasticity of chemical reactions
as the source of intrinsic noise and explored its eﬀect on mem-
ory storage. We investigated whether cell population dynamics
exhibit history-dependent behaviors on the time interval from
0 to Tc. We calculated CMRI or the MFPT for transitions in
both directions, and only when CMRI is close to 1 or both sL
and sH are larger than Tc can we verify that cellular memory
is robust to noise. Thus, only by analyzing system dynamics
in that way can we uncover the mechanisms for persistent
memory based on bistability.
Since cellular memory is important to various cellular func-
tions and intrinsic noise is inevitable inside cells, the robustness
of memory storage to noise is vital to living systems. Our ﬁnd-
ings provide new insights into how perfect memory can be
implemented via ubiquitous mechanisms and may also be help-
ful to design optimal memory modules in synthetic biology.
Our ﬁndings further verify that an autoactivating positive feed-
back system is a key regulatory motif with the capacity of real-
izing epigenetic memory.
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