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Estimating Red Noise in Quasi-periodic Signals with
MCMC-Based Bayesian
Bo LIANG1,2,3 • Yao MENG1,3 • Song FENG1,2 •
Yunfei YANG1,3
Abstract Multi-parameter Bayesian inferences based
on Markov chain Monte Carlo (MCMC) samples have
been widely used to estimate red noise in solar period-
periodic signals. To MCMC, proper priors and suf-
ficient iterations are prerequisites ensuring the accu-
racy of red noise estimation. We used MCMC-based
Bayesian inferences to estimate 100 groups of red noise
synthesized randomly for evaluating its accuracy. At
the same time, the Brooks-Gelman algorithm was em-
ployed to precisely diagnose the convergence of the
Markov chains generated by MCMC. The root-mean-
square error of parameter inferences to the synthetic
data is only 1.14. Furthermore, we applied the algo-
rithm to analyze the oscillation modes in a sunspot and
a flare. A 70 s period is detected in the sunspot um-
bra in addition to 3- and 5-minute periods, and a 40 s
period is detected in the flare. The results prove that
estimating red noise with MCMC-based Bayesian has
more high accuracy in the case of proper priors and con-
vergence. We also find that the number of iterations in-
creases dramatically to achieve convergence as the num-
ber of parameters grows. Therefore, we strongly rec-
ommend that when estimating red noise with MCMC-
based Bayesian, different initial values must be selected
to ensure that the entire posterior distribution is cov-
ered.
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1 Introduction
Solar quasi-periodic oscillations are rhythmic modu-
lations to electromagnetic radiation of plasma in the
solar atmosphere. The oscillations are usually ob-
served in integrated light curves from radio waveband,
optical, extreme ultraviolet to X-rays. For example,
quasi-periodic pulsation (QPP) in solar flares (Li et al.
2015, 2018; Ning 2017; Yuan et al. 2016), three- and
five-minute oscillations in sunspots (Stangalini et al.
2012; Su et al. 2016; Wang et al. 2018; Tian et al. 2014;
Yuan et al. 2014; Wang et al. 2020).
It is well known that the oscillation signals are usu-
ally suppressed by red noise in observations (Gruber et al.
2011; Inglis et al. 2015; Ning 2017; Pugh et al. 2017;
Yuan et al. 2019). Accurate estimating red noise in a
light curve is crucial to extract and represent the solar
oscillation modes. Power spectral densities (PSDs) of
oscillation signals affected by red noise present a power
law distribution, i.e., P (f) = Af−α. In solar physics,
traditional practice is to use Bayesian inference based
Markov chain Monte Carlo (MCMC-based Bayesian)
to estimate the significance of those peaks in frequency
domain (Vaughan 2010; Gruber et al. 2011; Inglis et al.
2015, 2016; Li et al. 2017; Yuan et al. 2019).
To parameter estimation with the MCMC-based
Bayesian inference, two important practical issues are
convergence and proper priors. The irreducible, ape-
riodic, and recurrent characteristic is essential to the
convergence of a Markov chain. A random walk may
guarantee the aperiodicity and the recurrence. So, we
must perform numerous samples to convince us that the
Markov chain has covered the entire posterior distribu-
tion and reached convergence. In the procedure draw-
ing samples, some samples obtained during the burn-in
2period must also be discarded for subsequent analysis
because they do not represent the given probability den-
sity function. The other issue is that improper priors
or lack of prior knowledge may cause incorrect results.
Thus, the convergence of the Markov chain generated
by MCMC-based Bayesian and the proper priors are
very important to estimate red noise in a quasi-periodic
signal.
In the paper, we assessed the accuracy using MCMC-
based Bayesian to estimate red noise and also diagnosed
its convergence in the case of proper priors and suffi-
cient iterations. The structure of this paper is as fol-
lows: Section 2 introduces the MCMC algorithm and
the convergence diagnostics algorithm. Section 3 as-
sesses the accuracy with the MCMC-based Bayesian,
and Section 4 uses the method to extract the oscilla-
tion modes in a sunspot and a flare. Finally, Section 5
discusses our results and concludes our study.
2 Algorithm
2.1 Metropolis-Hastings Algorithm
To MCMC, Metropolis-Hastings (MH) algorithm is
a common practices (Metropolis et al. 1953; Hastings
1970). It draws samples from a given distribution up
to a constant. Random numbers are generated from the
distribution with a probability density function that is
equal to or proportional to a proposal distribution. To
generate the random numbers, an initial random value
x(t) is given, and then to draw a sample y(t) from a
prior distribution q(y|x). y(t) is accepted as the next
sample x(t+1) with probability α(x, y), or x(t) is kept
as the next sample x(t+1) with probability 1−α(x, y),
where:
α(x, y) = min
{
pi(y)q(x|y)
pi(x)q(y|x)
, 1
}
. (1)
Repeating the process until reach the desired num-
ber of samples. More detailed descriptions about the
algorithm can be found in Hastings (1970).
2.2 Convergence Diagnostics
We used the Brooks-Gelman algorithm (Brooks and Gelman
1998) to diagnose the convergence of a Markov chain
generated by MH. The Brooks-Gelman algorithm is
based on the hypothesis that if multiple Markov chains
have converged, the chains should appear very similar
to each other. A convergence factor R̂ is defined to
diagnose the similarity of Markov chains. The conver-
gence diagnostics has m chains with 2n iterations but
be used only the last n iterations for removing the ef-
fect of the starting distribution. So, R̂ is defined with
between-chain variance B and within-chain variance
W . Assuming m chains, each of length n, quantities as
calculated by
B =
1
m− 1
m∑
j=1
(
θ¯j − θ¯
)2
W =
1
m
m∑
j=1
[
1
n− 1
n∑
i=1
(
θij − θ¯,j
)2] (2)
for each parameter θ. Using these values, we estimate
the posterior variance of θ:
V̂ =
n− 1
n
W +
m+ 1
m
B. (3)
So, the convergence factor is calculated by
R̂ =
√
d+ 3
d+ 1
V̂
W
, (4)
where, d is the degree of freedom, and can be estimated
by d ≈ 2V̂ /V ar(V̂ ). R̂ above 1 indicates lack of con-
vergence.
3 Red Noise Estimation
We synthesized 100 groups of red noise data. Each
red noise is composed of 600 data points, and each
sample interval is 1 second with α equal to 2 power
spectral shape. Figures 1a and b show a red noise da-
tum and its PSD in log-log space, respectively. The
red noise exhibits aperiodic, erratic fluctuations, and
its PSD presents a decay linear trend.
Subsequently, we used the MCMC-based Bayesian
method to infer the parameter values of the red noise,
i.e., α and A. Bayesian inference is to find the proba-
bility distribution of the parameters of the given model
p(θ|D,M), where D denotes the PSD of red noise, and
M the PSD of the model, P = Af−α. The parame-
ter θ probability may be obtained in terms of Bayesian
theorem,
p(θ|D,M) =
p(D|θ,M)p(θ|M)
p(D|M)
, (5)
where p(θ|M) is a prior function. p(D|θ,M) is a like-
lihood function, i.e., the probability of assuming data
D under model M . The denominator p(D|M) is a nor-
malization constant. Therefore, posterior probability
p(θ|D,M) is described by the product of p(θ|M) and
p(D|θ,M).
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Fig. 1 A red noise (panel a) synthesized and its PSD (panel b) in log-log space. The curve of red noise (panel a) shows
aperiodic, erratic fluctuations. The theoretical value of the PSD (blue) is 2 and the fitted value is 1.9. The dashed line
indicates the 95% confidence level (i.e., 5% significance level). We note that there is no peak above the confidence level.
To a random time-series of length N , its PSD Dj at
Fourier frequency fj, is exponentially distributed with
the real PSDMj . So, the likelihood function is defined,
in term of Nyquist frequency, as (Chatfield 2003)
p(D|θ,M) =
N/2∏
j=1
1
Mj
exp(−
Dj
Mj
). (6)
In log-log space, since each parameter of the red noise
model in log-log space is affected by each independent
frequency component, parameters α and log(A) follow
independent normal distributions. Vaughan (2010) also
proved that the fit result is optimum if the priors of the
two parameters are set to independent normal distribu-
tions. Here, α ranges from 0 to 4, and log(A) ranges
from -20 to 0.
In Figure 1b, the best fit and the corresponding 95%
confidence level (i.e., 5% significance level) are marked
with red solid and dashed lines, respectively. Here, the
slope of the best fit line (i.e., α) is equal to 1.9. The
PSD of red noise follows a chi-square distribution due
to the real and the imaginary follow independent nor-
mal distributions. Thus, we used a chi-square test to
assess the significance of the peaks in the PSD. The
chi-square test has also been used (Vaughan 2005, 2010;
Inglis et al. 2015) to infer the significance of red noise.
The peaks above the confidence level are considered
as frequency components instead of red noise. There
are no peaks above 95% confidence level in Figure 1b,
meaning that the curve shown in Figure 1a is noise
instead of a signal. The result demonstrates that esti-
mating red noise with MCMC-based Bayesian holds a
quite high accuracy.
Figure 2 shows the inference results to the 100 groups
of red noise data. The red line indicates the position of
the theoretical value of parameter α, and every asterisk
marks an estimation value to α. Here, the number m
of the Markov chains is equal to 4, the iteration num-
ber set to 45,000, and burn-in 15,000. The estimated
values fluctuate in the range between 1.7 and 2.3. The
root-mean-square error (RMSE) between estimated and
theoretical values is 1.14, demonstrating that the pa-
rameter estimation with MCMC-based Bayesian is very
accurate. The α values are obtained when the conver-
gence factor R̂ is equal to unity.
Figure 3 illustrates R̂ changes as the number of itera-
tion increases. Here, we only illustrate 10 groups of red
noise due to similar trends. The different colors indi-
cate the convergence process of different red noise data.
We can find that the Markov chains reach convergence
more than 25,000 iterations.
4 Red Noise Estimation to Solar signals
4.1 Sunspot
Figure 4 show three umbral light curves observed by the
Atmospheric Imaging Assembly (AIA, Boerner et al.
2012) onboard the Solar Dynamics Observatory (SDO,
Pesnell et al. 2012) in three channels, 1700 A˚, 304 A˚,
and 171 A˚, and their PSDs. The sunspot was captured
on 2013 December 25 starting from 18:00 UT for 60
minutes that located in active region 11934.
The three PSDs shown in the bottom row of Figure
4 present power law distributions. So we selected the
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Fig. 2 Result of parameter estimation to α. The red line indicates the theoretical values of parameter α that are all set
to 2. The asterisks mark the estimated result to α of each red noise. The root mean squared error between the estimated
and theoretical values is 1.14.
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Fig. 3 Brooks-Gelman convergence factor R̂ based on 4 chains. Here, we only show the change of the convergence factor
of the 10 groups of red-noise data that are marked with different colors. The convergence factor R̂ approaches unity when
the number of iterations reaches 25,000. This implies that the Markov chains have reached convergence.
noise model, S1 = Af
−α, and defined the priors of pa-
rameter α and A as given in Section 3. The best fits
and their 95% confidence levels are marked with red
solid and dashed lines, respectively. Here, to the three
channels, the α values are 1.6, 1.96, and 1.73 when R̂
equal to unity, respectively.
Those peaks above the confidence levels in the bot-
tom row of Figure 4 are considered as periodic com-
ponents. We note two significant peaks with 4.6 min
and 3.5 min periodicities in Figure 4b. In Figure 4d,
there are three significant peaks whose periodicities are
2.2 min, 2.4 min, and 2.7 min. Interestingly, the three
same periodicities above the confidence level in 171 A˚
channel are also detected. But, the 4.6 min and 3.5 min
periodicities in 1700 A˚ channel are not detected in 304
A˚ and 171 A˚ channels. We also note that in 304 A˚ and
171 A˚ channels, a significant peak with a 70 s periodic-
ity. The periods with 1–2 minutes are also been found
in an umbra (see e.g., Wang et al. 2018).
4.2 Solar Flare
We selected a class M 6.0 flare detected by the Geosta-
tionary Operational Environmental Satellite (GOES)
on 2011 August 3 on active region 11520. Figures 5a
and b present the Soft X-ray flux and its PSD. The Soft
X-ray flux started to raise at about 13:17 UT, reached a
peak value at about 13:48 UT and decays off gradually.
In Figure 5b, The PSD exhibits a power law distri-
bution before the 0.25 minute period in the X-axis di-
rection, and next presents a flat spectrum. This implies
that the high-frequency components of the flare are af-
fected by white noise in addition to red noise. In this
case, the noise model is defined as S2 = Af
−α+C with
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Fig. 4 Red noise estimation to umbral data observed by SDO/AIA on 2013 December 25 that located in active region
11934. The light curves of three channels, 1700 A˚, 304 A˚, and 171 A˚ are shown in the upper row, and their corresponding
PSDs in log-space are exhibited in the bottom row.
three parameters θ = {A,α,C}. C denotes white noise.
Similar to Figure 4, the best fit and its 95% confidence
level are marked with red solid and dashed lines, re-
spectively. Due to add parameter C in the noise model,
the Markov chain can achieve convergence more than
30,000 iterations. There are several peaks above the 95
% confidence level near 40 s, indicating that the flare
exists a period with about 40 s. The period has been
reported (see e.g., Li and Zhang 2017; Li et al. 2017).
5 Discussion and Conclusion
At present, MCMC-based Bayesian has been widely
used to estimate red noise in quasi-periodic signals
(see e.g., Inglis et al. 2015; Vaughan 2010). MCMC
is a method drawing samples from a distribution, and
Bayesian is a theory to interpret observed data. But,
the MCMC-based Bayesian inference has two impor-
tant issues, i.e., convergence and proper priors. Im-
proper prior knowledge or insufficient MCMC iterations
may cause incorrect results. So, we often have to face
the question whether the inference obtained by MCMC-
based Bayesian is correct. Most previous studies mainly
focus on using the method to estimate red noise. There-
fore, we give attention to the accuracy of noise esti-
mation and its convergence when using MCMC-based
Bayesian to estimate the red noise in a quasi-periodic
signal.
Due to red noise follows a power law distribution, the
red noise spectrum model is defined as P (f) = Af−α.
Parameter α prior is defined by a normal distribution
and A follows a log-normal distribution.
Figure 1a shows a red noise curve and its spectrum.
The best fit and its 95% confidence level are plotted
in Figure 1b. The fit result is obtained after 30,000
iterations and the chain reaches convergence. Figure
2 exhibits the estimation result to 100 groups of red
noise in the case of the same priors and the number of
iterations. The result that no peaks above the 95% con-
fidence level in Figure 1b and the RMSE of parameter
inference is 1.14 in Figure 2 proves that estimating red
noise with MCMC-based Bayesian hold a high accuracy
in the case of proper priors and sufficient iterations.
We further analyzed the red noise in the SDO/AIA
and GOES observations and found that, to the sunspot,
the number of iterations still takes 25,000 times, but to
the flare, it would require at least 30,000 and reaches
convergence.
In order to evaluate the effect of the number of iter-
ations on the convergence, we selected two more com-
plex models S3 = S1+D and S4 = S2+D proposed by
(Inglis et al. 2015) to again fit red noise in the sunspot
and flare data. Where D = He−(logf−µ)
2/2σ2 denotes
a Gaussian function to estimate the position of oscilla-
tion modes. H , µ, and σ denote height, position, and
spectral width of the oscillation modes, respectively. In
this case, models S3 and S4 contain 5 and 6 parameters,
respectively. We found that model S3 requires about
60,000 iterations, while S4 about 80,000 iterations to
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Fig. 5 Red noise estimation to a flare observed by GOES on 2011 August 3. (a):Soft X-ray flux of the flare. b: PSD of
the flux.
reach convergence. This implies that the number of it-
erations increases as the number of parameters grows.
To our knowledge, we first prove that the accuracy
of MCMC-based Bayesian inference when estimating
red noise in quasi-periodic signals. However, we also
find that insufficient iterations could cause divergence
of Markov chains generated by MCMC even though the
priors are proper. Therefore, we strongly recommend
that the convergence should be performed, and mean-
while, different initial values should also be given to
guarantee that they cover the entire posterior distri-
bution. This is an essential prerequisite to ensure the
accuracy of red noise estimation.
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