Abstract: We a controlled system driven by a coupled forward-backward stochastic differential equation (FBSDE) with a non degenerate diffusion matrix. The cost functional is defined by the solution of the controlled backward stochastic differential equation (BSDE), at the initial time. Our goal is to find an optimal control which minimizes the cost functional. The method consists to construct a sequence of approximating controlled systems for which we show the existence of a sequence of feedback optimal controls. By passing to the limit, we establish the existence of a relaxed optimal control to the initial problem.
Introduction
Stochastic optimal control has interested many researchers, both for its theoretical aspect as well as for its applications in real world problems. There is a vast literature dealing with optimal control for systems driven by stochastic differential equations (SDE) and/or forward-backward SDEs (FBSDE), and various aspects were studied. The principal developments concern the existence of optimal control, Pontryagin's maximum principle (or necessary optimality conditions) and Bellman's principle (also called dynamic programming principle), see e.g. [4, 7, 8, 6, 10, 11, 12, 14, 17, 16, 20] . Closer to or concern here, the existence of an optimal control for a system driven by an FBSDE was established in [4] and [6] by different methods. In [4] , the approach consists to directly show the existence of a relaxed control by using a compactness method and the Jakubowsky S-topology. In [6] where, X t,x,u , Y t,x,u , Z t,x,u are (F t )-adapted square integrable processes and M t,x,u is an (F t )-adapted square integrable martingale, which is orthogonal to W. The control variable u is an F t − adapted process with values in U. It should be noted that the filtered probability space and the Brownian motion may change with the control u.
On ν := (Ω, F, P, F t , W ), we define the following spaces of processes, for m ∈ N * and t ∈ [0, T ),
• S 2 ν (t, T ; R m ) denote the set of R m -valued, F t -adapted, continuous processes (X s , s ∈ [t, T ]) which satisfy E(sup t≤s≤T |X s | 2 ) < ∞, (1) is a process (X t,x,u , Y t,x,u , Z t,x,u , M t,x,u ) ∈ S 2 ν (t, T ; R d ) × S 2 ν (t, T ; R) × H 2 ν (t, T ; R d ) × M 2 ν (t, T ; R d ) satisfying equation (1) .
Definition 2 1) A strict control is an F t -progressively measurable processes (u s , s ∈ [t, T ])
with values in U, such that FBSDE (1) has a solution in S 2 ν (t, T ; R d ) × S 2 ν (t, T ; R) × H 2 ν (t, T ; R d ) × M 2 ν (t, T ; R d ). We denote U ν (t) the set of all strict controls. 2) A relaxed control is an F t -progressively measurable processes (µ s , s ∈ [t, T ]) with values in the space P(U) of probability measures in U, such that FBSDE (1) has a solution
We denote R ν (t) the set of all relaxed controls.
The cost functional, which will be minimized, is defined for u ∈ U ν (t) by:
An F t -adapted control u is called optimal if it minimizes J, that is:
If u belongs to U ν (t), we then say that u is an optimal strict control.
The value function V is defined by:
Our objective is to establish the existence of a strict optimal control for the problem (1)- (3) . To this end, we follow the method developed in [6] : we approximate the controlled FBSDE (1) by a sequence of FBSDEs with smooth data b δ , σ δ , f δ and Φ δ and consider the new value function V δ which is associated to the FBSDE, with these smooth data.
According to Krylov [13] (Theorems 6.4.3 and 6.4.4), V δ is sufficiently smooth and satisfies a Hamilton-Jacobi-Bellman equation. Since all admissible controls take their values in a compact set, we then deduce the existence of a feedback optimal control u δ . Next, we prove that the sequence V δ converges uniformly to a function V , which is the value function of our initial control problem. Comparing with [6] , The first difficulty is related to the fact that: if we consider the usual definition of admissible controls, then the uniform Lipschitz condition on the coefficients [assumption (A1)] is not sufficient to prove the existence of a unique solution to equation (1) for an arbitrary duration. This fact is well explained in [1] and two examples are given. For this reason, we had to change the usual definition of admissible controls and adopt the definition 1 above. In order to ensure that our definition has a sense, that is the set of admissible controls is not empty, we moreover assume throughout this paper that the diffusion matrix σ is non degenerate [assumption (A3)]. In this case, the set of admissible controls contains the constants. Indeed, if the control u is constant then according to [9] the FBSDE (1) has a unique solution in
The second difficulty concerns the uniform estimate of the variable Z and the stability of solutions. The later require, in our situation, a harder computation which combines PDEs techniques and FBSDEs arguments. Assuming that the diffusion matrix is non degenerate and the coefficients are uniformly Lipschitz in (x, y, z) and continuous in the control u, we establish the existence of an admissible feedback control u by decoupling the FBSDE (1) and by using the results of [3] and [21] . The method consists to construct a sequence of approximating controlled systems for which we show the existence of a sequence of feedback optimal controls. By passing to the limit, we establish the existence of a relaxed optimal control to our initial problem. The existence of a strict control follows from the Filippov convexity condition. Note that when the control enters the diffusion coefficient σ, we obtain a SDE with a measurable diffusion matrix and, in this case, the uniqueness of solution (even in law sense) may fails. Indeed, we know from [15] that when the diffusion coefficient is merely measurable, then even the uniqueness in law fails in general for Itô's forward SDE in dimension strictly greater than 2, see [15] for more details. This explains why we consider only the case when the control does not enter the diffusion coefficient.
The paper is organized as follows. In section 1, we introduce some notations, the controlled system, and the assumptions. In section 2, we present the cost functional and the value function which satisfies the Hamilton-Jacobi-Bellman equation. In section 3, we give the main result and its proof. This section contains two subsections. The first one is devoted to the study of the approximating control problem, together with its associated HJB equation. In the second subsection, we prove our main result.
Assumption (A).
• (A1) 1) There exists K > 0 such that for any u ∈ U, (x, y, z) and (
2) The functions b, σ, f and Φ are bounded.
• (A2) For every (x, y, z) ∈ R d × R × R d , the functions b(x, y, .) and f (x, y, z, .) are continuous in u.
• (A3) There exists λ > 0 such that for every (t, x, y)
When the control u is constant, one can show (as in [9] ) that under assumptions (A1) and (A3), equation (1) has a unique solution (X t,x,u , Y t,x,u , Z t,x,u , M t,x,u ) in the space
The following assumption (H) will be called the convexity assumption.
(H)
For all (x, y) ∈ R d × R the following set is convex:
is the closed ball around 0 with radius C.
The following lemma can be proved as Lemma 4 of [6] . For completeness, we give its proof in the appendix.
Under assumption (H) we have
where, for any set E, co(E) denotes the convex hull of E.
The Hamilton-Jacobi-Bellman equation
Let S d denotes the space of the symmetric matrices in R d 2 . For a function V , we denote by ∇ x V the gradient and ∇ xx V the Hessian of the matrix V . Let H be the real function
According to Li and Wei [16] , the value function V (t, x), defined by (3), solves the following Hamilton-Jacobi-Bellman equation in the sense of viscosity solutions.
The main results
Theorem 4 Assume that assumptions (A) and (H) are satisfied. Then there exists a strict control which solves the problem (1) and (3) in some reference stochastic system
To prove this theorem, we approximate the controlled FBSDE (1) by a sequence of FBSDEs, with smooth data b δ , σ δ , f δ and Φ δ and consider a new value function V δ , which is associated to the FBSDE with these smooth data. According to Krylov [13] (Theorems 6.4.3 and 6.4.4), V δ is sufficiently smooth and satisfies a Hamilton-Jacobi-Bellman equation. Since all admissible controls take their values in a compact set, we then deduce the existence of a feedback control u δ . Next, we prove that the sequence V δ converges uniformly to a function V which is the value function of our initial control problem.
Proof 2.1 Construction of an approximating Control Problem
For an arbitrary dimension m ≥ 1 we let ϕ : R m → R be a non-negative smooth function on the Euclidean space R m whose support is included in the unit ball of R m and R m ϕ (ξ) dξ = 1. Let g : R m → R be a uniformly Lipshitz function. We set
The following proposition is classic and can be easily checked.
Proposition 5 for every ξ, ξ ′ ∈ R m , δ, δ ′ > 0, we have:
where L g denotes the Lipschitz constant of g.
Definition 6
For each δ ∈ (0, 1] we denote by b δ , σ δ , f δ and Φ δ the mollifiers of the functions b, σ, f and Φ, respectively, introduced in the second Section , with g = b (., v) , σ (.) , f (., v) and Φ (.) .
The approximating Hamilton-Jacobi-Bellman equation
Assume that (A) is satisfied and let δ ∈ (0, 1] be an arbitrarily fixed number. For
we define the function H δ by:
and consider the Hamilton-Jacobi-Bellman equation
Since H δ is smooth and (σ δ σ * δ ) (x, y) is uniformly elliptic, then according to [13] (Theorems 6.4.3 and 6.4.4), equation (7) admits a unique solution V δ which belongs to C 1,2
The regularity of V δ and the compactness of the control state space U allow us to find
be the solution of (7) and v δ the function defined by (8) . Consider the SDE:
Since
is Lipschitz in x and uniformly elliptic, then according to [3] , Theorem 2.1 pp 56 (see also [2] ), equation (9) has a pathwise unique solution X δ .
Applying Itô's formula to V δ (s, X δ s ), we get:
Since f δ is uniformly Lipschitz in (y, z), then according to [21] , the backward component of equation (11) has a unique solution (
is an admissible feedback control. Let u ∈ U ν δ (t) be an admissible control. Let (X δ,t,x,u , Y δ,t,x,u , Z δ,t,x,u ) be the unique
The cost functional associated to the controlled FBSDE (12) is then defined by:
Since (X δ , Y δ , Z δ ) satisfies the FBSDE (12) for u = u δ , with M δ = 0, then by the uniqueness of equation (12), we have (
. We then have proved the following Lemma.
Lemma 7
Assume that (A) is satisfied. Then, for any δ > 0, there exists an admissible
The following two lemmas will be needed for the construction of the optimal control.
The second one shows that the variable Z δ is uniformly bounded. This allows us to consider Z δ as a control.
Lemma 8
Assume that (A) is satisfied. Then, (i) there exists a non-negative constant C depending on K, T and the bounds of the coefficients such that,
(ii) V δ converges uniformly to a bounded function V, which is the unique viscosity solution of the initial HJB equation (5).
Proof. (i) From the uniqueness of the solution of the controlled forward equation with control process u δ , it follows that X δ,u δ = X δ .
We extend this solution to the whole interval [0, T ] by setting
shows that the processes
is the unique solution of the BSDE
In order to compute the estimation, let us define the following BSDE
Since V δ ′ is a classical solution to the Hamilton-Jacobi-Bellman equation it follows that
Hence, the comparison Theorem shows that Y
Therefore, we have
Using a symmetric argument, we deduce that :
Since V δ and V δ ′ are deterministic, we have
Hence, it suffices to estimate E(|Y
We assume that t ′ < t, and for
We have,
where C 1 is some positive constant which depends on T , K and the bounds of b, σ, f and Φ but not on t, x, δ.
It remains to show that:
where C is some positive constant which depends on the T K and the bounds of b, σ, f and Φ but not on t, x, δ.
In the sequel of the proof, the positive constant C may be change from line to line. This constant will depend on the T K and the bounds of b, σ, f and Φ but not on t, x, δ. To simplify the notations throughout this proof, we put
Since all the coefficients and the terminal data are bounded, then standard arguments of BSDEs shows that there exists a constant C > 0 which depends from T the bounds of b, σ, Φ and f such that
Using Proposition 5, we have
Using again Proposition 5 and standard arguments of BSDEs (Burkhölder-Davis-Gundy's inequality, etc.) and inequality (20) we show that
and
Inequality (18) follows now from inequalities (19) , (21), (22) and Gronwall's Lemma. Assertion (i) is proved.
We prove assertion (ii). According to assertion (i), (V δ ) is Cauchy sequence with respect to the uniform convregence norm, in (t, x) ∈ [0, T ] × R d . It then converges uniformly to a functionV as δ → 0. Moreover, inequality (19) shows that V δ is uniformly bounded
Since H δ converges uniformly on compact sets to H, then using the stability of viscosity solutions, we get thatV is a viscosity solution of equation (5). Thanks to the uniqueness of the solution of equation (5), within the class of continuous function, with at most polynomial growth, we get thatV = V . This shows that the sequence (V δ ′δ ) converges to V , as δ ′ → 0. Using inequality (14), we deduce that
The passing to the limits
We will prove the convergence of the approximating control problem to the original one. We adapt the idea of [6] to or situation. Put w n s := ∇ x V δn (s, X δn s ) and
Consider the sequence of approximating stochastic controlled systems (X δn , Y δn , Z δn , u δn ).
Since u δn and w δn are uniformly bounded, we consider the couple (u δn , w δn ) as a relaxed control. We show that the system (X δn , Y δn , Z δn , u δn ) has a subsequence which converges in law to some controlled system. And, since we have assumption (H), we use the result of [10] to prove that the limiting process is a strict control.
Proposition 9
Assume that (A) and (H) are satisfied.
be a sequence of positive real numbers which tends to 0. Then, there exists a reference
, withM orthogonal toW , and an admissible controlū ∈ Uν(t), such that: 1) There is a subsequence of (X δn , Y δn ) n∈N which converges in distribution to (X,Ȳ ),
i.e. the admissible controlū ∈ Uν(t) is optimal for (23).
The idea of the proof of this theorem consists in the introduction of an auxiliary sequence of processes (denoted by (X n , Y n )) which satisfies a forward-system, for each n, and for which a relaxed control exists according to [10] . We then show that (X n , Y n ) admits a subsequence, which converges in law to a couple (X,Ȳ ). Using the convexity assumption (H), we prove that (X,Ȳ ) is associated to a strict control which is optimal for the original control problem. We finally show that the initial sequence (X δn , Y δn ) n∈N and the auxiliary one have the same limits. More precisely, we define the sequence of auxiliary processes (X n s , Y n s ) as the pathwise unique solution of the following controlled forward system:
where u δn s := v δn (s, X δn s ) and w δn s = ∇ x V δn (s, X δn s ).
Lemma 10 There exists a constant L > 0 such that for any n ∈ N,
where (X δn , Y δn ) satisfies the FBSDE (11).
Proof. It can be performed as that of Lemma 8, assertion (i).
Proof of Proposition 9. Note that for every n, the process (X δn s , Y δn s ) is a weak solution to the following controlled forward system:
Thanks to (10) we have for t ≤ s ≤ T ,
Since (s, x) → V δn (s, x) is of class C 1,2 and satisfies equation (5) 
Let B δn be a Brownian motion which is independent from W δn . If we put (24) can be written in the form:
where β and Σ are the functions defined in Lemma 3.
According to Lemma 8, w n s := ∇ x V δn (s, X δn s ) is uniformly bounded. Hence we can interpret (r n s , s ∈ [t, T ]) as a control with values in the compact set A := U ×B C (0)× [0, K]. In order to pass to the limit in n, we inject the controls r n in the set of relaxed controls, that is: we consider r n as a random variable with values in the space V of all Borel measures q on [0, T ] × A, whose projection q(· × A) concides with the Lebesgue measure. To this end, we identify the control process r n with the random measure
From the boundedness of {(Σ(x, y, z, θ), β(x, y, z, θ, v)) , (x, y, z, θ, v) ∈ R d × R × A} and the compactness of V, with respect to the topology induced by the weak convergence of measures, we get the tightness of the laws of (χ n , q n ),
Therefore we can find a probability measure Q on C([0, T ]; R d × R) × V and extract a subsequence, still denoted by (χ n , q n ), which converges in law to the canonical process (χ, q) on the space C([0, T ]; R d × R) × V endowed with the measure Q.
Since the coefficients of the system (28) satisfy assumption (H), then, according to [10] , there exists a stochastic reference systemν = (Ω,F t ,P,
and anF t -adapted process (χ,r) (r with values in A), which satisfies
Moreover, χ has the same law underP as under Q.
If we set χ := X Y ,W := W B andr := (w,θ,ū), then the system (30) can be written as follows:
This proves assertion 1. 
Assertion 3 is proved.
Remark 11 (i) As explained in introduction, the uniform Lipschitz condition is not sufficient to guarantee the existence of solutions and hence the existence of optimal controls fails also.
(ii) When the coefficients σ and/or b depend also from the z-variable, the existence and uniqueness of solutions has been established in the [9] for FBSDEs with non degenerate diffusion and uniformly Lipschitz coefficients. But the existence of an optimal control, in this case, seems difficult to obtain. However if we replace the non degeneracy condition on σ by the so called G-monotony condition on the coefficients introduced in [20] , the existence of an optimal control can be obtained even when the coefficient b depend from the z-variable and the control u enter the diffusion coefficient σ. This is the goal of the forthcoming paper [5] .
(iii) There are some recent results on the existence and uniqueness of solutions to fully coupled FBSDEs where all the coefficients depend from the three variables x, y and z under the uniform Lipschitz condition and supplementary assumptions on the coefficients, see [18, 23, 25] . But in the best of our knowledge, the existence of an optimal control under the assumptions of [18, 23, 25] is not known.
In our opinion the existence of an optimal control under the conditions used in [25] can be obtained by using the method we develop here.
One challenging problem consists to establish the existence of an optimal control for a fully FBSDE when the coefficient σ depends from z and u. In this case, the existence of solutions follows from [23] and the Bellman dynamic programming principle is given [16] .
Appendix
Appendix A : Convexity hypothesis Proof of Lemma 3. Let µ be a probability measure on the set U ×B C (0). Our goal is to find a triplet (w,θ,ū) ∈ R d × [0, K] × U which satisfies :
U×B C (0) ((ΣΣ * )(x, y, w, 0), β(x, y, w)µ(du, dw) = (ΣΣ * )(x, y,w,θ), β(x, y,w,θ,ū) .
Let Φ(u, w) = ((σσ * )(x, y), wσσ * (x, y), b(x, y, u), f (x, y, wσ(x, y), u)). According to assumption (H) and the continuity of Φ, there exists (ū,w) in U ×B C (0) such that
Φ(u, w)µ(du, dw) = Φ(ū,w).
A simple computation gives, ΣΣ * (x, y, w, θ) = σσ * (x, y) σσ * (x, y)w * wσσ * (x, y) wσσ * (x, y)w * + θ 2
The expression of (ΣΣ * )(x, y, w, 0) shows that, to obtain (31), it suffices to findθ ∈ [0, K] such thatθ 2 = U×B C (0) wσσ * (x, y)w * µ(du, dw) −wσσ * (x, y)w * := α.
Since σσ * (x, y,ū) = U×B C (0) σσ * (x, y)µ(du, dw), then we can write α as follows ((w −w)σ(x, y))((w −w)σ(x, y)) * µ(du, dw)
It follows that α ≥ 0. Hence, it suffices now to chooseθ = √ α.
Now, from (33) we have
|wσ(x, y)| 2 µ(du, dw) = |wσ(x, y)| 2 +θ 2 .
Since |σ(x, y)| is bounded and the support of µ is included in U ×B C (0), it follows thatθ is bounded, that is: there exists K > 0 such thatθ belongs to [0, K].
