Abstract-Compressive sensing (CS) has been successfully applied to alleviate the sampling bottleneck in wideband spectrum sensing leveraging the sparsity described by the low spectral occupancy of the licensed radios. However, the existence of interferences emanating from low-regulated transmissions, which cannot be taken into account in the CS model because of their nonregulated nature, greatly degrade the identification of licensed activity. This paper presents a feature-based technique for primary user's spectrum identification with interference immunity which works with a reduced amount of data. The proposed method not only detects which frequencies are occupied by primary users' but also identifies the primary users' transmitted power. The basic strategy is to compare the a priori known spectral shape of the primary user with the power spectral density of the received signal. This comparison is made in terms of autocorrelation by means of a correlation matching, thus avoiding the computation of the power spectral density of the received signal. The essence of the novel interference rejection mechanism lies in preserving the positive semidefinite character of the residual correlation, which is inserted by means of a weighted formulation of the l 1 -minimization. Simulation results show the effectiveness of the technique for interference suppression and primary user detection.
I. INTRODUCTION

S
PECTRUM sharing has gained a special attention in the research community for its promising results in improving the spectral efficiency [1] - [3] . The present regulation of the electromagnetic spectrum based on exclusive licensing of a particular band within a defined geographic region has been shown to be inefficient, with most of the allocated spectrum being underutilized [4] . The inefficient usage of the spectrum together with the ever-increasing demand of emerging services for more radio spectrum suggest that a transition to a more intelligent and flexible spectrum management regime is needed. These considerations have motivated the promotion of Cognitive Radio (CR) [5] , [6] . CR resolves the problem of limited spectral resources by enabling unlicensed (secondary) systems to opportunistically utilize the unused licensed (primary) bands. The task of accurately detecting the presence of licensed user is encompassed in spectrum sensing [7] . The traditional way for detecting holes in a wide-band spectrum is channel-by-channel sequential scanning [8] , which might introduce large latency. Another possible way is to use an RF front-end with a bank of narrow band-pass filters. This approach solves the latency problem, since multiple channels are processed simultaneously. However, it is inefficient due to the numerous required RF components for the implementation. An alternative approach is to directly sense a wide frequency range at the same time, the so-called Wideband Spectrum Sensing (WSS) (see [9] and the reference therein). However, special attention should be paid to the wideband processing, which renders high-rate standard analog-to-digital converter (ADC) costly and even impractical. Clearly, the need to process very wide bandwidth represents the most critical challenge of WSS [10] , [11] .
In this context, Compressive Sensing (CS) [12] , [13] has emerged as a promising signal processing technique to simultaneous sensing and compressing sparse signals thus allowing sampling rates significantly lower than Nyquist rate. As the wideband spectrum is inherently sparse due to the low percentage of spectrum occupancy (the motivating fact of dynamic spectrum management), CS becomes a promising technique to reduce the burden on the ADCs in WSS. CS was first apply to WSS in [14] , where sub-Nyquist rate samples are utilized to detect and classify frequency bands via wavelet-based edge detector. The problem of sampling a signal at minimal rate and reconstruct the spectrum from the compressive measurements is discussed in [15] - [17] . Power spectrum estimation methods based on sub-Nyquist rate samples were presented in [18] , [19] , where the spectrum of the uncompressed signal is retrieved by concentrating on the autocorrelation function instead of the original signal itself.
All aforementioned approaches for CS applied to spectrum sensing fall in the class of blind techniques, i.e., they avoid the need for prior knowledge on the primary user. Classic examples of blind spectrum sensing techniques are energy detector [20] , and the recently proposed eigenvalue-based detection [21] . The drawback though is that the blind nature of these techniques impedes discrimination between sources of received energy namely primary signal, noise and interference. In practical CR, primary signals must be detected even with the presence of lowregulated transmissions from secondary systems. The existence of interferences emanating from low-regulated transmissions, which cannot be taken into account in the problem formulation because of their non-regulated nature, greatly degrades the identification of licensed activity [22] .
Signals used in practical communication systems contain distinctive features that can be exploited for detection and that enable us to achieve a detection performance that substantially surpasses that of blind techniques. In category of non-blind sensing and when the reference signal is precisely known a priori, matched filtering [10] is known to be the optimum method for detection. However, matched filtering cannot be directly applied to WSS because they make a single decision for the whole spectrum, impeding identification of individual spectrum opportunities.
This paper presents a feature-based technique for primary user's spectrum identification with interference immunity which works with a reduced amount of data. The proposed method detects which channels are occupied by primary users' and also identify the primary users' transmission powers, thus providing ranging information (i.e., information about the distance between the primary user and the sensing device). The spectrum characteristics of the primary signals, which can be obtained by identifying its transmission technologies in public standards, are used as features. The basic strategy is to compare the a priori known spectral shape of the primary user with the power spectral density of the received signal. This comparison is made in terms of autocorrelation by means of a correlation matching, thus avoiding the computation of the Power Spectral Density (PSD) of the received signal. To do so, we devise an overcomplete dictionary [23] containing potential correlations for sparse representation of the primary user spectral support, thus allowing all possible hypothesis to be evaluated simultaneously in a global unified optimization framework. Extraction of the primary user frequency locations is then performed based on sparse signal recovery algorithms. The essence of the novel interference rejection mechanism lies in preserving the positive semidefinite character of the residual correlation, which is inserted by means of a weighting procedure for sparse approximation. It is noteworthy that the occupied channels are directly detected from the sample autocorrelation matrix avoiding the complete signal and spectrum reconstruction.
In this context, the contribution of the paper can be summarized as follows:
• We derive a CS-based correlation matching approach for identification of licensed users in the context of CR. The main advantage of the proposed approach with respect to the spectral feature detection presented in [24] is the robustness to interference, which is achieved in this paper by preserving the positive semi-definite condition on the residual correlation. Moreover, [24] did not deal with a reduced data volume.
• It is worth noting that we do not aim for reconstructing the power spectrum from compressive measurements but rather for primary's carrier frequency recovery, which does not require perfect signal reconstruction or approximation. Since the spectral shape of the licensed holder is assumed to be known, the licensed spectral support can be estimated as a follow on step of the proposed detector.
• The correlation matching strategy followed in this paper was shown in [24] , [25] to be less costly than the cyclostationary detector [26] in terms of computational complexity. Moreover, spectral feature detectors exploit unique spectral pattern of the primary signal, which goes a step further than periodicity in the mean and autocorrelation.
• A thorough performance assessment is also given, and the results show the superiority and efficiency of the proposed detector over the existing approaches in interference suppression and primary user detection performance.
This work extends previous authors' publications [27] - [29] . In [27] , we proposed a spectral scan with a particular shape without caring about the high-speed sampling requirement. In [28] , [29] , the sparsity of the primary signals sent out over the spectrum was used to alleviate the sampling burden but not imposed on the primary user detection. In this paper, we take advantage of the sparsity described by the licensed users spectral support not only to alleviate the sampling bottleneck but also to increase the accuracy of the detections by using sparsity-based recovery methods.
This paper is organized as follows. Section II reviews the spectrum sensing problem. Section III introduces the second order based spectrum sensing and motivates the use of CS. Section IV reviews the non-uniform periodic sub-Nyquist sampling notation. The correlation-matching based licensed user identification is described in Section V. In Section VI, we demonstrate, via simulation, the performance of the proposed method. Conclusions are drawn in Section VII.
Notation: Throughout the paper, scalars are denoted by nonboldface type, vectors by boldface lowercase letters and matrices by boldface uppercase letters. Superscripts (·)
T , (·) * and (·) H denote transpose, complex conjugate and complex conjugate transpose, respectively. a l p denote the l p -norm of vector a, i.e., a l p = ( 
II. PROBLEM STATEMENT
Our goal is to decide whether a given frequency band is occupied by a primary user or not using a sub-Nyquist sampling alternative suitable for sparse signals. Let us denote x(t) the wideband signal representing the superposition of different primary services in a CR network. Signal x(t) is assumed to be sparse multiband signal, i.e, a bandlimited, continuous-time, squared integrable signal that has all of its energy concentrated in a small number of disjoint frequency bands. In other words, its spectral support has Lebesgue measure small relative to the overall signal bandwidth [30] . Denoting the Fourier transform of x(t) as X(f ), the spectral support of the multiband signal
restricted to have its signal energy distributed on no more than N b disjoint bands in F:
where
, represent the edges of each band. The spectral occupancy Ω is defined as,
where λ(F ) is the Lebesgue measure of the frequency set F , which, in this particular case, is equal to
In the spectrum sensing framework, the spectral support F is unknown but the total bandwidth under study is assumed to be sparse, i.e., Ω 1. The basic idea of CR is spectral reusing or spectrum sharing, which allows the unlicensed users to communicate over licensed spectrum when the licensed holders are not fully utilizing it. Thus, the received signal y(t) consists on the superposition of multiple primary and secondary (interference) services. Let us write the received signal as,
where K denotes the number of primary users. The analytic representation of the k-th primary user is denoted as x(t, ω k ), which is given by,
where a k (t) indicates the complex envelope of the source and ω k denotes the baseband frequency of the source with respect to the center frequency of the band under scrutiny, ω 0 . Note that, in (4), we aimed to separate the frequency location information given by e j(ω 0 +ω k )t from the symbol modulation information given by a k (t). For the sake of simple notation, we are assuming linear propagation channel with no distortion. However, the robustness in front of a frequency selective channel, instead of flat fading, have also been studied using computer simulations.
The non-regulated activity of the spectrum is denoted in (3) as i(t) and henceforth is considered interference. The problem of determining whether a given frequency is occupied or not by a licensed radio can be modeled into a binary hypothesis test,
where (H 0 ) stands for the absence of primary signal and (H 1 ) represents the presence of a primary signal in the frequency channel under study.
The interference i(t) is independent of the noise and primary signal, and we assume that its spectral shape is different from that of the primary. In practice, the secondary user is rarely going to use the same modulation as the primary [14] , [24] , [25] , [29] . Moreover, the secondary user generally transmits at a lower rate than the primary to not disturb the quality of service of the primary user. Therefore, and as a baseline, it is assumed throughout this paper that the interference has bandwidth smaller than that of the primary. The presence of unknown interference, which has not been addressed in conventional spectrum sensing publications, adds additional challenges.
III. SPECTRUM SENSING BASED ON SECOND ORDER STATISTICS
Energy detection is the most widely used spectrum sensing technique since it is simple to implement and does not require any prior information about the primary signal [31] . However, the prevalence of digital modulations in common primary users motivate more sophisticated and creative spectrum sensing techniques.
For the purpose of the present work, let us define r c (τ ) as the baseband conventional autocorrelation function (CAF) of the reference signal x c (t). The expression of r c (τ ) is linked to the PSD of x c (t), which, for linearly modulated signals, depends mainly on the transmission rate and the modulation pulse. The latter comes from the fact that the average power spectral density of the analytic signal of x c (t), for positive frequencies, memoryless channel and zero-mean signal is given by,
where γ is the actual power level measured at the sensing station, ω 0 is the carrier frequency, R b is the baud rate and P (ω) the spectrum of the modulation pulse which satisfies 1 2π |P (ω)| 2 dω = 1. Therefore, the elements of the reference CAF are given by the discrete Fourier transform of S + cm (ω)/γ. The aforementioned characteristics of x c (t) required for the computation of r c (τ ) can be analytically extracted from physical layer standardization of primary services.
Clearly, the proposed algorithm is introduced here to detect a specific primary system which is determined by the candidate autocorrelation r c (τ ). It is noteworthy, however, that the algorithm can be straightforward extended to detect different kind of users, as long as their spectrum characteristics are known.
Let B denote the set of possible primary users' frequency locations and let {ω m } M −1 m=0 denote a grid that covers B. Assuming that the true location of the primary users lie on the grid, the corresponding model for the CAF of the received signal r y (τ ) is given by,
where r i (τ ) and r η (τ ) denote the CAFs of the interference and the noise, respectively, p(ω m ) is the primary user' transmitted power corresponding to ω m , and r cm (τ, ω m ) denotes the candidate CAF modulated at the specific carrier frequency ω m .
As indicated by extensive spectrum occupancy measurements campaigns [32] , [33] , numerous spectrum bands are vacant although licenses have been issued by the regulatory agencies, suggesting that the frequency spectrum is sparse. The previous formulation of the location problem begs for the use of basic ideas from the area of CS.
Note that only a small number of primary users exists and therefore only few grid points that covers B are occupied, i.e., denoting K the number of primary users present in y(t), K M . Indeed, as the value of M increases with respect to K, B becomes more and more sparsely represented. Thus, the model presented in (7) implicitly assume the use of overcomplete dictionary [23] of candidate CAFs, in which, ideally, only few of them are present in the received CAF. Therefore, the sparse vector defined by,
can be viewed as the output of an indicator function, whose elements different from zero directly indicate the carrier frequencies ω where primary signals are present. The sparse nature of the vector p motivates the design of novel detection strategies based on the CS theory.
IV. COMPRESSIVE SAMPLING
The abbreviation CS stands for Compressive Sensing or Compressive Sampling, which is the name given to the subNyquist sampling techniques that exploit sparse structure in data. Compared with traditional Nyquist sampling theory, the number of samples required in CS can be made much smaller by exploiting the signal sparsity property exhibited in a certain domain. Periodic Nonuniform Sampling (PNS) is a popular approach among those techniques, specially when only covariance information is of interest [34] . In this paper we consider the sub-Nyquist PNS strategy known as multi-coset (MC) sampling [35] , [36] . Given the received multiband signal y(t), the MC samples are obtained at the time instants,
where L > 0 is a suitable integer, i = 1, 2, . . . , κ and n ∈ Z. The set {c i } contains κ distinct integers chosen from {0, 1, . . . , L − 1}. The reader can notice that the MC sampling process can be viewed as a classical Nyquist sampling followed by a block that discards all but κ samples in every block of L samples periodically. The samples which are not thrown away are specified by the set {c i }. Thus, a sequence (or coset, hence the name of the method) of equally-spaced samples is obtained for each c i . The period of each one of these sequences is equal to LT . Therefore, one possible implementation consists of κ parallel ADCs, each working uniformly with period LT . One limitation of multi-coset sampling is maintaining accurate time delays between the ADCs of different cosets. Here, we assume perfect synchronization between multi-coset sampling branches and we refer the reader to [37] for details concerning the asynchronous multi-rate wideband sensing.
The complete observation consists of a data record of N f blocks of κ non-uniform samples notated as y f . Thus, the notation can be compacted in Y as follows,
To relate the acquired samples with the original Nyquistsampled signal, let us consider z f as the f -th block of L uniform Nyquist samples of y(t),
where t f n = (fL + n)T . Thus, the relation between the Nyquist samples and the sub-Nyquist samples is given by,
where Φ is a matrix that non-uniformly selects κ samples of z m (κ < L). This matrix Φ is obtained by non-uniformly selecting κ rows of the identity matrix I L .
V. COMPRESSIVE SPECTRUM SENSING VIA SPECTRAL MATCHING Let {R y (k)} denotes the correlations of the Nyquist-sampled signal {y(n)} and R y be the L × L correlation matrix (i.e.,
For the purpose of the present work, let us define {R c (k)} as the correlations of the Nyquist-sampled candidate signal {x c (n)}. Following the notation of (12), the correlation matrixR y ∈ C κ×κ can be obtained as,
Conventional spectrum estimation techniques try to estimate how much power coming from a single pure frequency is contained inR y . The CAF of a pure tone is given by e(ω m )e H (ω m ), where e(ω m ) ∈ C L×1 is the frequency steering vector defined as,
In this paper, we would like to design a spectral analyzer whose impulse response is not the single pure frequency but a predetermined spectral shape. To obtain the frequency location of a particular spectral shape, the baseband reference autocorrelation R c ∈ R L×L (extracted from spectral features of the primary user) is modulated by a rank-one matrix formed by the steering frequency vector at the sensed frequency ω m as follows,
where denotes the elementwise product of two matrices. The resulting modulated candidate correlation R cm (ω m ) ∈ C L×L must be compressed in the same way we did for the data, i.e., using the same sampling matrix Φ, as follows,
According to this notation, the corresponding model for the data autocorrelation matrix defined in (13) is given by,
whereR encompasses the imperfections of the model, including interference and noise. The sparse nature of vector p, introduced in (8), can be exploited to avoid the tedious channel by channel scanning process. To this end, the model in (17) can be conveniently rewritten into a sparse notation as follows,
wherer y is a κ 2 × 1 vector formed by the concatenation of the columns ofR y . From now on, to clarify notation, the concatenation of columns will be denoted with the operator vec(·). Therefore,r y = vec(R y ). B contains the spectral information of the primary signals and is defined as diag(r c ) where r c is vec(R c ). Matrix S defines the frequency scanning grid,
where s(ω m ) is defined as vec(e(ω m )e H (ω m )). The variable encompasses the contribution of vec(R ). A greater insight can be obtained from Fig. 1 . It is worth highlighting that the overcomplete dictionary leading to sparse representation is given in (18) by the matrix BS, whose columns contain the information regarding the different candidate CAFs previously introduced in (7). The term kron(Φ, Φ) in (18) establishes which entries of each of the non-compressive candidate correlation are available after digitizing the signal according to the sampling pattern Φ introduced in (12) .
Since κ < L, there are infinitely many solutions to the following problem,
Among all the solutions of (20), we are interested in the solution that meets the following requirements: (1) p must be sparse, and (2) (r y − Ap) must provide a residual positive semidefinite correlation. The latter is justify as follows. Although the spectral shapes of the license-holder user is assumed to be different from that of the opportunistic users, they can be quite similar. To avoid excessive false alarm rate and strengthen the interference rejection capabilities of the proposed spectral feature detector, the residual correlation is enforced to be positive semidefinite.
In the following section, we justify the importance of this restriction.
A. Enforcing Positive Semidefinite Residual Correlation
Correlation matrices are Hermitian positive semi-definite matrices by definition and they lie in a convex cone [38] . Thus, the difference betweenR y and the compressed modulated candidate matrix p(ω m )R cm (ω m ) must lie in the surface of the cone too, since it is still a correlation matrix. In other words, the residual matrix must be positive semi-definite. This is,
Note that the choice of conventional Euclidean distance between matrices is not appropriate here. The points on the cone are connected by exponential paths and only locally resemble a flat Euclidean space. The Euclidean distance (Frobenius norm) is well suited for linear spaces, and not for the cone-like spaces. In other words, it does not guarantee that the residual matrix
is a positive semi-definite matrix. Therefore, the problem can be formulated as follows,
This is, the maximum p(ω m ) that guarantees the difference between the data autocorrelation matrix and the candidate autocorrelation matrix remains positive semi-definite.
yRcm (ω m ) must be too. Thus, using the Eigen-Decomposition of R
Equation (23) defines κ different constraints,
are the eigenvalues contained in the Λ(ω m ). Note that if (24) is satisfied for q = 1, it is satisfied ∀q. Thus, the restriction that always ensures positive semi-definite residual correlation at each scanned parameter ω m is given by,
Note that the values λ 
B. Imposing Sparsity Constraint
The sparsity restriction is usually imposed by adding a l 1 -norm constraint. In other words, among all vectors p consistent with the data, we pick that whose coefficient sequence has minimal l 1 -norm,
The use of the l 1 -norm, however, has been shown to heavily penalize large coefficients to the detriment of smaller coefficients [39] . To address this magnitude dependence, weighted l 1 -norm have been proposed to democratically penalize nonzero entries. Let us consider the following weighted l 1 -norm,
where w 0 , . . . , w M −1 are positive weights. Note that the values of p(ω m ) must be greater than or equal to zero and, thus, the absolute value is removed for simplicity. The value of α depends on the chosen weights. One way to rectify the dependence on magnitude of the l 1 -norm is to enforce each product w m · p(ω m ) be equal to 1. Thus, the weights must be estimates of the inverse power corresponding to the primary users present in the band under scrutiny. Ideally,
Interestingly, initial estimates of the powers can be obtained from the upperbound defined in (25) ,
With the weights defined in (29) , the value of α in (27) is approximately equal to the number of primary users present in the band under scrutiny, K, which determines the sparsity level of vector p. The sparsity level K plays a fundamental role in solving the sparse vector recovery problem,
T . For example, many iterative algorithms such as Matching Pursuit [40] typically run for K iterations or the regularization parameter of Least Absolute Shrinkage and Selection Operator (LASSO) [41] is examined over a limited range of values which is a function of K. Moreover, the value of K is used to estimate the minimum number of measurements required to perfectly recover the original signal. For instance, for very specific models such as the Gaussian sensing matrices, it is known that on the order of κ = C · 2K log(L/2K)) samples are sufficient for stable recovery, where C refers to a positive, universal constant [42] . Anyhow, it is clear that K plays an important theoretical role in many aspects of CS. However, it is typically unknown in practice.
Current literature assume that the CS model (18) is either exact or corrupted by AWGN or bounded noise, and use these assumptions to establish a stopping criterion for greedy pursuit methods and/or to derive input parameters for the convex optimization. If these parameters are set incorrectly, the quality of the reconstructed signal significantly decreases [43] . Here, we face an even more complex problem in which the compressive measurements capture the entire signal space, which includes undesired interference. There are two main strategies for dealing with interference assuming prior knowledge on some characteristics of the interference signal, namely avoiding and canceling methods [44] - [46] . Having access to information about the corrupted measurements, however, is not always possible in practical applications. In the next section we will show how to overcome this drawback.
C. Sparse Signal Recovery
When the CS model is only corrupted by noise, there are two well-established recovery methods. One is l 1 -norm minimization under l 2 constraint on the residual. In the former, the l 2 -norm of the residual is upperbounded by a constant derived from the noise power. The second alternative relaxes the constraint on the reconstruction error with a regularization or threshold parameter which is establish using information about the noise magnitude [13] , [47] , [48] . A family of iterative algorithms [49] were shown to provide the same reconstruction accuracy, generally with less computational complexity. Consequently, iterative algorithms become more preferable than directly solving the optimization problem. Finding robust stopping criteria in iterative algorithms is a long standing problem. Some relevant stopping criteria are [50] :
• Stop the algorithm after a fixed number of iterations.
• Wait until the l 2 -norm of the residual declines to a certain level.
• Halt the algorithm when the maximum total correlation between an atom (column of A) and the residual drops below a threshold.
Current iterative reconstruction algorithms generally assume a prior knowledge of the error variance and/or the signal sparsity to establish a stopping criterion. In particular, the number of iterations is linked with the sparsity of the signal to be recovered, which, in the problem at hand is given by K (the number of primary users operating in the band under scrutiny). However, the value of K is typically unknown in practice. There exist some works that try to overcome this issue. In [51] , an estimate of the sparsity level is obtained by dividing the data set into a training/estimation set. In [52] , an algorithm is proposed to estimate an approximation of the sparsity level. In the present work, we do not assume any prior information about the sparsity and neither about the noise/interference level. In essence, we introduced a heuristic stopping rule based on comparing consecutive weighted l 1 norms which can be viewed as a sparsity level estimator. In particular, we define a stopping criterion for the Weighted Orthogonal Matching Pursuit (WOMP) [53] . In [53] , the WOMP algorithm is assumed to work in a noise-free model. Hence, the algorithm is halted when the energy of the residual generated by the greedy algorithm is close to zero. The aforementioned stopping criterion must be modified to cope with CS models contaminated with interference signals.
Algorithm 1 Weighted Orthogonal Matching Pursuit (WOMP)
Require: A, w,r y .
1: The proposed modification of WOMP is described with detail in Algorithm 1. At each iteration, the greedy selection chooses the atom that is most strongly correlated with the residual part of the signal, i.e., the atom that minimizes r y − Ap l 2 . Denoting the columns of A as a m , the aforementioned selection at the t-th iteration is done as follows,
where r t−1 stands for the residual, which is initialized with r 0 = r y . The weights defined in (29) impose that the licensed-holder users are selected before the interference. This is because the value of w −1 m is expected to be ideally zero at the frequency bands that are not occupied by the licensed users. Let us define Δ (t) l 1 the increment of weighted l 1 -norm at iteration t defined as,
where p (t) denotes the estimated sparse vector at iteration t. Interestingly, when a licensed-holder user is selected at iteration t, Δ (t) l 1 is expected to be ideally one. Consequently, after K iterations, the weighted l 1 -norm of p (K) is expected to be equal to K and the residual is expected to contain noise plus interference. We would like the algorithm to stop here, since all primary users have been captured in the solution. If we keep running the algorithm, the next selected atom will probably correspond to an interference signal and, as a consequence, Δ (K+1) l 1 will be different than one (ideally infinity). This is again because w m → ∞ at the frequency bands that are not occupied by the licensed users. So, we propose to stop the iterations when Δ (t) l 1 does not fall into the following interval,
The values of ξ down ∈ [0, 1) and ξ up ∈ [0, ∞) determine the detector performance as we will show in the next Section. Some hints on how to set the parameters ξ down and ξ up are given below:
• ξ down : It is linked to the noise rejection capability. Therefore, it can be determined if some information regarding the noise statistics or noise magnitude is available. This problem is related to the threshold selection for Energy [54] , [55] .
• ξ up : It is linked to the interference rejection capability and some numerical results on its dependence with the probability of false alarm are provided in the Section VI. The value of ξ up can be estimated based on the similarity of the primary and secondary users spectral shapes. Depending on the application, we may assume a worst case scenario (i.e., a interference using similar spectral shape than that of the primary) and set the value of ξ up that ensures a fixed number of false detections. Depending on the scenario, we can assume some feedback from the primary in terms of Quality of Service degradation and adapt the value of ξ up accordingly (see [56] and the reference therein).
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed scheme using synthesized data. The spectral band under scrutiny has bandwidth equal to f max = 20 MHz. The size of the observation z f is L = 33 samples. The sampling rates of y f and z f are related through the compression rate ρ = κ L . To strictly focus on the performance behavior due to compression and remove the effect of insufficient data records, the size of the compressed observations is forced to be the same for any compression rate. Therefore, we set N f = 2Lδρ −1 where δ is a constant (in the following results δ = 10). Thus, for a high compression rate, the estimator takes samples for a larger period of time. Note that the value of M determines the grid density of the spectrum to be scanned. Increasing M makes the grid finer, but it also increases the computational complexity. On the other hand, making the grid too rough might introduce substantial bias into the estimates. Unless otherwise noted, the grid resolution for this section is Δ ω = 100 kHz. The simulation parameters are summarized in Table I .
To test the ability of the proposed sparse spectral matching technique to properly label licensed users, we first consider a scenario with two primary users in the presence of noise and interference. The interference is included as a 10 dB pure tone at normalized frequency ω I = 0.375. The primary user is assumed to be a BPSK signal with a rectangular pulse shape and 8 samples per symbol. The SNR of the desired users are 10 dB and 7 dB, respectively, and their normalized carrier frequencies are ω 1 = 0.125 and ω 2 = 0.625, respectively. The spectral occupancy for this particular example is Ω = 0.5 (the primary users are using half of the available spectrum, i.e., 5 MHz each of them). According to Landau's lower bound [57] , the minimum average sampling rate for most signals is given by the Nyquist rate multiplied by the spectral occupancy, which is often much lower than the corresponding Nyquist rate. For this particular example, Landau's lower bound is telling us that half of the Nyquist samples can be thrown away without affecting the signal reconstruction. The values of ξ up and ξ down for determining the stopping criterion of the WOMP are chosen ξ up = 2 and ξ down = 0.5. Fig. 2 shows the result of the proposed detector for 5.000 Monte Carlo runs for different compression rates. Blue points indicate the output of the detector, black crosses represent the true primary users frequency-power representation and the red solid line indicates the interference frequency location. From Fig. 2 we observe that, in agreement with the Landau's lower bound, the proposed technique works well until the compression exceeds the limit given by the spectral occupancy. When the compression rate surpass ρ = 0.5, the acquisition procedure loses too much information, which translates into a degradation of the detector performance. Fig. 3 shows the result of the proposed detector for 5.000 Monte Carlo runs for ρ = 1 and ρ = 0.5 when the interference is a QPSK signal. The spectral efficiency of QPSK is double that of BPSK, so its spectral shape is also a sync function but it occupies half of the spectrum that of the BPSK primary user (see Fig. 4 ). In Fig. 3 , again, blue points indicate the output of the detector, black crosses represent the true primary users frequency-power representation and the red solid line indicates the interference frequency location. From the comparison of Figs. 2 and 3 it can be concluded that, as expected, the more similar the interference and the primary signals are, the harder it is to discern them. However, it is also important to highlight that in the majority of the realizations, the proposed technique is able to discern the primary user from the interference. In particular, only in 3.5% the algorithm gets confuse with the QPSK when considering half of the Nyquist samples.
The results obtained in Fig. 2 can be compared with the performance of the conventional periodogram spectral estimation.
To this end, Fig. 5(a) shows the periodogram for the scenario under consideration for different compression rates. Besides presenting low resolution (becoming worse as the compression rate decreases), note also that they are not robust to the strong interference. In contrast, the proposed method provides a clear frequency and power estimate and makes the interference disappear because of their feature-based nature.
The interference rejection characteristic is linked to the reliability of the weights, which must provide a coarse estimate of the inverse transmitted power of the primary users. Fig. 5(b) shows the inverse of the weights for the scenario under consideration for different compression rates. As expected, the maxima of the inverse weights are located at the frequencies where a primary user is present and its value coincides with the primary users' SNR. However, the dynamic range of the weights significantly decrease when the compression rate surpass the limit of ρ = 0.5, which explains the degradation suffered in Fig. 2(d) .
For the evaluation of the frequency, power estimation and reconstruction accuracy, two types of scenario were considered. The first one with one active primary user with BPSK, using a rectangular pulse shape (with 8 samples per symbol) located at normalized frequency ω = 0.5 and with AWGN. The second one is the same as the first plus a pure tone interference with SNR = 10 dB located close to the primary at normalized frequency ω I = 0.6. The noise is randomly generated among 5000 Monte Carlo iterations. Fig. 6(a) and (b) show the normalized RMSE of the estimated power level and the RMSE of the reconstruction error, respectively. The reconstruction error is computed using the spike trains distance defined in [58] . The amplitudes are first fixed to 1 and the resulting spike trains are independently convolved with e −|ω|/Δ ω , producing slight spike spreading. Finally, the l 2 -norm between the resulting convolved spike train and the convolved spike train corresponding to the real scenario is computed. The goal of this metric is to accurately represent perceptual differences between sparse signals. In general, the results displayed in Fig. 6 make evident that the presence of interference adversely affects the detector performance in terms of accuracy of the estimated parameters. As expected, the errors decrease as the sampling factor and the SNR increase.
High detection sensibility is a fundamental aspect in spectrum sensing for CR. In CS-based reconstruction, the stopping rule applied to halt the iterative reconstruction algorithm plays an important role in the detection performance. In particular, the interference rejection of the proposed detector is highly dependent on the value of ξ up used in the stopping criterion defined in (33) . To evaluate the probability of false alarm (P fa ) with respect to ξ up , we have run 1000 Monte Carlo iterations of an scenario consisting of a BPSK primary user located at normalized frequency ω = 0.25 and with SNR = 0 dB and an interferent signal with the same SNR located at normalized frequency ω I = 0.75. A false alarm occurs when the WOMP reconstruction algorithm selects something that is not the desired BPSK signal. In the whole simulation exercise we fixed ξ down = 0.5 to focus only on the parameter ξ up . Fig. 7(a) shows the P fa versus 1 + ξ up results for different compression rates when the interference is a pure tone. Note that values of 1 + ξ up close to one indicate very low interference rejection capabilities. As it can be appreciated from Fig. 7(a) , the value of ξ up that ensures low P fa is far away from zero when dealing with BPSKs and very narrow band interference. Fig. 7(b) shows the P fa versus 1 + ξ up results when the interference is a QPSK modulated signal. The QPSK and the BPSK have similar spectral shape, which can lead to a high chance of miss-classification events. This fact is reflected in Fig. 7(b) with the values of 1 + ξ up that provide acceptable values of P fa , which are much lower than those shown in Fig. 7(a) for the pure tone interference.
Let us now evaluate the probability of detection (P d ) versus SNR and versus P fa . To do so, we consider three different scenario in which the primary user is a BPSK (8 samples per symbol) located at normalized frequency ω = 0.25. The first scenario considers the absence of interference signal, i.e., the primary is only contaminated with noise. The second and the third scenarios assume an interfering signal located at ω I = 0.25, which is a pure tone with SNR = 10 dB and a QPSK with SNR = 7 dB, respectively. To evaluate when the desired signal is correctly selected by the first iteration of the WOMP, we shall evaluate the selection step of the WOMP. At each iteration, the greedy selection chooses the atom that is most strongly correlated with the residual part of the signal, as shown in (31) . In the first iteration, this is the atom that minimizes r y − Ap l 2 . Thus, for the example at a hand, the function m determines the detection performance. Usually, a threshold for f (ω m ) is chosen based on a given value of P fa . Theoretical derivation of the threshold to meet the required P fa requires the statistical distribution of f (ω m ) for H1 and H0, which is a difficult task, especially when eigenvalues appear on the function f (ω m ). Since the main objective of the paper is to prove the spectral feature detector performance in sub-Nyquist spectrum sensing, as a first step, computer simulations will be used for estimating the statistical distribution of f (ω m ). To this end, we recorded 10.000 Monte Carlo simulations for H1 and H0 and for all three scenarios described before, keeping the value of f (ω m ) of the true primary user frequency. Fig. 8 shows the obtained distributions of the function f (ω m ) for H0 and H1 for the first scenario with SNR = −18 dB and ρ = 0.76. In Fig. 8 it is seen that both distributions closely match the Gaussian approximation (also shown in the figure with black solid line). In view of the results we have obtained, we decided to adopt Gaussian models for computing ROC (Receiver Operating Characteristic) figures. Therefore, from the 10.000 Monte Carlos runs we extract mean and variance of each hypothesis to build the corresponding probability density function (PDF) in the following way, 
where μ x and σ 2 x denote the mean and the variance, respectively. To show the effect of the compression rate on the proposed detector, the ROC curves of the scenarios described above are compared in Fig. 9 for different compression rates and for different values of SNR. The curves show that the detector performance progressively deteriorate as ρ and the SNR decreases. From Fig. 9(a) , it can be observed that the proposed detector starts losing detection sensitivity around SNR = −20 dB, which goes inline with the sensitivity required by the IEEE 802.22 standard [59] . The dependence on the spectral similarities between the primary and the interference is evident by comparing Fig. 9(b) and (c), where the curves corresponding to a narrow band interference are shown to achieve better detection probabilities compared to those considering the relatively wider-band QPSK interference signal, even with lower values of SNR.
Fig . 10 shows the P d versus SNR results for the same scenario (a BPSK primary user located at ω = 0.5, free from interference) for a fixed probability of false alarm P fa = 10 −3 . It is clear that, even for low compression rates, the proposed sparsity-based primary user detection approach is able to reliably detect very low primary transmission. For comparison, we plot in the same figure the results (no compression ρ = 1) for the energy detection without noise uncertainty, the performance of the coarse estimate given by the inverse of the weights, and the two eigenvalue-based methods proposed in [21] , namely Maximum-Minimum Eigenvalue (MME) and Energy with Minimum Eigenvalue (EME). As shown in the figure, the aforementioned competitors are much worse than that of the proposed technique. The reason is that the proposed technique makes use of signal features and exploits the sparse problem formulation. Let us now investigate the performance of the proposed detector with Ricean fading channel. We consider here that the signal propagates through 100 different 20-tap Rice channel realizations (a channel with a LOS and some random late arrivals). The LOS presents a gain of one, and the late random arrivals altogether also have energy equal to one. The performance is shown in Fig. 11 for different compression rates. The scenario consists of a BPSK primary user with 8 samples per symbol and SNR = 10 dB located at normalized frequency ω = 0.25 and a pure tone interference signal located at normalized frequency ω I = 0.75 with SNR = 10 dB. In Fig. 11 , blue points indicate the output of the detector, black cross represents the true primary user location and the red solid line indicates the interference location. It is seen that the method is robust in front of a frequency selective channel in terms of detection capabilities since the majority of detection events took place in close vicinity of the true primary user location. However, it is clear from Fig. 11 that the multipath causes quite small bias on the frequency and power estimation.
VII. CONCLUSION
The performance of a CS-based spectral feature detector was proposed and evaluated in this paper. In particular, we take advantage of the sparsity described by the low spectral occupancy of the licensed radios not only to alleviate the sampling bottleneck but also to increase the accuracy of the detections by using sparsity-based recovery algorithms. An overcomplete dictionary that contains tunned spectral shapes of the primary user is proposed for sparse representation of the primary user spectral support, thus allowing the detection of primary users to be performed in a global unified optimization framework. The interference rejection is achieved by introducing weights to the l 1 -norm and suppling a new stopping criterion for a conventional CS-based reconstruction method. Results based on computer simulations were presented, which showed the effectiveness in primary user detection and proved the interference rejection capabilities of the proposed method.
