Using Word Embeddings for Automatic Query Expansion by Roy, Dwaipayan et al.
Using Word Embeddings for Automatic Query Expansion
Dwaipayan Roy
CVPR Unit
Indian Statistical Institute
Kolkata, India
dwaipayan_r@isical.ac.in
Debjyoti Paul
CVPR Unit
Indian Statistical Institute
Kolkata, India
debjyoti93.paul@gmail.com
Mandar Mitra
CVPR Unit
Indian Statistical Institute
Kolkata, India
mandar@isical.ac.in
Utpal Garain
CVPR Unit
Indian Statistical Institute
Kolkata, India
utpal@isical.ac.in
ABSTRACT
In this paper a framework for Automatic Query Expansion (AQE)
is proposed using distributed neural language model word2vec. Us-
ing semantic and contextual relation in a distributed and unsuper-
vised framework, word2vec learns a low dimensional embedding
for each vocabulary entry. Using such a framework, we devise
a query expansion technique, where related terms to a query are
obtained by K-nearest neighbor approach. We explore the perfor-
mance of the AQE methods, with and without feedback query ex-
pansion, and a variant of simple K-nearest neighbor in the proposed
framework. Experiments on standard TREC ad-hoc data (Disk 4,
5 with query sets 301-450, 601-700) and web data (WT10G data
with query set 451-550) shows significant improvement over stan-
dard term-overlapping based retrieval methods. However the pro-
posed method fails to achieve comparable performance with sta-
tistical oc-occurrence based feedback method such as RM3. We
have also found that the word2vec based query expansion methods
perform similarly with and without any feedback information.
1. INTRODUCTION
In recent times, the IR and Neural Network (NN) communities
have started to explore the application of deep neural network based
techniques to various IR problems. A few studies have focused
in particular on the use of word embeddings generated using deep
NNs. A word embedding is a mapping that associates each word or
phrase occurring in a document collection to a vector in Rn, where
n is significantly lower than the size of the vocabulary of the doc-
ument collection. If a and b are two words, and a and b are their
embeddings, then it is expected that the distance between a and b
is a quantitative indication of the semantic relatedness between a
and b. Various different techniques for creating word embeddings
— including Latent Semantic Analysis (LSA) [2] and probabilistic
LSA [5] — have been in use for many years. However, interest in
the use of word embeddings has been recently rekindled thanks to
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work by Mikolov et al. [6], and the availability of the word2vec1
software package. It has been reported that the semantic related-
ness between words is generally accurately captured by the vector
similarity between the corresponding embeddings produced by this
method. Thus, this method provides a convenient way of finding
words that are semantically related to any given word.
Since the objective of Query Expansion (QE) is to find words that
are semantically related to a given user query, it should be possible
to leverage word embeddings in order to improve QE effectiveness.
LetQ be a given user query consisting of the words q1, q2, . . . , qm.
Let w(i)1 , w
(i)
2 , . . . , w
(i)
k be the k nearest neighbours (kNN) of qi in
the embedding space. Then, these w(i)j s constitute a set of obvi-
ous candidates from which terms may be selected and used to ex-
pand Q. Of course, instead of considering terms that are proximate
neighbours of individual query words, it is generally preferable to
consider terms that are close to the query as a whole.2
While word embeddings have been shown to be useful in some
specialised applications (e.g., clinical decision support [3] and spon-
sored search [4]) and for cross-lingual retrieval [7], the obvious
way of using embeddings for QE seems not to have been explored
within the standard ad hoc retrieval task setting. Our goal in this
work is to study how word embeddings may be applied to QE for
ad hoc retrieval. Specifically, we are looking for answers to the
following questions.
1. Does QE, using the nearest neighbours of query terms, im-
prove retrieval effectiveness?
2. If yes, is it possible to characterise the queries for which this
QE method does / does not work?
3. How does embedding based QE perform compared to an es-
tablished QE technique like RM3 [1]?
We try a few different embedding based QE methods. These meth-
ods are described in more detail in the next section. Experiments
on a number of TREC collections (Section 3) show that these QE
methods generally yield significant improvements in retrieval effec-
tiveness when compared to using the original, unexpanded queries.
However, they are all significantly inferior to RM3. We discuss
these results in greater detail in Section 4. Section 5 concludes the
paper.
1https://code.google.com/p/word2vec/
2This idea has been used in a number of traditional, effective QE
techniques, e.g., LCA [9] and RM3 [1]. In these techniques, ex-
pansion terms are selected on the basis of their association with all
query terms.
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2. WORD EMBEDDING BASED QUERY EX-
PANSION
In this section, we first describe three QE methods using the in-
dividual embeddings of the terms. The first method is a simple,
kNN based QE method that makes use of the basic idea outlined
in Section 1. Unlike pseudo relevance feedback (PRF) based QE
methods, this method does not require an initial round of retrieval.
The second approach we tried is a straightforward variation of the
first approach that uses word embeddings in conjunction with a set
of pseudo relevant documents. In the third method, we propose
an approach that is inspired by [8]. In this approach, the nearest
neighbours are computed in an incremental fashion as elaborated
below. Next, we describe how we obtain an extended query term
set by using compositionality of terms. In all our methods, we used
word2vec[6] for computing word embeddings.
2.1 Pre-retrieval kNN based approach
Let the given queryQ be {q1, . . . , qm}. In this simple approach,
we define the set C of candidate expansion terms as
C =
⋃
q∈Q
NN (q) (1)
where NN (q) is the set of K terms that are closest to q in the
embedding space.3 For each candidate expansion term t in C, we
compute the mean cosine similarity between t and all the terms in
Q following Equation 2.
Sim(t, Q) =
1
|Q|
∑
qi∈Q
t.qi (2)
The terms in C are sorted on the basis of this mean score, and
the top K candidates are selected as the actual expansion terms.
2.2 Post-retrieval kNN based approach
In our next approach, we use a set of pseudo-relevant documents
(PRD) — documents that are retrieved at top ranks in response
to the initial query — to restrict the search domain for the candi-
date expansion terms. Instead of searching for nearest neighbours
within the entire vocabulary of the document collection, we con-
sider only those terms that occur within PRD. The size of PRD may
be varied as a parameter. The rest of the procedure for obtaining
the expanded query is the same as in Section 2.1.
2.3 Pre-retrieval incremental kNN based ap-
proach
The incremental nearest neighbour method is a simple extension
of the pre-retrieval kNN method that is based on [8]. Instead of
computing the nearest neighbours for each query term in a single
step, we follow an incremental procedure. The first assumption in
this method is that, the most similar neighbours have comparatively
lower drift than the terms occurring later in the list in terms of sim-
ilarity. Since the most similar terms are the strongest contenders
for becoming the expansion terms, it may be assumed that these
terms are also similar to each other, in addition to being similar to
the query term. Based on the above assumption, we use an itera-
tive process of pruning terms from NN (q), the list of candidates
obtained for each term q in EQTS.
We start with NN (q). Let the nearest neighbours of q in order of
decreasing similarity be t1, t2, . . . , tN . We prune the K least sim-
ilar neighbours to obtain t1, t2, . . . , tN−k. Next, we consider t1,
3Bold-faced notation w denotes the embedded vector correspond-
ing to a word w
and reorder the terms t2, . . . , tN−k in decreasing order of similar-
ity with t1. Again, the K least similar neighbours in the reordered
list are pruned to obtain t′2, t′3, . . . , t′N−2k. Next, we pick t
′
2 and
repeat the same process. This continues for l iterations. At each
step, the nearest neighbours list is reordered based on the nearest
neighbour obtained in the previous step, and the set is pruned. Es-
sentially, by following the above procedure, we are constraining
the nearest neighbours to be similar to each other in addition to be-
ing similar to the query term. A high value of l ≥ 10 may lead
to query drift. A low value of l ≤ 2 essentially performs similar
to the basic pre-retrieval model. We empirically choose l = 5 as
the number of iterations for this method. Let NN l(q) denote the
iteratively pruned nearest neighbour list for q. The expanded query
is then constructed as in Section 2.1, except that NN l(q) is used in
place of NN (q) in Equation 1.
2.4 Extended Query Term Set
Considering NNs of individual query word makes a generaliza-
tion towards the process of choosing expansion terms since a single
term may not reflect the information need properly. For example,
consider the TREC queryOrphan Drugs where the respective terms
may have multiple associations, not related to the actual informa-
tion need. The conceptual meaning of conposition of two or more
words can be achieved by simple addition of the constituent vec-
tors.
Given a query Q consisting of m terms {q1, . . . , qm}, we first
construct Qc, the set of query word bigrams.
Qc = {〈q1, q2〉, 〈q2, q3〉, . . . , 〈qm−1, qm〉}
We define the embedding for a bigram 〈qi, qi+1〉 as simply qi +
qi+1, where qi and qi+1 are the embeddings of words qi and qi+1.
Next, we define an extended query term set (EQTS) Q′ as
Q′ = Q ∪Qc (3)
For the proposed approaches, the effect of compositionality can
be integrated by considering Q′ of Equation 3 in place of Q in
Equation 1 and 2.
2.5 Retrieval
For our retrieval experiments, we used Language Model with
Jelinek Mercer smoothing [10]. The query model for the expanded
query is given by
P (w|Qexp) = αP (w|Q) + (1− α) Sim(w,Q)∑
w∈Qexp Sim(w,Q)
(4)
where Qexp is the set of top K terms from C, the set of candidate
expansion terms. As described in Section 2.4, we can use Q or
Q′ in Equation 4. The expansion term weights are assigned by
normalizing the expansion term score (mean similarity with respect
to all the terms in EQTS) by the total score obtained by summing
over all top K expansion terms. α is the interpolation parameter to
use the likelihood estimate of a term in the query, in combination
with the normalized vector similarity with the query.
3. EVALUATION
We explored the effectiveness of our proposed method on the
standard ad-hoc task using TREC collection as well as on the TREC
web collection. Preciously, we use the documents from TREC disk
4 and 5 with the query sets TREC 6, 7, 8 and Robust. For the
web collection, we use WT10G collection. The overview of the
dataset used is presented in Table 1. We implemented our method 4
4Available from https://github.com/dwaipayanroy/QE_With_W2V
Table 1: Dataset Overview
Document Document #Docs Query Set Query Ids Avg qry Avg #
Collection Type length rel docs
TREC News 528,155
TREC 6 301-350 2.48 92.2
TREC 7 351-400 2.42 93.4
Disks 4, 5 TREC 8 401-450 2.38 94.5
TREC Robust 601-700 2.88 37.2
WT10G Web pages 1,692,096 TREC 9-10 451-550 4.04 59.7
using the Apache licensed Lucene search engine5. We used the
Lucene implementation of the standard language model with linear
smoothing [10].
3.1 Experimental Setup
Indexing and Word Vector Embedding. At the time of index-
ing of the test collection, we removed the stopwords following the
SMART6 stopword-list. Porter stemmer is used for stemming of
words. The stopword removed and stemmed index is then dumped
as raw text for the purpose of training the neural network ofWord2Vec
framework. The vectors are embedded in an abstract 200 dimen-
sional space with negative sampling using 5 word window on con-
tinuous bag of words model. For the training, we removed any
words that appear less than three times in the whole corpus. These
are as par the parameter setting prescribed in [6].
Parameter setting. In all our experiments, we only use the ‘title’
field of the TREC topics as queries. The linear smoothing param-
eter λ was empirically set to 0.6, which is producing the optimal
results, after varying it in the range [0.1, 0.9]. The proposed meth-
ods have two unique parameters associated with them; K, that is
the number of expansion terms choosen fromQexp for QE, and the
interpolation parameter α. In addition, the feedback based method
(Section 2.2) has one more parameter, the number of documents
to use for feedback. To compare the best performance of the pro-
posed methods, we explored all parameter grids to find out the best
performance of the individual approaches. The corresponding pa-
rameters, which are producing the optimal results, are reported in
Table 3 along with the evaluation metrics.
3.2 Results
As an early attempt, we compared the effect of applyting compo-
sition, when computing the similarity between an expansion term
and the query, for the pre-retrieval kNN based approach (Section
2.1). The relative performance is presented in Table 2. It is clear
from the result that applying composition indeed affects the perfor-
mance positively. Hence, we applied composition (for the similar-
ity computation) in the rest of the approaches.
Table 3 shows the performance of the proposed method, com-
pared with the baseline LM model and feedback model RM3 [1]. It
can be seen that the QE methods based on word embeddings almost
always outperform the LM baseline model (often significantly).
There does not seem to be a major difference in performance be-
tween the three variants, but the incremental method seems to be
the most consistent in producing improvements. However, the per-
formance of RM3 is significantly superior for all the query sets.
A more detailed query-by-query comparison between the base-
line, incremental and RM3 methods is presented in Figure 1. Each
vertical bar in the figure corresponds to a query, and the height of
the bar is the difference in AP for the two methods for that query.
5https://lucene.apache.org/core/
6ftp://ftp.cs.cornell.edu/pub/smart/
wvec TREC6 TREC7 TREC8 ROBUST WT10G
compo
LM - 0.2303 0.1750 0.2373 0.2651 0.1454
Pre-ret no 0.2311 0.1800 0.2441 0.2759 0.1582
Pre-ret yes 0.2406 0.1806 0.2535 0.2842 0.1718
Table 2: Comparison of performance (MAP) between, when
only raw query terms are used for finding out NNs (using Q
in Equation 4) and when composition is applied (using Q′ in
Equation 4).
The figures show that, as an expansion method, the incremental
method is generally safe: it yields improvements for most queries
(bars above the X axis), and hurts performance for only a few
queries (bars below the X axis). However, RM3 “wins” more of-
ten than it loses compared to the incremental method. While these
experiments provide some answers to questions 1 and 3 listed in
the Introduction, question 2 is harder to answer, and will require
further investigation.
4. DISCUSSION
Distributed neural language model word2vec, possesses the se-
mantic and contextual information. This contributes to the perfor-
mance improvement over text similarity based baseline for each of
the three methods. Query expansion intuitively calls for finding
terms which are similar to the query, and terms which occurs fre-
quently in the relevant documents (captured from relevance feed-
back). In the proposed embedding based QE techniques, the terms
which are similar to the query terms in the collection-level abstract
space are considered as the expansion terms. Precisely, in the K-
NN based QE method, expansion terms are chosen from the entire
vocabulary, based on the similarity with query terms (or, composed
query forms). When the same K-NN based method is applied with
feedback information, the search space is minimized, from the en-
tire vocabulary, to the terms of top documents. However the un-
derlying similarity measure, that is the embedded vector similarity
in the abstract space, remains the same. This is the reason why K-
NN and post-retrieval K-NN performs identically. It is found that
there is no significant difference between the performance between
the two K-NN based QE methods7. However those techniques fails
to capture the other features of potential expansion terms, such as
terms, frequently co-occurring with query terms. Experiments on
the TREC ad-hoc and web datasets shows that the performance of
RM3 is significantly better than the proposed methods which in-
dicates that the co-occurrence statistics is more powerful than the
similarity in the abstract space.
A drawback of the incremental KNN computation compared with
post-retrieval KNN and pre-retrieval KNN QE is that the former
takes more time, due to iterative pruning step involved.
5. CONCLUSION AND FUTURE WORK
In this paper, we introduced some query expansion methods based
on word embedding technique. Experiments on standard text col-
lections show that the proposed methods are performing better than
unexpanded baseline model. However, they are significantly infe-
rior than the feedback based expansion technique, such as RM3,
which uses only co-occurrence based statistics to select terms and
assign corresponding weights. The obvious future work, in this di-
rection, is to apply the embeddings in combination with co-occurrence
based techniques (e.g. RM3). In this work, we restrict the use of
7Using paired t-test with 95% confidence measure.
Query Method Parameters Metrics
K #fdbck-docs α MAP GMAP P@5
TREC 6
LM - - - 0.2303 0.0875 0.3920
Pre-ret - 100 0.55 0.2406* 0.1026 0.4000
Post-ret 30 110 0.6 0.2393 0.1028 0.4000
Increm. - 90 0.55 0.2354 0.0991 0.4160
RM3 30 70 - 0.2634k,p,i 0.0957 0.4360
TREC 7
LM - - - 0.1750 0.0828 0.4080
Pre-ret - 120 0.6 0.1806 0.0956 0.4000
Post-ret 30 120 0.6 0.1806* 0.0956 0.4280
Increm. - 70 0.55 0.1887* 0.1026 0.4360
RM3 20 70 - 0.2151k,p,i 0.1038 0.4160
TREC 8
LM - - - 0.2373 0.1318 0.4320
Pre-ret - 120 0.65 0.2535* 0.1533 0.4680
Post-ret 30 90 0.65 0.2531* 0.1529 0.4600
Increm. - 120 0.65 0.2567* 0.1560 0.4680
RM3 20 70 - 0.2701k,p,i 0.1543 0.4760
Robust
LM - - - 0.2651 0.1710 0.4424
Pre-ret - 90 0.65 0.2842* 0.1869 0.4949
Post-ret 30 100 0.6 0.2885* 0.1901 0.5010
Increm. - 90 0.6 0.2956* 0.1972 0.5051
RM3 20 70 - 0.3304k,p,i 0.2177 0.4949
WT10G
LM - - - 0.1454 0.0566 0.2525
Pre-ret - 80 0.6 0.1718* 0.0745 0.2929
Post-ret 30 90 0.6 0.1709* 0.0769 0.3071
Increm. - 100 0.55 0.1724* 0.0785 0.3253
RM3 20 70 - 0.1915k,p,i 0.0782 0.3273
Table 3: MAP for baseline retrieval and various QE strategies.
A * in the kNN and Increm. columns denotes a significant im-
provement over the baseline. A k, i, and p in the RM3 column
denotes a significant improvement over the kNN, Incremental
and Post-retrieval QE techniques. Significance testing has been
performed using paired t-test with 95% confidence.
embeddings only to select similar words in the embedded space.
Thus a possible future scope is to use the embeddings exhaustively
for utilizing other aspects of the embedded forms. In our exper-
iments, we trained the neural network over the entire vocabulary.
A possible future work is thus the investigation of local training of
word2vec from pseudo-relevance documents which might get rid of
the generalization effect when trained over the whole vocabulary.
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Figure 1: Difference in AP for individual queries.
