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Abstract
This work is concerned with the existence of a second-order three-point boundary value problem on the half-line{
x ′′(t) + f (t, x(t), x ′(t)) = 0, 0 < t < +∞,
x(0) = αx(η), lim
t→+∞ x
′(t) = 0,
where α ∈ R, α = 1 and η ∈ (0,+∞) are given. After the discussion of the Green function for the corresponding homogeneous
system on the half-line, we establish some criteria for the existence of solutions to the system discussed with suitable conditions
imposed on f . The results are obtained by the Leray–Schauder continuation theorem.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Multipoint boundary value problems (BVPs) for second-order differential equations in a finite interval have been
studied extensively and many results for the existence of solutions, positive solutions, multiple solutions are obtained
by use of the Leray–Schauder continuation theorem, Guo–Krasnosel’skii fixed point theorem and so on; for details,
see [1–4] and the references therein.
Meanwhile, boundary value problems in an infinite interval arose in many applications and received much attention;
see [5,6]. Due to the fact that an infinite interval is noncompact, the discussion about BVPs on the half-line is more
complicated. The main methods used on the infinite interval problems are the extension of continuous solutions on
the corresponding finite intervals under a diagonalization process, upper and lower solution techniques, fixed point
theorems in special Banach space, or in special Fre´chet space. Existence criteria for the solutions, positive solutions
and multiple solutions are established for the two-point BVPs on the half-line; see [5–15] and the references therein.
✩ Supported by NNSF of China (10371006) and SRFDP of China (20050007011).
∗ Corresponding author.
E-mail addresses: lianhr@126.com (H. Lian), gew@bit.edu.cn (W. Ge).
0893-9659/$ - see front matter c© 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2005.10.018
H. Lian, W. Ge / Applied Mathematics Letters 19 (2006) 1000–1006 1001
Motivated by the works mentioned above, we aim to discuss the solvability of second-order three-point BVP on
the half-line{
x ′′(t) + f (t, x(t), x ′(t)) = 0, 0 < t < +∞
x(0) = αx(η), lim
t→+∞ x
′(t) = 0, (1)
where α = 1, 0 < η < +∞. We first present the Green function for second-order three-point BVPs on the half-
line and then give the existence results for (1) using the properties of this Green function and the Leray–Schauder
continuation theorem.
Here we note that boundary value conditions x(0) = 0, limt→+∞ x(t) = αx(η) are equivalent to x(0) = αx
(
1
η
)
,
limt→+∞ x(t) = 0, if we change t to 1t . In this work, we discuss another general case of the latter. Our interest is in
the solvability of the three-point BVPs on the half-line.
We use the space C1∞[0,+∞) = {x ∈ C1[0,+∞), limt→+∞ x(t) exists, limt→+∞ x ′(t) exists} with the norm
‖x‖ = max{‖x‖∞, ‖x ′‖∞}, where ‖ ·‖∞ is the supremum norm on the half-line, and L1[0,+∞) = {x : [0,+∞) →
R is absolutely integrable on [0,+∞)} with the norm ‖x‖L1 =
∫ +∞
0 |x(t)|dt.
Setting
P =
∫ +∞
0
p(s)ds, P1 =
∫ +∞
0
sp(s)ds, Q =
∫ +∞
0
q(s)ds,
our main results are the following:
Theorem 1.1. Let f : [0,+∞) × R2 → R be an S-Carathe´odory function. Suppose further that there exist functions
p(t), q(t), r(t) ∈ L1[0,+∞) with tp(t), tq(t), tr(t) ∈ L1[0,+∞) such that
| f (t, u, v)|  p(t)|u| + q(t)|v| + r(t),
for a.e. t ∈ [0,+∞) and all (u, v) ∈ R2. Then (1) has at least one solution provided
ηP + P1 + Q < 1, α < 0,
αη
1 − α P + P1 + Q < 1, 0  α < 1,
max
{
αη
α − 1 P + P1 + Q,
η
α − 1 P +
α
α − 1 P1
}
< 1, α > 1.
The definition of the S-Carathe´odory function is given in the next section.
2. Preliminaries
In this section we present some definitions and lemmas, which will be needed in the proof of the main results.
Definition 2.1. f : [0,+∞) × R2 → R is called an S-Carathe´odory function if and only if
(i) for each (u, v) ∈ R2, t 	→ f (t, u, v) is measurable on [0,+∞);
(ii) for a.e. t ∈ [0,+∞), (u, v) 	→ f (t, u, v) is continuous on R2;
(iii) for each r > 0, there exists ϕr (t) ∈ L1[0,+∞) with tϕr (t) ∈ L1[0,+∞), ϕr (t) > 0 on (0,+∞) such that
max{|u|, |v|}  r implies | f (t, u, v)|  ϕr (t), for a.e. t ∈ [0,+∞).
Lemma 2.1. For any v(t) ∈ L1[0,+∞) with tv(t) ∈ L1[0,+∞), the BVP{
x ′′(t) + v(t) = 0, 0 < t < +∞,
x(0) = αx(η), lim
t→+∞ x
′(t) = 0, (2)
has a unique solution. Moreover, this unique solution can be expressed in the form
x(t) =
∫ +∞
0
G(t, s)v(s)ds,
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where G(t, s) is defined by
G(t, s) = 1
1 − α


s, 0  s  min{η, t} < +∞,
α(s − t) + t, 0  t  s  η < +∞,
α(η − s) + s, 0 < η  s  t < +∞,
α(η − t) + t, 0 < max{η, t}  s < +∞.
(3)
Proof. Integrate the differential equation from t to +∞, noticing that v(t), tv(t) ∈ L1[0,+∞), then from 0 to t and
one has
x(t) = x(0) +
∫ t
0
∫ +∞
τ
v(s)dsdτ. (4)
Since x(0) = αx(η), from (4), it holds that
x(t) = α
1 − α
∫ η
0
∫ +∞
τ
v(s)dsdτ +
∫ t
0
∫ +∞
τ
v(s)dsdτ
= α
1 − α
(∫ η
0
sv(s)ds +
∫ +∞
0
∞v(s)ds
)
+
∫ t
0
sv(s)ds +
∫ +∞
t
tv(s)ds
=


∫ t
0
sv(s)
1 − α ds +
∫ η
t
t + α(s − t)
1 − α v(s)ds +
∫ +∞
η
t + α(η − t)
1 − α v(s)ds, t  η,∫ η
0
sv(s)
1 − α ds +
∫ t
η
s + α(η − s)
1 − α v(s)ds +
∫ +∞
t
t + α(η − t)
1 − α v(s)ds, t  η,
=
∫ +∞
0
G(t, s)v(s)ds,
which completes the proof. 
Remark 2.1. Obviously G(t, s) satisfies the properties of a Green function, so we call G(t, s) the Green function of
the corresponding homogeneous multipoint BVP of (2) on the half-line.
Lemma 2.2. For all t, s ∈ [0,+∞), it holds that
|G(t, s)| 


s, α < 0,
s
1 − α , 0  α < 1,
max
{
αs
α − 1 ,
η
α − 1
}
, α > 1.
Proof. For each s ∈ [0,+∞), G(t, s) is nondecreasing in t . Immediately we have
min
{
αs
1 − α ,
η
1 − α
}
 G(t, s)  G(s, s) =


s
1 − α , s  η,
α(η − s) + s
1 − α , η  s.
Further we have
αs
1 − α  G(t, s)  s, α < 0,
0  min
{
αs
1 − α ,
η
1 − α
}
 G(t, s) 
s
1 − α , 0  α < 1,
min
{
αs
1 − α ,
η
1 − α
}
 G(t, s)  s, α > 1.
Therefore we get the result. 
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Lemma 2.3. For the Green function G(t, s), it holds that
lim
t→+∞ G(t, s) = G(s) :=
1
1 − α
{
s, s  η,
α(η − s) + s, η  s.
Theorem 2.4 ([6]). Let M ⊂ C∞[0,+∞) = {x ∈ C[0,+∞), limt→+∞ x(t) exists}. Then M is relatively compact
in X if the following conditions hold:
(a) M is uniformly bounded in C∞[0,+∞);
(b) the functions from M are equicontinuous on any compact interval of [0,+∞);
(c) the functions from M are equiconvergent, that is, for any given  > 0, there exists a T = T () > 0 such that
| f (t) − f (+∞)| < , for any t > T , f ∈ M.
3. Proof of main results
Consider the space X = {x ∈ C1∞[0,+∞), x(0) = αx(η), limt→+∞ x ′(t) = 0} and define the operator
T : X × [0, 1] → X by
T (x, λ)(t) = λ
∫ +∞
0
G(t, s) f (s, x(s), x ′(s))ds, 0  t < +∞. (5)
Lemma 3.1. Let f : [0,+∞) × R2 → R be an S-Carathe´odory function. Then, for each λ ∈ [0, 1], T (x, λ) is
completely continuous in x.
Proof. First we show T is well defined. Let x ∈ X ; then there exists r > 0 such that ‖x‖  r . For each λ ∈ [0, 1], it
holds that
T (x, λ)(t) = λ
∫ +∞
0
G(t, s) f (s, x(s), x ′(s))ds

∫ +∞
0
|G(t, s)|ϕr (s)ds < +∞, for all t ∈ [0,+∞).
Further, G(t, s) is continuous in t so the Lebesgue dominated convergence theorem implies that
|T (x, λ)(t1) − T (x, λ)(t2)|  λ
∫ +∞
0
|G(t1, s) − G(t2, s)|| f (s, x(s), x ′(s))|ds
 λ
∫ +∞
0
|G(t1, s) − G(t2, s)|ϕr (s)ds
→ 0, as t1 → t2,
(6)
and
|T (x, λ)′(t1) − T (x, λ)′(t2)| = λ
∫ t2
t1
| f (s, x(s), x ′(s))|ds

∫ t2
t1
ϕr (s) as → 0, as t1 → t2,
(7)
where 0  t1, t2 < +∞. So T x ∈ C1[0,+∞).
Clearly, T (x, λ)(0) = αT (x, λ)(η). We can show T (x, λ)(t) ∈ X . Notice that
lim
t→+∞ T (x, λ)
′(t) = lim
t→+∞
∫ +∞
t
f (s, x(s), x ′(s))ds = 0.
We claim that T (x, λ) is completely continuous in x , that is, for each λ ∈ [0, 1], T (x, λ) is continuous in x and
maps a bounded subset of X into a relatively compact set.
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Let xn → x as n → +∞ in X . Next we show that for each λ ∈ [0, 1], T (xn, λ) → T (x, λ) as n → +∞ in X .
Because f is a Carathe´odory function and∣∣∣∣
∫ +∞
0
G(s)( f (s, xn(s), x ′n(s)) − f (s, x(s), x ′(s)))ds
∣∣∣∣  2
∫ +∞
0
|G(s)|ϕr0(s)ds < +∞,
where r0 > 0 is a real number such that max{maxn∈N\{0} ‖xn‖, ‖x‖}  r0, we have
|T (xn, λ)(+∞) − T (x, λ)(+∞)|  λ
∫ +∞
0
|G(s)|| f (s, xn(s), x ′n(s)) − f (s, x(s), x ′(s))|ds
→ 0, as n → +∞.
(8)
Also we have
|T (xn, λ)(t) − T (xn, λ)(+∞)|  λ
∫ +∞
0
|G(t, s) − G(s)|| f (s, xn(s), x ′n(s))|ds

∫ +∞
0
|G(t, s) − G(s)|ϕr0(s)ds
→ 0, as t → +∞,
(9)
and
|T (xn, λ)′(t) − T (xn, λ)′(+∞)| 
∫ +∞
t
| f (s, xn(s), x ′n(s))|ds

∫ +∞
t
ϕr0(s)ds → 0, as t → +∞.
(10)
Similarly we have
|T (x, λ)(t) − T (x, λ)(+∞)| → 0, as t → +∞, (11)
and
|T (x, λ)′(t) − T (x, λ)′(+∞)| → 0, as t → +∞. (12)
For any positive number T0 < +∞, when t ∈ [0, T0], we have
|T (xn, λ)(t) − T (x, λ)(t)| 
∫ +∞
0
|G(t, s)|| f (s, xn(s), x ′n(s)) − f (s, x(s), x ′(s))|ds
→ 0, as n → +∞
(13)
and
|T (xn, λ)′(t) − T (x, λ)′(t)| 
∫ +∞
t
| f (s, xn(s), x ′n(s)) − f (s, x(s), x ′(s))|ds
→ 0, as n → +∞.
(14)
Combining (8)–(14), we can see that T (·, λ) is continuous. Let B ⊂ X be a bounded subset; it is easy to
prove that T B is uniformly bounded. In the same way as we prove (6), (7), (11) and (12), we can also show that
T B is equicontinuous and equiconvergent. Therefore, by Theorem 2.4, T (·, λ) : X × [0, 1] → X is completely
continuous. 
Proof of Theorem 1.1. In view of Lemma 2.1, it is clear that x ∈ X is a solution of the BVP (1) if and only if x is
a fixed point of T (·, 1). Clearly, T (x, 0) = 0 for each x ∈ X . If for each λ ∈ [0, 1] the fixed points of T (·, λ) in X
belong to a closed ball of X independent of λ, then the Leray–Schauder continuation theorem completes the proof.
Next we show that the fixed point of T (·, λ) has a priori bound M independently of λ. Assume x = T (x, λ) and
set
Q1 =
∫ +∞
0
sq(s)ds, R =
∫ +∞
0
r(s)ds, R1 =
∫ +∞
0
sr(s)ds.
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Case I: α < 0. For any x ∈ X , x(0)x(η)  0 holds and therefore there exists a t0 ∈ [0, η] such that x(t0) = 0.
Then we have
|x(t)| =
∣∣∣∣
∫ t
t0
x ′(s)ds
∣∣∣∣  (t + η)‖x ′‖∞, t ∈ [0,+∞),
and so it holds that
‖x ′‖∞  ‖λ f (t, x, x ′)‖L1  ‖ f (t, x, x ′)‖L1
 ‖p(t)|x(t)| + q(t)|x ′(t)| + r(t)‖L1
 (ηP + P1 + Q)‖x ′‖∞ + R,
therefore,
‖x ′‖∞  R1 − ηP − P1 − Q := M
′
1.
At the same time, we have
|x(t)|  λ
∣∣∣∣
∫ +∞
0
G(t, s) f (s, x(s), x ′(s))ds
∣∣∣∣

∫ +∞
0
|s f (s, x(s), x ′(s))|ds
 P1‖x‖∞ + Q1 M ′1 + R1, t ∈ [0,+∞),
and so
‖x‖∞  Q1 M
′
1 + R1
1 − P1 := M1.
Set M = max{M ′1, M1}, which is independent of λ.
Case II: 0  α < 1. For any x ∈ X , we have
|x(t)| =
∣∣∣∣αx(η) +
∫ t
0
x ′(s)ds
∣∣∣∣  α|x(η)| + t‖x ′‖∞, t ∈ [0,+∞),
which implies that |x(t)| 
(
αη
1−α + t
)
‖x ′‖∞ for all t ∈ [0,+∞). In the same way as for Case I, we can get
‖x ′‖∞  (1 − α)R
(1 − α)(1 − P1 − Q) − αηP := M
′
2,
‖x‖∞  Q1 M
′
2 + R1
1 − α − P1 := M2.
Set M = max{M ′2, M2}, which is independent of λ and is what we need.
Case III: α > 1. For x ∈ X , we have
|x(t)| =
∣∣∣∣x(η) +
∫ t
η
x ′(s)ds
∣∣∣∣  1α |x(0)| + |t − η|‖x ′‖∞, t ∈ [0,+∞),
and so |x(t)| 
(
αη
α−1 + t
)
‖x ′‖∞ for all t ∈ [0,+∞).
Similarly we obtain
‖x ′‖∞  (α − 1)R
(α − 1)(1 − P1 − Q) − αηP := M
′
3,
and
‖x‖∞  α(Q1 M
′
3 + R1) + η(QM ′3 + R)
α − 1 − (αP1 + ηP) := M3.
Set M = max{M ′3, M3} and which is what we need. So (1) has at least one solution. 
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4. Example
Consider the following second-order three-point boundary value problem on the half-line:

x ′′ + S(x ′)βe−γ t = 0, 0 < t < +∞,
x(0) = l − Se
− γ η1−β
l − 1 x(η), limt→+∞ x
′(t) = 0, (15)
where 0  β < 1, γ > 1, l ∈ R and S = 1 or −1.
When S = 1, α =
(
l − e− γ η1−β
)
/(l − 1) < 1. We can apply Theorem 1.1 with p(t) = r(t) = 0 and q(t) = e−γ t .
Obviously Q = ∫ +∞0 e−γ sds = 1/γ < 1, so (15) has a solution.
When S = −1, α =
(
l + e− γ η1−β
)
/(l − 1) > 1. Applying Theorem 1.1 with p(t) = r(t) = 0 and q(t) = e−γ t , we
conclude that (15) has a solution.
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