Wave pattern is a flow pattern observed on the free surface of oxide melt in the Czockralski crucible. Wave pattern exhibits regular folds in the azimuthal direction. In this paper three-dimensional flows of the LiNbO 3 melt in a Czockralski crucible of radius r c ¼ 100 mm and crystal radius r s ¼ 50 mm were investigated. The crucible is still and the crystal is rotating at a rate O s . The flow is assumed to be laminar. The governing equations of the melt flows were solved by a block-structured boundary-fittedcoordinate method. Massive numerical simulations were first conducted to obtain several stable n-folded wave patterns by changing aspect ratio A¼ h/r c and O s , where h is the depth of the oxide melt. The proper orthogonal decomposition was then applied to extract the characteristic modes of the n-folded original wave patterns. The spatial feature of the characteristic modes and the role of the characteristic modes in the dynamic process of the original wave patterns were finally analyzed. Some interesting conclusions are obtained. The characteristic modes of the wave patterns show strong spatial feature. The characteristic modes have more folds in the azimuthal direction than the original wave patterns; the characteristic modes appear in group; with the increase of group order, the number of folds in the azimuthal direction is increased regularly by n for the n-folded original wave pattern. The study of the dynamic process shows that the original wave pattern is a traveling wave, which is formed by the dominant characteristic modes.
Introduction
In the Czochralski crystal growth system the so-called wave patterns were observed in the 1980s [1] [2] [3] [4] [5] [6] [7] [8] . The patterns appear on the free surface of oxide melt in the Czochralski crucible. Concerning the wave patterns, Jones made a lot of experimental studies [1] [2] [3] [4] , Seidl et al. [5] , Enger et al. [6] , Kumar et al. [7] and Jing et al. [8] reported some theoretical models and numerical simulations. These studies focused on the macroscopic flow patterns. Jones reproduced the wave patterns by a 'cold model' experiment and investigated the mechanism of the wave patterns. The general conclusions are that the wave patterns result from the baroclinic instability. Theoretical investigations such as the works of Enger et al. [6] and Jing et al. [8] mainly focused on the evolution and the three-dimensional spatial structures of the wave patterns by numerical simulations. There are few studies on the characteristic modes of the wave patterns. The characteristic modes are the modes, which construct the wave patterns.
Between the original wave pattern and the characteristic modes must exist a tight connection. In order to better understand the wave patterns it is very helpful to reveal the features and the roles of the characteristic modes of the wave patterns. In addition, it is attractive to clarify the formation dynamics of the wave patterns from the characteristic modes. Therefore, it is necessary to investigate the roles of the characteristic modes in the wave patterns. In this paper, numerous massive simulations were first conducted to obtain some stable wave patterns, and then use of proper orthogonal decomposition was made to extract the characteristic modes of the obtained wave patterns. Finally the spatial features of the characteristic modes and the roles of the characteristic modes in the dynamics of wave patterns were investigated and summarized.
Numerical simulation of wave pattern

Physical model
The geometry of the problem to be studied is depicted in Fig. 1 (a) . The cylindrical crucible is static and the crystal is respectively. The radius of the crystal is r s . The free surface of the melt and the melt/crystal interface were treated as flat. The oxide melt was assumed to be an incompressible Newtonian Boussinesq fluid. The temperature of the melt/crystal interface was maintained at the melting point, T m . The heat loss from the free surface of the melt was assumed to be due to radiation alone to an ambient temperature, T a . The sidewall of the crucible was heated by a constant and uniform heat flux, q c . The bottom of the crucible was adiabatic. The no-slip condition was used for all physical boundaries of the melt. The free surface was considered to be free of stresses.
Mathematical formulation and numerical method
The dimensionless governing equations for the melt flow in the Cartesian coordinates can be generally written as [8] 
where F denotes a general transport variable, X i the i-th Cartesian coordinate, U i the i-th Cartesian velocity component, t the time, S F the source of F and R F a dimensionless parameter. Table 1 gives the values of F, S F and R F for all transport equations used in the model. In contrast to what is reported by Basu et al. [9] , the dissipative terms due to viscous effects were neglected in the energy equation. In Table 1 , P is the pressure and T is the temperature of the melt. 
At the free surface:
At the sidewall of the crucible:
At the bottom of the crucible:
where n denotes the normal distance to the boundary. 
Owing to the several advantages discussed in [9] , a blockstructured grid [10] [11] [12] with matching/nonoverlapping interfaces was adopted in the present study. The domain was divided into five blocks and each block was further subdivided into finite control volumes. The top view of the block-structured grid is shown in Fig. 1(b) , where the bold lines show the borders between the two blocks. The actually used grids are twice as fine as those shown in Fig. 1(b) and the number of the total control volumes is 476160. For the vertical direction, each block has the identical non-uniform grid assignment.
Governing equations in curvilinear coordinates
Because of the nonorthogonality of the grids and the curvilinear boundaries, the boundary-fitted-coordinate method (BFC) [13, 14] was adopted. The governing equation, Eq. (1), in the physical space (X i , i¼1,2,3) was first transformed to the computational space (x i , i¼1,2,3) and takes the following form after the coordinate transformation [10, 11] .
Where
J is the Jacobian matrix and g kl is the metric tensor. In Eq.(6), U n k is the contravariant velocity, which is defined as
S n F is the source term after the coordinate transformation and is given in Table 1 .
Estimation of the metrics
Unlike the commonly used method, we applied the shape function used in the finite element method to estimate the derivatives related to the coordinate transformation qX i /qx j , of which X i was expressed as
j n (x 1 ,x 2 ,x 3 ) is the shape function and subscript n denotes the corner points of the control volume. This method was found to be able to improve the accuracy of the Jacobian matrix and the metric tensor. Table 1 Transport variable F, dimensionless parameter R F , source term S F and S n F in mass, momentum and energy equations (see Eqs. (1) and (6)).
where
Discretization and numerical method
Eq. (6) was discretized using a fully conservative finite-volume method with a non-staggered arrangement of the variables [15, 16] . Central difference was used for all spatial derivatives and first-order forward difference for the time derivatives. For the convective term, QUICK scheme [17] was applied. Based on the continuity equation, a pressure-correction equation is derived according to SIMPLE algorithm [18] . To ensure the correct coupling of pressure and velocity fields, the well-known momentum interpolation technique of Rhie and Chow [15] was applied.
The time interval Dt¼1.123 Â 10 À 5 (Dt ¼0.01s) was tested to be suitable. The thermophysical properties of the LiNbO 3 melt are listed in Ref. [8] .
Simulation of wave patterns
In order to obtain calculation conditions under which a stable wave pattern occurs, we conducted numerous numerical calculations. Table 2 shows the calculation cases we conducted. In the table, A is the aspect ratio, which is defined as A¼h/r c and n is the number of the folds of the wave patterns. It should be noted that n indicates the number of folds of all temporarily appeared wave patterns independently of the time that the wave patterns last. The so-called 'temporarily appeared' wave patterns mean that the patterns appear at least once during the flow development. For our purpose only the stable patterns are desirable and acceptable. The stable two-folded, three-folded and four-folded wave patterns obtained in our calculations are indicated by an underlined number in Table 2 . Fig. 2 shows the representative two-folded, three-folded and four-folded wave patterns. What is shown in Fig. 2 is a snapshot of temperature distribution on the melt free surface. The wave patterns indeed rotate with the crystal but at a much lower rotation rate. During the rotation, the patterns may have a slight deformation but the number of the folds does not change.
3. The spatial characteristic modes of the wave patterns
The way of obtaining the characteristic modes
The way to obtain the characteristic modes of the wave patterns is proper orthogonal decomposition (POD). Since the initial work of Lumley [19] , POD has been widely applied to analysis of flows. Especially after Sirovich [20, 21] proposed a socalled method of snapshots, the use of POD to extract the characteristic modes of a complicated flow becomes feasible. The method of snapshots, which is applied to our problem is presented in a practical way in the following [22, 23] .
The state variable that we choose is the temperature field, T(x,t). The temperature field is decomposed into time-averaged parts, TðxÞ, and time-varying parts, T 0 (x,t), i.e.,
Tðx,tÞ ¼ TðxÞþT 0 ðx,tÞ ð 8Þ
From the time-varying temperature field, we construct the two-time correlation matrix,C m,n , as
where N is the number of the snapshots of the temperature field and D is the flow domain.
By calculating the eigenvalues l i associated to the above matrix, and their corresponding eigenvectors A m i , m¼1,N, which gives
we can obtain the characteristic modes Y i (x) (here normalized) as linear combinations of the time-varying parts,
q . The time-varying parts T 0 (x,t) can then be expressed in terms of the characteristic modes as
where a i (t) are coefficients depending on time, and Mare the numbers of the first most important characteristic modes retained in the expansion. When M ¼N, the original temperature field can be reproduced exactly, with
Usually, M is much smaller than the number of snapshots, N. It is chosen so that the set of the characteristic modes captures most of the fluctuation energy. For example in Sirovich [20, 21] , the choice is made by taking x499%, where x
meaning that the first M characteristic modes capture more than 99% of the fluctuation thermal energy.
The characteristic modes of the two-folded wave pattern
We first chose the two-folded wave pattern as shown in Fig. 2(a) to investigate the characteristic modes and their spatial feature. The sample covering several quasi-periods was chosen first. Then for the chosen sample, the number of snapshots, N, was determined by its effect on the eigenvalues of the two-time correlation matrix. The eigenvalues tend to be fixed with the increase of N. The number of snapshots, N, for the chosen sample, may be changed by changing the inter-snapshot interval. In this study it was found that N ¼100 is enough (the variance of the most important eigenvalues is less than about 5%). The time evolution of the temperature during the sample duration at a monitoring point on the melt free surface (R¼0.75, y¼0) is shown in Fig. 3 . Fig. 4 shows the first six characteristic modes, Y i (x), for the two-folded original wave pattern (n¼2, Fig. 2(a) ). In each case, the contours of the perturbation temperature field, T 0 (x,t), at the free surface are plotted. Positive (negative) perturbations are plotted as solid (dotted) lines. We see that the characteristic modes exhibit clear spatial features. If we define an elementary pattern as an area in which the temperature perturbation has neighboring positive and negative contributions, we see that:
(1) the characteristic modes may contain more elementary patterns than the number of folds in the original wave pattern, (2) the characteristic modes appear in groups (Fig. 4(a) and (b) show the first group, Fig. 4 (c) and (d) the second group and, Fig. 4 (e) and (f) the third group), and pair of two similar characteristic modes appears as i-th group, and (3) the wave number of the i-th group's characteristic modes (l i ) is given as l i ¼ n Â i (in the case n ¼2). On the other hand, in the radial direction the number of the elementary patterns is also increased with the group order but the regularity is not as clear as in the azimuthal direction. The characteristic modes give different contributions to the original pattern. From Table 3 it can be seen again clearly that the characteristic modes appear in group. The first group (characteristic modes 1 and 2) contributes about 22% and 21%, the second group (characteristic modes 3 and 4) contributes about 8.0% and 7.8%, the third group (characteristic modes 5 and 6) contributes about 3.1% and 2.8% to the total fluctuation energy, respectively. With the increase of the group order, the contribution is decreased, and the first ten characteristic modes capture almost 72% of the total energy. 99% of the feature of the two-folded wave pattern shown in Fig. 2(a) may be captured by the first 80 characteristic modes.
The characteristic modes of the three-folded wave pattern
The number of snapshots chosen to extract the characteristic modes for the three-folded wave pattern is also N¼ 100 and the time evolution of the temperature during the sample duration at the monitoring point is shown in Fig. 5 . We see that the sample covers more than one rotation period of the three-folded wave pattern. Fig. 6 shows the first nine characteristic modes, Y i (x), for the three-folded original wave pattern (n ¼3, Fig. 2(b) ). We see that the characteristic modes also have a clear spatial feature. The feature is same as that for the two-folded wave pattern. But in this case the first group contains three characteristic modes. For the other groups, each group contains two characteristic modes (in pair). The wave number of the i-th group's characteristic modes (l i ) is given still as l i ¼n Â i (in the case n¼ 3). In the radial direction, the number of the elementary patterns is increased with the group order but the regularity is not clear. Fig. 2(a) . 100.00 From Table 4 it can be seen again that the characteristic modes appear in group. The first characteristic mode contribute to about 29%, and the second and third characteristic mode (first group) contribute to about 18%, the characteristic modes 4 and 5 (second group) contribute to about 6%, the characteristic modes 6 and 7 (third group) contribute to about 2.6%, and the characteristic modes 8 and 9 (fourth group) contribute to about 1.4%. With the increase of the group order, the contribution decreases and the differences between the groups decrease as well. The first nine characteristic modes capture about 85% of the total energy, or, 85% of the feature of the three-folded wave pattern shown in Fig. 2(b) may be captured by the first nine characteristic modes. If 99.5% of the feature of the three-folded wave pattern shown in Fig. 2(a) is wanted to be captured, 80 characteristic modes are needed. Fig. 7 shows the time evolution of the temperature at the monitoring point for the four-folded wave pattern. Only the time period over which a sample of N ¼100 snapshots has been extracted is shown. Fig. 8 shows the first six characteristic modes for the four-folded original wave pattern (n¼4, Fig. 2(c) ). It can be seen that in this case the characteristic modes appear basically by groups of two, for example, Fig. 8(a) and (b) show the first group, Fig. 8(c) and (d) show the second group, Fig. 8(e) and (f) show the third group. The characteristic modes 1 and 2 have four elementary patterns in the azimuthal direction. A similar azimuthal dependence is found for the characteristic modes 3 and 4, but they have two elementary patterns in the radial direction. Finally, the characteristic modes 5 and 6 have eight elementary patterns in the azimuthal direction and two in the radial direction.
The characteristic modes of the four-folded wave pattern
From Table 5 it can be seen again that the characteristic modes could be grouped. The first two characteristic modes (first group) contribute to about 28%, the characteristic modes 3 and 4 (second group) contribute to about 8.0% and 7.6%, the characteristic modes 5 and 6 (third group) contribute to about 5.5% and 5.2%, respectively. The first six characteristic modes capture about 83% of the total energy.
The dynamic process of wave pattern
The dynamic process mentioned here is not a transition or an evolution process in the conventional meaning but the built-up of the wave pattern by the characteristic modes of the perturbation. First, let us see the mathematical formulation of wave pattern reconstruction. According to proper orthogonal decomposition, the temperature field at any time can be obtained by a linear combination of the characteristic modes as follows.
Tðx,tÞ ¼ TðxÞþT 0 ðx,tÞ ¼ TðxÞþ
where TðxÞ is the mean temperature, which is obtained by T ðxÞ ¼ ð1=NÞ
and is only a function of space. M is the number of the characteristic modes used to reconstruct the overall temperature field. F i (x), the i-th characteristic mode, is only a function of space. For the case of the two-folded wave pattern, F i (x), i¼1,6, are shown in Fig. 4 . a i (t) denotes an instantaneous contribution of the i-th characteristic mode to the overall temperature field and is only a function of time. For the case of the two-folded wave pattern, a i (t), i¼1,3, is shown in Fig. 9 . We see that the characteristic modes F 1 and F 2 evolve in time with the same frequency whereas F 3 has a larger frequency, which is twice that of F 1 or F 2 and has a smaller contribution.
The phase shift between a 1 and a 2 is p/2, however, it should be noted that two periods of a 1 and a 2 can roughly represent a 2p-rotation of the original two-folded pattern. Fig. 10 shows the mean temperature field and the patterns of the temperature fields obtained by reconstruction with an increasing number of characteristic modes at t¼2.5 Â 10 4 
Dt
(t ¼250s) inside the period shown in Fig. 9 . It can be seen that with the increase of the number of the characteristic modes used to reconstruct the original pattern, i.e., with the increase of M in Eq. (14) , the reconstructed pattern gets closer to the original pattern ( Fig. 2(a) ). From Table 3 , we know that the first six characteristic modes capture about 65% of the total information of the two-folded pattern; therefore, the original two-folded pattern cannot be exactly reconstructed with only these six characteristic modes. On the other hand, for M¼100, the reconstruction is exact.
In the following, let us see the relationships between the original pattern and the characteristic modes. The two-folded wave pattern is taken as an example again. Fig. 11(a) and (b) show the original wave patterns at the instants t 1 ¼2.5 Â 10 4 Dt (t ¼250s) and t 2 ¼3.8 Â 10 4 Dt(t¼380 s), respectively (see Fig. 9 ). As expected, we observe a rotation of the two-folded pattern in the azimuthal direction. On the other hand, Fig. 11 (a) and (b) can be obtained exactly according to Eq. (14) with M¼100. According to Eq. (14) , the temperature field of the original wave pattern is formed by the mean temperature TðxÞ (Fig. 10(a) ) and the temperature perturbations given by the characteristic modes (Fig. 4) . We will first focus on the two first characteristic modes F 1 and F 2 . Looking to Fig. 4(a) and (b) , we see that F 2 has a similar structure as F 1 , but this structure appears to have rotated by a quarter of an elementary pattern, i.e. by p/4. From Fig. 9 , we know that at t 1 ¼2.5 Â 10 4 Dt (t¼250 s), the main perturbation is given by the first mode F 1 (the contribution of F 2 is zero). At t 2 ¼3.8 Â 10 4 Dt¼t 1 þG/4 (G E5 Â 10 4 Dt is the period for a p-rotation of the folds), the main perturbation is given by F 2 (the contribution of F 1 is zero).
So the perturbation appears to have rotated by p/4. It is what we see in Fig. 11(a) and (b) . At t 3 ¼t 1 þG/2E5 Â 10 4 Dt, we have the main structure given by ÀF 1 (the contribution of F 2 is zero). The elementary patterns are now those of F 1 but with changed signs, so that the perturbation appears to have rotated by p/2. At t 4 ¼t 1 þ3G/4E6.3 Â 10 4 Dt, the main perturbation structure is 100.00 Fig. 9 . Time variation of the coefficients a i (t), i¼ 1,3, for the case of the two-folded wave pattern. given by À F 2 (the contribution of F 1 is zero). The elementary patterns are now those of F 2 but with changed signs, so that the perturbation appears to have rotated by 3p/4. We then see that for the two first characteristic modes, the observed combination behavior. This analysis suggests that the rotation of the wave pattern is caused by the traveling wave behavior induced by the different pairs of characteristic modes.
Conclusion
Massive three-dimensional numerical simulations of the LiNbO 3 melt flow in a Czochralski crucible of radius r c ¼100 mm and crystal radius r s ¼50 mm were conducted. Some stable two-, three-and four-folded wave patterns were obtained numerically. For each stable wave pattern, proper orthogonal decomposition is applied to extract the characteristic modes. In this study the characteristic modes are shown by the perturbation temperature fields of the original wave patterns. By the analyses of the characteristic modes it is found that the characteristic modes of the wave patterns show some general spatial features: the characteristic modes appear in groups (pairs of modes); the characteristic modes may contain more elementary patterns than the folds of the original wave pattern; the number of the elementary patterns is generally increased by n with the increase of the group order for the n-folded wave pattern. In addition, the analyses of the dynamic process of the wave pattern indicate that the rotation of the original wave pattern in the azimuthal direction can be attributed to the traveling wave behavior of the characteristic mode pairs. These studies lead to a better understanding of the wave pattern appearing in the Czochralski oxide crystal growth.
