Abstract Medium-access-control (MAC) 
Introduction
Mobile Ad hoc Networks (MANET) are a collection of mobile hosts that may communicate with one another at their will. Unlike mobile networks, MANET does not require fixed infrastructure such as interconnections of base stations. Therefore, messages are forwarded through intermediate nodes behaving as routers as well as end-systems. A wireless node wanting to transmit a packet broadcasts the packets in the air and all neighboring nodes receive packets. More than one wireless node may transmit packets at the same time and therefore may interfere with each other.
When two packets overlapping in time are transmitted on a single channel, the packets interfere with each other during transmission. This phenomenon is called collision and it needs to be avoided for proper transmission. There are two mechanisms available to avoid collisions in MANET (i) Sender initiated collision avoidance (ii) receiver initiated collision avoidance. In sender initiated collision avoidance, the node wanting to transmit a data packet first transmits a short handshake signal called Request-to-Send (RTS), after receiving the RTS the receiver responds with a signal called Clear-toSend (CTS). In contrast in receiver initiated collision avoidance the receiver starts the handshake process by transmitting Ready-to-Receive (RTR) signal to the sender.
Medium Access Control (MAC) where channels are shared by multiple stations is one of the most challenging issues in wireless ad hoc networks. The multi-hop ad hoc networks pose difficult problems, such as "hidden terminal" problem to MAC protocols. In MANET the same media is shared by multiple mobile nodes, access to common channel must be made in distributed fashion through the presence of a MAC protocol. A MAC protocol contends for access to a channel while at the same time avoiding possible collision with neighboring nodes.
Medium Access Control layer in wireless network design is an important component. Carrier Sense Multiple Access (CSMA) was used by the first generation packet radio networks. CSMA prevents collision by sensing the carrier before transmission. Because of Hidden Terminal problem the transmission can collide at the receiver with another transmission [1, 4] .
The Multiple Access with Collision Avoidance protocol (MACA), proposed by Karn [3] solves the hidden terminal problem and outperforms CSMA in a wireless multi hop network. MACA, MACAW (MACA with Window) etc are all sender-initiated protocols. All these protocols use four-way handshaking for data transfer [4] .
Exchanging the handshake signals by two ways sender initiated or receiver initiated handshake does the collision avoidance in medium access. The MACA-BI(Multiple Access with Collision Avoidance By Invitation) is receiver-initiated protocol, where if the receiver is ready to receive the data, it asks by initiating the handshake. The turnaround overhead of handshaking signals is reduced by MACA-BI. The node ready to transmit instead of acquiring the channel waits for an "invitation" by the intended receiver in the form of an RTR (Ready to Receive) control packet [4] .
Related Works
Many MAC protocols for wireless network proposed till date are based on collision avoidance handshakes between sender and receiver. Kleinrock and Tobagi identified the hidden terminal problem of carrier sensing, which makes carrier sense multiple access to perform as poorly as the pure ALOHA protocol when the senders of packets can hear one another [1, 6] .
Karn proposed Multiple Access Collision Avoidance (MACA) that uses two short control packets RTS and CTS for collision avoidance on the shared channel. The MACA works with four-way handshake scheme and was proposed to resolve the hidden terminal and exposed node problems but collisions do occur in MACA especially during the RTS-CTS phase [3] .Fullmer and Garcia proposed Floor Acquisition Multiple Access (FAMA) which consists of non persistent carrier sensing and a collision avoidance dialogue between sender and receiver. In this, each ready node has to compete for the channel (the floor) before they can use the channel to transmit data [5] .
F.Talluci, M Gerla and L Fratta introduced a protocol called MACA by Invitation (MACA-BI). This protocol proposed a promising solution by initiating the handshaking by the receiver in the form of RTR. However, it cannot ensure that data packets never collide with other packets in the network with hidden terminals [4] .
Garcia-Luna-Aceves and Asimakis Tzamaloukas have proposed protocols based on receiver-initiated handshake(polling) to avoid the collision between sender and receiver. These protocols are ReceiverInitiated Multiple Access with Simple Polling (RIMA-SP) and RIMA-DP with dual polling [4, 8] .
Proposed Model

3.1.Assumptions and Notations
We assume that every station is a Poisson source of sending handshaking or data packets to the channel with mean generation rate of  packets. The average size of RTR packets is  seconds, the maximum end-to-end propagation delay of the channels is  seconds and average size of data packet is  seconds [5] . The average channel utilization is given by
Where B is the expected busy period duration, I is the expected duration of an idle period and U is the busy period time during which channel is used for transmitting data successfully. Since the channel is assumed to be error free, the error may occur due to collision of packets [5] .
We assume that any station can listen to the transmission of any other station, i.e. a packet
propagates to all stations in exactly  seconds. We also assume that the time a station takes for transition from transmit to listening mode and from listening to transmit mode is negligible [5, 6] .
Here, we propose to modify the MACA-BI by dividing the channel into time slots. The size of each slot is fixed and equal size [5] .
Proposed Slotted MACA-BI Model
The protocol operates in time slotted mode and a node transmits a packet at the beginning of next time slot. Let us assume that the length of a slot is equal to the size of an RTR packet (γ) plus the propagation delay (τ). The transmission period for MACA-BI is shown in Figure 1 . In the figure an empty slot after RTR transmission is used to schedule the data packet. An empty slot after the successful transmission of data packet is used as a sensing period before sending the next RTR. Based on the total time consumed in successfully transmitting a data packet, the throughput of the system can be determined.
Theorem: The throughput of slotted MACA-BI is given by
The probability of success s P equals to having only one RTR in a slot, given that there is busy period i.e. s P = (One arrival in a slot | at least one arrival in a slot)
The successful transmission period (T) equals to the length of data packet (δ) plus the time taken to resolve the contention successfully (see figure 1 ) that is given below 3( )
In the equation the time to resolve contention successfully includes the RTR transmission, empty slot after the transmission of RTR and the empty slot after data packet. If the RTR is sent collision free then only the successful transmission period begins.
Because of the slot size of ()   , the RTR packet will collide only with RTR packet but not with data packet. Therefore the failed transmission period (T FAIL ) equals to ()   or equal to the size of a slot. Among the selected n slots for a busy period, last period has to be empty. It means among the remaining (n-1) slots at least one arrival must be scheduled. This is geometrically distributed and therefore, the probability of busy period having n slots is given by P (busy period has n slots) = 
Because n is the average number of slots in a busy period, the average number of successful slots in busy period is S nP. Therefore, given that each successful slot corresponds to the use of the channel for transmission of data traffic for  seconds is
The idle period is determined as proposed in slotted ALOHA [7] , and is based on the RTR instead of the data packet. 
By putting the (5), (6) and (7), into (1), we get the throughput of slotted MACA-BI as given in (2).
Performance comparison
For the comparison of various protocols, we normalize results by transmission time of the data packet, i.e. by making δ = 1. We obtain normalized the propagation delay, and transmission time of control packet (RTR) in terms of the following variables:
The normalized throughput for slotted MACA and slotted MACA-BI is given in the following table. 
We have computed the throughput of the protocols for nodes with transmission range of 10 meters. The minimum size of control packets (RTS, CTS and RTR) is assumed 20 bytes to accommodate the control information such as use of IP addresses for destination and source, a CRC and framing.
Further, the throughput is also computed by varying the input parameters a and b. variation in a represents the speed of the channel where as variation b represents overheads in the network in terms of control packets. Therefore, the speed and control packet size make the following four scenario to evaluate the performance:  Speed of channel is low and size of packet is small  Speed of channel is high and size of data is small  Speed of channel is low and size of packet is long  Speed of channel is high and size of packet is long The performance of the protocols is measured by varying the value of parameters a and b as given in the table II below. We have considered the data rate of 9600 b/s for a low speed network and 1 Mb/s for a high speed network. The figures (2,3,4,5) below show the throughput (S) versus the offered load (G) for slotted MACA and slotted MACA-BI. The size of small packet is 53 bytes and long packet size is 256 bytes. The performance of both the protocols is better when the size of packet is long for both types of networks. In the figure 6 the performance of slotted MACA-BI is plotted for various values of parameter b and it is quite evident from the results that slotted MACA-BI performs better for the small values b and degrades as the value of b is increases.
The exact values specified in the network parameters are not as vital as the comparative differences in throughput between different protocols. The performance of slotted MACA-BI is better than slotted MACA for high load. 
Delay analysis of slotted MACA-BI protocol
The average delay is one of the most important parameters to measure the performance of the network. The delay affects the performance of network protocols at different layers. The delay is mainly consists of propagation delay, transmission delay and processing delay. For the MAC protocols only propagation and transmission delay are considered. The delay for random access MAC protocols depends on the collision domain. The collision domain can be determined by area covered by the transmission range of a node and the number of nodes existing in this area.
For the analysis of proposed model, we assume that a circular collision domain for a node with the radius r as transmission range of the node. The number of nodes inside the circular region can be calculated by multiplying the area of the circle with the node density in the network. Therefore, the number of nodes in the collision domain is calculated as
Where d is the node density in the network. As n increases, the number of collisions increases. Therefore, the delay observed by a packet depends on the number of collisions a packet encountered before it is successfully transmitted. This includes the time spent in transmitting the packet form source to destination and total time a packet spends in Back-off after every collision before it is successfully transmitted.
We assume that a packet is successfully transmitted after k attempts (this includes k-1 collisions) and the probability that a transmission attempt suffers a collision is p. Therefore, the average number of transmission attempts a packet will make is given by
[ ]
Further, we assume that the back-off times are sampled over an exponential distribution with mean 1/β and the number of nodes in the collision domain is n [9] . Therefore, the probability that a transmission attempt suffers a collision is given by 
By substituting the value of p in equation (9), we calculate the average number of collisions as 
As we know that the time taken by an RTR is equal to slot size. Therefore, the delay in successfully transmitting a packet after k transmission attempts is ( ) 2( )
After normalizing the results of delay with respect to δ = 1, the results of delay for the slotted MACA-BI are shown in the figure 8. We consider here the same values for input, as considered for throughput analysis. The results for the delay are with respect to number of nodes in the collision domain determined from node density. 
Conclusion
We have introduced the mechanism of slotted MACA-BI and developed an analytical model for analyzing the throughput and delay of the protocol. The results of the model show that the performance of slotted MACA-BI is better than slotted MACA. The results also show that the delay increases as the number of nodes in the collision domain increases.
