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MULTI-D FAST DIFFUSION EQUATION VIA DIFFUSIVE SCALING
OF GENERALIZED CARLEMAN KINETIC EQUATION
BEOMJUN CHOI AND KI-AHM LEE
Abstract. In this paper, we investigate generalized Carleman kinetic
equation for n≥2 and prove convergence towards the solution of equation
with fast diffusion or porous medium type, ut = ∆u
m (0 ≤ m ≤ 2), in its
diffusive hydrodynamic limit. Using comparison principle of system
combined with fixed speed propagation property of transport equation,
we create a new barrier argument for this hyperbolic system. It is crucial
to construct explicit local sub and solution of system and this is done
by employing an ansatz from second order asymptotic expansion. This
allow us prove diffusive limit toward subcritical FDE, which is thought
to be difficult with previousmethod due to the lack of mass conservation.
Moreover, we can also prove convergence with growing initial data in
slow diffusion range (including n = 1), which was also unknown before.
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1. Introduction
In this paper, we are going to consider discrete velocity Boltzmann type
equation of a fictitious gas proposed by Carleman [C, C2]. To describe Car-
leman’smodel equation in higher dimension, let us choose usual coordinate
x = (x1, · · · , xn) ∈ R
n and the standard orthonormal basis {vi : i = 1, · · · , n}
inRn. And vi+n is the opposite direction of vi, whichmeans vi+n = −vi. Now
ui represents density of particles moving in vi velocity for i = 1, · · · , 2n.
The multidimensional Carleman kinetic system can be written as the
following: for n ≥ 2,
(1.1)
∂tu
ε
i +
1
ε
∇iu
ε
i =
1
2nε2
2n∑
j=1
k(uεj , u
ε
i , x)(u
ε
j − u
ε
i ) in Q (i = 1, · · · , n)
∂tu
ε
i+n −
1
ε
∇iu
ε
i+n =
1
2nε2
2n∑
j=1
k(uεj , u
ε
i+n, x)(u
ε
j − u
ε
i+n) in Q (i = 1, · · · , n)
with initial condition uεi = gi ≥ 0 at t = 0 (i = 1, · · · , 2n).
In a simpler form of kinetic equation, this can be rewritten as follows:
(1.2)
∂tu
ε
i +
1
ε
vi · ∇u
ε
i =
1
2nε2
2n∑
j=1
k(uεj , u
ε
i , x)(u
ε
j − u
ε
i ) in Q (i = 1, · · · , 2n).
Physically, ε represents the order of Knudsen number andMach number
in the Boltzmann type equation. Here, Knudsen number is a dimensionless
ratio of mean free path to a representative physical length scale while Mach
number is the dimensionless ratio of bulk velocity to the reference speed.
Roughly, the equation (1.1) considers the case when particles collide with
other particles after it travelswith average distance ε, and their bulk velocity
is of order εwith respect to. the reference speed.
The limit ε → 0+ is called hydrodynamic or diffusive limit. In this
limit, this mesoscopic kinetic equation for rarefied gas particles becomes a
certain continuum equation. In another point of view, the equation (1.1)
can be derived from the standard case ε = 1 by taking parabolic scaling
(x, t) → (εx, ε2t) capturing the diffusive behavior in the equation, and this
explains why this limit is called diffusive limit [SR].
In the equation, k(uε
j
, uε
i
, x) describes the interaction rate or collision rate
between two group of particles, i and j at a position x. Since ui is the density
of particles with velocity vi, interaction between i and j results in velocity
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changes among particles in these two groups and it is modeled as a reaction
termon the right hand side of (1.1). Even if the reaction rate k(a,b,x) can be as
general as possible, ourmain interest is the case k(a, b, x) = kα(a, b) = (a+b)α,
|α| ≤ 1. We call kα(a, b) as a generalized Carleman type reaction rate since
the case for α = 1 and n = 1 was investigated by Carleman for the first time.
After Carleman’s model was proposed in [C, C2], general α model was
introduced at [PT]. It has been extended to 3 dimensional space at [TL],
which is sightly different from (1.1). At (1.1), we consider the interaction
between each pair of uis while [TL] includes interaction only between ui
and the average of uis. The main mathematical advantage of our model
(1.1) is that a kind of comparison principle between two vector valued
solutions holds for larger class of interaction rates, k. We will study the
rigorous convergence of ui to its hydrodynamic limit,
1
2nρ as ε → 0 for all
i = 1, · · · , 2n and the limit equation satisfied by ρ:
(1.3) ρt = ∇ ·
 1
nk(
ρ
2n ,
ρ
2n , x)
∇ρ
 .
Finally, it is believed that our model could be used in various modeling
problem whose scale is located between kinetics and continuum theory.
This model andmethod have enough flexibility to adopt various situations.
For instance, one create model with more than one kinds of molecules or
species by increasing velocity components and describing reaction between
different molecules separately. We expect our key technique and strategy
hold in a similar fashion. Moreover, it could have infinite(continuous) ve-
locity components. See [TL], for instance, for possible extensions towards
this direction. One suitable application is in Mathematical Biology such as
chemotaxis or evolution/population dynamics. In chemotaxis, cell dynam-
ics is not in the range of continuum equation, which can be models by a
kinetic equation and then standard Keller-Segel Model can be derived by
taking drift-diffusion limit. Currently we try to prove certain degenrate
nolinear Keller-Segel can be approximated by a kinetic chemotaxis model .
Please refer [CAB] and [HKS] for previous works regarding this.
1.1. History. As mentioned earlier, the first model was first introduced at
[C, C2]. [K], [McK] considered hydrodynamic limit of Carlemann kinetic
equation(α = 1, n = 1) in the semigroup or probabilistic framework. In [K],
he assumed some zero flux condition on function space to prove semigroup
convergence of Carleman equation toward logarithmic diffusion equation.
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Later in [TL] and [PT], they studied hydrodynamic limit of this equation for
n = 1, α < 1 with some weighted L1 integrability condition on initial data.
Also in [TL], they considered 3-D generalization which is slightly different
model of ours (at [TL], each density interacts with mean density of others).
The most notable result recently is in [SV], where authors incorporate n =
1 and |α| ≤ 1 including α = 1, and remove other conditions on initial
data except for plain L1 integrability. We regard our work as a direct
generalization of [SV].
In n = 1 equation, [ST] deals with 1 < α < 43 where its target diffu-
sion equation corresponds to a ultrafast diffusion equation. Reaction kα
with α > 1, has no L1 contraction property, which could be one of main
difficulties. Fortunately, however, they could get some global entropy es-
timate by assuming stronger integrability condition on initial data as [TL]
did. To get global entropy estimates in [TL],[ST], those weighted L1 norms
should be controlled for a given time interval ε independently. And this
implies the target diffusion equation has mass conservation property. The
fortune comes for the fact that those fast and ultrafast diffusion equations in
n = 1 have uniquemaximal solutionwhich hasmass conservation property.
Without this mass conservation property of target equation, it is not clear
wether we can get similar global entropy estimates done in [TL][ST], which
makes a main analytic difficulty in our equation. In n ≥ 2, α ≥ 2n , (1.7)
no longer has mass conservation and the solutions with L1 initial data will
extinct in finite time.
With newly developed technique and Barenblatt type lower bound as-
sumption on the initial data, which looks one natural assumption in FDE
literature, we could prove uniform local entropy estimate and this gives
local estimates on fluxes. Then we follow compensated convergence argu-
ment to prove their diffusive limit are fast diffusion equations.
In different perspectives, there are several results on initial-boundary
value problems of (1.1). [F2] proved existence and diffusive limit of the
solution with reflecting boundary condition using semigroup theory. Re-
garding the problem of Dirichlet type, [F] showed the existence of a kind
of weak solution and [GS] proved the diffusive limit of the solutions by
controlling a relative entropy. On the other hand, currently we are working
on a new initial-boundary value problem. On higher dimension setting,
our problem assumes prescribed the directional fluxes data. This is gen-
eralization of [F2] since it corresponds to n = 1 and zero flux case. This
6 BEOMJUN CHOI AND KI-AHM LEE
new condition is seemingly physical assumption and linked to parabolic
problem of Neumann type in the limit.
1.2. Main Theorems. First, let us define variables ρε
i
= uε
i
+ uε
i+n
, Jε
i
=
1
ε (u
ε
i
−uε
i+n
), Jε = (Jε
1
, · · · , Jεn), ρ
ε =
∑n
i=1 ρ
ε
i
, and similarily ρε
i, j
= uε
i
+uε
j
, Jε
i, j
=
1
ε (u
ε
i
− uε
j
) for future usage. We can rewrite (1.1)

∂tρεi + ∇iJ
ε
i
= 1
2nε2
∑2n
j=1
(
k(uε
j
, uε
i
, x)(uε
j
− uε
i
) + k(uε
j
, uε
i+n
, x)(uε
j
− uε
i+n
)
)
ε2∂tJεi + ∇iρ
ε
i
= 12nε
∑2n
j=1
(
(k(uε
j
, uε
i
, x) − k(uε
j
, uε
i+n
, x))uε
j
−(k(uε
j
, uε
i
, x)uε
i
− k(uε
j
, uε
i+n
, x)uε
i+n
)
)
,
(1.4)
and this implies

∂tρε + divJε = 0
ε2∂tJεi +
1
n∇iρ
ε = 12n
∑2n
j=1
[
(k(uε
j
, uε
i
, x) − k(uε
j
, uε
i+n
, x))
(
2uε
j
−uε
i
−uε
i+n
2ε
)
−(k(uε
j
, uε
i
, x) + k(uε
j
, uε
i+n
, x))
(
uε
i
−uε
i+n
2ε
)]
+ 1n∇i
(∑n
j=1(ρ
ε
j
− ρε
i
)
)
.
(1.5)
Under a suitable condition on interaction rate k and initial data (See
Definition 1.2 and Theorem 5.3), we prove Jε
i, j
⇀ Ji, j, u
ε
i
→
ρ
2n for some Ji, js
and ρ in L2
loc
in (x,t) as ε → 0 for sufficiently general class of ks. From (1.5),
this immediatly implies
(1.6)
∂tρ + divJ = 0 and
1
n
∇iρ = −k(
ρ
2n
,
ρ
2n
, x)Ji (i = 1, · · · , n)
in distribution sense. So, we can prove ρ is a weak solution of ∂tρ −
div( 1
n·k(
ρ
2n ,
ρ
2n ,x)
∇ρ) = 0 in Rn × (0,∞). Moreover, this ρ has initial value
ρ(0) =
∑2n
i=1 gi in trace sense.
In our main cases k(a, b) = kα(a, b) = (a + b)α, we assume more general
condition on initial data, Definition 1.1, than the condition assumed in
Theorem5.3. Then limit ρ also solve corresponding Fast Diffusion Equation
or Porous Medium Equation with corresponding initial data:
(1.7) ∂tρ − ∇ ·
(
1
n1−α · ρα
∇ρ
)
= 0 inDwith ρ(0) =
2n∑
i=1
gi.
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To state this condition on initial data precisely, let us define a family of
function spacesXn,α, a collection of L
1-perturbations of functions satisfying
certain decay and growth estimates at the infinity.
Definition 1.1. Xn,α is a collection of admissible nonnegative initial data g ∈
L1
loc
(Rn) such that there exists nonnegative f ∈ L1
loc
(Rn) with f − g ∈ L1(Rn) and
f satisfies
(1.8) lim inf
|x|→∞
|x|
2
α f > 0 if
2
n
≤ α ≤ 1
and
(1.9)
lim sup
|x|→∞
|x|−2 log( f + 1) < ∞ if 0 ≤ α ≤ 1
lim sup
|x|→∞
|x|
2
α f < ∞ if − 1 ≤ α < 0
Our main result could be summarized in the following theorem.
Theorem 1.1. For the interaction rates k(a, b, x) = (a + b)α with |α| ≤ 1, suppose
{uε
i
} are uniquemild solutions of (1.2) (see definition 7.1)with initial data gi ∈ Xn,α.
(i) Then, there exists T = T(n, α, {gi}) ∈ (0,∞] such that
(1.10) uεi →
ρ
2n
in L1loc(QT) for all 0 < T < T as ε→ 0.
If solution of (6.10) have no uniqueness for the initial data
∑2n
i=1 gi, the
convergence takes along a subsequence for each given sequence ε j → 0.
Otherwise, the convergence is arbitrary as ε→ 0.
(ii) Moreover, if initial data gi has decomposition
(1.11) gi = li + hi, hi ∈ L
1(Rn), and li ∈ C
1(Rn) with
∫
|Dli| < ∞
, then
(1.12) ρε → ρ in C([0,T], L1loc(R
n)) for all 0 < T < T.
(iii) When α , 1, ρ ∈ C([0,T], L1
loc
(Rn)) is the unique weak solution of ∂tρ − ∇ ·
( 1
n1−α·ρα
∇ρ) = 0with initial data
∑2n
i=1 gi. In caseα = 1, ρ ∈ C([0,T], L
1
loc
(Rn))
is some weak solution of ∂tρ−∇· (
1
·ρ∇ρ) = 0 satisfying lim inf|x|→∞ |x|
2ρ > 0
for all t ∈ [0,T] with initial data
∑2n
i=1 gi.
(iv) T could be taken as T = C(n, α) ·min(T1,T2), Ti ∈ (0,∞] where
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T1 =

[min2ni=1(lim inf
|x|→∞
|x|
2
α fi)]
1
α if
2
n
≤ α ≤ 1
∞ if − 1 ≤ α <
2
n
and
T2 =

[max2ni=1 lim sup
|x|→∞
|x|−2 log( fi + 1)]
−1 if 0 ≤ α ≤ 1
[max2ni=1(lim sup
|x|→∞
|x|
2
α fi)]
1
α if − 1 ≤ α < 0.
Here, negative power of 0 is defined to be∞ and fi is a functionwith fi−gi ∈ L
1
given from definition 1.1.
1.3. Outlines. First in the next two sections, we are going to prove some
basic facts of the first oder kinetic equation, (1.1). Definition and existence
of weak solution of (1.1) will be proved via some apriori estimates and
several versions of comparison priciple which we use in most situations
throughout this paper, will be introduced.
Next in Section 4,weprove so called local entropy estimate,ε-independent
local flux Jε L2 estimate, which allow us to pass the limit in section 5. This
entropy estimate is proved in a restricted case whenwe known our solution
of (1.1) is locally bounded above and below with positive numbers ε inde-
pendently. Diffusive limit toward target diffusion equation in these cases
will be presented. The estimate and way to pass the limit is just multi-
dimensional version of the technique done in [SV]. Upto section 5, we deal
with general admissible reaction rates k(a, b, x).
In Section 6 and 7, we turn to interaction rates kα(a, b) = (a + b)α, which
give us FDE or PDE in the limit. Main goal is to broaden the function class
of initial datawhichwe can prove diffusive limit convergence. Upto section
5, the only case we know a priori positive local upper and lower bounds is
when our initial data are globally bounded above and blow with positive
constants. Instead, we assume some specific profile of initial data and
prove that solutions of (1.1) keep this shape of profile locally in space-time
uniformly in ε. We show this by employing an ansatz from the second order
asymptotic expansion method and delicate use of comparison principle
which control the influence from infinite point. Section 6 is devoted to the
heuristic computation of our ansatz and showing comparison technique in
exemplary case. The complete proof of Theorem 1.1 is given in Section 7.
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1.4. Notations and Definitions. First, if there is no specific mention, the
class of interaction rate ks in this paper is as follows.
Definition 1.2. Interaction rate k(u,v,x) is admissible if
(1) k(u,v,x) ismeasurable real function onR+×R+×R such that it is symmetric
in u,v arguments i.e. k(u, v, x) = k(v, u, x)
(2) for every λ > 0 there exist M = M(λ) > 0 such that 1M ≤ k(u, v, x) ≤ M
for all 1λ ≤ u, v ≤ λ, and x ∈ R.
(3) k is continuous as a function of u and v for a.e. x. Moreover, function
k(u, v, x)(u − v) is uniformly Lipschitz continuous in (u, v) on K × K for
all K ⊂⊂ Rn+.
These will be some notations that appear frequently.
(1) Q = Rn × (0,∞), QT = Rn × (0,T), T > 0, QR,T = BR(0) × (0,T))
(2) kα(a, b) = (a + b)α, for a, b > 0, α ∈ R
(3) sgn+(a) =

1 a > 0
0 a ≤ 0
(4) vi =

−→e i 1 ≤ i ≤ n
−
−→e i−n n + 1 ≤ i ≤ 2n
(5) −→ν (x) = (ν1, ν2, . . . , νn) ∈ R
n is a unit normal vector to ∂Ω at x ∈ ∂Ω
(6) ρε =
∑2n
i=1 u
ε
i
, ρε
i
= uε
i
+ uε
i+n
, ρε
i, j
= uε
i
+ uε
j
(7) Jε = (Jε
1
, Jε
2
, . . . , Jεn), J
ε
i
=
uε
i
−uε
i+n
ε , J
ε
i, j
=
uε
i
−uε
j
ε
2. Existence Theory
Existence of global weak solution comes from a simple modification of
Section 2 of [TL]. We also have an existence of weak solution with locally
bounded initial data, which is modification of Salvarani and Vazquez [SV].
Lemma 2.1. (A Priori Estimate of (1.1)) If ui ∈ L
∞(Rn × [0,T]) is compactly
supported solution of (1.1), then, for a convex function φ on R with φ(0) = 0,
∫
Rn
2n∑
i=1
φ(ui) dx is nonincreasing in t ∈ [0,T] .
Proof. Let usmultiflyφ′(ui) on (1.1). Taking a summation in i and integration
w.r.t. x, t, we get
(2.1)∫
Rn
2n∑
i=1
φ(ui) dx

t2
t1
+ 0 =
1
2nε2
2n∑
i, j=1
k(uεj , u
ε
i , x)(u
ε
j − u
ε
i )(φ
′(ui) − φ
′(u j)) ≤ 0.
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
Moreover, following argument of [SV], we can notice that the system (1.1)
propagates along characteristics with speed 1ε . Therefore anyweak solution
on a cube
∏n
i=1[ai, bi] at some time t > 0 is completely determined by initial
data on
∏n
i=1[ai −
t
ε , bi+
t
ε ]. To prove a priori the L
∞ bounds of any solutions
with L∞ initial data, we can approximate L∞ initial data by functions with
expanding compactly supports and then apply Lemma 2.1 for φ(x) = |x|p.
Now by taking p → ∞ on compact domains and expanding domains, we
will get a priori L∞ bounds of any solutions with L∞ initial data. The same
L∞-estimate comes from a comparison with a constant solution in the next
section. This L∞ a priori estimate allows us to prove the global existence of
a unique weak solution with L∞ initial data. (c.f. Theorem 1 of [SV] thm1,
Proposition 2.4 of [TL] ).
Theorem 2.2. (Global Existence of Weak solution with L∞ ∩ L1initial data)(c.f.
[SV] Thm1, [TL] Prop 2.4)
If gi ∈ L
∞ ∩ L1(Rn) for each i and gi ≥ 0, then (1.1) has a global unique weak
solution ui ∈ L
∞(Q) ∩ C([0,∞), Lp(Rn)) for all p ≥ 1. By saying weak solution,
it means a solution in distribution sense and its initial data is recovered in trace
sence as t → 0+.
This L∞∩L1 existence theoremand finite speedof propagation also imply
the following existence theorem with L∞
loc
initial data.
Definition 2.1. A weak solution of (1.1) with initial 0 ≤ gi ∈ L
∞
loc
(Rn) is a family
of functions (ui)
2n
i=1
∈ C([0,T], L∞
loc
(Rn)) ∩ L1
loc
(QT), T > 0, such that (1.1) is
satisfied in the sense of distribution and its initial data is recovered in the trace
sense.
Theorem 2.3. (Global Existence of Weak solution with L∞
loc
(Rn) initial data) (c.f.
[SV] Prop 2) If 0 ≤ gi ∈ L
∞
loc
(Rn), system (1.1) has a global unique weak solution
(ui)
2n
i=1
∈ C([0,∞), L
p
loc
(Rn)) for all p ≥ 1.
Finally, we want to show that this vector valued solution preserve their
positivity and a positive uniform lower bound.
Lemma 2.4. If 0 ≤ N ≤ gi ∈ L
∞
loc
(Rn), then N ≤ ui for all i = 1, . . . , 2n.
Proof. Choose smooth enough convex function φN such as
φ(x) =

|x −N|4 if x ≤ N
0 otherwise
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and rest steps are similar to Lemma 2.1.
For compactly supported bounded solution (i.e. when gi satisfying this
condition), ∫
Rn
2n∑
i=1
φN(ui) dx
is nonincreasing in t, but this is zero at t = 0. This implies N ≤ ui. General
L∞
loc
case follows from previous standard argument using finite speed of
propagation. 
3. Comparison Principle
Definition 3.1. (T-dissipaticity of interaction term)(c.f. [SV])
Interaction term, RHS of (1.1), is called T-dissipative if
A(x) : R2n+ −→ R
2n, defined as
(3.1) A(x)

u1
u2
...
u2n

=

∑2n
j=1 k(u j, u1, x)(u j − u1)∑2n
j=1 k(u j, u2, x)(u j − u2)
...∑2n
j=1 k(u j, u2n, x)(u j − u2n)

satisfies (A−→u − A−→v ) · sgn+(−→u − −→v ) ≤ 0 for all −→u and −→v at x a.e.
Lemma 3.1. (T-dissipativity of kα for |α| ≤ 1)
If |α| ≤ 1, kα(a, b) = (a + b)α is T-dissipative.
Proof. Let us define
Aα : R
2n
+ −→ R
2n
as
(3.2) Aα

u1
u2
...
u2n

=

∑2n
j=1(u j + u1)
α(u j − u1)∑2n
j=1(u j + u2)
α(u j − u2)
...∑2n
j=1(u j + u2n)
α(u j − u2n)

.
Then,
(3.3)
(Aα
−→u − Aα
−→v ) · sgn+(−→u − −→v )
=
∑
i, j
[(u j + ui)
α(u j − ui) + (v j + vi)
α(vi − v j)]sgn
+(ui − vi)
,
∑
i, j
Ku,v(i, j) =
1
2
∑
i, j
Ku,v(i, j) + Ku,v( j, i)
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Set f (x, y) := (x + y)α(x − y) for x, y ∈ R. Notice that ∂x f ≥ 0 and
∂y f ≤ 0 on x, y > 0 if |α| ≤ 1. Thus, in case u j ≤ v j and ui ≥ vi, Ku,v(i, j) =
f (v j, vi) − f (u j, ui) ≤ 0.
Therefore, for each fixed i and j, we have

if ui ≥ vi & u j ≥ v j, Ku,v(i, j) = −Ku,v( j, i)⇒ Ku,v(i, j) + Ku,v( j, i) = 0
if ui ≤ vi & u j ≤ v j, Ku,v(i, j) = Ku,v( j, i) = 0⇒ Ku,v(i, j) + Ku,v( j, i) = 0
if ui ≥ vi & u j ≤ v j, Ku,v( j, i) = 0&Ku,v(i, j) ≤ 0⇒ Ku,v(i, j) + Ku,v( j, i) ≤ 0
if ui ≤ vi & u j ≥ v j, Ku,v(i, j) = 0&Ku,v( j, i) ≤ 0⇒ Ku,v(i, j) + Ku,v( j, i) ≤ 0
Now we have (Aα
−→u − Aα
−→v ) · sgn+(−→u − −→v ) ≤ 0. 
In order to state comparison principle in general form, it is useful to
introduce notions of subsolution and supersolution.
Definition 3.2. (ui)
2n
i=1
∈ C([0,T], L∞
loc
(Rn)) ∩ L1
loc
(QT) is a weak subsolution (or
supersolution) of (1.1) if
(3.4)
∂tuεi +
1
ε∇iu
ε
i
− 1
2nε2
∑2n
j=1 k(u
ε
j
, uε
i
, x)(uε
j
− uε
i
) ≤ 0 (≥ 0) i = 1, 2, . . . , n
∂tuεi+n −
1
ε∇iu
ε
i+n
− 1
2nε2
∑2n
j=1 k(u
ε
j
, uε
i+n
, x)(uε
j
− uε
i+n
) ≤ 0 (≥ 0) i = 1, 2, . . . , n
in distribution sense.
Lemma 3.2. (L1-contraction) Suppose interaction rate k is T-dissipative and
ui, vi ∈ W
1,1
loc
(R+ × R
n) ∩ C(R+,W
1,1
loc
(Rn)) are weak subsolution and superso-
lution of (1.1) respectively. Then, for all t2 > t1, we have
(3.5)∫
B(0,R)
2n∑
i=1
(ui − vi)
+dx

t=t2
t=t1
≤ −
t2∫
t1
∫
∂B(0,R)
n∑
i=1
[
(ui − vi)
+
ε
−
(ui+n − vi+n)
+
ε
]
νidσxdt
(3.6)

∫
B(0,R)
2n∑
i=1
(ui − vi)
+dx
 (t2) ≤

∫
B(0,R+
t2−t1
ε )
2n∑
i=1
(ui − vi)
+dx
 (t1)
(3.7)

∫
Rn
2n∑
i=1
(ui − vi)
+dx
 (t2) ≤

∫
Rn
2n∑
i=1
(ui − vi)
+dx
 (t1)
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Proof. Since ui, vi ∈ W
1,1
loc
(R+ × R
n) ∩ C(R+,W1,1(Rn)), we can notice that
integrals above are well defined. And for f (x) ∈ W1,1
loc
, we have
∂ f+
∂xi
=
sgn+( f ) ·
∂ f
∂xi
. Using this and Definition 3.2, we get
(3.8)
2n∑
i=1
∂(ui − vi)
+
∂t
≤ −
n∑
i=1
1
ε
∂i[(ui − vi)
+ − (ui+n − vi+n)
+]
+(A−→u − A−→v ) · sgn+(−→u − −→v )
≤ −
n∑
i=1
1
ε
∂i[(ui − vi)
+ − (ui+n − vi+n)
+]
from Lemma 3.1. It holds in sense of the distribution and a.e. By taking
an integral in the inequality above and applying the divergence theorem,
we will have (3.5). (3.6) comes from finite speed of propagation, 1ε . Finally,
(3.7) is given by taking a limit of (3.6) as R →∞.

Theorem 3.3. (Comparison Principle) Under the same assumption with Lemma
3.2, then we have following comparison theorems:
(i) Assume that [(ui − ui+n) − (vi − vi+n)]νi ≥ 0 a.e. on ∂B(0,R) × (t1, t2) for
all i=1,. . .,n (i.e. outward flux of u is greater than that of v in any directions
at any points on the boundary). And if ui ≤ vi on B(0,R) × {t1} for all
i = 1, . . . , 2n, then we have ui ≤ vi on B(0,R) × (t1, t2) for all i = 1, . . . , 2n.
(ii) ui ≤ vi on B(0,R +
t2−t1
ε ) × {t1} for all i = 1, . . . , 2n implies that ui ≤
vi on B(0,R) × (t1, t2) for all i = 1, . . . , 2n.
(iii) ui ≤ vi on R
n × {t1} for all i = 1, . . . , 2n implies that ui ≤ vi on R
n × (t1, t2)
for all i = 1, . . . , 2n.
Proof. Results (2) and (3) are immediate from Lemma 3.2. In order to prove
(1), it is suffices to show [(ui − ui+n) − (vi − vi+n)]νi ≥ 0 implies [(ui − vi)
+ −
(ui+n − vi+n)
+]νi ≥ 0. One can verify this from case-by-case argument. 
Remark 3.4. The fact ui, vi ∈W
1,1
loc
(R+ ×R
n)∩C(R+,W1,1(Rn))means you have
well-defined L1 boundary value function from trace theorem. Moreover, you can
think of any special time slice of ui, vi since they belong to C(R+,W
1,1(Rn)).
Remark 3.5. Result (2) and (3) are also truewhen your weak solution is in the class
ui ∈ L
∞
loc
(Q)∩C([0,∞), L1
loc
(Rn)) we defined earlier. If initial data is in W1,1
loc
(Rn)∩
L∞
loc
(Rn), your weak solution is in ui, vi ∈ W
1,1
loc
(R+ × R
n) ∩ C(R+,W
1,1
loc
(Rn))
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(see [TL]), and you get the desired result via approximation (density argument) of
initial data and employing L1-contraction we proved.
4. Flux Estimate via Local Entropy
To get convergence,we need a flux estimate ,
∫ T
0
∫
Ω
∑
i, j J
ε2
i, j
dxdt, uniformly
in ε. This is crucial step and proof of this in various cases will be our main
work. However, in case when we have good positive upper and lower
bound on initial data (therefore, it is not in L1), we can just mimic the
estimates done in [SV].
Proposition 4.1. If uε
i
i=1,. . . ,2n are uniformly bounded above and below, say
0 < 1M ≤ u
ε
i
≤M < ∞ on K × [0.T]. Then for all φ ∈ C∞
0
(Rn) with supp(φ) ⊂ K,
∫ T
0
∫ ∑
i, j
k(uεi , u
ε
j , x)
2 Jε2i, jφ
2dxdt < C
for some C = C(φ,M, k,T, n) > 0, but independent of ε.
Proof. From the condition of k, there is A = A(M) > 0 such that
1
A
≤ k(ui, u j, x) ≤ A.
By multiplying 1uε
i
φ2 both sides of (1.1) and integrating w.r.t. x, we obtain
(4.1)
∂t
∫ 2n∑
i=1
log(uεi )φ
2dx +
1
ε
∫ n∑
i=1
∇i log(u
ε
i ) − ∇i log(u
ε
i+n)φ
2dx
=
1
4nε2
∫ ∑
i, j,1≤i, j≤2n
k(uεi , u
ε
j , x)(u
ε
j − u
ε
i )(
1
uε
i
−
1
uε
j
)φ2dx,
and integration by parts gives us
(4.2)
∂t
∫ 2n∑
i=1
log(uεi )φ
2dx =
2
ε
∫ n∑
i=1
(log(uεi ) − log(u
ε
i+n))φ∇iφdx
+
1
4n
∫ ∑
i, j,1≤i, j≤2n
k(uε
i
, uε
j
, x)(Jε
j,i
)2
(uε
i
uε
j
)
φ2dx.
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Meanwhile,
(4.3)
−
2
ε
(log(uεi ) − log(u
ε
i+n))φ∂iφ =
2φ∂iφ
ε
log(
uε
i+n
uε
i
)
≤
2φ∂iφ
1
Jε
i
uε
i
(∵ log(1 + r) ≤ r)
≤
1
4nA
Jε2
i
φ2
(uε
i
uε
i+n
)
+ 4nA
uε
i+n
uε
i
(∂iφ)
2.
Using (4.2) and (4.3), we have
(4.4)
1
4n
∫ ∑
i, j,1≤i, j≤2n
k(uε
i
, uε
j
, x)Jε2
j,i
φ2
(uε
i
uε
j
)
dx ≤
1
4n
∫ n∑
i=1
1
A
Jε2
i
φ2
(uε
i
uε
i+n
)
dx
+
∫ n∑
i=1
4nAM2(∂iφ)
2dx + ∂t
∫ 2n∑
i=1
log(uεi )φ
2dx.
Therefore, we get
(4.5)
1
8n
∫ T
0
∫ ∑
i, j,1≤i, j≤2n
k(uε
i
, uε
j
, x)Jε2
j,i
φ2
(uε
i
uε
j
)
dx ≤ C0(φ,M,A,T, n).
Rest of this proof is immadiate if one knows 1A ≤ k(u
ε
i
, uε
j
, x) ≤ A on time
interval [0,T]. 
From above uniform local estimate, we get following boundedness of L2
norm of Ji, j on QR,T.
Lemma 4.2. uε
i
,i=1,2..,2n be the solution of (1.1) with 0 < N ≤ gi ≤ M (hence
N ≤ uε
i
≤ M by lemma 2.1, 2.4). Then for all R > 0, ∃C = C(R,M,N, k,T, n)
independent of ε s.t.
(4.6)
"
QR,T
∑
i, j
Jε2i, jdxdt ≤ C
This allow us deduce that Jε
i, j
converges to some Ji, j weakly in L
2
x,t(QR,T) along some
subsequences for all QR,T.
Remark 4.3. From the same argument, k(uε
i
, uε
j
, x)Jε
i, j
are also L2 bounded. Thus
this has weakly convergent subsequence in L2
loc
(Q).
Remark 4.4. Since uε
i
≤ M uniformly in ε and t, ρε =
∑
i u
ε
i
(subsequence)
converge weakly ρ for some ρ in L2x,t locally.
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5. Strong Convergence of Diffusive Limit
We can improve themode of convergence by a well-known compensated
compactness theorem, div-curl lemma [M], stated below.
Lemma 5.1. (Div-Curl Lemma) For an open set A of Rn, let wε and vε be two
sequences such that
(5.1)
wε ⇀ w in [L
2(A)]n-weak,
vε ⇀ v in [L
2(A)]n-weak,
(5.2)
div(wε) is bounded in L
2(A) or compact in H−1(A), and
curl(vε) is bounded in [L
2(A)]n
2
or compact in [H−1(A)]n
2
.
Then we have
(5.3) 〈wε, vε〉 −→ 〈w, v〉
in distribution sense, where 〈·, ·〉 is usual inner product.
In order to use the div-curl lemma, let us choose A = QR,T in R
n+1,
wε = (Jε, ρε), and vε = (0, ρε) in [L2x,t(QR,T)]
n+1. Then we get
(5.4) divx,tw
ε = divx,t(J
ε, ρε) = divx J
ε + ∂tρ
ε = 0
by the first equation of (1.5). From the definition (curl F)i j =
∂Fi
∂x j
−
∂F j
∂xi
, we
have
(5.5) curl vε =

0 · · · 0 −∂x1ρ
ε
...
. . .
...
...
0 · · · 0 −∂xnρ
ε
∂x1ρ
ε · · · ∂xnρ
ε 0

.
It remains to check whether the sequences of all entries in this matrix are
compact in H−1(A) respectively. We employ the second equation of (1.5)
and Lemma 4.2. First, we check
(5.6)
‖ε2Jεi ‖L2(S), ‖ρ
ε
j − ρ
ε
i ‖L2(S) = ‖εJ
ε
j,i‖L2(S) → 0 as ε→ 0.
Therefore, ‖ε2∂tJ
ε
i ‖H−1(S), ‖∇i(ρ
ε
j − ρ
ε
i )‖H−1(S) → 0 as ε→ 0.
Moreover, the L∞-bound of uε implies the L∞-bound of k terms in the right
hand side of the second equation (1.5). Then, from L2(A)-bound of Jε
i, j
,
Lemma 4.2, it follows the kJε
i, j
terms in the second equation of (1.5) are
bounded in L2(A). Finally, we can notice ∂iρ
ε can be expressed by other
terms in the second equation of (1.5) which are eitherH−1(A) convergent or
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L2(A) bounded. Since L2(A) is compactly embedded inH−1(A), this leads to
compactness of ∂iρ
ε inH−1(A). We now apply the div-curl lemma to obtain
following proposition.
Proposition 5.2. Let uε
i
, i = 1, . . . , 2n, be the unique weak solution of (1.1) with
bounded initial data gi such that 0 < N ≤ gi ≤ M. Then, on each A = QR,T, we
have 〈vε,wε〉 = (ρε)2 → ρ2 in distribution sense along a subsequence. In fact,
ρ2 ∈ L2
loc
(Q) and (ρε)2 ⇀ ρ2 weakly in L2
loc
(Q) .
The weak convergence in the Proposition above comes from L∞-bound
of ρε and the uniqueness of its distribution limit.
Corollary 5.1. Under the same condition of Proposition 5.2,
ρε → ρ and uεi →
ρ
2n
in L2loc(Q).
Furthermore,
k(uε
k
, uε
l
, x)Jεi, j → k
( ρ
2n
,
ρ
2n
, x
)
Ji, j in L
1
loc(Q) for all i, j, k, l = 1 . . . 2n.
Proof. The strong convergences of ρε and uε
i
come from Proposition 5.2
above and Lemma 7 of [SV] which can be stated as follows:
If |A| < ∞, ρε ⇀ ρ and (ρε)2 ⇀ ρ2 in L2(A), then ρε → ρ in L2(A).
Next, the results above and Lemma 4.2 imply uε
i
= 12n (ρ
ε+
∑2n
k=1 εJ
ε
i,k
)→
ρ
2n in
L2
loc
(Q). Moreover, by taking a subsequence, we may assume uε
i
→ ρ almost
everywhere. Hence, from the continuity of k, we can apply dominated
convergence theorem to obtain
k(uεi , u
ε
j , x)→ k
( ρ
2n
,
ρ
2n
, x
)
in L2loc(Q).
L1
loc
convergence of k(uε
k
, uε
l
, x)Jε
i, j
to k
(
ρ
2n ,
ρ
2n , x
)
Ji, j is obvious from the fol-
lowing standard lemma:
If 1 < p < ∞, un → u in L
p and vn ⇀ v in L
p′ , then unvn → uv in L
1

Now we have shown that uε →
ρ
2n in L
2
loc
and Jε ⇀ J in [L2
loc
]n along a
subsequence. With theses results, we can identify equations satisfied by ρ,
and J. Since ρε and Jε satisfy (1.5) in distribution sense, we have
(5.7) ∂tρ + divJ = 0
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in distribution as well by taking a limit. Similarily, in the second equation
of (1.5), uniform L2-bound of Jε, L2 convergence of uε and L1 convergence
of k(uε
k
, uε
l
, x)Jε
i, j
imply following equation in distribution sense:
(5.8)
0+∇iρ =
1
n
∇i
n∑
j=1
0+
1
2n
2n∑
j=1
[
0(
J j,i + J j,i+n
2
) −
(
k
( ρ
2n
,
ρ
2n
, x
)
+ k
( ρ
2n
,
ρ
2n
, x
))
Ji
2
]
.
i.e.
(5.9)
1
n
∇iρ = −k
( ρ
2n
,
ρ
2n
, x
)
Ji in distribution sense.
This implies ∇ρ ∈ L2
loc
(Q) and J = − 1
nk( ρ2n ,
ρ
2n ,x)
∇ρ ∈ [L2
loc
(Q)]n because k is
bounded above and belowwith positive constants. Finally, combining (5.9)
with (5.7), we get
(5.10) ∂tρ − ∇ ·
 1nk ( ρ2n , ρ2n , x
)∇ρ
 = 0 in weak sense.
In the next step, we identity the initial trace of this diffusion equation. Of
course, this will be derived by employing the fact that {uε
i
} solves (1.1) with
initial data {gi}. From (1.5) and the definition of weak solution, we get
(5.11)
∫ ∞
0
∫
Rn
ρε∂tφ + 〈J
ε,∇φ〉dxdt +
∫
Rn
2n∑
i=1
gi φdx = 0,
for all φ ∈ C∞(Q) , which vanishes on |x| > R and t > T for some R and T >
0. Using Proposition 5.2 and Corollary 5.1, we can pass to the limit and get
the following equation:
(5.12)
∫ ∞
0
∫
Rn
ρ∂tφ −
1
nk(
ρ
2n ,
ρ
2n , x)
〈∇ρ,∇φ〉dxdt +
∫
Rn
2n∑
i=1
gi φdx = 0.
Therefore, ρ solves cauchy problem of following diffusion equation
ρt = ∇ ·

∇ρ
nk
(
ρ
2n ,
ρ
2n , x
)
weakly with initial data ρ(0) =
2n∑
i=1
gi.
Regarding the regularity of ρ, since the k term has positive upper and
lower bounds, this equation is uniformly parabolic. Hence, ρ is unique for
a given initial data. Moreover, by standard regularity theory and bootstrap
argument [L], it is C∞ on t > 0 if k(a, a, x) is smooth function of s and x.
The uniqueness shows that the convergence actually takes in any arbitrary
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sequences. Finally, if k is T-dissipative and initial data is of L1 perturbation
of a C1 function having integrable derivatives, we have C([0,T], L1
loc
(Rn)),
improved mode of convergence.
Theorem 5.3. Suppose initial data {gi} has uniform lower and upper bounds
0 < N ≤ gi ≤ M for i = 1, . . . , 2n, then u
ε
i
, the unique weak solution of (1.1),
converge to the same limit
ρ
2n in L
2
loc
(Q) as ε → 0. Here ρ is the unique weak
solution of the Cauchy problem (5.10) with initial data
∑n
i=1 gi.
Moreover, if k has no space dependency, i.e. k(a, b, x) = k(a, b), and T-dissipative
in the sense of Definition 3.1 and initial data gi can be written as
(5.13) gi = li + hi, hi ∈ L
1(Rn), and li ∈ C
1(Rn) with
∫
|Dli| < ∞,
then ρε → ρ in C([0,T], L1
loc
(Rn)).
Proof. The first part of the theorem above comes from Corollary 5.1 and
the comment after that. It suffices to prove ρε are relatively compact in
C([0,T], L1
loc
(Rn)).
First, let us assume gi ∈ C
1(Rn) with |Dgi| ∈ L
1(Rn). L1-contraction
implies
∑
i ||ui(x + h) − ui(x)||L1 ≤
∑
i ||gi(x + h) − gi(x)||L1 for all h ∈ R
n.
Thus, ||Dρε||L1(Rn) ≤
∑
i ||Dui||L1(Rn) ≤
∑
i ||Dgi||. Hence, ρ
ε are bounded in
L∞([0,T],W1,1
loc
). Moreover, first equation of eq (1.5) and uniform L2
loc
bound
of Jε tell us that ∂tρε are uniformly bounded in L2([0,T],H−1loc (R
n)), and
hence ρε(t) ∈ H−1
loc
(Rn) are uniformly Ho¨lder continuous in time. Now, us-
ing these time and space regularity, we are able to apply Theorem 5 in [S]
and conclude that ρε are relatively compact in C([0,T], L1
loc
(Rn)).
Now if gi = li + hi as in the statement, let h
δ
i
be usual regularization of hi.
i.e. hi,δ(x) =
∫
ηδ(x − y)hi(y)dy. It could be checked that hi,δ → hi in L
1 and
|Dhi,δ| are integrable on R
n. If we approximate gi by li + hi,δ, L
1-contraction
and first result implie ρe are also relatively compact in C([0,T], L1
loc
(Rn)). 
Remark 5.4. We have assumed upper and lower bound 0 < N ≤ gi < M in the
theorem, but if k has positive lower bounds, we only need an upper bound to obtain
the same conclusion. This needs a small change in the proof and see [SV] for the
details in 1-D case.
6. Local Lower Bound with General InitialData
From now on, we will consider the case k(u, v, x) = kα(u, v) = (u + v)α,
for −1 ≤ α ≤ 1. In this case, our target diffusion equation will be
Porous Medium Equation (PME) or Fast Diffusion Equation (FDE) ∂tρ −
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1
(1−α)n1−α
∆ρ1−α = 0, which has been studied extensively to model nonlinear
diffusion in applications to physics, engineering and geometry. Degenerate
or singular diffusion take places only if the value of the solution touches
zero or becomes infinity. Otherwise, it is uniformly parabolic and the be-
havior of a solution is very similar to that of linear heat equation. Hence,
it is natural to ask whether we could obtain such kind of solution from
our kinetic model through diffusive limit, i.e. diffusive limit of (1.1) from
unbounded or degenerate initial data is one of our main interest. We want
to understand the minimal condition for the convergence of diffusive limit
and compare it with the condition for the existence theory of target diffusion
equations.
Our analysis on diffusive limit of (1.1) will be divided into several cases
according to different ranges of α. It is due to the fact that the key character-
istic of diffusion changes with α. We would like to recall some known facts.
In PME range −1 ≤ α < 0 , every L1 initial data generates the unique mass
preserving global solution. Moreover, it has finite speed of propagation
property and thus creates free boundary if the initial data is compactly sup-
ported. Meanwhile, FDE range 0 < α ≤ 1, has more delicate phenomenon.
In fact, this range could be again divided into supercritical and subcritical
ranges. In supercritical range 0 < α < 2n , theory is quite similar to PME
compared to that of subcritical equation. However, this equation is singu-
lar when ρ = 0 and there is lack of some smoothing estimates. Finally, in
critical and subcritical range 2n ≤ α ≤ 1, no solution can be driven from
dirac mass since diffusion is too slow at that point. Also, there is no global
existence on a very large class of initial data. Rather than its global exis-
tence, it shows finite time extinction property. For instance, every solution
with L1 initial data vanishes in finite time. Finally, in the case α = 1, so
called logarithmic fast diffusion equation, a solution is no longer unique.
The existence, uniqueness, regularity, decaying, extinction, and asymptotic
behavior of PME and FDE have been studied for decades and more details
can be found in [DK], [V], and [V2] . More recent results on asymptotic
behaviors and their convergence rates can be found in [BBDGV], [BDGV],
[DKS], [DS], [DS2], [H], [H2], [HK], and [HK2].
Resolution of the problemwith general L1 initial data in one space dimen-
sion is presented in Section 8, [SV]. They approximate initial data of original
problem with δ-lifted bounded initial data, which has positive upper and
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lower bounds and whose diffusive limit has been proved at Section 5. Such
truncation does not make serious difficulties because of the L1-contraction
property of the solution, where we can always approximate the original
data in L1 sense. However, δ-lifting creates nontrivial issue due to the fact
that the difference with the original data is no longer in L1.
To obtain the convergence of diffusive limit with original data, they
needed to show difference between the original solution and δ-lifted solu-
tion of (1.1) is locally arbitrary small as δ→ 0 with ε-independent L1-norm
. It was crucial to prove the following: If
(6.1)
∫
Rn
∑
gi(1 + |x|
2)
q
2 dx < C < ∞
at t = 0, then
(6.2)
∫
Rn
∑
uεi (1 + |x|
2)
q
2 dx,
∫
Rn
∑
(uεδ,i − δ)(1 + |x|
2)
q
2 dx < M
for all t ∈ [0,T] for someM = M(C, n, α,T) where uε
δ,i
is the solution of (1.1)
with initial data gi + δ. (6.2) tells us mass concentration over the time. On
the other hand, since mass
∫
ρε and
∫
(ρε
δ
− 2nδ) are equal and preserved, ρε
and ρε
δ
−2nδwill have almost equalmass in very large domainswith a small
error independent of ε and δ. This estimate says mass does not escape to
infinity as ε→ 0 thus this is a kind local version ofmass conservation. Since
ρε
δ
, solutionwith δ-lifted initial data, is located above ρε, we can control local
L1 difference between these two solution uniformly in ε by simply taking
larger domain. With this local estimate, [SV] proves diffusive limit for n = 1
and |α| ≤ 1 cases.
However, if the target diffusion equation has no mass conservation, it is
unnatural to expect similar estimates. The fact is, in one dimension and
|α| ≤ 1 range, it does not fall in subcritical exponent range. Thus, there
always exist mass conserved solutions. In higher dimensional case, it is not
hard to check the method of [SV] can be used again in supercritical expo-
nent −1 ≤ α < 2n , where mass conservation holds. To be speciic, one can
reproduceAppendix II of [SV] in this higher dimension case if the exponent
is supercritical. On the other hand, our method in this paper for subcritical
range can be also applied even to the supercritical case, which was proved
by using (6.2) for one dimension [SV].
Let us explain our steps in higher dimension subcritical exponent case.
We recall that local uniform upper and lower bounds of uε
i
s give us the local
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flux estimates, div-curl lemma, and convergence theorem in Section 5. In
this section, we consider more general initial data with a decay condition
at infinity, gi ∼
1
|x|
2
α
. We prove the tail behavior of uε will be preserved in
time uniformly in ε, thus we obtain local uniform lower bound. And then,
we consider larger admissible class of initial data allowing L1 perturbation
from given function gi. If α is in supercritical range, it should be noticed
that this tail, |x|−
2
α , is L1 integrable as Barenblatt profile is integrable on so-
lution of PME in this range. It allows us to approximate any L1 initial data
and recover the same result as [SV]. In subcritical range, the decay profile
of the initial data at infinity is usually assumed in analysis of FDE. For in-
stance, we have L1-contraction property in the class of solutions satisfying
the decay rate, |x|−
2
α . Moreover, those results in [BBDGV], [BDGV], [DKS],
[DS], [DS2], [H], [H2], [HK], [HK2] assume their initial profiles are trapped
between two Barenblatt profiles, L1-perturbation from them, or decay rate
slower than |x|−
2
α . Finally with a similar idea, we can also control local
uniform upper bounds of solutions which will allow us to consider initial
data having some growth condition beyond L∞-bound.
Now we are going to show local uniform lower bound of equation in
critical and subcritical exponents. Since we have the comparison principle,
we try to find lower bound using barrier argument. Unlike from PME, FDE,
and other diffusion equations where numerous examples of exact solutions
are known from self-similarity, it is not trivial to find an exact solution,
or even subsolution of this system (1.1). We couldn’t find any spatially
global explicit subsolution, but could found a local explicit one. Roughly,
this local subsolution will be used to make local lower bound by following
steps below.
(1) Assume gi ≥ C · f0 for some nonnegative function f0 with C > 1,
which we know explicit subsolution wof target diffusion equation
with this initial data f0.
(2) We will find a solution f (t) of target diffusion equation (6.10) with
initial data f (0) = f0, and then perturb f to get { f
ε,R,T
i
} which is
subsolution of (1.1) at least on B(0,R + Tε ) × (0,T). We will attain
{ f ε,R,T
i
} by adding the limit profile {
f
2n }with correcting terms of order
ε and ε2.
(3) We show f ε,R,T
i
(0) ≤ gi on B(0,R +
T
ε ). This proves u
ε
i
≥ f ε,R,T
i
on
B(0,R) × (0,T) = QT
R
by comparison principle, Theorem 3.3 (ii).
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(4) Find a function g of the form c · f such that g ≤ f ε,R,T on QT
R
for all
ε, R > 0. This shows uε
i
≥ g > 0 independently with ε.
(5) We can use local entropy estimates and find hydrodynamical limit
for a short time (0,T), which is a solution of the limit equation (6.10).
(6) Now we increase T as much as possible.
6.1. Formal Asymptotic Expansion.
As mentioned before, previous research on this problem in 1-D case was
done in semi-group framework, [K][F2]. They used semi-group conver-
gence theorem in order to approximate semi-group of the limit equation
from semi-group of Carleman equation. It was essential to find series of
initial data uε
i
which converge to ui and limε→0 A
ε({uε
i
}) = A({ui}) in some
sense. In previous statement, Aε is semi-group generator of Carleman Sys-
tem and A is generator of its limit equation. To do so, a kind of first order
asymptotic expansion of (1.1) from
ρ
2 was employed. To construct subso-
lution, we try this ansatz again. However, it turns out that the first order
expansion is not enough tomake proper approximation, so we consider the
second order approximation.
Let us express ui, i = 1, . . . , 2n, as
(6.3) ui =
1
2n
(ρ + Aiε + Biε
2)
where Ai and Bi are functions of (x, t). We want to find certain relation
betweenAi and Bi so that (6.3) is an approximated solution (1.1) upto order
ε.
To compute ∂tui+
1
εvi ·Dui−
1
2nε2
∑
j(ui+u j)
α(u j−ui), we need the following
Taylor’s expansion.
Lemma 6.1. Let f (x) = (1 + ax + bx2)α where α ∈ (0, 1]. Then,
(6.4)
f (x) = 1 + αax +
(
α
2
)
(ax)2 + αbx2 + Ra,b(x)x
3 and
Ra,b(x) =
[(
α
3
)
(1 + aζ + bζ2)α−3(a + 2bζ)3 + 2
(
α
2
)
(1 + aζ + bζ2)α−2(a + 2bζ)b
]
for some ζ between 0 and x.
Proof. It comes from the standard remainder estimate in Taylor’s Theorem.

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By applying the lemma above in (ui + u j)
α =
(
ρ
n
)α
(1 +
Ai+A j
2ρ ε +
Bi+B j
2ρ ε
2)α,
we have
(6.5)
1
2nε2
(ui + u j)
α(ui − u j) =
1
(2n)2
(ρ
n
)α [1
ε
(Ai − A j) +
{
α
2ρ
(A2i − A
2
j ) + Bi − B j
}
+ ε

α
ρ
(AiBi − A jB j) +
(
α
2
) (
1
2ρ
)2
(A3i + A
2
iA j − AiA
2
j − A
3
j )

+ ε2

α
2ρ
(B2i − B
2
j ) +
(
α
2
) (
1
2ρ
)2
(Ai + A j)
2(Bi − B j) +
(
RAi+Aj
2ρ ,
Bi+Bj
2ρ
(ε)
)
(Ai − A j)

+ε3
{(
RAi+Aj
2ρ ,
Bi+Bj
2ρ
(ε)
)
(Bi − B j)
}]
,
and we expect from (1.1)
(6.6)
∂tui +
1
ε
Dviu −
1
2nε2
∑
j
(ui + u j)
α(u j − ui) =
1
2nε
Dviρ + 12n
(ρ
n
)α
(2nAi −
∑
j
A j)

+
1
2n
ρt +DviAi + 12n
(ρ
n
)α
(2nBi −
∑
j
B j +
α
2ρ
(2nA2i −
∑
j
A2j ))

+
ε
2n
∂tAi +DviBi + 12n
(ρ
n
)α∑
j

α
ρ
(AiBi − A jB j) +
(
1
2ρ
)2 (
α
2
) (
(A3i + A
2
iA j − AiA
2
j − A
3
j )
)

+
ε2
2n
∂tBi + 12n
(ρ
n
)α∑
j

α
2ρ
(B2i − B
2
j ) +
(
α
2
) (
1
2ρ
)2
(Ai + A j)
2(Bi − B j) +
(
RAi+Aj
2ρ ,
Bi+Bj
2ρ
(ε)
)
(Ai − A j)


+
ε3
2n
 12n
(ρ
n
)α∑
j
(
RAi+Aj
2ρ ,
Bi+Bj
2ρ
(ε)
)
(Bi − B j)

= O(ε).
Since (6.6) holds for each ε, we have
(6.7)
1
2nε
Dviρ + 12n
(ρ
n
)α
(2nAi −
∑
j
A j)
 = 0
and
(6.8)
1
2n
ρt +DviAi + 12n
(ρ
n
)α
(2nBi −
∑
j
B j +
α
2ρ
(2nA2i −
∑
j
A2j ))
 = 0.
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From natural symmetriesAi = −Ai+n, we get
∑
jA j = 0 and Ai = −
(
n
ρ
)α
Dviρ
from (6.7). Next, if we plug these Ais into (6.8), we find (6.8) for i and i + n
will be equal. So, we could assume Bi = Bi+n. Using ρt = ∇ · (
1
n( ρn )
α∇ρ), we
eventually get Bi = Bi+n =
(
n
ρ
)α
∂i
((
n
ρ
)α
∂iρ
)
− α2ρ
((
n
ρ
)α
∂iρ
)2
.
From now on, for any given ρ, we define
(6.9)
Ai = −
(
n
ρ
)α
Dviρ =

−
(
n
ρ
)α
∂iρ, 1 ≤ i ≤ n(
n
ρ
)α
∂i−nρ, n + 1 ≤ i ≤ 2n
and
Bi = Bi+n =
(
n
ρ
)α
∂i
((
n
ρ
)α
∂iρ
)
−
α
2ρ
((
n
ρ
)α
∂iρ
)2
1 ≤ i ≤ n.
and it is worth noting that (6.8) becomes
1
2n
[
∂tρ − ∇ ·
(
1
n1−α · ρα
∇ρ
)]
under these definitions.
6.2. Local Subsolutions for 0 ≤ 1 − α < n−2n .
Asmentioned before, local subsolutions could be found for all 0 ≤ 1−α ≤
2. However, they will be constructed differently because self-similar solu-
tions of Barenblatt type arewritten in different form. We illustrate the tricky
case 0 < 1 − α < n−2n . Other cases will be explained in Section 7.
One typical self-similar solution of
(6.10) ρt = ∇ · (
1
n1−αρα
∇ρ)
for 0 ≤ 1 − α < n−2n is
ρ = Cα
(
T − t
|x|2
) 1
α
, where (Cα)
α = 2nα−1
(
n −
2
α
)
.
On the other hand, our subsolution should lie below a given initial data,
which requires its L∞ bound. Thus, we modify ρ to be a bounded subsolu-
tion.
Proposition 6.2. If n ≥ 3, 0 ≤ 1 − α < n−2n , and R > 0,
(6.11) Ψα,n,R,T(x, t) = Cα
(
T − ct
|x|2 + R2
) 1
α
, c − 1 >
2
α
1
n − 2α
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is explicit example of bounded subsolution and
(6.12) Ψt − ∇ · (
1
n1−αΨα
∇Ψ) ≤ −
(
(c − 1)
(
n −
2
α
)
−
2
α
)
2
α
Ψ1−α
n1−α
1
|x|2 + R2
.
Proof. First, notice that
Ψt =
−c
α(T − ct)
Ψ = Cαα
−c
α(|x|2 + R2)
Ψ1−α,
Ψi = −
2
α
xi
|x|2 + R2
Ψ, and
Ψii =
(
2
α
)2 x2
i
(|x|2 + R2)2
Ψ −
2
α
1
|x|2 + R2
1 − 2x
2
i
|x|2 + R2
Ψ.
We now we obtain
Ψt−∇·(
1
n1−αΨα
∇Ψ) =
2Ψ1−α
αn1−α(|x|2 + R2)2
[
2
α
R2 − (c − 1)
(
n −
2
α
)
(|x|2 + R2)
]
< 0.

Wewill use the notationΨ instead ofΨα,n,R,T if there is no confusion and
constant c is fixed throughout the paper. This strict subsolutionΨ(x, t) will
be used to compensate error terms of order ε and ε2 on the RHS of (6.6).
Proposition 6.3. ForΨ(x, t), there is c3 = c3(c, n, α) > 0 such that LHS of (6.6)
forΨ is negative for all i = 1, . . . , 2n on (|x|2 + R2)
1
2 < c3ε (T − tc) and t ∈ [0,
T
c ).
Proof. All constants ci below will depend only on n, α, c.
By plugging (6.11) in the definitions of Ai and Bi, we get
(6.13)
Ai =
2nα
α
x · vi
|x|2 + R2
Ψ1−α and
Bi =
2nα
α

(
2
α
− 1
) x2
i
|x|2 + R2
− 1
 Ψ
1−2α
|x|2 + R2
.
By using Proposition 6.2 and the expansion of (6.6),
(6.14)
LHS of (6.6) ≤
1
ε
· 0 −
(
(c − 1)
(
n −
2
α
)
−
2
α
)
2
α
Ψ1−α
n1−α
1
|x|2 + R2
+ higher order terms.
Since
(6.15)
Ψ
T − ct
= (Cα)
α Ψ
1−α
|x|2 + R2
,
this could be rewritten
(6.16) LHS of (6.6) ≤ −c1
Ψ
T − ct
+ higher order terms, c1 > 0.
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In order to control higher order terms, we need some estimates onAi and
Bi. The followings are not hard to check from (6.13) and (6.15):
(6.17)
|Ai| ≤ c0
Ψ
T − ct
(|x|2 + R2)
1
2 , |∂tAi| ≤ c0
Ψ
(T − ct)2
(|x|2 + R2)
1
2
|Bi| ≤ c0
Ψ
(T − ct)2
(|x|2 + R2), |DviBi| ≤ c0
Ψ
(T − ct)2
(|x|2 + R2)
1
2
|∂tBi| ≤ c0
Ψ
(T − ct)3
(|x|2 + R2), |ΨαAi| ≤ c0
Ψ
(|x|2 + R2)
1
2
|ΨαBi| ≤ c0
Ψ
(T − ct)
and so on.
Therefore, ε-order terms in (6.6) will satisfy
(6.18)
ε
2n
∂tAi +DviBi + α2Ψn
(
Ψ
n
)α
(2nAiBi −
∑
j
A jB j)
+
1
8Ψ2n
(
α
2
) (
Ψ
n
)α
(
∑
j
(A3i + A
2
iA j − AiA
2
j − A
3
j ))

≤ c2
Ψ
T − ct
(|x|2 + R2)
1
2 ε
T − ct
by (6.17)
Next, we need to control remainder R. For this, let us assume
(6.19)
(|x|2 + R2)
1
2 ε
T − ct
≤ c3.
Thus, we have
a :=
∣∣∣∣∣∣
Ai + A j
2Ψ
∣∣∣∣∣∣ ≤ c0
 (|x|
2 + R2)
1
2
T − ct
 ≤ c3c0ε
b :=
∣∣∣∣∣∣
Bi + B j
2Ψ
∣∣∣∣∣∣ ≤ c0
 (|x|
2 + R2)
1
2
T − ct

2
≤
c2
3
c0
ε2
.
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By taking c3 small enough so that (c3 + c
2
3
)c0 <
1
2 , a bound on remainder
termsRAi+Aj
2Ψ ,
Bi+Bj
2Ψ
(ε) in equation (6.6) could be obtained from (6.4) as follows:
(6.20)
|R(ε)| ≤
[(
α
3
) (
3
2
)α−3
(|a| + 2|bζ|)3 + 2
(
α
2
) (
3
2
)α−1
(|a| + 2|bζ|)|b|
]
≤
1
ε
[(
α
3
) (
3
2
)α−3
(|a| + 2|bζ|)2 + 2
(
α
2
) (
3
2
)α−1
|b|
]
≤ c4
1ε
 (|x|
2 + R2)
1
2
T − ct

2
+
 (|x|
2 + R2)
1
2
T − ct

3
+ ε
 (|x|
2 + R2)
1
2
T − ct

4
and nowwe can control ε2 and higher order terms in (6.6) using (6.15),(6.17)
and (6.20) :
(6.21)
ε2
2n
∂tBi + 12n
(
Ψ
n
)α∑
j
{
α
2Ψ
(B2i − B
2
j ) +
(
α
2
) (
1
2Ψ
)2
(Ai + A j)
2(Bi − B j) + R(ε)(Ai − A j)
}
≤ c5
Ψ
T − ct

 (|x|
2 + R2)
1
2 ε
T − ct
 +
 (|x|
2 + R2)
1
2 ε
T − ct

2
+
 (|x|
2 + R2)
1
2 ε
T − ct

3
and
ε3
2n
 12n
(
Ψ
n
)α∑
j
R(ε)(Bi − B j)

≤ c5
Ψ
T − ct

 (|x|
2 + R2)
1
2 ε
T − ct

2
+
 (|x|
2 + R2)
1
2 ε
T − ct

3
+
 (|x|
2 + R2)
1
2 ε
T − ct

4 .
In conclusion, there is some positive constant c3 such that
(6.22) LHS of (6.6) ≤
[
−c1 + (c2 + c5)c3 + 2c5c
2
3 + 2c5c
3
3 + c5c
4
3
] Ψ
T − ct
on (x, t) satisfying (|x|
2+R2)
1
2 ε
T−ct < c3.
Finally, we get the desired inequality by changing c3 into smaller one so
that
−c1 + (c2 + c5)c3 + 2c5c
2
3 + 2c5c
3
3 + c5c
4
3 < 0.

Remark 6.4. We can notice the proof of Proposition 6.3 will not be applied if ρ
decays faster than
(
1
|x|2
) 1
α . The ε and ε2 order terms in RHS of (6.6) can’t be
controlled by 0-th order term on the region (|x|2 +R2)
1
2 < c4ε (T − tc) for some fixed
c4 (independent of ǫ). In fact, if ρ has faster decay, c4 should get smaller as ε→ 0.
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Proposition 6.5. In above setting, if ui are defined as (6.3) usingΨ in place of ρ,
there exists c6 = c6(c, n, α) > 0 s.t.
1
4n
Ψ ≤ uε
i
≤
3
4n
Ψ for all i = 1, . . . , 2n
on (|x|2 + R2)
1
2 < c6ε (T − tc) and t ∈ [0,
T
c ).
Proof. It follows from a simple computation with (6.17) 
By combining Proposition 6.3 and 6.5, we have our desired family of local
solutions.
Corollary 6.1. For all ε > 0 and Ψα,n,R,T of (6.11), there exists a family {u
ε
i }
2n
i=1
which is a subsolution of (1.1) satisfying 14nΨ ≤ u
ε
i
≤ 34nΨ on (|x|
2 + R2)
1
2 <
c
ε (T − tc) and t ∈ [0,
T
c ). Constants c and c depend on n and α.
7. Diffusive limit with general initial data when k = kα
When the interaction rate is of our concern k = kα, we nowprove diffusive
limit convergence of (1.1) toward (1.7) with unbounded and degenerate
initial data. The final goal is to prove themain result of this paper, Theorem
1.1. As it is pointed, we show local positive bounds by using barriers
obtained in Section 6. Then, the rest of the proof would be a consequence
of theory in Section 5. First of all, for these unbounded solutions, we need
a generalized notion of solution (1.1).
Definition 7.1. (Mild solution of (1.1)) {ui}
2n
i=1
∈ C([0,T], L1
loc
(Rn)) is called mild
solution of (1.1) if this is C([0,T], L1(Rn)) limit of some weak solution of (1.1)
{ui}n.
It is obvious from the definition and the L1-contraction property of kα,
|α| ≤ 1 that there exists a unique mild solution when the initial data is
L1-perturbation of L∞
loc
. i.e. there exist fi in L
∞
loc
such that fi − gi ∈ L
1(Rn).
Moreover, these solutions also have L1-contraction property if two solutions
are L1 close initially.
Next, we need a local subsolution of Section 6.2 for all ranges of α. Thus
let us introduceΨ in these ranges.
Definition 7.2. For n ≥ 2 and α ∈ [−1, 1], let us define Ψα,n,R,T = ΨR,T as
follows: (c.f. Proposition 6.2)
(1) If α ∈ ( 2n , 1] and n ≥ 3,
ΨR,T(x, t) = Cα
(
T−ct
|x|2+R2
) 1
α , (Cα)α = 2nα−1
(
n − 2α
)
c − 1 > 2α
1
n− 2α
.
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(2) If α = 2n and n ≥ 2,
ΨR,T(x, t) =
(
1
n1−α
) 1
α
 T(
|x|2+R2e
4nt
T
)
( tT+1)

1
α
.
(3) If α ∈ (0, 2n ) and n ≥ 2,
ΨR,T = Cα
(
T
|x|2+R2(t+T)
4
2−nα
) 1
α
, (Cα)α = 2nα−1
(
2
α − n
)
.
(4) If α = 0 and n ≥ 2,
ΨR,T =
R2
(4π(t+T))
n
2 c
e−
cˆn|x|2
4(t+T) , c > cˆ > 1
(5) If α ∈ [−1, 0) and n ≥ 2,
ΨR,T = Cα
(
t+T
R2T
2
2−nα −|x|2
) 1
α
+
, (Cα)α = 2nα−1
(
n − 2α
)
.
Ψ in Definition 7.2 are mostly small modifications of Barrenblat and fun-
damental soltuions of (1.7) and they are subsolutions of (1.7). In order to
obtain positive local uniform lower bounds, it is crucial to have similar
versions of Corollary 6.1 in other ranges of α and n.
Thus, we are going to show similar estimates given in Section 6.2. First
in the case (2), we have:
(7.1)
Ψt − ∇ · (
∇Ψ
n1−αΨα
) = −
2n (T − t)T
R2e
4nt
T
|x|2 + R2e
4nt
T
+
1
t
T + 1
 ΨαT
< −
1
2αT
Ψ < 0
on 0 < t < T. Moreover,
(7.2)
|Ai| ≤ c0
Ψ
T
(
|x|2 + R2e
4nt
T
) 1
2
, |∂tAi| ≤ c0
Ψ
T2
(
|x|2 + R2e
4nt
T
) 1
2
,
|Bi| ≤ c0
Ψ
T2
(
|x|2 + R2e
4nt
T
)
, |DviBi| ≤ c0
Ψ
T2
(
|x|2 + R2e
4nt
T
) 1
2
,
|∂tBi| ≤ c0
Ψ
T3
(
|x|2 + R2e
4nt
T
)
, |ΨαAi| ≤ c0Ψ
(
|x|2 + R2e
4nt
T
)− 12
,
and |ΨαBi| ≤ c0
Ψ
T
on 0 < t < T where c0 = c0(n, α).
Corollary 7.1. (c.f. Corollary 6.1) Suppose α = 2n and n ≥ 2. For all ε > 0 and
ΨR,T of Definition 7.2, there exists a family {u
ε
i }
2n
i=1
which is a subsolution of
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satisfying 14nΨ ≤ u
ε
i
≤ 34nΨ on
(
|x|2 + R2e
4nt
T
) 1
2 < cεT and t ∈ [0,T). The constant
c depends on n and α.
Proof. This is just a reproduction of Proposition 6.3 and 6.5. Every error and
remainder estimate in those propositions could be rewritten by replacing
(|x|2+R2)
1
2
T−ct with
(|x|2+R2e
4nt
T )
T . 
Next, in the case (3), similar argument as in case (2) gives us the following:
(7.3)
Ψt − ∇ · (
∇Ψ
n1−αΨα
) = −
 22 − nα
R2(t + T)
4
2−nα
|x|2 + R2(t + T)
4
2−nα
T − t
T + t
+ 1
 ΨTα
< −
Ψ
Tα
< 0
on 0 < t < T. Moreover,
(7.4)
|Ai| ≤ c0
Ψ
T
(
|x|2 + R2(t + T)
4
2−nα
) 1
2
, |∂tAi| ≤ c0
Ψ
T2
(
|x|2 + R2(t + T)
4
2−nα
) 1
2
,
|Bi| ≤ c0
Ψ
T2
(
|x|2 + R2(t + T)
4
2−nα
)
, |DviBi| ≤ c0
Ψ
T2
(
|x|2 + R2(t + T)
4
2−nα
) 1
2
,
|∂tBi| ≤ c0
Ψ
T3
(
|x|2 + R2(t + T)
4
2−nα
)
, |ΨαAi| ≤ c0Ψ
(
|x|2 + R2(t + T)
4
2−nα
)− 12
,
and |ΨαBi| ≤ c0
Ψ
T
on 0 < t < T where c0 = c0(n, α).
Corollary 7.2. Suppose α ∈ (0, 2n ) and n ≥ 2. For all ε > 0 and ΨR,T of
Definition 7.2, there exists a family {uεi }
2n
i=1
which is a subsolution of (1.1) satisfying
1
4nΨ ≤ u
ε
i
≤ 34nΨ on
(
|x|2 + R2(t + T)
4
2−nα
)
< cεT and t ∈ [0,T). The constant c
depends on n and α.
Proof. It can be proved same as Corollary 7.1. 
In the case (4), we have the same kinds but slightly different estimates:
(7.5)
Ψt − ∇ · (
∇Ψ
n1−αΨα
) = −
[
cˆ(cˆ − 1)
2
|x|2
(t + T)2
+ (c − cˆ)
1
t + T
]
nΨ
2
< −c1
[
1
t + T
+
|x|2
(t + T)2
]
Ψ < 0
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on 0 < t < ∞ and c1 = c1(c, c) = c1(n, α) when cˆ and c are fixed. Moreover,
we have
(7.6)
|Ai| ≤ c0Ψ
(
|x|
t + T
)
,
|∂tAi| ≤ c0Ψ
(
|x|
(t + T)2
+
|x|3
(t + T)3
)
= c0
[
1
t + T
+
|x|2
(t + T)2
]
Ψ
|x|
t + T
,
|Bi| ≤ c0Ψ
(
1
t + T
+
|x|2
(t + T)2
)
,
|DviBi| ≤ c0Ψ
(
|x|
(t + T)2
+
|x|3
(t + T)3
)
= c0
[
1
t + T
+
|x|2
(t + T)2
]
Ψ
|x|
t + T
,
and |∂tBi| ≤ c0Ψ
(
1
(t + T)2
+
|x|2
(t + T)3
+
|x|4
(t + T)4
)
on 0 < t < ∞ where c0 = c0(n, α).
Therefore following similar argument of Proposition 6.3 and 6.5, we
obtain a version of Corollary 6.1 in the case (4).
Corollary 7.3. Suppose α = 0 and n ≥ 2. There exists ε0(n, α,T) such that for
all 0 < ε < ε0(n, α,T) > 0 andΨR,T of Definition 7.2, there exists a family {u
ε
i }
2n
i=1
which is a subsolution of (1.1) satisfying 14nΨ ≤ u
ε
i
≤ 34nΨ on |x| <
c
ε (t + T) and
t ∈ [0,∞). the constant c depends on n and α.
Proof. It comes from the same line of the argument as Corollaries above, but
we need an extra dependence of ε with respect to T since we need c0t+T and
c0
(t+T)2
to be small in the proof. The proof is much simpler except for slightly
different estimates (7.6). Actually when α = 0 in (6.6), the remainder term
R and the other terms having α or
(α
2
)
coefficients are zero. 
Finally in the case (5), since those expressionswe are going to use involve
sign operator, the derivatives are not classical, but they are given in weak
notion. Ψ doesn’t have weak second derivatives because second deriva-
tives blow up at the boundary of the support. However, Ψ1−α has second
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derivatives. In fact, we can check that
(7.7)
∂iΨ
1−α = (Cα)
1−α∂i
∣∣∣∣∣∣
R
2T
2
2−nα − |x|2
t

∣∣∣∣∣∣
1−α
−α
+
= (Cα)
1−α 1 − α
−α
R
2T
2
2−nα − |x|2
t

− 1α
sgn+
R
2T
2
2−nα − |x|2
t
 2xi
=
(1 − α)(Cα)1−αxi
−α
∣∣∣∣∣∣
R
2T
2
2−nα − |x|2
t

∣∣∣∣∣∣
− 1α
+
and the last expression has first order weak derivatives. Thus, expressions
like ∇Ψ
Ψα
need to be interpreted as ∇Ψ
1−α
1−α .
From this we can do actual computations and get the following estimate:
(7.8)
Ψt − ∇ ·
(
∇Ψ
n1−αΨα
)
=
1
α
2
2 − nα
 R
2T
2
2−nα
R2T
2
2−nα − |x|2

+
Ψ
t + T
≤
1
α
1
2 − nα
R
2T
2
2−nα + |x|2
R2T
2
2−nα − |x|2

+
Ψ
t + T
.
In addition, we can check
(7.9)
|Ai| ≤ c0
Ψ
(t + T)
(
|x|2 + R2T
2
2−nα
) 1
2
, |∂tAi| ≤ c0
Ψ
(t + T)2
(
|x|2 + R2T
2
2−nα
) 1
2
,
|Bi| ≤ c0
Ψ
(t + T)2
(
|x|2 + R2T
2
2−nα
)
, |DviBi| ≤ c0
Ψ
(t + T)2
(
|x|2 + R2T
2
2−nα
) 3
2
(
R2T
2
2−nα − |x|2
)
+
,
|∂tBi| ≤ c0
Ψ
(t + T)3
(
|x|2 + R2T
2
2−nα
)
≤ c0
Ψ
(t + T)3
(
|x|2 + R2T
2
2−nα
)2
(
R2T
2
2−nα − |x|2
)
+
,
|ΨαAi| ≤ c0Ψ
(
|x|2 + R2T
2
2−nα
) 1
2
(
R2T
2
2−nα − |x|2
)
+
, and |ΨαBi| ≤ c0
Ψ
t + T
(
|x|2 + R2T
2
2−nα
)
(
R2T
2
2−nα − |x|2
)
+
for some c0 = c0(n, α).
Now we can formulate our last corollary in this case (5).
Corollary 7.4. Suppose α ∈ [−1, 0) and n ≥ 2. Then, there exist ε0(n, α) > 0
such that for all 0 < ε < ε0(n, α) and ΨR,T of Definition 7.2, there exists a
family {uεi }
2n
i=1
which is a subsolution of (1.1) satisfying 14nΨ ≤ u
ε
i
≤ 34nΨ on(
|x|2 + R2T
2
2−nα
) 1
2 < cε (t + T) and t ∈ [0,∞). The constant c depends on n and α.
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Proof. It can be proved same as corollaries above. 
Now we are ready to prove the proposition for positive lower bounds.
Proposition 7.1. For n ≥ 2 and |α| ≤ 1, suppose mild solution, uε
i
, of (1.1) has
initial data gi ∈ L
1
loc
(Rn) with lower bound gi ≥
3
4nΨR,T for some R and T > 0.
Then there exists universal constants C = C(n, α) > 0 such that for every space-
time compact set K ⊂ Rn × [0,CT), there exist εK > 0 satisfying uεi ≥
1
4nΨR,T on
K for 0 < ε < εK.
Proof. We first consider case (1) of Definition 7.2. Let us choose C =
1
2min
(
c, 1c
)
using constants in Corollary 6.1. Then, the constructed explicit
local subsolution uε
i
in Proposition 6.5 is a subsolution of (1.1) satisfying
1
4nΨ ≤ u
ε
i
≤ 34nΨ on
(7.10) Kε1 = {(x, t) ∈ Q | ε(|x|
2 + R2)
1
2 ≤ CT and t ∈ [0,CT]}.
For any K = Qr,t0 with 0 < t0 < CT, there exists εK > 0 such that
t0
ε
+ r <
((
CT
ε
)2
− R2
) 1
2
if 0 < ε < εK.
This implies Q
r+
t0
ε ,t0
⊂ Kε
1
, and now we can apply comparison principle of
Theorem 3.3 (ii) between uε
i
and uε
i
. Then we have uε
i
≥ 14nΨ on K = Qr,t0 .
The other cases of Definition 7.2 could be proved in similar ways. As
(7.10), we define
(7.11)
Kε1 =

{(x, t) ∈ Q |
(
|x|2 + R2e
4nt
T
) 1
2 < cεT and t ∈ [0,T]) in case (2)
{(x, t) ∈ Q |
(
|x|2 + R2(t + T)
4
2−nα
)
< cεT and t ∈ [0,T]) in case (3)
{(x, t) ∈ Q | |x| < cε (t + T) and t ∈ [0,∞)) in case (4)
{(x, t) ∈ Q |
(
|x|2 + R2T
2
2−nα
) 1
2 < cε (t + T) and t ∈ [0,∞)) in case (6)
where each constant c comes fromCorollary 7.1, 7.2, 7.3, and 7.4 respectively.
Let us choose C = min(c, 1) > 0, and then it is easy to check that for any
K = Qr,t0 with 0 < t0 < CT there exist samll eK such that Qr+ t0ε ,t0
⊂ Kε
1
for
ε < εK. Applying comparison principle of Theorem 3.3 (ii) again, we prove
the proposition.

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Applying Proposition 7.1, we can prove the convergence in diffusive limit
under certain general conditions on initial data. As mentioned before, we
can divide six cases into two groups depending on whether Barenblatt type
solution has finite mass or not.
Proposition 7.2. For n ≥ 2 and |α| ≤ 1, suppose initial data gi in (1.1) are locally
integrable, which mean gi ∈ L
1
loc
(Rn).
(i) For α ∈ [ 2n , 1], i.e. case (1) and (2), if there exist fi ∈ L
∞ i = 1, 2, . . . , 2n
satisfying gi − fi ∈ L
1(Rn) and fi ≥
3
4nΨR,T(0) for some R > 0 and T > 0,
then as ε→ 0 we have
uεi →
ρ
2n
in L1loc(R
n × (0,CT))
where ρ is a weak solution of (6.10) with initial data
∑
i gi. Moreover, under
the condition (1.11), we have
ρε → ρ in C([0,CT), L1loc(R
n)) .
C = C(n, α) is constant obtained in Proposition 7.1.
For α = 1, if (6.10) has no uniqueness of solution for the initial data,
the convergence takes along a subsequence for each given sequence ε j → 0.
Otherwise, they convergence arbitrarily as ε→ 0.
(ii) For α ∈ [−1, 2n), i.e. case (4),(5), and (6), if there exist fi ∈ L
∞ i = 1, 2, . . . , 2n
satisfying gi − fi ∈ L
1(Rn), then as ε→ 0 we have
uεi →
ρ
2n
in L1loc(R
n × (0,∞))
whereρ is the uniqueweak solution of (6.10)with initial data
∑
i gi. Moreover,
under the condition (1.11), we have
ρε → ρ in C([0,T], L1loc(R
n)) for all T > 0
where the limit is unique.
Proof. For any n and α, suppose gi ≥
3
4nΨα,n,R,T(0) for some R and T > 0
and uniformly bounded, say gi ≤ M. By Proposition 7.1, we have locally
uniform positive lower bound for small ε > 0 on t ∈ [0,CT). As it is pointed,
positive local lower and upper bounds are sufficient to prove diffusive limit
of (1.1). Thus, we can simply adopt Theorem 5.3 and obtain uε
i
→
ρ
2n in
L2
loc
(Rn × (0,CT)) and ρε → ρ in C([0,CT), L1
loc
(Rn)) convergence.
Now in the case (i),
[
3
4n
ΨnR,T(0) − gi]+ ≤ [
3
4n
ΨR,T(0) − gi]+ ≤ [ fi − gi]+ ∈ L
1
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and
[gi − ( fi + n)]+ ≤ [gi − fi]+ ∈ L
1.
Thus if we define
gi,n :=

fi + n if gi ≥ fi + n
gi if fi + n > gi ≥
3
4n
ΨnR,T
3
4n
ΨnR,T otherwiese,
we have gi,n − gi → 0 in L
1 as n → ∞ by dominated convergence theorem.
Suppose uε
i,n
are solutions of (1.1) with initial data gi,n. Set ρn and ρ to be
solutions of (6.10) with initial data
∑
gi,n and
∑
gi, respectively. From the
result above, we have uε
i,n
→
ρn
2n in L
2
loc
(Rn × (0,CT)) and
∑
i u
ε
i,n
→ ρn in
C([0,CT), L1
loc
(Rn)). Moreover, L1-contraction among solutions of (1.1) and
solutions of (6.10) says∑
i
∥∥∥uεi,n(t) − uεi (t)
∥∥∥
1
≤
∑
i
∥∥∥gi,n − gi∥∥∥1 → 0
and ∥∥∥ρn(t) − ρ(t)∥∥∥1 ≤
∥∥∥∑
i
(gi,n − gi)
∥∥∥
1
→ 0
as n → ∞. Observations above lead us to prove (i). We can only prove a
convergence along some subsequence to some solution ρ of (6.10) in case
α = 1 since there is no uniqueness of solution in that case with this decay
assumption.
Case (ii) is not much different from (i). For any given T > 0, let us define
gi,n :=

fi + n if gi ≥ fi + n
gi if fi + n > gi ≥
3
4n
Ψn,T
3
4n
Ψn,T otherwiese,
then gi,n − gi → 0 in L
1 as n → ∞ as before. By the same line of argument,
we get the result. 
Remark 7.3. In the case (1) and (2), if fi has thicker lower bound lim inf |x|→∞ |x|
2
α fi =
∞, then we can prove the convergence locally upto infinite time. i.e.
uεi →
ρ
2n
in L1loc(R
n × (0,∞)) and
ρε → ρ in C([0,T), L1loc(R
n)) for all T > 0 under the condition (1.11).
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So far, we have forcused on obtaining positive lower bounds, and thus
our giwas chosen to be L
1-perturbation of L∞ function fi. However, through
the same barrier argument, we may get local upper bound in the same way
as we got the lower bound in Proposition 7.1. We need to construct super-
solutions for this case. As ρ gets larger, diffusion gets faster in PME range.
Therefore, the finite time blow-up arises in PME range with fast growing
initial data as the finite time extinction happens in FDE range with fast
decaying initial data.
Now we start with the case (5), which gives us PME in the limit. For
α ∈ [−1, 0) and n ≥ 2, we may define
ΨR,T(x, t) = Cα
(
T − ct
|x|2 + R2
) 1
α
, (Cα)
α = 2nα−1
(
n −
2
α
)
c > 1.
Then we have:
(7.12)
Ψt − ∇ · (
∇Ψ
n1−αΨ
α ) =
[
c +
nα
2 − nα
−
2
2 − nα
|x|2
|x|2 + R2
]
−Ψ
α(T − ct)
> (c − 1)
−Ψ
α(T − ct)
> 0
on 0 < ct < T. Moreover,
(7.13)
|Ai| ≤ c0
Ψ
T − ct
(
|x|2 + R2
) 1
2 , |∂tAi| ≤ c0
Ψ
T − ct2
(
|x|2 + R2
) 1
2 ,
|Bi| ≤ c0
Ψ
T − ct2
(
|x|2 + R2
)
, |DviBi| ≤ c0
Ψ
T − ct2
(
|x|2 + R2
) 1
2 ,
|∂tBi| ≤ c0
Ψ
T − ct3
(
|x|2 + R2
)
, |Ψ
α
Ai| ≤ c0Ψ
(
|x|2 + R2
)− 12 ,
and |Ψ
α
Bi| ≤ c0
Ψ
T − ct
on 0 < ct < T where c0 = c0(n, α).
Corollary 7.5. (c.f. Corollary 6.1) Suppose α ∈ [−1, 0) and n ≥ 2. For all ε > 0
andΨR,T of Definition above, there exists a family {u
ε
i }
2n
i=1
which is a supersolution
of (1.1) satisfying 14nΨ ≤ u
ε
i
≤ 34nΨ on (|x|
2 + R2)
1
2 < cε (T − ct) and t ∈ [0,
T
c ).
The constant c > 1 depends on n and α.
Proof. Proof is the same as previous corollaries. 
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In the case (4), α = 0, we define
ΨR,T(x, t) =
R2
(4π(T − t))
n
2 c
e
cˆn|x|2
4(T−t) , 0 < cˆ < 1 and c > cˆ
(7.14)
Ψt − ∇ ·
(
∇Ψ
n1−αΨ
α
)
=
[
cˆ(1 − cˆ)
2
|x|2
(T − t)2
+ (c − cˆ)
1
T − t
]
Ψ
2
> c1
[
1
T − t
+
|x|2
(T − t)2
]
Ψ > 0
on 0 < t < ∞ and c1 = c1(c, c) = c1(n, α) when cˆ and c are fixed. Moreover,
we have
(7.15)
|Ai| ≤ c0Ψ
(
|x|
T − t
)
,
|∂tAi| ≤ c0Ψ
(
|x|
(T − t)2
+
|x|3
(T − t)3
)
= c0
[
1
T − t
+
|x|2
(T − t)2
]
Ψ
|x|
T − t
,
|Bi| ≤ c0Ψ
(
1
T − t
+
|x|2
(T − t)2
)
,
|DviBi| ≤ c0Ψ
(
|x|
(T − t)2
+
|x|3
(T − t)3
)
= c0
[
1
T − t
+
|x|2
(T − t)2
]
Ψ
|x|
T − t
,
and |∂tBi| ≤ c0Ψ
(
1
(T − t)2
+
|x|2
(T − t)3
+
|x|4
(T − t)4
)
on 0 < t < ∞ where c0 = c0(n, α).
Following the similar argument of Proposition 6.3 and 6.5, therefore, we
obtain a version of Corollary 6.1 in the case (4).
Corollary 7.6. Suppose α = 0 and n ≥ 2. There exist ε(n, α,T) such that for
all 0 < ε < ε(n, α,T) and ΨR,T of Definition above, there exists a family {u
ε
i }
2n
i=1
which is a supersolution of (1.1) satisfying 14nΨ ≤ u
ε
i
≤ 34nΨ on |x| <
c
ε (T− t) and
t ∈ [0,T). The constant c depends on n and α.
Proof. Same as Corollary 7.3. 
Now in remaining cases (1),(2) and (3), since
Ψt − ∇ ·
(
Ψ
n1−αΨ
α
)
= Ψt −
(
n
Ψ
)α
∆Ψ
n
+ α
(
n
Ψ
)α
|∇Ψ|2
nΨ
.
It could be observed that
Ψ0,n,R,T(x, t) =
R2
(4π(T − t))
n
2 c
e
cˆn|x|2
4(T−t) , 0 < cˆ < 1 and c > cˆ
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is again a supersolution of (6.10) even when α ∈ (0, 1] for R > R(α, n,T) >
0. Moreover when α ∈ (0, 1], the same estimates (7.14) and (7.15) with
appropriate c0 and c1 could be obtained if R is large.
Corollary 7.7. Suppose α ∈ (0, 1] and n ≥ 2. There exist ε0(n, α,T) > 0
and R(n, α,T) > 0 such that for ΨR,T of (7.14) with 0 < ε < ε0(n, α,T) and
R > R(n, α,T) > 0 , there exists a family {uεi }
2n
i=1
which is a supersolution of (1.1)
satisfying 14nΨ ≤ u
ε
i
≤ 34nΨ on |x| <
c
ε (T − t) and t ∈ [0,T). Constant c depends
on n and α.
Proof. Same as Corollary 7.5. 
It is not hard to show a propositionwhich corresponds to Proposition 7.1
in the upper bound case.
Proposition 7.4. For n ≥ 2 and |α| ≤ 1, suppose mild solution, uε
i
, of (1.1) has
initial data gi ∈ L
1
loc
(Rn) with upper bound gi ≤
1
4nΨR,T for some R and T > 0.
Then there exists universal constants C = C(n, α) > 0 such that for every space-
time compact set K ⊂ Rn × [0,CT), there exist εK > 0 satisfying uεi ≤
3
4nΨR,T on
K for 0 < ε < εK.
We can formulate our main result, Theorem 1.1.
7.1. Proof of Theorem 1.1. The proof would be very similar to Proposition
7.2. First, from the definition of T1 in Theorem 1.1, there exist C1(n, α) > 0
such that [ 34nΨ1,T − gi]+ ∈ L
1(Rn) for all 0 < T < C1T1. Similarily, there exist
C2(n, α) > 0 such that [gi −
1
4nΨ1,T]+ ∈ L
1(Rn) for all T < C2T2. Thus for
0 < T < min(C1T1,C2T2), if we define
gi,m :=

1
4n
Ψm,T if
1
4n
Ψm,T ≤ gi
gi if
3
4n
Ψm,T < gi ≤
1
4n
Ψm,T
3
4n
Ψm,T otherwiese,
then we have gi,m → gi in L
1(Rn) as n →∞.
We are going to use notations uε
i,n
and ρn defined in Proposition 7.2.
For each fixed m ∈ N and 0 < T < min(CC1,CC2) · min(T1,T2), if K is given
compact set inRn×[0,T], there exist εK > 0 such that
1
4nΨm,T ≤ u
ε
i,m
≤ 34nΨm,T
on K for 0 < ε < εK by Proposition 7.1 and 7.4. Constants C and C came
from the two propositions. Using these local upper and lower bounds, it
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is clear that uε
i,m
→
ρm
2n in L
2
loc
(Rn × (0,T)) and ρεm → ρm in C([0,T], L
1
loc
(Rn))
convergence under the condition (1.11).
Finally, L1-contraction among solutions of (1.1) and solutions of (6.10)
says ∑
i
∥∥∥uεi,m(t) − uεi (t)
∥∥∥
1
≤
∑
i
∥∥∥gi,m − gi∥∥∥1 → 0, and
∥∥∥ρm(t) − ρ(t)∥∥∥1 ≤
∥∥∥∑
i
(gi,m − gi)
∥∥∥
1
→ 0
as m →∞ and this proves the theorem.
Remark 7.5. In order to construct barriers, we have assumed that the initial data
have lower bounds O
(
|x|−
2
α
)
for α ≥ 2n or upper bounds O
(
|x|−
2
α
)
for α < 0 to
obtain estimates corresponding to (6.16) and (6.17). Those decay and growth rates
are kinds of optimal rates where our method works.
On the other hand, those rates are kinds of crucial rartes in the theory of FDE
and PME. When α > 2n , initial data with this decay profiles are typical members
of Marcinkiewicz space M
nα
2 (Rn). This is considered as natural exitinction space
of FDE. i.e. it is a critical rate where extiction behavior take place. One can refer
[V2] for more detailed theory about extinction behavior and role of Marcinkiewicz
space in that theory. When α < 0, growth rate |x|−
2
α is critical rate in blow-
up phenomeonon and existence theory. It is known that (6.10) with initial data
satisfying
∫
BR
ρ0dx ∼ O(R
n− 2α ) has an existence of solution in a short time and
o(Rn−
2
α ) has a long time existence. Notice that our growth assumption in this
paper is slightly restrictive than this integral growth assumption above. More
detail could be found at standard texts such as [DK] and [V].
7.2. Notes on n = 1 and other interaction rates. When n = 1 and |α| ≤ 1,
our equation is exactly same as the equation investigated in [SV]. For the
case α > 1, the system has no L1-contraction lemma. Even in this case,
we have comparison principle if solutions are locally bounded, [SV] [NH].
For 1 < α < 2, there is a family of global in time, source type Barenblatt
solution of target ultra fast diffusion equation. Using this and the same
method we used, we may prove diffusive limit convergence if initial data
has a lower bound of Barenblatt type profile. For α ≥ 2, target equation has
a Barenblatt type solution which is not in L1. This corresponse to 2n ≤ α ≤ 1
cases of higher dimension. Thus, we may prove convergence for a short
time, whose length depending on tail thickness. Unlike other higher di-
mensional L1 contractive case , we may not weaken the initial condition
as L1 purtabation of the Barenblatt profile. We can also deal with growing
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unbounded initial data in the same way.
On the other hand, there are other interaction terms which give us the
same target FDE or PME for n ≥ 1. First of all, we may use interaction term
proposed in [TL] in their higher dimension model:
(7.16) A(x)

u1
u2
...
u2n

=

∑2n
j=1 ρ
α(u j − u1)∑2n
j=1 ρ
α(u j − u2)
...∑2n
j=1 ρ
α(u j − u2n)

=

ρα(ρ − 2nu1)
ρα(ρ − 2nu2)
...
ρα(ρ − 2nu2n)

.
By taking derivative of f (x, y) = (x+ y)α(x− (2n− 1)y) w.r.t. x, y > 0, we can
prove above system has L1-contraction for −1 ≤ α ≤ 12n−1 and comparison
priciple for other α among locally bounded solutions. Next,
(7.17) A(x)

u1
u2
...
u2n

=

u
(α+1)
j
− u
(α+1)
1
u
(α+1)
j
− u
(α+1)
2
...
u
(α+1)
j
− u
(α+1)
2n

gives L1-contraction for α ≥ −1 and comparison principle for other α. The
same method could be employed to prove limit convergence and limit
equation will be the same FDE and PME ρt = ∆ρ1−α which are the same
upto constant factors.
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