The supercritical short-wave oscillatory bifurcation is studied in finite systems using the amplitude ͑Ginzburg-Landau͒ equation. Numerical simulations show that a zero-flux boundary stabilizes sources of target patterns. As a result, stable sources attached to the boundary can exist at small overcriticality, under the condition of convective instability of the homogeneous steady state. Oscillating target patterns and alternating wave packets are formed if the coupling between left and right propagating waves is strong.
I. INTRODUCTION
In extended systems, three types of simple instabilities of a spatially uniform steady state are responsible for a variety of patterns which can be classified as follows: ͑1͒ oscillatory in time and uniform in space, ͑2͒ stationary in time and periodic in space, and ͑3͒ oscillatory in space and time ͓1͔. For reaction-diffusion systems, all three instabilities were studied by Turing ͓2͔. Of these three, the oscillatory instability at finite wave number, i.e., the short-wave instability, is the least studied.
The short-wave instability has been found in binary fluid convection and in electroconvection in liquid crystals ͓1͔. Recently, standing waves and other spatiotemporal patterns connected with this type of instability have been found in oscillating heterogeneous reactions when diffusion of the autocatalyst ͑activator͒ is supplemented by a global negative feedback. Jakubith et al. ͓3͔ found standing concentration waves in carbon monoxide oxidation on the surface of a Pt monocrystal. These standing waves were obtained in a mathematical model that took into account the surface reactions, surface diffusion of the autocatalyst, and global coupling through the gas phase ͓4͔. Standing waves were observed during electrochemical dissolution of nickel ͓5͔, and various relevant patterns were found during the atmospheric oxidation of hydrogen, propylene, methylamine, and ammonia on heated metallic wires and ribbons ͓6͔. Middya et al. performed systematic simulations with simple models of relaxation oscillators supplemented with diffusion and global negative feedback. They found various types of standing waves, target patterns, and some more complicated patterns ͓7͔.
Recently, a simple reaction-diffusion model has been developed that contains a relatively large domain of the wave instability. One-dimensional simulations show that the model can generate traveling and standing waves, modulated waves, alternating waves on rings, asymmetric standingtraveling wave patterns, and target patterns, as well as fusion and splitting of defects ͓8͔.
Target patterns seem to be the most important of the patterns that can be generated by the short-wave instability in reaction-diffusion systems, because spontaneous desynchronization of bulk oscillations in real reaction-diffusion systems usually begins with the emergence of target patterns ͓9-11͔. While in experiments target patterns often arise from local inhomogeneities in system parameters ͓12-14͔ ͑e.g., from dust particles or impurities that locally change reaction rates͒, there is a good deal of evidence that these patterns can also emerge from fluctuations of the concentrations that are dynamic variables of the system ͓11,15͔.
The target patterns found in the above models emerge rather far from the onset of the short-wave instability. To find general conditions for a generation of target patterns near the onset, one can analyze the corresponding amplitude, i.e., the complex Ginzburg-Landau, equations ͑GLE͒.
where A is the complex amplitude of the mode traveling to the right, B is that of the mode traveling to the left, and ⑀ is the overcriticality parameter; v is the group velocity, which is a real number. Target pattern formation in coupled complex GLE has been studied by several authors ͓16-22͔. However, these studies do not consider the effects of boundary conditions, which are significant in experimental reaction-diffusion systems. Livshits ͓16͔ and Coullet and co-workers ͓17,21͔ considered a spatially infinite system, so that boundary effects were irrelevant. In the context of reaction-diffusion systems, their results imply that stable target patterns can only exist for large overcriticality (⑀Ͼv 2 Re(d)/4͉d͉ 2 , which is the condition of absolute instability ͓23͔͒, when the validity of the Ginzburg-Landau description has not been rigorously *Electronic address: rovinsky@ep2.chem.brandeis.edu proved. Cross ͓18-20͔ performed an extensive computer study of the GLE with real coefficients in finite systems with no-slip boundary conditions. While these calculations are relevant to convection problems, a similar approach to reaction-diffusion systems normally involves complex GLE with zero-flux boundary conditions. Therefore, the problem of whether the short-wave instability can underlie the mechanism of target patterns in reaction-diffusion systems still exists.
Here we perform a numerical study of the oscillatory Turing bifurcation in the Ginzburg-Landau approximation without restrictions on the coefficients of the corresponding generalized GLE. Systems with periodic and zero-flux boundary conditions are considered. In this approximation, it is these conditions-the absence of bulk flow and of matter exchange through the walls-that correspond to specific features of the original reaction-diffusion systems. We show that, within a certain range of the mode coupling parameter, stable stationary sources of target patterns can exist in the system at small overcriticalities if they are attached to zero-flux boundaries. These structures become oscillating when the coupling between the left-going and right-going waves increases. With still stronger coupling, this oscillation may evolve into a regime of alternating wave packets emitted by the opposite boundaries. In contrast, free-standing sources are only found at a sufficiently large overcriticality, when the instability of the uniform steady state is absolute, in agreement with the argument of Coullet, Frisch, and Plaza ͓21͔ for infinite systems.
In Sec. II we discuss GLE for short-wave bifurcation. Section III describes the numerical procedure employed for the simulations. Sections IV and V treat the cases of periodic boundary conditions and zero-flux boundary conditions, respectively. After Sec. VI, the Appendix gives a derivation of boundary conditions for the GLE corresponding to zero-flux boundary conditions for the original reaction-diffusion system.
II. SCALING GINZBURG-LANDAU EQUATION FOR THE OSCILLATORY TURING BIFURCATION
Here we make Eqs. ͑1͒ and ͑2͒ dimensionless by using scales different from that of ͓1, 16-19͔ In an infinite, or periodic, system two types of solutions are known: standing waves ͑if Ϫ1Ͻ␥Ͻ1), and traveling waves ͑if ␥Ͼ1). Since sources of traveling waves are the focus of the present work, we perform simulations of Eqs. ͑3͒ and ͑4͒ for ␥Ͼ1, outside the domain of the BenjaminFeir instability ͓24͔ (1ϩ␣␦ЈϾ0).
III. NUMERICAL PROCEDURES
Since the complex ODEs ͑3͒ and ͑4͒ represent an ideally ''soft'' system ͑having only one time scale͒, the stability requirements for the numerical integration are not very restrictive. Therefore, the equations were integrated with the first order Euler technique. Double precision complex arithmetic was used. The time and space discretizations were chosen such that their further refinement did not improve the results significantly. The time step was varied within the interval 1-5ϫ10
Ϫ4 and the number of spatial grid points varied from 400 to 800. Two kinds of initial conditions were used: ͑a͒ Aϭ0.005͓1ϩiR 1 (x)͔, Bϭ0.09͓1ϩiR 2 (x)͔ for xϽx 0 , and Aϭ0.1͓1ϩiR 1 (x)͔, Bϭ0.001͓1ϩiR 2 (x)͔ for xϾx 0 , where R j is a random number normally distributed in the interval (0,1); x 0 is the initial position of the source; ͑b͒ Aϭ0.1͓R 1 (x)ϩiR 2 (x)͔, Bϭ0.1͓R 3 (x)ϩiR 4 (x)͔, 0Ͻx ϽL. The ͑b͒ type initial conditions were only used for systems of length Lр10, where no free-standing sources were found.
IV. PERIODIC BOUNDARY CONDITIONS
For ␦Ͻ␦ cr (␦ cr ϭ0.2 for our parameters͒ the solution always converges to a homogeneous traveling wave. Stationary target patterns exist if ␦у␦ cr and the system is long enough ͑Fig. 1͒. Figure 2 shows the domain of target patterns FIG. 1. A stationary target pattern in a system with periodic boundary conditions. The solid line is the stationary envelope of the amplitude of the rightward traveling wave, and the dashed line is that of the wave traveling leftward. The crossover at distance Ϸ10 is a sink and that at Ϸ23 is a source. Parameters: ␣ϭ0.5, ␤ϭ0.25, ␦Јϭ0.5, ␥ϭ4, and ␦ϭ0.2. The units of both axes are dimensionless.
in the ␥-L plane for the case of a single target pattern ͑a ''source'' and a ''sink''͒ present in the system. This figure suggests the existence of a critical length above which the system can support free-standing pacemakers. More than one stable target pattern can be found in a sufficiently long system ͑Fig. 3͒.
V. ZERO-FLUX BOUNDARY CONDITIONS
Zero-flux boundary conditions imply reflection symmetry with respect to the boundary. Stationary sources and sinks also possess reflection symmetry. Therefore, if a system with a stationary source and/or sink is cut in two at the point of reflection symmetry and the zero-flux condition is imposed at the new edge, the new ''half'' of the system should still admit the corresponding half of the originally symmetric solution. Hence, if a source or sink can exist within a system, it should also exist at the zero-flux boundary. However, zeroflux boundary conditions impose the reflection symmetry constraint not only on the solutions but on possible perturbations as well. Therefore, solutions in a system with zero-flux boundaries are subject to a narrower class of possible perturbations, in comparison with those in infinite or periodic systems, and their stability domain may expand as a result. For this reason, one can anticipate stability of sources attached to a zero-flux wall even for ␦Ͻ␦ cr . Our simulations described below confirm this conjecture.
The original zero-flux boundary conditions for the reaction-diffusion equations result in the following boundary conditions for the coupled GLE ͑see the Appendix͒:
As in the case of periodic boundary conditions, stationary free-standing sources can be found in a sufficiently long system ͑Fig. 4͒ for d 0 у␦ cr . The domain of their existence ͑Fig. 5͒ differs insignificantly from that found in the preceding section. Even in a long system, a free-standing source can be stable only far enough from the boundary: otherwise it drifts and eventually attaches to the boundary ͑Fig. 6͒. For shorter systems (Lр15 in our simulations͒ the sources and sinks can only exist if they are attached to the boundaries. Figure 7 illustrates a typical solution when calculations start from spatially asymmetric ͑e.g., random͒ initial conditions. While we have found stationary free-standing sources only under the conditions of absolute instability ␦у␦ cr , stable sources at the boundaries can exist for small ␦ ͑i.e., for small overcriticality and under the condition of convective instability͒ if the coupling parameter ␥ is in the range 1-1.6, see Fig. 8 . In a short system (Lϳ10) a target pattern extends over the entire system, with the source attached to one boundary and the sink attached to the other. In a longer system, each boundary may become a source, with the sink settling in between ͑Fig. 9͒. These results imply that a zeroflux boundary, such as a wall or a dust particle, may become a source even at a very small overcriticality. ␦ϭ0.25, dashed line and circles: ␦ϭ0.2. Other parameters are as in Fig. 1.   FIG. 3 . Two stationary target patterns in a longer system with periodic boundary conditions. Parameters are as in Fig. 1.   FIG. 4 . A stationary target pattern in a system with zero-flux boundary conditions. Parameters: ␣ϭ0.5, ␤ϭ0.25, ␥ϭ2.0, ␦Јϭ0.5, ␦ϭ0.2. The units of both axes are dimensionless.
When ␥ exceeds a certain threshold (␥Ͼ␥ 0 Ϸ1.7 in our case͒ and ␦Ͻ␦ cr , sources at the boundaries become oscillatory ͑Figs. 8 and 10͒. For small ␦ and large enough ␥ the solution takes a form of alternating wave packets, see Fig.  11 .
VI. DISCUSSION
As mentioned, Eqs. ͑3͒ and ͑4͒ have been considered in a number of works ͓16-22͔. However, in Ref. ͓16͔ the diffusion term was completely neglected, while in Refs. ͓17-22͔ it was taken to be of the same order of magnitude as the other terms. Moreover, in the fluid dynamics context, the numerical simulations in Ref. ͓18-20͔ were performed with the real valued equations. Each of these cases would correspond to some type of degeneracy when taken in the context of reaction-diffusion systems.
We consider here Eqs. ͑3͒ and ͑4͒ without these restrictions. For this reason, to obtain Eq. ͑2͒ we employ a spatial scaling different from that used in Refs. ), only the ''convective length'' is justified at finite group velocities, which is the generic case in reaction-diffusion systems.
Solutions that correspond to one-dimensional target patterns are of special interest here. We have shown that a zeroflux boundary may be a source of target patterns at very small overcriticality. While it was previously thought that an inhomogeneity may become a nucleus of a target pattern if it appropriately changes the local kinetic parameters of the system ͓12-14͔, our work shows that ''neutral'' walls or dust particles may also be pacemakers in the case of the oscillatory Turing bifurcation in a reaction-diffusion system.
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APPENDIX
To obtain the boundary conditions for the complex amplitudes A and B one has to recall how these amplitude relate to the solutions of the original reaction-diffusion system. Consider the reaction-diffusion system Ẋ ϭf"X)ϩD⌬X, ͑A1͒
and suppose that it has a homogeneous solution XϭX 0 . Linearization of Eq. ͑A1͒ near X 0 yields
ẋϭAxϩD⌬x, ͑A2͒
where xϭXϪX 0 , f(X 0 )ϭ0, and A 0 ϭ(‫ץ‬f/‫ץ‬x) XϭX 0 is the Jacobian matrix. We also assume that there is a critical wave number k cr , such that for xϭx k cr exp(ik cr r) there is a pair, 
FIG.
10. An oscillating source in a system with zero-flux boundaries. The gray level represent the value of ͉A͉, i.e., the amplitude of the wave traveling to the right, with the dark corresponding to a low value, and the light to a high value. Parameters are as in Fig. 4 , except for ␦ϭ0.1 and Lϭ10.
FIG. 11. Alternating wave packets in a system with zero-flux boundaries. The gray levels represent the value of ͉A͉ϩ͉B͉, i.e., the amplitudes of the waves traveling to the right and to the left, with the dark corresponding to a low value, and the light to a high value. In these calculations when one of the amplitudes was high, the other was near zero. Parameters are as in Fig. 4 , except for ␦ϭ0.005, ␥ϭ10, and Lϭ10.
