ABSTRACT Background modeling and subtraction based on change detection are the first step in many high-level computer vision applications. Many background subtraction methods have been proposed in the recent past and their efforts mainly focus on two aspects: more advanced background models and more complex feature representations. Recently, hierarchical features learned from deep convolutional neural networks have been shown to be effective for many computer vision tasks, such as classification and recognition. However, few researchers try to learn the deep features to address the background subtraction problem. Therefore, in this paper, we propose a novel multiscale fully convolutional network (MFCN) architecture which takes advantage of different layer features for background subtraction. We show that the foreground detection accuracy can be greatly improved by using the deep features learned from the MFCN and instead of building highly complex background models, and the complexity of the background subtraction process can be easily solved during the subtraction operation itself. Experimental results on CDnet 2014 data set and SBM-RGBD data set show that the proposed MFCN-based method achieves state-of-the-art performance while operating at real time.
I. INTRODUCTION
Background subtraction based on change detection is the first step in many high-level computer vision systems. The output of the background subtraction is usually an input to a post higher level process, such as traffic monitoring, object tracking, and action recognition. Therefore, the accuracy of the detection result has a huge effect on these subsequent higher level tasks. Needless to say, the quality of many computer vision applications directly depends on the quality of the background subtraction method used.
Generally speaking, a complete background subtraction process has four components (See Fig. 1 ): (1) model initialization, which regards the initialization process; (2) model representation, which describes what kind of model to be used to represent the background model; (3) model maintenance, which concerns the update mechanism used for adapting the model to the changes; (4) foreground detection, which consists of comparing the current frame with the background image and classifying the pixels as foreground or background. In the past few decades, a multitude of background subtraction methods have been proposed and have achieved promising progress [1] - [3] . However, it is still regarded as a challenging problem due to the complexity of environment such as dynamic backgrounds, illumination changes, shadows, camera jitter, camouflage, and so on. It is not straightforward to handle all these challenges in a single framework.
Recently, convolutional neural networks (CNNs) have drawn a lot of attention in the computer vision community. Hierarchical features learned from deep convolutional neural networks have been shown to be effective for many computer vision tasks such as classification [4] , [5] , recognition [6] , [7] , semantic segmentation [8] , [9] , saliency detection [10] , [11] , and so on. Despite its popularity, only a few researchers are attempting to employ the CNNs for background subtraction. To the best of our knowledge, [12] is the first attempt to apply CNN to solve the background subtraction problem on a single scene and an improved CNN-based method with a novel background image generation was proposed in [13] . Another multi-scale and cascade convolutional neural network based method was proposed in [14] and achieved state-of-the-art results on the CDnet 2014 dataset at present.
However, current CNN-based approaches have several drawbacks. First, it is quite slow for these patch-wise based methods because the network must run each patch separately, so it is difficult to achieve real-time performance, and it also result in a lot of redundancy due to the overlapping patches. Second, using neural networks to classify the background and foreground, only the outputs of the last layer are considered following the recent object recognition tasks. As we know, for high-level visual recognition problems, it is more effective to use features from the last layer as they are more closely related to category-level semantic information. However, for foreground detection, there is a trade-off between the segmentation accuracy and the use of the semantic information. Third, training a robust classifier requires a large number of training samples, while this is not available in background subtraction area. Current CNN-based methods use highly redundant scene-specific data for training will lead to overfitting problems.
Inspired by the above observations, in this paper we propose a novel multiscale fully convolutional network (MFCN) architecture for background subtraction. Our method draws on the recent success of transfer learning and fully convolutional network (FCN) for semantic segmentation. Transfer learning has recently been applied to many areas [15] - [17] . Previously trained network weights are used to initialization and then the weights are fine-tuned on a new dataset. Compared with training a network from random initialization, this method can sometimes achieve better accuracy.
The FCN architecture was first proposed in [8] for image segmentation. By transforming fully connected layers into convolutional layers, the new architecture can be trained endto-end. Compared with patch-wise methods, the FCN-based models can capture more local and global context information, which yields more accurate and detailed segmentation results. And recent research shows that deep features obtained from different convolutional layers can improve the results for different image tasks [5] , [16] . The lower layers contain low-level semantic information but retain higher spatial resolution, while the deep layers capture more high-level semantic information but with less spatial details. Taking features from different convolutional layers into account can get more precise localization and achieve high-level semantics at the same time. Thus in this paper, we re-architect and fine-tune the VGG-16 [5] network and use the fully convolutional network. Multiscale convolution and deconvolution operations are used to make the output of the network has the same size with the input while capturing the local and global context as well as features at various resolutions to make a more accurate foreground segmentation result.
Our contributions lie in two aspects: first, we propose a novel multiscale fully convolutional network (MFCN) architecture which takes advantage of different layer features for background subtraction. Extensive experiments are performed on the CDnet 2014 and SBM-RGBD dataset. The results show that the proposed approach is superior to the existing state-of-the-art methods and also shows real-time performance. Second, we show that in contrast to traditional background subtraction methods which contain complex background modeling and updating processes, our method can simplify these steps into a simple network classification process.
The rest of this paper is organized as follows. Section II gives a brief introduction of related works. Section III describes the framework of the proposed MFCN-based background subtraction method. Section IV shows the experimental results carried out on the CDnet 2014 and SBM-RGBD dataset compared with other state-of-the-art methods. Final conclusions are given in Section V.
II. RELATED WORKS
There are various kinds of background subtraction algorithms, and it is difficult to review all prior works here. Readers are recommended to refer to [1] and [2] for a thorough review of background subtraction. In this section, we focus on several traditional background subtraction algorithms first and then discuss more recently CNN-based background subtraction algorithms.
A. TRADITIONAL BACKGROUND SUBTRACTION
Traditional background subtraction methods mainly manifest in two aspects. The first one is to construct more advanced background models. For example, a very classic and popular background subtraction method GMM was proposed in [18] , which models each pixel with a mixture of VOLUME 6, 2018 Gaussian. As further development, more flexible and adaptive variations were proposed in [19] and [20] to improve the model update speed and the model stability. In [21] , Elgammal et al. proposed a nonparametric approach based on kernel density estimation (KDE), which directly estimates the pixel probability distribution function from the data without any prior assumptions. The algorithm presented in [22] and [23] named SOBS implements a background subtraction approach based on self-organizing neural networks and achieves good results in various situations. ViBe [24] presented a non-deterministic background subtraction method, a stochastic update strategy is used to integrate new scene information into the background model. An improvement of ViBe called SuBSENSE was proposed in [25] which combines the color and local binary similarity pattern features to improve the spatial awareness of change detection.
The second one is to employ a more powerful feature representation such as color features, edge features, motion features, and texture features. Color features are the most commonly used to characterize pixel representations, however, they have some limitations in the presence of challenges such as camouflage, shadows, and illumination changes. To deal with these challenges, other features like edge [26] , motion [27] and texture [28] , [29] features are proposed. The edge features have the merit of dealing with local illumination change and the ghost problems. The motion features are usually calculated via optical flow, so it is computationally expensive. The local binary pattern (LBP) feature [28] is the first texture feature proposed for background subtraction. An improved version called scale invariant local ternary pattern (SILTP) was proposed in [30] , which exceed LBP in the computational efficiency and tolerance to noises. In [31] , an extended scale invariant local binary pattern called ESILBP was proposed and shows considerable robustness for image noise and illumination variations. Recently, local bianry similarity pattern (LBSP) was proposed in [25] and [29] , which took the spatiotemporal information into consideration to enhance the feature discriminant performance.
B. CNN-BASED BACKGROUND SUBTRACTION
The first CNN-based background subtraction approach was proposed in [12] . The key idea of their method is: firstly, a gray scale background image is extracted from several initialization frames with the temporal median operation. Then, for each pixel, two small patches with a size of 27 × 27 centered on the pixel are extracted from the input frame and the background image. Finally, feeding the patches through the trained network to compute the foreground probability for that pixel. However, generating the background image through the temporal median is not always feasible. It is appropriate only when each background pixel is visible for more than 50% of the time. Babaee et al. [13] propose a novel approach for background image generation by combining the segmentation mask from [25] and [32] to alleviate this issue. Another CNN-based background subtraction was proposed in [14] with a multi-scale and cascade convolutional neural network architecture. The input frame is first downsampled into two different scales with 0.75 and 0.5. Then the original input frame and the scaled frames are fed to a basic CNN network which contains 4 convolutional layers and 2 fully connected layers. Finally, the different scale output maps are resized back to the input size and the final foreground segmentation map is obtained with an average pooling operation on these upscaled maps. This approach achieved state-of-theart results on the CDnet 2014 dataset at present. 
III. MFCN-BASED BACKGROUND SUBTRACTION
In this section, we will give a detailed description of the framework for the multiscale fully convolutional network (MFCN) based background subtraction method. Fig. 2 shows the pipeline of our method, which contains two stages. The training stage and the foreground detection stage. During the training stage, a few input frames with their corresponding foreground/background label masks are used to train the model. Once the training process is over, the MFCN model is used for foreground segmentation across all sequences.
A. TRAINING DATA PREPARATION
In order to train our network, we have two ways to get the training data. Depending on the way of the training data is generated, the final background subtraction algorithms can be viewed as supervised and unsupervised. 1) Supervised: The training frames and their corresponding label masks are taken from the Change Detection challenge benchmark dataset, whose ground truths are constructed by the human expert. For example, in the CDnet 2014 dataset [33] , for each sequence, we consider the first 3000 frames (with the ground truths available) as the initialization process (this is about 2 minutes length of video with the frame rate of 25fps). Then, a subset of 200 frames is randomly and manually selected from these frames. Finally, the selected frames with their corresponding ground truths are used to train the model. If the sequence frame number is less than 3000, the training frames are selected across the whole frames. This strategy has a disadvantage that it requires human intervention, but it can greatly improve the detection accuracy. 2) Unsupervised: The training frames and their corresponding label masks are taken from the results generated by other existing background subtraction algorithms. For example, we can use the results generated by PAWCS [34] , which is currently average ranked the first on the CDnet 2014 dataset, as the training data. This strategy has the advantage that it is unsupervised, without human intervention. However, the disadvantage is that the final classification accuracy is determined by the performance of the chosed algorithm. In this paper, we mainly focus on training the network in a supervised manner. After all the training frames and the label masks have been collected, pre-processing is performed on these data. As we will show in section III-B, our network is based on the VGG-16 [5] network architecture and the inputs are with a size of 288 × 288 × 3, so we have to pre-resize all training frames to the fixed size 288 × 288 × 3 (for gray images, we just set the R, G and B channels equal to the gray intensities) and then a mean subtraction is operated on each pixel. For the label masks, since we treat the background and foreground segmentation as a binary classification problem, thus the corresponding training label masks will have two channels (2 classes) with a size of 288 × 288 × 2. The label value is given by:
where p denotes the pixels in the label masks.
B. NETWORK ARCHITECTURE
The architecture of the proposed MFCN is shown in Fig. 3 . A fully convolutional network architecture with multiscale convolution and deconvolution operations. Unlike the previous works [12] , [13] , our method has no need to extract the background images. The input of our network is the RGB frame from different sequences, the output is a probability map (one channel, the size of which is the same as the input).
Here we organize our network into three parts: the pink dashed box (the first row), the orange dashed box (the second row) and the purple dashed box (the third row). The pink dashed box contains the VGG-16 [5] network. As in our experiment, only a small number of training data is available, therefore we fine-tune our model on the VGG-16 network. Compared with training a new network from random initialization, this method can result in better accuracy. We can split the VGG-16 network into 5 stages with each containing some convolution and max pooling operations. The sizes of the corresponding output layers are shown in Fig. 3 . We can see that the lower layers have higher spatial resolutions but perceive only low-level local features, while the deeper layers can perceive more high-level global features but are with lower resolutions. Be different with the original VGG-16 network, we have to make some modifications so that it is suitable for our tasks: firstly, we cut the last stage of the VGG-16 network, including all the fully connected layers. The fully connected layers contain more high-level semantic information but with less spatial details, which is unsuitable for the background subtraction task. And the fully connected layers are computationally expensive, trimming these layers can significantly reduce the complexity of our model and improve the detection speed. Secondly, as we mentioned earlier, taking features from different convolutional layers into account can not only get more precise localization and but also achieve high-level semantics at the same time. Then, in order to aggregate these multiscale features from different feature layers, 3 × 3 convolution kernels are operated on the max pooling output layer in each stage, respectively F 1 , F 2 , F 3 , F 4 and F 5 in Fig. 3 . The output convolution feature maps (X 1 , X 2 , X 3 , X 4 and X 5 ) keep the same spatial resolution with the upper layers and all of them have 128 channels.
The orange dashed box contains the multiscale features (X 1 , X 2 , X 3 , X 4 and X 5 ) extracted from different stages of VGG-16 and the contrast features (C 1 , C 2 , C 3 , C 4 and C 5 ). The contrast feature layers are used to extract the outstanding difference between foreground object and its local neighborhood region. Since in this paper, we treat the background and foreground segmentation as a binary classification problem. From the output binary masks we can see that there is a great contrast between the foreground objects and their backgrounds, and in most cases the foreground objects are uniform connected areas, which means that in the input frames, there should also have a big difference of the features between the foreground and the background. So in order to extract this kind of contrast information, we add a contrast layer after the feature layer X i . The contrast feature C i is calculated as follows:
where avgPool(X i ) is the average pooling operation on the feature X i with a kernel size of 3 × 3. Then the difference between X i and its local average result avgPool(X i ) represents the contrast information. After getting the multiscale features from different layers, a set of deconvolution operations is used to upsample these feature maps to make the final output probability map has the same size as the input, as shown in the purple dashed box of Fig. 3 . However, instead of upsampling the feature maps with a fixed ratio in [8] , e.g: 8x, 16x and 32x. We adopt a stepwise upsampling strategy to produce more refined feature maps. Firstly, the feature map X 5 from the fifth stage of the VGG-16 network is concatenated with its contrast feature C 5 on the last dimension. The concatenated feature is upsampling by a factor of 2 with the deconvolution operation to get the new deconvolution layer D 5 . Then, the feature D 5 is concatenated with the feature map X 4 and its contrast feature C 4 from the fourth stage of VGG-16. Upsampling the concatenated feature as before and get the next stage deconvolution layer D 4 . After five stages of deconvolution operations, the features maps with different scales are integrated and upsampled to the input size. These operations can be expressed as follows:
The Concat is the concatenation operation of the feature maps on the last dimension and the Deconv is the deconvolution operation with a kernel size of 3 × 3 and stride is 2. In the end, the last deconvolution feature layer D 1 has a size of 288× 288 × 640. Then, convolution kernel with a size of 1 × 1 is operated on D 1 and producing a score layer which contains two channels. Finally, a softmax operation is performed on the score layer to get the final foreground probability map. For the loss function, due to the distribution of foreground/background pixels is heavily biased, we use the classbalancing cross-entropy loss, which was firstly proposed in [35] for contour detection tasks. Let's denote the training data as S = {(I n , Y n ), n = 1, . . . , N },, where I n is the input images, and Y n = {y
p ∈ {0, 1}, which is defined in Equation (1) . Then the loss function is defined as follows: (4) where W denotes the learning parameters of the network model and β is used to handle the imbalance of the background and foreground pixels numbers. Here, β = |Y − |/|Y | and 1 − β = |Y + |/|Y |. Y + and Y − denote the foreground and the background of the label mask Y , respectively. The probability Pr(·) is computed by using a sigmoid function σ (·) on the final activation layer. Table 1 summarized the detailed configuration of the proposed multiscale fully convolution network which have been presented in Fig. 3 . Here ''conv'' denotes the convolution operation, ''max-pool'' denotes the max pooling operation, ''avgPool'' denotes the average pooling operation and ''deconv'' denotes the deconvolution operation. The input layer corresponds to the input frames, and the output layer is the probability maps have the same size as the input.
C. IMPLEMENTATION AND TRAINING DETAILS
Our MFCN model is implemented in TensorFlow [36] . The layers from the VGG-16 are initialized with the pre-trained weights [5] , while other weights are initialized randomly with a truncated normal distribution N (0, 0.01). The AdamOptimizer method is used for updating our model parameters with a learning rate of 10 −4 . During the training stage, the training data are augmented with horizontal flipping. Each category video is trained for 20 epochs with a batch size of 5 frames. It takes about 17 hours to finish the whole training process with an NVIDIA Titan Xp GPU for the 53 sequences (each sequence is about 20mins) from the CDnet 2014 dataset and about 2 hours for the whole training frames from the SBM-RBGD dataset.
IV. EXPERIMENTAL RESULTS
This section describes the details about the evaluation dataset and metrics and presents the quantitative and qualitative results of the proposed algorithm.
A. EVALUATION DATASETS
As we mentioned early, we use two different datasets to evaluate the proposed algorithm. There are certain requirements for finding proper datasets for algorithm evaluation, especially in the research area of deep learning. The most important, a large number of labeled samples is necessary for training the network models. And the video sequences must span across a wide variety of categories under different challenges to make an exhaustive evaluation of the algorithm's capabilities. In this paper, we evaluate the proposed MFCN-based background subtraction method on the CDnet 2014 dataset [33] and the SBM-RGBD dataset [37] provided for the Change Detection Challenge, which with the goal of allowing performance comparison for recent and future background subtraction methods. 
1) CDnet 2014 DATASET
The CDnet 2014 dataset consists of 53 videos from realistic scenarios with nearly 160 000 frames. Accurate human constructed ground truths are available for all sequences. These sequences are grouped into 11 categories namely: ''baseline'', ''camera jitter'', ''dynamic background'', ''intermittent object motion'', ''shadow'', ''thermal'', ''bad weather'', ''low framerate'', ''night videos'', ''pan-tilt-zoom'' and ''turbulence''. This is currently the most complete dataset for background subtraction. Among them, the first six sequences constitute the CDnet 2012 dataset. A complete overview of this dataset is depicted in Table 2 . And Fig. 4 shows some sample frames and their corresponding ground truths. Over the years numerous background subtraction methods have been evaluated on this dataset and their quantitative results are published on the website. Therefore, in this paper, we use the CDnet 2014 dataset as our primary evaluation dataset.
2) SBM-RGBD DATASET
The SBM-RGBD dataset [37] provides all facilities for the SBM-RGBD Challenge, a set of ground-truthed synchronized color and depth sequences acquired by RGBD sensors. This dataset consists of 33 videos (nearly 15 000 frames) captured in video surveillance and smart environment scenarios. These videos span seven categories: ''bootstrapping'', ''color camouflage'', ''depth camouflage'', ''illumination changes'', ''intermittent motion'', ''out of sensor range'', and ''shadows''. All sequences come with pixel-wise ground truth labels and quantitative evaluation is made across whole sequences. However, be different with the CDnet 2014 dataset, for each sequence, only a few random frames' ground truths are publicly available on the website (about 1080 frames in the whole ∼15 000 frames).
B. EVALUATION METRICS
In order to make an exhaustive competitive comparison between different background subtraction methods, VOLUME 6, 2018 With the standardized evaluation tool provided by [33] , we can easily compare our method with other state-of-theart methods based on these metrics. For PWC, FNR and FPR metrics, lower values indicate higher accuracy, while for Recall, Specificity, Precision and F-Measure metrics, higher values indicate better performance. Among these metrics, we are especially interested in the F-Measure (FM) metric, which is commonly accepted as a good indicator of the overall performance of the background subtraction methods. Generally, if a method has high Recall scores without sacrificing Precision, that's a good algorithm. The F-Measure metric represents a balance between the Recall and Precision. As shown in [33] , most state-of-the-art methods typically exhibit higher F-Measure scores than the worse performing methods.
C. POST PROCESSING
During the foreground detection stage, the foreground probability map is obtained with a softmax operation on the last score layer. Then the threshold is applied to the probability map and achieve the final binary mask. We test the threshold value from 0 to 0.6 to find the optimal for our method. Since the classify decision is made independently for each pixel. The foreground segmentation result can be benefited from regularization step, which combines information from neighboring pixels and assigns homogeneous labels on uniform regions. In our method, a simple median filter is used to enhance the spatial coherency and reduce the noises. Table 3 presents results with different median filter sizes. It can be seen that strong median filtering leads to higher F-Measure but it is also important to note that it also increases computational complexity. In this paper, we use a 5 × 5 median filter for all our experiments.
D. EXPERIMENTS ON THE CDNET 2014 DATASET 1) QUANTITATIVE EVALUATION
Firstly, to demonstrate our key contribution, the superiority of the proposed multiscale fully convolutional network architecture, we implemented two another models. The first one is based on the FCN [8] architecture but with 2 class output. The second one (denoted as MFCN_) is based on the MFCN architecture without contrast layers (C 1 ∼ C 5 ,). In Table 4 , we present the results of performance comparison. Here, we can see that MFCN outperforms others on F-Measure with a large margin and the Recall, Precision, and F-Measure scores of FCN are much lower than MFCN_ and MFCN. For MFCN_, although its Precision is larger than MFCN, the Recall is too low, so its F-Measure is much lower than MFCN. In Fig. 6 , we made a visual comparison of foreground object detection results with these different architectures on two sequences. We can notice that results produced by FCN are very coarse, which contain many holes (False Negative pixels) and unconnected regions. However, for MFCN_ and MFCN, benefiting from stepwise upsampling strategy to combine different scales features, the final detection results are much more accurate. From Fig. 6 , we can also see that the main difference between MFCN_ and MFCN is foreground object boundaries. Without the contrast layers, the foreground object boundaries of MFCN_ are not well preserved, which made the final foreground results much thinner and less accurate.
Secondly, we present the detail performance evaluation results of our method in Table 5 , seven metric scores are reported. We can see that our method achieves an over F-Measure of 0.9830 on the dataset. On CDnet 2012 dataset (the first six categories), which mainly deals with traditional challenges of background subtraction, the F-Measure scores are all more than 0.98. For the latter five new add categories from CDnet 2014, which include videos captured under outside snowy conditions, low framerate videos with wavering global lighting conditions, urban traffic surveillance videos captured at night with glare effect caused by car headlights, videos obtained with pan-tilt-zoom cameras and long distance thermal surveillance videos with air turbulence under high temperature environments, although these categories are much harder to deal with, the results show that in addition to the lowFramerate, the F-Measure of other categories are all more than 0.97. As demonstrated in [14] , a method with a F-Measure above 0.94 and a PWC below 0.9, then the segmentation results may be considered almost as good as the ground truth, since a simple dilation (or erosion) of one (or two) pixel of the ground truth may result in the F-Measure drop from 1.0 to about 0.94. This again shows the efficiency of our method. The reason for the F-Measure of lowFramerate and nightVideos are little lower may be due to the fact that the training data from CDnet 2014 contain more noise than CDnet 2012. We know that the ground truth labels provided from CDnet 2014 contain many out of scope regions, and the pixel classes are not defined in these regions. However, in our training data preparation stage, we treat these pixels as background, which may affect the accuracy of the model trained. If all the training pixels are labeled in the ground truth, we may get higher accuracy.
Finally, we also compare our MFCN-based method with some classical and state-of-the-art background subtraction methods. Due to space limitations, we choose following nine methods: CascadeCNN [14] , IUTIS-5 [38] , SharedModel [39] , DeepBS [13] , WeSamBE [40] , SuBSENSE [25] , PAWCS [34] , C-EFIC [41] , GMM [18] . Among them, CascadeCNN and DeepBS are CNN-based methods. In Table 6 we give the detail per-category F-Measure comparisons. The results are from the online evaluation server. 1 (Note: our result can be visited at here.) 2 And for a specific category, if the method obtains the best performance, the corresponding F-Measure value is highlighted in bold. We can see that our method gets the highest F-Measure in all eleven categories, and the overall F-Measure score of our method is a big improvement compared with the current top method CascadeCNN. According to the statement of [13] , current CNN-based background subtraction methods are scene specific, a model can only be used in a single scene. Thus the authors proposed to train a universal network with data from multiple scenes and achieve a universal model that can handle various scenes. It could be argued whether it is suitable for practical application. From the point of view of research, we also try to train a new model with all the training data from different sequences. The experimental results show that even using one model we also get the overall F-Measure of 0.9763 on the CDnet 2014 dataset, a little bit worse than the scene specific MFCN model, but a huge improvement than [13] of 0.7458. This fully demonstrates the effectiveness of our network architecture.
2) QUALITATIVE EVALUATION
To make a better visual comparison of the segmentation results under different challenges, we select the following sequences (without training frame): highway (815th) from the ''baseline'' category, traffic (1481th) from the ''camera jitter'' category, sofa (2019th) from the ''intermittent object motion'' category, diningRoom (3166th) from the ''thermal'' category, turnpike_0_5fps (1011th) from the ''low framerate'' category and twoPositionPTZCam (1041th) from the ''pan-tilt-zoom'' category. As shown in Fig. 7 , the first column displays the input frames and the second column shows the corresponding ground truth. From the third column to the eighth column, the segmentation results of the following method are showed: our method (MFCN), CascadeCNN, IUTIS-5, DeepBS, SubSENSE and GMM. Visually, we can see that our results look better than all other methods, which show good agreement with the quantitative evaluation results. In the highway sequence which contains dynamic background (waving trees) and shadows, the segmentation results of our method are closest to the ground truth. In the traffic sequence with camera vibration challenge, the repetitive motions of the background objects resulting in many false positives are avoided in our method. And compared with other CNN-based methods CascadeCNN and DeepBS, which segment the foreground objects with several false negatives regions, our multiscale fully convolutional based method can learn more hierarchical features and segment the foreground object more accurately. Sofa sequence contains challenge about intermittent object motion. One man wearing a dark trouser and its color and texture is very similar to the sofa. In this case, even people are difficult to segment accurately, but our method also performs well in such environment with a concatenate and perfect foreground mask. The results of other method either include holes or divide foreground object into several parts. For the box left on the sofa which should be considered as foreground, we can observe that many methods absorb it into the background, resulting in many FIGURE 7. Qualitative performance comparison for various sequences (from top to bottom: highway, traffic, sofa, diningRoom, turnpike_0_5fps and twoPositionPTZCam). The first column to the last column: input frame, ground truth, our segmentation result, CascadeCNN [14] , IUTIS-5 [38] , DeepBS [13] , SubSENSE [25] and GMM [18] segmentation results.
false negatives while the proposed method can successfully detect the object. In the diningRoom sequence from the thermal category which contains infrared images with a narrow distribution range of pixel values. Although the foreground segmentation results of this frame are little difference with the ground truth, interesting, when we turned back and checked the original input frames, we found that from the human point of view, our segmentation results are more reasonable. The small region under the hand should not be considered as foreground. Turnpike_0_5fps sequence is obtained from low framerate videos. There may have a huge difference between adjacent frames. We can see that the foreground detected results from traditional methods are very noise. Results for our method are more close to the ground truth. In the twoPositionPTZCam sequence from the pan-tilt-zoom category, although the camera is not static, our method also detects the moving car perfectly. This again demonstrates the effectiveness of our method in difficult situations.
E. EXPERIMENTS ON THE SBM-RGBD DATASET
For the evaluation of the proposed method in the SBM-RGBD dataset, the following algorithms are compared: RGBD-SOBS [43] and RGB-SOBS [23] , SCAD [42] , SRPCA [45] , and CwisarDH+ [44] . It should be noted that most of these methods exploit color and depth features for the background modeling, but the proposed method only uses RGB color information as well as the RGB-SOBS method. Since the whole ground truths are not available and the average provided ground truths frames for each sequence is about 30. It is difficult to train a model for each sequence due to the small mount of training data. So in the SBM-RGBD dataset, we only train one model with all training frames (about 1080 frames) from different sequences. Then the trained model is run across the whole dataset for foreground detection. Finally, we upload our results to make a quantitative comparison. In Table 7 , we report average results for seven metrics on the whole dataset (the results are reported by the online evaluation server.) 3 For the Ls_ds and TimeOfDay_ds sequences in the dataset, there have no foreground objects through the whole duration, this leads to undefined values of Precision, Recall, and F-Measure metrics. So the average results are reported on the rest 31 sequences. From Table 7 , we can see that the proposed method MFCN surpass all other methods in every metrics. Compared with CDnet 2014 dataset, the SBM-RGBD dataset contains stronger illumination changes, camouflage, and shadows. From the comparison between RGBD-SOBS and RGB-SOBS, we can see that a combination of color and depth information for foreground segmentation has a great improvement compared to the use of only color information. However, although our algorithm only takes color information into consideration, it still achieves state-of-the-art performance with the F-Measure score of 0.9856. A new network architecture which combines color and depth features will be our future work.
F. PROCESSING SPEED
We know that background subtraction is often the first step in many high-level computer vision systems. Processing speed is the critical factor for researchers to be considered before choosing which method to use. During the detection stage, our MFCN method is run on the Ubuntu 16.04 operating system with an NVIDIA Titan Xp GPU, the average frame rate is nearly 20 fps(frames per second), which shows real time potential.
V. CONCLUSION
In this paper, we present a multiscale fully convolutional network (MFCN) architecture which takes advantage of different layer features for background subtraction. Benefitting from the deep features learned from different layers and the fully convolutional network architecture, our method achieves much higher foreground detection accuracy. And we also show that without building complex background models, the background subtraction process can be easily solved by the network classification. Experiments evaluated on the CDnet 2014 and SBM-RGBD dataset demonstrate that our method outperforms recent state-of-the-art background subtraction methods and has the potential for real-time applications.
