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Re´sume´ – Nous conside´rons le proble`me de localisation de cible pour des canaux multi-trajets par un re´seau massif d’antennes. Contraire-
ment aux me´thodes indirectes utilisant la multilate´ration, nous proposons une approche directe base´e sur une repre´sentation parcimonieuse du
proble`me, qui exploite les proprie´te´s diffe´rentes des trajets directs et indirects. Cette me´thode pre´sente des performances supe´rieures a` celles des
me´thodes indirectes, ou des me´thodes directes conc¸ues pour des canaux non se´lectifs, et se re´ve`le robuste au blocage des trajets directs.
Abstract – We address the problem of localizing sources in multipath channels using massive MIMO systems. Contrary to indirect methods
using multilateration, we propose a direct localization method, based on a sparse problem modelling, that exploits the differences in the properties
of the line of sight versus multipath components. This method exhibits performances better than those obtained with indirect techniques, or with
direct techniques derived for non selective channels, and is robust to situations with blocked direct path.
1 Introduction
Les syste`mes MIMO massifs, employant un grand nombre
d’antennes et conside´re´s avec un fort inte´reˆt pour les te´le´com-
munications (syste`mes 5G notamment), peuvent e´galement se
re´ve´ler tre`s pertinents pour la localisation de haute pre´cision
[1]. Une approche classique de localisation, en 2 e´tapes, consiste
a` estimer tout d’abord les angles d’arrive´e (angles-of-arrival -
AOA) sur toutes les stations de base (base station - BS), puis
d’effectuer la localisation par triangulation. Cependant, en en-
vironnements multi-trajets denses (urbains par exemple), les
techniques base´es uniquement sur les AOA peuvent conduire a`
de fortes impre´cisions [2]. Un re´seau massif d’antennes permet
d’estimer pre´cise´ment les AOA de chaque composante multi-
trajet, sous re´serve de pouvoir identifier la ligne de vue di-
recte (line-of-sight - LOS) [3], si celle-ci existe, ce qui n’est
pas toujours le cas. Une autre solution consiste a` centraliser
toutes les estimations d’AOA, et d’effectuer une association de
donne´es [4], ce qui me`ne a` un proble`me NP-difficile.
Une autre approche consiste a` effectuer une localisation di-
recte, dans laquelle la position de la source est estime´e conjoin-
tement a` l’estimation des autres parame`tres du syste`me. Des
techniques base´es sur les AOA ont e´te´ propose´es [5], mais ne
fonctionnent que pour des canaux sans multi-trajet, avec seule-
ment une composante LOS. Des me´thodes directes ont e´te´ conc¸ues
pour les environnements multi-trajet [6], mais ne sont pas adapte´es
a` l’utilisation des AOA et aux syste`mes MIMO massifs. Cet ar-
ticle pre´sente une nouvelle technique, appele´e Direct Source
Localization (DiSouL), qui exploite la haute re´solution angu-
laire apporte´e par le re´seau massif d’antennes. Cette me´thode
se base sur une mode´lisation parcimonieuse du proble`me, qui
permet d’estimer la position de la cible sans supposer que la
composante directe soit la plus puissante, contrairement aux
me´thodes existantes base´es sur les AOA. Une pre´sentation plus
de´taille´e de cette me´thode est donne´e dans [7].
2 Mode´lisation du signal
On conside`re un sce´nario bi-dimensionnel constitue´ d’une
cible positionne´e au point p = [px, py]T dans une zone R
connue a priori, et de L BS, e´quipe´es chacune de Sl antennes,





T suppose´s e´loigne´s de la
cible. Soit al (θ) le vecteur des re´ponses du re´seau a` la BS l
pour une trajectoire arrivant avec un angle θ. Pour un signal
e´mis s(t) (suppose´ connu en re´ception), le signal zMFl (t) rec¸u
sur la BS l apre`s filtrage adapte´ a` s(t), et e´chantillonne´ a` un
instant tl, s’exprime sous la forme [7]
z¯l = z
MF





l ) + n¯l (1)
ou` α¯l, θl et τl sont les gain (complexe), AOA et temps d’ar-
rive´e (TOA) de la composante directe (LOS), et α¯ml , θ
m
l , et τ
m
l
ceux de la m-e`me composante indirecte (NLOS). Tous ces pa-
rame`tres sont suppose´s inconnus. Afin de s’assurer que α¯l 6= 0,
l’e´nergie de la composante LOS ne doit pas s’annuler a` l’ins-
tant tl. L’un des enjeux de cette e´tude est de de´terminer ces
instants tl ainsi que les TOA a` partir des signaux {zMFl (t)}Ll=1,
afin d’estimer p a` partir des {z¯l}Ll=1.
3 Approche propose´e
3.1 Principe
L’estimation des TOA cherche non pas a` obtenir une esti-
mation pre´cise, mais a` contraindre l’espace de recherche. Cette
estimation peut donc eˆtre grossie`re et doit eˆtre positivement
biaise´e, ca`d telle que τˆl > τl. D’autre part, on cherche, a` par-
tir des {z¯l}Ll=1 conside´re´s conjointement, a` se´parer les compo-
santes LOS et NLOS a` chaque BS, ce qui suppose (au moins
dans un premier temps) l’existence de cette composante LOS.
Ainsi, notre me´thode consiste tout d’abord a` estimer grossie`rement
les TOA, puis a` chercher la position p par la re´solution d’un
proble`me d’optimisation convexe dans un ensemble fixe´ par
l’estimation des TOA et par la se´paration entre composantes
LOS/NLOS. Au contraire des me´thodes indirectes qui estiment
les AOAs puis en de´duisent la position de la cible, cette me´thode,
bien que base´e sur les AOA, n’estime pas ceux-ci (pour les
composantes LOS) et estime directement la position p.
3.2 Estimation des TOA
Pour l’estimation des TOA des composantes LOS, nous pro-
posons de ge´ne´raliser a` des antennes multiples la technique par
filtrage adapte´ seuille´ [8] qui a l’avantage d’eˆtre simple mais
surtout de fournir des estimations positivement biaise´es en en-
vironnement multi-trajets. Il s’agit de se´lectionner le premier
instant pour lequel le signal est globalement (i.e. sur l’ensemble
des antennes) supe´rieur a` un certain seuil. Plus pre´cise´ment,




. Le TOA estime´ τˆl
est alors de´fini comme l’instant du premier maximum local
de zNCl (t) pour lequel z
NC
l (t) ≥ η. En pratique, les valeurs
de zNCl (t) ne peuvent s’obtenir qu’a` des instants discre´tise´s,
mais une interpolation parabolique peut alors eˆtre utilise´e [9].
Le seuil η s’obtient a` partir d’une probabilite´ de fausse alarme
PFA donne´e (voir de´tails dans [7]). L’estimation des TOA per-
met de restreindre la zone de recherche de la cible, passant de
R a` R∩ F , ou`
F = {pi ∈ R2 : ‖pi − p˜l‖2 ≤ c τˆl, ∀l} (2)
Dans le cas ou` F = ∅ (si les TOA sont sous-estime´s au lieu
d’eˆtre sur-estime´s), on peut e´tendre F en augmentant les va-
leurs τˆl d’une valeur constante. Cette re´duction de l’espace de
recherche permet de re´duire la complexite´ du proble`me d’opti-
misation et d’ame´liorer la pre´cision de la localisation.
3.3 Instant d’e´chantillonnage
Les instants d’e´chantillonnage {tl}Ll=1 doivent eˆtre choisis a`
un instant ou` la composante LOS est aussi forte que possible et
les composantes NLOS les plus faibles. Une solution serait de
prendre tl = τˆl, mais comme les τˆl sont biaise´s, on risquerait
d’e´chantillonner a` un instant ou` le trajet direct est affaibli, et in-
versement pour les trajets indirects. Nous proposons plutoˆt une
me´thode empirique ou` tl est de´fini comme le premier instant
ou` le signal {zMFl (t)} passe au-dessus du seuil η, i.e.
τˆl = min
{
t > 0|zNCl (t) ≥ η
}
. (3)
ce qui implique ne´cessairement que tl ≤ τˆl ∀l. Cette me´thode
a e´te´ valide´e nume´riquement par de nombreuses simulations.
3.4 Localisation
On propose d’effectuer une localisation approche´e sur une
grille, ce qui permet de placer le proble`me dans un cadre ou` la
parcimonie et la parcimonie par ligne peuvent eˆtre exploite´es.
Pour cela, on de´finit une grille uniforme de points dans la zone
R ∩ F , soit L = {pi1, . . . ,piQ} ⊂ R ∩ F , ainsi qu’une grille
de Ml angles pour chaque BS, i.e. Al = {ϑ1, . . . , ϑMl} ⊂
[0, 2π). On suppose que la cible est positionne´e sur un des
points de la grille et que les AOAs des trajets indirects appar-
tiennent aux grilles d’angles Al, pour chaque BS. Soit X ∈
C
Q×L la matrice dont l’e´le´ment xql repre´sente le gain com-
plexe du trajet direct de la position piq de la grille a` la BS l. Soit
yml le gain complexe d’un trajet indirect arrivant a` la BS l avec
un angle ϑm. Alors, par de´finition, 1 seule ligne de X est non-
nulle, et yml 6= 0 si et seulement si ϑm est e´gal a` l’AOA d’un
trajet indirect arrivant a` la BS l. Ainsi, si la grille est suffisam-
ment fine, X est parcimonieuse en ligne, et yl est parcimonieux
pour tout l. Il est connu [10] que la parcimonie en ligne est ex-





et que la parcimonie est exhibe´e par la norme ℓ1, i.e. ‖yl‖1 =∑Ml
m=1 |yml|, ou` yl = [y1l, . . . , yMll]T. De fait, nous propo-

















ymlal (ϑm) , ∀l. (4c)
Ce proble`me est de type second-order cone program, pour le-
quel des algorithmes efficaces peuvent eˆtre applique´s ici. Le
principe du proble`me (4) est de chercher le nombre le plus
re´duit de positions de la cible, et si possible 1 seule (par la
minimisation de ‖X‖2,1), ainsi que le nombre de multi-trajets
(par la minimisation de
∑L
l=1 ‖yl‖1), qui puissent de´crire les
observations {z¯l}. Ainsi, le parame`tre w dans (4a) permet d’ef-
fectuer un compromis entre ces 2 types de parcimonie. Pour w
faible, le proble`me va favoriser une solution ou` toute l’e´nergie
est porte´e par les composantes LOS, alors que pour w grand
les composantes indirectes seront privile´gie´es. En effet, pour
w → 0, le couˆt d’une solution LOS devient infiniment grand
par rapport a` celui d’une solution LOS. On peut en fait mon-
trer (ce qui n’est pas pre´sente´ ici pour manque de place) qu’une
condition suffisante pour s’assurer de bien retrouver la position
de la cible est de prendrew ∈]√L− 1,√L[ [7]. Par ailleurs, on









(γ), ou` γ est la probabilite´ de bonne recons-
truction a` ǫ pre`s (par exemple, γ = 0.99) [7]. Le proble`me (4),
et notamment le choix de w, supposent qu’il existe L trajets di-
rects. Si l’une des BS n’est pas en vue directe, la cible ne cor-
respond plus qu’a` L− 1 trajets directs, et sa position n’est plus
solution de (4). On propose alors une approche ite´rative de´crite
dans l’Algorithme 1 permettant d’adapter la me´thode a` cette
situation. Ainsi, soit L∗ le nombre de BS en vue directe de la
cible (L∗ ≤ L), et soit Lˆ une estimation de L∗. On commence




Lˆ[ et re´soudre (4).
Celui-ci ne renvoie une solution non-nulle que s’il existe effec-
tivement Lˆ BS en vue directe de la cible [7]. Ainsi, si X = 0,
on re´duit Lˆ et on re´ite`re le processus. Si X 6= 0, pˆ est de´finie
comme la position correspondant aux plus forts gains [7].
Algorithm 1 Localisation directe





l=1 ‖z¯l‖22 > ǫ alors
3: tant que pˆ = ∅ and Lˆ > 1 faire
4: on pose w =
√
Lˆ− 0.5
5: on re´sout (4) pour obtenir X et yl, ∀l
6: si (X ≡ 0) alors
7: Lˆ← Lˆ− 1
8: sinon
9: qˆ = argmaxq ‖Xq,:‖2
10: pˆ = piqˆ
11: fin si
12: fin tant que
13: sinon
14: on estime pˆ selon [7]
15: fin si
4 Grilles adaptatives
Les grilles devant eˆtre suffisamment fines pour permettre une
estimation suffisamment pre´cise, sans toutefois ge´ne´rer une com-
plexite´ trop importante, on propose la` aussi une approche adap-
tative consistant a` partir de grilles assez grossie`res puis de les
affiner au voisinage des solutions de (4) successivement obte-
nues. Soient L(k) et A(k)l (pour la BS l) les grilles a` l’ite´ration
k. L(0) etA(0)l sont de´finies uniforme´ment surR∩F et [0, 2π),
avec les re´solutions respectives πres et ϑres. On de´finit les ope´rateurs :
grid(Πˆ, δ) ={pi ∈ R2 : pi = pˆi + [i j]Tδ, (5)
pˆi ∈ Πˆ, i, j ∈ {−2,−1, 0, 1, 2}}
grid(Θˆl, δ) ={θ ∈ [0, 2π) : θ = θˆ + iδ, (6)
θˆ ∈ Θˆl, i ∈ {−2,−1, 0, 1, 2}}.
On pose alorsL(k) = grid(Πˆ, πres/2k) etA(k)l = grid(Θˆl, ϑres/2k)
∪{[θl (pi)]ϑres/2k : pi ∈ Πˆ}, ou` [x]y est le multiple de y le plus
proche de x. Ainsi chaque nouvelle grille contient les points
estime´s a` l’ite´ration pre´ce´dente, ainsi que des points voisins, ce




opt , ou` f
(k)
opt est la valeur optimale de
(4) a` la k-e`me ite´ration. Les ite´rations s’arreˆtent lorsque f
(k)
opt









< β avec β petit.
L’algorithme complet est finalement donne´ dans Algorithme 3.
Algorithm 2 Raffinage des grilles











3: re´soudre (4) avec L = L(k) et Al = A(k)l
4: extraire positions Πˆ = {pi(k)q ∈ L(k) : ‖x(k)q ‖2 6= 0}
5: extraire angles Θˆl = {ϑ(k)ml ∈ A(k)l : y(k)ml 6= 0}, ∀l
6: on pose L(k) = grid(Πˆ, πres/2k)
7: re´duction de la grille L(k) par estimation des TOA
8: on pose
A(k)l = grid(Θˆl, ϑres/2k) ∪ {[θl (pi)]ϑres/2k : pi ∈ Πˆ}
9: fin tant que
Algorithm 3 DiSouL
1: fixer η pour une PFA souhaite´e (e.g., PFA = 10
−2)
2: de´terminer les estimations TOAs {τˆl}Ll=1 selon (3)
3: initialiser les grilles de positions L(0) et d’angles A(0)l , ∀l
4: re´duire la grille de positions par l’estimation des TOA
5: calcul des instants {tl}Ll=1
6: e´chantillonnage aux instants {tl}Ll=1 apre`s F.A. selon (1)
7: estimation de la localisation pˆ par l’algorithme 1 ou` le
point 5 est remplace´ par l’algorithme 2
5 Simulations
Notre me´thode est compare´e ici aux techniques suivantes
[7] : 1. SR-LS, base´e sur les TOA estime´s par la me´thode donne´e
en 3.2. 2. IV, base´e sur les AOA obtenus par des techniques de
formation de faisceau, qui se´lectionne l’angle associe´ au plus
fort pic. 3. l’estimateur Stansfield, qui est une me´thode hybride
TOA-AOA. 4. DPD [5], technique hybride TOA-AOA de lo-
calisation directe conc¸ue pour des environnements sans multi-
trajet. Les re´solutions initiales pour l’algorithme DiSouL sont
fixe´es a` πres = 5m et ϑres = 5.71
◦. La demi-bande est e´gale a`
B = 30MHz, et on fixe 10 log10
E
N0
= 10dB, ou`E repre´sente
l’e´nergie de la composante LOS avant e´chantillonnage (meˆme
e´nergie pour tout l), et N0 est la densite´ spectrale du bruit sur
chaque antenne. A chaque simulation, les parame`tres du canal
sont ge´ne´re´s ale´atoi-rement selon [11], et la position de la cible
est tire´e uniforme´ment dans la zone de recherche de dimension
100x100m, comportant 1 BS a` chaque 4 coin. En moyenne,
99.9% de l’e´nergie du signal (1) est concentre´e sur 8 trajets.
Notons qu’on pourrait calculer une borne de Crame´r-Rao pour
ces estimateurs, mais celle-ci ne serait pas pertinente car valide
simplement pour les estimateurs non-biaise´s, ce qui n’est pas le
cas ici. Ainsi on peut montrer, en se basant sur [12], que cette
borne serait supe´rieure a` la pre´cision de nos estimateurs.
La figure 1 montre la fonction de re´partition de l’erreur de lo-
calisation. On peut constater que la me´thode DiSouL pre´sente
de bien meilleures performances que les autres me´thodes en
terme de probabilite´ de haute pre´cision. La probabilite´ de pre´cision
sub-me´trique en fonction de E/N0 est repre´sente´e sur la fi-
gure 2, ou` on voit que les performances de DiSouL sont meilleures
pour la plupart des valeurs de E/N0. La me´thode SR-LS donne
des re´sultats me´diocres a` cause du biais positif des estima-
tions de TOA. Les me´thodes base´es sur les AOA sont un peu
meilleures, mais restent en dec¸a des 2 me´thodes de localisation
directe. Pour E/N0 < −5dB, DPD est meilleure que DiSouL
car dans ce cas le filtrage adapte´ seuille´ utilise´ pour estimer les
TOA peut ne de´tecter aucun signal. La probabilite´ de pre´cision
sub-me´trique est repre´sente´e sur la fig. 3 en fonction du nombre
d’antennes Sl a` chaque BS. La taille du re´seau d’antennes croıˆt
line´airement par rapport a` Sl, ce qui ame´liore e´galement la
re´solution angulaire. Cette ame´lioration permet a` DiSouL de
mieux distinguer les composantes multi-trajets, ce qui explique
sa meilleure pre´cision par rapport a` d’autres me´thodes.
6 Conclusion
Cet article a pre´sente´ une me´thode de localisation directe
dans un environnement multi-trajet par un re´seau massif d’an-
tennes. L’approche propose´e permet d’ame´liorer sensiblement
la pre´cision de la localisation pour des signaux a` bande e´troite
par rapport a` d’autres techniques, au prix d’un temps de traite-
ment plus e´leve´ [7]. Cette me´thode pourrait eˆtre ge´ne´ralise´e a`
un proble`me 3D , ce qui engendrerait une augmentation de la
complexite´ calculatoire.
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FIGURE 3 – Probabilite´ de pre´cision sub-me´trique vs. nb d’an-
tennes pour E/N0 = 10dB et B = 30MHz.
