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Abstract 
Blahut, R. E., A note on binary cyclic codes of blocklength 63, Discrete Mathematics 106/107 
(1992) 3.5-43. 
A method of investigating the minimum distance of binary cyclic codes of composite 
blocklength is described; only the case of blocklength 63 is discussed in any detail. Moreover, 
the usefulness of the method is left as an unanswered question. 
1. Background 
Although I have read van Lint’s papers, often heard him lecture, and even 
tramped the Black Forest with him, I can recollect only one way in which he had 
a direct and noteworthy effect on my own work. On October 29, 1984, van Lint 
sent me a letter concerning Theory and Practice of Error Control Codes [l] in 
which he said: 
‘Your proof of Theorem 5.9.2 is the same as the one in MacWilliams- 
Sloane and I claim that it is incorrect. It is necessary to show that 
c(x)E(x) is not 0 and to do this, one must know that d* is odd. That is 
the hard part of the square root bound.’ 
Since this was not my first mistake in life, I reacted by hoping that not too many 
others would notice it, but it gave me a problem when I began to think about a 
second edition of the book. The standard way to close the gap that van Lint 
showed me is to use the Gleason-Prange theorem but I could find no published 
proof of that theorem that suited my peculiar taste and style. As a result I spent 
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some months constructing my own proof. Thus [2] was written only because of a 
prod by van Lint which he may not even remember. 
In planning a contribution to this volume, I thought it would be nice to 
generalize the Gleason-Prange theorem in some way, but after stumbling in 
many directions I came only to the ideas of this paper. These ideas are far from 
polished but they do seem to introduce a different way of looking at cyclic codes 
of composite blocklength. 
2. Introduction 
By using the Chinese remainder theorem for integers, a codeword of blocklength 
63 can be written as a 7 by 9 array. Each of seven rows can be considered to be a 
codeword of a cyclic code of blocklength 9. Each of nine columns can be 
considered to be a codeword of a cyclic code of blocklength 7. These codewords 
are interlocked by a variety of constraints originating in the definition of the cyclic 
code of blocklength 63. 
A binary cyclic code of blocklength 63 is defined by specifying the zeros of its 
generator polynomial in GF(64). We will describe this in the language of the 
Fourier transform. We will then use the Good-Thomas fast Fourier transform 
algorithm to study the minimum distance of such codes. 
Let w be a primitive element of order 63. Let c be a binary vector of 
blocklength 63. The Fourier transform (or spectrum) of c is given by 
j = 0, . . . , 62. 
i=D 
As is well known, c is a binary vector if and only if its Fourier transform C 
satisfies the conjugacy constraint 
C: = C,. 
This leads to the introduction of the conjugacy classes 
(01, {I, 2, 4, 8, 16, 321, (3, 6, 12, 24, 48, 33}, 
(5, 10, 20, 40, 17, 34}, (7, 14, 28, 56, 49, 35}, 19, 18, 36)) 
(11, 22, 44, 25, 50, 37}, (13, 26, 52, 41, 19, 38}, 
(15, 30,60, 57, 51, 39}, {21,42}, (23, 46, 29, 58, 53, 43}, 
{27,54,45), (31, 62, 61, 59, 55, 47). 
If C, = 0 for j in some conjugacy class, then C, = 0 for all j in that conjugacy class. 
3. The Good-Thomas fast Fourier transform 
Suppose that the blocklength n can be written as n = n’n” with GCD(n’, n”) = 
1. Then the index i can be written in terms of its residues i’ = i (mod n’) and 
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i” = i (mod n”). The Chinese remainder theorem gives the inverse relationship 
i = N”n”i’ + N’n’i” (mod n), 
where N’ and N” satisfy 
N’n ’ + N”n” = 1 
The codeword c = (ci: i = 0, . . . , n - 1) will be written as the two-dimensional 
array c = (ciViP,: i’ = 0, . . . , n’ - 1, i” = 0, . . . , fz” - 1). 
The Good-Thomas FFT [l] says that if 
j’ = N”j (mod n’), j” = N’j (mod n”). 
and the code spectrum C = (C,: j = 0, . . . , n - 1) is written as the two- 
dimensional array C = (C,,.: j’ = 0, . . . , n’ - 1, j” = 0, . . . , n” - l), then 
n’-I n”-I 
c,,.. = C C pi’j’r”Yci,y, 
j’z” j”Z,) 
any’ no’ p_i’j’y_i”l”cj,~, 
ci’i- = ((n)) j’=o i”=. 
where p and y are elements of order n’ and n” respectively and ((a)) denotes n 
module the field characteristic, which always equals 1 for fields of characteristic 
two. Thus, the Good-Thomas FFT replaces the one-dimensional Fourier 
transform by a two-dimensional Fourier transform. 
In either equation the two sums can be performed in either order. In the next 
section we will define intermediate arrays C’ and c” related to c and C by 
performing only Fourier transforms in one index. The general idea is summarized 
by the following diagram. 
c -+C’ 
C” - c 
Each arrow represents a Fourier transform and can be inverted by an inverse 
Fourier transform. 
4. Cyclic codes of blocklength 63 
There are 213 binary cyclic codes of blocklength 63 (many of them equivalent); 
a few are noteworthy. A (63,28, 15) code is the best code known of this 
blocklength and minimum distance. Other codes of blocklength 63 have a 
minimum distance larger than the BCH bound. Though some codes have been 
treated analytically [3], no general method of treatment is known (to me) other 
than computer searches. No explanation of the (63,28,1.5) code is known (to 
me). 
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This paper provides a treatment of a (63,24,16) code and a (63,48,6) code. 
it is not (yet?) sharp enough These are chosen because the method works, though 
to treat all cases. 
In particular, with n = 63, a codeword over GF(2) 
Cl4 c42 c7 
cso Cl5 c43 
c23 CS1 Cl6 
c = cs9 c24 c52 
c32 %I c2s 
cs c33 Gil 
c41 C6 c34 
is written as the array 
_ 
c35 
C8 
C44 
Cl7 
cs3 
C26 
C62 
with elements ci,iPf = ci (mod n,), ; cmod nrsj. (The index written in the i’, i” element of 
the array is the single index i, not its alternative representation (i’, i”).) We 
mention as an aside that the reciprocal vector < with components Ei = c,,+ has 
the two-dimensional array ZifiSr =c,,_~~,~~,-~~. 
The codeword spectrum (over GF(64)) in two dimensions with N’ = 4, N” = -3 
and thus j’ = -3j (mod 7) and j” = 4j (mod 9) is written 
The codeword c is obtained by taking a two-dimensional inverse Fourier 
transform of C. This consists of taking, in either order, the nine-point inverse 
Fourier transform of all rows and the seven-point inverse Fourier transform of all 
columns. The technique proposed in this paper is to recognize that if only the 
inverse Fourier transform on rows (columns) is performed, there remains an 
inverse Fourier transform relationship between this intermediate quantity and the 
columns (rows) of c. 
By taking a nine-point inverse Fourier transform of each row of C one obtains 
a new array C’, each column of which is a (one-dimensional) seven-point 
spectrum of the associated column of the codeword c. 
Alternatively by taking a seven-point inverse Fourier transform of each column 
of C one obtains a new array C”, each row of which is a (one-dimensional) 
nine-point spectrum of the associated row of the codeword c. 
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In the general case, the rows of C’ are codewords of a cyclic code (in a subfield 
of GF(2”)) and the rows of C are the spectra of these codewords. The columns of 
C’ are the spectra of the codewords comprising the columns of c. Thus we treat 
C’ as made up either of codewords from one code or of code spectra from 
another code depending on whether we are treating columns or rows. 
Likewise, we treat C” as made up either of codewords or of code spectra 
depending on whether we are treating rows or columns. 
More specifically, for binary codes c of blocklength 63, the rows of C’ are cyclic 
codewords of blocklength 9; row zero is a binary cyclic codeword of blocklength 9 
and the other rows are cyclic codewords over GF(8) of blocklength 9. In fact, the 
codes are reversible codes; a codeword read backwards is a codeword. 
It may be easier to see the structure by using the conjugacy constraint to write 
the two-dimensional spectrum as follows 
Notice that row zero has the required form for the transform of a binary cyclic 
code and each of the remaining rows has the required form for the transform of 
an octal cyclic code. 
Consider the array C’ = {C$‘“‘} obtained by taking the nine-point inverse 
Fourier transform of each row of C. The j”th row is a codeword in some cyclic 
code over GF(8) of blocklength 9. Row zero of C’ has elements only equal to 
zero or one because 
c;eJ’ = co + Q/-“” + (-,4y-*‘” + (&y-3’” + c28y-4” + c3g-5”’ 
+ ~~~~-6”’ + ~~~~-7”’ + Cam+” 
= Co + trace(y-‘“C,) + trace(y-3’“C21). 
(This was to be expected because each column of C’ is the spectrum of a 
seven-point binary codeword.) 
Row one (the second row) of C’ has elements only equal to elements of GF(8) 
because of the conjugacy constraints satisfied by row one of C. Row two and four 
of C’ are componentwise the square and fourth power (in GF(8)) of the elements 
of row one, This must be so because the columns of C’ are the Fourier transforms 
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of binary vectors. It can be verified directly by using the convolution theorem, 
showing that the autoconvolution of row one of C is equal to row two of C. 
Similarly, row three of C’ has elements only equal to elements of GF(8) 
because of the conjugacy constraints satisfied by row three of C. Row six and five 
of C’ are componentwise the square and fourth power (in GF(8)) of the elements 
of row three. 
5. A (63,24,16) cyclic code 
The (63,24) cyclic code with generator polynomial 
g(x) = mo(x)m,(x)m,(x)m,(x)m,s(x)m,,(X)m23(X)m27(X)m3) 
has spectral zeros at all conjugates of 0, 1, 7, 9, 15, 21, 23, 27, and 31. The 
two-dimensional spectrum is 
-0 0 0 0 0 0 0 0 o- 
0 0 0 0 c3, Cd4 0 0 0 
0 czs 0 0 0 0 0 0 c,, 
0 G4 CL!, C/I8 0 0 G Cl3 Go 
0 0 c,,, 0 0 0 0 c22 0 
0 G2 0 G Cl” Cl7 G 0 G8 
-0 0 cs Cl2 Cl9 G6 G3 Ca, 0 _ 
Consider the array C’ = (Cl!‘“‘) obtained by taking the nine-point inverse 
Fourier transform of each row of C. The columns of this array are the seven-point 
Fourier transforms of the columns of the two-dimensional codeword c. Thus the 
columns of C’ are spectra of codewords of length seven. 
Row zero of C’ is zero in every element. Hence every column of c has even 
weight. By the BCH bound, row one of C’ either is zero everywhere or is 
nonzero in at least eight places because C has seven consecutive zeros in row one. 
This means that unless C37 = 0 at least 8 columns of c are nonzero and of even 
weight. Consequently in this case, c has weight at least 16. 
If the case that C3, = 0 and c is not zero there must be a nonzero spectral 
component somewhere in the array. But the last row of C contains a repre- 
sentative from every conjugacy class whose spectral components have not yet 
been set to zero. Thus there must be a nonzero element in the last row of C. But 
the last row has three consecutive zeros. By the BCH bound the last row of C’ 
has weight at least four. This implies that at least four columns of c are nonzero, 
even-weight codewords from the Hamming (7,4) code. Hence the weight is at 
least 16. 
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6. A (63,4t?, 6) cyclic code 
The (63,48) cyclic code with generator polynomial g(x) = m,(x)m&)m~,(x) 
has spectral zeros at all conjugates of 1, 9, and 31. This is one of the codes 
judged in [3] to be difficult to analyze. 
If the weight of a codeword is even, then Co = 0 and, because C,, = CQ = C,, = 
C, = C2 = 0, by the BCH bound the weight is at least six. Thus, there are no 
codewords of weight two or four. To show that the code’s minimum weight is 
actually equal to six we must eliminate the possibility of codewords of weight 
three or five. This we do by working with the two-dimensional spectrum. 
The two-dimensional spectrum is 
C=~~~~~~~~~~~~. 
Consider C’ obtained by taking the nine-point inverse Fourier transform of each 
row of C. Row zero of C’ is a binary vector. Because C,, = 1, the weight of row 
zero of C’ is odd but otherwise is arbitrary (insofar as constraints in other rows 
allow). 
Row one (the second row) of C’ must have weight at least four unless it is 
everywhere zero. This follows from the BCH bound because row one of C has 
three consecutive zeros. In fact, row one of C’ is a BCH code over GF(8) with 
generator polynomial 
g,(x) = (x - Y_‘)(X - I)@ - Y), 
where y = IX’ is an element of order 9 in GF(8). Multiplied out, this is 
g&X) = 2 + px” + px + 1, 
where 6 = o” is an element of order 7 in GF(64). Thus p generates GF(8). 
Row three of C’ must have weight at least three unless it is everywhere zero. 
This follows from the BCH bound because row three has two consecutive zeros. 
In fact, row six of C’ is a BCH codeword over GF(8) with generator polynomial 
g&) = (X - y-*)(x - y) =x2 + p’x + 1. 
We now see that C’ has the following structure: 
Ci!‘) = 1 for an odd number of values of i’ (and is elsewhere zero), 
CI!” # 0 for at least four values of i’ (or is everywhere zero), 
C’1j3) # 0 for at least three values of i’ (or is everywhere zero). 
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Therefore at least four columns of the codeword array c are not identically zero 
so no codeword has weight 3. Because an odd number of columns are nonzero, if 
c has weight 5, five columns of c have weight 1; the five ones of c occur in five 
different columns. We will prove that such a codeword cannot exist by showing 
that it implies two incompatible conclusions; that C, is nonzero, and that C7 
equals zero. 
Because the (9,2,6) binary cyclic code with generator polynomial g(x) = 
m&)m,(x) has minimum distance 6, the (9,3,3) cyclic code with generator 
polynomial g(x) = m,(x) can have no codeword of weight four or five. Thus, if 
C’(“) has weight 5, C7 must be nonzero. 
The symbol in the i”th position of row one of C’ is the locator number of the 
nonzero element in the i”th column of c. Thus the octal codeword appearing in 
row one has the form 
Ct(l)(X) = p'ix'i + piZxii + pSxii + fjGx4 + pigxii, 
where (ii, i;‘) for 1= 1, . . . , 5 denote the two-dimensional indices of the five 
nonzero elements of the codeword c. The doubly primed indices are unique. 
Similary 
Cf(f%)(X) =p-iyX’; + p_iQii + p-i;xii + p-iixii + p-ijxij_ 
The componentwise product of C”“(x) and C’(“)(x) is equal to the binary 
codeword in row zero, 
Ct(O)(X) = Xii + Xii + Xi< + XU + XG. 
By the convolution theorem of the Fourier transform, a componentwise product 
of codeword symbols corresponds to a cyclic convolution in the Fourier transform 
domain. Thus, row zero of C is the cyclic convolution of row one and row six. 
C(O) = Co) * ~(‘5) 
or 
(CO, C7, CM, CZl, C2RI C35, C42, C491 C56) 
= (RR C23, Go, C37, C44, C51, CS8,O) 
*(CL 0, C5, C12, C19, C26, CD, C40, 0). 
Two terms are of interest, C, and Cs6: 
c-7 = G&4,, + GC33 + C44C26 +GC19 + csxc12 
= c:,c: + c:;c:’ + c;,c:, + c:;c:; + c$Jf 
and 
C56 = c23c33 + G&26 + C&,9 + c44c12 + CSICS 
= c23c:2 + c:,c:, + c::c:; + c:,cs + c:gc, 
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from which we conclude that C!: = C7. Thus C, E GF(8). But by simply shifting 
the original (one-dimensional) codeword one place, C, is replaced by a7C7 
which, by the same argument, must also be in GF(8). Because (Y’ has order nine, 
this can only be so if C, = 0. 
Because C, cannot be both zero and nonzero, there is a contradiction. 
Consequently, the assumption of a codeword of weight five is not valid. 
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