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Abstract
Wideband direction of arrival (DOA) estimation techniques for sensors array have been studied extensively in the litera-
ture. Nevertheless, needing prior information on the number and directions of sources or demanding heavy computational
load makes most of these techniques less useful in practice. In this paper, a low complexity subspace-based framework for
DOA estimation of broadband signals, named as wideband modal orthogonality (WIMO), is proposed and accordingly
two DOA estimators are developed. First, a closed-form approximation of spatial-temporal covariance matrix (STCM)
in the uniform spectrum case is presented. The eigenvectors of STCM associated with non-zero eigenvalues are modal
components of the wideband source in a given bandwidth and direction. WIMO idea is to extract these eigenvectors
at desired DOAs from the approximated STCM and test their orthogonality to estimated noise subspace. In the non-
uniform spectrum case, WIMO idea can be applied by approximating STCM through numerical integration. Fortunately,
STCM approximation and modal extraction can be performed offline. WIMO provides DOA estimation without the
conventional prerequisites, such as spectral decomposition, focusing procedure and, a priori information on the number
of sources and their DOAs. Several numerical examples are conducted to compare the WIMO performance with the
state-of-the-art methods. Simulations demonstrate that the two proposed DOA estimators achieve superior performance
in terms of probability of resolution and estimation error along with orders of magnitude runtime speedup.
Keywords: Broadband DOA estimation, wideband array processing, wideband modal orthogonality.
1. Introduction
Wideband is attributed to those signals whose power
spectrum occupies a fractional bandwidth of larger than
20% [1]. This type of signals arise in many applications
such as radar, passive sonar, microphone arrays, seismol-
ogy and high rate wireless communication systems [2]. In
the wideband scenario, unlike the narrowband, each fre-
quency bin carries different information regarding source
direction of arrival (DOA) angles [3]. Accordingly, obser-
vations are commonly decomposed into multiple subbands,
such that in each subband, the narrowband assumption
holds. The processing methods are generally categorized
as incoherent [4] and coherent [5]. In both methods the
covariance matrix at all subbands are estimated. While
incoherent method applies narrowband DOA estimation
at each subband, the coherent solution combines all sub-
band covariances coherently and applies DOA estimation
on the final covariance matrix. The incoherent approach
has poor performance in low SNR, while most of the co-
herent schemes require a priori information on the number
of sources and their DOAs to initiate focusing procedure.
There is also some extensions on CSSM which could par-
tially reduce some of its shortcomings using beamforming
invariant techniques. See [6, 7, 8] for details.
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Another algorithm which effectively overcomes the co-
herent approach shortcomings is TOPS [9]. TOPS tests
the orthogonality of the projected signal subspace and the
noise at each DOA and frequency bin. It does not re-
quire preliminaries of the coherent scheme but suffers from
spurious peaks at all SNR levels. Performance of TOPS
has been improved further in the subsequent developments
[10, 11].
Maximum likelihood (ML) approaches have also been
studied for wideband source localization [12, 13, 14]. ML-
based solutions are statistically optimum, but lead to non-
linear optimization problem in the presence of multiple
sources.
Other methods utilizing time delayed samples have been
developed in parallel [15, 16, 17]. BASS-ALE [15] incorpo-
rates temporally delayed samples in the observation vec-
tors. It first estimates spatial-temporal covariance matrix
(STCM), then tests the orthogonality of the array mani-
fold with the estimated noise subspace at each frequency
bin. BASS-ALE requires only single eigenvalue decom-
position (EVD) for the whole band but suffers from the
intrinsic loss of incoherency. Agrawal and Prasad [17] has
proposed two spatial-only approaches which are based on
subspace of columns of wideband source’s covariance ma-
trix. In the first approach an exhaustive search among all
{θ1, · · · , θK} and also sources’ number K is required, which
is computationally intractable in real applications. The
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second approach introduced in [17] is a feasible method but
has lower performance compared to the first one. There is
also no specific solution to distinguish eigenvectors corre-
sponding to noise subspace. STEP [16] method also falls in
this class. It calculates steered covariance matrix at each
test angle. Then tests the orthogonality of signal subspace
with the noise. STEP requires a heavy computational load
and is highly sensitive to signal subspace order selection.
With the advent of sparse representation (SR) frame-
work, it has also been applied to wideband DOA estima-
tion problem [18, 19, 20, 21, 22, 23]. `1-SVD [19] repre-
sents each subband data in an overcomplete steering vec-
tor dictionary, then forms a joint sparse representation
problem according to identical spectral support of wide-
band sources. A similar approach has been followed in
W-SpSF [23], but with utilizing the modified subband co-
variance matrix as the observation vector. On the other
hand, W-CMSR [20] and W-LASSO [21] have pursued a
time-domain approach. They directly represent the array
covariance matrix in temporally delayed versions of source
correlation function; thus, no subband processing is in-
volved. The main drawback of SR-based schemes are the
selection of the regularization parameter, which severely
affects the overall performance. They also suffer from
heavy computational burden due to the sparse solution
recovery procedure.
In this paper, a fast solution for wideband direction
of arrival estimation is introduced. The proposed ap-
proach falls into the category of subspace-based meth-
ods. It extracts the noise subspace from the estimated
spatial-temporal covariance matrix. On the other hand,
a closed-form approximation of the STCM is derived for
uniform power spectral density (PSD). Through this ap-
proximation the eigenvectors of STCM corresponding to
signal subspace can be computed for desired DOA grid
points. These eigenvectors are named as modal compo-
nents of a wideband source at direction θ and f ∈ [fl, fh].
Depending on the number of components participating in
the orthogonality test, two wideband DOA estimators are
proposed. Pure wideband modal orthogonality (p-WIMO)
applies the whole approximated matrix as the signal sub-
space, while 1-WIMO only uses the most powerful signal
mode. This mode is named as generalized steering vec-
tor since it converges to the array steering vector as the
bandwidth tends to zero.
WIMO requires a single eigenvalue decomposition
(EVD) for the whole band, similar to the BASS-ALE ap-
proach [15], however, in contrast to BASS-ALE, it does not
involve incoherent amplitude summation on spatial spec-
tra. In addition, the main computations in WIMO apper-
tain to calculation of approximation matrix and modal
components retrieval, which is performed offline. Con-
sequently, modal components for all test angles can be
saved in a database prior to any computation. Further-
more, no spectral decomposition or subband processing
is introduced; hence, WIMO process time is independent
of signal bandwidth. Finally, no a priori information on
the number of sources and their DOAs are necessary and
no tedious focusing procedure is involved in WIMO. All
of these advantages, make WIMO an efficient broadband
DOA estimator in terms of computational cost and prac-
tical implementation.
WIMO can also be applied for non-uniform PSD. It is
shown that in the general case, STCM approximation can
be done through a numerical integration which only adds
some more offline computational load. It is also shown
that applying uniform PSD assumption to signal with in-
trinsically non-uniform PSD would lead to a mismatch loss
that can be reduced with appropriate uniform bandwidth
selection. Of course, closed-form approximation would be
obtained for some special form of power spectral density
which is not the subject of this article.
The rest of the paper is organized as follows. Spatial-
temporal observation model of array data is reviewed in
Section 2. The proposed wideband DOA estimator using
the modal orthogonality concept is introduced in Section 3.
This section also contains complementary issues on STCM
approximation matrix structure, asymptotic behavior of
STCM and broadband signal subspace dimension estima-
tion, algorithms’ complexity analysis and WIMO exten-
sion in non-uniform PSD case. The simulation results and
comparison with state-of-the-art methods are presented in
section 4. Finally, conclusions are drawn in Section 5.
2. Spatial-Temporal observation model
Assume a plane incident wave, x(t), impinging on an
array of NS omnidirectional sensors. Considering the first
antenna as the time reference, the kth sensor observation
can be formulated as,
yk(t) = x(t− τk) k = 0, 1, · · · , NS − 1 τ0 = 0 (1)
where τk corresponds to kth sensor delay. For a linear
array τk = −zk sin θ/c and in the general 3D case,
τk = −u
T (θ, φ)pk
c
, u(θ, φ) ,
 cos θ cosφcos θ sinφ
sin θ
 (2)
where pk = [xk , yk , zk]
T stands for the kth sensor position
in Cartesian coordinate and c is the wave propagation ve-
locity. By denoting X(f) as the Fourier transform of x(t),
(1) can be rewritten as,
x(t− τk) =
∫
X(f)ej2pif(t−τk) · df (3)
In the narrowband scenario, X(f) ' δ(f − fc) and the
integral in (3) is simplified as a phase-shift, x(t − τk) u
e−j2pifcτkx(t). Therefore, the observation vector y(t) with
entries defined in (1) can be expressed as,
y(t) = a(θ, fc)x(t) (4)
2
where a(θ, fc) = [e
−j2pifcτ0(θ), · · · , e−j2pifcτNS−1(θ)]T is the
array steering vector. The above discussion considers a
rank-1 model where each independent source spans an one-
dimensional signal subspace, however, in wideband sce-
nario a single source captures multiple frequency bins and
naturally, lies in a subspace with larger dimensions.
Spatial-temporal observation vector is constructed by
stacking the delayed temporal samples of the array snap-
shots. This leads to better discrimination of wideband
sources due to their different instantaneous frequency and
also larger subspace dimensions [15]. Using m temporally
delayed samples of each sensor, spatial-temporal observa-
tion vector y˜(t) is written as,
y˜(t) = [y0(t− (m− 1)dt), · · · , y0(t− dt), y0(t), · · ·
yNS−1(t− (m− 1)dt), · · · , yNS−1(t)]TmNs×1
(5)
Defining t , [0, dt, · · · , (m− 1)dt]T and using (3), y˜(t)
can be expressed by inverse Fourier transform as,
y˜(t) =
∫
X(f)

ej2pift
ej2pif(−τ11+t)
...
ej2pif(−τNS−11+t)
 · df
=
∫
X(f)g(f, θ) · df
(6)
where 1m×1 = [1, · · · , 1]T and dt is the sampling interval.
The g(f, θ) vector represents the spatial-temporal obser-
vation model for a single tone at frequency f impinging on
the array from angle θ.
2.1. spatial-temporal covariance matrix (STCM)
Using (5), Spatial-temporal covariance matrix (STCM)
is defined as,
Sy˜y˜ , E
{
y˜(t)y˜(t)H
}
(7)
Assuming K uncorrelated sources with center frequency
fc and bandwidth B and spatial-temporal white additive
noise, Sy˜y˜ can be written as,
Sy˜y˜ =
K∑
k=1
S(θk, fc, B) + σ
2
nIL (8)
where S(θ, fc, B) is the STCM of a single wideband source
located at θ, σ2n is the variance of noise and L = mNS is
the length of observation vector y˜(t). Due to limited time-
bandwidth product of sources, S(θ, fc, B) has a low rank
structure and for a modest number of temporally delayed
samples m, the dimension of broadband signal subspace is
less than the observations space dimension L [24, 15]. Ac-
cordingly, by proper selection of m a noise-only subspace
exists. Let P denotes the number of eigenvectors belong-
ing to the signal subspace, using eigenvalue decomposition
(EVD), (8) is rewritten as
Sy˜y˜ = UsΛsU
H
s + UnΛnU
H
n (9)
Denote λ1 ≥ λ2 ≥ · · · ≥ λL as the eigenvalues of Sy˜y˜,
Λs = diag(λ1, · · · , λP ) and Us = [u1, · · · ,uP ] as eigen-
values and eigenvectors corresponding to signal subspace
respectively, and Λn = diag(λP+1, · · · , λL) and Un =
[uP+1, · · · ,uL] as the eigenvalues and eigenvectors cor-
responding to noise subspace. Then, the estimation of
STCM is obtained using M time snapshots as,
Sˆy˜y˜ =
1
M −m+ 1
M∑
t=m
y˜(t)y˜(t)H (10)
Similarly, Uˆs and Uˆn refer to the estimated eigenvectors
for signal and noise subspace, by applying EVD to Sˆy˜y˜
respectively.
2.2. Spatial-spectrum transform
The spatial-temporal model (6) has been used in pre-
vious works [4, 15], but g(f, θ) itself can be used as a
low-resolution correlation estimator for spatial-spectrum
analysis of the array data. This interpretation is formu-
lated as a Spatial-Spectrum transform.
Definition 1. Spatial-Spectrum transform of order m, for
the spatial-temporal observation vector y˜ ∈ CL, denoted
by YSSm(f, θ), is a linear transform t 7→ [f, θ] defined as:
YSSm(f, θ) ,
∑
k
y˜ke
−j2pihkf (11)
where y˜ is defined in (5) and m is the temporal lag order.
hk is an implicit function of elevation angle θ, temporal
sample vector t and the array elements’ location pk. Ac-
cording to (6), hk can be expressed as,
hk = −τb km c + tmod(k,m) k ∈ {0, · · · ,mNS − 1} (12)
where b·c is the floor operator and mod(·, ·) denotes the
modulo operator.
For m=1, SS-Transform reduces to the conventional
beamformer, and with NS=1 it is simplified to discrete
Fourier transform. This interpretation will be used in the
next section.
3. Proposed Wideband DOA Estimator
In this section, we consider the localization of wide-
band sources using the spatial-temporal covariance ma-
trix. Let ui(θ, fc, B) denote the eigenvector of S(θ, fc, B)
corresponding to i-th non-zero eigenvalue arranged in de-
creasing order. Then, in the presence of K sources, each
eigenvector corresponding to the noise subspace of STCM
(columns of Un in (9)) is orthogonal to ui(θk, fc, B), i.e.,
we can write
ui(θ, fc, B) ∈ null(Un) (13)
for θ ∈ {θ1, · · · , θK} and i ∈ {1, · · · , rank(S(θ, fc, B))}.
Since in the wideband case rank(S(θ, fc, B)) is larger than
3
one, for each direction there are several ui(θ, fc, B) vectors
which (13) can be applied to estimate the sources’ direc-
tions. The idea is to approximate ui(θ, fc, B) for desired
θ points and then test (13) with Uˆn estimated from the
observations. As in [15], we use the term modal component
for ui(θ, fc, B) vectors and will denote it occasionally by
ui for simplicity. Also,˘superscript is used as approximate
of a quantity; e.g. S˘(θ, fc, B) denotes the approximate of
S(θ, fc, B) and u˘i(θ, fc, B) stands for an approximate of
ui(θ, fc, B).
3.1. STCM Approximation
Spatial covariance matrix approximation was first pre-
sented in [17]. In this subsection we extend the approxi-
mation for spatial-temporal covariance matrix. By substi-
tution of (6) in STCM definition (7), for a single source
located at θ with spectral content f ∈ [fl, fh], we obtain,
Sy˜y˜ =
fhx
fl
E{X(u)X∗(v)}g(u, θ)gH(v, θ) · dudv (14)
where E{X(u)X∗(v)} is the cross-correlation of Fourier
transform of source signal x(t). If the observation time
mdt = T at each spatial-temporal vector, is larger than
the signal coherence time τ0 = 1/B, the frequency bins of
the Fourier transform become uncorrelated [2, p. 315]. It
means that if mB/fs  1, we can write,
E{X(u)X∗(v)} u S(u)δ(u− v) (15)
where δ(t) is the Dirac Delta function and S(f) is the PSD
of the source signal. Substituting (15) in (14),
Sy˜y˜ u
∫ fh
fl
S(u) · g(u, θ)gH(u, θ) · du (16)
Recalling the definition of the correlation function and its
relation with PSD,
rx(τ) , E{x(t)x∗(t− τ)} =
∫ fh
fl
S(f)ej2pifτ · df (17)
Then according to (6), gk = exp (j2pihkf), STCM approx-
imation entries in (16) are in fact rearranged samples of
correlation function. Denoting (k, l)-th entry of Sy˜y˜ with
sk,l,
sk,l = rx(hk − hl) (18)
Assuming a uniform PSD (see Section 3.6 for the general
non-uniform case), then
S(f) =
{
σ2x
fh−fl f ∈ [fl, fh]
0 o.w.
(19)
Substituting (19) in (16), the following approximation for
sk,l in the uniform PSD case is derived,
sk,l u
σ2x
B
sin(piB(hk − hl))
pi(hk − hl) e
j2pifc(hk−hl) (20)
where fc =
fl+fh
2 and B = fh − fl. Let s˘k,l denotes the
normalized entry of the approximated STCM:
S˘(θ, fc, B) = [s˘k,l] , sk,l u σ2xs˘k,l (21)
which represents the approximation of STCM for a single
source at θ with spectral content f ∈ [fc − B2 , fc + B2 ].
Consequently, for K sources the following approximation
for Sy˜y˜ holds,
Sy˜y˜ u
K∑
k=1
σ2x,kS˘(θk, fc,k, Bk) (22)
Also, S˘ and S˘(θ) will be occasionally used instead of
S˘(θ, fc, B) for simplicity.
3.2. Generalized steering vector
By providing an approximation for STCM, we introduce
the generalized steering vector as the most powerful modal
component of the broadband source.
Definition 2. Generalized Steering Vector (GSV),
u˘1(θ, fc, B), for a broadband source at direction θ and
center frequency fc with bandwidth B, is the eigenvector
of the S˘ = [s˘k,l] matrix associated with the largest eigen-
value.
Corollary 1. Since the matrix S˘ is Hermitian, s˘k,l = s˘
∗
l,k
, based on the Rayleigh quotient theorem [25], the gener-
alized steering vector u˘1 can be expressed as,
u˘1(θ, fc, B) , argmax
x
xH S˘(θ, fc, B)x
‖x‖22
(23)
Corollary 2. The matrix S˘ can be expressed as the
Hadamard product of two matrices as,
S˘(θ, fc, B) = S˘
N (θ, fc) ◦ S˘W (θ,B) (24)
s˘Nk,l = gkg
∗
l , s˘
W
k,l =
sin(piB(hk − hl))
piB(hk − hl) (25)
where the Hadamard product of A and B is the element-
wise product matrix A ◦ B = [ak,lbk,l] and N and W su-
perscripts denote narrowband and wideband respectively.
The following theorem clarifies the relation between the
aforementioned narrowband and wideband part of the S˘
matrix.
Theorem 1. Let {σi(S˘)}Li=1, {σi(S˘N )}Li=1 and
{σi(S˘W )}Li=1 be the eigenvalues of S˘, S˘N and S˘W
matrices in decreasing order and {u˘i}Li=1, {u˘Ni }Li=1 and
{u˘Wi }Li=1 denote the associated eigenvectors respectively.
(a) For the narrowband part of the matrix S˘, we have
σ1(S˘
N ) = 1 and σi(S˘
N ) = 0 for i = 2, · · · , L and
u˘N1 = g(f, θ)/
√
L.
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(b) The eigenvectors of matrix S˘ are the Hadamard prod-
uct of the narrowband part into the wideband part as
u˘i = g ◦ u˘Wi for i = 1, · · · , L.
(c) The S˘ and S˘W matrices have identical eigenvalues,
{σi(S˘)}Li=1 = {σi(S˘W )}Li=1 for i = 1, · · · , L.
(d) The SS-Transform of the wideband part of the GSV
has the maximum average power in f ∈ [−B2 , +B2 ] for
all x ∈ CL and ‖x‖2 = 1.
Proof. See Appendix A.
3.3. Asymptotic Behavior of matrix S˘
Denoting {σi(A)}Li=1 as the set of non-increasingly or-
dered eigenvalues of A, we have,
tr(S˘) =
L∑
i=1
s˘ii =
L∑
i=1
σi(S˘) (26)
Moreover, matrices S˘N , S˘W and S˘ are all positive semi-
definite (see Appendix A) , so we have,
σ1(S˘) ≥ σ2(S˘) ≥ · · · ≥ σL(S˘) ≥ 0 (27)
In the narrowband case where B → 0, the S˘W → 11T ,
where 1 is a vector with all elements equal to one. There-
fore, limB→0 u˘1(θ, fc, B) = g(θ, fc). Letting m = 1 in
(12), we can write,
lim
B→0
s˘k,l = e
j2pifc(hk−hl) = ej2pi
d
λ sin θ(k−l)
⇒ lim
m=1,B→0
S˘(θ, fc, B) = a(θ, fc)a
H(θ, fc) (28)
This reveals the motivation behind the naming of u˘1 as the
generalized steering vector. Finally, in narrowband case all
energy is concentrated on the first eigenvector,
lim
B→0
σi(S˘) =
{
L i = 1
0 i = 2, · · · , L (29)
On the other hand for the case when bandwidth is very
large, i.e. B → ∞ , the S˘W matrix tends to a constant
block diagonal matrix. Let the sampling frequency fs =
νB, then,
lim
B→∞
S˘W (θ,B) =
 S˘
∞ 0
. . .
0 S˘∞
 (30)
s˘∞k,l =
sin
(
pi |k−l|ν
)
pi |k−l|ν
, k, l ∈ {1, · · · ,m} (31)
Recall that the eigenvalues of a block diagonal matrix are
equal to the union of its diagonal submatrices eigenvalues:
{σk(A)}nmk=1 =
n⋃
i=1
{σk(Aii)}mk=1 (32)
10-2 10-1 100 101 102
B/f0
0
5
10
15
σ
i(
S˘
)
σ1(S˘
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σ2(S˘
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σ3
σ4
σ5
σ6
σ7
σ8
Figure 1: Asymptotic behavior of σi(S˘) for a ULA configuration and
with spacing d = c/2f0 , m = 4, NS = 4 , L = 16 , θ = 40
◦ and
ν = 2.
Therefore, the eigenvalues of S˘W converge to a permuta-
tion of the {σi(S˘∞)}mi=1 as B →∞.
lim
B→∞
σi(S˘) =

σ1(S˘
∞) i = 1, · · · , NS
σ2(S˘
∞) i = NS + 1, · · · , 2NS
...
σm(S˘
∞) i = L−NS + 1, · · · , L
(33)
Accordingly, as the bandwidth increases, the dominant
eigenvalue, corresponding to the GSV, decreases and the
rest of the eigenvalues increase in such a way that all tend
to form a smooth spectrum. An insightful example is de-
picted in Fig. 1, where f0 is the maximum spatial-aliasing
free frequency of the array. It shows the convergence dis-
cussed in (29) and (33).
3.4. Algorithms
In this part, two DOA estimation algorithms using the
concept of modal orthogonality are proposed. Modal com-
ponents of a wideband source at direction θ is attributed to
the eigenvectors of S˘(θ) corresponding to non-zero eigen-
values. Sources’ DOAs are locations that the modal com-
ponents are orthogonal to the noise subspace Un. We
refer to this solution as wideband modal orthogonality
(WIMO). Naturally, Un is substituted with Uˆn in the
noisy observation case. Pure-WIMO1 (p-WIMO) utilizes
the whole S˘ matrix as the signal subspace. The spatial
spectrum of p-WIMO is formulated as follows,
Pp-WIMO(θ) =
1
tr
(
UˆHn S˘(θ)Uˆn
) (34)
The denominator of p-WIMO can be rewritten as,
tr
(
UˆHn S˘(θ)Uˆn
)
=
L∑
l=1
σl(S˘)
L∑
k=P+1
∥∥uˆHn,ku˘l∥∥2 (35)
where uˆn,k denotes the kth column of Uˆn. This expression
shows that each modal component contribution is propor-
1 The choice of ’Pure’ prefix was due to the use of whole S˘ matrix
in the orthogonality test without its modal decomposition.
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Algorithm 1 p-WIMO and 1-WIMO wideband DOA es-
timators.
. Doing offline calculations
1: procedure WimoOffline(B,fc,z,m,Θ)
2: Compute S˘(θ,B, fc) for θ ∈ Θ points using (21) (in non-
uniform PSD use (42) instead).
3: Extract u˘1(θ) as the eigenvector of S˘(θ,B, fc) corresponding
to largest eigenvalue.
4: end procedure
. Doing online calculations
5: procedure WimoOnline(y(t),m,S˘(Θ),u˘1(Θ), alg)
6: Form y˜(t) using (5).
7: Estimate Sˆy˜y˜ using (10).
8: Compute Uˆn using (9).
9: if alg = p-WIMO then
10: Compute P (θ) using (34).
11: else if alg = 1-WIMO then
12: Compute P (θ) using (36).
13: end if
14: end procedure
tional to its corresponding eigenvalue, i.e., weak eigenvec-
tors will have a negligible effect on the nullity of denomina-
tor. The second algorithm, named 1-WIMO2, tests only
the GSV (defined in Def. 2) orthogonality to the noise
subspace. The spatial spectrum of the 1-WIMO can be
written as,
P1-WIMO(θ) =
1
u˘1(θ)HUˆnUˆHn u˘1(θ)
(36)
According to the asymptotic behavior of S˘ in narrowband
situation (see section 3.3), 1-WIMO tends toward the cel-
ebrated MUSIC algorithm as B → 0. It is noteworthy
that both S˘(θ) and u˘1(θ) computations can be performed
offline for arbitrary DOAs. Moreover, WIMO requires one
EVD for the whole band and no subband processing is
involved. These properties make WIMO a practically at-
tractive approach with tractable computational complex-
ity for real-time applications. A step by step description
of the proposed algorithms are expressed in Algorithm 1.
3.5. WIMO Parameter Selection
The two parameters m (length of temporally delayed
samples) and P (number of eigenvalues corresponding to
the signal subspace) are required in (5) and (9) respec-
tively. Since the signal subspace of broadband source does
not lie in a 1-dimensional subspace, and the value of m
directly determines the observation space dimension, m
should be chosen large enough so that the following con-
straint always holds,
ε(K) < mNS (37)
where ε(K) is the effective signal subspace dimension in
the presence of K sources. In [15], an upper bound is
introduced for ε(1) and ε(K) as,
εˆ
(1)
BASS-ALE = m+NS (38)
εˆ
(K)
BASS-ALE = K · εˆ(1)BASS-ALE (39)
2’1 ’ prefix denotes using the first modal component in the orthog-
onality test.
We propose using S˘, to approximate ε(K) as follows,
εˆ(K) = rank
( K∑
k=1
S˘(θk, fc, B)
)
(40)
(40) in the narrowband case obviously equals to K. To ac-
count for the maximum probable time-bandwidth product
in (40), it is enough to set θ=90◦ in (40) as,
εˆ(K)max = K · rank
(
S˘(90◦, fc, B)
)
(41)
Empirical results show that the proposed algorithms are
not sensitive to m, and m ≥ 2 subject to the aforemen-
tioned constraint (37) leads to similar results.
In the selection of P parameter, two approaches can be
considered. The first one is to set P = εˆ(K). This solu-
tion achieves best performance since it incorporates com-
plete sources information in the signal subspace estima-
tion. But, this approach is infeasible in real applications
due to the unknown sources’ direction of arrivals. The
second solution is to exploit well-known order estimation
methods such as minimum description length (MDL) cri-
terion [4]. This approach has a straightforward implemen-
tation but always underestimates signal subspace dimen-
sion due to small eigenvalues which are smaller than the
noise floor. The performance degradation due to under-
estimation of P is larger in p-WIMO. Since p-WIMO in-
corporates the whole approximated signal subspace, some
weaker eigenvectors of Sˆy˜y˜ remain in Uˆn, and then the
orthogonality test between Uˆn and S˘(θ) adds up some
small non-orthogonal terms from signal subspace. There-
fore, to achieve a better performance for WIMO (especially
in ultra-wideband scenarios) a manual increment of P rela-
tive to the PMDL is recommended. The following selection
rules are derived empirically,
1. P > max{PMDL, εˆ(1)max}.
2. 0.2 ≤ P/L ≤ 0.6 for 1-WIMO and 0.5 ≤ P/L ≤ 0.7
for p-WIMO.
3.6. WIMO for non-uniform spectrum
In many applications such as active radars and sonars
and also broadband communications, the signal power
spectrum is known but is not uniformly distributed in the
bandwidth. Moreover, in non-cooperative scenarios, the
sources’ spectrum may be estimated from the observations
prior to DOA estimation. In these cases, the simplifying
assumption on uniform power spectral density in (19) is
not accurate and would cause a mismatch loss in DOA es-
timation. To extend WIMO in such situations, it is suffi-
cient to compute S˘(θ, fc, B) from the generic equation (16)
without uniform spectrum assumption. Then, the approx-
imation matrix entries are obtained through the following
numerical integration,
s˘k,l =
∫ fh
fl
S(f)ej2pi(hk−hl)f · df (42)
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Table 1: WIMO computational complexity analysis.
Operation Output Complexity order
STCM approximation (10) Sˆy˜y˜ O((M −m+ 1)L2)
Noise subspace estimation
(9)
Uˆn O(L3 + (L log2 L) log b)†
p-WIMO pseudo-spectrum Pp-WIMO(θ)O((L−P )L2+L(L−P )2)
1-WIMO pseudo-spectrum P1-WIMO(θ)O((L+ 1)(L− P ))
† b = 64 for double precision. See [26] for details.
where S(f) can be replaced with estimated PSD in non-
cooperative case. Also, if any information about source’s
correlation function is available, equation (18) can be ap-
plied directly. Finally, except the line 2 of Algorithm 1,
other parts of the WIMO algorithm remain unchanged for
uniform and nonuniform PSD. Note that (as in the uni-
form spectrum case) numerical integration in (42) can be
computed offline.
3.7. WIMO computational complexity
Table 1 details the computational complexity of the pro-
posed algorithms. It is shown that WIMO computational
complexity is approximately of order O(m3N3S), then ex-
cessive increase of m (beyond the constraint in (37)) can
make WIMO runtime larger than those methods involv-
ing subband processing. Moreover, in comparison to p-
WIMO, 1-WIMO has less complexity. WIMO’s main com-
putational cost is related to the eigenvalue decomposition
of STCM. The main advantage of WIMO over some other
methods is that the signal subspace approximation is done
offline and noise subspace estimation is obtained through
a single STCM decomposition for the whole band and all
DOAs.
A numerical example comparing the runtime of the
different methods in a definite scenario is presented in
the next section. Moreover, since the main computa-
tional load in subspace-based schemes belongs to singu-
lar value decomposition (SVD), a comparison of number
of required SVD among these methods can be insightful.
Recall that the computational complexity of svd(Al×p) is
O(4l2p + 22p3) [27]. Table 2 details this comparison, in
which Nbin represents the number of frequency bins com-
puted as Nbin =
[
B
fs
NFFT
]
, NFFT is the number fast
Fourier transform (FFT) points, [·] is rounding operator
and Nθ is the number DOAs in which spatial spectrum is
calculated.
4. Simulation Results
In this section, the simulation results for the proposed
wideband DOA estimators and IMUSIC [4], CSSM [5],
TOPS [9], Squared-TOPS [10], BASS-ALE [15], STEP
[16], spatial-only [17] and also sparse wideband DOA esti-
mators `1-SVD [19], W-CMSR [20] and, W-LASSO [21]
are presented. A ULA with 8 omnidirectional sensors
and element spacing d = λmin/2, is considered. The
wave propagation velocity c, is equal to 1500(m/s) which
corresponds to propagation speed of underwater acoustic.
Table 2: Comparison of some of the subspace-
based wideband DOA estimation methods in
term of the number of required singular value de-
composition.
Method Number of SVD
1-WIMO svd(AmNS×mNS )
p-WIMO svd(AmNS×mNS )
BASS-ALE [15] svd(AmNS×mNS )
CSSM†[5] (Nbin + 1)svd(ANS×NS )
IMUSIC [4] Nbinsvd(ANS×NS )
TOPS [9] Nbinsvd(ANS×NS ) +
Nθsvd(AK×(Nbin−1)(NS−K))
Squ-TOPS [10] Nbinsvd(ANS×NS ) +
Nθsvd(AK×(Nbin−1)K)
STEP*[16] Nθsvd(AmNS×mNS )
† Assuming the number of source’s and their
DOAs’ pre-estimates are available.
* With given number of sources.
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Figure 2: Comparison between eigenvalues of S˘ and Sˆy˜y˜. In scenario-
1 single source is located at θ = 40◦ and in scenario-2 two equal power
sources are at θ = [40◦, 60◦]. Eigenvalues of Sˆy˜y˜ are averaged over
100 runs.
Wideband sources are simulated as a colored Gaussian pro-
cesses. Two metrics are utilized to measure the frequency
broadness of a signal; bandwidth ratio denoted by η and
bandwidth scale expressed by γ. For a given wideband
signal with frequency content f ∈ [fl, fh]:
η , 2
(
fh − fl
fh + fl
)
, γ , fh
fl
(43)
obviously 0 ≤ η ≤ 2 and γ ≥ 1.
In the first numerical example, the eigenvalues of ap-
proximation matrix S˘, introduced in (21), is compared
with the STCM Sˆy˜y˜. In this simulation, fl=1.5KHz
and fh=4.5KHz which corresponds to η=100%. Sam-
pling frequency fs=10KHz, m=5 and σ
2
n=0, until all sig-
nal eigenvalues become observable. The results are illus-
trated in Fig. 2. It is shown that for a single and two
wideband sources, {σk(S˘)}Lk=1 are in a close match with
{σk(Sˆy˜y˜)}Lk=1. The description of the two scenarios are
given in the figure’s caption. In the second example, the
effective signal subspace dimension ε, against signal band-
width is investigated. The upper bound (39), introduced in
[15], our proposed upper bound in (41) and, the estimate of
effective dimension proposed in (40) are compared with the
true one. In this example, the true ε is set to rank(Sˆy˜y˜),
sources DOAs are 40◦ and 60◦ and fh=4.5KHz. The re-
sult is illustrated in Fig. 3. It is shown that the proposed
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Figure 4: RMSE for 1-WIMO and p-WIMO versus m values and
different η. Each point is the average of 100 runs.
εˆ(K) leads to better approximation of the effective signal
subspace dimension and also εˆ
(K)
max results in tighter upper
bound compared to the constant upper bound proposed in
[15]. In the third numerical example, we consider the effect
of temporal lag order m in the 1-WIMO and p-WIMO on
resulting RMSE, for three different bandwidth ratio 25%,
50% and, 100%. fh=4.5KHz, SNR=20dB , m=5 and P is
set to PMDL for both methods. The result is illustrated in
Fig. 4. It is noteworthy that, the RMSE improvement for
m > 1 increases with bandwidth ratio. In other words, the
effect of spatial-temporal observation model (m > 1) com-
pared to the simple array snapshot (m=1) becomes more
sensible as the bandwidth ratio increases. As mentioned in
Section 3.5, the proposed methods show little sensitivity
for m ≥ 2.
For the subsequent simulations, the pair (m,P ) is set to
(6,15) for 1-WIMO and (9,45) for p-WIMO. Furthermore,
in the CSSM method, true DOAs are supplied as the ini-
tial focusing angles and rotational subspace focusing ma-
trix [28] is applied. As the fourth example, we compare the
spatial spectrum. Two wideband sources with fl=1.5KHz
and fh=4.5KHz and DOAs 10
◦,20◦ with SNR=0dB are
considered. The resulting spatial spectrum is illustrated in
Fig. 5. The sampling frequency fs=10kHz and there are
8192 samples (observation duration is 820 msec). Some
methods show a bias in the peaks locations. The STEP
method requires a critical parameter Mθ (see [16] for de-
tails) which is estimated through the procedure proposed
in [16]. In STEP∗, Mθ is set to K + 1. The ∗ superscript
after the STEP title, emphasizes that this method is ex-
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Figure 5: The averaged spatial spectra of different wideband DOA
estimators. Each spectrum is averaged over 100 runs.
cluded from the unknown source’s number assumption and
Mθ is set to K+ 1 for all further simulations. A magnifier
tool is utilized in Fig. 5 which better shows the position
of the spectrum’s peaks. It is also observed that STEP∗
suffers from a bias in the source location estimation. This
disadvantage becomes more evident in the subsequent sim-
ulations comparing the root mean squared error (RMSE).
The probability of resolution versus SNR is compared
in the next example. Two Gaussian distributed sources
located at 15◦ and 25◦ is considered with number of snap-
shots the same as the previous example. Successful separa-
tion is attributed to the peaks with minimum prominence
of 3dB and angle error smaller than 1.0◦. In addition,
spectra with the number of peaks greater or less than the
true ones are considered as failed scenarios. The results
for three bandwidth ratios of 40%, 100%, and 164% are
illustrated in Fig. 6. The STEP∗ (with the assumption
of known sources’ number) and 1-WIMO have a superior
probability of resolution in low SNR ultra-wideband sce-
narios. p-WIMO method is ranked second in terms of
probability of resolution for the three simulated bandwidth
ratios.
In the sixth example, bandwidth dependent perfor-
mance is inspected. The bandwidth scale γ, defined in
(43), is used as the broadness index of the input signal.
Obviously, γ=1 is equivalent to the narrowband case. In
each γ, fh is set to 4KHz and fl = fh/γ. The sources
are located at 15◦ and 25◦ with SNR=0dB and M=8192.
Fig. 7 shows the simulation result. As expected, band-
width increase provides a challenging situation for wide-
band DOA estimators. p-WIMO, 1-WIMO and STEP∗
show superior performance in resolving the two sources,
even when the sources occupy a broad frequency band, i.e.
γ=100. RMSE comparison versus SNR is investigated in
the seventh simulation. Two Gaussian distributed sources
with η=100% (fl=1.5KHz , fh=4.5KHz) at −5◦ + ν and
+5◦ + ν are considered. ν is chosen randomly with a uni-
form distribution within [−0.5◦,+0.5◦]. Other simulation
circumstances are the same as the previous ones. The
results are illustrated in Fig. 8. The Cramer-Rao lower
bound (CRLB) in the wideband case is also calculated by
the procedure given in [5]. 1-WIMO has the best RMSE
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Figure 6: Probability of resolution versus SNR for three bandwidth ratios 40%, 100% and, 164%. Each point is the average of 200 runs.
performance at low SNR regime and also p-WIMO shows
identical RMSE at medium and high SNRs. The CSSM
(with known sources’ DOAs) stands for CSSM using ro-
tational signal-subspace focusing matrix [28] with exact
sources’ locations as focusing angles. The CSSM perfor-
mance using MVDR pre-estimates is also shown for com-
parison. As already mentioned, STEP∗ (with the given
number of sources) despite successful resolving capability,
suffers from an SNR independent bias in DOA estima-
tion. In the next example, the probability of resolution
of 1-WIMO and p-WIMO are compared with three wide-
band DOA estimators using sparse representation meth-
ods; `1-SVD, W-CMSR and, W-LASSO. Simulation con-
ditions are fl=1.5KHz, fh=4.5KHz with sources direction
of arrival 15◦ and 25◦. It is observed in Fig. 9 that 1-
WIMO and p-WIMO outperform the other sophisticated
methods in term of probability of resolution.
WIMO performance in non-uniform power spectral den-
sity case is examined in the eighth numerical example.
Two non-uniform PSD types Guassian and sinc2 are as-
sumed. The 3dB bandwidth for Gaussian and sinc2 PSD
are 1.2KHz and 0.7KHz respectively and the receiver band-
width is set to 3KHz (1.5KHz∼4.5KHz)3. To explore the
3 Receiver bandwidth larger than the input signal bandwidth is
not usual, but to account for the worse case in term of increasing the
signal subspace mismatch loss, receiver bandwidth is assumed larger
than the source’s 3dB power bandwidth.
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Figure 7: Separation probabilities versus bandwidth scale. Proba-
bility values are calculated through 200 runs.
effect of mismatch loss in the case of uniform PSD assump-
tion, WIMO with uniform spectrum formulation (21) is
also applied with three different B values. Simulation cir-
cumstances are the same as Fig. 6 (fifth example). The
input source’s PSD and WIMO probability of separation
versus SNR is illustrated in Fig. 11. As expected, WIMO
with knowing the non-uniform PSD of the signal leads
to superior results, on the other hand, applying WIMO
with uniform PSD assumption results in a loss due to
GSV mismatch. Setting separation probability 0.9 as a
benchmark, in Gaussian PSD, uniform assumption leads
to 0.5dB, 0.8dB and 4.6dB loss for the three values of B
parameters. These values are 0.1dB, 0.4dB and, 8.7dB for
sinc2 PSD type.
Consequently, in non-uniform spectrum situation, PSD
information can be well exploited in WIMO to achieve the
best performance. In addition, WIMO with uniform PSD
assumption can be applied with acceptable performance
loss, provided that bandwidth of this equivalent uniform
PSD (B in (20)) is set about the true PSD’s 3dB power
bandwidth. To compare the estimation error in the case of
nonuniform PSD, we consider two BPSK sources with cen-
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Figure 8: DOA estimation RMSE versus SNR. Two sources with
bandwidth ratio η = 100% are considered and 500 trials are averaged
at each SNR.
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Figure 9: Probability of resolution against SNR for 1-WIMO and
the three sparse representation methods `1-SVD, W-CMSR and W-
LASSO. 200 runs are averaged for each point.
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Figure 10: DOA estimation RMSE versus SNR for BPSK with
η=44.5%.
ter frequency 3kHz and 3dB bandwidth 1.3kHz (η=44.5%)
located at [−5◦,+5◦]. The RMSE versus SNR is shown in
Fig. 10. An inconsistency is seen in some methods which
stem from nonuniform sources’ PSD and evenly utilization
of the frequency bins information.
In the ninth example, the performance is examined ver-
sus the number of snapshots. In the previous numerical
simulations the number of snapshot M , was set to 8192,
while in this simulation M is swept from 100 to 10,000
samples. Two Gaussian distributed sources with SNR 5dB
and f ∈ [1.5kHz ∼ 4.5kHz] are assumed and 200 runs are
averaged for each snapshot. The results are depicted in
Fig. 12. It is seen that the superior resolution capability in
low number of snapshots belongs to 1-WIMO. STEP∗ and
IMUSIC are in the second rank. The number of sources K
is assumed known in the STEP∗ and Mθ is set to K + 1.
In the tenth example, we compare the DOA estimation
RMSE of 1-WIMO with the two spatial-only approaches
introduced in [17]. The results are depicted in Fig. 13. The
simulation parameters are given in the figure’s caption.
J1(θ), J˜1(θ) and J2(θ) are based on equations (18), (20)
and (25) of [17] respectively. Avoiding the infeasible ex-
haustive search through all source’s number for J1(θ) and
J˜1(θ), the true number of sources are supplied in these
methods. For J2(θ) eigenvectors corresponding to noise
subspace is manually set to the eigenvectors correspond-
ing to the three smallest eigenvalues of SCM. It is seen
that with given sources’ number, J˜1(θ) has better perfor-
mance in the low SNR regime but 1-WIMO surpasses it in
medium and high SNR values. It is noteworthy that for
θ ∈ [−90◦ ∼ +90◦] with grid size 1◦, 1-WIMO is 8 times
slower than J2(θ) but it is about 120 times and 900 times
faster than J1(θ) and J˜1(θ) respectively
4
In the next example, we compare the resolution ca-
pability of the methods versus sources’ DOA separa-
tion. Two Gaussian sources with η=60%, SNR=0dB
and 1024 snapshots are assumed. Sources are located at[
20− ∆θ2 , 20 + ∆θ2
]
and successful separation is attributed
to a spectrum with minimum prominence 3dB and maxi-
mum error 1◦. The result is illustrated in Fig. 14, which
shows STEP (with known sources’ number) and 1-WIMO
have superior resolution capability in low SNR and adja-
cent sources.
Resolution sensitivity to the sources’ coherence is stud-
ied in the next numerical example. Two wideband sources
with η=60%, SNR=5dB are located at 15◦ and 25◦. There
are 1024 samples with fs=10kHz. 500 trials are run at
each SNR and success condition is the same as the pre-
vious example. The resolution probability versus coher-
ence index ρ is shown in Fig. 15. Obviously ρ=0 corre-
sponds to sources’ independence and ρ=1 denotes fully
correlated sources. 1-WIMO shows the best performance
against sources’ correlation and Squ-TOPS, p-WIMO and
IMUSIC are in the second rank.
In the last numerical example, we compare methods run-
time versus bandwidth ratio. η is swept from 0% to 150%,
fh=4KHz and M=8192. Runtime is reported as the av-
eraged calculation time of spatial spectrum for −90◦ to
+90◦ interval with grid size 1◦. ∆f for the methods in-
volving subband processing is set to 50Hz; namely CSSM,
IMUSIC, TOPS, squared TOPS, STEP∗ and `1-SVD. The
results are illustrated in Fig. 16. `1-SVD and W-LASSO
utilizes CVX toolbox and W-CMSR uses SeDuMi [29] as
the solver. This simulation is run on a PC with the follow-
ing specifications: Windows 10 (64bit version), Intel Core
i7-920 3.4 GHz and 8GB RAM.
Numerical results, show that the main part of calcula-
tion of WIMO belongs to estimation and decomposition
of Sˆy˜y˜, which increases with O(m3). Therefore, regarding
the previously discussed constraint on ε, m can be selected
as small as possible if a faster calculation is required. It
is also shown that in identical conditions, BASS-ALE has
more computational cost due to the spatial averaging pro-
cess over multiple subbands.
5. Conclusion
A new broadband DOA estimation approach, named
wideband modal orthogonality (WIMO) was introduced
in this paper. WIMO proposes a subspace-based solution,
wherein the noise subspace is obtained from eigen-analysis
4 The computational complexity of J1(θ) and J˜1(θ) are O(NKθ ),
i.e., increase exponentially with the number of sources K.
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Figure 11: Probability of resolution versus SNR for two non-uniform PSD. (a) and (b) are the PSD of the simulated signal and the resulting
probability of resolution for Gaussian PSD respectively. (c) and (d) are for the sinc2 PSD.
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Figure 12: The probability of separation versus the number of snap-
shots.
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Figure 13: DOA estimation RMSE versus SNR for 1-WIMO and
spatial-only methods [17]. ULA with NS=8, M=1024, fl=1.5KHz
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Figure 14: Probability of resolution versus sources’ DOA separation.
500 trials are run for each SNR.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Figure 15: Probability of resolution versus sources’ coherence index.
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Figure 16: Comparison of the averaged runtime versus bandwidth
ratio.
of STCM and the signal subspace is provided from a math-
ematical approximation of STCM. Our proposed DOA es-
timators, namely 1-WIMO and p-WIMO, overcome some
of the implementation challenges of the previous methods,
such as spectral decomposition, focusing procedure and,
multiple EVD for all subbands and test angles. They also
require no a priori information on the number of sources
and the pre-estimates of their DOAs. Extensive numerical
investigations demonstrated the superior performance of
WIMO with more than one order of magnitude faster run-
time compared to some state-of-the-art schemes. We also
showed that the presented STCM approximation can ac-
curately estimate broadband signal subspace dimension.
In the case of non-uniform power spectral density, it is
shown that knowledge about source’s spectral distribution
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can be well exploited to achieve the optimum WIMO per-
formance. On the other hand, uniform assumption in the
signal bandwidth can provide satisfactory results.
Appendix A. Proof of theorem 1
Proof. Using the Rayleigh quotient theorem [25], the i-th
eigenvector can be formulated as the solution of the fol-
lowing optimization,
u˘i = argmax
u
∑
k,l
u∗ks˘k,lul (A.1)
s.t. ‖u‖2 = 1 , uH u˘j = 0 , {i, j ∈ {1, · · · , L} , j < i}
From (25) S˘N = ggH , then rank(S˘N ) = 1 and u˘N1 =
g/
√
L. substituting s˘Wk,l and s˘k,l by the following integrals,
s˘Wk,l =
1
B
∫ +B2
−B2
ej2pi(hk−hl)u · du (A.2)
s˘k,l =
1
B
∫ +B2
−B2
ej2pi(hk−hl)(u+fc) · du (A.3)
and then rewriting the objective in (A.1), we obtain,
∑
k,l
u∗ks˘k,lul =
1
B
∫ +B2
−B2
∣∣∣∣∣∑
k
uke
−j2pihk(u+fc)
∣∣∣∣∣
2
· du
=
1
B
∫ +B2
−B2
∣∣∣∣∣∑
k
u′ke
−j2pihku
∣∣∣∣∣
2
· du =
∑
k,l
u′∗k s˘
W
k,lu
′
l
(A.4)
where in the last equality, there is a change of variable
from u to g ◦ u′. If u′ = u˘Wi then u maximizes (A.4) and
for j < i, we have,
uH u˘j = (g ◦ u˘Wi )H(g ◦ u˘Wj ) = 0 (A.5)
then u˘i = g ◦ u˘Wi . Furthermore, the equality of σi(S˘)
and σi(S˘
W ) and their positive semi-definiteness is obtained
from (A.4). Given that S(f) ≥ 0 for all f (see (9-164) in
[30]), regarding (16), positive semi-definiteness of S˘ holds
also in general non-uniform case. Denoting U˘WSSm as the
SS-Transform of wideband part of the GSV, expression
for σ(S˘) in (A.4), is in-fact integration of the power of the
U˘WSSm over the whole bandwidth,
σ1(S˘) =
∫ +B2
−B2
∣∣∣U˘WSSm(u, θ)∣∣∣2 · du (A.6)
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