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i
Abstract
Density Functional Theory (DFT) is an elegant reformulation of quantum mechanics in which the
density distribution is the variable that formally contains all the information about a system. It was
placed on a formally sound theoretical footing by Hohenberg and Kohn [1] in 1964 and an imple-
mentation for determining the ground state density and energy was proposed by Kohn and Sham the
following year [2]. Despite more than fifty years since Hohenberg and Kohn showed that the density
can be used as the controlling variable, there is no known exact way to implement DFT. Nevertheless,
DFT has been successfully applied using approximations and has become the standard approach for
investigating structural properties of solids and molecules. In this project we examine properties of
DFT functionals for a finite single band Hubbard chain. The advantage of using a Hubbard model
is that for short chains exact solutions can be found numerically and for a uniform infinite chain an
analytic solution is available. The exact solutions can be used as a reference for approximate imple-
mentations of DFT. We explore DFT on a lattice in an ensemble formulation which allows a formal
implementation of DFT for fractional particle numbers. We show that even for a simple uniform
density approximation the resulting functional derivatives have a spatially independent discontinuity
as a function of particle numbers at integer particle number, as the required by the exact formalism.
An approximate exact implementation of Kohn-Sham DFT with the neglect of the DFT correlation
energy can be implemented exactly and results show that it can compare very well with the exact
solution, but that the success of the approximation is not consistent under all circumstances. Finally
we show that it is possible to achieve the original goal of Kohn-Sham Density Functional Theory which
was to find the ground state density and energy of an interacting system while all calculations are
performed for a fictitious independent particle model. We introduce a mapping of the ground state
wavefunction basis function expansion coefficients of a single band Kohn-Sham Hubbard model onto
the coefficients of the interacting Hubbard model and derive a set of exact self-consistent equations
that can be solved within an fictitious Kohn-Sham framework to find the interacting ground state
density and energy.
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Chapter 1
Introduction
In physics, many body problems emerge frequently from the attempt to understand solid and molecular
structures and properties. The elementary particles involved in these studies are the nuclei and
electrons of atoms. The complexity of many-particles systems increases exponentially with the size of
the system under consideration.
The first significant insight into breaking down this complexity arises from the work of Born and
Oppenheimer [3, 4] called the Born-Oppenheimer (BO) approximation. However, instead of address-
ing the real system, they deduced from the experimental observations that energy levels of molecules
mimic an electronic system with electrons rotating around a semi-rigid nucleus and that the nuclear
kinetic energy is negligible compare to the electronic kinetic energy. Therewith the presence of nu-
clei in the system resembles an external potential in which the electrons move. On the other hand,
the potential generated by nucleus-nucleus interactions is mapped to a parameter that contributes
to the total energy of the system. This type of approximation at its beginning had been criticized
[4, 5] for being introduced without a solid analytical demonstration and for its probable inaccuracy
to highly predict molecular systems. However, it underlies various reliable modern approximations.
For instance, the Hartree method [6, 7] aims to obtain the ground state wave function by solving the
electronic Hamiltonian resulting from the BO approximation.
In 1923, Douglas Hartree got the genius idea to express the wave function of a many-electron
system as a product of single-electron wave functions solution of the Schro¨dinger equation wherein the
operator that couples electron-electron interactions is removed. Doing so, he unveiled the existence
of a self consistent field, called the Hartree potential. Like the wave function, Hartree potential
becomes the primary target when implementing this method. Nevertheless, this new method quickly
reached its limitation since its ground state violates the Pauli’s exclusive principle whenever the system
under consideration contains more than one electron. Fock [8, 9] used the same approach as Hartree,
but instead of a single product he opted for the determinant method of Wigner [10, 11, 12, 13] that
inherits the antisymmetry property of the determinant operator. It is worthy to mention that, because
Fock’s approach involves electron spins, the method turns out to yield the so called exchange potential.
At that stage, the form of the wave function included all the basic properties necessary to satisfy the
endeavour of scientists in related fields. However, slight variation of the self consistent potential field
regarding the electron as a subject failed to come up with fully expectations till 1950 when Slater
[14, 15, 16] finally made the field unique regardless of the electrons by weighing and averaging the
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exchange potential on one hand, and on the other hand making use of the slater determinant and
a fictitious non-interacting system. (The use of Slater determinant has the merit to simplify the
understanding of the mathematics used by Fock when he was trying to redress Hartree’s method.)
These final refinements have sharpened enough the Hartree-Fock method which became a sustainable
tool to probe many-electron systems for physicists and chemists. It succeeds in reducing considerably
the effort needed with respect to the number of particles involved in the problem. Indeed, for each
electron there is a four dimensional (R3×{↑, ↓}) variable so that for a ne particle system the dimension
of the wave function is 4ne . Consequently, a small increase in the particle number will exponentially
toughen the computational efforts. This is what Kohn [17] has called the exponential wall.
Another breakthrough comes with the emergence of DFT (Density Functional Theory), an ab initio
approach, that instead of seeking for wave functions looks for the electronic density distribution over
the configuration space. DFT was primitively used at the same time by Thomas and Fermi (TF)
in 1927 [18]. Thomas, conscious of the difficulty that researchers have to figure out the effective
potential which fits with the experimental data of particular systems, introduced the notion of uniform
distribution of electrons. Thus, he was able to recover the effective field that ought to be considered.
However, this was not accurate enough since from the beginning it failed to be realistic. Indeed,
it is clear that electron repartition will not be easily fitted by a uniform distribution. Fortunately,
TF (Thomas and Fermi) method has been improved to the venerable approximation called Local
Density Approximation (LDA) and its hybrids [19, 20]. DFT really started with the works of Kohn,
Hohenberg and Sham in 1960. Kohn and Hohenberg [1], formally set the total energy as a functional of
the electronic density of the system. From this formalism, they proved that the energy can only reach
its minimum at the ground state density. Nonetheless, their work does not help in practice. Not long
afterwards, Kohn with Sham (KS) [2] found that it is necessary to define a new type of correlation that
they simply called correlation energy while considering a fictitious noninteracting system which ground
state density is equal to the interacting density. (The common name is the exchange-correlation (XC)
energy to mean the addition of the exchange and the correlation energy.) The XC energy is indeed the
fraction that has to be added to the kinetic, the Hartree and the external potential energy in order
to obtain the total energy of the interacting system. Alongside the ongoing discussion around DFT
and even doubt about the existence of a well defined XC energy [21], the XC energy has been used to
explain the problem of calculating the fundamental band gaps [22, 23] encountered in insulators and
semiconductor materials. The KS formalism does not provide an exact form of the XC energy density
functional. Therefore, DFT relies on approximations though there is not a systematic way to achieve
this. In return, different approximations have been implemented in the literature. The standout
approximations over the years include: the LDA, the Generalized Gradient Approximations (GGA)
[22, 23] and the Hybrid functionals [24, 25, 26]. These approximations are elaborated to respond to
specific problems. Their built-in density functionals is designed upon known properties of the target
functionals and so their field of application is limited. It becomes imperative to further probe density
functionals properties. Hopefully, one can assess the formalism and gain insight into the properties of
DFT by investigating solvable models.
Lattice-DFT [27, 28] is probably one of the best models where DFT theories can be accurately
assessed. The simplest of these is the one-dimensional Hubbard model [29, 30, 31]. Although it is
not possible to find a general analytical solution, it exists for special cases. For small systems Exact
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Diagonalization (ED) of the Hubbard model is feasible and that is the approach we chose. Within the
KS scheme, it is instructive to work out the effective Kohn-Sham potential for the Hubbard model
self-consistently, to check its dependence on the number of particles (specifically for integer particle
numbers) and furthermore to investigate the exchange-correlation energy or potential as a function of
fractional particle numbers in an ensemble formalism. Nevertheless, a knowledge of the total energy
is necessary to fully study the exchange-correlation energy. Thus, in the attempt to address this
challenge, we acted on the KS ground state wave function by a Jastrow factor that will provide it with
more correlation. One can establish a self-consistent approach, that we call exact method, to get the
factor for any integer number of electrons. As expected, the exact method amazingly and accurately
returns the total energy and the interacting density. It also returns the interacting ground state wave
function exactly. We derived an explicit expression of the correlation potential and energy with regard
to the Jastrow factors.
In Chapter 2, we focus on the fundamentals that promote the rise of DFT by recapitulating
some known results. From the definition of ensemble DFT, we give a brief analytical discussion on
the spatially independent discontinuity of the KS potential at integer particle numbers. We study
the discontinuity of the kinetic energy and its derivative as well. Analytical results that underline
the different methods stated in this Chapter are detailed in Appendix A. Chapter 3 follows with the
concept of Lattice-DFT and its backgrounds relevant for this thesis. Interested in small lattice systems,
we briefly review finite dimensional Hamiltonians while focussing on the ground state properties of the
one dimensional Hubbard Hamiltonian. To illustrate this, we perform an exact diagonalization based
on an exact KS scheme which yield the KS potential. (More results for a two site lattice is expanded in
Appendix B.) We therefore numerically study the discontinuity of the KS potential in Chapter 4. We
show that the LDA used in [32] does not highlight this discontinuity. We explore in Chapters 5 and 6
two new approaches: the Hartree plus exchange and the Jastrow factor approximations respectively.
The first produces excellent results for the approximate KS kinetic energy while the result is acceptable
for the density. The second simply returns exact numerical results of the interacting ground state. A
thorough summary and perspective are included in Chapter 7.
3
Chapter 2
Density Functional Theory:
Underlying theory
This chapter summarizes the relevant underlying concepts that progressively lead to the birth of DFT.
Starting from the Born Oppenheimer approximation, which allows us to study electrons in isolation
as a first approximation, it narrates how concepts developed to improve the theory that culminated
in formal DFT as proposed by Walter Kohn and co-workers in the mid 1960’s.
2.1 Born Oppenheimer Approximation
If we exclude relativistic effects the Hamiltonian of a many-atom system is given by
Hˆ = Tˆn + vˆn + Tˆe + uˆ+ vˆn−e, (2.1)
where
Tˆn = − ~
2
2mn
m∑
i=1
∇2Ri (2.2)
is the nucleon kinetic energy operator,
Tˆe = − ~
2
2me
ne∑
i=1
∇2ri =
ne∑
i=1
Tˆi (2.3)
is the electron kinetic energy oprator,
vˆn =
e2
4pi
m∑
i=1
m∑
i<j=1
ZiZj
| Rj −Ri | (2.4)
is the nucleon-nucleon potential operator,
uˆ =
e2
4pi
ne∑
i=1
ne∑
i<j=1
1
| rj − ri | (2.5)
is the electron-electron potential operator and
vˆn−e = − e
2
4pi
ne∑
i=1
m∑
j=1
Zj
| Rj − ri | (2.6)
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is the nucleon-electron potential operator. In the equations above, m stands for the number of nuclei
and ri and Rj (in R3) stand for the coordinates of the ith electron and the jth nucleon respectively. mn
is the mass of a nucleon and me the mass of an electron. In the following x = (r, σ) and X = (R, σ) will
be used as compound electron position and spin coordinates and nucleon position and spin coordinates
respectively. The Hamiltonian in Eq. (2.1) allows one to tackle the Schro¨dinger equation,
HˆΨ(X1, · · · ,Xm,x1, · · · ,xne) = EΨ(X1, · · · ,Xm,x1, · · · ,xne) (2.7)
which yields a set of eigenfunctions Ψ with their corresponding eigenenergies. In this thesis we are
primarily interested in the minimum eigenenergy, the ground state energy, and its eigenfunction, the
ground state wave function. Here Ψ is used interchangeably for all (when in equations) and the ground
state wave functions. The meaning of Ψ will be evident from the context.
The basis of the BO approximation is the assumption that all eigenstates of Eq. (2.7) can be ex-
pressed as the product of two eigenstates. To highlight this, let us consider the electronic Hamiltonian
Hˆe = Tˆe + uˆ+ vˆn−e (2.8)
so that
Hˆ = Tˆn + vˆn + Hˆe. (2.9)
It follows that
HˆΨ = (Tˆn + vˆn)Ψ + HˆeΨ.
If
Ψ(X1, · · · ,Xm,x1, · · · ,xne) = Ψe(X1, · · · ,Xm,x1, · · · ,xne)Ψn(X1, · · · ,Xm) (2.10)
where Ψe is the electronic ground state i.e. HˆeΨe = E0Ψe then,
HˆΨ = (Tˆn + vˆn)Ψ + E0(X1, · · · ,Xm)Ψ (2.11)
= (TˆnΨe)Ψn + Ψe(TˆnΨn) + Ψe(vˆnΨn) + E0(X1, · · · ,Xm)Ψ (2.12)
= (TˆnΨe)Ψn + Ψe[Tˆn + vˆn + E0(X1, · · · ,Xm)]Ψn. (2.13)
The dependency of E0 on X results from the presence of the nuclear potential operator in Eq. (2.8).
Looking for the electronic properties of the system and keeping in mind that the mass of a nucleon
is 103 heavier than this of an electron, one may choose the centre of the nuclei as the inert frame to
localize the electrons and therefore neglect the kinetic part TˆnΨe in Eq. (2.13). This implies that,
HˆΨ = Ψe[Tˆn + vˆn + E0(X1, · · · ,Xm)]Ψn.
If we neglect TˆnΨe, Ψn turns out to be an eigenfunction of the nuclear Hamiltonian
Hˆn = Tˆn + vˆn + E0(X1, · · · ,Xm). (2.14)
This concludes BO’s assumption stated in Eq. (2.10). Alongside this approach, from the assumption
of a nuclear inert frame, one may consider Eq. (2.1). Neglecting TˆnΨ, Eq. (2.7) is reduced to(
vˆn + Tˆe + uˆ+ vˆn−e
)
Ψe(X1, · · · ,Xm,x1, · · · ,xne) = EΨe(X1, · · · ,Xm,x1, · · · ,xne).
Under the assumption of fixed nuclei, the nucleon-nucleon potential is a constant and can be shifted
to the right hand side so that one remains only with Tˆe + uˆ+ vˆn−e. That is,(
Tˆe + uˆ+ vˆn−e
)
Ψe(X1, · · · ,Xm,x1, · · · ,xne) = (E − vˆn)Ψe(X1, · · · ,Xm,x1, · · · ,xne)
= E0(X1, · · · ,Xm)Ψe(X1, · · · ,Xm,x1, · · · ,xne).
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From now forth and without loss of generality, let us still denote by Hˆ,
Hˆ = Tˆ + uˆ+ vˆ, (2.15)
the electronic Hamiltonian where vˆ now stands for the external potential. We are now on interested
in the following Schro¨dinger equation:
HˆΨ(x1, · · · ,xne) = EΨ(x1, · · · ,xne). (2.16)
2.2 Hartree and Hartree-Fock Method
Though it looks simple and obviously resolvable, Eq. (2.16) is seldomly easy to be handled straightfor-
ward when the number of electrons in the system increases (albeit the BO approximation has brought
down the effort that is initially needed). Only further devised simplifications can allow one to expect
solving this challenging equation.
2.2.1 Hartree Method
The first steps have been taken by Hartree, Fock and Slater in the HF method. In the Hartree method,
each electron is regarded as moving in a single particle self-consistent potential field created by both
nuclei and electrons of the system. Henceforth, the many-electron Hartree wave function (also called
a Hartree product) φ is the product of one-electron wave functions ϕi, 1 ≤ i ≤ ne. The many-electron
Hamiltonian becomes a linear combination of one-particle Hamiltonians Hˆ(xi). So, the one-electron
wave functions form an orthonormal basis and are solutions of
Hˆ(xi)ϕi = iϕi.
The solutions of Eq. (2.16) are assumed to be on the form of the Hartree product:
φ(x1, · · · ,xne) = ϕ1(x1)ϕ2(x2) · · ·ϕne(xne). (2.17)
The later statement can be put on an analytical way as follows using the variational principle:〈
δiφ
∣∣∣Hˆ − i∣∣∣φ〉 ∣∣∣
φ=φ0
= 0 (2.18)
where φ0 corresponds to the ground state wave function. In Eq. (2.18), δiφ is the state obtained after
slightly varying the ith single-electron wave function ϕi used to write φ. For instance, and throughout
this thesis, the variation will affect only one of the ϕi so that we get
δiφ = ϕ1(x1)ϕ2(x2) · · ·ϕi−1(xi−1)δϕi(xi)ϕi+1(xi+1) · · ·ϕne(xne). (2.19)
While expanding Eq. (2.18) using Eq. (2.19), we have carried out (see Appendix A) the one particle
potential
vˆH(rk) =
ne∑
i,i6=k
〈ϕ†i (xi)uˆ(ri, rk)ϕi(xi)〉ri (2.20)
=
ne∑
i,i 6=k
∫
ϕ†i (xi)uˆ(ri, rk)ϕi(xi)dri (2.21)
6
which is the famous self-consistent potential field called Hartree potential. We have also worked out
the single-electron Schro¨dinger equation(
Tˆk + vˆ
H(rk) + vˆ(rk)
)
ϕk = kϕk. (2.22)
The functional
FH [ϕ] = 〈ϕ†(x)
(
Tˆ + vˆH(r)
)
ϕ(x)〉 (2.23)
is completely independent of any kind of information the nuclei of the system may carry. For instance,
its analytical expression is the same for all sort of atomic or molecular systems with equal number
of electrons. So, it is universal and it is called universal functional. Unfortunately, as pointed out
by Fock and Slater, the Hartree product does not respect Pauli exclusion principle. Once the system
contains more than one electron, the Hartree wave functions are no more suitable to be considered.
In fact let us consider a two-electron Hartree product φ(x1,x2) = ϕ1(x1)ϕ2(x2). If one assumes that
both electrons occupied the same one-particle wave function then, ϕ1 = ϕ2 = ϕ and
φ(x1,x2) = ϕ(x1)ϕ(x2).
The Hartree product does not necessary vanish and so does violate the Pauli exclusion principle.
2.2.2 Hartree-Fock Method
Slater, to clarify the approach used by Fock in addressing the drawback in the Hartree product,
introduced the Slater determinant
φ(x1,x2, · · · ,xne) =
1√
ne!
det

ϕ1(x1) · · · ϕne(x1)
... · · · ...
... · · · ...
ϕ1(xne) · · · ϕne(xne)
 (2.24)
which can be thought of as a generalization of the Hartree product as follows
φH(x1,x2, · · · ,xne) = det

ϕ1(x1) 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ϕne(xne)
 .
Considering the Slater determinant, the expansion of Eq. (2.18) yields the Hartree-Fock equations:[
Tˆr + vˆ
H(r) + vˆx[r, ϕk] + vˆ
]
ϕk(x) = kϕk(x) (2.25)
where
vˆx[r, ϕk] =
ne∑
m,m 6=k
ϕ†m(x
′)uˆ(r, r′)ϕk(x′)ϕm(x) (2.26)
is a delocalised potential because of its dependency on ϕk. It is called the exchange potential. The
HF universal functional becomes
FHF [ϕ] = 〈ϕ†(x)
(
Tˆ + vˆH(r) + vˆx[r, ϕ]
)
ϕ(x)〉. (2.27)
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Though a Slater determinant is a non-correlated anti-symmetric wave function since
φ(x1,x2, · · · ,xj , · · · ,xi, · · · ,xne) = −φ(x1,x2, · · · ,xi, · · · ,xj , · · · ,xne),
their convex combinations are correlated. Thus, the solutions ψi of Eq. (2.16) are assumed to be
convex combination of (a subset of) all possible Slater determinants φj . Henceforth, they are correlated
anti-symmetric wave functions. This wave function is more plausible than the Hartree product φH .
In the Hartree approach it is assumed that the ith electron occupied the state ϕi. In other words,
one knows exactly the position of each electron independently of the time the measurement is made.
Nevertheless, it is known that electrons are indistinguishable so that they can likely occupy each of
the state available. This later aspect is well captured in Eq. (2.24). As an operator, the determinant
of a matrix wherein there is a column that is a linear combination of others vanishes; thus, assuming
an orbital shared by two electrons yields a zero wave function. That is, the use of Slater determinants
ensures the respect of the Pauli exclusion principle.
2.3 Density functional theory
As its name conveys it, Density Functional Theory aims at formulating the description of measurable
observables of a given system in terms of the ground state electronic density. It began with Thomas
and Fermi, was placed on a firm formal basis by Hohenberg, Kohn and Sham and has become one of
the most used techniques in the field of computational materials science.
2.3.1 Thomas-Fermi method
DFT in its earlier age began with the Thomas-Fermi statement in 1927. Instead of studying the sys-
tem by looking for its ground state Ψ0, Thomas and Fermi introduced [18, 33, 34, 35] the electronic
density ρ0 as the main subject. For instance, for a system with more than two electrons, a geometrical
insight into the electronic density ρ0 (a three-dimensional variable dependent function) is obviously
more efficient than the ground state wave function which involves at least six dimensional variables.
Thomas and Fermi started by considering an elementary volume ∆Vr around the position vector
r. They hypothesised on a uniform density ρ(r) to show that (see Appendix A.3) the kinetic energy
T TF ,
TTF =
~2
2me
(
3
√
35pi4
5
)∫
∆Vr
ρ(r)5/3dr, (2.28)
the coulomb interaction potential energy UTF ,
UTF =
∫
∆Vr
ρ(r)vTF (r)dr, (2.29)
and the external potential energy Ev,
Ev =
∫
∆Vr
ρ(r)v(r)dr,
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are density functionals. This development allows to fully express the total energy of the system as a
functional of the uniform electronic density as
ETF =
~2
2me
(
3
√
35pi4
5
)∫
∆Vr
ρ(r)5/3dr +
∫
∆Vr
ρ(r)vTF (r)dr +
∫
∆Vr
ρ(r)v(r)dr. (2.30)
The functional
FTF =
~2
2me
(
3
√
35pi4
5
)∫
∆Vr
ρ(r)5/3dr +
∫
∆Vr
ρ(r)vTF (r)dr (2.31)
is the TF universal functional. Since the ground state density is the one that minimizes the total
energy and integrates to ne over the coordinate space (here ∆Vr), the following equations hold:∫
∆Vr
[
κ′ρ(r)2/3 + vTF (r) + v(r)− µ
]
δρdr = 0
κ′ρ0(r)2/3 + vTF (r) + v(r) = µ. (2.32)
Eq. (2.32) is the TF equation and is used to determine the ground state properties of the system. TF
method reduced a lot the calculations by introducing homogeneous gases. Though F TF is deduced
from an homogeneous gas, it is used to locally assess inhomogeneous systems. However, the method
remains a mathematical model since its universal functional is too crude to describe a natural system
i.e. a non-uniform electronic density.
2.3.2 Density functional theory
Kohn together with Hohenberg and Sham have generalized the Thomas-Fermi idea of homogeneous
density into an inhomogeneous density. Let us define the spin independent density
ρ0(r1) = ne
∑
σ1,σ2,··· ,σne
∫
R3
dr2
∫
R3
dr3 · · ·
∫
R3
drne 〈Ψ0(x1, · · · ,xne)|Ψ0(x1, · · · ,xne)〉.
*
Inversely, any trial wave function Ψ becomes an implicit functional of the many-electron density
ρ. The expectation value of the Hamiltonian gives
E =
〈
Ψ
∣∣∣Hˆ∣∣∣Ψ〉 (2.33)
= 〈Ψ
∣∣∣Tˆ + uˆ∣∣∣Ψ〉+ 〈Ψ |vˆ|Ψ〉 (2.34)
= 〈Ψ
∣∣∣Tˆ + uˆ∣∣∣Ψ〉+ ∫ ρ(r)v(r)dr. (2.35)
Since the two operators Tˆ and uˆ are both ρ-independent i.e. fixed, the first term of the right hand
side, denoted by F , is an implicit functional of ρ while the second term is an explicit functional. So,
the energy
E[ρ] = F [ρ] +
∫
ρ(r)v(r)dr (2.36)
is also a functional of the electronic density. The functional F does not take into account where the
external potential v arises from; it is therefore a universal functional. Once F is well established in
terms of ρ and the external potential is given, it will serve to determine the ground or excited state
properties of the system. The fact that the density determines the wave function induces a functional
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dependency of any observable measurement on the density. From this observation, Hohenberg and
Kohn (HK) moved forwards to establish two pinpoint theorems that underpin the concept of DFT
for non-degenerate ground states [36]. HK’s theorem was improved and generalized for degenerate
ground states later. They state that the density is uniquely determined by the external potential
and that the energy of the system, apart from being a functional of the density, reaches its minimum
exactly at the ground state density. Indeed, let us consider two external potentials vˆ and vˆ′ with their
corresponding Hamiltonians Hˆ and Hˆ ′ and degenerate ground state wave functions Ψ0,i and Ψ′0,i. The
two Hamiltonians are related by the expression Hˆ ′ = Hˆ + (vˆ′ − vˆ). The wave functions
Ψ0 =
∑
i∈I
αiΨ0,i
and
Ψ′0 =
∑
i∈I′
α′iΨ
′
0,i,
where αi, α
′
i ∈ C and ∑
i
|αi|2 =
∑
i
|α′i|2 = 1,
are ground state wave functions of Hˆ and Hˆ ′ respectively. Because of the degeneracy, it is necessary
to introduce some new sets. First, let V include all external potentials that differ by more than a
constant; Sv and Dv be the sets of linear combinations of the associated ground state wave functions
and densities of v; and S = ∪vSv and D = ∪vDv. If one assumes that the external potentials differ by
more than a constant and that ρ′0 = ρ0 then the following hold
E′0 =
〈
Ψ′0
∣∣∣Hˆ ′∣∣∣Ψ′0〉
=
〈
Ψ′0
∣∣∣Hˆ∣∣∣Ψ′0〉+ ∫ (v′(r)− v(r))ρ0(r)dr
=
∑
i
|α′i|2
〈
Ψ′0,i
∣∣∣Hˆ∣∣∣Ψ′0,i〉+ ∫ (v′(r)− v(r))ρ0(r)dr
>
∑
i
|α′i|2E0 +
∫
(v′(r)− v(r))ρ0(r)dr
because Ψ′0,i are not eigenfunctions of Hˆ. In other words,
E′0 > E0 +
∫
(v′(r)− v(r))ρ0(r)dr. (2.37)
Eq. (2.37) can be rewritten by permuting the symbol ′ to obtain
E0 > E
′
0 +
∫
(v(r)− v′(r))ρ0(r)dr. (2.38)
Eq. (2.37) and Eq. (2.38) together sum up to give
E′0 + E0 > E
′
0 + E0
which is contradictory. Thus, it is not possible to get the same density (or Dv) from two potentials
that do not differ by a constant. The proof for the non-degenerate wave function case emanates from
the choice of α0 = α
′
0 = 1 and αi = α
′
i = 0 for i 6= 0. This concludes the proof of the HK’s theorem for
both degenerate and non-degenerate ground states. The attempt to look for a density that minimizes
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the energy demands the use of
δE
δρ
that mathematically required some topological structure over D
or an extended set. In general, the energy can be evaluated for any arbitrary density as its functional.
However, does a trial density result from an external potential? The answer is no. Those densities
that correspond to a potential belong to D and are called v-representable. D is not a compact set that
will contain an infinitesimal variation of its elements. Thus, Levy in his work assumes a more relax set
that contains densities coming from any plausible ne-electron wave functions (degenerate or not and
no necessary v-representable) called ne-representable wave functions. In the Levy constrained search,
the energy becomes
E[ρ0] = min
ρ
{
min
Ψ→ρ
{〈
Ψ[ρ]
∣∣∣Tˆ + uˆ∣∣∣Ψ[ρ]〉+ ∫ v(r)ρ(r)dr}}
= min
ρ
{
min
Ψ→ρ
{〈
Ψ[ρ]
∣∣∣Tˆ + uˆ∣∣∣Ψ[ρ]〉}+ ∫ v(r)ρ(r)dr}
= min
ρ
{
FL[ρ] +
∫
v(r)ρ(r)dr
}
(2.39)
where FL[ρ] = min
Ψ→ρ
{〈
Ψ[ρ]
∣∣∣Tˆ + uˆ∣∣∣Ψ[ρ]〉}. The search for ρ0 using the variation of the energy with
respect to ne-representable density accordingly to the statement of Eq. (2.39) is permitted now.
2.3.3 Hartree-Fock-like equations: Kohn-Sham equations
Hohenberg and Kohn rigorously settled the formal basis of DFT and the existence of the universal
functional FHK . They did not offer a method to implement DFT. The next step was to think about
methods and schemes to implement DFT. The Hartree-Fock scheme offered a suggestion which Kohn
and Sham used to develop a practical implementation of DFT. First, let us consider the Hamiltonian
HˆKS of a noninteracting system that has the same ground state density as Hˆ. In their derivation
Hohenberg and Kohn did not use the properties of the non interaction potential though DFT can be
applied to noninteracting systems as well. The noninteracting universal functional is nothing else than
the noninteracting kinetic functional TKS . The external potential, vKS , of the fictitious noninteracting
particle system is called the Kohn-Sham potential. The KS ground state wave function Φ0 is solution
of (
TˆKS + vˆKS
)
Φi = E
KS
i Φi, (2.40)
which yields
EKS0 = T
KS [ρ0] +
∫
ρ0(r)v
KS(r)dr.
The ground state density minimizes the density functional
EKS [ρ] = TKS [ρ] +
∫
ρ(r)vKS(r)dr
with the constrain ∫
ρ(r)dr = ne
in such away that the Lagrange multiplier µ′ satisfies
µ′ =
dTKS
dρ
[ρ0] + v
KS [ρ0]. (2.41)
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The many-particle KS ground state wave-function will be a sum of Slater determinants which are
constructed from single particle orbitals. We can formulate a Hartree-Fock like energy by taking the
expectation value of the interaction potential with respect to the KS ground state wave function.
The resulting expression can be expressed as a sum of two terms, the Hartree energy, EH [ρ] and the
exchange energy Ex[ρ]:
〈Φ |uˆ|Φ〉 = EH [ρ] + Ex [ρ]
where
EH [ρ] =
1
2
∫
ρ(r)ρ(r′)
|r− r′| drdr
′,
and Ex [ρ] has the form of the Hartree-Fock exchange energy, but expressed in terms of the KS
orbitals.
The interacting system ground state energy E [ρ], can be written as
E [ρ] =
〈
Ψ
∣∣∣Tˆ ∣∣∣Ψ〉+ 〈Ψ |uˆ|Ψ〉+ 〈ρv〉
=
〈
Φ
∣∣∣Tˆ ∣∣∣Φ〉+ (〈Ψ ∣∣∣Tˆ + uˆ∣∣∣Ψ〉− 〈Φ ∣∣∣Tˆ + uˆ∣∣∣Φ〉)+ 〈Φ |uˆ|Φ〉+ 〈ρv〉
=
〈
Φ
∣∣∣Tˆ ∣∣∣Φ〉+ Ec [ρ] + Ex [ρ] + EH [ρ] + 〈ρv〉 (2.42)
where the correlation energy Ec [ρ], is defined as
Ec [ρ] =
〈
Ψ
∣∣∣Tˆ + uˆ∣∣∣Ψ〉− 〈Φ ∣∣∣Tˆ + uˆ∣∣∣Φ〉 . (2.43)
It is common to combine the exchange and correlation energies and we will write Ec [ρ]+Ex [ρ] = Exc [ρ]
when required. The universal Hohenberg-Kohn functional FL[ρ] can therefore be decomposed as
FL[ρ] =
〈
Ψ
∣∣∣Tˆ ∣∣∣Ψ〉+ 〈Ψ |uˆ|Ψ〉
= TKS [ρ] + Exc [ρ] + EH [ρ] . (2.44)
It follows from Eq. (2.44) that the energy of the interacting system can be written
E[ρ] = TKS [ρ] + EH [ρ] + Exc[ρ] +
∫
ρ(r)v(r)dr
and, since E [ρ] is minimised at the ground state density ρ0,
µ =
dTKS
dρ
[ρ0] +
∫
ρ0(r
′)
|r− r′|dr
′ +
dExc
dρ
[ρ0] + v[ρ0], (2.45)
where µ is a Lagrange multiplier that comes from the requirement that the particle number is con-
strained. Therefore,
vKS [ρ0] = (µ
′ − µ) +
(∫
ρ0(r
′)
|r− r′|dr
′ +
dExc
dρ
[ρ0] + v[ρ0]
)
.
Hence, after defining
vH [ρ(r)] =
∫
ρ(r′)
|r− r′|dr
′ (2.46)
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(details on how to derive the Hartree potential is given in Section 2.4.2) and
vxc[ρ(r)] =
dExc
dρ
, (2.47)
the definition of the KS potential and the KS equations (up to a constant shift µ′ − µ) follows as
vKS [ρ0] = v
H [ρ0] + v
xc[ρ0] + v[ρ0] (2.48)
with (
Tˆi + vˆ
KS(ri)
)
ϕi = iϕi. (2.49)
These last equations help to extract the interacting density from a self-consistent resolution (based
on vKS) of the noninteracting system. Thus, inhomogeneous densities can be obtained and used to
assess the accuracy of universal functional approximations or simply Exc approximations.
2.3.4 The exchange-correlation potential
DFT provides a full formalism on how to get the ground state energy and density of any system but
left us without any mention of how to obtain the exchange correlation potential. This led researchers
to ponder the question of how to express or to approximate the missing linchpin of the theory. Over
decades, substantial and hefty approximations have been achieved.
Local density approximation
The local density approximation [1, 2, 21] is an admirable approximation based on homogeneous
systems. The ground state density is therefore uniform and the knowledge of the density is assumed
to accurately establish a local exchange-correlation energy density xc(ρ(r)) which integrates to Exc.
That is
Exc[ρ] =
∫
r
xc(ρ(r))dr
=
ne∑
i=1
xc(ρi).
In return, xc(ρ(r)) =
∂
∂ρ
Exc and leads to the single-particle Schro¨dinger equations
(−1
2
∇2i + vH + xc + v)ϕi = iϕi.
It is noteworthy that the dependence of the exchange-correlation energy density on the uniform
electronic density demands to analytically establish xc. An approach known as Bethe ansatz [37,
38, 39, 40, 41] gives an exact expression of xc (Eq. (4.4)) for one dimensional Hubbard models (see
Section 3.2.1). The form of xc that is devised may then be used as reference for inhomogeneous system
Exc calculation. LDA showed some shortcomings in calculation of bang gap of materials [42, 43, 44].
When consideration for spin is at stake, ρ↑ and ρ↓ become the variable of xc and the approximation
is named LSD or local spin density.
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Derivative of local density approximation: Gradient approximation and hybrids
In general, the exchange-correlation energy density can be written not only as functional of ρ but
also of |∇ρ| , ∇2ρ and many other functional of ρ. In such case the expression for LDA is the first
order term in the Taylor expansion of xc with respect to |∇ρ| or ∇2ρ for slowly varying ground state
density. The choice and the manipulation of the power series and its variables are intently motivated
by known properties of the density functionals that one aims to incorporate into the approximation.
Despite their growing number, the different approximations are grouped into few categories mainly
the generalized gradient approximation (GGA) [45, 46], the meta-GGAs (MGGA) and the hybrid-
GGAs (HGGA) [27, 28, 29] with xc(ρ, |∇ρ|), xc(ρ, |∇ρ|,∇2ρ) and xc(ρ, |∇ρ|,∇2ρ, xexact) [47, 48]
respectively and where xexact is an exact exchange energy density.
The sake of approximate density functional has led to the development of several approximations.
The one that outperformed for some particular type of problems may be outperformed for other
types. So, the approximations are designed to accurately address a range of properties. For instance
to study thermodynamic or electronic structure, Perdew–Burke–Ernzerhof (PBE) functional is among
the privileged ones [47] though it fails to estimate charge transfer excitation energies.
2.4 Ensemble DFT
2.4.1 Canonical ensemble
Ensemble DFT [49, 50] is the branch of DFT that is taken into account by physics to probe a system
of fractional N particle number. For a system that exchanges electrons and energy with an infinitely
large and distant reservoir, the average number of electrons within the system can be fractional. To
describe this, one may go beyond the simple ground state density to use the ensemble ground state
density ρN0 . While exchanging electrons, the real system can be found in a range of ne-electron systems
with possible degenerate ground states Ψnei and its corresponding electron density ρ
ne
i for i ∈ Ine ⊂ N.
The superscript ne of ρ
ne
i involves the result
∫
R3
ρnei (r)dr = ne. For such ne-electron systems, let pne,i
be the probability to find the real system in the state Ψnei . Obviously,∑
ne
∑
i∈I
pne,i = 1. (2.50)
A well defined operator (matrix) able to consider at once (and perhaps all the past and future of)
those ne-electron systems is
Γˆ =
∑
ne
∑
i
|Ψnei 〉 pne,i 〈Ψnei | (2.51)
or for simplicity
Γˆ =
∑
i
|Ψi 〉 pi 〈Ψi| (2.52)
and is called canonical ensemble. Eq. (2.50) implies that Tr(Γˆ) = 1 where Tr means trace. Recall
that Ψi are the eigenfunctions of the Hamiltonian Hˆ = Tˆ + uˆ + vˆ. The expectation value of any
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observable Oˆ is equal to the trace of ΓˆOˆ. That is
〈Oˆ〉 =
∑
i
pi
〈
Ψi
∣∣∣Oˆ∣∣∣Ψi〉
= Tr
(
ΓˆOˆ
)
.
Thus, the ground ensemble density and energy are defined by
ρ(r) =
∑
i
piρi(r)
and
E =
∑
i
piEi.
Let us denote by Γˆρ the canonical ensemble that yields the density ρ. ρ equals ρ0 at zero temperature.
One can figure out several canonical ensembles that yield the same electronic density. For instance, one
may think of varying the outcome probabilities in those cases. The Variational principle is therefore
over all ensembles Γˆρ.
2.4.2 KS potential property recovered from the canonical ensemble
It is convenient to work out the (canonical) ensemble Γˆ
ρn
+
e
of a system with fractional particle number
n+e which is between ne and ne + 1. Fortunately, data suggests that the ground state energies of the
Hamiltonian of such opened system satisfy the so-called convexity condition [50, 51] as listed below,
2Ene ≤
(
Ene+1 + Ene−1
)
. (2.53)
Hence, for α = n+e − ne one may interpolate the ensemble Γˆρn+e as follows
Γˆ
ρn
+
e
= (1− α)
∑
i
|Ψnei 〉 pi 〈Ψnei | + α
∑
i
∣∣Ψne+1i 〉 pi 〈Ψne+1i ∣∣ , (2.54)
= (1− α)Γˆρne + αΓˆρne+1 . (2.55)
So, in particular one has
ρn
+
e = (1− α)ρne + αρne+1
and
En+e = (1− α)Ene + αEne+1. (2.56)
Let us replace α by n+e − ne in Eq. (2.56) and thereafter take the derivative of the energy En+e with
respect to n+e . Substituting α by n
+
e − ne,
Eq. (2.56) =⇒ En+e = (1 + ne − n+e )Ene + (n+e − ne)Ene+1.
Now, the derivative gives
∂En+e
∂n+e
= Ene+1 − Ene . (2.57)
15
In other words, the derivative of the total energy is constant in the interval [ne, ne + 1]. So, if one
takes n−e in [ne − 1, ne] rather than considering it in [ne, ne + 1], one must straightforwardly obtain
∂En−e
∂n−e
= Ene − Ene−1. (2.58)
In general, ∂EN∂N is known as the chemical potential, µN , of the interacting N -electron system and in
particular,
Ene − Ene+1 = A(ne) is the electron affinity
and
Ene−1 − Ene = I(ne) is the ionization potential.
Eqs. (2.57) and (2.58) together with Eq. (2.53) result into
µ−ne = lim
n−e →ne
∂En−e
∂n−e
≤ lim
n+e→ne
∂En+e
∂n+e
= µ+ne . (2.59)
Data show that I(ne)−A(ne) is zero for metals whereas it is strictly positive for semiconductors and
insulators. This affects directly either the effective Kohn-Sham or the exchange-correlation potential
as proved in the following lines. Firstly, let us consider the ensemble version of the Hohenberg-Kohn
second theorem that states
E[ρN ] = min
ΓˆρN
{
Tr(ΓˆρN (Tˆ + uˆ+ vˆ))
}
= min
ΓˆρN
{
Tr(ΓˆρN (Tˆ + uˆ)) + Tr(ΓˆρN vˆ)
}
= min
ΓˆρN
{
Tr(ΓˆρN (Tˆ + uˆ)) +
∫
R3
ρN (r)vˆ(r)dr
}
= min
ΓˆρN
{
Tr(ΓˆρN (Tˆ + uˆ))
}
+
∫
R3
ρN (r)vˆ(r)dr
= F [ρN ] + Ev[ρ
N ]
and
E[ρN0 ] = min
ρN
{
F [ρN ] + Ev[ρ
N ]
}
= F [ρN0 ] + Ev[ρ
N
0 ].
This means
δE
δρ
=
δF
δρ
+ v
where
v =
δEv
δρ
is independent of ρN ; F [ρN ] is a universal canonical functional. On the other hand, the variational
principle upon the N -electron interacting functional energy says
δ
δ{ρ(r), µN}
[ 〈
Ψ[ρ]
∣∣∣Hˆ∣∣∣Ψ[ρ]〉+ µN(N − ∫
R3
ρ(r)dr
)]
= 0.
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It turns out that
δF
δρN
[ρN0 ] + v = µN
since
δ
δµN
[
µN
(
N −
∫
R3
ρ(r)dr
)]
= 0
implies ∫
R3
ρ(r)dr = N.
Let us consider the KS universal functional energy
FKS [ρN ] =
[
TKS + EH + Exc
]
[ρN ].
With
EH [ρN ] =
1
2
∫
R3×R3
ρN (r)ρN (r′)
|r− r′| drdr
′,
the variational of the Hartree energy is
δEH [ρ
N ] =
1
2
[∫
δρN (r′)
∫
R3×R3
ρN (r)
|r− r′|drdr
′ +
∫
δρN (r)
∫
R3×R3
ρN (r′)
|r′ − r|dr
′dr
]
=
∫
R3
δρN (r)dr
(∫
R3
ρN (r′)
|r− r′|dr
′
)
that is
vH [ρN ] =
∫
R3
ρN (r′)
|r− r′|dr
′. (2.60)
Therefore,
δ
δρN
(
TKS + Exc
)
[ρN0 ] + v
H [ρN0 ] = µN . (2.61)
According to Eq. (2.55) the density is continuous at integer particle number; so is vH [ρN ]. Therefore,
lim
n−e →ne
δ
δρn
−
e
(
TKS + Exc
)
[ρ
n−e
0 ] ≤ lim
n+e→ne
δ
δρn
+
e
(
TKS + Exc
)
[ρ
n+e
0 ] (2.62)
which is the cornerstone of the well known spatially independent discontinuity of the KS or the XC
potential at integer particle numbers. Another issue coming from Eq. (2.62) is whether δT
KS
δρN
or
vxc =
δExc
δρN
is a discontinuous function. The discontinuity in the Kohn-Sham potential was first discussed by
Perdew et al. in 1982 [51]. Eq. (2.62) shows that the functional derivative ot the kinetic energy plus
exchange correlation energy can have a spatially independent discontinuity in its functional derivative
at integer particle numbers. According to the first Hohenberg-Kohn theorem the groundstate charge
density determines the groundstate potential to within a constant. Applied to the Kohn-Sham system
at integer particle numbers, it implies, since the groundstate density is continuous with respect to the
particle number, that the KS potential as an integer particle number is approached from above can
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differ from the KS potential as the same integer particle number is approached from below, only by
a spatially independent constant. This means that the KS potential can have a spatially indepen-
dent discontinuity at integer particle numbers. The discontinuity in the KS potential is discussed in
[50, 52, 51], for example, but this simple conclusion, based on the Hohenberg-Kohn theorem has not
been investigated. The consequence is that both the KS potential and the functional derivative of the
kinetic energy have spatially independent discontinuities at integer particle numbers.
Taking into account the behaviour of the KS potential we can now derive an expression for the
discontinuity of the functional derivative of the KS kinetic energy. Let vKS+ and v
KS− be the KS
potentials when one approaches respectively from above or below the ne-particle system. The shift in
the potentials is denoted by λ i.e.
λ = vKS+ − vKS− . (2.63)
If ϕi are the solutions to the KS equations:
−1
2
∇2ϕi + vKSϕi = iϕi (2.64)
then, for an arbitrary N
ρN0 (r) =
∑
i∈N
θi|ϕi|2(r) where
{
θi = 1 if 1 ≤ i ≤ ne
0 ≤ θi < 1 otherwise.
Therefore,
∇2ρN0 =
∑
i∈N
θi
(
2∇ϕ†i∇ϕi + ϕ†i∇2ϕi + (∇2ϕ†i )ϕi
)
(2.65)
which implies ∑
i∈N
θi
(
ϕ†i∇2ϕi + (∇2ϕ†i )ϕi
)
= −∇2ρN0 +
∑
i∈N
θi
(
2∇ϕ†i∇ϕi
)
.
Eq. (2.64) yields
−1
2
∑
i∈N
θiϕ
†
i∇2ϕi + vKS
∑
i∈N
θi|ϕi|2 =
∑
i∈N
θii|ϕi|2
−1
2
∑
i∈N
θiϕ
†
i∇2ϕi + (µN −
δTKS
δρN
[ρN0 ])
∑
i∈N
θi|ϕi|2 =
∑
i∈N
θii|ϕi|2
−1
2
∑
i∈N
θiϕ
†
i∇2ϕi − ρN0
δTKS
δρN
[ρN0 ] = −
∑
i∈N
θi(µN − Ni )|ϕi|2. (2.66)
Both Eq. (2.65) and Eq. (2.66) lead to
δTKS
δρN
[ρN0 ] =
1
4ρN0
∇2ρN0 −
1
2ρN0
∑
i∈N
θi
(
∇ϕ†i∇ϕi
)
+
1
ρN0
∑
i∈N
θi(µN − Ni )|ϕi|2;
in particular,
δTKS
δρn
+
e
[ρ
n+e
0 ] =
1
4ρn
+
e
0
∇2ρn+e0 −
1
2ρn
+
e
0
ne+1∑
i=1
θi
(
∇ϕ†i∇ϕi
)
+
1
ρn
+
e
0
ne+1∑
i=1
θi(µn+e − +i )|ϕi|2
and
δTKS
δρn
−
e
[ρ
n−e
0 ] =
1
4ρn
−
e
0
∇2ρn−e0 −
1
2ρn
−
e
0
ne∑
i=1
θi
(
∇ϕ†i∇ϕi
)
+
1
ρn
−
e
0
ne∑
i=1
θi(µn−e − −i )|ϕi|2.
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Hence, with
[δTKS
δρ
]+
[ρne0 ] = lim
n+e →ne
δTKS
δρn
+
e
[ρn
+
e
0 ] and
[δTKS
δρ
]−
[ρne0 ] = lim
n−e →ne
δTKS
δρn
−
e
[ρn
−
e
0 ],
([δTKS
δρ
]+
−
[δTKS
δρ
]−)
[ρne0 ] =
1
ρne0
ne∑
i=1
θi(µ
+
ne − +i )|ϕi|2 −
1
ρne0
ne∑
i=1
θi(µ
−
ne − −i )|ϕi|2
=
1
ρne0
ne∑
i=1
θi(
+
ne+1
− −i )|ϕi|2 −
1
ρne0
ne∑
i=1
θi(
−
ne − −i )|ϕi|2
=
1
ρne0
ne∑
i=1
θi(
+
ne+1
− −ne)|ϕi|2([δTKS
δρ
]+
−
[δTKS
δρ
]−)
[ρne0 ] = 
+
ne+1
− −ne . (2.67)
On the other hand,
EKS(ne)
± = (TKS)±[ρne0 ] + E
±
vKS
and Eq. (2.33) bring us to
λne = (T
KS)+[ρne0 ]− (TKS)−[ρne0 ] + λne.
That is
(TKS)+[ρne0 ] = (T
KS)−[ρne0 ]. (2.68)
It is clear that the convexity condition occasions a shift or a discontinuity in the KS potential (Eq.
(2.63)) though TKS is a continuous function (Eq. (2.68)); whereas Eq. (2.67) shows that the functional
derivative of the KS kinetic energy at integer particle numbers may or may not exhibit a discontinuity
since +ne+1 − −ne is zero for opened systems and different of zero otherwise. In this thesis we are
interested in studying the discontinuity of the KS potential and devised approximations that preserve
the existence of the gaps.
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Chapter 3
Lattice density functional theory
3.1 Second quantization
3.1.1 Fermion Fock space
Contrary to classical particles, quantum mechanics particles (bosons and fermions) are indistinguish-
able. This leads to wave functions that highlight only the different occupied states by the quantum
particles instead of their individual position. In case of L site lattice of one electron, the normalized
state |iσ 〉 stands for a delta function representing a spin σ particle localised at site i. Eigenstates for
a one particle system are therefore superposition of the delta functions (see Appendix B.2); that is,
ϕiσ =
L∑
j=1
βij |ijσ 〉
are eigenstates. The set { ϕiσ | 1 ≤ i ≤ L, σ =↑, ↓}1 generates a single-electron complex Hilbert space
(H) since it forms a vector space equipped with the scalar product 〈• |•〉 that induces a norm on the
space. The states of two electron lattice system belong to the second tensor power H⊗2 of H. Each
term of the product carries information on a single electron. Furthermore, for ne-electron system, the
states are antisymmetric tensors of H⊗ne . They are also called Fock states because they are built
up with basis elements which are made of the same number (ne) of electrons. Indeed, the n
th
e tensor
powers of H can be sum up to construct the Fock space, [53]
F =
2L⊕
ne=0
H⊗ne .
Among the antisymmetric Fock states, there are the pure states that are factorizable as follows
φ =
∑
i
bi1ϕi1σi ⊗
∑
i
bi2ϕi2σi ⊗ · · · ⊗
∑
i
bineϕineσi . (3.1)
Otherwise, they are called entangled states. Indeed, while expanding the tensor product in Eq (3.1),
one readily comes across with tensor power terms like
biθ(1)iθ(2)···iθ(ne)ϕiθ(1)σθ(1)ϕiθ(2)σθ(2) · · ·ϕiθ(ne)σθ(ne)
1The basis of ϕiσ is only used here for demonstration purpose. For numerical calculations, the Hamiltonians are
diagonalized over the basis of delta functions |iσ 〉
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where θ is an arbitrary permutation, 1 ≤ ij ≤ L, ij = ik implies that σj 6= σk and may occur only
once in the product. In other words,
φ =
∑
(i1,i2,··· ,ine )
∑
θ
biθ(1)iθ(2)···iθ(ne)
ne⊗
j=1
ϕiθ(j)σθ(j) .
The antisymmetry condition affects as well the components which satisfy
biθ(1)iθ(2)···iθ(ne) = (−1)θbi1i2···ine
where θ is the number of time θ permutes two elements. Finally, one may consider the normalized
antisymmetric states
φi =
∑
θ
(−1)θ√
ne!
ne⊗
j=1
ϕiθ(j)σθ(j) (3.2)
in order to rewrite φ as follows
φ =
∑
i
biφi.
3.1.2 Creation and annihilation operators
To further simplify the complexity of performing a general expansion of tensor powers, the creation
and annihilation operators [54, 55] are introduced. Let us consider the sub vector space H⊗ne− of all
the antisymmetric states φi of H⊗ne defined in Eq (3.2). The linear operator
Cˆ†kσ : H⊗ne− 7→ H⊗ne+1−
φi(1, 2, · · · , ne) → φi(1, 2, · · · , ne, ne + 1) =
∑
θ
(−1)θ√
(ne + 1)!
ne+1⊗
j=1
ϕiθ(j)σθ(j)
is called the creation operator and satisfies
{Cˆ†kσ, Cˆ†k′σ′} = Cˆ†kσCˆ†k′σ′ + Cˆ†k′σ′Cˆ†kσ = 0 (3.3)
and for all θ there exists j such that
∣∣iθ(j)σθ(j) 〉 = |kσ 〉. It basically creates a spin σ electron at site
k. A glance at Eq. (3.3) shows that Cˆ†kσCˆ
†
kσ = 0 and this manifests the Pauli’s exclusion principle.
The Hilbert space for an empty lattice is the complex space C. A state in C is linear to | 〉; the so called
vacuum space. The creation operator maps then the zero-electron Hilbert space C = H⊗0 into a single
electron space H⊗1 i.e. Cˆ†kσ | 〉 = |kσ 〉. Thereon, a repeat action of ne different creation operators on
the vacuum lead to the basis elements
Cˆ†i1σ1Cˆ
†
i2σ2
· · · Cˆ†ineσne | 〉
of H⊗ne− so that one can choose
φi = Cˆ
†
i1↑Cˆ
†
i2↑ · · · Cˆ
†
in↑ ↑Cˆ
†
i(n↑+1)↓
Cˆ†i(n↑+2)↓
· · · Cˆ†ine↓ | 〉 (3.4)
to represent the basis elements. Let us stress on the use of the subscript n↑ to denote the number
of up-spin electrons carried by φi. The inverse of the creation operator is the annihilation operator Cˆ
defined as follows
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Cˆkσ : H⊗ne− 7→ H⊗ne−1−
φi(1, 2, · · · , ne − 1, ne) → φi(1, 2, · · · , ne − 1) =
∑
θ
(−1)θ√
(ne − 1)!
ne−1⊗
j=1
ϕiθ(j)σθ(j)
which satisfies
{Cˆkσ, Cˆk′σ′} = 0 (3.5)
and for all θ, there is not any j such that
∣∣iθ(j)σθ(j) 〉 = |kσ 〉. All state of H⊗ne− that does not involve
the single state |kσ 〉 will be totally quenched (mapped into 0) by Cˆkσ otherwise only the single state
|kσ 〉 is removed. The combination of the two operators lead to the following relationship
{Cˆ†kσ, Cˆk′σ′} = δkk′δσσ′ .
These two operators have been involved into building useful and relevant operators. In quantum
mechanics, operators are aimed to be hermitian. Such operators are called observable since their
eigenvalues are real and can be obtained experimentally. Among them are
nˆiσ = Cˆ
†
iσCˆiσ, the on-site spin σ particle number operator
nˆσ =
∑
i
nˆiσ, the spin σ particle number operator
nˆi =
∑
σ
nˆiσ, the on-site particle number operator
nˆe =
∑
i,σ
nˆi, the total particle number operator
Sˆz =
1
2
∑
i
(nˆi↑ − nˆi↓), the spin number operator
3.2 One dimensional Hamiltonian model
In physics, an Hamiltonian is mainly used to describe and to investigate some particular properties
of a system. For a lattice system, it serves for instance in studying the quantum mechanical motion
(tunnelling or hopping), the coulomb interaction of electrons and also the external potential or mag-
netic field. There are various Hamiltonians, however, regarding the aims of the investigation one has
to make a concise choice. We chose the Hubbard Hamiltonian to describe our system because it bears
enough features that are sometime difficult to be retrieved from the complex system itself; also, it is
no more a simple mathematical model since it can be realized experimentally using wave laser light
fields [56].
3.2.1 Hubbard Hamiltonian
The Hubbard model is named after John Hubbard who has published a series of papers [57, 58, 59,
60, 61] in this regards. Meanwhile, Gutzwiller [62] and Kanamori [63] came out independently with
the same model whence the trio Hubbard-Gutzwiller-Kanamori model was used in the past.
The Hubbard Hamiltonian is introduced to model crystalline materials. This makes the nucleon-
nucleon and the nucleon-electron interaction potentials to be periodic potentials with the same pe-
riod as the lattice. The application of the BO approximation with the change, P 2 = −~2∇2,
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U(xi,xj) = e24pi 1|rj−ri| and V(xi) = − e
2
4pi
∑m
j=1
Zj
|Rj−ri| reduces the Hamiltonian of Eq. (2.1) into
H =
ne∑
i=1
P 2i
2me
+
∑
1≤i<j≤ne
U(xi,xj) +
ne∑
i=1
V(xi).
The coulomb potential, though it is a two-electron potential, is to complex to facilitate a mean field
approximation. Therefore, one needs to come out with a simpler two-electron potential. This can be
achieved by considering an auxiliary potential V ′ [30]. The addition and removal of ∑nei=1 V ′(xi) from
H, yield:
H =
ne∑
i=1
P 2i
2me
+
∑
1≤i<j≤ne
U(xi,xj)−
ne∑
i=1
V ′(xi) +
ne∑
i=1
[V(xi) + V ′(xi)] .
Let us define the one-electron potential v′(xi) = V(xi) + V ′(xi) and the two-electron potential
u(xi,xj) = U(xi,xj) + 1(ne−1) [V ′(xi) + V ′(xj)]. The sum of the elements
∑
j 6=i V ′(xj), 1 ≤ i ≤ ne,
gives (ne − 1)
∑ne
i=1 V ′(xi). Therefore,
ne∑
i=1
V ′(xi) = 2
ne − 1
∑
1≤i<j≤ne
V ′(xj)
=
1
ne − 1
 ∑
1≤i<j≤ne
V ′(xj) +
∑
1≤i<j≤ne
V ′(xj)

=
1
(ne − 1)
 ∑
1≤i<j≤ne
V ′(xi) +
∑
1≤i<j≤ne
V ′(xj)

(3.6)
implies ∑
1≤i<j≤ne
U(xi,xj)−
ne∑
i=1
V ′(xi) =
∑
1≤i<j≤ne
(
U(xi,xj) + 1
(ne − 1) [V
′(xi) + V ′(xj)]
)
=
∑
1≤i<j≤ne
u(xi,xj)
and
H =
ne∑
i=1
H(xi) +
∑
1≤i<j≤ne
u(xi,xj). (3.7)
We recall that H(xi) =
P 2i
2me
+v′(xi) is the one-electron Hamiltonian with eigenfunctions and eigenen-
ergies ϕαk and αk respectively. α represents the band index while k is the crystal momentum that
runs over the first Brillouin zone (BZ). The periodicity of the lattice constrains ϕαk to be periodic
functions. The eigenfunctions are therefore Bloch functions [64, 56] and so can be written as
ϕαk(r) = e
ik.ruαk(r).
They form an orthonormal basis and span the one-electron system. For lattice systems, it is more
convenient to make use of maximally localized wave functions. Since Bloch functions are periodic,
they can be decomposed into Fourier series. If, over the lattice vectors Rj , the Fourier coefficients are
ξαRj with ξαRj (r) = ξα(r−Rj), then
ϕαk(r) =
1√
m
∑
Rj
eik.RjξαRj (r).
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ξαRj are localized functions around the lattice points; they are named Wannier functions. Inversely,
one can Fourier transform the Wannier functions over the first BZ to get the Bloch eigenfunctions.
That is,
ξαRj (r) =
1√
m
∑
k∈BZ
e−ik.Rjϕαk(r).
A spin σ electron in the Wannier (respectively Bloch) state can be acted on by the creation, Cˆ†jσ,α
(Cˆ†kσ,α), or the annihilation, Cˆjσ,α (Cˆkσ,α) operator. In general, one defines the spin σ creation field
operator as follows:
ψˆ†σ(r) =
∑
j,α
ξ∗αRj (r)Cˆ
†
jσ,α. (3.8)
The definition of the annihilation field operator results from Eq. (3.8). Let us now second quantized
the Hamiltonian. Eq. (3.7) becomes,
H =
∑
σ=↑,↓
∫
d3rψˆ†σ(r)H(r)ψˆσ(r) +
1
2
∑
σ,σ′=↑,↓
∫
d3rd3r′ψˆ†σ(r)ψˆ
†
σ′(r
′)u(r, r′)ψˆσ′(r′)ψˆσ(r)
=
∑
σ
∑
αα′,ij
tαα
′
ij,σCˆ
†
iσ,αCˆjσ,α′ +
1
2
∑
σσ′
∑
αα′ββ′,ijkl
uαα
′ββ′
ijkl Cˆ
†
iσ,αCˆ
†
jσ,α′Cˆkσ,β′Cˆlσ,β
where
tαα
′
ij,σ =
∫
d3rξ∗αRi(r)H(r)ξα′Rj (r)
=
1
m
∑
k∈BZ
eik.(Ri−Rj)
∫
d3rϕ∗αk(r−Ri)H(r)ϕα′k(r−Rj)
=
δαα′
m
∑
k∈BZ
eik.(Ri−Rj)αk
and
uαα
′ββ′
ijkl =
1
2
∫
d3rd3r′ξ∗αRi(r)ξ
∗
α′Rj (r
′)uαα
′ββ′
ijkl (r, r
′)ξβ′Rk(r
′)ξβRl(r).
(3.9)
The simplest form of the Hubbard Hamiltonian is reached by only allowing the nearest neighbour
hopping without the on-site term. This means that one has adopted the following setting:
tij,σ = −tδ|i−j|−1
and
uαα
′ββ′
ijkl = u0δαα′δα′βδββ′δijδjkδkl.
The parameter t is in unit energy and quantifies the energy released by an electron that hops from one
site to the closest one. On its simplest form, the Hubbard Hamiltonian for an homogeneous system is
as follows:
Hˆ = −t
∑
<i,j>,σ
Cˆ†jσCˆiσ + u0
ne∑
i=1
nˆi↑ nˆi↓ .
For inhomogeneous system, an external potential field vˆ has to be added. In case of a spin-dependent
potential, one has
vˆ =
∑
iσ
viσnˆiσ;
otherwise, viσ = vi for both spins.
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3.2.2 Some properties of the Hubbard Hamiltonian ground state wave function
The Hubbard Hamiltonian does commute with the spin-number operator Sˆz since it commutes with
nˆiσ. So, the Hubbard Hamiltonian does not change the number of up and down spin particles when
acting on a basis function, and therefore it is block diagonal in the basis functions with N↑ up-spin
and N↓ down-spin particles. We note that for the ground state,
ς0 =
∑
m
h(m)φm,
of the Hubbard Hamiltonians (for dependent or independent particles) the discrete function h has a
constant sign (see Section 6.2.1 for details) for positive hopping term t. This property holds for all t in
general as it is proved from Eq. (6.5) to Eq. (6.7) and stated in [30]. We numerically investigate the
constant sign property of h via simulations in order to confront the theory and the numerical results.
The Hubbard Hamiltonian depends on the hopping term, the interacting term and the external
potential. Any change in these parameters induces a change in the ground state wave function. We
look at this with respect to each parameter while arranging the basis functions φm according to the
occurrence of the electron spins at the different sites. While varying the parameter u0 between −10
and 10, we select a flat external potential and set the hopping term to one. Figure 3.1 plots the
function h against the corresponding basis function indices m for all values of u0. A glance at the
patterns draw upon the different colour, marker and line styles shows that the respective components
are of the same sign and may be equal to zero. Moreover, when one magnifies enough the left hand side
of Figure 3.1 in Figure 3.2, it appears that the components are only close to zero. Here, we only plot
the graph for four electrons because it is the worst case in terms of the components being close enough
Figure 3.1: The components h(m) of ς0
against the basis vector φm indices m for
forty one values of u0 spreads evenly over
the range [−10, 10] and for v = (1, 1, 1, 1).
Figure 3.2: Zoom in the left end of Figure
3.1.
to zero. We then vary the external potential whether arbitrary using a uniform distribution or flat.
We notice that the results are still the same (even when we change the lattice site number). Likewise,
instead of varying the u0 term, we evenly spread the hopping term t over the range [1, 20] and replot
h. The three graphs showed in Figures 3.3, 3.4 and 3.5 stress on the constant sign of the components.
For the different figures above, the external potential varies for all of them except its geometry that
is sometime the same. This means that, the way the potential affects the components is inherent to
these figures. So, the sign of the components does not differ as well. The same observations hold for
the components h(m) of the noninteracting Hubbard Hamiltonian ground state wave function.
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Figure 3.3: The components h(m)
of ς0 against the basis vector φm
indices m for forty one values of t
spreads evenly over the range [1, 20]
and for v flat.
Figure 3.4: The components h(m)
of ς0 against the basis vector φm
indices m for forty one values of t
spreads evenly over the range [1, 20]
and for v symmetric.
Figure 3.5: The components h(m)
of ς0 against the basis vector φm
indices m for forty one values of t
spreads evenly over the range [1, 20]
and for v arbitrary.
3.2.3 Derivatives of the Hubbard Hamiltonian
Notwithstanding its simplicity, the model can be used to analyse electronic properties as well as ferro-
magnetism and antiferromagnetism properties and metal-insulator transition of strongly correlated or
tight binding systems. Indeed, the double occupation can induce an attraction or repulsion whether u0
is negative or positive. For strong attraction (u0 → −∞ ) the system increasingly tends to allow only
double occupations and so becomes antiferromagnetic [65]. Conversely, it becomes ferromagnetic for
strong repulsion. The t−J Hubbard model [66, 67] arises to especially address this. Other prominent
derivatives of the Hubbard model are the Boson-Hubbard (for bosonic system) [68, 69, 70] and the
Boson-Fermi-Hubbard model (for mixture system of bosons and fermions) and the Jaynes-Cummings-
Hubbard model (for photons) [71, 72].
3.3 Density functional theory on a finite one dimensional lattice
system
KSDFT [2] was originally derived for a realistic system and thereafter, regarding the interest in
simplified systems, it was adapted to lattice systems in general. The main objective behind KSDFT
(see Section 2.3.3) is the sake of an external potential of a fictitious noninteracting system whose
electronic density is accurately equal to the electronic density of the interacting system. Since the KS
system is noninteracting, any electron-electron interaction term in the Hamiltonian used to describe
the system must be removed. In our case this implies u0 = 0 which results in
HˆKS = Tˆ + vˆKS . (3.10)
It is worthwhile to relate how to work out the KS potential.
3.3.1 Kohn-Sham potential for realistic systems
In KSDFT one is interested in ways to figure out the KS potential of the fictitious noninteracting
system. Hohenberg in [73] has given a convenient way to perform this. Assuming that the density
functional Exc has been established, for instance the form given in Eq. (4.4), one:
1. starts with a trial-density ρ0,
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2. works out the XC potential according to Eq. (2.47),
3. computes vKS from Eq. (2.48),
4. solves the KS equation Eq. (2.40) in order to extract the ground state wave function Φ0 and to
recalculate ρ0.
This loop is repeated until self-consistency on the density is achieved. Consequently, one expects the
the approximate and the exact density to be the same.
3.3.2 An exact Kohn-Sham scheme on a lattice for spin independent KS potential
As it was said, one needs to match the density of the two systems. Any kind of information one can
get on the interacting density is therefore capital. However, for small electronic systems, it is usually
possible to obtain the exact density by diagonalizing the interacting Hamiltonian describing lattice
systems. Knowing the exact site-occupation density {ρ0,i} it is easier to constrain the iterative density
sequence
(
ρ
(k)
i
)
k∈N
to converge on the exact one. Therefore, one can access the exact KS potential.
The following flowchart pictures in Figure 3.6 the algorithm needed to construct the spin independent
KS potential. However, the KS potential is unique up to a constant shift. This necessitates extra
vKS(0)
×ˆu
HˆKS(k)
Exact diagonalization
φKS(k)
ρ
(k)
i =
〈
φKS(k) |nˆi|φKS(k)
〉
β = 0
β 6= 0
ρ
(k)
i = (1− β)ρ(k)i + βρ(k−1)i
ρ(k)
∆k = ρ0 − ρ(k)|∆k| ≤ v
KS
|∆k| > 
vKS(k+1) = v
KS
(k) −∆k
k = k + 1
Figure 3.6: Algorithm for KS scheme.
works to converge all the outcomes into a unique potential which is indeed the KS potential. This
can be done by using the chemical potential µ and the highest occupied molecular orbit or simply
the nthe eigenenergy of the single particle KS Hamiltonian. This choice corresponds to considering the
ionization potential
I = E(ne − 1)− E(ne)
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to set the chemical potential. We are going to use the ionization potential henceforth. To clarify the
process of determining a unique KS potential, let us consider the single particle KS Hamiltonian with
an effective potential veff = vKS + c and its 2ne eigenenergies i. Here c is a constant included for
generality since the Kohn-Sham potential is unique to within a constant. We have
Hˆeffϕi = 
eff
i ϕi =⇒ Tˆiϕi + vˆeffϕi = effi ϕi (3.11)
=⇒ Tˆiϕi + (vˆKS + c)ϕi = effi ϕi (3.12)
=⇒ Tˆiϕi + vˆKSϕi = (effi − c)ϕi (3.13)
=⇒ Tˆiϕne + vˆKSϕne = (effne − c)ϕne for i = ne. (3.14)
It is known that ionization potential is also equal to EKS(ne− 1)−EKS(ne); furthermore, being the
total energy of a noninteracting system,
EKS(ne) =
ne∑
i=1
i
leads to
µ(ne) = ne .
Hence, Eq. (3.14) implies
c = effne − µ(ne). (3.15)
This algorithm as detailed above is designed for a system of integer particle number. For fractional
particle number, one needs to input the ensemble ground state density of the interacting system and
repeatedly computes the ensemble KS density from the KS effective potential till a self-consistent
solution and works out the KS potential. This is to say, once veff (N) is known, the KS Hamiltonians
for ne and ne + 1 electron systems are used to calculate the corresponding KS ground state wave
functions Φ[ne, v
eff (N)] and Φ[ne + 1, v
eff (N)]. Thereafter they serve to obtain ρ[ne, v
eff (N)] and
ρ[ne + 1, v
eff (N)] which yield ρ(N). Let us remind that the chemical potential is constant between
consecutive integer particle numbers and only effne will be varying in Eq. (3.15) with respect to v
eff (N).
Just like the energy, the potential can be split into
vKS = vH + vxc + v
in general; wherein vxc can be written as
vxc = vx + vc.
From the need to define the “Hartree plus exchange energy”that we came across with, we have opted
for the following reconstruction
vKS = vHx + vc + v. (3.16)
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Chapter 4
Density functional theory on a lattice:
Particle number dependence of the
exchange-correlation potential
4.1 Abstract
In Kohn-Sham Density Functional Theory, the interacting system is mapped onto a fictitious independent par-
ticle system. In an ensemble continuous particle number formulation the exchange-correlation contribution to
the potential of the independent particle system has a discontinuity as a function of particle number at integer
particle numbers [49, 50, 52, 51]. This discontinuity is equal to the difference between the fundamental gap of
the interacting system and the independent particle system. As the exchange-correlation depends on the Kohn-
Sham potential, we numerically investigate the exact Kohn-Sham potential as a function of particle number
(either integer or fractional) for a finite dimensional Hubbard model [74] and compare the exact results to a
local density approximation to the exchange-correlation functional.
We focus, in Section 4.2, on the fundamentals of Lattice-DFT [27]. In Section 4.3 the numerical
approaches we used to probe the effective Kohn-Sham potential in terms of the number of electrons
in the lattice using an ensemble DFT formalism are discussed. The corresponding results followed by
their analysis are presented in Section 4.4. A thorough summary is included in Section 4.5.
4.2 Background
From here on N represents the number of sites of a finite one-dimensional Hubbard model, ne is
an integer number of electrons in the lattice whereas J is a fractional number of electrons. In the
ensemble version of DFT fractional particle numbers J are well defined [49]. The simplest ensemble
formulation arises when
E0(ne)− E0(ne + 1) = A,
the electron affinity, is less or equal to
E0(ne − 1)− E0(ne) = I,
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the ionization potential. If this condition, the so-called convexity condition [50, 51], is satisfied, the
energy for fractional particle numbers
J = (1− α)ne + α(ne + 1)
or simply
J = ne + α,
interpolates linearly between integer particle numbers:
E(J) = (1− α)E(ne) + αE(ne + 1).
In a similar way the ensemble ground density ρ(J) interpolates linearly between integer particle
numbers as
ρ(J) = (1− α)ρ(ne) + αρ(ne + 1).
The chemical potential,
µ =
δE(J)
δne
(4.1)
and the functional derivative of E(J) with respect to the charge density, can therefore have a discon-
tinuity at integer particle numbers. Depending on whether J ≥ ne or J ≤ ne, µ = E(ne + 1)−E(ne)
or µ = E(ne)− E(ne − 1), respectively.
We adopt the linear chain single band Hubbard Model to describe the physics on a lattice. For an
external site potential viσ, the Hamiltonian is given by
Hˆ =
∑
1≤i,j≤N,σ
tijCˆ
†
jσCˆiσ +
∑
1≤i≤N
uini↑ni↓ +
∑
1≤i≤N,σ
viσniσ. (4.2)
Here σ is the electron spin and Cˆ†iσ and Cˆiσ are respectively the Fermi creation and annihilation
operators acting on spin σ electrons on site i or on the left or right vacuum. Finally, we denote by niσ
the operator Cˆ†iσCˆiσ. The hopping matrix [74](
tij =
〈
φj
∣∣∣∣− ~22m∇2
∣∣∣∣φi〉)
1≤i,j≤N
conveys the same idea of motion of particles in a general system. For simplicity, we limited the hopping
amplitude up to the first neighbour on the lattice and fix them to −t. This means tij = −tδ(i±1)j .
The on-site coulomb repulsion is carried by ui and reflects the Hartree-Fock potential. We fixed the
repulsion term to a constant u and only considered spinless external potentials (viσ = vi). With the
resulting Hamiltonian
Hˆ = −t
∑
σ
[
Cˆ†2σCˆ1σ +
N−1∑
i=2
(
Cˆ†(i−1)σCˆiσ + Cˆ
†
(i+1)σCˆiσ
)
+ Cˆ†(N−1)σCˆNσ
]
+ u
∑
1≤i≤N
ni↑ni↓
+
∑
1≤i≤N,σ
viniσ (4.3)
we solved the finite chain Hubbard Model using Exact Diagonalization. This works well for small
systems, but even for a few tenths of sites in the model, the size of the matrix makes exact diagonal-
ization a challenge. The noninteracting, or KS system, is addressed in the Hubbard model by setting
the on-site coulomb potential (ui = 0) and replacing the onsite potential vi, by the KS potential vks,i.
30
4.3 Method
We start by solving the finite interacting Hubbard model exactly and determine the ground state den-
sity. Then, starting with a guess for the KS potential, we self-consistently determine the KS-potential
that yields the same density as the corresponding interacting system. This procedure determines
the KS-potential to within a constant only, since potentials that differ by a constant yield the same
density. However, the highest occupied KS single particle energy max must satisfy
µ(J, v) = max(v
KS),
where µ(J, v) is the chemical potential of the interacting J-particle system with external potential v
[51]. This condition determines the KS-potential uniquely.
For comparison, we follow reference [32] and define a local density approximation (LDA) for an infinite
homogeneous lattice system: the site ground state; Hartree and kinetic energies are approximated by
e(t, u, ni) =

−2tβ(t,u)
pi sin
(
pi
β(t,u)ni
)
if ni ≤ 1
−2tβ(t,u)
pi sin
(
pi
β(t,u) (2− ni)
)
+ u(ni − 1) otherwise ,
(4.4)
eH =
u
4
n2i and eT = e(t, 0, ni). (4.5)
where β is the solution of
−2tβ
pi
sin
(pi
β
)
= −4t
∫ ∞
0
dx
J0(x)J1(x)
x(1 + exp(x u2t ))
.
With
V LDAKS,i =
δ
δn
(e− eT )
∣∣∣
n=ni
,
we can easily evaluate the KS potential for a given density.
4.4 Results and analysis
Let us consider a 5 site lattice with a constant potential for our application. This corresponds to a
infinite potential square well. We set the on-site coulomb potential u to 2 and the hopping term t
to 1 in arbitrary units. In Figure 4.1 results for the exact KS potential are shown as a function of
particle number. Figure 4.2 shows results for the LDA. There are spatially independent jumps in the
exact KS potential whenever the particle number passes through an integer as can clearly be seen in
Figure 4.3. The LDA potential is continuous as a function of particle number as shown in Figure. 4.2.
There is a rapid change in the LDA KS-potential near J = 5, at half band filling. This is a result of the
discontinuity in the derivative of the energy of the infinite homogeneous Hubbard model at half filling
(see Eq. 4.4) and is unrelated to the underlying properties of DFT. We note that, not surprisingly,
both the exact and the LDA KS-potentials follow the evolution of the charge density (Figure 4.4),
but the numerical values are quite different.
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Figure 4.1: Exact KS potential as a func-
tion of particle number for particles in an
infinite square well.
Figure 4.2: KS potential in the LDA ap-
proximation as a function of particle number
for particles in an infinity square well.
Figure 4.3: Difference in the exact KS po-
tentials at integer particle numbers for J ap-
proaching an integer from above and below.
Figure 4.4: Variation of the ground state
density.
4.5 Conclusion and Outlook
The discontinuity in the (functional) derivative of the exchange-correlation plus Hartree energy was
confirmed for a finite Hubbard model. This is seen in the exact KS potential which changes contin-
uously for particle numbers between integers, but for which there is a spatially independent discrete
jump as the particle number passes through an integer. For comparison, the charge density is continu-
ous and the approximate LDA-KS potential is continuous at integer particle numbers. A site derivative
discontinuity in the LDA at site density ni = 1 gives rise to a rapid change in the LDA-KS potential
at half filling, but the LDA-KS potential is a continuous function of particle number. The disconti-
nuity in the KS potential at integer particle numbers is at the heart of the problem of determining
the fundamental gap from KS calculations [51]. As a further study we intend to explore an ensemble
32
definition of the excahnge-correlation energy to construct approximations to the KS potential that
includes a discontinuity at integer particle numbers.
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Chapter 5
Self-consistent Hartree plus Exchange
Approximation
5.1 “Hartree plus exchange”potential
As seen in Section 3.3.2, the KS potential can be split into different parts. For the implementation of
the Hartree plus Exchange approximation, let us consider
vKS = vHx + vc + v.
We can then, from the Hartree plus exchange energy EHx, define the potential as
vHxi (ne) =
d
dρi
EHx(ne). (5.1)
We then remain with a proper definition of EHx. In fact, the KS ground state wave function being
antisymmetric bears the correlation due to exchange of two electron positions. Since it gives the
interacting density back, it further can be used to retrieve the Hartree energy between two electrons.
From these observations, the definition of the Hartree plus exchange energy arises,
EHx(ne) = 〈Φ(ne) |uˆ|Φ(ne)〉 . (5.2)
Eq. (5.2) shows that EHx is an explicit function of the KS ground state wave function; however, vHx
is the response function of varying the energy with respect to the particle density. Therefore, one has
to use the chain rules via a new variable that ought to link Φ and ρ. A suitable genuine variable is
the KS potential. Thus,
vHxi (ne) =
∑
j
dEHx
dvKSj
(ne)
dvKSj
dρi
(ne)
= 2
∑
j
〈
dΦ
dvKSj
|uˆ|Φ
〉
(ne)
dvKSj
dρi
(ne).
On one hand, for
Φ =
M∑
k=1
bkφk,
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one finds out that:
HˆKSΦ = EKSΦ =⇒ (HˆKS − EKS) dΦ
dvKSj
= (
dEKS
dvKSj
− dHˆ
KS
dvKSj
)Φ (5.3)
=⇒ (HˆKS − EKS) dΦ
dvKSj
= (
dEKS
dvKSj
− nˆj)Φ. (5.4)
By performing the braket product of Eq. (5.4) with 〈Φ| and also with 〈φk| , one gets〈
Φ
∣∣∣∣∣(dEKSdvKSj − nˆj)Φ
〉
= 0 (5.5a)〈
φk
∣∣∣∣∣(HˆKS − EKS) dΦdvKSj
〉
=
〈
φk
∣∣∣∣∣(dEKSdvKSj − nˆj)Φ
〉
. (5.5b)
So,
Eq(5.5a) =⇒ dE
KS
dvKSj
= 〈Φ |nˆj |Φ〉 (5.6)
=⇒ dE
KS
dvKSj
= ρj ; (5.7)
and
Eq(5.5b) =⇒
M∑
m=1
〈
φk
∣∣∣∣∣(HˆKS − EKS)dbmdvKSj φm
〉
=
M∑
m=1
〈
φk
∣∣∣∣∣(dEKSdvKSj − nˆj)bmφm
〉
=⇒
M∑
m=1
dbm
dvKSj
〈
φk
∣∣∣(HˆKS − EKS)φm〉 = M∑
m=1
bm
〈
φk
∣∣∣∣∣(dEKSdvKSj − nˆj)φm
〉
=⇒
∑
m 6=k
dbm
dvKSj
〈
φk
∣∣∣Tˆ φm〉+ dbk
dvKSj
〈
φk
∣∣vˆKS − EKS∣∣φk〉 = bk 〈φk |(ρj − nˆj)φk 〉
=⇒
∑
m 6=k
〈
φk
∣∣∣Tˆ φm〉 dbm
dvKSj
+
(〈
φk
∣∣vˆKSφk 〉− EKS) dbk
dvKSj
= (ρj − 〈φk |nˆjφk 〉) bk
=⇒
M∑
m=1
[
(1− δkm)
〈
φk
∣∣∣Tˆ φm〉+ δkm (〈φk ∣∣vˆKSφk 〉− EKS)] dbm
dvKSj
= (ρj − 〈φk |nˆjφk 〉) bk. (5.8)
Let us rewrite Eq. (5.8) using matrices. First, let b be the column vector (bs)
τ
1≤s≤M of the components
of Φ where τ stands for the transpose. This implies that
db
dvKSj
= (
dbs
dvKSj
)τ1≤s≤M .
Finally for j,m and k let us denote[
(1− δkm)
〈
φk
∣∣∣Tˆ φm〉+ δmk (〈φk ∣∣vˆKSφk 〉− EKS)]
km
and
[(ρj − 〈φk |nˆjφk 〉)bk]τk
by the matrix A and the column vector Bj respectively. In other words, Eq(5.8) is equivalent to
A
db
dvKSj
= Bj . (5.9)
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The changes of the wave function stem from Eq. (5.9) by inverting the matrix A. This unfor-
tunately rises the problem of invertibility. Nonetheless, one can avoid this by using singular value
decomposition.
On the other hand, for
ρi = 〈Φ |nˆi|Φ〉 ,
one gets
dρi
dvKSj
= 2
〈
dΦm
dvKSj
|nˆi|Φ
〉
(5.10)
= 2
M∑
m=1
dbm
dvKSj
〈φm |nˆi|φm〉 . (5.11)
Therefore, on can invert the matrix (
dρi
dvKSj
)ij to obtain (
dvKSj
dρi
)ji i.e. v
Hx(ne). The fractional number
system demands an extra work in order to obtain vHx(N). All this starts from the introduction of
the fractional α which depends on ρ(N) as follows
L∑
i=1
ρi(N) = ne + α. (5.12)
Indeed, the Hartree plus exchange energy takes the form
EHx = Tr{Γ[vKS(N)]uˆ}.
More explicitly,
EHx(N) = (1− α)EHx(ne) + αEHx(ne + 1)
so that
vHxi (N) =
dα
dρi(N)
(
EHx(ne + 1)− EHx(ne)
)
+ (1− α)
∑
j
dEHx(ne)
dvKSj (N)
dvKSj (N)
dρi(N)
+ α
∑
j
dEHx(ne + 1)
dvKSj (N)
dvKSj (N)
dρi(N)
= EHx(ne + 1)− EHx(ne) + (1− α)
∑
j
dEHx(ne)
dvKSj (N)
dvKSj (N)
dρi(N)
+ α
∑
j
dEHx(ne + 1)
dvKSj (N)
dvKSj (N)
dρi(N)
= EHx(ne + 1)− EHx(ne) + (1− α)vHxi [ne, vKS(N)] + αvHxi [ne + 1, vKS(N)].
The term EHx(ne + 1)−EHx(ne) does not change with α. It is then a spacial independent constant
that uniformly shifts vHxi (N) at integer particle numbers. That is,
vHxi (n
+
e )− vHxi (n−e ) = EHx(ne + 1) + EHx(ne − 1) + 2EHx(ne).
Readily, one may figure out the difference between vHxi [ne, v
KS(N)] and vHxi (ne) where the later is
obtained from vKS(ne).
5.2 Density functional theory on a lattice: Self-consistent Hartree
plus Exchange Approximation
5.2.1 Abstract
Within an ensemble density functional theory formulation for a finite chain single band Hubbard Hamiltonian
we define a ‘Hartree plus exchange’ approximation that can be solved exactly in a self-consistent framework.
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In this formulation we exclude a small ‘correlation’ term. Comparison of the results for a short Hubbard chain
with the exact values shows that the discontinuity in the Kohn-Sham potential is reproduced well and that
the approximate total energy is a good approximation of the exact total energy. The results suggest that it
is possible to find a good approximate solution for a Hubbard chain of any length and open a way for solving
interesting models such as Hubbard defect chains in a numerically simple and reliable way.
5.2.2 Introduction
In the mid 1960’s Kohn with Hohenberg [1] and Sham [2] established the formal basis of Density
Functional theory (DFT), a well known powerful formulation nowadays widely used by chemists and
material scientists. DFT is formally exact, but the exact form of all the density functionals in the
formalism, including the exchange-correlation energy, is not known. In practical applications the
exchange-correlation term is approximated and unfortunately there is no systematic way to develop
approximations to the exact density functionals. This has led to a confusing multitude of approxi-
mations in the literature. Approximations that have been used with success include 1) the venerable
Local Density Approximation (LDA) [2, 19, 20] which is based on the properties of the homogeneous
electron gas, 2) Generalized Gradient Approximations (GGA) [22, 23] where the exchange-correlation
functional expression includes the gradient of the density, 3) Hybrid functionals [24, 25, 26] which
include a contribution from exact exchange. Many other approximations have been proposed for
many-electron systems whose spatial coordinates belong to a continuum. A systematic examination of
the properties of approximations are hampered by the almost impossible task of finding exact solutions
for models of real systems. Lattice DFT [27, 28] is one of the interesting ways to investigate density
functionals. Here the finite chain single band Hubbard Hamiltonian has been used since it is possible
to determine the exact interacting density and eigenenergies for a range of models. For example,
the exact Kohn-Sham (KS) potential for this model can be studied as a function of electron number,
which allows an investigation of a spatially independent discontinuity of the functional derivative of
the exchange-correlation potential at integer particle numbers.
In Section 2, we summarise some important background of Lattice-DFT functionals combined with
an ensemble DFT formalism necessary to fully explore the properties of density functionals. In Section
3 we introduce the approaches we used to probe the Hartree plus exchange approximation and the
consequent KS potential as functions of the number of electrons in the lattice. We then present results
followed by their analysis in Section 4 which leads us to the conclusion in Section 5.
5.2.3 Background
The simplest Hubbard Hamiltonian [29, 30] for a finite chain single band of length l that contains ne
electrons can be written as
Hˆ = Tˆ + uˆ+ vˆ. (5.13)
In Eq.(5.13),
Tˆ = −t
∑
1≤i,j≤l
j=i±1
∑
σ=↑,↓
Cˆ†jσCˆiσ,
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uˆ = u0
∑
1≤i≤l
nˆi↑ nˆi↓
and
vˆ =
∑
1≤i≤l
∑
σ=↑,↓
vinˆiσ
are the kinetic, the spin-correlation and the external potential operators respectively. At zero tem-
perature, the ground state wave function ψ0, solution of the Schro¨dinger equation
Hˆψi = Eiψ
i,
helps to determine the ground state site-density
ρ0i =
〈
ψ0
∣∣∣∣∣∑
σ
nˆiσ
∣∣∣∣∣ψ0
〉
and the ground state energy
E0 =
〈
ψ0
∣∣∣Hˆ∣∣∣ψ0〉 .
If the ground state energy of a system that exchanges particles with a particle reservoir satisfies the
convexity condition [49, 50, 51],
E0(ne)− E0(ne − 1) ≤ E0(ne + 1)− E0(ne),
it leads to the simple two state ensemble
Γα[v] = (1− α)
∣∣ψ0[ne, v]〉 〈ψ0[ne, v]∣∣ + α ∣∣ψ0[ne + 1, v]〉 〈ψ0[ne + 1, v]∣∣
where α (1−α) is the probability of finding the system in the state ψ0[ne + 1] (ψ0[ne]). For a system
in a state with
N = ne + α
electrons, where ne is an integer, the expectation value of any observable Oˆ is
〈O〉 = Tr
{
Γα[v]Oˆ
}
,
where Tr is the trace of the product of the two operators. In the KS framework [2], we map the
interacting system onto a fictitious noninteracting system with Hamiltonian
HˆKS = Tˆ + vˆ
KS , (5.14)
with potential vKS , unique up to a constant, which reproduces the exact interacting electronic (site-)
density of the interacting ground state. The ground state energy can be partitioned as
E0(N) = Tr {ΓαH}
= TKS + EHx + Ec + Tr
{
Γα[v
KS ]vˆ
}
, (5.15)
where the last expression follows since Γα[v
KS ] and Γα[v] yield the same ground state density by
construction. For historical reasons, we call EHx the Hartree plus exchange energy term and Ec the
correlation energy, while TKS is the kinetic energy of the noninteracting Kohn-Sham system. In Eq.
(5.15),
TKS = Tr
{
Γα
[
vKS
]
Tˆ
}
, (5.16)
EHx = Tr
{
Γα
[
vKS
]
uˆ
}
, (5.17)
Ec = Tr
{
Γα [v]
(
Tˆ + uˆ
)}
− Tr
{
Γα
[
vKS
] (
Tˆ + uˆ
)}
(5.18)
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and the Kohn-Sham potential is
vˆKS = vˆHx + vˆc + vˆ,
where vHx is the functional derivative of EHx and vc this of Ec. The correlation energy Ec is expected
to make a small contribution to the total energy as confirmed below and in the Hartree plus exchange
approximation we set this term to zero with the resultant approximate Kohn Sham potential
ˆ˜vKS = ˆ˜vHx + vˆ. (5.19)
It is useful to define E˜Hxv = E˜Hx + Tr
{
Γα[v˜
KS ]vˆ
}
so that E0 = T˜
KS + E˜Hxv + E˜c i.e. E˜c =
E0−[T˜KS+E˜Hxv]. This definition of E˜c is exact for the exact DFT equations and is an approximation
of the correlation energy in the Hartree plus exchange approximation.
5.2.4 Method
For any allowed number of electrons for a finite lattice, fractional or integer, we start by solving the
exact interacting Hubbard Hamiltonian numerically and then solve the KS equation self-consistently
to obtain the exact KS potential vKS . This gives us the exact results to which approximations can
be compared. Using Eq. (5.19) it is possible to solve the Hartree plus exchange approximation within
the Kohn-Sham formulation. We first perform an exact diagonalization of an initial KS Hamiltonian
with an approximate potential vKS0 . Using the perturbation theory, we compute
∂φ0
∂vKS
from which we
determine ∂ρ
0
∂vKS
and v˜Hx0 . Finally we obtain a new KS potential v
KS
1 using Eq. (5.19). This process
is repeated until a self-consistent approximate KS potential v˜KS is obtained. From now on, let us
consider a lattice of 4 sites with a flat external potential v = (1, 1, 1, 1)T . We choose this potential to
highlight the site dependence of the exchange-correlation potential. For this model we are interested
in the KS potential for electron number N in the range 1 ≤ N ≤ 8. Let us set, in arbitrary units, the
hopping term t to be 1 while the on-site coulomb potential u is set to 2.
All the results discussed in this paper were calculated with codes written in Octave [75].
5.2.5 Results and analysis
The exact KS potential shows a site independent discontinuity at integer particle numbers (Figure
5.1) if we compare the potential as we approach an integer particle number from below or above. The
approximate KS potential (Figure 5.2) reproduces the shape and the discontinuity observed for the
Figure 5.1: Exact KS potential vKS as a
function of particle number for a finite chain.
2
Figure 5.2: Approximate KS potential v˜KS
as a function of particle number for a finite
chain.
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exact potential. In Figures 5.3 and 5.4, we notice a shift of the approximate potential with respect to
the exact one. The Hartree plus exchange potential has the form
vHxi (N) = (1− α)vHxi [ne, vKS(N)] + αvHxi [ne + 1, vKS(N)] + EHx(ne + 1)− EHx(ne),
where ne is an integer and ne ≤ N ≤ ne+1. The first two terms describe the shape of the potential and
the last two terms are particle number dependent but site independent constants. These constants
change when N passes through an integer and give rise to a site independent discontinuity in the
potential at integer particle numbers.
Figure 5.3: 3D plot of the exact and the
approximate KS potentials.
Figure 5.4: 2D plot of the exact and the
approximate KS potentials.
The maximum percentage error between the exact and approximate kinetic energies is less than
0.26% while for the Hartree plus exchange energy it is 1.09%. This is interesting since it reveals the
similarity between φ0 and φ˜0, the exact and approximate KS ground state wave functions. Figure 5.5
shows the maximum and minimum, over all the sites, percentage error in the ground state density. The
highest percentage error is 3.12%. The difference between the curves in Figure 5.6 gives an indication
of the size of Ec. The correlation energy decreases at high filling while it reaches its maximum around
a filling of 3. The overall behaviour shows that
Figure 5.5: Maximum and minimum den-
sity percentage error.
Figure 5.6: Correlation energy.
the correlation energy makes a relatively small contribution to the total energy of the system.
5.2.6 Conclusion and Outlook
We have performed a self-consistent calculation of the Hartree plus exchange approximation, a new
DFT approximation applied to the Hubbard model. We found that the approximate KS potential has
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a similar shape when compared to exact results. The correlation energy, estimated by the difference
between the exact and approximate total energies (Figure 5.6), makes a small contribution to the total
energy. From the similarity between the exact and approximate electronic densities, we confirm that
the approximate KS potential has a shape which closely follows that exact potential. Future work
includes an attempt to include correlations using a Jastrow factor to map the KS wave function onto
the interacting wave function.
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Chapter 6
Exact method for finite one
dimensional lattice density functional
theory
In Chapter 5 we illustrated numerically that the Hartree+Exchange approximation works well for the
Hubbard model. In this approximation the DFT correlation energy is ignored. In this chapter a new
approach to solve the Kohn-Sham Density Functional Theory (KS-DFT) [1, 2] problem is introduced.
We map the coefficients of an expansion of the KS ground state wave function in terms of a set of
basis functions onto the corresponding coefficients of the expansion for the interacting system. We
develop expressions for the correlation energy and potential and a fully self-consistent algorithm for
solving the Kohn-Sham formulation exactly.
6.1 Introduction
The theoretical investigation of the physics of a system made of atoms or molecules in general and
electrons in particular, is a challenge. Researchers who wish to investigate ground state properties,
including magnetic properties [76], metal-insulator transitions [62, 32], electronic structures, lattice
parameters and elastic constants can use density functional theory which formally reduces the problem
to a study of the ground state density distribution [77, 78, 79, 80]. This challenge stems from the
complexity of electron correlations [63] due to the dynamic Coulomb interactions between all pairs of
particles as well as quantum-mechanical interactions which are related to the anti-symmetry of the
wave functions for Fermions. The latter gives rise to the Pauli exclusion principle in an independent
particle description. The Pauli exclusion principle contributes to the exchange interaction [9, 25] by
preventing two electrons with the same spin from occupying the same position. In the case of the
Hubbard model it means that equal spin particles cannot occupy the same atomic site.
To circumvent the complexity of atomic systems, model systems like tight binding models [81, 80]
are often used. This simplifies the original system to system whose electrons are tightly bounded
to the nuclei in a manner that the valence electron wave functions can only overlap with the closest
neighbouring atomic orbits; all the electrons are highly localized around the nuclei. Among those
models, the Hubbard model [57, 58, 59, 60, 76] is one of the simplest.
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Exact solutions, even for simple models, are few. An exception is the solution of the one dimen-
sional single band periodic Hubbard model with nearest neighbour interactions only [37, 38]. The
approach known as Bethe ansatz [39, 40, 41] allows us to work out the exact ground state wave func-
tion, energy and the chemical potential. Another approach with promise is the Kohn-Sham (KS)
Density Functional method KSDFT [2]. In the KS framework, one constructs a model for fictitious
noninteracting particle with the constraint that the ground state density of the latter system is equal
to the ground state density of the interacting system. Though the ground state density is reproduced
by the KS system, the method does not yield the interacting wave function and the total energy
directly. The KS wave function partly captures the exchange and the coulomb correlations and the
remainder of the correlation is called the correlation energy (Ec) [63]. Nonetheless, combined with
approximations for the exchange-correlation energy [2, 51, 22, 23, 24, 26], excellent approximate total
energies can be obtained. Contrary to the Bethe ansatz, KSDFT is general, it is not limited to an
infinite uniform system. Approximate KSDFT is widely used nowadays: It is the standard approach
to study structural and ground state properties of solids and molecules.
In Section 6.2 properties of the eigenfunction ground state energy of the one dimensional Hubbard
Hamiltonian on a finite lattice are reviewed. A Jastrow factor operator is formally introduced in
Section 6.2.2. Its existence is formally established and its application in calculating the correlation
energy and potential follow from Sections 6.3 to 6.5. The results are analysed. In Section 6.6, we
establish a self-consistent KS calculation of the Jastrow factors as well as the KS and the interacting
ground state properties. Finally, Section 6.7 comes to summarize the work done.
6.2 Exact method: Jastrow factor operator
6.2.1 Hubbard Hamiltonian and its ground state wave function
The one dimensional Hubbard Hamiltonian
Let us consider a L site one dimensional lattice occupied by ne electrons. The physical behaviour of
the electrons can be probed by the one dimensional Hubbard Hamiltonian
Hˆλ = Tˆ + λuˆ+ vˆλ, (6.1)
where
Tˆ =
∑
σ=↑,↓
L∑
i=1
∑
1≤j=i±1≤L
tijCˆ
†
jσCˆiσ
=
L∑
<i,j>,σ
tijCˆ
†
jσCˆiσ,
uˆ = u0
L∑
i=1
nˆi↑nˆi↓,
vˆλ =
∑
σ=↑,↓
L∑
i=1
vλi nˆiσ.
The parameters tij , u0 and v
λ
i stand for the hopping term that quantifies the energy change associated
when an electron at site i jumps to site j, the coulomb interaction term and the on-site external
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potential respectively. The site potential vλi is constructed to keep the ground state charge density
independent of λ, the adiabatic connection coefficient. When λ = 1, we recover the fully interacting
system and when λ = 0 we have the independent particle Kohn-Sham system.
The operator Cˆ†iσ (Cˆiσ) is the creation (annihilation) operator and
nˆiσ = Cˆ
†
iσCˆiσ
is the on-site spin σ number operator. We only consider nearest neighbour hopping and set
tij = −tδi,j±1,
with t a positive real number, 1 ≤ i, j ≤ L.
A spin σ electron at site i is represented by the wave function Cˆ†iσ|〉 and a Slater determinant wave
function |φm〉 of ne electrons is given by operating with ne creation operators on the vacuum state |〉,
|φm〉 = Cˆ†m1↑Cˆ
†
m2↑ · · · Cˆ
†
mN↑↑Cˆ
†
mN↑+1↓Cˆ
†
mN↑+2↓ · · · Cˆ
†
mN↑+N↓↓|〉, (6.2)
where the number of up-spin, N↑, and down-spin, N↓, particles sum to ne. The form we have adopted
for the wave |φm〉 in Eq. (6.2) is one of the ne factorial possible arrangements of the elements Cˆ†m1↑,
Cˆ†m2↑, · · · , Cˆ
†
mN↑↑
, Cˆ†mN↑+1↓
, Cˆ†mN↑+2↓
, · · · , Cˆ†mN↑+N↓−1↓ and Cˆ
†
mN↑+N↓↓
. The set
Ξ =
|φm〉
∣∣∣∣∣∣1 ≤ m ≤
min(ne,L)∑
N↑=max(0,ne−L)
(
N↑
L )(
N↓
L )

and each of its subsets
Ξw =
{
|φm〉
∣∣∣1 ≤ m ≤ (Nw↑L )(Nw↓L ) and Nw↑ is fixed}
form an orthonormal (sub-) basis for the ne-electron (sub-) Hilbert space. A solution of the Schro¨dinger
equation Hˆλςλ = Eλςλ provides the wave functions ςλ and eigenenergies Eλ. An exact diagonalization
of the Hubbard Hamiltonian matrix [74] that arises from the choice of the basis set Ξ is one of the
many ways the solution can be done. The cardinal of Ξ grows very fast with the number of sites or
electrons. However, since the Hubbard Hamiltonian commutes with the spin number operator
Sˆ =
ne∑
i=1
nˆi↑ − nˆi↓
2
and ne is fixed for a given system, the Hamiltonian matrix is block diagonalizable. Therefore we
only have to consider basis functions with the same total spin when looking for eigenfunctions of the
Hamiltonian which correspond to the sub-bases Ξw. The ground state of the interacting system with
a given total spin is of the form
|Ψ〉 =
∑
Ξ0
fm |φm〉 (6.3)
and that of the noninteracting system is
|Φ〉 =
∑
Ξ0
gm |φm〉 , (6.4)
where each of the |φm〉 has the same total spin.
It turns out that the choice of the sign of t has no effect on the eigenspectrum. The explicit proof
of this statement given below is based on the hint given by Lieb and Wu in [37] for a periodic system.
We show that it is general and that it applies to arbitrary length models.
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Consider the unitary transformation
O = eipi
∑
j,σj
nˆjσ ,
For any |φm〉 ∈ Ξ and all 1 ≤ k ≤ L,
O†tˆkk±1,σO |φm〉 = e−ipi
∑
j,σj
nˆjσj tˆkk±1,σe
ipi
∑
j,σj
nˆjσj |φm〉
= eipi(nkσ−nk±1σ)tˆkk±1,σ |φm〉
= δ(nkσ−1)δnk±1e
ipi tˆkk±1,σ |φm〉
= −tˆkk±1,σ |φm〉 . (6.5)
This leads to
O†TˆO = −Tˆ
and, since O is unitary and commutes with uˆ and vˆλ,
O†HˆλO = −Tˆ + λuˆ+ vˆλ.
For an arbitrary eigenfunction
∣∣ςλ〉 of Hˆλ,
O†HˆλO ∣∣ςλ〉 = Eλ ∣∣ςλ〉 ,
as shown below. The eigensolutions
(Hˆλ − Eλ) ∣∣ςλ〉 = 0
can be written as
(Hˆλ −OEλO†) ∣∣ςλ〉 = 0
since
O†O = 1ˆ. (6.6)
Using Eq. (6.6) repeatedly we find that
O(O†HˆλO − Eλ)O† ∣∣ςλ〉 = 0
(O†HˆλO − Eλ)O† ∣∣ςλ〉 = 0
and finally (
−Tˆ + λuˆ+ vˆλ
)
O† ∣∣ςλ〉) = EλO† ∣∣ςλ〉 . (6.7)
This shows that if we replace t by −t, the eigenfunction ∣∣ςλ〉 is mapped onto O† ∣∣ςλ〉 , but the eigenen-
ergy Eλ remains unchanged. The eigenspectrum is therefore independent of the sign of t while the
wave functions can differ when the sign of t is changed. However, if the wave functions are solved for
a given t, the corresponding wave functions for −t can be determined operating with O on the wave
function.
Note that the transformation O†HˆλO = −Tˆ + λuˆ + vˆλ is not general. The interaction operator
uˆ commutes with O only if we retain the onsite interaction terms only. Similarly, O†TˆO = −Tˆ if we
retain nearest neighbour hopping only.
Positive ground state wave function components
In this section we show that for positive t the sign of the coefficients (g or f in Eqs. (6.3) and (6.4))
for the ground state are the same for a Hubbard model with nearest neighbour hopping and on-site
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interaction. Here we give an explicit proof of the statement by Lieb and Wu given in reference [71],
but which does not appear in the literature. We show that the observation is valid for a finite chain
with nearest neighbour hopping and on-site interactions for the interacting as well as noninteracting
systems.
Let xmi (1 ≤ xmi ≤ L and 1 ≤ i ≤ ne) label the sites where up-spin and down-spin particles are
found for each basis wave function |φm〉. The up-spin particles are found at xm1 , xm2 , · · · , xmN↑ and
the down-spin particles at xmN↑+1, x
m
N↑+2, · · · , xmne . The coefficients fm and gm of the wave functions,
expressed in Eqs. (6.3) and (6.4), can be thought of as functions f and g that map the ne-tuples
xm = (xm1 , x
m
2 , · · · , xmne) (6.8)
into the real numbers
f(xm) = fm
and
g(xm) = gm.
Let hλ(xm) be the generic expansion coefficient of basis function |φm〉 ≡ |xm1 · · ·xmne〉 in the eigenfunc-
tions of Hλ, ∣∣ςλ〉 = ∑hλ(xm)|xm1 · · ·xmne〉.
We recall that we reserved fm and gm for the interacting and noninteracting systems, respectively.
Acting with Hˆλ on
∣∣ςλ〉 leads to
Hˆλ
∣∣ςλ〉 = −t∑
m
hλ(xm)
ne∑
i=1
∑
s=±1
|xm1 · · ·xmi + s · · ·xmne〉+ λu0
∑
m
ne∑
i<j
δxmi xmj h
λ(xm)|xm1 · · ·xmne〉
+
∑
m
L∑
i=1
ne∑
j=1
vλi δixmj h
λ(xm)|xm1 · · ·xmne〉
= Eλ
∣∣ςλ〉 .
Upon taking the projection with respect to 〈x1, · · ·xne |, this leads to
− t
ne∑
i=1
∑
s=±1
hλ(x1, · · · , xi + s, · · · , xne) + λu0hλ(x)
ne∑
i<j
δxixj + h
λ(x)
L∑
i=1
ne∑
j=1
vλi δixj
= Eλhλ(x1, · · · , xne). (6.9)
The first term follows from the fact that the kinetic energy part of the Hamiltonian maps basis
functions to basis wave functions that differ by ‘one hop’ only. In the second term we note that the
expectation value of the interaction term is diagonal in the basis wave functions. For a given xm any
of the first N↑ xmi ’s can be equal to any of the last N↓ entries with corresponding expectation value
of the interaction energy equal to λnu0, where n is the number of sites in x
m with both up-spin and
down-spin occupations.
In addition for Fermions only distinct single particle states can appear in the Slater determinants
and therefore
hλ(x1, · · · , xne) = 0
if any two values in either subset (spin-up or spin-down) are equal. For a finite chain we also demand
that
hλ(x1 − 1, · · · , xne) = 0
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if x1 − 1 < 1;
hλ(x1, · · · , xne + 1) = 0
if xne + 1 > L;
hλ(x1, · · · , xN↑ + 1, · · · , xne) = 0
if xN↑ + 1 > L and
hλ(x1, · · · , xN↑+1 − 1, · · · , xne) = 0
if xN↑+1 − 1 < 1. Since
∣∣ςλ〉is a normalized ground state wave function,
〈ςλ|Hˆλ|ςλ〉 = −t
∑
m
hλ(xm)
ne∑
i=1
∑
s=±1
hλ(xm1 , · · · , xmi + s, · · · , xmne)
+ λu0
∑
m
ne∑
i<j
δxixj [h
λ(xm)]2 +
∑
m
L∑
i=1
ne∑
j=1
vλi δixj [h
λ(xm)]2
= Eλ. (6.10)
Consider now the wave function
∣∣ς ′λ〉 defined by
h′λ(x) = |hλ(x)|
and take the expectation value of Hˆλ,
〈ς ′λ|Hˆλ|ς ′λ〉 = −t
∑
m
|hλ(xm)|
ne∑
i=1
∑
s=±1
|hλ(xm1 , · · · , xmi + s, · · · , xmne)|
+ λu0
∑
m
ne∑
i<j
δxixj |hλ(xm)|2 +
∑
m
L∑
i=1
ne∑
j=1
vλi δixj |hλ(xm)|2. (6.11)
Now, ∣∣∣hλ(xm)∣∣∣ ∑
s=±1
∣∣∣hλ(xm1 , · · · , xmi + s, · · · , xmne)∣∣∣
≥
∣∣∣hλ(xm) ∑
s=±1
hλ(xm1 , · · · , xmi + s, · · · , xmne)
∣∣∣
≥ hλ(xm)
∑
s=±1
hλ(xm1 , · · · , xmi + s, · · · , xmne), (6.12)
where the last ≥ sign becomes > if the term is negative. Since we only consider t > 0, it follows from
Eqs. (6.10), (6.11) and (6.12) that
〈ς ′λHˆλς ′λ〉 ≤ 〈ςλHˆλςλ〉.
Since ςλ is already a ground state, it follows that
〈ς ′λHˆλς ′λ〉 ≥ 〈ςλHˆλςλ〉.
The last two equations imply that ς ′λ is also a ground state. We now know that h′λ defines a ground
state and that
h′λ(xm) ≥ 0
for all m. However, if there exists a m0 such that
h′λ(xm0) = 0,
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we know from Eq. (6.9) that
−t
ne∑
i=1
∑
s=±1
|h′λ(xm01 , · · · , xm0i + s, · · · , xm0ne )| = 0.
This in turn tells us that all the h′λ(xm) where xm differs from xm0 by one hop of a particle, are zero.
This can be propagated through the chain and implies that all the
h′λ(xm) = 0.
As a consequence, for a ground state defined by h we have
h(x) > 0.
Now assume that the ground state is degenerated with ground states defined by coefficients h and h1
. Then if we define expansion coefficients
h′ = h+ νh1
will also define a ground state (not necessarily normalized). The parameter ν is arbitrary and we can
choose it with at least one
h′(x) = 0
that is
ν =
−h(x)
h1(x)
.
However, from the discussion above, this implies that
h′(x) = 0
for all x which contradicts that h′ defines a ground state. The conclusion is that the ground states
are non-degenerate and all expansion coefficients have the same sign. The reasoning above depends
on the properties of the kinetic energy operator. It is valid for any λ so applies to the interacting as
well as noninteracting systems.
Note that these observations are based on the form of Eq. (6.10), valid for nearest neighbour
hopping and on-site interactions for the interacting systems. For more general forms of the Hubbard
Hamiltonian it may not be correct.
6.2.2 Jastrow factor operator
The Jastrow factor
In KS-DFT, the existence of the KS potential and ground state wave function that gives the interacting
system ground state density is well established [1, 2, 17]. The only restriction on the KS wave function
is that it gives the correct interacting system density. It can, however, differ considerably from the
interacting ground state wave function.
Recall that we define the DFT Hartree plus exchange energy as
EHx = 〈Φ |uˆ|Φ〉 (6.13)
and the correlation energy as
Ec =
〈
Ψ
∣∣∣Tˆ + uˆ∣∣∣Ψ〉− 〈Φ ∣∣∣Tˆ + uˆ∣∣∣Φ〉 . (6.14)
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We showed in Chapter 5 that the Hartree plus exchange model in which we set Ec to zero leads to rea-
sonable results, suggesting that the correlation contribution is small, as we assumed. In the Hartree
plus exchange approximation, all the functionals of relevance, Eqs. (5.15) to (5.18) are expressed
explicitly in terms of the KS ground state wave function. This gives us implicit functionals [82] of
the density and ables us to determine the functional derivatives using perturbation theory. Including
the correlation energy functional is problematic since the formal decomposition gives us an expres-
sion which includes the many-body interacting ground state wave function |Ψ〉 . Finding an accurate
approximation for Ec has proven to be very difficult.
If we can find a reasonable approximation of the interacting system ground state wave function
we can approximate the correlation energy from the defining equation, Eq. (6.14). In this chapter we
borrow ideas from Qantum Monte Carlo methods [83, 84] and write
|Ψ〉 = Jˆ |Φ〉 , (6.15)
where we hope that the ‘Jastrow’ factor, Jˆ , will take care of correlations not captured by the KS
ground state wave function.
In contrast to other attempts to map a noninteracting wave function onto an interacting wave
function, we examine the expansion of the eigenfunctions in terms of basis functions:
|Ψ〉 =
∑
Ξ0
fm |φm〉
and
|Φ〉 =
∑
Ξ0
gm |φm〉 .
Here we expand the interacting, |Ψ〉 , and noninteracting, |Φ〉 , ground state eigenfunctions in terms
of the same many-particle basis functions |φm〉. Apart from pathological cases where the expansion
coefficients gm are zero and the corresponding coefficients fm are non-zero, it is possible to define a
‘Jastrow factor ’ γm which gives the exact relationship between fm and gm,
f(xm) = e−γmg(xm). (6.16)
All parameters in the Hubbard Hamiltonian are real and we choose to work in real space, and therefore
fm, gm and γm are all real.
Let us consider an ne-tuple (x
m
1 · · ·xmne) which defines our chosen set of basis functions |φm〉 ≡
|xm1 · · ·xmne〉 as defined in Eq. (6.8) and define the projection operator
xˆm = xˆ1 · · · xˆne ,
where xˆi is equal to nˆxi↑ if i ≤ N↑ or nˆxi↓ otherwise. It follows that
xˆm |φn〉 = δnm|φn〉
and therefore the Jastrow operator
Jˆ = e−
∑
o γoxˆ
o
maps |Φ〉 unto |Ψ〉
|Ψ〉 = Jˆ |Φ〉
=
∑
m
e−γmg(xm)|φm〉. (6.17)
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We have established that the expansion coefficients, for a given ground state wave function have the
same sign and hence, since no physical property depends on the sign of the wave function, we can
choose a common sign for the f(xm) and g(xm). The Jastrow factors, γm, are well defined and real.
Jˆ is hermitian but not unitary. The inverse of Jˆ ,
Jˆ−1 = e
∑
o γoxˆ
o
.
The correlation energy in terms of the Jastrow factors
The time independent Schro¨dinger equation for the ground state of the interacting Hubbard Hamil-
tonian Hˆ (Eq. (6.1)) can be written as
HˆJˆ |Φ〉 = EJˆ |Φ〉 .
Operating from the right with Jˆ−1 leads to
Jˆ−1HˆJˆ |Φ〉 = E |Φ〉 .
Jˆ commutes with uˆ and vˆ, which leads to(
Jˆ−1Tˆ Jˆ + uˆ+ vˆ
)
|Φ〉 = E |Φ〉 . (6.18)
The transcorrelated Hamiltonian [85] Jˆ−1Tˆ Jˆ+ uˆ+ vˆ is not hermitian since Jˆ is not unitary. It cannot
be used in a variational form since the eigenspectrum is not bounded from below and the eigenenergies
can be complex. Acting on Eq. (6.18) with 〈Φ| and recalling that EHx [ρ] = 〈Φ |uˆ|Φ〉 , we have
〈Φ| Jˆ−1Tˆ Jˆ |Φ〉+ EHx [ρ] + 〈ρv〉 = E [ρ] .
Since
E [ρ] = TKS [ρ] + Ec [ρ] + EHx [ρ] + 〈ρv〉 (6.19)
it follows that
Ec [ρ] = 〈Φ| Jˆ−1Tˆ Jˆ |Φ〉 − 〈Φ| Tˆ |Φ〉
= 〈Φ| Jˆ−1Tˆ Jˆ − Tˆ |Φ〉 . (6.20)
This is an expression for the correlation energy as an expectation value of an operator with respect
to the KS ground state wave function. It is an appealing expression, but unfortunately the unknowns
have simply been shifted to the Jastrow operator. If the Jastrow factors γm are known, we can
calculate the interacting system ground state energy from Eq. (6.20).
The total and correlation energies can be expressed as
E [ρ] = −t
∑
m,m′
g (xm)
ne∑
i=1
∑
s=±1
g(xm′(xm′i + s) ≡ xm)e−γxm′ eγxm + 〈Φ [vks]| (uˆ+ vˆ) |Φ [vks]〉 , (6.21)
Ec [ρ] = −t
∑
m,m′
g (xm)
ne∑
i=1
∑
s=±1
g(xm′(xm′i + s) ≡ xm)
(
e−γxm′ eγxm − 1) . (6.22)
Details of the derivations can be found in Appendix C.
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6.3 Jastrow factors and Numerical correlation energies
In this section we apply the expression for the correlation energy derived in Section 6.2.2 in numerical
verification. We calculate the correlation energy for a four site lattice, and validate the expression for
the correlation energy.
Let us start by recalling the relationships:
f(xm) = e−γxmg(xm)
expressed in Eq. (6.16). It implies that
γxm = log
( g(xm)
f(xm)
)
,
and this gives the exact Jastrow factors γm. We solve the Schro¨dinger equation for the one dimensional
Hubbard Hamiltonian directly and then numerically determine the corresponding KS potential. In
Figures 6.1 and 6.3, we plot e−γm of the exact Jastrow factors as function of m, the indices of the
basis functions φm. There are many potential wave functions that can yield the same density. It is
interesting to observe that the relative weights of the two sets of expansion coefficients follow a similar
pattern, though, not surprisingly, the coefficients are not the same for the two wave functions. The
green left-facing-triangle and the blue circle solid lines in Figures 6.2 and 6.4 represent respectively
the KS and the interacting weights. Some KS weights are smaller and some larger than the interacting
weights. This is reflected in the Jastrow factors as well.
Figure 6.1: Variation of γm against the indices m for
ne = 4.
Figure 6.2: Variation of g and f against the indices
m for ne = 4.
The exact correlation energy is calculated using Eq. (6.22). The correlation energy determined
from the definition and from the Jastrow factor expression, are identical, as expected. For a given ne,
the correlation energy is computed from the KS ground state wave function and the Jastrow factors.
So, while varying the number of electrons, we gradually evaluated Ec. Figure 6.5, upon ne, shows the
variation of the exact correlation energy when the interaction term is set to 2. The correlation energy
is negative, as it should be from definition, and becomes considerable at half filling. The value at half
filling remains higher while looking at the behaviour of the exact correlation energy with respect to the
interaction term. This is plotted in Figure 6.6. The shape evolves upwards from the black cross-hair
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Figure 6.3: Variation of γm against the indices m for
ne = 5.
Figure 6.4: Variation of g and f against the indices
m for ne = 5.
solid lines at the bottom to the horizontal blue downward-facing-triangle solid line while uo varies
from −2 to 0 whereas it evolves downwards from the horizontal to the bottom red cross dotted lines
when u0 increases fro 0 to 2. Therefore, |Ec| increases with |u0| while vanishing for ne = 0, 1, 7, 8.
Figure 6.5: Variation of Ec against the number of
electrons ne for a 4 site lattice where t = 1, uo = 2
and v = 1.
Figure 6.6: Variation of Ec against the number of
electrons ne ∈ [1, 7] ∩ N and uo ∈ [−2, 2] ∩ N2 for a 4
site lattice.
It is worthy to point out that the plots in Figures 6.5 and 6.6 are only linear interpolations of the
correlation energy between two integer particle numbers; otherwise, the intermediate values are worked
out by using the ensemble DFT techniques (see Section 2.4.1). The results from the two methods are
highlighted in Figure 6.7. It turns out that the ensemble correlation energy is continuous at integer
particle numbers as expected; but, it is not linear between integers. A simple interpolation fails to
exhibit this property of the correlation energy. However, within this section, we only consider the
linear interpolation because so far, the Jastrow factors method concerns lattice with integer particle
number. In the ensemble formulation, the total energy interpolates linearly and, since the charge
density is linear in the particle number, the potential energy term also interpolates linearly The
components of the energy decomposition, kinetic, Hartree+exchange and correlation energies, on the
other hand, are not required to interpolate linearly, only the sum of these terms must interpolate
linearly.
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Figure 6.7: Variation of Ec against the number of electrons, ne, for a 4 site lattice with t = 1, uo = 2 and
vi = 1, ∀i. The black shape represents the correlation energy linearly interpolated between integers and the
blue colour shapes the ensemble correlation energy.
6.4 Correlation potential
In this section an expression for the correlation potential is derived in terms of the Jastrow factors.
The correlation term, defined as
Ec [ρ] = 〈Ψ| Tˆ + uˆ |Ψ〉 − 〈Φ| Tˆ + uˆ |Φ〉
= 〈Φ| Jˆ−1Tˆ Jˆ − Tˆ |Φ〉 , (6.23)
and the Hartree+exchange term, given by
EHx = 〈Φ| uˆ |Φ〉 , (6.24)
are implicit functionals of the ground state density. From the Hohenberg-Kohn theorems we know
that two external potentials that differ by more than a constant will generate different ground state
densities. If we know what a ground state density is, we can formally search through the space of all
possible potentials for the one that generates the density of interest. We can do this for the interacting
as well as the noninteracting systems. In principle we can use the corresponding Hamiltonian and then
find the ground state wave function. Once we have the wave function we can calculate the correlation
and exchange energies by taking the expectation values of Tˆ + uˆ and uˆ according to Eqs.(6.23)) and
(6.24). This is not a practical way of finding the exchange and correlation energies, but it illustrates
what we mean by an ‘implicit’ functional. We have a formal algorithm to get the energies from the
density, but there is no expression in terms of the density that we can manipulate to get the energies
of the functional derivatives.
Here we are interested in site density derivatives dE
c[ρ]
dρi
and dE
Hx[ρ]
dρi
, but, as outlined above, we do
not have a convenient expression in terms of the density to work with. We do know how to change
the wave functions as a functional of the external potential. We use the chain rule which allows us to
express dE
c[ρ]
dρi
as
dEc [ρ]
dρi
=
L∑
j=1
dEc [ρ]
dvKSj
dvKSj
dρi
, (6.25)
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and a similar expression for dE
Hx[ρ]
dρi
. This approach requires that we calculate
dvKSj
dρi
, which cannot be
done directly, but we can calculate dρi
dvKSj
and then take the inverse. We used this approach when we
examined the Hartree+exchange approximation. For the correlation term,
Ec [ρ] = 〈Φ| Jˆ−1Tˆ Jˆ − Tˆ |Φ〉 ,
this approach is complicated by the Jastrow operator since a direct evaluation of dE
c[ρ]
dvKSk
will require
determining dJˆ
dvKSk
.
In Section 6.2.2 we introduced the Jastrow factor which maps the KS ground state wave function
onto the corresponding interacting system ground state wave function
|Ψ〉 = Jˆ |Φ〉 . (6.26)
We are interested in DFT, but the mapping of the ground state wave function onto an interacting
particle ground state wave function can be generalised to any convenient independent particle ground
state wave function. Consider an independent particle Hubbard Hamiltonian
Hˆs = Tˆ + vˆs,
where vˆs is an arbitrary single particle potential. We require that the ground state eigenfunction of
Hˆs is anti-symmetric under the exchange of particle coordinates to retain the Fermionic nature of the
wave function, but vˆs can be any single particle potential. For simplicity we also require that vˆs is
multiplicative.
Let
Hˆs |Φs〉 = Es |Φs〉
define the ground state solution of Hˆs. The ground state density of Hˆs will coincide with the interacting
particle ground state density ρ only when vˆs = vKS [ρ] . We can expand |Φs〉 in terms of basis functions
|φn〉 as before. Since the properties of the expansion coefficients are determined by the kinetic energy
operator, the expansion coefficients of |Φs〉 will all be non-zero and all have the same sign. The ground
state is also non-degenerate. For a chosen interacting system, we define a Jastrow operator Jˆ [vs, ρ]
which maps an arbitrary |Φs [vs]〉 onto a fixed interacting ground state wave function |Ψ〉 ,
|Ψ [ρ]〉 = Jˆ [vs, ρ] |Φs [vs]〉
=
∑
e−γ
s
xm gs(xm)|φm〉. (6.27)
Jˆ [vs, ρ] , depends on vs, through Φs [vs] , and ρ, through |Ψ [ρ]〉 . We can also define a general expression
for the interacting energy. The expression(
Jˆ−1 [vs, ρ] Tˆ Jˆ [vs, ρ] + uˆ+ vˆ
)
|Φs [vs]〉 = E [ρ] |Φs [vs]〉 (6.28)
is satisfied for an arbitrary vs. The interacting system energy can be expressed as
E [ρ] = 〈Φs [vs]| Jˆ−1 [vs, ρ] Tˆ Jˆ [vs, ρ] |Φs [vs]〉+ 〈Φs [vs]| uˆ |Φs [vs]〉+ 〈ρsv〉 , (6.29)
where ρs is the ground state density of Hˆs. The Hartree+exchange energy
EHx [ρs] = 〈Φ [vs] |uˆ|Φ [vs]〉
is a functional of the ground state density, ρs (or vs). 〈Φs [vs]| Jˆ−1 [vs, ρ] Tˆ Jˆ [vs, ρ] |Φs [vs]〉 ,on the other
hand, depends on ρs and ρ.
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The energy of the interacting system can be expressed as
E [ρ] = TKS [ρs] + E˜c [vs, ρ] + EHx [ρs] + 〈ρsv〉 , (6.30)
where the generalized correlation energy, E˜c [ρs] , is given by
E˜c [vs, ρ] = 〈Φ [vs]|
(
Jˆ−1 [vs, ρ] Tˆ Jˆ [vs, ρ]− Tˆ
)
|Φ [vs]〉 . (6.31)
At the solution point, when vs = vKS , E˜c [vs, ρ] = Ec [ρ] , but away from the solution point it has a
more general meaning. In Eq. (6.30) the only terms on the right-hand side with information about
the many-particle system are E˜c [vs, ρ] and 〈ρsv〉 . E˜c [vs, ρ] , as defined above, is defined for ρ, a
ground state density of the interacting system with external potential v. This implies that we cannot
take the functional derivative on the right of Eq. (6.30) for fixed v, we have to take into account the
dependence of v on ρ. Formally the full functional derivative of E [ρ] with respect to ρ is equal the
functional derivative of E˜c [vs, ρ] + 〈ρsv〉 with respect to ρ at fixed vs,
δE [ρ]
δρ
=
δE˜c [vs, ρ]
δρ
+
〈
ρs
δv
δρ
〉
=
δTKS [ρ]
δρ
+ vc [ρ] + vHx [ρ] + v +
〈
ρ
δv
δρ
〉
,
where the last line follows from the known expression for E [ρ] as a functional of ρ (and v):
E [ρ] = TKS [ρ] + Ec [ρ] + EHX [ρ] + 〈ρv〉 .
At the solution point, comparison of the last two equations shows that
δE˜c [vs, ρ]
δρ
∣∣∣∣∣
vs=vKS [ρ]
=
δTKS [ρ]
δρ
+ vc [ρ] + vHX [ρ] + v
= µ,
where µ is the chemical potential. It follows that δE˜
c[vs,ρ]
δρ
∣∣∣
vs
, taken at fixed vs is not the correlation
potential. We can understand why this is the case. δE˜
c[vs,ρ]
δρ
∣∣∣
vs
is a ‘partial’ functional derivative. If
we use the full functional derivative,
δE˜c[vKS [ρ],ρ]
δρ , where v
KS [ρ] as a functional of ρ, we recover the
correlation potential as it can be seen from Eq. (6.30). This, however, will require that we work with
a restricted set of densities that are simultaneously v and vKS representable [36, 86, 87].
We can still derive an expression for vc from E˜c [vs, ρ] by considering its dependence on vs at fixed
ρ. In the discussion below, we keep ρ constant unless explicitly stated. For convenience of notation,
from here on we shall suppress the dependence of E˜c [vs, ρ] and Jˆ [vs, ρ] on ρ and the dependence of
the expansion coefficients g on vs.
Since E [ρ] is independent of vs, Eq. (6.29) implies that
d
dvsk
〈Φ [vs]| J−1 [v0] Tˆ J [vs] |Φ [vs]〉+ d
dvsk
〈Φ [vs]| (uˆ+ vˆ) |Φ [vs]〉 = 0,
and Eq. (6.31) implies that
d
dvsk
(
TKS [vs] + E˜c [vs]
)
= − d
dvsk
〈Φ [vs]| vˆ |Φ [vs]〉 − d
dvsk
EHx [vs] .
With
d
dvsk
〈Φ [vs]| vˆ |Φ [vs]〉 = d
dvsk
〈Φ [vs]|
∑
jσ
vj nˆjσ |Φ [vs]〉
=
∑
j
vj
dρsj
dvsk
,
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one obtains
dE˜c [vs]
dvsk
= −
∑
j
vj
dρsj
dvsk
− d
dvsk
EHx [vs]− d
dvsk
TKS [vs] . (6.32)
In contrast to E˜c [ρ, vs] , E
Hx [vs] ≡ EHx [ρs] is a functional of ρs only and therefore
δEHx [ρs]
δρs
∣∣∣∣
ρs
= vHx [ρs] ,
the Hartree+exchange potential at density ρs. At solution p/oint, vs = vKS ,
dE˜c [vs]
dvsk
∣∣∣∣∣
vs=vKS
= −
∑
j
vj
dρj
dvsk
∣∣∣∣
vs=vKS
−
∑
j
vHxj
dρj
dvsk
∣∣∣∣
vs=vKS
+
∑
j
vKSj
dρj
dvsk
∣∣∣∣
vs=vKS
=
∑
j
vcj
dρj
dvsk
∣∣∣∣
vs=vKS
since vKSj [ρ] = vj [ρ] + v
Hx
j [ρ] + v
c
j [ρ] . In other words, at the solution point,
dE˜c [vs]
dvsk
∣∣∣∣∣
vs=vKS
=
dEc [ρ]
dvKSk
,
and we can use dE˜
c[vs]
dvsk
∣∣∣
vs=vKS
in Eq. (6.25) to evaluate vc. Away from the solution point, dE˜
c[vs]
dvsk
, is
not a DFT correlation potential.
In Appendix C we show how to evaluate de
−γxn
dvsk
, which provides us with a computation framework
to calculate dE˜
c[vs]
dvsk
. We can, however, find an expression for dE˜
c[vs]
dvsk
while avoiding calculating dJ [v
s]
dvsk
.
Since E [ρ] is independent of vs by definition, taking the derivative with respect to vsk of Eq. (6.28)
gives
d
(
Jˆ−1 [vs] Tˆ Jˆ [vs]
)
dvsk
|Φs [vs]〉+
(
Jˆ−1 [vs] Tˆ Jˆ [vs] + uˆ+ vˆ
) ∣∣∣∣ ddvskΦs [vs]
〉
= E [ρ]
∣∣∣∣ ddvskΦs [vs]
〉
.
Acting from the left with 〈Φ [vs]| leads to
〈Φ [vs]|
d
(
Jˆ−1 [vs] Tˆ Jˆ [vs]
)
dvsk
|Φ [vs]〉 = −〈Φ [vs]|
(
Jˆ−1 [vs] Tˆ Jˆ [vs] + uˆ+ vˆ
) ∣∣∣∣ ddvskΦ [vs]
〉
(6.33)
since |Φ [vs]〉 is real and normalised. We can now write
d
dvsk
〈Φ [vs]| Jˆ−1 [vs] Tˆ Jˆ [vs] |Φ [vs]〉
=
〈
d
dvsk
Φ [vs]
∣∣∣∣ Jˆ−1 [vs] Tˆ Jˆ [vs] |Φ [vs]〉+ 〈Φ [vs]| dJˆ−1 [vs] Tˆ Jˆ [vs]dvsk |Φ [vs]〉
+ 〈Φ [vs]| Jˆ−1 [vs] Tˆ Jˆ [vs]
∣∣∣∣ ddvskΦ [vs]
〉
. (6.34)
Combining Eqs. (6.33) and (6.34), we find that
d
dvsk
〈Φ [vs]| Jˆ−1 [vs] Tˆ Jˆ [vs] |Φ [vs]〉
=
〈
d
dvsk
Φ [vs]
∣∣∣∣ Jˆ−1 [vs] Tˆ Jˆ [vs] |Φ [vs]〉 − 〈Φ [vs]| (uˆ+ vˆ) ∣∣∣∣ ddvskΦ [vs]
〉
. (6.35)
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Finally we arrive at an expression for dE˜
c[vs]
dvsk
:
dE˜c [vs]
dvsk
=
d
dvsk
〈Φ [vs]|
(
Jˆ−1 [vs] Tˆ Jˆ [vs]
)
|Φ [vs]〉 − d
dvsk
〈Φ [vs]| Tˆ |Φ [vs]〉
= 〈Φ [vs]| Jˆ−1 [vs] Tˆ Jˆ [vs]
∣∣∣∣ ddvskΦ [vs]
〉
− 〈Φ [vs]| (uˆ+ vˆ)
∣∣∣∣ ddvskΦ [vs]
〉
−2 〈Φ [vs]| Tˆ
∣∣∣∣ ddvskΦ [vs]
〉
= 〈Φ [vs]| Jˆ−1 [vs] Tˆ Jˆ [vs]− 2Tˆ
∣∣∣∣ ddvskΦ [vs]
〉
− 〈Φ [vs]| (uˆ+ vˆ)
∣∣∣∣ ddvskΦ [vs]
〉
. (6.36)
This expression is in terms of independent particle ground state wave function and its derivative
with respect to the independent system potential as well as the Jastrow operator. This is a promising
expression. ddvsk
|Φ [vs]〉 can be determined from perturbation theory, which leaves the problem of
determining the Jastrow factor.
Taking into account that
〈Φ [vs]| (uˆ+ vˆ) d
dvsk
|Φ [vs]〉 = 12 ddvsk 〈Φ [v
s]| (uˆ+ vˆ) |Φ [vs]〉
= 12
d
dvsk
EHx [ρs] + 12
〈
dρs
dvsk
vˆ
〉
and (see Appendix C for details)
〈Φ [vs]|
(
Jˆ−1 [vs] Tˆ Jˆ [vs]− 2Tˆ
) ∣∣∣∣ ddvskΦ [vs]
〉
= −t
∑
m,m′
dg (xm)
dvsk
ne∑
i=1
∑
s=±1
g(xm′(xm
′
i + s) ≡ xm)
(
e−γxm′ [v
s]eγxm [v
s] − 2
)
,
we can write the generalized exchange potential
v˜ck [v
s] =
dE˜c [vs]
dρsk
as (6.37)
v˜ck [v
s] =
L∑
o=1
dE˜c [vs]
dvso
dvso
dρsk
= −t
L∑
o=1
∑
m,m′
dg (xm)
dvso
ne∑
i=1
∑
s=±1
g(xm′(xm
′
i + s) ≡ xm)
(
e−γxm′ [v
s]eγxm [v
s] − 2
) dvso
dρsk
−1
2
vHxk [ρ
s]− 1
2
vk. (6.37)
At the solution point, where
vs = vKS ,
v˜ck
[
vKS
]
= vck [ρ] .
In contrast to vHxk [ρ
s] , which, as shown in Chapter 5, can be found from the properties of the
noninteracting system only, v˜ck [v
s] depends on γxm′ [v
s] , which links the interacting and noninteracting
systems.
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It is interesting to note, from comparing the derivative of Eq. (6.31) and Eq. (6.37), that
4t
∑
m
g (xm)
N∑
i=1
∑
s=±1
g(xm′(xm
′
i + s) ≡ xm)
d
dvsk
(
e−γxm′ [v
s]eγxm [v
s]
)
= vHxk [ρ
s] + vk,
which relates parameters that depend on the interacting system, γxm [v
s] , and quantities that are only
related to the noninteracting system, g (xm) and vHxk [ρ
s]. This can be used as a check on the veracity
of the γxm′ [v
s] since vHxk [ρ
s] can be determined independently.
6.5 Numerical examples for the correlation potential
This Section follows the numerical investigation of the correlation energy in Section 6.3. We furthered
our investigation in the electrons correlation. Here, we focus on the correlation potential which was
formally and explicitly deduced in terms of the noninteracting ground state, the Jastrow factor, the
Hartree+exchange potential and the external potential.
Upon Eq. (6.37),
vck [ρ] = −t
L∑
o=1
∑
m,m′
dg (xm)
dvso
ne∑
i=1
∑
s=±1
g(xm′(xm
′
i + s) ≡ xm)
(
e−γxm′ [v
s]eγxm [v
s] − 2
) dvso
dρsk
−1
2
vHxk [ρ
s]− 1
2
vk,
an algorithm is coded to numerically calculate the correlation potential. For comparison purposes,
we also computed the exact correlation potential (Eq. (3.16)) by solving the noninteracting system.
Since, potentials are defined up to a constant shift, we found it necessary to set the value of the
correlation potentials at the first lattice site to zero while comparing both potentials. We notice that,
the error is zero up to the tolerance we have fixed for numerical calculations. So, once the Jastrow
factors are well approximated, the correlation potential follows as well. This is pictured in Figures 6.8a
and 6.8b where the green left-facing-triangle and the blue circle solid lines are used to draw correlation
potentials obtained respectively from Eqs.(3.16) and (6.37).
(a) (b)
Figure 6.8: Variation of vc against integer number, ne, of electrons for a 4 (a) and a 5 (b) site lattice where
t = 1, uo = 2 and v = 1.
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6.6 Computational scheme for a self-consistent DFT calculation
At this point we abandon the hope of finding an analytical expression for the exchange and correlation
energies as functionals of the ground state densities. An alternative to solve the problem of finding
the energy and density of the interacting system using analytic expressions is to construct a self-
consistent computational scheme that will give as the interacting system ground state density and
energy while all calculations are done within the framework of a Kohn-Sham noninteracting particle
fictitious system. In the previous sections we showed that it is possible to construct an expression
for the Hartree+exchange and correlation energy and potential that gives us the desired energies and
potential if we have the Jastrow parameters. We still need a way to update the Jastrow factors if we
hope to construct a self-consistent scheme.
In Appendix (C), Eq. (C.13), we show that the Jastrow factors γxn satisfy the expression
eγxn =
gs (xn) 〈xn|Eγs − (uˆ+ vˆ) |xn〉
−t∑nei=1∑s=±1 gs(xn(xni + s))e−γxn(xni +s) , (6.38)
where at the solution point Eγs = E [ρ], the interacting ground state energy. For a set of Jastrow
parameters Eγ can be expressed according to Eq. (6.29). In this expression the gs (xn) are the
expansion coefficients of the ground state wave function of the noninteracting system with potential
vs. According to Eq. (6.29) we can express Eγ in terms of the Jastrow factors and the noninteracting
ground state wave function.
We have expressions for the correlation and Hartree+exchange potentials that can be updated in
each self-consistent cycle till convergence is achieved. Instead of following the conventional approach
of updating the Hartree+exchange and correlation potentials in a self-consistent cycle, we have an
alternative. We are looking for a noninteracting particle potential that yields the same density as the
interacting system density ρ. We can write the site densities
ρi =
∑
e−2γ
s
xn g2s (x
n) 〈xn |nˆi↑ + nˆi↓|xn〉 (6.39)
and
ρsi =
∑
g2s (x
n) 〈xn |nˆi↑ + nˆi↓|xn〉 . (6.40)
Both the γsxn and gs (x
n) are functions of the site potentials vsi . At the solution point, v
s
i = v
KS
i and
ρi = ρ
s
i = ρ
KS
i . We can calculate
d (ρi − ρsi )
dvsk
= Cik
and then, using a linear approximation, set
ρi − ρsi +
∑
k
Cik∆v
s
k = 0. (6.41)
This gives a linear set of equations with general solution
∆vs = C−1 (ρs − ρ) . (6.42)
Here
Cik =
d
dvsk
∑(
e−2γ
s
xn − 1
)
g2s (x
n) 〈xn |nˆi↑ + nˆi↓|xn〉 ,
which can be determined as outlined in Appendix C and D and where we derive expressions for the
derivatives of e−γsxn and g2s (xn) with respect to vsk. We can use Eq. (6.42) to update the Kohn-Sham
potential in each cycle till convergence is reached. Eq. (6.42) assumes that C−1 exists. In the cycle
where C−1 does not exist, we can update the diagonal terms in Eq. (6.41) or use a singular value
decomposition of C in the update of that cycle.
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6.7 Conclusion
By introducing the Jastrow factors, we were able to express the correlation energy and potential and
the Hartree+exchange energy density functionals as functions of the Jastrow factors. The numerical
results showed that the approximations are exact. We find that this approach works well and we can
reproduce the exact interacting energy and density while working only within a fictitious noninteracting
particle framework.
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Chapter 7
Summary and Conclusion
In this project we examined Density Functional Theory within an ensemble formulation on a lattice.
The single chain Hubbard model we used can be solved numerically by direct diagonalisation for a finite
number of sites and the uniform infinite chain can be solved using the Bethe ansatz. We examined
the existence of the derivative discontinuity of the exchange correlation potential for the exact system
and showed that in the ensemble formulation a discontinuity in the exchange-correlation potential is
ensured for any approximation. We examined a simple uniform exchange correlation approximation
and a Hartree+exchange correlation approximation where the correlation energy term is neglected and
found that both approximations reproduce the trends of the exact formalism as a function of particle
number. However, the approximations do not consistently perform at the same level of accuracy and
may not reproduce all features of the real system under all circumstances.
In Kohn-Sham DFT the formal barrier to an exact solution of the Kohn-Sham system is the
complexity of the correlation term. The kinetic and exchange energies can be solved exactly within
the independent particle Kohn-Sham framework since by definition these terms are formulated as
functionals of the Kohn-Sham system. The formal definition of the Kohn-Sham DFT correlation
energy makes direct reference to the interacting ground state wave function. Approximations of the
correlation energy, despite the fact that the correlation energy normally contributes a small component
to the total energy, have performed poorly. Instead of examining approximations to the correlation
energy, in the the final part of the project, we introduced a new mapping of the independent particle
system onto the interacting system. We use the same set of basis functions for the expansion of
the ground state wave functions of the interacting and noninteracting systems and simply map the
noninteracting system expansion coefficients onto the expansion coefficients of the interacting system.
With this mapping we were able to derive a set of expressions that can be used in a self-consistent
approach within the noninteracting particle framework. This was the original goal of the Kohn-Sham
formulation.
We implemented this approach for small systems to demonstrate that it works. The formalism is
general, but it is particularly well suited to the single band Hubbard model with nearest neighbour
hopping because of the properties of the system. The spin operator commutes with the Hamiltonian
which allows a selection of basis functions for the expansions. For positive t the expansion coefficients
are all non-zero and all have the same sign, and the ground states are non-degenerate. These three
properties make the implementation of our approach relatively simple.
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Future work includes a general formulation of the approach which may be complicated by changes
in the sign of the coefficients, coefficients may be zero for the noninteracting system expansion and
the ground states may be non-degenerate.
The manner in which we solved the problem of the noninteracting system uses a many-particle
set of basis functions. All final calculations were performed in the noninteracting particle framework,
but with a many-particle set of basis functions. We illustrated that it is possible to solve the Kohn-
Sham equations exactly, but the approach does not immediately lend itself to finding the ground state
solution of a long chain Hubbard system since the independent particle Hamiltonian increases in size
as fast as the interacting particle Hamiltonian. However, the independent many-particle Hamiltonian
can be solved in a single particle picture from which the many-particle ground state wave function
can be constructed and then expanded in terms of the same basis functions used in this project. The
derivatives with respect to the site potentials can also be done at the single particle level and assembled
as derivatives of the expansion coefficients of the many-particle basis functions. That will allow us to
tackle much larger systems.
In conclusion, the major contribution of the project was the first formulation which allows an
exact solution of the ground state energy wave function of simple model of interacting particles, while
doing all calculations for a fictitious noninteracting particle system. It is a first exact implementation
of the original idea of Kohn and Sham to use the principles of density functional theory and map
the interacting system onto a noninteracting system which yields the same density as the interacting
system
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Appendix A
Derivation of Hartree, and
Hartree-Fock and Thomas-Fermi
methods
A.1 Hartree equations
The components of the Hamiltonian Hˆ, defined in Eq. (2.15), can be detailed as follows
Tˆ = Tˆe
= − ~
2
2m
ne∑
i
∇2ri
=
ne∑
i
Tˆi,
uˆ =
1
2
ne∑
i 6=j
e2
4pi
1
| rj − ri |
=
1
2
ne∑
i 6=j
uˆ(ri, rj)
and
vˆ = vˆn−e =
ne∑
i=1
m∑
j=1
− e
2
4pi
Zj
| Rj − ri |
=
ne∑
i=1
vˆ(ri).
Indeed, Eq. (2.18) used in Section 2.2.1 stems from:
〈δiφ | Hˆφ〉 = 〈ϕ1(x1) · · ·ϕi−1(xi−1)δiϕi(xi)ϕi+1(xi+1) · · ·ϕne(xne) | Hˆϕ1(x1) · · ·ϕne(xne)〉
= 〈δϕi(xi) | Hˆ(xi)ϕi(xi)〉
∏
j 6=i
〈ϕj | ϕj〉+
∑
k 6=i
〈ϕk(xk) | Hˆ(xk)ϕk(xk)〉〈δϕi | ϕi〉
∏
j 6=i,k
〈ϕj | ϕj〉
= 〈δϕi(xi) | Hˆ(xi)ϕi(xi)〉
= i〈δϕi(xi) | ϕi(xi)〉
= i〈δiφ | φ〉.
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Let us substitute in Eq. (2.18), Hˆ by its expression used in Eq. (2.15). This yields〈
δkφ0
∣∣∣Tˆ φ0〉+ 〈δkφ0 |uˆφ0 〉+ 〈δkφ0 |vˆφ0 〉 = k〈δϕk | ϕk〉
ne∑
i
[ 〈
δkφ0
∣∣∣Tˆiφ0〉+ 〈δkφ0 |vˆ(ri)φ0 〉 ]+ 1
2
ne∑
i,j,i 6=j
〈δkφ0 |uˆ(ri, rj)φ0 〉 = k〈δϕk | ϕk〉.
We have
ne∑
i
〈
δkφ0
∣∣∣Tˆiφ0〉 = ne∑
i,i 6=k
[ ne∏
j,j /∈{i,k}
〈ϕj |ϕj 〉
]
〈δϕk |ϕk 〉 〈ϕ†i (xi)Tˆiϕi(xi)〉
+
[ ne∏
j,j 6=k
〈ϕj |ϕj 〉
]
〈δϕ†k(xk)Tˆkϕk(xk)〉
= 〈δϕ†k(xk)Tˆkϕk(xk)〉,
ne∑
i
〈δφ0 |vˆ(ri)φ0 〉 = 0 +
[ ne∏
j,j 6=k
〈ϕj |ϕj 〉
]
〈δϕ†k(xk)vˆ(rk)ϕk(xk)〉
= 〈δϕ†k(xk)vˆ(rk)ϕk(xk)〉,
and
ne∑
i,j,i<j
〈δkφ0 |uˆ(ri, rj)φ0 〉 = 1
2
ne∑
i,j,i6=j
i6=k,j 6=k
[ ne∏
s/∈{i,j,k}
〈ϕs |ϕs 〉
]
〈δϕk |ϕk 〉 〈ϕ†j(xj)ϕ†i (xi)uˆ(ri, rj)ϕi(xi)ϕj(xj)〉
+
ne∑
i,i6=k
[ ne∏
s/∈{i,k}
〈ϕs |ϕs 〉
]
〈δϕ†k(xk)ϕ†i (xi)uˆ(ri, rk)ϕi(xi)ϕk(xk)〉
=
ne∑
i,i6=k
〈δϕ†k(xk)ϕ†i (xi)uˆ(ri, rk)ϕi(xi)ϕk(xk)〉
= 〈δϕ†k(xk)
[ ne∑
i,i6=k
ϕ†i (xi)uˆ(ri, rk)ϕi(xi)
]
ϕk(xk)〉
= 〈δϕ†k(xk)vˆH(xk)ϕk(xk)〉.
Finally,
〈δϕ†k(xk)Tˆkϕk(xk) + δϕ†k(xk)
[ ne∑
i,i 6=k
ϕ†i (xi)uˆ(ri, rk)ϕi(xi)
]
ϕk(xk) + δϕ
†
k(xk)vˆ(rk)ϕk(xk)〉 = k〈δϕk | ϕk〉 (A.1)
〈δϕ†k(xk)
(
Tˆk + 〈
[ ne∑
i,i 6=k
ϕ†i (xi)uˆ(ri, rk)ϕi(xi)
]
〉ri + vˆ(rk)
)
ϕk(xk)〉rk = k〈δϕk | ϕk〉 (A.2)
〈δϕ†k(xk)
(
Tˆk + vˆH(rk) + vˆ(rk)
)
ϕk(xk)〉 = k〈δϕk | ϕk〉. (A.3)
Since Eq. (A.3) holds for all possible variation δ and all k ∈ [1, ne]∩N, it gives up the single-electron
Schro¨dinger equation (
Tˆk + vˆ
H(rk) + vˆ(rk)
)
ϕk = kϕk
with the universal functional
FH [ϕ] = 〈ϕ†(x)
(
Tˆ + vˆH(r)
)
ϕ(x)〉.
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A.2 Hartree-Fock Method
As it is defined in Eq. (2.24), a Slater determinant is an anti-symmetric wave function since
φ(x1,x2, · · · ,xj , · · · ,xi, · · · ,xne) =
1√
ne!
det

ϕ1(x1) · · · ϕi(x1) · · · ϕj(x1) · · · ϕne(x1)
... · · · · · · · · · · · · · · · ...
ϕ1(xj) · · · ϕi(xj) · · · ϕj(xj) · · · ϕne(xj)
... · · · · · · · · · · · · · · · ...
ϕ1(xi) · · · ϕi(xi) · · · ϕj(xi) · · · ϕne(xi)
... · · · · · · · · · · · · · · · ...
ϕ1(xne) · · · ϕi(xj) · · · ϕj(xi) · · · ϕne(xne)

,
= − 1√
ne!
det

ϕ1(x1) · · · ϕi(x1) · · · ϕj(x1) · · · ϕne(x1)
... · · · · · · · · · · · · · · · ...
ϕ1(xi) · · · ϕi(xi) · · · ϕj(xi) · · · ϕne(xi)
... · · · · · · · · · · · · · · · ...
ϕ1(xj) · · · ϕi(xj) · · · ϕj(xj) · · · ϕne(xj)
... · · · · · · · · · · · · · · · ...
ϕ1(xne) · · · ϕi(xj) · · · ϕj(xi) · · · ϕne(xne)

,
= −φ(x1,x2, · · · ,xi, · · · ,xj , · · · ,xne).
An alternative definition of the Slater determinant is
φ(x1,x2, · · · ,xi, · · · ,xj , · · · ,xne) =
∑
θ
(−1)εθ√
ne!
ϕθ(1)(x1)ϕθ(2)(x2) · · ·ϕθ(ne)(xne). (A.4)
In Eq. (A.4), θ is any permutation of {1, 2, · · · , ne} and εθ is its signature or more precisely the
number of time θ permutes the elements of the ordered set {1, 2, · · · , ne}. The product
ϕθ(1)(x1)ϕθ(2)(x2) · · ·ϕθ(ne)(xne)
is also called a single-Slater determinant. We shall see now what is new when one uses the Slater
determinant in Eq. (2.18). We first compute the variation of the kinetic energy with respect to the
kth single-electron wave function as follows
ne∑
i
〈
δkφ0
∣∣∣Tˆiφ0〉 = ne∑
i
〈
δk
∑
θ
(−1)εθ√
ne!
ϕθ(1)ϕθ(2) · · ·ϕθ(ne)
∣∣∣Tˆi∣∣∣∑
θ′
(−1)εθ′√
ne!
ϕθ′(1)ϕθ′(2) · · ·ϕθ′(ne)
〉
=
ne∑
i
∑
θ,θ′
(−1)εθ+εθ′
ne!
[ ne∏
j,θ(j)6=k
〈
ϕθ(j)
∣∣ϕθ′(j) 〉 ] 〈δϕ†k(xi)Tˆiϕθ′(i)(xi)〉
=
ne∑
i
∑
θ
θ(i)=k
(−1)2εθ
ne!
〈
δϕ†k(xi)Tˆiϕk(xi)
〉
=
ne∑
i
1
ne!
(ne − 1)!
〈
δϕ†k(xi)Tˆiϕk(xi)
〉
=
1
ne
ne∑
i
〈
δϕ†k(x)Tˆrϕk(x)
〉
since the index i is a dummy variable
=
〈
δϕ†k(x)Tˆrϕk(x)
〉
. (A.5)
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Repeating the same process for the external potential energy,
ne∑
i
〈δφ0 |vˆ(ri)φ0 〉 =
ne∑
i
〈
δk
∑
θ
(−1)εθ√
ne!
ϕθ(1)ϕθ(2) · · ·ϕθ(ne) |vˆi|
∑
θ′
(−1)εθ′√
ne!
ϕθ′(1)ϕθ′(2) · · ·ϕθ′(ne)
〉
=
ne∑
i
∑
θ,θ′
(−1)εθ+εθ′
ne!
[ ne∏
j 6=i
〈
ϕθ(j)
∣∣ϕθ′(j) 〉 ] 〈δϕ†k(xi)vˆiϕθ′(i)(xi)〉
=
ne∑
i
∑
θ
1
ne!
〈
δϕ†k(xi)vˆiϕk(xi)
〉
=
1
ne
ne∑
i
〈
δϕ†k(xi)vˆiϕk(xi)
〉
,
one reaches
ne∑
i
〈δkφ0 |vˆ(ri)φ0 〉 =
〈
δkϕ
†
k(x)vˆrϕk(x)
〉
. (A.6)
We are now left with the variation of the coulomb potential energy:
ne∑
i,j,i<j
〈δkφ0 |uˆ(ri, rj)φ0 〉 = 1
2
ne∑
i,j,i 6=j
∑
θ,θ′
(−1)εθ+εθ′
ne!
[ ne∏
s/∈{i,j}
〈
ϕθ(s)
∣∣ϕθ′(s) 〉 ]
×
〈
δϕ†θ(i)(xi)ϕ
†
θ(j)(xj)uˆ(ri, rj)ϕθ′(j)(xj)ϕθ′(i)(xi)
〉
.
Only the braket products that involve θ(i) = k or θ(j) = k will contribute to the summation. Thus,
ne∑
i,j,i<j
〈δkφ0 |uˆ(ri, rj)φ0 〉 = 1
2
ne∑
i,j,j 6=i
∑
θ,θ′
θ(s)=θ′(s)
s/∈{i,j}
(−1)εθ+εθ′
ne!
〈δ[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ′(j)(xj)ϕθ′(i)(xi)〉
=
1
2
ne∑
i,j,j 6=i
∑
θ
1
ne!
〈δ[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(j)(xj)ϕθ(i)(xi)〉
+
1
2
ne∑
i,j,j 6=i
∑
θ
−1
ne!
〈δ[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(i)(xj)ϕθ(j)(xi)〉. (A.7)
Let us rewrite the two terms of Eq. (A.7) independently of the permutation θ. Let EH and Ex be
two potential energies satisfying
δkEH =
1
2
ne∑
i,j,j 6=i
∑
θ
1
ne!
〈δ[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(j)(xj)ϕθ(i)(xi)〉
and
δkEx = −1
2
ne∑
i,j,j 6=i
∑
θ
1
ne!
〈δ[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(i)(xj)ϕθ(j)(xi)〉
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respectively. One has,
δkEH =
1
2
ne∑
i,j,j 6=i
∑
θ
1
ne!
〈δk[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(j)(xj)ϕθ(i)(xi)〉
=
1
2
ne∑
i,j,j 6=i
∑
θ
1
ne!
(n− 2)!〈δk[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(j)(xj)ϕθ(i)(xi)〉
=
1
2ne(ne − 1)
ne∑
i,j,j 6=i
∑
θ
〈δk[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(j)(xj)ϕθ(i)(xi)〉
=
1
2ne(ne − 1)
ne∑
i,j,i 6=j
∑
θ
θ(i)=k
〈δk[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(j)(xj)ϕk(xi)〉
=
ne∑
m,n,m 6=n
k/∈{n,m}
1
2ne(ne − 1)
ne∑
i,j,i 6=j
〈δk[ϕ†n(x)ϕ†m(x′)]uˆ(r, r′)ϕm(x′)ϕn(x)〉
=
ne∑
m,m 6=k
〈δϕ†k(x)ϕ†m(x′)uˆ(r, r′)ϕm(x′)ϕk(x)〉
= 〈δϕ†k(x)
[ ne∑
m,m 6=k
ϕ†m(x
′)uˆ(r, r′)ϕm(x′)
]
ϕk(x)〉
= 〈δkϕ†k(x)vˆH(r)ϕkx)〉, (A.8)
and
δkEx =
1
2
ne∑
i,j,j 6=i
∑
θ
−1
ne!
〈δk[ϕ†θ(i)(xi)ϕ†θ(j)(xj)]uˆ(ri, rj)ϕθ(i)(xj)ϕθ(j)(xi)〉
=
∑
n,m,m 6=n
k∈{n,m}
−1
2ne(ne − 1)
ne∑
i,j,j 6=i
〈δk[ϕ†n(xi)ϕ†m(xj)]uˆ(ri, rj)ϕn(xj)ϕm(xi)〉
= −
ne∑
m,m 6=k
〈δϕ†k(x)ϕ†m(x′)uˆ(r, r′)ϕk(x′)ϕm(x)〉
= −〈δϕ†k(x)
ne∑
m,m 6=k
ϕ†m(x
′)uˆ(r, r′)ϕk(x′)ϕm(x)〉
= −〈δϕ†k(x)vˆx[r, r′, ϕk]〉, (A.9)
where vˆx[r, ϕk] is the exchange potential. From all these results (Eqs. (A.5), (A.6), (A.8) and (A.9))
Eq. (2.18) yields [
Tˆr + vˆ
H + vˆx[ϕk] + vˆ
]
ϕk(x) = kϕk(x)
which are the Hartree-Fock equations.
A.3 Thomas-Fermi equations
To highlight the work achieved by Thomas and Fermi, let us consider the phase space of the system.
It is admitted that particles cannot move faster than light; therefore, in the momentum space, there
exists a maximum momentum whose norm is less than mc where c is the speed of light. For any
elementary volume ∆Vr in the coordinate space, the maximum momentum exists and let pF (r) be its
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norm. In the vicinity of r, the momentum of all possible electrons is within the (momentum space)
spheric volume
Vp =
4pi
3 p
3
F (r). (A.10)
The corresponding volume in the phase space is ∆V(r,p) = Vp∆Vr, that is
∆V(r,p) =
4pi
3 p
3
F (r)∆Vr. (A.11)
It is a fact from the uncertainty principle that a volume of size h3 (in the real space) contains as much
as the number of particles allowed by Pauli exclusion principle. Since we have a system of electrons
then only two electrons with opposite spins can be found in h3. Therefore,
ne =
2
h3
∆V(r,p) (A.12)
is the fractional number of electrons within ∆V(r,p). Substituting Eq. (A.11) into Eq. (A.12), it results
ne =
8pi
3h3 p
3
F (r)∆Vr.
Willing to obtain a uniform density, one may consider
ρ(r) =
ne
∆Vr
.
In other words, TF density is read as follows
ρ(r) = 8pi3h3 p
3
F (r).
Conversely, one has
pF (r) =
(3h3ρ(r)
8pi
)1/3
,
which yields from a classical viewpoint the kinetic energy
TTF =
∫
ne
p2
2me
dne
=
∫ pF
0
p2
2me
d
( 8pi
3h3
p3∆Vr
)
= ∆Vr
∫ pF
0
4pip4
meh3
dp
= ∆Vr
4pi
5meh3
p5F (r)
= ∆Vr
4pi
5meh3
(3h3ρ(r)
8pi
)5/3
= ∆Vr
h2
me
( 35/3
10(8pi)2/3
)
ρ(r)5/3
= ∆Vr
h2
23pi2me
(35/3pi4/3
5
)
ρ(r)5/3
= ∆Vr
~2
2me
κρ(r)5/3 with κ =
3
√
35pi4
5
, (A.13)
the coulomb interaction potential energy
UTF =
e2
4pi
∫
∆Vr
ρ(r)ρ(r′)
|r′ − r| drdr
′
=
∫
∆Vr
ρ(r)
[ e2
4pi
∫
∆Vr
ρ(r′)
|r′ − r|dr
′
]
dr
=
∫
∆Vr
ρ(r)vTF (r)dr
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and the external potential energy
Ev =
∫
∆Vr
ρ(r)v(r)dr.
The expressions for the potential energies suggests the use of a kinetic energy density. In our case
the density is
ρT =
TTF
∆Vr
.
Therefore, Eq. (A.13) implies
ρT (r) =
~2
2me
κρ(r)5/3
so that the kinetic energy becomes
TTF =
∫
∆Vr
ρT (r)dr
=
~2
2me
κ
∫
∆Vr
ρ(r)5/3dr.
The total energy of the system as a functional of the uniform electronic density follows as
ETF =
~2
2me
κ
∫
∆Vr
ρ(r)5/3dr +
∫
∆Vr
ρ(r)vTF (r)dr +
∫
∆Vr
ρ(r)v(r)dr.
This leads to the TF universal functional
FTF =
~2
2me
κ
∫
∆Vr
ρ(r)5/3dr +
∫
∆Vr
ρ(r)vTF (r)dr.
Since the ground state density minimizes the total energy under the constraint∫
∆Vr
ρ(r)dr = ne,
the following Lagrange multiplier equation holds
δ(ρ,µ)
(
ETF − µ
[ ∫
ρ(r)dr− ne
])∣∣∣
ρ0
= 0.
On one hand
δρE
TF =
5~2
6me
κ
∫
∆Vr
ρ(r)2/3δρdr +
∫
∆Vr
vTF (r)δρdr +
∫
∆Vr
v(r)δρdr
=
∫
∆Vr
[ 5~2
6me
κρ(r)2/3 + vTF (r) + v(r)
]
δρdr
=
∫
∆Vr
[
κ′ρ(r)2/3 + vTF (r) + v(r)
]
δρdr where κ′ =
5~2
6me
κ
and on the other hand
δρE
TF =
∫
∆Vr
µδρdr.
Thus, ∫
∆Vr
[
κ′ρ(r)2/3 + vTF (r) + v(r)− µ
]
δρdr = 0
κ′ρ0(r)2/3 + vTF (r) + v(r) = µ.
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Appendix B
Two site lattices described by the
Hubbard Hamiltonian
Let us consider a single chain Hubbard model with a spin-independent external potential. To see how
the different operators involved in the Hamiltonian take into account the physics that undergo the
electrons, let us consider a two sites lattice with ne electrons (1 ≤ ne ≤ 4). The case ne = 2 is relevant
to point out the physics behind the Hubbard model. So, we will first consider two electron system
and thereafter one.
B.1 Two sites with two electrons
B.1.1 Basis elements and the flip operator
The Hilbert space H⊗2− of the antisymmetric wave functions is generated by the vectors
φ1 = Cˆ
†
1↑Cˆ
†
2↑ |〉,
φ2 = Cˆ
†
1↑Cˆ
†
1↓ |〉,
φ3 = Cˆ
†
1↑Cˆ
†
2↓ |〉,
φ4 = Cˆ
†
2↑Cˆ
†
1↓ |〉,
φ5 = Cˆ
†
2↑Cˆ
†
2↓ |〉
and
φ6 = Cˆ
†
1↓Cˆ
†
2↓ |〉.
The wave functions φ1 and φ6 as well as φ3 and φ4 are similar through a flip of their spin states.
Indeed, let Fˆiσ be the single-electron spin flip operator that changes at site i a spin σ electron into an
electron with opposite spin σ′. This means,
Fˆiσ = Cˆ
†
iσ′Cˆiσ.
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Since, for a given wave function all the spin states have to be flipped at once,
Fˆ =
min(ne,L)∑
n↑=max(0,ne−L)
∑
1≤i1<···<in↓≤L
∑
1≤k1<···<kn↑≤L
n↓∏
j=min(1,n↓ )
Fˆij↓
n↑∏
j=min(1,n↑ )
Fˆkj↑
=
ne∑
n↑=0
∑
1≤i1<···<in↓≤L
∑
1≤k1<···<kn↑≤L
n↓∏
j=min(1,n↓ )
Fˆij↓
n↑∏
j=min(1,n↑ )
Fˆkj↑
=
∑
1≤k1<k2≤2
0∏
j=0
Fˆij↓
2∏
j=1
Fˆkj↑ +
∑
1≤i1≤2
∑
1≤k1≤2
1∏
j=1
Fˆij↓
1∏
j=1
Fˆkj↑ +
∑
1≤i1<i2≤2
2∏
j=1
Fˆij↓
0∏
j=0
Fˆkj↑
=
∑
1≤k1<k2≤2
Fˆk1↑Fˆk2↑ +
∑
1≤i1≤2
∑
1≤k1≤2
Fˆi1↓Fˆk1↑ +
∑
1≤i1<i2≤2
Fˆi1↓Fˆi2↓
= Fˆ1↑Fˆ2↑ + Fˆ1↓Fˆ1↑ + Fˆ1↓Fˆ2↑ + Fˆ2↓Fˆ1↑ + Fˆ2↓Fˆ2↑ + Fˆ1↓Fˆ2↓
is the spin flip operator. Thereon,
Fˆ φ1 =
(
Fˆ1↑Fˆ2↑ + Fˆ1↓Fˆ1↑ + Fˆ1↓Fˆ2↑ + Fˆ2↓Fˆ1↑ + Fˆ2↓Fˆ2↑ + Fˆ1↓Fˆ2↓
)
φ1
= Fˆ1↑Fˆ2↑φ1
= Cˆ†1↓Cˆ1↑Cˆ
†
2↓Cˆ2↑Cˆ
†
1↑Cˆ
†
2↑ |〉
= Cˆ†1↓Cˆ
†
2↓Cˆ1↑Cˆ
†
1↑Cˆ2↑Cˆ
†
2↑ |〉
= Cˆ†1↓Cˆ
†
2↓(1− Cˆ†1↑Cˆ1↑)(1− Cˆ†2↑Cˆ2↑)|〉
= Cˆ†1↓Cˆ
†
2↓(1− Cˆ†1↑Cˆ1↑)(|〉 − Cˆ†2↑Cˆ2↑ |〉)
= Cˆ†1↓Cˆ
†
2↓(1− Cˆ†1↑Cˆ1↑)|〉+ |〉
= Cˆ†1↓Cˆ
†
2↓(|〉 − Cˆ†1↑Cˆ1↑ |〉)
= Cˆ†1↓Cˆ
†
2↓ |〉
= φ6
and
Fˆ φ3 =
(
Fˆ1↑Fˆ2↑ + Fˆ1↓Fˆ1↑ + Fˆ1↓Fˆ2↑ + Fˆ2↓Fˆ1↑ + Fˆ2↓Fˆ2↑ + Fˆ1↓Fˆ2↓
)
φ3
= Fˆ2↓Fˆ1↑φ3
= Cˆ†2↑Cˆ2↓Cˆ
†
1↓Cˆ1↑Cˆ
†
1↑Cˆ
†
2↓ |〉
= Cˆ†2↑Cˆ
†
1↓Cˆ1↑Cˆ
†
1↑Cˆ2↓Cˆ
†
2↓ |〉
= Cˆ†2↑Cˆ
†
1↓(1− Cˆ†1↑Cˆ1↑)(1− Cˆ†2↓Cˆ2↓)|〉
= Cˆ†2↑Cˆ
†
1↓(1− Cˆ†1↑Cˆ1↑)|〉
= Cˆ†2↑Cˆ
†
1↓ |〉
= φ4.
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On the other hand,
Fˆ φ2 =
(
Fˆ1↑Fˆ2↑ + Fˆ1↓Fˆ1↑ + Fˆ1↓Fˆ2↑ + Fˆ2↓Fˆ1↑ + Fˆ2↓Fˆ2↑ + Fˆ1↓Fˆ2↓
)
φ2
= Fˆ1↓Fˆ1↑φ2
= Cˆ†1↑Cˆ1↓Cˆ
†
1↓Cˆ1↑Cˆ
†
1↑Cˆ
†
1↓ |〉
= Cˆ†1↑(Cˆ1↓Cˆ
†
1↓)(Cˆ
†
1↓Cˆ1↑)Cˆ
†
1↑ |〉
= Cˆ†1↑Cˆ
†
1↓ |〉
= φ2
and
Fˆ φ5 =
(
Fˆ1↑Fˆ2↑ + Fˆ1↓Fˆ1↑ + Fˆ1↓Fˆ2↑ + Fˆ2↓Fˆ1↑ + Fˆ2↓Fˆ2↑ + Fˆ1↓Fˆ2↓
)
φ5
= Fˆ2↓Fˆ2↑φ5
= Cˆ†2↑Cˆ2↓Cˆ
†
2↓Cˆ2↑Cˆ
†
2↑Cˆ
†
2↓ |〉
= φ5.
It follows that
Fˆ 2φi = φi.
B.1.2 The physics behind the kinetic operator and its properties
Let us denote by tˆijσ the operator Cˆ
†
jσCˆiσ. The kinetic operator for the two electron system for a two
site lattice takes the expression
Tˆ = −ttˆ12↑ − ttˆ21↑ − ttˆ12↓ − ttˆ21↓ .
For instance, the action of tˆ12↑ on the basis elements gives
tˆ12↑φ1 = Cˆ
†
2↑Cˆ1↑Cˆ
†
1↑Cˆ
†
2↑ |〉
= Cˆ†2↑(1− Cˆ†1↑Cˆ1↑)Cˆ†2↑ |〉
= Cˆ†2↑Cˆ
†
2↑ |〉 − Cˆ†2↑Cˆ†1↑Cˆ1↑Cˆ†2↑ |〉
= Cˆ†2↑Cˆ
†
2↑ |〉+ Cˆ†2↑Cˆ†1↑Cˆ†2↑Cˆ1↑ |〉
= Cˆ†2↑Cˆ
†
2↑ |〉+ Cˆ†2↑Cˆ†1↑Cˆ†2↑(Cˆ1↑ |〉)
= Cˆ†2↑Cˆ
†
2↑ |〉
= |〉,
tˆ12↑φ2 = Cˆ
†
2↑Cˆ1↑Cˆ
†
1↑Cˆ
†
1↓ |〉
= Cˆ†2↑(1− Cˆ†1↑Cˆ1↑)Cˆ†1↓ |〉
= Cˆ†2↑Cˆ
†
1↓ |〉 − Cˆ†2↑Cˆ†1↑Cˆ1↑Cˆ†1↓ |〉
= Cˆ†2↑Cˆ
†
1↓ |〉+ Cˆ†2↑Cˆ†1↑Cˆ†1↓(Cˆ1↑ |〉)
= Cˆ†2↑Cˆ
†
1↓ |〉
= φ4,
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tˆ12↑φ3 = Cˆ
†
2↑Cˆ1↑Cˆ
†
1↑Cˆ
†
2↓ |〉
= Cˆ†2↑(1− Cˆ†1↑Cˆ1↑)Cˆ†2↓ |〉
= Cˆ†2↑Cˆ
†
2↓ |〉 − Cˆ†2↑Cˆ†1↑Cˆ1↑Cˆ†2↓ |〉
= Cˆ†2↑Cˆ
†
2↓ |〉+ Cˆ†2↑Cˆ†1↑Cˆ†2↓(Cˆ1↑ |〉)
= Cˆ†2↑Cˆ
†
2↓ |〉
= φ5,
tˆ12↑φ4 = Cˆ
†
2↑Cˆ1↑Cˆ
†
2↑Cˆ
†
1↓ |〉
= Cˆ†2↑(−Cˆ†2↑Cˆ1↑)Cˆ†1↓ |〉
= −Cˆ†2↑Cˆ†2↑Cˆ1↑Cˆ†1↓ |〉
= Cˆ†2↑Cˆ
†
2↑Cˆ
†
1↓(Cˆ1↑ |〉)
= |〉,
tˆ12↑φ5 = Cˆ
†
2↑Cˆ1↑Cˆ
†
2↑Cˆ
†
2↓ |〉
= Cˆ†2↑(−Cˆ†2↑Cˆ1↑)Cˆ†2↓ |〉
= −Cˆ†2↑Cˆ†2↑Cˆ1↑Cˆ†2↓ |〉
= Cˆ†2↑Cˆ
†
2↑Cˆ
†
2↓(Cˆ1↑ |〉)
= |〉
and
tˆ12↑φ6 = Cˆ
†
2↑Cˆ1↑Cˆ
†
1↓Cˆ
†
2↓ |〉
= Cˆ†2↑(−Cˆ†1↓Cˆ1↑)Cˆ†2↓ |〉
= −Cˆ†2↑Cˆ†1↓Cˆ1↑Cˆ†2↓ |〉
= Cˆ†2↑Cˆ
†
1↓Cˆ
†
2↓(Cˆ1↑ |〉)
= |〉.
In summary, one gets for all tˆijσ the results showed in Tables B.1 and B.2. For each table, the first
column contains the basis elements denoted by φi. The last two columns show the action of tˆ12↑ and
tˆ21↑ on φi and tˆ12↓ and tˆ21↓ on φi for Tables B.1 and B.2 respectively. From the second row, each
column contains, apart the second quantization representation of the wave function or its images, the
corresponding graphic representation of the spin configuration. The upwards arrow stands for spin up
electron while the downwards arrow stands for spin down electron. The two sites are figured by the
two ellipses where the first and the second stands for the first and the second site respectively.
Accordingly to these tables, one observes that the kinetic operator really conveys the idea of moving
an electron from one site to the nearest neighbour sites and this characterized the motion of a valence
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φi tˆ12↑φi tˆ21↑φi
φ1 = Cˆ
†
1↑Cˆ
†
2↑ |〉 := Cˆ†2↑Cˆ†2↑ |〉 = |〉 := −Cˆ†1↑Cˆ†1↑ |〉 = |〉 :=
This state is excluded by Pauli This state is excluded by Pauli
φ2 = Cˆ
†
1↑Cˆ
†
1↓ |〉 := Cˆ†2↑Cˆ†1↓ |〉 = φ4 := |〉 :=
Complete annihilation
φ3 = Cˆ
†
1↑Cˆ
†
2↓ |〉 := Cˆ†2↑Cˆ†2↓ |〉 = φ5 := |〉 :=
Complete annihilation
φ4 = Cˆ
†
2↑Cˆ
†
1↓ |〉 := |〉 := Cˆ†1↑Cˆ†1↓ |〉 = φ2 :=
Complete annihilation
φ5 = Cˆ
†
2↑Cˆ
†
2↓ |〉 := |〉 := Cˆ†1↑Cˆ†2↓ |〉 = φ3 :=
Complete annihilation
φ6 = Cˆ
†
1↓Cˆ
†
2↓ |〉 := |〉 := |〉 :=
Complete annihilation Complete annihilation
Table B.1: Images tˆijσφi of the basis elements φi by tˆ12↑ and tˆ21↑ .
φi tˆ12↓φi tˆ21↓φi
φ1 = Cˆ
†
1↑Cˆ
†
2↑ |〉 := |〉 := |〉 :=
Complete annihilation Complete annihilation
φ2 = Cˆ
†
1↑Cˆ
†
1↓ |〉 := Cˆ†1↑Cˆ†2↓ |〉 = φ3 := |〉 :=
Complete annihilation
φ3 = Cˆ
†
1↑Cˆ
†
2↓ |〉 := |〉 := Cˆ†1↑Cˆ†1↓ |〉 = φ2 :=
Complete annihilation
φ4 = Cˆ
†
2↑Cˆ
†
1↓ |〉 := Cˆ†2↑Cˆ†2↓ |〉 = φ5 := |〉 :=
Complete annihilation
φ5 = Cˆ
†
2↑Cˆ
†
2↓ |〉 := |〉 := Cˆ†2↑Cˆ†1↓ |〉 = φ4 :=
Complete annihilation
φ6 = Cˆ
†
1↓Cˆ
†
2↓ |〉 := Cˆ†2↑Cˆ†2↓ |〉 = |〉 := −Cˆ†1↓Cˆ†1↓ |〉 = |〉 :=
This state is excluded by Pauli This state is excluded by Pauli
Table B.2: Images tˆijσφi of the basis elements φi by tˆ12↓ and tˆ21↓ .
electron from one atom to another. From the last two tables one can recover the action of the kinetic
operator on the basis elements, that reads
Tˆ φ1 = −t
(
tˆ12↑ + tˆ21↑ + tˆ12↓ + tˆ21↓
)
φ1
= 0,
Tˆ φ2 = −t
(
tˆ12↑ + tˆ21↑ + tˆ12↓ + tˆ21↓
)
φ2
= −t
(
tˆ12↑ + tˆ12↓
)
φ2
= −tφ4 − tφ3,
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Tˆ φ3 = −t
(
tˆ12↑ + tˆ21↑ + tˆ12↓ + tˆ21↓
)
φ3
= −t
(
tˆ12↑ + tˆ21↓
)
φ3
= −tφ5 − tφ2,
Tˆ φ4 = −t
(
tˆ12↑ + tˆ21↑ + tˆ12↓ + tˆ21↓
)
φ4
= −t
(
tˆ21↑ + tˆ12↓
)
φ4
= −tφ2 − tφ5,
Tˆ φ5 = −t
(
tˆ12↑ + tˆ21↑ + tˆ12↓ + tˆ21↓
)
φ5
= −t
(
tˆ21↑ + tˆ21↓
)
φ5
= −tφ3 − tφ4
and
Tˆ φ6 = −t
(
tˆ12↑ + tˆ21↑ + tˆ12↓ + tˆ21↓
)
φ2
= 0.
Table B.3 highlights the matrix representation of the kinetic operator.
Tˆ φ1 Tˆ φ2 Tˆ φ3 Tˆ φ4 Tˆ φ5 Tˆ φ6
φ1 0 0 0 0 0 0
φ2 0 0 −t −t 0 0
φ3 0 −t 0 0 −t 0
φ4 0 −t 0 0 −t 0
φ5 0 0 −t −t 0 0
φ6 0 0 0 0 0 0
Table B.3: Images Tˆ φi of the basis elements φi by Tˆ .
Now, let us concentrate on some of its properties. It is obvious that
tˆ2ijσ = 0,
and
tˆjiσ tˆijσ = 1ˆ
regardless the number of sites and electrons. Unfortunately these do not hold for the kinetic operator
itself. However, the results of its repeated action on one of φi, 2 ≤ i ≤ 5 show some pattern. Indeed,
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for φ2, one gets
Tˆ φ2 = −tφ3 − tφ4,
Tˆ 2φ2 = −tTˆ φ3 − tTˆ φ4,
= (−t)2φ2 + (−t)2φ5 + (−t)2φ2 + (−t)2φ5,
= 2(−t)2φ2 + 2(−t)2φ5,
Tˆ 3φ2 = 2(−t)2Tˆ φ2 + 2(−t)2Tˆ φ5,
= 2(−t)3φ3 + 2(−t)3φ4 + 2(−t)2φ2 + 2(−t)2φ4,
= 22(−t)3φ3 + 22(−t)3φ4,
...
Tˆ 2nφ2 = 2
2n−1(−t)2n(φ2 + φ5),
Tˆ 2n+1φ2 = 2
2n(−t)2n+1(φ3 + φ4).
B.1.3 Onsite interaction operator
The onsite interaction operator for two sites and two electrons is read
uˆ = u0nˆ1↑ nˆ1↓ + u0nˆ2↑ nˆ2↓ .
While acting on the basis elements, it gives:
uˆφ1 = (u0nˆ1↑ nˆ1↓ + u0nˆ2↑ nˆ2↓)Cˆ
†
1↑Cˆ
†
2↑ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
1↑Cˆ
†
2↑ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ2↓Cˆ†1↑Cˆ†2↑ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ
†
1↑Cˆ
†
2↑Cˆ1↓ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ†1↑Cˆ†2↑Cˆ2↓ |〉
= |〉,
uˆφ2 = (u0nˆ1↑ nˆ1↓ + u0nˆ2↑ nˆ2↓)Cˆ
†
1↑Cˆ
†
1↓ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
1↑Cˆ
†
1↓ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ2↓Cˆ†1↑Cˆ†1↓ |〉
= −u0Cˆ†1↑Cˆ1↑Cˆ†1↓Cˆ†1↑(Cˆ1↓Cˆ†1↓)|〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ†1↑Cˆ†1↓Cˆ2↓ |〉
= u0Cˆ
†
1↑Cˆ
†
1↓Cˆ1↑Cˆ
†
1↑(1− Cˆ†1↓Cˆ1↓)|〉+ |〉
= u0Cˆ
†
1↑Cˆ
†
1↓Cˆ1↑Cˆ
†
1↑ |〉+ |〉
= u0Cˆ
†
1↑Cˆ
†
1↓(1− Cˆ†1↑Cˆ1↑)|〉
= u0Cˆ
†
1↑Cˆ
†
1↓ |〉
= u0φ2,
uˆφ3 = (u0nˆ1↑ nˆ1↓ + u0nˆ2↑ nˆ2↓)Cˆ
†
1↑Cˆ
†
2↓ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
1↑Cˆ
†
2↓ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ2↓Cˆ†1↑Cˆ†2↓ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ
†
1↑Cˆ
†
2↓Cˆ1↓ |〉+ u0Cˆ†2↑Cˆ†2↓Cˆ2↓Cˆ†1↑Cˆ†2↓Cˆ2↑ |〉
= |〉,
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uˆφ4 = (u0nˆ1↑ nˆ1↓ + u0nˆ2↑ nˆ2↓)Cˆ
†
2↑Cˆ
†
1↓ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
2↑Cˆ
†
1↓ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ2↓Cˆ†2↑Cˆ†1↓ |〉
= u0Cˆ
†
1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
2↑Cˆ
†
1↓Cˆ1↑ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ†2↑Cˆ†1↓Cˆ2↓ |〉
= |〉,
uˆφ5 = (u0nˆ1↑ nˆ1↓ + u0nˆ2↑ nˆ2↓)Cˆ
†
2↑Cˆ
†
2↓ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
2↑Cˆ
†
2↓ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ2↓Cˆ†2↑Cˆ†2↓ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ
†
2↑Cˆ
†
2↓Cˆ1↓ |〉 − u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ†2↑(Cˆ2↓Cˆ†2↓)|〉
= u0Cˆ
†
2↑Cˆ
†
2↓Cˆ2↑Cˆ
†
2↑(1− Cˆ†2↓Cˆ2↓)|〉+ |〉
= u0Cˆ
†
2↑Cˆ
†
2↓Cˆ2↑Cˆ
†
2↑ |〉+ |〉
= u0Cˆ
†
2↑Cˆ
†
2↓(1− Cˆ†2↑Cˆ2↑)|〉
= u0Cˆ
†
2↑Cˆ
†
2↓ |〉
= u0φ5,
and finally,
uˆφ6 = (u0nˆ1↑ nˆ1↓ + u0nˆ2↑ nˆ2↓)Cˆ
†
1↓Cˆ
†
2↓ |〉
= u0Cˆ
†
1↑Cˆ1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
1↓Cˆ
†
2↓ |〉+ u0Cˆ†2↑Cˆ2↑Cˆ†2↓Cˆ2↓Cˆ†1↓Cˆ†2↓ |〉
= u0Cˆ
†
1↑Cˆ
†
1↓Cˆ1↓Cˆ
†
1↓Cˆ
†
2↓Cˆ1↑ |〉+ u0Cˆ†2↑Cˆ†2↓Cˆ2↓Cˆ†1↓Cˆ†2↓Cˆ2↑ |〉
= |〉.
It appears that though φ3 := and φ4 := carry two electrons with opposite spin,
these electrons are not interacting whereas they interact for φ2 := and φ5 := .
Their difference stems from the site occupation number involved in the definition of the interaction
operator. If the Hubbard model we are handling allows neighboring sites to interact, therefore φ3 and
φ4 would contribute to the interaction energy. Let us gather the results for uˆ into Table B.4. All the
uˆφ1 uˆφ2 uˆφ3 uˆφ4 uˆφ5 uˆφ6
φ1 0 0 0 0 0 0
φ2 0 u0 0 0 0 0
φ3 0 0 0 0 0 0
φ4 0 0 0 0 0 0
φ5 0 0 0 0 u0 0
φ6 0 0 0 0 0 0
Table B.4: Images uˆφi of the basis elements φi by uˆ.
basis elements are eigenstates of the interaction operator.
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B.1.4 External potential operator
Electrons of the lattice experience the external potential described by vˆ = v1(nˆ1↑+nˆ1↓)+v2(nˆ2↑+nˆ2↓).
Their presence at a site contributes then to the overall energy of the system. For instance
vˆφ1 =
[
v1(nˆ1↑ + nˆ1↓) + v2(nˆ2↑ + nˆ2↓)
]
Cˆ†1↑Cˆ
†
2↑ |〉
= v1nˆ1↑Cˆ
†
1↑Cˆ
†
2↑ |〉+ v2nˆ2↑Cˆ†1↑Cˆ†2↑ |〉
= v1Cˆ
†
1↑Cˆ1↑Cˆ
†
1↑Cˆ
†
2↑ |〉+ v2Cˆ†2↑Cˆ2↑Cˆ†1↑Cˆ†2↑ |〉
= v1Cˆ
†
1↑Cˆ
†
2↑Cˆ1↑Cˆ
†
1↑ |〉 − v2Cˆ†2↑Cˆ†1↑Cˆ2↑Cˆ†2↑ |〉
= v1Cˆ
†
1↑Cˆ
†
2↑(1− Cˆ†1↑Cˆ1↑)|〉 − v2Cˆ†2↑Cˆ†1↑(1− Cˆ†2↑Cˆ2↑)|〉
= v1Cˆ
†
1↑Cˆ
†
2↑ |〉 − v2Cˆ†2↑Cˆ†1↑ |〉
= v1Cˆ
†
1↑Cˆ
†
2↑ |〉+ v2Cˆ†1↑Cˆ†2↑ |〉
= (v1 + v2)φ1.
The following table resumes the images of the basis elements by vˆ.
uˆφ1 uˆφ2 uˆφ3 uˆφ4 uˆφ5 uˆφ6
φ1 v1 + v2 0 0 0 0 0
φ2 0 2v1 0 o 0 0
φ3 0 0 v1 + v2 0 0 0
φ4 0 0 0 v1 + v2 0 0
φ5 0 0 0 0 2v2 0
φ6 0 0 0 0 0 v1 + v2
Table B.5: Images vˆφi of the basis elements φi by vˆ.
B.1.5 Exact diagonalization of the Hubbard Hamiltonian
The action of the Hubbard Hamiltonian on the finite dimension Hilbert space H⊗ne− basis generates
the Hubbard Hamiltonian matrix. According to TablesB.3, B.4 and B.5, the Hamiltonian matrix is
H =

v1 + v2 0 0 0 0 0
0 u0 + 2v1 −t −t 0 0
0 −t v1 + v2 0 −t 0
0 −t 0 v1 + v2 −t 0
0 0 −t −t u0 + 2v2 0
0 0 0 0 0 v1 + v2

. (B.1)
The Shro¨dinger equation based on the Hubbard Hamiltonian matrix is an eigenvalue problem. An
effective way of solving such problem is by performing an exact diagonalization. The prefix exact
misleads the understanding by conveying the idea of exact solution. Indeed, except for small dimension
Hilbert space, that is small particle number (ne ≤ 4), the eigenvalue problems is really tricky to be
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solved exactly. Therefore numerical approximations draw upon methods like the Lanczos algorithm
[88] or the Bethe ansatz [37] are used instead. Since these numerical approximations are highly
accurate, the method is called exact. For this thesis we use octave for numerical resolution of equations.
For practical example, let us consider t = 1, u0 = −2 and viσ = 1. The Hamiltonian reads
H =

2 0 0 0 0 0
0 0 −1 −1 0 0
0 −1 2 0 −1 0
0 −1 0 2 −1 0
0 0 −1 −1 0 0
0 0 0 0 0 2

(B.2)
and has
Ψ0 = 0.602φ2 + 0.372φ3 + 0.372φ4 + 0.602φ5,
Ψ1 = −0.707φ2 + 0.707φ5,
Ψ2 = 0.707φ3 − 0.707φ4,
Ψ3 = φ1,
Ψ4 = φ6,
and
Ψ5 = 0.372φ2 − 0.602φ3 − 0.602φ4 + 0.372φ5
for wave functions with Ψ0 the ground state wave function.
B.2 Two sites with one electron
The exercise for one electron necessities a general method regardless the number of site. So, we
consider L site lattice with one electron. While acting on the wave function
ϕ =
L∑
i=1
g(xi) |xi〉
by the Hubbard Hamiltonian Hˆ, one reaches
Hˆϕ = −t
L∑
i=1
∑
s=±1
g(xi) |xi+s〉 +
L∑
i=1
vig(xi) |xi〉 = −t
L∑
i=1
(∑
s=±1
g(xi+s)
)
|xi〉 +
L∑
i=1
vig(xi) |xi〉 .
Then,
Hˆϕ = ϕ⇐⇒ −t
(∑
s=±1
g(xi+s)
)
+ vig(xi) = g(xi)
⇐⇒
(
− tδ(i−1)j + viδij − tδ(i+1)j
)
ij
(
g(xj)
)
j1
= 
(
g(xi)
)
i1
.
79
The matrix
(
− tδ(i−1)j + viδij − tδ(i+1)j
)
ij
is an hermitian L squared matrix. Thus, it admits L
eigenvalues i. This confirms that the ground state wave function for a one particle lattice system is
on the form of ϕ. Furthermore,
Hˆϕ = ϕ⇐⇒
(∑
s=±1
g(xi+s)
)
=
vi − 
t
g(xi)
⇐⇒
(∑
s=±1
g(xi+s)
)
= aig(xi),
where
ai =
vi − 
t
.
Therefore, for L = 2, it follows that
Hˆϕ = ϕ ⇐⇒
{
g(x2) = a1g(x1)
g(x1) = a2g(x2)
⇐⇒ a1a2 = 1
⇐⇒ 2 − (v1 + v2)+ v1v2 − t2 = 0
⇐⇒  = v1 + v2 ±
√
(v1 − v2)2 + 4t2
2
.
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Appendix C
Jastrow Factors
In this appendix we derive an expressions for the Jastrow factors γxm . In the first section we derive
an expression that couples all the Jastrow factors and this can be used to self-consistently determine
the Jastrow factors for a fixed single particle ground state wave function and a many particle ground
state energy. In the second section we derive expressions for the derivative of the Jastrow factors as
a function of site potentials.
C.1 Self consistent expression for Jastrow factors
Recall that we can expand the interacting, |Ψ〉 , and noninteracting, |Φ〉 , ground state wave functions
in terms of a set of basis functions |φm〉:
|Ψ〉 =
∑
Ξ0
fm |φm〉 (C.1)
and
|Φ〉 =
∑
Ξ0
gm |φm〉 . (C.2)
The basis functions are Slater determinants
|φm〉 = |φm〉 = Cˆ†m1↑Cˆ
†
m2↑ · · · Cˆ
†
mN↑↑Cˆ
†
mN↑+1↓Cˆ
†
mN↑+2↓ · · · Cˆ
†
mN↑+N↓
|〉,
and can be represented in terms of the ne-tuples
xm = (xm1 , x
m
2 , · · · , xmne). (C.3)
fm and gm are all non-zero and have the same sign. For a ne-electron system, we defined the ‘Jastrow’
operator as
Jˆ = e−
∑
o γoxˆ
o
,
where
xˆm = xˆm1 · · · xˆmne . (C.4)
Here xˆi is equal to nˆxi↑ if i ≤ N↑ or nˆxi↓ otherwise. It follows that
xˆm |φn〉 = δnm|φn〉; (C.5)
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therefore, the Jastrow operator maps |Φ〉 unto |Ψ〉
|Ψ〉 = Jˆ |Φ〉
=
∑
m
e−γmg(xm)|xm〉. (C.6)
The basis functions are eigenfunctions of the Jastrow operator: Acting on a basis function |xm〉
with Jˆ yields
Jˆ |xm〉 = e−γxm |xm〉. (C.7)
We can expand the independent particle ground state as
|Φ [vs]〉 =
∑
m
g(xm) |xm〉 , (C.8)
where vs is a general single particle potential and one has g[vs]. For convenience of notation, we
suppress the dependence of g on vs. We have,
Jˆ−1Tˆ Jˆ |Φ [v0]〉 =
∑
m
g(xm)Jˆ−1Tˆ Jˆ |xm〉
=
∑
m
g(xm)e−γxm Jˆ−1Tˆ |xm〉
= −t
∑
m
g(xm)e−γxm Jˆ−1
ne∑
i=1
∑
s=±1
|xm1 · · ·xmi + s · · ·xmne〉
= −t
∑
m
g(xm)e−γxm
ne∑
i=1
∑
s=±1
e
γxm(xmi +s) |xm1 · · ·xmi + s · · ·xmne〉, (C.9)
where xm (xmi + s) stands for the ne-tuple x
m with the ith entry replaced by xi + s,
xm (xmi + s) ≡ (xm1 , xm2 , · · · , xmi + s, ...xmne).
Taking the overlap of Eq. (C.9) with 〈xn| results in
〈xn|Jˆ−1Tˆ JˆΦ〉 = −t 〈xn|
∑
m
g(xm)e−γxm
ne∑
i=1
∑
s=±1
e
γxm(xmi +s) |xm1 · · ·x
m
i + s · · ·xmne〉
= −t
∑
m
g(xm)e−γxm
ne∑
i=1
∑
s=±1
e
γxm(xmi +s)(xm(xmi + s) ≡ xn).
Only a few terms survive the summation over m and the expression can be contracted to
〈xn|Jˆ−1Tˆ JˆΦ〉 = −t
ne∑
i=1
∑
s=±1
g(xn(xni − s))e−γxn(xni −s)eγxn . (C.10)
The Hubbard Hamiltonian we are working with has the form
Hˆ = Tˆ + uˆ+ vˆ.
Since |Ψ〉 = Jˆ |Φ〉 , and Jˆ commutes with uˆ+ vˆ, we have(
Jˆ−1Tˆ Jˆ + uˆ+ vˆ
)
|Φ〉 = E |Φ〉 , (C.11)
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where E is the ground state eigenenergy of Hˆ. We have from Eq. (C.11), using Eq. (C.10), that
〈xn| Jˆ−1 [vs] Tˆ J [vs] |Φ [vs]〉 = 〈xn|E − (uˆ+ vˆ) |Φ [vs]〉
= −t
ne∑
i=1
∑
s=±1
g(xn(xni + s))e
−γxn(xn
i
+s)eγxn . (C.12)
The basis functions |xm〉 are eigenfunctions of uˆ+ vˆ: (uˆ+ vˆ) |xm〉 = z |xm〉, where z is a real number.
It implies that
〈xn|E − (uˆ+ vˆ) |Φ [vs]〉 = g (xn) 〈xn|E − (uˆ+ vˆ) |xn〉 ,
which allows us to write
eγxn =
g (xn) 〈xn|E − (uˆ+ vˆ) |xn〉
−t∑nei=1∑s=±1 g(xn(xni + s))e−γxn(xni +s) . (C.13)
Before attempting to use this expression, let us examine some of its properties. If we substitute
eγxn by λeγxn where λ is a constant, we also find a solution to Eq. (C.13). However, we work with
normalised wave functions. So,
|Ψ〉 =
∑
n
e−γxn g (xn) |xn〉
implies
1 = 〈Ψ |Ψ〉
=
∑
X
e−2γxn g2 (xn) .
This additional condition facilitates a way to ‘normalise’ e−γxn . Let
{
e−γ˜xn
}
be a solution of Eq.
(C.13). If ∑
X
e−2γ˜xn g2 (xn) = χ,
then ∑
X
e−2γ˜X′
χ
g2 (X) = 1
and
e−γxn =
√
e−2γ˜xn
χ
will satisfy Eq. (C.13) and ensure that |Ψ〉 is normalised if |Φ〉 is normalised.
C.2 Derivative of the Jastrow factors with respect to single particle
site potentials
From the definition of Jˆ [vs], the e−γxn are functionals of vs. We can formulate an expression for the
functional derivative of e−γxn with respect to the site potentials vsk from Eq. (C.13):
deγxn
dvsk
=
dg(xn)
dvsk
〈xn|E − (uˆ+ vˆ) |xn〉
−t∑nei=1∑s=±1 g(xn(xni + s))e−γxn(xni +s)
+
g (xn) 〈xn|E − (uˆ+ vˆ) |xn〉∑nei=1∑s=±1 ddvsk g (xn(xni + s)) e−γxn(xni +s)
t
(∑ne
i=1
∑
s=±1 g(xn(x
n
i + s))e
−γxn(xn
i
+s)
)2 .
83
Since
d
dvsk
g (xn(xni + s)) e
−γxn(xn
i
+s) = e
−γxn(xn
i
+s) d
dvsk
g(xn(xni + s)) + g(x
n(xni + s))
d
dvsk
e
−γxn(xn
i
+s) ,
we can re-arrange this equation to give
t
ne∑
i=1
∑
s=±1
g(xn(xni + s))e
−γxn(xn
i
+s)e2γxn
de−γxn
dvsk
+
g (xn) 〈xn|E − (uˆ+ vˆ) |xn〉∑nei=1∑s=±1 g (xn(xni + s)) ddvsk e−γxn(xni +s)∑ne
i=1
∑
s=±1 g(xn(x
n
i + s))e
−γxn(xn
i
+s)
=
dg (xn)
dvsk
〈xn|E − (uˆ+ vˆ) |xn〉
−
g (xn) 〈xn|E − (uˆ+ vˆ) |xn〉∑nei=1∑s=±1 e−γxn(xni +s) ddvsk g (xn(xni + s))∑ne
i=1
∑
s=±1 g(xn(x
n
i + s))e
−γxn(xn
i
+s)
. (C.14)
This can be written as a set of linear equations for de
−γxn
dvsk
:
∑
m
Anm (v
s)
de−γxm
dvsk
= Bn (v
s
k) ,
where
Bn (v
s
k) =
dg (xn)
dvsk
〈xn|E − (uˆ+ vˆ) |xn〉
−
g (xn) 〈xn|E − (uˆ+ vˆ) |xn〉∑nei=1∑s=±1 e−γxn(xni +s) ddvsk g (xn(xni + s))∑ne
i=1
∑
s=±1 g(xn(x
n
i + s))e
−γxn(xn
i
+s)
,
and
Anm (v
s) = t
ne∑
i=1
∑
s=±1
g(xn(xni + s))e
−γxn(xn
i
+s)e2γxn δnm
+
g (xn) 〈xn|E − (uˆ+ vˆ) |xn〉∑nei=1∑s=±1 g (xn(xni + s))∑ne
i=1
∑
s=±1 g(xn(x
n
i + s))e
−γxn(xn
i
+s)
δ{xn}{xm(xmi −s)}.
δ{xn}{xm(xmi −s)} is non-zero, equal to one, only if the ne-tuples x
n and xm satisfy
(xn1 , x
n
2 , · · · , xnne) ≡ (xm1 , xm2 , · · ·xmi − s, ..., xmne).
For a given vs, the matrix A (vs) and vector B (vsk) can be determined and then
de−γ
dvsk
= A−1 (vs)B (vsk) .
A−1 (vs) is common, but B (vsk) has to be calculated for each site k.
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Appendix D
Optimised Perturbation Theory
In this appendix we discuss 1) a scheme for calculating the derivative of the expansion coefficients of
the independent particle ground state wave function and 2) a scheme for evaluating the inverse of dρkdvi ,
the matrix of the derivatives of the site densities ρk with respect to the site potentials vi .
We expand the ground state wave function as
|Φ〉 =
∑
m
g (xm) |xm〉
where
Hˆ |Φ〉 = E |Φ〉
and
Hˆ = −t
∑
〈k<j〉,σ
(
c†kσcjσ + c
†
jσckσ
)
+
∑
jσ
vjc
†
jσcjσ (D.1)
is a single particle Hamiltonian.
Derivatives. The site density can be written as
ρk = 〈Φ| nˆk↑ + nˆk↓ |Φ〉
=
∑
mm′
g (xm) g
(
xm
′) 〈xm| nˆk↑ + nˆk↓ ∣∣∣xm′〉 (D.2)
where
nˆ = c†kck.
We have
c†k↑ck↑ |xm〉 = δk∈{xm1 ,··· ,xmN↑} |xm〉
and
c†k↓ck↓ |xm〉 = δk∈{xmN↑+1,··· ,xmne} |xm〉
from which it follows that
ρk =
∑
m
|g (xm)|2
(
δ
k∈
{
xm1 ,··· ,xmN↑
} + δ
k∈
{
xmN↑+1,...,x
m
ne
}
)
(D.3)
and
dρk
dvi
= 2
∑
m
dg (xm)
dvi
g (xm)
(
δ
k∈
{
xm1 ,··· ,xmN↑
} + δ
k∈
{
xmN↑+1,...,x
m
ne
}
)
.
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Taking the derivative of Eq. (D.1) with respect to vi :
dHKS
dvi
|Φ〉+HKS
∣∣∣∣ ddviΦ
〉
=
dEKS
dvi
|Φ〉+ EKS
∣∣∣∣ ddviΦ
〉
or (
HKS − EKS) ∣∣∣∣ ddvKSi Φ
〉
=
(
dEKS
dvKSi
−
∑
σ
c†iσciσ
)
|Φ〉 . (D.4)
Now we can take the scalar product from the left with respect to the excited states |Φn〉, n 6= 0,
or the basis elements, |xm〉 .
Let us consider the following definition:∣∣∣∣ ddvKSi Φ
〉
=
∑
n>0
dgn0
dvKSi
|Φn〉 .
It follows that
〈Φn|
(
EKSn − EKS
) ∣∣∣∣ ddvKSi Φ
〉
= −〈Φn|
∑
σ
c†iσciσ |Φ〉
dgn0
dvKSi
= − 1
EKSn − EKS
∑
m
# (i ∈ xm) gn (xm) g0 (xm) .
Here # (i ∈ xm) is the number of times that i appears in the ne-tuple xm. This gives hands on
dg0 (x
m)
dvKSi
=
∑
n>0
dgn0
dvKSi
〈xm |Φn〉 .
However, this result strongly relies on non-degenerate ground states; otherwise, the term EKSn −EKS
will induce a division by zero that will automatically stop the calculation.
In case we consider ∣∣∣∣ ddvKSi Φ
〉
=
∑
m
dg0(x
m)
dvKSi
|xm〉 ,
then
〈xm| (HKS − EKS) ∣∣∣∣ ddvKSi Φ
〉
= 〈xm|
(
dEKS
dvKSi
−
∑
σ
c†iσciσ
)
|Φ〉
∑
m′
dg0(x
m′)
dvKSi
(
〈xm| ˆHKS
∣∣∣xm′〉− EKSδmm′) = g0(xm)(dEKS
dvKSi
−#(i ∈ xm)
)
for all m. For M basis functions, |xm〉, we get M equations. Since we require the wave functions to
be normalised, we also have ∑
m
g0 (x
m) g0 (x
m) = 1
∑
m
g0 (x
m)
dg0 (x
m)
dvKSi
= 0,
which is the (M + 1)th equation that serves to check the solution of the first M equations. With the
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M squared and the M column matrices:
G =
[
〈xm| ˆHKS
∣∣∣xm′〉− EKSδmm′]
1≤m,m′≤M
and
Bi =
[
g0(x
m)
(
dEKS
dvKSi
−#(i ∈ xm)
)]
1≤m≤M
respectively, ∣∣∣∣ ddvKSi Φ
〉
= G−1Bi.
Note that G does not depend on i.
In this chapter we derive expressions that are suitable for determining the derivative of the ex-
pansion coefficients of the ground state wave functions with respect to the independent particle site
potentials v0i .
D.1 Inverse of dρkdvi
We cannot easily determine dvkdρi , but we showed how the response function
dρi
dvk
=
d
dvk
〈Φ| nˆi↑ + nˆi↓ |Φ〉 ,
can be evaluated in the previous section, from which the inverse matrix dvkdρi can be extracted. Note
that since a site independent constant shift in the potential does not affect ρi, the matrix
dρi
dvk
has
zero eigenvectors which have to be excluded from the space in which the inverse
dvKSk
dρi
is evaluated.
We can express a small change in the site density ρi, δρi, due to small changes in the site potentials
δvk as follows:
δρi =
∑
k
δρi
δvk
δvk.
dρi
dvk
is real and symmetric (it is the second derivative of the energy with respect to vi ). It is Hermitian
and hence the eigenvalues εi of
δρi
δvk
,
δρ
δv
|θi〉 = εi |θi〉
are real. The |θi〉 form a complete basis set. Let δρδv be the matrix with entries δρiδvk and let |δv〉 be the
column vector with entries δvk. Then,
|δρ〉 = δρ
δv
|δv〉
=
∑
i
δρ
δv
|θi〉 〈θi| δv〉
=
∑
i
εi |θi〉 〈θi| δv〉 .
Null vectors (εi = 0) do not contribute to a change in δρi and can be ignored. The vectors |θi〉 are
discrete, |θi〉 ≡
∣∣θ1i , θ2i , · · · θNi 〉, and allow us to write
1
εi
|θi〉 〈θi| |δρ〉 = |θi〉 〈θi| δv〉
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and
′∑ 1
εi
|θi〉 〈θi| |δρ〉 =
( ′∑
|θi〉 〈θi|
)
δv〉
= |δv˜〉
where the possible constant potential component has been removed. The prime indicates a summation
over the vectors excluding the null vectors. In the space spanned by the eigenvectors of δρδv , excluding
the null vectors,
∑′ |θi〉 〈θi| δv〉 = |δv〉 and δvδρ is defined by ∑′ 1εi |θi〉 〈θi| .
88
References
[1] Pierre Hohenberg and Walter Kohn. Inhomogeneous electron gas. Physical review, 136(3B):B864,
1964.
[2] Walter Kohn and Lu Jeu Sham. Self-consistent equations including exchange and correlation
effects. Physical Review, 140(4A):A1133, 1965.
[3] M. Born and R. Oppenheimer. Zur quantentheorie der molekeln. Annalen der Physik,
389(20):457–484, 1927.
[4] H. Esse´n. The physics of the born-oppenheimer approximation. International Journal of Quan-
tum Chemistry, 12(4):721–735, 1977.
[5] R.G. Woolley and B.T. Sutcliffe. Molecular structure and the bornoppenheimer approximation.
Chemical Physics Letters, 45(2):393 – 398, 1977.
[6] D. R. Hartree. The wave mechanics of an atom with a non-coulomb central field. part i. theory
and methods. Mathematical Proceedings of the Cambridge Philosophical Society, 24(1):89–110,
001 1928.
[7] D. R. Hartree. The wave mechanics of an atom with a non-coulomb central field. part ii.
some results and discussion. Mathematical Proceedings of the Cambridge Philosophical Society,
24(1):111–132, 001 1928.
[8] V. Fock. Na¨herungsmethode zur lo¨sung des quantenmechanischen mehrko¨rperproblems.
Zeitschrift fu¨r Physik, 61(1):126–148, 1930.
[9] D. R. Hartree and W. Hartree. Self-consistent field, with exchange, for beryllium. Proceedings of
the Royal Society of London A: Mathematical, Physical and Engineering Sciences, 150(869):9–33,
1935.
[10] E. Wigner. U¨ber nicht kombinierende terme in der neueren quantentheorie. Zeitschrift fu¨r
Physik, 40(7):492–500, 1927.
[11] W. Heisenberg. Mehrko¨rperproblem und resonanz in der quantenmechanik. Zeitschrift fu¨r
Physik, 38(6):411–426, 1926.
[12] W. Heisenberg. U¨ber die spektra von atomsystemen mit zwei elektronen. Zeitschrift fu¨r Physik,
39(7):499–518, 1926.
89
[13] Werner Heisenberg. Mehrko¨rperprobleme und resonanz in der quantenmechanik. ii. Zeitschrift
fu¨r Physik A Hadrons and nuclei, 41(4):239–267, 1927.
[14] P. A. M. Dirac. On the theory of quantum mechanics. Proceedings of the Royal Society of
London A: Mathematical, Physical and Engineering Sciences, 112(762):661–677, 1926.
[15] J. C. Slater. Note on hartree’s method. Phys. Rev., 35:210–211, Jan 1930.
[16] J. C. Slater. A simplification of the hartree-fock method. Phys. Rev., 81:385–390, Feb 1951.
[17] W. Kohn. Nobel lecture: Electronic structure of matter¯wave functions and density functionals.
Rev. Mod. Phys., 71:1253–1266, Oct 1999.
[18] Llewellyn H Thomas. The calculation of atomic fields. In Mathematical Proceedings of the
Cambridge Philosophical Society, volume 23, pages 542–548. Cambridge Univ Press, 1927.
[19] U von Barth and L Hedin. A local exchange-correlation potential for the spin polarized case. i.
Journal of Physics C: Solid State Physics, 5(13):1629, 1972.
[20] A. K. Rajagopal and J. Callaway. Inhomogeneous electron gas. Phys. Rev. B, 7:1912–1919, Mar
1973.
[21] Federico E Zahariev and Yan Alexander Wang. Functional derivative of the universal density
functional in fock space. Physical Review A, 70(4):042503, 2004.
[22] David C. Langreth and John P. Perdew. Theory of nonuniform electronic systems. i. analysis of
the gradient approximation and a generalization that works. Phys. Rev. B, 21:5469–5493, Jun
1980.
[23] John P. Perdew, Kieron Burke, and Yue Wang. Generalized gradient approximation for the
exchange-correlation hole of a many-electron system. Phys. Rev. B, 54:16533–16539, Dec 1996.
[24] Chengteh Lee, Weitao Yang, and Robert G. Parr. Development of the colle-salvetti correlation-
energy formula into a functional of the electron density. Phys. Rev. B, 37:785–789, Jan 1988.
[25] Axel D Becke. Density-functional thermochemistry. iii. the role of exact exchange. The Journal
of chemical physics, 98(7):5648–5652, 1993.
[26] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized gradient approximation
made simple. Phys. Rev. Lett., 77:3865–3868, Oct 1996.
[27] K Scho¨nhammer, O Gunnarsson, and RM Noack. Density-functional theory on a lattice: Com-
parison with exact numerical results for a model with strongly correlated electrons. Physical
Review B, 52(4):2504, 1995.
[28] K Schonhammer and O Gunnarsson. Discontinuity of the exchange-correlation potential in
density functional theory. Journal of Physics C: Solid State Physics, 20(24):3675, 1987.
90
[29] John Hubbard. Electron correlations in narrow energy bands. In Proceedings of the royal society
of london a: mathematical, physical and engineering sciences, volume 276, pages 238–257. The
Royal Society, 1963.
[30] Fabian HL Essler, Holger Frahm, Frank Go¨hmann, Andreas Klu¨mper, and Vladimir E Korepin.
The one-dimensional Hubbard model. Cambridge University Press, 2005.
[31] Arno Schindlmayr and RW Godby. Density-functional theory and the v-representability problem
for model strongly correlated electron systems. Physical Review B, 51(16):10427, 1995.
[32] K Capelle, NA Lima, MF Silva, and LN Oliveira. Density-functional theory for the hubbard
model: numerical results for the luttinger liquid and the mott insulator. In The Fundamentals
of Electron Density, Density Matrix and Density Functional Theory in Atoms, Molecules and
the Solid State, pages 145–168. Springer, 2003.
[33] Elliott H. Lieb. Thomas-fermi and related theories of atoms and molecules. Rev. Mod. Phys.,
53:603–641, Oct 1981.
[34] Larry Spruch. Pedagogic notes on thomas-fermi theory (and on some improvements): atoms,
stars, and the stability of bulk matter. Rev. Mod. Phys., 63:151–209, Jan 1991.
[35] P. A. M. Dirac. Note on exchange phenomena in the thomas atom. Mathematical Proceedings
of the Cambridge Philosophical Society, 26(3):376385, 1930.
[36] Eberhard Engel and Reiner M Dreizler. Density functional theory: an advanced course. Springer
Science & Business Media, 2011.
[37] Elliott H. Lieb and F. Y. Wu. Absence of mott transition in an exact solution of the short-range,
one-band model in one dimension. Phys. Rev. Lett., 20:1445–1448, Jun 1968.
[38] Elliott H Lieb and FY Wu. The one-dimensional hubbard model: a reminiscence. Physica A:
statistical mechanics and its applications, 321(1-2):1–27, 2003.
[39] Fedor Levkovich-Maslyuk. The bethe ansatz. Journal of Physics A: Mathematical and Theoret-
ical, 49(32):323004, 2016.
[40] Anatol N Kirillov and Reiho Sakamoto. Singular solutions to the bethe ansatz equations and
rigged configurations. Journal of Physics A: Mathematical and Theoretical, 47(20):205207, 2014.
[41] Masao Ogata and Hiroyuki Shiba. Bethe-ansatz wave function, momentum distribution, and
spin correlation in the one-dimensional strongly correlated hubbard model. Physical Review B,
41(4):2326, 1990.
[42] F Bechstedt and R Del Sole. Analytical treatment of band-gap underestimates in the local-
density approximation. Physical Review B, 38(11):7710, 1988.
[43] John P Perdew. Density functional theory and the band gap problem. International Journal of
Quantum Chemistry, 28(S19):497–523, 1985.
91
[44] Jingbo Li and Lin-Wang Wang. Band-structure-corrected local density approximation study of
semiconductor quantum dots and wires. Physical Review B, 72(12):125325, 2005.
[45] LJ Sham and M Schlu¨ter. Density-functional theory of the energy gap. Physical Review Letters,
51(20):1888, 1983.
[46] Valentina Brosco, Z-J Ying, and Jose´ Lorenzana. Exact exchange-correlation potential of an
ionic hubbard model with a free surface. Scientific reports, 3, 2013.
[47] Viktor N. Staroverov. Density-Functional Approximations for Exchange and Correlation, Sep
2012. [Online; accessed 8. Feb. 2018].
[48] John P Perdew. Generalized gradient approximations for exchange and correlation: A look
backward and forward. Physica B: Condensed Matter, 172(1-2):1–6, 1991.
[49] Daniel P Joubert. Exact expressions for ensemble functionals from particle number dependence.
The Journal of chemical physics, 136(17):174113, 2012.
[50] Espen Sagvolden and John P Perdew. Discontinuity of the exchange-correlation potential: Sup-
port for assumptions used to find it. Physical Review A, 77(1):012517, 2008.
[51] John P Perdew, Robert G Parr, Mel Levy, and Jose L Balduz Jr. Density-functional theory
for fractional particle number: derivative discontinuities of the energy. Physical Review Letters,
49(23):1691, 1982.
[52] Espen Sagvolden, John P. Perdew, and Mel Levy. Comment on “functional derivative of the
universal density functional in fock space”. Phys. Rev. A, 79:026501, Feb 2009.
[53] Vladimir Fock. Konfigurationsraum und zweite quantelung. Zeitschrift fu¨r Physik, 75(9-10):622–
647, 1932.
[54] Robert B Griffiths. Creation and annihilation operators.
[55] Eberhard Zeidler. Creation and annihilation operators. Quantum Field Theory II: Quantum
Electrodynamics: A Bridge between Mathematicians and Physicists, pages 771–791, 2009.
[56] John M Ziman. Principles of the Theory of Solids. Cambridge university press, 1972.
[57] John Hubbard. Electron correlations in narrow energy bands. ii. the degenerate band case. In
Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences,
volume 277, pages 237–259. The Royal Society, 1964.
[58] John Hubbard. Electron correlations in narrow energy bands. iii. an improved solution. In
Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences,
volume 281, pages 401–419. The Royal Society, 1964.
[59] Jo Hubbard. Electron correlations in narrow energy bands. iv. the atomic representation. In
Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences,
volume 285, pages 542–560. The Royal Society, 1965.
92
[60] J Hubbard. Electron correlations in narrow energy bands. v. a perturbation expansion about
the atomic limit. In Proceedings of the Royal Society of London A: Mathematical, Physical and
Engineering Sciences, volume 296, pages 82–99. The Royal Society, 1967.
[61] J Hubbard. Electron correlations in narrow energy bands. vi. the connexion with many-body
perturbation theory. In Proceedings of the Royal Society of London A: Mathematical, Physical
and Engineering Sciences, volume 296, pages 100–112. The Royal Society, 1967.
[62] Martin C Gutzwiller. Effect of correlation on the ferromagnetism of transition metals. Physical
Review Letters, 10(5):159, 1963.
[63] Junjiro Kanamori. Electron correlation and ferromagnetism of transition metals. Progress of
Theoretical Physics, 30(3):275–289, 1963.
[64] Michael A Parker. Solid State and Quantum Theory for Optoelectronics. CRC Press, 2009.
[65] W. Nolting and W. Borgiel/. Band magnetism in the hubbard model. Phys. Rev. B, 39:6962–
6978, Apr 1989.
[66] Jakub Jdrak and Jozef Spa lek. Consistent statistical treatment of the renormalized mean-field
t-j model. Physical Review B, 81(7):073108, 2010.
[67] Jozef Spalek. t-j model then and now: a personal perspective from the pioneering times. arXiv
preprint arXiv:0706.4236, 2007.
[68] Matthew PA Fisher, Peter B Weichman, G Grinstein, and Daniel S Fisher. Boson localization
and the superfluid-insulator transition. Physical Review B, 40(1):546, 1989.
[69] HA Gersch and GC Knollman. Quantum cell model for bosons. Physical Review, 129(2):959,
1963.
[70] Till D Ku¨hner and H Monien. Phases of the one-dimensional bose-hubbard model. Physical
Review B, 58(22):R14741, 1998.
[71] Michel J Hartman, Fernando G. S. L Branda˜o, and Martin B. Plenio. Strongly interacting
polaritons in coupled arrays of cavities. Nature Physics, 2:849, Nov 2006.
[72] Andrew D. Greentree, Charles Tahan, Jared H. Cole, and Lloyd C. L. Hollenberg. Quantum
phase transitions of light. Nature Physics, 2:856, Nov 2006.
[73] PC Hohenberg, Walter Kohn, and LJ Sham. The beginnings and some thoughts on the future.
In Advances in Quantum Chemistry, volume 21, pages 7–26. Elsevier, 1990.
[74] S Akbar Jafari. Introduction to hubbard model and exact diagonalization. Iranian Journal of
Physics Research, 8(2):113–120, 2008.
[75] So¨ren Hauberg John W. Eaton, David Bateman and Rik Wehbring. GNU Octave version 4.0.0
manual: a high-level interactive language for numerical computations. 2015.
93
[76] Robert M White. Quantum theory of magnetism: magnetic properties of materials, volume 32.
Springer Science & Business Media, 2007.
[77] Uttam Kumar Chowdhury, Md Atikur Rahman, Md Afjalur Rahman, MTH Bhuiyan, and
Md Lokman Ali. Ab initio study on structural, elastic, electronic and optical properties of
cuprate based superconductor. Cogent Physics, 3(1):1231361, 2016.
[78] A Bouhemadou, R Khenata, M Chegaar, and S Maabed. First-principles calculations of struc-
tural, elastic, electronic and optical properties of the antiperovskite asnmg3. Physics Letters A,
371(4):337–343, 2007.
[79] Mingliang Wang, Zhe Chen, Cunjuan Xia, Yi Wu, and Dong Chen. Theoretical study of elastic
and electronic properties of al5mo and al5w intermetallics under pressure. Materials Chemistry
and Physics, 197:145–153, 2017.
[80] Otto F Sankey and David J Niklewski. Ab initio multicenter tight-binding model for molecular-
dynamics simulations and other applications in covalent systems. Physical Review B, 40(6):3979,
1989.
[81] Vittorio Rosato, M Guillope, and B Legrand. Thermodynamical and structural properties of fcc
transition metals using a simple tight-binding model. Philosophical Magazine A, 59(2):321–336,
1989.
[82] E. Engel and R. M. Dreizler. From explicit to implicit density functionals. J. Comp. Chem.,
20:31–50, 1999.
[83] W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal. Quantum monte carlo simulations
of solids. Reviews of Modern Physics, 73(1):33–83, jan 2001.
[84] J. Carlson, S. Gandolfi, F. Pederiva, Steven C. Pieper, R. Schiavilla, K. E. Schmidt, and R.
B. Wiringa. Quantum monte carlo methods for nuclear physics. Reviews of Modern Physics,
87(3):1067–1118, sep 2015.
[85] Masayuki Ochi, Yoshiyuki Yamamoto, Ryotaro Arita, and Shinji Tsuneyuki. Iterative di-
agonalization of the non-hermitian transcorrelated hamiltonian using a plane-wave basis set:
Application to sp-electron systems with deep core states. The Journal of Chemical Physics,
144(10):104109, mar 2016.
[86] R. G. Parr and W. Yang. Density Functional Theory of Atoms and Molecules. Oxford University
Press, New York, 1989.
[87] R. M. Dreizler and E. K. U. Gross. Density Functional Theory. Springer-Verlag, Berlin, 1990.
[88] Cornelius Lanczos. An iteration method for the solution of the eigenvalue problem of linear
differential and integral operators. United States Governm. Press Office Los Angeles, CA, 1950.
[89] Daniel P Joubert. Equation satisfied by the energy-density functional for electron-electron
mutual coulomb repulsion. Physical Review A, 84(4):042508, 2011.
94
[90] J. C. Slater. A simplification of the hartree-fock method. Phys. Rev., 81:385–390, Feb 1951.
[91] Kieron Burke. Perspective on density functional theory. The Journal of chemical physics,
136(15):150901, 2012.
[92] Martin C. Gutzwiller. Effect of correlation on the ferromagnetism of transition metals. Phys.
Rev. Lett., 10:159–162, Mar 1963.
[93] L. O. Wagner, E. M. Stoudenmire, Kieron Burke, and Steven R. White. Reference electronic
structure calculations in one dimension. Phys. Chem. Chem. Phys., 14:8581–8590, 2012.
[94] Eli Kraisler and Leeor Kronik. Piecewise linearity of approximate density functionals revisited:
Implications for frontier orbital energies. Phys. Rev. Lett., 110:126403, Mar 2013.
[95] Ernst Ising. Beitrag zur theorie des ferromagnetismus. Zeitschrift fu¨r Physik, 31(1):253–258,
Feb 1925.
[96] R. Peierls. On ising’s model of ferromagnetism. Mathematical Proceedings of the Cambridge
Philosophical Society, 32(3):477481, 1936.
[97] R. Peierls. Statistical theory of adsorption with interaction between the adsorbed atoms. Math-
ematical Proceedings of the Cambridge Philosophical Society, 32(3):471476, 1936.
[98] H. A. Kramers and G. H. Wannier. Statistics of the two-dimensional ferromagnet. part i. Phys.
Rev., 60:252–262, Aug 1941.
[99] H. A. Kramers and G. H. Wannier. Statistics of the two-dimensional ferromagnet. part ii. Phys.
Rev., 60:263–276, Aug 1941.
[100] Lars Onsager. Crystal statistics. i. a two-dimensional model with an order-disorder transition.
Phys. Rev., 65:117–149, Feb 1944.
[101] Andreas Go¨rling. Kohn-sham potentials and wave functions from electron densities. Phys. Rev.
A, 46:3753–3757, Oct 1992.
[102] Helge Kragh. Niels Bohr and the quantum atom: The Bohr model of atomic structure 1913-1925.
OUP Oxford, 2012.
[103] Lars Onsager. Crystal statistics. i. a two-dimensional model with an order-disorder transition.
Phys. Rev., 65:117–149, Feb 1944.
[104] Junqi Yin and D. P. Landau. Phase diagram and critical behavior of the square-lattice ising
model with competing nearest-neighbor and next-nearest-neighbor interactions. Phys. Rev. E,
80:051117, Nov 2009.
[105] H.M. Babujian. Exact solution of the one-dimensional isotropic heisenberg chain with arbitrary
spins s. Physics Letters A, 90(9):479 – 482, 1982.
[106] Werner Heisenberg. Zur theorie des ferromagnetismus. Zeitschrift fu¨r Physik, 49(9-10):619–636,
1928.
95
[107] Fa-Yueh Wu. The potts model. Reviews of modern physics, 54(1):235, 1982.
[108] JM Kosterlitz. The critical properties of the two-dimensional xy model. Journal of Physics C:
Solid State Physics, 7(6):1046, 1974.
[109] S. Schmidt and G. Blatter. Strong coupling theory for the jaynes-cummings-hubbard model.
Phys. Rev. Lett., 103:086403, Aug 2009.
[110] Andreas Go¨rling and Mel Levy. Correlation-energy functional and its high-density limit obtained
from a coupling-constant perturbation expansion. Physical Review B, 47(20):13105, 1993.
[111] Dieter Jaksch and Peter Zoller. The cold atom hubbard toolbox. Annals of physics, 315(1):52–79,
2005.
[112] Herbert B Callen. Thermodynamics and an Introduction to Thermostatistics 2nd Edition, John-
Wiley & sons. Inc, 1985.
96
