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Zusammenfassung
Maschinelle visuelle Objekterkennung hat ein großes Anwendungspoten-
tial. Neben etablierten Anwendungen in der Automatisierungtechnik wa¨-
ren viele andere Anwendungsbereiche denkbar, wenn die Verfahren mehr
von den Fa¨higkeiten biologischer Objekterkennung besa¨ßen. Eine beson-
dere Herausforderung liegt darin, dass Objekte in der realen Welt in den
unterschiedlichsten Auspra¨gungen auftreten. Ein universelles Objekterken-
nungssystem muss damit umgehen ko¨nnen. Bisher ist nicht klar, welche
Funktionsprinzipien dazu notwendig sind. Erkenntnisse u¨ber die biologische
Funktionsweise sind immer noch unvollsta¨ndig und erlauben keinen direk-
ten Nachbau. Es bleibt also nur, Funktionsprinzipien anzunehmen und in
Objekterkennungssystemen auszuprobieren.
In diesem Beitrag wird eine explizite Kodierung von Auspra¨gungen un-
tersucht. Dazu wird ein Objekterkennungssystem erstellt, welches einige
neue Verarbeitungseigenschaften besitzt. So erfolgt die Analyse von visuel-
lem Kontext nicht wie u¨blich mithilfe starrer Filtermasken, sondern anhand
von neu entwickelten Diﬀusionsverfahren. Fu¨r das Verfahren wird keine Vor-
verarbeitung beno¨tigt. Es wird eine schichtenweise Repra¨sentation von Teil-
objekten vorgenommen, die nicht wie u¨blich eine stufenweise Reduktion der
Auﬂo¨sung erfordert. Teildetektionen ko¨nnen von beliebigen vorausgehenden
Teildetektionen abha¨ngen und nicht wie u¨blich nur von der vorgeschalteten
Verarbeitungsschicht.
Die Evaluierung des neu entwickelten Objekterkennungsverfahrens zeigt,
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Viele Lebewesen nutzen visuelle Signale zur Beurteilung ihrer ra¨umlichen
Umgebung. Die visuellen Signale werden durch komplexe Gehirnstrukturen
verarbeitet, um Repra¨sentationen der Umgebung zu erstellen. Diese werden
mit Repra¨sentationen verglichen, die das Lebewesen aus Erfahrungen mit
vorab aufgenommenen Signalen gewonnen hat. Dieser Vorgang wird als vi-
suelle Wahrnehmung bezeichnet. Ko¨nnen die Repra¨sentationen als a¨hnlich
bewertet werden, spricht man von visuellem Erkennen.
Dieser einfache Deﬁnitionsversuch ﬁndet in a¨hnlichen Formen eine ge-
wisse Verbreitung in der Literatur. Aus neurophysiologischer Sicht erscheint
dabei jedoch einiges fragwu¨rdig. Sind Repra¨sentationen ein monolithisches
Ergebnis der Verarbeitung oder sind Repra¨sentationen und Verarbeitung in-
einander verwoben? Werden z.B. in unterschiedlichen Gehirnbereichen un-
terschiedliche Teil-Repra¨sentationen erstellt, die irgendwie zusammenwir-
ken? Kann man die Verabeitung selbst schon als Repra¨sentation begreifen?
Findet eine Verarbeitung der Signale tatsa¨chlich
”
vor“ dem Vergleich statt -
oder sind auch Verarbeitung und Vergleich ineinander verwoben? Findet
also z.B. zu Beginn der Verarbeitung schon ein wenig Vergleich und zum
Ende der Verarbeitung viel Vergleich statt? Gibt es u¨berhaupt einen expli-
ziten Vergleich oder ist das Ergebnis der Verarbeitung nur die Ableitung
von Folgeverarbeitungen und -aktionen?
Die Fragestellungen machen deutlich, wie schwer eine korrekte Beschrei-
bung visuellen Erkennens ohne Kenntnis der zugrunde liegenden Prozesse
im Gehirn ist. Dort sind Verarbeitung, Repra¨sentationsbildung und Ver-
gleich integriert realisiert und das Zusammenwirken ist bisher nur wenig
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verstanden (Milner and Goodale, 2006). Solange kein Versta¨ndnis fu¨r die zu-
grunde liegenden Prozesse im Gehirn gegeben ist, orientieren sich zeitgeno¨s-
sische Deﬁnitionen zum Erkennen ha¨uﬁg an Denk- und Beschreibungsmus-
tern, die durch zeitgeno¨ssische Technologien gepra¨gt sind. Verarbeitungs-
schritte erfolgen in heutiger Technologie meist sequenziell; es gibt pra¨zi-
se deﬁnierte Schnittstellen und Repra¨sentationen, die separat analysierbar
sind.
Auf psychologischer Ebene wird Erkennen oft als ein kognitiver Pro-
zess beschrieben, der einer Wahrnehmung Konzepte zuordnet. Ein Konzept
kann fu¨r eine mentale Repra¨sentation von Objekten oder Vorga¨ngen stehen,
die gemeinsame Eigenschaften besitzen. Die Objekte oder Vorga¨nge lassen
sich anhand der Eigenschaften gruppieren und bilden dadurch abstrahieren-
de Klassen. Ein Konzept steht fu¨r die Repra¨sentation einer Objekt- oder
Vorgangsklasse.
1.1.2 Warum Objekte mit Auspra¨gungsvarianzen?
Visuelles Erkennen von Objekten ist schwer und beno¨tigt umfangreiche Ver-
arbeitungsstrukturen. Das la¨sst der Umstand erahnen, dass beim Menschen
und vielen Tieren ein Großteil der Großhirnrinde fu¨r visuelle Informations-
verarbeitung genutzt wird (Bergman and Adel, 2005). Der Grund dafu¨r
liegt sicherlich darin, dass visuelle Signale recht komplexen Varianzen un-
terliegen.
Im einfachsten Fall ergeben sich Positionsvarianzen und Skalierungsva-
rianzen dadurch, dass Objekte an unterschiedlichen Stellen im Raum ange-
ordnet sind. Die Ausrichtung im Raum ergibt Rotationsvarianzen und per-
spektivische Varianzen. Je nach Beleuchtung und Oberﬂa¨cheneigenschaften
ergeben sich Helligkeits-, Kontrast- und Farbvarianzen. Die bisher genann-
ten Varianzen sollen unter dem Begriﬀ klassische Varianzen zusammenge-
fasst werden.
Schwieriger zu verarbeiten sind topologische Varianzen, die sich aus un-
terschiedlichen Anordnungen von Teilobjekten ergeben. Eine Pferdeansicht
vera¨ndert z.B. ihre visuellen Eigenschaften, wenn das Pferd den Kopf senkt
oder die Beine in unterschiedlichen Positionen beobachtet werden. Bei un-
belebten Gegensta¨nden kann sogar die Anzahl der Teilobjekte variieren.
Ha¨user zeigen z.B. eine variierende Anzahl von Fenstern. Fahrzeuge haben
in der Seitenansicht zwei oder mehr Ra¨der. Ebenso variiert die Auspra¨gung
von Teilobjekten. Eine Radkappe kann z.B. unterschiedliche Herstellerlogos
zeigen.
Objekte mit Auspra¨gungsvarianzen sind zum Beispiel Alltagsgegensta¨n-
de. Es liegt eine besondere Herausforderung im Erkennen von Alltagsge-
2
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gensta¨nden. Sie zeigen meist vo¨llig unterschiedliche visuelle Strukturen.
Was die Auspra¨gungen solcher Gegensta¨nde eint, ist oft allein das vom
Mensch zugeordnete Konzept, das sich meist eher nach der Funktion eines
Gegenstands und nicht so sehr an dessen Aussehen orientiert. So ﬁndet man
sehr viele unterschiedliche Objektauspra¨gungen zu Konzepten wie z.B. Uhr,
Schlu¨ssel oder Schreibwerkzeug. Auspra¨gungsunterschiede dieser Art sollen
im Folgenden
”
abstrakte Varianzen“ genannt werden. Auch Abbildungen
von Menschen zeigen abstrakte Varianzen. So zeigen z.B. Gesten, die ei-
ne gleiche Bedeutung tragen, oft in der Anordnung der dafu¨r eingesetzten
Ko¨rperteile große Unterschiede.
Mit abstrakten Varianzen umzugehen, ist fu¨r ein Erkennungsverfahren
ebenso wesentlich, wie der Umgang mit den klassischen Varianzen des Bil-
derkennens. Abbildung 1.1 zeigt verschiedene Varianzen fu¨r unterschiedliche
Konzepte.
Konzepte, die abstrakte Abbildungsvarianzen zeigen, sind oft aus Teil-
konzepten zusammengesetzt, die markant fu¨r das Konzept sind. Fu¨r das
abstrakte Konzept
”
Stuhl“ wird man z.B. meist eine Fla¨che ﬁnden, auf der
man sitzen kann. Ein Telefon wird meist eine Einrichtung zum Wa¨hlen von
Nummern zeigen. Teilkonzepte sind oft in charakteristischen Anordnungen
gegeben. So ﬁndet man z.B. fu¨r Fahrzeuge die Ra¨der meist unten, horizontal
ausgerichtet. Teilkonzepte ko¨nnen rekrusiv abstrakte Abbildungen zeigen,
wie z.B. Anzeigen einer Uhr, die digital oder analog ausgefu¨hrt sind. Letz-
tere ko¨nnen wiederum arabische oder ro¨mische Zahlen zeigen.
Der U¨bergang von topologischen zu abstrakten Varianzen ist stufen-
los. Wa¨ren z.B. Abbildungen eines Menschen in unterschiedlichen Posen
noch eine topologische Varianz, so unterla¨gen Bilder eines Menschen, der
unterschiedliche Lasten tra¨gt, bereits einer abstrakten Varianz. Die Abbil-
dungsvarianzen der unterschiedlichen Posen und der Last ko¨nnen gemein-
sam auftreten und dabei in beliebigem Ausmaß gegeben sein. Das Ausmaß
von abstrakten Abbildungsvarianzen ist genauso variabel, wie das ande-
rer Varianzen auch. Mag das Konzept des Lastentra¨ger auf Abbildungen
noch beliebig kleine abstrakte Varianzen der visuellen Signale zeigen, dann
besa¨ßen Abbildungen zum Konzept
”
Dschungel“ sicherlich hohe abstrakte
Varianzen.
Daran gemessen, zeigen menschliche Gesten eher mittlere abstrakte Ab-
bildungsvarianzen. Man la¨uft also mit dem Entwickeln von Erkennungsver-
fahren dafu¨r nicht Gefahr, Verfahren zu erhalten, die im Grunde nur sehr
gut im Erkennen von topologischen Varianzen sind. Auf der anderen Seite









Abbildung 1.1: Fu¨r vier Konzepte o sind Muster q dargestellt, die das Kon-
zept in verschiedenen Abbildungsauspra¨gungen zeigen1. Die Muster q1 bis q3
zeigen Mischungen aus klassischen Varianzen. Die Muster q4 und q5 zeigen
abstrakte Varianzen.
steigt man nicht gleich mit extrem schwierigen Beispielen ein.
Aus a¨hnlichen Gru¨nden sollen auch nur zweidimensionale Bilder als Ein-
gabe dienen. Mit zusa¨tzlicher dreidimensionaler Sensorik wa¨ren einige der
klassischen Varianzen weniger problematisch (Klette et al., 1998; Hartley
and Zisserman, 2000). Man liefe aber Gefahr, Verfahren zu entwickeln, die
Modelle nur gut einpassen (registrieren) ko¨nnen. In Realweltanwendungen
unterliegen aber die dreidimensionalen Geometrien selbst abstrakten Va-
rianzen und die auﬂiegenden visuellen Strukturen (Texturen) unterliegen
ebenfalls abstrakten Varianzen. Das Erkennungsproblem soll erstmal im
Zweidimensionalen anhand von monokularen Bildern gelo¨st werden, bevor
Lo¨sungen fu¨r das Erkennen im Dreidimensionalen entwickelt werden.
Das gilt auch fu¨r die Auswertung von Bewegtbildern. Aus dem optischen
Fluss der Bildstrukturen ko¨nnen im Allgemeinen recht gut Objektumrisse
gewonnen werden. Da auch diese abstrakten Varianzen unterliegen, ergibt
sich kein direkter Vorteil zum Erstellen eines Erkennerverfahrens. Wenn
4
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man ein solches aber erstmal funktionsfa¨hig hat, liefern die Bewegtbilder
wertvolle Zusatzinformationen zum Disambiguieren von dreidimensionalen
Bildinhalten.
In diesem Beitrag soll es im Wesentlichen um das Erkennen von Bild-
strukturen gehen und daher wird zuna¨chst auch Farbinformation vernach-
la¨ssigt. Diese tra¨gt zwar wertvolle Information u¨ber zusammenha¨ngende
Bildregionen - die menschliche Objekterkennung funktioniert jedoch auch
auf Schwarz-Weissbildern. Wenn erstmal ein funktionierendes Verfahren er-
stellt worden ist, kann die Auswertung von Farbinformationen spa¨ter zum
Verbessern der Eigenschaften integriert werden.
1.1.3 Nutzen
Das visuelle Erkennen von abstrakten Varianzen ist bisher unbefriedigend
gelo¨st. Funktionierende Verfahren wu¨rden eine sehr wertvolle Erweiterung
von Fa¨higkeiten ku¨nstlicher Systeme darstellen. Im industriellen Umfeld ga¨-
be es Eﬃzienzsteigerungen fu¨r alle Prozesse, die bisher hauptpsa¨chlich auf
die visuellen Wahrnehmungsfa¨higkeiten eines Menschen angewiesen sind.
Die Anwendungen sind u¨beraus zahlreich und reichen von Arbeiten am
Fließband (Sortierung, Montage) bis zur visuellen U¨berwachung von kom-
plexen Objekt- und Prozesseigenschaften. Roboter ha¨tten zudem einen Vor-
teil davon, wenn sie ein wenig von ihrer visuellen Umgebung
”
verstehen“
ko¨nnten und so Ausnahmesituationen besser beurteilen und ggfs. selbst be-
wa¨ltigen ko¨nnten. Das selbsta¨ndige Arbeiten von Maschinen in natu¨rlichen
Umgebungen ko¨nnte verbessert bzw. erst ermo¨glicht werden. So ko¨nnten
landwirtschaftliche Maschinen autonomer pﬂegen und ernten. Die Beurtei-
lung von Straßenszenen durch Fahrassistenzsysteme ko¨nnte deutlich sicherer
werden. Immer mehr Automaten werden zur Rationalisierung von Kunden-
abfertigung im Verkauf, Autorisierung und Service eingesetzt. Die Qualita¨t
der gefu¨hrten Dialoge ko¨nnte deutlich gesteigert werden, wenn einer Maschi-
ne Informationen u¨ber den visuellen Kontext des Benutzers zur Verfu¨gung
stehen wu¨rde.
Heutige Verfahren zum visuellen Erkennen sind gemessen an menschli-
chen Fa¨higkeiten immer noch sehr beschra¨nkt in ihrer Leistungsfa¨higkeit.
Ein Verfahren zum Erkennen von abstrakten Varianzen ist sicherlich ein
wichtiger Schritt auf dem Weg zu einem universellen Erkennungssystem.
Im menschlichen Gehirn werden neben visuellen Signalen auch noch an-
dere Modalita¨ten durch a¨hnliche Gehirnstrukturen verarbeitet. Daher ist die
Hoﬀnung berechtigt, durch ein besseres Versta¨ndnis und die Mo¨glichkeit zur
Nachahmung visueller Fa¨higkeiten auch die Verarbeitung anderer Modali-
ta¨ten, wie Sprachverstehen oder Bewegungssteuerung besser nachahmen zu
5
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ko¨nnen. Gegenu¨ber anderen Modalita¨ten hat man bei der Erforschung der
visuellen Informationsverarbeitung wohl einfacher die Mo¨glichkeiten, auch
Zwischenschritte zu untersuchen. So ist die Detektion von Teilkonzepten fu¨r
visuelle Signale wahrscheinlich besser zu veranschaulichen und zu bewerten,
als bei akustischen Signalen. Insofern stellen Verfahren zum visuellen Ver-
stehen auch Schlu¨sseltechnologien fu¨r andere Modalita¨ten dar. Sind erstmal
gundlegende Herausforderungen der Wahrnehmung gelo¨st, wird das auch
ein wesentlicher Schlu¨ssel zum Versta¨ndnis weiterer kognitiver Fa¨higkeiten
und deren Modellierung sein.
1.2 Problemstellung
1.2.1 Universelles Objekterkennen
Es soll ein Verfahren zum visuellen Erkennen angestrebt werden, das in der
Lage ist, Abbildungen mit abstrakten Varianzen zu erkennen. Dabei kann
es sich z.B. um Schreibwerkzeuge, Uhren oder auch menschliche Gesten
handeln.
Die Erkennung soll allein aus den visuellen Strukturen der Abbildung
erfolgen. Es sollen also keine weiteren Sensordaten verwendet werden, die
z.B. Informationen zur Raumtiefe aus Stereokameras oder Laserscanneren
gewinnen.
Es sollen keine Einschra¨nkungen bezu¨glich der Objekteigenschaften des
Hintergrundes oder der Perspektive gemacht werden mu¨ssen. Dabei wa¨re
die Gefahr gegeben, nur ein weiteres (hoch-)spezialisiertes Verfahren zur
Objekterkennung zu erstellen (Alexe et al., 2010).
Es soll versucht werden, einen Schritt in Richtung eines universellen
Verfahrens zum Objekterkennen zu gehen.
Ein Verfahren zum universellen Objekterkennen kann Objektabbildun-
gen Konzepte zuordnen, so wie es der menschliche Wahrnehmungsapparat
auch kann. Die Abbildung der Objekte ko¨nnen zu beliebigen Konzepten
geho¨ren und vor beliebigen Hintergru¨nden gegeben sein. Die Abbildungen
du¨rfen klassischen und abstrakten Varianzen unterliegen. D.h. ein solches
System muss auch bezu¨glich der Varianzen zwischen gelernten Abbildungen
generalisieren ko¨nnen.
1.2.2 Biologisches Vorbild
Universelles Objekterkennen erfordert Verfahren, die abstrakte Varianzen
verarbeiten ko¨nnen. Bisher sind solche nur in biologischen Systemen reali-
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siert. Sie dienen als Vorgabe der zu erreichenden Funktionalita¨t.
Durch Analyse der biologischen Verarbeitungsstrukturen ist es bisher
nicht gelungen, die wesentlichen zugrunde liegenden Verarbeitungsprinzi-
pien aufzudecken. Die Verarbeitungsstrukturen sind jedoch so aufgebaut,
dass sie sich im Gewebe ra¨umlich wiederholen und auch fu¨r andere Sinnes-
modalita¨ten a¨hnlich sind. So erscheint die Hoﬀnung berechtigt, dass es fu¨r
die Verarbeitung Prinzipien gibt, die allgemein anwendbar sind.
Neben Informationsverarbeitung sind im Gewebe auch viele andere Funk-
tionen z.B. Stoﬀwechsel- und Immunfunktionen integriert. Bisher ist nicht
klar zuzuordnen, welche Komponenten welche Rolle fu¨r welche Funktionen
spielen. Unklar ist auch, wie die Integration von verschiedenen Funktionen
von z.B. Bewegungserkennung, Tiefenwahrnehmung, Lernen oder visuelles
Vorstellen realisiert ist. Bisher ist es nicht gelungen, einen Bogen zu span-
nen zwischen den bekannten physikalischen sowie biochemischen Fakten und
den Verarbeitungsprinzipien solcher Wahrnehmungsfunktionen.
Es kann im Rahmen dieses Beitrags nicht versucht werden, Wahrneh-
mungsfunktionen durch Simulation der bekannten Physiologie nachzubil-
den. Es bleibt groß angelegten Forschungsprojekten2 vorbehalten, diesen
Weg zu gehen und aus solchen Simulationen, Hyopthesen zu Verarbeitungs-
prinzipien abzuleiten.
Fraglich bleibt, ob Pha¨nomene wie Wahrnehmung oder Bewusstsein
u¨berhaupt durch Simulationen mit zeitgeno¨ssischen Computern zu errei-
chen sind. Im Rahmen dieses Beitrags soll davon ausgegangen werden, dass
wenigstens Wahrnehmungsfunktionen nachzubilden sind.
1.2.3 Herangehensweise
Fu¨r diesen Beitrag steht die Umsetzung von hypothetischen biologischen
Verarbeitungsprinzipen im Vordergrund. Dabei soll nicht versucht werden,
die biologischen Vorga¨nge im Detail nachzubilden, sondern nur deren ab-
strakte Funktionsweise.
Wie in wissenschaftlichen Ansa¨tzen u¨blich, sollen in diesem Beitrag Hy-
pothesen u¨ber Verarbeitungsprinzipien postuliert und anschließend evalu-
iert werden, welche Relevanz diese Hypothesen fu¨r die gewu¨nschte Funktio-
nalita¨t hat. Die Wahrnehmungsforschung proﬁtiert von einem Wechselspiel
aus physiologischer Forschung und den Ergebnissen solcher konstruktiver
Simulationen von Verarbeitungsprinzipien. Diese Iteration lenkt beide For-
schungsdisziplinen auf relevante Fragestellungen, die im Ergebnis (hoﬀent-
lich) eﬃziente Verarbeitungsprinzipien aufdecken werden.




In diesem Beitrag soll ein Weg gefunden werden, wichtige Funktionsprin-
zipien biologischen Bilderkennens in ein Verfahren zu integrieren. Welche
Funktionsprinzipien erscheinen dazu untersuchenswert? Wie ko¨nnen diese
realisiert werden, so dass ein Zusammenwirken mo¨glich wird?
1.3 Gliederung der Arbeit
Kapitel 2 beschreibt wie visuelles Erkennen modelliert werden kann. Dazu
werden zuna¨chst Herausfoderungen formuliert, die im Folgenden als Glie-
derung verwendet werden.
Danach werden relevante Erkenntnisse u¨ber das biologische Vorbild dar-
gestellt. Dabei werden auch Arbeiten beru¨cksichtigt, Hypothesen u¨ber die
mo¨gliche biologische Funktionsweisen an ku¨nstlichen Systemen veriﬁzieren.
In Kapitel 3 werden dann Verfahren zum Bilderkennen beschrieben, de-
ren Eigenschaften im Sinne der wissenschaftlichen Fragestellung interessant
genug erscheinen.
Um dies systematisch durchzufu¨hren, wird wieder die in Kapitel 2 einge-
fu¨hrte Gliederung verwendet. Diese wird auch verwendet, um in Kapitel 4
in die Eigenschaften des neu erstellten Provadero-Verfahrens einzufu¨hren.
Dessen detaillierte Realisierung wird in Kapitel 5 beschrieben. In Kapitel 6
wird u¨ber Evaluierungen des Provadero-Verfahrens berichtet. Zuna¨chst wird
ein Diﬀusionsverfahren des Verfahrens einzeln betrachtet und dann das Ge-
samtsystem. Dabei werden erst Tests zu klassischen und dann zu abstrakten
Varianzen auf Realweltbildern durchgefu¨hrt. Kapitel 7 bringt eine abschlie-




In diesem Kapitel soll im Rahmen der wissenschatlichen Fragestellung re-
levantes Wissen aus den Forschungsdisziplinen Anatomie, Biophysik und
Wahrnehmungspsychologie u¨ber biologische Wahrnehmungssysteme zusam-
mengetragen werden.
Zuna¨chst werden Fragestellung benannt, die sich in der Auseinanderset-
zung mit der wissenschaftlichen Fragestellung als zentrale Probleme erwie-
sen haben. Fu¨r jedes universelle Objekterkennungssystem mu¨ssen Lo¨sungen
fu¨r diese Fragestellungen gefunden werden.
2.1 Herausforderungen
Biologische Wahrnehmungssysteme besitzen eine bisher nicht handhabbare
Komplexita¨t. Sie entsprechen in ihrem Aufbau nicht den bisher vom Men-
schen erstellten Technologien und sind daher auch mit etablierten Denkmus-
tern nur schwer zu analysieren. Beides macht es schwer, zugrundeliegende
Funktionsprinzipien zu ermitteln und in ausreichend funktionierende Mo-
dellsysteme umzusetzen. Aus technischer Sicht bleibt das Problem, Objekte
in visuellen Szenen zu erkennen schon seit einigen Jahrzehnte ein
”
Heiliger
Gral“ (Mel and Fiser, 2000). Die Frage, ob es u¨berhaupt mo¨glich ist, biolo-
gische Wahrnehmungssysteme nachzubauen wird wohl erst zu beantworten
sein, wenn dies tatsa¨chlich gelungen ist.
In der Auseinandersetzung mit der wissenschaftlichen Fragestellung las-
sen sich einige zentrale Fragestellungen identiﬁzieren. Die Aufteilung der
Fragen ist in diesem Sinn als willku¨rlich anzusehen. Sie werden im Rahmen
dieser Arbeit nur zur Gliederung der Inhalte in verschiedenen Kapiteln ein-
gesetzt.
U¨bergeordnet ist die Frage:
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• Wie kann ein biologisches Wahrnehmungssystem auf eine ku¨nstliche
technische Struktur abgebildet werden?
2.1.1 Eﬃzienz
Biologische Wahrnehmungssysteme helfen ihren Individuen, ihr U¨berleben
zu sichern. Aufgaben von Wahrnehmungssysteme sind z.B. Nahrung, Feinde
oder Fortpﬂanzungspartner zu erkennen und zu unterscheiden. Fu¨r techni-
sche Systeme ko¨nnen die Aufgaben weniger anspruchsvoll sein. Wichtig ist
jedoch meist, dass die Funktion gesichert ist:
• Wie kann sichergestellt werden, dass ein ku¨nstliches Wahrnehmungs-
system eine bestimmte Aufgabe erfu¨llt?
Natu¨rlich sind auch Fragestellungen nach Eﬃzienz im klassischen Sinn wich-
tig:
• Wie kann ein ku¨nstliches Wahrnehmungssystem mit mo¨glichst gerin-
ger Komplexita¨t der abbildenden technischen Struktur realisiert wer-
den?
• Wie kann ein Wahrnehmungsvorgang mit mo¨glichst geringem Verar-
beitungsaufwand der abbildenden technischen Struktur realisiert wer-
den?
2.1.2 Repra¨sentation
Biologische Wahrnehmungssysteme erstellen eine interne Repra¨sentation ei-
ner visuellen Szene. Bisher ist unklar, welchen Anforderungen diese Repra¨-
sentation genu¨gt. Sicherlich werden fu¨r eine bewusste Wahrnehmung detail-
lierte interne Repra¨sentationen und insbesondere Konzeptualisierungen von
Szenenobjekten beno¨tigt. Dabei spielt wahrscheinlich auch eine Rolle, dass
das bisher erlernte Wissen u¨ber die Objekte verteilt repra¨sentiert ist und
ein Vergleich und damit auch die Repra¨sentation des betrachteten Bildes
verteilt vorgenommen wird. Fu¨r einfache Individuen und technische Syste-
me genu¨gen mo¨glicherweise aber auch einfache interne Repra¨sentationen,
die gerade nur zum Ableiten von Aktionen beno¨tigt werden. Es bleibt die
Frage:
• Was muss u¨berhaupt repra¨sentiert werden?
Visuelle Signale sind typischerweise zweidimensional und zeitvera¨nderlich.
Die Zweidimensionalita¨t stellt ein großes Problem fu¨r die Verarbeitung dar.
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In ku¨nstlichen Systemen, lassen sich die Bildinformationen zwar noch gut
in zweidimensionalen Matrizen von skalaren Farbinformationen repra¨sentie-
ren. Die Auswertung auf diesen Repra¨sentationen ist jedoch schwierig, wenn
Abbildungen projektiven und anderen Varianzen unterliegen. Biologische
Wahrnehmungssysteme repra¨sentieren das zweidimensionale Bild schon bei
der Aufnahme als Ergebnis lokaler und regionaler Filter. Entlang des Verar-
beitungspfades verlieren dieses Teilrepra¨sentationen an Ortsbezug, der am
Anfang des Pfades noch fest durch die Position des Filters (Neurons) im
umgebenden Netzwerk gegeben ist. Spa¨ter sind Information u¨ber Positio-
nen, Strukturen und Anordnungen im Zweidimensionalen nicht mehr durch
das Netzwerk gegeben. Wie diese Informationen dann kodiert sind, ist noch
unklar.
• Wie werden Strukturen und Anordnungen in der Bildebene kodiert?
Schließlich muss die rekonstruierte dreidimensionale Welt repra¨sentiert wer-
den. Hierbei ist unklar, wie die Positionen und Anordnungen der dreidimen-
sionalen Szene kodiert werden. Man kann die letzte Frage verallgemeinern:
• Wie werden Strukturen und Anordnungen kodiert?
2.1.3 Integration von Repra¨sentationen
Wenn entlang eines Verarbeitungspfades aus Teilrepra¨sentationen steigend
abstraktere Repra¨sentationen erstellt werden sollen, stellt sich die Frage,
wie die Teilrepra¨sentationen zusammenwirken, um Folgerepra¨sentationen
zu erstellen.
• Wie werden Repra¨sentationen integriert?
Beim Integrieren spielt Kontext eine wesentliche Rolle. Zu Beginn des Ver-
arbeitungspfades sind das noch Nachbarschaften in der Bildebene. Spa¨ter
sind es dann eher semantische Nachbarschaften, die ausgewertet werden.
• Wie wird Kontext ausgewertet?
Realweltobjekte haben meist viele Eigenschaften, die in unterschiedlichen
Kombinationen auftreten ko¨nnen. Es wa¨re nicht eﬃzient, alle mo¨glichen
Kombinationen separat zu repra¨sentieren. Wahrscheinlich werden die Teil-
repra¨sentationen, die Eigenschaften kodieren irgendwie an Objektrepra¨sen-
tationen gebunden. Es gibt verschiedene Hypothesen, wie das geschehen
kann.
• Wie werden Eigenschaften an Repra¨sentationen gebunden?
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Es gibt verschiedene Mo¨glichkeiten, wie erlerntes Wissen in den Erkennungs-
vorgang einwirken kann. Dies kann durch Versta¨rkung und Abschwa¨chung
der Verbindungen entlang des Verarbeitungspfades erfolgen. Es gibt auch
sehr viele ru¨ckwirkende Verbindungen und vielfa¨ltige andere gegenseitige
Beeinﬂussung bei der Signalweiterreichung. Welche Prinzipien hierbei wir-
ken, ist noch nicht ermittelt.
• Wie ﬂießt bekanntes Wissen in den Erkennungsvorgang ein?
2.1.4 Lernen
Sicherlich unterliegen viele Funktionen der Verarbeitungselemente Lernvor-
ga¨ngen, die o.g. Erkennungsleistungen erst mo¨glich machen. Fu¨r die Wir-
kungsweise von Lernvorga¨ngen gibt es bisher zwar einige detaillierte biophy-
sische und -chemische Erkenntnisse. Diese ko¨nnen aber mangels Kenntnis
u¨ber die allgemeine Verarbeitung kaum auf dieser Ebene als Prinzipien aus-
gedru¨ckt werden. Daher bleibt an dieser Stelle die Frage allgemein:
• Wie funktioniert Lernen in Objekterkennungssystemen?
2.1.5 Varianzen
Eine große Herausforderung bei der visuellen Wahrnehmung ist die Objek-
terkennung unter klassischen Varianzen, wie Vera¨nderungen von Position,
Skalierung, Rotation, Perspektive oder Beleuchtung. Diese Varianzen sind
nicht unabha¨ngig voneinander auﬂo¨sbar, weil sie immer auch die Abbil-
dung eines Objektes und damit seine zweidimensionale Struktur zum Teil
nichtlinear vera¨ndern.
• Wie funktioniert Erkennen unter klassischen Varianzen?
Schwieriger noch ist die Erkennung unter abstrakten Varianzen. Dies ist
nur mo¨glich, wenn Wissen u¨ber abstrakte Gemeinsamkeiten der Objekte
einﬂießen kann. Die folgende Frage hat als Teil der wissenschaftlichen Fra-
gestellung in diesem Beitrag besondere Bedeutung:
• Wie funktioniert Erkennen unter abstrakten Varianzen?
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2.2 Visuelles Erkennen - Stand der
Forschung
Biologische Bilderkennung la¨sst sich nicht einfach in symbolischer Form be-
schreiben. Daher fa¨llt bisher eine Umsetzung auf Computern schwer. Um
das Problem in symbolischer Form zu beschreiben oder neue Maschinen
nach biologischem Vorbild zu bauen, ist zuna¨chst ein grundlegendes Ver-
sta¨ndnis biologischer Bilderkennung erforderlich.
Dies ist aber schwer zu erlangen, da die beteiligte Biophysik eine nicht
handhabbare Komplexita¨t besitzt. Es besteht schon Unsicherheit zu bestim-
men, ob eine biologische Gegebenheit tatsa¨chlich zur Mustererkennung oder
generell Informationsverarbeitung beitra¨gt oder, ob sie ganz anderen Zwe-
cken wie Stoﬀwechsel oder Immunsystem dient. Mo¨glicherweise sind diese
Funktionen auch nicht eindeutig trennbar.
Ein anderes Problem ist die extreme Vernetzung der informationsverar-
beitenden Nervenzellen. Typischerweise ﬁndet man eine starke Ru¨ckkopp-
lung auf vorgeschaltete Zellen, was eine Analyse von Ursache und Wirkung
stark erschwert. Zusa¨tzlich wird die Analyse dadurch erschwert, dass es
nichtlineare Eﬀekte gibt und Abha¨ngigkeiten von Signalaktivierungen auf
verschiedenen Zeitskalen eine Rolle spielen. Bisher konnten Erkenntnisse
aus Biophysik, Anatomie und Psychologie nicht zu einer Theorie zusam-
mengetragen werden, die den Nachbau eines biologischen Mustererkenners
ermo¨glichen wu¨rde.
Es besteht aber berechtigte Hoﬀnung, dass eine solche Theorie eines
Tages gefunden werden kann. Ein Hinweis darauf ist, dass sich Gewebe-
strukturen im Gehirn lokal und regional wiederholen. Wenn also gleiche
Verarbeitungsmodule fu¨r die Verarbeitung auch unterschiedlicher Sinnemo-
dalita¨ten verwendet werden, liegt wahrscheinlich ein einheitliches Verarbei-
tungsprinzip vor. Ein anderer Hinweis ist, dass sich visuelle Systeme in
unterschiedlichen Evolutiona¨ren Zweigen ﬁnden lassen. Diese sind oft sehr
unterschiedlich gebaut, ermo¨glichen jedoch gleiche Fa¨higkeiten (konvergen-
te Evolution). Man ﬁndet z.B. unterschiedliche visuelle Systeme bei Insek-
ten und Sa¨ugetieren. Diese Diversita¨t der
”
Implementierung“ bei a¨hnlicher
Funktionalita¨t gibt Hoﬀnung auf die Existenz eines abstrakten Verarbei-
tungsprinzips fu¨r visuelle Wahrnehmung.
Die Biologie implementiert dies Verarbeitungsprinzip mit einer hoch-
vernetzten dreidimensionalen Zellstruktur und zeitabha¨ngiger Signalverar-
beitung. Andere Implementierungen ko¨nnten mo¨glich sein. Mo¨glicherweise
gelingen anschaulichere Systeme, wenn die Verarbeitung nicht mehr an eine
dreidimensionale Materie gebunden ist, sondern virtuell auf einem geeigne-
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ten ku¨nstlichen System durchgefu¨hrt werden kann.
Im folgenden Abschnitt werden funktionale Prinzipien biologischer Bild-
verarbeitung beschrieben. Diese werden aus Forschungserkenntnissen aus
Anatomie, Biophysik und Wahrnehmungspsychiologie abgeleitet. Es wer-
den nur Prinzipien beschrieben, die zur Kategorisierung bestehender Ver-
fahren und zur Entwicklung eines neuen Verfahrens relevant sind. Daru¨ber
hinausgehende Zuordnungen von Erkenntnisse zu funktionalen Prinzipien
werden in der Literatur diskutiert (z.B. Oram and Perrett, 1994; Milner
and Goodale, 1995; Tanaka, 1996; Mountcastle, 1997).
2.2.1 Ziele
Ein primitives Lebewesen extrahiert typischerweise Information aus sei-
ner visuellen Umgebung, um zwischen Bedrohungen, Nahrung oder Fort-
pﬂanzungspartnern zu unterscheiden. Diese Unterscheidung ist schwer, weil
schon die Signale von visuellen Sensoren kleiner Lebewesen einen großen
Merkmalsraum aufspannen. Dieser unterliegt Transformationen, z.B. aus
Beleuchtungsvariation. Die Unterscheidung kann daher nicht einfach aus
einer starren Unterteilung dieses Raumes gewonnen werden. Ein anderes
Problem ist, dass Realweltobjekte, die zu einer unterscheidenden Klasse ge-
ho¨ren, meist in unterschiedlichen Bereichen im Merkmalsraum liegen. Das
liegt typischerweise daran, dass Realweltobjekte starken Auspra¨gungsvari-
anzen unterliegen und so die aus dem Sensorsystem gewonnen Signale kaum
mit denen der Musterklassen korrelieren.
Ho¨her entwickelte Lebewesen mu¨ssen visuelle Information detaillierter
klassiﬁzieren ko¨nnen, z.B. um Werkzeuge erkennen und anwenden oder Be-
wegungen abscha¨tzen zu ko¨nnen. Ihre visuellen Fa¨higkeiten sind auf ih-
re speziﬁschen Bedu¨rfnisse abgestimmt (Miyashita et al., 1993). Relevante
Konzepte mu¨ssen unterschieden werden ko¨nnen (Barlow, 1989; Zemel and
Hinton, 1995; Edelman et al., 2002). Sie mu¨ssen zwischen bekannten Signa-
len einer Klasse so generalisieren ko¨nnen, dass Auspra¨gungsvarianzen dieser
Klasse mo¨glichst auch wieder richtig zugeordnet werden ko¨nnen. Das muss
auch funktionieren, wenn Klassen aus Unterklassen zusammengesetzt sind
(Biederman, 1995).
2.2.2 Eﬃzienz
Biologische Individuen mu¨ssen um Ressourcen wie Nahrung und Fortpﬂan-
zungsmo¨glichkeiten ka¨mpfen. Ihnen steht dafu¨r nur begrenzt Energie, Zeit
und Information u¨ber ihre Umgebung zur Verfu¨gung. Da das visuelle Infor-
mationssystem den Individuen
”
eingebettet“ ist, muss es ebenfalls energie-
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und zeiteﬃzient sein und mit unvollsta¨ndigen Informationen auskommen
ko¨nnen.
Die Evolution ist sehr herausfordernd in Bezug auf Reaktionszeit. Der
Mensch beno¨tigt typischerweise fu¨r eine Objekterkennung unter 150ms (Pot-
ter, 1976; Oram and Perrett, 1992; Thorpe et al., 1996).
Ein geringer Energieverbrauch ist ebenfalls herausfordernd. Olshausen
and Field (1996) vermuten, dass die Repra¨sentationen im Gehirn deshalb
”
spa¨rlich“ sind. Barlow (1961) argumentiert, dass laterale Inhibierung dafu¨r
genutzt werden ko¨nnte. Levy and Baxter (1996) vermuten, dass die Informa-
tionsverarbeitung aus Energieeﬃzienzgru¨nden u¨ber Pulse (spikes) realisiert
ist.
Geschwindigkeit und Energieeﬃzienz fordern in dieser Hinsicht optimier-
te Verarbeitungsarchitekturen. Solche Optimierungen sind in ku¨nstlichen
visuellen Systemen erstmal nicht notwendig. Mo¨glicherweise kann man al-
so die unterliegenden Verarbeitungsprinzipien anschaulicher darstellen und
implementieren.
Ein grundlegendes Prinzip von visueller Informationsverarbeitung ist
die Reduktion von hochdimensionalen Sensorsignalen (Attneave, 1954). Das
Ergebnis sollte fu¨r die Einbindung in kognitive Prozesse des Individuums
geeignet sein. Auch dies ist eine Eﬃzienzforderung, die die Repra¨sentation
der Informationen betriﬀt. Die beno¨tigte Informationsmenge ko¨nnte z.B.
durch
”
Minimum Entropy Coding“ (Barlow, 1989) oder
”
Minimum Descrip-
tion Length“ (Zemel and Hinton, 1995) der auswertenden Szenen bestimmt
werden. Im folgenden Abschnitt wird die Eﬃzienz von verschiedenen Re-
pra¨sentationen detaillierter betrachtet.
2.2.3 Repra¨sentation
Bis heute herrscht Unklarheit daru¨ber, wie in biologischen visuellen Sys-
temen kodiert und damit repra¨sentiert wird. Typischerweise werden Un-
tersuchungen so durchgefu¨hrt, dass die Aktivierung einzelner Zellen oder
Zellregionen bei unterschiedlichen visuellen Stimuli gemessen werden. Fu¨r
eine wissenschaftliche Auswertung sollte dabei eine Wiederholbarkeit der
Ergebnisse gegeben sein, die schon bei Experimenten mit primitiven Lebe-
wesen nicht einfach zu erreichen ist. Es kann z.B. eine Rolle spielen, welche
Stimuli vorher gezeigt wurden oder ob das Individuum mit anderen kogni-
tiven Prozessen abgelenkt ist.
Wahrnehmung funktioniert nicht statisch. Ein konstanter Stimulus fu¨hrt
immer zu einem Rauschen der Aktivita¨t auf minimalem Niveau. Der Wahr-
nehmungsprozess selbst beno¨tigt Entropie der Sensorsignale und ist selbst
auch immer nur im U¨bergang. Der wissenschaftliche Diskurs u¨ber visuelle
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Repra¨sentationen dreht sich jedoch selbst bei Bewegtbilderanalyse haupt-
sa¨chlich um das Erstellen von statischen strukturerhaltenden Zuordnungen
(Homomorphismen) zu Sensorsignalen (Shepard, 1968; Shepard and Chip-
man, 1970; Suppes et al., 1994; Edelman and Duvdevani-Bar, 1997b; Pal-
mer, 1999; Choe, 2002).
Objekt- oder betrachterorientierte Repra¨sentation
Die wahrscheinlich umfangreichste Diskussion in der wissenschaftlichen Ge-
meinschaft zum Thema visueller Repra¨sentationen dreht sich darum, ob
diese objekt- oder betrachterorientiert realisiert sind.
Neurophysiologische und -psychologische Untersuchungen zeigen, dass
biologische visuelle Systeme bestimmte Ansichten von dreidimensionalen
Objekten bevorzugen. Sie generalisieren zwischen diesen Ansichten rela-
tiv schlecht (Cerella, 1986; Rock and DiVita, 1987; Bu¨lthoﬀ and Edelman,
1992; Edelman and Bu¨lthoﬀ, 1992; Logothetis et al., 1994, 1995; Bu¨lthoﬀ
et al., 1995; Tarr et al., 1998; Booth and Rolls, 1998). Ullman (1989, 1995,
1999) schla¨gt ein Funktionsprinzip vor, nachdem das am besten passende
gespeicherte Modell an den Eingabesignalen neu ausgerichtet wird. Zweidi-
mensionale Struktur wird dabei nur zwischen betrachterunabha¨ngigen lo-
kalen Bildeigenschaften ausgewertet. Eine Reihe dieser Versuche wurde mit
dreidimensional verbogenen Bu¨roklammern durchgefu¨hrt. Das sind mo¨gli-
cherweise Objekte, fu¨r die das Gehirn nicht besonders gut dreidimensionale
Repra¨sentationen und daher auch Tiefenrotationen vornehmen kann. Weil
Objekte dieser Art im Alltag keine Rolle spielen, werden sie mo¨glicherweise
eher zweidimensional repra¨sentiert. Eine andere wichtige Kritik hat Hum-
mel and Biederman (1992) angebracht. Die betrachterorientierte Repra¨sen-
tation ist nur eine zweidimensionale Bildrepra¨sentation, die eine Semantik
von Bildkomponenten vernachla¨ssigt. Kleine Unterschiede im Bild ko¨nnen
große Bedeutungsunterschiede fu¨r das menschliche Versta¨ndnis bedeuten
und umgekehrt. Biederman and Cooper (1991) haben Experimente durch-
gefu¨hrt, die bevorzugte Bahnung der visuellen Verarbeitung durch vorab
wahrgenommene Bilder (Priming) untersuchen und dabei festgestellt, dass
fu¨r fragmentierte Ansichten das Priming funktionierte, selbst wenn hinter-
her nur das Komplement des Fragments gezeigt wurde. Priming und damit
ein Teil Objekterkennung funktioniert also auf einer konzeptuellen Ebene.
Hummel (2000) fu¨gt an, dass betrachterorientierte Erkennung nicht mo¨glich
ist, wenn Objekte eine ﬂexible Anzahl und unterschiedliche Anordnungen
von Teilkonzepten haben, wie z.B. bei Fenstern oder Fahrzeugen. Tarr et al.
(1998); Edelman and Newell (1998) halten dagegen, dass dies durch Kom-
binationen von kleineren betrachterorientierten Repra¨sentationen mo¨glich
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wa¨re. Es bleibt jedoch oﬀen, wie eine Kombination erkannt werden soll,
wenn sie in verschiedenen Anordnungen erscheint.
Marr and Nishihara (1978) schlugen eine objektorientierte Repra¨sentati-
on vor, die anhand der Erkennung von Teilobjekten mo¨glich wird. Zuna¨chst
werden Kombinationen von einfachen Bildelementen gruppiert und dann
einfachen dreidimensionalen Repra¨sentationen zugeordnet. Diese werden in
eine 2,5 dimensionale Skizze eingebaut, die die Orientierung der Oberﬂa¨-
chennormalen entha¨lt (Marr, 1982). In diese Skizze werden dann dreidi-
mensionale Primitive, wie Zylinder, Quader oder Prismen (sog. Geons) ein-
gefu¨gt. Darauf basierende Objekterkennungssysteme Grimson (1989); Pent-
land (1990); Blanz and Vetter (2003) ko¨nnen solche Primitive in einfachen
Szenen erkennen. Sobald jedoch allgemeine dreidimensionale Formen zu-
gelassen werden, funktionieren sie kaum noch. Ein ambitioniertes Objek-
terkennungssystem ist
”
recognition by components“ (RBC) von Biederman
(1987); Hummel and Biederman (1992); Biederman (1999). Dabei werden
Geons und ihre ra¨umliche Anordnung in Abha¨nigkeit von gruppierten Bil-
delementen im Eingabebild parametriesiert. Dabei werden virtuell Bindun-
gen u¨ber zeitlich korrelierende Signale hergestellt. Obwohl das Verfahren
aufwa¨ndig biologisch motiviert ist, ko¨nnen nur einfache Geone in Strich-
zeichnungen erkannt werden.
Wahrscheinlich ist in biologischen visuellen Systemen eine Mischung aus
objekt- und betrachterorientierten Repra¨sentation gegeben. In ho¨heren Ver-
arbeitungsbereichen des Gehirns ﬁndet man jedoch hauptsa¨chlich objekt-
orientierte Repra¨setationen Perrett et al. (1991); Logothetis et al. (1994).
Die Repra¨sentationen sind verteilt, beschreiben auch Parametrisierungen
(Wang et al., 1998) und ha¨ngen davon ab, was vorher an Kompositionen
und Geometrie gelernt worden ist (Booth and Rolls, 1998). Parametrisierun-
gen beschreiben z.B. die
”
Rundheit“ einer Kurve, oder die
”
Steilheit“ eines
Winkels (Biederman and Bar, 1999; Vogels et al., 2001; Kayaert et al., 2003).
Die Repra¨sentationen werden dabei invarianter gegenu¨ber klassischen Vari-
anzen (Vogels and Biederman, 2002).
Teilrepra¨senationen
Ein Großteil aktueller Verfahren zum maschinellen Objekterkennen funktio-
niert in zwei Stufen. Die erste Stufe extrahiert Bildmerkmale. Diese spannen
einen Merkmalsraum auf. Dieser ist in Bereiche unterteilt, die jeweils einem
Konzept zugeordnet sind. Die zweite Stufe nimmt nun eine Klassiﬁkati-
on/Detektion vor, indem sie einen projizierten Punkt einem Bereich und
damit einem Konzept zuordnet. Befu¨rworter der betrachterorientierten Re-
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pra¨sentation ko¨nnen sich eine solche Realisierung auch in der biologischen
Erkennung vorstellen (Edelman and Duvdevani-Bar, 1997a).
Einfache Bildmerkmale zeigen jedoch in der Regel keine statistische Re-
levanz in Bezug auf Konzeptunterschiede von Realweltgegensta¨nden (Ru-
derman, 1994). Daher projizieren die Ansichten abstrakter Konzeptauspra¨-
gungen meist sehr verstreut in den Merkmalsraum. Zum Beispiel wu¨rde die
Abbildung eines Vogels durch typische Merkmalsextraktionsstufen vo¨llig
unterschiedliche Merkmale extrahieren - je nachdem ob er ﬂiegt oder sitzt.
Eine korrekte und gut generalisierende Klassiﬁkation ist bei klassischen und
abstrakten Varianzen mit zwei Stufen kaum mo¨glich.
Das biologische Vorbild realisiert oﬀenbar nicht nur eine Extraktions-
und eine Detektionsstufe. Verarbeitung und Repra¨sentation von Bildin-
formation erfolgt entlang eines Pfades mit sehr vielen Stufen (Van Essen
and Maunsell, 1983). Entlang des Pfades beschreiben die Repra¨sentationen
der Stufen immer komplexere (Teil-)Bildinhalte (Oram and Perrett, 1994;
Van Essen and Drury, 1997). Zusa¨tzlich ﬁndet man, dass die Repra¨sentatio-
nen immer invarianter auf Auspra¨gungsvarianzen einer Konzeptabbildung
regieren - sie also speziﬁscher auf das abstrakte Konzept werden (Tanaka
et al., 1991; Kobatake and Tanaka, 1994). Abbildungsvarianzen von Kon-
zepten sind im Allgemeinen sehr komplex. Um sie detektieren und repra¨sen-
tieren zu ko¨nnen, werden oﬀenbar eﬃziente Teilrepra¨sentationen eingesetzt,
die ﬂexibel zu einer Szenenbeschreibung kombiniert werden ko¨nnen (Perrett
and Oram, 1993; Oram and Perrett, 1994). Teilrepra¨sentationen mu¨ssen so
zusammengesetzt werden, dass typische Varianzen nicht das Ergebnis einer
Detektion vera¨ndern.
Die Anzahl der zu verwendenden Teilrepra¨sentationen richtet sich nach
der Komplexita¨t der Objekte und danach wie eine Unterscheidbarkeit von
Teilobjekten fu¨r das betrachtende Lebewesen von Bedeutung ist (Palmer,
1977). Aus Eﬃzenzgru¨nden werden wahrscheinlich zur Repra¨sentation von
unterschiedlichen Konzepten mo¨glichst viele gemeinsam nutzbare Teilkon-
zepte verwendet. Wenn es im Inferior-Temporalen-Cortex eine große ver-
teilte Aktivita¨t wa¨hrend einer Gesichterkennung gibt, dann bedeutet das
nicht, dass eine Menge von Neuronen selektiv fu¨r Gesichter sind. Es ist
vielmehr davon auszugehen, dass diese aktiven Neurone passende Teilrepra¨-
sentationen zur Repra¨sentation des betrachteten Gesichtes sind. Sie tragen
detaillierte Gesichtscharakteristik bei und damit auch Unterscheidungsmo¨g-
lichkeiten Perrett et al. (1998).
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Kodierung
Wenn man davon ausgeht, dass elektrische Impulse der Nervenzellen Infor-
mationen repra¨sentieren, bleibt immer noch oﬀen, wie diese kodiert sind.
Fru¨he Einscha¨tzungen betrachteten jede Zelle als einem bestimmten Kon-
zept zugeordnet (Barlow (1972), sog.
”
Großmutterzellen“). Neuere Unter-
suchungen zeigen, dass Information eher regional verteilt repra¨sentiert ist.
(Oram and Perrett, 1994; Gochin et al., 1994; Fo¨ldia´k and Young, 1995;
Gauthier et al., 2000; Tsunoda et al., 2001).
Die Kodierung von Information auf der Retina und den ersten Folgestu-
fen entlang des Verarbeitungspfades kann noch relativ gut bestimmt werden.
Dort werden insbesondere natu¨rliche Realweltszenen eﬃzient und spa¨rlich
kodiert (Olshausen and Field, 1996; Bell and Sejnowski, 1997; Hyva¨rinen
et al., 2009). In ho¨heren Verarbeitungsstufen sind Repra¨sentationen in ver-
teilten Aktivierungen gegeben. Die Verteilung a¨ndert sich mit Varianzen
(Wang et al., 1998). Wie dabei kodiert wird, ist noch weitgehend unbe-
kannt.
Ebenso unklar ist die Kodierung von zwei- und dreidimensionalen An-
ordnungen (Peters, 2000). Dies sind jedoch wesentliche Eigenschaften, die
auch jedes ku¨nstliche Bildanalysesystem realisieren muss.
Fu¨r die Informationskodierung spielen wahrscheinlich auch zeitliche As-
pekte der Nervenimpulse eine Rolle. Darauf wird im na¨chsten Abschnitt
noch eingegangen. Maass and Bishop (1999) geben einen U¨berblick u¨ber
mo¨gliche Realisierungen zeitabha¨ngiger Kodierungen.
2.2.4 Integrieren von Repra¨sentation
Auf dem visuellen Verarbeitungspfad mu¨ssen Teilrepra¨sentationen erzeugt
werden. Dazu wird auf vor- und nachgeschalteten Schichten und auch in der
betrachteten Schicht Information ausgewertet. Dieser Abschnitt bescha¨ftigt
sich damit, wie diese Information zusammengetragen und ausgewertet wird.
Beim Integrieren von Repra¨sentationen werden neue Repra¨sentationen
mit komplexerer Speziﬁta¨t erzeugt. Dabei geht typischerweise Informati-
on u¨ber Details verloren. Es gibt jedoch auch die Meinung, dass bei der
biologischen Verarbeitung keine Information verloren ginge und der Wahr-
nehmungsvorgang umkehrbar sei (Hinton and Ghahramani, 1997).
Kontext und Integration
Man ﬁndet starke Kontextabha¨gigkeiten entlang des gesamten Verarbei-
tungspfades (Biederman et al., 1973; Bar and Shimon, 1993). Dabei be-
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ginnt die Kontextabha¨ngigkeit in der direkten Umgebung von Sehzellen der
Netzhaut, die ihre direkt Umgebung auf Hell-Dunkel-Kontraste untersuchen
und wird dann in ho¨heren Verarbeitungsbereichen ra¨umlich weitla¨uﬁger. Die
Abha¨ngigkeiten werden dabei abstrakter. Es ist z.B. wesentlich, wie wahr-
scheinlich ein zu detektierendes Objekt in der Szene a priori gegeben ist.
Der Erkennungsvorgang fu¨r ein Sofa dauert z.B. la¨nger, wenn es in einer
Straßenszene abgebildet ist, als wenn es in einer Wohnraumszene abgebil-
det ist (Biederman, 1981). Es spielt auch eine Rolle, ob das zu erkennende
Objekt eine typische Ausrichtung und Gro¨ße hat (Biederman et al., 1973).
Kontextabha¨ngigkeit wird nicht mit starren Schablonen analysiert. Sie
kann auch funktional sein. So kann es z.B. beim Erkennen eine Rolle spielen,
ob ein umgebendes Merkmal gleichartig ist. Wenn beispielweise ein Fenster-
rahmen gru¨n ist, wird das dazu beitragen, umliegende Fenster schneller
wahrzunehmen, wenn sie ebenfalls so ausgepra¨gt sind. Biologische Objekter-
kennung kann bestimmte kontextuale Anordnungen erkennen, die im Sinn
von Repra¨sentation eﬃzient sind (Heitger et al., 1998; Fiser and Aslin,
2001). Dabei spielen Konstanzmechanismen, wie z.B. Farbgleichheit oder
Colinearita¨t eine Rolle (Ross and Mingolla, 1998). Es kann aber auch von
der Gestalt der Elemente selbst abha¨ngen (Humphreys et al., 1998). Dieses
”
Gruppieren“ von Bildteil-Repra¨sentationen wird wahrscheinlich auch zum
mentalen vervollsta¨ndigen von Objektteil-Ansichten verwendet. Es wird
wahrscheinlich auch auf vielen Bereichen entlang des Verarbeitungspfades
eingesetzt (Selinger and Nelson, 1999). Grossberg and McLoughlin (1997);
Ross et al. (2000) versuchen Gruppierungseﬀekte mit der Funktion von Hy-
percomplexen Zellen zu erkla¨ren. Dies gelingt aber nur schwer - a¨hnlich wie
eine Funktionsanalyse fu¨r Symmetrie (Oka et al., 2001; van Tonder and Eji-
ma, 2000) oder Linienvervollsta¨ndigung (Chen and Lin, 1998; Li, 1998). Es
gibt noch eine Reihe anderer pra¨ferierter kontextualer Anordnungen (Sarkar
and Boyer, 1993).
Binden
Objektdetektoren reagieren speziﬁsch auf bestimmte Eigenschaftskombina-
tionen von Objektabbildungen. Oft sind aber mehrere Objekte im Bild ge-
geben und dann ist fraglich, welche Eigenschaft zu welchem Objekt geho¨-








gru¨n“ global detektiert werden ko¨nnen und es ein rotes Quadrat und ein
gru¨nes Dreieck im Bild gibt, dann ist aus den Ergebnissen nicht mehr zu be-
stimmen, welche der detektierten vier Eigenschaften tatsa¨chlich im Eingabe-
bild in Kombination gegeben sind. Dies ist als das sogenannte Bindeproblem
bekannt (von der Malsburg, 1994, Reprint from 1981 sowie Milner, 1974;
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Feldman and Ballard, 1982). Wenn man statt der globalen Eigenschaftsde-
tektoren lokale benutzt, hat man das Problem, dass fu¨r alle Bildpositionen
und Eigenschaftkombinationen ein einzelner Detektor bereitgestellt werden
muss. Der Aufwand ist exponential in der Anzahl der Eigenschaften und ist
daher praktisch nicht fu¨r Realweltobjekte anwendbar.
Wie die biologische Bildanalyse das Bindeproblem lo¨st, ist bisher unbe-
kannt. Eigenschaftkombinationen werden dort sogar u¨ber Verarbeitungspfa-





and Mishkin, 1982; Merigan and Maunsell, 1993). Sogar unterschiedliche
Sinnesmodalita¨ten ko¨nnen Inhalte aneinander binden (von der Malsburg
and Schneider, 1986).
Um den exponentiellen Aufwand zu umgehen, schlug Wickelgren (1969)
vor, mehrere Schichten mit Teildetektoren einzufu¨hren. Dabei wird in je-
der Schicht nur ein wenig Information u¨ber die Position verloren, so dass
ein Zuordnen der Eigenschaften zu den Bildregionen noch mo¨glich ist. Die
Idee wurde evaluiert (McClelland and Rumelhart, 1981) und weiterent-
wickelt (Mozer, 1991; Mel and Fiser, 2000). Sie ist biologisch motiviert
(Hubel and Wiesel, 1962, 1965; Grossberg, 2003) und ﬁndet als sog.
”
Poo-
ling“ Verwendung in einigen hierarchischen Verfahren zur Objekterkennung
(z.B.Fukushima et al., 1983; LeCun et al., 1990; Teichert and Malaka, 2002,
2003).
Lange Zeit wurde die Aktivita¨t von Nervenzellen als eine gemittelte
”
Feuerrate“ von Impulsen modelliert. Als Gray et al. (1989) und Eckhorn
et al. (1988) herausgefunden haben, dass die zeitlichen Beziehungen zwi-
schen Neuronen bei der Informationsverarbeitung eine Rolle spielen und sich
Zellverba¨nde gegenseitig synchronisieren ko¨nnen, wurden zeitliche Aspek-
te der Impulse genauer untersucht. Z.B. ko¨nnten sie in unteren Schichten
des Verarbeitungspfades zur Segmentierung genutzt werden (Engel et al.,
1991a,b; Grossberg and Somers, 1991; Engel et al., 1992; Singer and Gray,
1995). Einfache Oszillatormodelle konnten das Verhalten nachahmen (Bal-
di and Meir, 1990; Ko¨nig and Schillen, 1991; Schillen and Ko¨nig, 1991;
Wang et al., 1991; von der Malsburg and Buhman, 1992; Vorbru¨ggen and
v.d. Malsburg, 1995; Ranganath and Kuntimad, 1996; Teichert and Malaka,
2000; Knoblauch and Palm, 2003; Nakano and Saito, 2004). Neben Segmen-
tierungen, ko¨nnten u¨ber Synchronita¨ten auch unterschiedliche Sinnesmoda-
lita¨ten in Bezug gesetzt und damit Eigenschaften gebunden werden (Atiya
and Baldi, 1989; Ko¨nig and Engel, 1995; Vaadia et al., 1995; Oram and
Perrett, 1996; Wehr and Laurent, 1996; Prut et al., 1998). Mo¨glicherweise
ko¨nnen Bildinhalte, die aus verschiedenen Blicksackaden in den visuellen
Verarbeitungspfad eingeleitet wurden, auch u¨ber Synchronisation in Bezug
gesetzt werden (Grossberg and Somers, 1991; Parker and Newsome, 1998).
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Allerdings gibt es auch Hinweise, dass temporale Aspekte zwar lokal eine
Rolle spielen mo¨gen - u¨berregionale Zellverbindungen aber eher die Akti-
vita¨ten auﬁntegrieren (Brody, 1998; Oram et al., 1999, 2001; Lu¨cke, 2002).
Es gibt verschiedene Mo¨glichkeiten, wie Informationen in zeitlichem Verhal-
ten der Nervenimpulse kodiert sein kann (Panzeri et al., 1999; Oram et al.,
2002; Delorme, 2003; Wennekers and Ay, 2003).
Vorwa¨rts und ru¨ckwa¨rts gerichtete Verarbeitung
Ein Großteil der neuronalen Verbindungen sind entlang des visuellen Verar-
beitungspfades ru¨ckwa¨rts gerichtet oder wirken innerhalb einer Schicht auf
regional benachbarte Zellen (Van Essen and Maunsell, 1983; Felleman and
Van Essen, 1991; Braitenberg and Schu¨z, 1998).
Es wird angenommen, dass die vorwa¨rts gerichteten Signale invariant
detektierbare Signalteile liefern. Diese sind eher Vorschla¨ge, was an Inhalt
im Bild gegeben sein kann. Auf der ho¨heren Schicht wird dann assoziiert.
Das sich einstellende Muster ha¨ngt von den vorwa¨rts gerichteten Signalen
und sehr stark von den Aktivierungen in der Nachbarschaft ab (Mumford,
1992; Rao and Ballard, 1997). Die Aktivita¨ten in solchen autoassoziativen
Netzwerken konvergieren in Muster, die durch Lernen der Verbindungssta¨r-
ke bestimmt werden (Hopﬁeld, 1982; Cohen and Grossberg, 1983; Kosko,
1988). Die Muster ko¨nnten so eingestellt sein, dass sie nur konsistente Repra¨-
sentationen zulassen und durch inhibierende Ru¨ckwirkung die Aktivita¨ten
vorgeschalteter Schichten disambiguieren (Mumford, 1992, 1994; Connor
et al., 1997; Hinton and Ghahramani, 1997; Liang and Wang, 2003). Mo-
delle dieser Funktion stu¨tzen die Annahme (Rao and Ballard, 1996, 1997;
Batlle et al., 2000; Heinke and Humphreys, 2003).
Bei der Verarbeitung innerhalb einer Schicht spielen neben Kontextab-
ha¨ngigkeiten Gruppierungseﬀekte eine Rolle (Arbib, 1995). Ho¨here Schich-
ten haben auch bereits Funktionen eines Kurzzeitgeda¨chtnisses (Miyashita
and Chang, 1988). Dies kann Teil eines Aufmerksamkeitssystems sein, dass
die Erkennung moduliert (Desimone and Duncan, 1995; Luck et al., 1997).
Auch dazu gibt es Modellierungen, die allerdings noch keine generelle Lo¨-
sung fu¨r das Huhn-Ei-Problem
”
Objektsuche und Objektklassiﬁkation“ bie-
ten (Salinas and Abbot, 1997; Hamker, 1999; Hamker and Worcester, 2002;
Olshausen et al., 1993; Heinke et al., 2002).
Von der Aufmerksamkeitsforschung gibt es einen ﬂießenden U¨bergang
zur Bewußtseinsforschung (Crick and Koch, 1995; Logothetis, 1998; Crick
and Koch, 1998; Kanwisher, 2001; Tong, 2003). Modellierungen, die ver-
suchen Bewußtsein zu implementieren, konnten bisher nicht fu¨r Bilderken-
nungssysteme genutzt werden (Taylor, 1997).
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2.2.5 Lernen
Lernen in biologischen Bilderkennungssystemen stellt Speziﬁta¨ten von Teil-
repra¨sentationen so ein, dass biologisch relevante Stimuli angemessen unter-
schieden werden ko¨nnen (Miyashita et al., 1993). Dabei ist eine hohe Fle-
xibilita¨t gegeben, so dass eine Adaption an unterschiedliche visuelle Umge-
bungen mo¨glich ist. Je ho¨her die Teilrepra¨sentationen im Verarbeitungspfad
liegen, desto mehr sind die Teilrepra¨sentationen von der visuellen Historie
eines Individuums abha¨ngig.
Es spielen unterschiedliche Zeitskalen eine Rolle. Wahrnehmung kann
sich im Minutenbereich auf eine bestimmte Aufgabe einstellen (Priming)
oder auch einmal gesehenes ein Leben lang speichern (One-Shot-Learning).
Meist ist beim visuellen Lernen ein Konzept zugeordnet (u¨berwachtes Ler-
nen). Gerade auf unteren Schichten ﬁndet aber auch eine Selbstorganisati-
on statt (unu¨berwachtes Lernen). U¨berwachtes und Unu¨berwachtes Lernen
ko¨nnen zusammenwirken (Grossberg, 1980).
Es gibt zahlreiche Erkenntnisse u¨ber biochemische Wirkungsweisen beim
Lernen. Bisher fa¨llt es jedoch schwer, die dahinter liegenden allgemeinen
Prinzipien aufzudecken (Kandel et al., 2000). Es ko¨nnen jedoch einige Teil-
prinzipien ausgedru¨ckt werden: Korrelierende Aktivita¨ten fu¨hren zur Ver-
sta¨rkung der zugeho¨rigen Verbindung (Hebb, 1949). Es wird versucht, Red-
undanz zu reduzieren (Barlow, 1989; Redlich, 1993; Zemel and Hinton, 1995)
oder Entropie zu maximieren (Linsker, 1989, 1992). Es gibt einen Wettbe-
werb, wobei sich nur die passensten Speziﬁta¨ten weiter vera¨ndern (von der
Malsburg, 1990). Ein Vorschlag fu¨r ein mo¨gliches Teilprinzip ist, dass sich
relevante Signalanteile relativ langsam gegenu¨ber varianten Signalanteilen
vera¨ndern (Fo¨ldia´k, 1991; Becker, 1993; Stone, 1996). Auch dies ist bio-
logisch motiviert und wird aktuell als
”
Slow Feature Analysis“ modelliert
(Wiskott and Sejnowski, 2002; Berkes and Wiskott, 2003; Wiskott, 2003).
Ein Problem ist der
”
Fluch der Dimensionen“, der fu¨r Neuronale Netz-
werke bedeutet, dass die Anzahl der beno¨tigten Trainingsmuster exponen-
tial zur Anzahl der verwendeten Neuronen ist (von der Malsburg, 1995).
Man kann jedoch die Musteranzahl reduzieren, wenn man nicht die optima-
le Funktion ﬁnden muss (Vapnik, 1999), andere Neuronenmodelle verwendet
(Geman et al., 1992) oder zusa¨tzliche Randbedingungen einfu¨hrt (Poggio
et al., 1985). Generell gilt, dass die kleinstmo¨gliche Flexibilita¨t die besten
Ergebnisse ergibt (Occams Razor, z.B. in Duda et al., 2002, S.465).
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2.2.6 Varianzen
Beim Objekterkennen bedeutet Speziﬁta¨t, dass nur bestimmte Bildinhalte
erkannt werden - ein Objekterkennungssystem reagiert speziﬁsch auf diese
Bildinhalte und diskriminiert andere. Z.B. sollen Autos erkannt werden und
Ha¨user nicht. Dahingegen bedeutet Invarianz, dass bestimmte Bildinhalte
in verschiedenen Auspra¨gungen (Varianzen) gegeben sein du¨rfen und dies
die Erkennung nicht beeintra¨chtigt. Fu¨r eine Geba¨udeerkennung soll es z.B.
keine Rolle spielen, welche Auspra¨gung der Himmel hat. Der Geba¨uderken-
ner soll invariant gegenu¨ber diesen verschiedenen Hintergrundauspra¨gungen
sein.
Fu¨r Objekterkennungssyteme, die mit mehreren Stufen und Teilrepra¨-
sentationen realisiert sind, wurde bisher Invarianz meist so interpretiert,
dass alle Informationen, die zur Detektion eines Teilkonzeptes beigetragen
haben, fu¨r Folgestufen nicht mehr sichtbar sein mu¨ssen. Mit Varianzen die-
ser Signale muss nur in der Detektionsstufe umgegangen werden. Folgende
Detektionsstufen bekommen nur noch die Information, dass das Teilkonzept
gegeben ist - nicht aber dessen Auspra¨gung. Ob z.B. eine Uhr mit Zeigern
oder Digitalanzeige ausgestattet ist, muss fu¨r das Konzept
”
Uhr“ keine Rolle
spielen. Diese Varianz kann auf der Stufe zur Erkennung der Geha¨use Fron-
tansicht aufgelo¨st d.h. invariant gemacht werden. Aus dieser Interpretation
wurden ausgehend von Pitts and McCullough (1947) etliche biologisch mo-
tivierte Verfahren zum Bildverstehen erstellt. Sie verwenden eine Hierarchie
von Teilkonzepten, die stets nur invariante Signale zur na¨chstho¨heren De-
tektionsstufe weiterleiten (Fukushima, 1975; Biederman, 1987; LeCun et al.,
1990; Olshausen et al., 1993; Wallis and Rolls, 1997).
Das Erkennen und explizierte Repra¨sentieren von varianten Signalantei-
len ist jedoch von großer Bedeutung fu¨r das Bildverstehen. Zum Beispiel ist
es ha¨uﬁg wichtig zu wissen, ob die Auspra¨gung eines Teilkonzeptes inner-
halb eines bestimmten Bereiches gegeben ist. Beim Erkennen einer Uhr ist es
wesentlich, die Information zu erhalten, dass entweder Zeiger oder eine Di-
gitalanzeige in der Frontansicht gegeben sind. Sonst wa¨re eine Armbanduhr
beispielsweise nicht von einem Armreif zu unterscheiden. Generell kann die
explizite Repra¨sentation von Varianzen fu¨r benachbarte Bildregionen hilf-
reich sein, wenn dort keine eindeutige Detektion mo¨glich ist. Dies ist fu¨r Va-
rianzen der Fall, die typischerweise regionale Ausbreitungen haben, wie z.B.
perspektivische Verzerrungen, Texturauspra¨gungen oder Stilauspra¨gungen.
Schließlich kann es wesentlich sein, eine bestimmte Auspra¨gung eines vorge-
schalteten Teilkonzeptes zu erkennen. Wenn z.B. die Konzepte Digitaluhr
und Analoguhr unterschieden werden sollen, muss sowohl das u¨bergeord-
nete Konzept
”
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”
digitales Ziﬀerblatt“ erkannt werden ko¨nnen.
Die Detektion eines Teilkonzeptes kann sowohl von invarianten, als auch
von varianten Signalen abha¨ngen. Fu¨r ein Verfahren zum Erkennen von
Gegensta¨nden mit starken Abbildungsvarianzen ist es sinnvoll, sowohl va-
riante als auch invariante Signale explizit zu kodieren und zu verarbeiten.
Das ist auch bei neu zu lernenden Konzepten wichtig. Dort wird oft ein





Esel“ erkennen kann, dann ist ein Signal,
das Streifen eines
”
Zebras“ beschreibt, zuna¨chst invariant zu verarbeiten.
Wenn dieses Konzept jedoch auch erkannt werden soll, muss es mit anderen
Signalen zu einer Speziﬁta¨t zusammengefasst werden.
Fu¨r klassische Bilderkennungssysteme sind bisher viele Varianzen iden-
tiﬁziert, die in unterschiedlichen Objektauspra¨gungen begru¨ndet sind: Posi-
tion, Gro¨ße, Orientierung, Umriss, Projektion, Helligkeit, Farbe, Bewegung,
Verdeckung, Rauschen (Rock, 1985; Palmer, 1999). Untersuchungen an der
biologischen visuellen Informationsverarbeitung lassen vermuten, dass Va-
rianzen stets dort verarbeitet werden, wo Bildinhalte repra¨sentiert werden,
die von der Varianz betroﬀen sind (Oram and Perrett, 1994). Also auf der
Stufe der zugeho¨rigen Teilrepra¨sentation. Die anatomischen Verarbeitungs-
strukturen sind relativ homogen, so dass man davon ausgehen kann, dass
die o.g. Varianzen nach einem gleichen Prinzip verarbeitet werden. Bisher
ist es jedoch nicht gelungen ein solches Verarbeitungsprinzip aufzudecken
und zu beschreiben.
Im Folgenden werden einige Varianzen und ihre Eigenheiten bei der
biologischen Informationsbearbeitung beschrieben. Fu¨r Realweltszenen tritt
meist eine Mischung auf.
Verschiebung und Skalierung
Biologische Bilderkennungssysteme erreichen Verschiebungs- und Skalier-
ungsinvarianz entlang ihres Verarbeitungspfades. Fru¨he Stufen zeigen ei-
ne regionale Invarianz bezu¨glich ihrer Speziﬁta¨t (Hubel and Wiesel, 1962).
Ho¨here Stufen zeigen komplexere Repra¨sentationen, die u¨ber weite Teile
des Sichtfeldes invariant bezu¨glich Verschiebung und Skalierung sind (Per-
rett et al., 1982; Tanaka, 1996). Psychologische Untersuchungen zeigen je
nach Untersuchungsmethode homogene Verschiebungs- und Skalierungsin-
varianz (Biederman and Cooper, 1991, 1992) oder aber bestimmte Pra¨fe-
renzen fu¨r bestimmte Objektgro¨ßen und -positionen (Jolicoeur, 1987; Nazir
and O’Regan, 1990; Dill and Fahle, 1997; Dill and Edelman, 1997).
Wie Verschiebungs- und Skalierungsinvarianzen realisiert werden, ist bis-
her unklar (Wu¨rtz, 1999; Wiskott, 2004). Es gibt Hinweise darauf, dass eine
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ru¨ckwa¨rtsgerichtete Beeinﬂussung des Verarbeitungspfades dabei eine Rolle
spielen (Kosslyn et al., 1992; Hellige and Cumberland, 2001).
Im na¨chsten Kapitel werden Verfahren beschrieben, die unterschiedli-
chen Techniken, wie z.B.
”
Pooling“ einsetzen, um in gewissen Grenzen Ver-
schiebungs- und Skalierunginvarianz zu erreichen. Solange aber fu¨r die Ex-
traktion der Bildinformationen Filter mit festen Maskengro¨ßen verwendet
werden, ist Skalierungsinvarianz grundsa¨tzlich problematisch, da zwischen
den Ergebnissen schlecht generalisiert werden kann (Wu¨rtz, 1994; Linde-
berg, 1994).
Rotation
Wie bei Verschiebungs- und Skalierungsinvarianz ﬁnden sich fu¨r Invarianzen
gegenu¨ber Rotation von Objekten einige Untersuchungen, die vermuten las-
sen, dass diese auch u¨ber weite Teile des biologischen Verarbeitungspfades
gegeben sind (Biederman and Gerhardstein, 1993). Ein gro¨ßerer Teil ﬁndet
jedoch Hinweise fu¨r Speziﬁta¨ten fu¨r verschiedene Ansichten - also eher be-
trachterorientierte Repra¨sentationen (Warrington and Taylor, 1973; Hum-
phrey, 1984; Tarr, 1995; Tanaka, 1997; Tarr et al., 1998; Ashbridge et al.,
2000). Diese Eigenschaft nimmt zu, wenn die visuelle Struktur komplexer
wird (Newell, 1998; Hayward and William, 2000). Bei Objektrotationen tre-
ten starke Vera¨nderungen der visuellen Struktur auf. Das ist mo¨glicherweise
der Grund fu¨r separate Repra¨sentationen (Moses et al., 1994; Biederman,
2001). Die beno¨tigte Zeit bis zur Erkennung erho¨ht sich mit steigendem
Winkel gegenu¨ber bekannten Prototypenansichten (Shepard and Metzler,
1971; Newell and Findlay, 1997). Generalisierungsleistungen verbessern sich,
wenn mehrere Prototypenansichten bekannt sind (Peissig et al., 2002).
Abstrakte Varianzen
Zu diesem Typ von Varianzen sind bisher kaum Untersuchungen angestellt
worden. Das liegt sicherlich auch daran, dass die Diskussion u¨ber die Ver-
arbeitung von klassischen Varianzen schon kontrovers genug gefu¨hrt wird.
Bemerkenswert sind jedoch die Darstellungen, die Oram and Perrett
(1994) basierend auf Forschungsergebnissen von Tanaka et al. (1991) ange-
fertigt haben. Abbildung 2.1 zeigt, welche Speziﬁta¨ten Kolumen von Neuro-
nen in ho¨heren Schichten des visuellen Verarbeitungspfades haben ko¨nnen.
Die konkreten Auspra¨gungen der (Teil-)Abbildungen sind dabei teilweise
sehr unterschiedlich. Invariant ist meist eine Anordnung von Teilmustern,
die selbst eine hohe Auspra¨gungsvarianz haben du¨rfen. Die Abbildung zeigt,
wie die Speziﬁta¨ten genutzt werden ko¨nnen, um unterschiedliche Objekte
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in ho¨heren Schichten des
visuellen Verarbeitungspfades
(aus Oram and Perrett, 1994).
Die Zeilen zeigen fu¨r welche
Teilabbildungen Neurone
einer Kolumne speziﬁsch








zu repra¨sentieren. Fu¨r das Autobeispiel wu¨rden mit diesem Neuronensatz
auch eine große Menge von abstrakten Varianzen erkannt werden ko¨nnen.
Welche (Teil-)Speziﬁta¨ten gegeben sind, ist in jedem Lebewesen unter-
schiedlich und liegt sicherlich an der visuellen Lernhistorie des Individuums
und seinem Diskriminierungsbedarf der Szenenobjekte. Wenn Szenenobjek-
te abstrakten Varianzen unterliegen, mu¨ssen unterschiedliche Teilrepra¨sen-
tationen fu¨r eine Erkennung zugelassen werden. Das dies mo¨glich ist, zeigen
die Untersuchungen von Tanaka et al. (1991); Tanaka (1996).
Mit diesen Prinzipien wa¨ren auch topologische Varianzen zu verarbeiten,
die hier als eine spezielle Unterart von abstrakten Varianzen betrachtet
werden.
2.3 Diskussion und Zusammenfassung
Es gibt keine klassische Methodik, um die in Abschnitt 1.2.4 beschriebene
Fragestellung zu beantworten und die Aufgabe zu erfu¨llen, ein entsprechen-
des Erkennungsverfahren zu erstellen. Die gewu¨nschten Erkennungsleistun-
gen werden nur von biologischen visuellen Systemen erreicht. Bisher ist
es nicht gelungen, deren zugrundeliegenden Verarbeitungsprinzipien aufzu-
decken. Aus heutiger Sicht bleiben viele wichtige Aspekte unklar, wie sie
auch schon als Herausforderungen in Abschnitt 2.1 beschrieben wurden.
Jedes Verfahren, welches universelles Objekterkennen realisieren soll, muss
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eine Lo¨sung fu¨r diese Herausforderungen ﬁnden. Dafu¨r muss die Biologie
nicht komplett nachgebaut werden. Aber ohne ein tiefergehendes Versta¨nd-
nis biologischer Funktionen, kann auch nicht identiﬁziert werden, welche
Gegebenheiten weggelassen werden ko¨nnten und ob Funktionen, wie ein
z.B. ein Aufmerksamkeitssystem u¨berhaupt separierbar wa¨ren.
Die Anforderungen von technischen und biologischen Bilderkennungs-
systemen sind (bisher) grundlegend verschieden. Wa¨hrend technische Sys-
teme meist eine gut abgrenzbare Aufgabe erfu¨llen sollen, sind biologische
Bilderkennungssysteme in komplexe Umgebungen und Anforderungen ein-




Vielleicht gibt es auch noch eﬃzientere Implementierungsbausteine, als
die, die der Biologie zur Verfu¨gung stehen. So wird in der Biologie eine re-
lativ starr dreidimensional verteilte Struktur aus Zellen und Nervenbahnen
verwendet, um Repra¨sentationen zu verarbeiten. Eine andere Architektur
ko¨nnte ﬂexible Elemente zum Repra¨sentieren verwenden. Dafu¨r bra¨uchte
man mo¨glicherweise keine komplexen zeitlichen Kodierungen mehr. Solche
Lo¨sungen wird man nur ﬁnden, indem man ausprobiert - Verfahren mit
aussichtsreichen Eigenschaften kombiniert, neu erstellt und aus den Ergeb-




Welche Verfahren werden betrachtet
Im vorigen Kapitel wurden schon einige Verfahren zum Bildverstehen ge-
nannt. Diese wurden meist erstellt, um bestimmte Hypothesen u¨ber die
biologische Funktionsweise zu u¨berpru¨fen. Fu¨r den Einsatz in Realweltan-
wendungen fehlen ihnen wichtige Fa¨higkeiten. In diesem Abschnitt sollen
Verfahren betrachtet werden, die dafu¨r ausreichend Funktionalita¨t mitbrin-
gen. Dabei besitzen sie immer noch Einschra¨nkungen in der Verwendbarkeit.
Beispielsweise werden bestimmte Hintergru¨nde vorrausgesetzt oder es sind
nur bestimmte Bildstrukturen detektierbar. Meist sind die Varianzen, unter
denen Objektabbildungen detektierbar bleiben, beschra¨nkt. Der U¨bergang
von den Verfahren aus Kapitel 2 zu den hier betrachteten ist ﬂießend.
Oft sind aus interessanten Verfahren, viele Weiterentwicklungen entstan-
den, deren Eigenschaften a¨hnlich bleiben. Die Folgenden Betrachtungen be-
ziehen sich dann auf typische Vertreter.
Bewertung der Verfahren
In Abschnitt 2.1 wurden schon Herausforderungen ausgedru¨ckt, die fu¨r ein
Bilderkennungssystem wesentlich sind. Die Bewertung der Eigenschaften
der existierenden Verfahren soll auch nach dieser Gliederung erfolgen.
Zuna¨chst soll es darum gehen, wie ein funktionierendes Verfahren u¨ber-
haupt erstellt werden kann. Die Fragen nach der Eﬃzienz werden daher
nicht betrachtet.
Fu¨r die restlichen Gliederungspunkte ergeben sich noch einige Erla¨ute-
rungen:
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Repra¨sentation
Wie wird in den ku¨nstlichen Systemen Information repra¨sentiert?
• Was wird repra¨sentiert?
Aus Bildern wird Information extrahiert. Die Ergebnisse werden als
Zwischen- oder Endergebnis repra¨sentiert. Was steckt an Information
in den Ergebnissen und was wird verworfen und ist dann nicht mehr
verfu¨gbar?
• Wie werden Strukturen und Anordnungen kodiert?
Zeitgeno¨ssische Rechensysteme bieten gute Unterstu¨tzung fu¨r Bild-
repra¨sentationen als zweidimensionales Raster. Zur Auswertung von
Bildstrukturen werden daher meist Rasterrepra¨sentationen verwen-
det. Dadurch ergeben sich jedoch Diskretisierungsprobleme, wenn Bild-
information durch klassische Varianzen verschoben wird.
Bei maskenbasierten (Filter-)Auswertungen ist Information u¨ber die
Anordnung von Bildstrukturen intrinsisch enthalten. So mu¨sste es
aber fu¨r jede Anordnung einen extra Filter geben. Eﬃzienter sind Re-
pra¨sentationen, die Eigenschaften von Anordnungen parametrisieren.
Wie kann das erreicht werden?
• Sind innere Repra¨sentationen aussagekra¨ftig?
Was kann aus den erstellten Repra¨sentationen noch an weiterer In-
formation abgeleitet werden? Wenn z.B. ein Objekt detektiert wurde,
ko¨nnen dann noch Aussagen u¨ber seine Auspra¨gung und Anordnung
in der Szene gemacht werden? Kann ein detektiertes Objekt auch im
Eingabebild segmentiert werden? Ermo¨glichen interne Repra¨sentatio-
nen ein Benennen und Segmentieren von Teilobjekten?
Integration von Repra¨sentation
Verfahren zum Bildverstehen mu¨ssen u¨berpru¨fen, ob bestimmte Kombina-
tionen von Bildstrukturen gegeben sind. Dazu mu¨ssen umgebende Repra¨-
sentation zusammengefu¨hrt und ausgewertet werden. Wie ist das realisiert?
Bei der Bewertung der Verfahren soll unter dem Begriﬀ
”
Integration“
stets dieses Zusammenfassen und Auswerten verstanden werden.
• Wie werden Repra¨sentationen integriert?
Welche Vorraussetzungen mu¨ssen erfu¨llt sein, um neue Repra¨sentatio-
nen zu erstellen? Fu¨r welche Region ist das Ergebnis aussagekra¨ftig?
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• Wie wird Kontext ausgewertet?
In welchem Bereich wird umgebende Bildinformation ausgewertet?
”
lokal“ bedeutet nur in der direkten Nachbarschaft.
”
regional“ be-
schreibt einen gro¨ßeren Bereich um die auszuwertende Bildposition
- typischerweise den Bereich einer Filtermaske.
”
u¨berregional“ be-
schreibt Anordnungen, die nicht mit einer einzelnen Auswertungs-




Wenn es sich um Verfahren mit mehreren Schichten handelt, ist in-
teressant, wie der Kontext dort ausgewertet wird. Dort ko¨nnen auch
andere Metriken verwendet werden, als in der Bildebene.
• Wie werden Eigenschaften an Repra¨sentationen gebunden?
Ko¨nnen mit den Repra¨sentationen noch Attribute aus dem Detek-
tionsvorgang beschrieben werden, z.B. Farben oder andere Auspra¨-
gungen? Wie wird das realisiert? Wie sind diese Informationen spa¨ter
auszudru¨cken?
Sofern dieser Punkt nicht erwa¨hnt wird, ﬁndet kein Binden statt.
• Wie ﬂießt bekanntes Wissen in den Erkennungsvorgang ein?
Informationen aus dem Eingabebild werden mit bereits erlernten In-
formationen verglichen. Der Vergleich kann schon das Wissen enthal-
ten, wie z.B. bei einem globalen Histogramm u¨ber Bildeigenschaften
oder der Gestalt von Filtermasken. Um mit abstrakten Varianzen um-
gehen zu ko¨nnen, werden jedoch komplexere Modelle von bekanntem
Wissen verwendet. Wie sind diese repra¨sentiert und wie wirken sie im
Erkennungsvorgang?
Lernen
• Wie funktioniert Lernen in Objekterkennungssystemen?
Wie werden die Repra¨sentationen von bekanntem Wissen erstellt?
Varianzen
Wie gut ein Objekterkennungssystem mit Varianzen umgehen kann ist ein
wesentliches Merkmal. Im Folgenden wird der Begriﬀ
”
Auﬀangen“ fu¨r eine
invariante Erkennungsleistung bezu¨glich eines Varianztyps verwendet.
• Wie funktioniert Erkennen unter klassischen Varianzen?
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Unter klassischen Varianzen soll in diesem Beitrag die Vera¨nderung
von Bildinhalten durch Beleuchtung, Verschiebung, Skalierung, Rota-
tion, perspektivischer Transformation oder topologieerhaltende Ver-
zerrung verstanden werden.
Varianzen, die nicht topologieerhaltent sind, za¨hlen nicht mehr zu
den klassischen Varianzen, z.B. unterschiedliche Fensteranzahl und
Anordnung von Fenstern in Geba¨udeansichten.
• Wie funktioniert Erkennen unter abstrakten Varianzen?
Wie schaﬀen es Bilderkennungsverfahren, abstrakte Varianzen aufzu-
fangen? Wie komplex du¨rfen die Objekte dabei sein?
Der Begriﬀ Auspra¨gungsvarianzen soll topologische und abstrakte Va-
rianzen zusammenfassen.
Die folgende Unterteilung der Verfahren orientiert sich an deren Schicht-
aufbau. Einschichtsysteme betreiben die Auswertung direkt auf dem Einga-
bebild. Zweischichtsysteme setzen davor noch eine Vorverarbeitung. Mehr-
schichtsysteme ko¨nnen auch eine Vorverarbeitung haben, zeigen danach




Eine einfache Methode ein System zur Objekterkennung zu bauen ist, die Pi-
xel direkt mit einem Klassiﬁkator1 zu verbinden. Jedes Pixel ergibt eine neue
Eingabedimension. Schon fu¨r kleine Bilder ergeben sich so sehr große Merk-
malsra¨ume. Jedes Bild wird als Punkt in dem Merkmalsraum repra¨sentiert.
Die Repra¨sentation umfasst das gesamte Bild als Kontext. Die interne Re-
pra¨sentation ist nicht aussagekra¨ftig, da keine ho¨heren/abstrakten Repra¨-
sentationen erstellt werden. Allerdings kann jederzeit in das Ursprungsbild
zuru¨cktransformiert werden. Es wird auch keine Integration von Informa-
tionen vorgenommen.
Der Klassiﬁkator weist jedem gelernten Objekt Bereiche im Merkmals-
raum zu. Problematisch ist dabei, dass schon fu¨r einfache Varianzen wie
Verschiebung und Skalierung der Raum starken Transformationen unter-
liegt und bezu¨glich der Varianzen auch kaum generalisiert werden kann.




Praktisch mu¨sste jedes Objekt in allen aﬃnen Transformationen und Aus-
pra¨gungen separat gelernt werden. Dieser Aufwand ist nicht handhabbar.
3.1.2 Globale Auswertung
Bildinformation von Objekten ist in der zweidimensionalen Struktur ge-
geben. Diese unterliegt Varianzen und ist daher schwer auszuwerten. Ein
Ansatz dies zu Umgehen, ist es, Bildeigenschaften global u¨ber das Bild
auszuwerten. Ein Einschichtsystem kann z.B. direkt Farbhistogramme aus-
werten. Die Informationsintegration besteht in diesem Fall im Ausza¨hlen
von Pixeln mit gleichen Farbauspra¨gungen. Kontext wird global ausgewer-
tet und dann als globale Bildstatistik repra¨sentiert. Informtaionen u¨ber die
Anordnung des Kontextes gehen verloren und so gibt es fu¨r Musterverglei-
che anhand der Statistiken großen Spielraum fu¨r Mehrdeutigkeiten. Dafu¨r
ist das System robust gegenu¨ber aﬃnen Varianzen. Alle ho¨heren Varianzen
sind nicht aufzufangen, wenn sie die Farbauspra¨gungen vera¨ndern.
Die Metrik von Farbhistogrammen entspricht in der Regel nicht der
von Bildinhalten. D.h. Histogramme unterschiedlicher Objektklassen ko¨n-
nen sich a¨hnlicher sein, als Histogramme von Bildern der gleichen Klasse.
3.1.3 Mustervergleich
Bei diesen Ansa¨tzen werden Eingabebilder direkt mit einem Musterbild
verglichen. Die Diﬀerenz zwischen den Bildern kann als Fehlerbild gerechnet
werden. Ein U¨bereinstimmungswert kann invers zu den gemittelten Fehlern
gerechnet werden.
Das Muster wird als Bild repra¨sentiert. Dabei ist der Kontext eindeu-
tig gegeben. Informationsintegration ﬁndet statt, indem die Diﬀerenzwerte
aufsummiert werden. Lernen erfolgt durch Vorgabe von bekannten Mustern.
Das Musterbild kann u¨ber ein Eingabbild
”
geschoben“ werden. Als Er-
gebnis bekommt man ein neues Bild mit U¨bereinstimmungswerten. Wenn
das Musterbild entsprechend transformiert wird, ko¨nnen auf diese Art und
Weise aﬃne Varianzen aufgefangen werden. Du¨rfen diese in Kombination
auftreten, wird der Suchaufwand schnell unhandlich. Auspra¨gungsvarianzen
sind nicht aufzufangen.
3.2 Zweischichtsysteme
Zweischichtsysteme haben zur Zeit die gro¨ßte Bedeutung in industriellen
Anwendungen. Sie bestehen aus einer Vorverarbeitungsschicht und einer
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Auswerteschicht. Die Vorverarbeitungsschicht extrahiert meist lokale Struk-
turbeschreibungen und u¨bergibt sie als
”
Eigenschaftskarte“ an die Auswer-
teschicht.
3.2.1 Vorverarbeitungsschicht
Der Auslegung der Vorverarbeitungsschicht kommt eine besondere Bedeu-
tung zu, da sie bestimmt, welche Eigenschaften u¨berhaupt detektierbar sind.
In der Regel wird versucht, Bildinformation zu reduzieren - aber nur soweit
Muster unterschiedlicher Konzepte noch unterschieden werden ko¨nnen.
Oft wird ein regionaler Mustervergleich auf dem Eingabebild durchge-
fu¨hrt, der
”
Filter“ genannt wird. Dazu wird eine Faltung mit einer
”
Filter-
maske“durchgefu¨hrt, die dem Muster entspricht.
Bei der Gro¨ße der Maske ist ein Kompromiss einzugehen (z.B. Mallat,
2009). Sie darf nicht zu groß sein, da die extrahierte Information sonst nur
noch speziﬁsch auf die Maske reagiert und sich die Nachteile von Muster-
vergleichssystemen einstellen. Wird dagegen die Maske zu klein gewa¨hlt,
erreicht man kaum eine Informationsreduktion.
Klassische Filter ko¨nnen z.B. zur Linien- und Eckendetektion eingesetzt
werden. Sind die Objekte in verschiedenen Skalierungen im Bild gegeben,
mu¨ssen auch Filter mit unterschiedlichen Maskengro¨ßen eingesetzt werden.
Problematisch ist es dann zwischen den Ergebnissen dieser Filter zu gene-
ralisieren. Besser funktionieren spezielle multiskalen Detektoren, wie z.B.
in Quast and Teichert (2001) fu¨r Linien und in Mikolajczyk and Schmid
(2004) (Harris-Detektor) fu¨r Ecken beschrieben.
Filter ko¨nnen eine regionale Wellenform beschreiben (Gabor- oder allg.
Waveletﬁlter (z.B. Mallat, 2009)). Sie haben eine bestimmte Frequenz und
eine Richtung in der Bildebene. Fu¨r jede Bildposition wird ein Satz von
unterschiedlichen Frequenzen und Richtungen berechnet und als Vektor an
die Auswerteschicht weitergereicht. Auch hier ergibt sich das Problem, dass
schlecht zwischen verschiedenen Frequenzen und Richtungen generalisiert
werden kann.
Aktuell als Vorverarbeitung recht beliebt ist die
”
Scale Invariant Feature
Transform“ (SIFT), die lokale Struktur als Gradienteninformation in einem
Vektor bereitstellt. Sie ist positions- und skaleninvariant und durch eine
besondere Orientierungszuordnung auch rotationsinvariant (Lowe, 1999).
Eine Erweiterung ist in Grenzen auch aﬃn invariant (Lowe, 2004). Die
extrahierten SIFT-Vektoren ko¨nnen direkt zu einer Art Datenbankaufruf
von gespeicherten (Muster-)Vektoren verwendet werden. Ein Objekt ist de-
tektiert, wenn sich dort auch andere zugeho¨rige Vektoren u¨bereinstimmen.
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Meist werden in der Auswertschicht aber komplexere Detektionsmethoden
verwendet. Darauf wird noch in Abschnitt 3.2.6 eingegangen.
A¨hnlich den SIFT-Detektoren lassen sich Eigenschaftdetektoren einset-
zen, die Grenzen eines lokalen Bereichs so einstellen, dass die darin enthalte-
ne Bildinformation maximiert wird. Auch sie liefern positions-, skalen-, und
rotationsinvariante Beschreibungsvektoren (Kadir and Brady, 2001), die in
einer Erweiterung auch aﬃn invariant sind (Kadir et al., 2004).
Als Vorverarbeitung ko¨nnen auch lokal berechnete statistische Momen-
te verwendet werden (z.B. Alferez and Wang, 1999; Rodrigues, 2000; Amit,
2002). Dalal and Triggs (2005) setzen auch lokale Histogramme von Rich-
tungsinformation ein.
3.2.2 Direkte Klassiﬁkation und Mustervergleich
Auf die extrahierten Bildeigenschaften kann wieder ein einfacher Klassiﬁka-
tor gesetzt werden, der die Ergebnisse der Vorverarbeitung direkt auswertet.
Sind diese in einem Bildraster gegeben, ko¨nnen auch wieder Maskenverglei-
che darauf durchgefu¨hrt werden. In dieser Art sind viele aktuelle Bilderken-
nungssysteme in der Industrie aufgebaut (z.B. Bernd Ja¨hne, 2000; Sonka
and Hlavac, 2007; Stemmer, 2011).
Bedingt durch die Vorverarbeitung werden meist regionale Bildbereiche
(Teilmuster) repra¨sentiert und verglichen. Die Informationsintegration er-
folgt durch die Vorverarbeitungsschicht. Der Kontext bleibt regional starr.
Das ist z.B. zum U¨berpru¨fen von Druckmustern in Produktionsprozessen
nicht hinderlich.
Lernen erfolgt durch Speichern von Vorverarbeitungergebnissen von vor-
gegebenen Mustern.
Je nach Vorverarbeitung ko¨nnen klassische Varianzen in geringen Gren-
zen aufgefangen werden. Auspra¨gungsvarianzen sind so nicht realisierbar.
Alle Verfahren, die einen Merkmalsraum in Bereiche aufteilen, haben das
Problem, dass transformierte Teilbilder nicht wiederverwendet werden ko¨n-
nen. Fu¨r das Erkennen von Hausfassaden, wa¨re es z.B. hilfreich, wenn man
Detektoren fu¨r einzelne Fenster ha¨tte, die an unterschiedlichen Positionen
nutzbar wa¨ren.
3.2.3 Globale Auswertung
Viele aktuelle Verfahren zur Bilda¨hnlichkeitssuche in großen Bildbesta¨nden
verwenden globale Eigenschaften der extrahierten Vorverarbeitungsergeb-
nisse (Lew, 2006; Datta et al., 2008).
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Einige Verfahren gewichten die Ergebnisse von unterschiedlichen Vorver-
arbeitungskana¨len (Jacobs et al., 1991; Mel, 1997), um mo¨glichst speziﬁsche
Objekterkenner zu realisieren. Andere Verfahren nutzen quasi-regionale Ei-
genschaften, indem sie das Bild in ein festes Gitter (z.b. oben, mitte, unten,
rechts und links) unterteilen. Innerhalb der Gitterfelder wird wieder eine
globale Analyse vorgenommen (Lew, 2006).
Moderne Verfahren verwenden als Vorverarbeitung aﬃn invariante Ei-
genschaftsdetektoren (Csurka et al., 2004; Fei-Fei and Perona, 2005; Zhang
et al., 2007) und erhalten sich damit eine gewisse regionale Strukturspeziﬁ-
ta¨t.
Bei den globalen Zweischichtverfahren bestehen Muster- und Eingabe-
bildrepra¨sentationen aus Eigenschaftsvektoren oder Histogrammen der Vor-
verarbeitungsergebnisse. Fu¨r Strukturen und Anordnungen kann es regio-
nale Beschreibungen geben, die jedoch global nicht mehr zugeordnet werden
ko¨nnen und in dem Sinne auch wenig aussagekra¨ftig sind.
Die Informationsintegration erfolgt durch Bilden der Eigenschaftsvekto-
ren oder Histogramme. Dabei wird Kontext global ausgewertet. Informati-
on u¨ber die Anordnung der Vorverarbeitungsergebnisse geht dabei verloren
und es entstehen die schon in Abschnitt 3.1.2 beschriebenen Mehrdeutigkei-
ten. Bekannte Muster werden auch als Eigenschaftvektor oder Histogramm
repra¨sentiert. Bei der Detektion kann ein einfacher Vergleich, z.B. eine Kor-
relationsmessung verwendet werden.
Es liegt in der Natur der globalen Auswertung, dass aﬃne und topologi-
sche Varianzen aufgefangen werden ko¨nnen. Allerdings leidet darunter die
Detektionspra¨zision. Helligkeits- und Farbvarianzen ko¨nnen in Abha¨ngigkeit
der Vorverarbeitung zu Problemen fu¨hren. Ebenso fu¨hren abstrakte Vari-
anzen zu Unterschieden in den Bildinhalten, die sich im Allgemeinem auch
auf die Eigenschaftsvektoren oder Histogramme auswirken. Daher ko¨nnen
diese Verfahren solche Varianzen auch nur begrenzt auﬀangen.
3.2.4 Symbolische Auswertung
Symbolische Auswertung zeichnet sich durch die Verwendung von Konzep-
ten und deren Relationen aus. So kann Bildinformation von Mustern in
Graphen repra¨sentiert werden, die Bildprimitive (Ergebnisse aus der Vor-
verarbeitung) und deren geometrische Relationen beschreiben (Fischler and
Elschlager, 1973; Niemann, 1990; Felzenszwalb and Huttenlocher, 2005). Die
Verfahren stellen einen Bezug zwischen Sensorinformation und symbolischer
Verarbeitung her (
”
Symbol Grounding“ Harnad, 1990). Daher sind innere
Repra¨sentationen Konzepten zuzuordnen und damit sehr aussagekra¨ftig.
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Ist symbolische Information u¨ber Inhalte und Anordnungen extrahiert
worden, ko¨nnen Methoden der klassischen Ku¨nstlichen Intelligenz einge-
setzt werden, um daraus neues Wissen abzuleiten. Die Informationsinte-
gration kann z.B. anhand von Produktionsregeln erfolgen. Kontext kann
dabei ausgewertet und fu¨r folgende Auswertungen erhalten bleiben. Ob-
jekteigenschaften ko¨nnen direkt als Attribute an die Objektrepra¨sentation
gebunden werden. Die Kombinierbarkeit kann durch erlerntes Modellwissen
beschra¨nkt sein.
Das Einstellen des Modells kann explizit per Hand oder auch durch
Beispielbilder mit ausgezeichneten (Teil-)Objektregionen erlernt werden.
Es ist relativ leicht, das Modell so einzustellen, dass eine klassische Vari-
anz aufgefangen werden kann. Fu¨r das Auﬀangen mehrerer Varizen wird der
Aufwand jedoch schnell sehr groß. Abstrakte Varianzen sind nur durch ex-
plizites Vorgeben entsprechender Modelle mo¨glich. Generalisieren zwischen
unterschiedlichen Modellen fa¨llt im Allgemeinen schwer. Problematisch ist
die stabile Zuordnung von Symbolen zu Bildstrukturen unter Varianz. Es
ist fraglich, ob das je mit symbolischen Methoden zu lo¨sen ist, oder ob das
nur mit subsymbolischen Zwischenrepra¨sentationen gelingen kann (Feldman
and Ballard, 1982).
3.2.5 Dynamic Link Matching
Das Verfahren
”
Dynamic Link Matching“ (DML) wurde entwickelt, um Ob-
jekte mit Auspra¨gungsvarianzen zu Erkennen (Lades et al., 1993; Konen
et al., 1994). Die Topologie der Objektansichten muss aber relativ konstant
bleiben und daher wurde das Verfahren hauptsa¨chlich zur Gesichtserken-
nung (Wu¨rtz, 1995) und mit Erweiterungen auch zur Gesichtidentiﬁkation
eingesetzt (Wiskott et al., 1997).
An bestimmten Bildpunkten werden regionale Eigenschaften durch eine
Vorverarbeitung mit einem Satz von Gaborﬁltern extrahiert. Diese werden
mit Modellrepra¨sentationen verglichen, die durch Musterbilder gelernt wur-
den. Die Modellrepra¨sentationen besitzen untereinander Verbindungen, die
relative Anordnung beschreiben. Sie werden im Erkennungsvorgang durch
ein Relaxationsverfahren mit den Anordnungen im Eingabebild in U¨berein-
stimmung gebracht. So entsteht iterativ eine Korrespondenzkarte.
Es werden lokale Frequenzen und deren Orientierungen auf verschiede-
nen Skalen als Gaborjets repra¨sentiert. Diese werden aber nur an Punkten
eines relativ groben Rasters und im Fall der Gesichtserkennung an mar-
kanten Punkten im Gesicht gespeichert. Diese Stellen lassen sich in einem
Eingabebild benennen und dort la¨sst sich auch die typische Bildstruktur
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aus den Filterwerten wieder rekonstruieren. So ist die innere Repra¨sentati-
on relativ aussagekra¨ftig.
Informationsintegration wird nur im Rahmen der Vorverarbeitung durch-
gefu¨hrt. Die Kontextauswertung umfasst die pra¨zise Repra¨sentation im Be-
reich der Gabor-Filtermasken und die relativ ﬂexiblen u¨berregionalen Re-
pra¨sentationen der Jet-Anordnungen. Modell- und Eingabebildrepra¨senta-
tionen werden dynamisch aneinander gebunden. Eigenschaften, die nicht als
Jet-Repra¨sentation im Modell enthalten sind, ko¨nnen aber nicht gebunden
werden. So ﬁnden in einem Gesicht Augen und Mund in Modell und Einga-
bebild zueinander - die Auspra¨gung einer Kopfbedeckung kann aber nicht
repra¨sentiert werden.
Lernen erfolgt durch Mustervorgaben und eventuell noch Vorgaben der
Jet-Positionen.
Durch die ﬂexible Struktur ko¨nnen klassische Varianzen recht gut auf-
gefangen werden. Die Topologie darf aber nur gering verzerrt sein. Das
Verfahren kann keine Teilobjekte an unterschiedlichen Positionen erkennen.
Abstrakte Varianzen sind nicht auﬀangbar.
3.2.6 Auswertung aﬃn invarianter Vorverarbeitung
Fu¨r viele aktuelle Auswertverfahren werden aﬃn invariante Detektoren ein-
gesetzt2. Zuna¨chst wurden sie zur Bestimmung von Punktkorrespondenzen
genutzt (Klette et al., 1998; Hartley and Zisserman, 2004). Dann konnten
Bildregionen zugeordnet werden (Ferrari et al., 2004), wobei auch die Ob-
jektlage bestimmt werden konnte (Gordon and Lowe, 2006).
Mit diesen Detektoren ko¨nnen bekannte Objekte (und nur diese) mit af-
ﬁnen Varianzen in Szenen wiedererkannt werden. Ho¨here Varianzen ko¨nnen
zum Teil mit global auswertenden Methoden aufgefangen werden (Csurka
et al., 2004; Fei-Fei and Perona, 2005; Zhang et al., 2007). Deren Eigen-
schaften und Nachteile wurden schon in Abschnitt 3.2.3 beschrieben. Der
fehlende Ortsbezug wurde dann mit zusa¨tzlichen wahrscheinlichkeitsbasier-
ten Verfahren (Fei-Fei et al., 2004; Sudderth et al., 2005; Schmid, 2006;
Niebles and Fei-Fei, 2007) oder hierarchischen Verfahren (Schmid, 2006;
Grauman and Darell, 2007b) zum Teil wiederhergestellt.
Dann wurden Objekte explizit in ein Wahrscheinlichkeitsmodell u¨ber-
nommen (Carneiro and Lowe, 2006) und zusa¨tzlich auch deren Auspra¨gung
(Fergus et al., 2003, 2007; Felzenszwalb et al., 2008). Es wurden auch Mo-
delle fu¨r eine hierachische Objektrepra¨sentation vorgestellt (Bouchard and
2Haupsa¨chlich von Lowe (1999, 2004) und Kadir and Brady (2001); Kadir et al.
(2004) siehe Abschnitt 3.2.1
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Triggs, 2005; Fidler et al., 2007; Sudderth et al., 2008) - auch fu¨r kontur-
basierte Repra¨sentation (Opelt and Zisserman, 2006; Ravishankar et al.,
2008).
Fu¨r Objekte mit Auspra¨gungsvarianzen von Objektteilen, kann in Mus-
terbildern der zugeho¨rigen Klasse einzeln nach den Objektteilen gesucht
werden (Boiman et al., 2008).
Die folgende Bewertung soll fu¨r die modernen Verfahren erfolgen, die
Objektteile erkennen ko¨nnen, da diese Verfahren am besten geeignet sind,
Auspra¨gungsvarianzen aufzufangen.
Es werden Wahrscheinlichkeitsfunktionen (meist nach Bayes) bestimm-
ter Anordnungen, Auspra¨gungen und (Teil-)zugeho¨rigkeiten repra¨sentiert.
Fu¨r die Modelle werden oft Gaußverteilungen genommen, die einfach zu pa-
rametriesieren sind. Innere Repra¨sentationen sind nur bedingt aussagefa¨hig,
da nur bei einigen Verfahren die (Teil-)Repra¨sentationen in Bildausschnitte
zuru¨ckgewandelt werden ko¨nnen (z.B. Fergus et al., 2003).
Die Vorverarbeitung liefert meist Eigenschaftsvektoren, die aus Histo-
grammen lokaler Gradienten (HOG) gewonnen werden. Diese Werte werden
mit dem Wahrscheinlichkeitsmodell verglichen. Eine Informationsintegrati-
on erfolgt nur in der Vorverarbeitung. Kontext wird regional per Vorverar-
beitung ausgewertet. U¨berregionale Kontextauswertung erfolgt anhand des
Wahrscheinlichkeitsmodells. Auspra¨gungen von (Teil-)Objekteigenschaften
werden nicht gebunden, ko¨nnen aber recht ﬂexibel parametrisiert werden.
Im Erkennungsvorgang wird das Wahrscheinlichkeitsmodell zum Ver-
gleich verwendet, das zuvor aus Vorverarbeitungsergebnissen von trainierten
Bildern erstellt wurde. Das Lernen von Objektzugeho¨rigkeiten und Auspra¨-
gungsvariazen gelingt aus kombinatorischen Gru¨nden im Moment nur fu¨r
wenig Teilobjekte.
Da die Vorverarbeitung bereits aﬃn invariant ist, sind es auch die Er-
gebnisse. Auspra¨gungsvarainzen ko¨nnen in gewissen Grenzen aufgefangen
werden. Dabei generalisieren die Verfahren recht gut.
Dies ist mo¨glich, solange eine Anwendung stets ein Objektkonzept aus
einer Konzeptmenge auswa¨hlen muss. Schwierig wird es, wenn bisher nicht
bekannte Teilobjektkombinationen zu erkennen sind oder auch Szenen, die
kein gelerntes Objekt enthalten (Szeliski, 2010).
3.3 Mehrschichtsysteme
Mehrschichtsysteme sind in dem Sinne biologisch motiviert, als der Schich-
tenstapel den biologischen Verarbeitungspfad nachstellen soll und dabei eine
Komplexita¨tsreduktion der Bildinformation vorgenommen wird (Logothe-
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tis, 1998). Eine schichtenbasierte Verarbeitung bietet auch die Mo¨glichkeit,
Repra¨sentationen auf unterschiedlichen Komplexita¨tsstufen ﬂexibel fu¨r va-
riierende Kombinationen zu halten (Oram and Perrett, 1994).
3.3.1 Shifter Circuit
Die Idee, mit sogenannten
”
Shifter-Circuits“ Bildinhalte zuerst in eine Nor-
malform zuru¨ck zu transformieren und dann zu erkennen, stammt von An-
derson and van Essen (1987) und wurde von Olshausen et al. (1993, 1995)
sowie Postma et al. (1997) umgesetzt. Es gibt auch Einschichtsysteme, die
Ru¨cktransformation mithilfe von Gestaltprinzipien realisieren (Shen and
Horace, 1997).
Bildinformationen werden u¨ber mehrere Schichten weitergereicht. Die
Verbindungen ko¨nnen dabei gesteuert werden. So ko¨nnen Bildinhalte ver-
schoben und auch skaliert werden. Auf der ho¨chsten Schicht soll eine nor-
mierte Ansicht der Bildinformation zu ﬁnden sein, die dann mit klassischen
Techniken klassiﬁziert werden kann. Die Steuerung der Verbindungen u¨ber-
nimmt ein Kontrollblock, der die Ansteuerung der Verbindungen aus den
Bildinformationen ableitet.
Auf den Schichten werden Zwischenstadien des Routingprozesses repra¨-
sentiert. Bildinhalt wird nur durchgeleitet. Es gibt keine szenenbeschreiben-
den Repra¨sentationen, die aus dem Eingabebild abgeleitet werden. Innere
Repra¨sentationen sind aussagekra¨ftig in dem Sinne, dass stets ein (Teil-)
transformiertes Bild zur Verfu¨gung steht. Eine Segmentierung und Dekom-
position ist aber nicht durchfu¨hrbar.
Informationsintegration ﬁndet nicht im o.g. Sinn statt. Wenn die Verbin-
dungen zwischen den Schichten so gestellt sind, dass Bildregionen runterska-
liert werden, ﬁndet ledigleich eine Mittelung statt. Eine Kontextauswertung
wird nur vom Kontrollblock durchgefu¨hrt - das auch nur auf stark tiefpass-
geﬁlterten Bildinformationen. Das Einstellen der Verbindungen kann auch
als dynamisches Binden von Positionsinformation an Bildinformation ge-
deutet werden. Bekanntes Wissen ist in der Endklassiﬁkation und in der
Verbindungssteuerung gegeben.
Dieses wird mit einem u¨berwachten Lernverfahren fu¨r bestimmte Einga-
bebildstrukturen im Kontrollblock erlernt. Problematisch ist das Behandeln
nicht bekannter Muster. Fu¨r den Kontrollblock wird die Bildinformation
zwar mit einer groben Unscha¨rfe belegt. So sind Ziﬀern immer noch gut
zu erkennen - beliebige Muster mu¨ssen jedoch immer wieder neu gelernt




Das Shifter-Circuit-Verfahren kann Verschiebungs- und Skalierungsvari-
anzen auﬀangen. Theoretisch sind auch andere klassischen Varianzen denk-
bar. Ein Problem stellt dann aber die Ru¨cktransformation von Bildregionen
dar, deren Inhalt in Kombination mit mo¨glichen Transformationen immer
mehrdeutiger wird. Die eigentliche Objekterkennung wird auf die oberste
Schicht verschoben. Damit wird das Erkennen von abstrakten Varianzen
auch nur auf diese Schicht verschoben und entspricht dann dem, was fu¨r
Einschichtsysteme schon in Abschnitt 3.1.1 beschrieben wurde.
3.3.2 Neocognitron
Basierend auf dem Cognitron (Fukushima, 1975) stellte Fukushima (1980)
das Neocognitron vor. Es ist ein Mehrschichtverfahren, das abwechselnd
strukturspeziﬁsche Schichten und Schichten zur regionalen Summation (Poo-
ling) hintereinander schaltet. Durch die Summation wird in Richtung ho¨-
herer Schichten die Positionsinformation immer gro¨ber und kann mit ab-
nehmenden Auﬂo¨sungen repra¨sentiert werden. Im Gegenzug werden mehr
(Teil-)Objekt-speziﬁsche Schichten eingefu¨hrt. Am Ende der Verarbeitung
steht fu¨r jedes zu unterscheidende Konzept eine dedizierte Schicht.
Das Verfahren wurde in spezialisierten Formen erfolgreich zur Erken-
nung von handgeschriebenen Ziﬀern eingesetzt (Fukushima et al., 1983; Fu-
kushima, 1988; LeCun et al., 1989, 1990).
Repra¨sentiert werden Objekte, indem auf jeder Schicht die zugeho¨rigen
(Teil-)Speziﬁta¨ten aktiviert sind. Jede Speziﬁta¨t beschreibt auch Anordnun-
gen von Bildstrukturen, die auf unteren Schichten noch direkt den Struk-
turen des Eingabebildes zugeordnet werden ko¨nnen. Fu¨r Folgeschichten ist
eine Anordnung die zu einer Aktivita¨t fu¨hrte nicht mehr sichtbar, was ins-
besondere fu¨r Rotationen problematisch ist. Die Teilrepra¨sentationen sind
nicht aussagekra¨ftig in dem Sinne, dass man dort Teilobjekte sehen ko¨nnte.
Man kann die ra¨umlich zuzuordnenden Aktivierungen aber gut im Schich-
tenstapel zuru¨ckverfolgen und nachvollziehen wie eine Detektion zustande
gekommen ist (LeCun et al., 2004). So ist im Prinzip auch eine Dekompositi-
on von Objektteilen mo¨glich. In der Praxis lassen sich aber nur relativ wenig
Schichten realisieren. Daher mu¨ssen die Masken der Speziﬁta¨ten relativ groß
sein, um fu¨r eine Objektdetektion ausreichend Bildbereich abzudecken. Zur
detaillierten Segmentierung von Teilobjekten bra¨uchte man kleine Masken
und dann viele Schichten.
Informationsintegration wird in den Neocognitronverfahren durch regio-
nale Kontextauswertung mit Masken vorgenommen. Objektattribute wer-
den in diesem Verfahren nicht an die Repra¨senationen gebunden. Durch die
regionale Summation nach dem Detektieren, ist jedoch eine gewisse Frei-
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heit fu¨r unterschiedliche Kombinationen von Teilrepra¨sentationen gegeben.
Riesenhuber and Poggio (1999a) ersetzen die Summation durch eine Ma-
ximumfunktion und sehen darin eine Lo¨sung fu¨r ﬂexibles Binden von Teil-
repra¨sentationen (Riesenhuber and Poggio, 1999b). Die Funktion ist biolo-
gisch motiviert und soll das Verhalten von
”
Komplexen Zellen“ im visuellen
Kortex nachstellen (Tsunoda et al., 2001; Gawne and Martin, 2002). Das
Neocognitronverfahren arbeitet rein vorwa¨rtsgerichtet. Bekanntes Wissen
ist in den Masken der Speziﬁta¨tsschichten gegeben.
In der klassischen Form des Neocognitrons wird ein unu¨berwachtes Lern-
verfahren verwendet, welches fu¨r die Speziﬁta¨ten eine
”
Winner-Take-All“ -
Bekra¨ftigung verwendet (Fukushima, 1980). Fu¨r die praktischen Anwendun-
gen zur Handschriftenerkennung mussten jedoch die Schichten einzeln mit
einem u¨berwachten Lernverfahren eingestellt werden (Fukushima, 1988).
Gelernte Schichten bleiben dann fu¨r das Erlernen der Folgeschicht unver-
a¨ndert. Eine analytische Betrachtung der Lernverfahren und verschiedene
Leitstungsmessungen zeigt Lovell et al. (1997).
Verschiebungsinvarianz ergibt sich fu¨r das Neocognitron durch gemein-
sam verwendete Maskeneinstellungen der Speziﬁta¨tsschichten. Eine rela-
tiv geringe Skalierungsinvarianz ergibt sich aus der regionalen Summati-
on. Diese verbessert sich etwas, wenn man statt der Summenbildung eine
Maximumfunktion verwendet (Riesenhuber and Poggio, 1999a; Serre et al.,
2002, 2005). Rotationsinvarianz ist fu¨r das Neocognitron nur in sehr kleinem
Umfang gegeben. Es gibt Verfahrenserweiterungen, die das Erkennen von
rotierten Bildobjekten ermo¨glichen. Dabei potenziert sich aber der Suchauf-
wand (Satoh et al., 1997) oder es wird eine separates Netzwerk beno¨tigt, um
die Rotation zu erkennen, wobei das die erkennbaren Muster einschra¨nkt
(Fukumi et al., 1997; Satoh et al., 1999). Topologische Invarianz ist in Gren-
zen mo¨glich. Das Verfahren lernt dann mehrere Ansichten eines Konzeptes.
Wenn sich diese stark unterscheiden, wird sich auf hohen Ebenen eine Art
”
Oder-Funktion“ ergeben. Weitere Ansichten werden dann eher nicht gut
generalisieren. Bessere Eigenschaften zeigen da Verfahren, die wie das Neo-
cognitron Maskenspeziﬁta¨ten und regionale Summation verwenden - die
Speziﬁta¨ten aber frei in der Schichtenhierarchie einsetzen ko¨nnen (Teichert
and Malaka, 2002, 2003). Abstrakte Varianzen zeigen beim Neocognitron
a¨hnliche Probleme wie topologische. Generell verbessert man die Fa¨higkei-
ten, solche Varianzen aufzufangen, indem man auf hohen Schichten viele




Das bilogisch motiviertes Mehrschichtsystem wurde von Wallis and Rolls
(1997) und Elliﬀe et al. (2002) vorgestellt. Gegenu¨ber den bisher vorge-
stellten Mehrschichtverfahren benutzt es keine gemeinsam genutzten Ver-
bindungseinstellungen, um Verschiebungsinvarianz zu erreichen. Um noch
besser Verschiebungs- und Skalierungsvarianzen auﬀangen zu ko¨nnen, wur-
de spa¨ter noch ein extra Verarbeitungspfad eingefu¨hrt, der die Verbindun-
gen beeinﬂusst und so ein Aufmerksamkeitssystem darstellen soll (Deco and
Rolls, 2004; Rolls and Stringer, 2006).
Wie beim Neocognitron, sind Repra¨sentationen auch u¨ber Aktivierungs-
pfade gegeben, die mehrere Schichten umfassen. VisNet ist im Prinzip bes-
ser in der Lage, Information u¨ber Anordnungen weiter an ho¨here Schichten
weiterzuleiten, wenn dies zur Unterscheidung von verschiedenen Objekten
notwendig ist. Das liegt an dem unu¨berwachten Lernverfahren der kompe-
tetiven Schichten, das wesentliche Merkmale bekra¨ftigt. Wie beim Neoco-
gnitron sind Dekompositionen im Prinzip mo¨glich.
Die Informationsintegration funktioniert ausschließlich u¨ber Kontext-
auswertung anhand der Verbindungen zwischen den Schichten. Es gibt keine
regionale Summation. Das Verfahren arbeitet vorwa¨rtsgerichtet.
Zur Erlangung von Verschiebungsinvarianz wird das Eingabebild an ver-
schiedenen Positionen gezeigt. Die Aktivierung der obersten Schicht wird
beibehalten. Dann werden alle Verbindungen, die sich zwischen aktivierten
Schichtelementen beﬁnden, versta¨rkt (Hebbsches Lernen).
Im Prinzip lassen sich so beliebige Invarianzen erlernen. Auch Auspra¨-
gungsvarianzen sind mo¨glich. Allerdings wird der Lernaufwand dafu¨r durch
die kombinatorische Vielfalt schnell zu groß.
VisNet ist aus verfahrensarchitektonischer Sicht komplementa¨r zum Shif-
ter-Circuit. Das Shifter-Circuit fu¨hrt eine Objektabbildung auf eine einzelne
normalisierte Repra¨sentation zuru¨ck, wa¨hrend VisNet eine Repra¨sentation
erstellt, die alle Varianzen in sich tra¨gt. Weder VisNet noch Shifter-Circuit
konnten bisher auf gro¨ßere Bilderserien angewendt werden. Sie markieren
aus verfahrensarchitektonischer Sicht zwei Extrema, die wahrscheinlich kei-
ne große Anwendungsrelevanz mehr erlangen. Erfolgreiche Verfahren wie
die um das Neocognitron beschreiten einen Mittelweg. Sie bilden einen Ver-
arbeitungspfad, auf dem ein Teil der Information u¨ber Varianzen reduziert
wird und ein anderer Teil so transformiert wird, dass er einer Standardre-
pra¨sentation entspricht.
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3.4 Diskussion und Zusammenfassung
Aktuellen Verfahren zur Bilderkennung erreichen noch keine hohe Kon-
zeptabstraktion. Objektabbildungen mit abstrakten Varianzen sind daher
noch nicht richtig zu erkennen.
Einigen Verfahren gelingt dies nur fu¨r trainierte Bilder. Wenn dann Test-
bilder mit abstrakten Varianzen dazukommen, ko¨nnen die Verfahren nicht
auf dem gewu¨nschten Abstraktionsniveau generalisieren.
Am erfolgreichsten sind die Verfahren mit aﬃn invarianter Vorverarbei-
tung. Ihre Wahrscheinlichkeitsmodelle bieten jedoch nur begrenzt Mo¨glich-
keit auch Repra¨senationshierarchien zu realisieren.
Daher ist es wichtig, Verarbeitungsmethoden zu entwickeln, die grund-





In diesem Kapitel soll das Provadero-Verfahren vorgestellt werden. Es stellt
eine konzeptionelle Lo¨sung fu¨r die Realisierungsfrage in der wissenschaftli-
chen Fragestellung dar. Im folgenden Kapitel 5 wird eine konkrete Realisie-
rung des Verfahrens vorgestellt.
Mit der Entwicklung des Provadero-Verfahrens soll der Versuch unter-
nommen werden, wesentliche Funktionsprinzipien der biologischen Bildana-
lyse zu modellieren. Wie schon in Kapitel 2.2 dargestellt wurde, ist der bis-
her zusammen getragene Satz von Funktionsprinzipien unvollsta¨ndig und
nicht validiert. Daher ist die Vorgehensweise in diesem Beitrag konstruktiv,
d.h. es werden Funktionsweisen postuliert, realisiert und dann im u¨ber-
na¨chsten Kapitel auf Relevanz u¨berpru¨ft. Es werden verschiedene Module
deﬁniert, die die Funktionen ermo¨glichen sollen. Diese Module werden in
Lern- und Assoziationsprozessen iterativ eingesetzt.
In klassischen Verarbeitungsmodellen werden typischerweise Aktivita¨-
ten als skalare Werte modelliert. Fu¨r das hier vorgestellte Verfahren wird
zusa¨tzlich eine skalare Gro¨ße verwendet, die eine Auspra¨gung beschreibt. So
sind die verwendeten Module leider auch nicht einzeln in klassischen Um-
gebungen zu evaluieren. Nur einige Module sind separat zu evaluieren. Der
Rest muss als Gesamtheit ausgewertet werden. Das macht es schwierig, Rea-
lisierungen zu optimieren. Es wurde daher Wert darauf gelegt, die Module
mo¨glichst einfach zu gestalten und dabei auch nur wenige Parameter einzu-
fu¨hren. Entwicklung und Evaluierung des Verfahrens entfernen sich dennoch
vom klassischen Vorgehen, schrittweise nur kleine A¨nderungen einzufu¨hren
und diese separat zu evaluieren. Die Module wurden im Entwurfs- und Eva-
luierungsprozess oft vera¨ndert. In den folgenden Beschreibungen wird nur
der letzte Entwicklungsstand dargestellt. Teilweise werden verworfene Rea-




4.1.1 Was wird repra¨sentiert?
Mit dem Provadero-Verfahren soll der Versuch unternommen werden, Vari-
anzen explizit zu repra¨sentieren. Die Detektion soll nicht nur Varianzen auf-
fangen, sondern auch einen Wert u¨ber deren Auspra¨gung liefern. So sollen
Folgedetektionen speziﬁsch auf bestimmte Auspra¨gungen reagieren ko¨nnen.
Das ist wichtig, wenn ein Teilkonzept unterschiedlich fu¨r Folgedetektionen
benutzt werden soll. Soll z.B. das Teilkonzept
”
Kreisrunde Struktur“ fu¨r die
Erkennung von Autora¨dern und Verkehrszeichen eingesetzt werden, spielt
die Information u¨ber die Farbe auf dem Rand eine wichtige Rolle. Klassische
Detektionselemente berechnen nur einen Wert, der die U¨bereinstimmung
mit dem Teilkonzept beschreibt. Im beschriebenen Beispiel wu¨rde also das
Teilkonzept
”
Runde Struktur“ detektiert. Information u¨ber die Auspra¨gung
der Farbe stu¨nde fu¨r Folgedetektionen nicht mehr zur Verfu¨gung.
Ein klassisches Detektionselement reagiert speziﬁsch auf eine bestimmte
(Teil-)Bildstruktur. Es besitzt typischerweise einen skalaren Signalausgang
y, der in diesem Fall eine Aktivierung gro¨ßer Null zeigt. Die Information
u¨ber die Auspra¨gung der Bildstruktur wird verworfen.
Ein Provadero Element hat dagegen zwei Signalausga¨nge (Abbildung
4.1). Ein Signal ist die (skalare) Konﬁdenz c, die ebenfalls auf eine (Teil-)-
Bildstruktur speziﬁsch mit einem Ausgangswert gro¨ßer Null reagieren soll.
Zusa¨tzlich wird aber auch noch eine Auspra¨gung v berechnet, die die Aus-
pra¨gung der Bildstruktur beschreiben soll. Die (skalare) Auspra¨gung kann
Werte gro¨ßer, kleiner und gleich Null annehmen. Welche Auspra¨gung damit
konkret repra¨sentiert wird, ha¨ngt davon ab, welche Muster zuvor trainiert
wurden. Der Nullwert repra¨sentiert ein gemitteltes Trainingsmuster. Welche
(Teil-)Bildstrukturen repra¨sentiert werden, wenn der Wert ins Positive oder
Negative geht, ha¨ngt davon ab, welche Bildstrukturen der Trainingsmuster
die gro¨ßte Varianz gezeigt haben.
Elemente, die Varianzen explizit am Ausgang repra¨sentieren, wurden
schon von Poggio and Edelman (1990) und Liu et al. (1995) eingesetzt.
Allerdings waren das Zweischichtsysteme, die nur einfache klassische Trans-
formationen berechnen konnten.
4.1.2 Wie werden Strukturen und Anordnungen
kodiert?
Viele Ansa¨tze versuchen Eigenschaften der fru¨hen rezeptiven Felder in bio-






























Abbildung 4.1: Detektion mit klassischem- und Provadero-Element. Es sind
die Muster aus Abbildung 2.1 gezeigt. Jede Spalte steht fu¨r ein unterschied-
liches Konzept o. In den Zeilen ﬁndet man unterschiedliche Auspra¨gungen
der Bildstruktur fu¨r diese Konzepte. Eine klassische Detektion ist auf ein
bestimmtes Konzept speziﬁsch. Liegt eine der gezeigten Abbildungen des
Konzeptes als Eingabesignal an, so liefert der Ausgang y des dafu¨r speziﬁ-
schen Detektors typischerweise eine Aktivierung gro¨ßer Null. Die Provadero
Detektion besitzt zwei skalare Ausgangsgro¨ßen. Die Konﬁdenz c ist konzept-
speziﬁsch - wie bei der klassischen Detektion. Die Auspra¨gung v liefert einen
Wert, der die Auspra¨gung der Bildstruktur beschreibt. Sie soll unterschiedli-
chen Auspra¨gungen unterschiedliche Werte zuweisen. Die Zuordnungsfunk-




Verarbeitungszentren diese Ergebnisse weiterverarbeiten. Hier soll versucht
werden, eine einheitliche Verarbeitungsfunktion zu realisieren, die entlang
des visuellen Verarbeitungspfades gleichermaßen eingesetzt werden kann.
Dies wird im Provaderoverfahren durch Verarbeitungsschichten nachge-
ahmt. Sie bilden den Verarbeitungspfad durch einen Schichtenstapel nach.
Die unterste Schicht im Stapel repra¨sentiert das Eingabebild. Die ho¨heren
Schichten des Stapels repra¨sentieren zunehmend abstraktere konzeptuelle
Bildinhalte. Auf jeder Schicht l liegen Raster mit Rasterpunkten, die durch
Positionen p eindeutig zu lokalisieren sind. Die Raster sind auf allen Schich-
ten gleich, d.h. die Rasterauﬂo¨sung entspricht auf allen Schichten denen
des Eingabebildes. So muss keine Auﬂo¨sungsreduktion durchgefu¨hrt und
parametrisiert werden.
Jede Schicht ist einem Konzept o zugeordnet. Repra¨sentationen auf ei-
ner Schicht beschreiben die Anordnung dieses Konzeptes in einer regionalen
Umgebung. Diese Repra¨sentationen lassen sich fu¨r alle Schichten in einem
Zustandsvektor x(p) an einer Position p zusammenfassen. In diesem Vektor
sind also Beschreibungen u¨ber die regionalen Anordnungen aller Konzepte
gegeben. Auch wenn die Beschreibungen fu¨r die einzelnen Konzepte in der
hier gewa¨hlten Realisierung relativ einfach sind, ko¨nnen durch die Kombi-
nation von vielen Konzepten komplexe Bildinhalte beschrieben werden.
An jedem Rasterpunkt wird der Zustandsvektor durch ein Detektions-
element ausgewertet. Die Auswertung erfolgt anhand der Speziﬁta¨t des De-
tektionselementes. Sie ist innerhalb einer Schicht einheitlich fu¨r alle Detekti-
onselemente s(l) und sie ist charakteristisch fu¨r das der Schicht zugeordnete
Konzept o.
4.1.3 Sind innere Repra¨sentationen aussagekra¨ftig?
Die konstanten Rasterauﬂo¨sungen ermo¨glichen es, Repra¨sentationen direkt
Bildinhalten zuzuordnen. So kann man fu¨r jedes Konzept o nachvollziehen,
wie stark es an einer Rasterposition p aktiviert ist (c(l(o), p)) und welche
Auspra¨gung es dort hat (v(l(o), p)). Es ist auch nachvollziehbar, welche
Komponenten von unterliegenden Schichten zur Erstellung einer Repra¨sen-
tation beigetragen haben. So sollen komplexe Konzepte durch ru¨ckwa¨rtge-
richtetes U¨berpru¨fen segmentierbar sein.
4.2 Integration von Repra¨sentation
Zum besseren Versta¨ndnis der Provadero-Funktionen wird von der in Ab-
schnitt 2.1 entwickelten Gliederung abgewichen und die Beschreibung der
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Kontextauswertung vorgezogen.
4.2.1 Wie wird Kontext ausgewertet?
In Abschnitt 3.2.1 wurde schon auf typische Vorverarbeitungsschichten ein-
gegangen. Sie haben den prinzipiellen Nachteil, dass sie separat vom Klassi-
ﬁkationsverfahren entworfen werden mu¨ssen. Es gibt im Allgemeinen keine
analytische Handhabe fu¨r den Entwurf einer guten Kombination. Welche
Informationen die Vorverarbeitung detektiert, welche sie verwirft und wel-
che Auﬂo¨sungsreduktion erfolgt, ergibt sich in der Praxis meist aus Heu-
ristiken. Diese Verfahrensvorgaben werden meist nicht mehr durch einen
musterspeziﬁschen Lernvorgang beeinﬂusst und sind daher im Allgemeinen
suboptimal.
Das Provadero-Verfahren umgeht diese Schwierigkeiten und extrahiert
direkt auf den Rasterdaten der Repra¨sentationsschichten, wobei die unterste
Rasterschicht das Eingabebild repra¨sentiert.
Gegenu¨ber klassischen Verfahren, die Kontextinformationen ausgehend
von einem Rasterpunkt analysisieren, wird im Provadero-Verfahren der um-
gekehrte Weg gegangen. Mit einem Diﬀusionsverfahren H wird Information
u¨ber die Anordnung von Auspra¨gungen u¨ber eine Schicht l verteilt und ist
dann an jedem Rasterpunkt p abgreifbar. Diese Kontextauswertung wird
auf jeder Schicht gleich ausgefu¨hrt.
Das Diﬀusionsverfahren erstellt Strukturbeschreibungen. Das sind In-
formationen u¨ber die Anordnungen der von den Detektionselementen be-
rechneten Auspra¨gungen v(l, p). Die Strukturbeschreibungen umfassen den
dominanten Gradienten g(l, p) der Auspra¨gungen in der Umgebung von p
sowie dessen Entfernung (Translation) r(l, p) von der Postion p. Zusa¨tzlich
sind beiden Vektoren noch die Konﬁdenzwerte cg(l, p) und cr(l, p) zuge-
ordnet. Diese beschreiben, wie verla¨sslich die Vektoren berechnet werden
konnten. Abbildung 4.2 zeigt eine mo¨gliche Anordnung dieser Werte.
Im Abschnitt 4.1.2 wurde schon angedeutet, dass sich im Provadero-
Verfahren Informationen u¨ber Anordnungen nicht nur aus den Strukturbe-
schreibungen einer Schicht und damit fu¨r ein (Teil-)Konzept ergeben. Sie
werden u¨ber viele Schichten zu einem Zustandsvektor zusammengetragen.
Welche Schichten dazu einen Beitrag liefern, bestimmt eine Freigabefunkti-
on E . Sie wa¨hlt aus, welche Signale von welchen Schichten von den Provade-
ro Detektionselementen ausgewertet werden. Die Freigabe ist ein wichtiger
Bestandteil des Provadero-Verfahrens. Bei klassischen Verfahren ist in der
Regel vorab festgelegt, wie der Merkmalsraum beschaﬀen ist, der zur Vor-






Abbildung 4.2: Repra¨sentation von Bildstruktur durch zwei Vektoren. Fu¨r
die Provadero-Architektur wurde ein einfaches Kontextmodell gewa¨hlt, mit
dem zweidimensionale Bildstrukturen beschrieben werden ko¨nnen. Dazu
wird mit einem Diﬀusionsverfahren fu¨r jeden Rasterpunkt p Information
u¨ber die zweidimensionale Verteilung von v berechnet (hier in Grauwer-
ten dargestellt). Der Gradient g beschreibt den vorherrschenden Gradient
von v in der Umgebung. Die Translation r beschreibt, wie weit dieser von
dem Rasterpunkt p entfernt ist. Die Konﬁdenzen cr und cg beschreiben mit
welcher Sicherheit die Strukturbeschreibungen Translation und Gradient
ermittelt werden konnten
jedes Detektionselement vorab festgelegte Eingangssignale. Dadurch ist aber
auch schon beschra¨nkt, was ein Detektor u¨berhaupt erkennen kann.
Schließen sich ho¨here Detektionsstufen an, werten Sie meist nur die de-
tektierten Eigenschaften der direkt unterliegenden Stufen aus. Sie haben
dadurch keine Mo¨glichkeit, noch speziﬁsch auf einzelne Detektionsergeb-
nisse unterer Stufen zu sein. Dies ist aber fu¨r das Erkennen vieler Objekte
wesentlich, da ihre Teilrepra¨sentationen keine Monohierarchien bilden - also
jede Teilrepra¨sentation nur maximal einer ho¨heren Teilrepra¨sentation zuge-
ordnet wa¨re. Sollen beispielsweise gelbe Postka¨sten erkannt werden, sollte
eine untere Detektionsschicht quaderfo¨rmige Objekte aus Helligkeits- und
Farbstrukturen im Bild detektieren ko¨nnen. Diese Detektionsstufe sollte
bezu¨glich Farben invariant sein, weil sie aus Eﬃzienzgru¨nden auch noch
andere quaderfo¨rmige Objekte erkennen soll. Eine ho¨here Detektionsstufe
soll dann komplette Postka¨sten als gelbe, quaderfo¨rmige Objekte mit hori-
zontaler Klappe erkennen, kann jedoch keine Speziﬁta¨t mehr zum Merkmal
”
gelb“ bilden, da dies schon von der unteren Detektionsstufe behandelt und
nicht weitergereicht wurde.
Diese Einschra¨nkung hat das Provadeo-Verfahren nicht. Im Zuge des
Lernverfahrens werden beliebig viele Schichten eingefu¨hrt, die hauptsa¨chlich
auch nur auf einige Komponenten der direkt unterliegenden Detektionsstu-
fen speziﬁsch sind. Prinzipiell kann jedoch jede Schicht auf jede Komponente
jeder unterliegenden Schicht speziﬁsch sein. Mit der Freigabe E(l) werden
nur die Komponenten gewa¨hlt, die zur Unterscheidung der gelernten Kon-
zepte besonders geeignet sind.
Eine Beschra¨nkung auf mo¨glichst wenige, eﬃziente Komponenten ist
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Abbildung 4.3: Die Provadero-Projektion beschreibt die Berechnung der
Auspra¨gung v und der zugeho¨rigen Konﬁdenz c. Die Speziﬁta¨t s repra¨-
sentiert die Richtung der gro¨ßten Varianz, die die Zustandsvektoren der
Trainingsmuster haben (hier durch Kreuze dargestellt). Ein neuer x Zu-
standsvektor aus einem zu pru¨fenden Eingabebild wird auf die Speziﬁta¨t
projiziert. Der Wert v beschreibt, welche Auspra¨gung er relativ zu den be-
reits gelernten Zustandsvektoren hat. Der Abstand d beschreibt, wie gut
er noch in der Schar der gelernten Zustandsvektoren liegt. Kleine d-Werte
erzeugen eine hohe Konﬁdenz c.
zusa¨tzlich wichtig. Wu¨rde stets der komplette Zustandsvektor ausgewertet,
ko¨nnten sich kaum Speziﬁta¨ten fu¨r abstrakte Teilkonzepte einstellen, da die
unteren Schichten dabei wie Rauschen sto¨ren wu¨rden.
4.2.2 Wie werden Repra¨sentationen integriert?
Jede Schicht hat eine eigene Freigabefunktion E(l), die beschreibt, aus
welchen Komponenten der Zustandsvektor x zusammengestellt wird. Sei-
ne Werte bilden die Eingangssignale fu¨r die Detektionselemente. Diese be-
rechnen anhand einer Projektion P die v und c Werte der Schicht (Abbil-
dung 4.3).
Diese Werte stellen invariante und variante Anteile des der Schicht zu-
geordneten Teilkonzeptes dar. Die Auspra¨gung v berechnet sich aus der
Projektion auf die Gerade der gro¨ßten Varianz der bisher gelernten Zu-
standsvektoren. Der Wert beschreibt also, wie die Auspra¨gung des Einga-
bebildes relativ zu den Auspra¨gungen der Zustandsvektoren gelegen ist.
Dies geschieht auf der Geraden, die durch die Varianzmaximierung große
Musterabsta¨nde und damit Unterscheidbarkeit ermo¨glicht. Die Gerade wird
durch einen Vektor - die Speziﬁta¨t s beschrieben.
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Die Konﬁdenz (oder auch Aktivierung) c berechnet sich aus dem Ab-
stand, den die Projektion des Zustandsvektors senkrecht zur Geraden hat.
Ist der Abstand klein, bedeutet das, dass der Zustandsvektor in einem Be-
reich des Merkmalsraumes liegt, in dem auch der Großteil der Punkte liegt,
die den Trainingsmustern entsprechen. In diesem Fall ergibt sich eine hohe
Konﬁdenz. Ist der Abstand groß, ergibt sich eine kleine Konﬁdenz.
Die Projektion ist die Funktion im Provadero-Verfahren, die eine Infor-
mationsreduktion im Sinne des in Abschnitt 3.3.3 diskutierten Charakteris-
tika besitzt.
4.2.3 Wie werden Eigenschaften an
Repra¨sentationen gebunden?
Die meisten Betrachtungen, die das sogenannte
”
Bindeproblem“ betreﬀen,
gehen von einer expliziten Verknu¨pfung von symbolischen Repra¨sentationen
aus (Wickelgren, 1969; von der Malsburg and Schneider, 1986; von der Mals-
burg, 1994). Im Rahmen dieses Beitrages soll eine andere Betrachtungsweise
vorgeschlagen werden, die das Binden von Eigenschaften als eine Auspra¨-
gungsvariante versteht. Fu¨r jedes (Teil-)Konzept gibt es eine Auspra¨gung,
die in beliebiger Intensita¨t auftreten kann. Diese analoge Repra¨sentation
kann schon fu¨r eine Kombination von symbolischen Repra¨sentationen ste-
hen. Wenn unterschiedliche Eigenschaftskombinationen gebunden werden
sollen und diese korreliert auftreten, kann die Auspra¨gung diese repra¨sen-
tieren. Bei unkorrelierten Eigenschaften ko¨nnen mehrere repra¨sentierende
(Teil-)Konzepte eingesetzt werden.
Die Repra¨sentationen von Eigenschaften parametrisieren einen eigenen
Raum. So ko¨nnen mit wenig Dimensionen viele Kombinationen repra¨sen-
tiert werden. Bei klassischen Lo¨sungen zum Bindeproblem, wird sonst fu¨r
jede Eigenschaftskombination ein separater Detektor beno¨tigt (Wickelgren,
1969).
4.2.4 Wie ﬂießt bekanntes Wissen mit in den
Erkennungsvorgang ein?
Die wesentliche Wissenkomponente im Provadero-Verfahren ist die Speziﬁ-
ta¨t s, die fu¨r jede Schicht und damit fu¨r jedes (Teil-)Konzept gegeben ist.
Sie bestimmt, fu¨r welche Eingangssignale x Aktivita¨ten erzeugt werden.
Der Erkennungsvorgang wird auch noch durch eine Ru¨cktransformati-
onsfunktion B beeinﬂusst. Sie versucht die Eingangssignale x zu normali-
sieren (a¨hnlich wie das Shifter-Circuit-Verfahren aus Abschnitt 3.3.1). Die
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Abbildung 4.4: Perspektivische Bildverzerrungen ergeben auch ein verzerr-
tes Vektorfeld von Translationsvektoren. Beispielhaft werden zwei in der
Realita¨t parallel verlaufende Linien unter perspektivischer Transformation
in einem Winkel aufeinander zu laufen (fett dargestellt). Die Transforma-
tion verzerrt auch das Vektorfeld der Translationsvektoren r. Im gezeigten
Beispiel sind diese links ku¨rzer als rechts. Diese Information kann genutzt
werden, um eine Ru¨cktransformationsfunktion so zu parametrisieren, dass
eine invariante Erkennung der Hauswand mo¨glich wird.
Parameter dieser Funktion stellen ebenfalls Wissen fu¨r den Erkennungsvor-
gang dar.
Die Ru¨cktransformation soll es ermo¨glichen, globale Varianzen zuru¨ckzu-
transformieren, z.B. perspektivische Bildverzerrungen. Dazu ko¨nnen fu¨r die
strukturbeschreibenden Vektoren r und g Winkel und La¨ngen beeinﬂusst
werden. Die Ru¨cktransformation ist eine Funktion aller zuvor detektierten
Auspra¨gungen. So ist es mo¨glich, dass auch ho¨here Teilkonzepte noch eine
Entzerrung der Bildgeometrie vornehmen ko¨nnen, die schon auf viel niedri-
geren Stufen detektiert wurde.
Zur Veranschaulichung soll eine Abbildung mit einer perspektivischen
Verzerrung von zwei Bildlinien betrachtet werden, die in der realen Welt
parallel verlaufen. In der Abbildung laufen sie in einem bestimmten Winkel
aufeinander zu. Zwischen den Linien ergibt sich auf den Pixeln ein Vektor-
feld von Translationsvektoren (Abbildung 4.4).
Dieses Vektorfeld kann genutzt werden, um u¨ber die Ru¨cktransformation
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die La¨nge der Translationsvektoren von Folgeschichten so zu beeinﬂussen,
dass deren Projektion so erfolgen kann, als wa¨re keine perspektivische Ver-
zerrung gegeben.
Benachbarte Bildregionen beno¨tigen typischerweise a¨hnliche Ru¨cktrans-
formationen. Diese sind aber nicht immer eindeutig aus den lokalen Bild-
daten zu bestimmen. Das Provaderoverfahren stellt ein zusa¨tzliches Diﬀusi-
onsverfahren bereit, das die Parametrisierung fu¨r die Ru¨cktransformations-
funktion interpoliert.
Die Ru¨cktransformation ist die Funktion im Provadero-Verfahren, die ei-
ne Informationstransformation im Sinne der in Abschnitt 3.3.3 diskutierten
Charakteristika besitzt. Zusammen mit der Integration von Repra¨sentatio-
nen ergibt sich also ein gemischtes informationsreduzierendes und -trans-
formierendes Verfahren.
4.3 Lernen
Das Provadero-Verfahren soll eine Menge O von Konzepten unterschei-
den ko¨nnen. Diese Konzepte erscheinen auf Abbildungen in beliebigen Va-
rianzen. Damit die Provadero-Erkennung auch eine bisher nicht gelernte
Konzeptabbildung dem richtigen Konzept zuordnen kann, muss sie zwischen
Konzeptabbildungen generalisieren ko¨nnen. Die Provadero-Lernverfahren
parametrisieren die Erkennung so, dass fu¨r Abbildungen eines Konzeptes
generalisiert werden kann und Abbildungen unterschiedlicher Konzepte un-
terschieden werden ko¨nnen.
Um eine gute Generalisierung zu erreichen, wird ein Konzept o anhand
von mehreren typischen Abbildungen gelernt. Dazu werden eine Menge QL
von Trainingsmustern verwendet. Ein Trainingsmuster qL besteht aus einem
Bild ψ und einem Konzept o: qL = {ψ, o}. Die Bilder der Trainingsmuster
eines Konzeptes sollen das Konzept in anwendungstypischen Varianzen dar-
stellen.
In jeder Lerniteration wird eine Gruppe Ω von Schichten hinzugefu¨gt. Je-
der Schicht l der Gruppe ist genau ein Konzept o(l) zugeordnet. Die Schich-
ten der Gruppe werden so eingestellt, dass sie besonders gut auf Ansichten
des zugeordneten Konzeptes reagieren. Abbildung 4.5 zeigt beispielhaft fu¨r
zwei Muster die Anordnung von Gruppen und Schichten.
Die Lerniterationen werden solange fortgesetzt und Schichtengruppen
werden solange eingefu¨hrt, bis eine ausreichende Erkennungsleistung er-
reicht ist.
Beim Erkennen von Szenen wird mit dem Provadero-Verfahren eine Re-



















Abbildung 4.5: Jede Schichtengruppe Ω (hier fett umrandet) entha¨lt fu¨r
jedes Konzept o eine Schicht. Die unterste Gruppe entha¨lt soviel Schich-
ten, wie Kana¨le zur Farbkodierung des Eingabebildes ψ ausgewa¨hlt wur-
den. Mit jeder Lerniteration wird eine Schichtengruppe neu eingefu¨hrt und
parametrisiert. Jedem Muster q ist ein eigener Stapel von Schichtengrup-
pen zugeordnet. Die Assoziationsmodule einer Schicht l werden durch die
Lernverfahren fu¨r alle Stapel identisch parametrisiert. In Abha¨ngigkeit des
Eingabebildes und der Assoziation ergeben sich dann aber unterschiedlich
aktivierte (Teil-)Konzepte auf der Schicht.
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ﬁkationen und Klassiﬁkationen vorzunehmen.
Damit diese Verarbeitung mo¨glich wird, stellt das Lernverfahren vorab
die Parameter fu¨r die Freigabe, die Projektion und die Ru¨cktransformation
ein.
Fu¨r die Freigabefunktion werden die Schichten ausgewa¨hlt, deren mittle-
re Aktivierung am besten zur Abgrenzung vom (Teil-)konzept der lernenden
Schicht gegenu¨ber den restlichen (Teil-)konzepten geeignet sind.
Fu¨r die Projektion wird die Speziﬁta¨t s so eingestellt, das sie entlang
der gro¨ßten Varianz der zu lernenden Zustandsvektoren liegt.
Die Ru¨cktransformation wird so eingestellt, dass die folgenden Schich-
ten mo¨glichst invariante Signale eines Konzeptes erhalten. Dabei muss eine
Unterscheidbarkeit der unterschiedlichen Konzepte erhalten bleiben.
4.4 Varianzen
4.4.1 Wie funktioniert Erkennen unter klassischen
Varianzen?
Alle Detektionselemente sind auf den Rasterpositionen einer Schicht gleich
parametrisiert. Dadurch ist intrinsisch eine Verschiebunginvarianz gegeben.
Die anderen klassischen Varianzen sollen in erster Linie durch die Ru¨ck-
transformationsfunktion aufgelo¨st werden.
4.4.2 Wie funktioniert Erkennen unter abstrakten
Varianzen?
Wie schon in Abschnitt 2.2.6 beschrieben, sind abstrakte Varianzen wohl
nur aufzufangen, wenn viele Detektionsstufen verwendet werden. Die op-
timale Anzahl ha¨ngt von der Anzahl der Konzepte und deren typischen
Auspra¨gungen in der Anwendung ab. Sind schon einfache Eigenschaften
der Konzepte in den Abbildungen disjunkt, genu¨gen wenige Detektions-
stufen. Dies wird zum Beispiel beim Roboterfußball ausgenutzt, wo in nur
einer Stufe eine Objekterkennung mittels Farbsegmentierung mo¨glich ist.
Treten jedoch Teilkonzepte immer wieder in anderen Auspra¨gungen auf,
werden mehrere Stufen beno¨tigt. Beispielsweise haben Telefone immer ei-
ne Wa¨hleinrichtung - diese kann als Tastatur oder Wa¨hlscheibe ausgefu¨hrt
sein. Ein einzelner Taster einer Telefontastatur kann eine runde oder eckige
Form haben, etc. Sollen zum Beispiel Telefone, Laptops und Aktenordner
voneinander unterschieden werden, sind Tastaturen und Taster eﬃziente
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Teilkonzepte deren invariante Repra¨sentation wertvoll fu¨r folgende Detek-
tionsstufen ist.
Es ist schwierig, die optimale Anzahl von Detektorstufen analytisch zu
bestimmen, da das insbesondere von der Repra¨sentation der zweidimensio-
nalen Struktur von Teilkonzepten und der Detektoreigenschaften abha¨ngt.
Fu¨r die Provadero-Architektur wird die Anzahl der Detektionsstufen em-
pirisch bestimmt. Es werden iterativ solange Detektionsstufen (Schichten)
hinzugefu¨gt, bis die Erkennung ausreichend gut unterscheiden und genera-
lisieren kann.
4.5 Zusammenfassung und Bewertung
Das Provadero-Verfahren bietet Lo¨sungen fu¨r wichtige Fragestellungen des
Bildverstehens an. Es wird vorgeschlagen, Bildvarianzen universell zu verar-
beiten. Das ist wahrscheinlich auch eine wesentliche biologische Eigenschaft.
Es wird auch vorgeschlagen, Varianzen explizit zu repra¨sentieren. Dies wur-
de in Modellierungen bisher nicht umfassend eingesetzt.
Zur Umsetzung von Verarbeitungsfunktionen wurden Detektionselemen-
te und Module wie Freigabe, Ru¨cktransformation, Projektion und Lernen
beschrieben. Eine mo¨gliche Modulrealisierung wird im na¨chsten Kapitel be-
schrieben. Andere Realisierungen sind denkbar und ko¨nnen spa¨ter im Rah-






Das Provadero-Verfahren repra¨sentiert den Inhalt einer Bildszene durch die
Aktivierung von Teilrepra¨sentationen. Diese sind in Schichten l angeordnet;
wobei jeder Schicht eine Teilrepra¨sentation (ein Teilkonzept) o(l) zugeordnet
ist. Zusammen bilden die Schichten einen Stapel L. Die Funktion h(l) liefert
die Ho¨he einer Schicht im Stapel. Die unterste Schicht l0 hat den Ho¨henwert
h(l0) = 0. Die Funktion λ(h) liefert die Schicht auf der Ho¨he (h ∈ N).
Die unterste Schicht im Stapel repra¨sentiert das Eingabebild. Bei Mehr-
kanal-Eingabebildern ko¨nnen auch die na¨chstho¨heren Schichten mit zur Re-
pra¨sentation des Eingabebildes verwendet werden.
Das Eingabebild besteht aus I horizontalen und J vertikalen Pixeln. Die
Gesamtanzahl P der Pixel berechnet sich aus P = IJ .
Auf jeder Schicht liegt ein Raster mit Positionen p. Die Raster entspre-
chen mit IJ Positionen der Auﬂo¨sung des Eingabebildes.
Die Aktivierung (oder auch Konﬁdenz) c an einem Rasterpunkt be-
schreibt, wie wahrscheinlich das Teilkonzept an der Position p des Raster-
punktes im Eingabebild gegeben ist und v beschreibt in welcher Auspra¨gung
das Teilkonzept gegeben ist.
Aus diesen Werten werden dann mit einem Diﬀusionsverfahren H Be-
schreibungen u¨ber die zweidimensionale Struktur des Teilkonzeptes um p
erstellt. Das sind die Werte r, g und deren Konﬁdenzen cr, cg. Ein anderes
Diﬀusionsverfahren F interpoliert die v Werte in Bereichen mit geringer c
Konﬁdenz und erstellt daraus ein neues Wertepaar vf und cf . Dies Wer-
tepaar steuert die in Abschnitt 4.2.4 beschriebene Ru¨cktransformation auf
ho¨heren Schichten.
Die Aktivierung und die Auspra¨gung werden durch die Projektion be-
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rechnet. Dazu werden die Strukturbeschreibungen r, g, cr und cg der unter-
liegenden Schichten ausgewertet. Zuvor erfolgt noch die Ru¨cktransformation
der Strukturbeschreibungen. Damit soll erreicht werden, dass globale und
regionale Bildverzerrungen, die im Eingabebild z.B. durch perspektivische
Projektion gegeben sind, zuru¨ckgerechnet werden ko¨nnen. Das Ergebnis die-
ser Berechnung ist der Zustandsvektor xs mit der zugeho¨rigen Konﬁdenz cs.
Abbildung 5.1 zeigt die wesentlichen Elemente von Assoziation und Ru¨ck-
transformation.
Die Provadero-Assoziation A umfasst sowohl das U¨berpru¨fen, ob eine
bestimmte Kombination von Teilkonzepten in einer bestimmten Anordnung
im Eingabebild gegeben ist, als auch die Ru¨cktransformation einer Bildver-
zerrung, die diese Kombination von Teilkonzepten betriﬀt. Die einzelnen
Teilschritte der Assoziation sind in Abbildung 5.2 veranschaulicht.
Durch jede Lerniteration wird eine neue Schichtengruppe Ω eingefu¨hrt.
Die Assoziationsteilschritte werden fu¨r jede Schichtengruppe Ω durchge-
fu¨hrt. Zuna¨chst werden die Diﬀusionen H(Ω) und F(Ω) ausgefu¨hrt. Danach
folgen Freigabe E(Ω), Ru¨cktransformation B(Ω), Skalierung S(Ω), Projekti-
on P(Ω) und die Normierung N (Ω). Diese Schritte beschreiben, wie fu¨r eine
Schichtengruppe Konﬁdenzen, Auspra¨gungen, Strukturbeschreibungen und
deren Konﬁdenzen berechnet werden. Dies geschieht in Abha¨ngigkeit des
Eingabebildes und der schon assoziierten Werte unterliegender Schichten.
Die ersten vier Schritte beschreiben die Zusammenstellung des Zustands-
vektors xs und der zugeho¨rigen Konﬁdenz cs. Beide werden fu¨r den wesent-
lichen Assoziationsschritt: die Projektion verwendet. Der Zustandsvektor
und die zugeho¨rige Konﬁdenz werden dabei fu¨r jeden Rasterpunkt der as-
soziierenden Schicht aus Strukturbeschreibungen unterliegender Schichten
berechnet. Abschließend wird c˜ zu c normiert. Diese Anpassung richtet sich
nach der globalen Aktivita¨t in der Schichtengruppe und stellt sicher, das
deren mittlere Aktivita¨t immer auf dem gleichen Niveau gehalten wird.
Die Assoziation wird fu¨r Trainingsmuster qL und Testmuster qT gleicher-
maßen durchgefu¨hrt. Bis auf die Normierung la¨uft die Assoziation fu¨r jedes
Muster q unabha¨ngig von anderen Mustern, daher wird fu¨r die Darstellung
der anderen Assoziationschritte der Parameter q weggelassen.
Fu¨r die folgenden Formeldarstellungen sollen noch folgende Formatie-
rungskonventionen gelten: Akzente und hochgestellte Buchstaben sind Be-
zeichner. Tiefgestellte Zeichen sind Indizes. Fettgeschriebene Variablen sind
Vektoren. Großschreibung steht fu¨r Mengen oder Anzahl von Elementen ei-































Abbildung 5.1: Provadero-Assoziation an einer Pixelposition p. Es sind drei
Schichten h(l) = 0..2 abgebildet. Die erste Schicht ergibt sich aus dem
Eingabebild (bei mehrkanaligen Eingabebildern ko¨nnen dies auch mehre-
re Schichten sein). Fu¨r alle Folgeschichten wird eine Assoziation duchge-
fu¨hrt, die von den Strukturbeschreibungen vf , r,g mit deren Konﬁdenzen
aus unterliegenden Schichten abha¨ngt. Diese Werte werden noch durch eine
Ru¨cktransformation vera¨ndert, die von den Auspra¨gungen vf und Konﬁ-
denzen cf unterliegender Schichten abha¨ngt. Die Assoziation erzeugt aus
den ru¨cktransformierten Werten cs,xs neue Werte c, v fu¨r die na¨chstho¨here
Schicht. Aus diesen Werten werden dann mit einem Diﬀusionsverfahren die




















































Abbildung 5.2: Flussdiagramm zur Provadero-Assoziation. Das Verfahren
wird fu¨r alle Schichten angewendet. Die Bearbeitung startet auf der unter-
sten Schicht und wird dann jeweils fu¨r die na¨chst ho¨here Schicht durchge-
fu¨hrt. Zuna¨chst werden auf unterliegenden Schichten Strukturbeschreibun-
gen mit einem Diﬀusionsverfahren erstellt (1). Danach wird der Zustands-
vektor fu¨r die assoziierende Schicht zusammengestellt (2). Dabei ﬁnden nur
Komponenten Verwendung, die einen relevanten Beitrag zur Assoziation
leisten ko¨nnen, was durch eine Freigabe gesteuert wird. Als na¨chstes wird
eine Ru¨cktransformation vorgenommen, die diese Schicht betreﬀende Vari-
anzen eliminieren soll (3). Nachdem der Zustandsvektor skaliert wurde (4),
kann der wesentliche Assoziationsschritt - die Projektion durchgefu¨hrt wer-
den (5). Dabei werden die Aktivierung und die Auspra¨gung fu¨r die Folge-
schicht bestimmt. Abschließend werden die berechneten Aktivierungen fu¨r
die assoziierende Schichtengruppe normiert (6). Fu¨r die untersten Schich-





Jedes Verfahren zur Bildanalyse muss auf irgendeine Art und Weise Infor-
mationen u¨ber den visuellen Kontext also die strukturelle Auspra¨gung eines
zweidimensionalen Bereichs auswerten ko¨nnen. Diese Notwendigkeit bringt
erhebliche Schwierigkeiten mit sich, da die zweidimensionalen Strukturen
Transformationen, wie z.B. perspektivischen Varianzen unterliegen. Viele
Verfahren zum Konzepterkennen starten in einem ersten Bildverarbeitungs-
schritt mit einer Detektion einfacher Strukturen und benutzen dazu Filter,
die eine Faltungsoperation einer Filtermaske auf dem Bild durchfu¨hren. Die-
se Maske gibt eine feste zweidimensionale Gewichtung der Umgebung vor
und ist damit im Allgemeinen nicht mehr invariant gegenu¨ber z.B. Skalie-
rungen oder allgemeinen perspektivischen Varianzen.
Das Provadero-Verfahren verwendet keine derartig starre Vorverarbei-
tung. Auf jeder Schicht wird eine Kontextanalyse mit einem Diﬀusionsver-
fahren durchgefu¨hrt, das einfache Strukturbeschreibungen iterativ erstellt.
Es basiert auf dem von Teichert and Malaka (2006) vorgestellten Diﬀusions-
verfahren und wird hier in einer erweiterten Form fu¨r die Diﬀusion H der
Strukturwerte und die Diﬀusion Fzur Interpolation der Auspra¨gungswerte
verwendet.
Nachdem die Projektion auf einer Schicht fu¨r jeden Rasterpunkt eine
Aktivierung c und eine Auspra¨gung v berechnet hat, werden Informationen
u¨ber deren Vera¨nderungen gegenu¨ber benachbarten Rasterpunkten u¨ber die
Schicht diﬀundiert.
Mit der F Funktion wird die Auspra¨gung auch fu¨r Gebiete bestimmt,
die eine geringe Konﬁdenz haben. Die Wirkungsweise entspricht in etwa
einer Interpolation. Die interpolierten Werte sind dann die Aktivierung cf
und die Auspra¨gung vf . Sie werden zur Steuerung der Ru¨cktransformation
verwendet.
Die H Funktion erstellt fu¨r jede Position p zwei Vektoren: der vorherr-
schende Gradient in der Umgebung g und die Translation r, die beschreibt,
wo sich g relativ zu p beﬁndet. Die Konﬁdenzen cr und cg beschreiben,
wie verla¨sslich die Translation und der Gradient ermittelt wurden. Abbil-
dung 4.2 zeigt beispielhaft, wie so eine Repra¨sentation aussehen kann. Alle
Werte g, r, cr und cg werden direkt an der Position p repra¨sentiert.
Diese Kontextrepra¨sentation ist relativ primitiv. Werden jedoch mehrere
Schichten betrachtet, ko¨nnen komplexe Inhalte repra¨sentiert werden.
Die Diﬀusionsverfahren lassen sich abstrakt auch gut anhand einer Si-
mulation von ﬂießenden farbigen Flu¨ssigkeiten veranschaulichen. Dazu wird
angenommen, dass auf jedem Pixel eine Flu¨ssigkeitssa¨ule steht und sich ihre
initiale Ho¨he nach der Aktivierung c richtet. Weiter wird fu¨r die F Funktion
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angenommen, dass die Farbe durch die Auspra¨gung v gegeben ist. In einem
Simulationsschritt werden Bereiche mit geringer Fu¨llho¨he mit der Farbe aus
angrenzenden Bereichen mit hoher Fu¨llho¨he aufgefu¨llt. Der Austausch er-
folgt nur in Abha¨ngigkeit der im Simulationsschritt gegebenen Diﬀerenzen.
Ein Farbaustausch bei gleicher Fu¨llho¨he ﬁndet nicht statt (bei diﬀusionsof-
fenen Trennwa¨nden wa¨re das in der Realita¨t der Fall). Das Wassermodell
kann man sich also so vorstellen, dass alle (Pixel-)Beha¨lter voneinander
getrennt sind und in jedem Simulationsschritt Diﬀerenzen in der direkten
Umgebung umgefu¨llt werden.
Bei der H Funktion sollen Diﬀerenzen in der umliegenden Struktur un-
tersucht werden. Fu¨r die Flu¨ssikeitsanalogie kann man die Farbe nun als
Richtung deuten, in der ein lokaler Gradient gegeben ist. Die Sta¨rke des
Gradienten entspra¨che dann der Farbsa¨ttigung. In einer Diﬀusionssimula-
tion mit Schwerkraft werden nun wieder Bereiche mit geringer Fu¨llho¨he
von angrenzenden mit hoher Fu¨llho¨he u¨berschwemmt. Dabei breitet sich
die Farbe des sta¨rksten Gradienten in der Umgebung aus. Gleichzeitig wird
gemessen, wie weit die Flu¨ssigkeit geﬂossen ist und aus welcher Richtung
sie gekommen ist. Das ergibt den Translationsvektor. Dessen Aktivierung
bleibt hoch, wenn es auf dieser Flusstrecke zu wenig Farbvermischungen
gekommen ist.
Diﬀusionsverfahren werden erfolgreich zur Entrauschung von Bildern
eingesetzt (z.B. Didas et al., 2009). Die Verwendung im Provadero-Verfahren
zur Erstellung von Strukturbeschreibungen ist jedoch ein neues Anwen-
dungsfeld.
Rastereigenschaften
Die im Folgenden vorgestellten Diﬀusionsverfahren deﬁnieren den Informa-
tionsaustausch zwischen Zellen, die in einem Raster angeordnet sind. Es sind
drei Rastertopologien mo¨glich, wenn die Zellen konvex und ﬂa¨chenfu¨llend
und das Raster regelma¨ßig sein sollen. D.h. die Absta¨nde zu den Zellschwer-
punkten innerhalb einer Nachbarschaftsklasse sind identisch. Abbildung 5.3
zeigt Absta¨nde fu¨r gleichseitige Dreiecke, Quadrate und Hexagone.
Der Abstandsfaktor ς dru¨ckt aus, wie weit zwei Zellmittelpunkte im
Verha¨ltnis zu einer direkten Nachbarschaft voneinander entfernt sind. Er
ﬁndet Verwendung, wenn Informationen aus der Umgebung aufsummiert
und dabei in Abha¨ngigkeit ihres Abstandes gewichtet werden mu¨ssen. Da-
bei wird die entsprechende Richtung mit einem tiefgestellten Index ausge-
dru¨ckt. Wenn z.B. u¨ber x-Werte aller Nachbarschaftszellen gewichtet sum-
miert werden soll, kann das einfach mit
∑
a ςax(pa) ausgedru¨ckt werden.
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Nachbarschaft: direkt sekunda¨r tertia¨r
Kanten-
Topologie: la¨nge # ς # ς # ς
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Abbildung 5.3: Abstandsfaktoren von Rasterzellen in Abha¨ngigkeit der Ras-
tertopologie. Direkte Nachbarzellen teilen die gleichen Kanten. Sekunda¨re
und tertia¨re teilen nur Eckpunkte. Die sekunda¨ren Nachbarschaftszellen ha-
ben dabei den geringeren Abstand. Die Tabelle zeigt die Anzahl # der je-
weiligen Nachbarschaftszellen und deren Abstand ς zur betrachteten Zelle.
Gemessen wird dieser zwischen den Fla¨chenschwerpunkten der Zellen. Al-
le Absta¨nde sind auf den Abstand der direkten Nachbarn normiert. Die
Kantenla¨nge der Zellen und die Absta¨nde zu den sekunda¨ren und tertia¨ren
Nachbarn ergeben sich also mit der Einheit des Abstandes der direkten
Nachbarn.
Von einer Zelle an der Position p kann die Nachbarschaftszelle in Richtung
a einfach u¨ber pa referenziert werden.
Damit gleich auch eine Normierung auf die Summe der Abstandsfakto-






Wird ein Wert u¨ber eine Richtungssumme berechnet, wie beispielsweise
y = c
∑
a σa x(pa), so bezeichnet ein tiefgestellter Index an dieser Variablen
den Summenanteil in der entsprechenden Richtung: ya = c σa x(pa).
Das Provadero-Verfahren verwendet nur Raster mit quadratischen Zel-
len, da sich fu¨r aktuelle Rechnerstrukturen erhebliche Implementierungs-
vorteile ergeben. Es gibt also nur direkte und sekunda¨re Nachbarn.
Abbildung 5.4 zeigt die zugeho¨rigen Nachbarschaften. Fu¨r die direkten
Nachbarn die vierfache Nachbarschaft, die im Folgenden mit a indexiert
wird und fu¨r die sekunda¨ren Nachbarn die achtfache Nachbarschaft, die im
Folgenden mit b indexiert wird.
5.1.2 Diﬀusionsverfahren zur Interpolation
Die c Werte sind nach einer Projektion typischerweise nur spa¨rlich aktiviert.
Fu¨r die in Abschnitt 4.2.4 beschriebene Ru¨cktransformation werden jedoch
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Abbildung 5.4: Nachbarschaftsrichtungen fu¨r einen Rasterpunkt an der Po-
sition p fu¨r vier Nachbarn (a) und acht Nachbarn (b). Die gestrichelten
Linien zeigen Grenzen zwischen Rasterzellen.
werden. Dafu¨r werden die Werte cf und vf eingefu¨hrt, die per Diﬀusion eine
Art Interpolation realisieren.
Obwohl die Ru¨cktransformation in diesem Beitrag nicht evaluiert wird,
soll das dazu entwickelte Diﬀusionsverfahren zur Interpolation F hier vor-
gestellt werden. Das Diﬀusionsverfahren fu¨r Strukturwerte H funktioniert
nach gleichen Grundprinzipien, ist aber komplexer und dadurch unu¨ber-
sichtlicher. Die Darstellung der Funktionsweise der F -Diﬀusion soll mit den
Diﬀusionsverfahren auf einer einfacheren Ebene vertraut machen.
Die Diﬀusion zur Interpolation F(Ω) berechnet die Werte cf und vf fu¨r
eine Schichtengruppe Ω. Die Berechnung erfolgt iterativ u¨ber T f Schritte,
die mit t indiziert werden. Die Diﬀusion erstreckt sich u¨ber alle Positionen p
auf den Schichten l, die zur aktuell betrachteten Schichtengruppe geho¨ren.
Die Variablen starten mit Nullwerten:
cf (l, p, t = 0) = 0
vf (l, p, t = 0) = 0
}
∀ p, l ∈ Ω (5.2)
Grundlage fu¨r die Diﬀusion ist der Austausch der Konﬁdenzwerte. Die
Berechnung der Auspra¨gungswerte richtet sich nach den ausgetauschten
Konﬁdenzanteilen und den zugeho¨rigen Auspra¨gungen. Abbildung 5.5 zeigt
fu¨r einen Rasterausschnitt, welche Werte relativ zur Position p eine Rolle
bei der F -Diﬀusion spielen.
Die Konﬁdenz im Folgeschritt (t+1) berechnet sich aus einem lokalen
Anteil c˙f und einem Anteil c˚f mit aufsummierten Werten aus der Umge-
bung:
cf (l, p, t + 1) = c˙f (l, p, t) + c˚f (l, p, t) (5.3)
Der Informationsaustausch wirkt nur auf die unmittelbare Umgebung. Wer-
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Abbildung 5.5: Repra¨sentationsschema fu¨r die Diﬀusion von cf und vf an
einem Rasterpunkt p. Die Werte c und v, die mit der Assoziation berechnet
wurden, liefern einen lokalen Anteil. Die Werte cf und vf , die aus der Umge-
bung Anteile zur Diﬀusion beitragen, sind in diesem Ausschnitt beispielhaft
fu¨r zwei benachbarte Rasterpositionen gezeigt.
gro¨ßere Strecken weitergereicht werden. Die Anteile berechnen sich wie folgt:




































f (l, pb, t)
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(5.5)
Wesentlicher Bestandteil des lokalen Anteils c˙f ist die Konﬁdenz c. Fu¨r den
Anteil aus der Umgebung c˚f ist es die mit den Abstandsfaktoren gewichtete
Summe der kumulierenden cf benachbarter Zellen. Welchen Beitrag diese
Anteile auf die Folgekonﬁdenz haben, bestimmt ihre eigene Gro¨ße. Mit die-
ser Gewichtung wird gewa¨hrleistet, dass die Folgekonﬁdenz von den Antei-
len mit ho¨heren Werten bestimmt wird. Diese Gewichtung ist so normiert,
dass sie in der Summe eins ergibt. Abbildung 5.6 zeigt, wie die Zuweisungen
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Abbildung 5.6: Betrachtet man die F -Diﬀusion als Austausch von Flu¨ssig-
keiten, so kann man sich fu¨r jede Zelle einen Beha¨lter vorstellen, in dem
die Konﬁdenzen analog der Fu¨llho¨he sind. Die F -Diﬀusion berechnet die
Fu¨llho¨he cf (t+1) aus der (Eingabe-)Konﬁdenz c und den Konﬁdenzen aus
der Nachbarschaft cfb (t). In diesem Beipiel wu¨rde mehr Konﬁdenz aus der
Nachbarzelle in die Zelle an der Position p
”
ﬂießen“. Die neue Fu¨llho¨he ist
dabei nicht direkt abha¨ngig vom aktuellen Wert cf (t). Sie wird in jedem
Iterationsschritt neu berechnet. Allerdings wirkt sie in jeder Iteration auch
auf Ihre Umgebung. Dadurch ergibt sich ein regionales
”
Geda¨chtnis“. Die
Auspra¨gungen v der Zellen ko¨nnen als Farben der Flu¨ssigkeitssa¨ulen in den
Zellen gedeutet werden. Die Farbe im Folgeschritt richtet sich nach den
ausgetauschten Konﬁdenzanteilen.
Zur Berechnung der Auspra¨gung im Folgeschritt, werden wieder ein lo-
kaler Anteil v˙f und ein Anteil v˚f aus der Umgebung betrachtet:
vf (l, p, t + 1) = v˙f (l, p, t) + v˚f (l, p, t). (5.6)
Die Auspra¨gung v ist wesentlicher Bestandteil des lokalen Anteils. Fu¨r den
Anteil aus der Umgebung ist es vfb . Die Gewichtung erfolgt anhand der
zugeho¨rigen Konﬁdenzanteile aus (5.3). Damit sich diese Anteile auf eins
aufsummieren, wird mit der Folgekonﬁdenz normiert:
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Nachdem die T f Iterationen durchgefu¨hrt wurden, stehen die Werte cf und
vf fu¨r die folgenden Verarbeitungsschritte zur Verfu¨gung:
cf (l, p) = cf (l, p, t = T f ), (5.9)
vf (l, p) = vf (l, p, t = T f ). (5.10)
Eine sinnvolle Anzahl der Iterationsschritte ha¨ngt von der Bildgro¨ße und
vom Bildinhalt ab. Ein sicherer Wert ist die Anzahl der Pixel in der gro¨ßten
Bilddimension.
Das Verfahren fu¨llt Regionen mit geringer Konﬁdenz mit Auspra¨gungs-
information aus der Umgebung. Dadurch bleiben aktivierte Strukturen er-
halten und werden auch bei einer hohen Iterationsanzahl nicht
”
verwaschen“
wie es sonst bei Interpolationsverfahren typisch ist.
Das Diﬀusionsverfahren ist parameterfrei. Eine implizite Parametrisie-
rung ergibt sich jedoch aus der Gleichgewichtung des lokalen Anteils und
des Anteils aus der Umgebung.
5.1.3 Diﬀusionsverfahren fu¨r Strukturwerte
Mit dem Diﬀusionsverfahren H(Ω) wird eine Beschreibung u¨ber die Struk-
tur der Auspra¨gungswerte v in der Umgebung erstellt. Dies erfolgt fu¨r jede
Position p auf jeder Schicht l der Schichtengruppe Ω. Der Gradient g be-
schreibt den dominanten Gradienten von v in der Bildumgebung von p und
die Translation r beschreibt, wie der Gradient relativ zu p gelegen ist (Ab-
bildung 4.2). Fu¨r beide Vektoren beschreiben zugeho¨rige Konﬁdenzen cg, cr
wie sicher diese Repra¨sentationen sind.
Die Diﬀusion wird fu¨r T h Iterationen durchgefu¨hrt und dabei mit t in-
diziert. Zu Beginn sind alle Werte null gesetzt:
cg(l, p, t = 0) = 0
cr(l, p, t = 0) = 0
g(l, p, t = 0) = 0
r(l, p, t = 0) = 0
⎫⎪⎪⎬
⎪⎪⎭ ∀ p, l ∈ Ω (5.11)
Wie bei dem Diﬀusionsverfahren zur Interpolation werden auch bei die-
sem Verfahren Informationen u¨ber umliegende Konﬁdenzen ausgetauscht.
Der Gradient berechnet sich aus der Diﬀerenz der Auspra¨gung benachbarter
Zellen. Die Weiterleitung des Gradienten ha¨ngt von den zugeho¨rigen Konﬁ-
denzen ab. Die Translation beru¨cksichtigt, wie geradlinig die Weiterleitung
des Gradienten erfolgt ist.
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Zur Berechnung der Folgewerte werden bei diesem Diﬀusionsverfahren
jeweils drei Anteile beru¨cksichtigt:
cg(l, p, t + 1) = c˙g(l, p, t) + cˆg(l, p, t) + c˚g(l, p, t),
cr(l, p, t + 1) = c˙r(l, p, t) + cˆr(l, p, t) + c˚r(l, p, t),
g(l, p, t + 1) = g˙(l, p, t) + gˆ(l, p, t) + g˚(l, p, t),
r(l, p, t + 1) = r˙(l, p, t) + rˆ(l, p, t) + r˚(l, p, t).
(5.12)
Die mit einem Punkt markierten Werte c˙g, c˙r, g˙ und r˙ stellen lokale Antei-
le dar. Sie kumulieren ausgetauschte Anteile u¨ber die Iterationen. Die mit
einem Zirkumﬂex markierten Werte cˆg, cˆr, gˆ und rˆ stellen Werte auf Zel-
lengrenzen dar. Sie beinhalten Diﬀerenzen von Auspra¨gungen benachbarter
Zellen als Quellen fu¨r die Flussanteile. Mit einem Kreis markierte Werte c˚g,
c˚r, g˚ und r˚ stellen Anteile aus der Umgebung dar.
Die Gradientenkonﬁdenz berechnet sich in der Folgeiteration zu:




















b (l, p, t)︸ ︷︷ ︸
c˚g(l,p,t)
(5.13)
Die Anteile c˙u, cˆu und c˚u berechnen sich u¨ber einige Zwischenschritte,
die im Folgenden beschrieben werden.
Grundlegender Berechnungsschritt dieses Verfahrens ist die Diﬀerenz-
bildung zwischen Auspra¨gungen benachbarter Zellen. Der Gradient gδb be-
schreibt die Diﬀerenz der Auspra¨gung einer Zelle an der Position p in Bezug
zu der Auspra¨gung ihrer Nachbarzelle in Richtung b:
gδb(l, p) =
(
v(l, pb)− v(l, p)
)
eb. (5.14)
Dabei beschreibt eb einen Einheitsvektor in Richtung b.
Die zu gδb geho¨rige Konﬁdenz c
δ
b bestimmt sich aus der geringeren Kon-
ﬁdenz der beiden Zellen, da die Diﬀerenzbildung fu¨r gδb nie eine ho¨here
Konﬁdenz haben kann, als die der Subtraktionskomponenten.
cδb(l, p) = min
(
c(l, pb), c(l, p)
)
. (5.15)
Auf den Schichten der Eingabebildkana¨le hat die Konﬁdenz cδ stets einen
konstanten positiven Wert. Wu¨rden diese Konﬁdenzen direkt zur Bestim-
mung der in der Diﬀusion ausgetauschten Anteile verwendet werden, wu¨rde
kein Austausch vorgenommen. Es soll aber auch schon auf dem Eingabe-


































Abbildung 5.7: Repra¨sentationsschema fu¨r die H Diﬀusion. Fu¨r eine Zellpo-
sition p werden zuna¨chst aus den Diﬀerenzen der Auspra¨gungen v zusam-
men mit den Konﬁdenzen c lokale Gradienten ghb und deren Konﬁdenz c
h
b auf
den Zellgrenzen berechnet. Zusammen mit den Werten aus der Umgebung
werden die Zellwerte g, r und deren Konﬁdenzen cg, cr berechnet.
gδ anders aufgeteilt, so dass die auszutauschenden Konﬁdenzanteile auch
von der Sta¨rke des lokalen Gradienten abha¨ngen. Dies wird auch auf allen
anderen Schichten so durchgefu¨hrt.
Es ergibt sich eine neue ch Konﬁdenz und ein neuer Gradient gh. Dieser
hat die konstante La¨nge eins und beha¨lt nur die Richtung von gδ in Bezug
auf die Richtung der Nachbarschaftszelle, die mit eb gegeben ist. Die Konﬁ-
denz ch beru¨cksichtigt dafu¨r noch den Betrag der urspru¨nglichen Gradienten
gδb :
chb (l, p) = c
δ
b(l, p) ||gδb(l, p)||, (5.16)





Bezu¨glich der Diﬀusionsiterationen sind diese Werte statisch. Abbildung 5.7
zeigt, wie diese Werte im Raster angeordnet sind.
Um nun die fu¨r die Konﬁdenzdiﬀusion (5.13) verwendeten Anteile c˙u, cˆu,
c˚u zu berechnen, werden an einem Zellu¨bergang drei Werte ausgewertet: die
lokale (kumulierende) Konﬁdenz cg, die eingeleitete Konﬁdenz aus dem Zell-
u¨bergang ch und die Konﬁdenz aus der Umgebung (aus der Nachbarzelle)
cg(pb).
Wu¨rde man diese Werte direkt fu¨r c˙u, cˆu, c˚u einsetzen, wa¨re die Diﬀusion
instabil. ch wu¨rde konstant neue Anteile liefern, die sich in cg in Abha¨ngig-
keit der Iterationsanzahl T h beliebig kumulierten. Um das zu vermeiden,
wird eine Stabilita¨tsbedingung aufgestellt. Sie dru¨ckt aus, dass die Summe
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Im Folgenden wird die Berechnung der verwendeten Anteile c˙u, cˆu, c˚u
anhand von Relativierungen und Fallunterscheidungen aus cg, ch und cg(pb)
dargestellt. Letztere werden fortan als absolute Anteile bezeichnet.
Der lokale Anteil cg dient bei den Simulationen als kumulierendes
”
Ge-
da¨chtnis“. Wenn diese Historie korrekt beru¨cksichtigt werden soll, muss der
cg Anteil fu¨r den na¨chsten Simulationsschritt unvera¨ndert zur Verfu¨gung
stehen. Es ergibt sich also eine Kontinuita¨tbedingung, die auch gleich den
verwendeten Anteil der lokalen Gradientenkonﬁdenz c˙ub (l, p, t) liefert:
c˙ub (l, p, t) = c
g(l, p, t), (5.19)
Ein Fluss von Konﬁdenzanteilen in das Geda¨chtnis kommt nur zustan-
de, wenn ch oder cg(pb) gro¨ßer als c
g sind; bzw. die Diﬀerenzen ch − cg
oder cg(pb)− cg positiv sind. Die Gro¨ße der Diﬀerenzen soll die Flussmenge
bestimmen.
Ist eine Konﬁdenz auf dem Zellu¨bergang gegeben, soll sie stets Vor-
rang haben gegenu¨ber einer Konﬁdenz aus der Umgebung. Wu¨rde diese
Vorrangsbedingung nicht eingehalten, wu¨rde es noch nicht zwangsla¨uﬁg zu
einer Instabilita¨t der Amplitude kommen - in der spa¨ter beschriebenen Dif-
fusion des Gradienten wu¨rden jedoch die urspru¨nglich eingeleiteten Anteile
in der Umgebung verlaufen. Die Strukturen wu¨rden komplett vermischen,
wenn T h gegen unendlich geht. Die Vorrangsbedingung sorgt dafu¨r, dass die
Information von starken ch auf den Zellgrenzen im Geda¨chtnis cg erhalten
bleiben.





unter Einhaltung der Stabilita¨ts- Kontinuita¨ts- und Vorrangsbedingung.
Aus der Kontinuita¨tsbedingung geht hervor, dass cg in voller Ho¨he erhalten
bleibt. Die Stabilita¨tsbedingung schreibt dann vor, dass die Anteile ch von
der Zellgrenze und cg(pb) aus der Umgebung nur noch einen Beitrag liefern
ko¨nnen, wenn sie gro¨ßer als cg sind. Daher werden erstmal Diﬀerenzen dieser
Anteile zu cg gerechnet. Die Bezeichner der auf cg relativierten Anteile wer-
den mit einem Δ gekennzeichnet. Zur Einhaltung der Vorrangsbedingung
wird der Anteil auf dem Zellu¨bergang chΔ vorrangig berechnet:
chΔb (l, p, t) = c
h
b (l, p)− cg(l, p, t). (5.20)
Der Anteil aus der Umgebung cg(pb) kann nun nur noch einen Beitrag lie-
fern, wenn er gro¨ßer als ch ist.
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Zur Bestimmung von c˚ub wird zuna¨chst das Maximum c
max von Rand-
und Umgebungsteil berechnet:
cmaxb (l, p, t) = max
(




Dies wird danach auf cg relativiert:
cmaxΔb (l, p, t) = c
max
b (l, p, t)− cg(l, p, t). (5.22)
Danach wird der Umgebungsanteil cgΔ aus dem
”
Rest“ berechnet, der sich
aus dem Maximumsanteil abzu¨glich des Randanteils ermitteln la¨sst:
cgΔb (l, p, t) = c
maxΔ
b (l, p, t)− chΔb (l, p, t). (5.23)
Abschließend muss noch Sorge getragen werden, dass sich keine negati-
ven Anteile bilden:
cˆub (l, p, t) =
{
chΔb (l, p, t) fu¨r c
hΔ
b (l, p, t) > 0 ∧ cmaxΔb (l, p, t) > 0
0 sonst
(5.24)
c˚ub (l, p, t) =
{
cgΔb (l, p, t) fu¨r c
gΔ
b (l, p, t) > 0 ∧ cmaxΔb (l, p, t) > 0
0 sonst
.(5.25)
Damit sind die in (5.13) verwendeten Anteile bestimmt. Abbildung 5.8 zeigt
die Berechnung exemplarisch fu¨r drei wesentliche Fa¨lle. In Abbildung 5.9
wird dargestellt, wie man sich die H-Diﬀusion auch als Austausch von un-
terschiedlich gefa¨rbten Flu¨ssigkeiten vorstellen kann.
Die Berechnung des Gradienten g erfolgt nach Gleichung (5.12) anhand
der Gradientenkomponenten g˙(l, p, t), gˆ(l, p, t) und g˚(l, p, t). Deren Flussan-
teile werden anhand der zugeho¨rigen Konﬁdenzen c˙g(l, p, t), cˆg(l, p, t) und
c˚g(l, p, t) vorgenommen. Diese werden noch mit der Konﬁdenz im Folge-
schritt cg(l, p, t + 1) (also der Summe der Konﬁdenzanteile) normiert:













cg(l, p, t + 1)







cg(l, p, t + 1)






































































Abbildung 5.8: Berechnung der Konﬁdenzanteile der H-Diﬀusion. Die Be-
rechnung der Anteile c˙u, cˆu, c˚u die zur Ermittlung der Gradientenkonﬁ-
denz Verwendung ﬁnden, erfolgt unter Einhaltung einer Kontinuita¨ts-, ei-
ner Stabilita¨ts- und einer Vorrangsbedingung (siehe Text). Die Berechnung
wird fu¨r drei Konstellationen von Werten gezeigt. Betrachtet wird nur ein
U¨bergang zu einer Nachbarzelle in der Richtung b. Im Fall a) ist der lokale
(kumulierende) Anteil cg gering. Der Anteil von der Zellgrenze chb und der
Umgebung cg(pb) sind gro¨ßer. Die relativen Anteile werden auf c
g bezogen.
Dabei erreicht chΔb die Ho¨he von c
h
b . Der Rest bleibt fu¨r den Anteil aus
der Umgebung cgΔb . Die verwendeten Anteile sind entsprechend. Im Fall b)
ist der Anteil auf dem Zellu¨bergang chb gro¨ßer als der aus der Umgebung
cg(pb). Ersterer bestimmt dann auch den verwendeten Anteil. D.h. in die-
sem Fall hat die auf dem Zellu¨bergang eingeleitete Information vorrang. Das
ist wichtig, weil sonst die eingeleitete Information im Laufe der Iterationen
nicht an der urspru¨nglichen Position bleiben wu¨rde. Im Fall c) ist die lokale
Konﬁdenz cg gro¨ßer als die anderen absoluten Anteile. Es wird dann auch
nur dieser Anteil verwendet.74
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cg(l, p, t) cg(l, pb, t)c
h
b (l, p, t)c(l, p)
p pb
Abbildung 5.9: Die H-Diﬀusion kann auch als Austausch von Flu¨ssigkei-
ten interpretiert werden. Zwischen den Beha¨ltern der Zellen beﬁnden sich
noch Beha¨lter, deren Fu¨llho¨he den Randwerten entspricht. Sie leiten sich
aus Diﬀerenzen der Auspra¨gungen und deren Konﬁdenzen ab und stellen in
diesem Modell Quellen dar, die stets ihr Niveau konstant halten. Die aus-
zutauschenden Informationen werden aus den Diﬀerenzen der Fu¨llho¨hen
bestimmt. Dabei haben die Randwerte ch Vorrang gegenu¨ber den Werten
cg(pb) aus der Umgebung.
Daraus berechnet sich dann eine Gradientenkonﬁdenz im Folgeschritt:
cg(l, p, t+1). Sie kumuliert alle bisherigen ausgetauschen Anteile. Der Gra-
dient kann als Farbe (Richtung) und Sa¨ttigung (La¨nge) gedeutet werden,
der entsprechend der ausgetauschten Konﬁdenzanteile gemischt wird.
g(l, p, t + 1) =
1
cg(l, p, t + 1)
(







b (l, p, t) + c˚
g
b(l, p, t)g(l, pb, t)
))
.
Fu¨r die Berechnung der Translation wird fu¨r alle Richtungen b ausge-
wertet, welche Anteile zum neuen Gradient g(l, p, t+1) beigetragen haben.
Die Gewichtungsfaktoren sind daher identisch mit denen aus der Berech-
nung des Gradienten. Der r˙ Anteil wirkt wieder kumulierend, wa¨hrend der
r˚ Anteil die Translationsanteile aus der Umgebung aufnimmt und um den
zugeho¨rigen Rasterabstand mit σbeb erho¨ht. Der rˆ Anteil ist null. Lokale
Gradientenanteile wirken als Nullanteil, da sie keine Entfernung zur auswer-
tenden Zelle haben. Durch die Normierung der Gradientenkonﬁdenz u¨ber
alle Anteile, werden bei Gradienten auf den Zellgrenzen dann aber die an-
deren Translationskomponenten geschwa¨cht. Es ergibt sich:
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cg(l, p, t + 1)
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r(l, pb, t) + eb
))
Auch die Translationskonﬁdenz cr berechnet sich aus einem kumulie-
renden Anteil c˙r und einem Anteil aus der Umgebung c˚r. Die Gewichtung
erfolgt ebenfalls u¨ber die normierte Gradientenkonﬁdenz und verna¨chla¨ssigt
den Anteil aus der Zellengrenze. Der Anteil aus der Umgebung vergleicht,
wie groß die U¨bereinstimmung des hinzugeﬂossenen Gradienten mit dem
bisher kumulierten Gradienten ist. Dies erfolgt mit dem normierten Skalar-
produkt. Ist die U¨bereinstimmung groß, wird davon ausgegangen, dass die
zugeho¨rigen Translationswerte auch den gleichen Ursprung haben und die
Konﬁdenz erho¨ht sich entsprechend:
cr(l, p, t + 1) = c˙r(l, p, t) + cˆr(l, p, t) + c˚r(l, p, t) =
c˙g(l, p, t)












cg(l, p, t + 1)
〈g˙(l, p, t), g˚b(l, p, t)〉




cg(l, p, t + 1)
(





〈g˙(l, p, t), g˚b(l, p, t)〉
||g˙(l, p, t)|| ||˚gb(l, p, t)||
)
Hat der Iterationsindex t den Maximalwert T h erreicht, dann werden
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die Iterationswerte fu¨r die folgenden Verarbeitungsschritte u¨bernommen:
cg(l, p) = cg(l, p, t = T h), (5.31)
g(l, p) = g(l, p, t = T h), (5.32)
cr(l, p) = cr(l, p, t = T h), (5.33)
r(l, p) = r(l, p, t = T h). (5.34)
Damit sich stabile Repra¨sentationen der Iterationswerte einstellen ko¨n-
nen, wird das Diﬀusionsverfahren fu¨r mehrere Iterationsschritte nacheinan-
der durchgefu¨hrt.
Wie beim Diﬀusionsverfahren zur Interpolation ha¨ngt eine sinnvolle An-
zahl von Iterationsschritten von der Bildgro¨ße und vom Bildinhalt ab. Auch
hier ist ein sicherer Wert die Anzahl der Pixel in der gro¨ßten Bilddimension.
Wie das Diﬀusionsverfahren zur Interpolation ist auch dieses parameter-
frei. Eine implizite Parametrisierung ergibt sich hier aus der Gleichgewich-
tung der unterschiedlichen lokalen Anteile, der Anteile aus den Zellgrenzen
und Anteile aus der Umgebung.
5.1.4 Zustandsvektor
Fu¨r jeden Rasterpunkt an einer Position p einer Schicht l wird ein (Teil-)-
Zustandsvektor xl gebildet. Dieser entha¨lt die lokale Auspra¨gung v und die







, r1(l, p), r2(l, p), g1(l, p), g2(l, p)
)T
. (5.35)
Die Indexe 1 und 2 beschreiben kartesische Vektorkomponenten in den Bild-
dimensionen. Die Translationskomponenten wachsen mit dem Abstand des
dominierenden Gradienten. Dadurch ko¨nnen sich in Abha¨ngigkeit vom Hin-
tergrund der zu lernenden Region sehr unterschiedliche Werte in Hinter-
grundbereichen ergeben. Es wurden 1/x und Exp(−x) Repra¨sentationen
der Komponenten u¨berpru¨ft. Es wurde auch versucht, die Transformatio-
nen erst nach der Ru¨cktransformation noch in Polarrepra¨sentation nur auf
die La¨nge anzuwenden. Die besten Ergebnisse ergaben sich jedoch in der in
Gleichung (5.35) dargestellten Weise, wenn die Lernregion auf das Objekt
begrenzt wurde.
Die zu den Vektorkomponenten zugeho¨rigen Konﬁdenzen werden mit
einem Vektor cl beschrieben:
cl(l, p) =
(





Die strukturelle Konﬁdenz cg wird fu¨r r- und g-Komponenten jeweils iden-
tisch eingetragen. So ergibt sich cl mit korrespondierenden Komponenten
zu xl, was im Folgenden Ausdru¨cke vereinfacht.
Fu¨r die Assoziation wird ein Zustandsvektor xp zusammengesetzt, der
alle (Teil-)Zustandsvektoren xl unterliegender Schichten entha¨lt:





h(l)− 1), p) ◦ xp(λ(h(l)− 1), p) fu¨r h(l) ≥ 1









= () und der Vektorkonkatenation
x ◦ y = (x1, x2, · · · , x|x|, y1, y2, · · · , y|y|). (5.38)
Entsprechend ergibt sich ein Konﬁdenzvektor cp:





h(l)− 1), p) ◦ cp(λ(h(l)− 1), p) fu¨r h(l) ≥ 1










Die Komponenten der Vektoren xp und cp werden mit m indiziert. Die









h(l)− 1) = 5(h(l)− 1). (5.40)
Das Provadero-Verfahren verwendet Schichtengruppen. Jeder Schicht
einer Schichtengruppe ist ein Konzept zugeordnet. Damit alle Konzepte
auf den gleichen Zustandsvektorbereich zuru¨ckgreifen ko¨nnen, wird ein Zu-
standsvektor xΩ deﬁniert, der alle Schichten(gruppen) unterhalb einer Schich-
tengruppe Ω beinhaltet.
xΩ(l, p) = xp(λ(Ω), p) (5.41)
Die Funktion λ(Ω) liefert die unterste Schicht der Schichtengruppe Ω
λ(Ω) = l ∈ Ω | λ(l) ≤ λ(l′) ∀ l′ ∈ Ω. (5.42)
Der Zustandskonﬁdenzwektor cΩ berechnet sich analog zu (5.41):
cΩ(l, p) = cp(λ(Ω), p) (5.43)





mit l ∈ Ω
= 5
((




Die Freigabefunktion E wird genutzt, um nur die Positionen der Vektoren
xΩ weiterzuleiten, die fu¨r die auswertende Schicht l von Bedeutung sind.
Realisiert ist dies u¨ber die Multiplikation mit einer Matrix E, die fu¨r jede
Schicht l separat bestimmt wird. Sie berechnet einen neuen Zustandsvektor
xe und eine zugeho¨rige Konﬁdenz. Beide haben die Dimensionalita¨t N(l),
die innerhalb einer Schichtengruppe einheitlich ist:
N(l) = N(Ω) ∀ l ∈ Ω (5.45)
E(l) : RM(Ω) → RN(l) ∣∣ l ∈ Ω; (5.46)
xe(l, p) = E(l)xΩ(l, p) (5.47)
ce(l, p) = E(l) cΩ(l, p). (5.48)
Die Matrix entha¨lt bina¨re Elemente und ist im nicht reduzierenden Fall eine
Identita¨tsmatrix. Fu¨r jede zu lo¨schende Dimension wird einfach die entspre-
chende Zeile gelo¨scht. Es ergibt sich eine entsprechend reduzierte Anzahl N
von Komponenten. In Abschnitt 5.2.1 wird beschrieben, wie E(l) so einge-
stellt wird, dass nur Komponenten zur Auswertung gelangen, die bezu¨glich
der gelernten Konzepte mo¨glichst diskriminativ sind. Fu¨r Komponenten,
die aus (kartesischen) Vektorbeschreibungen hervorgegangen sind, werden
die Vektorpositionen stets paarweise freigegeben.
Vektorpositionen von Zustandsvektoren vor der Freigabe werden im Fol-
genden mit m indiziert. Vektorpositionen von Zustandsvektoren nach der
Freigabe werden mit nindiziert.
5.1.6 Ru¨cktransformation
Die Ru¨cktransformation B soll den Zustandsvektor xe der assoziierenden
Schicht so vera¨ndern, dass die Assoziation mo¨glichst invariant erfolgen kann.
Als Ergebnis wird der Zustandsvektor xb mit zugeho¨riger Konﬁdenz cb be-
rechnet. Die Ru¨cktransformation wird parametrisiert durch die interpolier-
ten Auspra¨gungen vf unterliegender Schichten und den zugeho¨rigen Kon-
ﬁdenzen cf . Diese interpolieren die v-Werte und wurden eingefu¨hrt, da v-
Werte typischerweise nur spa¨rlich aktiviert sind. Mit den v-Werten ko¨nnten
nur Inselbereiche ru¨cktransformiert werden. Mit den vf -Werten ist dagegen
eine ﬂa¨chendeckende Ru¨cktransformation mo¨glich. Das ist z.B. fu¨r einen
rotierten Fla¨chenbereich sinnvoll, der keine innere Bildstruktur zeigt, aber
trotzdem als ganzer Fla¨chenbereich ru¨cktransformiert werden soll.
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B(Ω) : RN(Ω) ×RM(Ω) ×RM(Ω) → RN(Ω); (5.49)









} ∣∣ h(l′) < h(Ω)) (5.50)
cb(l, p) = ce(l, p) (5.51)
Bevor die eigentliche Ru¨cktransformation erfolgt, werden die im Zu-
standsvektor xe enthaltenen Signale, die Vektorkomponenten kodieren in
Polarkoordinaten gewandelt. Das ist sinnvoll, weil Bildtransformationen in
diesen Koordinaten ha¨uﬁg gut zu separieren sind und weil die Transfor-
mationseigenschaften so anschaulicher sind. Die Wandlung ϕ erzeugt einen
neuen Zustandsvektor xϕ:





Fu¨r Komponenten, die Auspra¨gungen kodieren, ergibt sich keine A¨nderung:
xϕn(l, p) = x
e
n(l, p) (5.53)

























fu¨r i > 0
arctan j
i
+ π fu¨r i < 0, j ≥ 0
arctan j
i
− π fu¨r i < 0, j < 0
+π
2
fu¨r i = 0, j > 0
−π
2
fu¨r i = 0, j < 0
0 fu¨r i = 0, j = 0
(5.56)
Die eigentliche Transformation erfolgt linear mit einem additiven Anteil
βo und einem multiplikativen Anteil βs. Die Funktion ist so ausgelegt, das
keine Ru¨cktransformation erfolgt, wenn diese Werte null sind:









mod 2π : fu¨r Winkelkomponenten(
βon(l, p) +
(




: fu¨r alle anderen Komp.
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Die Transformationsparameter βo und βs sind von den Auspra¨gungen vf
und Konﬁdenzen cf unterliegender Schichten abha¨ngig:






cf (l′′, p) vf (l′′, p) bon(l, l
′′),






cf (l′′, p) vf (l′′, p) bsn(l, l
′′).
Die Faktoren bo und bs bestimmen die Ru¨cktransformationseigenschaften ei-
ner Schicht. Sie sind interne Parameter der Ru¨cktransformation und werden
mit einem in Abschnitt 5.2.2 beschriebenen Lernverfahren fu¨r jede Schicht
eingestellt.
Abschließend werden die Koordinaten wieder in kartesiche Koordinaten
mit der Funktion ϕ−1 zuru¨ckgewandelt:





Dabei bleiben die Auspra¨gungskomponenten wieder unvera¨ndert:
xbn(l, p) = x
β(l, p) (5.61)
Vektorkomponenten werden wie folgt bestimmt:















Danach wird der Zustandsvektor mit der Funktion S skaliert. Das ist not-
wendig, da die Struktur beschreibenden Variablen unterschiedliche Werte-
bereiche haben und fu¨r die anschließende Projektion mittelwertfreie Varia-
blen mit identischer Varianz beno¨tigt werden.
Die im na¨chsten Abschnitt beschriebene Projektion vermisst Absta¨nde
in einem Merkmalsraum, der durch die Komponenten des Zustandsvektors
aufgespannt wird. Damit die Komponenten dabei im Mittel gleiche Beitra¨ge
liefern ko¨nnen, werden sie auf ihr Moment zweiter Ordnung normiert. Dazu
mu¨ssen sie vorab noch mittelwertfrei gemacht werden. Die Skalierung S
erzeugt einen neuen Zustandsvektor xs mit zugeho¨riger Konﬁdenz cs:
S(Ω) : RN(Ω) → RN(Ω); (5.64)
xs(l, p) = S(xb(l, p)) (5.65)
cs(l, p) = cb(l, p) (5.66)
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Die Momentvektoren m1 und m2 werden mit einem Lernverfahren einge-
stellt, dass in Abschnitt 5.2.3 beschrieben wird.
5.1.8 Projektion
Die Projektion P beschreibt, wie an einer Rasterposition p einer Schicht
l aus dem Zustandsvektor xs(l, p) die Werte der Auspra¨gung v und der
Konﬁdenz c berechnet werden.
P(Ω) : RN(Ω) ×RN(Ω) → R2; (5.68)
(c, v) = P(xs(l, p), cs(l, p)) (5.69)
Die Projektion verwendet als internen Parameter die Speziﬁta¨t s(l). Sie
beschreibt in welcher Richtung die Zustandsvektoren aus den Trainings-
mustern die gro¨ßte Varianz zeigen. Sie stellt damit die erste Haupkompo-
nente1 einer Haupkomponentenanalyse dieser Zustandsvektoren dar. Ab-
schnitt 5.2.4 zeigt, wie diese berechnet wird.
Wird eine Abbildung assoziiert, wird die La¨nge v der Projektion von xs
auf s gemessen. Sie entspricht der Auspra¨gung der neuen Abbildung relativ
zu den trainierten Mustern. Die Aktivierung c˜ soll hohe Werte zugewiesen
bekommen, wenn der Abstand ||d|| klein ist und entsprechend umgekehrt.
Der Abstand ||d|| beschreibt die Entfernung zwischen dem Zustandsvek-
tor xs und seinem Fußpunkt auf der Geraden, die durch die Speziﬁta¨t
s verla¨uft. Ist der Abstand klein, kann davon ausgegangen werden, dass
der aktuelle Zustandsvektor gut zu den trainierten Vektoren passt. Abbil-
dung 4.3 zeigt eine Beispielprojektion und Abbildung 5.10 zeigt, wie sich
das Provadero-Detektionselement von einem klassischen unterscheidet. Die
Berechnung von v erfolgt anhand der Projektion:
xs(l, p)T s(l)
||xs(l, p)|| ||s(l)|| = cosα(l, p) =
v(l, p)
||xs(l, p)|| . (5.70)
Da s auf die La¨nge 1 normiert ist, ergibt sich:
v(l, p) = xs(l, p)T s(l). (5.71)
1Die weiteren Hauptkomponenten scheinen fu¨r biologisch motivierte Informations-
































Abbildung 5.10: Klassisches- und Provadero-Detektionselement. Die Vekto-
ren w und s sind Einheitsvektoren. Trotz gleicher Formeln fu¨r die Berech-
nung von y und v ergeben sich unterschiedliche Assoziationsverhalten aus
unterschiedlichem Lernen fu¨r w und s. Das Provadero-Detektionselement
berechnet die Auspra¨gung v und deren Konﬁdenz c anhand einer Projekti-
on des Zustandsvektors xs auf die Speziﬁta¨t s. Fu¨r große Werte von d ergibt
sich eine geringe Konﬁdenz c.
Fu¨r die Konﬁdenz wird zuna¨chst ein Zwischenwert c˜ berechnet, der dann
im na¨chsten Verarbeitungsschritt zur Konﬁdenz c normiert wird. Die Kon-
ﬁdenz c˜ ha¨ngt von dem Projektionsabstand d ab. Dieser berechnet sich
aus:
d(l, p) = xs(l, p)− v(l, p) s(l) (5.72)
Eine Projektion, die gut an den bisher trainierten Mustern und damit an s
liegt, hat einen geringen Abstand d. Fu¨r eine solche Projektion soll sich eine
hohe Konﬁdenz ergeben. Diese Abha¨ngigkeit wird als negativ proportionale
Funktion modelliert. Es ergibt sich die Konﬁdenz cd:









Der Faktor δ bestimmt den Radius von dn, ab dem die Konﬁdenz zu null




Die Konﬁdenz cd ist ab-
ha¨ngig von dem Projek-
tionsabstand d. Es wurde
eine (symmerische) Gauß-
funktion gewa¨hlt (hier bei-
spielhaft mit δ = 1 darge-
stellt).








Berechnung von c˜ erfolgt nun noch eine Gewichtung mit dem Konﬁdenz-
vektor cs. Das ist notwendig, um Werte zu eliminieren, die nur eine geringe
Konﬁdenz haben und daher Ausreißer darstellen ko¨nnen. Schließlich erfolgt
noch eine geometrische Mittelung:
c˜(l, p) =
1∣∣∣∣cs(l, p)∣∣∣∣ ∣∣∣∣cs(l, p) cd∣∣∣∣ (5.74)
mit dem Vektorkomponentenprodukt
x y = (x1y1, x2y2, · · · , x|x|y|y|). (5.75)
5.1.9 Einleitung eines Eingabebildes
Auf der untersten Schichtengruppe erfolgen die vorab dargestellten Assozia-
tions-Verarbeitungsschritte nicht. Dort werden lediglich ein oder mehrere
Kana¨le des Eingabebildes angelegt. Die na¨chste Schichtengruppe arbeitet
dann direkt auf diesen Daten. Eine Funktion V transformiert Pixelwerte
eines Eingabebildes auf die Auspra¨gung v. Sie werden auf das Intervall
[−1/2..1/2] abgebildet. Die Konﬁdenz c˜ dieser Werte wird auf den Wert
einer zum Bild geho¨renden Maske gesetzt. Eine solche Maske enthielte den
Wert ”1” fu¨r Bereiche, auf dem ein zu lernendes Konzept sicher gegeben
ist und den Wert ”0” sonst. Auch fu¨r komplett assozierende Bilder kann
die Maske verwendet werden, wenn z.B. ein anderer Umriß, als ein quadra-
tischer gewu¨nscht ist. Standardma¨ßig ist die Bildmaske homogen auf den
Wert ”1” gesetzt.
V(0) : R→ R; (5.76)
: Pixelwert(p) → v(l, p) ∈ R, [−1/2..1/2] (5.77)
c˜(l, p) = Bildmaske(p) ∈ {0, 1} (5.78)
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Fu¨r Farbbilder wird zuna¨chst eine LAB Farbraumtransformation durchge-
fu¨hrt. Die Helligkeitskomponente L wird wie oben beschrieben auf der ersten
Schicht dargestellt. Die Farbkomponenten A und B werden dann analog auf
zwei zusa¨tzlichen Schichten dargestellt. Die unterste Schichtengruppe ent-
ha¨lt dann drei Schichten. Gegenu¨ber anderen typischen Farbra¨umen stellt
der LAB-Farbraum mit seiner Metrik die menschliche Wahrnehmung nach.
Wenn z.B. zwei Punkte in diesem Raum als Farbmuster gegeben sind, dann
entspricht die La¨nge des Abstands in diesem Raum der Intensita¨t des wahr-
genommenen Unterschieds. Eine solche Metrik ist generell fu¨r Verfahren
zum Bildverstehen als Ausgangsbasis gu¨nstig, da die Erkennung von Bild-
strukturen auch nach Helligkeits- und Farbunterschieden erfolgt, die dieser
Metrik unterliegen.
5.1.10 Normierung
Die FunktionN (Ω) normiert die Konﬁdenz c˜ innerhalb einer Schichtengrup-
pe Ω. Die resultierende Konﬁdenz c betra¨gt eins, wenn u¨ber alle Muster q′,
alle Schichten l′ und alle Pixelpositionen p′ der Schichtengruppe gemittelt
wird. Dieser Schritt ist wichtig, wenn Schicht fu¨r Schicht assoziiert wird
und die Konﬁdenzen dabei stabil bleiben sollen. Wesentlich zum Konzep-
terkennen sind die relativen Unterschiede der Konﬁdenzen. Diese bleiben
bei dieser Operation erhalten.
N (Ω) : R→ R; (5.79)













∣∣∣∣∣ l ∈ Ω. (5.80)
5.2 Lernen
Das Provadero-Verfahren wird anhand u¨berwachter Lernverfahren fu¨r das
Erkennen von einer Menge O von Konzepten o trainiert. Dazu werden ei-
ne Menge QL von Trainingsmustern qL verwendet. Einem Muster sind ein
Bild ψ und ein Konzept o zugeordnet: q = {ψ, o}. Fu¨r jedes Konzept sind
verschiedene Trainingsmuster gegeben, die das Konzept in anwendungs-
typischen Varianzen darstellen. Nach dem Lernvorgang wird das Verfahren
anhand einer Menge QT von Testmustern qT evaluiert.
Der Ablauf des Lernverfahrens ist in Abbildung 5.12 dargestellt. Zuna¨chst
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dem Musterbild erstellt. Dies ist schon in Abschnitt 5.1.9 beschrieben wor-
den.
Danach wird eine Gruppe Ω von neuen Schichten hinzugefu¨gt. Jede neue
Schicht l dieser Gruppe ist genau einem Konzept o(l) der spa¨ter zu erken-
nenden Konzepte O zugeordnet.
Eine Schichtengruppe wird neu erstellt, trainiert und assoziiert. Das ge-
schieht iterativ solange, bis der Erkennungsfehler εL der Trainingsmuster
unter einem Schwellwert ϑL liegt. Ist diese Bedingung erfu¨llt, wird u¨ber-
pru¨ft, wie gut die Erkennung auf der Menge QT von Testmustern funktio-
niert. Liegt deren Erkennungsfehler εT u¨ber einem Schwellwert ϑT, werden
wieder neue Schichtengruppen eingefu¨hrt. Ist die letzte Bedingung erfu¨llt,
terminiert das Verfahren. Fu¨r den Einsatz in realen Anwendungen kann das
Provadero-Verfahren mit verschiedenen Analysestufen ausgestattet werden,
die im Abschnitt 5.3 beschrieben werden. Das Konzept odet(Ω, ψ) ist das Er-
gebnis eines exklusiven Klassiﬁkators, wie er in Abschnitt 5.3.1 beschrieben
ist.
Die Fehlerraten werden wie folgt berechnet:











o(qT ), odet(Ω, ψ)
)
|QT | mit (5.82)
I(a, b) =
{
1 : fu¨r a=b
0 : sonst
(5.83)
Die Funktion o(q) liefert das Konzept, das einem Muster q zugeordnet ist.
Das Lernen einer Schichtengruppe Ω ist in verschiedene Teilschritte un-
terteilt, die schon in Abbildung 5.12 gezeigt wurden. Nach jedem Lern-
schritt wird der zugeho¨rige Assoziationsschritt durchgefu¨hrt, um Daten fu¨r
den na¨chsten Lernschritt bereitzustellen. Die Lernschritte werden in den
folgenden Abschnitten beschrieben.
Die Freigabe E beschreibt, welche Komponenten unterliegender Schich-
ten besonders geeignet sind, Konzepte zu unterscheiden. Dies erfolgt anhand
einer Freigabematrix E. Diese wird mit dem in Abschnitt 5.2.1 beschriebe-
nen Verfahren so eingestellt, dass nur Komponenten verwendet werden, bei
denen sich fu¨r die Bilder eines Konzeptes mo¨glichst hohe und fu¨r unter-
schiedliche Konzepte mo¨glichst niedrige Konﬁdenzen ergeben.
Die Ru¨cktransformation B soll Varianzen ausgleichen. Die Ru¨cktransfor-
mationsparamter bo und bs sollen mit dem in Abschnitt 5.2.2 beschriebenen
Verfahren so eingestellt werden, dass sich fu¨r unterschiedliche Abbildungen
eines Konzeptes mo¨glichst identische Zustandsvektoren ergeben.
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Als Vorverarbeitungsschritt fu¨r die Projektion, werden mit der Skalie-
rung S die verwendeten Komponenten mittelwertfrei gemacht und dann auf
eine einheitliche Varianz skaliert. Die dazu notwendigen Momentvektoren
m1 und m2 werden mit dem im Abschnitt 5.2.3 beschriebenen Verfahren
bestimmt.
Eine Schichtengruppe entha¨lt fu¨r jedes zu lernende Konzept o ∈ O ge-
nau eine Schicht. Diese soll speziﬁsch auf ein Teilkonzept sein, das einen
wesentlichen Baustein zur Repra¨sentation dieses Konzeptes darstellt. Sie
soll auch mo¨glichst invariant auf Varianzen dieses Teilkonzeptes reagieren.
Das wird mit dem in Abschnitt 5.2.4 beschriebenen Verfahren zum Lernen
der Speziﬁta¨ten s gewa¨hrleistet.
5.2.1 Lernen der Freigabe
Das Lernen der Freigabe wird fu¨r jede Schicht l durchgefu¨hrt und ist dann
fu¨r alle Muster gleichermaßen gu¨ltig. Die zu bestimmende Freigabematrix
E soll bei der Assoziation nur solche Komponenten xΩm der Zustandsvek-
toren zum Auswerten weitergeben, die ein gutes Unterscheiden der Kon-
zepte ermo¨glichen. Fu¨r jede Komponente wird ein Wert ηm eingefu¨hrt, der
beschreibt, wie gut die Komponente diesem Anspruch genu¨gt. Er wird be-
rechnet aus dem Verha¨ltnis der mittleren Aktivita¨t dieser Komponente bei
Mustern des zu detektierenden Konzeptes gegenu¨ber der mittleren Aktivi-





Der Wert co(l) beschreibt die gemitteltete Aktivierung von Mustern die
das gleiche Konzept haben, wie das der Schicht zugeordnete. Der Wert
cρ(l) beschreibt die gemitteltete Aktivierung von Mustern, die ein anderes



















L, l, p). (5.86)
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Die errechneten ηm ko¨nnen der Gro¨ße nach sortiert werden. Die Kompo-
nenten, die das gewu¨nschte Konzept am besten von anderen unterscheiden,
haben dann hohe Werte. Zur Auswahl der Komponenten kann man nun
noch einen Schwellwert vorgeben oder wie in der hier gewa¨hlten Realisie-
rung eine maximale Gesamtanzahl N von Komponenten, die fu¨r jede Schicht
mit den am besten unterscheidenden Komponenten aufgefu¨llt wird. Bei der
hier gewa¨hlten Lo¨sung wird fu¨r vektorkodierende Komponenten zusa¨tzlich
sichergestellt, dass sobald eine Komponente Verwendung ﬁndet, die andere
auch freigegeben wird. Die Bestimmung von E ist einfach. Es wird zuna¨chst
eine Identita¨tsmatrix mit M(Ω)×M(Ω) | l ∈ Ω erzeugt. Aus dieser werden
dann die Zeilen der korrespondierenden nicht verwendeten Komponenten
gelo¨scht. Es ergibt sich eine N(Ω)×M(Ω) | l ∈ Ω Matrix.
5.2.2 Lernen der Ru¨cktransformationsparameter
Mit diesem Verfahren sollen die Ru¨cktransformationsparameter bo und bs
eingestellt werden. Dafu¨r wurde noch keine konkrete Realisierung entwi-
ckelt. Es wird nur das zugrunde liegende Prinzip beschrieben: Unterschied-
liche Muster eines Konzeptes sollen zu a¨hnlichen Assoziationen fu¨hren. Dies
soll so realisiert werden, dass sich fu¨r gleiche v-Werte von Mustern eines
Konzeptes auch gleiche Auspra¨gungen v fu¨r die Folgeschicht ergeben.












5.2.3 Einstellen der Skalierung
Die Momente m1 und m2 sollen die Zustandsvektoren einer Schicht l mittel-
wertfrei machen und skalieren. Gleichung (5.67) beschreibt die zugeho¨rige
Berechnung. Es sollen jeweils alle Zustandsvektoren beru¨cksichtigt werden,
die in Mustern qL enthalten sind, deren Konzept o(qL) dem der Schicht
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o(l) entspricht. Zur Berechnung von m1 werden die Zustandsvektoren mit
Ihrer Konﬁdenz gewichtet und dann gemittelt. Fu¨r jede Vektorposition n
wird dann noch mit dem Faktor wn auf die Konﬁdenz normiert. Die Berech-
nung von m2 bildet zuna¨chst die Diﬀerenz zum Mittelwert und quadriert
































L, l, p). (5.92)
5.2.4 Lernen der Speziﬁta¨t
Fu¨r eine neue Schichtengruppe wird fu¨r jede Schicht die Speziﬁta¨t s(l)
berechnet. Sie bestimmt hauptsa¨chlich, wie sich die Schicht bei einer As-
soziation verha¨lt. Die Berechnung soll so erfolgen, dass s(l) in Richtung
der gro¨ßten Varianz der Zustandsvektoren des l zugeordneten Konzeptes
o(l) zeigen soll. Dazu soll eine Hauptkomponentenanalyse vorgenommen
werden. Zur Berechnung wird das
”
Hebbian-Based Maximum Eigenﬁlter“-
Verfahren von Oja (1982) angewendet, welches die erste Hauptkomponente
der Zustandvektoren-Verteilung berechnet. Das Verfahren arbeitet iterativ
und addiert die einzelnen Zustandsvektoren in die Richtung an die Spe-
ziﬁta¨t, die durch die Projektion mit der bisherigen Speziﬁta¨t gegeben ist.
So bewegt sich die Speziﬁta¨t in die Richtung mit der gro¨ßten Varianz. Die
Hilfsvariable τ za¨hlt u¨ber alle Rasterpunkte p aller Trainingsmuster qL des
zugeho¨rigen Konzeptes:
wiederhole fu¨r alle p, qL ∈ QL : (5.93)
s∗(l, τ + 1) =
{
s∗(l, τ) + c¯s(qL, l, p)xs(qL, l, p) : s∗(l, τ)T xs(qL, l, p) ≥ 0
s∗(l, τ)− c¯s(qL, l, p)xs(qL, l, p) : s∗(l, τ)T xs(qL, l, p) < 0
inkrementiere τ mit 1






L, l, p), s∗(l, 0) = 0, o(qL) = o(l). (5.94)
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Mit c¯s wird die Konﬁdenz des Zustandsvektors gemittelt. Die noch nicht




||s∗(l, τmax)|| . (5.95)
5.3 Analyse
Mit dem Provadero-Verfahren lassen sich unterschiedliche Schnittstellen
zu Anwendungen realisieren. Im einfachsten Fall kann man einen Exklu-
sivklassiﬁkator realisieren, der angibt, welches der gelernten Konzepte am
wahrscheinlichsten in einem Eingabebild ψ vorhanden ist. Die Klassiﬁkati-
on wa¨hlt also stets eins der in O gegebenen Konzepte aus. Ein allgemeiner
Klassiﬁkator kann fu¨r jedes Eingabebild alle Konzepte aus O zuordnen. Es
ist auch ein Konzeptlokalisierer mo¨glich, der angibt, an welcher Position im
Eingabbild ein Konzept gegeben ist. Die zugeho¨rige Region kann segmen-
tiert werden.
5.3.1 Exklusiver Klassiﬁkator
Dieser Klassiﬁkator liefert das Konzept, was am wahrscheinlichsten im Mus-
ter q abgebildet ist: odet(ψ). Dazu werden die Aktivierungen der Schichten
in der ho¨chsten Schichtengruppe Ωtop ausgewertet. Das Resultat ist das











Fu¨r jede Schicht der obersten Schichtengruppe Ωtop wird u¨berpru¨ft, ob sie
sta¨rker aktiviert ist als der Schwellwert ϑK. In diesem Fall ist das zugeho¨rige




o : fu¨r 1/|p|∑p cv(q, l(Ωtop, o), p) > ϑK
∅ : sonst (5.97)
Odet(q, O) =
{
odet1 (q, o1 ∈ O), odet2 (q, o2 ∈ O), ...
}
(5.98)
Die Funktion l(Ω, o) liefert die Schicht in der Schichtengruppe Ω, die dem




Fu¨r diesen Detektortyp muss eine Funktion eingefu¨hrt werden, die eine Kon-
zeptregion deﬁniert. Dazu muss eine zweidimensionale Struktur beschrieben
werden, die eine bestimmte Aktivierung enthalten muss. Mit dieser Funkti-
on kann man dann Bereiche eines Konzepts und eine zugeho¨rige Konﬁdenz
detektieren. Eine zusa¨tzlich zu deﬁnierende Funktion kann aus dem Bereich
eine diskrete Position errechnen; beispielsweise kann geometrisch gemittelt
werden.
Es ist auch mo¨glich, fu¨r ein derartig detektiertes Konzept, eine Segmen-
tierung im Eingabebild vorzunehmen. Dazu kann untersucht werden, welche
Regionen der unterliegenden Schicht einen Beitrag zur Assoziation des Kon-
zeptes geleistet haben. Dies kann rekursiv fu¨r alle unterliegenden Schichten
erfolgen. Ein a¨hnliches Verfahren wurde schon erfolgreich zum Segmentie-
ren in einer hierarchischen Schichtenarchitektur angewendet (Teichert and
Malaka, 2003). Mit den Provadero-Komponenten und den Lernverfahren
werden sich subsymbolisch repra¨sentierende Teilkonzepte ergeben. Diese
werden so typischerweise nicht von Menschen verwendet und ko¨nnen da-
her auch nicht semantisch zugeordnet werden.
5.4 Zusammenfassung und Bewertung
Es sind Realisierungen fu¨r alle Module des Provadero-Verfahrens auf Kapi-
tel 4 vorgestellt worden. Die Module konnten so realisiert werden, dass nur
relativ wenig Konﬁgurationsparameter notwendig sind.
Die Laufzeit- und Speichergro¨ßenordnungen sind dabei linear in der An-
zahl der Muster, linear in der Anzahl der Pixel, linear in der Anzahl der
beno¨tigten Schichtengruppe und linear in der Anzahl der zu lernenden Kon-
zepte. Doch die Anzahlen multiplizieren sich zum Gesamtaufwand. So ko¨n-
nen relativ schnell unhandliche Gro¨ßen erreicht werden, wenn viele Muster
in hohen Auﬂo¨sungen mit vielen Konzepten gelernt werden sollen.
Insbesondere die lineare Abha¨ngigkeit des Speicheraufwandes in der An-
zahl der Muster sorgt dafu¨r, dass schon mit kleinen Mustersa¨tzen Gren-
zen erreicht werden. Andere Verfahren verwenden meist sequenzielle Lern-
verfahren und haben dadurch keinen großen Speicheraufwand. Auch fu¨r
das Provadero-Verfahren sind solche Techniken denkbar. Sobald auf einer
Schicht l die Speziﬁta¨t s(l) gelernt wurde, ko¨nnte man viele Zwischener-
gebnisse verwerfen. Es mu¨ssten lediglich die Zustandsvektoren xl fu¨r jede
Schicht gespeichert werden, damit ho¨here Schichten noch in Abha¨ngigkeit
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ihrer Freigabefunktion darauf zugreifen ko¨nnen. Die Ordnung des Speicher-
aufwands verringert sich dadurch aber noch nicht. Dies wa¨re erst mo¨glich,
wenn man das Lernen selbst sequenzieren ko¨nnte. Schwierig wird das fu¨r die
Freigabefunktion und die Skalierung, die dann nicht mehr u¨ber alle Muster
ausgewertet werden ko¨nnten. Spa¨tere Erweiterungen realisieren mo¨glicher-
weise eine gemischte vorwa¨rts- und ru¨ckwa¨rtsgerichtete Verarbeitung. Dies
wu¨rde die Sequenzierung des Lernverfahrens zusa¨tzlich erschweren.
Ist das Lernen erfolgt, mu¨ssen nur noch die Parametrisierungen der ein-
zelnen Module gespeichert werden. Das Verfahren ist dann nur noch linear
abha¨ngig von der Anzahl der Pixel, Schichtengruppen und Konzepte.
Wa¨hrend das Sequenzieren des Provadero-Lernverfahrens grundlegende
A¨nderungen erfordert, la¨ßt sich das Verfahren sehr gut parallelisieren, weil





In diesem Kapitel werden Simulationen des Diﬀusionsverfahrens fu¨r Struk-
turwerte und der Provadero-Realisierung dargestellt, diskutiert und ab-
schließend bewertet. Zuna¨chst wird das Diﬀusionsverfahren fu¨r Struktur-
werte untersucht und gezeigt, dass es invariant gegenu¨ber Positions-, Skalier-
ungs- und Rotationstransformationen sind.
Fu¨r das Provadero-Gesamtsystem wird anschließend gezeigt, dass es ge-
eignet ist, das Erkennen von Objekten unter klassischen Varianzen, insbe-
sondere aber auch das Erkennen unter abstrakten Varianzen zu ermo¨glichen.
6.1 Diﬀusionsverfahren
6.1.1 Evaluationsstrategie
Da das Diﬀusionsverfahren zur Interpolation in der zur Evaluation verwen-
deten Zusammenstellung von Provadero-Komponenten nicht beno¨tigt wird,
werden an dieser Stelle auch keine Simulationen dazu beschrieben. Bisher
durchgefu¨hrte Simulationen zeigen aber, dass das Verfahren erwartungsge-
ma¨ß funktioniert und die in Abschnitt 5.1.2 beschriebenen Anforderungen
erfu¨llt.
Das Diﬀusionsverfahren fu¨r Strukturwerte besitzt als Parameter ledig-
lich die Anzahl der Iterationen, die fu¨r die Diﬀusion durchgefu¨hrt werden.
Die Evaluation des Verfahrens ist daher einfach zu realisieren. Als Einga-
bebilder werden zuna¨chst einfache Helligkeitsu¨berga¨nge getestet. Danach
werden Untersuchungen mit transformierten Bildinhalten angestellt und
schließlich werden typische Realweltbilder der Forschungsgemeinschaft zum




6.1.2 Einstuﬁger gerader U¨bergang
Abbildung 6.1 zeigt Simulationen auf einem einfachen Hell-Dunkel-U¨ber-
gang in zwei Dimensionen. In der ersten Spalte sind die Konﬁdenzwerte zu
sehen. Eine ho¨here Konﬁdenz ergibt ein helleren Bildwert. In der zweiten
Spalte sind die Vektorinformationen von Gradient und Translation darge-
stellt. Die Helligkeit kodiert die Vektorla¨nge und die Farbe kodiert die Vek-
torrichtung. Die Farbe Cyan beschreibt einen nach rechts zeigenden und die
Farbe Gru¨n einen nach oben zeigenden Vektor, wie man in Abbildung 6.1 b)
einfach nachvollziehen kann. Andere Farbwerte ergeben sich entsprechend
eines umgebenden Farbkreises eines HSV-Farbmodells. Die oberste Zeile
(a) von Abbildung 6.1 zeigt das Eingabebild (mitte) und dessen Konﬁdenz
(links), die volle Aktivita¨t u¨ber den gesamten Eingabebildbereich hat. Der
gesamte Eingabebildbereich ist also
”
sicher“ gegeben. Das kombinierte Bild
(rechts) zeigt das Eingabebild multipliziert mit der Konﬁdenz, was in diesem
Fall wieder das Eingabebild ergibt. Die na¨chste Zeile (b) zeigt den Gradient
gˆ und die zugeho¨rige Konﬁdenz cˆ auf den Zellgrenzen. Die Aktivierungen
haben in diesem Fall eine Breite von zwei Pixeln, was bei einem einfachen
Helligkeitsu¨bergang und dessen Filterung mit Gleichung (5.13) plausibel
ist. Die Bilder von den Grenzaktivierungen werden nur einmal dargestellt,
weil sie u¨ber die Iterationen konstant bleiben. Dies ist plausibel, weil sich
durch das Diﬀusionsverfahren in der Umgebung nie gro¨ßere Werte cg, als
die Quellwerte chb ergeben und diese nach Gleichung (5.20) und (5.24) stets
dominant bleiben.
Fu¨r die Bilder werden Zwischenergebnisse bei 30 und 300 Iterationen
dargestellt. So kann man erkennen, wie sich die Werte darstellen, wenn sie
sich durch die Diﬀusionsiterationen noch nicht u¨ber das gesamte Bild aus-
breiten konnten und im zweiten Fall kann man das Ergebnis der Ausbreitung
u¨ber das ganze Bild sehen. Zusa¨tzlich sieht man, ob eine hohe Iterationsan-
zahl zu Sa¨ttigungserscheinungen oder anderen Artefakten fu¨hrt.
Die Zeilen (c) und (d) zeigen die Gradienteninformation und deren Kon-
ﬁdenz. Die Kombination wurde wieder anhand einer Multiplikation errech-
net. Man sieht, wie sich in den Regionen der U¨berga¨nge homogene Be-
schreibungen deren Richtungen ergeben. Wo sie aufeinander stoßen, ﬁndet
keine Vermischung statt, weil in diesem Beispiel durch die Symmetrie des
Eingabebildes gleiche Konﬁdenzen erzeugt werden und daher kein Fluss
mit Gradienteninformation aus der Umgebung stattﬁndet. In der Analo-
gie der Wasserbeha¨lter wu¨rden zwei Beha¨lter mit unterschiedlichen Farben
nebeneinander stehen. Es wu¨rde aber kein Austausch stattﬁnden, weil die
Beha¨lter die gleiche Ho¨he haben. Die Außenecke der Helligkeitsspu¨nge er-
zeugt einen Bereich, der sich wie um eine Rundung ergibt (siehe na¨chsten
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Abschnitt). Die Richtung des Gradienten zeigt stets auf die Außenecke.
Die Zeilen (e) und (f) zeigen Translationsinformation und deren Kon-
ﬁdenz. Man sieht gut, wie sich die La¨nge der Vektorinformation zu den
Außenra¨ndern hin aufbaut und in die Richtung des Quellgradienten zeigt.
Die Randwerte des Bildes nach 30 Iterationen sind genauso groß, wie die
im Bild nach 300 Iterationen an den gleichen Positionen. Die Bilder sind le-
diglich zur besseren Sichtbarkeit unterschiedlich skaliert. Die Konﬁdenz ist
nach erfolgter Diﬀusion recht homogen verteilt. Lediglich direkt neben den
Gradientenquellen sind sie etwas erho¨ht und in den Bereichen, wo unter-
schiedliche Gradienten aufeinander stoßen, kommt es zur Auslo¨schung der
Konﬁdenz. Dieser Eﬀekt ist darin begru¨ndet, das die Gradientenvektoren im
Skalarprodukt von Gleichung (5.29) an diesen Positionen unterschiedliche
Richtungen haben.
6.1.3 Einstuﬁger runder U¨bergang
Ergebnisse von Diﬀusionssimulationen auf einem runden U¨bergang sind in
Abbildung 6.2 dargestellt. Es gelten dieselben Ero¨rterungen, wie im vorigen
Abschnitt. Zusa¨tzlich sieht man an den konzentrisch ausgerichteten Vektor-
strukturen, dass das Verfahren nahezu rotationssymmetrisch funktioniert
und auch kaum Artefakte durch relativ grob verpixelte Rundungen entste-
hen, die in dem Eingabebild ohne Grauwertinterpolation gegeben sind.
6.1.4 Mehrstuﬁger U¨bergang
Abbildung 6.3 zeigt Diﬀusionssimulationen auf einem Mehrfachu¨bergang.
Die Gradienteninformation bildet sich wie bei dem einfachen U¨bergang ho-
mogen um die Quellregion. Treﬀen Gradienten mit unterschiedlicher Rich-
tungsinformation aufeinander, stoppt die Ausbreitung, wenn gleiche Konﬁ-
denzniveaus erreicht sind. Die Translationsinformation berechnet sich kor-
rekt fu¨r die einzelnen Teilbereiche. Die Simulationen zeigen auch fu¨r dieses
Experiment stabile Wertauspra¨gungen u¨ber Diﬀusionsiterationen.
6.1.5 Positions-, Skalierungs- und Rotationsinvarianz
Ein Verfahren zur Analyse von zweidimensionaler Kontextinformation in
Bildern sollte invariant sein gegenu¨ber Transformationen des Eingabebildes
bezu¨glich Position, Skalierung und Rotation. Das soll dieses Experiment zei-
gen, indem entsprechend transformierte Teilbildbereiche untersucht werden,
die den gleichen Inhalt zeigen. Abbildung 6.4 zeigt, das diese Invarianzen
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gegeben sind. Die regionalen Strukturen von Gradient und Translation sind
innerhalb der Objekte stets identisch.
6.1.6 Realweltbilder
Abschließend sollen noch Diﬀusionssimulationen auf zwei Realweltbildern
durchgefu¨hrt werden, die sich als Standard zur Beurteilung von Bildver-
arbeitungsverfahren etabliert haben (Abbildung 6.5 und 6.6). Die Bilder
zeigen interessante Bildstrukturen im Vorder- und Hintergrund sowie ver-
schiedene U¨berga¨nge und Sto¨rungen. Der Gradient auf den Zellgrenzen ent-
spricht dem Ergebnis, das man mit einem klassischen Sobelﬁlter erhalten
wu¨rde. Daher ko¨nnen die Bilder in den Zeilen (b) zum Vergleich verwendet
werden. Man sieht, dass der Sobelﬁlter lokal wirkt, wa¨hrend das Diﬀusion-
verfahren stark ausgepra¨gten Gradienten gro¨ßere und zusammenha¨ngendere
Regionen zuordnet. Wie man gut in Abbildung 6.6 in den Zeilen (c) und
(d) sehen kann, wird auch das Bildrauschen im Bereich des Himmels stark
vermindert.
6.1.7 Bewertung
Das Diﬀusionsverfahren fu¨r Strukturwerte funktioniert nach den Vorgaben
aus Abschnitt 5.1.3. Es sind keine Artefakte aus Fehlfunktionen erkennbar.
Das Verfahren eignet sich, um Kontextinformation aus zweidimensionalen
Signalverteilungen zu extrahieren. Das Verfahren ist auch isoliert von den
restlichen Provadero-Modulen einsetzbar und kann als Strukturextraktions-
verfahren genutzt werden.
Gegenu¨ber klassischen Filtern steht beim Provadero-Diﬀusionsverfahren
Kontextinformation nicht nur innerhalb der meist kleinen Filtermasken be-
reit, sondern fu¨r den gesamten Bildbereich Die Kontextinformation des Dif-
fusionsverfahren beschreibt den dominierenden Gradienten in der Umge-
bung - auch wenn dieser weit entfernt ist. Das ist insbesondere fu¨r Asso-
ziationssysteme von Vorteil, die ra¨umlich verteilte Information auswerten
mu¨ssen. Da die Repra¨sentationen als Vektorinformation gegeben sind, ko¨n-
nen sie sehr leicht skaliert oder rotiert werden. Das ist vorteilhaft, wenn
man in den Repra¨sentationen regionale Verzerrungen ausgleichen will, die
sich z.B. durch perspektivische Projektion bei der Bildaufnahme ergeben
haben.
Man kann einwenden, dass das Verfahren bei sehr kleinen lokalen Bild-
strukturen/Texturen keine regionale Information bereitstellt. Das hat man
mit klassischen Filtern jedoch auch nicht. Diese Bereiche zusammenzufas-
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sen, muss die Aufgabe eines Assoziationssystems sein, welches von diesen
lokalen Inhalten auf regionale abstrahieren kann.
Fu¨r das Verfahren muss nur ein Parameter eingestellt werden: die An-
zahl der Iterationen. Dabei ist selbst das unkritisch, denn wenn das Verfah-
ren erstmal die Strukturinformation u¨ber das Bild verteilt hat, bleiben die
Strukturen stabil. Man kann also das Einstellen dieser Gro¨ße leicht automa-
tisieren, in dem man die Anzahl in Abha¨ngigkeit der gro¨ßten Bilddimension
einstellt.
Es lassen sich leicht zusa¨tzliche Parameter einfu¨hren. Z.B. ko¨nnte man
die Terme in den Gleichungen (5.12) unterschiedlich gewichten. Das vera¨n-
dert jedoch hauptsa¨chlich nur die Geschwindigkeit, mit der sich die Diﬀusion
u¨ber die Iterationen ausbreitet. Teichert and Malaka (2006) haben fu¨r ein
a¨hnliches Verfahren festgestellt, dass eine solche Gewichtung weite Bereiche
der Einstellmo¨glichkeiten stabile Ergebnisse liefert.
Der Rechenaufwand ist jeweils linear in der Anzahl der Bildpixel und der
Anzahl der Iterationen. Der Aufwand zum Berechnen von Sa¨tzen mit klas-
sischen Maskenfunktionen ist nicht direkt vergleichbar. Allerdings werden
diese schnell sehr aufwa¨ndig, wenn Sa¨tze von Masken in unterschiedlichen
Richtungen und Skalierungen gerechnet werden sollen.
Das Diﬀusionsverfahren kann auch verwendet werden, wenn sich die In-
halte des zu analysierenden zweidimensionalen Signals a¨ndern (Teichert and
Malaka, 2006). Das ist insbesondere dann interessant, wenn Repra¨sentatio-
nen durch eine Bottom-Up als auch durch eine Top-Down-Verarbeitung ver-
a¨ndert werden. Das kann zum Beispiel durch eine Top-Down-Hemmung von
Repra¨sentationen erfolgen, die Bottom-Up erstellt wurden und noch Mehr-
deutigkeiten in sich tragen. Die Strukturinformationen mu¨ssen nicht fu¨r eine
gea¨nderte Repa¨sentation vollsta¨ndig iterieren. Das A¨ndern von Repra¨sen-
tationen und das Diﬀusionsiterieren kann auch
”


































Abbildung 6.1: Diﬀusionsexperiment auf einem geraden Hell-Dunkel-
U¨bergang in zwei Dimensionen mit 128x128 Pixeln (siehe Text).
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Abbildung 6.2: Diﬀusionsexperiment auf einem runden Hell-Dunkel-
U¨bergang in zwei Dimensionen mit 128x128 Pixeln (siehe Text).
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Abbildung 6.3: Diﬀusionsexperiment auf einem abgestuften Hell-Dunkel-
U¨bergang in zwei Dimensionen mit 128x128 Pixeln (siehe Text).
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Abbildung 6.4: Diﬀusionsexperiment zur Positions-, Skalierungs-, und Ro-
tationsinvarianz 512x512 Pixeln (siehe Text).
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In diesem Abschnitt werden die in Kapitel 5 beschriebenen Provadero-Kom-
ponenten im Verbund evaluiert. Es soll zuna¨chst gepru¨ft werden, ob grund-
legende Eigenschaften gegeben sind, die zur Objekterkennung notwendig
sind. Spa¨ter wird dann untersucht, wie das Verfahren mit abstrakten Vari-
anzen funktioniert. Schließlich werden Simulationen auf Nachrichtenbildern
vorgenommen, die Personen in unterschiedlichen Posen zeigen.
Die grundlegenden Eigenschaften werden anhand von Bina¨rwertbildern
untersucht, die geeignet sind, zu zeigen, ob das Verfahren fu¨r identische
Trainings- und Testmuster auch identische Ergebnisse erzeugt. Ebenso wird
untersucht, ob die Ergebnisse gleich sind, wenn identische Muster an unter-
schiedlichen Positionen, in unterschiedlichen Skalierungen oder unter unter-
schiedlichen Rotationen gegeben sind.
Mustersa¨tze
Zum Evaluieren von Bildverarbeitungsverfahren gibt es fu¨r verschiedene
Themen etablierte Bildersa¨tze, die zum Vergleich mit anderen Verfahren
verwendet werden ko¨nnen. Fu¨r Spezialthemen werden meist neue Bilder-
sa¨tze erstellt, die es ermo¨glichen, die besonderen Eigenheiten der Verfahren
herauszustellen. Aus diesem Grund sind sie auch nicht unbedingt zum Ver-
gleich mit anderen Verfahren geeignet. Fu¨r das Erkennen von Bildkonzep-
ten in unterschiedlichen Auspra¨gungen gibt es schon einige Bildersa¨tze (z.B
Everingham et al., 2006, 2010). Fu¨r das Provadero-Verfahren werden aber
dennoch neue Bildersa¨tze erstellt. Das liegt daran, dass fu¨r die von Grund
auf neu entwickelten Provadero-Komponenten zuna¨chst grundlegende Ei-
genschaften u¨berpru¨ft werden mu¨ssen. Dabei muss darauf geachtet werden,
dass nicht viele Bilder parallel verarbeitet werden ko¨nnen und daher ein
guter Kompromiss zwischen Auﬂo¨sung und der zur Verfu¨gung stehenden
Anzahl von Trainings- und Testbildern realisiert werden muss. Das gilt auch
fu¨r die Bildersa¨tze, die innerhalb des BMBF-Projektes
”
Bild-Film-Diskurs“
(BFD-Projekt1) gegeben sind und die im Rahmen dieses Beitrags verwendet
werden sollen.
Der BFD-Projekt-Bildersatz entha¨lt Nachrichtenbilder, die Personen in
Posen wie Handschlag oder Eid zeigen. Es sind auch andere Posen aus




in den Armen. Andere Bilder zeigen Amokla¨ufer in sog. Selbstprotraits. Sie
zielen mit ihrer Waﬀe in Richtung der Kamera.
Die BFD-Bilder zeigen, wie die meisten Realweltbilder eine sehr große
Auspra¨gungsvielfalt auf hohen Abstraktionsebenen. Es gibt aber auch Ge-
meinsamkeiten auf weniger hohen Abstraktionsebenen. So haben z.B. die
Handschlagbilder relativ a¨hnliche visuelle Strukturen im Bereich des Hand-
schlags. Das gilt analog fu¨r den Eid. Die Amokla¨ufer halten meist eine Waﬀe
ins Bildzentrum. Bei den Pietabildern liegt die Abstraktionsebene der Ge-
meinsamkeiten schon wieder deutlich ho¨her. Der BFD-Testsatz stellt allein
deshalb eine Herausforderung dar, weil klassische Verfahren kaum anwend-
bar sind (Scha¨fer, 2009). Wenn Provadero also besser funktioniert, wa¨re das
schon ein Gewinn.
Zum Testen grundlegender Mustererkennungseigenschaften wurden ei-
nige Bina¨rbildtestsa¨tze generiert, die spa¨ter genauer beschrieben werden.
Als Auﬂo¨sung wurde fu¨r alle Bina¨rbilder eine Auﬂo¨sung von 32x32 ge-
wa¨hlt. Die Bilder des BFD-Projektes wurden mit einer Auﬂo¨sung von 128
Pixeln in ihrer gro¨ßten Dimension verwendet.
Zu jedem Muster ist ein Maskenbild gegeben. Das Training und die
Auswertung wurde in dieser Maskenregion vorgenommen.
Konﬁguration und Parametrisierung
Die in den Abschnitten 4.2.4 und 5.1.6 beschriebene Ru¨cktransformation
wird in den folgenden Simulationen nicht angewendet. Dafu¨r gibt es zwei
Gru¨nde. Der erste Grund ist, dass die zur Verfu¨gung stehende Hardware
mit dem Speicherplatzbedarf der u¨brigen Provadero-Komponenten schon
so ausgelastet ist, dass nur kleine Bildersa¨tze mit geringer Auﬂo¨sung ge-
rechnet werden ko¨nnen und daher fu¨r ein zusa¨tzliches Lernverfahren mit
zusa¨tzlicher Komponentenrepra¨sentation xb kein Platz zur Verfu¨gung steht.
Der zweite Grund ist, dass die u¨brigen Provadero-Komponenten noch weiter
optimiert werden sollten, damit die Ru¨cktransformation auf besseren De-
tektionsergebnissen laufen kann. Das Unterlassen der Ru¨cktransformation
wird so realisiert, dass das Lernverfahren nicht angewendet wird und die
Tranformationsparameter βon und β
s
n auf 0 gesetzt werden. Praktisch kann
man also xb = xe und cb = ce setzen.
Alle anderen Provadero-Komponenten werden wie in Abschnitt 5 be-
schrieben eingesetzt. Die Parametrisierung der Komponeten erfolgt mit
Werten, die fu¨r Simulationen auf dem BFD-Bildersatz am besten funktio-
nierten. Um diese zu ﬁnden, wurden die Werte nacheinander in kleinen
Schritten vera¨ndert und die zugeho¨rigen Simulationsergebnisse wurden be-
wertet. Danach wurden die Werte in kleinen Schritten entsprechend der Be-
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wertung vera¨ndert. Diese Vorgehensweise wurde mehrfach wiederholt, bis
keine Verbesserungen mehr mo¨glich waren. Um zu vermeiden, dass man mit
der Parametrisierung nur ein lokales Minimum der Ergebnisse erreicht, wur-
den zwischendurch auch immer wieder gro¨ßere Schrittweiten ausprobiert.
Fu¨r die Anzahl N der verwendeten Vektorkomponenten der Freigabe-
funktion (5.47) hat sich 7 als erfolgreich herausgestellt. Es wurde noch nicht
probiert, diesen Wert fu¨r jede Schichtengruppe separat zu bestimmen. Es
ko¨nnte sinnvoll sein, auf ho¨heren Schichtengruppen mehr Vektorkomponen-
ten freizugeben, um fu¨r die Speziﬁta¨ten komplexere Abha¨ngigkeiten reali-
sieren zu ko¨nnen. Bei den Vorabsimulationen stellte sich heraus, dass der
N -Parameter einigermaßen robust ist. So haben Simulationen mit 10 oder
5 Vektorkomponenten immer noch brauchbare Ergebnisse produziert. We-
sentlich gro¨ßer konnte der Wert nicht gewa¨hlt werden, da die Simulationen
fu¨r die zur Verfu¨gung stehende Hardware zu aufwa¨ndig geworden wa¨ren.
Wird die Anzahl zu klein gewa¨hlt, verschlechtern sich die Ergebnisse. Das
liegt wahrscheinlich daran, dass sich die Speziﬁta¨ten der einzelnen Schichten
nicht vielfa¨ltig genug auspra¨gen ko¨nnen.
Der Projektionsparameter δ bestimmt die gaußfo¨rmige Aktivierungs-
funktion (5.73). Sie bestimmt den Radius, der vorgibt, ob ein projizierter
Zustandsvektor xs als erkannt aktiviert wird oder nicht. Dieser Parame-
ter ist wesentlich fu¨r das Provadero-Verfahren. Er bestimmt, wie stark die
Schichten mit Aktivita¨t gefu¨llt werden. Fu¨r die Ergebnisse der Vorabsimu-
lationen hat sich ein Wert von 0,1 als erfolgreich herausgestellt. Er ergibt
eine spa¨rliche Repra¨sentation auf den Schichten. Dadurch werden auch die
Speziﬁta¨ten gut getrennt.
Fu¨r die Simulationen zur allgemeinen Klassiﬁkation ergab sich ein guter
Schwellwert ϑK bei 1,3. Dieser Wert ist wesentlich fu¨r die Klassiﬁkation in
(5.98). Wa¨hlt man ihn zu gering, ergeben sich zwar weniger (falsch) zuge-
ordnete Konzepte, die nicht im Eingabebild gegeben sind. Es ergeben sich
dafu¨r aber auch weniger (richtig) nicht zugordnete Konzepte, die im Ein-
gabebild gegeben sind. Erho¨ht man den Schwellwert ergeben sich weniger
(falsch) nicht zugeordnete Konzepte, die im Eingabebild gegeben sind. Es
ergeben sich aber auch weniger (richtig) nicht zugeordnete Konzepte, die
nicht im Eingabebild gegeben sind.
Aufgrund von begrenzten Hardwareressourcen werden nur 4 Schichten-
gruppen eingefu¨hrt. Einzelversuche mit reduzierten Mustersa¨tzen zeigen,
dass die Speziﬁta¨t u¨ber die Lerniterationen ansteigt, es dann aber auch
zu Verpixelungseﬀekten auf ho¨heren Schichten kommt, und so die Aktivie-
rungsverha¨ltnisse wieder sinken. Verpixelung beschreibt eine kaum noch den
Strukturen des Eingabebildes zuzuordnende Aktivierungsverteilung, die bei





Fu¨r die Darstellung der Simulationsergebnisse werden verschiedene Dia-
gramme verwendet, die im Folgenden beschrieben werden.
Konzeptaktivierung









c(q, l(Ωtop, o), p). (6.1)
Sie wertet in der obersten Schichtengruppe nur die Schicht aus, die dem
zugeordneten Konzept entspricht: l(Ωtop, o). Die gemittelte Aktivita¨t soll-
te sich in Richtung ho¨herer Schichtengruppen steigern, da die Schichten
durch die Lernverfahren speziﬁscher auf die zugeordneten Eingangsbilder
reagieren sollen. In der Praxis tun sie das oft nur in den ersten Lernitera-
tionen/Schichtengruppen, weil die ho¨heren Schichtengruppen speziﬁsch auf
komplexere Inhalte werden, die dann aber seltener vorkommen.
Wie geeignet diese Aktivierungen fu¨r eine Klassiﬁkation sind, la¨sst sich
anhand dieser Diagramme noch nicht sagen, da nicht beru¨cksichtigt wird,
wie stark die u¨brigen Schichten aktiviert werden, die dem Konzept nicht
zugeordnet sind.
Konzeptaktivierungsverha¨ltnis
Das Konzeptaktivierungsverha¨ltnis cCR beschreibt die Aktivierung von der
Schicht, die dem zu pru¨fenden Konzept zugeordnet ist, bezogen auf die










Fu¨r eine sichere Klassiﬁkation ist es also wichtig fu¨r alle Konzepte, Werte












Auch dieser Wert sollte fu¨r eine sichere Klassiﬁkation u¨ber 1 liegen. Diese
Bedingung ist allerdings nur notwendig und nicht hinreichend, da einzelne
Konzepte immer noch falsch detektiert werden ko¨nnen.
Exklusive Klassiﬁkation
Fu¨r diesen Diagrammtyp wird fu¨r einen Mustersatz die exklusive Klassiﬁka-
tion nach Gleichung (5.96) berechnet. Danach wird geza¨hlt, wieviele Muster
richtig klassiﬁziert wurden und dann ins Verha¨ltnis zur Anzahl der Muster
im Mustersatz gestellt. Der Wert 1 steht also fu¨r eine komplett korrekte
Klassiﬁkation und der Wert 0 steht fu¨r eine komplett falsche Klassiﬁkati-
on. Der Wert, der statistisches Rauschen beschreibt, liegt dazwischen und
ha¨ngt von der Anzahl der gegebenen Konzepte ab. Er berechnet sich aus
1/|O| und liegt bei den hier gezeigten Simulationen mit drei Konzepten bei
0, 3¯. Fu¨r diese Klassiﬁkationsart sollte der Wert stets u¨ber dem Rauschmaß
liegen.
Allgemeine Klassiﬁkation
Dieses Diagrammpaar zeigt die Ergebnisse der allgemeinen Klassiﬁkation
nach Gleichung (5.98). Die klassiﬁzierte Ergebnismenge Odet fu¨r ein Muster
q kann verschiedene Konzepttypen enthalten:
• detektiertes Konzept, das im Muster gegeben ist (true pos)
• detektiertes Konzept, das nicht im Muster gegeben ist (false pos)
• nicht detektiertes Konzept, das im Muster gegeben ist (false neg)
• nicht detektiertes Konzept, das nicht im Muster gegeben ist (true neg)
Diese Konzepttypen werden fu¨r alle Muster q eines Mustersatzes Q aufad-
diert.
Zusammen ergeben die kumulierten true pos und false neg Werte stets
die Summe der im Mustersatz gegebenen Konzepte. Die Anzeige der bei-
den Konzepttypen ist daher auf diese Summe normiert. Analog ergeben die
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kumulierten true neg und false pos Werte stets die Summe der im Muster-
satz nicht gegebenen Konzepte. Die Anzeige dieser beiden Konzepttypen ist
entsprechend normiert.





call“ Werte bestimmt werden. Darauf wird an dieser Stelle jedoch verzichtet,
weil die Mustersa¨tze recht klein sind und die Berechnung der Werte dafu¨r
anfa¨llig ist.
6.2.3 Identita¨tstest
Der Identita¨stest soll sicherstellen, dass fu¨r das Provadero-Verfahren Eigen-
schaften gegeben sind, die fu¨r Musterklassiﬁkatoren grundlegend sind. Es
sollen genau die Muster wiedererkannt werden, die auch gelernt wurden.
Dabei wird noch keine Auspra¨gungsvarianz eingebracht. D.h. alle Muster
eines Konzeptes sind identisch (Abbildung 6.7).
Als Ergebnis mu¨ssen die Aktivierungswerte fu¨r den Test- und Trainings-
satz identisch sein. Ebenfalls die Aktivierungsverha¨ltnisse und das Ergebnis
des exklusiven und allgemeinen Klassiﬁkators. Die Diagramme in Abbil-
dung 6.8 und Abbildung 6.9 zeigen, dass der Trainings- und Testmustersatz
jeweils die gleichen Werte zeigen.
Das Konzeptaktivierungsverha¨ltnis zeigt, dass fu¨r alle Konzepte Werte
u¨ber 1 erreicht wurden. Die Detektion fu¨r das
”
square“-Muster wird sogar
extrem speziﬁsch. Insgesamt ergibt sich fu¨r die Exklusivdetektion ab der
zweiten Schichtengruppe keine Falschdetektion mehr. Die allgemeine Klas-
siﬁkation detektiert in der vierten Schichtengruppe alle gegebenen Konzep-
te richtig. Dafu¨r gibt es dann auch Falschdetektionen der nicht gegebenen
Muster, die in der dritten Schichtgruppe noch komplett richtig detektiert
wurden.
6.2.4 Positionstest
Auch der Positionstest soll eine grundlegende Eigenschaft des Provadero-
Verfahrens sicherstellen: die Detektion soll positionsinvariant mo¨glich sein.
Dazu wurde ein Mustersatz generiert, der fu¨r jedes Konzept identische Mus-
ter in unterschiedlichen Positionen zeigt (Abbildung 6.10). Es wird sicher-
gestellt, dass sich keine Position wiederholt.
Die Ergebnisse sollten fu¨r den Trainings- und Testsatz wieder in etwa
gleich sein, was in den Abbildungen 6.11 und 6.12 auch nachvollziehbar ist.
Dieser Test zeigt, welchen Einﬂuss ein vera¨nderter Bildrand hat. Dieser
wirkt sich auf die Diﬀusionsergebnisse und damit auf die Folgeassoziationen
aus. Wenn die Bildﬂa¨che gro¨ßer gewa¨hlt wird, la¨sst dieser Eﬀekt wieder
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nach. Bei diesen kleinen Mustern spielt der Eﬀekt jedoch eine Rolle. Dieser
Eﬀekt ist auch den Ergebnissen der folgenden Simulationen anzurechnen.
Die Aktivierungsverha¨lnisse liegen deutlich u¨ber 1 und die Detektion
der exklusiven Klassiﬁkation ist ab der zweiten Schichtengruppe komplett
richtig. Auch die allgemeine Klassiﬁkation zeigt sehr gute Ergebnisse.
6.2.5 Rotationstest
Bei diesem Test genu¨gt es nicht mehr, identische Muster in der Bildebene
zu ﬁnden. Die Muster sind unterschiedlich rotiert (Abbildung 6.13) und
so muss das Provadero-Verfahren zeigen, dass sinnvoll generalisiert werden
kann.
In Abbildung 6.14 ist zu sehen, dass die Aktivierungsverha¨ltnisse des
Testsatzes erstmals hinter denen des Trainingssatzes zuru¨ck bleiben. Das ist
fu¨r Lernverfahren auch normal, wenn auf unbekannte Muster generalisiert
werden muss. In Abbildung 6.15 ist zu sehen, dass die Gesamtaktivierung
des Trainingssatzes ab der dritten Schichtengruppe schon langsam wieder
zuru¨ckgeht; wa¨hrend die Detektion des Testsatzes bei der exklusiven Klassi-
ﬁkation sich erst in diesem Bereich deutlich aus dem statistischen Rauschen
erhebt. Die allgemeine Klassiﬁkation erreicht bis zu 50% korrekt gefundene
gegebene Muster und bis zu 80% korrekt gefundene nicht gegebene Muster.
Fu¨r diesen Mustersatz wa¨re der Einsatz der Ru¨cktransformationsfunkti-
on sinnvoll. Ohne diese Funktion fehlt es dem Provadero-Verfahren an einer
Mo¨glichkeit, die Objekte invariant in einer standardisierten Form zu erken-
nen. Die Erkennung funktioniert also nur u¨ber die Generalisierungsfa¨higkeit
des Verfahrens, die es ermo¨glichen soll, abstrakte Varianzen aufzufangen.
Aufgrund des kleinen Trainingssatzes ist es fu¨r das Verfahren nicht einfach,
die richtigen Eigenschaften fu¨r eine gute Rotationsgeneralisierung zu ﬁnden.
6.2.6 Skalierungstest
Auch bei diesem Test werden Generalisierungsfa¨higkeiten des Provadero-
Verfahrens gefordert. Die Muster sind in unterschiedlichen Skalierungen ge-
geben, die sich nicht wiederholen (Abbildung 6.16).
In Abbildung 6.17 ist zu sehen, dass die Aktivierungen des Testsatzes
deutlich hinter denen des Trainingssatzes zuru¨ck bleiben. Das gilt auch fu¨r
fast alle Aktivierungsverha¨ltnisse. Die Ergebnisse der Klassiﬁkationen in




Fu¨r den Varianzentest wurden erstmals fu¨r die Muster auch kleine Aus-
pra¨gungsvarianzen eingefu¨hrt und mit zuvor getesteten aﬃnen Varianzen
gemischt (Abbildung 6.19).
Die Aktivierungen und Aktivierungsverha¨ltnisse in Abbildung 6.20 zei-
gen, wie fu¨r den Testsatz erst wieder einige Lerniterationen beno¨tigt werden,
bis sich die Werte verbessern. In Abbildung 6.21 ist zu sehen, wie fu¨r den
Testsatz bei der exklusiven Klassiﬁkation erst in der vierten Iteration das
Rauschniveau erreicht wird. Die Kurve
”
ha¨ngt“ vorher darunter und ist des-
halb zwar statistisch signiﬁkant - allerdings im negativen Sinn. Weitere Si-
mulationen zeigen, dass die Kurve dann schon noch aus dem Rauschbereich
herauskommt. Es wa¨re interessant, die Entwicklung fu¨r weitere Schichten-
gruppen anzusehen. So ﬁndet auch die allgemeine Klassiﬁkation in diesem
Iterationsbereich keines der gegebenen Muster richtig. Erst in der vierten
Iteration werden 18% dieser Muster korrekt erkannt. Die richtig erkannten
nicht gegebenen Muster liegen immerhin zwischen 60% und 80%.
Der Varianzentest wu¨rde sicherlich von einer realisierten Ru¨cktransfor-
mation proﬁtieren ko¨nnen, da dann nicht Rotationsinvarianz und Auspra¨-
gungsvarianz gleichzeitig durch die Detektionselemente aufgefangen werden
mu¨sste.
6.2.8 Test auf Bild-Film-Diskurs Datensatz
Ein Teil des Bild-Film-Diskurs Datensatz ist in Abbildung 6.22 und Abbil-
dung 6.23 dargestellt. Er wird in dieser Zusammenstellung fu¨r zwei
”
kleine“
Tests verwendet, die zeigen sollen, wie sich das Verfahren unter unterschied-
lich stark ausgepra¨gten Abstraktionsvarianzen verha¨lt. Es schließt sich ein
”
großer“ Test an, der mit jeweils 20 Trainings- und 10 Testmustern fu¨r je-
weils drei Konzepte aus dem BFD-Datensatz durchgefu¨hrt wird. In Abbil-
dung 6.24 sind beispielhaft fu¨r 6 Muster die im Datensatz gegebenen Masken
dargestellt. Make 1 umfasst die handelnden Personen, Maske 2 umfasst die
Gesichter der handelnden Personen und Maske 3 umfasst handlungsrele-
vante Objekte. Fu¨r das Konzept Eid ist es die zum Eid erhobene Hand,
fu¨r das Konzept Handschlag sind es die umfassenden Ha¨nde und fu¨r das
Konzept Pieta ist es die getragene Person. Fu¨r die Simulationen wurde fu¨r




Aus der BFD-Bilderdatenbank wurden drei Konzepte ausgewa¨hlt, die noch






Amok“ wurden jeweils sechs Trainingmuster und vier
Testmuster ausgewa¨hlt (Abbildung 6.22).
In Abbildung 6.25 ist zu sehen, dass sich fu¨r alle Konzepte bald aus-
reichende Aktivierungsverha¨ltnisse ergeben. Abbildung 6.26 zeigt, dass sich
fu¨r die exklusive Klassiﬁkation schon nach der zweiten Lerniteration Werte
u¨ber dem Rauschniveau ergeben. Die allgemeine Klassiﬁkation erreicht auch
gute Werte. Es werden 33% aller gegebenen Muster erkannt. Nach der drit-
ten Lerniteration ergeben sich sogar keine positiven Fehldetektionen mehr.
Kleiner BFD-Test 2





Pieta“ eingetauscht. In Abbildung 6.23 ist zu sehen, dass diese
eine wesentlich ho¨here Auspra¨gungsvarianz zeigt.
Abbildung 6.27 zeigt, dass sich nicht fu¨r alle Konzepte ausreichende Ak-
tivierungsverha¨ltnisse ergeben. Dennoch erreicht die exklusive Klassiﬁkation
in Abbildung 6.28 Werte deutlich u¨ber dem Rauschniveau. Auch hier wa¨re
es interessant, noch weitere Schichten einzufu¨hren. Die allgemeine Klassiﬁ-
kation erreicht gute Werte. Es werden 40% aller gegebenen Muster erkannt
und zwischen 70% und 80% aller nicht gegebenen Muster nicht erkannt.
Großer BFD-Test
Der große BFD-Test verwendet die gleichen Konzepte, wie der kleine BFD-
Test 2. Allerdings sind nun jeweils 20 Trainingsmuster und 10 Testmuster
gegeben.
Auch beim großen BFD-Test ergeben sich nicht fu¨r alle Konzepte aus-
reichende Aktivierungsverha¨ltnisse (Abbildung 6.29). Die exklusive Klassi-
ﬁkation in Abbildung 6.30 liegt wieder deutlich u¨ber dem Rauschen, la¨ßt
jedoch nach der dritten Lerniteration fu¨r den Testsatz wieder nach, wa¨h-
rend sich der Testsatz weiter verbessert. Fu¨r maschinelles Lernen wird dieser
Eﬀekt
”
Overﬁtting“ genannt. Die Trainingsdaten werden immer besser ap-
proximiert - allerdings auch das u¨berlagerte Rauschen. Darunter leidet die
Generalisierungsfa¨higkeit und die Werte fu¨r die Testdaten werden dadurch
schlechter. In dieser Provadero-Konﬁguration muss man also darauf achten,
rechtzeitig die Lerniterationen einzustellen.
Fu¨r die allgemeine Klassiﬁkation ergeben sich noch bessere Leistungen,
als fu¨r den kleinen BFD-Test. Beim Testmustersatz werden bis zu 50%
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der gegebenen Muster richtig erkannt. Dieser Klassiﬁkator scheint von den
gro¨ßeren Datenmengen zu proﬁtieren.
6.2.9 Bewertung
Die Simulationen zeigen, dass der gewa¨hlte Ansatz durchaus leistungsfa¨-
hig ist und als Klassiﬁkator fu¨r Bilder mit Auspra¨gungsvarianzen einge-
setzt werden kann. Die Simulationsergebnisse sind im Detail jedoch noch
nicht sehr aussagekra¨ftig, da erst mit relativ kleinen Datensa¨tzen experi-
mentiert werden konnte. Man sieht z.B. bei den Gesamtaktivierungsverha¨l-
nissen, dass die Testsa¨tze manchmal ein wenig besser als die Trainingssa¨tze
sind. Das du¨rfte bei großen Datensa¨tzen nicht mehr auftreten.
Ob die Verarbeitung von abstrakten Varianzen funktioniert, ist im Vari-
anzentest (Abschnitt 6.2.7) noch nicht sichtbar, da nicht genu¨gend Schich-
ten verarbeitet wurden und keine Ru¨cktransformation zur Verfu¨gung stand.
Die Tests mit dem BFD-Datensatz (Abschnitt 6.2.8) zeigen jedoch klar,
dass dies mo¨glich ist - insbesondere, wenn die abstrakten Varianzen nicht
zu stark sind. Beim Varianzentest wurden nur kleine Muster verwendet, die
wenig Merkmale zum Diskriminieren bieten. Die Realweltbilder im BFD-
Test bieten viel mehr Merkmale. Mo¨glicherweise gelingt deshalb dort das
Generalisieren besser.
Die exklusive Klassiﬁkation liegt bei einigen Simulationen nur knapp
u¨ber dem Rauschen. Dagegen funktioniert die allgemeine Klassiﬁkation bes-
ser. Auf dem (großen) BFD-Datensatz wurde bereits ein klassischer Klassi-
ﬁkator
”
Viola-Jones“ (Viola and Jones, 2004) evaluiert (Scha¨fer, 2009). Dort
wurden fu¨r gegebene Konzepte folgende Detektionsraten ermittelt: Eid 23%,
Handschlag 35% und Pieta 17%. Gemittelt ergibt sich eine Rate von 25%.
Das Provadero-Verfahren liegt zum Teil deutlich daru¨ber. Durch das lokal
arbeitende Viola-Jones-Verfahren ergaben sich sehr hohe Detektionsraten


























































































































































Abbildung 6.9: Ergebnisse (2) fu¨r Identita¨tstest (siehe Text)
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Abbildung 6.12: Ergebnisse 2 fu¨r Positionstest (siehe Text)
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Abbildung 6.15: Ergebnisse (2) fu¨r Rotationstest (siehe Text)
124
6.2. Objekterkennung











































































































































Abbildung 6.18: Ergebnisse (2) fu¨r Skalierungstest
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Abbildung 6.21: Ergebnisse (2) fu¨r Varianzentest (siehe Text)
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Abbildung 6.22: Muster fu¨r BFD-Test 1 (siehe Text)
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Abbildung 6.23: Muster fu¨r BFD-Test 2 (siehe Text)
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Die Simulationen zeigen, dass Provadero eine leitungsfa¨hige Technologie
zum Erkennen von Objekten mit Auspra¨gungsvarianzen bereitstellt. Die
Generalisierungsfa¨higkeiten sind schon ohne die Ru¨cktransformation befrie-
digend. Bessere Ergebnisse bezu¨glich Rotation, Skalierung und perspektivi-
scher Verzerrung sind aber erst mit dieser Erweiterung zu erwarten.
Zuna¨chst ist auch noch problematisch, dass das Lernen mit allen Mus-
tern und deren Schichtenstrukturen parallel realisiert ist. Dies fu¨hrt zu ei-
nem sehr hohen Speicherplatzbedarf und das fu¨hrt wiederum dazu, dass
bisher nur auf kleinen Datensa¨tzen simuliert werden kann. Es sollte aber
mo¨glich sein, das Lernverfahren so umzubauen, dass mehr sequenzielle Spei-
chernutzung realisiert werden kann. Dann kann mit großen Datenmengen2
gearbeitet werden, woraus mo¨glicherweise Hinweise abgeleitet werden ko¨n-
nen, wie Provadero-Komponenten sinnvoll vera¨ndert werden ko¨nnen, um
noch bessere Ergebnisse zu liefern. Es wa¨re sicher auch interessant, eine
Feldevaluation u¨ber Objektabstraktion in der einen Dimension und Ob-
jektkomplexita¨t in der anderen Dimension anzustellen.
2geeignete Bilderdatenbanken, die Konzepte in unterschiedlichen Auspra¨gungen dar-







Ein funktionierendes universelles Objekterkennungsverfahren bra¨chte fu¨r
sehr viele Anwendungen einen großen Nutzen. Z.B. gibt es in der Indus-
trie noch sehr viel Automatisierungpotential - u¨berall dort, wo das visuelle
System des Menschen einen wesentlichen Beitrag zum Arbeitsprozess liefert.
Bestehende ku¨nstliche Vefahren zur visuellen Erkennung, ko¨nnen meist
nur mit Objekten mit einer bekannten Auspra¨gung umgehen. Es besteht
dringender Bedarf, diese Fa¨higkeiten auch auf Objekte mit variierenden
Auspra¨gungen auszuweiten, da viele Realweltobjekte vom Menschen meist
Konzepte zugeordnet bekommen, die sich weniger an ihrem Aussehen, als
an ihrer Funktion orientieren.
Leider lassen sich die visuellen Systeme der Biologie nicht einfach nach-
bauen, weil das Zusammenwirken von mo¨glicherweise relevanten Kompo-
nenten im Detail sehr komplex ist. Daher soll versucht werden, biologische
Verarbeitungsprinzipien herauszuarbeiten und auf dieser Ebene ein Verfah-
ren zu realisieren.
Sowohl fu¨r biologische Sehsysteme, als auch fu¨r ku¨nstliche Verfahren,
ergeben sich Herausforderungen. Es wurden wichtige Fragestellungen die-
ser Herausforderungen identiﬁziert und in eine Gliederung geformt. Diese
umfasst Fragestellungen nach Eﬃzienz, Repra¨sentation, Integration von Re-
pra¨sentationen, Lernen und das Verarbeiten von Varianzen.
Diese Fragenstellungen werden im Licht aktueller Forschung am biologi-
schen Vorbild beleuchtet. Die gleichen Fragestellungen werden anschließend,
fu¨r bestehende ku¨nstliche Systeme untersucht.
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Die Untersuchung der biologischen Fragestellungen zeigt, dass noch we-
sentliche Funktionsweisen unklar sind. Es lassen sich jedoch eine Reihe von
Verarbeitungsprinzipien ﬁnden, die wahrscheinlich eine Rolle spielen.
Die Untersuchung der bestehenden Verfahren zeigt, dass es u¨ber lan-
ge Zeit keinen geeigneten Ansatz zum Realisieren von Bilderkennung nach
biologischen Vorbild gibt. Erst in den letzten Jahren lassen sich einige Fort-
schritte verzeichenen. Besonders erfolgreich sind dabei wahrscheinlichkeits-
basierte Modelle, die sich auf aﬃn invariante Vorverarbeitung stu¨tzen. Da-
mit sind jedoch bisher keine biologisch motivierten Repra¨sentationshierar-
chien ermo¨glicht worden. Dies ist jedoch fu¨r eine Konzeptabstraktion wahr-
scheinlich unumga¨nglich. Um sich mit den wahrscheinlichkeitsbasierten Mo-
dellen nicht in architektonischen Sackgassen zu verlieren, ist es daher wich-
tig, nach neuen Ansa¨tzen ohne diese Einschra¨nkungen zu suchen.
Es wird das Provadero-Verfahren vorgestellt, welches versucht, wesent-
liche biologische Verarbeitungsprinzipien umzusetzen. Dabei wird auf die
o.g. Fragestellungen eingegangen. Es schließt sich eine detaillierte Darstel-
lung der Provadero-Realisierung an. Dabei werden die Module beschrieben,
die an einer Assoziation beteiligt sind: Diﬀusionsverfahren, Freigabe, Ru¨ck-
transformation, Skalierung und Projektion. Zusa¨tzlich werden Lern- und
Analyseverfahren beschrieben.
Die Evaluierung der neu entwickelten Provadero-Module zeigt, dass das
Diﬀusionsverfahren wunschgema¨ß funktioniert. Auch die u¨brigen Module
wirken sinnvoll zusammen und ko¨nnen sowohl klassische als auch abstrakte
Bildvarianzen verarbeiten. Dies zeigen verschiedene Tests auf Bina¨rwert-
und Realweltbildern.
7.2 Beantwortung der wissenschaftlichen
Fragestellung
In Abschnitt 1.2.4 wurde die wissenschaftliche Fragestellung beschrieben:
”
In diesem Beitrag soll ein Weg gefunden werden, wichtige Funktions-
prinzipien biologischen Bilderkennens in ein Verfahren zu integrieren. Wel-
che Funktionsprinzipien erscheinen dazu untersuchenswert? Wie ko¨nnen
diese realisiert werden, so dass ein Zusammenwirken mo¨glich wird?“
Es wurden aus dem Stand der Forschung wichtige Herausforderungen
identiﬁziert und relevante Verfahren nach diesen Herausforderungen beur-
teilt.
Fu¨r das Provadero-Verfahren wurden einige Funktionsprinzipien zur Rea-
lisierung ausgewa¨hlt. Insbesondere sind dies eine explizite Repra¨sentation
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und Verarbeitung von Varianzen. Sowie eine Erkennenshierarchie, die auf-
steigend abstraktere Repra¨sentationen erstellt und auf jeder Repra¨senta-
tionsstufe zugeho¨rige Varianzen auﬀangen kann. Weiterhin sollen generell
problematische Vorverarbeitungsstufen entfallen.
Zur expliziten Repra¨sentation und Verarbeitung von Varianzen wurden
spezielle Elemente entwickelt, die fu¨r variante und invariante Signalanteile
getrennte Signalausga¨nge haben. Es wurden verschieden Module deﬁniert,
die eine Verarbeitung dieser getrennten Signale ermo¨glichen.
Zur hierarchischen Verarbeitung wurden Schichtengruppen eingefu¨hrt,
die aufsteigend komplexere Kombinationen von Bildstrukturen repra¨sentie-
ren ko¨nnen. Dadurch dass auf jeder Schicht speziﬁsche Varianzen verarbeitet
werden ko¨nnen, ist dies dann auch fu¨r Varianzen in der Repra¨sentations-
hierarchie mo¨glich.
Nachteile von typischen Vorverarbeitungsstufen sind, dass sie schwierig
zu parametrisieren sind, der Raum erkennbarer Eigenschaften schon stark
vorgepra¨gt wird und bezu¨glich aﬃner Transfomationen meist schlecht gene-
ralisiert werden kann. Es wurde daher ein Verfahren zur Kontextextraktion
entwickelt, dass sowohl auf den Daten des Eingabebildes, als auch auf den
ho¨heren Schichten eingesetzt werden kann.
Alle Komponenten wurden so entwickelt, dass sie im Provadero-Verfahren
zusammenwirken ko¨nnen. Das Verfahren ist in der Lage, Objekte mit ab-
strakten Varianzen in Bildern zu erkennen. Diese Fa¨higkeit wird vorab mit
Beispielbildern erlernt. Es werden dann explizit variante und invariante Si-
gnalanteile repra¨sentiert. Eine Technik zum Ru¨cktransformieren wurde kon-
zeptionell erstellt. Es wurde gezeigt, dass das Verfahren wichtige grundle-
gende Eigenschaften wie Robustheit und Generalisierungsverhalten besitzt.
Fu¨r Bilder mit Realweltinhalten wurde die Einsetzbarkeit demonstriert.
Als Nebenprodukt entstanden mit dieser Arbeit Diﬀusionsverfahren, die
zur visuellen Kontextanalyse eingesetzt werden ko¨nnen. Sie haben gegen-
u¨ber u¨blicherweise den eingesetzten Filtermasken den Vorteil, dass sie nicht
auf einen starren Bereich beschra¨nkt sind und Bildstruktur explizit beschrie-
ben werden kann. Es gibt auch keine Generalisierungsprobleme, die starre
Filtermasken typischerweise haben, wenn z.B. fu¨r skaleninvariantes Erken-
nen Filtermasken in unterschiedlichen Gro¨ßen eingesetzt werden.
Fu¨r das Provadero-Verfahren wurden viele Funktionen neu entwickelt.
Die damit erreichten Erkennungsleistungen sind daran gemessen gut. Es
ist weitere Entwicklungsarbeit notwendig, um das System in Anwendungen
einsetzen zu ko¨nnen.
Wie schon in der Einleitung von Kapitel 4 motiviert wurde, ist es schwie-
rig einzelne Module in einem anderen Kontext zu validieren und optimieren,
da es an keiner Stelle typische Schnittstellen gibt, die man in bekannten
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Verfahren nutzen ko¨nnte. Wenn man beispielsweise die getrennte Repra¨sen-
tation von varianten und invarianten Signalanteilen in einem hierarchischen
Pooling-Verfahren u¨berpru¨fen wollte, sind spezielle Techniken zu erstellen,
die mit starren Filtermasken extrahierte Kontextinfomation an die Elemen-
te weiterreicht. Das macht daraus schon wieder ein spezielles, separat zu
untersuchendes Verfahren.
So bleibt die Mo¨glichkeit Varianten des Verfahrens zu untersuchen und
daraus Schlu¨sse auf eine sinnvolle Funktionskombination abzuleiten. Dieser
Schritt wu¨rde aber den Rahmen dieses Beitrags sprengen.
7.3 Mo¨gliche Provadero-Erweiterungen
Fu¨r eine genaue Analyse der Varianzenrepra¨sentation kann das Provadero-
Verfahren so erweitert werden, dass Aktivierungen die zu einer Assoziati-
on beigetragen haben, zuru¨ckverfolgt werden ko¨nnen. Eine gute Untersu-
chungsmo¨glichkeit, wa¨re dabei zuzulassen, einzelne Projektionsergebnisse in
dieser Hierarchie zu vera¨ndern. So ko¨nnte die Schar der Muster, auf die ein
komplexes Konzept speziﬁsch reagiert, systematisch
”
abgefahren“ werden.
Dann sollte fu¨r das Verfahren das Ru¨cktransformationsmodul realisiert
und evaluiert werden. Nachdem dann ein kompletter Modulsatz zur Verfu¨-
gung steht, ko¨nnen fu¨r einzelne Module neue Realisierungen entwickelt wer-
den und gegenu¨ber den alten evaluiert werden. Dies du¨rfte deutlich leichter
fallen, als das bereits erfolgte Erstellen eines funktionierenden Grundsatzes
von Modulrealisierungen. Sie bieten einen guten Ausgangspunkt fu¨r weitere
Optimierungen.
In einigen Modulen steckt weiteres Optimierungspotenzial. So ko¨nn-
te z.B. das Diﬀusionsverfahren noch andere Strukturrepra¨sentationen, als
nur den dominanten Umgebungsgradienten und dessen Translation berech-
nen. Generell wird es eine Herausforderung bleiben, zweidimensionale Infor-
mationen auszuwerten, da die in Abschnitt 3.2.1 beschriebenen Probleme
von Vorverarbeitungsstufen grundsa¨tzlicher Natur sind und die Natur da-
fu¨r oﬀenbar auch keine einfach nachzuvollziehende Lo¨sung verwendet (Ab-
schnitt 2.2.3).
Das Freigabemodul ist im Moment noch nicht optimal realisiert. Es
werden nur Aktivierungen einzelner Komponenten zur Eignung betrach-
tet. Dabei wa¨re es fu¨r die Projektion wahrscheinlich viel gewinnbringender,
wenn Kombinationen gefunden wu¨rden, die so korrelieren, dass sich sinn-
volle Speziﬁta¨ten ergeben. Dazu ist allerdings eine Korrelationsanalyse u¨ber
den gesamten Zustandsvektor xΩ notwendig. Das wird schon nach wenigen
Lerniterationen zu aufwa¨ndig. Mo¨glicherweise kann aber ein kombiniertes
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Lernverfahren, fu¨r Freigabe und Speziﬁta¨t gefunden werden, was mit ein
paar zufa¨llig gewa¨hlten Komponenten startet und dann schrittweise Opti-
mierungen vornimmt.
Die Speziﬁta¨t wird im Moment fu¨r jede Schicht separat gelernt. Es ist
jedoch denkbar, diese Hauptkomponentenvektoren zu orthogonalisieren, da-
mit sich die zu erkennenden Konzepte besser unterscheiden lassen.
Ein in der Biologie umfassend verwendetes Prinzip ist das der Ru¨ck-
wa¨rtsinhibierung (Abschnitt 2.2.4). Dies wahrscheinlich zur Disambiguie-
rung von mehrdeutigen Informationen verwendete Prinzip ko¨nnte auch gut
in das Provadero-Verfahren integriert werden. Dazu mu¨ssten etablierte Re-
pra¨sentationen auf ihre vorgeschalteten Repra¨sentationen zuru¨ckwirken ko¨n-
nen. Dies kann wie mit der Ru¨cktransformation durch
”
Verformen“ der
Strukturbeschreibungen erfolgen - aber auch durch direktes Manipulieren
der Auspra¨gung v und der Konﬁdenz c. Ein Lernverfahren ko¨nnte fu¨r ge-
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P Gesamtzahle der Pixel auf einer Schicht, 59
p Position auf einer Schicht, 48, 59
ϕ Wandlungsfunktion fu¨r Polarkoordinaten, 80
P Projektionsfunktion, 51, 82
ψ Eingabebild, 54, 85
QL Menge von Trainigsmustern, 54
QL Menge von Trainingsmustern, 85
qL Trainingsmuster, 54, 60, 85
QT Menge von Testmustern, 85
qT Testmuster, 60, 85
r Translationsvektor, 49, 59, 60, 69
r˚ Translation aus der Umgebung, 70
r˙ lokale Translation, 70
rˆ Translation auf Zellgrenzen, 70
s Speziﬁta¨t, 51, 52, 56, 82, 90
s∗ Speziﬁta¨t vor Normierung, 91





T f Iterationen fu¨r F -Diﬀusion, 66
T h Iterationen fu¨r H-Diﬀusion, 69
ϑK Schwellwert des allgemeinen Klassiﬁkators, 91
ϑL Fehlerschwellwert der Trainingsmuster, 87
ϑT Fehlerschwellwert der Testmuster, 87
v Auspra¨gung, 46, 51, 59, 63
vf Interpolierte Auspra¨gung, 59, 63, 66
v˚f Interpolierte Auspra¨gung aus der Umgebung, 68
v˙f Lokale interpolierte Auspra¨gung, 68
V Einleitungsfunktion fu¨r Eingabebilder, 84
w verschiedene lokale Normierungsfaktoren, 89, 90
x Zustandsvektor, 48
xb Zustandsvektor nach Ru¨cktransformation, 79
xe Zustandsvektor nach der Freigabe, 79
xl Teilzustandsvektor einer einzelnen Schicht, 77
xΩ Zustandsvektor aller unterliegenden Schichtengruppen, 78
xp Zustandsvektor aller unterliegenden Schichten, 78
xϕ Zustandsvektor in Polarkoordinaten, 80
xs Skalierter Zustandsvektor, 60
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