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Introduction 
Creating extremely large corpora no longer appears to be a challenge. With the constantly growing
amount  of  born-digital  text  –  be it  available  on  the  web or  only on  the  servers  of  publishing
companies  –  and  with  the  rising  number  of  printed  texts  digitized  by  public  institutions  or
technological giants such as Google, we may safely expect the upper limits of text collections to
keep increasing for years to come. Although some of this was true already 20 years ago, we have a
strong impression that the challenge has now shifted to the effective and efficient processing of the
large amounts of primary data and much larger amounts of annotation data.
On the one hand, the new challenges require research into language-modelling methods and new
corpus-linguistic methodologies that can make use of extremely large, structured datasets. These
methodologies must re-address the tasks of investigating rare phenomena involving multiple lexical
items,  of  finding  and  representing  fine-grained  sub-regularities,  and  of  investigating  variations
within and across language domains. This should be accompanied by new methods to structure
search results (in order to, among others, cope with false positives), or visualization techniques that
facilitate the interpretation of results and formulation of new hypotheses. 
On the other hand, some fundamental technical methods and strategies call for re-evaluation. These
include, for example, efficient and sustainable curation of data, management of collections that span
multiple volumes or that are distributed across several centres, innovative corpus architectures that
maximize the usefulness of data, and techniques that allow the efficient search and analysis.
CMLC (Challenges in the Management of Large Corpora) gathers experts in corpus linguistics as
well as in language resource creation and curation,  in order to provide a platform for intensive
exchange of expertise, results, and ideas. The first two meetings of CMLC were part of the LREC
workshop structure,  and were  held  in  2012 in  Istanbul,  and in  2014 in  Reykjavík.  This  year's
meeting, co-located with Corpus Linguistics 2015 in Lancaster, promises a good mix of technical
and general topics.
The contributions by Evert and Hardie, by Schäfer, and by Tiepmar discuss, among others, systems
and database architectures: Evert and Hardie propose a new data model for the well-established
Corpus Workbench (CWB), Schäfer presents a tool chain for cleaning, annotation, and querying in
the COW14 (“Corpora from the Web”) platform and moves on to issues of dataset management,
while Tiepmar introduces a MySQL-based implementation of the Canonical Text Services (CTS)
protocol in the context of the project “A Library of a Billion Words”.
v
Křen, Schäfer, and Tufiş et al. present news from ongoing projects: Křen's is a concise report on the
current state of the Czech National Corpus, overviewing the data composition, internal and external
tool  architecture,  as  well  as  the  user  ecosystem.  In  a  contribution  mentioned  above,  Schäfer
highlights some of the user-oriented decisions undertaken in COW14. Tufiş et al. provide an update
on the state of development of the emerging national corpus of Romanian, CoRoLa.
The contributions  by Graën and Clematide  as  well  as  by Buschjäger et  al. focus  primarily  on
emerging  methodologies  and  new  research  questions  posed  by  very  large  corpora.  Graën  and
Clematide  take  on  large  multi-parallel  corpora  and  discuss  the  data  model  and  the  storage
architecture that facilitate efficient retrieval and mining. Buschjäger et al. apply the novel Word
Embeddings approach to German data and demonstrate its usefulness for capturing subtle word
relations and analogies.
Two CMLC-3 presentations contributed by some of the organizers and not included in the present
volume,  also  provide  project  reports.  Bański  et  al. present  KorAP, a  scalable  corpus  analysis
platform designed to serve very large datasets, a deliverable of a project recently concluded at the
Institut für Deutsche Sprache in Mannheim. Biber and Breiteneder discuss the way in which the
Austrian Academy Corpus meets challenges presented by modern corpus linguistics.
We would like to thank the members of the Programme Committee for their effort in refereeing the
contributions in the present volume. We would also like to express our sorrow at the passing of
Adam Kilgarriff, who had participated in the reviewing process and whom we were hoping to meet
again in Lancaster.
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Recent Developments in the Czech National Corpus
Michal Křen
Charles University in Prague
Institute of the Czech National Corpus
michal.kren@ff.cuni.cz
1 Introduction
The Czech National Corpus (CNC) is a long-
term project striving for extensive and con-
tinuous mapping of the Czech language. This
eﬀort results mostly in compilation, mainte-
nance and providing free public access to a
range of various corpora with the aim to of-
fer a diverse, representative, and high-quality
data for empirical research mainly in linguis-
tics.
Since 2012, the CNC is oﬃcially recog-
nized as a research infrastructure funded by
the Czech Ministry of Education, Youth and
Sports which has caused a recent shift to-
wards user service-oriented operation of the
project. All project-related resources are now
integrated into the CNC research portal at
http://www.korpus.cz/.
Currently, the CNC has an established and
growing user community of more than 4,500
active users in the Czech Republic and abroad
who put almost 1,900 queries per day using
one of the user interfaces. The paper discusses
the main CNC objectives for each particular
domain, aiming at an overview of the current
situation supplemented by an outline of future
plans.
2 Corpus compilation
Most of the CNC corpora can be character-
ized as traditional (as opposed to the web-
crawled corpora), with emphasis on cleared
copyright issues, well-deﬁned composition, re-
liable metadata and high-quality data process-
ing.
Synchronic written corpora of the SYN
series (Hnátková et al., 2014) with current
overall size 2.2 billion word tokens (i.e. tokens
not including punctuation). The series con-
sists of three general-language representative
corpora (containing a large variety of ﬁction,
newspapers and professional texts) published
every ﬁve years that cover consecutive time
periods, and large newspaper corpora. The
annotation of the SYN-series corpora includes
detailed bibliographical information, lemmati-
zation and morphological tagging.
Synchronic spoken corpora of the
ORAL series with current overall size 4.8
million word tokens; the corpora include
only unscripted informal dialogical speech.
The newest corpus of the series, ORAL2013
(Válková et al., 2012), is designed as a
representation of contemporary spontaneous
spoken language used in informal situations
on the area of the whole Czech Repub-
lic; it features manual one-layer transcription
aligned with audio. A new ORTOFON se-
ries with two-layer transcription (orthographic
and phonetic) has been recently established
(Kopřivová et al., 2014).
Multilingual parallel corpus InterCorp
(Čermák and Rosen, 2012; Rosen and Vavřín,
2012) with Czech texts aligned on sentence
level with their translations to or from 30+
languages (some of them lemmatized and/or
tagged). The core of the InterCorp consists of
manually aligned and proofread ﬁction, and
it is supplemented by collections of automat-
ically processed texts from various domains.
The total size of foreign-language texts is al-
most 1.4 billion word tokens, out of which 173
million make up the core (version 7 published
in December 2014).
Diachronic corpus of historical Czech
DIAKORP (Kučera and Stluka, 2014) with
current size 2 million word tokens includes
texts from the 14th century onwards. How-
ever, the current focus of DIAKORP develop-
ment is on the 19th century.
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Specialized corpora of various kinds and
for speciﬁc research purposes that supplement
the variety of hosted corpora. The specialized
corpora include most prominently a dialectal
corpus and a corpus of Czech texts written by
the deaf (neither of them published yet).
3 Data processing and annotation
Apart from the corpus compilation, the CNC
develops or adapts software technologies for
data processing and annotation that supple-
ment standard project-independent tools.
• Software environments for internal
project work ﬂow management of
data collection (large networks of exter-
nal collaborators for the spoken corpora
and the InterCorp) and processing of
various corpora. For the most part, the
environments function as a web-based
“wrapper” that combines both CNC and
third-party tools.
- SynKorp – database and data pro-
cessing toolchain for the SYN-series cor-
pora of written language (text conversion,
clean-up, metadata annotation and text
classiﬁcation).
- Mluvka – database and integrated
project management system for coordi-
nation of spoken and dialectal data col-
lection, manual two-layer annotation (or-
thographic and phonetic), expert revision
and balancing.
- Database of parallel texts and inte-
grated project management system for
coordination of the InterCorp, man-
ual veriﬁcation and revision of the align-
ment (implements a three-level project
coordination hierarchy similar to Mlu-
vka). The work ﬂow includes InterText
(Vondřička, 2014), a project-independent
editor of aligned parallel texts.
• Tools for linguistic annotation of Czech
language data on morphological and syn-
tactic level. For this purpose, the CNC
mostly adapts language-independent soft-
ware tools and develops Czech-speciﬁc
ones.
- The morphological level in-
cludes Czech morphological anal-
yser and lexicon (Hajič, 2004) (both
provided by LINDAT/CLARIN;
http://lindat.mff.cuni.cz/) that
is being continuously administered in
collaboration with the CNC. Subsequent
morphological disambiguation involves
a combination of language-independent
stochastic tagger with rule-based com-
ponents developed speciﬁcally for Czech
(Hnátková et al., 2014; Jelínek, 2008;
Petkevič, 2006; Spoustová et al., 2007).
Works on extension of the current mor-
phological annotation to spoken and
diachronic data are already under way.
- Syntactic level annotation is – sim-
ilarly to the morphological one – car-
ried out by Czech-speciﬁc adaptation of
existing stochastic language-independent
third-party tools for syntactic parsing and
enhancement of their results by various
methods, including rule-based corrections
(Jelínek, 2014). The ﬁrst syntactically
parsed CNC corpus will be published by
the end of this year.
4 Application development
Design and development of new intuitive ana-
lytical web-based applications as well as con-
tinuous enhancement of the existing ones are
an integral part of the eﬀort to promote em-
pirical linguistic research. All the applica-
tions are open-source and all of them (except
for KWords) currently use Manatee (Rychlý,
2007) as their backend.
KonText (http://kontext.korpus.cz/),
a web-based general-purpose corpus concor-
dancer (CNC fork of the NoSketch Engine;
Rychlý, 2007) with built-in basic statistical
functions, subcorpus manager, ﬁltering, word-
to-sound alignment support etc. It is the only
application that requires user registration to
switch from restricted functionality to regular
access.
SyD (http://syd.korpus.cz/; Cvrček
and Vondřička, 2011), a web application for
corpus-based analysis of language variants. In
the synchronic part, frequency distribution
and collocations of variants can be compared
across diﬀerent domains of contemporary writ-
ten and spoken texts, while the diachronic part
shows their development over time.
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Morﬁo (http://morfio.korpus.cz/;
Cvrček and Vondřička, 2012), a web ap-
plication for study of word formation and
derivational morphology. It searches the
corpus to identify and analyze selected
derivational patterns, speciﬁed by preﬁxes,
suﬃxes or word roots. It can be used to
analyze morphological productivity of aﬃxes
and to estimate the accuracy of a selected
derivational model in Czech.
KWords (http://kwords.korpus.cz/), a
web application for corpus-based keyword and
discourse analysis of Czech and English. It
enables users to upload their own texts to
be compared against one of the reference cor-
pora available or against a selected text. It
also supports the analysis and visualization of
distance-based relations of keywords.
5 User services
User support and services are concentrated
at the CNC research portal at http://www.
korpus.cz/, a common platform for language
research aimed at both the research commu-
nity and the general public that integrates web
applications mentioned above with active sup-
port. In addition to the research portal, the
CNC oﬀers also organization of workshops and
lectures, involvement in academic training, ex-
pert consultations and tutoring etc.
• User Forum: a virtual platform acces-
sible to all registered users. It features
an advisory centre (with Q&A) that also
handles all web requests for new applica-
tion features and bug reports, which serve
as a valuable source of user feedback.
• CNCWiki (corpus linguistics knowledge
base) with an on-line manual is freely
available on the portal without registra-
tion. It contains an introduction into cor-
pus linguistics, details about the CNC re-
sources, and an on-line tutorial in seven
lessons aimed at both beginners and ad-
vanced users (for the time being in Czech
only).
• Biblio: a repository of CNC-based re-
search outputs; users are encouraged not
only to submit references about their re-
search papers, books or theses based on
CNC resources, but also to upload them
directly to make them accessible to all vis-
itors of the CNC portal.
• Corpus hosting: the CNC provides
hosting service of – mostly small and/or
specialized – corpora created at other in-
stitutions which do not have the possibil-
ity or know-how to ensure adequate ﬁnal
technical processing of their data (includ-
ing quality checks with possible labour-
intensive corrections). This is oﬀered by
the CNC, as well as maintenance of the
resulting corpora, providing public access
to them and related services; appropri-
ate credit of the hosted corpus is always
given, including a link to the relevant
publication. Hosted corpora constitute a
valuable enrichment of the CNC-compiled
corpora and include learner corpora, web
corpora and foreign-language corpora (in-
cluding Upper and Lower Sorbian).
• Data packages: the CNC strives to be
as open as possible also in terms of lan-
guage data. On the other hand, restric-
tions arising from the laws in force have
to be observed and this is one of the rea-
sons why the CNC has introduced the
service of providing data packages. This
service enables users to obtain corpus-
derived data with less restrictive licensing
than the licensing of the original corpus
texts. The data packages are either avail-
able through LINDAT/CLARIN reposi-
tory, or they can be prepared in accor-
dance with individual requirements of the
particular user or institution. The licens-
ing depends on the nature of the data
and it ranges between the CC BY license
(for word lists or n-grams for small n) to
proprietary license that permits neither
commercial use nor redistribution (for full
texts shuﬄed at the sentence level).
6 Future plans
The applications and user services are planned
to be maintained continuously, with new func-
tionality added to the existing applications
and new ones developed while responding to
user requirements. To mention just a few
planned enhancements:
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• better visualization of query results, espe-
cially their diachronic development;
• multi-word unit identiﬁcation and extrac-
tion component based on alternative ap-
proaches;
• interface enhancements leading the users
to more appropriate interpretations and
comparative statistical evaluation of cor-
pus search results.
The spectrum of collected data will be
broadened in the near future by adding semi-
formal spoken language and by establishing a
new corpus series that would contain selected
speciﬁc semi-oﬃcial language used on the in-
ternet, including blogs, discussion forums etc.
(i.e. not yet another web corpus). In the
long-term perspective, one of the main goals is
to compile a monitor corpus of written Czech
that would cover the period from 1850 to the
present and enable a systematic and sophis-
ticated study of language change. This cor-
pus will help to eventually bridge the gap be-
tween the diachronic and synchronic data in
the CNC, while taking full advantage of the
CNC’s twenty year tradition of data collection.
Acknowledgements
The data, tools and services described in this
paper are a result of team work. Many thanks
to all for their ideas, hard work and endurance
that make the project possible.
This paper resulted from the implementa-
tion of the Czech National Corpus project
(LM2011023) funded by the Ministry of Edu-
cation, Youth and Sports of the Czech Repub-
lic within the framework of Large Research,
Development and Innovation Infrastructures.
References
V. Cvrček and P. Vondřička. 2011. Výzkum vari-
ability v korpusech češtiny. In F. Čermák, edi-
tor, Korpusová lingvistika Praha 2011. 2 Výzkum
a výstavba korpusů, pages 184–195. NLN, Praha.
V. Cvrček and P. Vondřička. 2012. Nástroj pro
slovotvornou analýzu jazykového korpusu. In
Gramatika a korpus 2012. Gaudeamus, Hradec
Králové.
F. Čermák and A. Rosen. 2012. The case of In-
terCorp, a multilingual parallel corpus. Interna-
tional Journal of Corpus Linguistics, 13(3):411–
427.
J. Hajič. 2004. Disambiguation of Rich In-
ﬂection (Computational Morphology of Czech).
Karolinum, Praha.
M. Hnátková, M. Křen, P. Procházka, and H. Sk-
oumalová. 2014. The SYN-series corpora of
written Czech. In Proceedings of LREC2014,
pages 160–164, Reykjavík. ELRA.
T. Jelínek. 2008. Nové značkování v Českém
národním korpusu. Naše řeč, 91(1):13–20.
T. Jelínek. 2014. Improvements to dependency
parsing using automatic simpliﬁcation of data.
In Proceedings of LREC2014, pages 73–77,
Reykjavík. ELRA.
M. Kopřivová, H. Goláňová, P. Klimešová, and
D. Lukeš. 2014. Mapping diatopic and di-
achronic variation in spoken Czech: the Or-
tofon and Dialekt corpora. In Proceedings of
LREC2014, pages 376–382, Reykjavík. ELRA.
K. Kučera and M. Stluka. 2014. Corpus of 19th-
century Czech texts: Problems and solutions.
In Proceedings of LREC2014, pages 165–168,
Reykjavík. ELRA.
V. Petkevič. 2006. Reliable morphological disam-
biguation of Czech: Rule-based approach is nec-
essary. In M. Šimková, editor, Insight into the
Slovak and Czech Corpus Linguistics, pages 26–
44. Veda, Bratislava.
A. Rosen and M. Vavřín. 2012. Building a multi-
lingual parallel corpus for human users. In Pro-
ceedings of LREC2012, pages 2447–2452, İstan-
bul. ELRA.
P. Rychlý. 2007. Manatee/Bonito – a modular
corpus manager. In 1st Workshop on Recent Ad-
vances in Slavonic Natural Language Processing,
pages 65–70, Brno.
J. Spoustová, J. Hajič, J. Votrubec, P. Krbec,
and P. Květoň. 2007. The best of two worlds:
Cooperation of statistical and rule-based tag-
gers for Czech. In Proceedings of the Workshop
on Balto-Slavonic Natural Language Processing,
ACL 2007, pages 67–74, Praha.
L. Válková, M. Waclawičová, and M. Křen. 2012.
Balanced data repository of spontaneous spo-
ken Czech. In Proceedings of LREC2012, pages
3345–3349, İstanbul. ELRA.
P. Vondřička. 2014. Aligning parallel texts with
InterText. In Proceedings of LREC2014, pages
1875–1879, Reykjavík. ELRA.
4
CoRoLa Starts Blooming – An update on the Reference Corpus of 
Contemporary Romanian Language 
 
 
Dan Tufiș, Verginica Barbu Mititelu, 
Elena Irimia, Ștefan Daniel Dumitrescu, 
Tiberiu Boroș 
Research Institute for Artificial Intelli-
gence “Mihai Drăgănescu” 
13 Calea 13 Septembrie, 050711, Bucha-
rest, Romania 
{tufis, vergi, elena,  
sdumitrescu, tibi}@racai.ro 
Horia Nicolai Teodorescu, Dan Cristea,  
Andrei Scutelnicu, Cecilia Bolea,  
Alex Moruz, Laura Pistol 
Institute for Computer Science, Iași 
2 T. Codrescu St, 700481, Iași, Romania 
hteodor@etti.tuiasi.ro, 
dcristea@info.uaic.ro, an-
dreiscutelnicu@gmail.com, cecil-
ia.bolea@iit.academiaromana-is.ro, 
mmoruz@info.uaic.ro 
laura.pistol@iit.academiaromana-is.ro 
 
  
 
Abstract 
This article reports on the on-going 
CoRoLa project, aiming at creating a ref-
erence corpus of contemporary Romani-
an (from 1945 onwards), opened for on-
line free exploitation by researchers in 
linguistics and language processing, 
teachers of Romanian, students. We in-
vest serious efforts in persuading large 
publishing houses and other owners of 
IPR on relevant language data to join us 
and contribute the project with selections 
of their text and speech repositories. The 
CoRoLa project is coordinated by two 
Computer Science institutes of the Ro-
manian Academy, but enjoys cooperation 
of and consulting from professional lin-
guists from other institutes of the Roma-
nian Academy. We foresee a written 
component of the corpus of more than 
500 million word forms, and a speech 
component of about 300 hours of record-
ings. The entire collection of texts (cov-
ering all functional styles of the lan-
guage) will be pre-processed and anno-
tated at several levels, and also docu-
mented with standardized metadata. The 
pre-processing includes cleaning the data 
and harmonising the diacritics, sentence 
splitting and tokenization. Annotation 
will include morpho-lexical tagging and 
lemmatization in the first stage, followed 
by syntactic, semantic and discourse an-
notation in a later stage. 
1 Introduction 
In 2012 the Romanian Academy Research Insti-
tute for Artificial Intelligence “Mihai Drăgănes-
cu” from Bucharest (RACAI) finalized the Ro-
manian Balanced Corpus (ROMBAC
1
) (Ion et. 
al, 2012) containing 44,117,360 tokens covering 
four domains (News, Medical, Legal, Biographic 
and Fiction). The nucleus of ROMBAC was rep-
resented by the RoCo_News corpus (Tufiș and 
Irimia, 2006), a hand validated corpus of almost 
7 million tokens from the weekly magazine 
Agenda (2003-2006). 
Since 2014 the concern for creating a bigger 
corpus has been joined by the Institute for Com-
puter Science in Iasi, in a larger priority project 
of the Romanian Academy: The Reference Cor-
pus of Contemporary Romanian Language.  
The time span covered by the project is 1945-
present, with two subperiods (1945-1990, 1990-
present), with clear differences, mainly at the 
lexical level. From this perspective, a big chal-
lenge for us is the collection of electronic texts to 
cover the whole period. For the last couple of 
decades there is an important amount of such 
texts available. However, in the case of the texts 
from previous decades considerable effort needs 
to be done for finding the owners of the texts 
IPR, for scanning, OCRizing and correcting the 
                                                 
1
 http://www.meta-net.eu/meta-share 
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texts. This could imply raising the awareness of 
main libraries about the cultural responsibility of 
digitizing even contemporary books, not only the 
old ones. 
2 Objectives 
When finished, CoRoLa will be a medium to 
large corpus (more than 500 million word 
forms), IPR cleared, in which all functional 
styles will be represented: scientific, official, 
publicistic and imaginative. Although the collo-
quial style is not a major concern for us, it will 
definitely be included, due to its use in imagina-
tive writing. The provisional structure of the cor-
pus is described in some details in Barbu Mititelu 
and Irimia (2014). Unlike its predecessor, 
CoRoLa will include a syntactically annotated 
sub-corpus (treebank) and an oral component. 
All textual data will be morpho-lexically pro-
cessed (tokenized, POS-tagged and lemmatized). 
The treebank (we target 10,000 hand validated 
sentences) and the oral component (targeted: 300 
hours of transcribed recorded speech) have addi-
tional annotations (dependency links, respective-
ly speech segmentation at sentence level, pauses, 
non-lexical sounds and partial explicit marking 
of the accent). 
Particular attention is paid to data documenta-
tion, i.e. associating it with standardized metada-
ta. We adopted the CMDI (Component MetaData 
Infrastructure)
2
 approach for the creation of our 
metadata. 
3 Data Collection and Cleaning 
The resource we are building will have two im-
portant attributes: it will be representative for the 
language stage, thus covering all language regis-
ters and styles; it will be IPR cleared, which is a 
challenging task, triggered by the need to ob-
serve the intellectual property law. The catego-
ries of content excepted by this law are: political, 
legislative, administrative and judicial. There-
fore, without the written accept from IPR own-
ers, from the other kinds of texts only tiny frag-
ments of no more than 10,000 characters can be 
used. We must also consider only texts written 
with correct diacritics (otherwise, the linguistic 
annotation will be highly incorrect). 
To ensure the volume and quality of the texts 
in the corpus, as well as copyright agreements on 
these texts, our endeavour was to establish col-
laborations with publishing houses and editorial 
                                                 
2
 http://www.clarin.eu/content/component-metadata 
offices. So far (March 2015), we have signed 
agreements with the following publishing hous-
es: Humanitas, Polirom, Romanian Academy 
Publishing House, Bucharest University Press, 
“Editura Economică”, ADENIUM Publishing 
House, DOXOLOGIA Publishing House, the 
European Institute Publishing House, GAMA 
Publishing House, PIM Publishing House. Some 
magazines and newspapers have also agreed to 
help our project by providing access to their arti-
cles: România literară, Muzica, Actualitatea 
muzicală, Destine literare, DCNEWS, PRES-
SONLINE.RO, the school magazine of Unirea 
National College from Focșani, SC INFOIASI 
SRL, Candela de Montreal. Until now four blog-
gers have also agreed to allow us to include some 
of their posts in the corpus: Simona Tache
3
, 
Dragoș Bucurenci4, Irina Șubredu5 and Teodora 
Forăscu6. Also, we have signed agreements with 
the writers Corneliu Leu and Liviu Petcu.Oral 
texts (read news, live transmissions and live in-
terviews) (one hour per working day) are provid-
ed by Rador (the press agency of Radio Roma-
nia) and Radio Iaşi – a local broadcasting agen-
cy. All data providers readiness to get involved 
was a very pleasant surprise for us and we ex-
press here, again, our gratitude.  
Another challenge in corpus creation is to 
have texts in a clean format, easy to process and 
annotate. Once our collaborators dispatch a tex-
tual resource (usually in unprotected pdf files, 
rarely in doc files), the first step is to convert it 
into an adequate format for our pre-processing 
tools
7
. 
Given the large amount of texts, we automated 
a part of the process (Moruz and Scutelnicu, 
2014):  the text is automatically retrieved from 
the pdf files, paragraph limits are recuperated, 
column marking newlines are erased as well as 
hyphens at the end of the lines. However, a lot of 
manual work remains to be done: separating arti-
cles from periodicals in different files, removal 
of headers, footers, page numbers, figures, ta-
bles, dealing with foot- or end-notes, with text 
fragments in foreign languages, with excerpts 
from other authors, etc. When copied from their 
original sources, the content is converted into the 
UTF-8 encoding and saved as plain text docu-
ments. 
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 http://www.simonatache.ro 
4
 http://bucurenci.ro 
5
 http://irina.subredu.name 
6
 https://travelearner.wordpress.com 
7
 http://www.racai.ro/en/tools/ 
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CoRoLa is developed and refined in succes-
sive steps and the automatic processing chain of 
the texts to be included has to conform to the 
format requested by the indexing and searching 
platform, IMS Open Corpus Workbench (CWB, 
http://cwb.sourceforge.net/), an open source me-
dium that allows complex searching with multi-
ple criteria and support for regular expressions. It 
allows to choose the (sub)corpus/(sub)corpora 
with which to work (choose from among the do-
mains and subdomains, but also from the availa-
ble authors), to find out words frequencies in a 
(specified) (sub)corpus, to search for a word or a 
word form, to search for more words (either con-
sequent or permitting intervening words), to find 
words collocations and co-occurrences (within a 
window of a pre-established size), to find lexical-
ization of specified morphological or/and syntac-
tic structures, n-gram models, etc. The platform 
has already been installed and tested on the 
ROMBAC corpus and coupled with our pro-
cessing chain which produces the adequate anno-
tated format for morphological and shallow syn-
tactic searches. For the near future, we plan to 
switch to the more powerful corpus management 
platform KorAP (Bański et al., 2014). 
The TTL (Ion, 2007) processing chain en-
sures, at the time of this writing, the following 
specific functionalities: sentence splitting, to-
kenisation, tiered-tagging (Tufiș, 1999), lemma-
tising and chunking. Future services regarding 
processing and query facilities for discourse 
(Cristea & Pistol, 2012) will be provided. CoRo-
La will be automatically annotated, but a frag-
ment of it (~2%) will be manually validated. 
4 Current Statistics 
4.1 Textual Data 
At the moment, the corpus contains the data pre-
sented in Table 1, where one can notice the do-
main distribution of the texts, as well as quantita-
tive data related to each domain: tokens (word 
forms and punctuation). 
A finer classification of the documents, ac-
cording to their sub-domains, outlines the fol-
lowing categories: literature, politics, gossip co-
lumns, film, music, economy, health, linguistics, 
theatre, painting/drawing, law, sport, education, 
history, religious studies and theology, medicine, 
technology, chemistry, entertainment, environ-
ment, architecture, engineering, pharmacology, 
art history, administration, oenology, pedagogy, 
philology, juridical sciences, biology, social, 
mathematics, social events, philosophy, other. 
In parallel with the CoRoLa corpus, at ICIA 
and UAIC a Romanian treebank is under devel-
opment (Irimia and Barbu Mititelu, 2015), (Pe-
rez, 2014), (Mărănduc and Perez, 2015). Current-
ly each of the two sections of the treebank con-
tains almost 5,000 sentences, which are in the 
process of being mapped into the UD project 
specifications
8
. The final version of the CoRoLa 
corpus will include the Romanian treebank as 
well. 
DOMAIN STYLE 
arts&culture 32,838,881 journalistic 44,248,356 
society 33,582,123 science 26,990,172 
others 9,990,383 imaginative 11,945,283 
science 19,923,533 others 1,777,475 
nature 106,196 memoirs 1,511,676 
  
administra-
tive 865,660 
  law 9,102,494 
TOTAL
9
 96,441,116 TOTAL 96,441,116 
Table 1. Domain and style distribution of tex-
tual data. 
4.2 Speech data 
Speech data collected so far is accompanied by 
transcriptions (observing the current orthogra-
phy). Partially (about 10%), it was automatically 
pre-processed and the transcriptions were XML 
encoded with mark-up for lemma, part-of-speech 
and syllabification. Additionally to the XML an-
notations we provide 3 files which contain the 
original sentences (“.txt” extension) the stripped 
version (which is obtained by removing all punc-
tuation from the original sentences – useful in 
training systems such as Sphinx or HTK (Hidden 
Markov Model Toolkit) – “.lab” extension) and 
time aligned phonemes (tab separated values 
which contain each phoneme in the text with its 
associated start and stop frame – “.phs” exten-
sion). 
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 Currently more textual data, not included into CoRoLa, 
has been collected, which may be used for improving mod-
els of our statistical processing tools. Among them are 
Wiki-Ro, the Romanian part of a big collection of sentences 
extracted from Wikipedia within the ACCURAT European 
project (http://www.accurat-project.eu/) and the Romanian 
part of the Acquis-Communautaire (Steinberger et al. 2006). 
They are already pre-processed and contain more than 50 
million words. Similarly, we acquired some audio-books 
(not IPR clarified and thus, not included into CoRoLa) used 
only for evaluation of our tools. 
7
 RASC (Romanian Anonymous Speech 
Corpus) is a crowd-sourcing initiative to 
record a sample of sentences randomly ex-
tracted from Ro-Wikipedia (Tufiș et al., 
2014). The corpus is automatically aligned 
at phoneme/word level. 
 RSS-ToBI (Romanian Speech Synthesis 
Corpus) is a collection of high quality re-
cordings compiled by (Stan et al., 2011) 
and designed for speech synthesis. It was 
enhanced with a prosodic ToBI-like (Tone 
and Break Indices) annotation (reference 
to be added). It is automatically aligned at 
phoneme/word level. 
 RADOR (Radio Romania) and Radio 
Iaşi is a collection of radio news and in-
terviews, provided daily by the Romanian 
Society for Broadcasting and the main Iaşi 
radio channel. At the time of this writing, 
the transcriptions are under pre-
processing. They are not yet aligned at 
phoneme/word level. 
Corpus Type Source Time length 
(h:m:s) 
RASC many speakers RoWikipedia 04:22:02 
RSS-ToBI single speaker news&fairy 
tales 
03:44:00 
RADOR many speakers news&  inter-
views 
106:52:33 
Radio Iaşi many speakers interviews 07:00:00 
under devel-
opment 
   >121:58:35 
Table 2. Speech corpora. 
Besides these speech corpora, we contracted pro-
fessional recordings (about 10 hours) of senten-
ces selected by us from Romanian Wikipedia. 
These recordings will enlarge the RASC corpus. 
Further information on the already processed 
speech data are given in the table below. 
Corpus sentences words phonemes 
RASC 2,866 39,489 270,591 
RSS-ToBI 3,500 39,041 235,150 
 6,266 78,530 505,741 
Table 3. Currently pre-processed speech corpora 
A special mention deserves the site “Sounds of 
the Romanian Language” (Feraru et al., 2010), 
which is a systematically built, explanatory small 
collection of annotated and documented record-
ings of phonemes, words, and sentences in Ro-
manian, pronounced repeatedly by several 
speakers; the corpus also includes as annex mate-
rials numerous papers on the topic and several 
instruments for speech analysis. Sections of the 
corpus are devoted to emotional speech, to spe-
cific processes as the double subject, and to pho-
netic pathologies. The corpus is maintained by 
the Institute for Computer Science of the Roma-
nian Academy
10
. 
5 Metadata Creation 
The challenge in CoRoLa is to create a corpus 
from which more than only concordances to be 
extracted, i.e. giving the user the possibility to 
construct his/her own subcorpus to work with, 
depending on the domain/style/period/author/etc. 
The only way to obtain this is to document each 
file with metadata. For documents sent by pub-
lishing houses, etc., we created the metadata files 
manually. For text files crawled from the web 
(articles, blogs), we automatically created 
metadata, with a preliminary phase of mapping 
the existent classifications of texts on those sites 
onto our classification of texts. 
6 Annotation of the data 
As mentioned before, a processing chain
11
 has 
been established, consistent with the tabular en-
coding specific to the CWB platform and com-
prising more program modules that execute par-
ticular functions. The web-service chain pro-
vides: 
 sentence splitting: it uses regular expres-
sions for the identification of a sentence 
end; 
 tokenization: the words are separated 
from the adjacent punctuation marks, the 
compound words are recognized as a sin-
gle lexical atom and the cliticized words 
are split as distinct lexical entities; 
 POS tiered-tagging with the large MUL-
TEXT-East tag set; its accuracy is above 
98%; 
 lemmatization: based on the tagged form 
of the word, it recovers its corresponding 
lemma from a large (over 1,200,000 en-
tries) human-validated Romanian word-
form lexicon; the precision of the algo-
rithm measured on running texts is almost 
99%; for the unknown words (which are 
not tagged as proper names), the lemma is 
provided by a five-gram letter Markov 
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Model-based guesser, trained on lexicon 
lemmas with the same POS tag as the to-
ken being lemmatized. The accuracy of 
the lemma guesser is about 83%. A better 
lemma-guessing (about 93%) is ensured 
by a new neural network based-tagger 
(Boroș et al., 2013), not yet integrated in 
the processing chain for CWB. 
 chunking: for each lexical unit previous-
ly tagged and lemmatized, the algorithm 
assigns a syntactic phrase, guided by a set 
of regular expression rules, defined over 
the morpho-syntactic descriptions. 
For the further stages in the corpus development, 
we envisage adding other types of annotations: 
syntactic parsing, semantic annotation and dis-
course analysis.  
The annotation of the speech data includes, 
additionally, the syllabation and accent mark-up 
plus the grapheme to phoneme alignment. 
7 Annotation correction 
In our previous experiments (Tufiș and Irimia, 
2006) with the task of collecting corpora and en-
suring a satisfying quality of the resources, we 
implemented a coherent methodology for the 
automatic identification of annotation errors.  
Most of the errors identified in this manner 
can also be automatically corrected. This valida-
tion procedure was used in the past to correct 
tagging and lemmatization errors for the journal-
istic corpus RoCo_News and for ROMBAC and 
reduced the estimated error rates to around 2%.  
The TTL processing workflow explicitly 
marks the out-of-dictionary words (ODW), ex-
cepting proper nouns, abbreviations and named 
entities. The ODW can be extracted, sorted and 
counted, then divided into frequency classes. In 
the past, we concentrated our analysis on the 
words with at least two occurrences in the corpus 
(assuming that the others are typographic errors 
or foreign words) and structured them into error 
classes, thus being able to split them into errors 
that need human correction and errors that can be 
dealt with by implementing automatic correction 
strategies.  
Besides using the mentioned methodology to 
improve the quality of the entire corpus, we in-
tend to manually validate a limited part of it (2%, 
i.e. 10 million words). As the process of collect-
ing and managing such an important resource is a 
life-time task, our attention on assuring its quali-
ty will continuously accompany this enterprise. 
8 Conclusions 
In the international context of growing interest 
for creating large language resources, we pre-
sented here the current phase in the creation of a 
reference corpus of contemporary Romanian. It 
is a joined effort of two academic institutes, 
greatly helped by publishing houses and editorial 
offices, which kindly accepted the inclusion of 
their texts at no costs. The corpus will be availa-
ble for search for all those interested in the study 
or processing of the Romanian language. 
We emphasize the idea that, although large 
amount of texts are out there on the web, creating 
an IPR clear reference corpus is quite a chal-
lenge, not only due to vast efforts invested in 
persuading IPR holders to contribute to a cultural 
action, but also to achieve agreements on what 
texts and how much of them to include in the 
corpus. In spite of the decided CoRoLa structure 
(text types and quantities) of the linguistic data 
the supplementary data we manage to collect 
(mainly from the web) is not discarded, but 
stored for training specialized statistical models 
to be used in different data-driven applications 
(CLIR, Q&A, SMT, ASR, TTS). 
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Abstract
With an increasing amount of text data
available it is possible to automatically ex-
tract a variety of information about lan-
guage. One way to obtain knowledge
about subtle relations and analogies be-
tween words is to observe words which
are used in the same context. Recently,
Mikolov et al. proposed a method to ef-
ficiently compute Euclidean word repre-
sentations which seem to capture subtle
relations and analogies between words in
the English language. We demonstrate
that this method also captures analogies in
the German language. Furthermore, we
show that we can transfer information ex-
tracted from large non-annotated corpora
into small annotated corpora, which are
then, in turn, used for training NLP sys-
tems.
1 Motivation
Large text corpora are a rich source of informa-
tion for testing language properties. Once we for-
mulate a linguistic hypothethis, we can formulate
queries to collect evidence from the corpus (Klein
and Geyken, 2010). However, very large corpora
allow us to perform automatic exploration of the
corpus to identify subtle relations between words
or word groups.
Unfortunately, the analysis of large corpora is
computationally challenging. As the size of a cor-
pus grows, the size of the used vocabulary also
grows, because a larger subset of language is cov-
ered. We found that the German Wikipedia con-
tains more than 1.6 million unique words.
In order to find instances of all possible word-
word relations or word classes, a very large sample
of text data must be drawn. We usually refer to this
problem as the “curse of dimensionality”. How-
ever, for most Natural Language Problems, only
little annotated training data is available.
Recently, Mikolov et al. (2013c) introduced a
method for discovering linguistic regularities in
large corpora based on neural networks. Their
method learns a mapping from words to vectors in
RD called word embeddings. Embeddings allow
simple vector operations that seem to capture syn-
tactical and semantical regularities. This method
has been successfully applied to English text cor-
pora. For the first time, we thoroughly evaluate
this method for the German language.
Our goal is to extract information on word re-
lations from large unannotated corpora and en-
rich smaller annotated corpora like the Tu¨Ba-D/Z
treebank (Telljohann et al., 2009) – a collection
of German newspaper articles – with this infor-
mation. More specifically, we want to discover
word similarities and analogies in order to aggre-
gate words into groups.
The rest of this paper is organized as follows. In
section 2 we formally introduce Mikolov’s word
embeddings, in section 3 we present our experi-
ments for German and English Wikipedia docu-
ments. Then in section 4 we show related work.
Section 5 concludes our work.
2 Word Embeddings
Mikolov et al. proposed a neural language model
that estimates word transition probabilities from
a training corpus (2013c). By gradually reducing
the complexity of their model, the authors enable
the efficient use of large text corpora resulting in a
simple neural network with input layer, linear pro-
jection layer and log-linear output layer (Mikolov
et al., 2013a; Mikolov et al., 2013b). The pro-
jection layer of this model implicitly calculates a
mapping u : V 7→ RD from the vocabulary V to
the space of word embeddings RD.
Surprisingly, these embeddings show striking
syntactic and semantic properties that allow us to
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perform simple vector operations, e.g.,
u(Paris)− u(France) + u(Italy) ≈ u(Rome)
In order to train such an embedding, Mikolov et
al. present two closely related network topologies
(cf. figure 1). The first model, called CBOW, esti-
mates probabilities for words vi ∈ V given their
surroundings w1, . . . , wN using a softmax func-
tion. Let U be a weight matrix shared across all
contextual words w1, . . . , wN and let Wi• denote
the i−th row of the output matrix W , then this
model can be formulated as follows:
u˜ =
N∑
i=1
Uwi
p(vj |w1, . . . , wN ) =
exp(W ′j•u˜)
V∑
i=1
exp(W ′i•u˜)
The second model, called Skip-Gram (SG), re-
verses the CBOW task. Given a single word vi ∈
V it estimates the probabilities for the surrounding
contextual words w1, . . . , wN . The mathematical
formulation for this model is naturally extracted
from the CBOW model by adding multiple output
matrices W (1), . . . ,W (N) to the model while re-
ducing the input layer to one word.
The authors show, that the word embeddings u
capture semantic relations between words by us-
ing simple vector operations. Additionally, they
find that similar words have similar embeddings
by the means of Cosine similarity. This enables
efficient queries for word similarities in a vocabu-
lary since the word embeddings can be efficiently
computed as a look-up in table u and the Cosine
similarity can be implemented as linear-time vec-
tor operation.
3 Experiments
3.1 Training German Word Embeddings
We train our word embeddings using the German
Wikipedia (Wikimedia, 2015). This set contains
roughly 591 million words with a vocabulary of
1.6 million words. As a comparison, word em-
beddings for the English Wikipedia with approxi-
mately 1.7 billion words and a vocabulary size of
1.7 million words are trained as well (Wikimedia,
2015). An available subset of word embeddings
computed by Mikolov et al. on a large Google-
News text corpus will serve as a reference value
for our experiments (Mikolov, 2015).
3.2 Identifying Word Analogies
Mikolov et al. analyze the accuracy of word
embeddings on semantic and syntactic relations
based on a test set. This test set contains phrases
of the form “a is to b what c is to d.” for different
categories of relations, e.g.
king is to queen what man is to woman
The task of this test set is to predict the word d
where words a, b, c are given. To do so, a simple
nearest neighbor prediction is used:
d̂ = argmin
v∈V
{‖u(a)− u(b) + u(c)− u(v)‖22}
A question is correctly answered if d̂ equals d.
For the first time, we analyzed the accuracy of
word embeddings in the German language. There-
fore, we half-automatically translated this English
test set into German using (Moraes, 2015). Ad-
ditionally to this regularity test, we analyzed the
performance of word embeddings on word analo-
gies. To do so, we assembled a list of one thou-
sand nouns for the German and English language.
For every German noun, we queried twelve syn-
onyms on average using OpenThesaurus (Naber,
2015). For the English language, OpenOffice
(Foundation, 2015) provided a synonyms dictio-
nary with thirteen synonyms per noun on average.
We then computed the average Cosine similar-
ity between word embeddings and their synonyms
embeddings. As a reference we computed the av-
erage Cosine similarity between random nouns.
Results for the regularity test are presented in
table 1. As you can see, the word embeddings cap-
ture regularities between nouns in the German lan-
guage quite well (cf. category “capital-common”
and “capital-world”), but show relatively poor per-
formance on plural forms and past tense (cf. cate-
gory “gram7” and “gram8”). Reasons for this may
lie in the lexical character of the underlying train-
ing corpus, the relatively small size of the German
Wikipedia compared to the English Wikipedia and
Google News-Corpus as well as irregularities in
word construction in the German language.
In table 2 the results of the synonym test can
be found. The picture reverse here in contrast to
the results in table 1. The average Cosine similar-
ity for analogous words in the German language
are roughly twice as high as for the English lan-
guage. The average Cosine similarity between
random nouns is, as expected, nearly zero.
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Figure 1: Network topology for CBOW and Skip-Gram model.
category ref. English German
CBOW SG CBOW
capital- 81.60 86.96 93.48 91.70common (+5.36) (+9.88) (+8.1)
capital-world 83.30 91.29 82.55 84.88(+7.99) (+1.25) (+1.58)
gram7- 64.49 65.26 42.11 42.17past-tense (+0.8) (-22.38) (-22.32)
gram8-plural 86.64 84.01 45.16 48.02(+2.63) (-41.48) (-38.62)
gram9-pl-verb 67.93 62.07 62.83 65.15(-5.86) (-5.1) (-2.78)
Table 1: Accuracy for regularity test (excerpt).
ref. English German
CBOW SG CBOW
synonyms 0.25 0.26 0.56 0.56
random nouns 0.08 0.04 0.06 0.05
Table 2: Average Cosine similarity.
3.3 Enriching Small Annotated Corpora with
Word Embeddings
We want to demonstrate that natural language pro-
cessing problems that rely on relatively small an-
notated corpora as training data can benefit from
word embeddings learned on large, non-annotated
corpora. We have seen that similar words have
similar word embeddings. Clustering the embed-
dings with k-Means thus yields k partitions of
similar words. Enriching a small annotated train-
ing corpus by tagging each word with the partition
it belongs to has two possible advantages: First,
we can handle unknown words the same way as
words with similar embeddings. Second, we can
pool related words and can estimate more reli-
able statistics for rare words (Andreas and Klein,
2014).
In our experiment, we consider the Tu¨Ba-D/Z
treebank (Telljohann et al., 2009), a corpus of
merely 3,444 newspaper articles whose sentences
are annotated with dependence trees. This tree-
bank is widely used for training natural language
parsers for both constituency and dependency
grammars. We evaluate a classification problem
closely related to dependency parsing, where for
an unlabeled arc in a given parsetree we want to
predict the label of the arc. The Tu¨Ba-D/Z tree-
bank in .conll dependency tree format has 34
classes of dependencies (Foth, 2006). We use
Naive Bayes for classification using features for
the word, the lemma and the POS-tag of both the
head and tail of the arc. Additionally, we use the
cluster of the word embedding for the correspond-
ing word as a feature.
We select k ≈ √1.6M , such that the space
of pairs of words is about the size of the vo-
cabulary. This makes estimating statistics about
pairs of words feasible. Using a 10-fold, lin-
early split cross validation we show an accuracy
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of 87.33 ± 0.43% using only traditional features.
Using the additional features based on word em-
bedding clusters, we get an accuracy of 88.33 ±
0.43%, which is a significant increase of 1%.
4 Related Work
There have been many attempts to incorpo-
rate word embeddings into existing natural lan-
guage processing solutions for the English lan-
guage. Examples include Named-Entity Recog-
nition (Turian et al., 2009), Machine Translation
(Zou et al., 2013), Sentiment Analysis (Maas et
al., 2011) or Automatic Summarization (Kage-
back et al., 2014). For Natural Language Pars-
ing, there have been attempts to improve parser
training by incorporating new features based on
word embeddings. Andreas and Klein investigated
their usefulness for constituency parsing (2014),
Hisamoto et al. (2013) and Bansal et al. (2014)
for dependency parsing. Their features are also
based on clustered word embeddings and they also
report small, but significant increases in accuracy
for English dependency parsing.
5 Conclusion
We have shown that word embeddings can cap-
ture word similarities and word analogies for the
German language. We demonstrated a significant
improvement of parse tree labeling accuracy for
German Tu¨Ba-D/Z treebank based on word em-
beddings.
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Abstract
The availability of large multi-parallel cor-
pora offers an enormous wealth of mate-
rial to contrastive corpus linguists, trans-
lators and language learners, if we can ex-
ploit the data properly. Necessary prepara-
tion steps include sentence and word align-
ment across multiple languages. Addi-
tionally, linguistic annotation such as part-
of-speech tagging, lemmatisation, chunk-
ing, and dependency parsing facilitate pre-
cise querying of linguistic properties and
can be used to extend word alignment to
sub-sentential groups. Such highly inter-
connected data is stored in a relational
database to allow for efficient retrieval and
linguistic data mining, which may include
the statistics-based selection of good ex-
ample sentences. The varying informa-
tion needs of contrastive linguists require
a flexible linguistic query language for ad
hoc searches. Such queries in the format
of generalised treebank query languages
will be automatically translated into SQL
queries.
1 Introduction
The long-term goal of our project is the creation
of a means for empirical linguistic research based
on large amounts of multi-parallel texts, i.e. corre-
sponding data for more than two languages.1 Sam-
ple questions we seek to answer are: Which fea-
tures trigger the use or absence of articles in En-
glish? How do other languages differ in their arti-
cle use? What about languages which do not use
the concept of articles?
1The definition of ‘large’ in the context of corpora may
well be a controversial one. We argue that counting entities,
such as tokens, sentences, etc. does not suffice for measuring
the largeness of a corpus, but that the richness of relations
described by its data model is equally important.
Though we focus on linguists as end-users who
use our system to find evidence to answer research
questions, the option of relating several layers of
linguistics metadata in the form of annotations and
alignments may facilitate other use cases, such as
dictionary look-ups for words in context in more
than one corresponding target language2, detect-
ing triggers for translation variants of particular
expressions and syntactical structures, and com-
paring corresponding patterns such as word order
preferences across multiple languages.3
In this paper, we will discuss three prominent
challenges to be addressed in our work. Sec-
tion 2 deals with the characteristics of multi-
parallel alignments and outlines techniques to at-
tain them. Section 3 describes the data structures
required for our research questions and how tomap
them to a database schema. Section 4 discusses the
requirements for user-friendly reporting of query
results and suggests an approach for an expressive
linguistic query language.
2 Multi-parallel Corpus Data
Preparation
At present, several large, multi-parallel corpora are
freely available. Europarl (Koehn 2005) andMul-
tiUN (Eisele and Chen 2010), for instance, com-
prise millions of tokens in 21 and 6 languages, re-
spectively. Östling (2015, p. 6) illustrates some
of the multi-parallel corpora available in terms of
language count and average number of words per
language. These corpora consist of parallel docu-
ments corresponding to each other.4
Pairwise sentence alignment for a number 𝑛 of
languages covered by the respective corpus re-
2This particularly addresses language learners who are
proficient in other languages.
3For a discussion of the needs of different user groups see
Volk, Graën, and Callegaro (2014).
4More specific alignment is implicitly given by speaker
turns in the case of Europarl (see Graën, Batinic, and Volk
2014, p. 224).
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sults in (𝑛2) pairs sets of pairwise alignments since
the correspondences of sentences are expressed as
bidirectional alignments.
2.1 Multi-parallel Alignments
To address questions that involve more than two
languages, pairwise sentence alignments pose a
problem since combining several sets of pairwise
alignments (again (𝑛2) pairs for 𝑛 languages) yields
rather big graphs of sentences, moreover, align-
ment errors tend to propagate. This is depicted in
Fig. 1 for 3 languages and 3 sets of pairwise align-
ments.
A1 A2 A3
C1 C2 C3
B1 B2 B3
Figure 1: The alignment errors between language
𝐴 and 𝐶 (dashed lines) result in overly connected
alignment graphs. The yellow box is the closure of
all pairwise alignments.
Rather than closures of pairwise alignments, we
require sets of corresponding sentences in all lan-
guages, denoting that all contained sentences mu-
tually correspond to each other. We call such a set
a multi-parallel alignment (MPA). MPAs may
contain other MPAs, as depicted in Fig. 2, as long
as these build a proper subset of the containing
MPA.
C1 C2 C3
A1
B1 B2
Figure 2: MPAs (coloured boxes) designate the el-
ements of each language they extend over as cor-
responding.
The same problem applies to word alignment,
once a multi-parallel sentence alignment has been
found, where correspondence is usually calculated
unidirectionally5, which results in a set of 2 ×
5That means that a token 𝑡𝑎 of language𝐴 being aligned
with a token 𝑡𝑏 of language𝐵 does not imply a reverse align-
ment between 𝑡𝑏 and 𝑡𝑎.
(𝑛2) unidirectional pairwise alignments. Several
well-known algorithms exist to deduce a bidirec-
tional word alignment from a pair of unidirectional
ones6, but they may result in a loss of valuable in-
formation for linguistic questions (Lehner, Graën,
and Clematide 2015).
Analogous to the MPAs of sentences, different
granularities of word correspondences can be ex-
pressed by nested MPAs as shown in Fig. 3.
workmine-clearing
Minenbeseitigungsarbeiten
déminage
minaslimpiezatrabajos de de
sminamentolavoro di
Figure 3: MPAs on a sub-sentential level, ranging
from word to phrase alignment. Two MPAs with
elements in three languages (red and blue) are con-
tained by a broader MPA (yellow) which covers
five languages.
2.2 Approaches for Attaining Multi-parallel
Alignments
In order to obtain MPAs on a sentence level, we
calculated the respective pairwise alignments for
a total of five languages with hunalign (Varga,
Halácsy, Kornai, Nagy, Németh, and Trón 2005)
and combined the respective alignments in a graph
as shown in Fig. 1. We then removed improba-
ble links, i.e. those receiving less support from the
other language pairs, by applying different heuris-
tics which performed well for highly parallel texts.
As soon as the translations became loose, our algo-
rithms were unable to make good decisions.
In our opinion, this problem arises because, after
the pairwise alignment step, alternative alignment
scores get lost, and only the solution maximising
the overall alignment score of the particular pair of
texts is returned. A multi-parallel alignment per-
formed on a joint alignment score is supposed to
yield better, and a priori consistent, results. As the
6This process is called symmetrisation (Liang, Taskar, and
Klein 2006; Tiedemann 2011, pp. 75–77).
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costs of calculating scores for all possible align-
ment options grows quadratically, both time-wise
and memory-wise, with the number of languages
involved, an exhaustive search is not feasible. In-
stead, we are working on an approximate dynamic
programming approach (Powell 2007).
To compute the MPAs on a word level, we
plan to implement an algorithm similar to the one
used for multilingual sentence alignment. We ex-
pect the complexity of this task to be considerably
higher mainly since (a) sentences comprise more
words than a textual unit contains sentences7, (b)
the constraint of sequentiality does not hold for
words between multi-parallel aligned sentences,
and (c) based on our previous investigations, we
expect the word alignment ratio to vary strongly
across languages.8
Bilingual alignment algorithms for phrase-
structure parses have been reported by Zhechev
and Way (2008). We plan to adapt their approach
to our multi-lingual dependency parses.
3 Efficient Representation of
Multi-parallel Corpora in an RDBMS
We expect our corpus compilation to be an aid in
answering complex cross-linguistic questions by
means of correlating different linguistically mo-
tivated data layers on a large scale of data. We
identified the following eligible layers: sentence
segmentation, tokenisation, lemmatisation, part-
of-speech tagging, chunking, syntactical depen-
dency parsing, coreference resolution (based on
parse trees), sentence alignment, word alignment
and sub-sentential alignment.
There are several NLP tools available for each
layer. We allow for multiple annotation and align-
ment layers of the same kind, e.g. dependency
parses by different parsers, with the exception of
sentence and token segmentation where we com-
mit to a single layer of primary data.9 Apart from
the primary data, each of these layers is based
on at least one other layer such that the layer de-
pendencies form a directed acyclic graph. In this
vein, we know which dependent layers to recre-
ate once a particular layer is rebuilt. In con-
trast to Bański, Fischer, Frick, Ketzan, Kupietz,
7In Europarl, a sentence contains three times more words
on average than a textual unit contains sentences.
8As Fig. 3 illustrates, a ratio of 1:5 is not uncommon for
aligned complex noun phrases, whereas ratios of 1:3 or more
in sentence alignments are rare (< 1%).
9Chiarcos, Ritz, and Stede (2009) discuss problems that
arise with multiple tokenisation layers.
Schnober, Schonefeld, and Witt (2012, p. 2906),
we do not require query results to be reproducible
after such layer rebuilds.
3.1 Data Types Required for the
Representation of Linguistic Data Layers
In our considerations of the data structure required
for building a conceptual data model incorporating
those respective layers (and potential future ones),
we identified three abstract data typeswhich can be
composed in such a way that all our requirements
are met:
1. an interval on sequential elements,
2. a directed binary relation between two ele-
ments of the same type and
3. an undirected relation between several ele-
ments of the same type.
Each of these types, as well as a basic one without
further definitions, may comprise any number of
attributes such as labels, confidence scores, etc.
Tokens are basic elements and have attributes
like their surface form, lemmas, and part-of-
speech tags. Chunks are represented as intervals
on tokens, dependency relations and unidirectional
word alignments as relations between two tokens.
Finally, the most complex type, n-ary relations be-
tween sets of elements, is needed for modelling
MPAs10, as well as for the modelling of corefer-
ence chains for instance.
3.2 Deriving a Database Schema from the
Data Model
Corpus query systems are optimised for efficient
retrieval rather than for processing new data, as
the underlying linguistic data typically does not
change. Richly annotated and aligned corpora al-
low for considerably more sophisticated corpus
queries and thus require an efficient way to retrieve
data in a less restricted fashion.
In times of freely available, advanced rela-
tional database management systems (RDBMS)
which target flexible and efficient retrieval of large
amounts of arbitrary structured data, building an
own storage and retrieval system from scratch
seems pointless (Davies 2005).
The limitation to the three described abstract
data types allows us to define a translation pat-
tern for the conversion of the data model into a
10In Fig. 3, these relations are expressed by connecting
lines between sets of words in each language.
17
relational database schema, including normalisa-
tion, indices and access functions as stored pro-
cedures. Moreover, snippets for the retrieval of
the particular data types can also be compiled uni-
formly based on the data model. As a further ad-
vantage, our RDBMS, PostgreSQL11, includes an
advanced query optimiser whose goal is defined to
determine the most efficient query plan by rewrit-
ing a given query (see Momjian 2015).
4 User-friendly Reporting and Flexible
Querying
Our third challenge involves two aspects:
1. How can we flexibly report user-friendly
query results?
2. What is needed to enable contrastive cor-
pus linguists, who are generally non-experts
in SQL, to formulate their information needs
more naturally in an expressive linguistic
query language?12
4.1 User-friendly Reporting of Query Results
For the use case of cross-lingual frequency distri-
butions of translations illustrated by example sen-
tences, a simple form-based query menu is prob-
ably adequate. The user input, for instance, word
or base forms including part-of-speech filters, can
be easily interpolated into handcrafted SQL tem-
plates.
Applying such queries to large corpora is likely
to yield large amounts of search hits. A practical
challenge for the usability of such a system lies
in the proper selection of sentences that are de-
livered to the end user as relevant and informa-
tive examples. This is an instance of the Good
Dictionary Example Extractor problem (Kilgar-
riff, Husák, McAdam, Rundell, and Rychlỳ 2008),
termed GDEX in the context of the Sketch En-
gine (Kilgarriff, Baisa, Bušta, Jakubíček, Kovář,
Michelfeit, Rychlỳ, and Suchomel 2014).
Kosem, Husak, and McCarthy (2011) discuss
many textual features (sentence lengths, punctua-
tion, frequency thresholds on words, anaphoric ex-
pressions, etc.) that must be statistically evaluated
for such a task. Our RDBMS includes the option
to use R as an embedded statistical programming
language, which we expect to be sufficient for our
needs.
11http://www.postgresql.org/
12These linguists typically have varying research questions
and a strong need for flexible and precise queries.
Furthermore, statistical evaluation of result sets,
for instance, across different language pairs, could
be provided given the ability to statistically analyse
query results.
4.2 An Expressive Linguistic Query
Language for Our Data Model
SQL allows the user to flexibly query every as-
pect of our data model, that is, every entity, at-
tribute, relation and Boolean combination thereof.
However, native SQL queries for our highly inter-
connected and normalised data structures are not
an appropriate abstraction level for linguists; they
cannot express their linguistic information needs
in a natural way.
Therefore, there is a need for an expressive lin-
guistic query language to flexibly describe the con-
structions contrastive linguists are interested in.
Two important strains of linguistic query systems
have been developed in the past:
1. Corpus linguistics tools for text corpora such
as CQP (Christ 1994) and
2. treebank query tools such as TIGERSearch
(König, Lezius, and Voormann 2003).
CQP supports annotated words, structural
boundaries (sentences, constituents), and
sentence-aligned parallel texts right from the
beginning. For instance, a query for the word car
in the English part of Europarl may be restricted
to the co-occurrence of the German word Auto in
the aligned sentence using the within operator:
[word="car"] within europarl7_de: [word="Auto"]
Although useful, this is not the level of expressive-
ness we have in mind.
In recent years, treebank query systems have
been generalised in various ways. The Stockholm
Treealigner (Lundborg, Marek, Mettler, and Volk
2007) introduced an operator for querying align-
ments between words or phrases of bilingual tree-
banks, freely combinable with precise monolin-
gual TIGERSearch-like queries for syntactic struc-
tures. The ANNIS platform (Zeldes, Lüdeling,
Ritz, and Chiarcos 2009) with its query language
AQL for multi-level graph-based annotations of-
fers operators for dependency relations, inclusion
or overlap of token spans, and namespaces for an-
notations of the same type produced by different
tools (for instance, the output of different depen-
dency parsers, see also section 3). Our proposed
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linguistic query language will include these oper-
ators and follow the logic-based style of this lan-
guage family.13 The next step in our work is there-
fore a translation of Treealigner/AQL-style queries
into native SQL queries for our database. Rosen-
feld (2010) describes the translation of AQL into
SQL, which in turn is inspired by the implementa-
tion of the DDDQuery language (Faulstich, Leser,
and Vitt 2006), an extended XPath query language
for linguistic data.
Lai and Bird (2010) discuss the formal expres-
siveness of linguistic query languages andmention
the known inherent limitation of AQL-style query
languages to the fragment of existential first-order
logic, which does not support queries for missing
constituents. Recently, we proposed an approach
where the result sets of several AQL-style queries
are subtracted in order to identify configurations
with missing constituents (Clematide 2015).
5 Conclusions
We identified three of the most prominent issues
that we face building a system for querying large
multi-parallel corporawith several inter-connected
layers of linguistic information.
Typically, alignments have been calculated
pairwise. Multi-parallel alignments, as we call the
mutual correspondence relation between sets of el-
ements of multiple languages, demand new, inno-
vative approaches. Once the annotation and align-
ment data has been obtained, we need to store this
complex accumulation in a fashion that supports
efficient retrieval from multiple layers. Hence, we
argue for the use of a relational database. We built
a data model upon three abstract data types which
incorporates the data structures of the aforemen-
tioned layers and allows for a direct translation into
a database schema.
Having set up a database comprising multi-
parallel corpus data with several layers of annota-
tion and alignment, our intended end user requires
a means to access said information in a convenient
way. We sketched a flexible, yet user-friendly
query language to deal with any kind of data lay-
ers defined within the data model whose queries
can be mapped to SQL queries and thereupon pro-
cessed by the database. On this basis, we discussed
varying requirements regarding the presentation of
13We are aware of alternatives, for instance, XPath-style
query languages such as LPath (Lai and Bird 2010) or PML-
TQ (Štěpánek and Pajas 2010).
query results (reporting), ranging from a selection
of prototypical exemplars to an automatic statisti-
cal evaluation.
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Abstract 
The IMS Open Corpus Workbench 
(CWB) software currently uses a simple 
tabular data model with proven limita-
tions. We outline and justify the need for 
a new data model to underlie the next 
major version of CWB. This data model, 
dubbed Ziggurat, defines a series of types 
of data layer to represent different struc-
tures and relations within an annotated 
corpus; each such layer may contain var-
iables of different types. Ziggurat will al-
low us to gradually extend and enhance 
CWB’s existing CQP-syntax for corpus 
queries, and also make possible more 
radical departures relative not only to the 
current version of CWB but also to other 
contemporary corpus-analysis software.  
1 Introduction 
With recent technological advances, it has be-
come possible – and increasingly practical – to 
compile huge corpora (of 10 billion tokens and 
more) with complex linguistic annotation (token-
level annotation such as part-of-speech tags, 
lemmatization, semantic tags; logical and typo-
graphical text markup encoded by XML tags; 
phrase structure trees; syntactic dependency 
graphs; coreference chains; …) and rich metada-
ta (at text, paragraph or speaker level). At the 
same time, emerging international standards have 
begun to account for such richly annotated cor-
pora – defining data models and serialization 
formats, as in the Linguistic Annotation Frame-
work (LAF, ISO 24612: Ide & Suderman 2014); 
as well as different levels of query languages for 
complex linguistic annotations, as in the Corpus 
Query Lingua Franca (CQLF, ISO/CD 24623-1). 
Defined in a (currently draft) ISO standard, the 
CQLF metamodel distinguishes three levels of 
analysis, which correspond to linguistic annota-
tions of different complexity: 
 Level 1: plain-text search and token-level 
annotations 
 Level 2: hierarchical structures and de-
pendency graphs 
 Level 3: multiple concurrent annotations 
The current generation of software tools for que-
rying large corpora – such as the IMS Open Cor-
pus Workbench (CWB: Evert & Hardie 2011), 
Manatee/SketchEngine (Rychlý 2007) and 
Poliqarp (Janus & Przepiórkowski 2007) – are 
still based on a simple tabular data model that 
corresponds to CQLF Level 1 and was developed 
in the 1990s (Witten et al. 1999). This data mod-
el represents a text corpus as a sequence of to-
kens annotated with linguistic features coded as 
string values. It is equivalent to a data table 
where rows correspond to tokens and columns to 
the different annotations – similar to a relational 
database table, but with an inherent ordering of 
the rows.  
This tabular data model was applied to linguis-
tic corpus indexing by the first release of CWB 
(Christ 1994). CWB also extended the basic text-
indexing structure outlined by authors such as 
Witten et al., by adding special provisions for 
simple structural annotation and sentence align-
ment. These were stored in the form of token 
ranges (pairs of integer corpus positions). The 
approach pioneered by the early versions of 
CWB  was later embraced by many other soft-
ware packages, including those cited above. The 
current release of CWB and its Corpus Query 
Processor (CQP), that is version 3, is widely 
used, especially through the user-friendly, 
browser-based CQPweb interface (Hardie 2012); 
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it still builds on the same data model and main-
tains full backwards compatibility. Though the 
data model has no “official” name, we will refer 
to it in this paper as the CWB3 data model. As 
lead maintainers and developers of CWB – now 
an open-source project – we have become in-
creasingly acutely aware of a number of limita-
tions in CWB’s basic design. In addition to its 
simplistic data model, CWB3 is limited to corpo-
ra of at most 2.1 billion tokens, because it stores 
token positions as signed 32-bit. This design de-
cision, while perhaps justifiable in the early 
1990s, no longer makes real sense (as explained 
in Evert & Hardie 2011). 
A number of indexing and query tools do in 
fact go beyond a data model parallel to CWB3, 
and can thus support more complex linguistic 
annotation. Examples include TIGERSearch, 
(Lezius 2002), ANNIS (Zeldes et al. 2009), and 
ICECUP (Quinn & Porter 1994). However, such 
software is usually designed for small, manually 
annotated data sets and fails to scale up to bil-
lion-word corpora harvested from the Web or 
other sources. This tendency is well-exemplified 
by ICECUP, which is distributed alongside the 
corpora it is intended to be used with, namely 
ICE-GB and the Diachronic Corpus of Present-
Day spoken English (DCPSE), densely-
annotated corpora on the order of one million 
tokens in extent.  
There is an urgent need, therefore, for efficient 
corpus query tools that go beyond the limitations 
of the CWB3 data model, providing compact 
storage and efficient search over complex lin-
guistic structures. The work of the CWB devel-
opment team over the past two years has turned 
to the development of a new data model that can 
support complex annotation, and can do so at 
scale. 
2 Introducing Ziggurat 
We present a novel data model, and associated 
indexing format, which will underlie the next 
major version of CWB (version 4).  Rather than 
refer to this as the “CWB4” model, we propose 
the name Ziggurat for the data model, the file 
format, and the database engine software that 
implements them. The name is inspired by the 
shape of the data model, which – as the remain-
der of this paper will illustrate – consists concep-
tually of a pile of rectangular layers on top of one 
another. 
The design goals of Ziggurat are that it should 
(i) scale to corpora of arbitrary size; (ii) support 
rich linguistic annotation, in particular XML hi-
erarchies, phrase-structure trees, dependency 
graphs and parallel-corpus alignment; and (iii) 
provide efficient indexed access to the data, ena-
bling complex linguistic queries in reasonable 
time. In the long term, by defining the Ziggurat 
engine as a conceptually-separate entity to the 
CWB software and the query language that it 
provides (known as CQP-syntax), our aim is to 
be able to use Ziggurat as the underpinning for 
more than one (kind of) query language. To-
wards the end of this paper, we will speculate on 
the new types of query languages that the en-
riched data model supported by Ziggurat will 
enable. Let us first, however, survey some relat-
ed work, justifying the need for a new database 
engine. 
3 Related work and motivation 
In recent years, researchers have explored sever-
al alternative approaches to efficient queries for 
large text corpora: 
 A standard relational database with redun-
dant representation of the corpus (e.g. n-
gram tables), a large number of indexes 
and fine-tuning of the database server and 
SQL queries (as outlined by Davies 2005, 
although Davies’ current architecture 1  is 
much-revised from this now somewhat 
outdated outline). It is unclear whether this 
approach can be generalized to more com-
plex linguistic data structures and sophis-
ticated query needs. 
 A native XML or graph database used off-
the-shelf, with built-in indexing and query 
facilities. Mayo et al. (2006) show that this 
approach is inefficient using XML data-
bases; Proisl & Uhrig (2012) make the 
same observation for a popular graph da-
tabase. 
 An information retrieval or Web search 
engine such as Lucene, with custom modi-
fications to support linguistic annotation 
and the kinds of query patterns supported 
by CQP-syntax. A recent example of this 
approach is the BlackLab
2
 software. While 
it is difficult to assess the potential of the 
system due to a lack of scientific publica-
tions, a small number of blog posts about 
its internals suggest that it may be very 
                                                 
1 Accessible at http://corpus.byu.edu  
2 https://github.com/INL/BlackLab 
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difficult to extend BlackLab to full tree 
structures and dependency graphs. 
 Corpuscle (Meurer 2012) proposes new 
indexing structures based on suffix trees in 
order to optimise the performance of regu-
lar expressions and CQP-syntax queries. 
Having a focus on indexing and query al-
gorithms, it does not attempt to go beyond 
the tabular CWB3 data model. 
Despite introducing various innovations, none of 
these approaches has resorted to a ground-up 
rethink of the data model: all attempt to extend 
some existing data model. While such efforts 
have had notable short-term successes, we be-
lieve that ultimately they are self-limiting, for the 
reasons discussed above. We are convinced that 
it is necessary to go beyond the CWB3 data 
model; however, we are likewise convinced that 
working around other standard data models, 
whether those of XML databases or web-query 
engines, is not the best way to do it, especially 
for a community-driven effort with limited re-
sources. This motivates our proposal of Ziggurat. 
Ziggurat does represent a ground-up rethink of 
the CWB3 data model, keeping its basic idea – a 
tabular data model with implicitly-ordered rows 
representing sequence positions – but extending 
it considerably, and like CWB3 using custom 
index structures and file formats. We believe that 
this offers better support for the highly success-
ful brute-force corpus search of CWB and simi-
lar query tools than a standard off-the-shelf 
backend such as a SQL RDBMS or Web search 
engine. Recognizing that it is better to have a 
simple but flexible tool that is available, well-
maintained and actively developed by its user 
community than to design the “Perl 6” of corpus 
query engines – that is, a perfect redesign which 
remains unreleased and unavailable to most users 
for years on end – we resolved to keep the data 
model, index structures and file formats as sim-
ple and straightforward as possible. Thus, the 
entire Ziggurat data model builds on a small set 
of easily implemented data structures. 
Further key requirements for the new data 
model are (i) full Unicode support, (ii) 
(nigh-)unlimited corpus size, (iii) logical back-
ward compatibility with the CWB3 data model, 
(iv) full support for hierarchical XML annotation 
and other tree structures, (v) representation of 
dependency graphs, (vi) support for sentence 
(and preferably also word) alignment, and (vii) 
concurrent annotation layers forming independ-
ent or intersecting hierarchies. The Ziggurat data 
model thus encompasses all three levels of the 
CQLF metamodel. 
4 The data model 
In order to ensure a compact representation, effi-
cient access and a simple implementation of the 
data model, a number of limitations are accepted:  
 Corpora are “horizontally” static, i.e. no 
modification of the tokenization, annota-
tion units or annotated values is allowed in 
an indexed corpus, and documents can 
neither be added nor deleted. However, 
corpora are “vertically” flexible, i.e. indi-
vidual annotated features or entire annota-
tion layers may be added and deleted. 
 Individual physical corpora cannot be col-
lected into a single “virtual” corpus, but 
queries can be restricted to subsets of a 
large physical corpus without loss of effi-
ciency. 
 The data format is token-based, without 
support for full-text representation and 
search. 
In the proposed data model, a corpus is a collec-
tion of sequential data layers, which are con-
nected into one or more annotation hierarchies 
over the primary text data. Each data layer con-
sists of a sequence of annotation units annotated 
with one or more variables (i.e. linguistic fea-
tures). Thus, a data layer in Ziggurat fundamen-
tally has the same tabular format as the annotated 
token sequence in a CWB3 corpus, and the es-
tablished representation and indexing approaches 
for such data structures (similar to Witten et al. 
1999) can be used. A key difference between 
Ziggurat and CWB3 is that all Ziggurat data lay-
ers can be annotated with variables, not just the 
primary token sequence. Moreover, unlike 
CWB3, Ziggurat will support different types of 
variables: 
 Indexed strings = string values where all 
distinct strings are collected in a lexicon 
and associated with numeric IDs (equiva-
lent to CWB3 token-level annotations) 
 Raw strings = string values stored without 
indexing, mainly used for free-form 
metadata (such as URLs) or unique IDs 
 Integers = signed 64-bit integer values 
(which can also be interpreted by client 
software as fixed-point decimals), used for 
storing numeric information 
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 Pointers = references to a single parent 
annotation unit in the same layer, which 
can be used to structure the sequence of 
annotation units into a forest of unordered 
trees (e.g. a simple dependency parse 
without multiple parents); these will be 
stored as integers, and thus the maximum 
corpus size will be the positive limit of a 
64-bit signed integer (somewhat over 9.2 
quintillion) 
 Hashes = indexed key-value stores with a 
lexicon similar to indexed strings, useful 
for storing variable metadata and the at-
tributes of XML start tags. 
Structural information is conveyed by the way in 
which different data layers are connected. In a 
Ziggurat index, a basic token sequence together 
with all token-level annotations forms the so-
called primary annotation layer. All other types 
of data layers reference one or more base layers. 
These layers can in turn act as base layers of fur-
ther data layers, forming a hierarchy of annota-
tion layers. (This is the source of the name Zig-
gurat: the multiple rectangular data layers that 
are built on top of one another may be visualized 
in a shape reminiscent of a Mesopotamian ziggu-
rat.) 
Annotations are fully concurrent, allowing 
multiple independent or intersecting annotation 
hierarchies over the primary layer. In principle, a 
corpus may also contain multiple primary layers, 
e.g. representing different transcriptions of the 
same audio signal. 
Ziggurat will have the following types of data 
layers (see appendix for an illustration): 
 Segmentation layer: Each unit represents 
an uninterrupted range of base layer units 
(usually the tokens of a primary layer). 
Different ranges may neither overlap nor 
be nested within each other. This layer 
type extends the structural attributes used 
to represent multi-token structures in the 
CWB3 data model, but more flexibly; 
these layers are useful for storing a simple 
segmentation of the corpus (into sentenc-
es, texts, files, speaker turns, …) and the 
associated metadata. 
 Tree layer: Each unit also represents an 
uninterrupted range of base layer units, but 
these ranges may be nested hierarchically, 
forming an ordered tree over the base lay-
er sequence. An important application of 
tree layers is to represent XML annotation, 
with each annotation unit corresponding to 
one XML element. Empty ranges are ex-
pressly allowed by the data model for this 
purpose. Tree layers can also, however, 
represent the tree structures of constituen-
cy-parsing. 
 Graph layer: Each unit represents a di-
rected edge between two annotation units 
in the base layer, thus forming a directed 
graph over the base layer, where both edg-
es (in the tree layer) and nodes (in the base 
layer) may be annotated with variables. 
Unlike other layers, graph layers may have 
two different base layers for the tails and 
heads of the edges. A graph between two 
different base layers represents an align-
ment of the base layers: a sentence align-
ment if they are sentence segmentation 
layers, or a word alignment if they are 
primary layers. This type of layer thus 
supports both dependency-parsing annota-
tion (with a single base layer) and parallel-
corpus alignment (with two base layers: 
the equivalent of a CWB3 alignment-
attribute). 
Ziggurat data structures are designed to be as 
simple and uniform as possible. The only value 
types are strings in UTF-8 encoding and signed 
64-bit integers. Indexing is based on two simple 
generic structures: a sort index with integer sort 
keys, and a postings list similar to that used by 
Web search engines. The Ziggurat file formats 
are also simplified relative to CWB3, trading off 
compactness for simplicity and decompression 
speed. CWB3 uses bit-oriented Huffman and 
Golomb coding schemes, as proposed by Witten 
et al. (1999). However, through experiments us-
ing CQP we have found that these compression 
methods, though maximally economical of disk 
space, require an excessive amount of processor 
time when the system is running complex que-
ries. Ziggurat instead utilizes variable-length 
byte encodings (without a codebook) and delta 
compression. A Ziggurat-encoded corpus will 
therefore take up more disk space, but will re-
quire less CPU time to decompress. 
5 New corpus query approaches 
The Ziggurat data model’s greater expressive-
ness relative to CWB3 will allow, and therefore 
ultimately call for, more sophisticated query lan-
guages than CWB3 could support. While a con-
crete specification is not possible at this time, we 
24
believe that the following three approaches are 
promising. 
Approach 1 extends the CWB3-style “linear” 
queries based on regular expression notation, i.e. 
the kind of query language typified by CQP-
syntax. It allows query paths to follow other axes 
than the token sequence (similar to XPath), in 
particular along the edges of a graph layer and to 
parents, children and siblings in a tree layer. Ex-
perience from Treebank.info (Proisl & Uhrig 
2012) suggests that many linguistically plausible 
searches can be flattened into a single linear 
path; otherwise “branching” queries will be 
needed. This approach will be implemented in 
version 4 of CWB – the first application using 
Ziggurat. CWB version 4 will at first simply im-
plement the existing CQP-syntax in terms of 
calls to the Ziggurat engine; but subsequently it 
will gradually extend the CQP-syntax query lan-
guage over time to exploit more of the af-
fordances of Ziggurat.  
In Approach 2, a query specifies a finite set of 
anchor points (tokens or annotation units from a 
specified data layer), constraints on annotated 
variables, and relations between different an-
chors (such as co-occurrence, dominance or 
precedence). Similar to XQuery, this approach is 
used by many existing query engines for CQLF 
levels 2 and 3, including TIGERSearch, ANNIS 
(Krause & Zeldes in press) and the NXT Query 
Language (Evert & Voormann 2003). 
Approach 3 derives from the following obser-
vation by Geoffrey Sampson:  
[…] there are usually two possibilities when one 
wants to exploit corpus data. Often, one wants to 
put very obvious and simple questions to the 
corpus; in that case, it is usually possible to get 
answers via general-purpose Unix commands 
like grep and wc, avoiding the overhead of 
learning special-purpose software. Sometimes, 
the questions one wants to put are original and 
un-obvious; in those cases, the developer of a 
corpus utility is unlikely to have anticipated that 
anyone might want to ask them, so one has to 
write one's own program to extract the infor-
mation.  (Sampson 1998:365; our emphasis).  
The most sophisticated corpus query require-
ments can only be satisfied by a Turing-complete 
query language. We therefore envisage corpus 
queries as programs for a virtual machine (VM) 
that interfaces closely with the corpus data model 
and index structures. High-level languages (such 
as JavaScript, Python or Lua) or parser genera-
tors can then be used to implement various sim-
plified query languages with relative ease, com-
piling the queries written in these query lan-
guages into VM programs. This approach, then, 
ultimately will enable “power users” – those with 
an understanding of the data model and some 
coding ability – to write their own programs to 
carry out virtually every imaginable search. 
By making the Ziggurat data model and data-
base engine extremely flexible in the ways out-
lined above, we will establish a foundation on 
which any or all of these three approaches can be 
developed, within the same or different pieces of 
software. 
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Appendix: Illustrations of different Ziggurat layer types 
 
 
Fig 1. Illustration of different types of Ziggurat variables on a primary layer.  
(Note that the simple tree structures defined by the pointer variable in the last column are less general 
than the graph layer in Fig. 2 and edges cannot be annotated with labels) 
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Fig 2. A graph layer (representing a dependency parse) and its base layer 
 
 
 
 
Fig 3. A tree layer (representing an XML hierarchy) and its base layer 
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Abstract
In this paper, I present the COW14 tool
chain, which comprises a web corpus cre-
ation tool called texrex, wrappers for ex-
isting linguistic annotation tools as well as
an online query software called Colibri2.
By detailed descriptions of the implemen-
tation and systematic evaluations of the
performance of the software on different
types of systems, I show that the COW14
architecture is capable of handling the cre-
ation of corpora of up to at least 100 bil-
lion tokens. I also introduce our running
demo system which currently serves cor-
pora of up to roughly 20 billion tokens in
Dutch, English, French, German, Spanish,
and Swedish.
1 Introduction
Large web corpora for empirical linguistic re-
search have been available for over a decade (Kil-
garriff and Grefenstette, 2003; Biemann et al.,
2007; Baroni et al., 2009; Schäfer and Bildhauer,
2013; Biemann et al., 2013). Such corpora are
an attractive complement to traditionally compiled
corpora because they are very large, and they con-
tain a lot of recent non-standard variation. Con-
ceptual problems with web corpora may arise due
to biases in the composition of crawled corpora
(Schäfer and Bildhauer, 2013, Chapter 2), biases
due to radical and undocumented cleaning proce-
dures, and a lower quality of linguistic annota-
tion (Giesbrecht and Evert, 2009). Major techni-
cal difficulties come from the fact that the creation
of very large web corpora requires efficient pre-
processing and annotation tools, necessarily using
some type of parallelization. Also, for such cor-
pora to be usable in an efficient way for linguists,
intuitive and responsive interfaces have to be made
available which abstract away from corpora which
are partitioned or sharded across several machines.
For most linguists, downloading gigabytes of data
and running their own instances of corpus query
tools on partitioned corpora is simply not an op-
tion.
In this paper, I introduce the COW14 (“Corpora
from the Web”) web corpus creation and query
architecture (which is the second generation, fol-
lowing COW12) created as joint work with Felix
Bildhauer at Freie Universität Berlin since 2011
(Schäfer and Bildhauer, 2012).1,2 I focus on the
performance of the tool chain and its paralleliza-
tion on high-performance clusters as well as the
features of our web-based query interface. The ar-
chitecture is capable of handling data sets where
the size of the input is several TB and the size of
the final corpus is up to (conservatively estimated)
100 gigatokens (GT). The software is freely avail-
able, and we are running a test instance of the
query interface serving gigatoken web corpora in
several European languages without charge.
First of all, I describe our software package
that performs standard web corpus cleaning pro-
cedures in Section 2. Secondly, I briefly talk about
our chains of wrapped annotation tools (avail-
able for Dutch, English, French, German, Span-
ish, Swedish) in Section 3. Finally, I introduce
our web interface based on the IMS Open Corpus
Workbench or OCWB (Evert and Hardie, 2011),
which allows linguists to query very large corpora
efficiently and conveniently, in Section 4.
2 Preprocessing
2.1 Implementation
The preprocessing package texrex performs
HTML stripping, crawler and HTML meta data
extraction, boilerplate detection, in-document
paragraph deduplication, combined language
1http://hpsg.fu-berlin.de/cow
2http://corporafromtheweb.org
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detection and text quality assessment (Schäfer
et al., 2013), near-duplicate document detection,
conversion to UTF-8, some UTF-8 normaliza-
tions, and geolocation lookup based on server IP
addresses.3 The non-trivial steps in this chain are
boilerplate detection and document deduplication.
Boilerplate detection is implemented as language-
specific multilayer perceptrons (MLP) trained on
human decisions. The boilerplate status is decided
for blocks of text which simply correspond to the
contents of certain HTML containers (primarily
<p> and <div>). The system achieves very good
accuracy (0.952 for German) to near-perfect accu-
racy (0.990 for French) in systematic evaluations
(Schäfer, 2015, in prep.), which is a significant
improvement over the previous version (Schäfer
and Bildhauer, 2012), cf. Table 1.
lang. prec. rec. F1 corr. base. err. red.
English 0.983 0.990 0.990 0.976 0.910 0.066
French 0.995 0.994 0.994 0.990 0.897 0.093
German 0.963 0.977 0.977 0.952 0.798 0.154
Swedish 0.977 0.983 0.983 0.983 0.866 0.117
Table 1: Evaluation (means over 10 folds in a cross
validation) of the texrex boilerplate detector; in-
cluding the baseline (correct decisions achieved by
classifying everything as boilerplate) and the raw
reduction of error achieved by the MLP compared
to the baseline; from Schäfer (2015, in prep.)
Removal of near-duplicate documents uses a
conservative (unmodified) w-shingling approach
(Broder, 2000). While w-shingles are generated by
the main texrex tool, a separate tool (tender) calcu-
lates the estimated document similarity based on
the w-shingles, and a third tool (tecl) creates the
final corpus without duplicates. The tender tool
has a high memory footprint because sorting the
shingle databases is done in memory. Therefore,
it allows for a divide–sort–merge approach with
multiple runs of the software in order to make it
usable under low-memory conditions.
2.2 Performance
In this section, I assess the performance of the pre-
processing tools on three different types of sys-
tems, including estimates of the performance on
big data sets. First, I performed a detailed per-
algorithm benchmark on a quadcore Intel Core i5
at 2.38 GHz. I measured the performance of each
3http://texrex.sourceforge.net
algorithm on 11,781 German HTML documents
read from a single input file using four threads for
processing. Table 2 summarizes the results, show-
ing that most algorithms run very fast, and that it
takes 39 ms to process a single document on aver-
age. Even on a low-end machine, this means that
over 5,000 documents per CPU core and second
are processed.
Shingling is costly because it involves word to-
kenization of the document, n-gram creation, fol-
lowed by the computation of m different hashes
of each n-gram (in our case, m = 100, n = 5),
cf. Broder (2000) or Schäfer and Bildhauer (2013,
61–63) for details of the procedure. That said,
14.25 CPU milliseconds per document on a low-
end machine is highly acceptable. The 4-thread
efficiency (CPU time ÷ wall clock time) measures
whether a potential parallelization overhead (with
four processing threads on four physical cores)
eats into the increase in efficiency achieved by us-
ing multiple threads. The factor is roughly 4 for
almost all algorithms, which means that the wall
clock time is actually a fourth of the CPU time
when four threads are used. Using more threads
seems to linearly increase the efficiency of the sys-
tem, at least when there are not more threads than
physical cores.
Then, in a first production run, I processed
189,143,035 documents from two crawls per-
formed in 2011 and 2014 in the top-level domains
at, ch, and de. The DECOW14A corpus of 20 GT
was created from this (and other) input.4 To satu-
rate the available physical cores, the software was
configured to use 14 worker threads on a single
12-core Xeon X5650 at 2.67 GHz with 128 GB
RAM. Processing the whole corpus took a total
of 336,474 seconds or 3.89 days, which is quite
long considering that this does not even include
the document similarity calculations by tender.5
Therefore, I switched to the high performance
cluster (HPC) of our university.6 It currently of-
fers 112 nodes with 2 hexacore Xeon X5650 each
and between 24 and 96 GB RAM per node.7 The
4http://corporafromtheweb.org/decow14
5Notice that this means that 562.13 documents per second
were processed, i.e., 40.152 documents per and thread and
second. This is consistent with the 25.64 documents per CPU
and second on the low-end system, cf. Table 2.
6https://www.zedat.fu-berlin.de/HPC/Home
7A reviewer mentioned replicability and applicability is-
sues of results obtained on HPC systems which not everybody
has access to. I agree, but would like to point out that creating
very large corpora will always take either a very long time (up
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Algorithm ms/doc docs/CPU/s docs/CPU/day 4-thread efficiency
perfect duplicate detector 0.2527 3957.61 341,937,504 3.81
basic processing 22.9938 43.49 3,757,536 3.94
UTF-8 validator 0.1874 5337.53 461,162,592 4.23
deboilerplater 3.1497 317.49 27,431,136 4.02
w-shingle creator 14.2489 70.18 6,063,552 3.98
text quality assesment 3.2807 304.81 26,335,584 3.90
normalizer 2.3648 422.87 36,535,968 4.00
paragraph deduplicator 0.1891 5287.70 456,857,280 2.20
full configuration 39.0081 25.64 2,215,296 3.96
Table 2: Benchmark breakdown by algorithm. All values are arithmetic means over CPU times measured
over 5 runs with 2 minute cooling off between runs.
input data was split into 100 parts, and 100 sepa-
rate jobs using 6 threads each were queued. Since
the HPC uses the SLURM (fair share) scheduling
system, run times vary depending on the current
cluster load.8 In three consecutive runs, however,
processing the whole corpus was done in under 5
hours.
Since the tender document similarity calcula-
tion tool allows for a divide–sort–merge approach,
this step was also split up (this time into 10 jobs),
and it took roughly six hours.9 Since SLURM al-
lows users to queue jobs depending on other jobs
to finish first, I finally configured the system to au-
tomatically run a sequence of texrex and tender
jobs for the whole corpus without manual inter-
vention in roughly 8 hours. Clearly, the creation of
corpora up to 100 GT is feasible on such a system
with our software in no more than 2 days. It should
be noticed that compared to systems using Map-
Reduce (such as Hadoop), operating a SLURM
cluster is arguably much simpler.10
3 Linguistic annotation
For space reasons, I focus on the linguistic an-
notation of our current corpora of English (16.8
GT) and German (20 GT). The main criteria
for choosing a tool as part of the COW14 tool
to virtual infeasibility) or require very powerful machines. In
the first production run, it was at least proven that gigatoken
corpora can be created on more common machines with a few
days of patience.
8https://computing.llnl.gov/linux/slurm
9The high memory demands of the tool incur a high
penalty in the queuing system, hence most of these six hours
was wasted waiting for high-memory nodes. More tests with
smaller portions of data and consequently more modest mem-
ory needs are necessary to optimize the run time.
10https://hadoop.apache.org
chain were its efficiency and the availability of
pre-trained models based on annotation schemes
which are well known within the linguistic com-
munity. For sentence and word tokenization, I
used Ucto, because it allowed me to implement
language-specific improvements for the tokeniza-
tion of text from forums, social media, etc. (e. g.,
emoticons, creative use of punctuation) in a very
straightforward way.11 For part-of-speech (POS)
tagging and lemmatization I therefore used Tree-
Tagger (Schmid, 1995) with the standard models
(Penn Treebank and STTS tag sets). The German
TreeTagger model was complemented with 3,866
lexicon additions in order to remedy the prob-
lem that the publicly available models (trained
on newspaper texts) do not contain entries for
more recent lexical items or those found in non-
standard language (e. g., Anime, bloggen, Email)
or names which are more frequent now than in
the 1990s (such as Obama or Özil). German was
additionally annotated for named entities using
the Stanford NER tool (Finkel et al., 2005) and
the available German models (Faruqui and Padó,
2010).12 It was morphologically analyzed us-
ing the (quite slow) morphological analyzer from
mate-tools (Björkelund et al., 2010).13 English
was parsed with MaltParser (Nivre et al., 2007),
and we are working on German models for Malt-
Parser, too.14
The tool chain simply consists of a series of
Bash and Perl scripts for pre- and post-processing
the data for each of the annotation tools and piping
11http://ilk.uvt.nl/ucto
12http://nlp.stanford.edu/software
13https://code.google.com/p/mate-tools
14http://www.maltparser.org
30
the data to the tools. SLURM is ideally controlled
via Bash scripts, so this was the method of choice.
The major problem was the fact that most anno-
tation tools cannot deal with (or at least just skip)
XML, and the texrex tool described in Section 2
creates XML output. Most of the extra pre- and
post-processing was therefore related to working
around this. The target format of our corpora pro-
duced by the annotation tool chain is XML with
in-line linguistic annotations in VRT format, as ac-
cepted by the IMS OCWB.
Due to the influence of the SLURM queuing
system on performance, it is difficult to give exact
performance figures. What is more, the tool chain
is not fully automated yet, such that time was lost
due to periodic manual intervention. In practice,
processing the whole German corpus (including
the costly steps of named entity recognition and
morphological analysis) of 20 GT took under six
days with most time spent on named entity recog-
nition and morphological analysis.
4 Access to the corpora
4.1 Distribution
We redistribute our corpora (download and query
interface) as shuffle corpora (i. e., bags of sen-
tences). Similarly, the Leipzig Corpora Collection
(LCC) has for a long time been redistributing web
corpora in shuffled form.15 While the LCC offers
downloads to everyone, we additionally require
that users be registered. Only users who work in
the academia and provide a short abstract of their
research plan are granted access to COW. The per-
centage of registration attempts denied by us was
34.3% as of June 10, 2015, which illustrates that
we strictly enforce the criteria set by our terms of
use. The fact that the German Research Coun-
cil (Deutsche Forschungsgemeinschaft, DFG) are
currently funding work on COW based on a pro-
posal which specifically mentions the redistribu-
tion of shuffle corpora is an encouraging backup
for our strategy.
4.2 Target audience and interface
The intended users of the COW corpora and the
Colibri2 interface, to which I turn now, are lin-
guists working on lexicography, morphology, syn-
tax, and graphemics. Very often, these researchers
need to have concordances locally available for
15http://corpora.uni-leipzig.de
further manual annotation. Hence, the typical cor-
pus query workflow (assuming a web interface)
is: (i) preview a query, and (ii) download concor-
dance if results look good, or modify the query
and go back to (i). The Colibri2 interface im-
plements exactly this workflow.16 Users make
queries, either in a simple syntax (cf. Section 4.3)
or in native CQP syntax. Queries in simple syn-
tax are transparently translated into CQP syntax,
and manually entered CQP syntax is checked for
well-formedness.
A preview of maximally 100 hits is then re-
turned and displayed in a KWIC view, cf. Fig-
ure 1. Users can then decide whether they want
to download a larger concordance for that query
containing maximally 10,000 hits in tab-separated
format, and including (if desired) any of the anno-
tations contained in the corpus (Figure 2).17 Fil-
ters on structural attributes can be defined semi-
graphically (cf. Figure 3) in order to restrict
queries to strata of the corpus for which some meta
data annotation matches or does not match a regu-
lar expression.
4.3 Simplified query language
Users who do not want to enter CQP syntax them-
selves can use Colibri2’s simplified query lan-
guage, which offers only a few basic operators for
corpus searches. To keep it simple, the language
will not be extended or modified. Translation to
native CQP syntax is done exclusively and trans-
parently in the interface.
First of all, case-sensitivity cannot be specified
as part of a query but is rather switched on and off
globally using a button. A query consists of a se-
quence of literal tokens and lemmas, wherein lem-
mas have to be prefixed with . Within tokens and
lemmas, * can be used as the wildcard for zero or
more arbitrary characters. Token distances (other
than the default of 0) can be specified as \n (fixed
distance of n tokens) or \n-m (distance of n to m
tokens). See Figure 1 for an example.
4.4 Context reconstruction
Because single sentences without a larger context
are useless for some types of linguistic research,
we have created a tool that reconstructs contexts
16https://webcorpora.org
17The limitation to 10,000 is implemented in the interface
and can be circumvented in API mode using HTTP GET re-
quests.
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Figure 1: Colibri2 simple search view and part of a KWIC preview; the simple query is translated to
[word="ohne"%c][]{0,2}[lemma="Beanstandung"%c]
for at least some sentences in any concordance ex-
ported from Colibri2. The tool is called Calf , it
is written in Python and available on all common
platforms.18 Using Calf , researchers can down-
load the contexts of sentences in Colibri2 concor-
dances from the original resources available on the
web.
Calf reads in concordances exported from
Colibri2 which include the URLs of the original
web pages. If the web page is still available, it
is downloaded, tokenized, and the sentence from
the concordance is searched using a fuzzy match-
ing strategy. In case this fails (i. e., the page is no
longer available or its contents have changed), the
sentence is queried using Google’s search engine.
Calf then tries to locate the sentence on the pages
returned by Google. If the sentence was found ei-
ther under the original URL or using Google, a
context of a configurable number of characters is
extracted and added to the concordance.
Detailed evaluations of the method will be pub-
lished elsewhere, but as an example, I have ex-
ported a concordance returned by Colibri2 for the
word Chuzpe in DECOW14AX. It contained 201
sentences which Calf processed in 12 minutes and
54 seconds using an ordinary DSL line. Of the
201 sentences, 97 were found using the original
URL, and an additional 36 sentences were found
18http://corporafromtheweb.org/calf
using Google, resulting in 133 (66%) successfully
reconstructed contexts.
4.5 Architecture
The Colibri2 system can deal with corpora of vir-
tually arbitrary size, even though the underlying
IMS OCWB has a hard limit of roughly 2 GT per
corpus. To achieve this, the system accesses large
corpora partitioned into several sub-corpora. Our
German corpus, for example, comes in 21 parti-
tions of roughly 1 GT each. These partitions can
be installed on arbitrarily many back-end servers,
where PHP code talks to the CQP executable, cf.
Figure 4. The interface, implemented in the user’s
browser in JavaScript using jQuery and jQuery
UI, sends queries to the front-end server. Query
checking and management of user credentials are
implemented exclusively in the front end server.
If the user has the appropriate rights and the query
passes all sanity checks, the front end server sends
queries to the back end servers and aggregates the
results, before serving the data to the user inter-
face. The front end server talks to the back end
servers either in serial or parallel mode, where in
the parallel mode a configurable number of back
end servers is called simultaneously. Especially
the parallel mode allows the capacity of the system
(in terms of numbers of users and corpus sizes) to
grow, with the network traffic between front end
server and back end servers being the main limit-
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Figure 2: Colibri2 results view and part of a KWIC preview
Figure 3: Sample filter on structural attributes;
only sentences from web pages with last-modified
header from 2009 will be returned
ing factor.
On our reference system, all communications
are secured by SSL. The granularity of access
rights is currently restricted to (i) public corpora
and (ii) corpora requiring login. More fine-grained
access rights management is planned. As of June
10, 2015, we serve 190 users on a single low-end
virtual server with 14 virtual cores, 14 GB RAM,
400 GB SSD storage, and a 100 Mbit/s connec-
tion.19 The server simultaneously acts as the front
end server and the only back end server, so we
do not even take advantage of the advanced load
distribution features of the system. Nevertheless,
there have so far been no performance issues.
5 Summary and outlook
The set of tools developed for COW14 as de-
scribed in this paper allows us to efficiently
build very large web corpora (conservatively
estimated up to 100 GT). The use of a simple
19The SSD storage, although still highly expensive in
servers, appears to be crucial for good performance.
SLURM-based HPC approach to parallelization
allows us to use any tool which we want for lin-
guistic annotation by wrapping it in a Bash script,
and we are therefore experimenting with more
and advanced annotation tools for dependency
parsing, text classification (register, genre, etc.),
etc. Finally, we do not only create the corpora,
but we also bring them to the working linguist
free of charge. Based on user feedback, we have
many plans for the interface. Above all, we are
going to implement static links to absolute corpus
positions, such that requests following the scheme
webcorpora.org/ref/<corpus>/<position>
will allow users to quote corpus examples with a
unique identifier and also exchange such links.
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Abstract 
In a project called "A Library of a Billion 
Words" we needed an implementation of the 
CTS protocol that is capable of handling a text 
collection containing at least 1 billion words. 
Because the existing solutions did not work for 
this scale or were still in development I started 
an implementation of the CTS protocol using 
methods that MySQL provides. Last year we 
published a paper that introduced a prototype 
with the core functionalities without being 
compliant with the specifications of CTS 
(Tiepmar et al., 2013). The purpose of this pa-
per is to describe and evaluate the MySQL 
based implementation now that it is fulfilling 
the specifications version 5.0 rc.1 and mark it 
as finished and ready to use. Further infor-
mation, online instances of CTS for all de-
scribed datasets and binaries can be accessed 
via the projects website1. 
1 Introduction 
CTS is a protocol developed in the Homer Mul-
titext Project2 and, according to (Blackwell and 
Smith, 2014), “defines interaction between a cli-
ent and server providing identification of texts and 
retrieval of canonically cited passages of texts“ by 
using CTS URNs, that “are intended to serve as 
persistent, location-independent, resource identi-
fiers“.  
These URNs are built in a way that resembles 
the hierarchy in- and outside the document.  
The URN urn:cts:demo:goehte.faust.de:1.2-1.4 
refers to the text passage spanning from act 1 
scene 2 to act 1 scene 4 of the document Goethe's 
Faust. The first part urn:cts: marks it as an URN 
of the CTS protocol. The second part demo: refers 
to the namespace that the text belongs to. 
goehte.faust.de: refers to the edition (document) 
                                                 
1 www.urncts.de 
2 http://www.homermultitext.org/ 
and 1.2-1.4 specifies the text passage inside the 
document. With the addition of the @-notation for 
subpassages, like in 1.2@hu-1.4@d, you can 
specify any text passage in any translation or edi-
tion.  
The citation depth and structure can differ be-
tween documents - while one document can be 
structured on 4 levels, like book, chapter, section 
and sentence, it is also valid to structure another 
document (or even another edition of the same 
document) in a different way. This means that – 
for example – while the passage 2.1 in a bible can 
refer to part 1 of book 2, in Shakespeare's Sonnets, 
2.1 refers to verse 1 of sonnet 2. By reducing the 
type of each text unit to a label, the protocol makes 
it possible to use any possible text. The worst case 
scenario would be that no information about the 
structure of a document is available, in which case 
it is still possible to use lines as text units.  
Even if it might not be intended to be used as 
such by the authors of the specifications, CTS can 
serve as a way to standardize texts and therefore 
work as a text catalogue or -repository. Further-
more, any tool that uses the methods that CTS pro-
vides, can work with any data that is or will be 
added, basically making CTS a framework and 
standard for public access to text.  
Smith (2007) points out another advantage of 
the usage of CTS: "These Canonical Text Services 
URNs make it possible to reduce the complexity 
of a reference like “First occurrence of the string 
'cano' in line 1 of book 1 of Vergil's ~~Aeneid~~” 
to a flat string that can then be used by any appli-
cation that understands CTS URNs". This also 
means that you can reduce long texts to URNs and 
then request them as they are needed and this way 
reduce the memory needed for software that han-
dles texts or text parts. 
Using it as a text repository requires a very fast 
and efficient implementation of the protocol. The 
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prototype already showed potential for this goal 
by building maximal passages with response 
times averaging at 78 MS with a text collection 
that contains 100‘000 documents with 
1‘281‘272‘600 tokens (Tiepmar et al., 2013). As I 
will show in chapter 7, the implementation still 
performs fast as it is finished. 
While working on this project, 3 major text col-
lections were published as instances of CTS. They 
are described in chapter 6. 
2 Using Canonical Text Services 
This chapter is intended to give a rough overview 
about the specifications defined in (Blackwell and 
Smith, 2014) and explain the workflow with CTS.  
Data from CTS is collected via HTTP requests. 
Each request has to include a GET parameter re-
quest which specifies, what function of CTS is re-
quested. Attributes are added as GET parameters 
to the HTTP request. The following functions are 
available in CTS 5.0 rc.1. 
2.1 GetCapabilities 
GetCapabilities returns the text inventory of the 
CTS with all the URNs of works or editions as 
well as meta information for each entry. The ex-
tend or content of the meta information is not 
specified in CTS. 
2.2 GetValidReff(urn,level) 
GetValidReff returns all the URNs that belong to 
the given urn. level is a required parameter speci-
fying the depth of the citation hierarchy. 
2.3 GetLabel(urn) 
The request GetLabel returns an informal descrip-
tion of the urn. 
2.4 GetFirstUrn(urn) 
GetFirstUrn returns the first URN in document 
order belonging to the given urn. 
2.5 GetPrevNextUrn(urn) 
GetPrevNextUrn returns the previous and next 
URN in document order from the given urn. 
                                                 
3 According to the specifications, an implementation of CTS 
is free to choose any suitable edition if the edition is not 
fully specified in the URN. 
4 Compare for example https://github.com/cite-architec-
ture/ctsvalidator/blob/master/ 
2.6 GetPassage(urn,[context]) 
GetPassage returns the text passage that belongs 
to this urn. context is an optional parameter spec-
ifying, how many text units should be added to the 
passage as contextual information. 
2.7 GetPassagePlus(urn,[context]) 
GetPassagePlus returns the combined infor-
mation from 2.2 to 2.6 
2.8 The Response 
The response for each request is a XML-docu-
ment describing the request and the response from 
the CTS. For example the response for a 
GetPassage request is structured according to the 
following XML-document: 
<GetPassage> 
<request> 
<requestName> 
GetPassage 
</requestName> 
<requestUrn> 
urn:cts:latinLit:phi1014.phi001.lat1:1  
</requestUrn> 
</request> 
<reply> 
<urn> 
urn:cts:latinLit:phi1014.phi001.lat1:1 
 </urn> 
<passage> 
(...) 
</passage> 
</reply> 
</GetPassage> 
It may seem odd that the URN is listed two times. 
If you do not specify the exact edition it can hap-
pen that both URNs differ. Requesting the text 
passage with urn:cts:latinLit:phi1014.phi001:1  
may result in the text passage for urn:cts: 
latinLit:phi1014.phi001.lat1:13. 
There are contradictory information about 
whether or not the XML elements must reference 
CTS as a namespace, like <cts:urn> instead of 
<urn>4. All XML elements in the replies of this 
implementation are unique and there is no need to 
differentiate them with namespaces. That's why I 
chose to not include them. This can be changed as 
soon as the specifications make it clear, which for-
mat should be used. 
src/main/webapp/testsuites/4-09.xml and 
https://github.com/cite-architecture/cts_spec/ 
blob/master/reply_schemas/prevnext.rng 
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3 Validation 
The specifications refer to a validator that checks 
whether or not an instance of CTS is compliant 
with the specifications. Unfortunately, some of 
the results that the validator expects contradict the 
specifications making it impossible to validate 
this implementation5.  
4 Data Structure 
This chapter will give an abstract overview about 
the data structure used in this implementation. A 
more technical description can be found in 
(Tiepmar et al., 2013). 
To implement an efficient CTS it was crucial 
that the underlying data structure is as efficient as 
possible. The best case would be a data structure 
that resembles the hierarchical structure that is en-
coded in CTS URNs and this way minimizes the 
overhead that is needed to describe the structural 
information. By storing this information in a tree 
you get a structure that can be modelled similar to 
the tree in Figure 1. 
 
Figure 1, Visualization of the tree-like data structure 
NS=Namespace (e.g. greekLit) 
ED=Edition (e.g. Goethe’s Faust) 
TP=Text part (e.g. Chapter) 
TU=Text unit (e.g. Sentence) 
 
[TUx] contains the text content for each text unit. 
The nodes on [TU] level must be ordered as they 
appear in the document. This is done by using an 
incremental id indicated by the arrow.  
To make sure that you cannot concatenate mul-
tiple editions, the CTS will always at least traverse 
down to edition level and return the first node on 
that level. Once the node for an URN is found, any 
related information can be returned. Parent child 
nodes can be calculated by deleting parts of the 
URN. The passage can be constructed by concat-
enating the text units that belong to the node. The 
child nodes resemble the URNs that belong to the 
                                                 
5 See issue 26, 27, 28, 29 at https://github.com/cite-architec-
ture/ctsvalidator 
given URN and the first and last child node corre-
spond to the first and last child URN. 
When searching for the URN 
urn:cts:[NS2]:[ED1]:[TP2] 
the implementation traverses through the tree to 
the node [TP2]. By this point it knows that this is 
a valid URN and can return any information asso-
ciated with this node. If no suitable node is found, 
then the CTS knows that the URN is not valid. 
There may be a node [TP2] belonging to [ED2], 
but as soon as the CTS passed [ED1] this node is 
no longer in the potential result set. 
Treelike data structures provide the benefit of 
logarithmic search times and (if implemented cor-
rectly) prefix- and suffix optimisation, which is 
beneficial for CTS because the URNs contain a lot 
of redundant prefixes. 
MySQL uses B-Trees for string indices and 
therefore I considered it a perfect fit for CTS 
URNs. Another – maybe less technical and more 
intuitive – way of visualizing it, is that this imple-
mentation is using techniques that are generally 
used for automated completion of strings to build 
the hierarchy of CTS URNs. 
5 Unique Features 
There are four unique features to discuss: the pos-
sibility to post process the passage, the configura-
tion parameter, the generated text inventory and 
possibility of multiple import methods. The fol-
lowing chapters will explain these features in de-
tail, give examples of use cases and explain how 
they fit into the specifications.  
5.1 Passage Post Processing 
According to (Blackwell and Smith, 2014), the 
passage “may (…) be further structured or format-
ted in whatever manner was selected by the editor 
of the particular edition or translation“. This 
means, that CTS does not restrict the content of 
the passage in any way as long as "The CTS im-
plementation (…ensures…) that including the 
contents of the requested in the cts:passage ele-
ment results in well-formed XML" (Blackwell 
and Smith, 2014)6. As long as it does not break the 
structure of the reply, the passage may be plain 
text or – for example – text that either contains 
XML tags as text or text with XML tags as meta 
information describing a part of the text. 
The following examples help to illustrate the 
difference. 
6 The cts:passage element is the XML element in the CTS 
reply that contains the text passage specified the the URN 
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a) The tag <speaker> refers to a speaker 
and must be closed by </speaker> 
b) <speaker>Hamlet </speaker>To be, or 
not to be(...) 
While a) should clearly be seen as plain text de-
scribing the tag <speaker>, it is reasonable for an 
editor to prefer the structured output in example 
b).  
Changing a) to 
A) The tag <speaker> refers to a speaker. 
it becomes obvious that this probably breaks the 
structure of the CTS reply.  
One solution here would be to make sure that 
every document only contains valid XML. This 
means that you would either restrict your text to 
valid XML or have to make sure that anything that 
would potentially break the XML structure, must 
be escaped. This results in a lot of work for the 
editors since they cannot simply escape the whole 
text but have to differentiate structural tags used 
by the CTS (like <chapter>) from meta tags that 
are part of the text (like <speaker>). 
The solution that I propose is to make it possi-
ble to adapt the content of the passage by the CTS 
to the needs of the individual text collection or 
even to the needs of the individual viewer or edi-
tor. As long as the post processing method, that is 
used to modify the passage, is not changed, the 
CTS still guarantees a persistent citation. One 
URN will always result in the same text passage, 
but the data is presented differently. The CTS 
does not change the textual content, but its repre-
sentation (or the view on the data) changes. 
On the side of the server, this is nothing differ-
ent than the possibility to serve the text in “what-
ever manner was selected by the editor" (Black-
well and Smith, 2014). In general, this is the same 
as creating annotated editions of one document, 
which is already a common method in today's 
Digital Humanities as – for example – described 
in (Almas, 2013). Doing this on CTS level is just 
automating the process.  
On the opposite side, the client can benefit from 
this by having options. Imagine someone who 
wants to develop a universal reader for documents 
in EpiDoc format. It would be very useful to be 
able to connect to a CTS and have the possibility 
to request any text in this format without the need 
to rebuild all the documents and add additional 
EpiDoc editions. Another reader wants to look up 
some text but the edition is heavily annotated, 
                                                 
7 http://folio.furman.edu/projects/citedocs/ 
cts/#client-server-communication 
making it hard to read. A view without all the 
XML tags would probably be something nice. 
To enable the client to control the format of the 
passage, it is required to give the possibility to 
specify a configuration that should be used. This 
can be achieved with the configuration parameter 
that I will discuss in the next chapter. 
5.2 Configuration Parameter 
The configuration parameter was added to this im-
plementation to give any client the possibility to 
adapt the output of the CTS in different ways. Its 
use is not described in the specifications but a side 
note makes it clear, that it does also not violate 
them. One valid example URL is 
http://myhost/mycts?configuration=default&re-
quest=GetCapabilities7. Because this url is valid, 
it is allowed to add additional parameters to the 
requests. Therefore it does not contradict the spec-
ifications to use it to give the client the ability to 
configure the CTS as long as the results are still 
valid against the specifications. In especially the 
CTS must still make sure, that the reply results in 
valid XML and all of the required information is 
included.  
It is possible to combine multiple parameters by 
combining them with "_". For example, the con-
figuration ?configuration=div=true_stats=true 
combines the parameters div and stats. 
The following parameters are currently sup-
ported. The default values for each parameter can 
be defined for every CTS instance. The configu-
ration that the client provides will overwrite this 
default configuration.  
Div / Epidoc 
The parameters div and epidoc are useful if you 
want to see the structure of the text passage – for 
example to render it nicely. div uses a notation 
with numbered <div> elements and includes the 
type of the text units as a @type value.  
<passage> 
<div1 n=“5“ type=“book“> 
<div2 n="1" type="line"> 
(TEXT) 
</div2> 
</div1> 
</passage> 
epidoc uses EpiDoc notation, a variation of 
TEI/XML.  
<passage> 
<tei:TEI> 
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<tei:text> 
<tei:body> 
<tei:div n="1" type="song"> 
<tei:div n="1" type="stanza"> 
<l n="1">(TEXT)</l> 
<l n="2">(TEXT)</l> 
</tei:div></tei:div> 
</tei:body> 
</tei:text> 
</tei:TEI> 
</passage> 
epidoc is ignored if div is set to true. 
Stats 
stats does not yet serve a useful purpose but illus-
trates this implementations flexibility nicely by 
adding some simple statistics as @-values in the 
numbered divs. This setting is ignored if div is set 
to false. 
<div3 n="1" type="line" letters="24" to-
kens="4" avg_tokensize="6"> 
(TEXT) 
</div3> 
Escapepassage 
escapepassage specifies whether or not the XML 
content of the passage should be escaped. This is 
always true if URNs with subpassage notation are 
requested to ensure the validity of the reply. 
Seperatecontext 
If seperatecontext is set to true, then the context 
that is specified for GetPassage or 
GetPassagePlus is returned in separate XML ele-
ments with the name context_prev and con-
text_next. Else the context is added to the passage 
and returned inside the passage element. 
Formatxml 
formatxml configures whether or not the reply 
should be formatted. Formatted XML is easier to 
read but if you want to process it automatically, 
formatting may not be needed and influence the 
performance of the CTS negatively without hav-
ing any benefit. 
Smallinventory 
smallinventory reduces the text inventory to a list 
of <edition> elements with their URNs. I noticed, 
that dealing with lots of documents can result in 
large text inventories that are hard to parse if all 
                                                 
8 See https://github.com/cite-architecture/ 
ctsvalidator/blob/master/src/main/webapp/ 
testsuites/3-19.xml 
the meta information is included. This meta infor-
mation may be unnecessary if you only need a list 
of the documents URNs. 
Maxlevelexception 
If you set maxlevelexception to true and then spec-
ify a level for GetValidReff that is higher than the 
levels that the document ‘has left’, it will return 
CTS error 4. Else it will return the URNs up to 
that level. For example if your document has two 
levels: chapter and sentence, and you request Get-
ValidReff with level=100, then the CTS will re-
turn error 4 if this is set to true. It will return all 
the URNs that belong to the given URN if this is 
set to false.  
The validator requires the CTS to return error 4 
if you request a level higher than the document 
provides 8 . However since there is no way of 
knowing, how a document is structured and Get-
ValidReff is the function that gives you this infor-
mation, this would force a user to try out levels 
until they receive an error, which gets more com-
plicated considering that the document structure is 
not fixed for the complete document. While in a 
document book 1 may have 3 levels – chapter, 
passage, sentence – book 2 of the same document 
may be structured in 2 levels – stanza, line. This 
means that you can never know, if you can request 
another level until you received an error. You can 
add this information as meta information in 
GetCapabilities but it is not required by CTS to do 
so and this solution would still make it problem-
atic to work with documents containing different 
citation levels. 
In my opinion it is more reasonable to ignore 
this error and make it optional for validation pur-
poses. 
This also fits with the specifications noting that 
"The GetValidReff request identifies all valid val-
ues for one on-line version of a requested work, 
up to a specified level of the citation hierar-
chy"(Blackwell and Smith, 2014)9. 
5.3 Dynamically Generated Text Inventory 
GetCapabilities returns a text inventory contain-
ing all URNs that belong to works or editions. 
This text inventory is manually edited and serves 
as an overview about what texts are part of the 
CTS and as a guide for the CTS to know which 
XML tags of a document are part of the citation.  
9 http://folio.furman.edu/projects/citedocs/ 
cts/#cts-request-parameters 
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Working with a big number of documents, it 
might be problematic to require someone to read 
all the documents, create citation mappings, col-
lect the meta information for each document and 
store it in the inventory file.  
While you still have to configure the citation 
mapping in this implementation, you do not need 
to do this for every document (you still can if you 
want). It can be configured in one line for all doc-
uments while setting up the CTS. This means that 
the text inventory is not required to import data, 
reducing its purpose to the output of GetCapa-
blities. According to (Blackwell and Smith, 
2014), the response of GetCapabilities is "a reply 
that defines a corpus of texts known to the server 
and, for texts that are available online, identifies 
their citation schemes". This information can be 
gathered in an automated process once the data is 
made available to the CTS.  
This way a basic default text inventory is gen-
erated which contains all the referenceable edi-
tions without the need for manual editing. At the 
moment of writing, the label and author of an edi-
tion and the information, whether or not the edi-
tion can be parsed as valid XML, is added as meta 
information. This result is generated with every 
new request.  
The following example shows the content that 
is currently included in the text inventory. 
<TextInventory> 
<textgroup urn="urn:cts:greekLit:tlg0003"> 
<groupname>tlg0003</groupname> 
<edition urn="urn:cts:greekLit:tlg0003. 
tlg001.eng1:"> 
<title> 
History of the Peloponnesian War 
</title> 
<author>Thucydides</author> 
<contentType>xml</contentType> 
</edition> 
</textgroup> 
</TextInventory> 
The citation mapping – as it is used to specify, 
which XML elements are used for citation in the 
CTS implementation based on a XML database – 
is not part of the generated inventory because 
from my understanding it is only useful for the 
data import. My argument is that once you refer-
ence texts with URNs, the citation mapping has 
only descriptive use and it is better located in the 
specific text passage or in the reply of the CTS 
                                                 
10 A cronjob collects the files, that were changed since the 
last update via OAI-PMH and timestamps as part of the 
URNs guarantees persistency. 
request GetLabel. If you refer to a passage with a 
URN like urn:cts:demo:a:1.2, it is not relevant, 
whether the passage – 1.2 – refers to a sentence or 
verse or line. Adding it to the text inventory can 
however increase the complexity of the XML doc-
ument making it harder to process the file. Espe-
cially consider that – in theory – every text unit 
that is referenced by an URN can have its own ci-
tation mapping. Mapping one unit to a sentence 
does not mean that every text unit is a sentence. In 
the worst case scenario, if citation mappings are 
included, the text inventory would have to contain 
one entry for any URN on level of the text units in 
the complete text collection.  
By adding a file named inventory.xml, admin-
istrators can instead use one that is manually ed-
ited. It is a very reasonable workflow to save the 
generated inventory as inventory.xml and edit it 
further to manually add information. 
5.4 Multiple Import Methods 
The implementation is divided into two parts: one 
part imports the data into the database and the 
other part reads the data from the database. This 
separation makes it possible to plug in new import 
scripts. At the moment of writing, there exist 3 
supported ways to import data. 
Local import is the default way that this system 
uses.  
CTS cloning makes it possible to clone one 
CTS. Since it relies on the div-configuration, it is 
currently only compatible with this implementa-
tion. In theory, this feature allows community 
driven decentralized data backups. 
The third method relies on a MyCore installa-
tion that was used in the project "A Library of a 
Billion Words" and therefore might require a spe-
cific setup. However, together with this setup and 
using the possibility of timestamp related queries 
in OAI PMH, we created a self-updating CTS 
with support for versioning and this way created a 
persistent CTS with editable content10. 
6 Available Texts 
While the implementation was still in progress, it 
was possible to collect 3 major text collections. 
For evaluation purposes another corpus contain-
ing 100‘000 editions with 1‘281‘272‘600 tokens 
was generated from random sentences.  
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6.1 DTA (Deutsches Text Archiv) 
DTA includes 5136 editions from the German 
Text Archive of the BBAW in Berlin. All docu-
ments are published in 3 editions – .norm, .trans-
lit, .transcript – marking different states of nor-
malization. The documents are structured with 
one citation level (sentence) and include 
334‘820‘482 tokens. 
6.2 PBC (Parallel Bible Corpus) 
PBC is based on the project Parallel Bible Corpus 
and contains 831 translations of the bible (includ-
ing 5 different german translations) with 
247‘292‘629 tokens. The documents are struc-
tured in 3 citation levels (book, chapter, sentence). 
6.3 Perseus 
Perseus is the dataset from the Perseus project up-
dated in November 2014. This is a well known 
text collection, containing mainly greek and latin 
documents that are manually annotated. The doc-
uments are structured heterogeneously and the ci-
tation depth varies for each document. This corpus 
adds another 27‘670‘121 tokens and is especially 
relevant since it is closely related to CTS (see 
Crane et al., 2014). 
7 Evaluation 
To evaluate this implementation I used a virtual 
machine (VM) that was part of our universities 
network. To make sure that the traffic outside of 
the VM does not interfere with the results, all re-
quests were sent via localhost. I measured the time 
it needs to send the request and to get and read the 
response. Requesting the data from outside the 
VM would have been a more realistic scenario but 
would also have included the noise from the net-
work. Since CTS cannot influence the latency of 
the network in any way, this would also not have 
been very constructive. Aside from whatever 
caching strategies are used by Apache Tomcat or 
MySQL, no caching is used by this implementa-
tion. Each response is generated as it is requested.  
The test system has a Common KVM processor 
with one 2,4 GHz core and 1 GB memory. Only 
one dataset is loaded at any time during the tests 
and before any test is started, I rebooted the sys-
tem. 
All the URNs of editions were collected and for 
each one the passage spanning the 2 first URNs 
on citation level 1 was requested. If there was no 
second URN on level 1, then level 2 was used. If 
this was not possible, this edition is ignored. 
Depending on the structure of the document, the 
passages can differ in text length. Passage 1-2 of 
Luther's “Die Bibel in Deutsch“ spans the books 
1 to 2 while the same passage in Schillers “Kabale 
und Liebe“ as it is structured in this case includes 
the sentences 1 to 2. This means that the results 
are not comparable between the datasets. The av-
erage number of characters in the generated text 
passage is given for each diagram.  
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Figure 2, Minimum, average and maximum response 
times for the PBC dataset 
 
 
Figure 3, Minimum, average and maximum response 
times for the DTA dataset 
 
 
Figure 4, Minimum, average and maximum response 
times for the Perseus dataset 
 
70/1176 editions of Perseus did not contain any 
text and were ignored. 
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Figure 5, Minimum, average and maximum response 
times for the 100k dataset 
 
4'800/100'000 documents consist of only 1 sen-
tence and could therefore not deliver a passage 1-
2. 
In general the results show that the MySQL 
based implementation performs very well and 
stays under 1 second in any case. It seems like the 
response time depends more on the size of the pas-
sage that is requested than on the size of the text 
collection. If the passages length influences the re-
sponse time, the average response time should re-
flect this if you limit the result set to 1/4 or 1/10 
of the longest or shortest passages in one test run. 
 
 Shortest 1/4 
(MS) 
Longest 1/4 
(MS) 
DTA 36,00 37,29 
PBC 60,70 91,50 
Perseus 33,76 47,86 
100K 78,64 83,08 
Table 1, Response times for 1/4 of the longest and 
shortest text passages 
  
 Shortest 1/10 
(MS) 
Longest 1/10 
(MS) 
DTA 35.90 37,93 
PBC 56,62 98,05 
Perseus 33,59 60,24 
100K 75,31 81,51 
Table 2, Response times for 1/10 of the longest and 
shortest text passages 
 
Unsurprisingly the length of the requested pas-
sage influences the response time (a little bit). 
However, the differences are small and back-
ground noise of the operating system might also 
have had an impact. It is hard to argue, that such 
small differences in milliseconds mean anything.  
Comparing the results from DTA and PBC, it 
seems like other factors are also influencing the 
response time. The 3 longest passages in DTA are 
1‘915, 1‘944 and 1‘974 characters long while the 
                                                 
11 urn:cts:dta:abelinus.theatrum1635.de.translit: 
3 shortest passages in PBC are 9‘099, 9‘718 and 
9‘793 characters long. Any passage from PBC is 
longer and also deeper structured than any pas-
sage from DTA. Still the PBC CTS could often 
respond faster than the DTA CTS. This could in-
dicate an influence of the documents structure. 
Another interesting value is the response time 
needed to collect passages spanning complete 
documents. The following table shows the mini-
mum, average and maximum values for a docu-
ments complete passage length and the response 
times for the corresponding GetPassage request. 
 
 Passage length 
(in 1000 MS) 
min | avg | max 
Response time 
(MS) 
min | avg | max 
DTA 0.5 | 444 | 7‘406 32 | 182 | 3‘444 
PBC 80 | 163 | 6‘655 57 | 548 | 4‘859 
Perseus 35 | 170 | 8‘457 32 | 70 | 3‘088 
100k 0.016 | 82 | 438 31 | 86 | 922 
Table 3, Minimum, average and maximum response 
times compared to the minimum, average and maxi-
mum passage lengths 
 
Perseus includes the longest document with 
8‘457'677 characters and 1‘350'876 tokens. This 
request also took the maximum time in the dataset 
with 3‘088 MS. The longest document – and again 
the document with the highest value for the re-
sponse time – in DTA is Abelinus Theatrum in its 
translit edition11 containing 1’082’893 tokens or 
7’406’366 characters. 
Considering the hardware limitations and the 
very good and relatively stable response times, it 
seems reasonable to include a lot more data into 
future tests and especially test, at which point this 
implementation starts to struggle. 
Factors that can also be investigated in future 
evaluations are the influence of the structure of the 
document and the length of individual text units.  
8 Conclusion 
This paper marks the release of the MySQL based 
implementation of the CTS protocol. It introduces 
features that are exclusive to this software and ar-
gues why they are useful additions to the protocol 
while not contradicting the specifications. Evalu-
ation shows that the performance is very good and 
sets a baseline for future implementations. It has 
also shown that this implementation is easily ca-
pable of handling a text collection containing one 
billion words and can be used as a text repository.  
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Appendix: Summaries of the Workshop Presentations
Michal Křen: Recent Developments in the Czech National Corpus
The paper gives an overview of current status of the Czech National Corpus project. It 
covers all important aspects of its activities being carried out within the research 
infrastructure framework: compilation of a variety of different corpora (most prominently 
written, spoken, parallel and diachronic), morphological and syntactic annotation, 
development of tools for internal data processing and work flow management, development 
of user applications and providing user services. Finally, an outline of future plans is 
presented.
Dan Tufiş, Verginica Barbu Mititelu, Elena Irimia, Stefan Dumitrescu, Tiberiu Boros, Horia Nicolai
Teodorescu: CoRoLa Starts Blooming – An update on the Reference Corpus of Contemporary
Romanian Language
This article reports on the ongoing CoRoLa project, aiming at creating a reference corpus of 
contemporary Romanian, opened for on-line free exploitation by researchers in linguistics 
and language processing, teachers of Romanian, students. We invest serious efforts in 
persuading owners of IPR on relevant language data to join us and contribute the project 
with selections of their text and speech repositories. The project is coordinated by two 
Computer Science institutes, but enjoys cooperation and consulting from professional 
linguists. We foresee a corpus of more than 500 million word forms, including also about 
300 hours of oral texts. The corpus (covering all functional styles of the language) will be 
pre-processed and annotated at several levels, and also documented with standardized 
metadata.
Piotr Bański, Joachim Bingel, Nils Diewald, Elena Frick, Michael Hanl, Marc Kupietz, Eliza 
Margaretha, Andreas Witt: KorAP – an open-source corpus-query platform for the analysis of 
very large multiply annotated corpora
We present KorAP, the new open-source analysis platform for large corpora, a deliverable of
a project concluded in June 2015 at the Institut für Deutsche Sprache in Mannheim. We 
overview the background for the project, its goals, and the architecture of the system, 
including the way it is meant to handle richly annotated textual data and facilitate the use of 
virtual collections, as well as the way it implements ISO CQLF (Corpus Query Lingua 
Franca, a nascent standard of ISO TC37 SC4 that KorAP provides a reference 
implementation for).
44
Hanno Biber, Evelyn Breiteneder: Large Corpora and Big Data. New Challenges for Corpus 
Linguistics
The "AAC – Austrian Academy Corpus" is a German language digital text corpus of more 
than 500 million tokens. This historical text corpus is annotated in XML formats and 
constitutes a large text source for research into various linguistic areas. Several of the 
research questions relevant for corpus linguistics are also determined by latest developments
in the fields of big data research so that new challenges for corpus linguistics have to be 
faced. The AAC has a primary research aim to develop language resources for 
computational philology and the careful study of texts by making use of corpus research 
methodologies. Large digital text corpora need to be structured in a systematic way for these
purposes. Corpus based digital text studies and similar analytical procedures are among 
other parameters also determined by the descriptive and visual potential of information 
representation in various formats. The digital representation systems of linguistic data need 
to take the specific design issues into account for the processes of creating, generating and 
analyzing large corpora and related structures of information by transforming and 
interpreting the language data.
Sebastian Buschjäger, Lukas Pfahler, Katharina Morik: Discovering Subtle Word Relations in 
Large German Corpora
With an increasing amount of text data available it is possible to automatically extract a 
variety of information about language. One way to obtain knowledge about subtle relations 
and analogies between words is to observe words which are used in the same context. 
Recently, Mikolov et al. proposed a method to efficiently compute Euclidean word 
representations which seem to capture subtle relations and analogies between words in the 
English language. We demonstrate that this method also captures analogies in the German 
language. Furthermore, we show that we can transfer information extracted from large non-
annotated corpora into small annotated corpora, which are then, in turn, used for training 
NLP systems.
Johannes Graën, Simon Clematide: Challenges in the Alignment, Management and Exploitation
of Large and Richly Annotated Multi-Parallel Corpora
The availability of large multi-parallel corpora offers an enormous wealth of material to 
contrastive corpus linguists, translators and language learners, if we can exploit the data 
properly. Necessary preparation steps include sentence and word alignment across multiple 
languages. Additionally, linguistic annotation such as part-of-speech tagging, lemmatisation,
chunking, and dependency parsing facilitate precise querying of linguistic properties and can
be used to extend word alignment to sub-sentential groups. Such highly interconnected data 
is stored in a relational database to allow for efficient retrieval and linguistic data mining, 
which may include the statistics-based selection of good example sentences. The varying 
information needs of contrastive linguists require a flexible linguistic query language for ad 
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hoc searches. Such queries in the format of generalised treebank query languages will be 
automatically translated into SQL queries.
Stefan Evert, Andrew Hardie: Ziggurat: A new data model and indexing format for large 
annotated text corpora
The IMS Open Corpus Workbench (CWB) software currently uses a simple tabular data 
model with proven limitations. We outline and justify the need for a new data model to 
underlie the next major version of CWB. This data model, dubbed Ziggurat, defines a series 
of types of data layer to represent different structures and relations within an annotated 
corpus; each such layer may contain variables of different types. Ziggurat will allow us to 
gradually extend and enhance CWB’s existing CQP-syntax for corpus queries, and also 
make possible more radical departures relative not only to the current version of CWB but 
also to other contemporary corpus-analysis software.
Roland Schäfer: Processing and querying large web corpora with the COW14 architecture
In this paper, I present the COW14 tool chain, which comprises a web corpus creation tool 
called texrex, wrappers for existing linguistic annotation tools as well as an online query 
software called Colibri2. By detailed descriptions of the implementation and systematic 
evaluations of the performance of the software on different types of systems, I show that the 
COW14 architecture is capable of handling the creation of corpora of up to at least 100 
billion tokens. I also introduce our running demo system which currently serves corpora of 
up to roughly 20 billion tokens in Dutch, English, French, German, Spanish, and Swedish.
Jochen Tiepmar: Release of the MySQL-based implementation of the CTS protocol
In a project called "A Library of a Billion Words", we needed an implementation of the CTS 
protocol that is capable of handling a text collection containing at least 1 billion words. 
Because the existing solutions did not work for this scale or were still in development I 
started an implementation of the CTS protocol using methods that MySQL provides. Last 
year we published a paper that introduced a prototype with the core functionalities but 
without being compliant with the specifications of CTS. The purpose of this paper is to 
describe and evaluate the MySQL based implementation now that it is fulfilling the 
specifications version 5.0 rc.1 and mark it as finished and ready to use.
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