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Introduction
While econometric analysis of dynamic panel models is now fairly standard (Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and Bond, 1998) and spatial econometric literature is well documented either on cross-sections (Anselin and Kelejian, 1997; Anselin, 2001) or on static panel (Elhorst, 2003) , econometric analysis of spatial and dynamic panel models is still at an early stage of development. Modelling space-time data is quite complex and several problems must be tackled:
obviously, leaving correlation on each spatial unit over time and spatial dependence on the spatial units at each date aside would lead to misspecification but the main difficulty is that we have a priori no reason to believe that one problem is more important than the other is.
Empirically, there are several examples where the presence of a dynamic process with spatial dependence might occur. This is the case with the regional economic convergence/divergence issue.
Many convergence studies stems from neoclassical growth model (Solow, 1956; Swan, 1956 ) and most of them rely on a beta convergence model: regions (countries) do not have the same structural characteristics and thus converge towards different steady states relative per capita incomes. Factor mobility, trade relations and geographical spillovers (like technology spreading) can matter to understand how economic development of a region is likely to be influenced by neighbouring regions.
Various recent convergence studies have found evidence for model misspecifications if spatial interdependencies of regional growth are ignored (Arbia et al., 2008) . Working on a dynamic panel specification, Badinger et al. (2004) applied a GMM estimator to spatially filtered variables; Elhorst (2005) suggests a maximum likelihood estimation of models that are dynamic both in space and time for regional analysis; Piras and Arbia (2007) extend panel-data models with spatial error autocorrelation for a convergence analysis of EU regions. More precisely the main argument of applying the extended GMM in a spatial context is that it corrects for the endogeneity of the spatial lagged dependent variable and other potentially endogenous explanatory variables.
In this context, the aim of this paper is to review the different methods used in the literature, for such space-time data sets, and to suggest an estimation strategy that consider together the dynamic specification and the spatial dimension of the panel with an illustration on regional conditional convergence framework. Estimating a per capita GDP conditional convergence model that incorporates an explicit consideration of spatial dependence effects, we rely on dynamic panel generalised method of moment estimations that control for endogeneity, variable omission and spatial dependence problems.
The reminder of the paper is organised as follows. In the next section, we address the econometric issues on spatial dynamic panel model and develop an empirical estimation strategy. Section 3 reports the main results of our empirical estimation strategy for the convergence approach on panel data.
Section 4 concludes and suggests areas for further research.
Econometric issues on spatial dynamic panel data model

Dynamic panel model
A general dynamic panel model can be described as follows:
y , is an observation on some series for individual i in period t,
y is the observation on the same series for the same individual in the previous period and
is the usual "error components" decomposition of the error term which allows for unobserved heterogeneity ( it ε hereafter). These specific effects are supposed to be stochastic, which here implies that they are necessarily correlated with the lagged dependent variable. With the additional assumption that t i, ν is serially uncorrelated, the Ordinary Least Squares (OLS) estimator of α in the levels equations is inconsistent. Standard results for omitted variable bias indicate that, at least in large samples, the OLS levels estimator is biased upwards. The Within estimator for panel data that allows to control for time invariant characteristics lead to substantial gains in robustness (compared with cross-section estimator) but it is not without costs if one do not pay attention to the dynamic of adjustment. Standard results for omitted variable bias indicate that, at least in large samples, the Within Group estimator is biased downward (Nickell, 1981) . Thus, we might hope that a candidate consistent estimator will lie between the OLS and Within estimates. The most widely-used alternative strategy is to difference the model to eliminate the fixed effects and then applies the GMM using a set of appropriate instruments to address the correlation between the differenced lagged dependent variable and the induced MA(1) error term (see Arellano and Bond, 1991) . The GMM estimator is a two-step estimator. In the first step, an initial positive semi definite weight matrix is used to obtain consistent estimates of the parameters. Given this consistent estimates, a weight matrix can be constructed that is consistent for the efficient weight matrix, which is used for the asymptotically efficient two-step estimates. It is common practice to use the inverse of the moment matrix of the instruments as an initial weight matrix. More precisely the first step in the estimation procedure consists in eliminating the individual effects via a first difference transformation (GMM-DIFF) or a forward orthogonal deviation (Arellano and Bover, 1995) .
The dynamic panel-data specification has become frequent in growth convergence empirical studies.
Since the inclusion of the time-lagged dependent variable in the equation might lead to inconsistent estimates, instrumental variable estimators are needed. A commonly employed estimation procedure to estimate the parameters in a dynamic panel data model with unobserved individual specific heterogeneity is to transform the model into first differences. Sequential moment conditions are then used where lagged levels of the variables are instruments for the endogenous differences and the parameters estimated by GMM (see Arellano and Bond, 1991; adopted by Caselli et al., 1996 in the growth context). The first step in the estimation procedure consists in eliminating the individual effects via a first difference transformation (GMM-DIFF) or a forward orthogonal deviation 2 (as suggested by Arellano and Bover, 1995 The overall validity of instruments can be checked by a Sargan-Hansen test of over-identifying restrictions.
This GMM estimator extends in a natural way to autoregressive-distributed lag models of the form:
where it x can be a vector of current and lagged values of additional explanatory variables. Different moment conditions will be available depending on what is assumed about the correlation between it x and the two components of the error term (Bond, 2002) :
• If it x is weakly endogenous,
Unfortunately in the case of persistent data and for a small number of time series observations, lagged levels are only weak instruments for subsequent first differences and the GMM-DIFF can have very poor finite sample properties in terms of bias, and precision. Blundell and Bond (1998) proposed the system GMM estimator (GMM-SYS) that combines moment conditions for the model in first differences with moment conditions for the model in levels. It has been shown to correspond to the model in levels, with lagged differences of the endogenous variables as instruments. Blundell and Bond (1998) argued that the GMM-SYS estimator performs better than the GMM-DIF estimator because the instruments in the model remain good predictors for the endogenous variables in this model even when the series are very persistent.
The choice between the two estimators (GMM-DIFF, GMM-SYS) is conducted according to a common test of over identifying restrictions: the validity of the additional instruments used by GMM-SYS for the level equation can easily be tested using difference Hansen tests.
Spatial dynamic panel model
Spatial econometric methods deal with the incorporation of spatial interaction and spatial structure into regression analysis. Spatial error model and spatial lag model are two different approaches to address the issue of spatial dependencies (Anselin, 2001) . The first one is a nuisance form of spatial dependence and incorporates a spatial autoregressive process in the error term (as in time series analysis). Ignoring this spatial autocorrelation may lead to inefficient estimates. The second method incorporates spatial dependence in the form of a spatial lag variable, often considered as a spatial autoregression model. This specification is more appropriate for explicitly specifying as completely as possible the impact of nearby observations on the dependent variable so that explicit inferences can be made for spatially lagged variables (Beck et al. 2006; Blonigen et al., 2007) .
The design of these two specifications relies on a spatial weight matrix W describing the spatial arrangement of the cross-section units. As it is standard in spatial econometrics, for ease of interpretation, this weighting matrix W is row-standardized so that each row in W sums to one.
Throughout the rest of the paper, we assume that W remains constant over time.
First, we consider a "time-space simultaneous" model (Anselin et al., 2007) :
Wy , is a first order spatial lag. The coefficient ρ stands for the intensity of spatial effects.
Thus when ρ =0, the model remains as section 2.1.
According to Anselin (2001) and Abreu et al. (2005) , including a spatially lagged dependent variable causes simultaneity and endogeneity problems, which in turn means that this variable must be treated as endogenous and thus proper estimation methods must account for this endogeneity. There are only a limited number of available estimators for Dynamic Spatial lag Model on Panel Data. Assuming all explanatory variables are exogenous beside the spatial lag term 3 , dynamic spatial lag models are usually estimated using the GMM estimator (see for example, Madriaga and Poncet, 2007 
Wy E ε for t=2,…,T and s=1,…,T-2.
Moreover, we can use spatially weighted explanatory variables We consider the following specification: We estimate a GMM estimator using the same moment as the Arellano Bond estimator but with optimal weight matrix that allows for spatial error autocorrelation. According to Mutl (2006) , this weighting matrix is constructed using first step estimation of 
Empirical application: β-convergence of European regions
Modelling β-convergence on spatial dynamic panel specification
Many convergence studies stems from traditional neoclassical growth model (Solow, 1956; Swan, 1956) . Following the "model based" specification of Mankiw et al., (1992) Barro and Sala-i-Martin (1992), we rely on a β-convergence model where the GDP per capita (hereafter GDP p.c.) growth depends not only on the initial GDP level, but also on other conditioning variables. Regions do not have the same structural characteristics and thus converge towards different steady-state income levels. The further a region finds itself from its own steady state, the faster its growth rate will be. In this case, convergence is conditional: economies converge towards the same growth rate. Accordingly, the following general model is in line with the empirical growth literature:
is the GDP p.c. of region i at time t=; 0 β is an intercept term, 1 β is the convergence coefficient, X is a set of k explanatory variables related to the growth model of Solow (Solow, 1956 ) and Z is a set of variables that may affect the convergence process but are not directly related to the model of Solow (1956) (Durlauf et al., 2006) .
We assume that the variables sets in Z i and X i are independent (see Mankiw et al., 1992 for a discussion on this point). It is now possible to extend Mankiw et al. (1992) is the demographic growth rate. We introduce individual and time specific intercepts (respectively i α and t µ ) in order to control for unobserved heterogeneity. Thereby, 1 β measures the GDP convergence conditionally of investment per capita and population growth rate.
However, for both econometrics and economic theory, it is too restrictive to assume no cross-sectional dependence in testing convergence hypothesis. The restriction implies that the economies are closed, which is obviously inappropriate to understand regional convergence process. Regions are units naturally open to economic flows like trade, technology diffusion and factor mobility, which may affect regional convergence process.
Following the model specification of (3) to address with spatial dependence, we estimate successively: 
Data description
We use a panel dataset of 191 regions in 14 member states of EU-15 (see appendix A, which describes the set of regions, included and excluded in the sample) over a period to 25 years . For the estimation, we consider five aggregated time-periods (1980-84, 1985-89, 1990-94, 1995-99 and 2000-2005) to avoid short run variations in GDP growth rates due to business-cycle effects. The accurate number of years required to avoid short-run variations is still under discussion in the literature (see Temple, 1999 , for an analysis). Temple (1999) recommends 5 or 10 years long periods, but we preferred to follow the approach from Badinger et al. (2004) k -nearest neighbours' weight matrix has the most fitted to representing spatial interaction of our sample: this specification lead to each region has the same number of neighbouring regions ( k ) including islands on our sample and reduce the heterogeneity problem of regional superficies (Anselin, 2002) . Table 1 Descriptive statistics during the whole period. In the same time, the decreasing of GDP p.c. standard deviation points out the reduction of GDP p.c. disparities across time. This evolution is confirmed by the analysis of the distribution of that variable (Figure 1 ). Figure 2 graphs the GDP p.c. geographic pattern relative to the EU-14 average GDP level for the 5 periods. The regions are split into 6 classes, from below 50 % of the European average to more than 150 % of this average. For the first period, regions with income below 50% of the EU average can be found mainly in the southern periphery and most of them are in Greece or Portugal. A few number (7) of these regions had GDP p.c. below 50% of the EU average over the whole period. More precisely these are in Spain (1), Greece (3) The next section will enable us to assess the strength of this process and to test the various factors which affect it. 1980-84, 1985-89, 1990-94, 1995-99 and 2000-05) .
Econometric analysis
It has been shown that ignorance of the spatial correlation leads to potentially misleading estimates and tests, so we will first analyse the spatial properties of the residuals, and then present the estimation results and validity tests.
Validity tests
The presence of spatial correlation has been tested using the Moran's statistics on the GMM residuals (Z moran , Table 2 and 3) . This test is the most commonly used to detect spatial correlation and its application has been extended to residuals regression in Anselin and Kelejian (1997) .
Strong significant spatial correlation can be detected on GMM residuals of model (1) that ignore spatial dependence (Table 2 ). This result confirms the presence of spatial effects in the European regional convergence. As expected, the introduction of a spatial lag term (model (2)) reduces significantly the spatial correlation of residuals for the GMM estimator. Moran's test fail to reject the null hypothesis of no spatial correlation for 1990-1994, 2000-05 and for 1985-89, 1995-99 respectively with a 10% and 5% significance level (Table 3) . Similar results are obtained with a spatial error specification (Table 3) . These results confirm the presence of spatial dependencies which leads to inconsistent results and inefficient validity tests in model (1). Hence, we are not looking on the remaining tests in Table 2 and we therefore proceed with the spatial lag model, concentrating on Table   3 tests results.
The consistency of the GMM estimator depends on whether lagged values of the autoregressive and spatial autoregressive terms are valid instruments for the regression. In the estimation process, we are using the orthogonality conditions between the error term in first difference and lagged values of the dependent variables. In order to test these conditions, we report tests for first and second-order serial correlation (Arellano and Bond, 1991) and we consider three specification tests (AR(1), AR(2) and Hansen tests).
AR(1) and AR(2) tests provides further support to the model and its estimation since this statistics fails to reject this hypothesis of no second order correlation while reject no first-order serial correlation (Table 3 ). The overall validity of the instruments can be tested by the Hansen test of over-identifying restrictions. This test confirms the overall validity of the instrumental variables (Table 3) at the 10% level of significance in the spatial lag model. Nevertheless, the result of Hansen test on spatial error specification points out the weakness of the instruments in this context (0.023). Hence, the results must be interpreted carefully.
The Hansen test can be also informative on the validity of additional instruments by comparing the difference of Hansen statistic between two sets of instruments. The Hansen-diff reported in Table 3 check the validity of additional instruments used by system-GMM. We report first-differenced GMM results because Hansen-diff (21.01) rejects the validity of additional instruments used by system-GMM for the level equation.
We assume that the explanatory variables are exogenous using the Hansen-diff test between exogenous and predetermined set of instruments (as suggested by Bond, 2001 ). Overall validity tests
do not indicate problems with instrument validity and orthogonality conditions used by firstdifferenced GMM estimators. We do not use system-GMM because additional instruments of the level equation are not valid.
Results
Within the framework of a dynamic panel specification that considers the spatial dimension of GDP per capita, we find empirical evidence on conditional convergence of European regions. This process is strongly affected by spatial dimension.
As explained above, the GMM estimator controls for both endogeneity and other econometric problems; it is expected to address the inconsistency of POLS and LSDV estimators which provide however upper and lower bounds for the autoregressive parameter (Bond et al., 2001) 6 . For Model (6) and (7), LSDV values are respectively lies between 0.48 and 0.39, and around 0.89 when the POLS estimator is used. As expected, for these two models, the estimated autoregressive parameters fall between these bounds: close to 0.8 for the model (6) and 0.5 for the model (7).
The estimated autoregressive parameter (Table 2 ) are close to those obtained in other studies (Caselli et al., 1996) . this result points out that there is a significant European regional convergence, conditionally to investment per capita (which have a significant positive impact on regional development). The non significant impact of demographic growth suggests that the evolution of labour force does not affect regional development. The results from the dynamic spatial panel data models are displayed in Table 3 . The introduction of spatially lagged variable leads to significantly different results. The autoregressive parameter (0.453) in model (7) drops sharply regarding to model (6) indicating that we measure a faster regional conditional convergence when we consider the impact of neighbouring income on regional development. Spatial lagged income coefficient (0.417) suggests a strong significant impact of spillover effect between European regions on their development dynamics.
We can explain this drop by the fact that a part of y it variability previously explained by the variability of the lagged term y it-1 in (6) is due to spatial interdependence Wy it variability in (7). The sum of ( ) 1 1 β + and ρ in (7) is close to ( )
ρ reflects how spillover affect income growth rate for all regions with the same initial income. The development of the European regions is strongly affected by their spatial interdependence, thus suggesting that the convergence process is not only a "temporal" process but also a spatial process. In the framework of the Solow model, we can assume that speed of convergence to the steady state is affected by regional spillover. The rate at which the regions converge towards their steady state depends on the assumption of decreasing marginal product. Regional spillovers may induce this decline, so, the dynamics toward the steady state doesn't depend only of the gap between 0 , i Y and its steady state value but also on the strength of spatial spillover. Thus, spatial concentration of GDP p.c. must impede the convergence process. However, Egger and Pfaffermayr (2006) explain that spatial spillover implies that the convergence speed depends on the region's location. Thus, they suggest amending the computation of the convergence speed in order to allow for this issue. we can decompose (As suggested by Egger and Pfaffermayr, 2006) The demographic growth rate is not significant for any specification. 
Conclusion
The aim of this paper is to review strategies to estimate Spatial Dynamic panel data model using GMM.
Then, we estimate a conditional convergence model of European regions which allows both space and dynamic dimension to illustrate these strategies. Using a panel dataset of 191 regions over 1980-2005, we estimate a Spatial Dynamic Panel using spatial lag strategy estimation in addition to standard dynamic model on panel data techniques (Arellano and Bond, 1991; Blundell and Bond, 1998) .
We find empirical evidence on conditional convergence of European regions. European convergence is conditional to the investment rate. In analysing the spatial dimension, we find that convergence is significantly affected by the spatial disparities.
Note that other drivers of regional development can affect convergence process of European regions, as European policies (Esposti and Bussoletti, 2008; Bouayad et al., 2009) .
The Spatial Dynamic Panel data model is at early stage. In this paper, we concentrate on studying strategies to estimate spatial dynamic panel data. But this approach needs further development.
First, the usual tests on spatial specification (LM-test) must be extended to time dynamic dimension.
Furthermore, there are several possibilities to crossing Dynamic and spatial literature. In the spatial error model, using GMM system estimator as suggested by Blundell and Bond (1998) 
