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El cla´sico problema del viajante de comercio se puede enunciar como: ’si
un viajante parte de una ciudad y las distancias a otras ciudades son conoci-
das, ¿cua´l es la ruta o´ptima que debe elegir para visitar todas las ciudades y
volver a la ciudad de partida?’. El estudio de este problema de programacio´n
entera es el objeto de este trabajo.
Comenzaremos con una introduccio´n histo´rica mostrando las inquietu-
des que hicieron nacer el problema del viajante a mediados del siglo XX.
A continuacio´n, veremos la gran dificultad del problema, hallar un circuito
Hamiltoniano. En el u´ltimo cap´ıtulo estudiaremos diferentes me´todos de re-
solucio´n basados en la ramificacio´n y la acotacio´n. Por u´ltimo, veremos algu´n




The classic problem of the traveling salesman can be stated as: ’If a trave-
ler starts in a city and distances to other cities are known, what is the optimal
route you should choose to visit all cities and return to the city of departu-
re?’. The study of this whole programming problem is the object of this work.
We will begin with a historical introduction showing the concerns that
gave rise to the problem of the traveler in the mid-twentieth century. Next,
we will see the great difficulty of the problem, to find a Hamiltonian cir-
cuit. In the last chapter we will study different resolution methods based on
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Este trabajo trata sobre el estudio del problema del viajante de comercio,
en el que un comerciante quiere visitar n ciudades empezando y terminando
en la misma y debe determinar el recorrido a seguir para que la distancia
total recorrida sea mı´nima.
El objetivo es minimizar la distancia total del recorrido. Para estudiar
dicha optimizacio´n surge la programacio´n lineal. Esta rama de las matema´ti-
cas, cuya historia empieza a mediados de siglo XX con George Dantzig, trata
el problema de encontrar un mı´nimo de una funcio´n lineal en un poliedro
descrito mediante un sistema de ecuaciones lineales e inecuaciones con varia-
bles no negativas.
Existen tres aspectos en la historia de cualquier problema matema´tico:
co´mo surgio´, co´mo influyo´ su investigacio´n en otros avances matema´ticos, y
co´mo fue resuelto el problema finalmente. Si, como en el TSP, el problema
es desarrollar un algoritmo que satisfaga esta´ndares de eficiencia, entonces,
no ha sido resuelto todav´ıa. De hecho, el TSP es el problema ma´s destacado
de los problemas de optimizacio´n combinatoria.
1.2. Ciclos y mensajeros
Definicio´n 1. Un grafo es un par G = (V,A) donde V es un conjunto
finito de elementos llamados ve´rtices y A es un conjunto de pares de ve´rtices
que llamaremos aristas o arcos.
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Definicio´n 2. Un ciclo es una sucesio´n de ve´rtices u1, u2, . . . , up ∈ V tales
que u1, u2, . . . , up−1 son distintos, up = u1 y (ui, ui+1) ∈ A. Si el ciclo contiene
a todos los ve´rtices de V, entonces se llama ciclo hamiltoniano.
El TSP es el problema de encontrar un ciclo Hamiltoniano con la menor
longitud posible. Inversamente, el problema de decidir si un grafo contiene
un ciclo Hamiltoniano es un caso especial del TSP.
El Reverendo T. P. Kirkman pudo ser el primero en considerar ciclos
Hamiltonianos en un contexto general [39]. Enuncio´ una condicio´n suficiente
sobre que un grafo polie´drico admite un ciclo; adema´s mostro´ que un poliedro
con un nu´mero impar de ve´rtices, cada uno con un nu´mero par de aristas,
no puede contener un ciclo Hamiltoniano.
La irrupcio´n de Hamilton en este campo ocurrio´ pra´cticamente al mismo
tiempo. Invento´ un sistema de a´lgebra no conmutativa, en el cua´l las acciones
de los elementos de la base pueden ser interpretados en te´rminos de caminos
en el dodecaedro regular. Hamilton llamo´ a este a´lgebra el Ca´lculo Icosiano
(los ve´rtices adyacentes en el dodecaedro corresponden a caras adyacentes
en el icosaedro) y utilizo´ la interpretacio´n gra´fica como base para un puzzle,
comercializado como ’The Icosian Game’.
Otro precursor del TSP fue Menger (1930). Este problema surge como
consecuencia de una nueva definicio´n que e´ste propuso: la longitud de una
curva se define como el l´ımite superior mı´nimo del conjunto de todos los
nu´meros que pueden ser obtenidos tomando cada conjunto finito de puntos
de la curva y determinando la longitud ma´s corta del grafo poligonal uniendo
todos los puntos. Llamamos a e´sto el problema del mensajero: encontrar el
mı´nimo camino uniendo todos los puntos de un conjunto cuya distancia en-
tre ellos es conocida. Por supuesto, este problema siempre puede ser resuelto
en un nu´mero finito de intentos. No se conoce ninguna regla que reduzca el
nu´mero de intentos a menos que el nu´mero de permutaciones de los puntos
dados. La regla de comenzar por el origen e ir al punto ma´s cercano, despue´s
al ma´s cercano, y, as´ı, sucesivamente, no determina el camino ma´s corto, en
general.
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1.3. El nacimiento del vendedor ambulante
El primer uso del te´rmino ’Problema del viajante o del vendedor ambu-
lante’ en los c´ırculos matema´ticos podr´ıa datarse en 1931-32. No sabemos
quien introdujo el TSP en las Matema´ticas, pero no hay duda de que Merrill
Flood es el ma´ximo responsable de difundirlo dentro de la comunidad. E´l lo
conocio´ por primera vez por A.W. Tucker en 1937 cuando estaba ocupado
con el problema de una ruta de autobu´s escolar en New Jersey. Flood escribio´
que Tucker recordaba haberlo escuchado de Hassler Whitney en la Universi-
dad de Princeton, alrededor del an˜o 1931-32. Ello har´ıa que Whitney fuera
el pionero del TSP, pero Whitney nego´ cualquier relacio´n entre e´l y el TSP.
Una de las razones para la popularizacio´n del problema fue su gran cone-
xio´n con nuevos temas en problemas de combinatoria que estaban naciendo
en el apartado de la programacio´n lineal (problema de asignacio´n). El TSP
era como esos otros problemas pero, aparentemente, ma´s dif´ıcil de resolver.
Esto lo convirtio´ en un reto para otra mucha gente.
1.4. El papel inicial
La aparicio´n de ”Solution of a large-scale traveling-salesman problem”[13]
fue uno de los principales eventos en la historia de la optimizacio´n combi-
natoria. Para entender el significado necesitamos cierto material previo en
programacio´n lineal, especialmente sobre los problemas de asignacio´n y de
transporte.
El problema de asignacio´n es elegir n elementos (uno por cada fila y co-
lumna) de una matriz n x n, C = (cij) tal que la suma de los elementos
elegidos sea la ma´s pequen˜a posible. Hay n! posibilidades, as´ı que un algorit-
mo debe hacer algo ma´s que considerar todas las opciones. Un enfoque con la
programacio´n lineal es considerar el poliedro P en el espacio n2 especificado




xij = 1 (∀ i),
∑
i




La razo´n es que, segu´n Birkhoff [5], los ve´rtices de P son precisamente
todas las matrices X en las que aparece exactamente un 1 en cada fila y
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columna y 0 en el resto de entradas. Los n! ve´rtices de P corresponden a las
n! posibilidades y
∑
cijxij indica los costes de elegir una determinada asig-
nacio´n. Por ello, los algoritmos de programacio´n lineal se pueden usar para
resolver el problema.
El problema de transporte es ma´s general que el de asignacio´n. Matema´ti-




xij = ai (∀ i),
∑
i
xij = bj (∀ j)
tal que
∑





j bj. El problema de transporte (segu´n Hitchcock [35])
modela esta situacio´n: en cada una de las m fuentes i (i = 1, . . . ,m) una can-
tidad ai de cierta mercanc´ıa esta´ disponible y en cada uno de los n destinos
j (j = 1, . . . , n) la cantidad bj de la mercanc´ıa es necesaria. Cuesta exacta-
mente cij enviar una unidad de la mercanc´ıa desde la fuente i al destino j ;
¿co´mo podemos distribuir lo suficiente para satisfacer todos los requisitos y
minimizar el coste total?
Alla´ por 1953, exist´ıan co´digos efectivos que implementaban el me´todo
simplex en general y adaptado para el caso de problemas de transporte y de
asignacio´n. Dantzig, Fulkerson y Johnson dieron un me´todo para resolver un
problema de planificacio´n de un petrolero [12]. La solucio´n llegar´ıa unos an˜os
ma´s tarde tras quedar el me´todo obsoleto, pero sobrevivio´ au´n as´ı porque
el me´todo puede ser usado para estudiar cuestiones ba´sicas sobre la teor´ıa
de la combinatoria. Ford y Fulkerson escribieron su primer informe sobre los
flujos en las redes [21], iniciando un tema primordial, y Selmer Johnson [36]
consiguio´ un resultado fascinante en la programacio´n de trabajos a trave´s de
procesadores en una produccio´n en masa, siendo el primer teorema en com-
binatoria importante en el estudio de programacio´n de ma´quinas. Volvamos
al problema planteado anteriormente.
Si cij es la distancia desde la ciudad i hasta la ciudad j, entonces el TSP
es similar al problema de asignacio´n. Interpretaremos xij = 1 para referirnos
a que el vendedor en su trayecto se mueve de la ciudad i a la j. Pero la
solucio´n al problema de asignacio´n puede, bajo esta interpretacio´n, ser un
conjunto de subcircuitos. Cada ciudad es visitada exactamente una vez, pero
en un conjunto de subcircuitos desconectados; e´sto no resuelve el TSP. As´ı
que debemos an˜adir la condicio´n de que no se creen subcircuitos, que puede
ser expresada matema´ticamente como 2n−1 inecuaciones adicionales a las que
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ya exist´ıan. Desafortunadamente, el conjunto de ve´rtices del nuevo poliedro
Q, a diferencia del conjunto de ve´rtices del anterior poliedro P, puede con-
tener matrices con entradas distintas a 0 o 1; as´ı que debemos imponer la
condicio´n adicional de que cada entrada en X debe ser 0 o 1. Ello crea dos
dificultades. La primera es que tenemos, en vez de 2n ecuaciones en variables
no negativas, un gran nu´mero de inecuaciones an˜adidas que considerar. Una
segunda dificultad ma´s seria es que el requisito de que las variables tengan
que ser 0 o 1 es una restriccio´n de programacio´n lineal entera.
Ahora consideremos el conjunto de todas las matrices X que satisfacen los
requisitos del TSP. Supongamos conocido, adema´s de las inecuaciones que
impiden la creacio´n de subcircuitos, todas las inecuaciones necesarias para
crear un nuevo poliedro R cuyos ve´rtices sean precisamente los circuitos: en-
tonces podemos aplicar la programacio´n lineal. Matema´ticamente, R puede
ser descrito como encontrar las facetas de la envolvente convexa de los cir-
cuitos; pero se ha observado que la descripcio´n de las facetas es complicada
(Heller [34]; Kuhn [42]). Sin embargo, tras escuchar una de las conferencias
de Kuhn, Dantzig, Fulkerson y Johnson especularon que, comenzando por un
circuito o´ptimo, podr´ıa ser posible probar la optimalidad recurriendo a unas
cuantas inecuaciones ma´s (llamadas cortes). El me´todo parec´ıa funcionar en
problemas pequen˜os, as´ı que probaron en un problema de 49 ciudades. Ten´ıan
que considerar la posibilidad de que fueran necesarios billones de cortes pero
para dicho problema solo necesitaron 25 cortes.
Dantzig, Fulkerson y Johnson no solo resolvieron un TSP, tambie´n mos-
traron que el concepto de planos de corte era relevante para la programacio´n
entera y que la complejidad de la estructura de un problema de optimizacio´n
combinatoria en la forma de programacio´n lineal no es un obsta´culo insalva-
ble. Adema´s usaron, por primera vez, el concepto de ramificacio´n y acotacio´n.
1.5. Programacio´n entera: cortes, ramificacio´n
y acotacio´n
Asumamos que tenemos un poliedro P y queremos minimizar, sobre los
puntos enteros de P, una funcio´n objetivo lineal. Consideremos la envolvente
convexa Q de los puntos enteros de P. Si la supie´ramos de antemano, o pu-
die´ramos generar todas las inecuaciones definiendo las caras de Q, entonces
el me´todo simplex aplicado a esas caras resolver´ıan el problema de programa-
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cio´n entera. Ahora bien, para un P arbitrario, las caras de Q no son conocidas.
Gomory invento´ varios algoritmos [26, 27, 28] que, principalmente, pod´ıan
encontrar todas las caras de Q, pero ten´ıan como objetivo simplemente en-
contrar un o´ptimo para un objetivo determinado en Q. Cada uno de los
algoritmos implicaba una generacio´n sistema´tica de planos de corte que cor-
taban parte de P pero dejaban Q intacto. No es dif´ıcil hallar planos de cortes
con esta propiedad, pero es un logro mayor mostrar como crear estos cortes
de forma que, tras un nu´mero finito de pasos, el ve´rtice o´ptimo de la inter-
seccio´n de P con los semiespacios generados por los cortes ser´ıa el o´ptimo en
Q.
Los algoritmos de Gomory han continuado afectando a la teor´ıa de la pro-
gramacio´n entera, pero, en la actualidad, no suelen usarse, ma´s que de forma
a pra´ctica. El me´todo computacional ma´s popular (especialmente cuando ne-
cesitamos que solo algunas de las variables sean enteras) es el de ramificacio´n
y acotacio´n (branch and bound). Lo que propone este me´todo es tomar una
variable x que queremos que sea entera, pero cuyo valor actual no lo sea, y
ramificarla en valores enteros cercanos, considerando los casos: x es al me-
nos el mayor valor entero ma´s alto, o x es el es el valor entero cercano ma´s
pequen˜o. Ello genera la construccio´n de un a´rbol de bu´squeda, con nodos
correspondiendo a problemas de programacio´n lineal con varias restricciones
y que no crece en los nodos donde alguna acotacio´n del valor de la solucio´n
indica que el a´rbol no necesita ser explorado bajo esos nodos. El concepto
aparecio´ por primera vez en el documento de Dantzig, Fulkerson y John-
son [13] aunque el te´rmino branch and bound fue usado por primera vez por
Little, Murty, Sweeney y Karel [49]. Parece ser que los primeros en mostrar
que la filosof´ıa del me´todo de ramificacio´n y acotacio´n era importante en
programacio´n entera fueron Land y Doig [43].
Una forma importante de encontrar cotas para el algoritmo de ramifi-
cacio´n y acotacio´n es conocida como relajacio´n lagrangiana. Held y Karp
[32, 33] fueron los primeros en usar una versio´n de este procedimiento gene-
ral para el TSP y, luego, se convirtio´ en una herramienta para problemas de
optimizacio´n combinatoria.
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1.6. Problemas fa´ciles y dif´ıciles
A finales de la de´cada de 1960, se aprecio´ que deb´ıa haber una diferen-
cia significativa entre los problemas dif´ıciles como el TSP, para los cuales los
u´nicos algoritmos de optimizacio´n disponibles eran de una naturaleza enume-
rativa, y los problemas fa´ciles como el de asignacio´n o el de transporte, para
los cuales existe un algoritmo bueno (un te´rmino acun˜ado por Edmonds en
1965 para describir me´todos de resolucio´n cuyo tiempo de ejecucio´n aumenta
polinomialmente con el taman˜o del problema, a lo sumo). Hab´ıa evidencia de
que todos los me´todos enumerativos creados para el TSP y otros problemas
dif´ıciles se comportaban peor y era lo´gico conjeturar que los problemas como
el TSP eran de tal complejidad que el esfuerzo computacional necesario para
cualquier me´todo crec´ıa de forma no polinomial con el taman˜o del problema.
De los documentos de Cook, Karp y Levin [10, 37, 46], emergio´ la idea de
que muchos de los problemas sospechosos de ser dif´ıciles eran todos compu-
tacionalmente equivalentes, en el sentido de que un algoritmo polinomial
para uno de ellos, podr´ıa usarse para resolver todos ellos en tiempo polino-
mial tambie´n. La forma de establecer estos resultados es primero mostrar que
todos estos problemas permiten formulaciones como problemas de programa-
cio´n entera y luego probando que la programacio´n entera es un caso espe-
cial de cierto problema individual dif´ıcil (incluyendo el TSP). Estos u´ltimos
problemas se llaman NP-dif´ıcil. Los conceptos de la teor´ıa de complejidad
computacional generaron bastante investigacio´n durante la de´cada de 1970.
A pesar de que el cara´cter NP-dif´ıcil del TSP no implica que el tiempo
de ejecucio´n exponencial para la solucio´n sea inevitable, sirve para reforzar
la creencia de que no existe un algoritmo polinomial para el TSP.
Por supuesto, la probable dificultad del TSP general no excluye la posibi-
lidad de que existan procesos de solucio´n polinomial para casos especiales del
problema. De hecho, uno de los aspectos ma´s sorprendentes de la teor´ıa de
complejidad computacional es que aparece una clara frontera que separa los
problemas fa´ciles de los dif´ıciles. En un lado del barrera, uno encuentra casos
especiales de los problemas dif´ıciles que puede probarse que son NP-dif´ıciles
en s´ı mismos. Al otro lado, uno encuentra problemas que son similares a uno
de los problemas dif´ıciles pero que, sin embargo, resultan ser resolubles en
un tiempo polinomial, como el TSP con una matriz de distancias triangular
superior (i.e., cij = 0 si i > j). El primer TSP cuya estructura permit´ıa un
algoritmo polinomial fue un problema de trabajo secuencial de Gilmore y
Gomory [25].
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1.7. Haciendo frente al cara´cter NP-dif´ıcil
Una de las consecuencias ma´s pra´cticas del cara´cter NP -dif´ıcil de un pro-
blema es que limita a 3 las estrategias de resolucio´n. Para empezar, no se
acepta la aparente dificultad del problema y se intenta buscar alguna es-
tructura especial que lo haga resoluble o´ptimamente. No funcionar´ıa, no hay
garant´ıa de que se pueda encontrar una solucio´n o´ptima en una cantidad
de tiempo razonable y podr´ıa ocurrir una de estas dos cosas: insistimos en
la optimalidad de la solucio´n (y arriesgarnos a necesitar mucho tiempo), o
insistimos en un me´todo ra´pido de resolucio´n (y aceptamos la posibilidad de
no encontrar la solucio´n o´ptima).
En la primera opcio´n tenemos los me´todos de ramificacio´n y acotacio´n y
los planos de corte. Tambie´n otro me´todo de optimizacio´n enumerativo, la
te´cnica recursiva de programacio´n dina´mica, ha sido aplicada al TSP (Bell-
man [3]; Held y Karp [31]). Debido a los grandes requisitos de almacenamien-
to, la programacio´n dina´mica solo puede resolver pequen˜os problemas. Au´n
as´ı, el me´todo tiene caracter´ısticas u´tiles para el tiempo de ejecucio´n y es la
base para un procedimiento efectivo de acotacio´n en los algoritmos pra´cticos.
La segunda opcio´n, la referente a la aproximacio´n, es indudablemente la
ma´s usada en la pra´ctica. El TSP ha servido de nuevo como herramienta para
probar nuevas ideas sobre la aproximacio´n de solucio´n en problemas de opti-
mizacio´n combinatoria. Los me´todos heur´ısticos se pueden dividir en funcio´n
de si construyen una sola solucio´n factible, o de si tratan, sistema´ticamen-
te, de mejorar una solucio´n inicial dada. En la primera categor´ıa, hay TSP
heur´ısticos como el de la regla del vecino ma´s pro´ximo, cuya suboptimalidad
ya fue estudiada por Menger [50]. En la u´ltima categor´ıa, podemos encontrar
los procesos de intercambio de aristas de Lin [47] y de Lin y Kernighan [48],
que ya fueron mencionados por Flood [20].
El disen˜o de algoritmos de aproximacio´n llevo´ inmediatamente al ana´li-
sis de su comportamiento como una cuestio´n bastante relevante. Dado un
heur´ıstico, ¿que´ se puede decir sobre el valor que produce en comparacio´n
con el o´ptimo? Existen tres formas de responder a esta pregunta.
La primera es estrictamente emp´ırica. El heur´ıstico es aplicado a un con-
junto de problemas test y los valores de la solucio´n obtenidos son comparados
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con los valores o´ptimos o, si no se conoce e´stos u´ltimos, a las cotas inferiores
de esos valores. Las dificultades de esta aproximacio´n son la generacio´n de
problemas test correctos que sean de alguna forma representativos y la co-
rrecta interpretacio´n estad´ıstica de los resultados.
A finales de la de´cada de 1960, empezo´ a ser popular un segundo enfoque;
primeramente fue propuesto en un contexto de programacio´n de multiproce-
sos (Graham [29, 30]). La idea es obtener cotas de la peor desviacio´n posible
del o´ptimo que el heur´ıstico pueda producir e idear instancias del proble-
ma malo para el que el heur´ıstico consiga esta desviacio´n. Tal ana´lisis del
peor caso provoca una garant´ıa de rendimiento. Para el TSP Euclidiano, la
heur´ıstica que equivale a duplicar un a´rbol de expansio´n mı´nima y eliminar
mu´ltiples visitas a ciudades fue, por un largo periodo de tiempo, el mejor
me´todo conocido en el sentido del peor-caso; su ma´ximo error era 100 %. En
1976, dos resultados importantes fueron publicados. Christofides [9] presento´
un heur´ıstico cuyo ma´ximo error era del 50 %. Sahni y Gonzalez [59] mostra-
ron que, para el TSP general, garantizar un error ma´ximo ajustado es tan
dif´ıcil como encontrar el o´ptimo.
Debemos mencionar en este momento que en 1955, un resultado de peor-
caso de una naturaleza diferente fue obtenido por Few [19]. Para el TSP
Euclidiano en el cuadrado unidad con n puntos, Few dio un algoritmo que
construye un tour de longitud como mucho
√
2n+ 1,75.
La dificultad obvia del enfoque peor-caso es que todo nuestro juicio de
un heur´ıstico esta´ basado en su bajo rendimiento en estancias de problemas
patolo´gicos. La evidencia emp´ırica puede sugerir que ese mal rendimiento es
extremadamente raro. En tal situacio´n, ser´ıa interesante realizar un ana´lisis
riguroso del comportamiento de la heur´ıstica en un sentido probabil´ıstico.
¿Puede decirse algo sobre el error esperado?
Una vez ma´s, el TSP abrio´ el camino hacia el a´rea de investigacio´n en
ana´lisis probabil´ıstico de algoritmos combinatorios. En 1975, sobre la base
de un antiguo resultado de Beardwood, Halton y Hammersley [2], Karp [38]
mostro´ que un heur´ıstico para el TSP Euclidiano, que divide el conjunto de
ciudades en subconjuntos y concatena los recorridos o´ptimos de cada uno
de ellos, produce un error del peor-caso que, como funcio´n de n, crece ma´s
lento que el valor de la solucio´n o´ptima esperada. De esta forma, para un n lo
suficientemente grande, el error esperado se hace tan pequen˜o como se quiera.
La primera dificultad que encontramos en el enfoque probabil´ıstico es que
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presupone la especificacio´n de una distribucio´n probabil´ıstica sobre el con-
junto de todos los ejemplos de TSP. El problema de decidir que distribucio´n
es razonable es comparable al problema de encontrar un conjunto apropiado
de problemas test.
La segunda dificultad es que casi todos los resultados de esta naturaleza
tienden a ser asinto´ticos. El ana´lisis probabil´ıstico tiene que verse como una
explicacio´n para el comportamiento observado de algu´n principio de disen˜o
que como una garant´ıa de rendimiento de algu´n tipo.
Los tres enfoques discutidos anteriormente han proporcionado algoritmos
de aproximacio´n para el TSP.
1.8. En la actualidad
En la de´cada de 1990, Applegate, Bixby, Chva´tal, y Cook desarrollaron
el programa Concorde, el cual es usado en muchos de los registros de solu-
ciones recientes. Gerhard Reinelt publico´ el TSPLIB en 1991, una coleccio´n
de instancias de pruebas de dificultad variable, la cual es usada por muchos
grupos de investigadores para comparar resultados. En 2006, Cook y otros,
obtuvieron un recorrido o´ptimo para 85.900 ciudades dado por un proble-
ma de disen˜o de microchip. Actualmente TSPLIB es la instancia ma´s larga
resuelta. Para otras muchas instancias con millones de ciudades, la solucio´n
puede ser encontrada garantizando que la solucio´n contiene un 2-3 % del re-
corrido o´ptimo.
En la figura (1.1) podemos observar la evolucio´n de este problema desde
1954 hasta 1987 y en la figura (1.2), una gra´fica sobre la evolucio´n del TSP
en la historia.
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Figura 1.1: Evolucio´n del TSP a lo largo de la historia.
Figura 1.2: Evolucio´n del TSP a lo largo de la historia.
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Cap´ıtulo 2
El problema del circuito
Hamiltoniano
2.1. Introduccio´n
En ciertas industrias surge el siguiente problema: un nu´mero n de objetos
tienen que ser manufacturados usando una sola instalacio´n de procesamiento.
La instalacio´n, puede o no tener que ser reiniciada, despue´s de que el objeto
pi haya sido fabricado, dependiendo de la combinacio´n de objetos (pi, pj). El
coste de reiniciar la instalacio´n es constante independientemente de pi, que
acaba de ser fabricado o de pj que es el siguiente. Supongamos que estos n
objetos tienen que ser fabricados de forma continua y c´ıclica, de forma que
una vez acabado el u´ltimo, empieza de nuevo el primero.
Entonces surge el problema de si se puede encontrar una secuencia c´ıclica
de produccio´n que no requiera reiniciar la instalacio´n. La respuesta a esta
pregunta depende de si un grafo G cuyos ve´rtices representan los objetos
y donde la existencia de un arco (xi, xj) implica que pj puede proseguir la
produccio´n del objeto pi en la instalacio´n sin reinicio, posee un circuito Ha-
miltoniano o no. (Un circuito Hamiltoniano es un circuito que pasa una y
solo una vez por cada ve´rtice del grafo.)
Si no puede hallarse una secuencia c´ıclica de produccio´n que no requie-
ra reinicio, ¿cua´l es la secuencia de fabricacio´n que incluye el menor coste
adicional de reinicio? La respuesta a esta pregunta puede darse tras una apli-
cacio´n iterativa de un algoritmo que determina un circuito Hamiltoniano en
un grafo.
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Por lo tanto, un me´todo para saber si un grafo contiene un circuito Ha-
miltoniano o no, tiene aplicaciones directas en problemas de procesamiento
de operaciones.
En este cap´ıtulo trataremos dos problemas:
Problema (i). Dado un grafo G, encontrar un circuito Hamiltoniano de G, (o
alternativamente todos los circuitos), si existe alguno.
Problema (ii). Dado un grafo completo G cuyos arcos tienen costes arbitra-
rios C = [cij] asociados, hallar el circuito Hamiltoniano con el menor coste
total. Si G no es completo, puede considerarse que el coste de los arcos que
faltan es infinito.
Solucionar el TSP y sus variantes tiene un gran nu´mero de aplicaciones
pra´cticas en diversos campos. Por ejemplo, consideremos el problema en el
que un veh´ıculo deja un almace´n para repartir mercanc´ıas a una serie de
clientes y luego vuelve al almace´n. El coste del viaje es proporcional a la
distancia total recorrida por el veh´ıculo tal que, dada la matriz de las distan-
cias entre clientes, el viaje ma´s barato es la solucio´n para el correspondiente
problema del viajante. Problemas similares ocurren en el reparto de correo,
transporte escolar segu´n el nu´mero de paradas, etc.
Es obvio que el problema (i) anterior es un caso especial del problema
(ii). En consecuencia, para cualquier grafo G dado, se le puede asignar costes
aleatorios a los arcos de G para formar un problema del viajante. Si la solu-
cio´n a este problema -i.e. el circuito Hamiltoniano ma´s corto- tiene un valor
finito, entonces es, en efecto, un circuito Hamiltoniano de G (i.e. la respuesta
al problema (i)). Si, al contrario, la solucio´n es un valor infinito, entonces G
no contiene un circuito Hamiltoniano. De todas formas, podemos considerar
un grafo completo G1 con costes generales [cij] y consideremos el problema
de encontrar ese circuito Hamiltoniano deG1 cuyo arco ma´s largo sea mı´nimo.
En el grafo G1 anteriormente mostrado, podemos encontrar un circuito
Hamiltoniano. Llamemos a este circuito φ1 y sea cˆ1 el coste del arco ma´s largo
en φ1. Eliminemos de G1 cualquier arco cuyo coste sea mayor o igual que cˆ1
para obtener el grafo G2. Hallemos el circuito Hamiltoniano φ2 en G2 y sea cˆ2
el coste del arco ma´s largo en φ2. Una vez ma´s, eliminemos de G2 cualquier
arco con el coste mayor o igual que cˆ2 para formar G3 y continuemos con el
mismo proceso hasta el grafo Gm+1 que no contenga circuitos Hamiltonianos.
El circuito Hamiltoniano φm en Gm es entonces, por definicio´n, la solucio´n
al TSP, ya que la falta de un circuito Hamiltoniano en Gm+1 implica que
no existe circuito Hamiltoniano en G1 que no use al menos un arco con un
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coste mayor o igual que cˆm. En consecuencia, un algoritmo que encuentre
un circuito Hamiltoniano en un grafo tambie´n resuelve el TSP. Si la solucio´n
del TSP para G1 tiene un coste finito, entonces se ha encontrado el circuito
Hamiltoniano correspondiente en G; si la solucio´n tiene un coste infinito en-
tonces no existe ningu´n circuito Hamiltoniano en G.
2.2. Circuitos Hamiltonianos en un Grafo
Dado un grafo G, no existe un criterio sencillo o un me´todo algebraico
para decidir si G contiene un circuito Hamiltoniano o no. Existen criterios
como los dados por Po´sa [55], Nash-Williams [53] y Ore [54] que son intere-
santes desde el punto de vista teo´rico pero son demasiado de´biles para ser
u´tiles sobre grafos arbitrarios en la pra´ctica. Los me´todos algebraicos que han
ido apareciendo para determinar circuitos Hamiltonianos no son capaces de
trabajar con problemas de ma´s de unas decenas de ve´rtices ya que requieren
una gran cantidad de memoria computacional y de tiempo. Ma´s acertada es
la te´cnica enumerativa de Roberts y Flores [58, 57] que no requiere un gran
almacenamiento computacional pero cuyo tiempo de ejecucio´n sigue crecien-
do de manera exponencial con el nu´mero de ve´rtices en el grafo.
2.2.1. Un me´todo algebraico
Este me´todo esta´ basado en el trabajo de Yau [65], Danielson [11] y Dha-
wan [15] e implica la generacio´n de todos los caminos elementales mediante
multiplicaciones de matrices sucesivamente.
El ”producto de ve´rtices internos”de un camino x1, x2, ..., xk−1, xk esta´
definido como la secuencia de ve´rtices x2, x3, ..., xk−1 excluyendo los ve´rtices
x1 y xk. La ”matriz de adyacencia con las variables modificadas”B = [β(i, j)]
es una matriz n x n donde β(i, j) = xj si hay un arco desde xi hasta xj y cero
en caso contrario. Ahora, supongamos que tenemos una matriz Pl = [pl(i, j)],
donde pl(i, j) es la suma de los productos de ve´rtices internos de todos los
caminos elementales con cardinal l entre los ve´rtices xi y xj, para xi 6=
xj. Asumimos pl(i, i) = 0 para todo i. El producto de matrices algebraicas






β(s, k) · pl(k, t) (2.1)
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i.e. p
′
l+1(s, t) es la suma de los productos escalares de todos los caminos desde
xs hasta xt con cardinal l+ 1. Como todos los caminos de xk a xt representa-
dos por los productos escalares de pl(k, t) son elementales, los u´nicos caminos
no elementales que pueden resultar de la expresio´n [2.1] son aquellos cuyo
producto escalar en pl(k, t) contiene el ve´rtice xs. De esta forma, si todos los
te´rminos que contienen a xs son eliminados de p
′
l+1, saldra´ como resultado
pl+1(s, t). La matriz Pl+1 = [pl+1(s, t)] con todos los te´rminos diagonales he-
chos 0, es entonces la matriz de todos los caminos elementales de cardinal l+1.
Continuando de esta forma, B · Pl+1 producira´ Pl+2, etce´tera hasta que
la matriz de camino Pn−1 sea generada dando todos los caminos Hamilto-
nianos (de cardinal n − 1), entre todos los pares de ve´rtices. Los circuitos
Hamiltonianos son, entonces, dados por los caminos de Pn−1 y esos arcos de
G que unen el u´ltimo con el primer ve´rtice de cada camino. El valor inicial
de la matriz P (i.e. P1), puede ser tomado como la matriz de adyacencia A
del grafo con todos los elementos diagonales siendo cero.
Las desventajas de este me´todo son obvias. Al tiempo que el proceso de
multiplicacio´n de matrices continu´a (i.e. al tiempo que l aumenta), cada ele-
mento de la matriz Pl esta´ compuesto de ma´s y ma´s te´rminos hasta cierto
valor cr´ıtico de l a partir del cual el nu´mero de te´rminos empieza a decrecer
otra vez. Esto se debe a que para pequen˜os valores de l y para grafos en la
pra´ctica, el nu´mero de caminos de cardinal l+1 suele ser mayor que el nu´mero
de caminos de cardinal l, mientras que para grandes valores de l suele pasar
lo contrario. Ma´s au´n, como la longitud de cada te´rmino producto escalar de
un ve´rtice consigo mismo es aumentado en uno cada vez que l crece en uno,
los requisitos de almacenamiento de la matriz Pl crecen muy ra´pidamente
hasta un ma´ximo valor cr´ıtico de l donde los requisitos empiezan a disminuir
otra vez.
Una leve modificacio´n en el me´todo anterior reduce tanto los requisitos
de almacenamiento como de tiempo. Como solo estamos interesados en cir-
cuitos Hamiltonianos y, como mencionamos anteriormente, esto puede ser
obtenido por los te´rminos del producto escalar en las celdas diagonales de
la matriz B ·Pn−1, entonces solo la celda pn−1(1, 1) es necesaria. E´sta puede
ser obtenida calculando y manteniendo en cada estado no toda la matriz Pl
sino solo la primera columna de Pl. La primera columna de Pl+1 viene dada
multiplicando B con la primera columna de Pl. Esta modificacio´n reduce
tanto los requisitos de tiempo como de almacenamiento del me´todo en un
factor n.
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2.2.2. El me´todo de enumeracio´n de Roberts y Flores
Contrariamente a los me´todos algebraicos que intentan hallar todos los
circuitos Hamiltonianos a la vez y, por tanto, almacenar todos los caminos
que podr´ıan ser parte de esos circuitos, el me´todo de enumeracio´n consi-
dera un camino en un tiempo que va extendie´ndose hasta que un circuito
Hamiltoniano es encontrado o se observa que el camino no va a llevar a
ningu´n circuito. El camino es entonces modificado para asegurarse de que la
bu´squeda continua. De esta forma, se requiere poco almacenamiento para la
bu´squeda y los circuitos Hamiltonianos son encontrados en menos tiempo.
El siguiente esquema enumerativo que usa la te´cnica de bu´squeda hacia
atra´s fue sugerida por primera vez por Roberts and Flores [58, 57]. El me´to-
do comienza formando una matriz k × n, M = [mij] donde el elemento mij
es el i-e´simo ve´rtice (digamos xq) tal que existe un arco (xj, xq) en el grafo
G = (X,Γ). Los ve´rtices xq en el conjunto Γ(xj) se pueden organizar arbitra-
riamente para formar las entradas de la j-e´sima columna de la matriz M. El
nu´mero de filas k de la matriz M es el ma´ximo grado de salida de un ve´rtice.
El me´todo procede de la siguiente forma. Un ve´rtice inicial (digamos x1)
es elegido y forma la primera entrada del conjunto S que almacenara´ el ca-
mino buscado en cualquier momento. El primer ve´rtice (digamos a) en la
columna x1 es an˜adido a S. Despue´s el primer ve´rtice factible (digamos b) en
la columna a es an˜adido a S, despue´s el primer ve´rtice factible (digamos c)
en la columna b es an˜adido a S, etce´tera. Por factible entendemos un ve´rti-
ce que no este´ ya en S. Dos posibilidades evitara´n que entre un ve´rtice en
S = x1, a, b, c, ..., xr−1, xr en algu´n estado r :
(1) No hay ningu´n ve´rtice factible en xr
(2) El camino representado por la secuencia de ve´rtices en S tiene cardinal n
- 1, i.e. forma un camino Hamiltoniano.
En el caso (2):
(i) arco (xr, x1) existe en G y ya se ha encontrado un circuito ah´ı.
(ii) arco (xr, x1) no existe y no se puede obtener un circuito Hamiltoniano.
En los casos (1) y (2.(ii)) debemos usar el me´todo ”vuelta atra´s”, mien-
tras que en el caso (2.(i)) la bu´squeda puede ser interrumpida mostrando el
resultado (si solo se pide un circuito Hamiltoniano), o (si todos los circuitos
son requeridos), los elementos de salida tienen que ser seguidos del me´todo
de vuelta atra´s.
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El me´todo de vuelta atra´s implica eliminar el u´ltimo ve´rtice introducido
xr de S para crear el conjunto S = x1, a, b, c, ..., xr−1 y an˜adir a S el primer
ve´rtice factible siguiente a xr en la columna xr−1 de la matriz M. Si no exis-
te un ve´rtice factible se da un paso ma´s en el me´todo de vuelta atra´s y as´ı
sucesivamente.
El fin de la bu´squeda ocurre cuando el conjunto S solo contiene el ve´rtice
x1 y no hay ningu´n ve´rtice factible que an˜adir a S. Los circuitos Hamiltonia-
nos encontrados son todos los que existen en el grafo.
2.2.2.1. Mejoras respecto al me´todo ba´sico
En cierto momento durante la bu´squeda, el camino viene dado por el con-
junto S = {x1, x2, ..., xr}, y el siguiente ve´rtice en considerarse para incluir
en la lista es x∗ /∈ S. Consideremos las siguientes situaciones en las que un
ve´rtice esta´ aislado en el subgrafo que queda tras eliminar de G = (X,Γ)
todos los ve´rtices que forman el camino.
(a) Si existe un ve´rtice x ∈ X − S tal que x ∈ Γ(xr) y Γ−1(x) ∈ S, en-
tonces si cualquier otro ve´rtice x* distinto de x es an˜adido a S, dicho ve´rtice
x no podra´ ser rechazado posteriormente por ningu´n ve´rtice final futuro del
camino formado. Dicho camino no puede desembocar en un circuito Hamilto-
niano. De esta forma, bajo estas condiciones, x es el u´nico ve´rtice que puede
ser an˜adido a S para extender el camino.
(b) Si existe un ve´rtice x ∈ X − S tal que x /∈ Γ−1(x1) y Γ(x) ⊂ S ∪ x∗ para
algu´n otro ve´rtice x*, entonces x* no puede an˜adirse a S ya que no existe un
camino entre x y x1 en el subgrafo que queda. El camino compuesto de S∪x∗
no puede desembocar en un circuito Hamiltoniano y otro ve´rtice, distinto de
x*, debe considerarse para an˜adirlo al conjunto S.
Las pruebas para las condiciones (a) y (b) ralentizara´n el proceso iterati-
vo y para grafos pequen˜os, no hay ninguna mejora sobre el me´todo original.
Para grafos con ma´s ve´rtices, las pruebas provocan una mejor´ıa en los tiem-
pos de computacio´n.
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2.3. El me´todo de los mu´ltiples caminos
Examinando el algoritmo enumerativo de Roberts y Flores, observamos
que, incluso con las mejoras introducidas anteriormente, hay que tener en
cuenta las consecuencias de ampliar el camino que se esta´ formando sobre
el resto del grafo. En general, la formacio´n de un camino S0 mediante la
bu´squeda (S0 se considera como una secuencia ordenada de ve´rtices y como
un conjunto ordinario) implica otros caminos S1, S2, · · · en otras partes del
grafo. Estos caminos ayudan a completar un circuito Hamiltoniano ma´s ra´pi-
damente o a concluir que no existe un circuito Hamiltoniano que contenga el
camino S0.
El me´todo descrito en esta seccio´n fue desarrollado originalmente por
Selby [60] para grafos no dirigidos. Aqu´ı se mostrara´ una versio´n modificada
para grafos dirigidos. El me´todo procede de la siguiente forma.
Supongamos que en cierto momento de la bu´squeda se ha formado un
camino S0 con sus consecuentes S1, S2, · · · . Consideremos cualquier ve´rtice
intermedio en cualquiera de estos caminos (por ve´rtice intermedio entende-
mos cualquier ve´rtice que no sea el primero o el u´ltimo), es obvio que como
dicho ve´rtice ya esta´ unido en un camino por dos arcos, todo otro arco que
vaya desde o hacia dicho ve´rtice puede ser eliminado y para el ve´rtice final
de cualquiera de los caminos, tambie´n se puede eliminar todos los otros arcos
que acaben en e´l. Adema´s, excepto para el caso en el que solo existe un ca-
mino (digamos S0) y que pasa por todos los ve´rtices de G (i.e. cuando S0 es
un camino Hamiltoniano), cualquier arco que empiece en el final de cualquier
camino hasta el ve´rtice inicial del mismo camino puede ser eliminado ya que
dichos arcos cerrara´n ciclos no Hamiltonianos.
La eliminacio´n de todos estos arcos dejara´ el grafo G con muchos ve´rtices
(todos los ve´rtices intermedios de los caminos) teniendo solo un arco aca-
bando en ellos y un arco que emane de ellos tambie´n. Todos estos ve´rtices
intermedios y sus arcos incidentes son eliminados de G y, en su lugar, in-
troducimos un solo arco por cada camino desde su ve´rtice inicial hasta su
u´ltimo, el resultado es llamado grafo reducido Gk = (Xk,Γk); donde k es un
ı´ndice que indica el estado en el que se encuentra la bu´squeda.
Consideremos ahora la extensio´n del camino S0 formado por la bu´squeda,
por otro ve´rtice xj que es un ve´rtice factible de an˜adir a S0 en el sentido men-
cionado en el algoritmo de Roberts y Flores, i.e. existe un arco en Gk desde
el ve´rtice final de S0 (llamado e(S0)) hasta el ve´rtice xj. Las consecuencias
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de an˜adir xj a S0 son las siguientes.
(1) Primero eliminar todos los arcos que sean innecesarios de Gk, i.e.
(i) Todos los arcos que acaben en xj o que emanen de e(S0), excepto
el arco (e(S0), xj).
(ii) Cualquier arco desde xj al ve´rtice inicial de S0.
(iii) Si xj fuera el ve´rtice inicial de otro camino Sj, eliminar tambie´n
cualquier arco desde el ve´rtice final de Sj hasta el inicial de S0.
(2) Llamemos al grafo que existe tras la eliminacio´n de arcos G
′
k = (Xk,Γk′ ).
• Si existe un ve´rtice x deG′k que no sea el final de ninguno de los caminos
S0, S1, · · · etc. y que, como resultado de la eliminacio´n de arcos, ahora
tenga un grado de entrada unidad, i.e. | Γ−1
k′ (x) |= 1, entonces borrar
todos los arcos que emanen del ve´rtice v = Γ−1
k′ (x) excepto del arco
(v, x).
• Si existe un ve´rtice x de G′k que no sea el inicial de cualquier camino y
que, como resultado de la eliminacio´n de arcos, ahora tiene un grado
de salida unidad, i.e. | Γk′ (x) |= 1, entonces borrar todos los arcos que
emanen de x excepto el arco (x,Γk′ (x)).
• Actualizar todos los caminos y eliminar cualquier arco que vayan desde
los ve´rtices iniciales hasta los finales.
Repetir el paso (2) hasta que no puedan eliminarse ma´s arcos.
(3) Eliminar del grafo final G
′
k cualquier ve´rtice que tenga grado de entrada
y salida unidad, i.e. ve´rtices que se han convertido ahora en ve´rtices
intermedios de caminos. Esta eliminacio´n es llevada a cabo de la forma
mencionada anteriormente y el resultado es un nuevo grafo reducido Gk+1
que reemplaza el grafo anterior Gk.
Si ahora haber an˜adido el ve´rtice xj al camino S0 provoca que el grado de
entrada o de salida (o ambos) de algu´n ve´rtice x al final del paso (2) se haga
cero, entonces no existe un circuito Hamiltoniano. El ve´rtice xj es rechazado
y se elige otro ve´rtice xj del conjunto de ve´rtices Γk′ [e(S0)] como posible
extensio´n del camino S0, hasta que dicho conjunto se agote y entonces se
produce el proceso vuelta atra´s (i.e. e(S0) se elimina de S0 y reemplazado
por otro ve´rtice, etc.). No´tese que el proceso de vuelta atra´s implica que hay
que almacenar la suficiente informacio´n sobre los arcos eliminados en los pa-
sos (1) y (2) en cada estado k, para luego ser capaces de reconstruir Gk desde
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Gk+1 para cualquier k, cuando el proceso de vuelta atra´s ocurra.
Si (en cierto momento) al final del paso (2), se encuentra que solo queda
un camino que pase por todos los ve´rtices, entonces la existencia de un cir-
cuito Hamiltoniano puede comprobarse inmediatamente. Si no se encuentra
un circuito (o si se encuentra uno, pero queremos todos los posibles), puede
ocurrir el proceso de vuelta atra´s.
Una forma computacional mejorada consiste en comprobar en cada ite-
racio´n del paso (2) (en lugar de al final) que los grados de entrada y salida
de todos los ve´rtices en G
′
k son distintos de cero. Entonces, en el momento
en el que uno de ellos sea cero se puede producir el proceso de vuelta atra´s
y cuando encontremos un camino Hamiltoniano, tambie´n encontramos un
circuito Hamiltoniano sin necesidad de comprobar el arco de vuelta.
Si ninguno de los casos anteriores ocurre, i.e. si (en el momento k), al
final del paso (2), hay ma´s de un camino restante y todos los grados de en-
trada y salida son distintos de cero, no se puede sacar ninguna conclusio´n.
xj es an˜adido a S0 y se elige otro ve´rtice para extender el nuevo camino S0
au´n ma´s. Los pasos (1), (2) y (3) son repetidos empezando en el nuevo grafo
reducido.
2.4. Comparacio´n de los me´todos
La versio´n original del algoritmo de Roberts y Flores, su versio´n mejo-
rada y el me´todo de los mu´ltiples caminos son comparados en esta seccio´n.
Los tres me´todos se comparan en base al tiempo de computacio´n requeri-
do para encontrar un circuito Hamiltoniano si solo existe uno o indicar que
tal circuito no existe. Las pruebas se llevaron a cabo en grafos no dirigidos
aleatorios con grados de ve´rtices en un rango predefinido. Un total de 200
grafos fueron probados y los resultados dados son medias. Todos los grafos
conten´ıan circuitos Hamiltonianos [8].
La figura (2.1) muestra los tiempos de computacio´n requeridos en el al-
goritmo original de Roberts y Flores con respecto al nu´mero de ve´rtices en el
grafo y cuando el rango de grados de los ve´rtices es 3-5. Debido a las grandes
variaciones de tiempo que ocurren para grafos del mismo taman˜o, se mues-
tran tres curvas en la figura dando la media, el ma´ximo y el mı´nimo tiempo
de computacio´n en diferentes grafos con el mismo nu´mero de ve´rtices. Di-
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cha figura esta´ hecha en una representacio´n semilogar´ıtmica que indica que
los requisitos de tiempo de computacio´n crecen de forma exponencial con
el nu´mero de ve´rtices. Una fo´rmula que muestre el tiempo aproximado de
computacio´n T como funcio´n del nu´mero de ve´rtices n en el grafo con gra-
dos de ve´rtices en el rango 3-5, viene dada por:
T = 0,85× 10−4 × 100,155n(seconds−−CDC6600)
La versio´n mejorada del algoritmo de Roberts y Flores no es mucho mejor
que la original y el algoritmo sigue requiriendo un tiempo de computacio´n
creciente ma´s o menos exponencial con respecto a n. La razo´n de los tiempos
de computacio´n de las dos versiones para grafos no dirigidos con grados de
ve´rtices en el rango 3-5 se muestra en la figura (2.2). En esta figura se observa
que la versio´n ’mejorada’ es incluso peor, mientras que para grafos con ma´s
de 20 ve´rtices, hay ma´s de un 50 % de mejora en tiempo de computacio´n
usando el me´todo mejorado.
Con el mismo conjunto de grafos mencionado anteriormente, el algoritmo
de mu´ltiples caminos demuestra ser muy efectivo. Esto se observa en la figura
(2.3) mostrando los tiempos de computacio´n requeridos en este algoritmo. Se
observa en esta figura (representada en una escala lineal), que el tiempo crece
lentamente con el nu´mero de ve´rtices en los grafos (lo cual no quiere decir
que a partir de cierto nu´mero de ve´rtices crezca de forma no lineal).
Una ventaja ma´s de este me´todo es que existe una variacio´n pequen˜a
en los tiempos obtenidos para resolver diferentes grafos del mismo taman˜o,
siendo de esta forma sencillo estimar con una confianza razonable el tiempo
de computacio´n para diversos problemas. Es ma´s, los experimentos realiza-
dos con los grafos cuyos ve´rtices tienen grado diferentes en el rango 3-5, han
mostrado que este me´todo queda invariante segu´n el grado de sus ve´rtices.
Los resultados mostrados en las tres figuras se refieren siempre a encontrar
un circuito Hamiltoniano en un grafo. Ser´ıa interesante mencionar algunas
experiencias computacionales con los tres tipos de algoritmos cuando se quie-
re encontrar todos los circuitos Hamiltonianos. De esta forma, para un grafo
no dirigido de 20 ve´rtices con grados de ve´rtices en el rango 3-5, el algoritmo
original de Roberts y Flores toma 2 segundos en encontrar todos los circuitos
Hamiltonianos (18 en total); la versio´n mejorada de dicho algoritmo tardo´
1,2 segundos y el algoritmo de mu´ltiples caminos tardo´ 0,07 segundos, todos
los tiempos segu´n un ordenador CDC 6600 [8].
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Figura 2.1: Comportamiento computacional del algoritmo de Roberts y Flo-
res
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Figura 2.2: Comportamiento computacional del algoritmo de Roberts y Flo-
res mejorado
T0: tiempo de computacio´n del me´todo original
T1: tiempo de computacio´n del me´todo mejorado
Figura 2.3: Comportamiento computacional del algoritmo de mu´ltiples ca-
minos
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2.5. Un Problema Simple de Programacio´n
En la introduccio´n describimos el caso de una empresa que produce unida-
des p1, p2, . . . , pn usando una sola instalacio´n basada en una rotacio´n c´ıclica y
preguntamos sobre la secuencia de produccio´n que requiere un menor nu´mero
de restablecimientos de dicha instalacio´n. Se construyo´ un grafo G = (X,A)
con ve´rtices xi que representan las unidades pi (i = 1, 2, . . . , n) y arcos (xi, xj)
que indican que la unidad pj puede seguir a la unidad pi en la instalacio´n sin
necesidad de restablecimiento.
Ahora bien, si el grafo G contiene un circuito Hamiltoniano (digamos
xi1 , xi2 , xi3 , . . . , xin) entonces la correspondiente secuencia de art´ıculos pi1 , pi2 , pi3 , . . . , pin
puede ser fabricada por la instalacio´n sin necesidad de restablecimiento, ya
que, por definicio´n de circuito Hamiltoniano:
(xik , xik+1) ∈ A para todo k = 1, 2, . . . , (xin+1 ≡ xi1) y A ha sido definido
anteriormente como el conjunto {(xi, xj) | cij = 0}.
Si G no contiene circuito Hamiltoniano, podemos construir el grafo G1 =
(X1, A1) donde:
X1 = X ∪ {y1} (2.2)
A1 = A ∪ {(x, y1) | x ∈ X} ∪ {(y1, x) | x ∈ X} (2.3)
i.e. se introduce un ve´rtice ficticio y1 en G junto a los arcos que van desde,
y hacia, e´l a los ve´rtices reales de G.
Si el grafoG1 contiene un circuito Hamiltoniano, tendra´ la forma: xi1 , xi2 , . . . , xir ,
y1 , xir+1 , . . . , xin , que puede ser interpretado como que los art´ıculos se fa-
brican en la secuencia :
pir+1 , pir+2 , . . . , pin , pi1 , pi2 , . . . , pir (2.4)
con una operacio´n de restablecimiento entre el final del u´ltimo art´ıculo
y el principio del primero en la secuencia. De esta forma, el ve´rtice ficticio
tiene como propo´sito marcar la posicio´n en la secuencia donde es necesario
un restablecimiento de la instalacio´n. En te´rminos del grafo, el ve´rtice ficticio
y1 y sus arcos asociados producen un camino entre dos ve´rtices reales. As´ı, si
existe una secuencia de unidades con un restablecimiento, el hecho de an˜adir
y1 a G siempre causara´ la existencia de un circuito Hamiltoniano en G1 ya
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que el arco (xi, xj) necesario, puede ser reemplazado por dos arcos ficticios
(xi, y1) y (y1, xj).
Si el grafo G1 no contiene un circuito Hamiltoniano, construimos el grafo
G2 = (X2, A2) desde el grafo G1, donde:
X2 = X1 ∪ {y2} (2.5)
A2 = A1 ∪ {(x, y2) | x ∈ X} ∪ {(y2, x) | x ∈ X} (2.6)
y continuar de la misma forma.
Teorema 1. Si el grafo Gm = (Xm, Am) dado por:

















{(yj, x) | x ∈ X}
]
(2.8)
contiene un circuito Hamiltoniano, pero el grafo Gm−1, definido de forma
similar, no lo contiene, entonces m es el nu´mero mı´nimo de restablecimientos
de la instalacio´n que son necesarios y si el circuito Hamiltoniano de Gm es:
xi1 , . . . xiα , y1, xiα+1 , . . . , xiβ , y2, xiβ+1 , . . . , xiγ , y3, xiγ+1 , . . . , etc., . . . , xiδ , ym, xiδ+1 , . . . , xin
(2.9)
entonces los art´ıculos deben ser producidos en m secuencias dadas por:
piα+1 , . . . , piβ seguido por piβ+1 , . . . , piγ , . . . , etc., . . . seguido por piδ+1 , . . . , pin , pi1 , . . . , piα
(2.10)
La demostracio´n de este teorema se obtiene inmediatamente por induc-
cio´n sobre el argumento que precede a dicho teorema.
2.5.1. Aspectos Computacionales
En el razonamiento de la seccio´n anterior, el grafo G se incremento´ en
un solo ve´rtice ficticio en cada momento espec´ıfico. Si la solucio´n o´ptima
del problema implica m restablecimientos de la instalacio´n, entonces nece-
sitamos m + 1 intentos para buscar circuitos Hamiltonianos en los grafos
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G,G1, . . . , Gm, siendo solo el u´ltimo de estos intentos exitoso y el que con-
duce a la solucio´n del problema. Obviamente m esta´ acotado inferiormente
por n y, en general, para problemas pra´cticos m solo sera´ una fraccio´n muy
pequen˜a de n. Sin embargo, es necesario desde el punto de vista compu-
tacional un proceso diferente para generar y probar los grafos de circuitos
Hamiltonianos, ya que resulta [7] que es ma´s ra´pido encontrar un circuito
Hamiltoniano en un grafo que contiene solo uno que probar que no existe
circuito Hamiltoniano en un grafo que no lo tenga. Este hecho sugiere que
un algoritmo mejor ser´ıa uno que empezase por una cota superior B para
el nu´mero (mı´nimo) o´ptimo de restablecimientos de la instalacio´n m y, de
forma secuencial, formar y probar los grafos GB, GB−1, etc. hasta que se en-
cuentre un grafo Gm−1 que no contenga un circuito Hamiltoniano. Demos
una pequen˜a descripcio´n de dicho algoritmo:
(1) Encontrar una cota superior B sobre el nu´mero (mı´nimo) o´ptimo de res-
tablecimientos de la instalacio´n que puedan ser necesarios. (Ver Ape´ndice
A).
(2) Formar el grafo GB de acuerdo a las ecuaciones (2.7) y (2.8)
(3) ¿Tiene GB un circuito Hamiltoniano? Si la respuesta es afirmativa, alma-
cenar el circuito en el vector H sobrescribiendo cualquier circuito anterior
e ir al paso (4); si la respuesta es no, ir al paso (5).
(4) B ← B − 1, ir al paso (2).
(5) Stop. m = B+ 1 es el nu´mero mı´nimo de restablecimientos de la instala-
cio´n necesarios y la u´ltima secuencia en H es la secuencia de fabricacio´n
de art´ıculos requerida.
El paso (1) del algoritmo anterior requiere alguna explicacio´n adicional.
Obviamente, cuanto ma´s ajustada sea la cota superior inicial B, menor sera´ el
nu´mero de iteraciones del algoritmo principal. Un procedimiento para calcu-
lar una buena cota superior inicial viene descrito en el Ape´ndice A, mientras
en el paso (3) anterior se puede comprobar la existencia de un circuito Ha-
miltoniano en el grafo GB usando el algoritmo de los mu´ltiples caminos visto
en una seccio´n anterior.
28 CAPI´TULO 2. EL PROBLEMA DEL CIRCUITO HAMILTONIANO
Cap´ıtulo 3
Me´todos de Ramificacio´n y
Acotacio´n
3.1. Introduccio´n
El origen de la idea del me´todo de ramificacio´n y acotacio´n comienza con
el trabajo de Dantzig, Fulkerson y Johnson [13, 14] sobre el TSP. En algu´n
sentido el TSP ha servido como un campo de prueba para el desarrollo de
me´todos resolutivos para la optimizacio´n discreta. El te´rmino ramificacio´n
y acotacio´n fue acun˜ado por Little, Murty, Sweeny y Karel (1963) [49] en
conjuncio´n con su algoritmo del TSP.
Los me´todos enumerativos (ramificacio´n y acotacio´n) resuelven un pro-
blema de optimizacio´n discreta rompiendo su conjunto factible en pequen˜os
subconjuntos, calculando cotas del valor de la funcio´n objetiva en cada sub-
conjunto que se crea, para usarlos en descartar ciertos subconjuntos en futu-
ras consideraciones. Las cotas son obtenidas reemplazando el problema por
un subconjunto dado con un problema (relajado) ma´s sencillo. El proceso
termina cuando cada subconjunto ha producido una solucio´n factible o no se
ha encontrado una mejor que la que ya se ten´ıa. La mejor solucio´n encontra-
da durante el proceso es un o´ptimo global.
Para cualquier problema P, denotamos por v(P ) el valor de una solucio´n
o´ptima del propio P. Los ingredientes principales de cualquier procedimiento
de ramificacio´n y acotacio´n para un problema de optimizacio´n discreta P de
la forma min{f(x) | x ∈ S} son:
(i) una relajacio´n de P, i.e. un problema R de la forma min{g(x) | x ∈ T},
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tal que S ⊆ T y para todo x, y ∈ S, f(x) < f(y) implica g(x) < g(y);
(ii) una regla de separacio´n o ramificacio´n, i.e. una regla para romper
el conjunto factible Si del correspondiente subproblema Pi en subconjuntos
Si1, ..., Siq, tal que
⋃q
j=1 Sij = Si;
(iii) un procedimiento para la cota inferior, i.e. uno para encontrar (o
aproximar inferiormente) v(Ri) para el problema relajado Ri de cada sub-
problema Pi;
(iv) una regla de seleccio´n de subproblema, i.e. una regla para elegir el
siguiente problema en proceder.
Otros ingredientes que no siempre esta´n presentes pero son u´tiles ser´ıan:
(v) un proceso para la cota superior, i.e. uno para encontrar soluciones
factibles de P;
(vi) un proceso de pruebas, i.e. uno para usar las implicaciones lo´gicas de
las restricciones y las cotas para arreglar los valores de algunas variables o
para descartar el problema completo.
Como el apartado ma´s importante es (i), clasificaremos los me´todos de
ramificacio´n y acotacio´n para el TSP de acuerdo a la relajacio´n que utilizan.
La formulacio´n de programacio´n entera del TSP a la que nos referiremos al
discutir los diversos me´todos de resolucio´n esta´ definido en un grafo dirigido
completo G = (V,A) en n ve´rtices, con conjunto de ve´rtices V = {1, ..., n},
conjunto de aristas A = {(i, j) | i, j = 1, ..., n} y costes no negativos cij
asociados. El hecho de que G sea completo no implica restriccio´n, ya que
a las aristas que queramos ignorar podemos asignarles el coste cij = ∞. El









xij = 1, i ∈ V, (3.2)
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xij ≤ |S| − 1, ∀S ⊂ V, S 6= ∅, (3.4)
xij = 0, 1; i, j ∈ V, (3.5)
donde xij = 1 si la arista (i,j) esta´ en la solucio´n, xij = 0 en caso contrario.






xij ≥ 1, ∀S ⊂ V, S 6= ∅ (3.6)
Un caso importante es el TSP sime´trico, en el que cij = cji, para todo i, j.
El TSP sime´trico puede definirse en un grafo completo no dirigido G=(V,E)
en n ve´rtices, con conjunto de ve´rtices V, conjunto de aristas E y costes















xij ≤ |S| − 1, ∀S ⊂ V, S 6= ∅, (3.9)
xij = 0, 1; i, j ∈ V, j > i, (3.10)











xij ≥ 2, ∀S ⊂ V, S 6= ∅ (3.11)
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A continuacio´n mostramos el esquema de dos versiones de un procedi-
miento de ramificacio´n y acotacio´n para el TSP. Antes de usar alguna de
estas versiones, hay que elegir una relajacio´n R del TSP. Ambas versiones
llevan una serie de subproblemas. Se diferencian en que la versio´n 1 resuel-
ve un subproblema (relajado) Rk solo cuando el nodo k es seleccionado y
eliminado de la lista, mientras que la versio´n 2 resuelve cada subproblema
(relajado) en cuanto se crea, i.e. antes de an˜adirlo a la lista. A pesar de que
todos los procedimientos de ramificacio´n y acotacio´n usados en la pra´ctica
difieren entre s´ı en muchos detalles, todos ellos pueden verse como variantes
de una de estas dos versiones.
Me´todo de ramificacio´n y acotacio´n para el TSP
Versio´n 1
1. (Inicializacio´n) Poner el TSP en la lista (de subproblemas activos). Ini-
cializar la cota superior en U =∞
2. (Seleccio´n de subproblema) Si la lista es vac´ıa, stop: el ciclo asociado a U
es o´ptimo (o, si U =∞, TSP no tiene solucio´n). En caso contrario, elige
un subproblema TSPi, de acuerdo a la regla de seleccio´n de subproblema
y elimina TSPi de la lista.
3. (Cota inferior) Resolver la relajacio´n Ri del TSPi o acotar por abajo
v(Ri) siendo Li el valor obtenido.
Si Li ≥ U , volver al paso (2).
Si Li < U y la solucio´n define un ciclo para el TSP, almacenarlo en el
lugar del mejor ciclo anterior, hacer U ← Li, e ir al paso (5).
(Ahora, Li < U y la solucio´n no define un ciclo).
4. (Cota superior: opcional) Usar un heur´ıstico para encontrar un ciclo para
TSP. Si se encuentra uno mejor que el actual, reemplazarlo por el u´ltimo
y actualizar U.
5. (Reduccio´n: opcional) Eliminar del grafo del TSPi todos los arcos cuya
inclusio´n en un ciclo aumentar´ıa su valor sobre U.
6. (Ramificacio´n) Aplicar la regla de ramificacio´n a TSPi, i.e. generar nuevos
subproblemas TSPi1, ..., TSPiq, coloca´ndolos en la lista, e ir al paso (2).
Versio´n 2.
1. (Inicializacio´n) Como en la versio´n 1, pero resolviendo R antes de colocar
TSP en la lista.
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2. (Seleccio´n de subproblema) Igual que en la versio´n 1.
3. (Cota superior: opcional) Igual que el paso (4) en la versio´n 1.
4. (Reduccio´n: opcional) Igual que el paso (5) en la versio´n 1.
5. (Ramificacio´n) Usar la regla de ramificacio´n para definir el conjunto de
subproblemas TSPi1, ..., TSPiq que se generara´n por el subproblema actual
TSPi.
6. (Cota inferior) Si todos los subproblemas que se generara´n por TSPi de
acuerdo a la regla de ramificacio´n ya han sido generados, ve al paso (2).
En caso contrario, genera el siguiente subproblema TSPij definido por
la regla de ramificacio´n, resuelve la relajacio´n Rij del TSPij o acota por
abajo v(Rij) siendo Lij el valor obtenido.
Si Lij ≥ U , repite el paso (6).
Si Lij < U y la solucio´n define un ciclo para el TSP, se almacena en lugar
del mejor ciclo anterior, hacer U ← Lij, y repetir el paso (6).
Si Lij < U y la solucio´n no define un ciclo, coloca TSPij en la lista y
repite el paso (6).
En ambas versiones, el procedimiento puede ser representado por un a´rbol
enraizado cuyos nodos corresponden a los subproblemas generados, con el no-
do ra´ız correspondiendo al problema original y los nudos sucesivos de un nodo
i dado asociado con TSPi corresponden a los subproblemas TSPi1, ..., TSPiq
definidos por la regla de ramificacio´n.
Es fa´cil ver que bajo hipo´tesis leves de la regla de ramificacio´n y la rela-
jacio´n usada, ambas versiones del proceso anterior son finitas.
Ahora discutiremos varias especializaciones del proceso mostrado ante-
riormente, clasificadas segu´n la relajacio´n usada. Cuando evaluamos y com-
paramos varias relajaciones, uno debe tener en cuenta que una buena rela-
jacio´n es una que: (i) de una cota inferior fuerte, i.e. produce una pequen˜a
diferencia v(TSP )− v(R); y (ii) sea fa´cil de resolver. Naturalmente, son ob-
jetivos dif´ıciles generalmente.
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3.2. El problema de asignacio´n con la funcio´n
coste del TSP
La relajacio´n ma´s sencilla del TSP, histo´ricamente la primera en usar-
se, es el problema obtenido de la formulacio´n de programacio´n entera (3.1),
(3.2), (3.3), (3.4), (3.5) eliminando las restricciones (3.4), i.e. el problema de
asignacio´n (PA) con la misma funcio´n coste que el TSP. Fue usada, entre
otros, por Eastman [17], Little, Murty, Sweeney y Karel [49] o Shapiro [61].
Una asignacio´n (i.e., una solucio´n para el PA) es la unio´n de ciclos di-
rigidos, por lo tanto un tour o conjunto de subtours. Hay n! asignaciones
distintas, de las cuales (n−1)! son tours. Por lo tanto, de media, una de cada
n asignaciones es un tour. Adema´s, en el contexto actual, solo son interesantes
las asignaciones que no tienen elementos diagonales (i.e., satisfacen xii = 0,
i = 1, . . . , n) y el nu´mero de ello es n!/e redondeado al entero ma´s pro´ximo,
i.e. bn!/e + 1/2c. Por lo tanto en media, una en cada n/e asignaciones ’sin
diagonal’ es un tour. Esta frecuencia relativamente alta de tours en las asig-
naciones sugiere que v(PA) es probable que sea una gran cota en v(TSP ),
y la experiencia computacional apoya esa teor´ıa. Para comprobar co´mo de
buena es una cota para problemas generados aleatoriamente, se realizo´ el
siguiente experimento [45]. Se generaron 400 problemas con 50 ≤ n ≤ 250,
con costes generados aleatoriamente de una distribucio´n uniforme de los en-
teros en los intervalos [1,100] y [1,1000], resolviendo tanto el PA como el
TSP. Se encontro´ que de media v(PA) fue el 99,2 % de v(TSP ). Ma´s alla´,
se descubrio´ que la cota mejora con el taman˜o del problema, para problemas
con 50 ≤ n ≤ 150 y 150 ≤ n ≤ 250 los resultados fueron 98.8 % y 99.6 %
respectivamente.
El PA puede resolverse con el me´todo Hu´ngaro en como mucho O(n3)
pasos (Kuhn [41], Christofides [8], Lawler [44]). Los problemas de asignacio´n
PAi que se resuelven en cada nodo del a´rbol de bu´squeda difieren del proble-
ma de asignacio´n inicial PA en esos arcos que se han excluido, mientras que
otros arcos se han incluido en la solucio´n. Estas modificaciones no presentan
dificultad. Debido a que el me´todo Hu´ngaro produce a cada iteracio´n una
cota inferior de v(PA), el proceso de resolucio´n de un subproblema puede
pararse en cuanto la cota inferior coincida con la superior U. En el caso t´ıpico,
el problema de asignacio´n PAj resuelto en el nodo j del a´rbol de bu´squeda
difiere del problema PAi resuelto en el nodo i solo en el arco que pertenece
a la solucio´n o´ptima de PAi y ha sido excluido de la solucio´n de PAj y po-
siblemente otros arcos son necesarios para mantener la misma posicio´n con
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respecto a la solucio´n de PAj que tiene con respecto a esa de PAi. Cuando
ocurra este caso, el problema PAj puede resolverse con el me´todo Hu´ngaro
empezando por la solucio´n o´ptima del problema en el nodo en a lo sumo
O(n2) pasos.
Esta cota inferior v(PA) puede ser mejorada an˜adiendo una penalizacio´n.
Puede ser calculada como el mı´nimo crecimiento en la funcio´n objetivo cau-
sado por el primer p´ıvot simplex que elimina algu´n arco de la solucio´n o por
la primera iteracio´n del me´todo Hu´ngaro. Es ma´s, el arco que debe incluirse
en la solucio´n por el p´ıvot puede ser restringido por algu´n subtour de la so-
lucio´n del PA. La experiencia computacional indica, de todas formas, que el
impacto de esa penalizacio´n tiende a decrecer con el taman˜o del problema y
es despreciable siempre excepto en pequen˜os problemas. En el experimento
computacional con los 400 problemas generados aleatoriamente, an˜adir una
penalizacio´n a v(PA) aumenta el valor de la cota inferior un 0.03 % de media,
de 99.2 % a 99.23 % del v(TSP ).
3.2.1. Reglas de ramificacio´n
Evaluando las ventajas y las desventajas de las diferentes reglas de rami-
ficacio´n deber´ıamos tener en cuenta que el objetivo u´ltimo es resolver el TSP
con el menor nu´mero de subproblemas posible. Por tanto, una buena regla
de ramificacio´n es una que (a) genera pocos sucesores de un nodo del a´rbol
de bu´squeda y (b) genera subproblemas fuertemente restrictivos, i.e. excluye
muchas soluciones de cada subproblema. Estos criterios normalmente se en-
frentan y los me´ritos de las reglas dependen de la compensacio´n.
Discutiremos las diversas reglas de ramificacio´n en te´rminos de conjuntos
de arcos Ek e Ik excluidos e incluidos, respectivamente, en la solucio´n del
subproblema k. El s´ımbolo k es en general una notacio´n que indica la ascen-
dencia de cada subproblema, es decir, si k = (pqr), entonces el subproblema
k es el sucesor nu´mero r de (pq), que sucesivamente es el sucesor nu´mero q
de p. En te´rminos de las variables xij, la interpretacio´n de los conjuntos Ek
y Ik es que el subproblema k esta´ definido por las condiciones
xij =
{
0, (i, j) ∈ Ek
1, (i, j) ∈ Ik (3.12)
adema´s de las restricciones del problema principal. Por tanto la relajacio´n
del subproblema k viene dada por (3.12) junto a (3.1), (3.2) y (3.4).
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Regla de ramificacio´n 1. (Little, Murty, Sweeney y Karel, 1963 [49])
Dado el correspondiente subproblema relajado PAk y sus costes reducidos
cˆ = cij − ui − vj, donde ui y vj son variables o´ptimas duales, para cada arco
(i,j) tal que cˆ = 0 definir la penalizacio´n
pij = min{cˆih : h ∈ V − {j}}+min{cˆ : h ∈ V − {i}} (3.13)
y elegir (r, s) ∈ A− Ek ∪ Ik tal que
prs = max{pij : cˆij = 0} (3.14)
Entonces generar dos sucesores del nodo k, nodos k1 y k2, definiendo
Ek1 = Ek ∪ {(r, s)}, Ik1 = Ik (3.15)
y
Ek2 = Ek, Ik2 = Ik ∪ {(r, s)} (3.16)
Esta regla no usa la estructura especial del TSP y tiene la desventaja de
que deja la solucio´n o´ptima para PAk factible para PAk2.
Las reglas siguientes esta´n basadas en disyunciones derivadas de las inecua-
ciones de eliminacio´n de subtours del problema original.
Regla de ramificacio´n 2. (Eastman, 1958 [17]; Shapiro, 1966 [61]) Sea
xk la solucio´n o´ptima del subproblema relajado actual PAk y sea AS =
{(i1, i2), . . . , (it, i1)} el conjunto de arcos del subtour de xk con cardinal mı´ni-
mo, implicando el conjunto de ve´rtices S = {ii, . . . , it}. La restriccio´n (3.4)
para S implica la inecuacio´n ∑
(i,j)∈AS
xij ≤ |S| − 1 (3.17)
Sin pe´rdida de generalidad, asumimos AS − Ik = {(i1, i2), . . . , (is, is+1)},
con s ≤ t. Entonces (3.17) implica
xiii2 = 0 ∨ · · · ∨ xisis+1 = 0 (3.18)
(donde s+ 1 se toma en mo´dulo t).
Generar s sucesores del nodo k, definidos por
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Ekr = Ek ∪ {(ir, ir+1)}
Ikr = Ik
}
r = 1, . . . , s (3.19)
Ahora xk es claramente no factible para todo PAkr, r = 1, . . . , s, y la
eleccio´n de un subtour ma´s corto para la ramificacio´n mantiene el nu´mero de
nodos sucesores pequen˜o. Au´n as´ı, la disyuncio´n (3.18) no define una parti-
cio´n del conjunto factible de PAk y, en consecuencia, los diferentes sucesores
de PAk podr´ıan tener soluciones en comu´n. Este defecto se remedia con la
siguiente regla, que difiere de la regla nu´mero 2 solo en que fortalece la dis-
yuncio´n (3.18) a una que defina una particio´n.
Regla de ramificacio´n 3. (Murty, 1968 [52]; Bellmore y Malone, 1971
[4]; Smith, Srinivasan y Thompson, 1977 [62]) La disyuncio´n (3.18) puede
ser fortalecida a
(xi1i2 = 0)∨ (xi1i2 = 1, xi2i3 = 0)∨ · · · ∨ (xi1i2 = · · · = xis−1is = 1, xisis+1 = 0)
(3.20)
y de la misma forma (3.19) puede reemplazarse por
Ekr = Ek ∪ {(ir, ir+1)}
Ikr = Ik ∪ {(i1, i2), . . . , (ir−1, ir)}
}
r = 1, . . . , s (3.21)
Una versio´n un poco diferente de la regla 3 es reemplazar el conjunto de
arcos AS de un subtour de cardinal mı´nimo con la de un nu´mero mı´nimo de
arcos libres.
Regla de ramificacio´n 4. (Bellmore y Malone, 1971 [4]) Sea xk y S defi-
nidas como antes. Las restricciones 3.6 implican la disyuncio´n
(xi1j = 0, j ∈ S) ∨ (xi2j = 0, j ∈ S) ∨ · · · ∨ (xisj = 0, j ∈ S) (3.22)
Generar t sucesores del nodo k, definidos por
Ekr = Ek ∪ {(ir, j) : j ∈ S}
Ikr = Ik
}
r = 1, . . . , t (3.23)
Al igual que en el caso de la 2, la regla 4 hace xk no factible para todos
los problemas sucesores de PAk, pero otra vez (3.22) no parte el conjunto
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factible de PAk. Ello se remedia con la siguiente regla, que difiere de la 4
solo en definir una particio´n.
Regla de ramificacio´n 5. (Garfinkel, 1973 [23]) La disyuncio´n (3.22) pue-
de ser fortalecida a
(xi1j = 0, j ∈ S) ∨ (xi1j = 0, j ∈ V − S;xi2j = 0, j ∈ S) ∨ . . .
∨(xirj = 0, j ∈ V − S, r = 1, . . . , t− 1;xitj = 0, j ∈ S)
(3.24)
y de la misma forma (3.23) se reemplaza por
Ekr = Ek ∪ {(ir, j) : j ∈ S} ∪ {(iq, j) : q = 1, . . . , r − 1, j ∈ V − S}
Ikr = Ik
(3.25)
Las reglas de ramificacio´n 2 y 4 (o sus variantes fortalecidas, reglas 3
y 5), basadas en las restricciones de eliminacio´n de subtours (3.17) y (3.6),
respectivamente, generan el mismo nu´mero de sucesores de un nodo k da-
do. Sin embargo, la regla basada en la inecuacio´n (3.6) genera subproblemas
ma´s estrictamente restringidos, i.e., excluye un mayor nu´mero de asignacio-
nes del conjunto factible de cada problema sucesor que la regla basada en
la inecuacio´n (3.17). En efecto, con |S| = k, obtenemos el siguiente resultado.
Teorema 1. (Bellmore y Malone, 1971 [4]) Cada inecuacio´n (3.17) elimina
b(n− k)!/e+ 1/2c asignaciones ’sin diagonal’, mientras que cada inecuacio´n
(3.6) elimina b(n− k)!/e+ 1/2c · bk!/e+ 1/2c asignaciones ’sin diagonal’.
Demostracio´n. Cada inecuacio´n (3.17) elimina aquellas asignaciones ’sin
diagonal’ que contengan el subtour con conjunto de arcos AS. Hay tantas
asignaciones de esa forma como asignaciones ’sin diagonal’ hay en el gra-
fo completo definido en el conjunto de ve´rtices V − S. Dicha cantidad es
b(n− k)!/e+ 1/2c.
Por otra parte, cada inecuacio´n (3.6) elimina aquellas asignaciones ’sin
diagonal’ que consisten en la unio´n de dos de esas asignaciones, una en el
grafo completo definido en S, la otra en el grafo completo definido en V −S.
Como el valor del u´ltimo es b(n−k)!/e+1/2c y el del primero es bk!/e+1/2c,
el nu´mero de asignaciones ’sin diagonal’ eliminadas por cada inecuacio´n (3.6)
es la enunciada en el teorema, q.e.d.
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3.3. El problema del 1-a´rbol con funcio´n ob-
jetiva lagrangiana
Esta relajacio´n fue usada por primera vez para el TSP por Held y Karp
[32, 33] y Christofides [6].
Consideremos el TSP sime´trico y el grafo completo no dirigido G = (V,E)
asociado. El problema de encontrar un subgrafo H de G con n aristas que
minimiza la funcio´n coste (3.7) es una relajacio´n del TSP sime´trico. Dicho
subgrafo H consiste en un a´rbol de expansio´n de G, ma´s una arista extra.
Podemos restringir H a la clase T de subgrafos del tipo anterior en donde
algu´n ve´rtice arbitrario de G, digamos ve´rtice 1, tiene grado 2 y esta´ contenido
en el u´nico ciclo de H. Por falta de un te´rmino mejor, los subgrafos de esta
clase T se llaman 1-a´rboles. Para ver que encontrar un 1-a´rbol que minimice
(3.7) es una relajacio´n del TSP, es suficiente con darse cuenta que el conjunto









xij ≥ 1, (3.26)




xij = n, (3.27)
∑
j∈V
x1j = 2 (3.28)
Aqu´ı (3.26) es una debilitacio´n de (3.11); (3.27) es la suma de todas las
ecuaciones (3.8) divididas entre 2; y (3.28) es la primera ecuacio´n (3.8).
El problema del 1-a´rbol de coste mı´nimo puede descomponerse en 2 pro-
blemas independientes:
(α) Encontrar un a´rbol de expansio´n de coste mı´nimo en G− {1};
(β) Encontrar las dos aristas de coste mı´nimo entre aquellos incidentes
en G con el ve´rtice 1.
Las n − 2 aristas del a´rbol de expansio´n encontrados bajo (α), junto a
las dos aristas encontradas bajo (β), forman un 1-a´rbol de coste mı´nimo en G.
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Para resolver el problema (β) se requieren O(n) comparaciones, mientras
que el problema (α) puede resolverse eficientemente por los algoritmos de
Dijkstra [16] y Prim [56] de complejidad O(n2), o por el algoritmo de Krus-
kal [40] de complejidad O(|E|log|E|).
El nu´mero de 1-a´rboles en el grafo completo no dirigido G de n ve´rtices
puede calcularse de la siguiente forma: la cantidad de a´rboles de expansio´n
distintos en G− {1} es (n− 1)n−3 (fo´rmula de Cayley) y por cada a´rbol de





1-a´rboles distintos insertando dos aristas
que unen el ve´rtice 1 con el a´rbol. De esta forma el nu´mero de 1-a´rboles en G
es 1
2
(n− 2)(n− 1)n−2, que es bastante mayor que el nu´mero de soluciones del
PA. Como G tiene (n−1)! tours, el nu´mero medio de tours en los 1-a´rboles de
un grafo completo no dirigido es uno en cada 1
2
(n−2)(n−1)n−3/(n−2)!, por
lo tanto, el problema 1-a´rbol de mı´nimo coste con la misma funcio´n objetivo
del TSP es una relajacio´n de´bil del TSP. En el experimento computacional
anteriormente mencionado sobre 140 problemas sime´tricos generados aleato-
riamente se resolvieron los correspondientes problemas 1-a´rbol y encontramos
el valor de un 1-a´rbol o´ptimo que corresponda solo al 63 % de v(TSP ). De
todas formas, esta relajacio´n puede abordarse tomando las ecuaciones (3.8)
sobre la funcio´n objetivo en una forma Lagrangiana y maximizando el La-






























donde λ es un n-vector y X(T ) es el conjunto de vectores de incidencia
de los 1-a´rboles en G, i.e., el conjunto definido por (3.10), (3.26), (3.27) y
(3.28) es una relajacio´n Lagrangiana del TSP. De la u´ltima expresio´n en
(3.29) y el hecho de que X(T ) contiene todos los tours, es sencillo ver que
para cualquier λ, L(λ) ≤ v(TSP ). La relajacio´n Lagrangiana ma´s potente




El problema (3.30) es conocido como el dual Lagrangiano del TSP.
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(3.30) es una relajacio´n ma´s fuerte que el problema 1-a´rbol con la fun-
cio´n coste del TSP. En efecto, la experiencia computacional con problemas
generados aleatoriamente ha producido valores de L(λˆ) del 99 % del v(TSP )
de media, segu´n Christofides.
De todas formas, resolver (3.30) es mucho ma´s complicado que resolver
un problema 1-a´rbol. La funcio´n objetivo de (3.30), i.e. la funcio´n L(λ) de
(3.29), es lineal a trozos y co´ncava en λ. Held y Karp [33], quie´nes usaron por
primera vez (3.30) como una relajacio´n del TSP, probaron me´todos diferen-
tes y descubrieron que un proceso iterativo similar al me´todo de relajacio´n
de Agmon [1] y Motzkin y Schoenberg [51] era la mejor aproximacio´n a este
tipo de problema. El me´todo se convirtio´ en una referencia esta´ndar bajo el
nombre de optimizacio´n subgradiente, como resultado de su exitoso uso en
conjuncio´n con el TSP.
El me´todo de optimizacio´n subgradiente para resolver (3.30) comienza
con un λ = λ0 arbitrario (digamos el vector nulo) y en cada iteracio´n k
actualizamos λk como sigue. Encontrar L(λk), i.e. resolver el problema (3.29)
para λ = λk. Sea H(λk) el 1-a´rbol o´ptimo encontrado. Si H(λk) es un tour
o si v(H(λk)) ≥ U , paramos. En caso contrario, para i ∈ V , sea di el grado
del ve´rtice i en H(λk). Entonces el n-vector con componentes dki − 2, i ∈ V ,




k(dki − 2), i ∈ V, (3.31)
donde tk es la ”longitud de paso”definido por
tk = α(U − L(λk))/
∑
i∈V
(dki − 2)2 (3.32)
con 0 < α ≤ 2. Entonces hacer k ← k + 1 y repetir el procedimiento.
Se observa que el me´todo converge si
∑∞
k=1 t
k = ∞ y l´ımk→∞ tk = 0. Se
satisfacen estas condiciones si se empieza con α = 2 y se reduce perio´dica-
mente α en un factor.
Ejemplo. Consideremos el TSP sime´trico de ocho ciudades cuyo grafo se
muestra en la figura (3.1). Inicialmente U = 25, α = 2, λ0i = 0 para i =
1, . . . , 8. El 1-a´rbol o´ptimo, mostrado con l´ıneas sombreadas en la figura
(3.2), tiene L(λ0 = 21). En la iteracio´n 0 tenemos:
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Figura 3.1: Grafo inicial G = (V,E)
Figura 3.2: Grafo actualizado G = (V,E)
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d0i = (2, 2, 4, 1, 1, 3, 2, 1);
t0 = 2(25− 21)/8 = 1;
λ1i = (0, 0, 2,−1,−1, 1, 0,−1)




j) y el correspondiente
1-a´rbol o´ptimo, con L(λ1 = 24), se muestran en la figura (3.2).
Tenemos d1i = 2 para i = 1, . . . , 8; por lo que se ha encontrado un tour y
el procedimiento acaba.
Held y Karp [33] descubrieron que si λ0 se toma de forma que, en vez de
0, quede definido por
λ0i = −(ui + vi)/2, i ∈ V, (3.33)
donde (u, v) es una solucio´n o´ptima del dual del problema de asignacio´n
con costes cij = cji para todo i, j, entonces siempre tenemos v(H(λ
0)) ≥






























ya que v(PA) =
∑
i∈V (ui + vi) y cij − ui − vj ≥ 0, para todo i, j. Por
supuesto, es necesario resolver el PA previamente.
Volgenant y Jonker [64] usaron una fo´rmula actualizada para λk y una
expresio´n para tk distintas de (3.31) y (3.32), respectivamente. Tomaron tk
como un escalar positivo de acuerdo a:
tk+1 − 2tk + tk−1 = constante,







k(dki − 2) + 0,4tk(dk−1i − 2) en caso contrario.
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Ninguna de las versiones de estos me´todos de optimizacio´n subgradiente
garantizan resolver (3.30) en tiempo polinomial con cierto grado de exactitud
previsto. Au´n as´ı, las reglas de parada son tales que tras un cierto nu´mero
de iteraciones el proceso termina con una aproximacio´n λ, que proporciona
una (buena, en general) cota inferior de L(λˆ).
3.3.1. Reglas de ramificacio´n
Regla de ramificacio´n 6. (Held y Karp, 1971 [33]) En el nodo k, sean
las aristas libres en el correspondiente 1-a´rbol (i.e. aque´llos en E − Ek
⋃
Ik)
ordenadas de acuerdo a penalizaciones no crecientes y sean los primeros q
elementos de este conjunto ordenado J = {{i1, j1}, . . . , {iq, jq}, donde q se
especificara´ a continuacio´n. Definimos q nuevos nodos, k1, . . . , kq, como
Ikr = Ik ∪ {{ih, jh} : h = 1, . . . , r − 1}, r = 1, . . . , q,
Ekr = Ek ∪ {{ir, jr}}, r = 1, . . . , q − 1,
Ekq = Ek ∪ {{i, j} /∈ Ikq : i = p o j = p}.
Aqu´ı p ∈ V es tal que Ik contiene al menos una arista incidente con p,
mientras que Ikq contiene dos de esas aristas; q es el menor ı´ndice de una
arista en J para el cua´l existe un ve´rtice con las propiedades de p.
Esta regla divide el conjunto factible y hace infactible al correspondien-
te 1-a´rbol para cada uno de los nuevos subproblemas generados, aunque el
nu´mero q de los nuevos subproblemas suele ser mayor que el necesario.
Regla de ramificacio´n 7. (Smith y Thompson, 1977 [62]) Elegir un ve´rti-
ce i de G cuyo grado en el 1-a´rbol correspondiente no sea 2 y una arista {i, j}
de coste ma´ximo en el 1-a´rbol. Entonces generamos nuevos subproblemas de-
finidos por
Ek1 = Ek ∪ {{i, j}}, Ik1 = Ik,
Ek2 = Ek, Ik2 = Ik ∪ {{i, j}}. (3.34)
Esta regla genera solo dos sucesores en cada nodo k del a´rbol de bu´sque-
da, pero el mı´nimo 1-a´rbol en el subproblema k permanece factible para el
subproblema k2.
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Regla de ramificacio´n 8. (Volgenant y Jonker, 1982 [64]) Elegir un ve´rti-
ce i cuyo grado en el 1-a´rbol correspondiente sea mayor que 2 y 2 aristas libres
{i, j1}, {i, j2} en el 1-a´rbol. Generar tres nuevos subproblemas:
Ek1 = Ek ∪ {{i, j} : j /∈ {j1, j2}}, Ik1 = Ik ∪ {{i, j1}, {i, j2}},
Ek2 = Ek ∪ {{i, j2}}, Ik2 = Ik ∪ {{i, j1}},
Ek3 = Ek ∪ {{i, j1}}, Ik3 = Ik.
Si i es incidente con una arista en Ik, entonces no se genera el nodo k1.
Esta regla divide el conjunto factible y convierte al 1-a´rbol en el nodo k
en infactible para cada uno de los nodos sucesores, mientras que el nu´mero
de sucesores en cada nodo es como mucho tres.
Regla de ramificacio´n 9. (Gavish y Srikanth, 1983 [24]) Elegir una arista
{i, j} del correspondiente 1-a´rbol tal que la penalizacio´n de hacer xij = 1 sea
ma´xima (con reglas auxiliares para romper posibles lazos creados) y generar
dos nuevos subproblemas definidos por (3.34).
3.3.2. Extensio´n al TSP asime´trico
Las ideas ba´sicas de la relajacio´n 1-a´rbol del TSP sime´trico funcionan
en el caso asime´trico [32]; en e´l, el 1-a´rbol en un grafo no dirigido puede
reemplazarse por una 1-arborescencia en el grafo dirigidoG = (V,A), definido
como una arborescencia (a´rbol dirigido) con ra´ız en el ve´rtice 1, ma´s un arco
(i, 1) uniendo un ve´rtice i ∈ V −{1} al ve´rtice 1. Las restricciones que definen












son una relajacio´n del conjunto de restricciones (3.4), (3.5) y (3.6) del TSP.
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El problema de encontrar una 1-arborescencia de coste mı´nimo puede
descomponerse en dos problemas independientes, que son (α) encontrar una
arborescencia de coste mı´nimo en G con ra´ız en el ve´rtice 1, y (β) encontrar
un arco (i, 1) de coste mı´nimo en G. El problema (α) puede resolverse con
los algoritmos de tiempo polinomial de Edmonds [18] o Fulkerson [22], o por
el algoritmo de tiempo O(n2) de Tarjan [63].



























donde X(A ) es el conjunto de vectores incidentes de A , la familia de 1-
arborescencias en G. Una vez ma´s, la cota inferior ma´s fuerte de v(TSP )




y puede usarse optimizacio´n subgradiente para resolver el problema (3.35).
De todas formas, la experiencia computacional con esta relajacio´n muestra
que es inferior (para problemas asime´tricos) a la de la relajacio´n PA, incluso
cuando e´sta u´ltima usa la funcio´n objetivo original del TSP [45].
3.4. Ejemplo de TSP con me´todo de ramifi-
cacio´n.
Sea una instancia del TSP formada por 7 ciudades, cuyas distancias entre
ellas xij vienen determinadas en la tabla (3.1)
Resolvemos el problema de asignacio´n correspondiente utilizando el me´to-
do Hu´ngaro. Lo realizamos computacionalmente y obtenemos la solucio´n:
x12 = x21, x35 = x54 = x46 = x67 = x73 = 1, Z = 103.
Observamos que este recorrido contiene dos subcircuitos representados en
la figura (3.3)
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Desde/Hasta C. 1 C. 2 C. 3 C. 4 C. 5 C. 6 C. 7
Ciudad 1 3 93 13 33 9 57
Ciudad 2 4 77 42 21 16 34
Ciudad 3 45 17 36 16 28 25
Ciudad 4 39 90 80 56 7 91
Ciudad 5 28 46 88 33 25 57
Ciudad 6 3 88 18 46 92 7
Ciudad 7 44 26 33 27 84 39
Cuadro 3.1: Subproblema 1.
Figura 3.3: Subcircuitos del primer subproblema.
{1− 2− 1} y {3− 5− 4− 6− 7− 3}.
Por simplicidad, decidimos romper el subcircuito {1− 2− 1} en dos sub-
problemas:
•Subproblema 2: restricciones del subproblema 1 junto con x21 = 0.
•Subproblema 3: restricciones del subproblema 1 junto con x12 = 0.
Resolvemos primero el subproblema 2. Para ello, vamos a resolver el mis-
mo problema de asignacio´n, pero pondremos que la distancia del recorrido
de la Ciudad 2 a la Ciudad 1 es ∞ (o un nu´mero muy grande M ) para que
el me´todo de asignacio´n nunca escoja x21.
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El subproblema 2 quedara´ entonces como en la figura (3.2):
Desde/Hasta C. 1 C. 2 C. 3 C. 4 C. 5 C. 6 C. 7
Ciudad 1 3 93 13 33 9 57
Ciudad 2 M 77 42 21 16 34
Ciudad 3 45 17 36 16 28 25
Ciudad 4 39 90 80 56 7 91
Ciudad 5 28 46 88 33 25 57
Ciudad 6 3 88 18 46 92 7
Ciudad 7 44 26 33 27 84 39
Cuadro 3.2: Subproblema 2.
Al resolverlo, obtenemos la siguiente solucio´n:
x12 = x25 = x54 = x46 = x61 = 1, x37 = x73 = 1, Z = 125.
De la misma manera resolvemos el subproblema 3. Continuaremos ramifi-
cando (si es necesario) por el subproblema cuyo coste sea menor. Realizando
de igual forma el cambio en la matriz de costes que en el paso anterior,
obtenemos:
x14 = x46 = x67 = x73 = x35 = x52 = x21 = 1, Z = 126.
Hemos obtenido una solucio´n factible, pues no contiene subcircuitos, pe-
ro puede no ser la o´ptima, ya que el subproblema 2, ten´ıa un coste inferior
a Z = 126, luego tenemos que seguir ramificando este subproblema, o bien
hasta llegar a una solucio´n factible de coste menor o igual que 126, o bien
hasta que obtengamos ramas con coste mayor que este valor.
Seguimos por lo tanto ramificando el subproblema 2 cuya solucio´n tiene
dos subcircuitos:
{1− 2− 5− 4− 6− 1} y {3− 7− 3}.
De nuevo decidimos romper el subcircuito corto, {3−7−3}, y nos vuelven
a quedar dos subproblemas:
•Subproblema 4: restricciones del subproblema 2 junto con x37 = 0.
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•Subproblema 5: restricciones del subproblema 2 junto con x73 = 0.
Resolvemos el subproblema 4, poniendo en la matriz de costos del sub-
problema 2, la entrada c37 = M , con M un nu´mero muy grande. La solucio´n
de este nuevo problema de asignacio´n es:
x14 = x46 = x67 = x73 = x32 = x25 = x51 = 1, Z = 126.
Esta solucio´n es factible al no tener subcircuitos y, adema´s, tiene el mismo
valor objetivo que la solucio´n factible que hab´ıamos encontrado anteriormen-
te. Pero todav´ıa no podemos afirmar que Z = 126 sea el valor o´ptimo pues
au´n nos queda abierta la rama del subproblema 5.
En el subproblema 5, obtenemos la solucio´n:
x12 = x25 = x51 = 1, x37 = x74 = x46 = x63, Z = 129.
Como el coste total de este caso es mayor que 126, ninguna solucio´n que
venga de un subproblema de e´ste, podra´ ser o´ptima.
Como podemos observar, si ramificamos ma´s cualquiera de las hojas exis-
tentes, el coste total sera´ mayor que Z = 126, coste de una solucio´n factible.
Concluimos por tanto, que ambos recorridos obtenidos en los subproblemas
5 y 3, son soluciones o´ptimas del TSP propuesto.
En este ejemplo, hemos usado un algoritmo concreto para el problema
del viajante basado en en la ramificacio´n y acotacio´n. Sin embargo, no tiene
por que´ ser el ma´s eficiente.
3.5. Ejemplo de TSP con las provincias de
Andaluc´ıa.
Consideramos el grafo (3.4) con las provincias de Andaluc´ıa, conectadas
entre s´ı con sus correspondientes distancias. Aunque en la realidad las carre-
teras no unan las ciudades en l´ıneas rectas, hemos simplificado el problema
en dicho grafo.
Las distancias tomadas (en kilo´metros) son reales. Vamos a resumirlas en
la tabla (3.3)
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Figura 3.4: Grafo de las provincias de Andaluc´ıa.
Almer´ıa Ca´diz Co´rdoba Granada Huelva Jae´n Ma´laga Sevilla
Almer´ıa 484 332 160 516 228 219 422
Ca´diz 484 263 335 219 367 265 125
Co´rdoba 332 263 166 232 104 187 138
Granada 160 335 166 350 99 129 256
Huelva 516 219 232 350 336 313 94
Jae´n 228 367 104 99 336 209 242
Ma´laga 219 265 187 129 313 209 219
Sevilla 422 125 138 256 94 242 219
Cuadro 3.3: Distancias entre provincias de Andaluc´ıa.
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Supongamos que nos interesa recorrer un camino que una todas las capi-
tales de provincia de Andaluc´ıa, comenzando y acabando en la misma ciudad,
de forma que minimicemos los kilo´metros recorridos. Introducimos los datos
en el programa realizado por Xpress y obtenemos el siguiente resultado:
•La longitud total del recorrido es 1298 kilo´metros.
•La ruta a seguir ser´ıa: [’Granada’, ’Almer´ıa’, ’Ma´laga’, ’Ca´diz’, ’Sevilla’,
’Huelva’, ’Co´rdoba’, ’Jae´n’, ’Granada’ ].
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Ape´ndice A
Algoritmo para la seccio´n 2.5.1.
Mostremos un algoritmo para calcular una cota superior B del nu´mero
mı´nimo de restablecimientos de la instalacio´n requerido en el problema de la
seccio´n (2.5.1.), usado para iniciar el algoritmo de dicha seccio´n.
(1) ı´ndice ← 0, B ← 0.
(2) Establecer las etiquetas l(xi) = 0 ∀ xi ∈ X. Establecer p = 0.
(3) G = (X,A), elegir cualquier x0 ∈ X, establecer S = {x0}
(4) Si ı´ndice = 0, formar Sˆ = S ∪ Γ(S); si no, formar Sˆ = S ∪ Γ−1(S)
donde: Γ(xi) = {xj | (xi, xj) ∈ A} y Γ(S) =
⋃
xi∈S(Γ(xi))




(5) Si Sˆ = S ir al paso (6), si no p← p+ 1, l(xi)← p ∀ xi ∈ Sˆ − S, Sˆ ← S
y volver al paso (4).
(6) Hallar x ∈ {xi | l(xi) = p}.
(7) Si ı´ndice = 0 hallar un x′ ∈ {xi | l(xi) = p− 1 and (x′, x) ∈ A}.
en caso contrario: hallar un x′ ∈ {xi | l(xi) = p− 1 and (x, x′) ∈ A}
(8) X ← X − {x}, A← A− {(x, xi) | xi ∈ X} − {(xi, x) | xi ∈ X}.
Si x = {x0}, B ← B + 1 e ir al paso (13); si no, ir al paso (9).
(9) x← x′, p← p− 1. Si x′ = x0 ir al paso (10); si no, ir al paso (6).
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(10) Si ı´ndice = 0, ı´ndice ← 1 e ir al paso (2); si no, ir al paso (11).
(11) Si X = {x0}, B ← B + 1 e ir al paso (13); en caso contrario, ir al (12).
(12) ı´ndice ← 0, B ← B + 1.
X ← X − {x0}, A← A− {(x0, xi) | xi ∈ X} − {(xi, x0) | xi ∈ X}.
(13) Stop. B es la cota superior buscada.
El algoritmo requiere alguna explicacio´n. Cuando ı´ndice = 0 los caminos
hacia adelante se recorren a trave´s de los ve´rtices G empezando por el x0.
Estos caminos se recorren etiquetando con p los ve´rtices de G que requieran
p arcos para ser alcanzado desde x0 (Pasos 2, 3, 4 y 5). Cuando no se puede
ampliar ninguno de estos caminos, el algoritmo ejecuta los pasos 6, 7 y 8
que recorren el camino ma´s largo hacia atra´s hasta el ve´rtice x0 borrando del
grafo los ve´rtices (y sus arcos asociados) que se encuentran en el camino ma´s
largo. El paso (9) termina el proceso de eliminacio´n. El paso (10) hace volver
al algoritmo al principio con ı´ndice = 1 para comenzar a formar caminos
hacia atra´s, i.e caminos que acaban en x0. Una vez ma´s, el camino ma´s largo
que se encuentra, se elimina.
Los caminos hacia adelante y hacia atra´s ma´s largos (desde o hacia x0),
pueden considerarse conjuntamente como un u´nico camino que contiene a
x0. El nu´mero B (de secuencia de caminos necesarios), aumenta una unidad
en el paso (12) y el proceso sigue eligiendo otro ve´rtice x0 del grafo restante
para formar nuevas secuencias hacia adelante y hacia atra´s, etc. hasta que el
grafo se agota.
El valor final de B, que es el nu´mero de la secuencia de caminos usado
para borrar el grafo completamente (i.e. cubrir todos los ve´rtices) es entonces,
obviamente, una cota superior del nu´mero mı´nimo de secuencias necesarias
(i.e. el nu´mero mı´nimo de restablecimientos de la instalacio´n requeridos).
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