Introduction
Consider an ordinary linear di erential equation with rational functions as coe cients acts on R via (X ij ) ! (X ij )g for every g 2 GL(n; C ). We denote the image under g of any subset S R by S g . The di erential galois group of (D) is de ned by G = fg 2 GL(n; C ) j I g = Ig
It is an outstanding problem to nd an algorithm which, given (D), determines its di erential galois group G. For n = 1 the problem is not hard since we only have the possibilities G = C or G is a nite cyclic group of roots of unity. When n = 2 we have the algorithm of Kovacic Kov], which is now implemented in Maple. For n = 3 there is an algorithm by Singer and Ulmer SU] . Recently Compoint and Singer CS] managed to nd an algorithm which, in theory, works for completely reducible equations of any order n. We added the provision`in theory', since the amount of computation involved increases more than exponentially with n. Even for small values of n I would not recommend this algorithm for practical computations. However, CS] is the rst paper in which the existence of a general purpose algorithm is shown. There are two recent results which have made this algorithm possible. Firstly there is the very nice and surprising work of Compoint C], who gave a description of I in terms of the invariants under G in the ring C X ij ]. The second result consists of work by Van Hoeij and J.A. Weil HW] who gave an algorithm which, given (D) and any N, computes all invariants of degree N. It is the result of C] on which I like to elaborate. While studying this paper I found it hard to follow the author's argument since several vector spaces play a role at the same time and since the procedure of taking duals of vector spaces is abundantly used. In order to get a better grip on everything that happens in C] I reconstructed a proof of Compoint's main theorem which, at least to me, clari ed the ingredients and steps involved. It is the purpose of this note to present this proof, which basically follows Compoint's proof in a di erent language. Roughly speaking, Compoint's theorem states that I is generated over R by the invariants contained in I. More precisely, an invariant under G is an element P 2 R such that P g = P for every g 2 G. If, moreover, we have P 2 I we call P an invariant in I. We note that any invariant gives rise to an invariant in I as follows. The evaluation of an invariant P to P (y (i?1) j ) is xed by G, hence the evaluation equals an element f 2 C (z). So P ? f 2 I and P ? f is an invariant under G. Theorem 1.1 (E.Compoint) Let notation be as above and suppose G is a reductive group.
Then the ideal I is generated by the invariants it contains. Note that any invariant under G in R can be written as a C (z)-linear combination of Ginvariants from C X ij ; 1=W]. Secondly, since the ring of invariants under a reductive group is nitely generated we have the following immediate Corollary Corollary 1.2 let assumptions be as in Compoint's theorem. Let P 1 ; : : : ; P r be a set of generators for the C -algebra of G-invariants in R. Choose f 1 ; : : : ; f r 2 C (z) such that P i ?f i 2 I for i = 1; : : : ; r. Then I is generated over R by the P i ? f i where i = 1; : : : ; r.
2 The proof The group GL(n; C ) acts on the eld C (z; X ij ) by right action g : (X ij ) 7 ! (X ij )g for every g 2 GL(n; C ) or by left action g : (X ij ) 7 ! g t (X ij ). The left action of g on P 2 R is denoted by P 7 ! g P . The following Theorem is basic to everything that follows.
Theorem 2.1 Let r 2 C (z; X ij ). Suppose there is a one-dimensional character : GL(n; C ) ! C (z) such that r g = (g)r for every g 2 GL(n; C ). Then there exist 2 C (z) and N 2 N such that r = det(X ij ) N . One application is the following. Proposition 2.2 Let P 1 ; : : : ; P r 2 R and suppose they generate a C (z) vector space of dimension r. Suppose moreover that this vector space in stable under the right action of GL(n; C ).
Then there exist g 1 ; : : : ; g r 2 GL(n; C ) such that det( g i P j ) = det(X ij ) N for some 2 C (z) n f0g and N 2 N. In particular we may take g 1 = e, the identity element. 1 A By i we denote the determinant of the submatrix of P after deletion of the i-th column.
Without loss of generality we can assume s+1 6 = 0. We have trivially 1 P 1 ? 2 P 2 + + (?1) s s+1 P s+1 = 0 Note that for all i the quotient i = s+1 stays xed under the left action of GL(n; C ). Hence i = s+1 2 C (z). But this implies that P 1 ; : : : ; P s+1 are C (z)-linear dependent, contradicting our assumptions. So we conclude that s = r. Thus it follows that = det( g i P j ) i;j=1;:::;r 6 = 0. Moreover, there is a multiplicative character : GL(n; C ) ! C (z) such that g = (g) for all g 2 GL(n; C ). Hence = det(X ij ) N for some non-zero 2 C (z) and N 2 N. qed Proof of Compoint's theorem. Let P 2 I. We will show that P lies in the R-ideal generated by the invariants in I. Denote by P GL(n;C ) the C (z)-vector space < P g > g2GL(n;C) and by P G the vector space < P g > g2G . Suppose that P GL(n;C ) has dimension r and P G dimension t. Choose P 1 ; : : : ; P r such that P 1 = P , P G =< P 1 ; : : : ; P t > C(z) , P GL(n;C ) =< P 1 ; : : : ; P r > C(z) and such that < P t+1 ; : : : ; P r > C(z) is G-stable. The latter condition can be ful lled because G is a reductive group. Notice in particular that P 2 I implies P 1 ; : : : ; P t 2 I. According to our Proposition there exist g 1 = e; g 2 ; : : : ; g r 2 GL(n; C ) such that = det( g i P j ) i;j=1;:::;r = det(X ij ) N for some non-zero 2 C (z). Since det(X ij ) N 6 2 I we can be sure that t < r.
We now compute by expansion along its rst t columns. Denote for any ordered t-tuple J = fj 1 ; : : : ; j t g, P J = det( g j P l ) j2J;l=1;:::;t and let Q J be the co-subdeterminant of P J . Then = X i 1 < <it P i 1 ;:::;it Q i 1 ;:::;it :
Since 6 2 I there is a t-tuple K = fk 1 ; : : : ; k t g such that P K 6 2 I. Since P J 2 I whenever 1 2 J we can be sure that 1 6 2 K. Because < P 1 ; : : : ; P t > C(z) is right G-stable we see that there is a character : G ! C (z) such that P In particular there exists a non-zero f 2 C (z) such that P K Q K =W N ?f is a G-invariant lying in I. Let k 0 = 1; P 0 = P 1 = P . Denote by K(s) the sequence obtained from fk 0 ; k 1 ; : : : ; k t g by deletion of k s . In particular, K(0) = K. Note that the determinant det( g k i P j ) i;j=0;:::;t is zero because the two rst columns are equal. By expansion in its rst column we nd the trivial identity 0 = P P K(0) ? g k 1 P P K(1) + g k t P P K(t) : Note that we have now written ?fP as an R-linear combination of G-invariants in I. qed
