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Abstract
This thesis concerns a novel control framework of the Model Predictive
Control (MPC) - designated by attainable Set-MPC - type that seeks to
conciliate performance optimization and state feedback control under very
strict on-line computational constraints. The key novel idea that pervades
throughout the main contributions of the thesis consists in transferring very
substantial computational burden associated with the building blocks of the
conventional MPC scheme to the off-line stage, by taking advantage of the
time invariance of fundamental subsystems.
The challenges of controlling single AUV and formations of AUV systems
served as a key anchor to inspire, develop and illustrate the contributions of
the thesis. The main reasons to choose this class of applications are mani-
fold. The underwater environment is complex and poses tremendous chal-
lenges for the design of advanced data gathering systems. Space (required
for payload and other devices), and energy (required for the actuation,
sensing, computation, and communication) are at a premium and commu-
nications, typically merely acoustic, are difficult due to very low data rates,
unreliability and power hungry. This makes the case extremely efficient
management of onboard resources and this implies the need of optimization
in a context of a state feedback control.
The MPC framework suits these requirements. However, it suffers from
the drawback of requiring intensive computation - inherent to solving op-
timal control problems - in real-time. Hence, the relevance of the research
undertaken in this thesis.
Besides the necessary contextual items, notably the problem statement,
challenges analysis, and a directed and commented state-of-the-art review,
this thesis includes an in depth assessment of the application of conventional
MPC scheme to a simple AUV formation control scenario that encompassed
not only software simulation but also hardware-in-the-loop with field data
context.
Based on the assessment of the application of the conventional MPC scheme,
the AS-MPC scheme was developed. This requires the off-line computation
of the Attainable Set and of the system Value Function to be adapted
in the on-line context with a very small computational effort. Results on
asymptotic optimality, and asymptotic stability, required to formally ensure
the desired properties of the AS-MPC scheme were proved. Moreover, a
discussion on robustness and computational tractability and the migration
of some conclusions and results from conventional MPC schemes to the AS-
MPC scheme was included, giving rise to the Robust AS-MPC (RAS-MPC)
also developed in the context o this thesis. Given the complexity (even in
the off-line stage) of computing Attainable Sets and Value Functions, in this
thesis we proposed a novel approach to approximate these sets through a
cloud of points with the suitable properties.
Finally, given the hybrid - that is, discrete event and continuum-time driven
- nature of the envisaged class of systems, this thesis also includes an anal-
ysis of critical issues arising in this context. Now, even for the AS-MPC
scheme, there is a lot of on-line computational effort that cannot be trans-
ferred to the off-line stage. By resorting to well-established Process Systems
Engineering methodologies, an accurate as possible hybrid control system is
developed whose a priori decoupling of discrete-event and continuum time
components enables to represent the overall system through an hybrid au-
tomaton that will provide the controlled dynamics (in a hybrid systems
sense) to the AS-MPC (or, obviously, RAS-MPC). The resulting control
architecture is explained through illustrative examples related to motion
control and obstacle collision avoidance activities.
Finally, a number of conclusions and open issues that emerged from the
research effort underlying this thesis are presented and discussed.
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A man ought to read
j ust as his inclination leads him;
f or what he reads as a task
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Chapter 1
Introduction
This thesis concerns a novel Model Predictive Control (MPC) approach to address a
very general class of systems for which some sort of approximation to optimal control
strategies is of interest while satisfying constraints on available resources, such as,
time, space, power, computation, communications, sensing, among others, required to
perform the activities underlying their specified operations. In many instances, these
constraints can be so severe that either the performance requirements, or, even, the
viability of the operational success - accomplishment of the system’s purpose - of the
system require an optimized trade-off of the distribution of the resources consumption
among the multiple activities necessary for the system’s operation.
There is a long history of developments on MPC, (1). However, the tremendous
success has been achieved for systems whose requirements are not so hard. In general,
the dynamics of the system are very slow relatively to the computational speed, the
availability of data is not a major concern, and the power required for computation
is not an issue. In this thesis, we consider the development of MPC schemes for the
control problems of motion - navigation, guidance, and control - and of other activities
that exhibit requirements that contrast starkly with those of this “easy” scenario.
Given the current technological state-of-the-art, systems of networked Autonomous
Robotic Vehicles (ARVs), and, with particular emphasis for Autonomous Underwater
Vehicles (AUVs), fall in the class of systems for which it is extremely important to opti-
mize the consumption of on-board resources in order to ensure the value of the system’s
operation. Typically, this involves finding a trade-off between endurance, quality-of-
service or amount of gathered information, precision of navigation and motion control,
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and extent of communications for payload data transmission or required for navigation
and control activities underlying the system’s mission.
Thus, although this thesis focus on a general MPC scheme, we consider the single
or multiple AUV motion control problem as a paradigmatic general case study, that
has been addressed in works such as (2) and references therein, for the following main
reasons:
• It contains all the important the ingredients that serve as an inspiration and
motivation to develop the MPC approach satisfying very general requirements
encompassing a very wide range of applications.
• The fact that LSTS (http://lsts.fe.up.pt/) made available its infra-structure that
provides access to a rich operational experience with such systems, as well as the
potential to test the practical viability of the developed MPC approach.
• Systems based on the coordination of multiple AUVs and, possibly, also other
type of robotic vehicles and other systems constitute an extremely promising and
powerful source of inspiration for conceptual and applied developments that will
play a role in addressing the key challenges that human kind is facing today.
Before we pursue with the rationale of this thesis, let us dwell on the last motivation
item underlying AUV based systems. It is a fact that the marine environment is one
of the wealthiest sources of data necessary to understand and interact with most, if
not all, the natural phenomena underlying the extremely critical real world challenges
that human kind is perceiving today. Challenges associated with climate changes, bio-
diversity, environment, natural resources management, territory management, security
and surveillance, to name just a few, impose a number of increasingly sophisticated
requirements for field studies data gathering. Spatial and temporal distribution, per-
sistence, combination of wide area with local area data sampling, etc., are some of the
general requirements calling for a concerted instrumentation of the earth which encom-
passes fixed, mobile sensor platforms, and other devices networked as required by the
evolution and emergence of the needed knowledge. Moreover, one can easily devise
many instances of missions involving, possibly heterogeneous, networked unmanned
vehicles, say AUVs, or other ARVs, and a huge number of diverse devices, in which
2
there is the need to distribute different sensors by different vehicles that should move
in a certain formation defined to fulfill the specified data sampling requirements.
The huge difficulties involved in the extraction of data from marine environments
- communications, increasing pressure with depth, relative chemical and physical ag-
gressiveness - make it particularly important the design of devices that can execute
pre-planned missions or, even better, are endowed with some deliberative capabilities.
These are of utmost relevance due to the combination of high variability to be encoun-
tered and the extremely practical difficulty of human intervention during the execution
of missions. It is not hard to imagine the tremendous complexity that the design of
this class of systems entails.
In this thesis, we are just concerned with the small building block of designing
systems enabling the optimized motion control of one or more AUVs in the context
of the execution of complex missions. The nuclear idea on which the set of contri-
butions of this thesis relies consists essentially in de-conflicting requirements inherent
to the computational complexity generally associated with typical MPC schemes and
those associated with the satisfaction of very strict constraints on time, power, and
computation that emerges in the real-time running this class of marine systems.
The fact that typical MPC schemes involve solving an optimal control problem for
a relatively long planning horizon in each relatively small control time interval after the
state variable sampling, makes their computational complexity very high and difficult to
conciliate with real-time constraints. Even if reasonably simplified models are used, (2),
data has to be gathered - either by communication or by sampling sensed data -, and
several optimization problems - always involving a considerable number of variables and
of constraints -, have to be solved in a very short time interval to generate the control
signals to be applied to the actuators low level controllers in the short control time
horizon. Moreover, it is often the case that uncertainty has to be handled by running
estimation procedures on the available data. It is a significant challenge to ensure that
time constraints are met with a low power budget and with a typically small onboard
processor.
The key idea to tackle this challenge consists in, by taking advantage of time-
invariant data underlying the formulation of the involved optimization problems, com-
puting a priori (i.e., off-line) a number of, as comprehensive as possible, simple building
3
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blocks required for optimal or sub-optimal control synthesis as a function of a set of pa-
rameters associated with a satisfactory number of more likely typified on-line situations.
This, possibly large, amount of data is stored on onboard in appropriate look-up tables.
Then, the actual on-line control synthesis is performed by computing the parameter
values that take into account the sampled data to retrieve the best control values from
the look-up table. The scheme is such that the computation involved in the on-line
adaptivity requires several orders of magnitude smaller time and computational power
relatively to the conventional MPC schemes.
1.1 General challenges
The underwater milieu is a complex and difficult environment that poses tremendous
challenges for the design of advanced data gathering systems such as the one in which
the motion control and guidance systems envisaged in this thesis will play a role. Space
- required for payload and other devices -, and energy - required for the actuation,
sensing, computation, and communication - are at a premium and communications,
typically merely acoustic, are difficult due to very low data rates, unreliability and
high power budget. This makes the case for the careful management optimization of
onboard resources in their allocation to the various subsystems in order to perform the
activities to accomplish the mission objectives.
Moreover, hydrodynamic phenomena affects the vehicle performance. The precise
models are too complex from the computational point of view and needs to be approx-
imated by simpler concentrated parameter models. The price to pay for this is that
modeling becomes more difficult and uncertainty increases. Uncertainty is aggravated
by the impact of typical underwater perturbations which are significant and pervasive
in that they affect all the subsystems, specially those pertaining to navigation and
control.
Missions that need persistent spatial and temporal sampling of phenomena are of
key importance for ocean studies. For such missions, we need a set of sensors that can
sample the data as a given phenomenon develops which is dynamic in nature. To fulfill
the specific sampling requirements, a set of one or more AUVs and, possibly other
devices, must be deployed in the region of interest in order to move, communicate,
and perform payload activities in a coordinated fashion to achieve the mission goals in
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spite of the, often significant, multiple environmental disturbances and technological
constraints.
This requires the ability of controlling the robotic vehicles in such a way that spe-
cific, often complex, and, possibly varying in the course of the mission, space and time
position constraints are satisfied by one or more vehicles. Thus, a very versatile motion
control synthesis is required. Moreover, these requirements have to be satisfied while
optimizing on-board resources, notably, power consumption. This is a sophisticated
challenge since, depending on the mission specification, it is generally hard to formu-
late an optimization problem whose solution reflects the best trade-off of the available
power allocation to multiple activities: actuators, sensing (payload and navigation data
gathering), communication (payload and navigation data transmission and reception),
and information processing (payload, navigation and control). One should add the fact
that the system does not operate in a deterministic context. This means that, in order
to best achieve the mission goals, a substantial change in the policy for the usage of
on-board resources may take place depending on the occurrence of discrete events such
as device failures, unpredicted environment changes, as well as unexpected features of
the phenomenon of interest.
Clearly, the overall problem constitutes a formidable challenge. However, we will
focus on the isolated problem of motion control (at various levels of abstraction) as
it plays a key role in the overall system operation. The much simpler problem of
controlling the motion of an AUV or a set of AUVs during the execution of a mission in
a well defined context while optimizing the on-board resources poses in itself significant
challenges and constitutes a prime building block in the design of the overall system.
This is the main single challenge in which this thesis is focused.
1.2 Objectives
In this section, we start by describing the context in which the objectives of this thesis
will be stated.
In this thesis, we adopt the optimal control problem with both control constraints
and state constraints as the framework to formulate the general problem of controlling
the motion of a set of one or more AUVs to achieve the task of collecting spatial-
temporal data with certain geometric constraints between the measurements in coordi-
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nated fashion. State constraints can be quite versatile and reflect the possibility of not
only considering, possibly time-varying, AUVs formation patterns, but also, including
collision avoidance with unmapped obstacles if a state feedback context is used.
As it was mentioned earlier, the operational environments of AUV systems are
usually plagued with uncertainty and high variability. This means that state feedback
control strategies should be adopted in order to take into account not only the state
of vehicle being controlled but also that of those with which it interacts as well as the
“state” of the environment. For this purpose, the control synthesis based on optimal
control is embedded in a receding horizon - the so called MPC - scheme in which the
pertinent fraction of the overall “state” is sampled at a certain points in time that will
be considered the initial state from which the optimal strategy is computed for the
next optimization horizon. Remark that the sequence of sampling times may depend
critically on the characteristics of the pertinent on-board sensors, and their specification
can be part of the closed loop control strategy.
Moreover, vehicle formations can be controlled through centralized or decentralized
controllers. The centralized controller requires the state information from the vehicles
to compute control inputs for the next time step. In ocean waters with low acoustic
bandwidth and delays it is not possible to achieve the information on demand. Hence,
decentralized controllers are preferred that can compute the desired control indepen-
dently with delayed information feedback arriving asynchronously from other vehicles.
This type of formation control problem is also referred as “leaderless formation control”
problem. In this approach, a group of autonomous vehicles travel along a predefined
trajectory while maintaining a desired spatial pattern and connectivity. Each vehicle
has its own onboard sensing, computation, and communication capabilities. When sub-
merged, the AUVs have, in general, limited communication capabilities, and, thus, not
all the global information is available to each one of them. The design of the overall
control system for each vehicle has to be based on the local information. Since no
leader is designated, all robots will have to coordinate with each other by relying on
some global consensus for a common goal achievement.
The three main classes of objectives of this thesis are as follows:
• Assessment of the conventional MPC scheme to control a formation of AUVs.
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Here, we consider not only the issues of computational complexity, and communi-
cations reliability but also their impact in the overall system performance which,
naturally, encompasses the AUVs navigation and control, for the cases of central-
ized, decentralized, and incorporation of obstacle collision avoidance schemes.
Computational complexity is of paramount importance. The limited on-board
computational resources coupled with the required sampling times leads to the
consideration of simple models. In Chapter 4, we consider discrete time lin-
earized models of the AUV dynamics since, in this case, the procedure to solve
the optimal control could be reduced to that of a large linear quadratic problem
for which there are extremely efficiently solvers which can be effectively solve
on-line the formulated optimization problems underlying the control synthesis.
On the other hand, difficulties in obtaining the desired performance are encoun-
tered when decentralized conventional MPC schemes are implemented. One of
the most important factor in decentralized formation control, particularly, in the
presence of unreliable communications is to have a very good AUV model. In
the absence of significant perturbations, this is important to generate accurate
trajectory predictions for formation control synthesis both in simulation and in
real-world experiments. The parameters of the models must be estimated using
parameter identification techniques. In this thesis, we devise a simplistic but
efficient approach in developing good models for underwater vehicles along with
parameter identification. With the devised model of the underwater vehicle, we
should develop a robust formation controller that can handle currents and de-
lays in feedback information about the state of other vehicles. Our approach in
dealing with this scenario is given in Chapter 4.
• Specification and investigation of an Attainable Set MPC scheme and issues in-
herent to its implementation.
This objective was motivated by the straightforward observation that for large
classes of time invariant systems, the conventional MPC schemes involve a quite
large number of repetitive computationally demanding optimization processes -
in which the integration of system dynamics has a significant role - in very simi-
lar circumstances with often irrelevant differences. These prompts the following
general pertinent question: why not to pre-compute the dynamics for a number
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of controls as a function of a certain number of parameters, store the results in a
look-up table, and, then recruit them in real-time according to the prevailing con-
ditions determined by sensed or communicated data in order to take into account
these small perturbations?
The proposed Attainable Set implementation of the MPC scheme is based on
the assumption that the vehicle dynamics are time-invariant. The basic idea
is to replace the procedure of solving the optimal control problem - which in
continuum time is infinite dimensional - by an a priori much simpler problem in
which, at each step the equivalent to the overall cost functional provided by the
Value Function is optimized on the set of points of the state space that can be
attained at the final time of the control horizon. Both the Attainable Set and the
Value Function are, then “adjusted” in real-time according to the received data
(navigation-pertinent, and payload events of interest) in the course of the mission
execution.
• Integration of the Attainable Set implementation of the MPC scheme in a Control
Architecture.
In the previous item, the real-time “adjustment” of the pre-computed Attainable
Set and Value Function were considered merely in the context of small pertur-
bations. Thus, the natural question arises: if unexpected events with a very
significant impact in the system behaviour occur, is the proposed MPC scheme
still useful in efficiently determining near optimal control strategies?
The answer is positive by considering a hybrid model for the dynamics in which
the multiple - reasonably exhaustive - typified modes of operation are included.
These might imply different navigation schemes and/or controllers (e.g., sensor-
based motion, a denser set of way-points, control in position or in velocity, etc.),
changes in the formation configuration, etc.. It is shown that, although higher
than that of the previous item, under a reasonable circumstances, the on-line
computational burden associated with the online “adjustment” of the Attainable
Set and the Value Function is still manageable by the on-board computational
resources.
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1.3 Approach
Obviously, different approaches were adopted in order to pursue the objectives of this
thesis stated above.
In order to assess the performance and limitations of the conventional MPC scheme
to control a formation of AUVs, the following approaches were considered and associ-
ated activities were undertaken:
1) Characterization of formation control challenges and problem formulation, in-
cluding natural and technological constraints and specification of requirements.
This leads to the identification of design challenges and constraints (control, com-
putation, communications) to be dealt with by the overall control design.
2) Examination of the current state-of-the-art results and technologies in control that
best meet the identified challenges, and investigation of further developments, at
both the scientific and technological levels, required to enhance the performance
and to ensure the requirements of the overall system.
3) Development of a specific simulation framework to test the designed control sys-
tem. This will be used to assess the performance of the overall system but also
to fine tune the design in order to exploit all possible performance improvements
while meeting the desired targets.
4) Migration of the designed control system from the simulation context to the
AUVs’ systems in such a way as to take into account the vehicle specific features
as well as the integration of the control system in the control architecture. Testing
of the control system in four scenarios of incremental complexity.
In the formation control literature, there are wide variety of control approaches
that can be used to achieve and maintain the desired formation. A brief outline of the
current state of the art on formation control is given in Chapter 2. Since the MPC
method to design the formation controller will be used in this thesis, a special attention
is paid to this class of controllers.
The MPC methodology allows one to control a dynamic system by combining pre-
diction and control. The plant model provides the trajectory prediction for a control
function computed to ensure the desired performance. Then, this control is applied
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during a predetermined period of time, and, once this period elapsed, the state of the
system is sampled and the actual state is compared with the predicted one. At this
point in time a new control strategy is computed in order to compensate for the de-
tected “error” in order to achieve the desired objectives while respecting the plant’s
constraints. Such constraints include the actuators physical limits and boundaries of
safe operation. Due to this prediction and control phenomena, it suits the AUV forma-
tion control problem as this problem has delays in acquiring state information about
other vehicles. During this delayed period, the AUV can predict the potential trajectory
of the neighbors and generate the desired control trajectory. Details on the formula-
tion of the MPC problem and its advancements to reduce computational overhead using
Attainable Sets1 is the core contribution of this thesis.
In what concerns the “Specification and investigation of an Attainable Set imple-
mentation of the MPC scheme”, the ingredients of the overall approach involves the
following items:
1 Equivalence between the conventional Optimal Control Problem (OCP) and a
certain Finite Dimensional Nonlinear Optimization Problem (FDNOP).
2 Efficient approximations of the Attainable Set and of the Value Function for a
given Optimal Control Problem.
3 A simple reformulation of the conventional MPC scheme as a time sequence of
certain FDNOPs.
4 Investigation of the properties of the scheme devised in the previous item.
5 A robust version of the scheme devised in item 3.
The first item requires that the data of the optimal control problem satisfies the
principle of optimality. That is, at any point (t, x) ∈ [t0,∞)× IRn, the Value Function
can be obtained by solving the Hamilton-Jacobi-Bellman equation. The huge computa-
tional complexity in solving this equation is well-known. However, these computations
are performed off-line and, moreover, the associated burden can be further mitigated by
1Some works in this area make no distinction between Attainable Sets and Reachable Sets. Even
though the term Reachable Set was used in previous publications related to this work, we actually
mean Attainable Sets.
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a proper choice of simplified models adapted to the specific modes of operation. For the
reader unfamiliar with these concepts, and how the associated objects can b computed
and handle, we point out to chapter 5 of this thesis, where specialized references will
be indicated. We remark that the essence of the concepts, constructions, and imple-
mentations associated with these objects is independent of whether a single vehicle or
an, either centralized or decentralized, formation of vehicles are being addressed. Of
course, the same does not happen to the case of the overall system control design.
In what concerns the “Integration of the Attainable Set implementation of the MPC
scheme in a Control Architecture”, the ingredients of the overall approach involves the
following items:
1 Discussion of issues inherent to the context in which the state of the system is
steered by both the usual continuum-time control strategies, and occurrence of
either controlled or uncontrolled discrete events. This prompts the formulation
of the mission execution control as a general control problem whose dynamics are
formalized by the so-called controlled hybrid dynamic systems. Hybrid Automa-
ton provides one of the most popular modelling framework.
2 The occurrence of unexpected significant events brings about the need to specify
a set of diverse various modes of operation - which may require different models,
constraints and performance measures - as well as the need to specify the various
events that trigger the transition from one mode operation to another.
3 It follows from the previous item, that significant “adjustments” are required
in both the Value Function and the Attainable Set for the different modes of
operation as well as to the on-line schemes the needed real-time adaptivity.
4 The implementation of the Attainable Set MPC encompasses the formulation of
optimal control problems whose dynamics are given by Controlled Hybrid Sys-
tems, and the new level of complexity requires the specification of a Control
Architecture to facilitate the implementation of the MPC scheme.
5 In a first instance, the previous item will be addressed in the context of a single
AUV, and, afterwards, it will be extended to the case of the hybrid systems
control of a formation of vehicles.
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1.4 Thesis contributions
The contributions of this thesis are solidly grounded in experimental work -being the
initial phase undertaken under the EU FP7 research project “C4C - Control for Coor-
dination”, FP7-ICT-223844.
1. Development of a conventional MPC distributed control test framework. This
encompassed also Modeling of AUV for parameter estimation and AUV formation
control with acoustic feedback. This work has been published in (2, 3, 4).
2. Design and development of an Attainable Set MPC (AS-MPC) scheme to deal
with computational complexity problem. This allows real-time requirements to
be fulfilled for some application. This work has been published in (5).
3. Design and development of RAS-MPC, a version of the AS-MPC scheme in the
previous item which is robust to low intensity but persistent perturbations. This
work has been published in (6).
4. Integration of the of the RAS-MPC in the control architecture by setting up a
hybrid RAS-MPC. This work has been published in (7, 8).
1.5 Organization of the thesis
This work is organized as follows. Chapter 2 discusses in detail the various ingredients
in the formulation of the AUV formation control problem and justify the options made
in the adopted formulation. Also an overview of the state-of-the-art on model predictive
control will be given in Chapter 3.
Since AUV models are, in general, extremely complex to obtain, and, then, to work
with, mainly in the real-time context, modeling simplification, and parameter identifi-
cation methods are discussed, being the more standard material placed in Appendix C.
Since different modes of operation require different models, the content of this chapter
will be useful to address the coordination problem arising in the MPC scheme imple-
mentation to control multiple vehicles.
The approach adopted to address the decentralized formation control problem is
presented in Chapter 4. This includes both the research issues being tackled, the
control framework design methods, as well as the systems engineering process leading
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to the future implementation of resulting formation control framework. All issues
about the migration of the simulated MPC framework to the real vehicles environment
is presented in Chapter 4. Several Hardware In the Loop (HIL) simulations and their
analysis are also included.
In Chapter 5, the Attainable Set formulation of MPC will be presented and dis-
cussed. This includes issues of asymptotic stability, optimality, robustness, and of
computational tractability. Results supporting the properties of several of the required
constructions will be presented and proved. Simulation results for both single and
multiple vehicle cases will be presented.
The main body of the thesis is closed in Chapter 7 with the main conclusions con-
cerning the implementation of the Attainable Set MPC control framework in general
and for AUVs in particular. A certain comparison with conventional MPC implemen-
tations will also be done, specially for AUV applications. Current open challenges and
prospective future work will also be discussed in this last chapter.
Finally some auxiliary conventional material will be included in the appendices.
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Chapter 2
Autonomous Underwater Vehicle
Formation Control Problem
2.1 Introduction
In this chapter, we start by presenting a formulation of a general problem of controlling
a formation of robotic vehicles in order to track a given path which might be pre-defined
or specified by another moving vehicle, and, then, we will focus on a survey on some
of the state-of-the-art on the control of formations of Autonomous Robotic Vehicles
(ARVs) with some emphasis placed in underwater vehicles (AUVs).
Before pursuing that, it is worth to discuss the reasons behind the increasing interest
in the control of multiple vehicles as well as, at least outlining, the wide variety of
approaches to address this general problem. This will be done in the next section.
Another reason to expose the diversity and complexity of issues arising in the control
of single and in multiple AUVs consists in strengthening the case for the full develop-
ment of the novel approach for the Attainable Set MPC schemes that will be presented
and discussed in Chapter 4.
2.2 Why multiple vehicle control problems and general
approaches
From the systemic point of view, it is clear that the degree of sophistication and diversity
of missions, reliability and robustness in their successful completion are clear advantages
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of multiple ARV systems relatively to single vehicle systems. Moreover, the overall
achievable performance - quality of service, execution time, robustness, effectiveness
and safety - in reaching the desired goal of multiple ARVs systems is much superior than
that of a single vehicle operating in the same environment under the same conditions.
Versatility in the execution enabled by task allocation, exchange of roles, distribution
of payload navigation devices among the various ARVs are some of the key reasons.
See (9, 10, 11, 12).
Systems of multiple ARVs may be of very diverse nature: heterogeneity (ground,
aerial, space, underwater, or marine surface vehicles as well as industrial manipula-
tors, biped, and exoskeletons), roles (homogeneous or heterogeneous), and interaction
relationships (leader-follower, leaderless, cooperative, coordinated, hierarchic or het-
erarchic). The classes of applications are also extremely diverse: surveillance (13),
exploration (14), communications, remote and in-situ data gathering: via satellite clus-
tering (15), networks of underwater autonomous vehicles (16, 17, 18, 19), aerial vehicles
and unmanned aerial vehicles (UAVs) (20, 21), (22), cooperative robot reconnaissance
(23), and manipulation cooperation (24). In such applications, multiple robots are
required to travel autonomously between different locations, while avoiding collisions
with static or dynamic obstacles and other robots, even physical faults occurred at
individual member of the team or communication between members of the team.
Approaches to the control of multiple ARVs can be organized in three grand classes:
centralized, decentralized, and mixed centralized-decentralized systems. In a central-
ized system, a powerful core unit makes decisions and communicates within the vehicles
in the team. This core unit can optimize vehicle coordination, accommodate individual
vehicle faults and monitor the accomplishment of the mission. However, it is possi-
ble that any faults in the core can facilitate a failure of the whole system. Moreover,
Centralized approaches do not scale well as formation size increases, do not utilize the
computational resources available on each vehicle, and incur in large communication
overhead. This is true even when the most advanced optimization solvers are used.
In the decentralized approach, which is in part inspired by the social aggregation
phenomena in birds and fish (25, 26), each vehicle can communicate and share in-
formation. Clearly, to extract the maximal capabilities from decentralized schemes,
more sophisticated control and communication schemes are required to overcome the
limitations of a priori allocation of specific tasks that limits considerably the overall
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potential performance. Decentralized systems optimize the allocation of resources, so
vehicle faults can also be overlooked, but this can result in a less efficient mission
outcome. Decentralized systems are less affected by computational and communication
bottlenecks, and they are more robust to the loss of individual member in the team than
the centralized ones. Other advantages in decentralized systems such as robustness to
single agent failures, scalability of the system, time constraints of applications, con-
straints on communication load, and computational power of the agents. System-level
cognitive operations, though, are much more difficult to implement in decentralized
systems.
Different architectures and strategies have been developed in either centralized or
decentralized methods in order to control and coordinate a multiple ARVs group. These
may be organized in the following - obviously non-disjoint - groups: behavior-based
(23, 27), virtual structure (21, 28, 29, 30), leader-follower (31, 32), graph-based (33)
and potential field approaches (34), and combinations of these in order to obtain the
desired requirements.
• Virtual Structure. The entire formation is treated as a single entity, and the
desired motion is assigned to the virtual structure that traces out the trajectory
for each member of the formation to follow. Behavior coordination for a group
of mobile robots in virtual structure approach is uncomplicated and that is the
advantage of this method. The disadvantage of the current virtual structure
implementation is the centralization, which leads a single point of failure for the
whole system. In (28) formation control ideas for multiple spacecraft using virtual
structure approach are presented.
• Behavior Based Methods. In this approach, several behaviors are available to
each robot and the final control is derived from a weighting of the relative im-
portance of each behavior, but there is lack of modeling for the subsystems or
robot surroundings. In (23), reactive behavior-based approach is introduced that
implement formations integrated with navigational behaviors to enable a robotic
team to reach navigational goals, avoid hazards and simultaneously remain in for-
mation. Lawton (27) presents a behavior-based approach to formation maneuvers
for groups of mobile robots. Complex formation maneuvers are decomposed into
a sequence of maneuvers between formation patterns. Hardware implementations
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illustrate the effectiveness of the proposed control strategies. However, it is not
easy to ensure the required group dynamics that guarantee the stability of the
whole system.
• Leader-Follower Approaches. In this approach, one of the robots is designated as
the leader, with the rest robots as followers. The follower robots need to position
themselves relative to the leader and to maintain a desired relative position with
respect to the leader. This method is characterized by simplicity and reliability.
In this method, there is no explicit feedback from the followers to the leader and
that is the disadvantage of this method.
• Artificial Potential. Artificial potentials define interaction control forces between
neighboring vehicles and are designed to enforce a desired inter-vehicle spacing
specifying the desired goals of the mission defined to the overall team of robots.
• Graph Theoretical Approaches. Graphs are mathematical structures that have
been long used to model pair-wise relations between objects from a certain col-
lection. A ”graph” in this context refers to a collection of vertices or ”nodes” -
each of which may correspond to a robot - and a collection of edges that connect
pairs of vertices that may define the type of interaction between robots. Some
research has been done on the coordination of multiple ARVs using graph theory.
• Intelligent Control. This approach is based on mimicking the way that the human
brain makes decisions by grouping similar objects together, and so creates faster
and more accurate response times in the decision making process. For some
classes of problems, this approach enables the simplification of the computations
underlying the controllers. In particular, it has distinct advantages in multiple
ARVs modeling, where multiple robots are moving along designated paths and
simultaneously being directed with rapid velocity changes.
2.3 General formation control problem
In this thesis, we will consider the context provided by the mathematical control theory
in order to formulate and design controllers for ARV systems. Moreover, we will focus
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on tools of dynamic systems and optimal control in order to support the synthesis of
control strategies for either single or multiple ARV systems.
Let us consider the path following problem for a formation of autonomous robotic
vehicles (ARVs) - each one modeled by the popular and simple unicycle - that operate
in a decentralized way. By this, we mean that each vehicle defines its own control action
only with its own navigation data and that from its neighbors in the context that the
whole set of vehicles constitute the vertices of a connected graph.
Consider a set of n ARVs (any type of autonomous robotic vehicles) moving on a
plane. For simplicity, we assume that each member has the same mechanical structure
and each ARV described by the following unicycle model in global coordinates:
x˙i = ui cos(θi)
y˙i = ui sin(θi)
θ˙i = ωi
(2.1)
where i = 1, 2, . . . , n.
We consider each of the n ARVs to be a vertex of a control graph G = (ν,E), with
in ν vertices and E denoting the set of edges. The pair (j, i) ∈ E is an edge of the
graph G if the state of ARV j is available to ARV i. For an undirected graph G with
n ARVs the adjacency matrix A = A(G) = (ai,j) is n×n, where ai,j = 1 if there is one
edge (j, i) ∈ E, otherwise ai,j = 0. Let Ni be a collection of neighbors of ARV i. The
desired geometric formation F is described by the set {(xˆi, yˆi) : i = 1, . . . , n} for ARV
i in global coordinates. The desired trajectory T for the formation group is described
by:
x˙d = ud cos(θd)
y˙d = yd sin(θd)
θ˙d = ωd
(2.2)
where (ud, ωd) are known functions of time. Our control problem is defined as follows.
Formation Tracking Control Problem: Design a controller for each ARV based on its
state and its neighbors’ states such that the group of ARVs comes into formation F
and the group of ARVs move along the desired trajectory T, i.e., design control laws
for systems (2.1) and (2.2) such that:
lim
t→∞
 xi − xjyi − yj
θi − θj
−
 xˆi − xˆjyˆi − yˆj
0
 = 0, i, j = 1..n, i 6= j, (2.3)
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and
lim
t→∞
1
n
n∑
i=1
([
xi
yi
]
−
[
xd
yd
])
= 0. (2.4)
There exists a wide body of literature that address the above formation control
problem. Different types of controller have been developed for various applications
that include spacecrafts, unmanned aerial vehicles (UAVs), AUVs, and ground robots.
The proposed specific solutions target the specific goals and the desired formation
requirements. In Section 2.4, we briefly describe several types of formation control
solutions depending on the type of vehicle and then focus on the development of a new
controller for AUVs in this thesis.
Let us note that, due to perturbations - large or small - conflicts between tracking
the planned trajectory and keeping the specified formation may arise in the motion of
the ARVs. In this case, it is natural that the control seeks the best trade-off between
these two goals by taking into account the specified performance measure. Another
important issue concerns the fact that in a decentralised structure, each vehicle does
not have full information of all other vehicles. Thus, the controller of each vehicle has
to generate signals to the actuators by taking into account only its own navigation
data, the one of its neighbors as well as the overall reference trajectory, in such a
way that the behaviors vehicles converge to the desired ones of the global formation.
The fact that, typically, uncertainties are significant and communications may fail,
the overall control synthesis requires the combination of the estimation of the pose of
multiples vehicles with the minimization of errors to desired formation pattern and to
the reference trajectory to be tracked. Moreover, the time taken by communications
and computation entails a delay that, as it is well known, constitutes a significant threat
to the overall stability of the system. Clearly, real-time constraints is an important issue
to take into account when devising such a control system.
2.4 Brief state-of-the-art on ARV formation control
Formation control of robotic systems has been subject of wide and intensive research
and has been applied to all types of vehicles and applications.
Spacecraft formation flying is required for applications like, monitoring of the Earth
and its surrounding atmosphere, geodesy, deep space imaging and exploration, and
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in-orbit servicing and maintenance of spacecraft. In these applications, spacecrafts
need to be in tight formation to enable vehicles to act together as a single platform.
Various types of controllers from non-linear control theory have been popular in this
domain. Kristiansen and Nicklasson (35) present a review of existing methods on
tight spacecraft formation flying that use state feedback. Lv et al., (36), developed a
backstepping controller which is robust to input constraints and parameter uncertainties
for spacecraft formation. Ren and Beard, (28), use virtual structure approach for
formation control. Breger et al., (37), developed MPC based formation controller with
sensing noise. Unlike the above approaches, Liang et al., (38), developed decentralized
coordinated attitude control laws using behavior-based control approach instead of
classical non-linear control techniques.
Several applications like search and rescue, agriculture coverage, security and patrol,
etc, that require robot formations have also been considered. Over the years, multiple
controllers have been synthesized for different applications considering non-holonomic
nature vehicles and its disturbances. One of the primary formation controller was
developed by Balch and Arkin, (39), where they use behavior based control to design
the goals that will allow the robots to achieve formation. Most of the other formation
control algorithms have been developed using leader-follower strategy. Consolini et
al., (40), present a leader-follower formations of nonholonomic mobile robots, where
the control inputs are forced to satisfy suitable constraints that restrict the set of
leader possible paths and admissible positions of the followers with respect to the
leader. Ghommam et al., (41), present a virtual structure control strategy for the
coordination of multiple mobile robots using unicycle model. Other types of formation
controllers using MPC and fast marching numerical methods to solve certain classes of
Hamilton-Jacobi partial differential equations have also been developed. Liang et al.,
(42), considers the problem of formation control and obstacle avoidance for a group of
nonholonomic mobile robots using MPC. Garrido et al., (43), present the application
of the Voronoi Fast Marching (VFM) method to path planning of mobile formation
robots. Martinez and Bricaire, (44), design a novel formation control strategy with
collision avoidance for point robots moving in the plane. The control law is based on
the design of attractive and repulsive vector fields which guarantee the non-existence of
undesired equilibria. Mastellone et al., (45), presents a feedback law using Lyapunov-
type analysis that guarantees collision avoidance and tracking of a reference trajectory
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for multiple nonholonomic robots maintaining a specific formation. Finally, (46), used
backstepping for the formation control of mobile robots in the presence of disturbance
uncertainties.
There are formations of UAVs which are different from that of ground robots and
spacecrafts: The team of UAVs are required to fly in unison with tight formation control
with tip to tip coverage for drag reduction that decreases fuel consumption. Also, this
kind of formation allows the team to be viewed as a single aircraft by radar systems,
(47). Several formation controller have been proposed by using adaptive control, (48),
leader-follower control strategies, (20, 49, 50), sliding mode based controller, (51), and
behavior based controller, (52).
Other proposed solutions include a nonlinear model predictive control (NMPC)
framework for collision-free formation flight controller design for unmanned aerial ve-
hicles, (53), being the formation flight controller designed in a distributed way, and
a NMPC for guidance of a fixed-wing UAV in precision deep stall landing, (54). We
also found applications of output-feedback MPC, (55), where the problem of two UAVs
tracking an evasive moving ground vehicle is solved, and a comprehensive framework
for the cooperative guidance of fleets of autonomous vehicles relying on MPC and ad-
dressing challenges as collision and obstacle avoidance, formation flying, and area ex-
ploration, (56). Deelopment of a path tracking model predictive control of a tilt-rotor
UAV carrying a suspended load can be found in (57), and a solution for formation con-
trol with collision avoidance for a multi-UAV system using a decentralized MPC and
consensus-based control is proposed in (58). The developed controllers allow the UAVs
to fly in a steady formation under wind disturbances. However, the robustness of these
controllers have not been field tested in the presence of significant communication per-
turbations. The formation control algorithms significantly rely on the communication
for information synchronization and any disturbances to the synchronization degrades
the performance of the formation controllers which is not taken care. The UAVs operate
in air where they do not face the delays which can significantly hamper the controller
performance, unlike the AUVs. Hence, these controllers cannot be directly used for
AUV applications.
A team of AUVs are required to tightly coordinate for different kinds of applications
as discussed above. A common method used for AUV formations are based on leader-
follower strategy, (59, 60, 61, 62). In this method, the leader is given the reference
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trajectory and the follower tracks the reference trajectory without having a knowledge
of the trajectory but by taking the leader position and the predetermined formation
constraints. There are other methods that typically use a decentralized controller by
considering the neighbors information and trajectory reference into account to feed the
ormation controllers. Jia and Li, (63), developed a potential function and behavior rules
to effectively control the AUV formation under uncertain environmental conditions with
obstacle avoidance. Yang and Zhang, (64), use Hamilton-Jacobi theory and geometric
reduction techniques for formation control. Yang and Gu, (65), develop a smooth
feedback control law using Lyapunov direct method to enable a stable formation and a
time varying smooth feedback control law using the integrator backstepping method is
designed to collaboratively moor the follower AUV to its desired docking position and
orientation with respect to the leader. Cui et al., (66), present a formation controller
that needs to maintain a fixed topology. They use an adaptive sliding variable structure
control to achieve the formation. In (67), the authors (Yan et al.) use a combination
of backstepping and Lyapunov method to derive the path following algorithm for each
AUV, and all AUVs share the path information to achieve the formation task. Shen et
al., (68, 69), uses MPC to solve path following control problems of a AUVs.
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Chapter 3
Model Predictive Control.
Applications for Autonomous
Underwater Vehicles
3.1 Introduction
As mentioned in the introduction, this thesis proposes an efficient approach to the opti-
mized control of a single or multiple ARVs. Moreover, the approach will be illustrated
in the context of AUVs chosen for two reasons: a) LSTS (http://lsts.fe.up.pt/) made
available an infra-structure allowing the characterization of the key challenges as well
as to assess the proposed framework, and b) constitutes a good representation of an
instance in which control often amounts to the optimization of onboard resources in
the presence of severe constraints and significant perturbations.
The need to synthesize optimal or near optimal control strategies in a context of very
diverse performance functionals and constraints of various types leads us to consider
optimal control problem based frameworks due to its huge versatility. Moreover, the
need to deal with both small and wide perturbations implies the need of considering
closed loop control schemes. Model Predictive Control (MPC), also known as Receding
Horizon Control (RHC), brings together these two key aspects of the control problem.
We would like to point out that this scheme might be considered in two quite
different perspectives: (a) optimization over a receding horizon, or (b) approximation
of an optimization over a given time horizon (possibly infinite) by a sequence of much
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shorter time horizon optimization problems. The later has been widely considered in
the literature and will be the one adopted here.
Thus, in this chapter, we start by outlining the general MPC scheme, and, then,
we present a sample of some of previous work using MPC schemes to control AUVs
and formation of AUVs. We emphasize that the literature on both these two general
topics is huge. Thus, we will focus in two main approaches to MPC as well as in
the overview of the key properties, notably, stability, robustness, and optimality. The
issues addressed in this exposition will serve as a basis for the research underlying their
transposition to the context of the novel Attainable Set MPC presented and discussed
in Chapter 5.
3.2 Description of a representative MPC scheme
MPC is a control scheme in which the control action for the current time subinterval
– the control horizon – is obtained, at each sampling instant, by solving on-line an
optimal control problem over a certain large time horizon – the prediction horizon –
with the state variable initialized at the current best estimate updated with the latest
sampled value. Once the optimization yields an optimal control sequence, the control
in the first control horizon of this sequence is applied to the plant. Then, once this
time period elapses, the process is re-iterated. Let t0 be the initial time, x0 denote the
associated initial state estimate, T is the prediction horizon for control optimization,
and ∆ is the control horizon. Thus, the MPC scheme is as follows:
1. Initialization. Let t0 be the current time and x0 denote the associated current
state estimate, and set up the initial parameters or conditions specifying T , ∆,
initial filter parameters (in case the sampled data requires filtering, initial control
for the recursive control optimization procedure, cost functional weights, model
parameter estimates, etc.
2. Sample the state variable at time t0 and generate the associate state estimate,
x0.
3. Compute the optimal control strategy, u∗, in the prediction horizon, i.e., [t0, t0 +
T ], by solving the optimal control problem (P ).
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4. Apply the obtained optimal control during the current control horizon, [t0, t0+∆].
5. Slide time by ∆, i.e., t0 = t0 + ∆, and adapt parameters and models as needed.
6. Goto step 2.
A number of variants to this scheme have been considered by enriching some of steps
with additional processing capabilities:
• For the networked systems implementation, the data obtained in step 2. might
consist of a composition of locally sampled data and data communicated from
other vehicles or subsystems. For this class of systems, it might be of interest to
replace data that failed to be transmitted by simulated data.
• Filtering the sampled state variable (say, by using a Kalman filter) might be
required to produce a state estimate.
• For situations in which models are significantly uncertain or may vary over time,
it might be of interest to use the sampled data to identify or refine the model
parameters values.
• Likewise, if external perturbations or uncontrolled inputs acting on the vehi-
cles/systems are sensed or otherwise estimated, they can be used to improve the
models entering in the optimization procedure, as well as, to change the MPC
parameters.
• Communication may introduce delays and data packets might fail to arrive with
serious consequences in the controller performance. These issues can be addressed
by either replacing true data by simulated data and/or adjusting the MPC pa-
rameters.
Let us consider now a typical general formulation of the optimal control problem
(P ). Consider a given fixed time interval [ti, tf ].
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(P ) Minimize g0(x(tf )) +
∫ tf
ti
f0(t, x(t), u(t))dt
subject to x˙(t) = f(t, x(t), u(t)) L-a.e. on [ti, tf ]
u(t) ∈ Ω L-a.e. on [ti, tf ]
h(t, x(t)) ≤ 0 ∀t ∈ [ti, tf ]
l(t, x(t), u(t)) ≤ 0 ∀t ∈ [ti, tf ]
x(ti) ∈ Ci x(tf ) ∈ Cf ,
where g0 : IR
n → IR is the endpoint cost functional, f0 : IR × IRn × IRm → IRn
is the running cost integrand, f : IR × IRn × IRm → IRn, h : IR × IRn → IRk, and l :
IR×IRn×IRm → IRq represent, respectively, the vehicle dynamics, the state constraints,
and the mixed constraints. Cf ⊂ IRn is the target set which, besides having a physical
meaning, is often used in several approaches to ensure stability. Notice that the state
variable starting point is a decision variable, and, thus, the minimization takes place
over all the initial set Ci ∈ IRn.
We point out to the following three general approaches to solve the optimal control
problem, (70):
(i) Recursive procedure to solve a 2n boundary value problem based on the Pontrya-
gin Maximum Principle (PMP) that yields an open loop optimal control strategy.
Since any feasible control process satisfying the PMP conditions is only an ex-
tremal, i.e., a candidate to solution to the optimal control problem, this approach
configures an elimination procedure. That is, the PMP discards from the set of
optimal control solution candidates all the feasible control processes that do not
satisfy its conditions. Usually, an additional step is required in order to select the
optimal control process from the set of extremals.
(ii) In the case in which the Value Function, i.e., V (t, x) := min
u
{J(u)|[t,tf ] : x(t) = x}
where J(u) is the cost functional as a function of the control, associated with
the problem satisfies the principle of optimality, then the Value Function can be
obtained as a solution (in an appropriate sense which depends on the regular-
ity of the problem and the activity of the constraints along the optimal control
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process) the Hamilton-Jacobi-Bellman equation associated with the control prob-
lem. Thus, in this case, the solution is obtained in a closed loop functional, that
is an optimal control trajectory is given for each point (t, x) travelled by the op-
timal trajectory. Dynamic programming algorithm and approximating linear or
nonlinear mathematical programming schemes have been used to obtain numeric
approximations to the solution of (P); and
(iii) Algorithms for solving finite dimensional nonlinear optimization problems ob-
tained by considering discrete approximations to the, typically nonlinear, pro-
gramming problems in infinite dimensional spaces in which problem (P) can be
formulated.
While the first two approaches are designated of indirect methods because they use
optimality conditions in an intrinsic way, the third one falls in the set of the so-called
direct methods.
Usually, the computational complexity of solving problem (P ) is very high and
a number of approaches have been considered to address it. Some of these will be
discussed later in this section.
The MPC scheme exhibits some welcome features, of which we consider some next:
• It replaces solving an long (possibly infinite) time horizon optimal control problem
by the computation of the solution to a sequence of open loop optimal control
problems with receding shorter time horizons and the state variable initialized
with the sampled value. This enables the distribution of the computational effort
over time and, thus, makes it particularly amenable to satisfy real-time require-
ments. Moreover, since the reference trajectory variations from one iteration to
another are, in general, small, it is possible to ensure a good initialization of the
iterative optimal control algorithms, and, thus, the whole process becomes very
efficient.
• It enables the implementation of state feedback control strategies since each one
of the shorter horizon optimal control problems is solved with the state variable
initialized with the sampled state. Moreover, in opposition to other controllers for
which a feedback control policy is determined off-line (by solving, for example, an
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Hamilton-Jacobi-Bellman differential equation or its discrete version), the MPC
solves an optimal control problem on-line for the current state of the plant.
• The fact that it involves a sequence of open loop optimal control problems, makes
this scheme extremely suitable to deal with versatile state and or control con-
straints. This feature is important to model complex problems like, for example
control formations.
In the next sections we will address key issues pertinent to the MPC scheme.
These consist essentially in: stability, robustness, computational tractability, and sub-
optimality. There is an extremely wide body of literature for the standard MPC scheme
and so we will focus in a small but representative sample.
3.3 Stability, robustness, uncertainty, tractability and op-
timality
Stability
Stability properties are of major importance as, otherwise, any perturbation may drive
the system to undesirable states. When naively designed, the stability of the MPC
scheme is not guaranteed. Stability of linear system is well studied today but in non-
linear systems there has been an intense research over the last 30 years and a very
wide range of results are available today. These results are different in nature and
depend strongly not only on the adopted notion of stability, but also on the chosen
specific set up of the MPC scheme as well as in the approach used to establish it
(1, 71, 71, 72, 72, 73, 73, 74, 75).
While some handle the continuum time control system, others focus the discrete
time variety. There are several approaches to show that, under appropriate set of
conditions, diverse MPC schemes generate sequences of state feedback control laws,
say u = k(x), so that the associated sequence of trajectories converge to an equilibrium
point. Early on, results were derived for linear systems which are now, well established.
Then, a lot of research effort has been put in extending these results to the nonlinear
context.
Naturally, capitalizing on these, approaches linearizing the dynamics around equilib-
rium points, and, thus, transforming the given nonlinear system into a linear piecewise
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one have been used. Terminal-cost based approach which includes setting up the MPC
so that the objective function of the optimal control problem includes a term dependent
on the terminal state. For linear systems this term can be constructed with the solu-
tion to an algebraic Riccati equation. Nonlinear systems also use a terminal cost in the
objective function to achieve stability. The idea is to choose a the terminal cost such
that it exceeds the running cost until the infinity. Global Control Lyapunov Functions
(CLF) are also quite popular. If a global CLF can be found, or it can be shown that
the Value Function, computed by Dynamic Programming techniques or by solving the
Hamilton-Jacobi equation, satisfies the properties of a CLF, then a stabilizing feedback
can be found without having to solve the on-line optimization required by the MPC
strategy. Other approaches consist in showing that as the iterations of the MPC scheme
progress the Value Function decreases and, at the same time the level sets of the Value
Function are invariant, that is the generated strategy remains within a set shrinking to
a sufficiently small neighborhood of the equilibrium.
Regardless of the approach, a number of formulations involving either terminal state
constraint set, C, or terminal cost f0, or both, have been considered.
These can be organized into two major approaches:
a) Direct method using the fixed horizon Value Function as a Lyapunov function;
and
b) Indirect approach employing the monotonicity property of a sequence of Value
Functions.
Here, we have to content ourselves with providing a flavour of a landmark result of
indirect type derived in (76)
We will start with by considering the key results in (76) in which an indirect ap-
proach is considered to prove stability under some reasonable assumptions. In this work,
the dynamic system operates in [0,∞), perturbations are not considered explicitly, the
state variable at the initial time is given, no state or mixed constraints are considered
and the nonlinear dynamics are time-invariant. The following standing assumptions on
f are considered
• u(t) ∈ Ω ⊂ IRm where Ω is a compact, convex set with 0 in its interior.
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• f : IRn × IRm → IRn is twice continuously differentiable and f(0, 0) = 0. Thus,
when u = 0, x = 0 ∈ IRn is an equilibrium of the system.
• For any feasible piecewise continuous control u : [0,∞)→ Ω, the dynamics has a
unique solution for any initial state x(0) = x0 ∈ IRn.
The optimal control problem considered in setting up the MPC scheme is as follows:
(P1)Minimize J(x(t), u¯) = ‖x¯(t+ T )‖2P +
∫ t+T
t
[‖x¯(s)‖2Q + u¯(s)‖2R]ds
subject to ˙¯x = f(x¯, u¯), x¯(t) = x(t)
u¯(s) ∈ Ω ∀s ∈ [t, t+ T ]
x¯(t+ T ) ∈ Ξ.
Here, T is a certain finite prediction horizon, u¯ is the control strategy obtained by
solving (P1), x¯ is the trajectory associated with u¯ with x¯(t) = x(t), P , Q, and R are
certain positive definite weighting matrices. The terminal constraint x¯(t + T ) ∈ Ξ
ensures that the state variable at t+ T is in some neighborhood of the origin which is
chosen so that it is invariant for the nonlinear system controlled by some local linear
state feedback u¯ = Kx¯. The terminal quadratic ‖x¯(t+ T )‖2P is an upper bound to the
infinite horizon cost starting from Ξ and controlled by the linear feedback u¯ = Kx¯, i.e.,
‖x¯(t+ T )‖2P ≥
∫ ∞
t+T
[‖x¯(s)‖2Q + u¯(s)‖2R]ds,
being P and Ξ chosen a priori so that, together with the linear feedback control law
and other parameters, Xi is invariant when the input constraints are satisfied by the
local linear state feedback, i.e., u¯ = Kx¯ ∀x¯ such that x¯(t+ T ) ∈ Ξ.
Thus the main result here is as follows.
Theorem 3.3.1 Let the above standing assumptions hold, the Jacobian linearization
of the given nonlinear system be stabilizable, and the open-loop optimal control problem
P1 be feasible for t = 0. The set X0 of all initial values x0 for which the last condition
holds is called the attraction region for the closed-loop system. Then, in the absence of
disturbances, for a sufficiently small sampling time ∆, the closed-loop system obtained
by applying the MPC scheme is asymptotically stable.
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Clearly, the idea behind proof steams from the setup adopted in (76) which is to
guarantee infinite horizon stability of the closed-loop system by determining the control
function for a certain finite prediction horizon.
The linear state feedback is only used to a priori determine a terminal penalty
matrix P and a terminal region Ξ. The desired invariance property of Ξ is obtained by
assuming the stabilizability of the origin for the linear dynamic system obtaining by
the Jacobian linearization the given dynamic system around (0, 0), and a procedure is
offered to determine Ξ, P , and K.
The proof proceeds by showing the existence of a feasible control to (P1) for all t ≥ 0,
for a sufficiently small sampling time ∆. Also, in order to obtain the asymptotic stability
of the closed-loop system, it is required to show that the optimal Value Function is non-
increasing, i.e., ∀t ≥ 0, and ∀s ∈ (t, t + ∆], the optimum cost functional (denoted by
J∗) satisfies
V (x(s)) ≤ V (x(t))−
∫ s
t
[‖x¯(σ)‖2Q + u¯(σ)‖2R]dσ,
where V (x(τ)) := J∗(x(τ))|[τ,τ+T ].
In order to conclude the proof it is enough to show that (i) V (0) = 0 and V (x) > 0
∀x ∈ X such that x 6= 0; (ii) V (x) is continuous at 0; and (iii) along any close loop
trajectory starting at xo ∈ X0 we have for any t1 and t2 such that 0 ≤ t1 < t2 < ∞,
that
V (x(t2))− V (x(t1))−
∫ t2
t1
‖x(t)‖2Qdt.
This is so, since from these properties of V , it follows from the fact that V is non-
negative and bounded, x is uniform continuous on [0,∞), that, by applying Barbalat’s
Lemma, that ‖x(t)‖ → 0 as t → ∞, that is 0 is asymptotically stable, and, thus
Xβ = {x ∈ X : V (x) ≤ β} is a region of attraction. A simple contradiction arguments
shows that (i) any trajectory starting in X enters Xβ in finite time, and (ii) X is an
invariant set to the MPC closed loop system.
Robustness
The issue of Robustness is very important as it is required in most of practical appli-
cations. Robustness concerns the ability of the system in preserving a certain property
- e.g., stability or performance - in the presence of uncertainties. For stability, this
can be checked by concluding that the Lyapunov function for the nominal closed-loop
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system keeps the descent property for sufficiently small disturbances. While this is
not very difficult to show for unconstrained problems, the consideration of constraints
on states and controls raises substantial challenges as it is required to ensure that the
constraints remain satisfied. Inherent robustness, min-max open loop control, and feed-
back control are the general contexts considered to investigate the robustness of MPC
schemes. While the first one concerns the robustness of closed loop systems, designed
using the nominal system, the second attempts to achieve robustness in the context
of a conventional MPC scheme considers all possible realizations of the uncertainty
(min-max open-loop), and the third approach addresses this by introducing feedback
in the min-max optimal control problem solved on-line.
Tracking, output feedback, adaptive model predictive control, optimization algo-
rithms are some of other miscellaneous contexts in which stability and robustness have
been addressed.
For a much more detailed overview, consult (73, 77).
Uncertainty
Uncertainty is extremely pervasive, and the more so in the underwater milieux. This
is due not only to the complexity of the underwater environment but also to the fact
that hydrodynamic phenomena are of a distributed character whose intrinsic complexity
is typically circumvented by considering approximate concentrated parameters models.
Two main approaches have been considered to handle uncertainty:
• Replace the reference trajectory by a tube. A scheme of feedback MPC that
overcomes disadvantages of the conventional scheme with a manageable com-
putational complexity consists in solving an on-line optimal control problem to
obtain a “tube” and the associated piecewise affine control law that maintains
the controlled trajectories in the tube despite uncertainty (see (71, 72)). Some
of the key features of the scheme proposed in this paper are the linearity of the
computational complexity in horizon length and the asymptotic stability of the
controlled system.
• Couple receding horizon estimation and control. The problem of output feedback
MPC of discrete time systems in the presence of additive but bounded state and
output disturbances is considered in (73). Here, the scheme involves a stable state
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estimator and a tube based, robustly stabilizing model predictive controller. This
scheme allows to extend earlier results to time varying estimators. By requiring
the online solution of a standard quadratic program, the proposed robust output
feedback controller ensures that a specified invariant set robustly exponentially
stable.
Computational tractability
Although, in the early stages, MPC schemes became popular with large systems
with relatively slow dynamics, the recent rapid progress of computation and commu-
nications technologies made it possible to consider a whole new and wide range of
applications involving control systems with much faster dynamics. As a consequence,
a lot of work concerned computational issues pushing the limits in handling problems
with very high computational complexity subject to very hard real-time constraints. As
examples, one may consider power electronics, energy management, machinery automa-
tion, automotive applications, etc. In this context, the need to address issues inherent
to handling problems with very high computational complexity subject to very hard
real-time constraints emerged.
The need to ensure the computationally tractability in the optimization of dis-
crete time linear hybrid systems, the modeling framework Mixed Logical Dynamical
(MLD) models for PieceWise Affine (PWA) dynamic systems has been developed, see
(78). Polyhedral PWA systems are defined by partitioning the input-state space into
polyhedra and associating with each polyhedron an affine state-update and output
function and it can be regarded as a computationally efficient way of dealing with non-
linear systems. Besides being a well posed framework to bridge the continuum time
driven dynamics and the logical world, the MLD modeling framework is also amenable
for the tool HYSDEL, (http://cse.lab.imtlucca.it/∼bemporad/hybrid/toolbox/). This
tool provides a high level, intuitive textual interface for modeling a class of hybrid sys-
tems described by interconnections of linear dynamic systems, automata, if-then-else
and propositional logic rules, known as Discrete Hybrid Automata (DHA).
An application in the context of power electronics - with very fast dynamics - is
considered in (79). In order to accommodate the computational burden with very fast
dynamics, the following approach was adopted:
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i) Pre-solve off-line optimization problems for the whole state-space using multi-
parametric programming - leading to a PWA controller stored in a look up table.
ii) Use dedicated solution algorithms.
In (80), a MPC algorithm is proposed for the robust control of continuous-time
systems. Discontinuous feedback strategies are produced as solutions of min-max prob-
lems. The use of bang-bang feedbacks described by a small number of parameters
reduces considerably the computational burden associated with solving a differential
game. Affine controls of the bang-bang type are pre-computed off-line and then selected
on-line. The applicability of the proposed algorithm is tested to control a unicycle mo-
bile robot.
A similar idea is used in (79) to apply a MPC scheme to optimize the behavior of a
power electronics system with extremely fast dynamics. In (81), a precious advantage is
taken from available efficient linear quadratic solvers to address the real time constraints
associated with the control of formations of aerial vehicles.
Optimality
Clearly, if the dynamic system is linear, the cost quadratic and the constraint sets
have a finite and affine representation, the optimal open-loop control problem reduces to
a quadratic programme for which efficient software packages yielding a global solution
to the optimal open-loop control problem exist. In this context, it is not hard to see
that the model predictive controllers yield near global optimal solutions.
However, in the case of nonlinear dynamic systems, usually, the open-loop optimal
control problem is non-convex. Nonlinear programming algorithms usually yield only
local solutions and it is reasonable to investigate whether the needed MPC properties
if global solutions to the optimal open-loop control problem are not obtained. This
difficulty is overcome if the approach required to prove the stability of the MPC scheme
only requires feasible solutions to the constrained optimal control problem since the
verification of the feasibility is computationally simple. Such approaches have been
considered in (82, 83) for continuum time problems, and (84) extend this strategy for
discrete-time systems.
Of course to achieve optimality is always preferred in many instances for which
performance of the system is important. However, when achieving optimality is not vi-
able, several techniques, such as, settle for the current suboptimal control process when
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the real-time constraint does not allow further progress of the optimization procedures,
or use a simpler version of the optimal control problem for which the complexity is
compatible with the real-time constraints.
3.4 Approaches to MPC based AUV formation control
There is an extremely vast body of literature on MPC that we can not hope to include
in this overview. See, for example, (72). We will focus on the key results that are
pertinent to our approach and focus on the class of systems addressed in this work, the
coordinated control of formations of vehicles.
The versatility exhibited by optimal control problems has been exploited in order
to formulate and solve problems of controlling formation of vehicles. These typically
have a substantially complex structure and may be addressed by using MPC schemes
in either a decentralized or a centralized context which may involve two stages: the
planning phase - solved off-line to provide a reference trajectory for the formation of
vehicles -, and the execution phase - solved on-line with the help of locally formulated
control problems. Let us overview a selected sample of some of these approaches.
In (85), it is proposed a “control architecture” for networked systems. Given the fact
that information of both local and global nature is required in either “Leader-Follower”
or “Shared cooperation burden”, the control objective for each vehicle encompasses two
types of components:
(i) a local one, of a relative nature, obtained by local sensing or communication with
neighbors; and
(ii) a global one, typically obtained by communication.
Thus, in this approach, the control law for each one of the systems is arranged in an
additive way in two components: feedback and feedforward. A receding horizon control
strategy is obtained by considering a finite horizon, integral quadratic cost function
reflecting the local objective as well as the formation constraints with neighbors defined
by a graph.
In (86), the problem of cooperative control of a team of distributed agents with de-
coupled nonlinear discrete-time dynamics, which operate in a common environment and
exchange-delayed information between them is considered. Each agent is assumed to
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evolve in discrete-time, based on locally computed control laws, which are computed by
exchanging delayed state information with a subset of neighboring agents. The cooper-
ative control problem is formulated in a receding-horizon framework, where the control
laws depend on the local state variables (feedback action) and on delayed information
gathered from cooperating neighboring agents (feedforward action). A rigorous sta-
bility analysis exploiting the input-to-state stability properties of the receding-horizon
local control laws is carried out. The stability of the team of agents is then proved by
utilizing small-gain theorem results.
A decentralized scheme for the coordinated control of formations of autonomous
vehicles is presented in (81) that builds on the work reported in (87). A high level re-
ceding horizon control and coordination strategy is obtained for each vehicle by solving
a linear quadratic optimization problem featuring control saturation constraints, lin-
ear dynamics constraints, and formation constraints with neighboring vehicles defined
by a graph. An appropriate graph structure describes the underlying communication
topology between the vehicles. On each vehicle, information about neighbors is used
to predict their behavior and plan conflict-free trajectories that maintain coordination
and achieve the team objectives. When feasibility of the decentralized control is lost
collision avoidance is ensured by invoking emergency maneuvers that are computed via
invariant set theory. A stabilization analysis is also discussed in (87).
Information exchange strategies that improve formation stability and performance
and, at the same time, are robust to changes in the communication topology are con-
sidered in (88) to address the problem of cooperative control of vehicle formations.
The sensed and communicated information flow is modeled by a graph whose topol-
ogy may have implications in control stability. By exploiting the interplay betweens
communications and control, necessary and sufficient conditions for the stability of an
interconnected system of identical vehicles. Stated in terms of the Popov criterium
for networked control systems, these conditions involve the eigenvalues of the graph
Laplacian and reveal how to shape the information flow in order to ensure stability and
achieve high performance.
Robust stability results of the Popov type for networked systems are presented in
(89). By using integral quadratic constraints (IQCs), the interconnection structure
is exploited to decompose the analysis of the overall system into lower dimensional
sub-problems leading to a significant reduction of the computational complexity. In
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a heterogeneous network, where the local dynamics are different but characterized
by the same IQC, the authors show that the analysis problem decomposes when the
interconnection matrix is normal. Then, a class of Popov criteria for networks with
symmetric interconnection matrices is identified and the criterion is obtained by using
a IQC characterizing the symmetric interconnection matrix has real eigenvalues within
a certain range.
Of particular interest for the decentralized control of formations is the problem of
string stability that has been addressed by a number of authors, (90, 91, 92). String
stability provides a measure on how the position errors propagate from one vehicle to
another in a formation in which each vehicle regulates its motion only relatively to its
neighbors. In (92), it is provided a characterization of the impact of communications
delays in the string stability of a highway platoon. The analysis was carried out in
the context of linear longitudinal models and a solution to counter this sensitivity was
provided. Autonomous aerial vehicle formations is considered in (91), for which linear
and nonlinear formation performance simulation analysis are carried out. Recommen-
dations for control design are provided by applying string (un)stability results in the
context of several classes of perturbations. Two interesting string stability results for
an infinite string of cascaded identical linear systems are provided in (90). While one
provides sufficient conditions for string stability in terms of the eigenvalues of the state
evolution matrix of a system obtained by a discrete Fourier transform applied to the
original system, the other concerns the equivalence of the string stability condition for
both the state-space and frequency-domain representations.
The consensus problems for networks of dynamic agents with fixed and switching
topologies are discussed in (93) in which three cases:
i) directed networks with fixed topology,
ii) directed networks with switching topology, and
iii) undirected networks with communication time delays and fixed topology.
Two consensus protocols for networks with and without time-delays are considered and
a convergence analysis establishes a connection between the algebraic connectivity of
the network and the performance of a linear consensus protocol.
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In (94), an approach to design controllers for a team of agents that accomplish con-
sensus for agents’ output in both leaderless (LL) and modified leader-follower (MLF)
architectures is presented. Towards this end, a semi-decentralized optimal control strat-
egy is designed based on minimization of individual cost functions over a finite horizon
using local information. Interactions among agents due to information flows are rep-
resented through the control channels in characterization of the dynamical model of
each agent. It is shown that minimization of the proposed cost functions results in a
modified consensus algorithm for LL and MLF architectures.
The work (95) discusses the design of control strategies for multivariable plants
where the controller, sensors and actuators are connected via a digital communications
channel with data-rate constraints. In order to minimize the bandwidth utilization,
constraints on communications are imposed to restrict all transmitted data to belong
to a finite set and to permit only one plant to be addressed at a time. The implementa-
tion issues and moving horizon techniques to deal with both control and measurement
quantization issues are emphasized and the methodology is illustrated by simulations
as well as a laboratory-based pilot-scale study.
In (96), a two-layer scheme to control a set of vehicles moving in a formation is
proposed. The first layer consists of a MPC trajectory controller. It is a nonlinear
since, in general, most vehicles are nonholonomic and may even require a discontinuous
feedback controls in order to be stabilized. It computes centrally a bang-bang control
law so that only a small set of parameters has to be transmitted to each vehicle at
each iteration. The second layer consists in the formation controller. Since it aims
to compensate for small changes around a nominal trajectory maintaining the relative
positions between vehicles, this second layer can be adequately carried out by a linear
model predictive controller accommodating input constraints and state constraints.
This has the advantage of simplifying the control laws for each one of the vehicles.
These are simple piecewise affine feedback control laws that can be pre-computed off-
line and implemented in a distributed way in each vehicle.
The problem of unreliable communication channel between the MPC controller
output and the actuator input, has been addressed in, among others, (97) where a
mechanism for compensation of packet dropouts has been incorporated in the MPC
scheme for discrete time problems. The basic idea consists in extending the applied
control subinterval until the next successful communication event happens and, in the
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meantime, use the best available control estimate, namely the one that has already
been computed for the longer time interval. This reference also includes some stability
and sub-optimality analysis under an asymptotic controllability assumption. In order
to show stability, the authors prove that, under the considered assumptions, the Value
Function associated with the optimal control problem exhibits properties of a Lyapunov
function.
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Chapter 4
An Implementation of a
Conventional MPC for AUV
Formations
4.1 Introduction
In this chapter, we develop and implement an MPC based scheme for the decentralized
control of a leader-follower formation with rigid relative positions among the vehicles
that was developed in the context of the FP7 project “Control for Coordination of
Distributed Systems” – FP7-ICT-223844 – with the support of the Laboratory for
Underwater Systems and Technologies (LSTS) of FEUP with vehicles and software.
The control problem consists in tracking a given trajectory while keeping a pre-
specified formation which is defined by the distance between any two vehicles and
the angles the vector defined by their positions form in a given reference frame. The
approach consists in making available to each vehicle its own reference trajectory, and
the controller of each vehicle will have to correct the very likely emerging errors in the
vehicles relative positions in the course of the mission.
In the MPC literature, the specific issues associated with AUVs, typically the
scarcity of on-board resources, such as power, computation, and data from commu-
nications, are usually weakly addressed. Due to this reason, we cannot use them to the
AUV formation control under real world considerations which is a key contribution of
this thesis. To consider all the practical issues and provide a feasible controller, we use
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MPC. MPC has been used widely for formation control as well as for other applications.
However, the developments reported in this chapter target practical implementation is-
sues, notably, low data rate and delays inherent to acoustic communications as well as
the other strict on-board resources constraints mentioned above.
In our scenario, each vehicle runs an MPC algorithm that, by taking into account its
own and its neighbors navigation data, generates a control strategy that balances the
minimization of the quadratic error to the reference trajectory and that of the deviation
from the pre-specified formation pattern with the minimization of the employed control
effort over a given time interval (the prediction horizon). Control and state constraints
are also considered in order to reflect control saturations as well as to avoid the collision
with obstacles. Here, we are clearly taking advantage of the enormous flexibility of the
optimal control paradigm.
The obtained control is applied for a short time interval (the control horizon), after
which the state is sampled and information is exchanged among the pertinent neigh-
boring vehicles via an acoustic communication channel. Then, the cycle is restarted
with the new optimization carried out over a shifted prediction horizon with the most
recent data (either sampled or estimated).
The decentralized nature of this problem - due to the partiality of the information
available to each AUV - calls for a level of communication among vehicles and of
computation in each vehicle that strongly conflict with the available onboard resources.
Thus, two main issues may arise in the networked MPC scheme:
• One concerns underwater acoustic communication which may exhibit delays (due
to the low sound propagation velocity) and packet loss. Still, this information
enables to close the control loop, and thus, to increase the robustness of the
control strategy. The communication delay on the sampled data sent in by other
vehicles is partially compensated by generating a model prediction using the most
recent data. To tackle packet dropouts, the “redundancy” of the MPC scheme is
exploited by adjusting its parameters (e.g., short control application time interval
is extended), being the computation of the new optimal controls triggered by
the next successful data communication event. Until then, previously computed
optimal controls are applied.
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• Another issue of importance concerns the computational complexity which, while
taking into account the strict limitations of the AUV onboard resources, also has
to meet hard real-time constraint requirements. A reformulation of the MPC in
the context of Attainable Sets, will be addressed on Chapter 5.
A substantial amount of research work has been done on the control, and a few on
MPC schemes, of formations of autonomous vehicles, (81, 85, 86, 87, 88, 91, 92, 93, 94,
95, 96, 97, 98, 99). However, to the best of our knowledge, there are no satisfactory
developments that fulfill the requirements that we encountered in our application.
4.2 Optimal control problem formulation
The general problem concerns the decentralized control of a set of vehicles that should
move while satisfying certain given formation constraints – which may either remain
time invariant or evolve dynamically – in order to accomplish the specified mission
objectives according to some given requirements.
Without a great loss of generality, in this work, we will focus in the special case in
which each one of the AUVs track a given trajectory and, at the same time, the set
of the vehicles has to maintain a given formation pattern. Additionally, the vehicles
should be able to avoid collision with unanticipated obstacles and to switch between
pre-specified different formation patterns. This means that the control system of each
vehicle will need its own navigation data and the one communicated by other vehicles
in order to define an actuation that accomplishes its objectives and, at the same time,
satisfies hard constraints.
The design of such a control system is by no means an easy problem since it exhibits
a wide variety of extremely challenging features. These steam from the strict limitation
of on-board resources, the “opacity” and “hostility” of the environment, and the AUV
motion modeling complexity.
In fact, resources onboard the vehicles – space and power – are at a premium.
Operational considerations and cost effectiveness of the overall system and its operation
dictate a bound on the size of the AUVs, which, in turn, limits the amount of hardware
(batteries, actuators, sensors, signal and power electronics, computational systems,
communication devices, etc.) required for the functioning of its subsystems. Given
the currently available technologies, this means that most power hungry activities –
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actuation, sensing, communication and computation – have to be carefully balanced in
order to accomplish the mission with the specified requirements and, at the same time,
optimize the performance of the whole system.
The underwater environment is difficult. Besides the complexity of the evolving
multiple phenomena, there are two fundamental aspects: (i) the propagation of signals
is such that transmission of information is currently viable only at data rates much
lower than those in the atmosphere; and (ii) the hydrodynamic effects of underwater
phenomena are powerful elements difficult to model and to take into account in such a
way to ensure that AUVs achieve the desired goals.
A complete six-dof model of an AUV is a complex task to achieve due to model
couplings. However, there exists simplified decoupled models that are non-interacting.
These simplified models together with the perturbations significantly affects the AUV
behavior. This causes uncertainty in predicting its behavior. Moreover, underwater
acoustic communications are usually not only unreliable (packet dropouts) but also
might introduce non-negligible delays due to the relatively low velocity of the sound
propagation in the water. This calls for mechanisms built in the control framework to
increase the robustness of the designed control system.
Sensory data and information for navigation and motion control are either costly
or of poor quality: While the covariance associated with proprioceptive data typically
increases rapidly over time, the exteroceptive data – e.g., GPS or LBL (triangulation
of distances to acoustic transponders with known positions) – is costly since it requires
surfacing in the former and the interrogation of acoustic transponders in the later.
Furthermore, the LBL system limits AUV operations to a finite area. Since the AUV
motion in a formation requires the control loop to be closed with data from its neigh-
boring vehicles, communication, typically acoustic, has to be established and this is
also very expensive resourcefully wise.
The above considerations makes the case for a control framework in which the
synthesized control fulfills the following key requirements: (i) state feedback form;
(ii) decentralized nature; (iii) optimizing on-board resources; (iv) together with its
state trajectory, satisfying all the constraints; and (v) ensuring additional pre-specified
behaviorial properties such as stability, robustness, sub-optimality, etc.
Let us consider a formation of nv AUVs tracking a given trajectory η
i
ref where, for
each vehicle i, ηi is the position, orientation, linear and angular velocities, and τ i the
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vehicle restoring forces and moments. We are interested in control strategies that, for
AUVi, i = 1, . . . , nv, minimize, over a given time interval T , a cost functional with
two terms, one that penalizes the trajectory tracking error forcing vehicles to follow
the desired path, ηiref , and another that penalizes the control effort, thus saving the
limited power on board of vehicles, i.e.,
∫ t+T
t
[
(ηi(s)− ηiref (s))TQ(ηi(s)− ηiref (s)) + τ iT (s)Rτ i(s)
]
ds, (4.1)
and, at the same time, satisfies the following:
(i) Kinematic and dynamic equations constraints;
(ii) Endpoint state constraints, ηi(t+ T ) ∈ Ct+T ;
(iii) Control constraints, τ i(s) ∈ Ui;
(iv) State constraints, ηi(s) ∈ Si;
(v) Communication constraints gci,j(η
i(s), ηj(s)) ∈ Cci,j , ∀j ∈ Gc(i); and
(vi) Formation constraints gfi,j(η
i(s), ηj(s)) ∈ Cfi,j , ∀j ∈ Gf (i).
The vehicle’s kinematic and dynamic equations in (i) will be discussed later in
Section 4.3. For the sake of stability, the endpoint state constraints are bound in the
set C.
The control constraints (iii) include, for example, actuators saturations, and the
constraints in (iv) are imposed to keep each vehicle in a specified set in order to satisfy
safety requirements. For example, to avoid collision with – known a priori or detected
on the fly – obstacles, or to prevent some variables to take on values that may damage
components.
The satisfaction of acoustic communication constraints (v) ensure that the motion
of the vehicles is such that the required connectivity among the AUVs is preserved.
The fact that the closer the vehicles are, the lower the power consumption and packets
loss, makes a strong case for each AUV to communicate with its neighbors and, hence,
for decentralized control structure. The communications structure may be described
by triple (gc, Cc,Gc) where gc : Rn ×Rn → RM , Cc ∈ RM (where M ≤ n(nv − 1)nv
being n is the dimension of the relevant state space component of each vehicle), and
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Gc is a graph whose ith component defines the vehicles communicating with the ith
vehicle. We point out that the communication graph is, in general, quite different from
the formation or control graphs that we will introduce next. For example, a vehicle
might simply provide a communications relay service without supplying any formation
specific data for motion control.
In what concerns the design of a control structure, it should be pointed out that
redundancy in the communications connectivity might be necessary to achieve the
required degree of robustness but we will not consider this at this time, but focus only
on: (i) non-negligible delays due to relatively low velocity of sound propagation, and
(ii) packets loss.
Finally, formation constraints (vi) specify relations between data (typically, relative
positions) of AUVs which have to be maintained with the help of appropriate control
activity. These relative positions are specified in order to ensure the desired task
requirements (e.g., data gathering) undertaken by the AUVs formation. The formation
structure may be described by triple (gf , Cf ,Gf ) where gf : Rn×Rn → RM , Cf ∈ RM
(where M ≤ n(nv − 1)nv being n is the dimension of the state space component of
interest of each vehicle), and Gf is a graph whose ith component defines the vehicles
with a formation relation with the ith vehicle.
We observe that the specification of the control structure of a formation of vehicles
also encompasses the distribution among the vehicles of the burden of coordination in
order to sustain the formation. In the leader-follower option, there is the advantage of
easier stabilization (just the leader, and each one of the vehicles in an isolated fashion)
but also the disadvantage of poor reliability due to the total reliance on the leader
and poor disturbance rejection properties. These drawbacks do not appear to such
a great extent in the option with a more evenly distributed burden of coordination
but stabilization becomes more difficult and communication and computation efforts
become more intense. In the development of this work, these options are kept open.
Complexity issues on one hand, and issues related to ensure feasibility of the op-
timization procedure (possibly at the price of allowing some graceful degradation of
the specifications) on the other hand, motivate an alternative formulation of the op-
timization problem in which formation constraints are eliminated and an additional
term penalizing the violation of the state constraints is added to the cost functional.
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An example, for the case with the distance between vehicles i and j (with (i, j) ∈ Gf )
is given by dij , the term to add to the cost functional (4.1) would be:∫ t+T
t
(ηi(s)− ηj(s)− dij)TLij(ηi(s)− ηi(s)− dij)ds.
One of the interesting challenges posed by the problem of controlling formations
concern stability. Interesting results for linear systems have been derived, for example
in (88), where a formalism in terms of graphs specifying the information flow for control
has been adopted for the analysis of the closed loop control system. The derived sta-
bility conditions are expressed in terms of the eigenvalues of the Laplacian representing
the communication graph. Other approaches (see for example, (97)) consist in show-
ing that the associated Value Function exhibit properties of the type of a Lyapunov
function.
Clearly from the above, the control system of each AUV will have to generate
feedback control that will close the loop not only on its state but also on the state of
some of other AUVs as specified by the formation pattern. This configures a networked
optimal receding horizon control (or networked MPC) since: (a) the state variable of
each one of the vehicles has to be sampled from time to time (at the end of the control
horizon, i.e., the control application interval), and this data has to be exchanged among
some of them as specified by the formation control requirements; (b) the above stated
Optimal Control Problem (OCP) is solved with the initial state data generated in
(a) and over a long time horizon starting at the sampling time (the prediction or
optimization horizon).
The higher the sampling frequency, the better the control system is able to deal
with the uncertainty. However, there are very hard obstacles that make it difficult
to improve the performance of such control systems, from which we single out the
following:
• Packet dropouts, and communication delays due to the propagation speed of
sound in the water, the associated onboard computation time, and sensor re-
sponse features which contribute to the decrease of the control performance and
robustness, and even lead to instability.
• Computational complexity required by models, sensor data processing, and the
optimization based control synthesis which strongly contrasts with of the limited
onboard processing capabilities.
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To tackle these challenges, this work encompasses research on novel MPC schemes
that will be addressed in this chapter and, in turn, is built on the state-of-the-art
developments described in the previous section.
4.3 Modeling
Modeling AUVs’ motion is difficult. Because of the hydrodynamic effects, AUVs are
distributed parameter systems and, thus, represented by extremely complex (relatively
to the available onboard computational power) models. This calls for the consideration
of a concentrated parameter approximating model, e.g., (100), such as
Mν˙ + C(ν)ν +D(ν)ν + g(η) = τ (4.2)
η˙ = J(η)ν (4.3)
where ν, and η are, respectively, the linear and angular velocities in the vehicle body
fixed frame, and the position and orientation in the inertial frame, M , C(ν), and D(ν)
are, respectively, the inertia and added mass matrices of the vehicle, the Coriolis and
centripetal matrix, and the damping matrix, g(η), and τ are, respectively, the restoring
forces and moments, and the body-fixed forces from the actuators, and J(η) is the
transformation matrix relating both reference frames (100, 101, 102, 103, 104, 105).
Unfortunately, AUV model identification in this general context is a very difficult
and expensive process due mainly to the large number of rigid-body and hydrodynamic
parameters and the complexity of the required experimental setups. For this reason,
we use the decoupled model described next with parameter values based on results in
(106) and on our own field experiments. This has been experimentally shown to suffice
to characterize many specific classes of AUV motions with a reasonable accuracy. We
consider the modes of operation Surge, Yaw, Pitch, and Heave, and we obtained the
respective models presented in Table 4.1.
The details of the modeling approach are discussed in the appendix C. Here we also
describe very simple procedures to estimate the coefficients of the simpler models of
each motion mode which encompass not only the identification algorithms but also the
procedure to collect data.
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Table 4.1: AUV simplified model
Motion mode Model
Surge
Xu|u|u|u|+Fprop
(m−Xu˙)
Heave
mU0q+Zqq+Zww+Zδδs
(m−Zw˙)
Pitch
−zGWθ+Mqq+Mww+Mδδs
(Iyy−Mq˙)
Yaw Nrr+Nvv+Nδδr(Izz−Nr˙)
4.4 From optimal control to linear quadratic program-
ming
In this section, we describe the implementation of a simulation environment for the
decentralized version of a discrete time MPC system to control a formation of AUVs.
The overall structure of the MPC simulation environment can be viewed in figure 4.1.
The main features include:
• The decentralized character of the overall MPC controller is such that each vehicle
runs its own MPC scheme using the models and communicating only with its
formation neighbors;
• Computational efficiency is achieved by replacing the (OCP) by a linear quadratic
optimization problem (for which an efficient MATLAB solver is used) and, for
this, we considered (i) quadratic cost functionals, (ii) approximation of each AUV
dynamics by a linear model, and (iii) state constraints and control constraints
(saturations) given by inequalities. The choice of this solver was motivated by
the practicality of the future real control implementation onboard of the vehicle’s
computational system;
• Communication delays and packet dropouts can easily be incorporated; and
• Noise and disturbances can be easily incorporated in the simulated motion of the
vehicles.
Incremental development
The complexity of the overall problem and the wealth of issues to be addressed
recommend a step by step strategy to both research and development whereby issues
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Figure 4.1: The overall simulation environment for AUV formation control
are considered, results are obtained, and solutions are implemented and tested incre-
mentally. This allows a sustained development and a solid comparison with competing
results.
In what concerns the development of a simulation framework, a first step is to
provide a basis to implement and test the developments as well as to compare devel-
opments with what has been achieved in the current state-of-the-art. Although the
general mathematical characterization of the decentralized formation control problem
discussed in Section 4.2 is rigorous, its implementation based on the available control
approaches entails a degree of computational complexity which is unrealistic in the light
of the current AUV onboard computational and power capabilities. This conclusion is
further reinforced from the typical large model uncertainty and relatively large magni-
tude of perturbations in the underwater milieu revealed by the large experience built
on intensive field testing of AUV systems. Thus, it is not surprising that the following
unicycle kinematic model
x˙ = v cos(ψ), y˙ = v sin(ψ), ψ˙ = u
has been widely considered in the AUV control literature. However, given the specific
types of motion that will be considered in this first phase of the developments in which
the navigation system is such that, for control purposes, the AUV can be regarded
as a linear system on the plane, i.e., with dynamics given by ξ˙ = Aξ + Bu, where
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ξ =
[
x y vx vy
]T
, is the state (and output) variable, u =
[
ux uy
]T
and
A =

0 0 1 0
0 0 0 1
0 0 − 1τ 0
0 0 0 − 1τ
, B =

0 0
0 0
1
τ 0
0 1τ
 ,
where τ is some time constant and u(t) ∈ U ⊂ R2, being U a closed bounded set.
Moreover, by considering a discrete time version, we will be able to use very effi-
cient off-the-shelf linear quadratic optimization solvers and compare the performance
achieved in our developments with those in pertinent literature, as for example in
(81, 87).
This simpler setup facilitates the analysis of the effects due to (i) perturbations
entering additively in the vehicle’s velocity, (ii) delays and loss of information due to
acoustic communications, and (iii) control saturation in AUV models. These issues are
being addressed in this order.
Certainly, this simpler setup also facilitates the addressing of key challenges inherent
to the decentralized nature of the formation control problem. The crux of this matter
lies in, under the tight communication, computation, and power constraints, finding a
mechanism to enable the synthesis of a control “consensus” among AUVs (or groups
of AUVs) on the basis of the overall connectivity while data exchanging of each vehicle
is restricted to its neighbors. This constitutes a very broad research issue that will be
listed in the next subsection.
We addressed the following set of formation control problems of an increasing order
of complexity.
Firstly, we aconsider the case of several instances of a simple formation of two
vehicles – one AUV and one simulated AUV, one ASV and one AUV, and two AUVs
–, and investigate all associated control and technological issues as described above.
Then, more complex formations involving more than two vehicles will be considered.
In what concerns implementation, the scenario of three vehicles will be addressed, being
one of them an ASV in order to accommodate technological constraints, particularly
those pertaining to the LBL positioning system. The cascaded leader-follower formation
control problem is another scenario whose distribution of the burden of coordination
among the AUVs for formation control requires a data flow that appears to be feasible.
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However, the availability of an infra-structure for the localization of multiple AUVs is
needed.
At each stage of complexity, this research encompassed the assessment of how the
types of motion and communication perturbations impacts on stability, robustness, and
sub-optimality.
In a later stage, we will considered more accurate AUV models and this entailed
a MPC reformulation to overcome the computational limitations of the “on-the-fly”
optimization.
The simulation developments were followed by the testing, fine-tuning, and valida-
tion of the control framework in the simulation environment but with real data from
AUVs which was fed to the designed controllers, and finally, migrated to the vehicles’
systems.
There are a number of remarks on research challenges that can be addressed in this
framework:
• One issue concerns the computational complexity of “on-the-fly” optimization
procedures with more realistic models of the vehicles. To address it, we con-
sidered a formulation of the MPC control scheme involving constraints specified
by estimates of Attainable Sets. Besides the computational advantages, the new
framework proved to be more versatile in what concerns the analysis of the effects
of the various types of perturbations and uncertainties discussed above. More-
over, the additional insight proved to be useful for the analysis of the effects of
control saturation.
• As pointed out above, this is a critical issue to extend the degree of decentraliza-
tion of the formation control problem with the MPC control framework. The issue
is to enable the efficient generation of a control consensus among vehicles on the
basis of the overall connectivity while exchanging data only among the neighbors
of each vehicle, in spite of the very tight constraints on communication, computa-
tion and power. Two avenues of research to address the issue of finding a way of
enabling a feasible sharing of minimal information among the AUVs that suffices
to fulfill the formation motion objectives and requirements and, thus, solving
the formation control problem were considered. This constituted the basis for
research that led for the following:
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i) To cast the MPC scheme in a more efficient formulation involving adequate
approximations to Attainable Sets and Value Functions.
ii) To consider specific topologies for the distribution of the coordination bur-
den, like, for example, leader-follower, leaderless or a combination of both.
• In the context of i), we investigated conditions for the stability by seeking the
assumptions on data of the problem under which the Value Function associated
with the (OCP) satisfies the property of a Lyapunov function. First, the simple
context of two vehicles will be considered and, then, generalized to more general
and complex formations in which issues of string stability issues may be raised. In
the later, we will seek to extend for our problem the approach for linear systems
developed in (88) in which stability conditions are given in terms of the eigenval-
ues of the Laplacian matrix associated with the formation graph. Control-game
theory and Attainable Set analysis concepts and results will be considered in order
to investigate robustness and sub-optimality of the developed control structure.
• Another line of research addresses the challenges inherent to the control of a sys-
tem over acoustic communications channels. Mechanisms to counter the negative
impact of communications delays and loss of information in the stability and per-
formance of the overall controlled system will be investigated. Replacement of
the communicated data by simulated data, and adaptation of the MPC scheme
parameters will be some of the ideas to consider. We will seek stability conditions
for the controlled system with this modified MPC scheme. We will also exam-
ine the possibility of using the obtained conditions in order to define a feedback
control system that ensure stability under almost minimal communications.
Now, we described the optimization based control synthesis that will be performed
in each AUV as part of the overall decentralized MPC scheme implemented in the
simulation environment.
Let Np, nv, and T be, respectively, the prediction horizon, the number of vehicles,
and the sampling period (for now, assumed constant). Then, according to previous
considerations, the discrete time linear model of vehicle i = 1, . . . , nv, is, for k =
0, . . . , Np − 1, given by:
xik+1 = Φ
i(T )xik + Ψ
i(T )uik, y
i
k = C
ixik (4.4)
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where Φi(T ) = eA
iT , Ψi(T ) =
∫ T
0
eA
i(T−s)dsBi, and xik ∈ Rns , uk ∈ Rnc , and yk ∈ Rno
are respectively the system state, input and output variables, and ns, nc and no are
the associated space dimensions. (Of course, it follows that A ∈ Rns×ns , B ∈ Rns×nc
and C ∈ Rno×ns .)
From the considerations of the formation control problem formulation and assumed
simplifications, it follows that the underlying (OCP) for AUVi, starting at time t,
involves data from all its neighboring vehicles as specified by the formation graph, and
may be stated as follows:
(OCP it ) Minimize
Np∑
k=1
(yref,it+k − yit+k)TQi(yref,it+k − yit+k) +
Np−1∑
k=0
(uit+k)
TRiuit+k
+
Np∑
k=1
∑
j∈G(i)
(
Dij(yit+k − yjt+k)− dij
)T
Lij
(
Dij(yit+k − yjt+k)− dij
)(4.5)
subject to xjt+k+1 = Φ
j(T )xjt+k + Ψ
j(T )ujt+k, (4.6)
yjt+k = C
jxjt+k (4.7)
xjt+k ∈ [xjLB,t, xjUB,t] (4.8)
ujt+k ∈ [ujLB, ujUB] (4.9)
xjt = x
j
0, (4.10)
where the constraints have to hold for j ∈ {i}∪G(i), with G(i) being the set of nodes of
the graph specifying the formation that are connected with AUVi, and for k = 0, . . . , Np.
Here, y¯it+k = col(y
i
t+k, y
j
t+k; j ∈ G(i)) is the vector of all outputs of the pertinent
vehicles, xj0 is the initial state of vehicle j at the initial time t, D
ij is a matrix reflecting
the formation relation between vehicles i and j, and dij is a parameter vector specifying
the relation between vehicles i and j.
A compact representation of the constraints in this problem is obtained by con-
sidering: (i) d¯i, x¯it+k, u¯
i
t+k, and y¯
ref,i
t+k defined as y¯
i
t+k above, and analogously, for the
associated upper and lower bounds; and (ii) Q¯i, R¯i, L¯i, Φ¯i(T ), Ψ¯i(T ), C¯i, and D¯i,
respectively, the block diagonal matrices, formed with the Qj , Rj , Lij , Φj(T ), Ψj(T ),
Cj , and Dj , for j ∈ {i} ∪ G(i) in the same order for all of them. Thus, the overall
system equations can be written down exactly as in the statement of the above (OCP)
but with the “bars” added and index i replacing j whenever it is the case.
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We still need additional change of variables in order to formulate the linear quadratic
optimization problem equivalent to (OCP it ).
Lets define the state and control vectors as follows
Xi = col(x¯it+1, ..., x¯
i
t+Np) ∈ Rn
iNp and U i = col(ut, ..., ut+Np−1) ∈ Rm
iNp . (4.11)
where the dimensions ni and mi follow from the previous constructions.
Then, the prediction model can be written as:
Xi = Aix¯it +B
iU i (4.12)
where
Ai =

Φ¯i(T )
Φ¯i(T )2
...
Φ¯i(T )Np
 and Bi =

Ψ¯i(T ) 0 . . . 0
Φ¯i(T )Ψ¯i(T ) Ψ¯i(T ) . . . 0
...
...
. . .
...
Φ¯i(T )Np−1Ψ¯i(T ) Φ¯i(T )Np−2Ψ¯i(T ) . . . Φ¯i(T )
 .
This prediction model computes the state trajectory Xi from a given initial condi-
tion x¯it and a given control sequence U
i.
It is straightforward to conclude that state and control constraints are given by the
inequalities
EixX
i ≤ Fix and EiuU i ≤ Fiu
where Eix, E
i
u are matrices, and F
i
x, and F
i
u vectors of appropriate dimensions which
can be defined as follows:
Eix =

I 0 0 . . .
−I 0 0 . . .
...
...
. . .
. . .
0 0 0 I
0 0 0 −I
 Fix =

x¯iUB
x¯iLB
...
x¯iUB
x¯iLB
 Fiu =

u¯iUB
u¯iLB
...
u¯iUB
u¯iLB

and Eiu as the same structure as E
i
x, differing only in the dimension.
Now and just like in (4.11), we define Y i, Y ref,i and di from, respectively, y¯it+k,
y¯ref,it+k and d¯
i, as well as the block diagonal matrices Qi, Ri, Li, Di, and Ci, respectively,
formed with Q¯i, R¯i, L¯i, D¯i and C¯i. We are now ready to formulate a linear quadratic
programming problem equivalent to (OCP it )
(LQOCP it ) Minimize U
TH iU + 2f iU
subject to AicU ≤ bic
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where H i = Bi
T
Ci
T
QiCiBi +Bi
T
Ci
T
Li
T
QiLiCiBi + Ri,
f i = Bi
T
Ci
T [
Qi(CiAix¯it − Y ref,i) +Di
T
Li(CiAix¯t − di)
]
with Aic =
[
Eiu E
i
x B
i
]
and bic =
[
Fiu
Fix − EixAix¯t
]
.
This optimization problem can be solved using efficient quadratic programming
solvers. For instance, quadprog function in available in the Matlab Optimization Tool-
box.
One can immediately conclude that any reasonably small original (OCP) can lead to
an optimization problem of large dimensions. It is well known that the computational
complexity is proportional to (mi +Np)
3.
4.5 MPC scheme
In this section, we describe the currently implemented version of the MPC scheme for
the control of a formation of AUVs. This scheme runs in each vehicle and, in this
first implementation, will be the same for all the vehicles. Thus, if there is no loss
of information in the communication, then, all the vehicles share the same data and
the control strategy generated for each vehicle is known by all of them. In the event
of packet dropouts or communication delays, the missing sampled data is replaced
by simulated data, and there will be some differences between the control strategies
computed by the various vehicles for a given vehicle. As it will be seen in the simulation
results, these differences are relatively small but with a noticeable effect in the loss of
performance.
The implemented MPC scheme in AUVi is as follows:
1. Initialization: Setting of prediction and control horizons, and of other (OCP)
parameters that depend on the specific mission requirements, such as, level of
perturbations, existence of obstacles, relative importance of trajectory tracking
and formation pattern errors.
2. Sample the state variable, compute its estimate by applying a Kalman filter, and
communicate this estimate to its neighbors via acoustic modem.
3. Obtain the state variable of its neighbors via acoustic modem.
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Figure 4.2: The MPC scheme time line
(a) If data is available, goto step 4.
(b) Otherwise, generate the neighbors’ state variables obtained by running their
models.
4. Solve the linear quadratic optimization problem (LQOCP it ) at the current time
t for the current prediction horizon (of length Np) and the given reference output
trajectory, [y¯ref,it+1 , ..., y¯
ref,i
t+Np
].
This yields the optimal control sequence [ui∗t , ..., ui∗t+Np−1] (and, of course, the
corresponding output trajectory, [yi∗t+1, ..., yi∗t+Np ]) for vehicle i.
5. Apply the control ui∗ for the current control horizon.
6. Slide time for the optimization problem and adjust parameters if needed
7. Let time elapse until the end of the current control horizon, and goto step 2.
The relation between the computation and control application times can be exam-
ined in figure 4.2.
We ran this scheme in an environment context, for small formations of two and three
AUVs. We believe that this MPC scheme can be applied for formations of the type
leader-follower, or even cascaded leader-follower, which exhibit a pattern of distribution
of the coordination burden compatible with the onboard resources constraints.
However, given the tight constraints of our application scenario (discussed in the
previous section), this scheme as described above can not be generalized for more
complex formations with a large number of AUVs in which each one communicates
acoustically only with its neighbors. Thus, since each vehicle uses only partial infor-
mation that might be different from the data of any other vehicle (in particular, of any
of its neighbors), conflicting control strategies may arise and mechanisms to generate
consensus are required. Thus, it is extremely difficult, if not impossible, to implement
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a realistically valid operational system due to the incompatibility of the very low re-
sources budget available onboard each vehicle, and the communication constraints with
the required number of data exchange iterations.
4.6 Simulation results
Communication model
Communication is an important part of a networked system, and, the more so in
the underwater milieu since, generally, the communication channel is acoustic, and,
therefore, exhibits very low data rate transmission, and an unreliability level which are
extremely challenging from the control point of view.
The communication model reflects its impact in the information flow among the
AUVs. These are essentially of two types:
• Transmission delay in the communication channel due to the fact that sound
propagates in the water at a speed of approximately 1500 m/s as well as to a
certain latency time that depends on the specific acoustic modem. This delay is
easily estimated from the estimate of the distance between the two vehicles. The
sound speed varies slightly with the water salinity and temperature but, at this
time, we will not consider such effects.
Further delays may also occur at the receiver if the acoustic wave propagation
takes a longer path which may due to, for example, multiple-path reflections.
However, we will not consider this possibility. Data is time stamped and if it
does not arrive approximately within a certain time interval centered on the
estimated delay, then it will be discarded and the corresponding information
packet is considered lost.
• The loss of data packets (packet dropouts) is an important feature to be consid-
ered as the perturbations of the underwater environment are quite significant.
Both these features have a very important impact in control: Delays may lead to
instabilities and the loss of data in the communication channel implies that the system
will be simply in open loop. Thus the control system has to be prepared to take
into account these issues. This is a point for which the redundancy of the controls
computed in the MPC scheme can be exploited. This redundancy is due to the fact
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that the prediction horizon is, usually much larger than the control horizon. So, if fresh
data fails to be received, than previously computed controls can be used for the elapsing
time slots until the next successful communication event happens. In the meantime,
models of the other vehicles can be used in order to compute estimates of their state
variable evolution during the time period of interest.
In what concerns the structure of the information packet to be sent to the neigh-
boring vehicles required by the basic MPC scheme – i.e., the one in which each vehicle
solves identical optimization problems –, this includes only the state variable estimate
obtained after filtering (with appropriate Kalman filter) the sampled state variable and
its time stamp.
However, for more general schemes, in which the set of neighbors of each one of the
communicating vehicles differ, it is of interest to send either control or state variable
values at each one of the time instants of one or more of the control horizons. This will
be useful to ensure robustness with respect to future data packet dropouts.
If several samples of a given variable at different times are to be transmitted, then
the implementation of the communication model might encompass a linear data buffer
at the receiver end. These samples are ordered by the time they refer to. Every time
a data set is removed from the buffer, the remaining data sets are shifted one position.
On the other hand, every time a data set is transmitted by a vehicle, the entry position
reflects the time at which the variable refers to in order to ensure that will be removed
from the buffer at the right time instant.
Noise and disturbance analysis
In the current stage of development of the simulation environment, noise is incor-
porated in two ways: vehicles’ models and communications.
To simulate the vehicle’s sampled data more realistically and thus, enable to test
the robustness of the designed controllers, Gaussian noise, vk and sk, with mean and
variance as choice parameters, are added to the vehicle’s dynamics as an additional
input and to the output sensor readings, respectively, that is,
xk+1 = Axk +Buk + vk, and yk = Cxk + sk. (4.13)
Then, of course this data is used to compute the best estimate of the state variable
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values, by using the usual Kalman filter as follows:
Prediction step: xˆ(k|k − 1) = Axˆ(k − 1|k − 1) +Bu(k − 1)
P (k|k − 1) = AP (k − 1|k − 1)AT +Q
Update step: xˆ(k|k) = xˆ(k|k − 1) +K(k)e(k)
P (k|k) = P (k|k − 1)−K(k)SK(k)T
being, e(k) = y(k)− Cxˆ(k|k − 1)
K(k) = P (k|k − 1)CT [CP (k|k − 1)CT +R]−1
where xˆ(k|k) and xˆ(k|k − 1) are the state estimate at time k given, respectively, all
available measurements, and the first k − 1 measurements (the later is also called the
state prediction), similarly, for P (k|k) and P (k|k − 1) for the error covariance matrix,
e(k) the innovation, K(k) the Kalman gain, Q and R are, respectively, the process
and sensor noise covariance matrices, and, finally, y(k) and u(k) are, respectively, the
output and the control input variables.
4.7 Hardware-in-the-loop simulation results
General considerations
In this section, we present results obtained with the developed simulation envi-
ronment in which the MATLAB linear quadratic programming solver is used. This
framework exhibits the following features:
• Quadratic cost functions weighting the reference trajectory tracking error, control
effort, and the formation pattern error.
• Control systems with linear dynamics and subject to noise of the Gaussian type
with “adjustable” mean and variance, added as an additional input in the vehicle
dynamics. Once sampled the state variable, a Kalman filter is used to obtain
a state estimate to be used by the optimization solver and communicated to
neighboring vehicles.
• Control constraints enabling the consideration of saturations.
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• State/output inequality constraints (obstacle avoidance). These enable the in-
corporation of obstacles and the assessment of the performance of the proposed
MPC scheme with obstacle avoidance.
• Communication model. Communicated data is time stamped and may exhibit a
time delay proportional to the distance between the vehicles exchanging data or
subject to packet dropouts. If a given packet of information is not received within
a time window centered around its expected delay, then a dropout is assumed.
Thus, the performance sensitivity of the MPC controller can be assessed with
respect to either or both time delays and packet dropouts. Each vehicle has
a linear buffer enabling it to receive multiple data samples from other vehicles
and whose implementation is described in the previous section. In the current
simulation experiments, packet dropouts have been considered in the stochastic
context with gaussian model.
• The following performance metrics - exemplified for the case of two vehicles - are
being considered:
– TM - Tracking Metric - The Euclidean norm of the reference trajectory
tracking error (corresponding to L2 norm in continuum time) - it measures
how far the AUVs are from the trajectory to be tracked and is given by
TM =
TM1 + TM2
2
, where
TMi =
√√√√T Np∑
k=1
[
(xref,i1,k − xi1,k)2 + (xref,i2,k − xi2,k)2
]
, i = 1, 2.
– FM - Formation Metric - The Euclidean norm of the formation pattern
error (corresponding to L2 norm in continuum time) - it measures how far
the formation is from their formation pattern. Here, we consider a formation
defined by (i) a constant lateral distance d, and (ii) the vehicles should travel
side by side. . It is given by:
FM =
√√√√T Np∑
k=1
[
(x12,k − x11,k − d1)2 + (x22,k − x21,k − d2)2
]
,
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Figure 4.3: Simulation of MPC scheme for a two AUV formation
where d¯ = col(d1, d2) with |d¯|2 = d is a vector pointing from AUV1 to AUV2
orthogonal to the average of the vectors tangent to the short term time
averaged paths being followed by both AUVs.
– CE - Control Effort - The control effort given by the Euclidean norm of the
control function and is given by
CE =
√√√√T Np∑
k=1
|uk|2.
– The cost functional adopted in the MPC synthesis evaluated along the whole
simulation time horizon.
These measures provide a complete assessment of the controller’s performance.
Results
At this stage of research, we consider only very simple formations that served to
assess the simulation framework as well as to provide some initial insight into the
challenges that we are addressing later.
The first batch of data concerns a simple formation of two AUVs that have to
track their trajectories, and, at the same time, travel side by side while maintaining
a constant distance between them. Figure 4.3 shows the setup for the control of a
formation with two vehicles.
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A prediction horizon of 5 time steps, a total time horizon of 9 seconds, and a
sampling time of 0.1 seconds were defined, being the cost function weights given by:
Q =
[
10 0
0 10
]
, L =
[
100 0
0 100
]
, R =
[
0.1 0
0 0.1
]
These weights were tuned in order to obtain a good compromise between trajectory
tracking and formation keeping.
While, the first one penalizes the tracking error to a sinusoidal reference trajectory,
the second penalizes the formation error and the last one the control effort. The lateral
distance d between the vehicles characterizing the formation pattern is measured along
the direction given by the average of the tangents to both vehicles’ trajectories and it
can be varied in order to assess the impact of the communication channel delay in the
performance of the MPC controller. The nominal velocity is of 1 m/s and the control
input is allowed to take values between −10 and +10
We also considered a square shaped obstacle, O, intersecting the reference trajecto-
ries that the vehicles are supposed to track so that they are forced to circumvent it in
order to avoid a collision. The following situations were considered.
In the simulation experiments, we plot the motion of a simulated AUV without
perturbations and subject to the inputs generated by the MPC controller by taking
into account the effect of perturbations, as depicted in figure 4.4. This conveys a
very good idea of the effectiveness of the MPC controller in coping with the effects of
perturbations.
Gaussian noise with variable mean and variance was added as an input to each of
the vehicles, and, for a more realistic simulation, a Gaussian noise of zero mean and
variance of 0.16 was considered for the output sensor for all the situations except the
“deterministic” scenario. An average of ten sample runs with independent noise was
obtained for each situation in order to assess the MPC controller performance.
The performance of the controller was assessed through the above mentioned four
indicators: Euclidean norm of the trajectory tracking error (TM), Euclidean norm of
the formation error (FM), “L2” norm of the control function (CM), and the value
of the cost functional evaluated along the control process (the pair of control and
trajectory) evaluated during the whole time horizon (C).
Trajectory, metrics and the optimization cost are available to evaluate, in a simu-
lation context, the system performance in the following situations:
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Figure 4.4: Scheme for a qualitative assessment of the MPC effectiveness
• Comms Off. In this scenario of no communications between the two AUVs, each
vehicle runs its own optimization problem without data being communicated by
the other vehicle. However, an estimate of the initial state of the other vehicle is
known and simulation data of the state evolution of the other vehicle is used.
• Comms On and no delay. Each vehicle runs its own optimization problem with
data being communicated by the other vehicle without any delay.
• Comms On and delay of 0.1 seconds. Each vehicle runs its own optimization
problem with data being communicated by the other vehicle with a delay of 0.1
seconds. The prediction model was used to estimate the other vehicle’s position
in order to compensate for the delay.
In these three situations, the input noise was always Gaussian with the following seven
levels, being the mean and variance considered componentwise:
Mean 0 0 0 0 0 0.1 0.2
Var. 0 0.02 0.05 0.1 0.25 0.02 0.05
After running the simulation in each one of the above conditions, the obtained
results are presented in Table 4.2.
Associated with some of entries of Table 4.2, we include a number of graphs of the
trajectories of specific runs to illustrate the discussion. In these:
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Table 4.2: MPC controller performance table
Noise Level Mean 0 0 0 0 0 0.1 0.2
Var. 0 0.02 0.05 0.1 0.25 0.02 0.05
Situation
Comms = Off TM = 0.75 1.24 3.17 11.78 33.51 211.72 207.64
FM = 0.19 0.62 1.42 2.87 4.85 39.60 77.07
CM= 8.21 15.51 27.59 40.63 48.28 57.79 58.81
C= 34.39 87.86 206.60 524.90 1158.00 8197.00 11862.00
Comms=On TM= 0.75 0.76 0.79 0.83 1.02 1.11 2.29
Delay=0 FM= 0.19 0.21 0.25 0.31 0.49 0.47 0.84
CM= 8.21 8.85 10.60 14.70 25.90 17.65 29.53
C= 34.39 36.40 41.59 48.45 70.30 81.34 157.61
Comms = On TM= 0.75 0.77 0.80 0.88 1.27 1.67 3.59
Delay = 0 .1 FM= 0.19 0.22 0.27 0.34 0.48 0.82 1.61
CM= 8.21 10.92 16.05 24.51 34.71 18.36 33.13
C= 34.39 37.54 44.19 52.55 74.95 105.54 208.25
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Figure 4.5: Formation trajectories without AUV communications, noise or delay
• red refers to AUV1, and green refers to AUV2;
• “+” represents the given trajectory reference to be tracked;
• solid line represents the actual trajectory of the AUV (model affected by distur-
bances) feedback with control generated by the MPC system; and
• whenever present, “o” represents the real position when the control of the previous
system is applied to the model without perturbations. This graph acts as a
reference to show how good is the controller countering the effect of disturbances
and delays.
A close inspection of the table reveals the following remarks:
• It is not surprising that, in the deterministic case (no input noise and no output
sensor noise), the considered three different situations yield the same performance.
See figure 4.5.
• In all the three situations, all the four performance criteria worsened with the
increase of the noise level. This can easily be concluded by inspection of the
trajectory graphs in figure 4.6 However, one has to acknowledge that:
– The impact of the mean increase is much greater than that of the variance.
– A comparison between the situations Communications Off and On, reveals
that the MPC controller with communications between both vehicles is ex-
tremely effective in softening the effect of noise in all the criteria. Moreover,
as it can be seen in figure 4.7, the lack of communication between vehicles
implies a very poor performance not only in formation keeping, but also in
trajectory tracking.
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(a) Mean = 0, Variance=0.02
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(b) Mean = 0, variance=0.25
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Figure 4.6: Formation trajectories with AUV communications, and increasing noise levels
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Figure 4.7: Formation trajectories without AUV communications, and Gaussian noise
with mean and variance equal to (0, 0.1)
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(a) No delay
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(b) delay of 0.1 sec compensated by predictor
Figure 4.8: Formation trajectories with AUV communications, Gaussian noise with mean
and variance equal to (0.1, 0.05)
– There is not much difference in what concerns the noise sensitivity of the
situations without and with delay compensated by a predictor. This can be
seen both in the above table and graphically by comparing both trajectory
graphs in figure 4.8. This is not surprising since the predictor is used to
counter the delay, leaving only the effect of noise in the last sampling period
“uncompensated”. However, this is not the case, when the mean of the noise
becomes nonzero
• To appreciate the impact of the MPC controller, see figure 4.9. The trajectory
marked by “o” is that an AUV not subject to noise when moving with a control
generated by the MPC for a vehicle subject to Gaussian noise with zero mean
and variance 0.1 (whose trajectory is depicted with a solid line).
The significance of the effect of the predictor in canceling the delay can be clearly
seen in Table 4.3 below (generated in the same way as above). There is a reasonable
performance improvement due to the inclusion of a predictor that partially cancels the
effect of the delay. This improvement is not easily detectable in the realization of the
two formation trajectories with identical noise depicted in figure 4.10.
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Figure 4.9: The effectiveness of the MPC based controller
Table 4.3: Effect of the predictor in the MPC controller performance
Noise Level Mean 0 0 0 0 0 0.1 0.2
Var 0 0.02 0.05 0.1 0.25 0.02 0.05
Situation
Comms On TM= 0.75 0.77 0.80 0.88 1.27 1.67 3.59
Delay=0 .1 FM= 0.19 0.22 0.27 0.34 0.48 0.82 1.61
Estimator CM= 8.21 10.92 16.05 24.51 34.71 18.36 33.13
On C= 34.39 37.54 44.19 52.55 74.95 105.54 208.25
Comms On TM= 1.32 1.32 1.34 1.38 1.56 1.61 3.33
Delay=0 .1 FM= 0.37 0.39 0.43 0.49 0.65 0.71 1.09
Estimator CM= 13.87 14.93 17.56 22.53 31.55 19.22 27.95
Off C= 63.77 66.43 71.17 77.58 97.31 104.08 177.50
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(a) With predictor to compensate delay
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Figure 4.10: Formation trajectories with 0.1 sec communications delay, and Gaussian
noise with mean and variance equal to (0, 0.25)
Figure 4.11: Obstacle avoidance with an MPC based controller
Figure 4.11 illustrates the versatility of the MPC based controller by enabling the
incorporation of obstacle avoidance with minimal formation degradation. As explained
earlier, this situation was achieved by including additional state constraints, not initially
considered in the optimization problem, at some point in time at which an obstacle
was detected. The MPC optimization problem produces a trajectory for both vehicles
which avoids collision with the obstacle, and at the same time, keeps on minimizing
the original cost functional.
The MPC scheme was also implemented for formations of three vehicles, and the
results observed with a somewhat limited simulation experience, corroborate the ones
observed for formations with two vehicles for the case in which all the vehicles commu-
nicate with each other. The other two situations in which the vehicles communicate
pairwise or one of the them communicates with the other two but these do not commu-
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nicate between them is still under research. This is a scenario in which decentralization
issues arise and, as pointed out earlier in this work, important challenges have to be
addressed in order to cope with the strict constraints of the underwater environment.
The simulation results of an implementation of a MPC based controller simple for-
mations of AUVs presented and discussed here reveal that, as expected, performance
worsens with the level of noise and, more significantly, with the delay. One also con-
cludes that the overall performance is extremely sensitive to the cost functional weights,
particularly the one of the control. However, the MPC based controller exhibits a very
good robustness to input noise and output sensor noise – in that the performance de-
grades very slowly with the increase of variance – specially for the case in which the
mean of the noise is very small. Another important feature concerns the resilience to
small delays. The simulation experience also reveals the large sensitivity of the overall
performance with respect to the cost functional weights, particularly the one of the
control. The exploration of this issue having in mind the definition of easy control
design guidelines is the subject of near future research. The issues addressed here will
be compounded in complexity if more complex formations are considered. Although,
new issues like, for example, stability, extent of decentralization, and tractability will
definitely require further research and novel developments, we believe that the simula-
tion environment presented here constitutes an excellent tool to support the required
research.
4.8 Conclusions
In this chapter, conventional MPC scheme was designed, implemented, and tested in
two different instances: single AUV, and a decentralized triangle formation of AUVs
(with one leader and two follower) whose mission consists in tracking a given path
while avoiding the collision with unexpected obstacles. A linear quadratic (OCP) with
both state and control constraints wa considered in the designed MPC scheme. The
MPC scheme generated appropriate waypoints which then fed the low level controllers.
The testing process involved two phases: simulation, and simulation with real AUV
hardware-in-the-loop with real field data. A commercial powerful quadratic program-
ming solver was used in the real-time implementation.
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The assessment is an upside and a downside. The positive aspects is that, in both
cases (single AUV and AUV triangle formation) and in both contexts - software and
hardware-in-the-loop simulations, a good performance was achieved - both in tracking
error, fuel consumption, and obstacle collision avoidance - in various reasonable stan-
dard real life operational situations in what concerns the level of motion disturbances
and communications reliability. It should be noted that, in the experiments, the trian-
gle formation and the role of the AUVs were preserved during the maneuver to avoid
the collision with unexpected obstacles. The AUV hardware-in-the-loop experiments
also revealed that the consumption of onboard power and computational resource were
not difficult to accommodate for missions with an endurance considered typical for the
class of AUVs used. The negative side is that, in spite of the proved viability of the
motion requirement, it became also clear that the computation, communications, and
power budget for the motion and navigation control was, with the current technological
state-of-the-art hardware, quite significant, leaving relatively small and inflexible room
for the payload activities which are, in fact “la raison d’tre” of the overall system.
Moreover, if the motion flexibility – in terms of range of maneuvers, set of underwater
milieux states – of the set of missions to be considered and the number of vehicles were
to be increased, then the motion control system addressed in this chapter would be
clearly unsatisfactory in what concerns fulfilling reasonable mission requirements.
It is a fact the control system implementation could still be optimized but the extra
resources made available would not suffice to ensure the competitiveness hedge in the
context of the challenges that lie ahead in the near future for these systems. This
points out to the need of radically new control frameworks that allow the combination
of feedback control while optimize the scarce on-board resources.
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Chapter 5
The Attainable Set Model
Predictive Control Scheme
5.1 Introduction
In this chapter, we introduce a new formulation of the Model Predictive Control (MPC)
scheme having in mind to reduce as much as possible the on-line computational burden
present in the conventional schemes. This feature is particularly important to increase
the range of applications exhibiting severe real-time constraints. Moreover, since run-
ning complex optimization algorithms typically requires significant power consumption,
the novel MPC scheme also mitigates the loss of endurance when power hungry opti-
mization algorithms are required for the control synthesis.
The developments and results of Chapter 4 clearly shows how challenging is the
problem of controlling the motion of formation of multiple AUVs in a coordinated
fashion. Thus, it serves as a strong motivation to showcase the novel proposed scheme.
It will be clear from the developments of this chapter, that the new MPC scheme deals
well with:
(a) Modeling uncertainties, motion perturbations, environment variability, and emer-
gence of obstacles; and
(b) Performance optimization requirements subject to a number of very diverse type
of constraints, for which the versatility of the optimal control paradigm is partic-
ularly well suited.
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These two general classes of issues justifies the enormous amount of research undertaken
in the past, and that led to a wide variety of MPC schemes, (81, 85, 86, 96, 98, 107),
among others. In these works, diverse variants of the following basic MPC scheme have
been adopted:
i) Initialization;
ii) Sampling the state of the vehicles and computing an estimate of their state vari-
ables;
iii) Sharing the data obtained in ii), generally via acoustic communication;
iv) On-line solving in each AUV of an optimal control problem which encompasses
data from neighboring vehicle;
v) Each vehicle applies the computed control strategy during the control horizon
which, typically, is a short fraction of the prediction horizon; and
vi) once the control horizon interval elapses, the new prediction horizon is considered
by appropriately sliding time, and the procedure re-initiated in step ii) for the
new current time.
Obviously, the price to pay for the long term optimization quest is the compu-
tationally intensive character of the control synthesis: optimal control problems are
notoriously known for being computationally difficult, (108, 109, 110, 111). In order to
cope with this, the developments reported in chapter 4, which follow along the ones in
(81), an MPC control scheme for the coordinated control of a formation of AUVs based
on a linear quadratic optimal control problem was adopted. This formulation is par-
ticularly useful because it brought together the computational advantages of existing
extremely efficient numerical solvers and the flexibility exhibited by the conventional
optimal control problem which enables the incorporation of a wide range of control and
state constraints arising in the control of AUV formations.
Unfortunately, the implementation of sophisticated requirements - which are one
the most welcome features of the MPC control framework - comes with a very high
computational complexity which is a prohibitively high price - even when piece-wise
affine approximations to the ingredients (functions and sets) of the associated (OCP)
are used -, particularly for applications involving a large number of vehicles subject to
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real-time requirements under very strict constraints. At the core of the conventional
MPC scheme there is the need to solve the computationally expensive (OCPs) after each
(usually short) control period has elapsed. At each step of this optimization process,
the integration of a set of, often complex, differential equations over the optimization
horizon, is required.
This translates in an awful waste of computational effort relatively to an approach
that avoids repeating computations that involve time-invariant data in an essential
way. Chiefly among these, are those representing the dynamics of the AUV(s). These
equations can be integrated off-line, as a function of the value of the state variable at
the initial time, over the control horizon for an appropriate set of control functions by
taking into account all pertinent time-invariant data (a priori known obstacles, currents,
etc.). Of course, along with this data, the current control horizon final time equivalent
to the optimization horizon cost functional needs to be computed.
For the usual situation in which the long term optimization is of interest, an approx-
imation to the Value Function is a convenient object. Its computational burden is very
heavy but it can be computed off-line for the points in the state space of interest by
considering a priori known time-invariant data. It is important to remark here that, in
case of detection of an unexpected event - say, emergence of an unanticipated obstacle
or underwater current - during the control horizon, the update of the Value Function is
only required in a certain region of the state space in which a modified control action
has to be exerted until the influence of the unexpected event in the optimal behavior
of the vehicle becomes negligible or even null.
These ideas are an informal and general outline of the novel MPC approach pre-
sented in this chapter.
Here, we propose an MPC-like control that substantially reduces the computational
burden associated with the conventional MPC scheme, even for highly nonlinear dy-
namics. Its main features consist in:
1. Replacing the optimization problem over the control space by another one over
a local approximation to the Attainable Set, i.e., the subset of the state space
that can be attained at the end of the control horizon by using all feasible control
functions.
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2. Propagating the long term cost functional to the final time of the current control
horizon, via the associated Value Function.
3. Solving the optimization problem for the control synthesis over the control horizon
which is much shorter than the control horizon considered in the usual MPC
schemes.
A few observations are in order:
First, the Attainable Set and the Value Function can be computed or, at least,
approximated, off-line by taking into account all the (state and control) constraints as
a function of the initial state.
Second, the fact that we consider approximations to the Attainable Sets facilitates
the incorporation and handling of geometric constraints when solving optimization
problems. In particular, very fast optimization solvers based in very efficient search
algorithms can be used.
Third, the difficulties inherent to the linearization of the control system dynamics,
either by first order approximation with its associated control issues, or by lower level
feedback control deeply compromising the overall optimization, are avoided.
Fourth, uncertainties and perturbations can be dealt with by considering either
mini-max optimization schemes where the synthesized control optimizes the worst case
due to their potential effect, or, by paying a small sub-optimality price, consider a
number of control horizon intermediate steps just to correct the effect of small persistent
disturbances.
This chapter is organized as follows. In Section 5.2, we start with the conventional
MPC scheme presented in Section 3.4 and focus on previous research approaches to
overcome the inherent computational complexity, particularly, in the presence of real-
time constraints and limited computational capabilities.
Then, in Section 5.3, the basic Attainable Set MPC (AS-MPC) scheme is presented
and its equivalence to the conventional scheme justified. Convergence properties are
presented and proved for this general abstract framework. Relatively, to the conven-
tional MPC, the new proposed scheme has the advantage of transferring the heavy on-
line computational burden of solving the optimal control problem to an off-line stage by
taking advantage of the time invariance of the dynamic system and of constraints. Also
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in Section 5.4 we will address optimality, asymptotic stability and robustness properties
of the AS-MPC scheme.
However, the abstract scheme is still plagued by a very significant computational
burden. Indeed, computing the Attainable Set of a dynamic control system is still
an extremely demanding computational process. Thus in Section 5.5, we present and
compare three approaches - polyhedral, ellipsoidal, and “cloud of points” - to approx-
imate the Attainable Set and provide the justification to select a specific version of
the last one. Some results providing estimates on the Hausdorff distance between the
Attainable Set and its approximation are presented. This section is completed with
optimality, and stability results, as well as, discussion on robustness, for the AS-MPC
scheme for the case in which the Attainable Set is replaced by its approximation.
Finally, a robust version of the proposed AS-MPC (RAS-MPC) is presented and
discussed. The envisaged scenario consists in eliminating small and persistent pertur-
bations that might prevail within each control horizon. The idea consists in closing the
loop within the control horizon in order to compensate for the perturbations effects.
For this, the optimality at each step has to be sacrificed to small extent.
This chapter is closed with some conclusions and open issues.
5.2 From the conventional MPC to the Attainable Set
MPC
Let us restate, for convenience but also with more detail, a common version of the
conventional MPC scheme presented in section 3.2 which has been considered in a
number of seminal publications addressing a wide spectrum of important issues such as
stability, sub-optimality, robustness, decentralized schemes, etc., e.g., (72, 73, 78, 79,
81, 86, 95, 97) and references cited therein.
1. Initialization. Let t0 be the current time, and set up the initial parameters or
conditions specifying the initial state, prediction horizon and control horizon,
respectively, x0, T , and ∆, and, possibly other parameters.
2. Sample the state variable at time t0.
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3. Compute the optimal control strategy, u∗, in the prediction optimal, i.e., [t0, t0 +
T ], by solving the optimal control problem:
(PT ) Minimize g(x(t0 + T ))+
∫ t0+T
t0
f0(t, x(t), u(t))dt
subject to x˙(t) = f(t, x(t), u(t)), L-a.e.
u(t) ∈ Ω L− a.e.
h(t, x(t))≤0, ∀t, x(t0 + T )∈Cf ,
where g is the endpoint cost functional, f0 is the running cost integrand, f , h,
and g represent, respectively, the control system dynamics, the state constraints,
and the mixed constraints, Cf is a target set which may also be specified in order
to ensure stability.
4. Apply the obtained optimal control during the current control horizon, [t0, t0+∆].
5. Slide time by ∆, i.e., t0 = t0 + ∆, and adapt parameter estimates as needed.
6. Goto step 2.
In order to accommodate the computational burden with very fast dynamics, the gen-
eral idea of most of the current approaches consists in: (i) solving the optimization
problems off-line for the whole state-space using efficient optimization solvers (such as,
SQP, multi-parametric programming), leading to Value Functions or to parameterized
sets of controllers, with possibly approximating, control laws which are stored in a look
up table; and (ii) recruiting pre-stored controllers or extract values from the look-up
table to parameterize controllers adapted to the current situation on a real time basis.
While sharing the idea of pre-computing off-line the most computationally demand-
ing building blocks of the MPC scheme with previous work concerning MPC schemes
with very fast dynamics, (79), the approach proposed here clearly departs in a very
substantive way from the above reported work. This will be clear in the next section.
Before pursuing describing the Attainable Set MPC scheme, let us state the standing
assumptions on the data of the problem (PT ) that we will consider form now onwards.
Assumption 1 The function g : IRn → IR is bounded from below, Lipschitz continuous
with constant Kg and also C1. The last two properties imply that the gradient of g is
well defined and bounded by Kg everywhere.
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Assumption 2 The function f0 : IR×IRn×IRm → IR is bounded from below, Lipschitz
continuous with constant Kf0 and also C1 in x, ∀(t, u) ∈ [0,∞)× IRm and continuous
in (t, u) ∀x ∈ IRn. Thus, the gradient of f0 with respect to x is well defined and bounded
by Kf0 everywhere.
Assumption 3 The function f : IR×IRn×IRm → IRn is bounded from below, Lipschitz
continuous with constant Kf and also C1 in x, ∀(t, u) ∈ [0,∞)×IRm and continuous in
(t, u) ∀x ∈ IRn. Thus, the Jacobian of f with respect to x is well defined and bounded
by Kf everywhere.
Assumption 4 The function h : IR × IRn → IRq is bounded from below, Lipschitz
continuous with constant Kh and also C1 in x, ∀t ∈ [0,∞) and continuous in t ∀x ∈ IRn.
Thus, the Jacobian of h with respect to x is well defined and bounded by Kh everywhere.
Assumption 5 The sets Cf ⊂ IRn and Ω ⊂ IRm are compact.
Assumption 6 The control u : [0,∞)→ IRm belongs to the set U = {u ∈ L∞ : u(t) ∈
Ω, ∀t, and ∀T ⊂ [0,∞) of finite measure, ∫
T
u(s)ds <∞.
Assumption 7 Finite time controllability: For any x1 and x2 in IR
n, there exists and
interval [t1, t2] sufficiently large and a control function u : [t1, t2] → Ω steering the
system from x1 to x2.
Observation. This last assumption, with the help of at last part of the assump-
tions 1-6, implies the existence of at least one infinite horizon optimal control strategy
for the (OCP) converging uniformly to a given ξ∗ ∈ Cf .
To see this, let x(0) = x0 and an increasingly monotonic sequence {ti}∞1 be a
sequence of times such that t1 = 0 and lim
i→∞
ti = ∞ satisfying assumption 7 and, as
such, that lim
i→∞
x(ti) = ξ
∗ ∈ Cf .
Under the above assumptions, it is guaranteed the existence of an unique optimal
solution x∗i to the free-time (OCP) on [ti, ti+1] such that x
∗
i+1(ti+1) = x
∗
i (ti+1) by
concatenating the sequence of segments of trajectories {x∗i } we obtain that there exists
a feasible optimal control process (x∗, u∗) for the infinite horizon (OCP) such that
lim
t→∞x
∗(t) = ξ∗.
These assumptions complemented with some additional more technical requirements
will ensure the required properties of the novel MPC schemes proposed in this chapter.
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5.3 Attainable Set MPC
5.3.1 Introduction and Preliminaries
In this section, we formulate the Attainable Set MPC (AS-MPC) scheme in the context
of a long (possibly infinite) time horizon optimization problem by a sequence of sliding
shorter time horizon sub-problems initialized with the current sampled state. Like in
the conventional MPC, the control loop is closed by sampling the state variable in order
to compensate for the effect of perturbations in the evolution of the state trajectory.
Furthermore, this scheme enables the incorporation of features of the environment
- e.g., static or dynamic obstacles detected within the appropriate sensors range -
which, in spite of being quite natural in many application scenarios such as those
involving autonomous vehicles, are not, in general incorporated in the conventional
optimal control formulations, and, thus, in the usual associated MPC schemes.
The key idea of the novel MPC Scheme proposed in this work consists in, at each
iteration, replacing the optimal control problem to be computed on-line for the pre-
diction horizon, by an equivalent finite-dimensional optimization one which consists
in minimizing a certain cost functional on a certain set of the state space. The term
“equivalent” here is in the sense that the solution to the new optimization problem is
the value of the optimal state trajectory for problem (P ) in Chapter 3 at the final time
of the current control horizon, i.e., t0 + ∆ where t0 is the current time.
For the sake of convenience, we restate the optimal control problem here.
First, we consider the optimization of a dynamic control system over a very long
time horizon [ti, tf ]. Remark that, with an appropriate change in the definition of
solution concept and assumptions on the data of the problem, this problem can be
stated for infinite horizon.
(Pt0) Minimize g0(x(tf )) +
∫ tf
t0
f0(t, x(t), u(t))dt
subject to x˙(t) = f(t, x(t), u(t)), L− a.e.
x(tf ) ∈ Cf , x(t0) is given, with t0 ≥ ti
u ∈ U,
where Cf ⊂ IRn, and U := {u : [ti, tf ] → IRm : u(t) ∈ Ω}, with Ω ⊂ IRm being
some closed set. Note that, for infinite horizon, we impose assumptions ensuring the
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existence of trajectories converging to some equilibrium points in a specified set of the
state space.
Before pursuing, let us note that, by enabling various choices of tf , the above
formulation of (Pt0) encompasses various types of MPC schemes. It may be either
infinite or finite, and, in the later case, take on a very large value, usually called
the prediction or optimization horizons. It can also be considered a moving horizon
value, i.e., tf = t0 + T , where T is the optimization horizon usually considered in
the conventional receding horizon MPC scheme. In this scheme, the computational
complexity of solving the (OCP) on-line dictates an upper bound on the value of T .
As we will see, this issue disappears in the AS-MPC scheme proposed here. However,
this observation is of interest since it allows to relate both schemes. This relation will
make derivation of AS-MPC properties easier.
The problem (Pt0) of the conventional MPC scheme stated in the previous section
is replaced by the following optimization problem
(P¯∆t0 ) Minimize V (t0 + ∆, z)
subject to z ∈ A(t0 + ∆; t0, x¯(t0))
where, t0, x¯(t0) and ∆, are, as before, respectively, the current time, the value of the
state variable sampled at t0, and the control horizon duration. Notice that, in the
absence of any disturbances or uncertainties we have that x¯(t0) = x
∗(t0) where x∗(t0)
is the optimal solution to the problem (P¯∆t0−∆).
It will be clear from the definitions below that problems (P ) and (P¯ ) are equivalent
if and only if the function V : IR × IRn → IR and the set A(t; s, z) ⊂ IRn with t ≥ s
are, respectively, the Value Function of problem (P ) and the Attainable Set of the
dynamic control system at time t from the point (s, z = x(s)). We proceed with these
definitions. We consider the optimal control problem (P ) stated in Chapter 3 without
state constraints and the mixed constraints in order to facilitate the exposition. Remark
that there is no loss of generality in the definitions. Obviously, the presence of these
constraints entail an increased complexity in the conditions characterizing these objects
with the consequent complexity in the associated computational procedures. However,
this is not a real issue because it matters only at the off-line stage.
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Definition 5.1 The Value Function of problem (P ) at point (t, z), with t ∈ [ti, tf ], and
z ∈ IRn is given by
V (t, z) := min
u∈U,ξ∈Cf
{ g0(ξ) +
∫ tf
t
f0(τ, x(τ), u(τ))dτ : x(tf )=ξ,
x(t)=z, x˙(τ)=f(τ, x(τ), u(τ)), L-a.e. on [t, tf ] }
We will denote by VT (t, z) - and call it the receding T -horizon Value Function -
the Value Function above restricted to the interval [t, t + T ] for which t + T < tf and
ξ ∈ CT,f where CT,f is the Forward Attainable Set at time t+ T of the set Cf at time
tf , and whose definition will be given below.
Obviously, the computation of the Value Function by using the definition directly
entails a huge computational complexity. However, there is a large class of systems -
the so-called positional systems, (112, 113, 114) - for which the Value Function can be
obtained by solving the Hamilton-Jacobi-Bellman (HJB) equation, (115). By positional
systems, it is meant the pair cost functional and controlled dynamics, for which the
optimal control strategy for any interval [t, T ] with T > t, depends only on the specified
initial state trajectory value z = x(t).
The HJB equation is given by

∂
∂t
V (t, x)+ min
u∈Ω
{〈
∂
∂x
V (t, x), f(t, x, u)
〉
+f0(t, x, u)
}
= 0
V (tf , x(tf )) = g0(x(tf ))
In general, the Value Function is, at most, merely continuous, and, thus, the partial
derivatives have to be understood in a generalized sense, and the solution concept has
to be cast in a nonsmooth context. The appropriate solution concept depends on the
properties of the solution which, in turn, depends on the structure of the problem.
The solution concepts most used in the literature are in a viscosity, generalized, and
proximal normal senses, for, respectively, continuous, Lipschitz continuous, and lower
semi-continuous solutions. We will not consider these concepts here to avoid breaking
the flow of ideas. For details, one may consult the references (115, 116, 117).
It is important to note that there are a number of results characterizing the interplay
between level sets of the Value Function and the forward and backward Attainable Sets
of the associated dynamic control system, (118, 119).
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There are a number of software packages to solve the HJB equation numerically
and thus compute a certain approximation to the Value Function, see, for example,
(120, 121, 122, 123). The computational complexity of this equation is huge. However,
once computed for time invariant dynamic optimization problems, the approximation
to the Value Function is stored in a look-up table and invoked to determine the next
optimal control at any point (t, x) in time and phase space. Of course, the Value
Function will have to be updated whenever there are changes in the environment or in
the system that affects the formulation of the underlying optimal control problem as it
follows from the general requirements discussed above.
In practice, this generally requires numerical techniques for a discrete approximation
to the continuum time system leading to a following recurrence relation analog to
the HJB equation, known also as Bellman equation, which can be solved by dynamic
programming optimization method developed by R. Bellman, (124).
Once again, let us consider the dynamic control system of (Pt0).
Definition 5.2 Forward and Backward Attainable Sets.
The Forward Attainable Set at time t, often designated only by Attainable Set,
from the state x0 and time t0 ≤ t, (118, 125, 126), is define by
Af (t; t0, x0) := {x(t) : x˙(τ) = f(τ, x(τ, u) L− a.e., u ∈ U, x(t0) = x0}.
The set Af (t; t0, x0) ⊂ IRn is the set of all points that can be reached or attained
at time t with all feasible controls from the initial state x(t0) = x0. It is important
to remark that this definition is extended in straightforward way for the case in which
state, mixed or other type of constraints are considered. It suffices to ensure that the
control processes to be taken into account satisfy all constraints.
Naturally, the Attainable Set from a given initial set is given by
Af (t; t0, C0) =
⋃
x0∈C0
Af (t; t0, x0).
For some t ≤ t1 and set C1 ⊂ IRn, the Backward Attainable Set at time t from the
set C1 at time t1 is the set of points in IR
n from which it is possible to steer the state
of the system in the interval [t, t1] to some point in the set C1. In other words,
Ab(t; t1, C1) = {z ∈ IRn : Af (t1; t, z) ∩ C1 6= ∅} .
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In the (118, 126), these sets are designated by Reachable or by Reach Sets. However,
as it is pointed out in (117, 127), this designation is more appropriate for the set of all
points that can be reached for all instants within the time interval. In these works, a
characterization of the Reachable Sets is given as the level sets of a certain nonsmooth
Value Function.
The computational complexity associated with the computation of both types of
Attainable Sets is, from their definitions, obviously huge. It is not surprise that a lot of
research effort has been put in finding efficient ways of approximating these sets. This
will be addressed in the next section.
5.3.2 Formulation of the Attainable Set MPC
As stated before, the fundamental computational burden of conventional MPC schemes
is the on-line solving of the optimal control problem in the chosen receding horizon.
Thus, the key novelty of the AS-MPC is precisely an on-line computationally very light
reformulation of this optimal control problem. This is the first item of this subsection.
Let t0 be the current time and ∆ > 0 be such that t0 + ∆ < tf . Then, the Principle
of Optimality, together with the definition of Value Function on the interval [t0 +∆, tf ],
entails that (Pt0) is equivalent to the following finite horizon optimal control problem
(P∆t0 ) Minimize V (t0 + ∆, x(t0 + ∆)) +
∫ t0+∆
t0
f0(τ, x(τ), u(τ))dτ
subject to x˙(τ) = f(τ, x(τ), u(τ)), L-a.e. on [t0, t0 + ∆] (5.1)
u ∈ U, and x(t0) is given. (5.2)
In order to cast the above optimal control problem in the form of (P¯∆t0 ), we need
to express the dynamic constraints in terms of the Attainable Set. However, since we
have a running cost, we need first to perform a straightforward change of variable. Let
x˜ = (x, y) where {
y˙ = f0(t, x, u)
y(t0) = 0,
and V˜ (t, x˜) = V (t, x) + y.
By using the definition of Forward Attainable Set in the context of x˜ = (x, y), we
obtain
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(P¯∆t0 ) Minimize V˜ (t0 + ∆, z)
subject to z ∈ A˜f (t0 + ∆; t0, x˜(t0)).
If x˜ is the reference optimal trajectory, then the solution z∗ to (P¯∆t0 ) is given by
z∗ = x˜(t0+∆). From now on, without any risk of confusion, we dispense with relabelling
and consider x = x˜, V = V˜ , and A = A˜ .
There is an important remark here: Since tf is, in practical applications, very large
- in fact, tf = ∞ is often considered -, we have that tf > t0 + T , where T is the
optimization or prediction horizon considered in the conventional scheme, the scheme
proposed here yields, in the absence of any perturbations, the true optimum over the
whole running time horizon. This is not the case of the conventional scheme which,
by using the optimal control problem (PT ), just yields an approximation of the true
global-horizon optimum, which depends on how large T is. Obviously, by choosing
tf = t0 + T , and VT instead of V in the formulation of the AS-MPC, we have the
equivalent to the conventional receding horizon MPC scheme introduced earlier in this
chapter.
Now, we are ready to formulate the basic AS-MPC scheme. Clearly, the original
infinite dimensional optimization problem was formally expressed by an equivalent finite
dimensional one. The complexity was transferred from the control variable to the cost
functional - the Value Function - and the set constraints - the Forward Attainable Set
- of the optimization problem.
Thus the MPC scheme using this formulation requires (i) the update of the Attain-
able Set at the end of the current control horizon starting on the current value of the
sampled state variable, and (ii) the propagation of the cost functional V over (t, x)-
space in order to ensure consistency. Notice that this formulation of the optimization
problem exhibits extremely important advantages inherent to its intrinsically geomet-
ric character, namely in what concerns the incorporation of additional constraints as
well as uncertainties in the dynamics. In particular, this facilitates the consideration of
intricate dynamics or partially known environments. Remark that if a time invariant
scenario - system and its environment - is considered, the on-line computational bur-
den is minimal: while (i) only requires translations and rotations of the stored onboard
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Attainable Set, (ii) involves retrieving the values of the Value Function in the region
(t, x) ⊂ IR× IRn associated with the update of the Attainable Set in (i).
The basic the AS-MPC scheme can be formulated as follows.
Let ∆ be the control horizon, and t0 the current time. Then, the AS-MPC scheme
can be formulated as follows:
1. Initialization: t = t0, x(t0)
2. Solve (P¯∆t0 ) to obtain z
∗ and compute or retrieve (this will be explained later in the
chapter when dealing with Attainable Set approximation) the control u∗|[t0,t0+∆]
steering the state variable from x¯(t0) to z
∗, where x¯(t0) is the sampled state
variable at t0. In case of need, the specific method to compute u
∗ can be of
a direct type which depends strongly on the considered dynamics. However, a
general method, to which one can always resort is the PMP.
3. Apply u∗ during [t0, t0 + ∆]
4. Sample x at t0 + ∆ to obtain x¯ = x(t0 + ∆)
5. Slide time by ∆, i.e., t0 = t0 + ∆, and goto 2.
Remark that, if the goal is to maximize the overall performance (i.e., the total time
interval), than this scheme necessarily yields better performance that the conventional
T -receding horizon conventional MPC scheme. Obviously, this same scheme in which
the cost functional of (P¯∆t0 ) is VT instead of V , then, performance-wise, it is equivalent
to the standard T -receding horizon conventional MPC scheme.
5.4 Properties of the AS-MPC scheme
In this section, we will focus some of the major properties for MPC schemes in the
context os the proposed AS-MPC scheme: optimality, asymptotic stability, and ro-
bustness. Before pursuing with this agenda, let us note that it is relevant to specify
whether we are considering V or VT as defined in the previous sections, or whether tf
is finite or infinite.
While asymptotic stability only makes sense for tf = ∞, both finite and infinite
tf can be considered for the other two properties. On the other hand, in the absence
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of perturbations or uncertainties, for either finite or infinite tf , it is readily concluded
that the AS-MPC with the (OCP) formulated using V , it is obvious that the feedback
control strategy generated by the AS-MPC yields the global optimum. In this case,
it remains of interest to examine the case for which VT is used. As to the robustness
property, we will discuss thee main approaches and justify the one adopted in the next
section: update the applied control with intermediate control-horizon state feedback.
Here, we also discuss how existing results in the literature for the several ways in which
robustness can be considered can easily migrate to the AS-MPC context.
5.4.1 Optimality
As stated above we consider VT instead of V in the (OCP) associated with the AS-
MPC scheme, that is, the Value Function is computed by considering the time horizon
[t0, t0 + T ] where T0 is the current time and T is the prediction horizon. Let ∆, ∆ < t
be the control horizon, and denote by (x∗T,∆, u
∗
T,∆) the MPC optimal control process
obtained with these prediction and control horizons. Denote by J(x, u) the value of
the cost functional associated with the control process (x, u) for the optimal control
problem set above with VT expressed in the Lagrange form over
1 [0,∞), by J(x, u)|[α,β]
be its restriction to the interval [α, β], and by Jk(x, u) a short notation for the case
with α = k∆ and β = (k + 1)∆.
Theorem 5.4.1 Let t0 = 0, and assume that the optimal control horizon has an opti-
mal control process (x∗, u∗) such that lim
t→∞x
∗(t) = ξ∗, being ξ∗ an equilibrium point in
C∞, the state final point constraint set. Moreover, assume that there are no perturba-
tions and no uncertainties. Then,
i) lim
∆↓0, T↑∞
∞∑
k=0
Jk(x
∗
T,∆, u
∗
T,∆) = J(x
∗, u∗), and
ii) Consider the (OCP) of the AS-MPC the with cost specified by V instead of VT as
in i). Then, lim
∆↓0, k↑∞
∣∣Jk(x∗∆, u∗∆)− J(x∗, u∗)|[k∆,(k+1)∆]∣∣ = 0.
Remark that item i) also holds for the case of a finite tf with T ↑ ∞ replaced by
T ↑ tf , and ∆ ↓ 0 in such a way lim
k→∞
k∆ = tf .
1Given an interval [t0, t1], the Lagrange form of a C1 cost functional φ that depends on the state
variable at the final time t1 is given by φ(t0) +
∫ t1
t0
∇φ(x(t)f(t, x(t), u(t))dt
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This proof will be done for the case without state constraints. This does not bring
any loss of generality since, under our assumptions, it is not difficult to see that, by
using a standard penalization technique, an equivalent Optimal Control Problem (OCP)
without state constraints can be formulated. We skip this step.
Proof Let us start with statement i). Fix ∆ and T with ∆ < T . It follows straight-
forwardly from the principle of optimality that a globally optimal control process
(x∗T,∆, u
∗
T,∆) is the concatenation of segment-wise optimal control processes if, for any
segment, the final value of the state variable at that segment is equal to the initial
value of the optimal trajectory of the ensuing segment. Denote by ξ∗T,∆, the final value
of x∗T,∆.
Since lim
t→∞x
∗(t) = ξ∗, ∃ Tε sufficiently large such that x∗Tε , the solution to the (OCP)
restricted to [0, Tε] satisfies x
∗
Tε
(Tε) ∈ x∗(Tε) + εB.
Now, for k = 0, . . ., let δ > 0 be such that the solution to the (OCP) in the tube
TTεδ (x
∗, u∗) := {(x, u) : x ∈ x∗(t) + δBIRn , u(t) ∈ (u∗(t) + δBL∞) ∩ U, ∀t ≤ Tε}
is unique for each initial value x∗Tε(Tε) and thus, by considering a simple transformation
whereby the cost functional of the (OCP) depends only on the state variable at the
final time, we have that, within the tube TTεδ , limt→∞x
∗
Tε(t) = ξ
∗.
Then, for any given ∆ > 0, and for k = 1, 2, . . ., the same argument holds by shifted
time interval [k∆, Tε + k∆]. We conclude that lim
t→∞x
∗
Tε+k∆(t) = ξ
∗. Now, for any given
∆, let us consider k such that sufficiently large so that k∆ > Tε, we easily reach the
conclusion that
lim
k¯→∞
(x∗Tε,k, u
∗
Tε,k)[k¯∆,(k¯+1)∆] = (x
∗, u∗)[k¯∆,(k¯+1)∆]
in the norm AC([0,∞))× L∞.
Thus, for any M > 0, lim
Tε→∞,∆→0
M∑
k=0
Jk(x
∗
Tε,k, u
∗
Tε,k) =
M∑
k=0
Jk(x
∗, u∗). Finally, and by
shortening the notation, we conclude that
lim
M→∞
M∑
k=0
J∗k = J(x
∗, u∗).
A simple contradiction argument reveals that (ii) follows immediately from (i) for
any fixed ∆.
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5.4.2 Asymptotic Stability
In this subsection we show that the proposed AS-MPC scheme generates asymptotically
stable control strategies under some reasonable sets of assumptions. We will consider
two different contexts: a more classical on that requires the inclusion of a stabilizing
finite state set constraint at the finite time and another one that dispenses with it.
Let us start with the first one that draws heavily from Theorem of (128). In this
approach, we consider without any loss of generality - since if f(xs, us) = 0, one can
always shift the origin of the system to (xs, us) - that f(0, 0) = 0 ∈ IRn and, thus
0 ∈ IRn is an equilibrium at infinity with u = 0. Moreover, let us consider that the
data of our problem satisfies the following - somewhat mild - assumptions:
(A) f : IRn × IRm → IRn is twice continuously differentiable.
(B) Ω ⊂ IRm is compact, and convex, and 0 is in the interior of Ω.
(C) The dynamic control system has a unique solution for any initial condition x0 ∈
Rn and any piecewise continuous and right-continuous u : [0,∞)→ Ω.
It is not difficult that these assumptions can be easily weakened. However, this would
entail a more cumbersome presentation of the arguments.
Essentially, we show that, under these assumptions as well as within the mild context
considered in (128), that, in the absence of disturbances, the optimal control process
generated by the AS-MPC applied to the receding horizon [t0, t0 +T ] satisfies the same
requirements as the ones generated by the MPC scheme in (128), and thus its main
result – that we state below for convenience – can be applied. This result can be stated
as follows:
Theorem 5.4.2 Let the following assumptions hold.
1) Assumptions (A)-(C) are satisfied,
2) The Jacobian linearization of the given nonlinear dynamic system is stabilizable,
3) The open-loop optimal control problem underlying the MPC scheme feasible on
[t0,∞).
Then, for a sufficiently small sampling time ∆ and in the absence of disturbances, the
PC closed-loop system is asymptotically stable.
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If we denote by VT , the Value Function defined on the horizon [t0, t0 +T ] for a given
finite T , then it is clear that the AS-MPC with an (OCP) with VT as cost functional
is equivalent to the conventional MPC scheme with stabilizing final state constraints.
Thus, by imposing the additional constraints required in this result, the above Theorem
can be applied to our context and yield the asymptotic stability of the control processes
generated by AS-MPC scheme with VT replacing V ,
The above result is a classic one and requires assumptions on the data of the problem
that are relatively strong is spite of the range of its applicability being very significant.
However, it exhibits the need of imposing a final state constraint set with the sole
technical purpose of ensuring the asymptotic stability. This assumption might be too
taxing and more recent results have shown that if the cost functional contains a term
that depends on the state variable at the final time, then, it is possible to show the
asymptotic stability without requiring this final constraint set technical requirement,
(129).
One popular way to avoid the technical final set constraint, is to assume a local
controllability property or, almost equivalently, to ensure asymptotic (in the sense of
taking the limit in T ) converging bounds on the Value Function, in order to show that
every level set of the infinite horizon optimal Value Function is contained in the basin
of attraction of the asymptotically stable equilibrium for sufficiently large optimization
horizon T .
In chapter 6 of (129) a comprehensive stability and sub-optimality analysis for MPC
schemes for autonomous nonlinear systems without stabilizing terminal constraints are
presented, in the discrete-time context. The important advantage in using the asymp-
totic controllability assumption on the (OCP) for which it is possible to derive detailed
asymptotic stability and performance estimates. Together with the first three assump-
tions considered in the previous asymptotic stability, the controllability assumption
enables to derive estimates on the level of sub-optimality and bounds on the optimiza-
tion horizon which play a critical role in ensuring stability with parameters explicitly
computed from the controllability condition. These results can easily migrate to the
AS-MPC, in which the controllability condition for the (OCP) takes the form (note
that to facilitate the arguments and the notation, we consider, without any loss of
generality, time invariant systems):
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Controllability assumption. The system is asymptotically controllable with respect to
f0 with rate β ∈ KL0, if and only if, for each x ∈ IRn and each T > 0 there exists an
admissible control sequence ux ∈ UT (x) satisfying
f0(x(t, x0), u(t)) ≤ β(f∗0 (x), t), ∀ t ∈ [0, T ].
Here, KL0 is the class of functions β : IR
+ × IR+ → IR+ that satisfies β(0, τ) = 0 and
lim
r→∞β(r, τ) =∞ and ∀r > 0, limτ→0β(r, τ) = 0, and f
∗
0 (x) = min
u∈Ω
{f0(x, u)}.
Following the same arguments of in chapter 6 of (129), when the above assumptions
hold, we have the estimates:
• For any T > 0, and x ∈ IRn, we have VT (x) ≤ JT (x, ux) ≤
∫ T
0
β(f∗0 (x), t)dt, for
all ux satisfying the controllability assumption.
• Let x0 ∈ IRn and u∗T solution to (OCP) restricted to [0, T ]. Then, for any T¯ ∈
(0, T ), VT (xu∗(∆, x0) ≤ JT¯ (xu∗(∆, x0), u∗(t)) +
∫ T−T¯
0 β(f
∗
0 (xu∗(∆ + T¯ , x0)), t)dt,
for t ≥ ∆.
• Take u∗T as in the previous item and letN = T/∆. Then,, for k = 0, 1, . . . N−1, we
have that JN−k(xu∗(k∆, x0), u∗(k∆+ t)) ≤
∫ T−k∆
0 β(f
∗
0 (xu∗(k∆, x0), t)dt, ∀t > 0.
In the above and in what follows xu, and xu(t, τ, xτ ) with x(τ) = xtau and τ ≤ t,
represent, respectively, the state trajectory at time t associated with the feasible control
u, independently of the initial state, and the state trajectory associated with the feasible
control u and time t ≥ τ with the trajectory initiated at x(τ) = xτ . In this last case
the middle argument may be omitted if it is obvious from the context.
From these estimates, and by using elaborated arguments one concludes the time-
continuum equivalent to Theorem 6.18 of (129) which establishes the asymptotic sta-
bility of the MPC scheme with more precise estimates than the ones considered in the
previous stability result. Like before the relation between the standard MPC and the
variant of the AS-MPC with VT in place of V , validates this result for our context. The
fact that V < VT implies that it also holds for our AS-MPC scheme.
Similar results with arguments with somewhat different flavor are discussed in (72,
130).
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5.4.3 Robustness
The above properties were obtained by assuming the absence of disturbances and uncer-
tainties. However, the fragility - in the sense of lack of robustness - of the conventional
MPC schemes is well known due to the fact that they rely strongly on complex opti-
mization processes. Thus, it is clear that robustness is a primary concern when applying
MPC to real-life problems. It is clear that un-modelled interferences, measurement and
input noises, as well as the associated quantization errors due to limitations in both
computer memory and computational times interfere in the behavior of the system
with, possibly, very significant impact in the optimization process.
So it is of interest to obtain relations between bounds of the disturbances and
uncertainties with some measure of the extent to which the properties listed above
are preserved. The notion of robustness comprehends many scopes, notably, in what
concerns constraint satisfaction, stability, optimized performance, and computational
practicability.
A cursory overview reveals that the integrated complexity of the issues underlying
robustness is far from being satisfactorily addressed in that the convoluted interplay
between the quality of the guaranteed structural properties and the complexity of as-
sociated computational methods still require a lot of research. Most of the literature
concerns paradigms that concern partial aspects of robustness, such as min-max open
loop, min-max closed loop, trajectory tube formulation, coupling receding horizon con-
trol (RH) with RH estimation, to just name the most significant ones.
One of the most popular general approaches to ensure the asymptotic stability
robustness consists in considering assumptions on the data of the problem, and the MPC
scheme formulation that ensure the continuity of the Value Function, and, moreover, in
an uniform neighborhood along the reference trajectory that contains feasible controls
in which it also satisfies a Lyapunov inequality in a generalized sense, (73). It is clear
that the applicability of this approach is limited, mainly because of the simple fact
that a great advantage of the (OCP) is precisely the consideration of a wide range
of constraints. However, these features are a critical obstacle to the success of the
approach.
The replacement of the (OCP) in the MPC scheme by a minimax is another way o
mitigate the effect of disturbances, (72). However, by considering the worst case of the
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perturbations, this approach typically leads to very conservative performances.
Another approach that became quite popular consists in considering tubes of tra-
jectories instead of a single reference trajectory, (71, 73). The success of this approach
is very much related to striking the best trade-off between conservatism of the solution
and the computational complexity involved. The fact that, in spite of being around for
some time, these results have not yet been proved themselves in the real-world appli-
cations, keeps the expectations open concerning future developments of this approach.
Finally, the so-called multi-steps (in (77)) or intermediate steps (in (7)) emerged in
recent years. The idea is to close the loop at intermediate points in the time interval
of the receding-horizon optimization. These two approaches are different but there are
many common issues in the robustness analysis. The approach in (7) will be further
developed in a later section of this chapter.
5.5 Attainable Set Approximation Approaches
Although this problem exhibits a much simpler appearance, the fact is that both the At-
tainable Set and the Value Function are extremely complex objects whose computation
is of a very high complexity, usually comparable to that of solving the corresponding
HJB equation. Thus, it is not surprising that a number of approaches have emerged to
approximate Attainable Sets. This will be the subject of the this section.
In this section, we will present a quick comparative survey of the three most signif-
icant approaches to compute a set approximating a given set: Ellipsoidal, Polyhedral,
and ε-Dense Discrete Set, often referred to by “Cloud of Points”. For first two, a brief
overview of the literature will be given. In what concerns the third, this is to best of our
knowledge the first time that this type of approximation to sets is being considered, at
least, in the control context. Then, the reasons why the selection of the last approach
for the implementation of the AS-MPC will be given.
5.5.1 Overview
• Ellipsoidal Approximations. There has been a large number works developing
methods to compute approximations to Attainable Sets by ellipsoidal sets. Among
many others, landmarks articles are (131, 132).
95
5. THE ATTAINABLE SET MODEL PREDICTIVE CONTROL
SCHEME
These works concern the computation of approximations to the Attainable Sets for
discrete or continuous time linear control systems with time-varying coefficients
and ellipsoidal bounds on the controls and initial conditions in a first stage, and,
later, were extended to nonlinear dynamic systems that could be easily lineariz-
able and, thus, faithfully approximated by piecewise linear systems. Algorithms
generating either external or internal ellipsoidal approximations that touch the
Attainable Set boundary from outside and from inside were produced. While the
former are useful to ensure safety properties, that is, the system does not enter
forbidden unsafe region, the later, make sure that there are control strategies
whose trajectories reach points in given sets by concluding that their intersection
with the inner ellipsoidal approximation is nonempty.
There are great computational advantages of this approach. Ellipsoidal sets are
characterized by a small number of parameters which, for linear or piecewise linear
systems can be easily propagated by solving ordinary differential equations with
coefficients given in explicit analytical form. This allows exact parametric repre-
sentation of reach tubes through families of external and internal ellipsoidal tubes
as compared with earlier methods based on constructing one or several isolated
approximating tubes. This approach gave rise to efficient numerical algorithms.
However, there are a couple of fundamental drawbacks associated with this ap-
proach. The most important one concerns the fact that the approximations -
either internal or external - are usually too conservative, that is, they lead to
control strategies that, albeit satisfying the imposed requirements, they might
not be the ones more appropriate to achieve appropriate trade-offs with other
criteria such us performance, satisfaction of constraints, robustness, safety, etc.
• Polyhedral Approximations. This approach has been widely considered in the
literature, (125, 133, 133, 134, 135), among others. Part of the work of the last
reference is expanded in the annex “Polyhedral Set Approximation” of this the-
sis. It consists essentially in finding the vertices of a polyhedron which lie on
the boundary of the Attainable Set, and, then, taking their convex hull. Con-
structions of inner and outer approximations have been developed. The main
work along this line took place for linear systems, but extensions for significant
classes of non linear systems were also developed. The essential idea is to regard
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a vertex of the polyhedron approximating the Attainable Set as the final value
of the optimal trajectory to an Auxiliary Optimal Control Problem (AOCP) in
which a cost functional linear in the state variable at the final time is minimized
subject to the dynamics and other constraints of the given dynamic control sys-
tem. The solution to this AOCP gives a boundary point of the Attainable Set
that depends on the coefficient of the cost functional. By judiciously varying this
coefficient, a number of adequate points of the boundary of the Attainable Set is
generated. The term “adequate” means that a least conservative inner or outer
approximation are obtained. Moreover, schemes to address nonconvex Attainable
Sets where also developed (see the corresponding annex).
This method has been the subject of further research and, since it revealed to
be not only too specific, but also of limited impact in the sequel of the works of
this thesis, a more detailed account of its results and consequent algorithms are
included in the annex “Polyhedral Set Approximation”.
• ε-Dense Discrete Set. This approach relies strongly and, in some respects, can be
considered an application of one the more elegant ways of approximating Attain-
able Sets, the so called exponential formula introduced by Peter Wolenski in the
differential inclusions context in the article (127).
To present the main result of this article, it is of interest to introduce a number
of key ideas: (i) relation between controlled ordinary differential equations and
differential inclusions; (ii) composition of se-valued maps; and (iii) Limits of se-
quence of sets. In this last item, we will restrain ourselves to the limit in the
sense of Kuratowski.
Let us start with (i). For the sake of the presentation simplicity, let us consider
the time invariant dynamic system x˙ = f(x, u) where the control u is such that
u(t) ∈ Ω. Let us assume that the standing assumptions considered earlier in this
chapter are in force. Let us consider the set-valued dynamics x˙ ∈ F (x), where
F : IRn → P(IRn) is assumed to Lipschitz continuous in the sense of Hausdorff
with respect to x, i.e., ∃KF > 0 such that dH(F (x), F (y)) ≤ KF ‖x − y‖, and
x˙ ∈ { f(x, u) : u ∈ Ω}.
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Here, and in what follows, the Hausdorff distance between setsA andB, dH(A,B),
is defined by dH(A,B) := max
{
sup
x∈A
{dB(x)}, sup
y∈B
{dA(y)}
}
, where dA(a) is the
Euclidian distance between the point a and the set A.
Even if, ∀x ∈ IRn, F (x) ≡ { f(x, u) : u ∈ Ω}, it is clear that, in general, the set of
solutions to the differential inclusion x˙ ∈ F (x) is much larger that of the solutions
to x˙ ∈ { f(x, u) : u ∈ Ω} as it can be easily seen that the former includes controls
in the feedback form. It is a well known result that the two systems are equivalent
only if f is also continuous in the control u.
In order to consider (ii), i.e., to define the composition of set-valued map, consider
two set-valued maps F1 : IR
n → P(IRn) and F2 : IRn → P(IRn) with domains and
values in a linear vector space. Define the composition (F1 ◦ F2)(x) := {y ∈ IRn :
∃y¯ ∈ F2(x) such that y ∈ F1(y¯)}. If a set-valued map F (x) is composed with
itself N times, we denote the resulting set-valued map by FN (x).
Let d(a,A) be the usual distance of the point a to the set A, i.e., inf
a¯∈A
{‖a− a¯‖}.
Given a sequence of sets {An} in IRn, let us consider the following notions of
limits
lim
n→∞inf An := {x ∈ IR
n : lim
n→∞sup d(x,An) = 0}
lim
n→∞supAn := {x ∈ IR
n : lim
n→∞inf d(x,An) = 0}.
It is said that the sequence {An} converges to some set A ⊂ IRn in the sense of
Kuratowski if and only if lim
n→∞inf An = limn→∞sup An = A
Now, we are ready to state the main result in (127) that provides the so called
exponential formula for dynamic systems given by differential inclusions.
Assume that the set-valued map F has non-empty, compact, convex values on
IRn and that is locally Lipschitz on IRn. Then, for all x ∈ IRn and ∆ > 0, we have
the Attainable Set of F is given by
AF (∆; 0, x0) := lim
N→∞
(
I +
∆
N
F (x)
)N
, (5.3)
where I is the identity matrix, the set products are in the sense of set-valued maps
composition, and the limiting operation is defined in the sense of Kuratowski.
This formula is proved in (127) for Lipschitz differential inclusion with convex
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values but it may be further extended for more general set-valued maps. The
proof of the main theorem partially relies on a C1 approximation result due to
Filippov, for which a new proof is given. Moreover, in this paper, this formula is
used to derive a characterization of the Value Function associated with an (OCP)
with the dynamics given by the considered differential inclusion.
The ε-Dense Discrete Set approximation consists in selecting a positive number
ε, a subset of discrete points of the set-valued map F (x), each one corresponding
to the velocity of the system with a certain piecewise constant control for u¯, and
in choosing a certain number Nε so that, by truncating the limit at N = Nε, a
sufficiently large of points zi of the Attainable Set points is obtained so that
A(∆; 0, x0) ⊂ ∪Nεi=1[zi + εB1(0)]
and dH
(
A(T ;x0, 0),
[
∪Nεi=1[zi + εB1(0)]
])
< ε. Here, B1(0) is the closed unit ball
centered at the origin.
This type of approximation was selected to the implementation of the AS-MPC
scheme since it is endowed with nice properties and, moreover, it is the one
that imposes the least on-line computational burden. The constructive procedure
based on Wolenski’s exponential formula will be detailed in the next section.
5.5.2 The ε-Dense Discrete Set Approximation
In this section, we consider F (x) = f(x,Ω) where Ω ⊂ IRm is the set of values that the
control variable can take. We assume that f is Lipschitz continuous in x and continuous
in u. These properties ensure not only the existence and uniqueness of the solution of
x˙ = f(x, u) for a given feasible control u and initial condition x(0) = x0 but also the
equivalence between the differential inclusion and ordinary differential representations
in the sense that they have the same set of solutions. We remark that the fact that we
are considering now only autonomous systems does not constitute any loss of generality.
These developments can be easily transposed for time variant systems.
Consider positive integers Nu, N∆ sufficiently large, and δu adequately small. Define
ΩNu := {ui ∈ IRm : ui ∈ Ω, i = 1, . . . , Nu}
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satisfying the conditions (i) Ω ⊂ ΩNu +δuB1(0), (ii) ∀i ∃j s.t. ‖f(x, ui)−f(x, uj)‖ < δu
and (iii) ∀x ∈ IRn, ∀v ∈ ∂f(x,Ω), ∃v¯ ∈ ∂f(x,ΩNu) ∩ ∂f(x,Ω) such that ‖v − v¯‖ ≤ δu.
Here, ∂A represents the boundary of the given closed set A.
Now, to construct AN∆FNu
(∆; 0, x0), we just consider the truncation up to N∆ of the
exponential formula which, was defined in the previous section. The integer power of
the is understood in the sense of composition of set-valued maps. To illustrate this
point, just let N∆ = 2, then
A2FNu (∆; 0, x0)(I +
∆
2
FNu(x0))
2 =
Nu⋃
i=1
{(
I +
∆
2
FNu(xi)
)
: xi ∈ I + ∆
2
FNu(x0)
}
.
For this simple example, it is clear that the approximation of the value of the state
variable at time ∆ is obtained by considering a discrete system in which the controls
are composed by two piecewise constant segments, each of duration
∆
2
. Obviously,
the larger the number Nu, the better will be the approximation of the Attainable Set.
Another observation consists in the fact that, for each zi ∈ AN∆FNu (∆; 0, x0) we may
associate a piece-wise constant control function with N∆ segments and taking values
in ΩNu .
Now, we detail the construction of the ε-Dense Discrete Set approximation and
discuss, a good estimate of the Hausdorff distance between these sets to determine the
worst case of sub-optimality.
Let Nu be a given sufficiently large integer, and Ωε denote the set {ui ∈ Ω : i =
1, . . . , Nε} satisfying the following properties:
i) Ω ⊂
Nε⋃
i=1
(ui + εB), and
ii) ∀i, ∃j s.t. ‖f(t, x, ui)− f(t, x, uj)‖ < ε.
iii) ∀x ∈ IRn, ∀v ∈ ∂f(t, x,Ω), ∃v¯ ∈ f(t, x,ΩNu) ∩ ∂f(t, x,Ω) such that ‖v − v¯‖ ≤ ε.
Denote by Af (t1; t0, x) and A
ε
f (t1; t0, x) the points attainable at t1 > t0 from x at t0, by
the dynamic system with controls, respectively, in L∞ with values in Ω, and piecewise
constant with values in Ωε.
Now, we are ready to state the following property.
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Proposition 5.5.1 Let ∆ be a positive number. Under mild assumptions on the dy-
namics, we have, for any (t, x) ∈ IR× IRn,
dH
(
Af (t+ ∆; t, x),A
ε
f (t+ ∆; t, x)
) ≤ ε∆eKf∆.
Proof Fix an arbitrary u˜ ∈ U|[t,t+∆], and let us consider a piecewise constant u¯ ∈ Ωε.
We have that
xu˜(t+ ∆; t, x)− xu¯(t+ ∆; t, x) =
∫ t+∆
t
[f(s, x˜(s), u˜(s))− f(s, x¯(s), u¯(s))]ds
=
∫ t+∆
t
[f(s, x˜(s), u˜(s))− f(s, x¯(s), u˜(s))]ds
+
∫ t+∆
t
[f(s, x¯(s), u˜(s))− f(s, x¯(s), u¯(s))]ds
From the above conditions, it follows that the piecewise constant u¯ ∈ Ωε can be
chosen with a sufficiently large number of points in the partition of [t, t + ∆] so that
have that
‖
∫ t+∆
t
[f(s, x¯(s), u˜(s))− f(s, x¯(s), u¯(s))]ds‖ ≤ ε∆.
It follows, by the above and the Lipschitz continuity of f w.r.t x, that we can write
‖xu˜(t+ ∆;x, t)− xu¯(t+ ∆;x, t)‖ ≤ Kf
∫ t+∆
t
‖xu˜(s;x, t)− xu¯(t+ s;x, t)‖ds+ ε∆.
By applying the Bellman-Gronwall inequality, we conclude that ∀u˜ taking values in Ω,
∃u¯ piecewise constant control taking values in Ωε such that
‖xu˜(t+ ∆; t, x)− xu¯(t+ ∆; t, x)‖ ≤ ε∆eKf∆.
However, this means that ∀z ∈ A(t+ ∆; t, x), ∃zε ∈ Aε(t+ ∆; t, x) such that ‖z− zε‖ ≤
ε∆eKf∆. This is a sufficient condition for the conclusion of the proposition.
Some comments are pertinent to emphasize the relevance of this result:
• The rationale of selecting points with constant controls relies on the fact that,
from the computational point of view it is important to approximate the desired
trajectory by a sequence of trajectories generated by piecewise controls. For
many applications, box-type of control constraints are relevant, and, in this case,
the application of the Maximum Principle yields controls which are piecewise
constant.
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• In what concerns the on-line computational burden of the AS-MPC, it is relevant
to generate a grid of points of the Attainable Set with the corresponding piecewise
constant control, which can be stored in the on-board look-up table.
• Moreover, there many classes of control systems for which the application of even
constant controls during the control horizon ∆ of the AS-MPC scheme suffices.
Since the AS-MPC scheme encompasses the optimization of the Value Function
over a certain transformation of the Attainable Set from each sampled state, and, as
explained earlier, both the Value Function and the Attainable Set are stored in the
on-board computer, it may well happen that the sampled state variable value does not
show up in the look-up table. Thus, in order to overcome this key issue due to the fact
that the point x¯ ∈ IRn to which the system is steered at a given time is very likely not
to be listed in the stored Value Function look-up table, we need to a result yielding
estimates of the values of the Value Function at those points.
Proposition 5.5.2 Assume that the value of V at x¯ is not known, and that there is a
grid of points Gδ in IR
n such that the maximum distance between neighboring points in
Gδ is less than δ > 0.
Then, there is a simplex Sx¯ = {xi : i = 1, . . . n+ 1} ⊂ Gδ which are the closest to x¯
such that the estimate V˜ of V at x¯ is given by
V˜ (x¯) =
∑n+1
i=1 Vi‖x¯− xi‖−1∑n+1
i=1 ‖x¯− xi‖−1
where, for i = 1, . . . , n+1, Vi = V (xi)+∇V (xi) · v¯i, with v¯i = x¯−xi and the n×(n+1)
unknowns of the vectors ∇V (xi), i = 1, . . . , n + 1 are given as a solution of the set of
n+ 1 set of equations
∇V (xi) · (v¯i − v¯k) = V (xk)− V (xi)‖xi − xk‖ .
Moreover, we have that, for some c > 0,
‖V (x¯)− V˜ (x¯)‖ ≤ max
xi,xj∈Sx¯
{|V (xi)− V (xj)|}+ cδ.
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Proof First, let us observe that in the absence of state constraints, the Value Function
is continuous, and, therefore, differentiable in a subset of full measure. Then, for each
point x¯ in any given subset of IRn, it is possible to select a subset n + 1 points that
constitute a simplex and at which the value of V is known, and, at the same time,
are the ones closer to x¯ than any other one appearing in the look-up table. So the
first part of the proof consists in defining an algorithm that, for each un-tabled point
x¯, produces a set of points satisfying the above requirements. The remaining part of
the proof consists in formulating the required intrapolation procedures. Since these are
standard steps they will be discussed in a synthetic way.
Let us describe a procedure to find a simplex in IRn, that is, a set of n + 1 points
of independent positions (in other words, the n vectors defined by considering one of
the points as origin form a linear independent set) whose convex hull contains a given
point x¯.
Let us be given x¯ ∈ IRn and a Gδ ⊂ IRn so that x¯ /∈ Gδ where Gδ mentioned above
is a countable set of discrete points, {x1, x2, . . . : xi ∈ IRn} such that: (i) ∀i, there is
no j with xj ∈ Gδ and xj ∈ xi + δB1(0); and (ii) ∃δ¯ > δ with δ¯ − δ small, such that[
xi + δ¯Bi(0) \ {xi}
] ∩Gδ is a nonempty set.
The procedure to generate the aforementioned simplex S is as follows
1. Initialization: Let δ¯ = δ and pick ε > 0 small.
2. Let S = [x¯+ δ¯B1(0)] ∩Gδ.
3. Check whether the elements of S are in an independent position.
4. If not, discard the elements of S for which the distance to x¯ is the greatest until
all the elements of S are in an independent position.
5. Check whether ]S = n+ 1. If yes, stop. otherwise go to 6.
6. Let δ¯ = δ¯ + ε and goto 2.
Obviously, at some point ]S = n + 1 and all its points will satisfy the stated require-
ments.
The proof proceeds by taking as Gδ, the set of points at which the value of V is
known. Now, in order to estimate the value of V at x¯, we simply have to construct
a system of n(n + 1) equations with n(n + 1) unknowns which are quantities that
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play the role of each partial derivative of V at each one of the points of S. This is a
straightforward procedure which is obvious from the set of equations described in the
statement of the result.
5.6 Illustration of the Attainable Set and Value Function
Computation
5.6.1 Example of the Unicycle
The unicycle model is a very simple and popular example which presents interesting
challenges, chiefly among which, it is a non-holonomic system and, moreover, its velocity
set fails to be convex.
By applying the ε-Dense Discrete Set approximation we obtain the approximation
to the Attainable Set by the cloud of points represented in figure 5.1.
Forward Backward
Figure 5.1: Unicycle forward and backward attainable sets
We remark, that, given a cloud of points, it is very straightforward to compute
inner, outer or partially inner and outer, possibly nonconvex, polygonal approximation
in case of interest. Such a situation may arise, for example, if we need perform set
theoretic operations involving sets or regions defined by affine constraints of the type
Ax+ b ≤ c. Examples of nonconvex polygons are depicted in figure 5.2.
We take the opportunity for a simple detour from the mainstream flow of this
section. The reason for this is simply to make the point that, whenever there are simple
methods - possibly defined by a recursive procedure - that are sufficiently efficient to be
executed on line to have a good estimate of the Attainable Set, our AS-MPC scheme
can easily incorporate it. Below follows an important example for which the Maximum
Principle enables such an algorithm.
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Figure 5.2: Unicycle convex and non convex forward attainable set approximations
Given the special nature and the relevance of the unicycle model, we present an
algorithmic approach to exactly compute the Value Function based on the Maximum
Principle. Since the approach involves the formulation of a Linear Quadratic Optimal
Control Problem, the necessary conditions of optimality are also sufficient and, then
the Value Function takes on the optimum values of the cost functional obtained via the
Maximum Principle. As it is well known, the Attainable Sets are given as level sets of
the Value Function.
Lets consider a coordination transformation on the state space and find the optimal
control strategy to the unicycle system by solving the following general (OCP) in the
time interval [t1, t2].
Minimize
1
2
zT (t2)Qz(t2) +
1
2
∫ t2
t1
[u(t), w(t)]R[u(t), w(t)]Tdt
subject to
 z˙(t) = A(u)z(t) +B
[
u
w
]
, z(t1) = z1
|u| ≤ 1, α ≤ w ≤ 1
(5.4)
where R > 0, Q ≥ 0, R = RT , Q = QT .
Following the considerations above, the Value Function at time t and state z is
given by:
V (t, z) =
1
2
z∗T (t2)Qz∗(t2) +
1
2
∫ t2
t
[u∗(t), w∗(t)]R[u∗(t), w∗(t)]Tdt
where (u∗(t), w∗(t), z∗(t)) is the optimal control process of the above problem.
105
5. THE ATTAINABLE SET MODEL PREDICTIVE CONTROL
SCHEME
The considered model is the unicycle
x˙0 = w sin(θ)
y˙0 = w cos(θ)
θ˙ = u
(5.5)
where u and w represents the controls, respectively, the turning rate and forward speed,
and (x0, y0) and θ, are the vehicle’s position and orientation. Since this system is
nonlinear, a well-known change of variable can be performed to obtain the following
unicycle model in new coordinates (Isaac’s transformation) (136) which, now, is linear.
z˙ =
 0 −u 0u 0 0
0 0 0
 z +
 0 00 1
1 0
[ u
w
]
(5.6)
where the state vector z is [x, y, θ]T .
Now, we may compute the associated state transition matrix which is given by
φ(t1, t2) = e
∫ t2
t1
A(u(τ))dτ
=
 cos(
∫ t2
t1
u(τ)dτ) − sin(∫ t2t1 u(τ)dτ) 0
sin(
∫ t2
t1
u(τ)dτ) cos(
∫ t2
t1
u(τ)dτ) 0
0 0 1

=
 cos(θ2 − θ1) − sin(θ2 − θ1) 0sin(θ2 − θ1) cos(θ2 − θ1) 0
0 0 1

where θ1 = θ(t1) and θ2 = θ(t2).
Thus, the trajectory to system (5.6) in the new coordinates is given by
x(t) = cos(θ(t)− θ1)x(t1)− sin(θ(t)− θ1)y(t1) +
∫ t
t1
sin(θ(t)− θ(τ))w(τ)dτ
y(t) = sin(θ(t)− θ1)x(t1) + cos(θ(t)− θ1)y(t1) +
∫ t
t1
cos(θ(t)− θ(τ))w(τ)dτ
θ(t) = θ1 +
∫ t
t1
u(τ)dτ
(5.7)
Now, we are in position to apply the Maximum Principle of Pontryagin. For that
purpose, we start by computing the adjoint system. We obtain the adjoint variable in
the following close form:
px(t) = px(t2) cos(θ2 − θ(t)) + py(t2) sin(θ2 − θ(t))
py(t) = −px(t2) sin(θ2 − θ(t)) + py(t2) cos(θ2 − θ(t))
pθ(t) = pθ(t2),
(5.8)
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which satisfies the boundary conditions: px(t2)py(t2)
pθ(t2)
 = −Q
 x(t2)y(t2)
θ(t2)
 . (5.9)
Now, from the maximum condition off he Maximum Principle, we assert the exis-
tence of a vector ζ = col(ζu, ζw) ∈ NΩ(u∗, w∗), where Ω = [−1, 1]× [α, 1] is the control
constraint set, that satisfies the relations in the table below.(
u
w
)
= R−1
(
ζ(t) +
[
py(t)x(t)− px(t)y(t) + pθ(t)
py(t)
])
(5.10)
Thus, to compute ζ and the optimal (u,w) we have to check all the primal and
dual conditions simultaneously. In particular, (5.10) holds, i.e., if ζ belongs to the
normal cone N represented in figure 5.3. This can be done by sequentially checking the
conditions that include the ones for ζ =
(
ζu
ζw
)
listed in Table 5.1 for a given [u,w]T .
Place Verification Place Verification
P1
ζu ≥ 0
ζw ≥ 0
P1P2
ζu = 0
ζw ≥ 0
P2
ζu ≤ 0
ζw ≥ 0
P2P3
ζu ≤ 0
ζw = 0
P3
ζu ≤ 0
ζw ≤ 0
P3P4
ζu = 0
ζw ≤ 0
P4
ζu ≥ 0
ζw ≤ 0
P4P1
ζu ≥ 0
ζw = 0
Int U
ζu = 0
ζw = 0
Table 5.1: Normal cone verifications
Now, we are ready to describe the Algorithm that leads to the computation of the
optimal solution to the linear quadratic (OCP) when the trajectory starts at any given
initial point. Remark that this algorithm converges in a finite number of steps. Once
we have convergence is achieved, the desired value of the Value Function is obtained.
1. Initialization
• k = 0, reset iteration counter
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u
1 P
P4
1
w1α
P
‐1 2P3
Figure 5.3: Normal cone
• (u0, w0) = (u¯0, w¯0) ∈ U , define initial control functions (vectors)
• Compute (z0, p0) (via (5.7), (5.8) and (5.9))
2. Verification of the optimalilty conditions
• If (5.10) holds, stop. An optimal control has been found! Otherwise, con-
tinue to 3
3. Control update. In order to compute (uk+1, wk+1), find κ such that
(uk+1, wk+1) = ProjU
[
(uk, wk) + κ∇(u,w)H
]
(5.11)
satisfies J(uk+1, wk+1) < J(uk, wk), where
∇(u,w)H =
[
pyx− pxy + pθ
py
]
−R
[
u
w
]
.
For this, the following procedure was defined
a) Fix κ sufficiently small
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b) Compute (u¯k+1, w¯k+1) with (5.11)
c) Compute (z¯k+1, p¯k+1) with (5.7), (5.8) and (5.9)
d) If J(u¯k+1, w¯k+1) decreases, increase κ 10% and go to a)
e) Otherwise let (uk+1, wk+1) =(u¯k+1, w¯k+1)
4. Go to step 2
In Figure 5.4, we represent the Forward Attainable Set and the Value Function for
the considered Unicycle system.
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Figure 5.4: Unicycle attainable set and value function level sets
Then, the optimal control lookup table for this unicycle is depicted as follows in
figure 5.5
The simplicity of the optimization problem is apparent due to the complexity of the
computation of the Attainable Set. However, the invariance of the dynamics allows the
off-line pre-computation of an approximation of Af (t0 + T ; t0, x0). In the figure 5.4, it
is shown: (i) the forward Attainable Set for the unicycle, and (ii) the Value Function
in the absence of obstacles. The Value Function was pre-computed by solving several
off-line optimal control problems with different initial conditions spread across a state
space partition. Each problem took approximately 3 seconds to compute on ACADO
solver on a i7-7500CPU @ 2.70GHz computer and gave rise to a set of trajectories
starting from the partition and converging to the final target.
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0 2 4 6 8 10
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
200.3 152.9 111.4 78.4 53.0 34.1 20.8 12.1 7.2 6.2 9.9
194.2 145.1 104.3 72.1 47.5 29.3 16.7 8.6 4.1 2.0 2.4
192.5 142.5 102.0 70.1 45.7 27.8 15.5 7.7 3.5 1.9 0.5
194.2 145.1 104.3 72.1 47.5 29.3 16.7 8.6 4.1 2.0 2.4
200.3 152.9 111.4 78.4 53.0 34.1 20.8 12.1 7.2 6.2 9.9
Figure 5.5: Unicycle optimal control lookup table
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Figure 5.6: Unicycle forward attainable set
5.6.2 Application of the AS-MPC to a specific problem
As a simple aplicaion, assume that we want to drive the unicycle from the initial
position x0 = [0, 0, 0] to a final position xf = [10, 6, pi]. Let us assume also that the
MPC sampling time step is of 2s and the vehicle’s maximum speed is 1m/s. The
corresponding Attainable Set is depicted in figure 5.6 computed with a time step of
0.1s.
In order to test the sensitivity, two different discretizations were considered. One
with 9 points (figure 5.7(a)) and another with 13 points depicted in (figure 5.7(b)).
Table 5.2 shows the Value Function computed over the time. For instance, at x0,
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(a) Attainable set approximation (9 points)
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(b) Attainable set approximation (13 points)
Figure 5.7: Unicycle attainable sets approximations
the cost to go from each of the Attainable Set points Pi, i = 1..9 to the target point
xf is listed in the first column. The minimum cost is P5 and is represented in Green.
This point is also chosen to be the initial state for the next MPC computation. In a
real scenario eventually with perturbations, the next initial state to be used in the AS-
MPC computation would be a real measurement from the vehicle sensors thus providing
feedback. The algorithm continues until the target is reached. This execution results
can be observed in the figure 5.8.
x0 x1 x2 x3 x4 x5
P1 856.95 11.17 20.51 5.40 6.59 1.91
P2 531.54 11.73 11.17 5.81 5.69 2.81
P3 249.57 25.44 9.39 6.97 4.54 3.79
P4 119.75 99.45 8.16 8.39 3.59 4.50
P5 103.84 211.38 7.88 9.51 3.28 4.90
P6 537.42 23.57 11.11 6.55 5.47 2.71
P7 343.92 46.93 9.94 7.24 4.72 3.32
P8 242.49 100.58 9.21 8.16 4.16 3.88
P9 473.81 82.58 10.68 7.71 5.10 3.28
Table 5.2: Value function over the time
As expected, if more points are used in the approximation, the more the AS-MPC
trajectories get closer to the optimal trajectory as we can observe in figure 5.9. The
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(a) Trajectories in the XY plane. At each MPC
time step, attainable set points are represented
in stars, blue circles represent the minimum value
function and the blue square represents the tar-
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(b) Trajectories as a function of time
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(c) Controls as a function of time
Figure 5.8: Attainable set MPC trajectory (solid line) in comparison with the optimal
trajectory (dashed line) for a 9 point attainable set discretization
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same observation applies to the control functions.
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Figure 5.9: Attainable set MPC trajectory (solid line) in comparison with the optimal
trajectory (dashed line) for a 13 point attainable Set discretization
5.7 Robust Attainable Set MPC scheme
In this section we introduce a variant of the Attainable Set based scheme that ensure
robustness to thee presence of short term, low-level and persistent perturbations that
affects the dynamics. In this case, The AS-MPC may prove to be too rigid in the sense
that, since the system is in open-loop mode during the control horizon, it may well
happen that the point in the state space computed previously might not be reachable.
113
5. THE ATTAINABLE SET MODEL PREDICTIVE CONTROL
SCHEME
Moreover, if such a behavior happens in a sufficiently large number of control peri-
ods, then the AS-MPC may become ineffective. Of course, if a more accurate charac-
terization of uncertainties and perturbations is available, then, in order to ensure the
feasibility of the control, a new estimate of the local Attainable Set for which a new
approximation will have to be computed is required. On the top of all this, the scheme
introduced in the previous section suffers from another major weakness: in networked
control of multiple AUVs, if a communication fails, then are no recently computed
controls are available, and the only possibility is to proceed with fully simulated data
during the whole control horizon.
In order to mitigate these issues a robust version of the AS-MPC, the Robust At-
tainable Set MPC (RAS-MPC) scheme was introduced in (7) where the optimization
in each step is relaxed and the loop is closed within the control horizon ∆ with fea-
sible controls. This is to prevent difficulties due to either persistent low level drifting
perturbations during the control horizon or missing
In order to overcome these difficulties, we propose a multi-step Attainable Set based
scheme enabling a trade-off between complexity, robustness and sub-optimality which
can be adjusted to the available on-board resources. This scheme consists in (i) con-
sidering a certain sub-optimality for each optimization step, and in (ii) organizing this
step in a number of intermediate steps for which only feasibility is required.
Let us assume that γ is a bound on the perturbations exerted on the dynamic
control system during the predefined control horizon. Then, a modification of the AS-
MPC, designated by RAS-MPC, enabling feedback during the current control horizon,
t0 + [0,∆], to mitigate the effect of perturbations during this period is as follows:
1. Initialization: t0 = t, x(t0).
2. Estimate γ, and let ∆γ =
∆
Nγ
where Nγ is the required number of intermediate
samples for feedback.
3. Update Af (t0 + ∆; t0, x(t0)) and V at t0 + ∆.
4. Let z∗ be solution to (P∆,γ) which is (P∆) modified with z+γB1(0) ⊂ Af (t0+
∆; t0, x(t0))
5. Let tγi =t0+i∆γ , I
γ
i = [t
γ
i−1, t
γ
i ] & x¯i the state sample at t
γ
i . For i=1 to Nγ :
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a. Compute zi s.t. zi +
γ
Nγ
B1(0) ⊂ Af (tγi ; tγ1−1, x¯i−1) ∩Ab(tγi ; t0+∆, z∗).
b. Compute & apply ui driving the state from x¯i−1 to zi on I
γ
i .
6. Let x(t0+∆) = x¯Nγ , sample of x at t0+∆, t0 = t0+∆, and goto 2.
Again we observe that the forward and backward Attainable Sets required here can
be pre-computed, stored on-board and recruited whenever necessary. The intermediate
steps seek only to ensure the feasibility of the generated controls to compensate for
the perturbations, and, thus, to ensure robustness without having to perform heavy
optimization computations. Notice that there is a price to pay for this. The state point
z∗ computed in step 4. is no longer the optimal point but rather a sub-optimal one
in order to provide the flexibility required to accommodate the compensation for the
effect of perturbations.
5.8 Conclusions
In this chapter, the main contributions of the thesis were presented. Albeit it has been
tested only in a simulation context – a additional results are included in Chapter 6 –
this novel AS-MPC scheme has been shown to fulfill the key requirements stated early
in this thesis for the control of single AUVs or formation s of multiple AUVs. Key prop-
erties such as asymptotic optimality, as well as asymptotic stability have been proved
and robustness issues have been discussed. These provide formal guarantees that the
conceptual scheme actually performs as the usual MPC scheme but without incurring
in the forbidden on-line computational burden that conventional MPC schemes require
and makes them unsuitable for the envisaged classes of applications.
Since the ingredients of AS-MPC, the Attainable Set and the Value Function, are
complex objects, that are, in fact, are inter-related - Attainable Sets can be regarded as
a level sets of the Value Function - the practical implementation of the novel proposed
MPC scheme requires the use of some discrete approximation of these objects. With
this goal in mind, and after comparing the main existing classes of approximations
described in the literature, we proposed a novel type of approximation, the ε-Dense
Discrete Set a pproximation, to the Attainable an derived a useful estimation of the
Haudorff distance between the exact and approximated Attainable Sets. Moreover,
the quality and extent of the approximation refinement is very flexible as it may be
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obtained by the “discretization” of the control constraint set as well as the number of
segments to considered in the piecewise controls used o generation the points in the
approximation to the Attainable Set. Moreover, this has a very relevant advantaged in
that it produces the controls to be used on-line.
Finally, several illustrations of the approach are shown together with a simple case
for which the exact Attainable Set and Value Function can be computed with the help
of the Maximum Principle.
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Chapter 6
Integration of MPC Scheme in a
Control Architecture
6.1 Introduction
These days, most of the control systems of interest are complex in the sense that they
might involve the interaction of various subsystems, and exhibit a significant diversity
of modes of operation in order to preserve their purpose in the face of significant internal
or external changes.
In particular, AUVs are an interesting case in point. The most relevant applications
usually require missions with more than one vehicle, possibly controlled in formations
which involve the exchange of navigation and payload data. Moreover, their opera-
tional environment might exhibit high variability or require the detection of, possibly
unexpected, “events”, such as, highly variable spatial-temporal localization of the phe-
nomena whose observation is of interest, emergence of unmapped obstacles or of other
features of interest, detection of mines or of intruders in surveillance missions, among
many other possibilities.
This means that each AUV - either in a single or in a multiple vehicle missions -
should be able to engage in various - often quite diverse - modes of operation, albeit
still subordinated to the overall collective mission purpose. The dynamics of the AUV
or AUVs, the motion constraints that they have to satisfy, as well as their performance
functionals may have to change dramatically from one moment to another triggered by
the occurrence of an event. In other words, the conventional dynamic system context
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do not suffice and an hybrid systems modelling framework has to be adopted.
In this chapter, we show how the AS-MPC (and, as consequence, RAS-MPC) scheme
can be run for controlled hybrid systems in the context of single or multiple AUVs, and,
in this later case, with a special focus on formations of vehicles. Very much like the
context considered in Chapter 4, the either centralized or decentralized architectures
will be considered. This new context brings in important formal issues that, in the
case of unforeseeable events - which are the really case of practical interest, as, other-
wise, a combinatorial framework would trivially reduce this general problem to the one
considered in the previous chapter - can hardly be addressed in a satisfactorily general
stochastic hybrid control systems framework, as this would require space and effort well
beyond the scope of this thesis. The huge challenge of interrelating continuum-time
control strategies with controlled discrete events to compensate the effects of either
continuum-time and discrete-event, possibly large, disturbances.
Therefore, we will outline a number of practical-driven concepts, and, based on
them, methods, to support the analysis and synthesis of hybrid control strategies illus-
trated in instances of the application problem at hand.
This chapter is organized as follows: In the next section, we introduce and justify the
need of considering control architectures, how it emerges from the need of controlling
systems in order to accomplish their goals in the presence of both time-continuum
dynamics and discrete-event driven trajectories in the course of the execution of the
mission. Then, we will focus on modelling hybrid systems via hybrid automata as
well as the key automaton property of controllability (non-blocking and liveness). The
design of automata controllers will be considered under the following assumptions:
(i) the discrete and of the continuum-time controller components driving the system
evolution can be “separated”, and (ii) the discrete changes have a dominant impact in
the evolution of the system. While the former allows us to use, separately, standard
synthesis results in either control systems theory and in automata theory, the later
provides a frame to define condition under which the discrete synthesis “dominates”
the continuum-time synthesis.
Once the dynamics of the system to be controlled and the environment in which its
operation are characterized, we will discuss the use of the AS-MPC (and, obviously, the
RAS-MPC; for the sake of simplicity, from now on, we will refer to only by AS-MPC)
and how this specific implementation of the general conventional MPC scheme fits
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the purpose of conciliating hybrid feedback control with the requirements of resources
optimization inherent to the class of addressed applications.
This chapter is concluded with a discussion of the current observed pitfalls and the
identified future developments.
6.2 How the control architecture operates in the context
of the AS-MPC
In this section, we discuss the general requirements of the MPC problem at hand
that calls for the need of a control architecture in order to articulate discrete-events
(controlled or not) and continuum-time controls required to steer the AUV or multiple
- possibly interacting - AUVs whose motion is naturally subject to laws of physics.
Thus, the main general reason to consider a control architecture arises from the
fact that, in many instances, there is no single standard control synthesis framework
to formulate and solve the overall control problem - in this case, the mission to be
executed by an AUV or a formation of AUVs - and, thus, it is necessary, to organize it
into simpler control problems. For the application problem considered in this thesis, a
sample of mode of operations could be defined as follows:
• Controlling each AUV to carry out pre-planned, or replanned, tasks to ensure
mission success.
• Management of the motion of a vehicle or a formation of vehicles including main-
tenance of each one of the pre-defined formation patterns (e.g.,communications
connectivity; AUVs role exchange, etc.).
• Adaptation of AUV(s)tasks - in particular, motion patterns - in order to fulfill
the specified mission requirements.
• Management of the switching between formation patterns which might depend
on expected or unexpected events.
For the sake of simplicity, we will consider the application of the AS-MPC to simple
mission scenario for single AUV and for a reconfigurable formation of AUVs modelled
by hybrid automata or by networks of hybrid automata. In the case of multiple AUVs,
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or even systems in which a single AUV interacts with other devices or operators, the AS-
MPC scheme will be implemented in a decentralized way. This means, that each AUV
will have onboard, besides (i) acoustic communication system when submerged, (ii)
electromagnetic communications when at the surface, and (iii) payload and navigation
sensors, and (iv) obstacle detection sensors (e.g, range finders), also a (vi) computer
system to determine all the tasks to be done in the light of all the information available
and the downloaded mission plan. These tasks, include the computation of the next
way point (the point - including the orientation θ besides (x, y, z) - at which the vehicle
should be after a certain time, from the current instant), detection and characterization
of obstacles, payload data gathering strategies, navigation, obstacle collision avoidance
strategies, specification of mission roles, localization-driven activities, etc... Obviously,
for the AUV motion to take place in the intended manner, its actuators have to receive
the appropriate input signals which are generated by the low level controllers, by taking
into account both data generated by the vehicles and external perturbations to the
vehicle motion.
Before outlining how the AS-MPC enters into the on-board decision making process,
let us describe a simple mission scenario that will serve as illustration at later stages.
At some point, the mission execution is initialized and the vehicle systems are
recruited and configured in order to execute the tasks composing the mission according
to the pre-defined mission plan. For example, the AUV is following a given path along
which payload data is gathered according to some strategy.
In the case of the detection of un-expected (and, thus, unmapped) obstacle, say with
data from the range finder sensor, the ongoing mission execution has to be changed.
By this, it is meant that, besides the on-going activities (such as, data gathering,
navigation low level control, and, possibly, others), a new activity of obstacle collision
avoidance has to take place in order to guarantee the success of the mission. This
activity encompasses the characterization of the obstacle and the redefinition of the
motion mode that mitigates the perturbation to the original path while avoiding the
collision with the obstacle.
The recruiting of this activity happens because the obstacle detection event caused
a transition to a place of the hybrid automaton (which will have to include places for all
possible AUV behaviors) at which all the required functional capabilities are activated.
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The AUV proceeds with its motion generated by the AS-MPC while the obstacle
is not detected. As depicted in figure 6.1, an obstacle is detected by the motion hybrid
automaton whenever it falls within the cone of the range sensor represented by the gray
triangle.
A
B
A’RA
RA’
Sensor detection range
Vehicle A�ainable Set  
Obstacle
Figure 6.1: Attainable set obstacle detection
Then, once this event happens, the motion hybrid automaton switches to an explo-
ration mode which directs the AUV to proceed in order to find the best way - provided
by the AS-MPC in this mode - to circumvent the obstacle while taking into account
the original final target. Figure 6.2 illustrates the considerations above.
Thus, at each place, the required dynamics of the AUV (or AUVs) and of the
subsystems that are activated there, has to be incorporated in the Attainable Set and,
when necessary, in the Value Function of the AS-MPC controller described in the
previous chapter. Again, the major computational effort of this incorporation is made
off-line, being the “on-line” circumstantial adaptivity of much lower computational
complexity. In this way, the proposed MPC controller is always adapted to the multiple
phases of the mission with minor additional computational effort required when, even
significant changes take place in the course of the mission.
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A
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Obstacle
Explore
Mode
Online
Replanning
Figure 6.2: Attainable set obstacle avoidance control
It is clear that the above considerations are easily transposed to any other context
in which, more or less sudden, changes in the behavior of an AUV or a set of AUVs
relatively to the activities of the a priori plan are required due to the occurrence of
controlled or uncontrolled discrete events.
From the above, we can regard the proposed AS-MPC as an MPC scheme modified
as described in Chapter 5 but now applied to a controlled hybrid system described by
an hybrid automaton. This point of view justifies the contents of the next section.
6.3 Brief introduction to controlled hybrid automata
As mentioned before, the term “Hybrid System” designates dynamic systems which are
driven by both discrete events and continuum-time dynamics. Hybrid Automata is a
quite popular representation of this class of systems due to the fact that, by reflecting
a certain decoupling of the discrete and continuous components, of the evolution of the
systems, it allows the usage of formal methods of Automata Theory as well as of general
control systems with dynamics given by, for example, controlled differential ordinary
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equations.
The automaton, loosely speaking, involves among other ingredients, a set of places
and a set of events triggering the transition between places. That is, one place is active
at a time, and, when a certain event occurs, than a new place becomes active while the
previous one becomes inactive. The hybrid nature steams from the fact that, in each
active place, the state variable of the system evolves in continuum time according to
some controlled ordinary differential equation which might change from one place of
the automaton to another. It is important to note that the overall state trajectory of
the system might or might not exhibit discontinuities at the times when the discrete
transitions occur. Moreover, as it will be clear from the formulation below, it might well
happen that the continuum-time evolution of the system interferes in the determination
of the events triggering the discrete transitions.
More formally, a hybrid automatonH is a collectionH = (Q,X, f, U, Init,D,E,G,R),
where:
• Q = {q1, q2, · · · } is a set of discrete places.
• X = IRn is a state space, that is the finite dimensional space in which the con-
tinuum time state variable evolves in time.
• f(q, x, u) : Q×X × U → X is a vector field.
• U ⊂ IRm is the, typically compact, set in which the continuum control function
u : IR→ IRm takes values.
• Init ⊆ Q×X is a set of initial places and state variable values.
• Dom(·) : Q → P (X) is a domain of evolution of the state trajectory in a given
place.
• E ⊆ Q × Q is a set of edges, each one associated with an event triggering a
transition between different places or for the place.
• Inv(q) is an invariance condition o be satisfied by the continuum-time state vari-
able x at the place q.
• G(·) : E → P (X) is a guard condition, that forces a transition when x satisfies
some given conditions.
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• R(·, ·) : E×X → P (X) is a reset map that assigns values to the state variable x.
Recall that P (X) denotes the power set (set of all subsets) of X. This notation
of suggests, for example, that the function Dom(·) assigns a set of continuous states
Dom(q) ⊆ IRn to each discrete state q ∈ Q. (q, x) ∈ Q×X is also commonly referred
in the hybrid systems literature as the state of H.
There is a vast literature in this field which unfortunately is scattered by a large
number of somewhat disconnected communities and, also unfortunately, involving very
diverse notation and formalisms. Thus, we opted to cite only one reference, (137),
which, very likely, is one of the few that has the virtue of attempting to unify the field
with a very significant success. If the need arises, the reader will be rightly directed to
specific texts.
In this section we will introduce informally a minimal number of concepts that will
be pertinent for the control synthesis in the context of the AS-MPC. To start with
we assume that the discrete state transition system is observable in the sense that the
initial state of the system (in the hybrid systems sense) can be determined once the
observed final state, the continuum-time control and the chain of events are known.
This assumption can be relaxed under some circumstances but our goal is to keep the
illustration of the AS-MPC in the hybrid systems context as simple as possible.
A controlled hybrid system has no viable control processes within a given time
interval [t0, T ] if there exists a feasible ∃(q, x) (i.e., reachable from the initial state)
for which there is no finite N ∈ IN such that {qi, ti, uqi(·)}N0 with {ti} monotonically
increasing with tN ≤ T enabling the system to reach the desired final constraint set. If
there is a state space set from which there is no hybrid control processes allowing the
system trajectory to leave that set then we say that this set is blocking for the given
dynamic hybrid control system. It is nonblocking, otherwise. The later property is also
known by controllable. We are interested in designing Closed Loop Hybrid Controllers
(CLHC) so that the overall system resulting from the composition of the original system
with the CLHC includes at least one hybrid control process that drives the system
from its initial state to the desired target set. Thus, the control synthesis in the above
hybrid systems context consists in designing a hybrid system controller which when
composed with the original system, ensures the desired behavioral properties. From
this definition, it is clear that there is a strong resemblance with the feedback control
for systems whose dynamics are given by ordinary differential equations.
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Moreover, the framing of the control design in an optimization context, will provide
the basis for the extension of the AS-MPC from conventional dynamic control systems
to the hybrid systems context. However, now, besides the usual continuum-time con-
trollers for which there is a vast number of techniques consolidated in a huge number
of publications in Control and Systems Theories, we associate an automaton that, on
the basis of the current state of the hybrid system, generates a set of new events that
triggers transitions in the original hybrid automaton so that the desirable behavior is
guaranteed, (137) and references therein. Thus, “closing the loop” here means to com-
pose both hybrid automata. This yields a new automaton which typically exhibits a
very high complexity. To avoid this, there is a number of techniques, often supported by
software tools, that allows to determine equivalent much simpler equivalent automaton,
(137).
6.4 AS-MPC scheme for AUV systems modelled by hy-
brid automata
As follows from the above, the high variability not only of the environment but also of
the context in which the missions being executed may encounter - for example, the spa-
tial and temporal location of the phenomena of interest to be observed, the interference
of phenomena whose occurrence was strongly unexpected as well as the multiple types
of significant perturbations such currents, internal waves, etc. - the overall control
system requires a situational awareness sufficiently expressive to discriminate a set of
typified events that will trigger a set of modes of operation that will ensure a significant
success in the mission execution.
As mentioned in the introduction of this chapter, the complexity involved in the
joint optimization of continuum time measurable controls and controlled discrete-event
systems in the context of sense of “optimization adjusted to the highly performance
significant uncontrolled discrete events” of the given performance functional is huge
and, in fact, there are no practical theoretical results that would support the required
formulation of the (OPC) underlying the MPC scheme.
Thus, the alternative that remains is to make use of the already well consolidated
Process Systems Engineering methodologies in order to define: (i) all the modes of
operation that can occur in the course of the system’s life cycle in the context of
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the set of its purposes; and, for each mode of operation, specify: (ii) the conditions
under which the specified requirements are met; (iii) the set of uncontrollable events
that might happen and the viable operation modes (if any), possibly depending on
specific conditions that have be determined, upon their occurrence; (iv) the continuum-
time dynamics and controls as well as the conditions under which they are enabled;
and (v) controlled discrete events that can be generated on the basis of the available
information, the conditions under which thy are enabled and the modes of operation
of the system a result of their occurrence.
This analysis is carried having in mind the overall optimization of the given mission
performance criterion. Once, this analysis is carried out we have all the ingredients
required to specify an controlled hybrid automaton which is a model representing the
system control architecture
As we saw in Section 6.2, the AS-MPC provides the mechanism to select the discrete
events o be generated and the continuum-time control at each place of the automaton
in order to optimize he overall system performance. In the diagram 6.3 we depict the
general (more abstract) automaton presiding the overall behavior of the system.
Beginning
Activate System
Supervisor & Obstacle
Management System
Failed
Mission
Destination
reached
Mission
Aborted
End
Reset
(Manual)
Mission Start
(Manual)
Figure 6.3: Main system automata
This automaton sits at the top of an abstract automaton that encapsulates multiple
automata addressing the multiple operation modes. In a compact form, this can be
represented as follows in Figure 6.4:
In order to facilitate understanding of the role of the hybrid dynamics in what
concerns the obstacle collision avoidance subsystem for a single AUV, whose hybrid
dynamics satisfies the rationale depicted in Figure 6.6. From it, it is clear that the AUV
proceeds with its motion generated by the AS-MPC scheme while the obstacle is not
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Normal MPC
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Abort
mission
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Error
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Obs. Crossover
points detected
Reset
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Figure 6.4: System supervisor automata
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Figure 6.5: Obstacle avoidance control architecture
detected. Once this event happens, the motion supervisor switches on to an exploration
mode in order to find the optimal way to circumvent the obstacle by taking into account
the original final target which, corresponds to the following control architecture diagram
in Figure 6.5.
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Figure 6.6: Obstacle collision avoidance management
As an illustration, the control mechanism design to generate a controlled discrete
event corresponding to the existence of a safe passage between obstacles is based on
gathered data gathered in the explore mode and it involves geometric considerations a
depicted in Figure 6.7.
C1
C2
dp
R2
R1
ds
PVθV
δ
A L2
L1
H1
H2 PL
Figure 6.7: Safe passage detection controlled event
The passage is safe if H1 +H2 −R1 −R2 − 2ds > 0 where ds is given, R1, R2, C1,
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C2, and PL are estimated with the range finder, H1 =
√
R21 + L
2
1, H2 =
√
R22 + L
2
2,
L2 = |PL − A|, L1 = |A − PV | − |
√
(R1 + ds)2 −R21|, PV is the position of the AUV,
and the point A is the intersection of the segments C1, C2 and PV , PL.
Remark that, during the exploration phase, the pre-computed Value Function is
used in the search of the path with minimum cost to circumvent the obstacle. Once the
exploration activity is successfully terminated, a new path from the current position
to the original final target is replanned by using the AS-MPC with an external barrier
function added. After the obstacle is circumvented, then, the original pre-computed
Value Function can be used in the AS-MPC in order to steer the AUV to the target.
This scheme can be easily expanded to an arbitrarily number of imbricated obstacles -
i.e., a new obstacle is detected while exploring or trying to overcome a current obstacle.
These ideas can be easily expanded to general AUV operations that properly de-
scribe the control architecture. Three modes of operations were considered: normal
AS-MPC, Explorer and Collision Avoidance mode. The corresponding automata are
depicted in Figures 6.3, 6.6 and 6.4 which present appropriate automata that imple-
ment the corresponding logic, choosing the right mode of operation at every stage of
the mission.
6.5 Hybrid AS-MPC Simulation Results
Here, we are going to illustrate in simulation of a few paradigmatic general situations
how the above AS-MPC scheme operates in the case where the dynamics are given by
a controlled hybrid system. Here, we will consider again the issue of controlling the
motion of an AUV or a formation of AUVs as the more effective way of convey the
features and the challenges underlying the proposed approach.
Lets assume the vehicle’s mission is to go from a certain initial to a final location
with possible obstacles. Figure 6.8 will be used to illustrate the types of situations the
vehicle will experience along the way.
The mission starts with a manual command which activates the System Supervisor
and the Obstacle Avoidance system (Figure 6.3), which in turn, sets the normal AS-
MPC Mode in the System Supervisor (Figure 6.4) where the controls to be applied
to the vehicle are computed by minimizing the Value Function within the vehicles
Attainable Set.
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Figure 6.8: Obstacle avoidance illustration
As the vehicle progresses in the pre-computed optimal trajectory and an obstacle
is detected, the system goes into explore mode (Figure 6.6) activating the obstacle
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contour reading task. The vehicle’s suite of sensors includes a range sensor with an
overture of +/- 45 degrees with respect to x vehicle’s fixed frame that performs a
complete detection sweep every 5 seconds. For each range sensor detector time step
Trd, a contour of the ahead obstacles is built and updated in a SLAM (Simultaneous
localization And Mapping) fashion. Each independent contour will define the number
of obstacles and its extreme points can be computed and defined as possible crossover
points. From Figure 6.8, A1, A2, B1 and B2 are the points to decide from on where to
crossover the obstacles.
At this stage a few assumptions are in order.
• To allow enough time for the system to detect and avoid obstacles, the range
detection must be greater than 5∆ (the MPC control application time).
• An obstacle is considered in range if present for more than 3Trd (range sweeps).
• The distance between two consecutive obstacles must be big enough to allow
enough clearance for the vehicle or formation of vehicles to successfully crossover.
• For the sake of simplicity, all obstacles must be convex.
If the crossover points of all contours remain fixed for 3Trd, conclusions with respect
to the number of obstacles and possible crossover trajectories can be derived. The
decision on where to crossover is as simple as choosing the minimum value of the Value
Function. If the contour finding process takes longer than 3∆ or the contour crossover
points fails to be detected, an error must be raised and the vehicle’s mission must be
aborted as no conclusions were found on where to progress.
Now that the crossover points are detected, the System Supervisor enters the Col-
lision Avoidance Mode where the current reach set is intersected with the free space
leaving a smaller set of trajectories to be used in the crossover. The chosen trajectory
must be one that steers the vehicle to the minimum value in the Value Function map.
During the crossover, contour updates are required so the intersection of the reach set
and the free space is also updated. If no feasible trajectory is available an error must
be raised to abort the mission.
Once all obstacles are overcome the system goes back to the tracking mode and the
mission will resume until the final destination is reached.
A few more assumptions are also needed:
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Figure 6.9: Hybrid system AS-MPC automaton for vehicle formations
• An obstacle is considered overcome when no obstacle is in range for more than
3Trd.
• The distance between the just overcome cluster of obstacles and the next must
be greater than the range detection to allow the automata to properly evolve.
Figure 6.9(a) shows the overall system automata representing the highest layer of
the control architecture. The automaton diagram 6.9(b) shows the various modes and
associated transition events. The set of discrete modes associated with these tasks and
the events causing the transition between modes are represented by the automaton
diagram 6.9(c).
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Simulation results obtained with the proposed control structure are shown in figure
6.10. The mission represented in Figure 6.10(a) consists in gathering data by a single
AUV while tracking a path defined by the line segment joining points A and B.
At time t1, obstacle O1 is detected in the vehicle’s path. The Value Function is
locally altered around O1’s area by increasing significantly it’s cost to keep the vehicle
out of it. This forces the vehicle to overcome the obstacle by the right. Since at time
t2 obstacles O1 and O2 are in range, and O1 is the closest obstacle, the Value Function
alteration around O1 is kept while the system decides if there is a safe passage. At
time t3, a safe passage between O1 and O2 is detected and the Value Function is now
locally altered around O1 and O2 to prevent collisions against each obstacle. The path
is now chosen by the left of O2 as it minimizes the Value Function. The same happens
at time t4. A safe passage is detected and the path to B is straightforward. Had the
distance between O2 and O3 been such that the passage was unsafe, a not-so-optimal
solution would have been obtained as the traveled distance by the left of O3 would be
longer than that by the right of O2.
The mission in Figure 6.10(b) is similar but now with a formation of 3 vehicles
in a given triangle formation. In this scenario, the hybrid automaton enabled the
adaptivity of the formation pattern or, even, its reconfiguration. In the simulation, we
A
B
O1
O2
O3
t1
t2
t3
t4
t5
(a) Single vehicle
A
B
O1
O2
O3
t1
t2
t3
t4
t5
t5’
t6’
t6
t4’
(b) Formation of vehi-
cles
Figure 6.10: Hybrid AS-MPC obstacle avoidance simulations result
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considered two different AS-MPC schemes: one with a performance functionals that
weights heavily the preservation of the formation pattern, and another weighting more
the error in tracking the path defined in the mission. It is interest to see the interplay
between performance optimization and the generation of controlled discrete events. In
the first the AUVs maintained the formation pattern but had to take a longer path,
and thus, with much bigger tracking error, in order to reach the target, while, in the
second case, the AUVs switched to a line formation in order to be able to path through
a narrow passage that enabled them to reach the target iwith much lower tracking
error. This example, clearly illustrates how the AS-MPC is suitable to control hybrid
systems by generating hybrid control strategies that contribute to the optimization of
the system’s performance.
In this section we will present some simulation results in different scenarios including
obstacle avoidance. Here we will resume the unicycle example described in Section 5.6.1.
In particular, we will use the unicycle Attainable Set and the Value Function presented
in Figure 6.11 as ingredients to run the AS-MPC scheme described in 5.3.2. These
simulations can be also obtainend in https://paginas.fe.up.pt/∼dee04005/attainable-
set-mpc/.
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Figure 6.11: Unicycle attainable set and value function level sets
The state space area under consideration is a rectangle of 5m × 10m. Depending
on the initial condition, the Value Function the system is steered to the target point
(10,0,0).
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6.5 Hybrid AS-MPC Simulation Results
In the first simulation, Figure 6.12(a) we can observe the optimal trajectory sliding
down the Value Function. In particular, disturbances such as currents or wind can be
compensated by the character of the MPC scheme. Check simulation video.
(a) Attainable set MPC with no obstacles (b) Attainable set MPC (one obstacle)
(c) Attainable set MPC (two obstacles) (d) Attainable set MPC (two close obstacles)
(e) Attainable set MPC (three obstacles) (f) Attainable set MPC (three close obstacles)
Figure 6.12: Multiple AS-MPC simulations including obstacles
If we now add one obstacle along the trajectory of the system we observe in the
Figure 6.12(b) a slight deviation from the optimal trajectory to avoid collisions. The
collision avoidance is achieved because there is a portion of the vehicle’s Attainable
Set that is also part of the obstacle and therefore not available as a feasible trajectory.
Check the simulation video.
If we now add another obstacle we can observe another deviation in the trajectory
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to accommodate for the new obstacle. Refer to Figure 6.12(c) and simulation video.
Now we move the second obstacle too close to the first so that no trajectory is
feasible in between. Even though the optimal trajectory would be in between, the
system chose to overcome the obstacles around both obstacles in Figure 6.12(d). Check
the simulation video.
If we now move the second obstacle way from the first and add a third, we notice
the system’s trajectory in Figure 6.12(e) tends to be close to the optimal trajectory
without obstacles. Check the simulation video.
If the third obstacle is moved too close to the second, the system is forced to
overcome the third obstacle via the Value Function minimum which, in this case, is
from below. Check Figure 6.12(f) and the simulation video.
So far we have performed simulations with one single vehicle but we can also control
formations of vehicles. Here we can see a vehicle formation running across the state
space with 3 obstacles. It starts with a triangle formation, then goes to line formation
to overcome the tight a set of obstacles (2nd and 3rd) and, once overcome, goes back
to the initial triangle formation. Check the simulation simulation video.
6.6 Conclusions and Discussion
In this chapter, some pertinent key issues concerning the application of the MPC scheme
o systems whose dynamics are given by hybrid systems exhibiting both controlled and
uncontrolled events with significant impact in the performance of the system are raised.
The occurrence of performance-significant uncontrollable events raises issues concerning
the sense in which the optimization has to be considered. These issues are formally
deep and raises many open questions.
The adopted here consists in considered the optimization relative o the specific
stochastic realization that effectively took place. This point of view is the easiest one,
but, at the same time also a very practical one from the point of view of the applica-
tions. One can say that the burden guaranteeing the results of the system operation is
transferred from the formal framework to the organization of the operational context
and a proper specification of the guaranteed achievable system’s performance.
Since MPC - and, in our context the AS-MPC - concerns coupling optimization
with feedback, there is the issue of how to efficiently achieve real time optimization in
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the space of hybrid controls. To the best of our knowledge, there is no general and
systematic (in the sense of system’s design) way of transferring the huge - due to the
highly combinatorial character - computational complexity from the on-line context
to the off-line context. The adopted solution consists in using the powerful an well
established Systems Process Engineering methodologies to predefine all possible opera-
tional modes as well as transition events and conditions under which events can happen
and activities can bee executed in order to specify a control architecture modeled in
the controlled hybrid automata framework. This will constitute the formal controlled
hybrid system underlying our AS-MPC system.
Several simulation examples illustrate the designed AS-MPC scheme to control gen-
eral hybrid systems with emphasis on the requirements o single AUVs as well as for-
mation off AUVs.
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Chapter 7
Conclusions and Open Issues
In this final chapter, we attempt to provide quick overview of the main addressed
challenges and a critical analysis of the concepts and results obtained in the course of
the underlying research targeting the objectives of the thesis workprogram.
The main general goal of this thesis consists in designing a novel Model Predictive
Control (MPC) scheme that does not require the heavy computational effort typically
required by the conventional MPC schemes because of the need to solve a certain
optimal control at every step of the relatively short control horizon.
This thesis concerns a novel control framework of the Model Predictive Control
(MPC) - designated by attainable Set-MPC - type that seeks to conciliate perfor-
mance optimization and state feedback control under very strict on-line computational
constraints. This challenge was strongly motivated by the need of controlling single
AUV and formations of AUV systems which due to the complexity of the underwater
environment poses tremendous challenges for the design of advanced data gathering
systems. The space – required for payload and other devices –, and the energy – re-
quired for actuation, sensing, computation, and communication – are at a premium.
Moreover, communications, typically merely acoustic, are difficult due to very low data
rates, unreliability and high power consumption. This makes the case extremely effi-
cient management of onboard resources and this implies the need of optimization in
a context of a state feedback control. The conventional MPC framework manages to
conciliate optimization of resources with state feedback control but by paying the pro-
hibitive price associated with the real-time intensive computation inherent to the need
of frequently solving optimal control problems.
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The key novel idea that pervades throughout the main contributions of the the-
sis consists in transferring very substantial computational burden associated with the
building blocks of the conventional MPC scheme to the off-line stage, by taking ad-
vantage of the time invariance of fundamental subsystems. Besides the necessary con-
textual items, notably the problem statement, challenges analysis, and a directed and
commented state-of-the-art review, this thesis includes an in depth assessment of the
application of conventional MPC scheme to a simple AUV formation control scenario
that encompassed not only software simulation but also hardware-in-the-loop with field
data context. The conclusion from this effort is that the on-line computational burden
when using very simple control problems (e.g., small formations) is viable for a rea-
sonable performance level but it is not adequate for problems involving more realistic
requirements.
This assessment provided the basis to design the novel AS-MPC scheme proposed
in this thesis which requires the off-line computation of the Attainable Set and of
the system Value Function and their adaptivity in the on-line context with a very
small computational effort. Formal results on asymptotic optimality, and asymptotic
stability, required to formally ensure the desired properties of the AS-MPC scheme
were proved. In many respects, these results are in-line with the corresponding ones for
conventional MPC schemes. The weakening the assumptions - which might be possible
by the specific structure of the AS-MPC - constitutes an interesting research avenue.
It is important to note here, the important contribution that the approximation of
the Attainable Sets by a cloud of points with the desired properties. A constructive
procedure was designed but there is still room to improve it by increasing its efficiency
and enlarging the scope of applications.
This thesis also include a thorough discussion on robustness and computational
tractability. This was very much undertaken in line with the work one so far for
conventional MPC schemes. However, the geometric character of the novel proposed
scheme certainly will enable to examine these issues under new points of view which
might shed light on how to unify the apparently disperse results that have been obtained
so far for conventional MC schemes
Finally, given the hybrid - that is, discrete event and continuum-time driven - nature
of the envisaged class of systems, this thesis also includes an analysis of critical issues
arising in this context. Now, even for the AS-MPC scheme, there is a lot of on-line
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computational effort that can not be transferred to the off-line stage. By resorting to
well-established Process Systems Engineering methodologies, an accurate as possible
hybrid control system is developed whose a priori decoupling of discrete-event and
continuum time components enables to represent the overall system through an hybrid
automaton that will provides the controlled dynamics (in a hybrid systems sense) to
the AS-MPC (or, obviously, RAS-MPC). There is plenty of room here to examine very
efficient computational schemes that allow to adapt the AS-MPC scheme to the event
driven dynamics by taking into account the overall optimization whic includes also
the continuum-time dynamics. In this respect, it is also important to derive results
specifying the conditions under which asymptotic optimality, asymptotic stability and
robutness can be guaranteed under aa low on-line computational budget.
The obtained simulation results illustrate how the developed approach works and
point out to quite promising future developments.
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Appendix A
Attainable Sets
The Attainable Set of a dynamical control system – either, discrete, or evolving in
continuum time, or hybrid – represents the points of the state space that can be reached
by using all the available controls while satisfying the existing state and/or control
constraints. If we denote the state transition operator by Φ : R×R×Rn × U→ Rn,
where U = {u : [t0, tf ] → Rm, u(t) ∈ Ω, u(·) is measurable} denotes the set of controls
available in the specified time interval, we have that the Attainable Set at time tf from
the state x0 at time t0 is, in the absence of additional constraints, defined by
A(tf ; t0, x0) = {z ∈ Rn : z = Φ(tf ; t0, x0, u),∀u ∈ U}.
This is in fact the notion of Forward Attainable Set from a point and its extension
to that from a given set is straightforward. There is also the concept of Backward
Attainable Set that specifies the set of points from which a given target point or set in
the state space can be reached in a given time interval. To facilitate the exposition, we
will focus only on the former.
Attainable Sets are extremely relevant for control and verification. This steams
from a number of reasons, of which we would like to single out the following:
a) It enables to prove that a dynamic system reaches a given target while remaining
within a specified set. This is important to verify a number of properties, namely,
whether the state remains within a given desirable set or enters a forbidden set
in which the integrity of the system might be threatened.
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b) Since it encompasses systems with control inputs, it can be used to design sched-
uled or hybrid controllers.
c) For optimal control problems with a cost functional depending only on the state
at the final time, the Attainable Set enables to replace the original infinite dimen-
sional optimization problem by a finite dimensional one, i.e., (P ) Minimize { g(z) :
z ∈ A(tf ; t0, x0)}.
d) It is easily amenable to the incorporation of perturbations and uncertainties which
might be expressed in terms of non-controlled inputs. Worst case control strate-
gies can be computed by considering min-max optimization problems.
e) Along the vein of d), differential games with adversarial players can be easily
formulated and analyzed by using Attainable Sets.
In the Dynamic Optimization literature, see (118, 119) among others, it has been
long established that the Attainable Set can be characterized as a level set, of a solution
to a certain Hamilton-Jacobi partial differential equation (HJE). That is, the Attainable
Set at time t from a given set C ⊂ Rn at time t0, t0 ≤ t, is given by
A(t; t0, C) = {x ∈ Rn : V (t, x) ≤ 0}
where
Vt(t, x) +H(t, x, Vx(t, x)) = 0 ∀(t, x) ∈ R+ × S (A.1)
V (t0, x) = dC
2(x),
where S ⊂ Rn is some domain of definition, dC(·) is the usual distance function to set
C, H(t, x, p) = sup
u∈Ω
{p · f(t, x, u)} is the Hamiltonian, u(t) ∈ Ω represent the control
constraints, and x˙ = f(t, x, u) are the system dynamics. Solutions to (A.1) in the
classical (C1) sense fail to exist in general, and some generalized concept is needed.
Weaker solution concepts such as the viscosity for continuous solutions, (115, 138), and
proximal normal for lower semi-continuous solutions (117) have been developed.
These references also include a characterization of Backward Attainable Sets, and
(119) also targets the verification problem for moving targets specifically. Moreover,
this reference includes comparison results enabling to replace the solution to the HJE
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by less computationally demanding upper and lower estimates of its solution which can
be used for verification problems in reachability analysis.
An alternative characterization of Attainable Set in terms of a proximal normal
solution to the HJE associated to a dynamic control system in the form of a differential
inclusion appears in (116).
The complexity of its computation, or approximation, is strongly linked to the na-
ture of the state transition map of the dynamic system. While, for discrete systems,
there are already many results and tools for verification, (139), developments for con-
tinuum time and for the more recent hybrid systems, many challenges still remain.
Unfortunately, it is, in general, very difficult to compute exactly the Attainable Set
of systems evolving in continuum time. In fact, this is as difficult as to integrate the
dynamics over time for all possible control strategies. It is no wonder, that many
techniques have been addressed to investigate the properties of Attainable Sets and to
define efficient ways of approximating them.
The emergence of the so-called level set methods, (120, 121), enabled the efficient
computational approximation to viscosity solutions to the HJE and the associated
convergence proofs of the numerical algorithms has been established. Although requir-
ing somewhat more limiting assumptions, the ordered upwind methods, see (140), are
highly efficient from the computational point of view. Thus, the numerical computa-
tion of Attainable Sets involve the definition of a level set function for the region with
appropriate properties and, then, propagate it on the region of interest with the help
of HJE. For more details on level set methods, check Ian Mitchell’s level set methods
webpage, http://www.cs.ubc.ca/∼mitchell/ToolboxLS/index.html.
These methods have been applied in a wide range of applications. See, for example,
(121, 141).
An alternative approach, exhibiting features similar to those of level set methods,
has been provided by viability theory, see (142, 143), which has been used to treat a
large number of applications.
A quite different approach consists in propagating ellipsoidal approximations to the
Attainable Set for the case in which the underlying dynamics are linear (119, 131).
This approach may involve either outer or inner approximations and has the great
advantage of its very low complexity since only a very small number of parameters has
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to be propagated. It has also been shown that good accuracy can be achieved in the
approximation of nonconvex backward Attainable Sets.
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Appendix B
Polyhedral Approximations
In this appendix we describe an efficient recursive algorithm to generate both inner and
outer polyhedral approximations to the Attainable Sets derived from the one in (133).
Other approaches to approximate Attainable Sets have been considered, (125, 131, 135).
However, key reasons for choosing this method are, on the one hand its simplicity,
and, on the other hand, the fact that it yields affine constraints in the associated
optimization problem for which there are very efficient solvers available. Moreover,
the proposed scheme may produce either inner or outer approximations. While the
former is of required to ensure feasibility, the later is needed to ensure safety type of
properties. The general idea behind the approach for estimating the Attainable Set
relies in the observation, e.g., (134), that, when the cost function depends linearly on
the state variable at the final time only, it is known that the optimal value is reached
at the boundary of the Attainable Set.
It is a classic result that if u∗|[t0,t1] (locally) minimizes −〈α, x(t1)〉, then x∗(t1) is on
the boundary of the Attainable Set Af (t1; t0, x0), and α is said to be normal to the
Attainable Set at the x∗(t1), (126). In addition, the propagation of this relation holds
for all intermediate values of time, in the sense that the adjoint variable p(t), defined
by p(t1) = α, and −p˙(t) ∈ ∂xH(t, x∗(t), p(t)), being H(t, x, p) := sup
u∈Ω
{〈p, f(t, x, u)〉
the Hamiltonian associated with the considered dynamic control system, is normal to
Af (t; t0, x0) at x
∗(t). In a sense, p(t) provides “locally” (i.e., in a neighborhood of time
t) a quantitative indication of the sensitivity of the optimal control function and can
be used to compute its value at any intermediate time value.
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For a given α ∈ IRn (assume ‖α‖ = 1), denote by x∗(t1;α), to be the optimal state
trajectory at the final time, solution to the following optimal control problem:
(P (α)) Minimize {−〈α, x(t1)〉 : (5.1), (5.2) hold on [t0, t1]} .
Since x∗(t1;α) is a boundary point of the Af (t1; t0, x0), by varying α, different boundary
points can be produced. These points can be regarded as vertices of the polyhedron
approximating the Attainable Set. These considerations form the basis for an recursive
algorithm generating a polyhedron, approximating the convex hull of the Attainable
Set. To facilitate the exposition, we will consider the Attainable Set to be convex at this
point. Although, the algorithm presented below produces an inner approximation to the
Attainable Set, it is not difficult to change it in order to obtain an outer approximation.
1. Initialization.
Specify the threshold for the facet error ε¯ > 0. By facet error, it is meant the
maximum Euclidean distance from any point in the facet to the surface of the
Attainable Set.
It involves the following steps: (i) Computation of the set of initial facets. This
is a minimal polyhedron, in the sense that it has only two opposite facets given
as the convex hull of n vertices, and thus contained in a n− 1 dimensional linear
subspace. In IRn, it can be computed as the convex hull of n vertices constituting
a simplex in IRn−1, each one obtained by solving an optimal control problem
P (α) for appropriate choices of the vector α, (133); (ii) Initialize counters of: (a)
iterations k = 0, (b) vertices - Vk = n, and (c) facets - Fk = 2.
2. Detection of unsatisfactory facets.
For each new facet Fj , j = Fk − n + 1, . . . , Fk, compute the respective error εj ,
given by the maximum distance between the facet and subset of the boundary of
the Attainable Set with the shortest projection distance on the facet. This is done
in two stages: (i) Compute the point x∗j (t1) on the boundary of the Attainable Set
by solving (P (α)) with α = fj being fj an unit vector orthogonal to the facet Fj
and point outwards w.r.t. the polyhedron; and (ii) Let εj = ‖x∗j (t1)− pij‖ where
pij is the projection of x
∗
j (t1) on Fj . The set of unsatisfactory facets is given by
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UF := {Fj : εj > ε¯} in which all the items with error greater than ε¯ are ordered
in an increasing order of the associated error εj .
Once this set becomes empty, then the algorithm stops and the inner polyhedral
approximation to the Attainable Set will be given by the convex hull of all vertices,
i.e.,
c¯oAN¯f (t1; t0, x0) = c¯o{x∗j (t1) : j = 1, . . . , N¯},
where N¯ = Vk¯, and k¯ is the number of iterations needed. In case the Attainable
Set is convex, then we have AN¯f (t1; t0, x0) = c¯oA
N¯
f (t1; t0, x0).
3. Computation of new facets.
While UF 6= ∅, replace the last facet in UF , FFk by n facets, each one obtained
as the convex hull of x∗Fk(t1) and each pair of adjoining vertices of FFk .
4. Update counters Let k = k+ 1, Vk = Vk−1 + 1, and Fk = Fk−1 +n− 1, and go to
step 2.
Clearly, the number of vertices, and, thus, of faces of the polyhedron is, in this
algorithm, increases successively until the approximation error, given by the worst case
facet error is below some predefined upper bound ε¯.
In order to get a more accurate nonconvex polyhedral approximation to noncon-
vex Attainable Sets, an additional procedure was developed in (133). It involves two
stages. The first one, consisting in the detection of a region of non-strict convexity,
may encompass two cases: (i) points of the boundary of the approximating polyhedron
which are not in the Attainable Set, and (ii) points in of the approximating polyhedron
which are not in the Attainable Set. The second stage involves the generation of a
local approximation of the boundary of the Attainable Set. The construction under-
lying this algorithm allow us to obtain the following result on the estimation of the
approximation error and in the degree of sub-optimality of the corresponding optimal
control problem. For this we need the notion of Hausdorff distance dH between two
sets. Given A, B ⊂ IRn and d(d,C) = inf{‖c− d‖ : c ∈ C},
dH(A,B) = max
{
max
x∈A
{d(x,B)},max
y∈B
{d(y,A)}
}
.
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Proposition B.0.1 Given a time horizon ∆, ∀ε > 0, ∃N(ε,∆) ∈ IN such that, ∀N ≥
N(ε,∆),
dH
(
c¯oANf (t+ ∆; t, x(t)), c¯oAf (t+ ∆; t, x(t))
)
< ε.
If the Attainable Set is convex, then c¯o may be suppressed. Moreover, under some mild
assumptions, there is some constant K˜ related to the Lipschitz constant of the system
dynamics such that
Inf(PN∆ ) ≤ Inf(P∆) + K˜dH(ANf (·),Af (·)),
where ANf is a N facet inner polyhedral approximation to Af and both are evaluated
at (t+ ∆; t, x(t)), and (PN∆ ), (P∆) are the corresponding optimization problems on the
time interval [t, t+ ∆] with the initial state x(t).
This property allows us to estimate how suboptimal the solution to the optimization
problem is from the one obtained when the exact Attainable Set is used as well as how
far the solutions from each one of the problems are from each other. An analogue result
can be obtained for the case in which the outer approximation is considered.
Now, we are ready to present the basic approximated Attainable Set MPC scheme:
1. Initialization.
2. Compute ANf (t+ ∆; t, x(t)).
3. Compute z∗ = argmin
z∈ANf (t+∆;t,x(t))
{V (t+ ∆, z)}.
Compute u∗ on [t, t+ ∆] so that x(t+ ∆) = z∗.
4. Apply u∗ during [t, t+ ∆].
5. Sample x at t+ ∆ to obtain x¯ = x(t+ ∆).
6. Slide time, i.e., t = t+ ∆, let x(t) = x¯, and goto 2..
A number of observations are in order. This scheme has the advantage of com-
bining the long term optimization perspective encapsulated in the Value Function and
Attainable Set estimates with a low computational burden inherent to the fact that (i)
the optimization carried out in each iteration is only in the short term horizon, and (ii)
the Value Function and the Attainable Set approximations can be computed off-line
and obtained for the current position in the state space via a look-up table.
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In a dynamic world in which obstacles may emerge or other changes in the envi-
ronment detectable by the on-board sensors at the execution time may occur, both the
Attainable Set and the Value Function will have to be adapted. Here, two interesting
observations in what concerns the emergence of obstacles, which are particularly im-
portant from the computational point of view are (i) since it is propagated backwards,
the Value Function can be adapted only from the new boundary condition detected
within the detection horizon until the current moment, and (ii) the new feasible set to
be considered as constraint set can be easily obtained as the intersection of the previews
feasible set with the new free space dictated by the detected obstacles. This is particu-
larly useful for formation control problems since the specification of the formation can
be cast in terms of phase constraints.
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Appendix C
Practical simple AUV model
identification procedures
In this appendix we discuss the experimental approach and the procedures in order to
identify the models of the various equations of motion for the AUVs in LSTS. This
discussion involves three main components:
• Modeling of the various modes of operation
• Description of the identification methods
• Identification data gathering
As an example we present in Figure C.1 one of the AUVs developed at LSTS that
has been used for modeling. LAUV is a small (110x16 cm) yet modular autonomous
low-cost submarine which can be used for different types of operations depending on
payload configuration. LAUV vehicles provide a maximum operating depth of 50m and
1.5 m/s nominal speeds for oceanographic and environmental surveys. It is equipped
with one propeller and 4 actuated fins, and the main payload is listed in Table C.1.
The energy provided by a set of rechargeable Lithium-Ion batteries lasts for over 8
hours at the nominal speed. The standard configuration of the sensor payload includes
a Conductivity, Temperature and Depth (CTD) sensor. The onboard navigation suite
includes a low-cost inertial measurement unit, a depth sensor, a GPS unit and a LBL
system for acoustic positioning that is used when the vehicle is underwater and thus
GPS-restrained. LAUV also uses a WiFi and GSM for communications at the surface.
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Figure C.1: LAUV Package: Vehicle, LBL beacons, PAL (Portable Acoustic Locater),
and battery charger
Figure C.2: APDL: Porto local harbor
Onboard software is based on DUNE (DUNE: Uniform Navigational Environment),
which provides a modular architecture for supporting sensors, actuators and the cre-
ation of controllers using the concept of messaging among asynchronous tasks.
The mission site used for testing ongoing developments is provided by APDL (Ad-
ministrac¸a˜o dos Portos do Douro, Leixo˜es e Viana do Castelo), the local Porto harbour.
which can be seen on figure C.2. This location is very useful since it is on the coast,
providing access to open sea and, on the other hand, provides a secure enclosed area
for rapid tests using sea water.
C.1 Modeling of the various modes of operation
We consider the modes of operation: Surge, Yaw, Pitch, and Heave and, for each one
of them, a model will be presented next.
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Item Description
Batteries SAFT Li-Ion - 25,2V at 5.8Ah (x2)
IMU 3DM-GX1
CTD Mark & Wedell
Sidescan Marine Sonics HDS - 900kHz
DVL/ADCP LinkQuest
Wifi MiniStation2
GPS EVK-5H
GSM/GPRS Telit GM862
Altimeter Imagenex 852
Pinger Imagenex 852
Main CPU Sonotronics
Auxiliary CPU PC104 ARM
Pressure Sensor Gems
Forward Sonar Imagenex 852
Acoustic Board ULST Custom Made
Leak Sensor ULST Custom Made
Table C.1: LAUV AUV main equipment
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Surge Model.
The resulting forces in the longitudinal direction, considering surge motion only, is
equal to the thruster’s force and the longitudinal drag force. The equation of motion
is given by
(m−Xu˙)u˙ = Xu|u|u|u|+ Fprop (C.1)
where m is the mass, Xu˙ is the added mass coefficient, Xu|u| is the quadratic drag
coefficient and Fprop is the thruster force. These terms can be difficult to obtain for
irregular shapes. A recommended approach would be to approximate the vehicle’s shape
by a prolate ellipsoid1 as depicted in figure C.3. For that, and since the ellipsoid’s shape
will not perfectly match the real vehicle’s, the radius b = c should be matched with that
of the AUV and the length a should be adjusted so that the vehicle’s volume matches
that of the ellipsoid.
Figure C.3: Three-dimensional ellipsoid
By using these values, the coefficient Xu˙ can be computed as:
Xu˙ = −kxB
g
where kx can be found by using Table C.2 and B/g is the neutrally buoyant mass
B
g
=
4
3
piabcρ.
The term ρ is the fluid’s density. The coefficient Xu|u| can be found with
Xu|u| =
1
2
CDAρ
1An ellipsoid where a > b, c and b = c.
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where CD is the drag coefficient for the vehicles’s cross-sectional area A. For an ellipsoid
with b = c, then A = pib2. According to (144), the value for CD should be around 0.2
but we will define it as a parameter to be identified.
The force exerted by the thruster is given by
Fprop = KTρD
4n|n|
where D is the propeller’s diameter, n the propeller revolutions and KT is constant
and related to the speed of advance:
KT = KT
(
VA
nD
)
= KT (J0)
where VA is the speed of advance inm/s and J0 is the non-dimensional speed of advance.
The value for KT should be between 0.1 and 0.4 but we will treat this parameter as
one to be identified. We can also observe if it lays within this interval as a measure of
the parameters identification congruency.
In fact Fprop contains another term given by γ0JρD
4n|n|, where γ0 is the KT (J)
function’s slope for a certain operating point. It represents a thrust reduction. We will
not explicitly take this term into account, since it is quite difficult to tell this term’s
effect apart from the effect of the first term, KTρD
4n|n|.
In order to find the values of coefficients CD and KT , the procedures in Section C.2
should be followed to compute αu and βu of the following equation
u˙ = αuu|u|+ βun|n|
CD and KT comes from the following relations
CD = 2
αu(m−Xu˙)
Aρ
KT =
βu(m−Xu˙)
ρD4
Yaw Model.
Sideslip is the skidding motion presented by the vehicle when it moves with both
in surge and sway. There are two possible Yaw equations of motion depending if we
expect from the vehicle sideslip behavior or not. At this stage we do not know which
model fits better and therefore both will be present. Here, we consider two cases
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a/b kx ky kr
1 0.5 0.5 0
1.5 0.305 0.621 0.094
2 0.209 0.702 0.24
2.51 0.156 0.763 0.367
2.99 0.122 0.803 0.465
3.99 0.082 0.86 0.608
4.99 0.059 0.895 0.701
6.01 0.045 0.918 0.764
6.97 0.036 0.933 0.805
8.01 0.029 0.945 0.84
9.02 0.024 0.954 0.865
9.97 0.021 0.96 0.883
Table C.2: Added mass k coefficient table
• Neglecting side-slip The nonlinear equation for the vehicle’s turning rate can be
written as
(Izz −Nr˙)r˙ = Nrr +Nδδr (C.2)
where Izz is the mass moment of inertia along the z axis, Nr˙ is the added mass
coefficient, Nr is the linear damping coefficient and Nδ is the rudder fins’ lift
coefficient. Similarly to the Surge model above, if the shape of the AUV is
approximated by a prolate ellipsoid, Izz and Nr˙ can be calculated as:
Izz =
4(a2 + b2)piabcρ
15
Nr˙ = krIzz
where kr can be taken from Table C.2. Coefficient Nr has to be identified using
methods suggested in this document and the rudder fins’ lift coefficient is given
by
Nδ =
1
2
xfin
∂Cf
∂αf
Afu|u|
where xfin is the fins’ x position relative to the center of gravity, Af is the fins’
face area and Cf is a coefficient that comes as a function of the angle of attack
on the fin, Cf = Cf (αf ). This term should be identified, as it can be difficult
to obtain any other way. We will also assume that its partial derivative with
respect to alpha is constant. In order to find the values of coefficients Nr and
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Cf , the procedures in Section C.2 should be followed to compute αr and βr and
then following relations should be used. In particular, if we define the following
equation for the parameter identification,
r˙ = αrr + βru|u|
we get
Nr = αr(Izz −Nr˙) ∂Cf
∂αf
= 2
βr(Izz −Nr˙)
xfinAf
• Including side-slip If we do not neglect the side-slip, the equation for turning rate
comes:
(Izz −Nr˙)r˙ = Nrr +Nvv +Nδδr (C.3)
with Izz, Nr˙ and Nδ defined above. Nv is another parameter to be identified.
We are introducing this scenario in order to evaluate and compare how good these
models are. The performance index to be used is given by:
Ji =
√∑N
k=1(y
real
k −ymodelk )2
N
RMS(yrealk )
=
√∑N
k=1(y
real
k −ymodelk )2
N√∑N
k=1 y
real2
k
N
(C.4)
Pitch Model.
Assuming the vehicle has only surge, heave and pitch speeds, the nonlinear model
can be written as:
(Iyy −Mq˙)q˙ = (zBB − zGW ) sin θ +Mqq +Mww +Mδδs (C.5)
where Iyy is the moment of inertia along the y axis, Mq˙ is the added mass coefficient,
zB is the z coordinate of the center of buoyancy, B is the buoyancy force, zG is the
z coordinate of the center of gravity, W is the weight of the vehicle, Mq and Mw are
the drag coefficients for, respectively, pitch and heave motion, and Mδ is the fins’ lift
coefficient.
Equation (C.5) can be simplified with a few assumptions. The term zB is assumed
to be zero, as it can be defined as coincident with the body-fixed frame’s origin. The
trigonometric function sin θ can be approximated by θ (in radians) for small angles
(θ ≤ pi6 ). The remaining terms either have to be calculated or identified. We can now
rewrite equation (C.5) as:
(Iyy −Mq˙)q˙ = −zGWθ +Mqq +Mww +Mδδs (C.6)
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Again, if we approximate the shape of the vehicle as a prolate ellipsoid, Iyy and Mq˙
can be computed as
Iyy =
4(a2 + c2)piabcρ
15
Mq˙ = krIyy
where kr can be taken from Table C.2. The vehicle’s weight can be computed as
W = mg. Terms zG, Mq, Mw and Mδ must be identified. Similarly to the Yaw model
described above:
Mδ =
1
2
xfin
∂Cf
∂αf
Afu|u|
If we run the parameter identification method with 4 terms
q˙ = αqθ + βqq + γqw + qu|u|
we get
zG = −αq(Iyy −Mq˙)
W
Mq = βq(Iyy −Mq˙)
Mw = γq(Iyy −Mq˙) ∂Cf
∂αf
= 2
q(Iyy −Mq˙)
xfinAf
Heave Model.
Assuming again only surge, heave and pitch motions, the nonlinear model can be
written as
(m− Zw˙)w˙ = (W −B) cos θ +mU0q + Zqq + Zww + Zδδs (C.7)
where Zw˙ is the vehicle’s added mass coefficient, U0 is the vehicle’s rated surge speed,
Zq and Zw are the linear damping coefficients about axis y and along z respectively,
and Zδ is the fin’s lift coefficient. We will assume a neutrally boyant vehicle, that
is, W = B, and therefore, the whole first term will be null. Coefficient Zw˙ can be
calculated as Zw˙ = −kzm where kz = ky so it can be taken from Table C.2.
The simplified model can now be written as
(m− Zw˙)w˙ = mU0q + Zqq + Zww + Zδδs (C.8)
The speed U0 can be identified or taken from the mission data, Zq and Zw must be
identified and Zδ is given by
Zδ =
1
2
∂Cf
∂αf
Afu|u| = Mδ
xfin
.
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As occurred in the Pitch model above, the term
∂Cf
∂αf
has to be identified. By using
the parameters identification method with four terms as in
w˙ = αwq + βwq + γww + wu|u|
we will obtain
U0 =
αw(m− Zw˙)
m
Zq = βw(m− Zw˙),
Zw = γw(m− Zw˙) ∂Cf
∂αf
= 2
w(m− Zw˙)
Af
.
Final model.
We can finally resume the complete set of equations for the simplified AUV model
as follows. This will be of great importance for the formation control design and
simulation.
ν˙ =

Xu|u|u|u|+Fprop
(m−Xu˙)
mU0q+Zqq+Zww+Zδδs
(m−Zw˙)−zGWθ+Mqq+Mww+Mδδs
(Iyy−Mq˙)
Nrr+Nvv+Nδδr
(Izz−Nr˙)
 (C.9)
η˙ =

u cos(ψ)
u sin(ψ)
w
q
r
 (C.10)
where ν = [u,w, q, r]T and η = [x, y, z, θ, ψ]T .
C.2 Identification methods
System identification is the process of modeling systems where both model parameters
and equations are unknown (145). The procedure encompasses measuring the system’s
inputs and outputs and try to determine a mathematical relation between them without
going into the details of what is actually happening inside the system. Typical types
of models used in System Identification range from black-box to white-box. Black-box
models include no prior information about the system while White-box are the ones
where physical laws (e.g. Newton) describe perfectly the system behavior. Grey-box
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models obviously stand in between, where, some already known information is included,
and the remaining parameters are estimated. In this section we propose a method for
experimental identification of the parameters, for the AUV decoupled equations of
motion on surge, heave, pitch and yaw. This can be done by using least squares (146)
and Kalman filter (144). Moreover, input sequences will be specified so that data read
from sensors is used in the context of parameters estimation.
In order to identify some of the parameters for the AUV model equations we use
alpha-beta parameter identification technique. The alpha-beta parameter technique
uses least square methods to produce the estimate.
Alpha and Beta Parameters Identification
We select a model of the input/output response of the general form
y(t) = HT (t)θ(t) + v(t) (C.11)
where θ(t) ∈ Rn+m is a parameter vector that is ideally constant where m is the
number of input measurements and n is the number of output measurements, the
matrix H(t) ∈ Rn+m contains all inputs/output measurements, y(t) ∈ R is the primary
output and v(t) ∈ R is assumed to be a zero mean white gaussian noise signal.
Discretizing we may write the time difference equation as
yt − a1yt−1 − a2yt−2 − . . .− anyt−n = b1ut−1 + b2ut−2 + . . .+ bmut−m (C.12)
or
yt = [yt−1, yt−2, . . . , yt−n, ut−1, ut−2, . . . , ut−m]︸ ︷︷ ︸
HT (t)

a1
a2
...
an
b1
b2
...
bm

︸ ︷︷ ︸
θ
(C.13)
which can be translated into a discrete time transfer function as:
G(z) =
Y (z)
U(z)
=
m∑
i=1
biz
−i
1−
n∑
j=1
ajz
−j
(C.14)
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where z−i is the delay operator in discrete time.
Model with Alpha and Beta Parameters
Critical to the solution is the use of an adequate model of the input/output response
of the system. Many models with several different parameters are possible but in this
work we propose the use of the previous derived model.
u˙(t) = αuu(t)|u(t)|+ βun(t)|n(t)|+ vu(t) (C.15)
w˙(t) = αww(t) + βwq(t) + γwδs(t) + vw(t) (C.16)
q˙(t) = αqθ(t) + βqq(t) + γqw(t) + qδs(t) + vq(t) (C.17)
r˙(t) = αrr(t) + βrv(t) + γrδr(t) + vr(t) (C.18)
where u, v, w, q and r represent the vehicle’s surge, sway, heave, pitch and yaw velocities
and δs and δr are respectively stern and rudder actuator fins. Sway equation of motion
was neglected due to lack of relevance for our AUVs. However, sideslip motion is
considered.
The purpose of the identification is to find the equations of motion parameter sets
(αu, βu), (αw, βw, γw), (αq, βq, γq, q) and (αr, βr, γr). Next we will show how these
parameters can be obtained using two different methods.
Solution Using Least Squares
We seek a solution θˆ(t) as an estimate of θ(t) such that the error θ˜(t) = θ(t)− θˆ(t)
can be shown to decrease. The true parameters θ(t) are not available so the error to
minimize is expressed as the error of equation (C.11) and is given by
e(t) = y(t)−HT (t)θˆ(t) (C.19)
With least squares, we try to find a θˆ(t), that will minimize the sum of errors, so
that over some time interval, the effects of noise are canceled. If we define the scalar
positive squared error measure as J(n) =
1
2
n∑
t=1
eT (t)e(t), then the minimization of J
is given by
dJ
dθˆ
= 0 = −
n∑
t=1
HT (t)e(t) (C.20)
181
C. PRACTICAL SIMPLE AUV MODEL IDENTIFICATION
PROCEDURES
yielding
0 = −
n∑
t=1
HT (t)(y(t)−H(t)θˆ(t)) ⇒
n∑
t=1
HT (t)y(t) =
n∑
t=1
HT (t)H(t)θˆ(t) (C.21)
The term θˆ(n) can then be found with:
θˆ(n) =
n∑
t=1
HT (t)y(t)
n∑
t=1
HT (t)H(t)
(C.22)
Equation (C.22) is used for ”batch” processing where the block size is n. This is
sometimes very useful and a moving batch window can be used to produce a running
estimate of the most recent estimates of parameters.
Solution Using Kalman Filter
Similarly to the least squares methods, a Kalman filter methodology can be applied
to model parameter identification. Assuming, once again, that the parameters are
constant, we know that
θ(k) = θ(k − 1)
y(k) = H(k)θ(k) + v(k)
where v(k) is a white noise signal with variance σ2r . In order to apply this technique to
a model such as the one in equation (C.15), we must write it in the discrete time form:
u(k + 1)− u(k)
Ts
= αu(k)|u(k)|+ βn(k)|n(k)|+ v(k)
where v(k) is the white noise signal with variance σ2r . Now let
θˆ =
 αˆ(k)βˆ(k)
1
 and H(k) = [u(k)|u(k)|Ts, n(k)|n(k)|Ts, u(k)] (C.23)
so that this way we can write the output data as a function of the estimated parameters
u(k + 1) = H(k)θˆ(k) + v(k)
182
C.3 Gathering data for identification
The Kalman filter methodology assumes
θˆ(k + 1) = θˆ(k) + q(k)
where q(k) is a white noise signal (process noise) with variance σ2q , which could be
defined as zero, since we are assuming that the parameters are constant. The Kalman
filter algorithm then comes as:
P (k) = AP (k)AT +Q
K(k) = P (k)HT (k)[H(k)P (k)HT (k) +R]−1
θˆ(k + 1) = θˆ(k) +K(k)(u(k + 1)−H(k)θˆ(k))
P (k + 1) = [I −K(k)H(k)]P (k)
where A is the linear model matrix, Q is a diagonal matrix whose terms are equal to
the variance of each parameter, R is also diagonal with measurement noise’s variance
as coefficients, K is the Kalman filter gain matrix and P is the error covariance matrix.
Matrix P must be properly initialized, by using each term in its diagonal as a weight
representing the uncertainty of our first estimated set of parameters θˆ(0). For instance,
knowing that the third parameter will always be 1, we should initialize the third term
in the diagonal of P (0) as 0, meaning we have full certainty on that value.
Unlike the least squares method, this technique does not use the whole scope of
data at once for estimating the parameters. This methodology, as described above, can
either be used online or off-line, while the least squares may only be used off-line. Note
that using the Kalman filter off-line will present no advantage whatsoever over the use
of the least squares method. As a matter of fact, we will advise against the use of the
Kalman filter for off-line identification, since improper initialization of the matrices P ,
Q and R may never yield satisfying results, a risk that we don’t have to take by using
least squares.
Next will discuss how to get data from the vehicle to identify the parameters.
C.3 Gathering data for identification
Acquiring good data for the identification process is critical. The way data is ob-
tained determines the success of the parameters identification. Moreover, the existence
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of inverse of the
∑n
t=1H
T (t)H(t) in equation (C.22) depends on the quality of the
information contained in the gathered data.
There are also other issues that one might want to avoid like performing the data
gathering in the presence of currents or near the surface or bottom. These introduce
significant disturbances leading to an incorrect model. We chose the APDL (Porto
Local Harbor Authority) port to be the operation site, being the data gathered below
a depth of 2 meters to avoid wave effects and 2 meters above the bottom to avoid both
“boundary” effects as well as potential collisions.
The most important condition to design a good vehicle input sequence is to do it
in a way that it’s frequency response is similar to the system frequency response. This
way all system modes are correctly excited and the dynamics properly captured. Two
different signals are proposed. The sum of 5 sines with different frequencies in the
vehicle’s bandwidth wb or square wave (C.24) and a square signal (C.25).
i(t) =
5∑
n=1
sin(wb/n) (C.24)
i(t) =
{
vmax, 2kTf < t < (2k + 1)Tf
vmin, (2k + 1)Tf < t < (2k + 2)Tf , k ∈ N+0
(C.25)
where Tf is the time after which the system reaches vmax or vmin plus another 100%
to let the system stabilize. For instance, if we are identifying the surge model, means
that the signal to the thruster toggles between vmax and vmin every Tf = 1.5τu, where
τu is the first order approximation time constant for the surge model.
Even though the sine signal makes sense from the frequency response point of view,
in practice this signal is not very easy to implement in the vehicle due to actuators
saturation. Square signals will be used instead. The length of the input vector should
be big enough to allow both the identification and model validation, typically one half
each.
For the sake of simplicity we illustrate only the method to obtain the parameters
for the surge equation of motion. A similar approach must be followed to obtain the
remaining parameters.
Taking equation (C.15) and converting to discrete using Euler we get:
u(k + 1) = u(k) + αuu(k)|u(k)|Ts + βun(k)|n(k)|Ts (C.26)
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where Ts is the discretization time step. Or in matrix representation:
u(k + 1)− u(k) = [ u(k)|u(k)|Ts n(k)|n(k)|Ts ]︸ ︷︷ ︸
H(k)
[
αu
βu
]
︸ ︷︷ ︸
θ
(C.27)
which, apart from the noise v, is the equation (C.11) that we began with. Also note
that we have moved the term u(k) to the left side of the equation so that the third
parameter in θˆ is forced to be 1. u(1)− u(0)...
u(p)− u(p− 1)

︸ ︷︷ ︸
Y
=
 u(0)|u(0)|Ts n(0)|n(0)|Ts... ...
u(p− 1)|u(p− 1)|Ts n(p− 1)|n(p− 1)|Ts

︸ ︷︷ ︸
H
[
αu
βu
]
︸ ︷︷ ︸
θ
(C.28)
where Y ∈ Rp is a vector of all p measurements, H ∈ Rp×2 the matrix of all inputs and
outputs, and θ ∈ R2 the vector of the parameters.
If we now use Matlab back-slash operator ”\”, we can compute the least squares
as θ = H\Y , or we can use the Kalman filter approach. To build H and Y we need
input/output data. From a previous AUV mission data set, a first order approximation
time constant of τu = 10s was found. We choose Tf = 20s and apply a square wave
to the system and record it’s output. To guarantee that the vehicle does not lose
controllability, the propeller revolutions should not decrease below 50%. We think that
the input sequence should range between vmin = 50% and vmax = 100%.
The final procedure to identify surge model include:
1. Generate a mission with constant depth @z = 3m with propeller speed toggling
between 50% and 100% every Tf = 20s. The desired trajectory should be a set
of GoTo maneuvers maintaining a straight line.
2. Execute. Record data with length L.
3. Use half of the recorded data to compute αu and βu using least squares/Kalman
filter method.
4. Test the discovered model with the other half of the recorded vector.
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If we use the data obtained from the vehicle represented in C.4 we obtain the
following model.
u(k + 1)− u(k) = −0.0364u(k)|u(k)|Ts + 0.0100n(k)|n(k)|Ts (C.29)
Figure C.5 shows the data output of the identified model in comparison with the
real data from the mission logs.
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Figure C.4: Selected data set for identification: surge speed (red) and propeller revolu-
tions (blue)
The same procedure can now be applied to the other equations of motion otaining
the following parameters listed in Table C.3.
Parameter Value Parameter Value
αu 0.0364 αr -0.0220
βu 0.0100 βr -0.1149
αw -0.0850 γq 0.0880
βw -0.0066 q -0.1198
γw 0.0041 αq -0.0184
βq -0.7227
Table C.3: Final model identified parameters
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C.4 Mission planning to generate identification data
In order to plan AUV missions, we used NEPTUS software (147, 148),
https://lsts.fe.up.pt/toolchain/neptus. NEPTUS is a command, control, communica-
tion and information software infrastructure for the coordination and control of teams
of multiple autonomous and semi-autonomous vehicles. It allows mission planning, su-
pervision, and post-mission analysis. Using this framework, short AUV missions were
planned and executed in order to collect the necessary data for identification.
For each model, different types of trajectories were defined so the right model pa-
rameters could be identified. These trajectories are defined as a composition of straight
lines defined through a series of 3D waypoints. These trajectories are known as GoTo
maneuvers where the vehicle travels through each waypoint. Next, we will describe just
the yaw and pitch mission plans required for modeling.
Surge Model Identification Plan
Figure C.6 shows the plan adopted for the AUV to identify the Surge parameters.
The waypoints were placed in a straight line. The vehicle has to increase and reduce
it’s speed at every waypoint. Every two waypoints the distance between each waypoint
decreases. The starting distance is of 10 meters, then 8, 7, 6 and finally 5 meters apart.
This way more frequency modes are probed in the identification process.
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Figure C.5: Real and simulated data using the identified parameters αu, βu
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Figure C.6: Neptus mission plan for the AUV’s surge model identification
Figure C.7: Neptus mission plan for the AUV’s yaw model identification
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Yaw Model Identification Plan
Figure C.7 shows part of the steering plan adopted for the AUV. The waypoints were
placed such that the vehicle has to take 90 degree turns in the horizontal plane at every
waypoint. Every four waypoints the distance between each one of them decreases. We
started with 15 meters, then 10, 7, 5, 4 and then 3 meters of distance between waypoints.
This plan will swing the vehicle in the horizontal plane as shown in Figure C.7.
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