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Tato bakalářská práce se zabývá implementací obecného algoritmu RSA prostřednictvím
Montgomeryho násobení pro grafické karty. Pro vybranou platformu CUDA jsou vytvořeny
čtyři verze implementace s cílem dosáhnutí co nejvyššího zrychlení výpočtu v porovnání s
výpočtem na procesoru. Zrychlení výpočtu je kromě jiného dosaženo paralelizací aritmetic-
kých operací sčítání a násobení velkých čísel.
Abstract
This bachelor’s thesis discusses implementation of RSA algorithm using Montgomery mul-
tiplication for graphic cards. There are four versions of implementation created for CUDA
platform with aim to achieve as high computation acceleration as possible compared to
processor computation. Acceleration of computation is among other things achieved by
parallelization of arithmetic operations addition and multiplication of large numbers.
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V modernej dobe informačnej spoločnosti zohráva komunikácia veľmi dôležitú úlohu. Často
je žiadané komunikovať zabezpečene a utajiť tak obsah svojej komunikácie pred cudzími
ľuďmi. Pokrokom doby sa množstvo služieb vyžadujúcich zabezpečenú komunikáciu zvy-
šuje tak, ako sa zvyšuje aj množstvo užívateľov, ktorí tieto služby využívajú. Šifrovanie
veľkých objemov údajov zaberá počítačom nezanedbateľnú časť ich výkonu. Hľadanie spô-
sobov zrýchlenia šifrovania alebo elektronického podpisovania je preto dôležité. Zrýchlenie
takéhoto zabezpečovania môže priniesť bežným užívateľom komfort rýchlejšej odozvy pri
používaní rôznych služieb. Pri použití v serveroch môže ušetriť financie znížením nárokov na
procesorový výkon. V tejto práci sa zaoberáme pokusmi o zrýchlenie šifrovacieho algoritmu
RSA použitím grafických kariet.
V súčasnej dobe sa tejto problematike venujú aj ďalší akademici, ktorým sa podarilo do-
siahnuť zaujímavé výsledky. Tejto téme sa chcem venovať preto, že vývoj počítačov smeruje
k zvyšovaniu výkonu zvyšovaním počtu jadier procesorov a myslím si, že paralelné spraco-
vanie údajov bude mať v budúcnosti stále väčší význam. Vývoj softvéru sa tomuto trendu
bude musieť prispôsobiť nielen vo vedeckých alebo špecializovaných výpočtoch, ale aj v bež-
ných
”
domácich“ podmienkach. Mojou prácou by som chcel prispieť k tomuto smerovaniu
alebo aspoň rozvinúť svoje vedomosti v tejto oblasti.
Cieľom práce je oboznámenie sa s metódou šifrovania RSA a Montgomeryho násobe-
ním ako prostriedkom pre jeho implementáciu. Ďalším krokom je naštudovanie architektúry
grafických kariet a vytvorenie programu na šifrovanie metódou RSA, ktorý využíva mož-
nosti grafických kariet. Cieľom je aj experimentovanie s optimalizáciami pre dosiahnutie čo
najväčšieho zrýchlenia a porovnanie nameraných výsledkov.
V druhej kapitole tejto práce je charakterizovaný algoritmus RSA. Najpodstatnejšou
časťou je definícia šifrovacej metódy, ktorú budeme urýchľovať. V kapitole 3 sú popísané
algoritmy pre aritmetické operácie s veľkými číslami a tiež metódy výpočtu modulárneho
umocňovania vrátane Montgomeryho metódy. V štvrtej kapitole je popísaná architektúra
grafických kariet a porovnanie s procesorom. Ďalej tu popisujeme programový model CUDA
a dôležité aspekty pri vývoji paralelných programov. Piata kapitola je zameraná na popis
implementácie programu postupne od prvej referenčnej verzie vykonávanej na procesore až
po poslednú paralelizovanú verziu vykonávanú na grafickej karte. V šiestej kapitole zobra-




Algoritmus RSA bol navrhnutý Americkým šifrantom menom Ronald Linn Rivest, Izrael-
ským šifrantom menom Adi Shamir a Americkým profesorom počítačovej teórie menom Le-
onard Max Adleman v roku 1977, po ktorých bol aj pomenovaný. Na vývoj tohto algoritmu
sa inšpirovali článkom Diffieho a Hellmana [3], ktorým bol publikovaný nový kryptografický
systém s verejným kľúčom, kde ale nebola predstavená žiadna použiteľná implementácia za-
ložená na tomto systéme.
2.1 Kryptografický systém s verejným kľúčom
Tradičné kryptografické systémy, ktoré používajú rovnaký kľúč na šifrovanie aj dešifrova-
nie správ, trpia problémom distribúcie šifrovacieho kľúča. Na to aby mohla byť v takomto
systéme bezpečne prenesená správa po verejnom kanály, je potrebné najskôr doručiť dru-
hej strane šifrovací kľúč. Kľúč je obvykle doručovaný dôveryhodným kuriérom. Tento spô-
sob nadviazania bezpečnej komunikácie ale nespĺňa požiadavky na nízke náklady a vysokú
rýchlosť, ktorá je v modernej komunikácii žiadaná [10]. Vo veľkých a bezpečných teleko-
munikačných systémoch, ktoré bude používať až n užívateľov súčasne, je potrebné umožniť
komunikáciu až (n2 − n)/2 potenciálnym párom, ktoré budú chcieť komunikovať bezpečne
a oddelene od ostatných užívateľov [3].
Pre splnenie požiadaviek modernej komunikácie bol navrhnutý nový kryptografický sys-
tém, ktorý umožňuje vytvorenie dvoch šifrovacích kľúčov. Každý užívateľ si vygeneruje
vlastný verejný kľúč pre šifrovanie, ktorý je zdieľaný a súkromný kľúč pre dešifrovanie,
ktorý si ponechá utajený. Šifrovacia (dešifrovacia) procedúra je tvorená obecnou metódou
a šifrovacím (dešifrovacím) kľúčom [10]. Tieto procedúry musia spĺňať štyri vlastnosti:
(a) Dešifrovaním zašifrovanej správy dostaneme pôvodnú správu.
(b) Šifrovacia aj dešifrovacia procedúra je jednoducho vypočítateľná.
(c) Zverejnením šifrovacej procedúry nie je zjednodušená cesta k získaniu dešifrovacej pro-
cedúry.
(d) Ak je správa M najskôr dešifrovaná a potom zašifrovaná, výsledkom je správa M [10].
Použitím obecnej metódy riadenej šifrovacím kľúčom zašifrujeme správu M do jej zašif-
rovanej podoby, ktorú označujeme šifra C. Každý môže používať rovnakú obecnú metódu
a bezpečnosť šifry je potom závislá iba na bezpečnosti dešifrovacieho kľúča. Keď užívateľ
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odhalí šifrovaciu procedúru, odhalí veľmi neefektívnu cestu k vypočítaniu pôvodnej správy.
Útočník by musel generovať a šifrovať všetky možné správy a porovnávať ich s šifrou. V prí-
pade zhody by mohol prehlásiť, že správu dešifroval. Počet všetkých rôznych správ je ale
tak vysoký, že pokus o takéto prelomenie šifry by bol veľmi nepraktický.
Procedúra spĺňajúca vlastnosti (a)-(c) sa nazýva
”
trap-door one-way function“. Ak na-
vyše spĺňa aj vlastnosť (d), tak je
”
trap-door one-way permutation“. Takáto procedúra sa
nazýva
”
one-way“ preto, že umožňuje jednoduchý výpočet jedným smerom, ale znemožňuje
výpočet opačným smerom. Prívlastok
”
trap-door“ majú takéto procedúry preto, že inverzná
funkcia je jednoducho vypočítateľná, ak poznáme určitú privátnu informáciu [10].
Prakticky môžeme komunikáciu pomocou tohoto systému demonštrovať na známom
príklade s Alicou a Bobom. Predstavme si, že Bob chce poslať tajnú správu Alici tak, aby
zabránil akémukoľvek útočníkovi, ktorý odpočúva ich komunikáciu, porozumieť správe. Na
začiatku musí Alica vygenerovať verejný a súkromný kľúč a sprístupniť verejný kľúč tak,
aby k nemu Bob mal prístup. Bob pomocou Alicinho verejného kľúča zašifruje správu a
odošle ju v zašifrovanej podobe Alici. Jediný kto môže šifru dešifrovať je Alica, pretože
iba ona má prístup k svojmu súkromnému kľúču. Toto funguje, ak platí, že šifrovacie a
dešifrovacie procedúry spĺňajú vlastnosť (c) [10].
2.2 Šifrovacia a dešifrovacia metóda RSA
Pred šifrovaním správy M pomocou verejného kľúča (n, e) je potrebné previesť text na jeho
číselnú reprezentáciu tak, aby každý číselný blok nadobúdal hodnoty 0 až n− 1.
Správu M šifrujeme umocnením každého bloku na e-tú modulo n. Šifrou C je teda
zostatok po delení M e číslom n.
Pre dešifrovanie umocníme šifru C na d-tú modulo n. Formálne šifrovací a dešifrovací
algoritmus môžeme zapísať takto [10]:
C ≡ E(M) ≡M e(mod n), pre správu M.
D(C) ≡ Cd(mod n), pre šifru C.
Šifrovací kľúč tvorí dvojica kladných celých čísiel (n, e). Dešifrovací kľúč tvorí podobne
tiež dvojica kladných celých čísiel (n, d). Tieto kľúče sú generované postupom, ktorý je
popísaný v článku od Rivest, Shamir a Adleman [10]. Pre nás je dôležitý poznatok, že
v praxi sa používajú kľúče o veľkosti 2048 až 4096 bitov, čo sú čísla ďaleko presahujúce
veľkosti základných dátových typov. Pri implementácii týchto algoritmov musíme praco-
vať so špeciálnymi dátovými typmi, ktoré nás neobmedzujú v maximálnej veľkosti hodnôt.
Šifrovanie pozostáva hlavne z operácie modulárneho umocňovania, ktoré je pri takto veľ-
kých číslach časovo veľmi náročné. Pre dosiahnutie urýchlenia šifrovania je potrebné zvoliť
vhodné algoritmy pre aritmetické operácie s veľkými číslami, ako aj operáciu modulárneho
umocňovania.
2.3 Použitie RSA
Okrem poskytovania súkromia šifrovaním je RSA navrhnuté aj pre druhú veľmi dôležitú
funkciu, ktorou je autentifikácia. Pomocou nej je odosielateľ správy schopný správu podpísať
a umožniť príjemcovi overenie totožnosti odosielateľa. Keďže podpísaná správa je závislá
na samotnej správe a tiež na súkromnom podpisovom kľúči, nie je možné obsah podpísanej
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správy pozmeniť. Preto je možné dokazovať, že odosielateľ podpísal konkrétnu správu a tú
nie je možné vyvrátiť [10].
Dnes sa RSA používa v mnohých komerčných systémoch. Používajú ho webové servery
a prehliadače pre zabezpečenie webovej komunikácie, je používaný na zabezpečenie súkro-
mia a autenticity e-mailovej komunikácie, zabezpečenie vzdialeného prihlasovania a tiež
je používané v platobných systémoch elektronickými kreditnými kartami. Používa sa tam,
kde je bezpečnosť zásadnou požiadavkou [1]. Ak by sme mali k dispozícii implementáciu
RSA, ktorá urýchľuje šifrovanie a podpisovanie v značnom rozsahu, mohli by sme ju pou-





Procesor s architektúrou x86 dokáže vykonávať aritmetické operácie s číslami o maximál-
nej veľkosti 232 − 1 čo je pre naše potreby nedostatočné. Keď chceme pracovať s číslami
o veľkosti až 24096 musíme si takéto čísla poskladať z menších číslic a definovať algoritmy
pre aritmetické operácie s týmito číslami.
3.1 Reprezentácia veľkých čísiel
Pre zápis veľkého čísla sériou číslic musíme zvoliť fixnú celočíselnú bázu β > 1. Veľké kladné
číslo A je reprezentované s číslicami ai s bázou β takto
A = as−1βs−1 + · · ·+ a1β + a0,
kde 0 ≤ ai < β, a as−1 by malo byť nenulové [2].
V 32-bitových počítačoch je ideálne zvoliť bázu β = 232, čo je najväčšie číslo, ktoré sa
dá uložiť v registri o veľkosti dvojslova. S takýmto číslom dokáže procesor počítať základné
aritmetické operácie. Číslice as−1 až a0 sú uložené v dátovej štruktúre typu pole základ-
ných dátových typov tak, že as−1 obsahuje číslicu najvyššieho rádu (MSD) a a0 obsahuje
číslicu najnižšieho rádu (LSD). Ďalej je potrebné pevne stanoviť poradie uloženia číslic
v pamäti. Poznáme dva druhy usporiadania. Big-endian ukladá na najnižšiu adresu vyhra-
deného miesta v pamäti číslicu najvyššieho rádu. Little-endian naopak ukladá na najnižšiu
adresu v pamäti číslicu najnižšieho rádu.
Definícia zvyškovej triedy je dôležitá pre efektívnu realizáciu modulárnych aritmetic-
kých operácií. My budeme používať klasickú reprezentáciu, ktorá umožňuje uložiť zvyškovú
triedu a, ako celé číslo v rozsahu 0 ≤ a < β. V tejto reprezentácii sú číslice automaticky
zredukované do ich kanonickej podoby [2].
3.2 Základné aritmetické operácie
Algoritmy pre základné aritmetické operácie nad veľkými číslami, ktoré si v nasledujúcich
odstavcoch popíšeme, môžeme popísať postupmi veľmi podobnými tým, ktoré sa učia na
základných školách. Pri sčítaní alebo násobení na papier používame bežne desiatkovú číselnú
sústavu, kdežto pri počítaní v počítači je omnoho výhodnejšie používať číselnú sústavu so
základom mocniny čísla 2, ako je popisované v časti 3.1.
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3.2.1 Sčítanie celých kladných čísiel
Prvou základnou aritmetickou operáciou je sčítanie. Pre dané n-miestne celé kladné čísla
(u1u2 . . . un)β a (v1v2 . . . vn)β algoritmus 1 vytvorí ich súčin (w0w1w2 . . . wn)β. Číslica w0
predstavuje prenos, ktorý môže nadobúdať hodnotu 0 alebo 1. V tomto algoritme budeme
používať premenné j a k, kde j bude obsahovať pozície číslic, ktoré sa aktuálne počítajú a
k bude uchovávať prenos medzi jednotlivými sčítaniami číslic [5].
Algoritmus 1: Sčítanie celých kladných čísiel
Vstup: u = (u1u2 . . . un)β, v = (v1v2 . . . vn)β.
Výstup: w = (w0w1w2 . . . wn)β.
k := 0;1:
for j := n down to 1 do2:
wj := (uj + vj + k) mod β;3:




Riadok 4 algoritmu 1 môžeme popísať tak, že k je nastavené na hodnotu 1 alebo 0 podľa
toho, či pri sčítaní na predchádzajúcom riadku bol vygenerovaný príznak prenosu, alebo
nie. Pri sčítaní číslice uj , vj a k môže nastať najviac jeden prenos, keďže platí
uj + vj + k ≤ (β − 1) + (β − 1) + 1 < 2β.
3.2.2 Odčítanie celých kladných čísiel
Odčítanie celých kladných čísliel je podobné sčítaniu. Algoritmus 2 počíta pre vstupné n-
miestne celé kladné čísla (u1u2 . . . un)β ≥ (v1v2 . . . vn)β ich kladný celý rozdiel (w1w2 . . . wn)β
[5].
Algoritmus 2: Odčítanie celých kladných čísiel
Vstup: u = (u1u2 . . . un)β, v = (v1v2 . . . vn)β. Platí u ≥ v.
Výstup: w = (w1w2 . . . wn)β.
k := 0;1:
for j := n down to 1 do2:
wj := (uj − vj + k) mod β;3:
k := b(uj − vj + k)/βc;4:
end for5:
return w6:
Odlišnosť od sčítania je napríklad v dĺžke výsledku, ktorá je rovnaká ako dĺžka vstupných
čísiel. Ďalšou odlišnosťou sú hodnoty, ktoré môže nadobúdať premenná k. Premenná k
nadobúda hodnoty −1 alebo 0 podľa toho, či v operáciách na riadku 3 bol vygenerovaný
príznak
”
borrow“, respektíve či platí uj − vj + k < 0, alebo nie.
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3.2.3 Násobenie celých kladných čísiel
Ďalšou aritmetickou operáciou je násobenie veľkých čísiel. Algoritmus 3 počíta pre vstupné
kladné celé čísla (u1u2 . . . un)β a (v1v2 . . . vm)β ich súčin (w1w2 . . . wm+n)β. Na riadkoch 1
až 3 vykonávame nulovanie číslic v pravej časti výsledku. Ak by nulovanie nebolo vykonané,
tak by ďalšie kroky do výsledku uložili
(w1 . . . wm+n)β := (u1u2 . . . un)β · (v1v2 . . . vm)β + (wm+1 . . . wm+n)β.[5]
Pomocou premenných i a j iterujeme v cykloch po čísliciach od konca k začiatku. Na riadku
5 kontrolujeme, či aktuálna číslica z druhého čísla nie je nulová. V prípade že je nulová,
môžeme nastaviť výsledok na aktuálnej pozícii na nulu a preskočiť celý zbytok aktuálnej
iterácie. Premenná k uchovávajúca prenos môže dosahovať hodnoty 0 ≤ k < β.
Algoritmus 3: Násobenie celých kladných čísiel
Vstup: u = (u1u2 . . . un)β, v = (v1v2 . . . vm)β.
Výstup: w = (w1w2 . . . wm+n)β.
for i := m+ 1 to m+ n do1:
wi := 0;2:
end for3:
for j := m down to 1 do4:





for i := n down to 1 do10:
t := ui · vj + wi+j + k;11:





Popisovaný algoritmus má v najhoršom prípade časovú zložitosť O(n · m). Existujú
algoritmy s lepšou časovou zložitosťou ako napríklad algoritmus Karatsuba alebo algoritmus
Toom-Cook popisovaný v knihe [2].
3.3 Algoritmy modulárneho umocňovania
Najzásadnejšou časťou šifrovacej procedúry RSA je operácia modulárneho umocňovania.
Preto je dôležité použiť dostatočne rýchlu metódu pre jej výpočet. Pod pojmom modulárne
umocňovanie rozumieme výraz P = Ae(mod n) pre celé čísla A, e a n. Základným spôsobom
pre tento výpočet je násobenie čísla A samým sebou e-krát a redukciou číslom n po každom
kroku násobenia. Toto je veľmi neefektívne a v praxi sa nepoužíva. Zrýchlenie môžeme
dosiahnuť použitím rýchlejších operácií vykonávaných v cykle, znížením počtu iterácií cyklu






Nech e je ľubovoľné k-bitové celé číslo s rozvedenou binárnou reprezentáciou














Binárne stratégie pracujú tak, že monitorujú exponent bit po bite buď zľava doprava (bi-
nárne umocňovanie MSB-first) alebo sprava doľava (binárne umocňovanie LSB-first) a apli-
kujú Hornerovo pravidlo. Oba algoritmy potrebujú k− 1 iterácií. V každej iterácii je vyko-
naná operácia druhej mocniny a ak platí, že príslušný bit exponentu je rovný jednej, tak
je vykonané aj násobenie. Celkovo je teda vykonaných t − 1 druhých mocnín a H(e) − 1
násobení (v priemere 12(t−1)), kde H(e) je Hammingova váha binárnej reprezentácie e [11].
Táto metóda je riešením klasického problému umocňovania pomocou postupnosti súč-
tov, kde je cieľom rozložiť exponent na čo najkratšiu postupnosť súčtov začínajúcu číslom
1. Binárna stratégia využíva binárne rozloženie exponentu, ktoré nie je optimálne, ale ani
od neho nemá ďaleko [2]. Binárne umocňovanie MSB-first môžeme vidieť v algoritme 4.
Algoritmus 4: Binárne umocňovanie MSB-first
Vstup: x, n, e = (em−1 . . . e1e0)2.
Výstup: y = xe mod n.
y := x;1:
for i := m− 2 down to 0 do2:
y := y2 mod n;3:
if ei = 1 then4:





Rozšírením binárnej stratégie o monitorovanie viac než jedného bitu súčasne sa dostávame
k okenným stratégiám. Okenná metóda monitorujúca k bitov súčasne je založená na k-
nárnom rozložení exponentu, kde sú jednotlivé bity exponentu e rozdelené do k-bitových
slov. Slová sú potom monitorované a použité pri umocňovaní a násobení podľa potreby [11].
Ďalej popíšeme túto metódu formálne.
Nech e je ľubovoľné m-bitové celé kladné číslo s binárne rozloženou reprezentáciou





Algoritmus 5: 2k-nárne umocňovanie MSB-first
Vstup: x, n, e = (em−1 . . . e1e0)2, k ako taký deliteľ m, že platí Ψ = m/k.
Výstup: y = xe mod n.
Predpočítame a uložíme xj pre všetky j = 1, 2, 3, 4, . . . , 2k − 1.1:
Rozdelíme e na k-bitové slová Wi pre i = 0, 1, 2, . . . ,Ψ− 1.2:
y := xWΨ−1 ;3:




if Wi 6= 0 then6:




Ak je k malým deliteľom m, tak binárne rozloženie exponentu e môžeme rozdeliť na Ψ slov
o dĺžke k tak, že platí kΨ = m. Ak k nie je deliteľom m, tak exponent musí byť doplnený
maximálne k − 1 nulami. Definujme Wi ∈ [0, 2k − 1], ako




Exponent e potom môžeme reprezentovať, ako
∑Ψ−1
i=0 Wi · 2id. Použitím vyššie uvedenej
definície získame








ako základ okennej metódy MSB-first pre umocňovanie popísané algoritmom 5. V tejto
metóde sú najprv predpočítané hodnoty xj pre j = 1, 2, 3, . . . , 2k − 1. Potom je exponent
e monitorovaný po k bitoch súčasne od najvýznamnejšieho slova (WΨ−1) po najmenej
významné (W0). V každej iterácii je medzivýsledok y umocnený číslom 2k a vynásobený
xWi , kde Wi je aktuálne nenulové slovo exponentu [11].
3.3.3 Montgomeryho metóda
Montgomeryho metóda je efektívny algoritmus pre výpočet R = A · B mod n, kde A,B
a n sú k-bitové čísla. Montgomeryho redukcia vypočíta zvyšok R bez vykonania delenia
číslom n. Využitím reprezentácie čísiel pomocou zvyškových tried modulo n nahradíme
operáciu delenia číslom n operáciou delenia mocninou čísla 2. Tieto operácie sa v počítačoch
vykonávajú veľmi rýchlo jednoduchým bitovým posunom, keďže sú čísla reprezentované
v binárnej sústave.
Nech n je k-bitové číslo v rozmedzí 2k−1 ≤ n < 2k a r = 2k. Pre r a n musí platiť, že sú
nesúdeliteľné a teda gcd(r, n) = 1. Táto podmienka je splnená, ak je číslo n nepárne [11].
V nasledujúcich odstavcoch si popíšeme niektoré vzťahy Montgomeryho redukcie.
Majme celé číslo A < n, pre ktoré definujeme jeho zvyškovú triedu (reziduum) s ohľadom
k r ako
A¯ = A · r mod n.
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Z toho vyplýva, že sada
i · r mod n|0 ≤ i ≤ n− 1
je kompletný zvyškový systém, pretože obsahuje všetky čísla medzi 0 a n−1. Čísla z rozsahu
0 až n−1 sa zhodujú v pomere jedna ku jednej s popisovanou sadou. Montgomeryho redukcia
využíva túto vlastnosť a predstavuje oveľa rýchlejšiu procedúru násobenia, ktorá počíta n-
zvyškovú triedu súčinu dvoch celých čísiel respektíve ich zvyškových tried. Pre dve reziduá
A¯ a B¯ je definované Montgomeryho násobenie ako reziduum
R¯ = A¯ · B¯ · r−1 mod n,
kde r−1 je inverzné číslo k r modulo n, pre ktoré teda platí
r−1 · r = 1 mod n.
Výsledkom Montgomeryho násobenia je reziduum R¯ súčinu
R = A ·B mod n.
Pred vykonaním Montgomeryho redukcie si musíme vypočítať hodnotu n′, ktorá môže byť
podobne ako aj r−1 vypočítaná rozšíreným Euclidovým algoritmom. Platí medzi nimi vzťah
r · r−1 − n · n′ = 1.
Algoritmus Montgomeryho súčinu, ktorý počíta
u = A¯ · B¯ · r−1(mod n),
pre dané A¯ a B¯ je popísaný algoritmom 6.
Algoritmus 6: Montgomeryho súčin
Vstup: A¯, B¯, r, n.
Výstup: u = MonPro(A¯, B¯) = A¯ · B¯ · r−1(mod n).
t := A¯ · B¯;1:
m := t · n′ mod r;2:
u := (t+m · n)/r;3:





Použitím montgomeryho súčinu môžeme vypočítať súčin x = A ·B mod n, ako popisuje
algoritmus 7.
Montgomeryho umocňovanie
Montgomeryho metóda je najlepšie využiteľná pri vykonávaní veľkého množstva modulár-
nych násobení v rovnakom module. Toto môžeme využiť pri modulárnom umocňovaní, čo
je operácia M e mod n. V spojení so stratégiou binárneho umocňovania, popísanej v 3.3.1,
nahradíme klasické umocňovanie sériou operácií druhej mocniny a násobenia v module n.
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Algoritmus 7: Montgomeryho modulárne násobenie
Vstup: A, B a nepárne číslo n.
Výstup: x = A ·B(mod n).
Vypočítame n′ pomocou rozšíreného Euclidovho algoritmu.1:
A¯ := A · r mod n;2:
B¯ := B · r mod n;3:
x¯ := MonPro(A¯, B¯);4:
x := MonPro(x¯, 1);5:
return x6:
V algoritme Montgomeryho umocňovania 8 budeme využívať funkciu MonPro popiso-
vanú vyššie algoritmom 6. Na začiatku je treba vypočítať inverznú hodnotu k n pomocou
rozšíreného Euclidovho algoritmu. Potom vypočítame reziduum čísla M a počiatočnú hod-
notu premennej x¯. Tieto kroky nemusia byť úplne optimálne, keďže sa nebudú opakovať.
Dôležité je optimálne vykonávať príkazy vo vnútri cyklu for. V tomto cykle prechádzame
jednotlivé číslice binárne reprezentovaného exponentu e a na základe ich hodnôt voláme
funkciu Montgomeryho súčinu, ktorá používa efektívne operácie násobenia a delenia moc-
ninou čísla 2. Po ukončení binárnej metódy dostaneme n-zvyškovú triedu x¯, z ktorej vy-
počítame normálnu zvyškovú triedu pomocou funkcie Montgomeryho súčinu volanej s pa-
rametrami x¯ a 1. Toto je preukázateľne správne, keďže
x¯ = x · r mod n
implikuje
x = x¯ · r−1 mod n = x¯ · 1 · r−1 mod n = MonPro(x¯, 1).
Algoritmus 8: Montgomeryho modulárne umocňovanie
Vstup: M , e a nepárne číslo n.
Výstup: x = M e(mod n).
Vypočítame n′ pomocou rozšíreného Euclidovho algoritmu.1:
M¯ := M · r mod n;2:
x¯ := 1 · r mod n;3:
for i = k − 1 down to 0 do4:
x¯ := MonPro(x¯, x¯);5:
if ei = 1 then6:
x¯ := MonPro(M¯, x¯);7:
end if8:
end for9:





4.1 Porovnanie CPU a GPU
Dôvodom rozdielnych výkonových schopností počítania na procesore (CPU) a grafickom
procesore (GPU) je to, že GPU je zameraný na počítanie výrazne paralelných výpočtov a
je navrhnutý tak, že je vyhradených viac tranzistorov na spracovávanie samotných údajov











                        
GPU  
Obrázek 4.1: Porovnanie architektúry CPU a GPU [7]
Grafické procesory sú veľmi efektívne aplikovateľné na problémy, pri ktorých je potrebné
robiť rovnaké výpočty na veľkom množstve údajov paralelne. Procesor môže vykonávať rov-
naký program vo všetkých jadrách, ale každé jadro môže pracovať s inou časťou pamäte
a keďže moderné GPU majú rádovo až stovky jadier, rýchlosť takéhoto paralelného spra-
covávania dát je omnoho vyššia, ako u CPU. Tento prístup je známy pod pojmom SIMD
(Single Instruction, Multiple Data). Vďaka tomu, že je vykonávaný rovnaký program pre
každý prvok údajov, sú kladené nižšie nároky na riadenie toku a kešovanie údajov [7].
Moderné CPU majú väčšinou tiež viac jadier, ale ide rádovo o jednotky a navyše každé
jadro spracováva v jednom momente rôzne inštrukcie. Tento prístup poznáme ako MIMD
(Multiple Instruction, Multiple Data). Za behu CPU teda môže dochádzať k paralelizmu,
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ale v oveľa menšej miere, ako pri GPU.
4.2 Možnosti implementácie obecných výpočtov na GPU
Medzi moderné spôsoby programovania grafických kariet patrí nepochybne NVIDIA CUDA
a AMD Stream. Sú to platformy vyvinuté výrobcami grafických kariet, ktoré sú veľmi
úzko naviazané na vlastný hardvér. Prinášajú veľký pokrok v použiteľnosti, škálovateľnosti,
ovládateľnosti a odolnosti voči budúcemu vývoju [4].
Ďalším jazykom umožňujúcim implementáciu obecných výpočtov na grafických kartách
je OpecCL, ktorý poskytuje jednotné rozhranie pre heterogénne výpočty na niekoľkých
druhoch paralelných zariadení. Okrem grafických kariet podporuje aj viacjadrové procesory
(CPU), architektúry bunkového typu a iné paralelné procesory ako napríklad DSP [4].
4.3 Prispôsobiteľný programový model CUDA
Programový model CUDA je navrhnutý tak, aby programátorovi so znalosťami jazyka
C/C++ (alebo iného podporovaného jazyka) umožňoval po naštudovaní niekoľkých ne-
náročných rozšírení jazyka vytvárať programy, ktoré transparentne prispôsobia svoj para-
 
 
GPU with 2 Cores  
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Block  5  Block  6  
Multithreaded CUDA Program  
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  Block  5   Block  4  
  Block  7   Block  6  
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Obrázek 4.2: Škálovanie programu v závislosti na počte dostupných jadier [7]
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lelizmus na GPU s ľubovoľným počtom jadier. Škálovanie programu na GPU s rôznymi
počtami jadier je znázornené na obrázku 4.2. Medzi kľúčové pojmy patrí hierarchia skupín
vlákien, zdieľaná pamäť a bariérová synchronizácia. Tieto sú programátorovi poskytnuté po-
mocou niekoľkých rozšírení jazyka. Použitím týchto vývojových prostriedkov je zabezpečená
spolupráca vlákien pri riešení podproblémov a automatické prispôsobenie počtu jadier GPU
v rovnakom čase. Každý blok môže byť spustený na ktoromkoľvek práve dostupnom jadre, a
preto je možné CUDA programy spúšťať na grafických procesoroch s rôznym počtom jadier
[7].
4.4 Paralelizácia algoritmov
Na paralelizáciu výpočtu nie je vhodný každý algoritmus. Ideálne je paralelizovať také vý-
počty, ktoré vykonávajú rovnaké operácie súčasne nad veľkým objemom dát. Takéto vlast-
nosti majú napríklad algoritmy vykonávajúce aritmetické výpočty nad veľkými maticami,
kde je možné výpočet rozdeliť do tisícov až miliónov vlákien [8].
Pre dosiahnutie vysokého výkonu by mala byť zabezpečená koordinácia prístupov do
pamäte medzi susediacimi vláknami. Určité vzory pre prístup do pamäte umožňujú har-
dvérovo spájať niekoľko čítaní alebo zápisov rôznych položiek do jednej operácie. Výpočty
s údajmi, ktoré nedovoľujú takéto usporiadanie môžu dosahovať nižších zrýchlení [8].
Ďalšou dôležitou vlastnosťou paralelizovaného algoritmu je minimalizácia kopírovania
dát medzi pamäťou hostiteľa (DDR RAM) a pamäťou grafického zariadenia (GDDR RAM).
Nadmerné kopírovanie medzi pamäťami má nepriaznivý vplyv na celkový čas výpočtu.
Prítomnosť údajov v pamäti grafického zariadenia je však nevyhnutná, pretože GPU nemá
prístup do hostiteľskej pamäte (výnimkou je pamäť uzamknutá pred stránkovaním). Ideálne




Pri implementácii bolo potrebné najskôr vytvoriť všetky algoritmy potrebné pre výpočet
modulárneho umocňovania veľkých čísiel s veľkým exponentom. Pretože nie je jednoduché
písať algoritmy paralelizované pre CUDA hneď od počiatku, celá implementácia bola naj-
skôr napísaná bez použitia CUDA. Výpočet teda prebiehal štandardne sériovo na procesore.
Sériová implementácia nám poslúžila aj ako referenčná implementácia pre porovnanie času
potrebného na výpočet určitých príkladov umocňovania, s časom potrebným pre výpočet
rovnakých príkladov na paralelizovaných algoritmoch. Následne boli jednotlivé algoritmy
analyzované a niektoré z nich paralelizované.
5.1 Implementácia na CPU
Pri vývoji programu bolo použité vývojové prostredie Eclipse s rozšírením CDT, ktoré
obsahuje nástroje potrebné pre vývoj programov v jazyku C/C++. Program bol vyvíjaný
pod operačným systémom Ubuntu 11.10.
5.1.1 Reprezentácia čísiel
Pre reprezentáciu veľkých čísiel sme navrhli štruktúru tBigNum obsahujúcu pole 32-bitových
celých čísiel typu unsigned int. Pole má pevne danú veľkosť BIGNUM SIZE, ktorá sa vy-
počíta pri preklade programu. Veľkosť je odvodená od maximálne prípustnej dĺžky vstup-
ných operandov. Medzivýsledky vypočítavané v algoritmoch môžu dosahovať maximálne
3-krát väčšiu dĺžku, ako sú vstupné operandy. Napríklad pri umocňovaní s číslami o dĺžke
2048 bitov môžu medzivýsledky nadobúdať maximálnu dĺžku 6144 bitov, čo zodpovedá
veľkosti poľa 6144/32 = 192.
Pre zvýšenie efektivity algoritmov iterujúcimi nad týmto poľom je v štruktúre zave-
dená premenná usedSize, ktorá uchováva počet aktuálne obsadených číslic. Číslice, ktoré
sú mimo oblasti vymedzenej premennou usedSize, môžu mať nedefinovanú hodnotu. Algo-
ritmy vykonávajúce operácie s číslicami v poli sú navrhnuté tak, aby z oblasti s nepoužitými
(nedefinovanými) číslicami vôbec nečítali. Definíciu štruktúry tBigNum môžeme vidieť v na-






Uloženie číslic v poli je riešené spôsobom Big-endian. To znamená, že je na najnižšej
adrese v pamäti uložená číslica najvyššieho rádu. Číslice sa obsadzujú od konca poľa k začia-
tku. Premenná usedSize vymedzuje oblasť poľa obsadených číslic od indexu BIGNUM SIZE -
usedSize - 1 (číslica najvyššieho rádu) až po index BIGNUM SIZE - 1 (číslica najnižšieho
rádu).
5.1.2 Počítanie s veľkými číslami
V algoritme Montgomeryho násobenia je potrebné vykonávať operácie sčítania, odčíta-
nia, násobenia, bitového posunu vľavo (delenie číslom 2k) a maskovania (modulo číslom
2k). Všetky tieto operácie vykonávame nad veľkými číslami reprezentovanými štruktúrou
tBigNum. V nasledujúcich odstavcoch si ich postupne popíšeme.
Sčítanie a odčítanie
Operáciu sčítania veľkých čísiel (funkcia add) realizujeme tak, že postupne sčítavame jed-
notlivé číslice oboch operandov počínajúc číslicami najnižšieho rádu a končiac číslicami
najvyššieho rádu. Každé sčítanie číslic produkuje prenos, ktorý je pripočítavaný k súčtu
v ďalšej iterácii. Je to klasický algoritmus popisovaný v časti 3.2.1.
Pre sčítavanie číslic slúži funkcia add32 obsahujúca vložený kód assembleru, ktorý nasta-
vuje carry flag na základe hodnoty parametra carryIn a následne sčítava dve 32-bitové
čísla. Výsledok je vrátený v 32-bitovom čísle a príznaku carryOut.
Operácia odčítavania (funkcia sub) je realizovaná obdobne s použitím funkcie sub32,
ktorá pomocou vloženého assembleru nastaví príznak carry flag na základe parametra
carryIn, odčíta dve 32-bitové čísla a vráti výsledok v podobe 32-bitového čísla a konečnej
hodnoty príznaku prenosu.
Násobenie
Násobenie veľkých čísiel (funkcia mul) realizujeme na základe algoritmu popisovaného v časti
3.2.3. Algoritmus 9 je prispôsobený veľkým číslam typu tBigNum s pevnou dĺžkou poľa s čís-
licami. Vstupom algoritmu sú veľké čísla (u1u2 . . . us)b, (v1v2 . . . vs)b a čísla n a m, ktoré
zodpovedajú premennej usedSize v štruktúre tBigNum. Parameter s obsahuje konštantnú
hodnotu veľkosti polí (BIGNUM SIZE), ktoré uchovávajú veľké čísla. Výstupom algoritmu je
veľké číslo (w1w2 . . . ws)b a tiež číslo o s počtom obsadených číslic v poli.
Na riadkoch 1 až 3 sa vykonáva nulovanie časti výsledku. Na riadku 4 sa nastavuje
predpokladaný počet použitých číslic vo výsledku. V cykloch na riadkoch 6 až 25 sú
používané pomocné premenné i a j na indexovanie vstupných čísiel a premenné i2 a
j2 na indexovanie výsledku. Aritmetické operácie s číslicami sa vykonávajú na riadkoch
14 až 20, kde je okrem známej funkcie add32 použitá aj funkcia mul32, ktorá obsahuje
vložený assembler s inštrukciou pre násobenie dvoch celých 32-bitových čísiel. Výsledkom
násobenia sú tiež dve 32-bitové čísla - horná číslica výsledku a dolná číslica výsledku.
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Algoritmus 9: Funkcia mul
Vstup: u = (u1u2 . . . us)b, v = (v1v2 . . . vs)b, n,m.
Výstup: w = (w1w2 . . . ws)b, o.





for j2 := s − n down to s− o do6:






for i2 := m down to 1 do13:
(x, y) := mul32(ui, vj);14:
(c, y) := add32(y, wi2+j2, 0);15:
x = x+ c;16:
(c, y) := add32(y, k, 0);17:
x = x+ c;18:
wi2+j2 := y;19:
k := x;20:
i = i− 1;21:
end for22:
wj2 := k;23:
j = j − 1;24:
end for25:
for i := s − o to s do26:
if wi = 0 then27:







Delenie mocninou čísla 2
Hlavnou výhodou Montgomeryho násobenia je nahradenie náročnej operácie celočíselného
delenia so zvyškom (modulo) za operácie delenia a modulo číslom 2k, kde k > 0. Tieto
operácie môžu byť vďaka binárnej reprezentácii čísiel v počítači vykonané bitovým posunom
alebo maskovaním.
Delenie mocninou čísla 2 je znázornené na obrázku 5.1. Pre zjednodušenie sú na obrázku
použité čísla so štyrmi 8-bitovými číslicami. Na prvom riadku je prvý operand, ktorý pred-
stavuje delenec. Na ďalšom riadku je deliteľ, ktorého hodnota musí byť 2k, kde k > 0. Posun
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je rozdelený do dvoch krokov, pretože deliteľ môže byť veľmi veľké číslo a bitové posúvanie
všetkých číslic o celú dĺžku deliteľa by bolo neefektívne. V prvom kroku algoritmu zistíme
počet nulových číslic nasledujúcich za nenulovou číslicou v deliteľovi. Pomocou systémovej
funkcie memcpy skopírujeme do výsledku pole číslic delenca skrátené o počet nulových číslic
deliteľa. V ďalšom kroku spočítame počet nulových bitov nasledujúcich za nenulovým bitom
v nenulovej číslici deliteľa. Na všetkých použitých čísliciach výsledku urobíme bitový posun
vpravo s prenosom medzi číslicami o tento počet. Po vykonaní posunu je výsledok hotový.
V programe je táto operácia implementovaná vo funkcii divShift.
10001111 00110011 11111111 01010101
00000000 00010000 00000000 00000000
00000000 00000000 10001111 00110011
00000000 00000000 00001000 11110011
počet nulových bitov = 4 počet nulových číslic = 2






Obrázek 5.1: Delenie mocninou čísla 2
Operácia modulo mocninou čísla 2
Výpočet zvyšku po delení celým číslom 2k, kde k > 0, je s číslami reprezentovanými štruk-
túrou tBigNum veľmi jednoduché. V delenci je potrebné vynulovať bit, ktorý sa nachádza
na pozícii nenulového bitu deliteľa a všetky bity naľavo od tejto pozície.
Na obrázku 5.2 vidíme operand 1 ako delenec a operand 2 ako deliteľ. Vynulovanie ce-
lých číslic vykonáme tak, že nastavíme hodnotu premennej usedSize delenca na hodnotu
premennej usedSize deliteľa. Tým zmenšíme oblasť použitých číslic v delencovi. Číslice,
ktoré boli vyňaté z tejto oblasti sú považované za vynulované. Posun platnej oblasti je
v obrázku znázornený preškrtnutou šípkou pod číslicou najvyššieho rádu. Tento krok vyko-
návame iba vtedy, ak je hodnota premennej usedSize delenca menšia alebo rovná hodnote
premennej usedSize deliteľa. V prípade že hodnota usedSize delenca bola zmenená, je
potrebné vynulovať ešte bity v číslici delenca, ktorá je novou číslicou najvyššieho rádu.
Z nenulovej číslice deliteľa si vytvoríme masku odčítaním jednotky a vykonáme pomocou
nej bitovú operáciu AND nad číslicou najvyššieho rádu delenca. Na obrázku robíme túto
operáciu s číslami
00110011 & (00010000− 1) = 00000011.
Po vykonaní týchto krokov je v delencovi uložený výsledok. V programe je táto operácia
implementovaná vo funkcii modShift.
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10001111 00110011 11111111 01010101
00000000 00010000 00000000 00000000





Obrázek 5.2: Operácia modulo mocninou čísla 2
5.1.3 Montgomeryho umocňovanie
Algoritmus Montgomeryho umocňovania vyžaduje niekoľko predpočítaných čísiel. Jedným
z nich je číslo r a jeho inverzná hodnota. Toto číslo sa odvodzuje od čísla n, ako je popísané
v časti 3.3.3. Ďalšími sú číslo n′, reziduum čísla A, ktoré predstavuje šifrovanú správu (ďalej
označované ako A¯) a reziduum C¯, ktoré je v prípade umocňovania počítané z konštanty
1. V ďalších odstavcoch si popíšeme algoritmy pre výpočet týchto čísiel, ako aj samotného
Montgomeryho umocňovania.
Generovanie čísla r
Postup generovania čísla r môžeme vidieť v algoritme 10. Vstupom algoritmu je veľké číslo
n spolu s hodnotou obsadených číslic l. Výstupom je veľké číslo r a počet obsadených
číslic k. Čísla l a k predstavujú premennú usedSize zo štruktúry tBigNum. Na začiatku
je algoritmus rozdelený na dva prípady. Ak má číslica najvyššieho rádu čísla n hodnotu
najvyššieho bitu jednotkovú, tak bude mať výsledné r o jednu číslicu viac ako n. Najvyššej
číslici r sa priradí hodnota 1 a algoritmus skončí. Naopak ak číslica najvyššieho rádu čísla
n nemá hodnotu najvyššieho bitu jednotkovú, tak bude veľkosť výsledného r rovnaká ako
veľkosť n. Potom je treba spočítať, na ktorej pozícii sa nachádza najvyšší jednotkový bit.
Na riadku 11 vidíme cyklus, ktorý posúva bity najvyššej číslice doprava a počíta tak pozíciu
najvyššieho jednotkového bitu, ktorú uchováva v premennej j. Následne sa najvyššia číslica
čísla r nastaví na hodnotu 1 a posunie sa o j pozícií doľava. V ďalšom cykle vynulujeme
ostatné číslice čísla r.
Výpočet inverzných čísiel
Pre výpočet inverzných čísiel r−1 a n′ používame rozšírený Euclidov algoritmus [9] im-
plementovaný vo funkcii computeModularInverse. Keďže bude tento výpočet vykonávaný
pred vstupom do paralelnej sekcie programu, nie je potrebné implementovať algoritmus
pomocou vlastných aritmetických operácií pracujúcich s číslami typu tBigNum. Využili sme
preto knižnicu GMP, ktorá poskytuje veľké množstvo aritmetických operácií nad veľkými
číslami. Na prevod medzi číslami typu tBigNum a číslami typu mpz t, s ktorými pracuje
knižnica GMP sme vytvorili prevodné funkcie bigNumToMpz a mpzToBigNum.
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Algoritmus 10: Funkcia generateR
Vstup: n = (n0n1 . . . ns−1)b, l.
Výstup: r = (r0r1 . . . rs−1)b, k.
if ns−l ≥ (80000000)16 then1:
k = l + 1;2:
rs−k = 1;3:







while ns−l 6= 0 do11:
ns−l = ns−l  1;12:
j = j + 1;13:
end while14:
rs−k = 1;15:
rs−k = rs−k  j;16:






Výpočet rezidua je taktiež implementovaný pomocou knižnice GMP. Funkcia computeResidue
vypočíta reziduum podľa vzorca
A¯ = A · r mod n.
Montgomeryho súčin
Funkcia montProduct používa pre výpočet Montgomeryho súčinu aritmetické funkcie po-
pisované v časti 5.1.2. V algoritme 11 je znázornená implementácia tejto funkcie. Funkcia
preberá vo vstupných parametroch čísla typu tBigNum a výsledok vracia tiež formou čísla
rovnakého typu.
Montgomeryho mocnenie
Algoritmus 12 má na vstupe veľké čísla A, e a n. Keďže budeme pristupovať k jednotlivým
čísliciam čísla e, tak vstupe algoritmu uvádzame aj číslo l predstavujúce hodnotu usedSize
veľkého čísla e. Na výstupe je veľké číslo y, ktoré obsahuje výsledok výpočtu Ae(mod n).
V algoritme vypočítavame na prvých piatich riadkoch čísla r, r−1, n′, A¯ a C¯ pomocou
funkcií popísaných v predchádzajúcich častiach tejto kapitoly. Na riadku 7 je inicializovaná
maska m tak, aby mala najvyšší bit nastavený na hodnotu 1. Táto maska sa používa
na čítanie jednotlivých bitov z číslic exponentu e. Na riadku 10 sa vykoná bitový súčin
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Algoritmus 11: Funkcia montProduct
Vstup: A¯, B¯, n, n′, r.
Výstup: C¯ = A¯ · B¯ · r−1(mod n).
t := mul(A¯, B¯);1:
u := mul(t, n′);2:
u := modShift(u, r);3:
C¯ := mul(u, n);4:
C¯ := add(t, C¯);5:
C¯ := divShift(C¯, r);6:
if cmpGE(C¯, n) = 1 then7:
C¯ := sub(C¯, n);8:
end if9:
return C¯10:
masky s aktuálnou číslicou exponentu, ktorého výsledkom je hodnota aktuálneho bitu číslice
exponentu. V každej iterácii cyklu while sa realizuje bitový posun masky vpravo, aby
sa mohol porovnať ďalší bit číslice exponentu. Keď sa jednotkový bit posunom odstráni
z masky, tak cyklus while skončí a pokračuje sa ďalšou číslicou exponentu.
Algoritmus 12: Funkcia montExp
Vstup: A, e = (e0 . . . es−1)b, l, n.
Výstup: y = Ae(mod n).
r := generateR(n);1:
r−1 := computeModularInverse(r, n);2:
n′ := computeM(r, r−1, n);3:
A¯ := computeResidue(A, r, n);4:
C¯ := computeResidue(1, r, n);5:
for i := s − l to s− 1 do6:
m := (80000000)16;7:
while m 6= 0 do8:
C¯ := montProduct(C¯, C¯, n, r, n′);9:
if ei ∧m = 1 then10:
C¯ := montProduct(C¯, A¯, n, r, n′);11:
end if12:
m := m 1;13:
end while14:
end for15:
y := montProduct(C¯, 1, n, r, n′);16:
return y17:
5.1.4 Testovanie
Pre overenie správnosti výsledkov vypočítaných programom sme použili metódu Unit tes-
ting. Pre každú funkciu bol vytvorený test s niekoľkými rôznymi vstupnými hodnotami a
predpokladanými výstupnými hodnotami. Funkcia sa zavolala s danými vstupnými hodno-
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tami a vrátený výsledok sa porovnával s predpokladaným výsledkom. Predpokladané vý-
sledky boli väčšinou ručne vypočítané, ale pri niektorých zložitejších funkciách boli použité
online applety. Pre výpočet predpokladaných výsledkov funkcie extEuclidean počítajúcej
modulárne inverzné číslo bola použitá online aplikácia [12].
Celková správnosť šifrovania RSA bola overená porovnaním výsledkov vypočítaných
našim programom s výsledkami vypočítanými online aplikáciou [6].
5.2 Implementácia na GPU
Pre implementáciu algoritmu RSA na GPU sme si zvolili programový model CUDA, pretože
je v dnešnej dobe pomerne rozšírený, existuje o ňom mnoho študijných materiálov a udržuje
sa okolo neho aktívna komunita. Oproti OpenCL má nevýhodu v tom, že je to uzavretý
štandard, ale napriek tomu je dostupnosť zariadení podporujúcich platformu CUDA veľmi
dobrá.
Program bol vyvíjaný vo vývojovom prostredí Nsight Eclipse Edition verzia 5.0.0, ktoré
je určené pre vývoj heterogénnych aplikácií s plnou podporou platformy CUDA. Obsahuje
aj zabudovaný grafický debugger a profiler prispôsobený použitiu s grafickými kartami.
5.2.1 Verzia 1: Sériový výpočet
V prvej verzii je výpočet vykonávaný (rovnako ako v CPU verzii) sériovo, ale vykonáva sa
na grafickej karte. Z funkcie montExp bola vyňatá časť kódu s cyklom for, ktorá vykonáva
Montgomeryho umocňovanie a z nej bol vytvorený kernel (montExpDev). Predpočítavanie
hodnôt A¯, C¯, r a n′ potrebné pri umocnení boli ponechané v časti programu vykonávanej
procesorom. Na pôvodné miesto cyklu for bolo vložené volanie kernelu s nastavením počtu
blokov na hodnotu 1 a počtu vlákien na hodnotu 1.
Keďže časť programu vykonávaná na GPU dokáže pracovať iba s dátami v grafickej
pamäti, pred volaním kernelu je nutné skopírovať údaje s parametrami do tejto pamäte. Pre
každý parameter je alokované miesto v globálnej pamäti funkciou cudaMalloc a následne
sú údaje vstupných parametrov prekopírované funkciou cudaMemcpy. Po volaní kernelu je
volaná funkcia cudaDeviceSynchronize, pretože nemáme k dispozícii žiadne výpočty, ktoré
by mohol vykonávať procesor počas výpočtu na GPU. Procesorová časť programu počká
na dokončenie výpočtu na grafickej karte a potom prekopíruje výsledok z globálnej pamäte
do pamäte RAM.
Funkcie volané z kernelu boli deklarované s kvalifikátorom device , aby ich bolo
možné vykonávať na GPU. V tejto verzii nebolo potrebné v nich robiť žiadne ďalšie zmeny.
Predpokladáme, že tento výpočet bude omnoho pomalší v porovnaní s referenčnou CPU
verziou, pretože nevyužívame paralelizmus, ktorý je podstatou obecných výpočtov na GPU.
5.2.2 Verzia 2: Paralelný výpočet rôznych správ
Pri analyzovaní algoritmov a hľadaní možností paralelizácie sa ukazuje ako najjednoduchšie
vykonávať šifrovanie niekoľkých správ súčasne. V praxi sa šifrovanie môže používať na
väčšom objeme údajov rozdelených do väčšieho množstva správ. Všetky tieto správy sú
šifrované rovnakým kľúčom, čo nám otvára možnosti použitia zdieľanej pamäte na uchovanie
kľúča.
Funkcie montExp a montExpDev sme upravili tak, aby preberali namiesto jednej správy
pole správ a vracali pole výsledkov. Tieto polia sú uložené v globálnej pamäti, pretože
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každé vlákno spracováva inú správu. Parametre C¯, n, e, r a n′ sú však pre všetky správy
spoločné, a preto sú po spustení kernelu paralelne skopírované do zdieľanej pamäte. Kernel
sa spúšťa s nastavením počtu vlákien na veľkosť poľa uchovávajúceho číslice veľkých čísiel
typu tBigNum. Každé vlákno teda kopíruje jednu číslicu veľkého čísla do zdieľanej pamäte.
Počet blokov je vypočítaný z počtu správ, ktoré sa majú šifrovať ako
počet blokov = počet správ/veľkosť poľa číslic + 1.
Každý blok môže počítať toľko správ, koľko je číslic v jednom veľkom čísle (konštanta
BIGNUM SIZE).
Tento prístup nám neumožňuje naplno využiť zdieľanú pamäť a preto predpokladáme,
že bude pri menšom počte správ neefektívny. Pri väčšom počte správ však nastáva parale-
lizmus vo väčšej miere a môžeme predpokladať zrýchlenie oproti CPU verzii. Divergencia
algoritmu môže byť vysoká, pretože každé vlákno spracováva celý algoritmus Montgomeryho
umocňovania sériovo s rôznymi vstupnými správami. Keďže nie je nutné vlákna navzájom
synchronizovať, dopad na výkon nemusí byť veľký.
5.2.3 Verzia 3: Paralelný výpočet sčítania
Ďalšou možnosťou paralelizácie sú aritmetické operácie. Sčítanie dvoch veľkých čísiel po-
zostávajúcich z celých čísiel je veľmi jednoduché pri sériovom algoritme, kde stačí postupne
sčítavať jednotlivé číslice operandov a prenosový bit. Pri paralelizácii tohoto algoritmu na-
stáva problém s šírením prenosového bitu. Vlákno, ktoré počíta súčet číslic operandov na
pozícii i má pripočítavať prenosový bit zo sčítania číslic na pozícii i+1. Keďže sčítania číslic
prebiehajú paralelne v rovnakom čase, hodnota prenosového bitu zo sčítania na susednej
pozícii nie je definovaná.
Paralelný algoritmus sčítavania kombinujeme s predchádzajúcim prístupom tak, že kaž-
dý blok počíta práve jednu správu. Počet blokov je teda rovný počtu správ a počet vlákien
v bloku je rovný konštante BIGNUM SIZE. Týmto prístupom môžeme použiť zdieľanú pamäť
aj pre vstupné správy a výsledky, keďže všetky vlákna v bloku počítajú šifrovanie práve
jednej správy.
Algoritmus paralelného sčítania sme navrhli tak, že v prvom kroku sa sčítajú číslice bez
pripočítania príznaku prenosu carryIn.
V druhom kroku sa prípadný príznak prenosu carryOut zapíše do novovytvoreného
zdieľaného poľa celých čísiel (carry), kde každý bit prináleží jednému vláknu a teda jednému
sčítaniu číslic. Okrem poľa carry zavedieme aj zdieľané príznakové pole carryThrough,
v ktorom tiež každý bit prináleží jednému vláknu. Ak je výsledok sčítania číslic rovný
maximálnej hodnote, akú dokáže jedna číslica uchovať (232 − 1), a teda prípadný prenos
carryIn by sa prenášal cez túto číslicu na ďalšiu (prenos z pozície i+1 na i−1), nastavujeme
príslušný príznak carryThrough na hodnotu 1.
Po predchádzajúcich krokoch musíme zosynchronizovať vlákna, aby sme mohli pracovať
s komplexnými zdieľanými príznakovými poľami. V treťom kroku vypočítame príznakové
pole, ktoré bude obsahovať príznaky carryIn pre všetky sčítania číslic. Respektíve hodnoty
bitov tohoto poľa budú indikovať, či sa príslušné číslice výsledku majú inkrementovať alebo
nie. Pre úsporu miesta ho uložíme znova do poľa carry. Výpočet pozostáva zo vzťahu
carry = carry ∨ (carryThrough⊕ (carry + carryThrough).
Príznakové polia carry a carryThrough sú navzájom posunuté o jeden bit tak, aby sa
prenos carry dostal o jednu číslicu
”
doľava“. Jednotlivé operácie si vysvetlíme v troch
krokoch:
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1. V prvej operácii sčítania je cieľom nastaviť na hodnotu 1 tie bity, ktoré vzniknú preno-
som zapríčineným hodnotami 1 na rovnakých pozíciách v čísle carry a carryThrough.
Okrem toho sa nastavia aj bity, v ktorých k prenosu nedošlo, ale tie budú v ďalšom
kroku vynulované.
2. Operáciou ⊕ výsledku z kroku 1 a hodnoty carryThrough vynulujeme bity, ktoré
neboli nastavené prenosom medzi bitmi.
3. Operáciou ∨ výsledku z kroku 2 a hodnoty carry nastavíme bity, ktoré boli nastavené
aj v pôvodnej hodnote carry a indikovali prenosy medzi číslicami.
Prvými dvoma operáciami nastavujeme bity, ktoré reprezentujú prenosy
”
pretečené“ cez
číslice s hodnotou 232 − 1 a treťou operáciou nastavujeme bity reprezentujúce prenosy
spôsobené sčítaním číslic veľkých čísiel.
V posledom kroku paralelného sčítania znova zosynchronizujeme vlákna a inkrementu-
jeme tie výsledné číslice, ktoré majú nastavený príslušný bit v príznakovom poli carry.
5.2.4 Verzia 4: Paralelný výpočet násobenia
Aritmetická operácia násobenia veľkých čísiel je ďalším algoritmom, ktorý môžeme parale-
lizovať. Vychádzame zo sériového algoritmu 9, kde nahradíme vnútorný cyklus paralelným
spracovaním. Do čítača i uložíme poradové číslo vlákna tak, aby každé vlákno počítalo s jed-
nou číslicou operandu op1. Vonkajší cyklus ponecháme, takže každé vlákno bude iterovať
nad všetkými číslicami operandu op2.
Znova musíme riešiť problém s distribúciou prenosu medzi číslicami. Zavedieme si preto
zdieľané premenné partResult a partCarry typu tBigNum, ktoré uchovávajú medzivý-
sledky. V každej iterácii cyklu naplnia vlákna funkciou mul32 tieto premenné, kde je dolná
číslica výsledku ukladaná do partResult a horná číslica výsledku ukladaná do partCarry.
Po naplnení medzivýsledkov zosynchronizujeme vlákna a pripočítame partCarry po-
sunuté o jednu číslicu vľavo k partResult použitím paralelnej funkcie add. Tá zabezpečí
prenosy medzi číslicami. Medzivýsledok potom pripočítame s posunom
”
vľavo“ odvodeným
od čítača j k celkovému výsledku pomocou funkcie add.
Posun
”
vľavo“ je integrovaný do funkcie add. Parametrom shiftLeftOp2 určujeme,
o koľko bitov má byť operand op2 posunutý. Posun je realizovaný znížením indexu určuj-
úceho číslicu operandu op2, ktorá sa má sčítavať s operandom op1.





Meraním trvania šifrovania a porovnaním nameraných časov medzi jednotlivými verziami
dokážeme určiť zrýchlenie, ktoré je možné dosiahnuť paralelizovaním rôznych algoritmov.
Nakoniec porovnáme našu referenčnú verziu určenú pre CPU s najrýchlejšou verziou urče-
nou pre GPU.
6.1 Spôsob merania
Meranie referenčnej implementácie určenej pre procesor prebiehalo na počítači s procesorom
Intel R© CoreTM i7-2630QM s frekvenciou 2GHz a pamäťou 10GB. Meranie verzií určených
pre beh na GPU prebiehalo na grafickej karte NVIDIA R© GeForceTM GTX 580, ktorej
vlastnosti sú bližšie popísané v prílohe A.
Pre účely merania sme si vytvorili funkciu getTimeval, ktorá vráti spotrebovaný čas
systémových prostriedkov procesom od jeho spustenia. Používame pri tom volanie systé-
movej funkcie getrusage. Čas výpočtu je meraný tak, že sa uchová čas vrátený funkciou
getTimeval pred vstupom do meraného úseku programu a pri výstupe z meraného úseku.
Rozdiel týchto časov určuje časové obdobie, ktoré program strávil v meranej oblasti.
Meraná oblasť je daná časťou programu, ktorá je v paralelných programoch vykonávaná
na GPU. V sériovom algoritme 12 by sme zaznamenanie začiatočného času merania vložili
pred cyklus for teda medzi riadky 5 a 6. Zaznamenanie konečného času meranej oblasti by
sme vložili za cyklus medzi riadky 15 a 16.
Pre účely merania rýchlosti šifrovania správ všetkých implementovaných verzií bola vy-
generovaná sada troch šifrovacích kľúčov s dĺžkami exponentu a modulu 1024, 2048 a 4096
bitov. Ďalej bolo vygenerovaných 10 rôznych správ určených pre šifrovanie. S každým šifro-
vacím kľúčom bolo vykonané meranie šifrovania 1 správy, 10 správ, 100 správ a 1000 správ.
Pri šifrovaní 100 a 1000 správ sa vygenerované správy opakovali. Každá z vygenerovaných
správ bola najskôr zašifrovaná všetkými kľúčmi pomocou nezávislého programu [6], z kto-
rého boli prevzaté predpokladané výsledky zašifrovaných správ. Predpokladané výsledky sa
po meraní porovnávali s vypočítanými výsledkami a overovala sa tak aj správnosť výpočtov.
Hodnoty uvedené v tabuľkách predstavujú čas pripadajúci šifrovaniu jednej správy. Ka-
ždé meranie bolo vykonané tri-krát a do tabuliek boli zaznamenané priemery nameraných
časov. Pri každom priemere nameraných časov je uvedená štandardná odchýlka a zrýchlenie
v porovnaní s referenčnou implementáciou. Hodnoty vyznačené kurzívou boli odhadnuté.
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6.2 Referenčná implementácia pre CPU
V tabuľke 6.1 vidíme časy namerané programom popisovaným v časti 5.1. Čas potrebný na
zašifrovanie jednej správy 2048-bitovým kľúčom je 0, 5836. Keďže program beží na procesore
sériovo, tak pri šifrovaní väčšieho počtu správ sa výsledok nemení a šifrovanie každej zo
správ trvá v priemere toľko isto. V referenčnej implementácii sa nám nepodarilo dosiahnuť
výkonu, ktorý dosahujú v praxi používané nástroje ako napríklad OpenSSL.
1024 bit 2048 bit 4096 bit
čas odch. čas odch. čas odch.
1 správa 0,0764 0,0012 0,5836 0,0031 4,6243 0,0140
10 správ 0,0764 - 0,5836 - 4,6243 -
100 správ 0,0764 - 0,5836 - 4,6243 -
1000 správ 0,0764 - 0,5836 - 4,6243 -
Tabulka 6.1: Priemerná doba trvania výpočtu jednej správy v sekundách - CPU
6.3 Implementácie pre GPU
V tabuľke 6.2 sú uvedené namerané časy verzie 1, kde je vykonávaný sériový algoritmus
na GPU. Keďže v tejto verzii ešte neboli realizované takmer žiadne úpravy pre využitie
možností GPU, výkon programu je podstatne nižší ako v referenčnej CPU implementácii.
1024 bit 2048 bit 4096 bit
čas zrých. odch. čas zrých. odch. čas zrých. odch.
1 2,1521 0,04x 0,0023 18,073 0,03x 0,0114 141,068 0,03x 0,8140
10 2,1493 0,04x 0,0049 18,072 0,03x 0,0129 141,068 0,03x -
100 2,1493 0,04x - 18,072 0,03x - 141,068 0,03x -
1000 2,1493 0,04x - 18,072 0,03x - 141,068 0,03x -
Tabulka 6.2: Priemerná doba trvania výpočtu jednej správy v sekundách - GPU verzia 1
Výsledky merania programu verzie 2 v tabuľke 6.3 nám ukazujú mierne zrýchlenie oproti
verzii 1 už pri šifrovaní jednej správy. To je dosiahnuté použitím zdieľanej pamäte pre ulože-
nie kľúča. Vyššie zrýchlenie nastáva pri šifrovaní väčšieho množstva správ. Pri množstve
1000 správ pozorujeme až 13-násobné zrýchlenie voči referenčnej CPU implementácii pri
použití 1024 bitového kľúča. Pri 2048 bitovom kľúči je zrýchlenie 10-násobné.
1024 bit 2048 bit 4096 bit
čas zrých. odch. čas zrých. odch. čas zrých. odch.
1 1,6494 0,05x 0,0023 16,5210 0,04x 0,0190 132,244 0,03x 0,1879
10 0,2652 0,29x 0,0008 2,4050 0,24x 0,0044 18,8664 0,25x 0,0211
100 0,0581 1,32x 0,0001 0,4442 1,31x 0,0008 3,4841 1,33x 0,0064
1000 0,0058 13,14x 0,0000 0,0536 10,88x 0,0001 0,7602 6,08x 0,0019
Tabulka 6.3: Priemerná doba trvania výpočtu jednej správy v sekundách - GPU verzia 2
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V tabuľke 6.4 zobrazujúcej výsledky merania tretej verzie pozorujeme zrýchlenie voči
predchádzajúcej verzii pri šifrovaní jednej správy. To je dosiahnuté hlavne vďaka použitiu
zdielanej pamäte pre všetky veľké čísla, s ktorými sa v algoritmoch počíta. Sú to všetky
vstupné hodnoty, medzivýsledky aj výstupné hodnoty. Paralelizovaný algoritmus sčítania
prináša len malé zrýchlenie, ale v kombinácii s paralelným násobením, ktoré je implemen-
tované v ďalšej verzii bude prínos väčší. Pri veľkom počte správ už zrýchlenie nie je také
vysoké ako v predchádzajúcej verzii práve preto, že spúšťame kernel so značne zvýšeným
počtom blokov. Vo verzii 2 jeden blok spracováva väčšie množstvo správ (BIGNUM SIZE) a
vo verzii 3 spracováva práve jednu správu.
1024 bit 2048 bit 4096 bit
čas zrých. odch. čas zrých. odch. čas zrých. odch.
1 1,2401 0,06x 0,0025 9,6446 0,06x 0,0130 76,2288 0,06x 0,0995
10 0,1240 0,62x 0,0005 0,9649 0,60x 0,0013 7,6233 0,61x 0,0103
100 0,0251 3,05x 0,0001 0,2950 1,98x 0,0007 5,3354 0,87x 0,0083
1000 0,0140 5,44x 0,0000 0,2096 2,78x 0,0001 5,0000 0,92x -
Tabulka 6.4: Priemerná doba trvania výpočtu jednej správy v sekundách - GPU verzia 3
Tabuľka 6.5 nám ukazuje výsledky merania štvrtej verzie. Paralelizovaním aritmetic-
kej operácie násobenia sme dosiahli zrýchlenie oproti predchádzajúcej verzii vo všetkých
meraniach. V porovnaní s referenčnou CPU implementáciou sme nedosiahli ani v tejto
verzii zrýchlenie pri šifrovaní jednej správy. Už pri šifrovaní desiatich správ však pozoru-
jeme zrýchlenie až 3,2-krát pri 4096 bitovom kľúči. Zvyšovaním počtu šifrovaných správ
sa zrýchlenie ďalej zvyšuje. Pri 1000 správach dosahujeme zrýchlenia 5 až 7-krát.
1024 bit 2048 bit 4096 bit
čas zrých. odch. čas zrých. odch. čas zrých. odch.
1 0,7200 0,11x 0,0012 3,2122 0,18x 0,0061 14,4089 0,32x 0,0188
10 0,0724 1,06x 0,0001 0,3224 1,81x 0,0006 1,4433 3,20x 0,0019
100 0,0149 5,13x 0,0000 0,1301 4,49x 0,0001 1,0075 4,59x 0,0014
1000 0,0100 7,66x 0,0000 0,1047 5,57x 0,0000 0,9072 5,10x 0,0013
Tabulka 6.5: Priemerná doba trvania výpočtu jednej správy v sekundách - GPU verzia 4
V tabuľke 6.5 pozorujeme zvyšovanie trvania výpočtu jednej správy pri zvyšovaní veľ-
kosti čísiel. Zvyšovanie veľkosti čísiel má vplyv na zvyšovanie počtu vlákien v bloku, ale
aj na počet iterácií v algoritmoch. Nárast trvania je zapríčinený hlavne zvýšeným poč-
tom iterácií. Zvyšovanie počtu správ má spočiatku veľmi priaznivý vplyv na zrýchlenie,
čo je zapríčinené zvyšovaním počtu blokov. Po dosiahnutí určitej hranice počtu správ sa
zrýchľovanie spomalí ako napríklad pri počte správ 100 a 1000 a veľkosti čísiel 4096-bitov




Cieľom tejto práce bolo vytvorenie paralelnej implementácie šifrovacieho algoritmu RSA
pre grafické karty a dosiahnutie zrýchlenia v porovnaní s procesorovou implementáciou. Za
určitých podmienok som dosiahol zrýchlenie až 10-krát v porovnaní s referenčnou imple-
mentáciou, preto konštatujem, že zámer bol splnený.
Prvé dva body zadania som splnil preštudovaním si dostupných materiálov a spracova-
ním ich do tejto práce. Tretí a štvrtý bod zadania som splnil implementovaním algoritmu
na platforme CUDA a experimentovaním s optimalizáciami. Piaty bod zadania som splnil
analyzovaním nameraných zrýchlení.
Pri implementácii algoritmu RSA na platforme CUDA som vytvoril štyri verzie, v kto-
rých som postupne pridával paralelizované algoritmy. Dve z nich dosiahli zaujímavých zrých-
lení. V jednej som dosiahol paralelizácie tým, že šifrujem viac správ jedným kľúčom súčasne.
Čím väčší počet správ šifrujem, tým väčší paralelizmus a teda aj zrýchlenie nastáva. Pri
šifrovaní 1000 správ sme dosiahli zrýchlenia až 13-krát. Pri šifrovaní menšieho počtu správ
(< 100) v tejto verzii naopak nedosahujeme takmer žiadne zrýchlenie. V ďalších verziách
sme pridali paralelizované aritmetické operácie sčítania a násobenia veľkých čísiel, s ktorým
sa nám podarilo dosiahnuť zrýchlenie 3,2-krát už pri desiatich správach a 5 až 7-násobné
zrýchlenie pri šifrovaní 1000 správ.
Pri spracovávaní tejto témy som sa naučil orientovať v odborných článkoch a uplatňo-
vať nadobudnuté vedomosti pri implementovaní konkrétnych problémov. Dozvedel som sa
veľa informácií o možnostiach využitia grafických kariet pre účely zrýchľovania obecných
výpočtov.
V práci by som chcel pokračovať použitím rýchlejšieho algoritmu pre násobenie veľkých
čísiel a jeho paralelizáciou. Ďalej by som chcel paralelizovať aj ďalšie algoritmy, ako naprí-
klad delenie mocninou čísla 2. Prípadný záujemca o pokračovanie v mojej práci by mohol
realizovať parelelizáciu samotného Montgomeryho umocňovania napríklad vhodnou repre-
zentáciou veľkých čísiel pomocou RNS. Toto by mohlo priniesť ďalšie podstatné zrýchlenie.
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Device 0: ”GeForce GTX 580”
• CUDA Driver Version / Runtime Version 5.0 / 5.0
• CUDA Capability Major/Minor version number: 2.0
• Total amount of global memory: 1536 MBytes (1610153984 bytes)
• (16) Multiprocessors x ( 32) CUDA Cores/MP: 512 CUDA Cores
• GPU Clock rate: 1564 MHz (1.56 GHz)
• Memory Clock rate: 2004 Mhz
• Memory Bus Width: 384-bit
• L2 Cache Size: 786432 bytes
• Max Texture Dimension Size (x,y,z) 1D=(65536), 2D=(65536,65535),
3D=(2048,2048,2048)
• Max Layered Texture Size (dim) x layers 1D=(16384) x 2048,
2D=(16384,16384) x 2048
• Total amount of constant memory: 65536 bytes
• Total amount of shared memory per block: 49152 bytes
• Total number of registers available per block: 32768
• Warp size: 32
• Maximum number of threads per multiprocessor: 1536
• Maximum number of threads per block: 1024
• Maximum sizes of each dimension of a block: 1024 x 1024 x 64
• Maximum sizes of each dimension of a grid: 65535 x 65535 x 65535
• Maximum memory pitch: 2147483647 bytes
• Texture alignment: 512 bytes
• Concurrent copy and kernel execution: Yes with 1 copy engine(s)
• Run time limit on kernels: No
• Integrated GPU sharing Host Memory: No
• Support host page-locked memory mapping: Yes
• Alignment requirement for Surfaces: Yes
• Device has ECC support: Disabled
• Device supports Unified Addressing (UVA): Yes




• Zdrojové súbory CPU verzie 1 (RSAv1)
• Zdrojové súbory GPU verzie 1 (CudaRSAv1)
• Zdrojové súbory GPU verzie 2 (CudaRSAv2)
• Zdrojové súbory GPU verzie 3 (CudaRSAv3)
• Zdrojové súbory GPU verzie 4 (CudaRSAv4)
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