Abstract-Analyzing the relationships among the parameters for quantifying the quality of research published in journals is a challenging task. In this paper, we analyze the relationships between the impact factor, h-index, and g-index of a journal. To keep our analysis simple and easy to understand, we consider a generalized version of the impact factor where there is no time window. In the absence of the time window, the impact factor converges to the number of citations received per paper. This is not only justified for the impact factor, it also simplifies the analysis of the h-index and g-index as well because addition of a time window in the form of years complicates the computation of indices too. We derive the expressions for the relationships among impact factor, h index, and g-index and validate them using a given set of publication-citation data.
INTRODUCTION

Problem statement
Sometimes, one needs to rank the journals where the outcomes of the research carried out by authors working in a particular field of research are published. The ranking of the journals may vary depending upon which parameter is selected for ranking. Generally, the journals are ranked based on the parameters that are derived from the citations of the papers published in the journals. One such parameter is the impact factor, which tells about the number of citations divided by the number of papers published in a constant number of the preceding years. Another parameter is the h-index that tells about how many papers published in the journal possess at least the same number of citations as that of the number of papers. Yet, another parameter is the gindex, which is the largest number so that the summation of the citations is at least the square of the number, and this applies only when papers are arranged in the decreasing number of their citations. It is discussed in [3] that h-type indices, which were proposed for evaluating the quality of research produced by an author, can be applied to journals as well.
Although, these parameters seem to be different, however, they might be related in some sense. There is a need to investigate the relationships among these parameters so that given the value(s) of some parameter(s), one can determine the other ranking parameter. Alternatively, from a set of values of one ranking parameter, one is able to predict the values of the other ranking parameter. Sometimes, the analysis of the relationships among different ranking parameters enables one to get clues as to why the rankings of the journals differ by changing the parameter used for ranking.
Contributions
In this paper, we have addressed the following research question: "Can we relate indices and the impact factor from their very basic definitions without assuming a particular model and/or distribution to be followed by any of them?" To answer it, we analyze the relationships among the impact factor, h-index, and g-index of a given journal. We assume that the impact factor of a given journal is the average number of citations of the paper published in the journal. This assumption seems to be realistic because the impact factor of a journal, in the long term, is nothing but the average number of citations per paper. The same assumption is used in [6] , where a relationship between the impact factor and h-index is described using Lotka's power law model. Our relationships are generalized in the sense that they can be applied to any journal (whose papers are cited in an indexing database) irrespective of the domain and the longevity of its publication.
The rest of the paper is organized as follows: in Section 2, we present an overview of the impact factor and indices. Section 3 contains the analysis of the relationships among the impact factor and indices. In Section 4, we present results and discussion. Section 5 contains a comparison between the analyses presented in this paper with the related work. The last section contains the conclusion.
AN OVERVIEW OF INDICES AND IMPACT FACTORS
In this section, we present an overview of the indices and impact factors.
The h-Index
Suppose the papers are arranged in a descending order based on the number of citations. Let c i be the number of citations of a paper numbered i. The h-index [9] , when papers are arranged in descending number of their citations, can be defined as follows.
max( ) :
By definition, the h-index is the largest number, h, such that the papers arranged in their decreasing order of citations have at least h number of citations.
The g-Index
According to the definition of the g-index, if the papers are arranged in the descending order of their number of citations, g is the largest number such that the summation of the number of citations is at least g 2 . In other words, when papers are arranged in descending order of their citations, g-index can be defined as follows. 
Note that g-index is the largest number i such that
In the definitions of h-index
(as given by (1)) and that of the g-index (as given by (2)), we have intentionally ignored the time T at which we are considering their values. This is done to keep their definitions simple, and defining so there is no loss of generality as far as the discussion in this work is concerned. For precise definitions of the indices incorporating the time, one is referred to [14] .
The Impact Factor
Generally, the impact factor of a journal is defined using a time window. For example, an impact factor may be computed for a time window of either five years or two years, and are termed as five year impact factor or two year impact factor, respectively. We now provide a general definition of the impact factor with a time window constraint.
Definition 1 (Impact Factor with a Time Window)
Let W be the time window for computing the impact factor, and let y b be the starting (or the base) year for computing the impact factor. Then, the impact factor of a journal, in general, can be defined as follows .
We say that this definition of the impact factor is general in the sense that it is able to incorporate any time window. For example, if W=2, the impact factor is on a two year basis; and W=5 makes the impact factor on five year basis. Moreover, one is not confined to only these two values, as one can choose any other value for W.
Our goal in this paper is to relate the impact factor of a journal with the indices. Specifically, we wish to find out a relationship between the impact factor, h-index, and g-index. To relate them, either the h-index or g-index should be defined taking the same time window as for that of the impact factor, or the time window should be eliminated from the impact factor so that all these parameters become coherent. We now define an impact factor that we call a generalized impact factor (or a windowless impact factor) as follows:
Definition 2 (Impact Factor Without a Time Window)
Let the total number of papers published in the journal be P and the total number of citations received by the journal be C. The generalized impact factor or an impact factor without a time window constraint is as follows.
The generalized impact factor, I f , resembles the average number of citations of the journal per published paper, and that is in accordance with the definition of the impact factor. In other words, if the time window constraint is removed, the impact factor turns out to be the average number of citations per published paper. We wish to point out that we are not the first ones who adopted a definition of the impact factor without any time window constraints, there are other researchers such as [14] who have also taken into account a similar kind of definition (i.e. without any time window) of the impact factor, and who agree that there is no harm in taking this type of definition for the purpose of relating indices and the impact factor. The reason is that the definition without a time window constraint puts aside the complications of redefining indices from a window-less scenario to a windowed scenario so as to make them coherent with the impact factor with a time window constraint.
ANALYSIS OF RELATIONSHIPS
We now analyze the relationships among the h-index, g-index, and impact factor. For that purpose, we consider two parameters at a time and describe the relationship between them.
An Impact Factor and the h-Index
Let P be the number of papers published in a journal, and let c i be the number of citations of ith paper. Then, a windowless impact factor (I f ) of a journal can be expressed as follows. 
Using (5), we can write (6) as follows. 
I P h c h c
Or,
This gives a relationship between the h-index and the impact factor of a journal. In what follows, we analyze a relationship between the impact factor and g-index.
An Impact Factor and the g-Index
Using the definition of g-index, which is given by (2), we have, 2 max( ) :
The above equation can be written as 
As we did for the h-index, breaking the total number of citations into two parts, one ranging from 1 to g, and the other ranging from g+1 to P, we have, 
Combining (11) and (12), we have,
Using (5) and (13), we have,
This gives a relationship between the g-index and the impact factor. We now wish to relate the h-index and g-index.
The h-index and the g-Index
From (14), we have, 
Using (8) and (14), we have,
Taking out the summations on one side, (17) can be written as
An index called the e-index is proposed in [7, 8] , which is as follows. 
Using (18) and (19), we have, 
Note that we can write the first summation on the right of (20) as shown below.
Using (20) and (21), we have, 
Note that for ( 1)
Using (22) and (23), we have,
Simplifying (24) Since, all these indices are whole numbers, therefore, we write,
The above inequality gives a relation between the h-index and g-index (through the use of the e-index).
RESULTS AND DISCUSSION
We computed a generalized impact factor, the h-index, and the g-index for journals based on the citations in the Microsoft Academic Search (MAS) [11] . A reason for choosing MAS is that it is freely accessible. The impact factor and indices are listed for top ranked journals in the networks and communication group of the Computer Science area and are shown in Table 1 . Journals are ranked according to the decreasing values of their impact factors. Figure 1 shows the h-index and the g-index of the journals considered in this paper (as given in Table I ) as a function of the impact factor. Note that for Figure 1 journals are arranged in the increasing order of their impact factors. We observe that as the impact factor increases, the hindex and the g-index also increase, in general. In other words, a larger impact factor, in general, means larger values of the h-index and the g-index. For some of the journals, even though the impact factor is small, the values of the h-index and g-index are comparatively large. A closer look at Figure 1 in conjunction with Table I reveals that it happens in the case of those journals, which have a large number of citations, i i c ∑ , and a large number of papers published, P. As a result, the impact factor, which is taken to be the average number of citations per paper, is small. However, there is a fairly large number of papers to increase the h-index as well as the g-index.
Another point to observe from Figure 1 is that the journals that possess a large value of h-index also possess a large value of the g-index. This can be understood on the basis of (18), which implies a larger value of the g-index for a larger value of the h-index, and vice versa. ∑ . We observe that the h-index and the g-index, generally, increase with an increase in the total number of citations. However, this is not true for the impact factor because it depends on the number of citations, as well as on the number of paper published. For journals with more number of papers published and whose number of citations is not so large, the impact factor is low. However, increasing the number of citations helps some papers gain enough number of citations resulting in an increase in the h-index as well as in the g-index. As opposed to the indices, the impact factor represents the quality of a journal in totality; therefore, it might not have increased in the same proportion as that of the indices. Table 2 shows impact factor and indices of journals in the increasing order of their total number of citations. The values of (20)), are given. Also, we listed the values for the difference of the squares of the indices in addition to the values of the parameters already listed in Table 2 . Figure 3 shows the values of h 2 , g 2 , and g 2 -h 2 as a function of the total number of citations, where journals are arranged according to the increasing number of their citations. Also, it contains the number of papers published by the respective journal. We observe that there is a decrease in the values of g 2 -h 2 at some places. A closer look reveals that the decrease in the values of g 2 -h 2 is mainly due to the following reasons: (i) a decrease in the value of g-index for the respective journal, and/or (ii) an increase in the number of papers published by the respective journal, and the total number of citations for the respective journal might not have increased in the same proportion as that of the number of paper. Figure 4 shows the values of g 2 -h 2 and its constituents, namely, ∑ is decreased. Also, the value of tions of the sequence of journals, with a few exceptions. The reason for the decrease at some places, forming an exception, is due to an increase in the number of papers published by the journals appearing in those exceptional places, and the total number of citations has not increased in the same proportion. Sometimes, the larger values of the h-index and the g-index may not imply a large value of the impact factor. To clarify it, let us consider the following example:
Example 1: Assume that for a journal A, there are 1,000 papers published out of which 50 papers have at least 50 citations and the remaining 950 papers have on an average of 10 citations per paper. The summation of the excess citations for papers in the h-core is 200. The total number of citations of the journal A is: (50×50)+(950×10)+200 = 2,500 + 9,500 + 200 = 12,200.
The h-index is 50 and suppose that the g-index is 55. The impact factor is 12200
12.2 1000 = . Table 2 . The impact factor, the h-index, and the g-index of journals in networks and the communication group with corresponding analytical details (journals are arranged in the increasing number of citations). Now assume that there is a journal B where 500 papers have been published, out of which 40 papers have at least 40 citations. The remaining number of papers has an average citation of 20 per paper, and the summation of the excess citations of the papers that are part of the h-core is 200. The h-index is 40, the g-index is, say, 50. The total number of citations for journal B is: It means that although journal B has smaller values of h and g indices, its impact factor is larger than journal A.
As mentioned above, it may, however, happen exceptionally in cases where the citations of papers published in the journal might not have increased with the proportion of the number of papers published.
COMPARISON WITH RELATED WORKS
Many researchers have tried to investigate the relationships among different ranking parameters and for journals in different domains. A systematic analysis of h-type indices is carried out in [16] , where the h-index is defined using Gumbel's rth characteristic extreme value. As a result, the h-index comes out to be approximately proportional to the (α+1)th root of the number of publications. The impact factor is assumed to be the expected value of a two parameter Pareto distribution. A comparative analysis between the impact factor and the h-index for pharmacology and psychiatry journals is carried out in [2] . Therein, a hypothesis for modeling the relationship between the h-index and the impact factor of a journal is discussed assuming that the citation rate of a paper is a random variable and follows the Pareto distribution.
A stochastic model for h-index of an author is proposed in [15] under the assumptions that the rate of publication of an author follows a Poisson distribution, any particular publication acquires a citation rate according to the Poisson process, and the citation rate of the author over a set of publication follows a Gamma distribution. With these assumptions, it is concluded in [14] that Hirsch's h-index, Egghe's g-index, and Kolsmulski's h 2 -index are approximately directly proportional to the carrier length of an author.
On the other hand, an analysis of the g-index [10] is described in [4] . A relationship between h-index and g-index is discussed using Lotka's model, ( ) C f j j α = , where, j≥1, C〉0, α〉2. In [5] , an analysis of the relationship between the impact factor and uncitedness factor is carried out assuming that the publication-citation relationship follows Lotka's model. A relationship between the impact factor, the h-index, and the g-index using the power law model is described in [6] . A relationship between the h-index, the g-index, and the e-index is described in [8] , where indices are assumed to be modeled as continuous functions. A relationship between the number of papers published and the number of citations received with h-index is described in [12] for Paretian distribution. The role of the h-index and the characteristic scores and scales in testing the tail properties of scientometric distributions is studied in [13] . Our work is different from [6] in the sense that we do not use a specific model, such as Lotka's model, to derive the relationship between the impact factor and the indices. Moreover, our work is different from [8] in the sense that in [8] , the relationships amongst the h-index, the g-index, and the e-index [7] , are analyzed and not the impact factor. However, we do analyze the relationships between the impact factor, the h-index, and the g-index. Furthermore, as opposed to [8] , where indices are assumed to be represented by continuous functions and the analysis is centered around the e-index; we use the original definitions of indices, which are discrete in nature, and our analysis is focused around the impact factor of a journal. Furthermore, as opposed to [16] , we neither assume that the h-index can be defined using Gumbel's rth characteristic extreme value, nor do we assume that the impact factor follows a Pareto distribution. In other words, we start from the definitions of indices and the impact factor and derive the relationships between them without assuming that either of them follows a specific distribution or that they are represented by a continuous or smooth function.
In this paper, we have established relationships among the h-index, the g-index, and the impact factor of journals. These relationships are established using the definitions of indices and the impact factor of journals. Although, these relationships seem to be simple, however, during the course of the establishment of the relationships, we did not assume that any of these ranking parameters follow a specific distribution or a model. Table 3 provides a summary of the relationships between indices and impact factor as described by different researchers. Note that most of the relationships among indexing parameters assume that the indexing parameters follow a specific model/distribution. In the case of journals where the indexing parameters may not follow the particular model/distribution assumed, the relationships among the indexing parameters may not hold. In this paper, since the relationships among the indexing parameters are derived using their basic definitions, the absence of any assumption about a specific model/distribution enables the relationships to hold for all journals.
CONCLUSION
In this paper, we presented an analysis of the relationships between the generalized impact factor, the h-index, and the g-index. Starting from the basic definitions of h-index, g-index, and the generalized impact factor, we derived mathematical equations relating these parameters. In an attempt to validate the relationships, we computed these parameters for journals that belong to networks and communication groups in the area of computer science and engineering. We observed that journals, which have a greater value of the generalized impact factor, also possess greater values of h-index and g-index (and vice versa), except in a few cases. The exceptions are the journals with a large number of citations and a large number of papers published. These journals have enough number of highly cited papers to increase the h-index and g-index, even though they possess a relatively small impact factor. Another factor is that the number of citations might not have increased in the same proportions as that of the number of paper. Further validations for different research domains form the future works.
