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Tandem queueing systems are widely-used stochastic models that arise from many real-life service operations
systems. Motivated by the desire to understand the trade-off between the performance and complexity of
policies for capacity-constrained tandem queueing systems, we investigate the long-run expected time-average
revenue, the gain, of the service provider for various pricing policies. The gain-maximization problem is
formulated as a Markov decision process model but the optimal policy, which dynamically adjusts service
prices, is hard to obtain due to the curse of dimensionality. For general tandem queueing systems, rather
than identifying an optimal dynamic policy, we show that the best possible static policy that quotes the same
price to all customers is asymptotically optimal when the buffer size at the first station is sufficiently large.
A noteworthy feature of our analysis is that we identify an easy-to-obtain but asymptotic optimal static
policy associated with a simple optimization problem. We validate our analytic results through numerical
experiments and learn that, surprisingly, the gain under the simple static policy is close to the optimal gain
even when the buffer size at the first station is moderate.
Key words : Tandem queueing system, Static and dynamic policies, Asymptotic optimality, Convergence
rate
1. Introduction
Many real-life stochastic service systems can be modeled as tandem queueing systems with finite
buffers. One example in Altiok (2000) is the container processing system at a seaport’s terminal.
An outbound container passes through serial service processes in a row before it reaches a slot on a
departing ship, such as being unloaded at the container yard, hauled to the working area of a quay
crane, and loaded to the ship by the quay crane. An inbound container undergoes an exactly reverse
journey from getting off an arriving ship to being placed at the container yard. Other examples
include call centers, hospital emergency rooms, cost-effective blood screenings, and wireless networks
(cf. Dijk and Lamond (1988), Le and Hossain (2008), Bar-Lev et al. (2013)).
Entry control. The service provider controls the entries of customers into a queueing system
for specific reasons, such as congestion mitigation (Banerjee and Gupta 2012) or revenue maximiza-
tion (Ziya et al. 2006). Our work particularly focuses on revenue management for tandem queueing
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systems, in which the service provider (he) controls customers’ entries through pricing in order to
maximize the earned revenue. More specifically, the service provider announces a price to arriving
customers. An incoming customer (she) pays the price and enters the system if the price is less than
or equal to her reservation price (i.e., the highest willingness-to-pay price); otherwise, the customer
leaves without purchasing the service. An entrant, which we call an actual customer, leaves the sys-
tem only after completing jobs at all the stations in the tandem system. Customers who wait for
service at a station are stored in a finite-sized buffer in front of the station. Meanwhile, an upstream
station is allowed to start service only if the buffer space before the downstream station next to it is
not fully occupied, which is called the Communication Blocking Mechanism (Cheng and Yao 1993).
Revenue and control policy. The service provider earns revenue by collecting payments from
customers. We assume that the operating cost for the system is fixed and independent of the quantity
of customers in the system. This assumption is not restrictive in practical applications, in which
the variable operating cost per customer is marginal compared with the cost that has to be paid
regardless of the number of customers in the system, such as the installation cost, fixed operating
cost, and crew salaries, and is widely used in the literature of airline revenue management (Talluri
and van Ryzin 2004) and queue revenue management (Afe`che and Pavlin 2016). In this study, the
assumption also allows us to obtain fundamental results with simplicity. Without loss of generality,
we assume that the operating cost is zero.
In this setting, an optimal pricing problem arises: The service provider needs to determine an
optimal pricing policy that pre-specifies the price quoted for each state of the system (e.g., the
combination of queue lengths at all stations) to maximize a system performance criterion such as the
long-run expected time-average revenue or infinite-horizon discounted revenue. The most favorable
policy best balances the trade-off between setting a high price to take advantage of a high marginal
revenue and setting a low price to benefit from a high volume of service buyers. In this paper, we
focus on (approximate) optimal policies maximizing the system’s long-run expected time-average
revenue, which is referred to as the gain, from the perspective of a service provider.
Dynamic Versus Static Pricing. The provider could employ one of the two pricing schemes:
dynamic or static pricing. While the former adjusts quoted prices dynamically based on the state of
the system, the latter quotes the same static price to all customers. Obviously, an optimal dynamic
pricing policy achieves a revenue no worse than that obtained under any static pricing policy. However,
finding an optimal dynamic policy requires enormous computational efforts for a multi-station tandem
queueing system due to the curse of dimensionality. On the other hand, the static pricing problem
has a far smaller size than the dynamic pricing problem and a static policy is easier to implement
than a dynamic policy.
At this point, our motivation is answering the following questions:
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• Can the best static pricing policy, hereafter called an optimal static policy, perform as well as
an optimal dynamic pricing policy for a finite-buffered tandem queueing system?
• If so, under what conditions and how can we find a well-performing static policy?
For a system with a capacity-constrained single station and multiple user classes, it has been proved
that the optimal static policy performs as well as the optimal dynamic policy under the condition
that the system resource (e.g., bandwidth in a communication network) tends to infinity (Paschalidis
and Tsitsiklis 2000). However, whether or not the same or similar result holds for a tandem queueing
system (which has heavier inter-dependences between stations) remains yet unknown.
1.1. Our Contributions
Assuming that the reservation prices of customers are independent and identically distributed, the
arrival process of customers follows a (homogeneous) Poisson process, and service times at each
station are independent and exponentially distributed, we formulate the optimal pricing problem as
a unichain Markov decision process (MDP) model (see Section 2 for more details) with the objective
to maximize the system’s gain.
A motivating example. We reach out to a numerical example to obtain initial insights into the
performances of optimal static and dynamic pricing policies for a tandem queueing system. In the
numerical example, we choose a tandem line of two stations, in which service times at both stations
are exponentially distributed with rate 8.0 and the arrival rate of customers is 3.6. We set the size
of the buffer at station 2 to be 5 (i.e., the maximum queue length at station 2 is 6, including the one
being served) and allow the buffer size at station 1 to change. The service provider quotes prices from
among a discrete set of prices, {350,400,450,500,550,600,650,700,750}. We hereby imitate these
prices as the container handling fees at a seaport; for example, it could cost from e260 to e1,014 to
handle a container at EUROGATE Container Terminal Hamburg (EUROGATE 2014).
We use the unichain policy iteration algorithm (Puterman 1994) to find an optimal dynamic policy
for the MDP model. We then evaluate the gain under each price and choose the price resulting in
the maximum gain as the optimal static price. Figure 1a shows the optimal gains as a function of
the buffer size at station 1 under static and dynamic pricing schemes, when the reservation prices
of customers are exponentially distributed with rate 0.002. Figure 1b shows the same content with
uniformly distributed reservation prices in [500,1200]. Figure 1 suggests that the gap between the
gain under the optimal dynamic pricing policy and that under the optimal static pricing policy
gradually vanishes as the buffer size before station 1 becomes large.
With what we have learned from the literature (e.g., Paschalidis and Tsitsiklis (2000)) and the
example, this work is aimed at investigating the optimal pricing policies for a tandem queueing
system with finite-buffered stations. More specifically, the objective of this paper is as follows: For a
general tandem queueing system with arbitrarily many stations, we aim to understand under what
conditions the optimal static pricing performs as well as the optimal dynamic pricing.
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Figure 1 Optimal gains under dynamic and static pricing schemes.
Summary of main contributions. Our work makes both theoretical and managerial contribu-
tions to the literature on revenue management for queues:
(1) For a general tandem queueing system with an arbitrary number of stations and a finite buffer
in front of each station, we show that the optimal static policy is asymptotically optimal (over
the set of all pricing policies). More specifically, the gap between the gain obtained from an
optimal static policy and the optimal gain converges to zero as the size of the buffer before the
first station tends to infinity.
(2) We show that the convergence of the optimal static gain to the optimal gain occurs at an
exponential rate.
(3) When the buffer in front of the first station is large, it is sufficient and convenient to solve a
relatively easy static pricing problem rather than a hard dynamic pricing problem.
(4) When the buffer before the first station is large, the service provider does not even need to solve
the static pricing problem itself, particularly when doing so is quite hard with a continuous set
of prices. Instead, she can obtain a good approximate solution by solving a much simpler static
optimization model (i.e., upper-bound optimization model (6)).
1.2. Literature Review
A great deal of literature on revenue management for queues, mainly through price optimization,
exists and most of the studies are focused on single-station queues or parallel queues.
Revenue management for single-station queues. Naor (1969) was one of the first studies
addressing the static pricing problem for a single-station queue with a finite buffer. Ziya et al.
(2006, 2008) focused on the static pricing for a G/GI/s/m queue and derived analytical expressions
of the optimal static prices for M/M/1/m and Erlang loss systems. Maoui et al. (2009) analyzed
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optimal static pricing policies that maximize the long-run average profit for M/G/1 and M/M/1/N
queues with holding cost. Haviv and Randhawa (2014) evaluated the performance of a static demand-
independent price for an M/M/1 queue using a robust optimization model. The authors found an
interesting result that the optimal demand-independent price can perform well compared with the
optimal static price obtained with full knowledge of the arrival rate. In a recent paper, Afe`che and
Pavlin (2016) solved the joint price and lead-time quotation problem for an M/M/1 queue with
multi-type customers and was focused on characterizing the optimal solution to a static nonlinear
revenue maximization model with mechanism design constraints under customer choice. Hassin and
Koshman (2017) studied a high-low dynamic pricing mechanism for an M/M/1 queue, where a high
and a low price are quoted based on the number of customers in the system, and particularly, the
authors quantified the profit loss when the queue manager adopts a static price and the FCFS rule.
Low (1974a) formulated the dynamic pricing problem as an MDP model for an M/M/s/N queue.
The study was later extended for the same queue with an infinite buffer in Low (1974b). Yoon and
Lewis (2004) considered both pricing and admission control problems for a single-station queueing
system with multi-class customers and time-dependent arrival and service rates. Maglaras (2006)
considered the dynamic pricing problem for a single-server queue with multi-class customers and
infinite buffers and developed a fluid approximation method to solve the problem rather than solving
a computationally demanding MDP model. C¸il et al. (2011) investigated a single-station queue with
two classes of customers and showed that the optimal dynamic pricing policy is of a monotone
structure in the queue lengths for the two customer classes. Afe`che and Ata (2013) studied the
Bayesian dynamic pricing problem for the M/M/1 queue, in which the service provider chooses to
quote a high or low price, or reject customers to maximize the system’s revenue, while using Bayesian
updating to learn the distribution of patient and impatient customers.
Another stream of studies exists (e.g., Aktaran-Kalayci and Ayhan (2009) and C¸il et al. (2009))
with a particular interest in analyzing the sensitivity of the optimal dynamic pricing policies to
various system parameters, such as the number of servers, arrival and service rates, and buffer sizes.
Revenue management for a network of queues. The literature on revenue management for
a network of queues is sparse, especially for those with finite buffers. Ghoneim and Stidham (1985)
considered an admission control problem for arrivals to a tandem line of two queues with Poisson
arrivals, exponential service times, and infinite buffer sizes. The authors formulated the problem as a
discounted MDP model. Ching et al. (2009) studied a tandem line of two uncapacitated queues. Due
to the unlimited buffer sizes, the two queues can be treated as two separate systems and the authors
determined the optimal static pricing policies based on the steady-state probabilities for each queue.
Paschalidis and Tsitsiklis (2000) is one of the works close to and inspiring ours, in which the
authors showed that the optimal static policy can perform as well as the optimal dynamic policy
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for a single-station queue with multi-class users when the system resource (i.e., capacity or buffer)
becomes unlimited.
Positioning. Our work continues with the existing literature on revenue management for queues
and discusses an interesting question as to whether or not the static pricing can achieve as much
gain as the dynamic pricing does for a general tandem queueing system, and if so, it would suggest
practitioners to adopt the much simpler static pricing scheme for revenue maximization.
1.3. Outline of This Paper
The plan of the remaining paper is as follows. Section 2 describes the optimal pricing problem and
formulates the problem as an MDP model. We state our main result in Section 3 for readers to have a
quick access to the major contributions made in this work. Section 4 contains numerical experiments
that test the performance of static policies. We provide in Section 5 the detailed elaborations and
proof for the main result. Some lengthy proofs and technical details are provided in the e-companion.
2. Systems Description and MDP Formulation
This section introduces tandem queueing systems, in which the service provider quotes prices to
price-sensitive customers and offers service. For the systems, we define an optimal pricing problem
and describe it as a Markov decision process (MDP) model.
2.1. Notation
We denote the set of non-negative real numbers, the set of non-negative integers, and the set of
natural numbers by R+, Z+, and N, respectively. For n∈Z+, [n] represents the set of all non-negative
integers less than or equal to n (i.e., [n] := {0,1,2, . . . , n}). The cardinality of a (finite) set A is
denoted by |A| (e.g., |[n]| = n+ 1). For a right-continuous function f : R→ R with left limits and
a∈R, we represent the left-hand limit of f at a by f(a−) := limx↑a f(x). Let IB denote the indicator
function of event B.
All vectors are column vectors throughout the paper unless stated otherwise. However, for the
economical use of space, we write x= (x1, x2, . . . , xJ) inside of the text to describe entries of vector
x ∈RJ . For j ∈ {1, . . . , J}, we denote by ej the J-dimensional binary vector, in which the j-th entry
is 1 and other entires are 0. The zero vector is denoted by 0.
With slight abuse of notation, for any function f :B→R with a finite domain B (i.e., |B|<∞), we
use bold f to denote a |B|-dimensional vector such that f := (f(x), x∈B). Similarly, for any function
H :B×C →R, where B and C are finite, we use bold H to denote the |B|×|C| matrix, the (b, c)-entry
of which is f(b, c) for b∈B and c∈ C.
2.2. The Tandem Queueing System
In this section, we describe our tandem queueing model denoted by (B1,B2, . . . ,BJ)∈ZJ+ for J ∈N.
Time is assumed to be continuous and an illustration of the system setup is given in Figure 2.
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Figure 2 Tandem Queueing System (B1,B2, . . . ,BJ).
System. The tandem system consists of J ∈ N stations which are lined up one behind another
and indexed by {1,2, . . . , J}. Each station has, before it, a finite buffer that stores unserviced jobs
(customers) and a server that processes at most one job at a time on a first-come, first-served (FCFS)
basis. We denote the size of the buffer before station j by Bj ∈ Z+ so that the maximum number
of customers at station j is (Bj + 1) including the one being served. Service times at station j are
exponentially distributed with rate µj ∈R+ and all the service times are independent.
Arrivals. The first station (station 1) receives a stream of incoming customers according to a
homogeneous Poisson process with a rate 0<λ<∞; that is, inter-arrival times between two adjacent
arrivals are independent and exponentially distributed with mean 1/λ. Each incoming customer has
her own budget for services called the reservation price. The service provider quotes a price from a
set A⊂R+ of prices to customers. Then, we assume that an arriving customer enters the system if
(1) Station 1 is not full at the time she arrives;
(2) The quoted price is not greater than her reservation price
as in literatures on pricing for queues (e.g. Ziya et al. (2006), Yoon and Lewis (2004), C¸il et al.
(2011)). The cases with delay-sensitive customers as well as price-sensitive are out of the main topic
of this work and require future research.
Any incoming customer who does not meet either of the above conditions is lost. We assume that
reservation prices are independent (among customers) and identically distributed random variables
with cumulative distribution function F (·). Thus, when station 1 is not full and the quoted price is
a∈A, an incoming customer enters the system with probability 1−F (a−).
Job Processing and Blocking Rule. A customer who enters the system completes a job at
every station before leaving the system. After the j-th job of a customer is processed in station j,
the customer enters the next station, i.e., station j + 1, if the buffer before the next station is not
full. For the case that the buffer is full, we apply the communication blocking mechanism: Server at
station j is not allowed to start service until space is available at station j+ 1. Immediately after all
jobs of a customer are processed, the customer leaves the system.
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Assumptions. Throughout this paper, we assume that the utilization, denoted by ρ, of the system
is less than one:
ρ := λ
( 1
µ1
+ 1
µ2
+ · · ·+ 1
µJ
)
< 1.
We also assume that, for any quoted price a ∈ A, the probability that an incoming customer with
a bigger reservation price than a is positive: 1− F (a−) > 0. This assumption is only for technical
simplicity and can be eliminated in some of our results.
2.3. Policies and Performance Metric
This section introduces state-dependent pricing policies and the performance metric. The state of
the system is represented by a J-dimensional vector s = (s1, s2, . . . , sJ) ∈ ZJ+, where sj represents
the number of jobs waiting in the buffer of station j or being served at the station. Thus, the state
space is S = [B1 + 1] × [B2 + 1] × · · · × [BJ + 1]. Whenever the state of the system changes (i.e.,
when a customer enters the system or completes service at a station), a state-dependent pricing
policy, called a Markovian deterministic stationary pricing policy specifies the price that the service
provider quotes to the next incoming customer. The set of all Markovian deterministic stationary
pricing policies is denoted by Π. Policy pi ∈Π can be regarded as function pi : S →A, where pi(s) is
the quoted price under policy pi when the system resides at state s∈ S. We represent the state of the
system under policy pi at time t≥ 0 by Xpi(t) ∈ S (i.e., Xpij (t) is the number of jobs in station j at
time t.) Then, {Xpi(t) : t≥ 0} is a continuous-time Markov chain (CTMC) with state space S and
generator function Qpi : S ×S →R+ such that, for s 6= s′,
Qpi(s, s′) =

λ(1−F (pi(s)−)) if s′ = s+ e1,
µj if s′ = s− ej + ej+1 for j ∈ {1,2, . . . , J − 1},
µJ if s′ = s− eJ ,
0 otherwise,
and Qpi(s, s) =−∑s′ 6=sQpi(s, s′).
The performance metric that interests us for a pricing policy is, roughly speaking, a long-run
expected time-average revenue of the service provider. The total revenue increases by the amount of
the quoted price when a customer enters the system (i.e., the reservation price is not less than the
quoted price and the buffer before the first station is not full). In other words, under pricing policy
pi ∈Π, whenever the state becomes s+ e1 from s, the provider gets rewarded by pi(s), so the reward
function Rpi : S ×S →A∪{0} ⊂R associated with pi is defined by
Rpi(s, s′) =
{
pi(s) if s′ = s+ e1,
0 otherwise.
Then, with reward Rpi, {Xpi(t) : t≥ 0} is a continuous-time Markov reward model (cf. Gouberman
and Siegle (2014)). For the formal definition of long-run expected time-average revenue of pricing
policy pi ∈Π, we let T pin be the time when Xpi(t) changes:
T pin+1 := inf{t > T pin : Xpi(t) 6=Xpi(t−)}, n= 0,1, · · · ,
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where we set T pi0 = 0 for notational convenience. Then, the long-run expected time-average revenue
of tandem queueing system (B1,B2, . . . ,BJ) under policy pi, which we call the gain of pricing policy
pi ∈Π, is represented as
gpi(B1,B2, . . . ,BJ) := lim
T→∞
1
T
E
 ∑
n :Tpin≤T
Rpi(Xpi(T pin−1),Xpi(T pin ))
 , (1)
which is well-defined and identical for any initial state Xpi(0) because {Xpi(t) : t≥ 0} is irreducible: By
virtue of the assumptions in Section 2.2, any state s∈ S communicate with 0∈ S under any pricing
policy pi ∈ Π. Therefore, the Markov reward model under consideration is unichain (or recurrent,
more strictly speaking).
2.4. The MDP Model for Optimal Pricing in Tandem Queueing Systems
We now state the service provider’s optimal pricing problem: the goal is to determine a state-
dependent pricing policy that maximizes the gain among all such policies, that is, to solve the
continuous-time MDP model, called true optimization problem,
max
pi∈Π
gpi(B1,B2, . . . ,BJ), (2)
the optimal objective value of which is referred to as the optimal gain. The main obstacles that make
true optimization problem (2) hard to solve include:
(1) The number of feasible solutions (pricing policies) is |A||S|, which grows exponentially with
the number of stations and the sizes of buffers; this phenomenon is the so-called “curse of
dimensionality”.
(2) Evaluating the gain under a given policy is computationally challenging because the quoted price
relies on the underlying state of the system, and in turn, affects the Markov reward process.
To resolve these challenges, for general tandem queueing systems, we focus on shedding light on the
performance of static pricing policies, under which the quoted prices are the same for all states at all
times, rather than dynamic pricing policies that quotes prices dynamically in response to the real-
time state of the system. Particularly, for small-sized tandem systems, we also characterize optimal
static and dynamic pricing policies.
We close this section by introducing another expression of the gain built on the stationary dis-
tribution of the system, by which we obtain an upper bound on the gain. Let ηpi be the stationary
distribution of {Xpi(t) : t ≥ 0}, where ηpi(s) is the steady-state probability that the system under
pricing policy pi ∈Π stays at state s. The existence and uniqueness of ηpi follows from the fact that
{Xpi(t) : t≥ 0} is a unichain process with a finite state space. Then, following from Proposition 4.2
in Gouberman and Siegle (2014), we represent the gain under pricing policy pi, defined in (1), as
gpi(B1,B2, . . . ,BJ) =
∑
s∈S
rpic (s)ηpi(s), (3)
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where
rpic (s) :=
{
pi(s)λ(1−F (pi(s)−)) if s1 ≤B1,
0 otherwise, for s= (s1, s2, . . . , sJ)∈ S,
is called the continuized rate reward function. From (3), we derive an upper bound on the system’s
gain the next proposition.
Proposition 1. For pricing policy pi ∈Π for tandem queueing system (B1,B2, . . . ,BJ), we have
gpi(B1,B2, . . . ,BJ) ≤ max{aλ(1−F (a−)) : a∈A},
which is, therefore, an upper bound on the optimal objective value of true optimization problem (2).
Proof. Let M := max{aλ(1−F (a−)) : a ∈A}, which does not depend on a pricing policy. Since
pi(s)∈A, we have
rpic (s) ≤ λpi(s)(1−F (pi(s)−)) ≤ M
Therefore, from (3), we obtain that
gpi(B1,B2, . . . ,BJ) ≤
∑
s∈S
rpic (s)ηpi(s) ≤ M
∑
s∈S
ηpi(s) = M = max{aλ(1−F (a−)) : a∈A}.
Since this holds for any policy pi ∈ Π, max{aλ(1 − F (a−)) : a ∈ A} is an upper bound for
maxpi∈Π gpi(B1,B2, . . . ,BJ). 
3. Main Results
This section states our main results in detail. Section 3.1 defines static pricing policies and intro-
duces several related concepts, by which we show the asymptotic optimality of static policies and
characterize the gap between the optimal gain (i.e., the optimal objective value of problem (2)) and
the gain under the best static pricing policy in Section 3.2. The detailed proofs of these results are
provided in Sections 5.
3.1. Static Policies
Out of all possible policies (i.e., policies in Π), we are particularly interested in a class of simply-
structured policies, called static policies, which are important enough to warrant a formal definition.
Definition 1 (Static policy). A deterministic stationary policy of tandem queueing systems is
static if it quotes the same price to every customer regardless of the state of the system. For static
policy pi, we denote by api ∈A the price quoted under pi. On the other hand, for each price a∈A, pia
denotes the static policy such that pia(s) = a for all s ∈ S. We also let ΠSTATIC := {pia : a ∈A} be the
set of all static policies in Π.
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The fact that a static policy fixes the quoted price simplifies the system dynamics, particularly,
the arrival process. Therefore, the gain of a static policy has a simple form in terms of the potential
arrival rate and the blocking probability associated with the policy, as defined below:
Definition 2 (Potential Arrival Rate & Blocking Probability).
Let pi ∈ΠSTATIC be a static policy with quoted price api.
(1) The potential arrival rate, denoted by λpi, is the arrival rate of customers whose reservation
prices are greater than or equal to quoted price api:
λpi := λ(1−F (api−)).
For each price a∈A, we denote the potential arrival rate of static policy pia by λa := λpia .
(2) The blocking probability, βpi, is the steady-state probability that the buffer space before station
1 is fully occupied, namely,
βpi :=
∑
s:s1=B1+1
ηpi(s) = 1−
∑
s:s1≤B1
ηpi(s),
where we recall that ηpi is the stationary distribution of {Xpi(t) : t≥ 0}.
For static policy pi, the continuized rate reward function rpic : S → R is written as rpic (s) := apiλ(1−
F (api−)) = apiλpi for s= (s1, s2, . . . , sJ)∈ S with s1 ≤B1, so the gain in (3) becomes
gpi(B1,B2, . . . ,BJ) =
∑
s∈S
rpic (s)ηpi(s) = apiλpi(1− βpi), (4)
where λpi is the potential arrival rate and βpi is the blocking probability under policy pi.
Remark 1. Note that, if the buffer size B1 is infinite, the blocking probability is βpi = 0 for any
(static) policy pi, which implies that gpi(∞,B2, . . . ,BJ) = apiλ(1−F (api−)) for pi ∈ΠSTATIC.
3.2. Asymptotic Optimality of Static Policies
This section shows the asymptotic optimality of static policies as B1 grows, which is established
based on Theorem 1 below:
Theorem 1. Let pi ∈ΠSTATIC be a static policy for tandem queueing system (B1,B2, . . . ,BJ) and
api be the quoted price under pi. Then, we have that, for a large enough B1,
gpi(B1,B2, . . . ,BJ) ≥ apiλ(1−F (api−))(1− c pB1−1) = apiλpi(1− c pB1−1),
where c and p < 1 are positive constants depend only on λpi and µ1, µ2, . . . , µJ .
Proof. See Section 5.
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For any static policy, Theorem 1 gives a lower bound on the gain under the policy, which is also a
lower bound on the objective value for the following static optimization problem:
max
pi∈ΠSTATIC
gpi(B1,B2, . . . ,BJ). (5)
A static policy that solves (5) is called an optimal static policy.
Next, we introduce a simple static policy in order to specify the gap between the optimal objective
value of static optimization problem (5) and that of true optimization problem (2). Let a∗ ∈A be an
optimal solution to the following upper-bound optimization problem:
max
a∈A
aλ(1−F (a−)). (6)
Then, applying Theorem 1 to the simple static policy, pia∗ , which has a quoted price a∗, yields the
asymptotic optimality of static policies.
Corollary 1. For tandem queueing system (B1,B2, . . . ,BJ) with a large enough B1, we have
1− c pB1−1 ≤ g
pia∗ (B1,B2, . . . ,BJ)
maxpi∈Π gpi(B1,B2, . . . ,BJ)
≤ 1, (7)
from which we obtain that
1− c pB1−1 ≤ maxpi∈ΠSTATIC g
pi(B1,B2, . . . ,BJ)
maxpi∈Π gpi(B1,B2, . . . ,BJ)
≤ 1, (8)
where c and p < 1 are positive constants depend only on µ1, µ2, . . . , µJ and λ(1−F (a∗−)).
Proof. Since pia∗ ∈ΠSTATIC, from Theorem 1, we have, for a large enough B1,
max
pi∈ΠSTATIC
gpi(B1,B2, . . . ,BJ) ≥ gpia∗ (B1,B2, . . . ,BJ) ≥ a∗λ(1−F (a∗−))(1− c pB1−1),
where c and p < 1 are positive constants that depend only on µ1, µ2, . . . , µJ and λpia∗ = λ(1−F (a∗−)).
Since a∗ is a solution to problem (6), by Proposition 1, we have
max
pi∈Π
gpi(B1,B2, . . . ,BJ) ≤ a∗λ(1−F (a∗−)),
from which (7) and (8) immediately follow. 
Insights. We learn from Corollary 1 that, as B1→∞ , the maximum gain obtained by solving
static optimization problem (5) approaches to the optimal objective value of true optimization prob-
lem (2) exponentially fast. In other words, an optimal static policy gives a gain that well approximates
the optimal gain for a general tandem queueing system.
Then, an immediate question follows: How can we find an optimal static policy, or in other words,
how can we solve static optimization problem (5)? Our suggestion is: we don’t need to. From (7),
we conclude that simple static policy pia∗ results in a gain that also converges to the optimal gain
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exponentially fast as B1 tends to infinity. Thus, only solving upper-bound optimization problem (6),
which is a much easier problem to deal with than optimization problems (2) and (5), seems convenient
and sufficient.
Note that upper-bound optimization problem (6) only involves the distribution of customers’ reser-
vation prices and a feasible set A. If A is a discrete set, the number of feasible solutions is at most
|A| and solving (6) can be as easy as a matter of evaluating the objective function value for each
element of A. If A is continuous, the upper-bound optimization problem is a continuous nonlinear
optimization problem and plenty of algorithms are applicable to solve it, such as the trust-region al-
gorithm, gradient-descent method, and interior-point algorithm. Not only is pia∗ practically tractable
to obtain, but also, more importantly, the gain associated with it is close to the optimal gain for a
large B1, as justified by Corollary 1.
4. Numerical Experiments
In this section, we use numerical experiments to justify our theoretical results obtained in the previous
sections and to demonstrate the usefulness and efficiency of the policies and algorithms we proposed.
In particular, Section 4.1 tests the performance of static policy pia∗ , where a∗ solves upper-bound
optimization problem (6), and investigates the influence of the buffer size at the first station on the
performance. In Section 4.2, we examine how various parameters, including utilization ρ, the number
J of stations, and buffer sizes for stations other than station 1, affect the performance of policy pia∗ .
4.1. Performance of Static Policies
This section examines asymptotic optimality results of static policy pia∗ (i.e., the impact of the buffer
size before the first station on the performance of the policy) and discusses what buffer sizes can
ensure a good performance of the policy in practice.
To this end, we calculate the gain of static policy pia∗ , which is referred to as ‘Simple optimal gain’.
Recall again that a∗ is a solution to the upper-bound optimization problem,
max{aλ(1−F (a−)) : a∈A}. (6 Revisited)
We compare ‘Simple optimal gain’ with ‘True optimal gain’ (i.e., the optimal gain) and ‘Static optimal
gain’, which are the optimal objective values of the true optimization problem,
max
pi∈Π
gpi(B1,B2, . . . ,BJ), (2 Revisited)
and the static optimization problem,
max
pi∈ΠSTATIC
gpi(B1,B2, . . . ,BJ), (5 Revisited)
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respectively.
Note that we evaluate the gain of a static policy such as the ‘Simple optimal gain’ using equa-
tion (8.2.1) in Puterman (1994). We apply the unichain policy iteration algorithm (Puterman 1994,
pp. 378) to get ‘True optimal gain’.
From the comparison of the three gains for various tandem queueing systems, we learn the following:
(1) The gain of static policy pia∗ is close to True optimal gain even for a moderate-sized buffer in
front of station 1. This observation practically reinforces our analytical results in Corollary 1,
which shows the asymptotic optimality of pia∗ when B1 is large.
(2) The ratio of the gain of policy pia∗ to True optimal gain approaches to 1 exponentially fast.
(3) The use of static policy pia∗ is particularly beneficial in the cases where solving the true optimiza-
tion problem is a time-consuming attempt. This argument is also validated by the numerical
results in Section 4.2.
As representative outputs of our numerical experiments, Figure 3 and Table 1 present our re-
sults for tandem queueing system (B,0). In the experiments, the arrival rate of customers is
λ = 3.6, the service rates of stations are µ1 = µ2 = 8.0, the reservation prices are normally dis-
tributed with mean 500 and standard deviation 50, and the set of all available quoted prices is
A= {350,400,450,500,550,600,650,700,750}.
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(a) Three optimal gains for
B ∈ {2,3, . . . ,10,15,20}
0 5 10 15 20
Buffer size before station 1
−7.0
−6.5
−6.0
−5.5
−5.0
−4.5
−4.0
−3.5
L
og
of
re
la
ti
ve
ga
p
(b) Log of relative optimality gap between simple
and true optimal gains for B ∈ {2,3, . . . ,20}
Figure 3 Performance of pia∗ for tandem queueing system (B,0) depending on B: λ= 3.6, µ1 = µ2 = 8.0,
reservation prices ∼ Normal(500,502), and A= {350,400,450,500,550,600,650,700,750}.
Figure 3a shows that Simple optimal gain (i.e., the gain of pia∗) becomes closer to True optimal
gain as the size of buffer before the first station, B, gets larger as showed in Corollary 1. When B
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is less than 7, Simple optimal gain is apparently less than Static optimal gain and True optimal
gain, but after B becomes 8, Simple optimal gain is the same as Static optimal gain. Additionally,
when B is greater than 15, all three gains are very close to each other. The same phenomenon is
observed in various settings with different arrival rates, service rates, number of stations, buffer sizes
for stations other than station 1, and distributions of customers’ reservation prices. For all simulations
we performed, we find that a moderate B (i.e., about 20) is sufficient to guarantee that the gain of
pia∗ is close to True optimal gain.
Table 1 Relative optimality gap between True optimal gain and Simple optimal gain and Computational time
for solving true optimal problem (2) using the policy iteration algorithm under various B.
B Relative optimality gap Computational time (seconds)
50 7.4970× 10−6 7.2320
100 7.1061× 10−9 12.7700
150 < 10−16 18.8021
200 < 10−16 26.5131
250 < 10−16 37.1878
Another notable benefit brought about by using policy pia∗ relates to the computational time to
find a∗. The quoted price, a∗, is a solution to upper-bound optimization problem (6), which only
involves the distribution of customers’ reservation prices and set A. In other words, the same pia∗ ,
once obtained, can be applied to systems with various arrival rates, service rates, and buffer sizes. In
our simulation setting above, A is a discrete set and a∗ = 600 can be found less than 0.001 seconds.
Meanwhile, Table 1 shows the computational times (in seconds) to identify True optimal policy using
the policy iteration algorithm along with the relative optimality gap between Simple optimal gain
and True optimal gain defined as follows:
Relative optimality gap = True optimal gain− Simple optimal gainTrue optimal gain .
Table 1 shows that the computational time increases whereas the relative optimality gap decreases
as B becomes large, which implies that using static policy pia∗ is a better choice when solving true
optimization problem (2) is hard. Through numerical experiments, we find that, for three-station
systems, solving true optimization problem (2) using the policy iteration algorithm is nearly a mission
impossible because of the lack of memory and the extremely long computational time it requires,
even when the buffers before all the three stations are moderate-sized.
We also illustrate the rate of convergence of Relative optimality gap in Figure 3b, which is at
least exponentially fast as B grows according to Corollary 1. For a better representation, we plot
the log-scale of Relative optimality gap versus B in Figure 3b. Since Log of Relative optimality gap
decreases linearly as B increases, we conclude that the gain of policy pia∗ converges to ‘True optimal
gain’ exponentially fast as B becomes large. As before, in all tandem queueing systems we tested,
the convergence rate appears exponential, justifying a tight bound on the scale of the convergence
rate in Corollary 1.
Suk and Wang: Optimal Pricing for Tandem Queues
16 Manuscript
4.2. Sensitivity Analysis
In this section, we focus on the influence of various parameters on the performance of static policy
pia∗ . Specifically, we are interested in how the changes of utilization ρ and the number J of stations
affect the optimality gap between Simple and True optimal gains.
First of all, Figures 4–6 show Simple, Static, and True optimal gains for three different tandem
queueing systems: (i) The first system in Figure 4 is exactly the same as that in Section 4.1. (ii) The
second system in Figure 5 is the same as the first system except for possessing a larger utilization
than the first system. (iii) The third one in Figure 6 is the same as the second system except for
having one more station than the second system.
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Figure 4 True, static, and simple optimal gains for various tandem queueing systems with J = 2 and ρ= 0.9.
We find that the performance of pia∗ improves as the utilization, ρ, decreases or the number of
stations, J , increases.
We further validate this argument by measuring the optimality gap under various utilizations
(Figure 7a) and various numbers of stations (Figure 7b). Intuitively, these observations make perfect
sense since either the decrease in ρ or increase in J reduces the blocking probability, which results
in a large gain under static policy pia∗ according to (4).
5. Proof of Asymptotic Optimality of Static Policies
In this section, we prove Theorem 1, which provides a lower bound for gpi(B1,B2, . . . ,BJ), the gain
of tandem queueing system (B1,B2, . . . ,BJ) under static policy pi. The key steps in the proof in-
clude introducing a new queueing system coupled with tandem queueing system (B1,B2, . . . ,BJ) and
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Figure 5 True, static, and simple optimal gains for various tandem queueing systems with J = 2 and ρ= 0.99.
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Figure 6 True, static, and simple optimal gains for various tandem queueing systems with J = 3 and ρ= 0.99.
showing that the coupled system has a gain less than or equal to gpi(B1,B2, . . . ,BJ). Throughout
this section, pi is a fixed static policy with quoted price api and λpi = λ(1−F (api−)) is the potential
arrival rate.
We first define important notions related to arrivals and derive a new expression for gain of pi.
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Figure 7 Relative optimality gap of pia∗ for the tandem queueing system: λ= 8.0, B1 = 5, Bj = 0 for j ≥ 3,
reservation prices follow Normal(500,502), and A= {350,400,450,500,550,600,650,700,750}.
(1) Potential Arrivals. We call a customer whose reservation price is not less than the quoted price
a potential customer (arrival). Since, under static policy pi, the service provider quotes price api
for all states, any incoming customer is a potential customer with probability 1−F (api−). Thus,
the arrival process of potential customer is Poisson with rate λpi.
(2) Actual Arrivals. Potential customers who arrive at non-saturated station 1 and join the system
are called actual customers (arrivals). For t≥ 0, we denote the cumulative number of all actual
arrivals up to time t by A(t). For notational simplicity, we omit pi for process A(t) even though
A(t) depends on pi.
Since the total revenue up to time t is apiA(t), the gain for tandem queueing system (B1,B2, . . . ,BJ)
under policy pi becomes
gpi(B1,B2, . . . ,BJ) = lim
t→∞
1
t
E [apiA(t)] = lim
t→∞a
pi E
[
A(t)
t
]
, (9)
which is equivalent to (1) and well-defined. Since the cumulative number of actual arrivals is always
less than or equal to that of potential arrivals, which is Poisson with rate λpi, we have
lim
t→∞E
[
A(t)
t
]
≤ λpi, (10)
from which we get gpi(B1,B2, . . . ,BJ)≤ apiλpi.
M/Hypo/1/B1-queueing system. Now, we introduce a new queueing system, which consists of
a finite buffer and one server such that:
(1) The arrival process is Poisson with rate λpi. In other words, the arrival process is the same as
the potential arrival process in the tandem queueing system (B1,B2, . . . ,BJ) under policy pi;
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(2) The service time of a customer is the sum of J independent exponential (i.e., hypo-exponential)
random variables and the j-th exponential random variable has mean 1/µj for j ∈ {1,2, . . . , J};
(3) The size of the buffer is B1.
We refer to the above-defined system as the M/Hypo/1/B1-queueing system. In this system, any
customer arriving at the system with a saturated buffer is lost. We call a customer who is not lost
an actual customer and represent the cmulative number of all actual customers up to time t by A˜(t).
In the remainder of this section, we introduce two main features of the M/Hypo/1/B1-queueing
system in Propositions 2 and 3 and prove Theorem 1 from those features.
One of important reasons for proposing the M/Hypo/1/B1-queueing system is that the long-run
expected time-average number of actual customers for this system has a lower bound, which converges
to λpi, an upper bound of limt→∞E[A(t)/t] as in (10), exponentially fast as buffer size B1 grows:
Proposition 2. For the M/Hypo/1/B1-queueing system with a large enough B1, we have
lim
t→∞E
[
A˜(t)
t
]
≥ λpi(1− c pB1−1),
where c and p < 1 are positive constants that depend only on µ1, µ2, . . . , µJ , and λpi.
Sketch of Proof. We prove the result by showing that
(1) β˜ ≤ c pB1−1 for large enough B1, where c and p < 1 are positive constants that depend only on
µ1, µ2, . . . , µJ and λ˜,
(2) limt→∞E
[
A˜(t)/t
]
= λpi(1− β˜),
where β˜ is the blocking probability, the steady-state probability that an incoming customer is lost.
To verify the first statement, we express the blocking probability in terms of the queue length
distribution in the M/Hypo/1/∞-queueing system, which decays exponentially according to classical
results in Neuts (1981). The second statement follows from the Poisson Arrivals See Time Average
(PASTA) Theorem and Vitali’s Convergence Theorem. Section EC.1 details the proof. 
The other feature is that we can couple the two systems so that the cumulative number of actual
customers up to time t in the M/Hypo/1/B1-queueing system is less than or equal to that in the
tandem queueing system (B1,B2, . . . ,BJ):
Proposition 3. There exists a common probability space, on which we have, almost surely,
A(t) ≥ A˜(t) for all t≥ 0,
where A(t) and A˜(t) are the cumulative numbers of actual customers up to time t in the tandem
queueing system (B1,B2, . . . ,BJ) and the M/Hypo/1/B1-queueing system, respectively.
Sketch of Proof. The key idea for the proof is that, if we replace the communication blocking
mechanism for the tandem queueing system (B1,B2, . . . ,BJ) by the following rule:
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The server at station 1 is not allowed to start service until all other stations are empty,
the system becomes the M/Hypo/1/B1-queueing system. Intuitively, the arrival time for the nth
actual customer in the latter system is not greater than that in the former system, which implies the
above inequality. Section EC.2 details the proof. 
Finally, we formally prove Theorem 1 from Propositions 2 and 3:
Let c and p be constant in Proposition 2. Proposition 3 implies E[A(t)/t]≥E[A˜(t)/t] for t > 0, so
gpi(B1,B2, . . . ,BJ) = api lim
t→∞E
[
A(t)
t
]
≥ api lim
t→∞E
[
A˜(t)
t
]
≥ apiλpi (1− c pB1−1) ,
where the first equation follows from (9), which proves Theorem 1.
6. Concluding Comments
Tandem queueing systems are widely-used stochastic models arising from real-life operations systems
such as the processing systems at container terminals. This work studies the optimal pricing problem
that is formulated as an MDP model aimed at maximizing the long-run expected time-average revenue
of a service provider who manages a tandem queueing system with finite buffers.
We study a general tandem queueing system with arbitrarily many stations. We show that the
optimal static pricing policy results in a gain that converges to the optimal gain at an exponential
rate as the buffer size at the first station becomes large. This result suggests a viable solution to
service providers: They can solve the easier static dynamic pricing problem to obtain a well-performed
pricing policy rather than dealing with the much harder dynamic pricing problem. More interestingly,
we propose a simple static pricing policy obtained from solving an easy optimization problem (i.e.,
upper-bound optimization problem (6)) and show that the simple policy is asymptotically optimal
as the buffer size before the first station becomes large, which provides an easy-to-get and nearly
optimal policy to practitioners.
A number of numerical experiments are performed to justify our theoretical results and to test the
impact of various system parameters on the performance of the simple static policy. Simulation results
yield plenty of insightful observations, which includes that (i) the simple static pricing policy performs
quite well even when the buffer before the first station is moderate-sized and (ii) the gap between the
gain under the simple static pricing policy and the optimal gain vanishes with an exponential rate
as the buffer size before the first station goes to infinity. This work may be extended toward several
directions. For instance, one could investigate the performance of optimal static pricing policies for a
tandem line with non-Markovian arrival and service processes. One may also study optimal pricing
for a network of queues with a general topology.
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Supporting Proofs
This section provides supporting lemmas and supplementary proofs.
EC.1. Proof of Proposition 2
In this section, we prove the following proposition:
Proposition 2 Revisited For the M/Hypo/1/B1-queueing system with a large enough B1, we
have
lim
t→∞E
[
A˜(t)
t
]
≥ λ˜(1− c pB1−1),
where c and p < 1 are positive constants that depend only on µ1, µ2, . . . , µJ , and λpi.
Recall that the M/Hypo/1/B1-queueing system consists of one buffer and a single server such that:
(1) Arrival process is Poisson with rate λpi > 0.
(2) Service time follows the hypo-exponential distribution with J phases and rates µ1, µ2, . . . , µJ .
(3) Buffer size is B1 ∈N∪{∞} so that the maximum number of customers in the system is B1 + 1
when B1 is finite.
(4) The system is underloaded (i.e., λpi(1/µ1 + 1/µ2 + · · ·+ 1/µJ)< 1).
Let A˜(t) represent the cumulative number of customers who enters the system (i.e., “actual” cus-
tomers) up to time t.
To prove the above proposition, we investigate the blocking probability β˜ (i.e., the steady-state
probability that an incoming customer arrives when the system is saturated and the customer is lost)
and show
β˜ ≤ c pB1−1, (EC.1)
for large enough B1, where c and p < 1 are positive constants that depend only on µ1, µ2, . . . , µJ , and
λpi, and
lim
t→∞E
[
A˜(t)
t
]
= λpi(1− β˜), (EC.2)
from which Proposition 2 immediately follows.
EC.1.1. Proof of (EC.1): An Upper Bound on the Blocking Probability
We show (EC.1) by deriving an upper bound on the blocking probability of M/Hypo/1/B1-queueing
system. Throughout this section, the norm of vectors or matrices is 1-norm, which is defined by
‖x‖ := |x1|+ |x2|+ · · ·+ |xJ | for J-dimensional vector x ∈RJ ;
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‖R‖ := max
{‖Rx‖
‖x‖ : x ∈R
J
}
for J × J matrix R ∈RJ×J ;
Therefore, we have ‖Rx‖ ≤ ‖R‖‖x‖. Furthermore, for positive square matrix R, we denote by
sp(R) the spectral radius, which is the largest among the absolute values of eigenvalues of R. Then,
Gelfand’s formula states that
lim
n→∞‖R
n‖1/n = sp(R), (EC.3)
for any positive square matrix R.
To prove (EC.1), we first review the stationary distribution of the M/Hypo/1/∞-queueing system
in which the size of the buffer is infinite. Note that the blocking probability of the system is zero.
The state of M/Hypo/1/∞ queueing system is represented by (n,k) ∈ Z+ × {1,2, . . . , J}, in which
n is the number of customers in the system and j is the phase of current service. The state of no
customers is denoted by (0,0). We denote by η˜ the stationary distribution of the system, in which
η˜(n, j) is the probability that the steady-state system has n customers and the phase of service is
j. We also let η˜(n, ·) be a J-dimensional vector, of which the j-th entry is η˜(n, j) for all n∈N. The
following lemma states a matrix-geometric representation on the stationary distribution η˜.
Lemma EC.1. (Neuts 1981, Theorem 3.2.1 and Theorem 3.2.1)
For the stationary distribution η˜ of the M/Hypo/1/∞-queueing system, we have
η˜(n+ 1, ·) = Rn η˜(1, ·) ∀n∈Z+,
where R is a J × J positive matrix with spectral radius sp(R)< 1.
An explicit formula for R can be found in Definition 1 and Theorem 1 of Marin and Bulo` (2011).
Since sp(R)< 1, Gelfand’s formula in (EC.3) implies that, for any p such that sp(R)< p< 1 (e.g.,
we can set p= (sp(R) + 1)/2), there exists N such that
‖Rn‖1/n ≤ p or ‖Rn‖ ≤ pn ∀n≥N.
Therefore, from Lemma EC.1, we have
‖η˜(n+ 1, ·)‖ = ‖Rn η˜(1, ·)‖ ≤ ‖Rn‖‖η˜(1, ·)‖ ≤ pn‖η˜(1, ·)‖ (EC.4)
for all n≥N .
On the other hand, we express the blocking probability β˜ of the M/Hypo/1/B1-queueing system
in terms of stationary distribution η˜. Note that ‖η˜(n, ·)‖=∑Jj=1 η˜(n, j) is the probability that there
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are n customers in the steady-state M/Hypo/1/∞-queueing system. Then, since β˜ is the probability
that the M/Hypo/1/B1 system has (B1 + 1) customers in the steady state, we have
β˜ = ‖η˜(B1 + 1, ·)‖1−∑∞n=B1+2‖η˜(n, ·)‖ , (EC.5)
which follows from well-established comparison results on queueing systems with finite and infinite
buffers (cf. Cooper (1972)).
Combining (EC.4) and (EC.5), we obtain that
β˜ ≤ p
B1
1− pB1+11−B1 ‖η˜(1, ·)‖
‖η˜(1, ·)‖ ≤ c pB1 ∀K ≥N,
where c = ‖η˜(1, ·)‖
(
1− 11−p ‖η˜(1, ·)‖
)−1
. Since η˜ depends only on µ1, µ2, . . . , µJ and λpi, so do R,
sp(R), and c, which completes the proof of (EC.1).
EC.1.2. Proof of (EC.2)
For stochastic process A˜(t) — the cumulative number of actual customers up to time t in the
M/Hypo/1/B1-queueing system, we prove (EC.2):
lim
t→∞E
[
A˜(t)
t
]
= λpi(1− β˜).
From the strong law of large numbers for CTMC and Theorem 1 in Wolff (1982) (i.e., Poisson Arrivals
See Time Average: PASTA), we have
lim
t→∞
A˜(t)
N(t) = 1− β˜ almost surely,
where N(t) is the number of all potential arrivals by time t (i.e., N(t;ω) := max{m : V (m;ω)≤ t}).
Since N(t) is a Poisson process with rate λpi, we have
lim
t→∞
A˜(t)
t
= lim
t→∞
N(t)
t
A˜(t)
N(t) = λ
pi(1− β˜) almost surely.
Also, since A˜(t)≤N(t) almost surely and {N(t)/t : t > 0} is uniformly integrable, we conclude that
{A˜(t)/t : t > 0} is uniformly integrable. Therefore, by Vitali’s Convergence Theorem (cf. Folland
(1999)), we have that
lim
t→∞E
[
A˜(t)
t
]
= λpi(1− β˜),
which completes the proof.
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EC.2. Proof of Proposition 3
By constructing sample paths for the actual arrival processes A(t) and A˜(t) and showing that every
coupled sample path satisfies A(t)≥ A˜(t) for all t≥ 0, this section provides the proof of the proposition
below:
Proposition 3 Revisited There exists a common probability space, in which A(t) and A˜(t) are
defined such that
A(t) ≥ A˜(t) for all t≥ 0
almost surely, where A(t) and A˜(t) are the cumulative numbers of actual customers up to time t in
the tandem queueing system (B1,B2, . . . ,BJ) and the M/Hypo/1/B1-queueing system, respectively.
EC.2.1. Construction of Sample Paths
To build sample paths of the actual arrival process A(t) for system (B1,B2, . . . ,BJ) under static
policy pi, we first introduce fundamental processes for the construction.
Definition EC.1. (Fundamental Processes)
(1) The Potential Arrival Time Process, {V (m)}m∈N, defined on probability space
(ΩV ,FV ,PV ), is a discrete-time process, where V (m+ 1)− V (m) is independent and exponen-
tially distributed with mean 1/λpi for all m∈Z+, where we define V (0) = 0. V (m) is the arrival
time of the m-th “potential” customer.
(2) The Service Time Process of Station j, {Uj(n)}n∈N, defined on a probability space
(Ωj ,Fj ,Pj), is a discrete-time process, where Uj(n) is independent and exponentially distributed
with mean 1/µj for j = 1,2, . . . , J . Uj(n) is the service time of the n-th “actual” customer at
station j.
For the rest of Section EC.2, we work with the product space
(Ω,F ,P) := (ΩV ×Ω1×Ω2× · · ·×ΩJ ,FV ×F1×F2× · · ·×FJ ,PV ×P1×P2× · · ·×PJ).
With a slight abuse of notation, we use the same symbols V (m) and Uj(n) for their corresponding
extensions on Ω; that is, V (m;ω) := V (m;ωV ) and Uj(n;ω) := Uj(n;ωj), where ω ∈ Ω and ω =
(ωV , ω1, ω2, . . . , ωJ).
For n ∈ N and j ∈ {1,2, . . . , J}, we denote by T (n, j) the time when the n-th actual customer
leaves station j (e.g., the n-th customer leaves the system at T (n,J)). We also let T (n,0) be the
arrival time of the n-th actual customer. By notational convenience, we set T (n, j) = 0 for n∈Z with
n≤ 0 and j ∈ {1,2, . . . , J}. Since an actual customer is a potential customer who arrives witnessing
a non-saturated station 1, the n-th actual customer is the first potential customer whose arrival time
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is greater than the time when the (n−B1 − 1)-th actual customer leaves station 1. Therefore, we
have
T (n,0;ω) = min{V (m;ω) : V (m;ω)>T (n−B1− 1,1;ω)} (EC.6a)
for all n ∈N. Also, station j starts serving the n-th actual customer immediately after below three
conditions are satisfied:
(1) The n-th actual customer is in station j;
(2) The (n− 1)-th actual customer is not in station j;
(3) The (j+ 1)-th station is not saturated. In other words, the (n−Bj+1− 1)-th actual customer is
not in station (j+ 1);
Since the precessing time of the job is U(n, j), we have
T (n, j;ω) =
(
T (n, i− 1;ω)∨T (n− 1, j;ω)∨T (n−Bj+1− 1, j+ 1;ω)
)
+U(n, j;ω) (EC.6b)
for all n ∈ N and j = 1,2, . . . , J , where we set T (n,J + 1) = 0 for all n ∈ Z. From the definition of
T (n,0), actual arrival process A(t) becomes
A(t;ω) = max {n : T (n,0;ω)≤ t}
for all t≥ 0.
Now, we define similar random variables for the M/Hypo/1/B1-queueing system as follows:
(1) T˜ (n,0) is the arrival time of the n-th actual customer;
(2) T˜ (n,J) is the time when the n-th actual customer leaves the system;
(3) A˜(t) is the number of customers who actually enter the system up to time t.
Then, this queueing system can be coupled with the tandem queueing system (B1,B2, . . . ,B1) in the
previous section using fundamental processes {V (m)}m∈N and {U(n, j)}n∈N for all j = 1,2, . . . , J in
that V (m) represents the time when the m-th potential customer arrives and U(n,1) + U(n,2) +
· · ·+U(n,J) is the service time for the n-th actual customer. Therefore, we have that
T˜ (n,0;ω) = min
{
V (m;ω) : V (m;ω)> T˜ (n− 1, J);ω)
}
, (EC.7a)
T˜ (n,J ;ω) = T˜ (n,0;ω) +U(n,1;ω) +U(n,2;ω) + · · ·+U(n,J ;ω), (EC.7b)
A˜(t;ω) = max
{
n : T˜ (n,0;ω)≤ t
}
, (EC.7c)
where we set T˜ (n,0) = T˜ (n,J) = 0 for n≤ 0.
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EC.2.2. Proof of A(t;ω)≥ A˜(t;ω)
We first show, by induction on n, that
T (n,0;ω) ≤ T˜ (n,0;ω) and T (n,J ;ω) ≤ T˜ (n,J ;ω) (EC.8)
for all n∈N and ω ∈Ω.
i. For n = 0, by (EC.6a) and (EC.7a), we have T (1,0;ω) = T˜ (1,0;ω) = V (1;ω). From (EC.6b),
we also obtain
T (1, J ;ω) = T (1, J − 1;ω) +U(1, J ;ω)
= T (1, J − 2;ω) +U(1, J − 1;ω) +U(1, J ;ω)
= . . .
= T (1,0;ω) +U(1,1;ω) +U(1,2;ω) + · · ·+U(1, J ;ω) = T˜ (1, J ;ω),
which implies that (EC.8) holds for n= 1.
ii. Suppose that (EC.8) holds for n= 1,2, . . . , k. For n= k+ 1, by (EC.6a) and (EC.7a), we have
T (k+1,0;ω)≤ T˜ (k+1,0;ω) because T (k−B1−1,1;ω)≤ T (k,J ;ω)≤ T˜ (k,J ;ω). From (EC.6b)
and (EC.7b), we also have
T (k+ 1, J ;ω) = T (k+ 1, J − 1;ω) +U(k+ 1, J ;ω)
= T (k+ 1, J − 2;ω) +U(k+ 1, J − 1;ω) +U(k+ 1, J ;ω)
= . . .
= T (k+ 1,0;ω) +U(k+ 1,1;ω) +U(k+ 1,2;ω) + · · ·+U(k+ 1, J ;ω)
≤ T˜ (k+ 1, J ;ω),
which proves that (EC.8) also holds for n= k+ 1.
By induction, we have T (n,0;ω) ≤ T˜ (n,0;ω) and T (n,J ;ω) ≤ T˜ (n,J ;ω) for all n∈N and ω ∈Ω.
In coupled systems, since T (n,0;ω)≤ T˜ (n,0;ω) almost surely, we have
A(t;ω) = max
{
n : T (n,0;ω)≤ t
}
≥ max
{
n : T˜ (n,0;ω)≤ t
}
= A˜(t;ω) ∀ ω ∈Ω,
which completes the proof of Proposition 3.
