Abstract Performing accurate and efficient numerical simulation of global atmospheric climate models is challenging due to the disparate length and time scales over which physical processes interact. Implicit solvers enable the physical system to be integrated with a time step commensurate with processes being studied. The dominant cost of an implicit time step is the ancillary linear system solves, so we have developed a preconditioner aimed at improving the efficiency of these linear system solves. Our preconditioner is based on an approximate block factorization of the linearized shallow-water equations and has been implemented within the spectral element dynamical core within the Community Atmospheric Model (CAM-SE). In this paper, we discuss the development and scalability of the preconditioner for a suite of test cases with the implicit shallow-water solver within CAM-SE.
Introduction
Characterizing and predicting the sensitivity of Earth's climate to changes in radiative forcing requires ensemble simulations covering the preindustrial period, the present-day time frame during which significant observational data are available for validation, and a range of future forcing scenarios. More recently, there is a need to resolve and capture changes in local phenomena such as hurricanes and other extreme events within a changing climate over decades to centuries, and this requires global high-resolution models for suites of simulations over these periods. Improvements to date, including more scalability [5] and efficiency from multicore and hybrid petascale computing architectures [2] , have led to an increased capability for global Earth system models. However, large ensemble high-resolution global climate studies require further algorithmic advances in order to fully utilize these and future architectures to provide the needed throughput.
Our scientific motivation is to fully utilize the largest leadership-class computing facilities by improving the timestepping algorithms of high-resolution atmospheric simulations. Within atmospheric climate models, which by far are the most expensive components within the Earth system, equations governing the fluid dynamics are encapsulated within code modules called dynamical cores. These dynamical cores are responsible for integrating the fluid system forward in time at a particular spatial resolution, and additional modules to characterize cloud physics, aerosol, and chemical tracers are coupled to the fluid at time scales that resolve daily variations. Currently, global climate models use explicit or semi-implicit time-stepping integration methods within their dynamical cores (e.g., [7, 10] ).
However, increased interest in atmospheric models configured with overall finer and/or regionally refined spatial discretization is causing these methods to become intractably expensive due to the CFL restriction of the time step size. Implicit time-integration methods become a feasible alternative when there is a significant separation between the scales of interest to resolve and the smallest scales of the system, with the exact crossover point being problem and optimization dependent. Using finer spatial grids, solving the same flow balance equations increases this separation.
It is well known that implicit methods are more complex to implement and require efficient and scalable nonlinear and linear solvers within each time step to achieve reasonable model throughput. Algorithmic scalability is critical in order to utilize larger machines efficiently, and without a scalable preconditioner, implicit methods exhibit the same weak scaling limitations as explicit methods: they merely shift expense due to multiple small time steps to increased iteration count to converge with larger time step sizes. In this paper, we construct algorithmically scalable linear solvers for the shallow-water equations on a sphere implemented within the Community Atmospheric Model Spectral Element dynamical core (CAM-SE) [26] , with the aim of overcoming the iteration count expense of implicit methods. The shallow-water equations are a common platform to implement novel numerical methods because they represent a simplified atmospheric dynamics model compared to the operational hydrostatic balance equations, yet they contain the stiffest components of the more general equations and thus contain similar scale separations within the dynamics.
Within the fully implicit discretization of the shallowwater equations dycore in CAM-SE [13] , we develop and implement a block preconditioner that accelerates convergence of the linear solver within each nonlinear iteration needed for convergence at every time step. The linear iterations are the critical bottleneck affecting the overall scalability of the implicit dynamical core [12] . We explore the effectiveness of a preconditioner based on approximate block factorization, guided by the Semi-Implicit Pressure Linked Equations (SIMPLE) [20] method. SIMPLE was originally developed as a solution technique for the incompressible Navier-Stokes equations. Recently, SIMPLE and its variants SIMPLER and SIMPLEC [6, 19] have been considered instead as preconditioners within incompressible Navier-Stokes [9, 21, 25] , natural convection with phase change [11] , and resistive MHD [3, 4] simulations. Within the preconditioning context, the SIMPLE algorithm can be formally viewed as an approximate block factorization of the linearized Navier-Stokes equations [8] . We build on this modern view of SIMPLE as an approximate block factorization technique and extend the method to the linearized shallow-water equations.
Most preconditioner development for atmospheric climate models has been focused on developing Helmholtz solvers that arise in semi-implicit formulations of the shallow-water equations [29, 30] . Recently, Yang et. al [32] developed a domain decomposition-based preconditioner for the fully implicit shallow-water equations based on a finite volume discretization. Presently, the block preconditioner is developed for the fully implicit implementation of the shallow-water dycore option of the High-Order Methods Modeling Environment (HOMME), which is within the operational atmopsheric model component of the Community Earth System Model (CESM) [18] . This preconditioner performs a subsidiary solve that is similar in structure to the Helmholtz operator within semi-implicit formulations of the shallow-water CAM-SE [30] .
The remainder of this paper is organized as follows. Section 2 outlines the model equations. We review the spatial and temporal discretization of the model as applied in CAM-SE [13, 28] in Section 3 and summarize the nonlinear solution algorithm in Section 4. In Section 5, we linearize the model, and in Section 6, we develop the approximate block factorization of the linear system via application of the SIMPLE algorithm, highlight the subsidiary components of the resulting block preconditioner, and discuss the implementation of this preconditioner within CAM-SE using Trilinos solver packages. Parallel algorithmic scalability results and concluding remarks are provided in Section 7 and Section 8.
Governing equations
The shallow-water equations are considered to be a simplification of the hydrostatic atmospheric climate dynamical core, mostly through a reduction to two dimensions. Dominant physical dynamics are still captured within this model, and, as a result, numerical methods that are effective on the shallow-water system are often good candidates for the full atmospheric climate model. The shallow-water equations comprise a coupled set of hyperbolic partial differential equations derived from the continuity of momentum and mass within a fluid element. We consider the shallow-water equations with periodic boundary conditions on the surface of a sphere:
where v = (v 1 , v 2 ) T is the velocity vector on the surface of the sphere; p = gh, where g is the gravitational acceleration constant and h is the thickness of the fluid; and ζ =k · ∇ × v, withk representing the unit vector in the Cartesian z-plane. The Coriolis force is included as f = 2 sin(φ), based on the latitude φ, the geopotential height = g(h + h s ), where h s denotes the height of underlying terrain, and , the angular rotation of the sphere, (which in our case is Earth).
Discretization
The shallow-water equations form a time-dependent nonlinear system of equations. In this section, we describe the temporal and spatial discretization methods that are applied in CAM-SE. Fuller descriptions of the implicit time discretization methods and an analysis of their temporal accuracy and the cubed-sphere and spectral element spatial discretization and associated operators are provided in [13] and [28] , respectively.
Time
An implicit scheme is used to advance the solution forward in time. For ease of exposition, we introduce χ as the collection of dependent variables as a single quantity
Next, we write the shallow-water equations in the form
where
The backward Euler discretization can be written as
where n represents the current time level and n+1 is the next time level. This equation can be solved for the approximate solution at the n + 1 time step χ ≈ χ n+1 by finding the root of the nonlinear function F at each time step, where
Similarly, the nonlinear function F can be defined for the second-order Crank-Nicholson and backward differentiation formula (BDF)2 schemes as
and
respectively.
Space
Since the sphere is not homeomorphic to the plane, a single two-dimensional coordinate system is insufficient for describing the flow over the entire sphere. Numerous methods have been used to tessellate the sphere with subdomains, and CAM-SE uses a method based on the central projection of the sphere onto a cube [24] . Viewed in two dimensions, the six faces of the cube can then be unfolded with a central projection mapping quantities from each face onto the sphere. This method circumvents pole singularities and provides a description by which spectral elements can be applied within each face. The scalar height field is unchanged by this transformation. However, the velocity field and derivative operations undergo a geometric transformation based on the metric tensor for each projected cube face onto the sphere [27, 28] . The spectral element method (SEM) is a numerical method for discretizing differential equations that uses a finite polynomial basis to represent the solution on a set of nonoverlapping subdomains. The technique is a Galerkin method, in which a weak form equation is solved on a discrete set of points. The computational domain is tessellated by subdomains e called elements, and the associated integrals are divided into a sum of integrals on individual elements which are then approximated by numerical quadrature. In one dimension, an orthogonal nodal spectral basis π N is constructed in each element as a Lagrange interpolation polynomial based on a set of Gauss-LegendreLobatto (GLL) nodes, ( N+1 := ξ 1 , ξ 2 , ...ξ N+1 ). In higher dimensions, the basis is formed as a tensor product of these one-dimensional basis functions. Functions defined on e are represented via this finite dimensional spectral basis on each element. Inter-element coupling ensures continuity along elemental boundaries. These inter-element couplings can be enforced either by constructing a fully coupled sparse linear system of equations or by performing a gather-scatter operation that sums the solution along element boundaries after element-based matrix-vector products are performed. On each element,the discrete weak solution can be written as a linear combination of Legendre basis functions:
The coefficients v ij and p ij correspond to the nodal values of v and p on the tensored GLL points. Using this nodal basis representation and applying numerical quadrature results in a system of algebraic equations that numerically represents the original integral equation on each element. Solving this system allows one to obtain the solution at the GLL interpolation points. After applying temporal and spatial discretization, the resulting nonlinear system of equations is defined locally on each element and can be assembled globally by applying a weighted sum of the solution at the interface degrees of freedom. The right pane of Fig. 1 shows an example of the cubed-sphere discretization with 8 2 elements on each of the six faces mapped onto the sphere. The quantity NE denotes the square root of the number of elements used to tessellate a single face, whereas NP denotes the square root of the number of nodal points within a single spectral element. Thus, on a single level of the cubed sphere, there are 6NE 2 elements, each with NP 2 nodal points. The left pane of Fig. 1 shows an example spectral element with NP = 4.
The continuous piecewise-polynomial spectral element space, V 1 , and the respective contravariant and covariant spaces, V 1 con and V 1 cov , are constructed by spanning globally the continuous Lagrange interpolation polynomials at the GLL points over all elements. The spectral element discretization of the shallow-water system finds v(·, t)
where I represents the interpolant into the space of piecewise polynomial functions V 0 that can be multiple-valued on shared interface GLL nodes and ∇ d represents the SEM spherical gradient operator which accounts for elementby-element mapping from a reference element onto each element in the cubed-sphere discretization. For a backward Euler discretization, we write the three components of the nonlinear F in terms of the spherical spectral element derivatives on each element
This formulation uses the geometric transformation terms , D, and D T . The Appendix contains a full description of the differential operators under the geometric transformation. The differentiation operators are applied exactly at the GLL points using the polynomial basis representation of functions in V 0 element by element.
Nonlinear solution algorithm
CAM-SE uses Newton's method, which iterates the nonlinear system (6) to solution using a first-order Taylor expansion about the current nonlinear iterate χ k , to advance the time step,
Here, J (χ k ) is the Jacobian of F evaluated at χ k , and δχ k = χ k+1 − χ k . To generate each nonlinear approximation, a linear system must be solved, and the resulting matrix-vector products are generated with a finite difference approximation to the Jacobian based solely on the nonlinear function, F , evaluations,
This "Jacobian-free" inexact Newton-Krylov (JFNK) method applied via finite differences avoids explicit calculation of the matrix entries [1] . The linear system is solved via Flexible GMRES [23] to allow for the preconditioner to change within each linear iteration. As applied in CAM-SE, convergence of Newton's method is determined by measuring the relative error of the k th iterate to a specified tolerance τ :
In Eq. (14), F (χ k ) is the nonlinear residual at the step k, and the initial iterate, χ 0 , is the solution at the previous time step. If the nonlinear iteration has not converged, the linear system is formulated for step k + 1, and a linear solve for the next correction term δχ k+1 is performed. FGMRES is given an initial iterate χ = 0, and we iterate until the relative linear residual at step m, is less than a specified tolerance η:
Newton's method is a favorable choice for solving nonlinear problems because its retention of first-order terms renders it second order; however, the trade-off is its smaller radius of convergence compared to the alternative first-order Picard linearization. The advantage for Picard is through the removal of higher-order terms from the Jacobian; the matrix becomes less complicated and thus enjoys a larger domain of convergence, albeit at a linear rate. To take advantage of the benefits of both schemes, we implement a preconditioner formed from a Picard linearization, as is common in fluid dynamics and multi-physics simulations, [4, 8, 15, 21] , within the main JFNK solver in CAM-SE.
Linearization
To construct the analytic Jacobian and Picard linearizations, we consider the nonlinear system on the surface of the cube. To implement these operators on the cubed sphere, the geometric mapping from each face of the cube onto the sphere comes into play. We start by writing out the analytic Jacobian, based on the notation where we are solving a nonlinear equation F (χ ) = 0. The Jacobian is given as the 3 × 3 matrix:
To simplify the construction, we use a backward Euler time-stepping method. Crank-Nicholson or BDF schemes can also be used by applying the appropriate scaling in the temporal term in F as shown in Eqs. (7) and (8), respectively.
We now formulate each row of the matrix, starting with the first component of the momentum equation:
The second row of the Jacobian comes from differentiating the second component of the momentum equation:
Finally, differentiating the continuity equation, we get the third row of the Jacobian:
We obtain a Picard linearization of the nonlinear model by assuming that the perturbed convective velocity field (δv 1 , δv 2 ) T is small so that we can drop the six terms corresponding to δv · ∇v and δv · ∇p. This gives us the following terms of the 3 × 3 matrix J p :
Preconditioning method
In this section, we review the approximate block factorization method used to construct the block preconditioner and provide some analysis of the block form in terms of the eigenvalues of the preconditioned operator. We then draw a comparison of the preconditioner form to the systems commonly used in semi-implicit solver formulations of the shallow-water equations.
Block factorization
It is now convenient to write the discrete linear Picard operator in a 2 × 2 block form, where the blocks correspond to the partitioning of the variables as a vector valued velocity field and a scalar valued height field, χ = (v, p) T : 
The block factorization of this system is written as
where the Schur complement S = C − pBA −1 B T . The inverse of the preconditioning operator can thus be performed by applying two subsidiary inverse operations, namely A −1 and S −1
It is intractable to invert S because the embedded inverse matrix A −1 within its construction makes S dense. However, when a suitable approximation to S is used, viewing the inverse in this form provides an algebraic structure for applying a preconditioning operator that mimics the original operator. We are interested in building a preconditioner by applying an approximate block factorization based on the semi-implicit pressure linked equations (SIM-PLE) algorithm [20] that is described in Section 1 as a solver and preconditioner. The method provides a means of relaxing the coupling between the momentum and continuity equations to produce a system that can be solved more efficiently, although with a time-splitting of the nonlinearities. In the Navier-Stokes equations, one of the key benefits of using the SIMPLE approach is that the Schur complement is approximated by an elliptic operator that can be inverted efficiently using multilevel solvers. The key part of the algorithm is taking a diagonal approximation to the (1, 1) block of the system within the Schur complement. This approximation reduces the coupling within the Schur complement formulation and allows the operator to be applied at a significantly lower cost than that of the full matrix. While this simplification does not guarantee mesh independence of the resulting preconditioner, this choice has been tailored to mimic properties of the original matrix in order to achieve robust convergence acceleration while ensuring that the computation remains tractable. Both the shallow-water equations and the incompressible NavierStokes equations can be written as 2×2 block systems based on conservation of momentum and mass. We exploit this Fig. 2 Relative vorticity at day 6 for test case SJTC1 6 using Crank-Nicholson with preconditioning similarity in the block systems and utilize the SIMPLEbased approximate block factorization for the shallow-water equations, written as
The inverse of this approximation is written as follows:
Here, the matrixÂ denotes the diagonal of the matrix A, and the matrixŜ = C − pBÂ −1 B T is the approximate Schur complement of the system, in whichÂ is used to approximate A in the inverse operator embedded inside the Schur complement. The parameter α corresponds to a relaxation in the system coupling that can be chosen empirically. In the form of [20] , the inverse preconditioner operation is applied by conducting the following sequence of solves and evaluations given by right-hand-side vector
Solve for :
Evaluate :
Analysis of block form
One may consider the block preconditioner as an algebraic splitting of the Jacobian, based on the approximation of A withÂ similar to that done in [22] for the incompressible Navier-Stokes solvers. In this context, [8] expresses the splitting error for SIMPLE, in the case of α = 1, as
In this view, if I − AÂ −1 = ε is small, then the overall splitting error is small, and we should expect to achieve good convergence. In the case of incompressible NavierStokes, [8] points out that in their empirical studies, the discrete convection-diffusion operator, which constitutes the A block, is not effectively captured in the diagonal causing the effectiveness of SIMPLE as a preconditioner to suffer. In the case of the shallow-water equations, the convective contributions are off-diagonal, causingÂ to correspond to the discrete 1 t , which is the mass matrix multiplied by 1 t . In the spectral element method, the GLL interpolation and integration points are collocated causing the mass matrix to be diagonal, soÂ can be written as 1 t M, where M is the mass matrix on the velocity space. The 1 t diagonal scaling should makeÂ a good approximation of A when t is small. We should expect that if t is small enough, (26) is a good approximation, and the approximation may suffer when t is very large. Although our limited analysis shows that we should expect to see solid performance for small t, we see in the next section that the effectiveness of our method is not severely limited by moderate time step sizes on the order of those where an implicit time step regime should be considered in atmospheric climate simulations. 
Results
The preconditioner is evaluated on a range of problems emphasizing features common to long-term climate simulations and includes the canonical test cases 1, 5, and 6 from Williamson et al. [31] and a more recent test proposed by Galewsky et al. [14] . The test cases are designed to exercise various aspects of model behavior within candidate dycores to be implemented in Earth system models.
-The linear advection (TC1) test case follows a cosine bell height anomaly as it is advected over the pole for 12 simulated days. The velocity field is prescribed, so only the height anomaly progression is calculated as it is advected by the velocity field. This simplification reduces the system to a linear problem with an analytical solution so, with a tight linear tolerance, the nonlinearity does not play a role, and only one Newton iteration should be required per time step. While simple, this test provides for verification of the solver implementation. -The anomalous flow over a mountain feature (TC5) test case simulates waves generated from initial zonal flow over an isolated mountain for 15 days. This system solves the full shallow-water equation set and is prescribed divergence-free initial velocity field with nonlinear barotropic flow of wave number 4 so that the phase speed of eastward wave propagation is balanced by the westward background flow and therefore remains stationary when the correct nonlinear solution is achieved over the course of 14 days. As with TC5, the system is fully nonlinear and requires multiple Newton iterations per time step. -The vorticity rollup of mid-latitude barotropic jet (SJTC1) test case simulates flow induced by an initial flow perturbation within a barotropically unstable mid-latitude jet and exhibits a clear separation in scales between fast gravity wave dynamics and vorticity dynamics that develop over longer time scales [14] . It has been demonstrated that implicit solvers are able to successfully step over the small-scale gravity waves and still capture the vortical structures accurately [16] . This problem is solved over six simulated days. Figure 2 shows the relative vorticity at day 6 of the SJTC1 simulation after the transition to large-scale, slower flow from the faster, divergent gravity waves is complete using the preconditioned implicit method and produces the same result as both the explicit and unpreconditioned implicit method (refer to Fig. 10 in [16] . The L 2 norm difference between the explicit and implicit solutions with and without preconditioning is 3.5e − 4 and 3.4e − 4, respectively. Using these test cases, we first construct numerical experiments that examine convergence properties of the preconditioner with various solver parameters and tolerances and then consider solver convergence properties with varied temporal and spatial resolution.
Implementation and testing
Our algorithm is implemented via a CAM-SE Trilinos interface [12, 17] . This interface provides Newton's method, Flexible GMRES, and an Epetra interface for matrix and vector operations performed by the preconditioner. These operations work with subroutines that apply the discrete spectral element operators in CAM-SE and vector kernels and solvers in Trilinos. We use a finite difference Jacobian-vector multiply (13) with ε = λ(λ + χ v ), where λ = 1.0e −6, for each linear solve within Newton's method, and we use Flexible GMRES with a 50-vector basis. Flexible GMRES is chosen specifically to accommodate for the changes in each application of the preconditioner due to the subsidiary use of GMRES to perform the solves within the preconditioner blocks A andŜ. We developed subroutines within the CAM-SE dycore to implement the action of discrete spectral element operators, contravariant velocity vectors, and height fields. As described in [12, 17] , these routines use C-bindings to be called from necessary points within the solver and preconditioner algorithms developed in C++ as methods that leverage Trilinos libraries. All runs were performed on the Livermore Computing Facility computer Ansel, with 144-MPI processes 
Examination of solver parameters and tolerances
We start our parameter study by investigating the effectiveness of the preconditioner with various choices of α and then consider the convergence of the preconditioned system when different choices of solver tolerances are used. Table 1 lists the default values for all the parameters we use in our studies unless otherwise specified.
The α parameter that appears in the SIMPLE algorithm (26) is used in Navier-Stokes simulations as a means of introducing relaxation. As a solver in [20] , values of α ranged from 0.5 to 0.8. As a preconditioning method in [21] , a tuned value of α = 0.15 was found most effective, whereas in the same study, a related SIMPLER-based preconditioning method explored a range of α from 0.15 to 0.6 depending on the Reynolds number. We investigate a range of α values from 0.1 to 2.0 over the set of test cases. Table 2 shows the average number of linear iterations per nonlinear iteration for each simulation. We observe that small values of α similar to those used in Navier-Stokes applications are ineffective, while α = 1 is the best choice found both in terms of the average number of linear iterations, as shown in Table 2 and in terms of the overall simulation time, as shown in Table 3 . The dashes in Tables 2 and 3 denote that simulation did not complete before 2 h. In this α parameter study, a preconditioner solve tolerance of 1.0e − 4 was chosen to ensure that the preconditioner was applied to a tight tolerance. Note that in the special case of TC1, where the velocity field is held constant and the same tolerance is used for the preconditioner and linear solver, the SIM-PLE method is equivalent to the linear problem, and this causes the preconditioned linear system to converge in one iteration, as expected. There are two places within the solver that iterative Krylov methods are used-FGMRES for the Jacobian solve and GMRES for the inner Schur complement solve within the preconditioner. We now consider how the performance of the solver depends on the linear tolerances within each of the iterative schemes and establish default stopping criteria from this analysis. The subsidiary linear solves that arise in the preconditioner are solved inexactly via GMRES. We explore the effectiveness of tight and loose tolerances in these solves. Table 4 shows the average number of linear iterations per nonlinear iteration for each test problem when varying this tolerance over the range from 1.0e − 1 to 1.0e − 5. We see that when the preconditioner is evaluated more accurately, the number of iterations tend to go down. However, doing so results in increased effort for the subsidiary linear solvers for the A andŜ sytems. This extra effort is reflected in run times as seen in Table 5 . Based on the trade-off between algorithmic and run time performance, we select a default preconditioner tolerance of 1.0e − 2, which corresponds to the best choice for run times across the test suite.
The linear solves within Newton's method are solved inexactly. We explore the effectiveness of the preconditioner for both tight and loose Jacobian solve tolerances. We investigate a range of linear tolerances from 1.0e − 1 to 1.0e − 7 over the set of test cases. Table 6 shows the average number of linear iterations per nonlinear iteration for each simulation. As we would expect, the number of linear iterations increases with tighter linear tolerance. However, Table 7 indicates there is not a significant decrease in Newton iterations by having a tight linear tolerance. We select the default linear solve tolerance η = 1.0e − 2.
Algorithmic scalability
Based on the empirical studies for solver parameters in the previous section, we set our default parameters as listed in Table 1 . Using this set of solver values, we now explore the effectiveness of the preconditioner with various time step sizes. Table 8 shows the average number of linear iterations per nonlinear iteration for each simulation. We choose values of t that are large enough to effectively step over the gravity wave dynamics. We include a very large time step size of 2400 s to show the behavior of the solver in a regime that is beyond physical interest, but stresses the solver components. For large t, the domain of convergence of Newton's method shrinks due to the less dominant temporal contribution in the Jacobian. This also causes off-diagonal contributions in A to become more dominant, thereby stressing theÂ approximation which we showed in Section 6.2 is best for small t. The average number of linear iterations for TC1 and TC5 appears invariant to the time step size, whereas the linear iterations increase with TC6 and SJTC1. Table 9 shows the L 2 error of the preconditioned implicit scheme based on an explicit leapfrog solution with t = 10 s. These preconditioned results are comparable to those in [13] using the same unpreconditioned implicit solver. Our discretization method provides two choices for increasing spatial resolution, the polynomial degree, NP, and the number of elements in each face, NE. These parameters result in a total number of degrees of freedom 3 × 6 × NE 2 NP 2 , including duplicate degrees of freedom on element interfaces. We consider these two separately, first by varying the polynomial degree and then by varying the number of elements in the discretization. Table 10 shows the average number of linear iterations per nonlinear step as NP varies from 4 to 16, both with and without preconditioning. Notably, the preconditioned linear solver shows very small growth across the set of test cases compared to the unpreconditioned solver, with average preconditioned iteration counts ranging from 1 to 4.3 per Newton step. Table 11 shows the average number of linear iterations per nonlinear step as NE varies from 12 to 96 both with and without preconditioning. The preconditioned linear solver shows small growth across the set of test cases with average iteration counts ranging from 1 to 3.1. This relatively small growth is similar to that seen in the NP study. In both cases, the preconditioned solver is nearly invariant to the problem size. We note that the unpreconditioned linear solver iterations grow significantly with both NP and NE, causing a computational bottleneck as the problem size becomes large.
The L2 error norms of the final preconditioned solution for each test case at the various choices of NP and NE are in Tables 12 and 13 , respectively. TC1 is compared against the analytic solution, whereas the other test cases are compared against a reference solution using a time step t = 10 s with explicit leapfrog. We see the L2 norm is constant above NP = 8 and NE = 48, indicating that the spatial discretization error is not the largest source of total computed L2 error. The values in these tables show that the implicit and explicit solutions agree to within an acceptable tolerance as defined with the test case documentation for a range of spatial grids and is not degraded.
Conclusions
We have employed and implemented a block preconditioner for implicit treatment of the shallow-water equations using an approximate block factorization based on an algebraic extension of the SIMPLE [20] algorithm. We tested our preconditioner on classic shallow-water test problems for climate model development within CAM-SE. Numerical tests indicate robust algorithmic scalability of the preconditioner with respect to spatial refinement in the number of elements and the order of the elements. This algorithmic scalability significantly reduces the linear iterations over the unpreconditioned code, especially on fine grids. For very large time steps, we found the behavior of the preconditioner to deteriorate. This can be attributed to the diagonal terms in A becoming less dominant for large t, causing the diagonalÂ approximation to become less effective. However, for time steps below 1800 s, the growth in linear iteration counts remains modest. All cases show a very significant benefit in iteration counts from the preconditioner. The test cases used to examine the preconditioner cover several common atmospheric climate flow regimes, and we anticipate that extension of this form of block preconditioner will be effective at allowing implicit treatment of atmospheric climate simulations based on three-dimensional hydrostatic formulation.
projection F n (P n ) = S n describes the cubed-sphere manifold. If a point m with cartesian coordinates (x 1 , x 2 ) lies on P n , then M = F n (m) is the associated point on S n represented by a longitude and latitude pair (λ, φ). A vector field v(M) ∈ S n is defined by its covariant and contravariant tensor components, u i and u i by
In other words, v = u 
