Models for hysteresis in continuum mechanics are studied that rely on a time-discretised quasi-static evolution of Young measures akin to a gradient flow. The main feature of this approach is that it allows for local, rather than global minimisation. In particular, the case of a non-coercive elastic energy density of Lennard-Jones type is investigated. The approach is used to describe the formation of damage in a material; existence results are proved, as well as several results highlighting the qualitative behaviour of solutions. Connections are made to recent variational models for fracture.
Introduction
We propose and investigate a simple model of elastic-inelastic material behaviour. Let us sketch the model and focus first on elastic deformations. Their analysis is a well-established field. A classical mathematical description is based on the minimisation of an elastic energy
where Ω ⊂ R n describes the reference configuration of the body under consideration, Du is the deformation gradient, and φ is the elastic energy density. To prove existence, it is common to assume coercivity of the functional, that is, a growth condition is imposed on the energy density.
A model of elasticity (like, e.g., classical linear elasticity) can only be assumed to be valid for a finite range of deformations. It seems plausible that, to describe inelastic effects for large deformations (beyond the elastic regime), one has to assume a different growth of the energy density φ. Convex-concave energy densities akin to the Lennard-Jones energy −u −6
have been studied in the engineering literature and related to fracture [37] . They are the first key ingredient for the model under consideration. We consider sublinear energy densities as plotted schematically in Figure 1 . However, for fracture, Truskinovsky [37] pointed out that the functional (1) with a sublinear energy density such as φ(u x ) = log 1 + |u x (x)| 2 has a global minimiser with zero energy (for this choice of φ; this can be seen by observing that the convex envelope of φ is the zero function). The convex-concave energy can be interpreted as a two-well energy with the second well at Infinity. That is, an elastic bar described by this model would break instantaneously if the energy were to obtain its global minimum. A natural strategy is therefore to search for local minimisers. The study of local minimisers (in a suitable topology) is in its infancy; yet, a better understanding may have a number of implications. For example, it has been observed for martensitic phase transitions that dynamics can play an important rôle, preventing the material from attaining the global ground state [20] . This is the second key ingredient for the model under consideration: the basis is local minimisation rather than global minimisation. Specifically, we investigate time-discretised versions of a quasi-static gradient flow as a phenomenological model of local energy minimisation for an elastic energy density with sublinear growth at Infinity. It is shown that for initial data in the region representing elastic deformations, stability occurs in the sense that for sufficiently small time steps the response will be elastic (Theorem 3.6 and Theorem 4.1, first part). Instability associated with damage or generally large deformations in the concave region of the energy density is investigated in Theorem 3.8 and Theorem 4.1, second part. It is shown that the proposed time-discretised models exhibit reversible elastic behaviour for small deformations and irreversible effects associated with damage or fracture after increasing the deformation beyond a certain threshold.
A third ingredient of the model is the use of Young measure varifolds to describe deformation gradients. Gradient Young measures have been successfully used to deal with nonconvex minimisation problems, in particular for crystallographic microstructures, as pioneered by Ball and James [5] (see, e.g., [30] ). Young measure varifolds have been suggested as a generalisation to cover additional concentration effects. We employ Young measure varifolds to describe damage; they provide a unified framework for nonconvex variational problems modelling microstructure, as well as for non-coercive problems describing damage and fracture. Appendix A gives a short synopsis of Young measures and Young measure varifolds.
The proposed models are phenomenological and ignore many effects, such as the precise nature of the influence of defects. One application is the behaviour of an ideal single crystal undergoing potentially arbitrarily large deformations. We believe that a discussion of a simplified model exhibiting some key features of an elastic-inelastic material based on local minimisation can provide valuable insights, while the fundamental ideas can be laid out as clearly as possible. The application of the ideas presented here to fracture will be an area of future research. Here, we focus on the conceptually easier problem of fatigue or material damage. Damage, unlike fracture, is not restricted to lower-dimensional sets.
Obviously, the choice of the topology influences the position of local minimisers and is thus part of the modelling process. To lay out the main ideas without many technicalities, we make a simple choice. We start with a natural metric on the space of probability measures, namely the Wasserstein metric. However, symmetric metrics are found unsuitable in this case. We thus introduce in Section 2 an asymmetric regularisation.
Similar ideas have been used for rate-independent elastoplasticity; Mielke and coworkers have pioneered the mathematical analysis of a derivative-free energetic formulation using Young measures and Wasserstein metrics [26, 27] . The model investigated here is also related to a theory developed by Del Piero, Owen and coworkers [14] , who introduced the concept of structured deformations. The fundamental connections of (and differences between) structured deformations and the model introduced here are discussed in Section 5.
We consider two formal discretisations of a quasistatic gradient flow of the energy E with respect to the Wasserstein metric augmented by an asymmetric regularisation. The first discretisation is a standard one, analysed in Section 3. The second discretisation is inspired by De Giorgi's minimising movements [2] ; it is investigated in Section 4.
Related models for fracture are discussed in more detail in Section 5. In particular, we discuss the connection to structured deformations and to the Γ-limit of a model proposed by Francfort, Dal Maso and Toader [19, 12] . We close with a discussion in Section 6.
Model and mathematical framework
The line of thoughts described in the introduction leads us to a study of local minimisers of noncoercive energy functionals by means of an evolution of Young measures inspired by gradient flows, as suggested by Rieger [33] . Young measure varifolds are only necessary to describe the limiting behaviour as time goes to Infinity. A sketch of such an evolution in the one-dimensional case, which summarises the central idea underlying this article, is depicted in Figure 2 . The goal is to study the quasistatic limit of this evolution which can halt at local minimisers, and thus describe hysteretic effects.
We now introduce some notational conventions. In this article, Ω ⊂ R n is always a bounded (open) domain with smooth boundary. C 0 (Ω) stands for the space of continuous functions φ : Ω → R such that x ∈ Ω |φ(x)| ≥ is compact for every > 0. The essential supremum is denoted sup. For a locally compact Hausdorff space X, we denote the non-negative Radon measures with finite mass by M(X), and Prob(X) is the set of probability measures. When no confusion can arise, X is sometimes suppressed from the notation. Further, M p denotes, for 1 ≤ p ≤ ∞, the set of Radon measures with finite pth moment,
The corresponding subset of probability measures with finite pth moment is denoted Prob p (X). A sequence {µ j } j∈N of probability measures is tight if for each ε > 0, there exists a compact set K such that µ j (K) > 1 − ε for every j ∈ N. The support of a Borel measure µ is the complement of the largest open set N with µ(N ) = 0. For a given measure µ on X and a given Borel set B ⊂ X, we use the symbol µ B to denote the restriction of the measure µ to B. Weak-convergence of a sequence {µ j } j∈N of Radon measures to µ holds if X φ(x) dµ j (x) → X φ(x) dµ(x) for every (real-valued) φ ∈ C 0 (X); this is denoted µ j µ. We also encounter the concept of narrow convergence [4, Section 5.1], which is defined as follows: a sequence {µ j } j∈N of Borel probability measures is said to converge narrowly to the Borel probability measure µ as j → ∞ if
for every bounded and continuous (real-valued) function φ defined on X.
Gradient flows and their discretisations
We briefly recollect the mathematical framework for gradient flows. The classical notion of a gradient flow in a Hilbert space,
can be generalised to a metric setting [4] . Namely, a gradient flow can be defined by where |(Dφ) • ν| is an upper gradient [4] . Gradient flows for probability measures can be formulated in this setting; see [4, Part II] . We investigate here a time-discretised version for Young measures (see Appendix A for a brief summary). The set of gradient Young measures with finite first moment (as described in Appendix A) is denoted by G. For simplicity we usually refer to them as Young measures.
The motivation for our restriction to time-discretised models is twofold: (i) modelling considerations lead us to the use of an asymmetric metric (see Subsection 2.2 for an explanation). The continuous framework seems so far only to be established for the symmetric case, though an asymmetric version is in preparation [9] . (ii) More importantly, we are interested in qualitative results describing the evolution, such as (in-)stability; it seems natural to derive them first in a time-discretised setting. For example, for time-continuous systems of (generalised) Young measures, the control of the correlation of the oscillations has been mastered only recently (see [11] , where also the notion of a time derivative is given).
A time-discretised version of the quasi-static version of (4) is
the variational model is obtained by regarding (6) as Euler-Lagrange equation. Let us denote the metric by d; then one formally obtains the following model. For a given sequence of deformation gradients {A j } j∈N with A j ∈ R n×n , let
For a given initial condition ν 0 ∈ X 0 , define the state of the system at discrete time steps j = 1, 2, . . . as a solution of
if such a solution exists. One modification of (8) will be introduced below to arrive at the final model (see (11) ); this is to deal with the effects of asymmetry mentioned above. A different approach is presented in Section 4.
Choice of the metric structure
The choice of the metric structure is part of the modelling process. For the problem under consideration, no particular metric seems to be justified by physical evidence. We use a Wasserstein metric, augmented by an asymmetric metric. The rationale for introducing an asymmetric metric is detailed below. We justify the choice a posteriori by proving that essential features of (in)-stability are captured. Other choices of the metric framework are possible and might lead to similar results. For two (Borel) probability measures ν 1 , ν 2 defined on R n , the p-Wasserstein metric is, for
where Prob (ν 1 , ν 2 ) is the set of all probability measures T on R n ×R n such that
The measure T is called a transport plan [3] . The Wasserstein metric is sequentially lower semicontinuous (on the set Prob p (R n ) of probability measures with finite pth moment, in the narrow convergence [4, Proposition 7.1.3]; see (3) for the notion of narrow convergence). Here, the Wasserstein metric is restricted to the set G of gradient Young measures as defined in Appendix A.
For the time-discretisations of a gradient flow model under consideration, the choice p = 1 for the Wasserstein metric can be shown to have an appropriate scaling (see [33] for further information). Yet, for a nonconvex energy, the 1-Wasserstein metric alone does not prevent a discontinuous evolution from a situation as in the left panels of Figure 2 directly to the right panels, without intermediate stages [33] . Thus, the choice of the 1-Wasserstein metric alone as a metric would not lead to the existence of the non-global local minimisers we are interested in. We thus augment this metric, and explain now why we choose an asymmetric metric. The metric measures the difference between the Young measures at the previous and the present step. If the metric is symmetric, then a penalty for the nucleation of phases also penalises the disappearance of a phase. To avoid this unphysical behaviour, it seems natural to introduce an asymmetric metric. In this article, we study a special case suitable for our application. Namely, for two bounded sets A, B ⊂ R n×n , we define the upper Hausdorff hemimetric
where d denotes the Euclidean metric on R n×n . It might be worthwhile to compare this with the Hausdorff metric
For the model of material damage discussed in this paper, A will be the support of a current phase and B the corresponding support at the next time step; connected components of the support represent phases. Thus, for growing support, B contains A, and hence H is frequently used later on.
In the following, we consider the sum of the 1-Wasserstein metric and a contribution of d + H as follows:
among all ν ∈ X j+1 (again with a given initial condition ν 0 ∈ X 0 ).
Let us briefly summarise the model described by (11) . The potential energy is given by φ, ν , which captures the elastic behaviour. The Young measure ν records the possible formation of microstructures. The dissipation of the process is described by the metric contributions in (11) . The asymmetric metric penalises the formation of new phases, while the disappearance of phases is not penalised. Phases correspond to connected components of the support of ν.
The model (11) is unusual in the sense that the asymmetric contribution
is non-local. Nonlocal models, however, have been investigated at least since Eringen's work in the 1960s; we refer to the article by Chen, Lee and Eskandarian [8] for a recent survey. Peridynamics is another example of a non-local continuum theory [36, 24] . We employ the L ∞ -norm for the Hausdorff term, rather than an L p -norm with 1 ≤ p < ∞. To demonstrate the difficulties in an L p -setting with p < ∞, we wish to show that transport over relatively large distances is then not excluded, which could lead to an instability of a local minimum and might allow for the instantaneous formation of fracture. This is demonstrated with the following one-dimensional example, where we restrict for simplicity the class of admissable functions to Dirac measures. Take Ω := (0, 1), A j = 2 for j = 0, 1, . . . and u 0 (x) = 2x, ν 0 (x) = δ 2 . Moreover, choose φ such that φ(2) = 1, φ (2) = 6 and φ strictly convex in the region under consideration, e.g., on 1 2 , 3 . If we assume p < ∞, then, for α, ε > 0,
has from ν 0 the Hausdorff (semi)-distance
If we set α = ε, the expectation value of ν 1 is again 2. Moreover we can estimate further for ε < 1
The crucial observation is that this term is now an order of magnitude smaller than it would have been in the L ∞ -setting we have chosen. The Wasserstein part becomes
On the other hand, the elastic energy of ν 1 is reduced by the amount
For ε > 0 sufficiently small, the sum of the three terms (12)- (14) is negative. This indicates that the L p -version of the metric d + H is not suitable to prevent a transport of mass on a small set in Ω over large distances. It is likely that a local minimum in the elastic region may be unstable; an immediate onset of damage on a small set of measure ε > 0 may follow. In the case p = ∞, this problem cannot occur, as we will see.
The mathematical properties of (11) are studied in Section 3; an alternative approximation in the same metric setting is studied in Section 4. We now collect some auxiliary results on the hemimetric H + D .
Auxiliary results on the upper Hausdorff hemimetric
We state some facts on the upper Hausdorff hemimetric H 
Proof: All claims are easy to verify, and we only give the proof of the triangle inequality. There exist points a ∈ A and c ∈ C such that d(a, c) = H
We need to discuss the convergence of probability measures, and the right notion is that of weak-convergence. We refer the reader to the beginning of Section 2 for the definition.
Lemma 2.2 Let {ν j } j∈N be a sequence of probability measures with ν j ν as j → ∞. Then for every point F ∈ supp (ν) there is a sequence of points
Proof: Suppose the contrary. Then there is an open neighbourhood U of F such that U ∩ supp (ν j ) = ∅ for every j ∈ N sufficiently large. As a consequence of the weak-convergence [17, Chapter 1, Theorem 3], we have 0 ≤ ν(U ) ≤ lim inf j→∞ ν j (U ) = 0. Thus, ν(U ) = 0, and hence F / ∈ supp (ν) contrary to the initial assumption.
Besides the physical motivation outlined above, there is also a mathematical reason for intro-
+ H is the weak-sequential lower semicontinuous envelope of the Hausdorff metric with respect to the second argument. Lemma 2.3 Let α and β be probability measures; let d H (α, β) := H D (supp (α) , supp (β)) and let d H be its weak-sequential lower semicontinuous envelope with respect to its second variable.
Proof: We consider a sequence of probability measures {β n } n∈N with β n β as n → ∞. Then, with A := supp (α) and B n := supp (β n ), we estimate d H from below as follows (the second inequality uses Lemma 2.2).
For β n := 1 − 1 n β + 1 n α, it is easy to see that sup a∈A inf b∈Bn d(a, b) = 0 and β n β as n → ∞. This shows that equality can be obtained in the preceding estimate.
Assumptions on the energy density
For the mathematical analysis of the two time-discretised models proposed here, we need to make assumptions on the sublinear energy density φ : R n×n → R. We consider energies akin to the Lennard-Jones energy φ(r) := 1 r 12 − 1 r 6 in the sense that the energy density allows for damage by penalising large deformation gradients in a suitable way (not ruling out ever larger deformation gradients). To be specific, we collect the following assumptions on φ (see Appendix A for the definition of (uniform) quasiconvexity): Assumption 2.4 (Energy density function) We assume that the energy density φ :
R is a function of the deformation gradient and satisfies the following conditions:
(ii) There exists a positive constant C crit and a uniformly quasiconvex functionφ :
(iii) For every A ∈ R n×n with det(A) = 1, the function λ → φ(λA) takes its minimum at λ = 1 where φ(A) = 0. Moreover, this function is strictly increasing on (1, C crit ).
(iv) For every A ∈ R n×n with det(A) > C crit there exists a rank-one matrix C such that λ → φ(A + λC) is strictly concave at λ = 0.
(v) φ is sublinear at Infinity, that is, there exists a constant
for every A ∈ R n×n with det(A) > 1.
Remark 2.5 1. One can easily check that for n = 1, all conditions of Assumption 2.4 are satisfied, e.g., by a suitably scaled and shifted energy of Lennard-Jones type (modified to attain a large, but finite constant for negative values of A, compare Figure 1 ). The energy we have in mind is of this type (with det(A) as argument if n > 1). To give an example, let us considerφ
where ψ : [C crit , ∞) → R is a sublinear, increasing function satisfying the compatibility as-
To meet the regularity assumption (i), φ needs to be smoothened in a neighbourhood of zero; a suitable mollification φ ofφ then meets all assumptions. The energy density φ constructed in this way is purely volumetric. However, even if the energy φ is reminiscent of that of a LennardJones fluid, it is important to recognise that the models studied in Section 3 and 4 have a penalisation built in for the formation of arbitrarily large shears, namely via the term with the Wasserstein metric for Young measures. This term measures the distance to the state at the previous time-step; Equation (38) in Appendix A shows that for classical functions, this contribution amounts to a regular L 1 -contribution to the energy. Thus the deviatoric evolution is controlled via the Wasserstein term.
2. Some of our results in Section 3 are only proved for the one-dimensional case n = 1. 4. The finiteness of φ is a technical assumption for the existence results (Theorem 3.2 and Theorem 4.1). Since the behaviour of the material under compression is not the focus of this paper, we refrain from weakening the assumption on φ for matrices with negative determinant.
A typical example of a one-dimensional admissible energy density is shown in Figure 1 .
Existence and stability results in the standard discretisation
In this section, we prove existence of a solution to the variational problem (11) in arbitrary space dimensions and study its evolution in a one-dimensional setting. We work with Young measures and their strong topology; for a synopsis of Young measures and their topologies, we refer to Appendix A.
Existence results
Lemma 3.1 Let Ω ⊂ R n be open and bounded with smooth boundary. Let ν ∈ G, that is, ν is a
is sequentially lower semicontinuous on G in the weak -topology.
Proof: This follows immediately from Lemma 2.3. Namely, for fixed x ∈ Ω and µ j (x) µ(x) as j → ∞,
and the claim follows by taking the supremum over x ∈ Ω on both sides. Theorem 3.2 For every h, ε, δ > 0 and for ν j ∈ G with supp ν j (x) bounded uniformly in x ∈ Ω, the variational problem (11) admits a solution ν ∈ G.
Proof: This follows by the direct method from the calculus of variations. Namely, G is a closed subset of the Banach space of Radon measures on Ω × R n×n ; for fixed ν j ∈ X j , the functional
is bounded from below. Hence there exists a minimising sequence {ν k } k∈N of gradient Young measures ν k for E. Since ν k (x) = 1 for a.e. x ∈ Ω, the whole measures are uniformly bounded,
Since the space of Young measures with the 1-Wasserstein metric (37) is complete, there exists a subsequence (not relabeled) and a Young measure ν with ν k → ν in the Wasserstein topology. Since convergence in the Wasserstein topology implies weak -convergence, we find ν k ν (in the sense of measures). To show that the limit measure ν is a gradient Young measure, consider for every ν k a sequence {f k,l } l∈N of gradients converging to ν k (in the sense of Young measures). Then a diagonal argument shows that ν is also a gradient Young measure, hence ν ∈ G.
Finally, E is sequential lower semicontinuous in the Wasserstein topology. For the regularising Hausdorff term sup x d + H (ν(x), ·), this follows from Lemma 3.1, since the Wasserstein metric metrises weak -convergence [38, Theorem 7.12] . The lower semicontinuity of the other terms is immediate. In summary, the limit measure ν minimises the problem (11) . (We remark that for spatially homogeneous Young measures, one can argue differently. Namely, recall the notion of narrow convergence (3); the Hausdorff term yields narrow convergence of the minimising sequence. This combined with Fatou's lemma gives the result. See also [22 
Stability and instability
Now that we have established existence, our next goal is to study qualitative properties of the solutions in the one-dimensional case Ω ⊂ R. We return to the general case Ω ⊂ R n with n ≥ 1 in Section 4. We show that the proposed model exhibits a behaviour akin to damage in a material. The central feature of the model is that below a certain deformation threshold, processes are reversible, i.e., the material behaves elastically. Above the threshold, irreversibility (damage) occurs. The model combines both behaviours in a unified perspective via a single variational principle. To simplify the argumentation, we consider the spatially homogeneous situation by assuming that all measures are constant in x ∈ Ω. We also assume that the expectation value A j is independent of j ∈ N. We denote its value by A and write X := X j . We are only interested in bounded, connected domains Ω and may assume without loss of generality that Ω := (0, 1). We also write "the convex region of φ" for the set of all A ∈ R with 0 < A < C crit (compare Assumption 2.4 (ii)). Some of our results have been proved previously [33] for the simpler case of measures concentrated in exactly two points. We introduce some terminology and an auxiliary result:
Definition 3.3 (Submeasure) Let β be a nonnegative Radon measure on R n . A nonnegative measure α defined on R n is a submeasure of β if α(B) ≤ β(B) for all measurable sets B ⊂ R n . We then write α ≤ β. The standard Jensen inequality can be deduced as a special case of this result by taking a = b. The proof of the generalization is straightforward and is given here for the reader's convenience.
Proof: We want to show
Since σ and σ have the same expectation value, we can add any affine function x → λx to φ without changing this inequality. In particular, we can obtain that φ(a) + λa = φ(b) + λb, if φ(a) = φ(b). We defineφ(x) := φ(x) + λx. Since then c :=φ(a) =φ(b) by construction, andφ is less or equal than c in (a, b) by convexity ofφ, where the support of σ is located, but larger than c outside [a, b] , where the support of σ is located (again by convexity ofφ), it is now easy to prove (16) withφ instead of φ:
Equality can only hold if σ = σ , hence we have proved the lemma.
We are now in a position to state some stability results. The first stability result shows that, if the deformation gradients are initially contained in the convex region of φ, then the difference between the smallest and largest deformation gradient shrinks over time unless the initial gradient is already concentrated, ν j = δ A .
Lemma 3.5 If A j := A < C crit for every j ∈ N, and ν j ∈ G is a homogeneous Young measure supported in (0, C crit ), and a solution ν j+1 of (11) is also supported in (0, C crit ), then
Proof: Let us define c j := max supp ν j and suppose, for contradiction, c j+1 > c j . We recall that µ B denotes the restriction of the measure µ to B. Let T ∈ P(R × R) be a transport plan [3] as described in Subsection 2.2. Specifically, let T be a transport plan that minimises the L 1 -Wasserstein metric and has the marginals π 1 T = ν j and π 2 T = ν j+1 . Let us consider arbitrary ν j -measurable sets A, B ⊂ R with ν j (A) > 0 and ν j (B) > 0 whose support does not overlap in the sense that inf{x ∈ B} > sup{x ∈ A} holds. We consider their images under the transport plan T , A := supp (π 2 (T A × R)) and B := supp (π 2 (T B × R)) .
If the images have the same ordering, namely inf{x ∈ B } ≥ sup{x ∈ A }, then we say that T is monotone increasing. Here, we may assume that T is monotone increasing; the existence of such a monotone transport plan has been established elsewhere [34] .
. We say that T transports µ j to µ j+1 . Since T is monotone, we obtain [34] inf supp µ j ≥ sup supp ν j − µ j .
We
and π 2 Σ = τ j+1 . Then, due to the monotonicity of T , the set S := supp (Σ) ⊂ R 2 is the graph of a monotone correspondence from supp τ j to supp τ j+1 . Since Id, τ j+1 < Id, τ j , there must be some set A 0 ⊂ supp τ j such that π 2 (T {(A 0 , R)}) has positive measure on (−∞, x 0 ), where x 0 := inf A 0 . We defineτ j as a submeasure of τ j such thatτ j is transported by T on a subset τ j+1 of (−∞, x 0 ). By this method we still have Id,τ j+1 < Id,τ j . Then there is a submeasurê µ j of µ j such that, with its imageμ j+1 under the transport plan,
We have now neatly separated the supports ofμ j +τ j andμ j+1 +τ j+1 , since
Therefore we can apply Lemma 3.4 with σ :=μ j +τ j , σ :=μ j+1 +τ j+1 , a := x 0 and b := c j to prove that φ,μ j +τ j < φ,μ j+1 +τ j+1 .
We can thus defineν j+1 := ν j+1 − τ j+1 − µ j+1 +τ j +μ j and deduce E ν j ,ν j+1 < E ν j , ν j+1 . This is a contradiction to the assumption that ν j+1 is a minimiser of the time step problem. In an analogous way one can rule out that inf supp ν j+1 < inf supp ν j . This shows that supp ν j+1 conv ⊂ supp ν j conv . To prove that the convex hull of the support is in fact shrinking, we use a similar idea by defining
. One can shift µ j+1 slightly to the left by settingμ j+1 := µ j+1 (· + η), and adjust the mean value accordingly by shifting τ j+1 to the right,τ j+1 := τ j+1 (· − r(η)), where r(η) > 0 is chosen such that Id, τ j+1 + µ j+1 = Id,τ j+1 +μ j+1 . Obviously, r(η) = O(η) for η → 0. A straightforward estimate shows that forν j+1 := ν j+1 − µ j+1 − τ j+1 +μ j+1 +τ j+1 and η > 0, sufficiently small,
For sufficiently small η > 0, this becomes negative, which contradicts the assumption that ν j+1 is a minimiser of the time step problem.
The previous result does not exclude concentration (i.e., leaking of mass of ν j to Infinity) for initial conditions within the convex region of φ, since it is assumed that the deformation gradient does not leave the convex region of φ. In other words, we can so far only prove stability if supp ν j is contained in the convex part of φ. The next theorem, however, ensures that no damage occurs when the deformation is below a certain threshold C crit defined by the region of convexity of the energy density φ if the time-discretisation h is small enough. In other words, one observes elastic behaviour in this region. Theorem 3.6 (Stability I) Let Ω = (0, 1), and let η ∈ (0, C crit ), and suppose A j := A < C crit for every j ∈ N. Let us assume furthermore that the initial Young measure ν 0 satisfies supp ν 0 ⊂ (0, C crit − η] for some η > 0. Then, for h small enough and δ 2 = h ε , the solution remains in (0, C crit − η] for all times. Namely, any sequence of solutions ν j of (11) satisfies supp ν j ⊂ (0, C crit − η] for all j ∈ N.
Proof: For fixed j ∈ N, the minimisation problem (11) on Ω = (0, 1) in the spatially homogeneous case reads
Denote, for a fixed time step h > 0, a minimiser of (17) by ν
holds, and thus, since E ν
We observe that, with F j := inf supp ν j and Assumption 2.4 (ii), φ, ν j is bounded from above
is bounded from below by Assumption 2.4 (iii), there is a constant
Using (18), we obtain the estimate
We would like to use Inequality (20) 
This implies immediately for µ := ν j and ν := ν
where L denotes the Lipschitz constant of φ on (F 0 , ∞), which is finite due to the regularity and the growth condition of φ (Assumption 2.4 (v)).
The combination of (20) and (21) shows that there is a constant C 2 = C 2 φ, h ε depending only on the energy density φ and h ε such that
This information, combined with (18), yields for δ 2 = h ε as assumed here
By (22), we can choose
. We then apply Lemma 3.5 to deduce supp ν
. Since the choice of h ε did not depend on j, one can apply this argument at every time step j, which proves Theorem 3.6.
We have proved stability for data supported in the convex region of φ, that is, for measures supported on (0, C crit ), and constant A < C crit . That is, a body under tension will not break if the tension does not exceed the threshold given by C crit . We now proceed to demonstrate that damage in the sense of the occurrence of large deformation gradients, takes place beyond this threshold. Before stating the precise results, we give an auxiliary statement which will be used in the proof of Theorem 3.8. We recall that a sequence of probability measures ν k k∈N is tight if for each ε > 0, there exists a compact set K such that ν k (K) > 1 − ε for every k ∈ N.
Lemma 3.7 Let {ν j } j∈N be a sequence of solutions to the one-dimensional homogeneous time step problem (17) . Assume that ν j converges weakly-to ν as j → ∞ and that the sequence {ν j } j∈N is tight. Then E(ν, ·) is minimised by ν.
Proof: Letν be a minimiser of E(ν, ·); suppose there is an η > 0 such that
Since ν j ν as j → ∞ and the sequence {ν j } j∈N is tight, it follows that d 
Since ν j+1 is a minimiser for E ν j , · we have
Spelling out (25), we find that
Thus, lim
as j → ∞. The combination of the two limits (24) and (26) with (23) shows that E(ν j ,ν) < E ν j , ν j+1 for j large enough, which contradicts the minimality of ν j+1 for E(ν j , ·).
Having investigated stability in Theorem 3.6, we are now in a position to focus on instability. The next theorem shows that for sufficiently large deformations, damage will occur. More precisely, it states that initial data with a deformation gradient ν 0 = δÃ beyond the critical value C crit (that is,Ã > C crit ) are unstable with respect to small perturbations and lead inevitably to concentrations of the deformation gradient in Infinity as time goes to Infinity.
The next Theorem employs the concept of Young measure varifolds; we refer the reader to Appendix A for a short summary of this notion.
Theorem 3.8 (Instability) If A j :=Ã > C crit , for every j ∈ N, then the solution of (11) is unstable in the sense that if ν 0 = δÃ and supp ν 0 ⊂ (C crit , +∞), then every subsequence of the solutions ν j at time steps j = 1, 2, . . . converges for j → ∞ to a Young measure varifold with a nontrivial varifold part.
Proof: Since φ ≥ 0 is bounded from below by Assumption 2.4 (iii) we can deduce as in the proof of Theorem 3.6 that φ, ν j is a monotonically decreasing sequence,
From this, we infer lim
again as in the proof of Theorem 3.6. Since ν j ≤ 1, there exists a subsequence (not relabelled) and a Young measure varifold Λ such that ν j converges to Λ [18, Theorem 3.1]. Moreover, ν j converges weak-to a measure ν with ν ≤ 1. We want to show that ν < 1, so let us suppose the opposite. We can distinguish two cases: either ν = δÃ or ν = δÃ.
In the first case the definition of the functional E implies that, for j large enough, supp ν j ⊂ (C crit , +∞); we then say that the support of ν j is entirely in the concave region of φ. An argument as in the proof of Lemma 3.5 then shows that supp ν j conv is a strict subset of supp ν j+1 conv . Thus ν j cannot converge to ν. Let us now suppose that ν = 1 and ν = δÃ. Lemma 3.7 implies that a ν = δÃ is a minimiser of E(ν, ·). We show that this cannot be the case: for any admissible Young measure ν, there exists an admissible Young measureν such that E(ν,ν) < E(ν, ν). The proof follows ideas similar to the proof of Theorem 3.6, hence we present the essential ideas and only sketch the precise computations.
We denote b j := min supp ν j , c j := max supp ν j and S j the convex envelope of the support of ν j , that is,
Obviously b j <Ã < c j holds, since it is assumed that ν j = δÃ. A priori, c j = ∞ is possible. We distinguish several cases.
Case 1: ν (C crit , +∞) is not concentrated in one point. Choose µ with µ > 0 and µ ≤ ν (C crit , +∞). We can apply the construction of Theorem 3.6, with −φ instead of φ, to µ in order to show that there is a measureμ with E(µ,μ) < E(µ, µ). Thereforeν := ν − µ +μ satisfies E(ν,ν) < E(ν, ν).
Case 2: ν (C crit , +∞) is concentrated in only one point, but ν (0, C crit ] is not concentrated in one point.
Obviously, ν (0, C crit ] cannot be the zero measure. (Otherwise, we would have ν = δÃ.) Hence this case can be handled analogously to the previous situation: We can directly apply the method from Theorem 3.6 on a submeasure µ with µ > 0 and µ ≤ ν (0, C crit ] to obtain a Young measureν with E(ν,ν) < E(ν, ν).
Case 3: ν (C crit , +∞) and ν (0, C crit ] are each concentrated in one point, in other words, ν = (1 − t)δ F + tδ G with F ≤ C crit < G and t ∈ (0, 1).
We have to distinguish two sub-cases:
We claim that in this case
Suppose the opposite inequality holds,
We remark that
and φ (F ) and φ (G) are both larger or equal than
by (29) and (27), and φ is not constant on (F, G). Therefore, since φ ∈ C 1 , there must be a
. This, however, implies that φ < 0 somewhere on (F, Y ) and φ > 0 somewhere on (Y, G). Since φ > 0 on (0, C crit ) by Assumption 2.4 (ii) and φ < 0 on (C crit , +∞) by Assumption 2.4 (iv), this is a contradiction. Hence, we have proved (28) .
Let η > 0 and define ν η := a(1 − t)δ F +η + btδ G , where a and b are chosen such that the norm and expectation value ofν and ν coincide. With this information, we can compute a and b. Namely, ν η = a(1 − t) + bt.
Since bothν and ν are probability measures, we require ν η = 1, which holds if
A short computation shows that the equality of the expectation values Id, ν η = a(1 − t)(F + η) + btG and Id, ν = (1 − t)F + tG amounts to
We can now compare the energies of ν and ν η .
By (28), the expression φ (F )(G − F ) + φ(F ) − φ(G) is negative. Therefore, there exists an η 0 > 0 such that, for all η ∈ (0, η 0 ], the energy difference is negative. Withν := ν η0 , it thus follows that E(ν,ν) < E(ν, ν), as claimed.
In this case we define ν η := a(1 − t)δ F + btδ G+η with a and b appropriately chosen. A computation similar to the previous case reveals that for small η > 0 we can chooseν := ν η , and the conclusion E(ν,ν) < E(ν, ν) holds as before. Hence, the theorem is proved.
One expects that in the quasi-static limit of the homogeneous case, damage will occur as soon as the expectation value A exceeds the critical value C crit . This process is irreversible, since concentration corresponds to zero potential energy. Below this threshold, however, the behaviour can be described as elastic. This indicates that the model gives a reasonable description of the physical behaviour in a simplified context. It is expected that Truskinovsky's paradox [37] will not be observed in models involving a suitable dynamics, such as the model discussed here.
Existence and stability results for an alternative approximation
The time-continuous gradient flow (5) can also be approximated differently, inspired by minimising movements [2] . Analogues to some of the existence and stability results of the previous section are technically simpler in this setting and can even be proved in arbitrary space dimensions. It seems, however, much more difficult to study the convergence for a vanishing time step h → 0. For the situation investigated in Section 3, but with a symmetric metric, this passage to the limit has been studied by Ambrosio et al. [4] , whereas we are not aware of comparable results for the setting of this section. It thus seems that both approaches as presented in Section 3.2 and Section 4 are worth pursuing. The idea of the approach in this section is to search at every time step for a state with minimal potential energy among all states close to the previous state (in a suitable metric). In the discretisation analysed in Section 3, closeness was indirectly enforced by the upper Hausdorff hemimetric.
The problem analysed in this section can be formulated as follows. Let
Let ν 0 ∈ X be a given gradient Young measure with compact support. Then ν j is, for j = 1, 2, . . . , determined as a minimiser of
in X subject to the constraint
for given h, ε > 0. (We use a different scaling from the one in Section 3.) In the following discussion, we again restrict ourselves to the spatially homogeneous situation. The main result of this section is the following theorem. It proves existence of a solution for the model described by (30) , and states the analogue of the stability and instability results of Section 3 (Theorem 3.6 and 3.8). It is shown that for initial data with small deformation gradients (below C crit ), elastic behaviour will occur, whereas for initial data with large deformation gradients (above C crit ), an instability leads to steadily growing deformation gradients, which corresponds to the formation of damage. We point out that for the model (30) , the notion of stability is implicitly built into the model. Therefore, the following results are easier to formulate than the analogous results of Section 3. Again, the strong topology for Young measures is relevant; see (37) in Appendix A. Theorem 4.1 (Stability II) Consider the spatially homogeneous situation, where the measures ν j and ν are constant as a function of x ∈ Ω. Suppose supp ν j is bounded. Then, the time step problem (30) admits a solution, and for sufficiently small time steps h > 0 and fixed ε > 0, the following properties hold:
Proof: Existence can be shown as in the proof of Theorem 3.2; let
First, we show that S is closed in the strong topology of Young measures (see Equation (37)). The set S is closed, since any sequence {ν k } k∈N ⊂ S of Young measures with ν k → ν in the strong topology satisfies
and, by Lemma 2.2,
In addition, S is bounded, in the sense that the support of measures in S is uniformly bounded. Since for p = 1 (only), the space of Young measures with the p-Wasserstein metric is complete, we conclude that S is sequentially compact. Since E is bounded from below, a minimising sequence of measures ν k with ν k = 1 exists. By compactness, there exists a converging subsequence of ν k (not relabelled) and a limit measure ν ∈ S. (A standard diagonal argument shows that ν is a gradient Young measure.) Finally, sequential lower semicontinuity of E guarantees the existence of a minimiser for problem (30) . The first stability property follows from the fact that for
ε , we can consider the quasiconvex functionφ (Assumption 2.4 (ii)); compare Theorem A.3. To show the second property, choose a rank-one matrix C such that φ is strictly concave in the direction of C. This is possible by Assumption 2.4 (iv). One can again apply Jensen's inequality to conclude that E (λ (δ A−C ) + (1 − λ) (δ A+C )) < E (δ A ) for arbitrary λ ∈ (0, 1). By continuity, one can chose a λ ∈ (0, 1) such that the expectation value of
is by construction a gradient Young measure. Hence δ A cannot be the minimiser of the time step problem (30).
The following inhomogeneous problem illustrates the need to work in the class of gradient Young measures, since the class of classical functions turns out to be too small. 
1 is a nontrivial gradient Young measure.
Proof: By Theorem 4.1, ν 0 = δ A is unstable (in the sense defined there). Assume now that the minimiserν of (30) is a trivial gradient Young measure,ν(x) = δ Du(x) . Define ν as the homogenisation ofν by
We now prove that
To see this, first consider the Hausdorff metric part:
To prove equality for the Wasserstein metric part in (31), we approximate f := Du by step functions f k , defined as
is a suitable finite decomposition of Ω with max j diam Q j k → 0 as k → ∞, and
The corresponding homogenised measures are
The sequence of measures ν k := j ν j k satisfies ν k ν. Therefore, we obtain
On the other hand, d
Taking everything together, one obtains a proof of (31) . It is now easy to see that E(ν 0 , ν) = E(ν 0 ,ν). Thus, one can always find a nontrivial homogeneous gradient Young measure ν with the same energy as the given inhomogeneous measureν. In the class of homogeneous gradient Young measures, however, the minimum is not attained by ν, as can be seen by Jensen's inequality. Thus, the solution of the time step problem cannot be trivial, and ν 1 has to be a nontrivial gradient Young measure.
In summary, some qualitative properties such as stability of the solution are easy to obtain for the approximation discussed in this section. However, the limit as j → ∞ (that is, the asymptotic behaviour in time, which is particularly interesting for the quasistatic limit) of solutions in the unstable region is much more challenging.
Connections to other models
Let us relate the models under consideration to different recent approaches to fracture mechanics; we focus on the work by Francfort, Marigo [19] , Dal Maso and Toader [12] and the concept of structured deformations invented by Del Piero and Owen [16, 14] . As a starting point, we recall Griffith's crack model [21] . Let Γ ⊂ Ω ⊂ R n denote a crack. A model for fracture is then given by the minimisation of
where H n−1 denotes the (n − 1)-dimensional Hausdorff measure, ε > 0 is constant, and suitable boundary conditions are applied. Here, the term H n−1 (Γ) acts as a penalisation for cracks and prevents immediate fracture. The model reflects Griffith's idea by assigning to a crack an energy density proportional to the surface of the crack. Griffith's model was refined by Francfort and Marigo [19] , who consider a time-discretised evolution to describe crack formation and propagation. For a given initial condition with an initial crack Γ 0 , one considers at every time step j = 1, 2, . . . the minimisation problem for E(u, Γ) subject to the constraint Γ j ⊂ Γ (and some boundary conditions which might change in time).
The condition Γ j ⊂ Γ reflects the irreversibility of crack formation. Dal Maso and Toader [12] further modified the model by introducing a term u j − u 2 to prevent rapid changes. Thus, they study the functional
This functional is also known as the Mumford-Shah functional, introduced for edge detection in image decomposition [31] . Dal Maso and Toader [12] consider the limit ε → 0 of (32) which yields a quasi-static model. Numerical simulations exhibit interesting examples of crack formation and propagation; compare also the work by Bourdin, Francfort and Marigo [6] .
A key difference between the model (32) and the models studied in Sections 3 and 4 is that the latter ones do not include a surface energy. To understand the relation of the model proposed by Dal Maso and Toader and the ones discussed in this paper, it is thus natural to study the behaviour of (32) as ε → 0. This problem has been studied in the context of edge detection and hence only for the two-dimensional scalar-valued case with φ(F ) := |F | 2 by Rieger and Tilli [35] . Before stating the result in this framework, we recall the definition of Γ-convergence; a detailed presentation can be found in the books by Braides [7] and Dal Maso [13] .
Definition 5.1 (Γ-convergence) Let {E n } n∈N be a sequence of functionals defined on a real Banach space X. Then E n Γ-converges in X to the functional E, denoted Γ−lim n→∞ E n = E (or E n Γ → E as n → ∞), if the following two conditions hold true:
1. For every u ∈ X and for every u n → u in X we have
2. For every u ∈ X, there exists a sequence {u n } n∈N ⊂ X such that u n → u and
Motivated by the functional (32), we now wish to find a compact set Γ ⊂ Ω ⊂ R 2 which, for given g ∈ H 1 (Ω), minimises the functional
We consider, for ε > 0, the family of rescaled functionals
We choose a sequence ε n → 0 as n → ∞. Since for small ε the integral term dominates and the contribution of the Hausdorff measure of the set Γ is of lower order, sequences of minimisers Γ ε fill in general the entire domain Ω as ε n → 0. Thus it is natural to extend the domain of the functionals J ε from sets to probability measures by identifying a non-empty compact set Γ of finite Hausdorff measure with the uniform probability measure given by H 1 (Γ) −1 H 1 Γ. More precisely, for probability measures µ on Ω, we define
We now state the main result of Tilli and Rieger [35] , where the probability measure can be interpreted as the asymptotic probability of a crack being present at a given point.
Theorem 5.2
Let Ω ⊂ R 2 be a bounded open set with Lipschitz boundary, and let g ∈ H 1 (Ω). Consider the functional E 0 on probability measures in Ω defined by E 0 (µ) := 9 16
where ρ ∈ L 1 (Ω) is the density of the absolutely continuous part of µ with respect to the Lebesgue measure.
Then the functionals E ε defined in (35) Γ-converge for ε → 0 to the functional E 0 , with respect to the weak-topology on probability measures in Ω.
This result can be applied accordingly to the functional (32) for crack propagation. An explicit computation of the minimiser of (36) gives the following result.
Proposition 5.3 For the limit ε → 0, the asymptotic probability of a crack at a point x ∈ Ω ⊂ R 2 in the model (32) proposed by Dal Maso and Toader, with φ(F ) := |F | 2 , where the limit is taken as in Theorem 5.2, is
Thus, a crack is most likely to occur for maximal values of Du j (x) .
If one compares this proposition with the results for the models proposed in this article, then one notices a similarity. Larger values of Du j , respectively |F |, lead to a larger probability for fracture, respectively damage. By Proposition 5.3, the probability of fracture in the Γ-limit of a suitably scaled version of (32) increases with an increasing deformation. For the models discussed in the previous sections, damage occurs after a certain threshold is exceeded.
We also wish to sketch the connection of the models under consideration to the work of Del Piero, Owen and coworkers on structured deformations [14] . Structured deformations are a clever concept to describe fracture phenomena. The starting point are simple deformations, which are pairs (Γ, f ), where Γ ⊂ Ω is a set of measure 0, and f is the transplacement defined on Ω \ Γ (see [15, Definition 3.2] for the precise definition). Thus, though regularity assumptions are imposed on f , the macroscopic transplacement may be discontinuous along Γ. The composition of simple deformations is then defined in such a way that the locus of the discontinuities can only increase under composition. Structured deformations are simple deformations augmented by a tensor field defined on Ω \ Γ, subject to appropriate regularity assumptions (see [15, Definition 5.1] ). In applications, the tensor field will be the gradient of the macroscopic transplacement; this needs to be introduced since for a sequence of simple transformations, the limit of the gradient does not necessarily coincide with the gradient of the limit. It can be shown that every structured deformation is the limit of simple deformations [15, Theorem 5.8] . Both the models under consideration and structured deformations have in common that the irreversibility is built into the model; however, while this is here a consequence of the asymmetry of the metric, it follows for structured deformations -perhaps more elegantly -via the composition of maps inherited from simple deformations. In this article, the information pertaining to the tensor of structured deformations is encoded in the Young measure varifold via the expectation value. However, the concept of structured deformations does not rely on the support of the Young measure, which plays a crucial rôle in the model analysed here. Structured deformations can be used to describe fracture phenomena. For example, for a model where the elastic bulk energy is augmented by a suitable interfacial energy, it can be shown that a transition from ductile to brittle fracture takes place as the length of the reference bar increases [10] . For further information on structured deformations, we refer to [15, 16, 14] .
Discussion
The starting point for this work is the observation that many problems in nature, including fracture and damage, do not seem to attain the ground state of the energy. We discussed two time-discretised models of gradient flows for Young measures and showed that these models exhibit in the homogeneous, one-dimensional situation a more realistic picture than global energy minimisation.
The models investigated here are phenomenological, but introduce no parameters other than those necessary to describe a non-quasi-convex energy density. They are a natural extension of models of classical elasticity in the sense that they agree with those of classical elasticity for deformation gradients below the threshold at which the energy becomes concave. Related models have been proposed for rate-independent models of plasticity and phase transformations [28, 26] . It is remarkable that in both situations, asymmetric metrics appear rather naturally. In Section 5, connections to further models have been given, notably to the model of Dal Maso and Toader [12] for fracture, and to structured deformations as developed by Del Piero and Owen [16, 14] .
A Young measures and varifolds
Young measures have been successfully applied in various problems in mathematical materials science. For example, they describe microstructures arising in martensitic materials. This approach has been pioneered by Ball and James [5, 29] , where Young measures describe oscillations in microstructured materials modelled by a nonconvex free energy density. Young measure varifolds provide an extension to concentration phenomena [18] which arise, for example, in situations where the energy density has a sublinear growth at infinity. is measurable in the usual sense.) A Young measure with finite pth moment is a weakly-measurable map as above, but with values in the set Prob p (R m ) of probability measures with finite pth moment, see the definition after Equation (2) .
A sequence of Young measures {ν j x } j∈N is said to converge weakly-to a Young measure ν x if for every θ ∈ C 0 (Ω, R) and every φ ∈ C 0 (R m , R) one has
There is another metric for Young measures defined by the Wasserstein distance for probability measures, see Equation (9) . Namely, the Wasserstein metric for Young measures is given by
Convergence in this metric implies weak-convergence, but not vice versa [25] . Also, when regarding classical functions f , g as Young measures, one can see that
A W 1,∞ -gradient Young measure is a Young measure associated with sequences {f j } j∈N of gradients of W 1,∞ -functions. In the one-dimensional case, the classes of Young measures and gradient Young measures coincide. For a given domain Ω ⊂ R n and a fixed target space R m , the set of W 1,∞ -gradient Young measures with finite first moment is denoted G. For simplicity we usually refer to them as Young measures. To highlight the interpretation as a map and to avoid misunderstandings with the notation for derivatives, we often write ν(x) for ν x .
Let us recall the notion of Young measure varifolds [18] . We denote the unit sphere in R d by S d−1 .
Definition A.1 (Young measure varifolds) Let 1 < q < ∞. A pair consisting of a gradient Young measure ν : Ω → M and a nonnegative Radon measure Λ on Ω × S mn−1 is a Young measure varifold if there exists a sequence {u j } j∈N of functions u j ∈ W 1,∞ (Ω, R m ) such that for every θ ∈ C 0 (Ω, R), every φ ∈ C (R m×n , R) with |φ(ξ)| ≤ C (1 + |ξ| r ) for 1 ≤ r < q and for every q-homogeneous ψ ∈ C (R m×n , R), the following statements hold. The intuition behind this definition is that the limit measure of a sequence of functions might not be of unit mass if the sequence transports mass "to Infinity". The varifold Λ measures how much mass is leaking out and records the direction. An alternative way of understanding this phenomenon is to consider the compactification of R mn by S mn−1 . Young measures defined on the compact space preserve mass in the limit. It can be seen that the two different viewpoints result in the same object, namely Young measure varifolds. More information on Young measure varifolds can be found elsewhere [1, 18] .
In this article, Young measure varifolds appear only as limiting objects as time goes to Infinity. Young measures describe classical deformation gradients (that is, functions of x) and possible microstructures. If one interprets damage as infinitely large deformation gradients, then a nonvanishing varifold part describes damage (in engineering applications, one will be inclined to say that damage occurs where deformation gradients exceed a certain threshold; yet, varifolds are an appropriate concept to deal with the possibility of ever larger deformation gradients in the limit as time goes to Infinity). Should the set of points in Ω with non-vanishing varifold part form a low-dimensional subset of Ω, then one can say that the material damage occurs in form of fracture.
We recall the following generalisation of convexity. (i) supp (ν(x)) ⊂ K for a.e. x ∈ Ω,
(ii) Id, ν(x) = Du(x) for a.e. x ∈ Ω, (iii) f, ν(x) ≥ f ( Id, ν(x) ) for a.e. x ∈ Ω and every quasiconvex function f : R m×n → R.
