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Abstract
Ryj-a.cek (J. Combin. Theory B 70 (1997) 217) introduced a very useful notion of a closure
cl(G) for a claw-free graph G and proved, in particular, that c(G)= c(cl(G)) where c(H) is the
length of a longest cycle in H . In this paper, we describe some strengthenings of the main results
in Ryj-a.cek (J. Combin. Theory B 70 (1997) 217). As a result, we introduce some new closures
(G) that can be used in a wider class of graphs, and show, in particular, that c(G) = c((G))
and p(G)=p((G)) where p(H) is the length of a longest path in H . As a byproduct, we give
some new su8cient conditions for graphs to have a Hamiltonian cycle, path, v-path, and uv-path,
and show, in particular, that every claw-free 9-connected graph is Hamiltonian connected. We
also give a construction that provides in;nitely many counterexamples to the conjecture on the
so-called cl2-closure in Bollobas et al. (Discrete Math. 195 (1999) 67).
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1. Introduction
We consider undirected simple graphs. All notions on graphs that are not de;ned
here can be found in [3].
We use the following notation:
V (G) and E(G) are the sets of vertices and edges of a graph G, respectively,
v(G)= |V (G)| and e(G)= |E(G)|,
H is a subgraph of G, written H ⊆G, if H is a graph, V (H)⊆V (G), and
E(H)⊆E(G),
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G[X ] is the subgraph of G induced by a vertex subset X in G,
K(X ) is the complete graph with the vertex set X ,
G[V (H)]=G[H ] and K(V (H))=K(H) where H is a subgraph of G,
N (x)=N (x; G) is the neighborhood of a vertex x in G, i.e. the subgraph in G
induced by the set of vertices adjacent to x,
Nx =Nx(G) is the subgraph in G induced by N (x)∪ x in G,
N [X ] =
⋃ {Nx: x∈X } where X ⊆V (G),
S(T ) is the set of vertices of degree at least two in a tree T ,
c(G) is the circumference of G, i.e. the length of a longest cycle in G, and puv(G),
pv(G), and p(G) are the lengths of a longest uv-path, a longest v-path, and a longest
path in G, respectively.
A claw is a graph having exactly three edges that are incident to a (unique) common
vertex. This vertex is called the center of the claw. In other words, a claw is isomorphic
to K1;3 and it looks like the letter Y . If Y is a claw in G with center x and the vertex
set {x; y1; y2; y3}, we call it an x-claw and write Y =(x;y1; y2; y3). If x∈X ⊆G, we
say that Y is centered in X . An xy-claw is a claw with center x and an edge xy.
A graph G is called claw-free if G has no induced subgraph isomorphic to a claw.
A uv-path (v-path) is a path with the end-vertices u and v (respectively, with an
end-vertex v). A uv-path P is sometimes denoted by uPv. If a and b are vertices of P
then aPb denotes the subpath of P with the end-vertices a and b.
A pair (A; z) of G is called a cone (or A is called a z-cone) in G if A is an induced
subgraph of G, z ∈V (A) and za∈E(A) for every a∈V (A− z).
Let (A; z) and (A′; z′) be cones in G. We de;ne (A; z)4 (A′; z′) if z= z′ and A⊆A′,
and (A; z)= (A′; z′) if z= z′ and A=A′. A cone (A; z) is called k-connected if A − z
is a k-connected graph. Clearly G has only one 4-maximal z-cone which we denote
by Nz (and so N (x)=Nx − x).
Ryj-a.cek [7] introduced a very useful notion of a closure of a claw-free graph (similar
in nature to that of Bondy and Chvatal [2]), established some interesting properties of
this closure, and showed that some previous results on Hamiltonicity of graphs follow
from the fact that the closure operation preserves the circumference of a claw-free
graph. We now recall the de;nition and basic properties of this closure.
Let H be a subgraph of a graph G. Let F =G ∪K(H). We say that F is obtained
from G by the completion of its subgraph H .
Let Gx be obtained from G by completion of N (x) provided N (x) is connected. In
other words, Gx is obtained from G by completion of the connected maximal x-cone
Nx in G. We also say that Gx is obtained from G by a local completion.
A closure of G is a maximal graph that can be obtained from G by a series of local
completions. One can easily show ([7, Section 5]), that a graph has only one closure.
In [7] cl(G) denotes the closure of a claw-free graph G.
It is easy to see that
1.1 (Ryj-a.cek [7]). Let G be a claw-free graph. Then
(a1) cl(G) is claw-free and
(a2) cl(cl(G))= cl(G).
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The local completion operation of a graph has the following important property:
1.2 (Ryj-a.cek [7]). Let G be a claw-free graph. Let x be a vertex in V (G) with
connected neighborhood N (x), and Gx be obtained from G by the completion of N (x)
(or, the same, by the completion of cone Nx). Then c(G)= c(Gx).
From 1.2 we have:
1.3 (Ryj-a.cek [7]). If G is a claw-free graph, then c(G)= c(cl(G)).
In this paper we describe some re;nements or strengthenings of the main results
in [7]. As a result, we introduce some new closures (G) that can be used in a wider
class of graphs, and show, in particular, that c(G)= c((G)) and p(G)=p((G))
where p(H) is the length of a longest path in H . As a byproduct, we give some
new su8cient conditions for graphs to have a Hamiltonian cycle, path, v-path, and uv-
path, and show, in particular, that every claw-free 9-connected graph is Hamiltonian
connected. We also give a construction that provides in;nitely many counterexamples
to the conjecture on the so-called cl2-closure in [1].
The results of this paper were presented at the Discrete Mathematics Seminar at the
University of Puerto Rico in November 1998 (see also [6]).
2. Essential vertex sets in a graph
In this section, we introduce a notion of an essential set in G and establish some
properties of essential sets. This notion will be used in the next section.
A vertex subset R of G is called essential if for every pair x; y of non-adjacent
vertices in G there exists an xy-path P in G such that V (P − {x; y})⊆R. Let es(G)
denote the number of vertices in a minimum essential set of G. Clearly if G is a
connected graph then G has an essential vertex subset, and if, in addition, v(G)¿3
then es(G)¿1.
Recall that for a tree T , S(T ) denotes the set of vertices of degree at least two in
T . Clearly if v(T )¿3 then S(T ) = ∅.
2.1. Let G be a connected graph with at least three vertices and R⊆V (G). The
following conditions are equivalent:
(a1) R is an essential set in G and
(a2) there exists a spanning tree T of G such that S(T )⊆R.
Proof. Clearly, if A⊆B⊆V (G) and A is essential, then B is also essential. Let T
be a spanning tree in G. Since v(G)¿3, we have S(T ) = ∅. Therefore since S(T ) is
essential, (a2) implies (a1).
Now suppose that R is an essential set in G. We know that for every pair x; y
of distinct vertices in R there exists an xy-path P in G such that V (P − {x; y})⊆R.
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Therefore G[R] is connected. If z ∈V (G − R) and r ∈R, then there exists an zr-path
P in G such that V (P) − {z; r}⊆R, and so z is adjacent to a vertex in R. Therefore
G has a spanning tree T such that S(T )⊆R, and so (a1) implies (a2).
2.2. Let G be a k-connected graph and X ⊆V (G).
(a1) Suppose that |X |= k, k¿1. Then V (G−X ) is an essential set in G if and only
if G − X is connected.
(a2) Suppose that |X |6k − 1. Then V (G − X ) is an essential set in G.
Proof (uses 2.1). Since G − X is connected, it has a spanning tree T . Since G is
k-connected, every vertex x from X is adjacent to a vertex x′ in G − X . Then
T ′=T ∪{xx′: x∈X } is a spanning tree of G and every vertex from X is a leaf
of T ′. By 2.1, G − X is an essential vertex set in G.
2.3. Suppose that G is a connected graph and that G has no independent set of three
vertices. Then
(a1) es(G)63 and, moreover,
(a2) if G− c is not connected for some c∈V (G) then G− c has exactly two compo-
nents, say K1 and K2, each Ki is a complete graph (i=1; 2), and G − Kj is a
complete graph for some j∈{1; 2}, and in particular, {c; d} is an essential set
of G for d∈V (Kj), and so es(G)62, and
(a3) if G − {a; b} is not connected for a; b∈V (G) then G − {a; b} has exactly two
components, say K1; K2, and each Ki is a complete graph, and in particular,
(a3.1) if ab∈E(G) then {a; b} is an essential set of G, and so es(G)62, and
(a3.2) if ab =∈E(G) then {a; a1; a2} where ai ∈V (Ki) is a minimum essential set of
G, and so es(G)= 3.
Proof. We ;rst prove claim (a1). If G is a complete graph then (a1) is obviously true.
So let G be a non-complete graph. Since G is connected, G has an induced path # of
three vertices. Since G has no independent set of three vertices, each vertex of G−#
is adjacent to at least one of the end-vertices of #. Therefore V (#) is an essential set
of G and |V (#)|=3.
Now we will prove (a2) and (a3). Let S = {c} in (a2) and S = {a; b} in (a3). Since
G has no independent set of three vertices, G − S has exactly two components, say
K1 and K2. Let ai ∈V (Ki), i=1; 2. If b∈V (Kj) and a1b =∈E then {a1; a2; b} is an
independent set in G, a contradiction. Therefore Kj is a complete graph, j=1; 2. In
case (a2), if a1c; a2c =∈E(G) then {a1; a2; c} is an independent set in G, a contradiction.
Therefore G − Kj is a complete graph for some j∈{1; 2}.
From 2.3 we have:
2.4. Let Dx be a connected x-cone having no induced x-claws. Then es(Dx − x)63.
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3. Local completions of graphs
As we mentioned above, the operation of a local completion is based on the com-
pletion of a connected maximal cone (or, the same, a connected vertex neighborhood)
of a graph and in [7] this operation is applied to claw-free graphs. In this section, we
consider more general local completions and apply them not only to claw-free graphs.
One can easily prove the following claim:
3.1. Let A be an x-cone in G, p; b∈V (A− x), and pb =∈E(G). Let Ae=A∪pb and
Ge=G ∪pb.
Suppose that
(h1) R is an essential vertex set in A− x,
(h2) G has no induced ax-claw with a∈R,
(h3) A has no induced x-claw, and
(h4) A− x is k-connected.
Then, respectively,
(h′1) R is an essential vertex set in Ae − x,
(h′2) Ge has no induced ax-claw with a∈R,
(h′3) Ae has no induced x-claw, and
(h′4) Ae − x is k-connected.
In what follows x∈V (G), Dx is a connected x-cone in G, Dx has no induced x-claw,
D=Dx − x (and so D is connected), G′ is obtained from G by the completion of Dx
(or, the same, by the completion of D), and we put E=E(G), U =E(G′)\E(G), and
U (H)=U ∩E(H) for a subgraph H of G′.
Let a /-path in the next claim be either a path or a v-path or uv-path.
3.2. Suppose that x∈V (G), Nx is an x-cone in G. If for every cycle C′ in G′ such
that V (Nx)⊆V (C′) there exists a cycle C in G such that V (C)=V (C′) then
(c1) c(G)= c(G′) and, in particular,
(c2) G has a Hamiltonian cycle if and only if G′ has a Hamiltonian cycle.
Similarly if for every /-path P′ in G′ such that V (Nx)⊆V (P′) there exists a /-path
P in G such that V (P)=V (P′) then
(b1) p/(G)=p/(G′) and, in particular,
(b2) G has a Hamiltonian /-path if and only if G′ has a Hamiltonian /-path.
Proof. Obviously (c1) implies (c2) and (b1) implies (b2). We will prove (c1). The
proof of (b1) is similar. Let C′ be a longest cycle in G′. If C′ is a cycle in G
then, clearly, c(G)= c(G′). Therefore, let ab∈E(C′) where ab∈E(G′)\E(G). Then
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ab∈K(Nx − x)⊆G′. Suppose that V (Nx − C′) = ∅. Since K(Nx)⊆G′, there exists an
ab-path P in G′ such that V (P−{a; b})=V (Nx −C′). Let L=(C′ − ab)∪P. Then L
is a cycle in G′ and v(L)= v(C′)+v(P). Since V (Nx−C′) = ∅, v(C′)¡v(L). Therefore
C′ is not a longest cycle in G′, a contradiction.
The analysis of the procedure, used in [7] to prove theorem 1.2, shows that the
following re;nement of 1.2 on cycles in a graph is true.
3.3. Suppose that
(h0) C′ is a cycle in G′ such that V (Dx)⊆V (C′) and C′ has two edges in Dx incident
to x,
(h1) R is an essential vertex set in D, and
(h2) G has no induced rx-claw with r ∈R.
Then there exists a cycle C in G such that
(a1) V (C)=V (C′),
(a2) C has two edges in Dx incident to x,
(a3) C − (E(N [R])∪ x)=C′ − (U ∪E(N [R])∪ x), and
(a4) C − (R∪ x)⊇C′ − (U ∪R∪ x).
Proof (uses 2.1). Let xq∈E(C′) and q∈V (D). A cycle Q in G′ (and, in particular,
in G) is called good if V (Q)=V (C′), Q has two edges in Dx incident to x, Q −
(U ∪E(N [R])∪ x)=C′ − (U ∪E(N [R])∪ x), and Q − (U ∪R∪ x)⊇C′ − (U ∪R∪ x).
We want to show that G has a good cycle.
(p1) First we prove the following
Claim. Let L be a good cycle in G′ containing xq and of minimum |U (L)|. Then
|U (L)|61.
Indeed, L exists because C′ is a good cycle containing xq. Suppose, on the contrary,
that p1b1; p2b2 ∈U (L). Let L= xqLp1b1Lp2b2Ldx (possibly, b2 =d).
If p1d∈E, then let L′= xqLp1dLb2p2Lb1x (Fig. 1(a1)).
If p1p2 ∈E, then let L′= xqLp1p2Lb1b2Ldx (Fig. 1(a2)).
If p2d∈E, then let L′= xqLp1b1Lp2dLb2x (Fig. 1(a3)).
In all three cases L′ is a good cycle in G′ and |U (L′)|¡|U (L)|. This contradicts
the minimality of L. Therefore {p1d; p1p2; p2d}∩E= ∅. Then {x; p1; p2; d} induces
an x-claw in G, a contradiction.
(p2) Now we can assume that there exists a good cycle L in G′ such that |U (L)|61.
If |U (L)|=0 then L is a good cycle in G, and we are done. Therefore let |U (L)|=1,
namely, U (L)= {pb} and L= xqLpbLdx.
If dq∈E then xpLqdLbx is a good cycle in G (Fig. 2(a1)).
If pd∈E then xqLpdLbx is a good cycle in G (Fig. 2(a2)).
Therefore we can assume that dq; pd =∈E, and also, by symmetry, bq =∈E. Since Dx
has no induced x-claw, pb; pd =∈E implies bd∈E. By symmetry, pq∈E.
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Fig. 1.
By 2.1, D has a spanning tree T such that S(T )⊆R, and so Dx has no induced rx-
claw with r ∈ S(T ). Let uQv be a (unique) path in T connecting a vertex from {q; p}
with a vertex from {b; d}. Let ,(L)= e(Q). We can assume that L has minimum ,(L)
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Fig. 2.
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among all good cycles having exactly one edge in U . By symmetry, we can assume
that u=p and v= b. Since pb =∈E, clearly e(Q)¿2. Let pz ∈E(Q). Since Q⊆T ,
we have: z ∈ S(T ), and so G has no induced zx-claw. Since V (Dx)⊆V (L), we have
z ∈V (L). Let s and t be the two vertices adjacent to z in L. Since G has no induced
zx-claw, there is an edge with the ends in {x; s; t}.
If L is a good cycle in G, then let ,(L)= 0.
(p2.1) Suppose that z ∈ bLd and pbLd=pbLsztLd (possibly, s= b and=or t=d).
If xs∈E, then xqLpzLdbLsx is a good cycle in G (Fig. 2(a3)).
If xt ∈E, then xqLpzLbdLtx is a good cycle in G (Fig. 2(a4)).
If st ∈E, then let L′= xqLpzbLstLdx (Fig. 2(a5)). If bz ∈E, then L′ is a good cycle
in G. If bz =∈E, then L′ is a good cycle in G′ and ,(L′)¡,(L), a contradiction.
We actually proved (and will use in the proof of 3.8) that under the assumption of
(p2.1) the following is true:
Claim. Suppose that L is a good cycle in G′ such that U (L)|=1. If xq∈E(L) then
there exists a good cycle L′ in G′ such that xq∈E(L′) and either U (L′)= ∅ or
,(L′)¡,(L). If xd∈E(L) and st ∈E then there exists a good cycle L′ in G′ such that
xd∈E(L′) and ,(L′)¡,(L).
(p2.2) Now suppose that z ∈ bpLq and bpLq= bpLsztLq (possibly, s=p and=or t= q).
If xs∈E, then let L′= xsLpqLzbLdx (Fig. 2(a6)).
If xt ∈E, then let L′= xtLqpLzbLdx (Fig. 2(a7)).
If st ∈E, then let L′= xqLtsLpzbLdx (Fig. 2(a8)).
If bz ∈E, then in each case L′ is a good cycle in G. If bz =∈E, then L′ is a good
cycle in G′ and ,(L′)¡,(L), a contradiction.
We actually proved (and will use in the proof of 3.8) that under the assumption of
(p2.2) the following is true:
Claim. Suppose that L is a good cycle in G′ such that U (L)|=1. If xd∈E(L) then
there exists a good cycle L′ in G′ such that xd∈E(L′) and either U (L′)= ∅ or
,(L′)¡,(L). If xq∈E(L) and st ∈E then there exists a good cycle L′ in G′ such that
xq∈E(L′) and ,(L′)¡,(L).
Remark. Let p; b∈V (G), e=pb =∈E(G), and Ge=G ∪ e. From 3.1 it follows that 3.3
is equivalent to 3:3′ obtained from 3.3 by replacing G′ by Ge. Theorem 3:3′ can be
proved by induction on the length of a (unique) pb-path in T . The proof of 3:3′ is
similar to (p2) in the above proof. Moreover, it is simpler than the above proof because
(p1) is not needed. Note that the property
(h) G has no induced claw (required in 1.2) does not imply that
(h′) Ge has the same property, i.e. Ge has no induced claw.
For that reason the step, similar to (p1), is needed to prove 1.2.
In what follows, P′ is a uv-path in G′ such that V (Dx)⊆V (P′).
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3.1. Paths with two speci&ed end-vertices
Let us consider the paths in G and G′ having the same end-vertices u and v. The
results depend essentially on how u and v are located in G with respect to Dx.
First we consider uv-paths in G′ having exactly two edges in Dx incident to x.
3.4. Suppose that
(h0) P′ has two edges in Dx incident to x (and so x =∈{u; v}),
(h1) R is an essential vertex set in D − {u; v}, and
(h2) G has no induced rx-claw with r ∈R.
Then G has a uv-path P such that
(a1) V (P)=V (P′),
(a2) P has two edges in Dx incident to x,
(a3) P − (E(N [R])∪ x)=P′ − (U ∪E(N [R])∪ x), and
(a4) P − (R∪ x)⊇P′ − (U ∪R∪ x).
Proof (uses 3:3). Let MG=G ∪ uv and MC′ be the cycle in P′ ∪ uv. By 3.3, MG has
a cycle MC such that V ( MC)=V ( MC′), MC has two edges in Dx incident to x, MC −
(E(N [R])∪ x)= MC′− (U ∪E(N [R])∪ x), and MC − (R∪ x)⊇ MC′− (U ∪R∪ x). By (h1),
uv∈E( MC′ − (U ∪R∪ x)). Hence uv∈E( MC), and so P= MC − uv is a required uv-path
in G.
From 3.4 we have:
3.5. Suppose that
(h0) P′ has two edges in Dx incident to x,
(h1) u; v∈V (G − Dx),
(h2) R is an essential vertex set in D, and
(h3) G has no induced rx-claw with r ∈R.
Then there exists a uv-path P in G such that
(a1) V (P)=V (P′),
(a2) P has two edges in Dx incident to x,
(a3) P − (E(N [R])∪ x)=P′ − (U ∪E(N [R])∪ x), and
(a4) P − (R∪ x)⊇P′ − (U ∪R∪ x).
3.6. Suppose that
(h0) P′ has two edges in Dx incident to x,
(h1) v∈V (D) and u∈V (D) (u∈V (G − D)),
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(h2) D − {u; v} is connected and both u and v are adjacent to some vertices in
D − {u; v},
(h3) G has no induced rx-claw with r ∈V (D − {u; v}), respectively,
(h2′) D − v is connected,
(h3′) G has no induced rx-claw with r ∈V (D − v).
Then there exists a uv-path P in G such that
(a1) V (P)=V (P′),
(a2) P has two edges in Dx incident to x,
(a3) P − (E(N [Dx − {u; v}])∪ x)=P′ − (U ∪E(N [Dx − {u; v}])∪ x),
(a4) P − (Dx − {u; v})⊇P′ − (U ∪ (Dx − {u; v})),
respectively,
(a3′) P − (E(N [Dx − v])∪ x)=P′ − (U ∪E(N [Dx − v])∪ x),
(a4′) P − (Dx − v)⊇P′ − (U ∪ (Dx − v)).
Proof (uses 2:2 and 3:4). From (h2) and 2.2 it follows that R=V (D − {u; v}) (re-
spectively, R=V (D− v)) is an essential vertex set in D. Therefore our claim follows
from 3.4.
The construction below provides in;nitely many graphs showing that assumption
(h2) in 3.6 is essential.
Let X = {b1; b2; u1; u2; c; x} and H be obtained from the complete graph K(X ) on the
vertex set X by removing edge u1u2, adding two new vertices a1 and a2 and the set of
new edges {a1a2; a1x; a2x; a1u1; a2u2}. Let K1 and K2 be disjoint complete graphs that
are disjoint from H . Let F be obtained from H ∪K1 ∪K2 by adding all edges between
K1 and {a1; u1} and all edges between K2 and {a2; u2}, i.e. F =H ∪K1 ∪K2 ∪{k1a1;
k1u1: k1 ∈V (K1)}∪ {k2a2; k2u2: k2 ∈V (K2)} (see Fig. 3).
It is easy to see that
3.7. Let F be a graph provided by the above construction and N (x)=N (x; F) be the
neighborhood of vertex x in F . Then
(a1) F has no induced claws,
(a2) N (x)− {u1; u2} is not connected,
(a3) F has no Hamiltonian u1u2-path, and
(a4) F ∪ a1b1⊂F ∪K(N (x)) and F ∪ a1b1 has a Hamiltonian u1u2-path.
The next theorem concerns uv-paths in G′ having exactly one edge in Dx incident
to x.
Recall that x∈V (G), Dx is a connected x-cone in G, Dx has no induced x-claw,
D=Dx − x (and so D is connected), G′ is obtained from G by the completion
of Dx.
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Fig. 3.
3.8. Suppose that
(h) Dx is either a maximal connected x-cone or a connected x-cone such that Nx
has no induced x-claw (x; y; b; c) with y∈V (Nx−Dx), z adjacent to a vertex in
D, and b; c∈V (D),
(h0) P′ has exactly one edge in Dx incident to x,
(h1) u∈V (G − Dx) (u∈V (D)) and vP′x∩Dx = x,
(h2) D is 2-connected,
(h3) G has no induced rx-claw with r ∈D,
respectively,
(h2′) D − u is 2-connected,
(h3′) G has no induced rx-claw with r ∈V (D − u).
Then there exists a uv-path P in G such that
(a1) V (P)=V (P′) and vP′x⊂P,
(a2) P has exactly one edge in Dx incident to x,
(a3) P − (E(N [D])∪ x)=P′ − (U ∪E(N [D])∪ x),
(a4) P − Dx ⊇P′ − (U ∪Dx),
respectively,
(a3′) P − (E(N [D − u])∪ x)=P′ − (U ∪E(N [D − u])∪ x), and
(a4′) P − (Dx − u)⊇P′ − (U ∪ (Dx − u)).
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Proof (uses Claims (p1), (p2.1), and (p2.2) in the proof of 3.3). Let q be the vertex
in D such that uPq∩D= q (possibly, u= q). Let C′ be the cycle of P′ ∪ qx. We call
a cycle Q in G′ good if qx∈E(Q), V (Q)=V (C′), Q has exactly two edges in Dx
incident to x, and also Q−(E(N [D])∪ x)=C′−(U ∪E(N [D])∪ x), and Q−Dx ⊇C′−
(U ∪Dx) (respectively, Q−(E(N [D−u])∪ x)=C′−(U ∪E(N [D−u])∪ x), Q−(Dx−
u)⊇C′− (U ∪ (Dx−u))). Also we call a uv-path S good if V (S)=V (P′), vP′x⊂ S, S
has exactly one edge in Dx incident to x, S− (E(N [D])∪ x)=P′− (U ∪E(N [D])∪ x),
and S−Dx ⊇P′− (U ∪Dx) (respectively, S− (E(N [D− u])∪ x)=P′− (U ∪E(N [D−
u])∪ x), S − (Dx − u)⊇P′ − (U ∪ (Dx − u))). Clearly if Q is a good cycle then
L(Q)= uP′q(Q − xq)xP′v is a good uv-path in G′ and U (Q)=U (L(Q)).
It is su8cient to show that G has a good uv-path.
By (p1) in the proof of 3.3, we can assume that there exists a good cycle Q such
that |U (Q)|61. Let L=L(Q), and so U (Q)=U (L). If |U (L)|=0, then P′ is a good
uv-path in G. Therefore let |U (L)|=1, namely U (L)= {pb} and L= xqLpbLdx. If
pd∈E, then uLxqLpdLbxLv is a good uv-path in G (Fig. 4(a1)). Therefore let pd =∈E.
Since G has no induced x-claw, pb; pd =∈E implies bd∈E.
Let A=D, if u∈G−Dx, and A=D− u, if u∈D. Since A is 2-connected, there are
two inner disjoint paths bBp and dHp from {b; d} to p in A. Let ,(L)= e(B)+ e(H).
We can assume that L is a good uv-path of minimum ,(L). Since pb; pd =∈E, we have:
e(B)¿2 and e(H)¿2. Let bb′ ∈E(B) and dd′ ∈E(H). Then b′ =d′ and b′; d′ ∈V (D−
{b; d; p}. Therefore by (h3) (and (h3′)), G has no induced b′x-claw and no induced
d′x-claw.
By (p2.2) in the proof of 3.3, we can assume that b′; d′ ∈pLq. Let qLb′p= qLd1d′d2
Lb1b′b2Lp. By (p2.1) in the proof of 3.3, we can assume that b1b2; d1d2 =∈E.
If bb2 ∈E, then L′= uLqb′pLb2bLdxLv is a good uv-path in G′ with U (L′)= {b′p}
(Fig. 4(a2)). Since b′Bp= bBp − b, clearly ,(L′)¡,(L), a contradiction. Therefore
bb2 =∈E.
If bd2 ∈E, then L′= uLqLd′dLbd2LpxLv is a good uv-path in G (Fig. 4(a3)).
If b1d∈E, then L′= uLqLb1dLbb′LpxLv is a good uv-path in G (Fig. 4(a4)).
If b1p∈E, then L′= uLqLb1pLb′bLdxLv is a good uv-path in G (Fig. 4(a5)).
Therefore let bd2; b1d; b1p =∈E.
If xb1 ∈E, then {x; b1; p; d} induces an x-claw (Fig. 4(a6)), a contradiction. There-
fore xb1 =∈E. Since by (h3) (and (h3′)), G has no induced b′x-claw and b1b2, xb1 =∈E,
we have xb2 ∈E.
If b2d2 ∈E, then L′= uLqLd′dLbb′Ld2b2LpxLv is a good uv-path in G (Fig. 5(a1)).
Therefore b2d2 =∈E.
Suppose that d′ = q (which is true, in particular, when u= q). Then by the arguments,
similar to that above, xd2 ∈E. Hence {x; b; b2; d2} induces an x-claw in Dx (Fig. 5(a3)),
a contradiction.
Now suppose that d′= q, and so u = q. Then qd1 ∈E(uLq).
If d1d2 ∈E then L′= uLd1d2Lb′bLdqpLb2xv is a good uv-path in G′ (Fig. 5(a2))
and ,(L′)¡,(L), a contradiction. Therefore d1d2 =∈E.
Suppose that xd1 =∈E. By (h3) (and (h3′)), xd2 ∈E. Hence, as above, {x; b; b2; d2}
induces an x-claw in Dx (Fig. 5(a3)), a contradiction.
Now suppose that xd1 ∈E.
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If pd1 ∈E then uLd1pLqdLbxv is a good uv-path in G (Fig. 5(a4)).
If bd1 ∈E then uLd1bLdqLpxv is a good uv-path in G (Fig. 5(a5)).
Therefore let bd1; pd1 =∈E. We also know that bp =∈E. Therefore {x; d1; b; p} induces
an x-claw in Nx where d1 ∈V (Nx − Dx) and b; p∈V (D) (Fig. 5(a6)). Since d1q∈E
and q∈V (D), clearly Dx is not a maximal connected x-cone in G. By (h), {x; d1; b; p}
does not induce an x-claw in Nx, a contradiction.
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Now we consider uv-paths in G′ having no edges in Dx incident to x.
3.9. Suppose that
(h0) uP′v has no edges in Dx incident to x and uP′v= uP′u1P′v1P′xP′v where uP′u1 ∩
D= u1 and v1P′x∩D= {v1; x},
156 A. Kelmans /Discrete Mathematics 271 (2003) 141–168
(h1) Nx − Dx is a complete graph,
(h2) D − {u1; v1} is connected and both u1 and v1 are adjacent to some vertices in
D − {u1; v1}, and
(h3) Dx has no x-claw and G has no induced rx-claw with r ∈D.
Then there exists a uv-path P in G such that
(a1) V (P)=V (P′),
(a2) P − (E(N [D − {u1; v1}])∪ x)=P′ − (U ∪E(N [D − {u1; v1}])∪ x), and
(a3) P − Dx ⊇P′ − (U ∪Dx).
Proof (uses 3:6). If U (P′)= ∅, then P′ is a required path. So let pq∈U (P′) and
u1P′v1 = u1P′pqP′v1. Let L′= u1P′pxqP′v1. By 3.6, there exists a u1v1-path L in G
such that V (L)=V (L′), L−(E(N [D−{u1; v1}])∪ x)=L′−(U ∪E(N [D−{u1; v1}])∪ x),
L− (Dx−{u1; v1})⊇L′− (U ∪ (Dx−{u1; v1})). Let v1P′v= v1P′sxtP′v. Since by (h1),
Nx −Dx is a complete graph, we have st ∈E. Then P= uP′u1Lv1P′stP′v is a required
path.
3.10. Suppose that
(h0) uP′v has no edges in Dx incident to x and uP′v= uP′u1P′u2P′xP′v2P′v1P′v where
uP′u1 ∩D= u1, vP′v1 ∩D= v1, u2P′x∩D= {u2; x}, and v2P′x∩D= {v2; x},
(h1) Nx − Dx is a complete graph,
(h2) D − {u1; v1; u2; v2} is connected and each vertex in {u1; v1; u2; v2} is adjacent to
a vertex in D − {u1; v1; u2; v2}, and
(h3) Dx has no x-claw and G has no induced rx-claw with r ∈D.
Then there exists a uv-path P in G such that
(a1) V (P)=V (P′),
(a2) L− (E(N [Dx])∪ x)=L′ − (U ∪E(N [Dx])∪ x), and
(a3) P − Dx ⊇P′ − (U ∪Dx).
Proof (uses 3:3). If U (P′)= ∅, then P′ is a required path. Let pq∈U (P′) and u2P′u1 =
u2P′pqP′u1. Let MG=G ∪{u1v1; u2v2} and L′= u2P′pxqP′u1vv1P′v2u2. Then L′ is a cy-
cle in MG. By (h2), R=V (D − {u1; v1; u2; v2}) is an essential vertex set in D. Since
all the assumptions of 3.3 are satis;ed for the cycle L′ in MG, by 3.3, there
exists a cycle L in G ∪{u1v1; u2v2} such that V (L)=V (L′), L − (E(N [R])∪ x)=
L′− (U ∪E(N [R])∪ x), and L− (R∪ x)⊇L′− (U ∪R∪ x). Therefore u1v1; u2v2 ∈E(L).
Let u2P′xP′v2 = u2P′sxtP′v2. By (h1), Nx−Dx is a complete graph. Therefore st ∈E(G).
Then uPv= uP′u1Lu2P′stP′v2Lv1v is a required path in G.
3.11. Suppose that
(h1) P′ has at least one edge in Dx incident to x,
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(h2) D is 3-connected, and
(h3) G has no induced rx-claw with r ∈D.
Then
(a) there exists a uv-path P in G such that
(a1) V (P)=V (P′),
(a2) P has at least one edge in Dx incident to x,
(a3) P − (E(N [D])∪ x)=P′ − (U ∪E(N [D])∪ x), and
(a4) P − Dx ⊇P′ − (U ∪Dx).
(b) puv(G)=puv(G′), and in particular,
(c) G has a Hamiltonian uv-path if and only if G′ has a Hamiltonian uv-path.
Proof (uses 3:2; 3:5; 3:6, and 3:8). By (h1), (h2), and (h3), the assumptions of 3.5,
3.6, and 3.8 are satis;ed. Therefore by these claims, (a) holds. Now by 3.2, (b) and
(c) follow from (a).
There are in;nitely many examples showing that the assumptions of the above the-
orems are essential.
3.2. Paths with exactly one speci&ed end-vertex
Let us consider the paths in G and G′ having a common end-vertex v∈V (G). Again,
the results depend on where v is located with respect to Dx.
As above, P′ is a uv-path in G′ such that V (Dx)⊆V (P′).
3.12. Suppose that
(h0) P′ has two edges in Dx incident to x and
(h1) u∈V (D).
Then there exists a v-path P in G such that
(a1) V (P)=V (P′),
(a2) P has two edges in Dx incident to x, and
(a3) P − E(Dx)=P′ − (U ∪E(Dx)).
Proof. We call a v-path Q in G′ (and, in particular, in G) good if V (Q)=V (P′),
Q has two edges in Dx incident to x, and Q − (U ∪E(Dx))=P′ − (U ∪E(Dx)). Our
goal is to prove that G has a good v-path. Let L be a good v-path in G′ of minimum
|U (L)|. If |U (L)|=0 then L is a required path. So let |U (L)|¿0 and pq∈U (L). Let
L= vLv′LsxtLu.
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(p1) Suppose that vLs= vLqpLs.
If pt ∈E, then let L′= vLqxuLtpLs.
If qt ∈E, then let L′= vLqtLuxpLs.
In both cases L′ is a good v-path and |U (L′)|¡|U (L)|, a contradiction. Therefore
pt; qt =∈E. Then {x; p; q; t} induces an x-claw in Dx, a contradiction.
(p2) Now suppose that uLt= uLpqLt.
If ps∈E, then let L′= vLspLuxtLq.
If qs∈E, then let L′= vLsqLtxuLp.
In both cases L′ is a good v-path and |U (L′)|¡|U (L)|, a contradiction. Therefore
ps; qs =∈E. Then {x; p; q; s} induces an x-claw in Dx, a contradiction.
3.13. Suppose that
(h0) P′ has exactly one edge in Dx incident to x,
(h1) either u= x or v =∈V (D) and u∈V (D),
(h2) R is an essential vertex set in D, and
(h3) G has no induced rx-claw with r ∈R.
Then there exists a v-path in G such that
(a1) V (P)=V (P′),
(a2) P has at least one edge in Dx incident to x,
(a3) P − (E(N [R])∪ x)=P′ − (U ∪E(N [R])∪ x), and
(a4) P − (R∪ x)⊇P′ − (U ∪R∪ x).
Proof (uses 3:3). If u= x, then let v′ be the vertex in D such that vP′v′ ∩D= v′ and
MC′ be a (unique) cycle in P′ ∪ xv′. If v =∈V (D) and u∈V (D), then let MC′ be a (unique)
cycle in P′ ∪ xu.
By 3.3, MG has a cycle MC such that V ( MC)=V ( MC′), MC has exactly two edge in Dx
incident to x, MC − (E(N [R])∪ x)= MC′ − (U ∪E(N [R])∪ x), and MC − (R∪ x)⊇ MC′ −
(U ∪R∪ x). Now if u= x, then MC ∪ vP′v′ contains a required v-path P. If v =∈V (D)
and u∈V (D), then MC ∪ vP′x contains a required v-path P.
3.14. Suppose that
(h0) P′ has two edges in Dx incident to x,
(h1) v∈V (D) and u∈V (G − Dx),
(h2) D − v is connected, and
(h3) G has no induced rx-claw with r ∈V (D − v).
Then there exists a v-path P in G such that
(a1) V (P)=V (P′),
(a2) P has two edges in Dx incident to x,
(a3) P − (E(N [Dx − v])∪ x)=P′ − (U ∪E(N [Dx − v])∪ x), and
(a4) P − (Dx − v)⊇P′ − (U ∪ (Dx − v)).
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Proof (uses 3:4). By (h2), D− v is connected. Therefore R=V (D− v) is an essential
vertex set in D. Now our claim follows from 3.4.
3.15. Suppose that
(h1) P′ has at least one edge in Dx incident to x,
(h2) D is 2-connected, and
(h3) G has no induced rx-claw with r ∈D.
Then
(a) there exists a v-path P in G such that
(a1) V (P)=V (P′),
(a2) P has at least one edge in Dx incident to x,
(a3) P − (E(N [D])∪ x)=P′ − (U ∪E(N [D])∪ x), and
(a4) P − Dx ⊇P′ − (U ∪Dx), in particular,
(b) pv(G)=pv(G′), and in particular,
(c) G has a Hamiltonian v-path if and only if G′ has a Hamiltonian v-path.
Proof (uses 3:2; 3:8; 3:12; 3:13, and 3:14). By (h1), (h2), and (h3), the assumptions
of 3.8, 3.12, 3.13, and 3.14 are satis;ed. Therefore by these claims, (a) holds. Now
by 3.2, (b) and (c) follow from (a).
3.3. Paths with non-speci&ed end-vertices
Now let us consider paths in G and G′ with not speci;ed end-vertices.
3.16. Suppose that
(h0) P′ has two edges in Dx incident to x,
(h1) R is an essential vertex set in D, and
(h2) G has no induced rx-claw with r ∈R.
Then there exists a path P in G such that
(a1) V (P)=V (P′),
(a2) P has two edges in Dx incident to x, and
(a3) P − (E(N [R])∪ x)=P′ − (U ∪E(N [R])∪ x).
Proof (uses 3:5 and 3:12). Let, as above, u and v be the end-vertices of P′.
If {u; v}∩Dx = ∅, then we are done by 3.5. If {u; v}∩Dx = ∅, then we are done by
3.12.
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3.17. Suppose that Dx =Nx is a (unique) maximal x-cone in G (and, as always,
D=Dx − x is connected). Suppose also that
(h0) P′ has exactly one edge in Dx incident to x,
(h1) R is an essential vertex set in D, and
(h2) G has no induced rx-claw with r ∈R.
Then there exists a path P in G such that
(a1) V (P)=V (P′),
(a2) P has at least one edge in Dx incident to x, and
(a3) P − (E(N [R])∪ x)=P′ − (U ∪E(N [R])∪ x).
Proof (uses 3:16). Let u and v be the end-vertices of P′. Since Dx is the maximal
x-cone in G and, by (h0), P′ has exactly one edge in Dx incident to x, clearly x is an
end-vertex of P′, say x= u. Let uu′= xu′ ∈E.
If U (P′)= ∅ then P′ is a required cycle. So let U (P′) = ∅ and pq∈U (P′). Put
L= u′P′pxqP′v. Then L satis;es the assumptions of 3.16. Therefore by 3.16, G has a
required path.
4. New graph closures
In this section, we introduce some new closures of graphs. In the next section we
will show that all these closures are well-de;ned functions.
Let x∈V (G), Dx be a cone in G, and D=Dx − x. We say that Dx is kl0-cone if
(k01) Dx is connected,
(k02) Dx has no induced x-claw, and
(k03) G has no induced rx-claw with r ∈D.
We need the following claim.
4.1. Let x; z ∈V (G), Nx and Nz be two maximal cones in G. Let G′ be obtained from
G by the completion of Nz, i.e. G′=G ∪K(Nz). Let N ′x and N ′z be the corresponding
maximal cones in G′. If Nx is a kl0-cone in G, then N ′x is a kl0-cone in G
′ and
Nx ⊆N ′x .
Proof. Obviously Nx ⊆N ′x . If x= z then Nx =Nz and our claim is obviously true. So
let x = z, i.e. Nx =Nz.
Suppose that z ∈N (x). Then N ′z ⊆N ′x and our claim is obviously true.
Now suppose that z =∈N (x), i.e. xz =∈E(G). Then N ′x =Nx. Since Nx is a kl0-cone in
G, clearly N ′x =Nx has no induced claw centered in x. Suppose, on the contrary, that
N ′x has an rx-claw in G
′ with r ∈N ′(x) induced by {r; x; a; b}. Since Nx is a kl0-cone
in G, clearly rc∈E(G′)\E(G) for some c∈{a; b}, say c= a, and so a∈V (N ′(z)).
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Since N ′z is a complete graph, b =∈V (N ′(z))=V (N (z)), i.e. bz =∈E(G). Then {r; x; z; b}
induces an rx-claw in G with r ∈N (x). Therefore N (x) is not a kl0-cone in G, a
contradiction.
The notion of a kl0-cone leads to the corresponding notion of closure. Let G=G1; : : : ;
Gn be a sequence of graphs such that for each i∈{1; : : : ; n−1}, Gi+1 is obtained from
Gi by the completion of a maximal kl0-cone in Gi.
From 4.1 we have:
4.2. Let Gi, i=1; 2, be a maximal graph that is obtained from G by a series of the
above described completions. Then G1 =G2.
We denote by kl0(G) a maximal graph that can be obtained from G by a series of
the above completions.
From 4.2 we have (see more details in the next section):
4.3. Let G be the set of graphs. Then kl0 :G→G is a well de>ned function.
The closure kl0(G) is a natural re;nement of cl(G) in [7] and can be applied not
only to claw-free graphs.
Let Z(G)=
⋃ {V (A): A is a maximal kl0-cone in G}. Clearly V (G)\Z(G) is the
set of vertices x in G such that Nz is not a kl0-cone for each vertex z ∈Nx.
4.4. Let G be an arbitrary graph.
(a1) If u; v∈V (G)\Z(kl0(G)) then puv(G)=puv(kl0(G)), and in particular, G has a
Hamiltonian uv-path if and only if kl0(G) has a Hamiltonian uv-path.
(a2) If v∈V (G)\Z(kl0(G)) then pv(G)=pv(kl0(G)), and in particular, G has a
Hamiltonian v-path if and only if kl0(G) has a Hamiltonian v-path.
(a3) p(G)=p(kl0(G)) and in particular, G has a Hamiltonian path if and only if
kl0(G) has a Hamiltonian path.
(a4) c(G)= c(kl0(G)), and in particular, G has a Hamiltonian cycle if and only if
kl0(G) has a Hamiltonian cycle.
Proof (uses 3:3, 3:5–3:17 and 4:1). Let G=G1; : : : ; Gr be a sequence of graphs such
that for each i∈{1; : : : ; r−1}, Gi+1 is obtained from Gi by the completion of a maximal
kl0-cone Ai in Gi and Gr = kl0(G), i.e. Gi+1 =Gi ∪K(Ai).
(p1) Let us prove (a1).
Suppose that {u; v}∩V (Ai)= ∅ for each i∈{1; : : : ; r − 1}. Then (a1) follows
from 3.5.
Now suppose that {u; v}∩V (As) = ∅ for some s∈{1; : : : ; r − 1}. We know that As
is the maximal z-cone in Gs for some z ∈V (Gs)=V (G). Let Ar be the maximal
z-cone in Gr . Since As is a kl0-cone in Gs, by 4.1, Ar is also a kl0-cone in Gr
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and As⊆Ar . Therefore V (As)⊆V (Ar)⊆Z(kl0(G)). Thus {u; v}∩V (As) = ∅ implies
{u; v}∩Z(kl0(G)) = ∅, a contradiction.
(p2) Let us prove (a2). By the arguments, similar to that in (p1), v =∈V (Ai) for each
i∈{1; : : : ; r − 1}. Therefore (a2) follows from 3.8 and 3.12.
(p3) Claim (a3) follows from 3.16 and 3.17. Claim (a4) follows from 3.3.
Theorems 3.3 and 3.11, 3.15 suggest the following stronger notions of closure
kls(G), s=1; 2; 3.
A maximal cone Nz in G is called an A1-cone if
(a11) N (z) is connected,
(a12) Nz has no induced z-claw, and
(a13) there exists a spanning tree T in N (z) such that G has no induced tz-claw with
t ∈ S(T ).
A maximal cone Nz in G is called an As-cone, s∈{2; 3}, if
(as1) N (z) is s-connected,
(as2) Nz has no induced z-claw, and
(as2) G has no induced az-claw with a∈N (z).
A cone Dz in G is called a Bk -cone, k ∈{3; 5} if
(bk0) Nz − Dz is a complete graph,
(bk1) D=Dz−z is a complete graph, if v(D)6k+1, D is k-connected, if v(D)¿k+2,
(bk2) Dz has no induced z-claw and either Dz is a maximal connected z-cone or Nz
has no induced z-claw (z; y; b; c) such that y∈V (Nz − Dz), y is adjacent to a
vertex in D, and b; c∈V (D), and
(bk3) G has no induced az-claw with a∈V (D).
Let s∈{1; 2}. Let G=G1; : : : ; Gn be a sequence of graphs such that for each i∈
{1; : : : ; n − 1}, Gi+1 is obtained from Gi by the completion of either an As-cone or a
B3-cone in Gi. We denote by kls(G) a maximal graph that can be obtained from G
by a series of such completions.
Let G=G1; : : : ; Gn be a sequence of graphs such that for each i∈{1; : : : ; n − 1},
Gi+1 is obtained from Gi by the completion of either an A3-cone or a B5-cone in Gi.
We denote by kl3(G) a maximal graph that can be obtained from G by a series of
such completions.
By using 3.3, 3.9–3.11, one can easily prove the following:
4.5. Let G be an arbitrary graph and u; v∈V (G). Then
(c0) c(G)= c(kl1(G)), and in particular, G has a Hamiltonian cycle if and only if
kl1(G) has a Hamiltonian cycle,
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Fig. 6.
(c1) p(G)=p(kl1(G)) and, in particular, G has a Hamiltonian path if and only if
kl1(G) has a Hamiltonian path,
(c2) pv(G)=pv(kl2(G)), and in particular, G has a Hamiltonian v-path if and only
if kl2(G)) has a Hamiltonian v-path, and
(c3) puv(G)=puv(kl3(G)), and in particular, G has a Hamiltonian uv-path if and
only if kl3(G) has a Hamiltonian uv-path.
Below we give an example of a graph G such that each vertex in G has a dis-
connected neighborhood and is the center of an induced claw, and nevertheless, the
kl1-closure of G is a complete graph.
Suppose that Z =(z1; : : : ; zk ; z1) is a cycle, H is a 3-connected graph, the complement
MH of H has no triangle, X = {x1; : : : ; xk}⊆V (H), (x1; : : : ; xk ; x1) is a cycle, say C, in MH ,
k¿6, and H ∩Z = ∅. Let F =F(H; X ) be the graph obtained from H ∪Z by adding two
new vertices x, z and the set of new edges {xv: v∈V (X )}∪ {xizi: i=1; : : : ; k}∪ {x1z2;
zz1; zz2; zz3; zz4; zx} (see Fig. 6). If k =6 then H =K(X )− E(C) where C is a Hamil-
tonian cycle of the complete graph K(X ), i.e. H is a cubic graph on six vertices,
isomorphic to the triangular prism.
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4.6. Let F be a graph obtained by the above construction and Q=X ∪V (Z)∪{x; z}.
Then
(a1) each vertex in Q is the center of an induced claw and has the disconnected
neighborhood in F ,
(a2) if, in particular, k =6, then V (F)=Q, and therefore each vertex of F is the
center of an induced claw and has the disconnected neighborhood in F , and
(a3) kl1(F)=K(F), a complete graph on the vertex set V (F).
Proof. It is easy to check that (a1) (and therefore (a2)) is true.
Let us prove (a3). Let Dx be the subgraph of G induced by X ∪ x. Then
(bk0) Nx − Dx = z is a complete graph,
(bk1) Dx − x=H is a 3-connected graph and v(H)¿5,
(bk2) Dx has no induced x-claw since MH has no triangles, and
(bk3) G has no induced hx-claw with h∈V (H).
Therefore Dx is a B3-cone of F . Let F1 be obtained from F by the completion of
Dx, i.e. F1 =F ∪K(Dx)=F ∪K(H).
Let N1 be the maximal x1-cone in F1. Then
(a11) N (x1)=N1 − x1 is connected,
(a12) N1 has no induced x1-claw, and
(a13) if v∈V (N (x1)− z1) then F has no induced vx1-claw and V (N (x1)− z1)= S(T )
for every spanning tree T of N (x1) because z1 is a vertex of degree one in N (x1)
(note that F has a z1x1-claw induced by {z1; x1; x; zk}).
Therefore N1 is an A1-cone in F1. Let F2 be obtained from F by the completion of
N1, i.e. F2 =F1 ∪K(N1).
Now let Ni be the maximal zi-cone in Fi =Fi−1 ∪K(Ni−1), i∈{3; : : : ; k − 1}. It is
easy to see that Fk−1 =K(F). Therefore kl1(F)=K(F), a complete graph.
Let u; v∈V (G). A maximal cone Nz of G is called kluv-cone if z ∈V (G − {u; v})
and
(c1) N (z)−{u; v} is connected, and if {u; v}⊆V (N (z)) then both u and v are adjacent
to some vertices in N (z)− {u; v},
(c2) Nz has no induced z-claw, and
(c3) G has no induced tz-claw with t ∈V (N (z)− {u; v}).
Let G=G1; : : : ; Gn be a sequence of graphs such that for each i∈{1; : : : ; n − 1},
Gi+1 is obtained from Gi by the completion of a kluv-subgraph in Gi. We denote
by kluv(G) a maximal graph that can be obtained from G by a series of such
completions.
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From 3.5 and 3.6 we have:
4.7. Let u; v∈V (G). Then puv(kluv(G))=puv(G).
We need the following result from [5,8]:
4.8. Let G be a 7-connected line-graph. Then G has a Hamiltonian uv-path for every
two distinct vertices u and v in G.
4.9. Let G be a 9-connected graph, u; v∈V (G), and let kluv(G ∪ uv) − {u; v} be a
line graph. Then for every u; v∈V (G) there exists a Hamiltonian uv-path in G.
Proof (uses 4:7 and 4:8). Let MG=G ∪ uv, and G′=G−{u; v}. Since G is 9-connected,
kluv( MG) is also 9-connected. Then kluv( MG)−{u; v} is a 7-connected line graph. Since G
is 2-connected, there are two distinct vertices u′; v′ ∈G′ such that uu′; vv′ ∈E(G). By
4.8, kluv( MG)−{u; v} has a Hamiltonian u′v′-path u′Pv′. Then uu′Pvv′ is a Hamiltonian
uv-path in kluv( MG). By 4.7, G has a Hamiltonian uv-path.
4.10. Let G be a claw-free graph and u; v∈V (G). Then kluv(G ∪ uv)−{u; v} is a line
graph.
Proof (uses 2.3). Let MG=G ∪ uv and G′=G − {u; v}. Since G is claw-free, each
induced claw in G is centered in {u; v} and G′ is claw-free. Therefore the clo-
sure cl can be applied to G′. Since cl(G′) is a line graph, it is su8cient to show
that kluv( MG) − {u; v}=cl(G′). Obviously kluv( MG) − {u; v}⊆ cl(G′). Let us prove that
cl(G′)⊆ kluv( MG)− {u; v}. Let MG=G1; : : : ; Gr be a sequence of graphs such that Gk =
kluv( MG) and for each i∈{1; : : : ; r− 1}, Gi+1 is obtained from Gi by the completion of
a kluv-subgraph in Gi. Let G′i =Gi − {u; v}. Then G′1; : : : ; G′r is a sequence of graphs
such that G′1 =G
′ and for each i∈{1; : : : ; r − 1}, G′i+1 is obtained from G′i by a local
completion in G′i .
Suppose that cl(G′)* kluv( MG) − {u; v}. Then G′k has a vertex z such that N ′=
N (z; G′k) is not a complete graph. Since Gk = kluv(G ∪ uv), we have N =N (z; Gk) is
not a kuv-subgraph in Gk .
Then z =∈{u; v} and one of the following holds:
(d1) N − c is not connected for some c∈{u; v},
(d2) N−u and N−v are connected, and either N−{u; v} is not connected or N−{u; v}
is connected and one of the vertices in {u; v} is adjacent to no vertex in N−{u; v}.
Since z =∈{u; v}, G′ has no induced z-claw. Therefore by 2.3, N ′=N − {u; v} is
either a complete graph or has exactly two components that are complete graphs. This
contradicts the fact that N ′ is a connected and not complete graph.
There are in;nitely many graphs G such that G is not claw-free and kluv(G ∪ uv)−
{u; v} is a line graph for some u; v∈V (G).
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From 4.9 and 4.10 we have:
4.11. Let G be a claw-free 9-connected graph. Then for every u; v∈V (G) there exists
a Hamiltonian uv-path in G.
5. The closures are well-de&ned functions
The uniqueness of diNerent graph closures, mentioned above (as well as the closure
in [2] and its known generalizations), is a byproduct of the following simple fact.
Let P be a function de;ned on the set of graphs such that P(G) is a set of
vertex subsets in G: P(G)⊆ 2V (G). Let G4F if there exists a sequence of graphs
G=G0; : : : ; Gk =F such that Gi+1 =Gi ∪K(Xi) where Xi ∈P(Gi). We call F a P-
extension of G. Clearly for every graph G there exists a 4-maximal P-extension M
of G.
A function P is called non-decreasing if H 4H ′ implies that for every X ∈P(H)
there exists X ′ ∈P(H ′) such that X ⊆X ′.
5.1. If P is a non-decreasing function then a 4-maximal P-extension M of G is
unique (which we call the P-closure of G and denote by klP(G)).
Proof. Let M and M ′ be 4-maximal P-extensions of G. Clearly V (G)=V (M)=
V (M ′). Suppose that M =M ′. Let G=G0; : : : ; Gn=M ′ such that Gi+1 =Gi ∪K(Xi)
where Xi ∈P(Gi). Let s be the smallest integer such that Gs*M . Since P is a
non-decreasing function and Gs−14M , there exists X ∈P(M) such that Xs−1⊆X .
Since M is a 4-maximal P-extension of G, we have M ∪M [X ] =M . Therefore
Gs=Gs−1 ∪K(Xs−1)⊆M ∪M [X ] =M , a contradiction.
5.2. The closures kluv and kls, s=0; 1; 2; 3, are well-de>ned functions.
Proof (uses 4:1 and 5:1). Let Pi(G)= {V (A): A is a kl i-cone in G}, and so klPi = kl i,
i∈{0; 1; 2; 3}.
(p0) By 4.1, P0 is a non-decreasing function. Therefore by 5.1, klP0 = kl i is a well
de;ned function (see also 4.3).
(p1) Let us prove this claim for kl1. The proofs for the other closures are similar.
Let P1(G)= {V (A): A is a kl1-cone in G}. By 5.1, it is su8cient to prove that P1
is a non-decreasing function.
Let G′ be obtained from G by the completion of a kl1-cone B in G rooted at b. Let
A be a kl1-cone in G rooted at a∈V (G).
It is su8cient to prove that there exists a kl1-cone A′ in G′ rooted at a such that
V (A)⊆V (A′).
We can assume that both A and B are not complete graphs, A∩B = ∅, and
A− a*B− b. Otherwise our claim is obviously true.
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If a= b then A− a⊆B− b, a contradiction. Therefore a = b.
If b∈A − a and a∈B − b then let A′=A∪G′[B]. If a =∈B − b then let A′=
A∪G′[B] − (B − A). Clearly V (A)⊆V (A′). Since G′[B] is a complete graph, A′ is
kl1-cone in G′.
6. Remarks
The referee drew my attention to the papers [1,4]. In [4] corollary 4.11 of 4.9 is
proven in another way. In [1] the following extension of the graph closure in [7] is
introduced. Let G=G1; : : : ; Gn be a sequences of graphs such that for each i∈{1; : : : ;
n− 1}, Gi+1 =Gi ∪K(Ai) where Ai is a k-connected neighborhood of a vertex in Gi.
If Gn has no k-connected non-complete neighborhood, then Gn is called a k-closure of
G and denoted by clk(G). A graph G is Hamiltonian-connected if G has a Hamiltonian
uv-path for every u; v∈V (G), u = v. A graph G is homogeneously traceable if G has
a Hamiltonian v-path for every v∈V (G).
The main result of [1] is:
6.1. Let G be a claw-free graph. Then
(c1) clk(G) is uniquely determined for each k,
(c2) G is homogeneously traceable if and only if cl2(G) is homogeneously traceable,
and
(c3) G is Hamiltonian-connected if and only if cl3(G) is Hamiltonian-connected.
Note that 6.1(c1) also follows easily from the arguments in Section 5.
It is natural to compare diNerent graph closures, introduced in [1,7] and in this paper.
For two graph closures  and 4, described above, we say that 4 is stronger than
 and write ≺ 4, if every theorem above on  remains true when  is replaced by
4, as well as (G)⊆ 4(G) for every graph G and there exists a graph F such that
(F)⊂ 4(F).
Clearly cl≺ kl0≺ kl1. In particular, kl1 works in a much wider class of graphs than
kl0 because it allows to complete certain cones that are not maximal.
Now let us compare the closures cls in [1] and kls in this paper, s=1; 2; 3. From 4.5
it follows that 6.1 remains true if cls is replaced by kls. However kls is stronger than
cls (i.e. cls≺ kls) because of the following reasons. First, cls can be applied only to
claw-free graphs but kls can be applied to graphs having many induced claws. Second,
a subgraph A in G can be completed in the process of obtaining cls(G) only if A
is the s-connected neighborhood of a vertex in G which is not necessarily the case
for kls. There are in;nitely many examples of graphs G such that each vertex of G
is the center of an induced claw in G and has a non-connected neighborhood, and
nevertheless kls(G)=K(G), a complete graph, whereas clearly cls cannot be applied
to G at all, i.e. cls(G)=G. One such example is given in Section 4 (see Fig. 2). For
that reason, 6.1(c2) and (c3) are corollaries of 4.5(a2) and (a3), respectively. At the
same time, the proofs of 4.5(a2) and (a3) in this paper are simpler than the proofs of
their particular cases 6.1(c2) and (c3) in [1].
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The following conjecture on cl2 was put forward in [1].
6.2. Let G be a claw free graph. Then G is Hamiltonian-connected if and only if
cl2(G) is Hamiltonian-connected.
Let (F; u1; u2) be a triple, provided by the construction before 3.7 (see Fig. 3). Here F
is a graph and u1; u2 are two distinct vertices of F . As mentioned in 3.7, F is a claw-free
graph, F has no Hamiltonian u1u2-path, and F ∪{a1; b1} has a Hamiltonian u1u2-path.
Let, as above, Nx be the maximal x-cone in F , and so N (x) is the neighborhood of x in
F . Since N (x) is 2-connected and {a1; b1}⊆V (N (x; F)), clearly F ∪{a1; b1}⊂ cl2(F).
Therefore, cl2(F) has a Hamiltonian u1u2-path. Moreover, it is easy to see that
(a1) cl2(F)=K(Nx)∪K1 ∪K2 ∪{k1a1; k1u1: k1 ∈V (K1)}∪ {k2a2; k2u2: k2 ∈V (K2)}
and
(a2) cl2(F) is Hamiltonian-connected.
Therefore, the construction before 3.7 (see Fig. 3) provides in;nitely many coun-
terexamples to Conjecture 6.2. The minimum counterexample, provided by this con-
struction, has ten vertices.
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