ABSTRACT. -We give here a complete derivation of the Navier-Stokes-Fourier equations from a model collisional kinetic equation, the BGK model. Though physically unrealistic, this model shares some common features with more classical models such as the Boltzmann equation.
Introduction

From kinetic to macroscopic models
This paper is devoted to the connection between kinetic theory and macroscopic fluid dynamics. In kinetic theory, a monoatomic gas is represented as a cloud of like point particles ANNALES SCIENTIFIQUES DE L'ÉCOLE NORMALE SUPÉRIEURE 0012-9593/03/02/ 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved and is fully described by its number density f . The phase space of kinetic theory is the set of (x, v) ∈ R d × R d where x is the position variable while v is the velocity variable. The meaning of f is as follows: any infinitesimal volume dx dv centered at (x, v) contains at time t about f (t, x, v) dx dv particles. The interaction of particles through collisions is modelled by an operator C(f ); this operator acts only on the variable v and is generally nonlinear. If there is neither external force, nor other interaction of particles, the evolution of the density is given by an equation of Boltzmann type
The connection between kinetic and macroscopic fluid dynamics results from two types of properties of the collision operator (i) the operator C satisfies the usual conservation laws, as well as an entropy relation that implies that the equilibria are Maxwellian distributions; (ii) the Fréchet-derivative of C at any equilibrium point satisfies a Fredholm alternative with a kernel related to the conservation properties (i). The macroscopic limits are obtained when the particles undergo many collisions over the scales of interest. Indeed, local equilibrium is reached everywhere, and the fluid is fully described by its moments.
Formal procedures to derive hydrodynamic limits are well-known. They consist in introducing a small parameter ε, called the Knudsen number, that represents the ratio of the mean free path of particles between collisions to some characteristic length of the flow.
Properties (i) are sufficient to derive the compressible Euler equation, assuming a formally consistent convergence for the fluid dynamical moments and entropy of the solutions f ε . The compressible Euler equations also arise as the leading order dynamics from a systematic expansion of f ε in ε (the Chapman-Enskog or Hilbert expansion described in [8, 9] ). Properties (ii) are used to obtain the Navier-Stokes equations; they depend on a more detailed knowledge of the collision operator. The Navier-Stokes equations arise as corrections of those of Euler at the next order in the Chapman-Enskog expansion [9] . Strong hypotheses are needed on the regularity of solutions of the compressible Navier-Stokes equations in order to make sense of these expansions [3] . In order to obtain a fluid dynamical limit with a positive viscosity, the Reynolds number Re which is the reciprocal viscosity of the fluid has to remain finite. From the Von Karman identity [17, 3] Kn = ε = Ma Re where the Mach number Ma is defined as the ratio of the bulk velocity to the sound speed, it is clear that such a regime will be necessarily incompressible (Ma ∼ ε). In order to realize distributions with a small Mach number, it is natural to consider them as perturbations about a given absolute Maxwellian M . A formal procedure leading to the derivation of the incompressible Navier-Stokes equations from
is given in [3] . A longstanding mathematical problem is the rigorous justification of such a formal derivation. If the dimension d of the physical space is 3, the collisional model the most commonly accepted is the Boltzmann one. The collision operator takes into account only binary collisions, which are assumed to be elastic; it is given by the formula
where v and v * are given in terms of v, v * and ω by the classical relations of conservation of mass, momentum and energy [8] . The non-negative function Σ, the so-called cross-section, is assumed to satisfy some symmetry relations as well as some integrability estimates. In this framework, DiPerna and Lions have established the global existence of solutions -in a very weak sense -of the Boltzmann equation, the so-called renormalized solutions [12] . Such solutions are not known to satisfy the local conservations of momentum and energy. Thus, till now, formal procedures have been completely justified in the large only in some particular regimes: Bardos, Golse and Levermore have proved the convergence towards the acoustic limit [4] , and towards the Stokes limit [5] . Other convergence results hold only locally in time: they are based on the Chapman-Enskog expansion method, and are valid as long as the solution of the limiting hydrodynamic model is smooth. Caflish [7] and Nishida [21] have justified in this way the derivation of the compressible Euler equations while De Masi, Esposito and Lebowitz [11] have obtained the incompressible Navier-Stokes equations. Convergences in the large cannot be obtained with such a method, because some hydrodynamic equations, like the compressible Euler system, are known to generate singularities in finite time.
In the range of parameters we will consider in this paper, that is the range of parameters for which the incompressible Navier-Stokes equations are expected to provide a good approximation to the solution of the kinetic equation, partial results have been obtained by Bardos, Golse and Levermore in [4] in the time-discretized case, and extended by Lions and Masmoudi in [20] to the more general time-continuous case. Nevertheless, in both papers, the program remained incomplete. A first difficulty was linked to the concept of renormalized solution: the local conservation of momentum was not established, and had to be assumed
The second assumption which was made in order to derive the evolution equation on the mean velocity is more technical: it was assumed that the family 
where g ε denotes the fluctuation of density
). This assumption allowed on the one hand to control large velocities, and on the other hand brought some compactness with respect to the space variable x. In order to fulfill the program, we have to get rid of these hypotheses, and to obtain a complete description of the asymptotic behaviour of the fluctuation g ε (not only of its mean velocity M g ε v dv).
We present here such a complete derivation, not for the original Boltzmann equation, but for a simplified model, that is the BGK Boltzmann equation. This process has to be compared with the works of Quastel and Yau on the hydrodynamic limits of Hamiltonian systems. In [24] , they study the incompressible limit for a class of stochastic particle systems on the cubic lattice Z d , which are simplified and regularized versions for the Hamiltonian systems: they prove that the limiting distributions of the evolving momentum densities are supported on global weak solutions of the Navier-Stokes equations. In the same way, we obtain here Leray's weak solutions directly as the incompressible scaling limit of the BGK kinetic model, which is a relaxation model associated with the Boltzmann equation. Note that several of the ideas introduced here to study this simplified model have been recently re-used in a joint work with Golse [15] to get a complete derivation of the incompressible Navier-Stokes limit of the Boltzmann equation.
The BGK Boltzmann equation
The BGK equation is a model kinetic collisional equation, which can be considered in any dimension d 1 and which takes into account only the global effect of interactions between fluid particles: such an effect is expected to be a relaxation towards local thermodynamic equilibrium. Then the evolution of the microscopic density f is governed by the nonlinear equation of Boltzmann type
,
where ν is the relaxation parameter. Note that U (t, x) and T (t, x) are not defined if R(t, x) = 0, but it does not matter since in this case
Although this model does not contain all the physically relevant features of the classical Boltzmann equation with binary collisions, it has raised the interest of physicists [2, 23, 29] because it contains most of the basic properties of hydrodynamics. More precisely, we have at least formally the local conservation of mass, momentum and energy
and the decay of entropy
from which we deduce that the equilibria are Maxwellian distributions. Nevertheless, the BGK Boltzmann model is very simple compared to the Boltzmann equation with binary collisions. First of all, it is not really a collisional model. In particular, in the case where ν is constant, the BGK operator is homogeneous of degree 1 with respect to the macroscopic density while the Boltzmann operator is quadratic. Note that it should matter little in our study, because we expect that R ε = R + ερ ε , where R is the mean macroscopic density and ρ ε is uniformly bounded in some convenient space.
Secondly, we will see that, in the case where ν is constant, the BGK equation admits global weak solutions without restriction on the size of the initial data, so that the ideas of renormalization introduced for kinetic equations by DiPerna and Lions [12] are useless.
The third simplification will appear often in the paper: as the BGK operator is a relaxation operator, we have a good control on the distance between the density and the corresponding local equilibrium. The tool which allows to estimate this distance, the so-called entropy dissipation, has an equivalent in the case of the classical Boltzmann equation. Various works [1, 28] show that the entropy dissipation gives even in the Boltzmann case estimates on the distance between the microscopic density and the corresponding Maxwellian: nevertheless these estimates are not sufficient to justify hydrodynamic limits in the Boltzmann case by the method presented here.
Consider now the scaling for which the incompressible Navier-Stokes equations are expected to provide a good approximation to the solution of the BGK equation. Recall that the Knudsen number ε has to be small in order to have a macroscopic description of the fluid, and that the Reynolds number Re which measures the viscosity of the fluid has to remain of order 1. The Von Karman relation implies then that the Mach number Ma is of order ε, which is ensured for distributions defined as perturbations about a given absolute Maxwellian M . By the proper choice of Galilean frame and dimensional units, this absolute Maxwellian can be taken to have velocity equal to 0, and density and temperature equal to 1; it will be denoted by M :
Thus, in dimensionless variables, the system can be rewritten
As was noticed in the previous paragraph, the derivation of the Navier-Stokes equations, even the formal one, requires some properties of the operator C, namely properties (i) and (ii) above. Furthermore, the form of the limiting Navier-Stokes equations is not independent of the choice of the collision operator within the class of operators satisfying the conservation and the entropy properties. We will see in particular that the Prandtl number (the ratio between the viscosity and the heat conductivity) obtained from the BGK model is always equal to 1, which is not physically relevant. In the case of the Boltzmann equation, this number depends on the cross-section, and therefore on the properties of the fluid, as it is expected. The relaxation BGK model does not behave exactly as the collision model in this regime. Nevertheless, the formal derivation is done in the same way. Introduce the Hilbert space
Because M dv is a positive unit measure on R d , we denote by ξ the average over this measure of any integrable function ξ = ξ(v)
Denote by L the first Fréchet derivative of the operator
In order to obtain an explicit formula for L, we perform the following formal computation. By Taylor's formula,
Denote respectively by R ε , U ε and T ε the density, the mean velocity and the temperature corresponding to the microscopic density M (1 + εg). Simple computations show that
from which we deduce that
Then,
which implies that
where Π is the projection of
Formal derivation
Consider a family of solutions of system (1.2). Assume that the fluctuation g ε = ε −1 ( fε M − 1) converges in a weak sense to a function g. Then, multiplying the kinetic equation by ε and letting ε go to zero yields the relation
This implies that g belongs to the kernel of L and thus can be written according to the formula
The derivation of the Boussinesq and the incompressibility relations start from the equations for conservation of mass and momentum
Letting ε go to zero above gives formally
When g is replaced by the right side of (1.3) these become
The limiting momentum equation is obtained from
by first separating the flux tensor into its traceless and diagonal parts
d . In the same spirit, the limiting temperature equation is obtained by combining the density and energy equations as
. Assuming the moment convergence as previously, and using the limiting form of g given by (1.3) provide the evaluation of the distribution limits
It remains then to estimate the limits of the fluxes ε
, we decompose each of them in two terms, called in the sequel convection and diffusion terms:
Using the limiting form of g to compute ∂ xi ∂ xj v i gA j (v) and ∂ xi ∂ xj v i gB j (v) , and combining (1.5)-(1.8) provide
The subject matter of this paper is to make the formal derivation above completely rigorous.
Statement of main results
The first step is to give some mathematical framework in which this derivation makes sense. In particular, we have to check that system (1.2) admits a global solution, and that such a solution remains a fluctuation of order ε around the global Maxwellian M . Slight adaptations of the proof of Perthame given in [22] allow to get a good theory of the BGK equation for such perturbations.
For any pair of measurable functions defined and a.e. nonnegative on
Furthermore the following local conservation laws hold
In particular, if the sequence of initial fluctuations (g
, it is proved in [4] that the entropy bound
). In this framework, it is meaningful to ask whether the moments of the limiting fluctuation satisfy the incompressible Navier-Stokes equations. Before stating the main result, let introduce
as well as
(1.14)
Denote by
such that, up to extraction of a sequence ε n going to zero,
and ρ, u and θ satisfy the Navier-Stokes-Fourier equations
where π : R + × R d → R, the so-called pressure, is prescribed by the incompressibility constraint.
Outline of the convergence proof
For the sake of clarity, we will take ν = 1 in all the sequel.
Entropy estimates
As said in the introduction a basic tool to study hydrodynamic limits is the relative entropy. Define the positive convex function
The classical entropy estimate (1.11), the so-called H-Theorem, coupled with the scaling assumption (1.13), shows that
) control but only for the part of g ε that does not exceed 1/ε in size. This suggests the decomposition of Hilbert type
, and satisfies γ 3 4
This decomposition is not exactly the same as the one given in [4] , but it shares most of its key properties. Moreover, with the present definition, the main part of the fluctuation g ε is expected to contain all the informations leading to the Navier-Stokes asymptotic. A priori entropy-based estimates on g ε and g ε will be detailed in Section 3.
Nevertheless we are not able to derive rigorously the Navier-Stokes asymptotic using only these estimates. In order to take limits in the fluxes ε −1 g ε A(v) and ε −1 g ε B(v) and to establish a statement like (1.8), a natural idea is to decompose the fluctuation g ε by (2.2). We then deal with the main part as in the above formal derivation: the identity
allows to decompose each flux in a convection term and a diffusion term. The difficulty is therefore to obtain the convergence of the convection term, which should require strong compactness in space and time on the moments of g ε . The former will be a consequence of averaging lemma [14] , and an extension of the results of [20] will show that the presence of high frequency oscillations contributes only to the limiting pressure term, but only provided that
It remains then to obtain the convergence of the remainder, i.e. to establish that g ε converges to 0 and does not bring any contribution to the limiting equation, which should hold if
Both statements (E1) and (E2) were consequences in [4] and [20] of the assumption (H2). Here (E1) and a weak form of (E2) will be established using the entropy dissipation bound and some properties of the advection operator (ε∂ t + v.∇ x ) which have already allowed to relax assumption (H2) in a previous paper on the BGK model [26] .
Dissipation estimates
A first remark is that the H-theorem (1.11) provides another essential bound
where r denotes the positive convex function
2 near z = 0 and because we expect M fε to be close to M , this indicates that
is bounded in a convenient space which is almost as good as
. It seems then natural to introduce the decomposition of Chapman-Enskog type
and γ defined by (2.3). Note that M fε is expected to be very regular with respect to the velocity variables, at least if the moments of f ε (and consequently of M fε ) do not deviate too much from their mean values. In Section 4, we will deduce from (2.4) and (2.5) precise a priori bounds on g ε , called dissipation-based estimates. These estimates are not yet sufficient to establish (E1) and (E2), even in a weak form. They improve the L p -regularity in the variable v, but it remains to transfer some of this extra L p -regularity on the variable x. Doing so rests on a dispersion property of the operator
Interpolation estimates
The result which will be used here to improve the L p -regularity in the variable x is a variant of the following
Then the sequence (g n ) is equiintegrable (with respect to all variables x and v).
The equiintegrability in x can be proved by optimizing in τ in the formula
where the function Φ ≡ Φ(τ, x, v) is the solution of the Cauchy problem for the free transport equation
The second term in the right-side is controlled thanks to the uniform L 1 -bound on v.∇ x g n , while the first one is estimated in terms of |A| = 1 A (x) dx by using the classical dispersion estimates for the free transport equation [10, 6] 
and the equiintegrability in v.
Combining the equiintegrability in v coming from (2.5) with a local version of the above dispersion result, we will prove in Section 5 a variant of (E1) and (E2), namely .2), and define g ε and g ε by (2.2) where γ denotes any bump function satisfying (2.3). Then
The chain-rule for g ε
These a priori estimates will be sufficient to derive the Navier-Stokes asymptotic, but not directly from the local conservations of momentum and energy. Indeed they do not provide weak compactness on (M g ε |v| p ) for p 2; in particular, we are not able to take limits in g ε A(v) and g ε B(v) , and to justify (1.8). Then, in order to overcome such a difficulty, we will consider the chain-rule for g ε and estimate the conservation defects for the associated moments. In Section 6, we will establish the following .2), and define g ε by (2.2) where γ denotes any bump function satisfying (2.3). Then
Note that using such a method we do not mind whether the local conservation laws hold for fixed ε > 0 or not: we recover the mass, motion and heat equations in the limit by controlling the local conservation defects. Thus a similar method can be used to study hydrodynamic limits for the renormalized solutions of the Boltzmann equation, which has been done successfully by Golse and Levermore in the acoustic and Stokes regimes [13] , and more recently by Golse and the author in the Navier-Stokes regime [15] .
Passage to the limit
Equipped with the previous tools, we will achieve in Section 7 the convergence proof sketched in [4] . We will start by proving that the limiting fluctuation belongs to the kernel of the linearized collision operator, i.e. is an infinitesimal Maxwellian. Then we will establish the incompressibility and Boussinesq relations. The last step will be to take limits in (2.8)-(2.10). Using decomposition (2.5) shows that each one of the flux terms
can be split in a diffusion term, a convection term (which is quadratic in the moments of g ε ), and a remainder. Using Theorem 2.2 and the compactness arguments given [4] and [20] , we will establish the convergence of the convection term which is the most delicate part of the proof.
Entropy-based estimates
For any Borel measure µ on R n , we denote by
where dx is the n-dimensional Lebesgue measure. 
Basic estimates on g ε and g
Proof. -Both assertions (i) and (ii) are direct consequences of the entropy bound (2.1), while (iii) gives pointwise estimates coming from (2.3).
(i) From the elementary inequalities
which hold for some constant C 1 > 0, we deduce that
Combining (2.1), (2.3) and (3.2) leads then to the expected bounds.
(ii) Observe that the function z →
z is increasing on R + . Then, for λ 2e 2 ,
which coupled with (2.1) gives the second control.
Note that combining (i) and (iii) provides a uniform bound on
Estimates on the moments
which, coupled with (2.1), provides
The inequality (i) follows from (3.5) and the elementary formula
As for (ii), it is similar to the first assertion in Lemma 3.1. Similarly to (3.1),
which hold for some constant C 2 > 0. The first statement comes from (i) and the inequality
that follows from (3.1) and (3.7). In order to establish the second statement, we first prove that the size of the support of (1 − χ ε ) is of order ε 2 . Indeed, by (3.1),
while by (3.7),
By (3.1) and (3.7),
which, coupled with (3.9) and (i), provides the expected bound. 
C.
(ii) For all family (η ε ) such that η ε ε,
Proof. -The first assertion is just a consequence of the dissipation bound (2.4), while the second one uses moreover the previous estimates on the fluctuation g ε .
(i) As r(z) h(z) for all z > −1, we deduce from inequalities (3.1) and the properties (2.3) that
which, coupled with (2.4), give the expected controls.
(ii) Apply Young's inequality (A.4) with p = 1, z =
As η ε ε, by (2.4) and Lemma 3.1, the first two terms are 
Proof. -Define the function M by
and denote by K = [
Then, as T
By Taylor's formula, 
.
Proof. -Let us first introduce the decomposition
which is a refinement of decomposition (2.5). By Lemma 3.1(ii),
for some C > 0, while by Lemma 3.2(ii)
Finally, by Lemma 4.2,
for some C α > 0. Combining 
x,v ), the strenghtened dissipation-based estimates stated in Lemma 4.3, coupled with the mixing properties of the operator (ε∂ t + v.∇ x ), imply that this same quantity actually converges to 0 as ε → 0. 
fixed constant. Define χ ε as the indicator function of {(t, x) | |R
Proof. -Assertion (i) is obtained from Lemma 4.3 using mixing properties of the operator (ε∂ t + v.∇ x ), while assertion (ii) is a refinement of Lemma 4.3 coming directly from (i). 
The following generalization of (2.7)
coupled with Lemma 3.2(ii) provides, for all 1 q +∞,
. Then, by Lemma 4.1(ii) with η ε = ε, we have
Equipped with these a priori bounds, we deduce from Green's formula an estimate on
Indeed, because of (5.5) and (5.2), (5.4), the first term in the right side of (5.7) satisfies
while, because of (5.6) and (5.2), (5.4), the second term is estimated by
Cτ. (5.9) Then choosing τ = | log ε| −1 in (5.8)-(5.9) and using identity (5.7) lead to
(ii) A variant of decomposition (4.3) is the following
By assertion (i),
Then, estimating the two other terms by (4.6) and (4.7) gives assertion (ii). ✷
Convergence of g ε to 0
This convergence result is very similar to the previous one, it uses a dual form of the classical dispersion estimates, and the refined estimates on the fluctuation g ε given in Proposition 5.1(ii). In order to establish it, we need the following preliminary results. 
2). Let Q be any compact subset of R d , and γ a bump function satisfying (2.3). Denote by
Then, for all α ∈ [ 
Proof. -We first establish a priori estimates on φ which φ 1 and φ 2 will inherit provided that 0 φ 1 , φ 2 φ. In a second step, we will introduce the convenient decomposition.
(i) By (2.3),
while, by Lemma 3.1(i) and (iii),
Then, for all α < α 1,
from which we deduce by (5.10) and (5.11) that
for some C > 0 depending only on α and α .
(ii) Let α 1 be a fixed constant. Define
Then φ 1 and φ 2 satisfy estimates (5.9)-(5.11), as well as
and, by (5.10), Chebyshev inequality and (5.12),
for all α < α. Then, combining (5.10)-(5.13) leads to
for some C > 0 depending on α and α , and provided that α > 1/2. ✷ 
3). Let χ ε be the indicator function of {(t, x) | |R
. Proof. -The first assertion is obtained from Proposition 5.1(ii) and Lemma 5.2 using again mixing properties of the operator (ε∂ t + v.∇ x ), while the two other assertions are deduced from the first one by interpolation.
(i) Let Q be any compact subset of R d and α ∈ ] 
and by (1.2) and Lemma 4.1(ii) with η ε = ε,
Then, in order to obtain an estimate on the quantity M | g ε |1 x∈Q = kφ, we use essentially the same trick as in the proof of Proposition 5.1(i). Decompose
By (5.14) and (5.15), the first term in the right-side of (5.17) satisfies
while the second term is estimated by
for some C > 0 depending on Q and t * . From (5.14) and (5.16) we deduce that
holds for some C > 0. Choose α ∈ ] 
| log ε|
In order to obtain a control on large velocities, we use the fact that f ε remains close to M fε which is known to have a good decay with respect to v provided that the moments do not deviate too much from their mean values: Lemma 4.2 implies in particular that
In order to use such a property, we rewrite the remainder M g ε in terms of M fε . Define
From (2.3) we deduce that
Then, by Lemma 4.2, the first term in the right-side of (5.22) satisfies for any α ∈ ]
From (2.3) we also deduce that
Then, in order to estimate the second term in the right-hand side of (5.22), decompose q ε = (f ε − M fε )/ε 2 M fε according to its size as in (2.5)
By Lemma 4.1(i) and (2.3),
for some C > 0. Then, 
which coupled with (5.21) gives the expected convergence.
(iii) Another way to estimate the second term in the right-hand side of (5.22) is to apply Young's inequality (A.4) with p = (1 + |v| 
for some C α > 0 depending on α, t * and |Q|. Combining (5.22), (5.23), (5.26) and (5.21) allows to establish the last assertion. ✷ 13) and (1.14) . For each ε > 0, consider a solution f ε = M (1 + εg ε ) of (1.2), and define g ε and g ε by (2.2) where γ denotes any bump function satisfying (2.3). Then
Weak compactness of
Proof. -Assertion (i) is obtained as a corollary of Proposition 5.1, while assertion (ii) is obtained from (i) by using the mixing properties of the free-transport operator (ε∂ t + v · ∇ x ).
(i) Lemma 3.1 gives
Combining (5.27), (5.28) gives the expected estimate.
(ii) The estimate stated in assertion (i) shows that, up to a quantity that converges to 0 as
, which means that any sequence (M g 2 εn ) with ε n → 0 has extra-integrability with respect to t and v. It remains to see that such a sequence is actually locally equiintegrable in all variables, using an interpolation argument as proposed in Section 2.4. Let Ω be any subset of [0,
and by Φ 1 the solution of (5.1) with Φ 1 (τ = 0) = φ 1 . Using the same arguments as in the proof of Lemma 5.2, we obtain the following bounds: for all j ∈ {0, 1, 2}
by Chebyshev inequality, and
while, by the assertion proved above,
Because |ε g ε | 1 and γ ∞ < ∞, the superquadratic homogeneity of h * stated in (A.3) provides for ε sufficiently small,
Then, combine (5.29)-(5.34) and use Green's formula as in (5.17) to obtain the following estimate
Choosing |τ | = |Ω| 1/6d shows that any subsequence of
, which implies the expected weak compactness by Dunford Pettis theorem. ✷ Propositions 5.3 and 5.4 imply together Theorem 2.2. They further give some control on large velocities, which will be useful to establish the convergence of the conservation defects (Section 6). In order to take limits in the fluxes (Section 7), we will also need some strong compactness on the hydrodynamic fields g ε , g ε v and g ε |v| 2 . Velocity averaging lemmas provide some regularity with respect to the variable x on the moments of g ε , from which we can deduce that the non-oscillating parts of the moments are strongly compact in (7.26) ). Moreover, this extra regularity in x allows to get a rigorous description of the acoustic waves, i.e. of the oscillating parts of the moments (see (7.29) ).
) and (1.14). For each ε > 0, consider a solution f ε = M (1 + εg ε ) of (1.2), and define g ε and g ε by (2.2) where γ denotes any bump function satisfying (2.3). Consider a sequence (ε n ) with
Proof. -In order to establish this last a priori estimate, we just have to check that the sequence g εn satisfies the assumptions of the velocity averaging result stated in Proposition B.1. By Lemma 3.
* be a nonnegative constant, Q be a compact subset of R d , and Ω be some subset of
whereγ is defined as previously.Young's inequality (A.4) provides, for all η ε 2 ,
from which we deduce that (ε∂ t + v.∇ x )M g εn is locally equiintegrable, and thus compact in 
whereγ is defined byγ
and thus satisfies properties (2.3) .
Then, the conservation defects satisfy
If ξ(v) = 1, the estimates on (M fε − f ε ) and on g ε established in Sections 3-5 allow to prove that the conservation defect converges to 0 as ε → 0. In the other cases, because of the contribution of large velocities, we need refined estimates in order to establish such a convergence. The key idea is that the decay of M fε with respect to v depends only on the values of the moments R ε , U ε and T ε . The proof of Theorem 2.3 is then based on the following identity
whereχ ε is a convenient macroscopic truncation, such that 
Proof. -By Proposition 5.1,
using the second estimate in Lemma 3.2(ii) to control the second factor in the right-hand side of (6.4). From (6.3) we deduce that
Establishing decay estimates on Maxwellian distributions
Proof. (i) By definition ofχ ε , the following inequalities hold:χ ε R ε 3/2,χ ε |U ε | 1 and χ ε T ε log | log ε|. Then, define the variable r = |v − U ε |/ √ T ε . For almost all t, x,
(ii) Fix p < +∞. For ε sufficiently small, the same method as previously gives for almost all t, x, 
Proof. -This estimate is obtained from Proposition 5.3 and Lemma 6.3 by using the following decomposition (6.9) where χ ε denotes the indicator function of
In order to estimate the second term in the right-side of (6.9), we introduce a new decomposition based on the velocity tail .5) where q ε and q ε satisfy (5.24). Then,
from which we deduce by (5.24) and Lemma 6.3(i) that
By Lemma 3.2(ii) and Lemma 6.3(i),
and
Combining (6.11)-(6.15) shows that (6.16) which, coupled with (6.9), (6.10), gives the expected estimate. ✷
Proof. -By Lemma 3.1(i), the family
Let g be any of its limit points and consider a sequence (ε n ) such that ε n → 0 and
By Lemma 4.1(ii) with η ε = 1, the second term in the right-side of (7.2) converges to zero in
. By Lemma 3.1(i) and Lemma 3.2(ii), the last two terms converge to 0 in L
Define the function M by (4.2) and denote by
Direct computations like in Section 4.2 show that for all α <
Then, by the above estimate and Lemma 3.2(ii), the first term in the right-side of (7.
Finally, we get
x ) such that, up to extraction of a subsequence,
Combining (7.3) and (7.4) gives the expected identity. ✷ In all the sequel, we will consider a sequence (ε n ) such that ε n → 0 and 13)  and (1.14) . For each ε > 0, consider a solution f ε = M (1 + εg ε ) of (1.2). Consider a sequence (ε n ) such that ε n → 0, satisfying (7.5). Then,
and consequently, for all t
Proof. -By Lemma 4.1(ii) with η ε = 1, the sequence (ε
Cδ for some C, C > 0 which do not depend on δ. The finite number of ε n with ε n δ can be accomodated by picking the measure of Ω sufficiently small. Then, the sequence
, and thus by Dunford-Pettis
Denote by X any of its limit point. Taking limits in the kinetic equation
The uniqueness of the limit point, coupled with the compactness of the sequence, implies the convergence of the whole sequence (ε −2 (M fε − f ε )) εn . Taking limits in the dissipation bound provides then the second assertion in Lemma 7.2. Indeed, the convexity of r gives the inequality
Fix λ > 0, multiply this inequality by the indicator function 1 |v.∇xg| λ , average this over R d × R d and then consider its limit as ε → 0. Use the strong L ∞ limits
Taking λ → +∞ completes the proof. ✷ Lemmas 7.1 and 7.2 show together that the limiting form of the entropy inequality is essentially the Leray energy inequality for the limiting thermodynamic fields. In particular,
Incompressiblity and Boussinesq relations
Taking limits in the local conservations of mass and momentum leads to the following constraints. Proof. -By Theorem 2.3,
in the sense of distributions. Then
which, coupled with (7.1), gives the expected result. ✷
Evolution equations
It remains to prove that the limiting velocity u satisfies the Navier-Stokes equation, while the limiting temperature θ is governed by the Fourier equation. By Theorem 2.3, the conservation defects for g ε defined by (2.2) converge to 0. Then,
8) (7.24) converges to 0 by the same arguments as previously. Combining (7.21), (7.22 ) and (7.24) gives the second convergence in (7.19) .
• It remains to establish the convergence of the quadratic terms P ∇ x .( u ε ⊗ u ε ) and ∇ x .( u ε θ ε ). Combining (7.8)-(7.11) and (7.19) gives 
loc (dt dx). (7.27) Then, by (7.26), (7.27), (7.28) in the sense of distributions.
It remains to prove that P ∇ x .(∇ x ψ ε ⊗ ∇ x ψ ε ) and 2 d+2 ∇ x .(( ρ ε + θ ε )∇ x ψ ε ) converge to 0. Indeed we use the trick introduced independently by Schochet and Grenier [25, 16] to study the fast singular limits of hyperbolic PDEs, adapted to the case of acoustic waves by Lions and Masmoudi [19] . First we introduce the following regularization: let κ ∈ C η.
Hence, in the sense of distributions, From the uniform bounds
we deduce that for all δ > 0 and s > 0 We then proceed as in [14] . For each λ > 0, the truncated family Φ ε 1 |Φε| λ is bounded in 
