Abstract. We present a short, direct proof of the uniform convexity of L p spaces for 1 < p < ∞.
The standard proof of the uniform convexity of L p using Clarkson's [1] or Hanner's [2] inequalities (see also [4] ) is rarely taught in functional analysis classes, in part (the author imagines) because the proofs of those inequalities are quite non-intuitive and unwieldy. We present here a direct proof, cheerfully sacrificing the optimal bounds -for which, see [2, 4] . It fits quite nicely in with the standard proof of Hölder's inequality using Young's inequality Re xy ≤ |x| p /p + |y| q /q. Recall that equality holds precisely when xy ≥ 0 and |x| p = |y| q ; and that the condition for equality in Hölder's inequality follows from this. The idea of the present proof is to exploit a lower bound for the difference in Young's inequality. Lemma 1. Given 1 < p < ∞ and ε > 0, there exists δ > 0 so that, for every probability space (Ω, ν) and every measurable function z on Ω, z p ≤ 1 and
Proof. Consider the function
and note that f (x) > 0 everywhere except for the value f (1) = 0. (Consider the convex function x → |x| p and its tangent at x = 1 to see this for real x. Otherwise, use |x| ≥ |Re x|. Or just put y = 1 in Young's inequality, above.) Further, note that f (x) and |x − 1| p are asymptotically equal as |x| → ∞. Thus, given ε > 0, we can find some α > 1 so that
Assume that z satisfies the stated conditions, and let E = {ω ∈ Ω : |z(ω) − 1| < ε}. Then
Thus picking δ = ε p /(pα) is sufficient to guarantee z − 1 p < 2 1/p ε. Proof. Let p and ε be given, and choose δ as in Lemma 1. Let u and w be as stated above. Note that v could be defined by the requirements that |v| p = |w| q and vw ≥ 0 almost everywhere. Since nothing is changed by multiplying u, v by a complex function of absolute value 1, and dividing w by the same function, we may assume without loss of generality that v ≥ 0 and w ≥ 0.
Let z = u/v where v = 0 and z = 0 where v = 0. Thus zv = u where v = 0 and zv = 0 where v = 0, and so zv p ≤ 1. On the other hand Re Ω zvw dµ = Re Ω uw dµ > 1 − δ, so 1 − δ < zv p ≤ 1, and u − zv p p < 1 − (1 − δ) p . Let ν be the probability measure
We find
By Lemma 1, we now get
On the other hand,
We therefore get u − v p p < ε + 1 − (1 − δ) p , and the proof is complete.
Proof. Consider x, y ∈ L p with x p = y p = 1 and x + y p > 2 − δ. Let v = (x + y)/ x + y p , and choose w ∈ L q with vw = |v| p = |w| q . In particular v p = w q = 1. Then
Since also Re Ω yw dµ ≤ 1, this implies Re Ω xw dµ > 1 − δ. If δ was chosen according to Lemma 2, we get x − v p < ε. Similarly y − v p < ε, and so x − y p < 2ε.
One reason for our interest in including the uniform convexity in a standard functional analysis class is that this implies the reflexivity of these spaces, by the Milman-Pettis theorem. (For a remarkably brief proof, see [3] .) This, in turn, can be used to prove the standard duality theorem for L p and L q . Of course, this requires some comparatively heavy machinery, but it is machinery that is usually included in such classes anyway.
We finish by indicating how this can be used to prove the duality between L p and
Re Ω vw dµ. This is part Hölder's inequality, and part -assuming we normalize v -the choice of w satisfying vw = |v| p = |w| q . Thus, with the standard duality, L q is isometrically embedded in the dual space Y of L p . An appeal to the Hahn-Banach theorem show that, if L q = Y , there is a nonzero bounded linear functional f on Y which vanishes on L q . Since L p is reflexive, f is of the form f (y) = y(u) for some u ∈ L p . In particular, for each w ∈ L q we get 0 = f (w) = Ω uw dµ. But then u = 0, which is a contradiction. Thus L q is the whole dual space Y of L p .
