An algorithm is proposed to increase the effective resolution of infrared thermal images by a 2:1 ratio while at the same time removing the noise and preserving edges in the image. This algorithm is based on a minimization strategy known as mean field annealing, which takes into account processes of blur, noise, and image correlations, to make an optimal estimate of the missing pixels.
Introduction
Thermal Infrared (TIR) imaging is recognized as the most efficient technique for the study of skin temperature distribution. Many studies have been performed which show the anticipated normal pattern of temperature in a thermal image [1] . In specific diseases, characteristic changes can be measured from target anatomical sites. In this way, objective non-invasive investigations can be of diagnostic value [15] . TIR imaging of the breast for breast cancer risk assessment is an example.
Clearly, the efficacy of TIR is greater for surface or shallow lesions, and for perfusion difficulties such as peripheral vascular occlusive disease, particularly deep venous thrombosis, in which TIR is 79% sensitive and 84% specific [16] . Surprisingly, even deep lesions of the breast induce abnormalities in skin temperature which can be detected by TIR. Anbar in [1] argues that such abnormalities are due to NO-induced increases in perfusion throughout the breast, including near the skin, and not due to hypervascularization of the tumor itself. Studies of breast cancer diagnosis using TIR have shown sensitivities from 62% to 88% [6, 18, 19] . The current sensitivity of X-ray mammography is still below 85% [14] , with most of the difficulty occurring in women with dense breasts: about 25% of the tested population [13] .
Acknowledging that TIR may not be sufficiently mature to be considered a diagnostic tool for breast cancer, some researchers [7, 10] have asked the question of whether an abnormal TIR image of the breast can be used for risk assessment. [11] compared abnormal TIR with three other risk factors: family history of breast cancer, previous estrogen hormone therapy, and previous 3 breast biopsy. None of these risk factors were found to correlate with the TIR result, and therefore may be considered independent risk factors. Furthermore, TIR, when treated as a risk factor was found to have excellent prognostic capability.
Though TIR imaging possesses the advantages of being non-invasive, risk-free, and considerable financial savings, it suffers the disadvantages of a lack of resolution due to blur compounded by rather high levels of noise.
A maximum a-posteriori probability (MAP) image restoration philosophy is proposed to solve this problem. The objective is threefold: to increase the resolution of the measured image by a type of 2:1 zooming, to remove the noise, and simultaneously to preserve the detail of features including in particular the sharpness of edges.
Mathematical Approach
A system model is first constructed to simulate the image formation process and the image reconstruction process. Then the resolution increasing problem is formulated into an optimization problem with mean field annealing the approach. Figure 1 explains the system model under the current study. In this model, image f (resolution 2N x 2N) is first blurred by the point spread function (h), and then corrupted by noise (n). The resulting blurred, noisy image is subsampled (2:1) to produce the measured image g (resolution N x N).
System Model Construction
The algorithm proposed in this paper reverses this process. That is, once we know the measured image g, the system point spread function h, and the noise model n, we can determine an estimate (resolution 2N x 2N) of image f from the subsampled image g. An optimal interpolation algorithm is pursued to make as close to f as possible. Before going into the problem formulation, we first analyze, hypothetically, the degradation that the measured image suffers. (Fig. 2) . The totally different shapes displayed from the five pictures show us that the blur is space-variant. Optimal estimation of the point spread function is beyond the scope of this paper. 
Problem Formulation
The problem of TIR image reconstruction with increased resolution can be posed as an optimization problem. We state our optimization as follows: Given the subsampled measured image g, we seek the zoomed image f, which maximizes the a-posteriori conditional probability p(f | g).
According to Bayes' rule, the a-posteriori conditional probability can be written as Eq. (1): (1) where the denominator P(g) is independent of f and therefore does not affect the maximization process. Take the logarithm of both sides of Eq. (1), we then obtain the objective function as Eq. (2): (2) We denote the part that involves the conditional probability p(g | f), and depends on the blur and the noise process, as the noise term, and the a-priori probability P(f) which is independent of measured image, as the prior term.
Noise Term
We have determined that the noise in the thermal image is approximately Gaussian, and the blur is space-variant. Without losing generality, we can assume that the Gaussian is zero mean and with variance σ 2 . In the experiments, we use a single 5x5 convolution kernel at all points in the image instead of a space-variant nonisotropic kernel to model the blur; which is effectively a spaceinvariant assumption. Future work will take spatial variation of the PSF into account.
From the model constructed in Fig. 3 , we know that the difference between the original image f and the measured image g can only be due to the noise. Since the noise is an independent Gaussian noise with zero mean and variance σ 2 , the conditional probability p(g | f) can be written as Eq. (3): (3) where denotes a 5x5 sum of products (local convolution) centered at point (i, j).
Taking the logarithm of Eq. (3) and changing the sign allows one to convert the maximization of the conditional probability to the minimization of a summation as in Eq. (4), which is what we called the noise term H n :
In the case of 2:1 zooming, the measured pixels exist on every other row and every other column, so the summation is only taken over pixels where g is measured.
Prior Term
Unlike the noise term, the prior term incorporates only the knowledge of the properties of image f.
One typical property that f should have is smoothness. We use a penalty function to express the prior term H p , which penalizes the noise, but not the edges. Considerable literature [2, 5, 8, 12 ]
has shown that the upside-down Gaussian function in Fig. 4 produces noise removal without blur of edges. Based on this property, we derive the prior term as Eq. (5): (5) where β is a constant weight selected dependent on the noise variance. is an edge operator specific to the problem at hand, operating in the vicinity of pixel (i, j). Usually, the edge operator is implemented as a convolution with a symmetric edge operator kernel r. We note that if is zero for the neighborhood of each pixel, the prior term is maximally negative. T is the "temperature" and will be gradually reduced over the iterations of the algorithm to T final , which is a prob-
lem-dependent constant property of the expected scenes that specifies the "steepness" or maximum expected value of the edge operator between regions.
It is important to point out that this form of the prior is bounded, which restricts the amount of blurring for the edges in the image.
Since TIR images have features of varying intensity and may be separated by roof edges, we use a piecewise linear prior model which preserves roof edges well [4] . The piecewise linear model can be implemented by a second derivative operator such as a Laplacian or a quadratic variation. We choose the quadratic variation as Eq. (6) because this form is never negative, making the edge more stable. The quadratic variation operator can be estimated by convolving with three kernels h xx , h yy , and h xy in Eq. (7):
Optimization by Mean Field Annealing (MFA)
With the noise term and the prior term, the objective function can be written as H = H n + H p . f is pursued such that H can reach its minimum. To solve this optimization problem, we use the mean
field annealing (MFA) technology [3, 4] . MFA follows a particular methodology (the mean field approximation) to derive a minimization method which will combine gradient descent and annealing to find the global minimum. We consider noise term and prior term separately.
An initial estimate of the image and an initial temperature T initial must be made at the start of the annealing process. In the case of 2:1 zooming, since three quarters of the pixels do not have any corresponding measurements, we use linear interpolation to estimate the initial values of those pixels.
The partial derivative of H with respect to f i,j is required in order to perform the gradient descent component of the MFA optimization, which results in Eq. (8) and Eq. (9):
where the term h rev and r rev denotes the kernel h and r with elements reversed about the origin of the kernel respectively. When performing the reverse convolution in Eq. (8), four distinct cases The gradient descent then can be carried out by Eq. (10): (10) where α is the step size, and . See [20] for details on the selection of step size.
The annealing minimization process starts with large T and gradually reduces the temperature over time. This process avoids most local minima and produces an optimal reconstructed image with increased resolution based on the knowledge of blur, the noise, and the a-priori model of the image. This is the optimal interpolation which adopts MFA technology. 
Experiments and Results
Fifteen studies were acquired, with three breast TIR images in each study. In order to increase the blood flow to the skin, patients are cooled for 10 minutes at a 68 degree room, and then moved into a 72 degree room to be imaged. An Inframetrics 600M scanner (Inframetrics, In.c Billerica, MA) which uses a scanning mirror for image acquisition was used. The images include 5 patients with normal TIR breast images, 5 patients who were normal but had abnormal TIR breast images (therefore were at high risk for breast cancer), and 5 patients with breast cancer confirmed positive by biopsy. All the images are zoomed using the above optimal interpolation algorithm and two other conventional zooming methods (pixel replication, and linear interpolation [9] ).
Experiments are carried out on both synthetic images and real images. This paper shows the comparison results based on one synthetic image and one real image. More results are presented in [20] and at our website [17] .
Performance Evaluation based on Synthetic Image
The simplest synthetic image is the checker board. We create a checker board pattern of 64 squares with a resolution of 256 x 256, and the two intensity levels are 100 and 200. The original image is blurred by a 3x3 Gaussian kernel; corrupted by a zero mean, stationary Gaussian noise, with an SNR of 24 dB; and subsampled to create the measured image. Figure 6 shows the original 13 synthetic image, the subsampled measured image, and the zoomed images from the three zooming algorithms. To quantitatively compare the performance of the three zooming algorithms, we use histograms, difference images, and the mean square error (MSE) to do the analysis. 
Performance Evaluation based on TIR Images
From the comparison results based on synthetic image, we observe that the optimal interpolation has better performance than the other two. Figure 10 presents one of the TIR images, its subsampled version, and the images zoomed by the three algorithms mentioned above. One can tell that the image zoomed by MFA has less noise than that from pixel replication or linear interpolation. 
The row/column profile comparison draws the intensity profiles with respect to the same row/column of the three zoomed images. This method can discern how each zooming algorithm preserves the characteristics of the original image in great detail and how much noise can be removed. Figure 11 displays the intensity profiles of the four images in Fig. 10 at row 40 and column 120
respectively. It is clear that the profiles from optimal interpolation ( Fig. 11(d) , (h)) are much smoother than the others, while at the same time restoring the features of the original profile very well. 
Conclusion
We proposed to use the optimal interpolation algorithm to increase the resolution of TIR images by a factor of 2. The algorithm is based on MAP which estimates the missing data based on the measured image. The quality of the estimation is formulated into an objective function, where
(a2) (b2) (c2)
MFA is used to solve the optimization problem. The optimal interpolation algorithm is compared with pixel replication and linear interpolation. From the comparison results, both quantitatively and qualitatively, we claim that the optimal interpolation algorithm performs better, especially with increasing noise. It can increase the image resolution, while at the same time reduce noise and preserving the edges of the original image.
