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Resum  
Per tal de crear un model 3D d’un objecte és necessari adquirir informació des de diferents 
localitzacions entorn l’objecte. La pregunta és, com cal escollir aquestes localitzacions? 
Una manera és situar uniformement suficients punts de vista al voltant de l’objecte per tal 
d’adquirir el model complet. No obstant, aquest mètode és ineficient i  possiblement inefectiu 
quan es tracta d’objectes amb una certa complexitat. És millor emprar un algoritme que 
prengui decisions sobre on cal posicionar el proper punt de vista. D’aquesta manera es 
disminueix el nombre de vistes necessàries per tal de reconstruir l’objecte, la qual cosa es 
tradueix en una reducció del temps total de reconstrucció de l’objecte i de la quantitat de 
memòria necessària per dur a terme l’ aplicació.  
Un algoritme emprat  per determinar les posicions on cal situar un sensor per tal d’adquirir les 
superfícies presents en una escena amb l’objectiu d’obtenir un model 3D de l’escena és 
anomenat “Next Best View Algorithm” o algoritme de la següent millor vista. 
El present projecte, implementa un algoritme del següent millor punt de vista basat en dues 
fases, el qual és descrit a grans trets en l’article “Autonomous Sensor Planning for 3D 
Reconstruction of Complex Objects from Range Images” [1] . La primera fase, consisteix en 
un procés de votació que considera les arestes d’oclusió, que són aquelles que  són 
susceptibles d’ocultar superfícies de l’ escena. La segona fase, a partir d’un esquema basat en 
un anàlisis de visibilitat, omple els orificis que resten un cop finalitzada la primera fase. No és 
necessari cap tipus de coneixement a priori sobre la forma o el nombre d’objectes a modelar . 
L’algoritme és molt eficient en quant a temps de còmput necessari per obtenir la propera vista. 
La primera fase, suficient per adquirir la majoria de les superfícies presents en l’escena, evita   
l’ elevat cost computacional que suposa un anàlisis de visibilitat i en el qual es basen la 
majoria d’enfocaments previs. Pel que fa al ventall de diferents formes geomètriques dels 
objectes a reconstruir, els resultats de l’algoritme són satisfactoris tret de per aquelles escenes 
que presenten auto-oclusions d’orifici, oclusions de superfícies de l’objecte que presenten un 
orifici i que són degudes a superfícies del mateix objecte.  
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1. INTRODUCCIÓ  
 
La planificació de sensors en el camp de la visió per computador és una àrea creixent que 
tracta d’entendre i quantificar la relació entre els que objectes que han d’ésser visionats i els 
sensors que els han d’observar. El problema de la planificació de sensors pot ser resumit de la 
següent manera: a partir d’informació sobre l’entorn ( l’objecte que ha d’ésser observat, els 
diferents sensors disponibles, ...)  i de la tasca que ha de realitzar el sistema de visió 
(reconeixement d’objectes, detecció de certes característiques d’objectes, reconstrucció 
d’escenes,...), desenvolupar estratègies per tal de determinar automàticament els valors dels 
paràmetres del sensor (posició, orientació i característiques òptiques) i les característiques de l’ 
il·luminació que aconsegueixen realitzar la tasca amb un cert nivell de satisfacció.  
 
 
Fig. 1.1. Planificació de sensors en la visió per computador 
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Els models de planificació de sensors són emprats en varis camps, tals com: reconeixement 
d’objectes, localització d’objectes, detecció de característiques, o modelatge d’objectes en 3D.  
En l’àrea del reconeixement o de la detecció del posicionament d’objectes, els models de 
planificació de sensors s’usen per tal de discernir entre diferents interpretacions d’un objecte o 
per tal de determinar la seva posició.  
A tall d’exemple, consideri’s el cas en que una màquina té un conjunt d’objectes que es capaç 
de reconèixer.   
Una única vista de l’objecte pot encaixar amb diferents objectes del conjunt. Ara bé, una vista 
addicional de l’objecte o seqüència de vistes pot ser emprada per tal de distingir l’objecte en 
qüestió, al que correspon la vista o seqüència de vistes, de la resta d’objectes.    
Per articles referents a la recerca de la següent millor vista en el camp de reconeixement o 
localització d’objectes consultar referències bibliogràfiques [15], [16], [17] . 
Pel que fa a l’àrea de detecció de característiques, la planificació de sensors s’usa per tal de 
detectar les característiques desitjades dels objectes. Per tal de dur a terme aquesta tasca, els 
paràmetres del sensor i de l’ il·luminació són determinats, de tal manera que les 
característiques de l’objecte siguin, per exemple:  visibles, enfocades, en el camp de visió del 
sensor, convenientment ampliades, i contrastades suficientment respecte la resta de l’ imatge.  
   
Per articles relacionats amb aquest àmbit consultar referències bibliogràfiques [18], 
[19],[20],[21],[22],[23],[24],[25],[26],[27],[28],[29],[30],[31]. 
Finalment, relacionat amb l’àrea de reconstrucció d’escenes 3D, un model de l’escena es va 
generant de forma incremental a partir d’informació obtinguda des de successius 
posicionaments del sensor. A cada iteració de l’algoritme, les diferents configuracions del 
sensor s’obtenen a partir de la informació adquirida de l’escena fins al moment; i s’escullen 
basades en un cert criteri particular que intenta explorar l’àrea que és susceptible d’aportar 
més quantitat  d’informació nova al model. La informació obtinguda a cada iteració s’integra 
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en un model parcial de l’escena i es van generant noves configuracions del sensor fins que la 






Fig. 1.2. Procediment iteratiu per la reconstrucció d’escenes 3D 




L’objectiu del present projecte és implementar un algoritme capaç de determinar les posicions 
òptimes on cal situar un sensor per tal d’obtenir les superfícies dels objectes presents en una 
escena, i  poder reconstruir així un model 3D de l’escena. És el que es coneix com “the next-
best view problem” o problema de la següent  millor vista.  
 
1.2. MOTIVACIO 
La generació automàtica de models d’objectes a partir d’ imatges de profunditat és un 
problema important en el camp de la robòtica i la visió per computador. 
En general, per tal de reconstruir completament la superfície d’un objecte a partir de d’imatges 
de distancia , són necessaris els següents tres passos:  
 
1) Adquisició d’imatges de distància des de diferents punt de vista. 
2) Enregistrament de les diferents imatges en un sistema de coordenades comú centrat en 
l’objecte.  
3) Integració de les diferents imatges d distància en un model no redundant.  
Ara bé, així com pels darrers dos passos s’han proposat diferents tècniques eficients, la recerca 
pel que fa al primer pas ha estat minsa.  
En el segon capítol es presenten breument els antecedents existents en l’àrea de planificació de 
sensors  encaminada al modelat d’objectes, on es posen de manifest les seves mancances.  
 





Com s’ha esmentat en l’apartat anterior, per tal de reconstruir completament les superfícies 
presents en una escena són necessaris tres passos: adquisició d’imatges des de diferents punts 
de vista,  emmagatzemament de les imatges en un sistema de referència comú, i finalment 
integració d’aquestes en un model descriptiu no redundant.   
Relacionat amb el primer d’aquests tres passos, el present projecte implementa i completa un 
algoritme que s’encarrega del primer d’aquests tres passos, determina els punts de vista des 
dels quals s’han d’adquirir les diferents imatges. Entenent per punt de vista, la localització del 
sensor o paràmetres geomètrics del sensor (tres graus de llibertat de translació i tres de 
rotació).  L’algoritme és descrit a grans trets en l’article “Autonomous Sensor Planning for 3D 
Reconstruction of Complex Objects from Range Images” [1]. 
 En principi, el sistema de visió a emprar era el realitzat en un projecte anterior a l’ Institut d’ 
Organització i Control de Sistemes Industrials (IOC) [Porta, 2001], el qual utilitza els diferents 
elements que formen part del sistema de visió situats a la cel·la robotitzada de l’ IOC. Ara bé, 
com a conseqüència de la impossibilitat per posar en marxa aquesta aplicació degut a 
incompatibilitats de sistemes operatius, s’ha implementat un ray-tracer que permet simular 
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2. ANTECEDENTS 
 
En aquest capítol es fa una síntesi dels antecedents existents en l’àrea de planificació de 
sensors  encaminada al modelat d’objectes.  
 
2.1. MODELAT D’OBJECTES 3D 
 
Una única vista de l’objecte és insuficient alhora de crear un model 3D d’un objecte. Per 
tant, el modelatge d’objectes 3D es duu a terme a partir de la integració d’informació 
provinent de diferents vistes de l’objecte. La planificació de sensors s’usa per minimitzar 
el nombre de vistes necessàries per construir el model 3D complet de l’objecte.  
Existeixen dos tipus principals de mètodes emprats per resoldre el problema de la següent 
millor vista: mètodes basats en recerca i mètodes basats en oclusions.  
Els primers empren un criteri d’optimització per tal de cercar un conjunt de punts de vista que 
són candidats a ser escollits com a proper punt de vista. Mètodes basats en recerca es poden 
trobar en les referències [2][3][4][5][6] i [7].  
Els segons usen les arestes d’oclusió de la imatge obtinguda fins al moment per tal d’escollir 
el proper punt de vista. Mètodes basats en oclusions es poden trobar en les referències 
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2.2. ENFOCAMENTS PREVIS   
 
El treball de Connolly [2] és un dels més primerencs en la recerca del proper punt de vista. De 
fet, sembla que és el primer en idear l’expressió “Next Best View” o millor proper punt de 
vista. 
L’algoritme de Connolly, assumeix que tots els vectors de visió apunten a l’origen i que els 
possibles punts de vista estan localitzats de manera equidistant damunt una esfera que conté 
l’objecte. 
L’espai de treball es dividit en octrees o arbres de 8 nodes que divideixen recursivament un 
cub en 8 subcubs. Els nodes dels octrees són etiquetats com empty, occupied or unseen. Els 
nodes que estan marcats com occupied, contenen punts de la superfície de l’objecte. Els nodes 
unseen són aquells que encara no han estat observats per cap vista. Finalment, els nodes empty 
consisteixen en espai buit que és visible des d’ almenys una de les vistes usades per generar l’ 
octree.  
Connolly presenta dos algoritmes, l’algoritme planetari i l’algoritme normal. 
L’algoritme planetari aplica un anàlisis de visibilitat a l’ octree per cada punt de vista candidat 
de l’esfera. Per cada un d’ells, l’àrea dels cubs que encara no han estat observats projectada en 
el pla de la imatge (pla perpendicular a la direcció de visió) es pren com una mesura de l’angle 
sòlid que seria escombrat per aquella vista. S’escull com a proper punt de vista aquell que 
rebel·larà  la major quantitat d’àrea no visitada.  
L’algoritme planetari tendeix a seleccionar un nombre reduït de vistes, és a dir, es pot 
considerar òptim alhora de cercar la vista que rebel·larà el volum desconegut major. No 
obstant, presenta un temps de còmput elevat, mancança inherent d’un anàlisis de visibilitat 
global. 
L’algoritme normal simplifica l’anàlisi de visibilitat global presentat en l’algoritme planetari i 
el redueix a un anàlisi local, examinant les cares de l’ octree comunes a cubs unseen i empty. 
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D’aquesta manera, el temps de còmput es redueix considerablement. Ara bé, pel que fa a auto-
oclusions o oclusions de superfícies d’un objecte degudes a altres superfícies del mateix 
objecte, aquestes es resolen de manera més satisfactòriament en l’algoritme planetari. 
El mètode es troba subjecte a certes simplificacions i limitacions. No es caracteritza cap tipus 
de sensor ni sistema de posicionament. El sensor es tractat com un punt ideal sense 
restriccions en el camp de visió ni en la profunditat de camp. Els efectes d’ombres són 
ignorats. No obstant, malgrat les limitacions, la idea de Connolly és pionera alhora d’explorar 





Marchand i Chaumette [3] usen la planificació de sensors per modelar una escena d’objectes 
polièdrics i cilindres. 
Fig. 2.1. Divisió de l’ espai en octrees  i etiquetació dels corresponents 
nodes en occupied, unoccupied o unseen. Els nodes unseen 
són tots aquells que no apareixen marcats com occupied o 
unoccupied. 
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Es capta una vista inicial de l’escena i totes les primitives de la imatge són estimades.  
 
 
Es duu a terme una exploració local per tal de recobrir completament totes les primitives que 
es troben parcialment fora del camp de visió. Llavors, es realitza una exploració global per 
explorar aquelles àrees no conegudes i trobar així nous punts de vista. 
L’estratègia global es basa en la minimització d’una funció objectiu. La funció reflexa la 
qualitat del nou punt de vista mitjançant la ponderació contraposada del guany d’informació 
associat amb la nova posició (la qual cosa pondera positivament) i el cost de moure la càmera 
fins aquesta (pondera negativament). Per tal d’evitar la tria de punts de vista que estan fora del 
“camp de treball del robot” o prop dels límits assolibles per les articulacions del robot 
s’incorporen una sèrie de restriccions addicionals a la funció objectiu.  
L’ enfocament esmentat, no requereix cap tipus de coneixement a priori de l’entorn, excepte el 
de les primitives que el constitueixen.   
L ‘algoritme de Marchand i Chaumette és robust, però no assegura l’adquisició completa del 
model, especialment en àrees d’oclusió. Aquest fet és degut a les restriccions imposades en les 
posicions de la càmera (aquesta es troba emplaçada en una semiesfera entorn l’objecte).No 
obstant, es poden emprar diversos mètodes per tal de poder tractar les oclusions de manera 
eficient. Per exemple, el mateix algoritme d’exploració global es pot usar restringit a petites 
àrees al voltant de les àrees ocultes.  
Fig. 2.2.  a) Imatge adquirida. b) Resultats 
obtinguts per comparació amb la 
base de dades de primitives 
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Finalment, cal destacar que  l’algoritme requereix un elevat nombre de moviments de la 
càmera per tal de reconstruir tota l’escena com a conseqüència del fet que duu a terme no 
solament una exploració global sinó també local,.  
Per exemple, es necessiten 30 moviments de la càmera per modelar una escena constituïda per 
5 objectes simples (un cilindre i quatre polígons) (Fig. 2.3.). 
 
 
En la figura 2.4. es mostren diferents estadis del procés d’exploració de l’escena. Cada figura 
mostra l’escena obtinguda, la trajectòria de la càmera i la projecció en un pla virtual de les 
àrees desconegudes. La figura 2.4.a) correspon a una posició de la càmera obtinguda just 
després de la primera exploració local. Els primers desplaçaments de la càmera (veure figures 
2.4 b) i 2.4 c) ) permeten reduir de manera considerable les àrees desconegudes. A la figura 
2.4 d)  es detecta l’aparició d’una nova primitiva. S’inicia una nova exploració local que acaba 
a la figura 2.4 f). En aquest estadi, els dos polígons situats a la part superior de l’escena han 
estat reconstruïts. Comença aleshores una nova exploració global que mou la càmera fins a la 
posició de la figura 2.4. g), on apareix en el camp de visió de la càmera un segment que 
pertany al darrer objecte de l’escena. Després d’una exploració local, els quatre segments 
d’aquest polígon estan reconstruïts i la càmera es situa en la posició de la figura 2.4.h). En 
aquesta etapa un 99% de l’espai de treball ha estat observat, la qual cosa assegura que la 
reconstrucció de l’escena és completa. 
 
Fig. 2.3. Esquema de l’escena a reconstruir 
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Sequeira [5] usa la planificació activa de sensors pel modelat d’entorns 3D. No es necessari 
cap tipus de coneixement a priori de l’escena. Des d’un punt de vista arbitrari s’adquireix una 
primera imatge inicial. Les àrees d’oclusió són detectades mitjançant “jump edges” i la 
projecció d’aquests.  
Per cada àrea d’oclusió, es troba un políedre de visió (conjunt de direccions de visió o conjunt 
de punts de vista des del quals l’àrea oculta es completament visible).  
A continuació es consideren totes les oclusions amb l’objectiu de cercar el mínim nombre de 
volums des dels quals totes les oclusions són visibles. Per tal d’aconseguir-ho, s’intersequen  
els políedres de visió de les diferents àrees d’oclusió. El volum de visió global resulta de la 
intersecció dels políedres de visió de les diferents arestes si aquesta no és buida, o altrament es 
determinen volums de visió globals resultants d’interseccions parcials. 
El proper punt de vista és aquell que pertanyent al volum de visió global maximitza una funció 
objectiu. La funció objectiu avalua la qualitat d’un punt de vista en funció de la precisió que té 
 
Fig. 2.4. Diferents etapes del procés d’exploració d’una escena formada per un 
cilindre i 4 polígons (trajectòria de la càmera, model 3D de l’escena 
reconstruïda, i projecció en un pla virtual de l’àrea no coneguda fins al 
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el làser usat en l’aplicació de visió captant l’escena des d’aquell punt de vista i front a diverses 
superfícies ocultes prioritza la de major àrea per tal de minimitzar el nombre de vistes 
necessàries per reconstruir l’escena. Més endavant (enfocament Banta [9]), es veurà que el 
grau de precisió més gran per veure una superfície s’assoleix en la direcció de la corresponent 
normal. Un altre aspecte a tenir en compte és el fet que la bondat de l’adquisició depèn de la 
distància a l’objecte. La funció objectiu afavoreix per tant direccions de visió properes a la 
direcció de la normal i penalitza mesures fetes fora de la millor distància de precisió.  
Els resultats de l’ esmentat treball no són gaire clars en l’article. Únicament es presenten els 
resultats obtinguts en obtenir l’ escena d’un laboratori i no està clar fins a quin nivell 
l’algoritme està completat.  
Cal destacar també la manca de robustesa de la solució proposada. Les característiques de la 
funció objectiu depenen fortament del tipus d’entorn i de les restriccions imposades per 
aquest. No és possible a priori determinar les seves característiques, però pot ocórrer que un 
únic mínim òptim es trobi envoltat per múltiples mínims locals, i com a conseqüència 
l’enfocament tradicional emprat per trobar el mínim de la funció basat en el descens del 
gradient no seria un mètode del tot robust.   
 
Zha [7] empra la planificació de sensors en el modelat d’objectes corbs en 3D.  
El sensor únicament es pot posicionar en la superfície d’una de les cel·les en la qual ha estat 
dividida l’esfera que conté i està centrada en l’objecte d’estudi . Els punts de vista propers al 
punt de vista en curs són descartats. El conjunt de punts de vista potencials són avaluats 
mitjançant una funció, i s’escull aquell punt de vista que maximitza aquesta. La funció mesura 
tres heurístiques: la distància des del nou punt de vista als previs, el grau de solapament entre 
la nova vista i la vista en curs, i la suavitat del solapament entre ambdues.  Les dues darreres 
heurístiques ajuden a millorar la bondat d’enregistrament de la imatge.  
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Els objectes modelats per Zha no contenen ni forats ni oclusions, i tots els resultats presenten 





 La quantitat de temps total requerida pel modelat tampoc es presentada. 
Únicament es presenta la quantitat de temps necessària per obtenir la segona vista de l’estàtua, 
355 segons de CPU en un microSPARCII (70 [MHz]).  
Fig. 2.5 Imatges obtingudes des dels punts de vista proporcionats per l’algoritme 
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Maver i Bajcsy [14] usen la planificació de sensors durant el modelat de l’escena.  
L’algoritme de Maver i Bacjsy no requereix cap tipus de coneixement a priori de l’escena, 
únicament es coneguda la geometria del sensor. 
El sensor emprat consisteix en una càmera CCD acoblada a un làser . El raig làser s’estén al 
llarg d’un pla d’il·luminació i la intersecció d’aquest amb la superfície de l’objecte dóna lloc a 
una corba plana. La imatge s’obté a partir d’escanejar l’escena mitjançant una sèrie de plans 
d’il·luminació paral·lels, la qual cosa s’obté movent el sensor en una pla perpendicular als 
plans d’il·luminació, anomenat pla d’escaneig. 
 
 
Fig. 2.6. Imatges adquirides de l’estàtua 
 
Fig. 2.7 Esquema del sistema de visió 
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El sensor descrit únicament es capaç de captar aquells punts que simultàniament són 
il·luminats pel làser i es troben dins del camp de visió de la càmera. Ja que la posició /direcció 
dels raigs directes del làser del pla d’il·luminació es diferent que la direcció de visió /posició 
de la càmera, poden aparèixer dos tipus d’oclusions: 
- Oclusió de càmera:  una part de la superfície il·luminada de l’escena és presenta oculta 
a la càmera com a conseqüència d’una altra part de l’escena, són les anomenades àrees 
ocultes. 
- Oclusió lluminosa: la llum del làser no arriba a una part de la superfície de l’escena ja 
que es reflectida per una altra part de l’escena.  
 
Com a conseqüència, el problema d’adquisició d’informació 3D de l’escena es divideix en dos 
tasques, segons el tipus d’oclusió a tractar.  
 
(1) rotació en pla d’escaneig. 
La primera tasca tracta de trobar orientacions del conjunt càmera – làser en el pla 
d’escaneig actual des de les quals la càmera pugui adquirir completament la totalitat de la 
superfície il·luminada des d’aquest pla d’escaneig. A cada vista,  el pla d’il·luminació 
il·lumina la mateixa fracció de l’escena mentre que la càmera observa diferents parts 
d’aquesta. 
La tasca s’inicia amb l’adquisició d’una imatge inicial des d’un punt de vista arbitrari.  
Les àrees ocultes de la imatge són aproximades per polígons. Els contorns de les àrees 
ocultes es segmenten en una sèrie de línies rectes, i els punts que deriven d’aquesta 
segmentació (punts de màxima curvatura) són emprats per tal de dividir els polígons 
d’oclusió en àrees. Per cada píxel dels polígons d’oclusió es calcula un angle de visió Φ o 
sector que conté totes les possibles direccions de visió des de les quals el píxel és visible. 
Per tal d’escollir el proper punt de vista, s’intersequen  els angles de visió i si aquesta 
intersecció no es buida es tria una orientació que pertanyi a aquesta intersecció global. Ara 
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bé, si la intersecció global es buida, s’obtindran diferents punts de vista resultants d’ 
interseccions parcials.    
 
(2) Recerca del següent pla d’escaneig 
 
Els límits d’oclusió són aquells límits que separen les zones de la superfície il·luminades 




Per tal d’adquirir la informació de la superfície que es troba entre els límits d’oclusió i la 
projecció d’aquests en la direcció de l’ il·luminació, cal emprar plans d’escaneig addicionals. 
Aquests seran escollits entre tots aquells plans que siguin perpendiculars al primer pla 
d’escaneig.  
A continuació s’exposa breument el procediment emprat per tal d’escollir el següent pla 
d’escaneig . Els límits d’oclusió són aproximats per un conjunt de segments lineals. La 
superfície compresa entre el segment d’oclusió li i la seva projecció és una cara plana Fi .  
Similarment al procediment realitzat en l’apartat anterior pels píxels d’oclusió, es defineix per 
Fig. 2.8 Límits d’oclusió i les seves projeccions 
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cada segment li l’angle d’il·luminació Ψ (Fi) com el conjunt de totes les direccions des de les 
quals la cara Fi pot ésser il·luminada. Per tal d’escollir el proper pla d’escaneig, s’ intersequen 
els angles d’il·luminació i si aquesta intersecció no es buida es tria una direcció d’escaneig que 
pertanyi a aquesta intersecció global. Ara bé, si la intersecció global es buida, s’obtindran 
diferents direccions d’escaneig resultants d’interseccions parcials.     
 Maver and Bacjsy únicament avaluen l’algoritme amb escenes que contenen objectes simples. 
El resultat de l’experimentació és que el nombre de vistes necessàries per tal de dur a terme la 
reconstrucció de l’escena és petit:  tres vistes per una escena formada per tres políedres i mig 
cilindre  i cinc vistes per una escena més complexa formada per un políedre , mig cilindre, un 
telèfon i una falca.  
No obstant, el mètode presenta importants mancances. Com a conseqüència del fet que els 
nous plans d’escaneig són seleccionats únicament entre aquells perpendiculars al primer, 
parts de l’escena que es presenten ocultes a la càmera des de totes les direccions en el 
primer pla d’escaneig, com per exemple orificis, no poden ser explorades.   
 
Abidi [8] empra la planificació de sensors pel modelatge autònom d’objectes volumètrics. No 
s’imposa cap tipus de restricció als objectes sobre la seva geometria, topologia o orientació tret 
del fet que han d’ésser convexos o còncaus de tipus I (si l’objecte conté concavitats aquestes 
han de perforar completament l’objecte), estàtics i rígids. 
No es necessària cap tipus d’informació a priori de l’escena.  
Les diverses posicions de la càmera per tal d’adquirir la informació necessària per reconstruir 
l’objecte són determinades de dues maneres diferents: 
(a) Cas 2D, on l’objectiu és millorar recursivament la imatge adquirida de la present 
faceta de l’objecte (s’entén per faceta d’un objecte la cara física de l’objecte que es 
troba enfront  la càmera).   
(b) Cas 3D, on la fita és augmentar la quantitat d’informació obtinguda de l’escena. 
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En el primer cas, les restriccions venen definides en termes de posició, orientació, resolució i 
camp de visió. La millor imatge en 2D d’una faceta de l’objecte serà aquella que presenti la 
informació no truncada, amb la màxima resolució possible, centrada en el pla de la imatge (el 
centre de masses de l’objecte es troba situat en el centre del pla de la imatge) i orientada al 
llarg de l’eix x de la càmera. L’eix x de la càmera és escollit arbitràriament i es tracta 
d’imposar que l’eix principal de l’objecte en la imatge coincideixi amb l’eix x de la càmera del 
pla de la imatge. D’aquesta manera es redueixen els efectes de transformació derivats de la 
perspectiva.  
En la figura 2.9 , es mostra la optimització 2D.  
 
 
Una vegada s’ha adquirit una vista de l’objecte que ja no pot ésser millorada, té lloc el segon 
cas. 
El nou punt de vista donarà lloc a una nova faceta de l’objecte que contribuirà a la 
reconstrucció volumètrica del model. El que es pretén és que la nova vista sigui aquella que 
reveli màxima quantitat d’informació no coneguda de l’objecte. El criteri per tal d’escollir el 
següent punt de vista està basat en l’optimització d’una funció entropia que empra els contorns 
Fig. 2.9 Optimització 2D 
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d’oclusió de l’objecte. La funció entropia de Shannon és una mesura àmpliament coneguda 
que determina la quantitat d’informació que s’espera obtenir d’un cert esdeveniment.  
En aquest cas, la funció està formada per dos components.  
El component geomètric o de forma i el component fotomètric o de contrast. 
Per tant per un determinat segment J pertanyent al contorn de l’objecte: 
On H(J) és l’entropia global del segment, HS(J) és l’entropia en base a la seva geometria i 
HE(J) és l’entropia derivada de consideracions fotomètriques. 
Per tal d’obtenir el primer component, el contorn de l’objecte és subdividit en segments 
d’igual longitud. El segment que es considera que proporciona més informació en termes 
geomètrics, és aquell que presenta una major quantitat de detalls i la curvatura del qual té una 
variació més gran. 
El valor del primer terme constituent de la funció entropia dóna compte d’aquest fet. 
Pel que fa al segon component o component fotomètric, aquest informa al robot del segment 
de contorn que presenta una millor informació en termes de distingibilitat de l’objecte respecte 
al fons, és a dir, en termes de contrast. 
Un cop obtingut el valor de la funció entropia per cada un dels segments que formen part del 
contorn de l’objecte a partir dels dos components de la funció, el segment amb mínima 
entropia és el que maximitza la probabilitat d’obtenir la màxima quantitat d’informació no 
coneguda de l’escena.  
Els resultats experimentals del mètode d ’Abidi mostren, tal com és d’esperar, que el nombre 
d’imatges necessàries per modelar un objecte, incrementa en augmentar la complexitat 
d’aquest, i que la precisió dels models és més elevada com més simples són els objectes a 
reconstruir.  
H(J) = HS(J)+HE(J)                                                                                                         (Eq.  2.1) 
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Cal destacar una limitació important de l’ esmentat treball: si un objecte conté concavitats i 
aquestes no perforen completament l’objecte, els models resultants són completament 
convexos, i per tant, inexactes. Aquesta limitació ve donada per l’ús de sensors d’intensitat en 
captar la informació de l’escena.  
 
Banta  [9], empra la planificació de sensors per tal de modelar objectes volumètrics.  
En el seu enfocament basat en arestes d’oclusió, Banta assumeix que la informació ocultada 
per les arestes d’oclusió menys rellevants pot ésser considerada negligible. D’aquesta manera, 
únicament cal tenir en compte un nombre limitat d’arestes d’oclusió, aquelles que són 
susceptibles d’ocultar més informació.  
 
En una imatge de profunditat una aresta es pot veure com la representació d’una superfície 
aproximadament perpendicular a l’ actual direcció de visió. 
De manera intuïtiva ja es pot veure que la millor direcció per tal de veure totes les superfícies 
al voltant d’una aresta , és la direcció formada per la combinació de tots els vectors normals a 
aquestes superfícies. A continuació, s’exposa un breu raonament matemàtic. 
Si s’examina la fig. 2.10 a) es poden observar dues superfícies S1 i S2 que posseeixen 
diferents vectors normals n1 i n2, i que per tant no formen part del mateix pla. Si es volguessin 
veure ambdues superfícies des d' una única posició, aquesta posició hauria d’estar a la regió 
entre les dues superfícies.   
Consideri’s el cas en que es pretén observar una única superfície S. A la figura 2.10 b), d és la 
direcció de visió, n és el vector normal a la superfície, ө és l’angle entre n i d, i A i B són dos 
punts de S que es troben en el pla definit per n i d. En aquest cas, l’habilitat de la càmera per 
(∂ cos (ө))/( ∂ ө) = 0                                                                                                       (Eq. 2.2)  
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distingir entre A i B serà proporcional a cos (ө); és a dir, la càmera tindrà la màxima habilitat 
per discernir entre les posicions de A i B quan: 
la qual cosa succeeix per ө= 0. Dit d’altra manera, la millor orientació per veure la superfície S 




Si es considera ara la figura 2.10 (c), l’habilitat de la càmera per distingir simultàniament entre 
punts situats en les superfícies S1 i S2 serà proporcional a cos (ө1) + cos (ө2).  Per tal de 
calcular l’orientació de la millor vista per ambdues superfícies, es deriva l’ anterior expressió:  
 
∂ [cos (ө1) + cos (ө2)] / (∂ ө1)= 0        (Eq. 2.3) 
                                                                                      
Fig. 2.10. El millor punt de vista per dues superfícies. a) Per tal veure dues 
superfícies amb vectors normals n1 i n2 la càmera ha d’estar entre les dues 
superfícies. b) La millor vista per veure una superfícies S és en la direcció de 
la normals n. c) El millor punt de vista per veure dues superfícies S1 i S2 és 
per tant en la direcció que és la combinació, n1+n2, de les direccions normals 
a les superfícies. 
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I  s’obté que la següent millor vista es dóna per ө1=ө2 . Per tant, el corresponent vector de 
direcció de visió és aquell definit per la suma dels vectors normals unitaris , n1+n2. Un 
raonament similar es pot aplicar en casos més complicats, com per exemple quan una aresta 
està formada per la intersecció de m superfícies, essent m>2.  Similarment, l’ orientació que 
permetrà observar millor totes les superfícies serà: 
 
d= ∑ ni          (Eq. 2.4) 
                                                                                      
On n es el vector unitari normal de la superfície i.  
 
El procediment que empra Abidi per tal de determinar el proper punt de vista, pot ésser 
resumit de la següent manera: 
Per tal d’escollir les arestes d’oclusió més rellevants es calcula la curvatura de cada punt 
pertanyent a una aresta d’oclusió de la última imatge adquirida. 
S’escullen aquells tres punts que posseeixen una curvatura més gran (i així les arestes 
d’oclusió als quals pertanyen), ja que es considera que són susceptibles d’ocultar més 
informació de l’escena.  
S’obtenen els respectius punts de vista a partir dels vectors normals als punts. Com s’ha vist 
anteriorment, si un punt es troba en la confluència de diferents superfícies, el seu vector 
normal és el resultat de la suma dels vectors normals de les superfícies.  
Per tal d’avaluar la quantitat d’informació que proporcionarà cada un dels tres punts candidats 
a proper punt de vista, s’empren tècniques de traçament de línies. S’escull com a propera vista, 
aquella que es capaç de revelar una quantitat d’informació desconeguda més gran, és a dir que 
revela el major nombre de punts ocults. Donada una graella d’ocupació i una posició de la 
càmera P, un punt U de desconeguda ocupació de la graella és considerat ocult si al llarg d’una 
línia que va de P a U , un punt ocupat es troba entre P i U. 
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. Tot seguit es presenten dos models emprats per tal de verificar l’enfocament d’ Abidi : un 
model constituït per canonades i un model piramidal. Els models han estat creats 
mitjançant un programa de renderització 3D que permet la generació artificial d’imatges de 




El primer model consisteix en canonades de diferents mides que simulen un possible entorn de 
treball. La primera imatge de profunditat s’obté des d’un punt de vista arbitrari, els següents 
punts de vista són generats a partir de l’algoritme presentat anteriorment. La figura 2.12.a 
mostra les 11 imatges de distància adquirides des de les 11 vistes generades pel programa per 
tal de reconstruir el model. En la figura 2.12.b es mostra la graella d’ocupació que resulta 
després d’incorporar les diferents imatges de profunditat. Es pot observar que el model gairebé 
es troba totalment reconstruït en la vista 10.  
Figura 2.11. a) Model ideal constituït per canonades. b) Model piramidal ideal 
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La figura 2.13 mostra el ràtio entre el volum del model recobert fins al moment respecte el 
volum total de l’objecte original en funció del nombre de vistes adquirides. Es pot observar 
que la reconstrucció del model és satisfactòria.  
 
Figura 2.12. a) Range imatges adquirides des dels 11 punts de vista seleccionats .      b) 
Model reconstruït després de cada vista 
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El segon model, el model piramidal, s’empra per tal de posar a prova l’habilitat de 
reconstrucció de l’algoritme. Per aquest motiu, conté diferents tipus d’ objectes 
tridimensionals: quatre cilindres, un toroide, una esfera, un con i un cub.  
S’imposa com a restricció un nombre màxim de 9 vistes per tal de reconstruir l’objecte. La 
2.14 mostra les diferents imatges de profunditat adquirides des dels 9 punts de vista generats 
per l’algoritme i les corresponents graelles d’ocupació obtingudes després de la incorporació 
de la informació provinent de cada imatge de profunditat. Una graella d’ocupació es pot veure 
com una simple extensió d’un mapa de bits bidimensional . De la mateixa manera que en un 
mapa de bits cada píxel (i,j) pot prendre un dels dos valors possibles 0 ó 1, cada “voxel” (i, ,j 
,k ) en una graella d’ocupació o mapa de bits tridimensional pot prendre un valor de 0 (no 
ocupat) o 1 (ocupat).  
Figura 2.13.  Ràtio entre el volum del model original i el model reconstruït en funció del 
nombre de vistes adquirides 




En aquest cas, la resolució de la graella d’ocupació (128x128x128) té un efecte visible en 
l’aparença de l’objecte reconstruït. En la figura 2.15 (a) es mostra el model piramidal original, 
i en la figura 2.15 (b) s’observa el model reconstruït després de l’adquisició de les 9 vistes 
juntament amb els punts de vista corresponents.  
Figura 2.14.  a)  Range imatges adquirides des dels nou punts de vista seleccionats. b) 
Model reconstruït després de cada vista 




Si es duu a terme una comparació entre el model piramidal ideal i el model reconstruït, 
s’observa que la reconstrucció del model ha estat reeixida i que el sistema simula la inspecció 






Figura 2.15.  a)  Model piramidal original. b) Model reconstruït corresponent i 
posició del sensor per cadascuna de les vistes. 
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3. OBTENCIÓ D’INFORMACIÓ TRIDIMENSIONAL 
 
El sistema de visió tridimensional emprat en aquest projecte es basa en la triangulació activa. 
El dispositiu utilitzat és un projector de línies de llum. La projecció d’una línia correspon a la 
il·luminació d’un pla en l’espai. L’equació del pla en l’espai depèn de la direcció de projecció. 
Malgrat que el dispositiu es capaç de projectar simultàniament múltiples línies sobre l’escena, 
en aquest apartat s’explicarà el procediment d’extracció de coordenades tridimensionals quan 
s’està projectant una única línia. Aquest procediment es repetirà per totes i cadascuna de les 
direccions de projecció.  
Cada pla de llum dibuixa una línia damunt dels objectes de l’escena. Una càmera, l’eix òptic 
de la qual no és paral·lel al pla d’il·luminació, capta imatges 2D de l’escena 3.1. Des de la 
imatge captada per la càmera s’observa la línia de llum deformada segons les característiques 
tridimensionals de l’objecte.  
 
 
Figura 3.1.  Sistema de visió 
tridimensional basat en la triangulació 
activa 
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Una vegada obtinguda la imatge, es procedeix al càlcul de les coordenades tridimensionals 
dels punts que formen aquesta línia. Això s’aconsegueix gràcies a la cal.libració prèvia del 
sistema de visió, la qual cosa significa que es coneixen els paràmetres del model del projector i 
de la càmera. Per tant, el sistema de visió coneix l’equació del pla de projecció (pla al qual 
pertanyen els punts de l’objecte que han estat il·luminats) i l’equació de cadascuna de les 
rectes que defineixen els punts de l’espai captats per cada píxel de la imatge. Per cada píxel 
(i,j) de la imatge que s’ha il·luminat, es calcula la intersecció entre la recta corresponent (Eq. 
3.2) i el pla de projecció (Eq. 3.1). D’aquesta manera s’obté un conjunt de coordenades 3D de 
punts pertanyents a un perfil de l’objecte. El càlcul de les coordenades tridimensionals es 
realitza mitjançant l’expressió de l’equació 3.3. A la figura 3.2 s’ha representat el càlcul de les 






Figura 3.1.  Càlcul de les coordenades tridimensionals del punt P 
corresponent al píxel (i,j). 
Determinació de la seqüència de punts de vista per a l’obtenció de models d’objectes 3D             Pàg. 33 
 
 
Equació del pla de projecció : Axw + Byw + Czw  +D=0                                                    (Eq. 
3.1) 
 
Equació de la recta corresponent al píxel il·luminat:       
  xw=a1zw+ b1         






Càlcul de les coordenades del punt il·luminat: 
Per tal d’extreure informació tridimensional de tota l’escena es necessari projectar múltiples 
plans de llum fins a cobrir tot l’espai. Els sistemes més simples empren dispositius que 
utilitzen un únic pla de llum i realitzen un escombrat de tota l’escena. Aquest mètode necessita 
adquirir una imatge de cada una de les projeccions, la qual cosa implica un temps d’adquisició 
elevat.   
Una solució per tal de reduir el temps d’adquisició consisteix en projectar simultàniament 
múltiples plans de llum mitjançant un projector de línies. Aleshores, és necessari codificar 
Pz =  -A b1 + B b2 + D / (A a1 + B a2 + C) 
Px = a1 Pz + b1                 (Eq. 3.3) 
 Py = a2 Pz + b2 
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els plans d’alguna manera per tal que posteriorment, quan el sistema de visió analitzi la 
imatge 2D captada per la càmera sigui capaç de diferenciar-los i trobar les seves equacions 
en l’espai.  
 
La codificació més simple consisteix en assignar una intensitat diferent a cada pla de llum 
projectant un patró en el que cada línia tingui una lluminositat diferent. Una vegada 
il·luminada l’escena amb aquest patró de línies, es captura una imatge amb la càmera. A partir 
de la intensitat de llum de cada punt de la imatge es pot esbrinar el pla que l’ha il·luminat i 
d’aquesta manera es pot realitzar la triangulació. Aquest mètode és molt sensible a les 
propietats de reflexió de les superfícies de l’escena, la qual cosa fa que es puguin diferenciar 
poques direccions. 
 
Una tècnica molt robusta de codificació dels plans de projecció és l’anomenada “codificació 
espai- temps de les direccions de projecció” [Altschuler and Posdamer, 1982, Inokuchi et 
al.,1984]. La codificació dels plans de llum es realitza projectant un conjunt de patrons de 
línies binaris sobre l’escena. Aquesta es la tècnica de codificació que utilitza el sistema de 
visió emprat en el present projecte, la qual s’explicarà més detalladament en el següent apartat. 
 
3.1. CODIFICACIÓ DE LES DIRECCIONS DE PROJECCIÓ 
 
En aquest apartat s’explica el mètode emprat per la codificació de cada una de les direccions 
de projecció: tal com ja s’ha dit anteriorment, la codificació de les direccions de projecció 
permet diferenciar cada un dels plans que han estat projectats de manera simultània sobre 
l’escena. Això suposa una reducció del temps d’adquisició.  
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3.1.1 DESCRIPCIÓ DE LA TÈCNICA UTILITZADA 
 
La tècnica utilitzada és la “codificació espai - temps de les direccions de projecció” 
[Altschuler and Posdamer, 1982, Inokuchi et al., 1984] . Mitjançant aquesta tècnica 
s’aconsegueix codificar l’espai segons les direccions de projecció. Cada punt de l’escena 
tindrà associat un nombre binari que identificarà el pla de llum que ha estat projectat sobre ell. 
En l’apartat N s’explicarà com s’assigna aquest identificador de tal manera que el sistema de 
visió sigui el més robust possible.  
 
La codificació de l’espai s’aconsegueix mitjançant la projecció de patrons binaris sobre 
l’escena. Un patró binari està format per un conjunt de franges il·luminades i un conjunt de 




Figura 3.2. Projecció d’un patró binari sobre una escena  
Pàg. 36                                               Determinació de la seqüència de punts de vista per a l’obtenció de models d’objectes 3D 
 
Cadascun dels patrons binaris correspon a la transmissió d’un bit del número identificador de 
cada pla. El sistema de visió binaritza la imatge captada per la càmera per conèixer el valor 
d’aquest bit.  
 
                 
(a) 
 
                 
(b) 
Les franges blanques corresponen als plans els números identificadors dels quals tenen el  bit 
igual a 1, mentre que les franges negres corresponen als plans de llum amb el bit igual a 0.  
 
Una vegada han estat projectats tots els patrons binaris, el sistema de visió coneix el pla que ha 
il·luminat cada punt de l’escena. L’espai ha estat doncs codificat segons les direccions de 
projecció. Per calcular el codi c [u,v] del pla que ha il·luminat el píxel [u,v] s’utilitza l’equació 
3.4 
 
Figura 3.2. a)Projecció d’un patró binari sobre una escena . b) Imatge binaritzada. Les franges 
blanques corresponen a plans amb nombres identificadors iguals a 1. Les negres 
corresponen a plans de llum a bit igual a 1 
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c[u,v] =Σi=0,i>n  2i . bini[u,v]        (Eq. 3.4) 
 
on bini[u,v] correspon al valor del píxel [u,v] en la imatge binaritzada corresponent a la 
projecció del patró i, i n és el nombre de patrons utilitzats per codificar l’espai. 
 
A la figura 3.3 s’ha esquematitzat la codificació espai -temps d’un sistema de visió que 
utilitza 32 direccions de projecció. Per codificar els 32 plans de llum és necessari projectar 
5 plans binaris; de la mateixa manera que per representar els números del 0 al 31 en base 
binaria es necessari utilitzar 5 bits. A tall d’exemple s’ha analitzat la codificació del pla 
(00100) : El sistema de visió analitza les cinc imatges binaritzades corresponents a les cinc 
projeccions. Tots els punts que han rebut la seqüència d’il·luminació 0-0-1-0-0 pertanyen 
al pla codificat amb el número binari 00100. Una vegada obtinguda aquesta informació, el 
sistema de visió calcula les coordenades tridimensionals intersecant l’equació del pla (0 0 




Figura 3.3. Codificació binària  
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El sistema de visió emprat en aquest projecte utilitza un projector de llum capaç de 
projectar 640 plans. Per tal de codificar aquests plans es necessari utilitzar 10 patrons 
binaris ( de la mateixa manera que es necessari utilitzar 10 patrons binaris per representar 
el número 640 ). 
 
3.1.2. CODIS GRAY 
 
Per codificar les diferents direccions de projecció s’utilitzen codis Gray. Aquests codis es 
caracteritzen per tenir la distància de Hamming entre dos números adjacents igual a 1. Això 
significa que entre dos números adjacents només canvia un bit. Aquesta propietat té les 
següents avantatges: 
 
- Els patrons generats a partir d’aquests codis presenten franges més amples, 
minimitzant així el risc d’error en la detecció de les zones il·luminades i no 
il·luminades. Precisament les zones més susceptibles a l’error de binaritzat són 
aquelles pròximes a les transicions entre les zones il·luminades i les fosques. A la taula 
3.1 s’ha representat la codificació de 16 direccions de projecció mitjançant el codis 
natural i Gray. Cada columna de la taula correspon a un patró de projecció.  
 
- Si es comet un error en binaritzar un patró en el punt de transició, la direcció obtinguda 
es l’ adjacent a la correcta. Això proporciona una certa robustesa al sistema, ja que en 
el cas que es produís un error en binaritzar el punt de transició, el sistema de visió 













0 0 0 0 0 0 0 0 0 
1 0 0 0 1 0 0 0 1 
2 0 0 1 0 0 0 1 1 
3 0 0 1 1 0 0 1 0 
4 0 1 0 0 0 1 1 0 
5 0 1 0 1 0 1 1 1 
6 0 1 1 0 0 1 0 1 
7 0 1 1 1 0 1 0 0 
8 1 0 0 0 1 1 0 0 
9 1 0 0 1 1 1 0 1 
10 1 0 1 0 1 1 1 1 
11 1 0 1 1 1 1 1 0 
12 1 1 0 0 1 0 1 0 
13 1 1 0 1 1 0 1 1 
14 1 1 1 0 1 0 0 1 
15 1 1 1 1 1 0 0 0 
Taula 3.1 Codificació de les direccions de projecció  
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La figura 3.4 mostra els patrons corresponents a aquestes codificacions. Es pot 
observar que el codi Gray dóna lloc a franges més amples. També s’observa que en el 
cas de la codificació natural el nombre de transicions en un mateix punt en alguns 
casos supera la unitat. Per exemple, es pot apreciar que es produeixen 4 transicions en 






Fig. 3.4. Patrons corresponents a les codificacions binària i gray.   
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4. DESCRIPCIÓ DEL SISTEMA 
 
4.1.  MONTATGE EN EL LABORATORI  
El sistema de reconstrucció d’ objectes consta d’un sistema de visió tridimensional i un robot 
manipulador.  
 El sistema de visió tridimensional està composat per un PC amb una targeta processadora de 
vídeo, una càmera CCD i un projector de línees. Aquests dos últims elements estan muntats en 
una estructura metàl·lica que es troba damunt la cel·la robotitzada.  
 
En la figura 4.1 s’ha representat el muntatge dels diferents components que formen part del 
sistema de visió. 
 
 
Fig. 4.2. Esquema del muntatge del sistema de visió en el laboratori   
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La senyal de vídeo es conduïda fins a la targeta processadora mitjançant un cable coaxial. 
Aquesta targeta, que es troba ubicada al PC on s’executa l’aplicació de visió, posseeix un 
mòdul d’adquisició d’imatges i un altre mòdul de representació.  
 A més a més del monitor del PC, es disposa d’un monitor auxiliar de 21 polzades on es 
visualitzen les imatges captades per la càmera i els resultats de l’aplicació de visió. El monitor 
auxiliar està connectat al mòdul de visualització de la targeta processadora de vídeo. 
A continuació es descriuran detalladament els diferents elements que formen part del sistema 
de reconstrucció d’objectes.  
 
4.2. PROJECTOR DE LLUM ESTRUCTURADA 
 
El sistema d’adquisició de mapes de profunditat utilitza el projector de llum estructurada 
ABW LCD-640 (Fig. 4.2). Aquest es el dispositiu que permet projectar patrons de línees sobre 
l’escena. Cada un d’aquests patrons està format per 640 línees. Aquests patrons serveixen per 
codificar l’espai i obtenir informació tridimensional de l’escena.  
 
Els patrons es generen a partir d’una pantalla LCD de 640 línees il·luminada mitjançant una 
bombeta halògena de 150 W. Cada una d’aquestes línees pot ser transparent o opaca, la qual 
cosa es tradueix en el patró projectat en una línia clara o fosca. Cal destacar que l’avantatge 
d’aquest tipus de projectors es que no utilitzen parts mòbils.  
 




El projector de patrons està connectat a l’ordenador a través d’una interfície sèrie RS-232. 
Aquesta connexió es realitza amb un cable tipus NULL_MODEM fet a l’ IOC. A través 
d’aquesta interfície sèrie es controlen diferents funcions del projector de línees. Per tal 
d’establir comunicació amb el projector, el port sèrie ha d’estar configurat a 1200 baudis, 8 
bits de dades, paritat parell i un bit de parada. Una vegada establerta la comunicació, la 
velocitat de transmissió pot ésser incrementada fins a un màxim de 19200 baudis.  
El protocol de comunicació consisteix a enviar a través del port sèrie del PC un caràcter 
ASCII que correspon a una funció determinada del projector. Un cop ha estat transmès el 
caràcter, el projector executa la funció i envia un caràcter d’estat al PC.  
El projector està connectat a una font d’alimentació feta a l’ IOC. Aquesta font d’alimentació 
proporciona els 24 V de corrent continua necessaris per la il·luminació de la bombeta i els 5 V 
necessaris per l’alimentació de la lògica del projector.  
 
4.3. ORDENADOR 
L’ordenador utilitzat en el sistema de visió és un PC basat en un processador Pentium III a 500 
MHz amb 130 MB de memòria RAM. L’aplicació de visió s’executa sota el sistema operatiu 
QNX 4.25.  
Fig. 4.2. Esquema del projector de llum estructurada  
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4.4. TARGETA MATROX GENESIS -LC 
 
El sistema de visió utilitza una targeta PCI de la marca MATROX model GENESIS-LC (Fig. 
4.3). Aquesta targeta està dotada d’un mòdul d’adquisició d’imatges i un mòdul de 
representació. Una de les característiques d’aquesta targeta és que permet transferir 
simultàniament i en temps real les imatges del mòdul de gravació al mòdul de representació i a 
la memòria del computador. D’aquesta manera, és possible processar i visualitzar les imatges 
de manera simultània. La targeta Gènesis_LC es una simplificació de la targeta Matrox 
Gènesis que a més a més dels mòduls de representació i adquisició conté un mòdul de 
processat d’imatges. Ja que la targeta que s’ha emprat en el sistema de visió no té aquest 
mòdul de processat, el processat de les imatges el realitza l’ordenador: les imatges capturades 
es transmeten a la memòria RAM del PC per tal de poder ser processades i posteriorment 
transferides al mòdul de visualització.  
 
Fig. 4.3. Targeta Matrox Gènesis LC  
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4.5. CAMARA PHILIPS LDH 0462/00  
 
La càmera utilitzada en l’aplicació és una càmera Philips model 0462/00. Es tracta d’una 
càmera de vídeo monocroma de tipus CCD que proporciona una senyal de sortida estàndard 
CCIR. Aquesta senyal de vídeo es conduïda a la targeta processadora a través d’un cable 
coaxial. L’alimentació de la càmera és de 12 V, els quals es proporcionen mitjançant un 
transformador connectat a la xarxa elèctrica.  
 
Les dimensions del sensor de la càmera són de 10.16 mm per 7.62 mm. L’objectiu de la 
càmera es un Sony Tv Zoom Lens VCL-1206. 
La càmera esta subjecta a l’estructura metàl·lica del laboratori de robòtica mitjançant un suport 
d’alumini que permet canviar el seu angle d’inclinació.  
 
4.6. ROBOT MANIPULADOR TX90 ESTANDARD 
El robot manipulador emprat en el sistema de visió és el robot estàndard de la família dels 
TX90.  
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Està format per 7 membres interconnectats mitjançant articulacions: base (A), espatlla (B), 
braç (C), colze (D), avantbraç (E) i canell (F); el moviment de cadascuna d’elles està generat 
per servomotors acoblats a sensors de posició. Cada un dels motors està equipat amb un fre 
tipus “parking”. 







Fig. 4.4. Robot manipulador TX90 Estàndard  
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Fig. 4.5.Dimensions del  Robot manipulador TX90 Estàndard  
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Pes 
El manipulador estàndard TX90 té un pes de 111 kg.   
 
Condicions de treball 
Pel que fa a les condicions de treball, la temperatura ambient ha d’estar entre uns 5º i uns 
40ºC.  
Relacionat amb la humitat aquesta ha d’oscil·lar entre un 30 i 95 % . 
Finalment, el robot ha d’estar situat a una altitud màxima de 2000 m.  
 
Capacitat de càrrega 
 
La capacitat de càrrega és important ja que pot limitar el pes dels objectes a ser reconstruïts.  
A la velocitat nominal, la capacitat de càrrega és de 6 kg, mentre que a una velocitat reduïda 
(60% nominal ) i una acceleració i desacceleració màximes del 30% aquesta augmenta fins a 
14.  
Si es té en compte que el pes de la pinça manipuladora és de 3 kg, la limitació de pes de 
l’objecte a reconstruir és de 3 kg en condicions nominals i 11 kg a velocitats i acceleracions 
reduïdes.  
 
Àrea de treball, velocitat, resolució i repetitibilitat 
 
En la Fig. 4.6 s’adjunten valors de l’àrea de treball, velocitat, resolució i repetitibilitat del 
robot.  









Fig. 4.6.Àrea de treball, velocitat màxima i repetitibilitat del robot 
manipulador  




Pel que fa a les velocitats dels servomotors de les articulacions, aquestes tenen una influència 
notable en el temps de reconstrucció total de l’objecte, ja que el moviment del robot per tal de 
situar l’objecte en la següent posició consumeix una quantitat de temps no menyspreable. 
Finalment, una resolució angular i repetitibilitat petites, ens garanteixen una bona col·locació 
de l’objecte en la següent posició i una repetitibilitat en l’execució de l’algoritme.    
 
 
Fig. 4.7. Esquema de l’àrea de treball del manipulador  
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5. DESCRIPCIÓ DE L’ALGORITME IMPLEMENTAT 
 
En aquest capítol es presenta l’algoritme proposat  per determinar el conjunt de punts de vista 
que permeten l’adquisició de les superfícies  3D d’una determinada escena mitjançant un 
sensor. 
En el primer apartat es realitza una petita introducció a l’algoritme implementat i en els 
apartats consecutius se n’expliciten els detalls.  
 
5.1. INTRODUCCIÓ  
En comptes de recórrer des de l’ inici, com en molts altres enfocaments previs, a tècniques 
d’anàlisis de visibilitat computacionalment costoses, es proposa un algoritme amb dos estadis.  
El primer d’ells, és responsable d’adquirir la major part de les superfícies a través d’un procés 
de votació basat en arestes d’oclusió.  
A continuació, el segon estadi fa ús d’un anàlisis de visibilitat per tal d’omplir els orificis que 
resten un cop finalitzat el primer estadi com a conseqüència d’oclusions. Aquests orificis solen 
ser relativament petits i poden ser emplenats amb un nombre reduït de vistes. 
Pel que fa al moviment del sensor, aquest es mou per una esfera localitzada en el centre de 
l’escena i amb un radi suficientment gran per garantir que tots els objectes que han de ser 
captats es troben dins d’aquesta. Ja que el sensor sempre enfoca cap al centre de l’esfera, la 
seva posició queda completament determinada per un angle d’elevació i un d’orientació. Per 
propòsits d’eficiència, l’esfera d’observació es discretitza en un nombre de cel·les de tal 
manera que el sensor només pot ésser posicionat al centre d’una cal·la. Quan una cel·la es 
visita, és marca per tal d’evitar que aquesta sigui visitada altre cop.  
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L’algoritme genera successius punts de vista fins que totes les superfícies de l’escena queden 
cobertes. El procés associat a cada iteració és el següent : 
Donada una nova imatge des del punt de vista actual, es genera una malla triangular i 
s’integra amb les malles obtingudes a partir de previs punts de vista per tal d’obtenir una 
estimació de l’escena observada.  
A partir d’aquesta malla integrada, s’identifiquen les arestes d’oclusió. 
Per cada aresta d’oclusió, s’obté un vector normal i un tangent. Ambdós vectors contribueixen 
amb un vot a dos histogrames d’orientació. Un cop s’han tingut en compte totes les arestes 
d’oclusió, poden succeir dues situacions; les quals condueixen als dos estadis de l’algorisme 
mencionats anteriorment. 
La primera situació s’esdevé quan s’obté una nova direcció en qualsevol dels dos 
histogrames amb un nombre de vots superior a un cert llindar. A més a més, aquesta nova 
direcció ha de correspondre a una cel·la de l’esfera d’observació que no hagi estat visitada 
prèviament. Si es compleixen aquestes dues condicions, el nou punt de vista es calcula a partir 
d’aquesta direcció. A la pràctica, aquesta situació ocorre durant la primera part del procés, i 
dóna lloc al recobriment de la majoria de les superfícies de l’escena.  
La segona situació es produeix quan totes les cel·les amb un elevat nombre de vots han estat 
visitades, denotant arestes d’oclusió que no han desaparegut inclús quan han estat observades 
específicament des d’un determinat punt de vista. A la pràctica, aquesta fase té lloc al final del 
procés quan la majoria de les superfícies han estat recobertes i únicament resten orificis 
relativament petits degut a oclusions. En aquest punt, es duu a terme una estratègia d’omplerta 
d’orificis o “hole-filling”. Primerament, s’identifiquen tots i cadascun dels orificis. A 
continuació  es tria el de major tamany. Aleshores, el nou punt de vista s’escull triant la cel·la 
de l’esfera d’observació que encara no hagi estat visitada i des de la qual siguin visibles el 
major nombre d’arestes d’oclusió de l’orifici escollit. Això implica un anàlisis de visibilitat 
que té en compte les oclusions que es poden produir com a conseqüència de superfícies 
adquirides anteriorment.  
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En ambdós casos, un cop ha estat determinat el següent punt de vista, s’adquireix una nova 
imatge i comença una nova iteració. 
La fi de l’algoritme té lloc quan ja no hi ha arestes d’oclusió, la qual cosa implica que no hi ha 
cap superfície oberta, o bé quan tot i existir orificis totes les cel·les de l’esfera d’observació 
des de les quals els forats són visibles han estat visitades, indicant que no és possible observar 
aquests forats a partir de l’ actual esfera d’observació o bé que els objectes de l’escena 
contenen superfícies ofertes. Aquesta darrera situació pot ésser detectada amb anterioritat i 
evitar així una recerca exhaustiva per l’esfera d’observació donant per finalitzat l’algoritme 
quan el conjunt dels orificis no es veu reduït després d’un cert nombre d’iteracions. 
 
5.2. CONSIDERACIONS PRÈVIES  
 
4.2.1 BASES DE PARTIDA   
En primer lloc, cal destacar que no s’imposa cap tipus de restricció sobre la forma o el nombre 
d’objectes, i tampoc s’assumeix cap tipus de coneixement a priori d’aquests. 
En segon lloc, com ja s’ha esmentat anteriorment i semblantment a altres implementacions, 
s’assumeix que el sensor es mou en una esfera d’un cert radi centrada en el mig de l’escena i 
que tots els objectes que han d’ésser reconstruïts es troben en el seu interior. 
 
4.2.2 DISCRETITZACIÓ DE L’ESFERA  
Els histogrames d’orientació s’utilitzen al llarg de tot el procés. Aquests requereixen una 
discretització de l’esfera unitària en cel·les d’àrea uniforme, on cada cel·la representa un 
conjunt d’orientacions en l’espai. La tècnica més senzilla per dividir una esfera  és a partir de 
paral·lels i meridians. No obstant, les cel·les obtingudes no tenen una àrea uniforme.  
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Es proposa doncs, una “spherical discretization maps” (SDMs) com una representació senzilla 
que permet alhora una relativa uniforme discretització de l’esfera i una manera simple 
d’assignar orientacions a cel·les.  
SDMs s’obtenen dividint l’esfera en un nombre fix P de franges. Cada franja s’associa amb un 
paral·lel de l’esfera i es divideix en un nombre de cel·les proporcional a l’àrea que avarca la 
franja. La intenció és que l’equador tingui el màxim nombre de cel·les, mentre que els pols en 
tinguin només una. 
SDMs es defineixen per un cert nombre de cel·les CE en l’equador, essent CE un múltiple de 
quatre. A partir, d’aquí es defineixen P+1 paral·lels, amb P = CE/2.  
Donat un cert paral·lel p, el corresponent angle d’elevació és ϕp = (п/2)(4p/CE -1)  . El nombre 
de cel·les que pertanyen a un paral·lel p és ζp = 1 si cos(ϕp)=0 (és a dir, si p és un pol (p = P o 
p= 0))
 
 i  ζp = [CE* cos(ϕp)=]  d’altra manera. És fàcil veure que cos(ϕp)  és la relació entre el 
perímetre de la circumferència del paral·lel a l’elevació ϕp  i el perímetre de la circumferència 
de l’equador. 
Aleshores, l’angle d’elevació d’una determinada cel·la c que pertany a un paral·lel p s’obté 
com θp,c=2пc/ζp. 
Fig. 4.1. Esfera discretitzada mitjançant 
paral·lels i meridians . 
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Inversament, donat un angle d’elevació ϕ, -p/2≤ ϕ≤ п/2 , i un angle d’orientació ,0≤θ≤ 2п 
el paral·lel corresponent p s’obté de la següent manera pϕ =[(ϕ + п/2)P/ п], i la cel·la dins 
del paral·lel es calcula com c ϕ,θ =[ ζ(pϕ) θ/2п]. 
 
La resolució amb la qual es discretitza l’esfera, únicament depèn del nombre de cel·les de 
l’equador. En la implementació proposada, SDMs s’han definit amb 20 cel·les al voltant de 







Fig. 4.2. Discretització de l’esfera amb 20 cel·les al llarg de 
l’equador, que condueix a una discretització amb 11 
paral·lels i un total de 126 cel·les  
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5.3  EVOLUCIÓ DE L’ALGORITME PAS A PAS   
 
3.3.1 APROXIMACIÓ DE LES IMATGES DE PROFUNDITAT 
 
L’exploració comença amb un punt de vista predeterminat o el que és el mateix amb una 
posició de l’objecte predeterminada. Cada vegada que una nova imatge de profunditat és 
adquirida, s’aproxima per una malla triangular per tal d’agilitzar el processament posterior. 
 
Una vegada es té una triangulació inicial en l’espai que descriu les superfícies de l’escena, 
es duu a terme una eliminació de certs triangles per tal d’evitar que superfícies separades 
(per exemple, superfícies pertanyents a diferents objectes solapats ) siguin ajuntades. 
Determinació de la seqüència de punts de vista per a l’obtenció de models d’objectes 3D             Pàg. 57 
Més concretament, s’eliminen tots els triangles els vectors normals dels quals formin un angle 
inferior a un cert llindar  τ (100 graus en la implementació present) respecte la direcció de 
visió. Això correspon a una inclinació límit de 180- τ graus.  
 
                (a) 
 
     (b) 
 
            (c) 
 
(d) 
Fig. 4.3. En les figures a) b) c) d)  es posa de manifest el possible ajuntament que es pot produir entre 
dues superfícies separades en aproximar la range imatge per una malla triangular  
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Finalment, es calculen la mitja µ i la desviació tipus σ  del perímetre de tots els triangles i 
s’eliminen aquells la inclinació dels quals sigui més gran que 60 graus i  el perímetre dels 
quals més gran que m+Kσ (1<K<2, en la present implementació s’ha escollit k=1.2). 
Fig. 4.4. Condicions d’orientació que ha de complir el triangle A de vèrtexs 1,2,3 per tal de no ésser 
eliminat. El vector vd representa la direcció de visió. 
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Aquesta heurística suprimeix aquells triangles que ajunten superfícies en el cas que els vèrtexs 
dels triangles siguin propers a un límit d’oclusió però no estiguin situats en aquest. Si això 
succeeix,  els triangles poden romandre en el model després del test angular.     
 
En aquest punt, la topologia de la malla és obtinguda a través del càlcul de la llista de vèrtexs 
adjacents a cada vèrtex. Dos vèrtexs són adjacents si són els extrems d’una aresta d’un 
triangle.  
A partir de la topologia de la malla, s’identifiquen els vèrtexs situats al límit de les regions 
contingudes en la malla triangular, és a dir, els vèrtexs exteriors.  
 
 
Fig. 4.4. Condicions d’orientació i de perímetre que ha de complir el triangle A de vèrtexs 1,2,3 per 
tal de no ésser eliminat 
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Dos vèrtexs exteriors adjacents constitueixen una aresta exterior sempre que aquesta no sigui 
formi part de més d’un triangle, i el triangle que conté una aresta exterior serà anomenat 
triangle exterior.  
 
3.3.2 DETERMINACIÓ DE LES ARESTES D’OCLUSIÓ 
 
Donat un nou punt de vista o nova posició de l’objecte, s’obté una malla triangular en 3D com 
s’ha descrit anteriorment i s’identifiquen totes les seves arestes exteriors. Els vèrtexs d’aquesta 
malla estan referits a uns eixos de coordenades locals fixes a l’objecte.  
 
La malla triangular obtinguda des del punt de vista actual, s’integra amb la resta de malles 
adquirides des de previs punts de vista per tal d’actualitzar el model que representa el 
coneixement de l’escena real disponible fins al moment.  
. 
És important tenir en compte que l’objectiu de la integració de les malles no és la 
reconstrucció de l’escena en el sentit de la generació del model CAD. Això comportaria un 
esforç computacional molt més gran que el necessari per tal de determinar el proper punt de 
vista. D’aquesta manera, la implementació proposada separa l’estadi de reconstrucció del 
d’exploració per tal de reduir el temps de procés d’aquest darrer. Una vegada s’han adquirit 
totes les imatges de profunditat, el procés de reconstrucció pot ser dut a terme fora de línia. Per 
tant, el model d’exploració proposat és únicament la concatenació de diferents malles 
triangulars. 
 
En aquest punt, l’objectiu consisteix en determinar la localització de les arestes d’oclusió. 
Quan la primera malla corresponent al primer punt de vista està disponible, totes les seves 
arestes exteriors són arestes d’oclusió. Ara bé, a mesura que s’adquireixen noves vistes i hi 
ha noves malles disponibles, hi pot haver una superposició entre malles, i algunes arestes 
que inicialment eren exteriors poden esdevenir interiors. Aleshores, el problema de 
detectar les arestes d’oclusió es converteix en el problema de trobar quines arestes 
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exteriors de les malles triangulars obtingudes fins al moment no es solapen quan s’integra 
una nova malla triangular i quines arestes de la nova malla triangular no són solapades per 
les malles anteriors. Més concretament, una vegada la darrera vista ha estat adquirida, 
l’algoritme detecta el possible solapament entre cada aresta exterior i els triangles més 
propers del model d’exploració. 
 
 Per tal de dur a terme aquesta tasca, es calcula la distància entre el centroide del triangle 
en curs (el triangle que conté l’aresta exterior) i els centroides de tota la resta de triangles 
del model. Dos triangles són candidats a solapar-se si la distància anterior és inferior a un 
cert valor llindar. Aquest valor llindar és  la suma dels radis dels dos triangles, essent el 
radi d’un triangle la distància entre el seu centroide i un dels seus vèrtexs.  
 
Ja que una aresta exterior pot ser solapada només parcialment i és necessari detectar 
aquesta situació, es selecciona un conjunt de punts equidistants en cada aresta exterior. 
Aquests punts (8 en la present implementació) constitueixen els punts exteriors de l’aresta 
exterior. Cada un d’ells s’analitza per tal de veure si és solapat per algun triangle proper.  
 
Cada punt exterior té associat un vector normal corresponent al triangle al qual pertany 
l’aresta exterior. Per tant, la detecció del solapament entre una aresta exterior i un triangle 
esdevé la detecció de solapament entre un punt 3D (amb el seu corresponent vector 
normal) i un triangle. Hi ha dos casos especials en els quals no es determina solapament 
entre el punt i el triangle en considerar que pertanyen a superfícies diferents.  
 
- El primer d’ells, s’esdevé quan la normal associada amb el punt forma un angle 
major de 90 graus amb la normal del triangle. 
 
- El segon, té lloc quan la distància entre el punt i el pla del triangle està per 
damunt d’un cert llindar (en aquesta implementació, la meitat de la longitud mitja 
dels arestes del triangle).  
 
Si les condicions anteriors no es satisfan,  el punt es considerarà solapat amb el triangle si 
pertany a l’upper o lower overlap polytopes del triangle.  
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L’upper overlap polytope del triangle es defineix com la intersecció entre l’espai positiu 
definit pel pla del triangle i l’espai positiu definit pels 3 upper overlap planes associats 
amb els eixos dels triangles. Donat un aresta E d’un triangle T, l’upper overlap pla associat 
a E és el pla que conté E i es ortogonal al pla del triangle TE adjacent a T al llarg de E , si 
aquest triangle existeix, o ortogonal al pla de T si no existeix o si els triangles T i TE 
formen una superfície no convexa.  
 
Inversament, el lower overlap polytope és simètric al l’upper overlap polytope respecte al 
pla definit pel triangle T.  
La figura 4.5 il·lustra el concepte d’ overlap polytopes i de detecció de solapament a partir 
d’una secció 2D de tres triangles, els quals apareixen remarcats en negre en la figura. En 
l’exemple, els punts A i B es consideren solapats pel triangle central T, mentre que no se’n 
consideren els punts C, D i E. Els punts D i E no passen el test d’orientació de la normal, i el 





Fig. 4.5. Esquema 2D de la determinació del solapament entre un punt (amb una normal associada) i 
un triangle. Els overlap polytopes corresponen a les zones grises de la figura. Els punts A i B es 
consideren solapats, mentre que no se’n consideren els punts C, D i E.  
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Aquells punts exteriors que no són solapats per cap triangle proper es consideraran punts 
d’oclusió. Un aresta exterior els punts exteriors del qual estiguin solapats esdevindrà 
interior i no serà considerada en futurs solapaments. Altrament, les arestes exteriors que 
continguin punts d’oclusió seran considerades arestes d’oclusió.  
 
3.3.3  FASE DE VOTACIÓ 
 
A continuació, es consideren dos histogrames d’orientació representats per SDMs: un pels 
vectors normals (histograma normal), i l’altre pels tangents (histograma tangent). Aquests 
histogrames són la base d’un procés de votació per tal d’esbrinar les orientacions 
predominants dels punts d’oclusió tal com s’exposa a continuació.  
A partir de cada punt d’oclusió, s’obtenen dos vectors unitaris. El vector normal al triangle al 
qual pertany l’aresta d’oclusió i el vector tangent obtingut com a producte vectorial del vector 
normal anterior i del vector que defineix l’aresta d’oclusió. Aquest vector tangent, apunta 
enfora de la superfície.  
Cada vector tangent contribueix amb un vot a l’ histograma tangent i cada vector normal amb 











Fig. 4.5. Esquema del procés votació. Cada punt d’oclusió té associat un vector normal i un tangent. 
Cadascun d’ells contribueixen amb un vot als respectius histogrames.   
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Cada cel·la de l’ histograma normal  emmagatzema no solament el nombre de vots sinó també 
la resultant de tots els vectors tangents associats amb els vectors normals que han votat per 
aquella cel·la. De la mateixa manera, cada cel·la de l’ histograma tangent guarda la resultant 
dels vectors normals associats amb els tangents que han votat per la cel·la.  
Una vegada han estat considerats tots i cadascun dels punts d’oclusió, és a dir , una vegada 
han votat els seus corresponents vectors normals i tangents, l’algoritme procedeix a buscar la 
cel·la amb el màxim nombre de vots a cada histograma. Si la cel·la ja ha estat visitada, aquesta 
es descarta i es procedeix a buscar-ne una altra.  
En aquest punt, poden sorgir dues situacions que corresponen a les dues fases de l’algorisme 
ja mencionades anteriorment: 
- La primera situació es produeix quan es troba una cel·la no visitada amb un nombre 
de vots superior al llindar.   
- La segona situació succeeix quan totes les cel·les amb un nombre de vots elevat ja 
han estat visitades i les cel·les restants no tenen vots o bé el nombre de vots no supera 
el llindar considerat. Aquest cas correspon a una situació on únicament resten orificis 
com a conseqüència d’oclusions i és descrit més endavant. 
En el primer cas, el següent punt de vista es calcula com a resultat del procés de votació de la 
manera següent: 
 
- Si la cel·la guanyadora es troba en l’ histograma dels vectors normals, un conjunt de 
punts d’oclusió són susceptibles de pertànyer a una superfície amb una orientació 
similar. Aquest és el cas d’un orifici situat en el mig d’una superfície lleugerament 
corbada. En aquesta situació, el proper punt de vista tendirà a omplir l’orifici alineant 










- Inversament, si la cel·la guanyadora es troba en l’ histograma dels vectors 
tangents, un conjunt de punts d’oclusió són susceptibles de pertànyer a una 
superfície amb orientació canviant però amb tangents similars. Aquest seria el cas 
d’un cilindre sense una de les seves cares planes (es considera menyspreable el 
gruix de les parets del cilindre). En aquest cas, el proper punt de vista tendiria a 
observar l’orifici corresponent a la cara no existent, alineant la direcció de visió 




Fig. 4.6. Orifici situat enmig d’una superfície gairebé plana. La cel·la guanyadora es troba en               
    l’ histograma normal.  
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No obstant, cal forçar una certa superposició per tal de facilitar l’enregistrament de la nova 
vista amb les adquirides anteriorment. En aquest cas, s’ha fet a partir de les direccions 
emmagatzemades en les cel·les de l’ histograma. Més concretament, el nou punt de vista és 
defineix a partir d’una mitja ponderada de vectors unitaris, en la qual la direcció corresponent 
a la cel·la guanyadora rep un pes α mentre que la direcció guardada en aquesta cel·la rep un 
pes 1- α . En la present implementació, s’ha assignat un valor de α=0,7.  
 
3.3.4  FASE D’OMPLERTA D’ORIFICIS 
 
En aquest punt, les cel·les guanyadores d’ambdós histogrames que encara no han estat 
visitades han rebut un nombre de vots inferior al llindar. Aquest fet, correspon bàsicament a 
una situació en la qual totes les grans superfícies han estat adquirides i només resten petits 
forats com a conseqüència d’oclusions. L’objectiu aleshores esdevé  determinar el pròxim 
punt de vista que permet tancar l’orifici més gran.   
 
Fig. 4.7. Cilindre sense una de les seves cares planes. La cel·la guanyadora es troba en                          
    l’ histograma tangent.  
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Determinació de l’orifici de majors dimensions  
  
L’algoritme procedeix segmentant els arestes d’oclusió trobats en diferents grups a través 
del classificador dels k-veïns més pròxims, el qual empra les coordenades centrals de les 
arestes d’oclusió per tal de dur a terme la segmentació. A continuació, s’escull la classe 
amb el nombre més gran d’arestes d’oclusió com a orifici principal. Es calcula un 
centroide de l’orifici promitjant els centres de les arestes d’oclusió, i un vector normal a 
l’orifici sumant els vectors normals als triangles que contenen les arestes d’oclusió que 
donen lloc a l’obertura.  
 
Selecció del submodel d’exploració a ésser considerat 
 
Per tal d’ agilitar la determinació d’ aquelles cel·les des de les quals l’orifici principal és 
visible, el model d’exploració és simplificat de tal manera que únicament es consideren en el 
procés de traçament de línies els triangles que són susceptibles d’ocultar l’ esmentat orifici. De 
tots els triangles presents en el model d’exploració es seleccionen aquells que compleixen dos 
requisits: 
- els seus vectors normals formen un angle menor de 90º amb el vector normal a 
l’orifici. 
- les coordenades dels seus vèrtexs estan per damunt del centroide de l’orifici en la 
direcció del vector normal a aquest.  
Aquests triangles constitueixen el submodel d’exploració.   
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Anàlisi de visibilitat 
 
En la última etapa de la fase d’omplerta d’orificis, tenint en compte els possibles solapaments 
que poden produir algunes superfícies ja adquirides del model (superfícies contingudes en el 
submodel d’exploració), es selecciona una cel·la no visitada de l’esfera d’observació des de la 
qual l’orifici principal és més visible (Fig. 4.9.) (es visualitzen el major nombre d’eixos 
d’oclusió).  
A tal fi, es calcula la posició del sensor  associada a cada cel·la no visitada . Des de cada 
posició, i per cada aresta d’oclusió de l’orifici principal es generen dues línies que van a parar 
respectivament al vèrtex d’inici i fi de l’aresta d’oclusió S’examina si aquestes línies 
intersequen amb els triangles de la malla que compleixen els dos requisits esmentats. Si es 
produeix la intersecció la corresponent aresta de l’orifici principal es considera oculta des la 
cel·la. 
Fig. 4.8. Triangle candidat a ocluir l’orifici principal, i que forma part per tant del 
submodel d’exploració                            




Generalment, hi haurà més d’una cel·la des de la qual l’orifici principal sigui completament 
observable, o bé sigui visible aproximadament la mateixa extensió de l’orifici (el mateix 
nombre d’eixos d’oclusió).  
Per tant, és necessari escollir-ne alguna d’acord amb un cert criteri d’optimització. En aquest 
cas, el criteri emprat selecciona aquella cel·la, la direcció de visió de la qual forma un angle 
amb el vector normal a l’orifici més proper a 180 graus. Això correspon a una cel·la des d’ on 
el forat és observat amb la menor inclinació, i per tant des d’ on es possible apreciar la major 
quantitat de superfície d’aquest.  
  
Fig. 4.9. Il·lustració de l’anàlisi de visibilitat. La cel·la C1 és la única des d’ on l’orifici és 
completament visible considerant la superfície d’oclusió constituïda pel submodel 
d’exploració                            
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És important tenir en compte que no és necessari tancar cada forat en una única vista. Una 
vegada la nova vista ha estat adquirida, si l’orifici no ha desaparegut és segur que aquest ha 
esdevingut menor. Aleshores l’algoritme continua amb els orificis restants fins que es satisfan 
les condicions d’acabament esmentades anteriorment.  
 
 
Fig. 4.10. Direcció de visió (vd) de la cel·la 
òptima segons el criteri presentat.  Permet 
apreciar la major quantitat de superfície de 
l’orifici principal                       
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6. RESULTATS EXPERIMENTALS 
 
En aquest capítol es presenten els resultats experimentals obtinguts mitjançant la 
implementació de l’algoritme presentat en aquest projecte. Es fa èmfasi  a nivell del nombre 
de vistes necessàries per dur a terme la reconstrucció de l’objecte, temps de determinació de la 
següent vista,  i tractament de self-oclusions (auto-oclusions) i hole self-oclusions(auto-
oclusions de forat). 
Els resultats experimentals recollits en aquest capítol han estat obtinguts amb un ordenador 
portàtil Pentium IV a 3,06 GHz. 
Les malles triangulars obtingudes a partir de les range images han estat adquirides amb una 
resolució de 72 per 54 punts.  
 
6.1. EVOLUCIÓ D’UN MODEL AL LLARG DEL PROCÉS 
D’EXPLORACIÓ 
 
Primerament, es presenta a tall d’exemple una seqüència d’imatges on es pot observar les 
diferents vistes que va adquirint la càmera i la corresponent  evolució del model d’exploració 
d’una  escena constituïda per una poma. 
La seqüència consta de 10 vistes, de les quals 6 han estat obtingudes mitjançant el procés de 
votació basat en les arestes d’oclusió. D’aquestes una resulta d’un màxim en l’ histograma 
normal i les 5 restants són conseqüència d’un màxim en l’ histograma tangent. La primer vista 
és sempre vertical . 
Els reduïts forats que resten un cop finalitzat el procés de votació són omplerts amb tres vistes 
addicionals a partir de l’anàlisi de visibilitat realitzat a la segona fase.  











Fig. 6.1 Dues primeres vistes adquirides d’una poma. Les imatges 1 i 2 són les vistes captades 
per la càmera, mentre que les figures (1.a /2.a) reflecteixen l’estat del model d’exploració 
després de captar cada una de les vistes (1/2).(la malla de color blanc representa la última malla 
















Fig. 6.2 Tercera i quarta vistes adquirides per la càmera (3/4) i corresponent estat del model 
















Fig. 6.3 Cinquena i sisena vistes adquirides per la càmera (5/6) i corresponent estat del model 















Fig. 6.4 Setena i vuitena vistes adquirides per la càmera (7/8) i corresponent estat del model 


















Fig. 6.5 Últimes dues  vistes adquirides per la càmera (9/10) i corresponent estat del model 
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A la figura 6.6 es pot observar l’aspecte del model d’exploració un cop s’han obtingut les 
diferents vistes  
 
 
6.1.1 EVOLUCIÓ DE LA QUANTITAT D’INFORMACIÓ REBEL·LADA PER VISTA    
 
Com es pot apreciar en la figura 6.7, és en les primeres iteracions de l’algoritme, durant el 






Figura 6.6 Aspecte final del model d’exploració 


























Figura 6.7  Evolució del model d’exploració de l’escena de la primera (1) a la última vista (10). En 
alguns casos, el model es presenta rotat d’una vista a l’altra per tal de poder observar 
clarament  els diferents estadis de la reconstrucció. 
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6.1.2 TEMPS DE CÒMPUT  
 











A la taula 6.1 es pot apreciar el temps de còmput necessari per obtenir cada vista. El temps 
total per determinar tota la seqüència de punts de vista necessaris per reconstruir la poma 
(sense tenir en compte el temps d’adquisició de les diferents imatges de distancia) és de 313 
segons, amb la qual cosa s’ obté que el temps de còmput promig per la determinació de la 
Taula 6.1 Temps de còmput necessari per 
determinar cadascun dels punts 
de vista 
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propera vista és de 31 segons. El 96,8 % d’aquest temps ha estat consumit en el procés de 
detecció de les arestes d’oclusió.  
 




Abans d’analitzar els resultats de l’algoritme front a objectes més complicats, és important 
observar els resultats per objectes simples. Modelar un objecte com una esfera dóna idea 





A continuació es presenta una seqüència parcial de l’evolució del model l’esfera. La seqüència 
completa consta d’onze vistes.   
 .   
Figura 6.8  L’esfera és rellevant 
degut a la seva 
simplicitat 







S’observa que l’algoritme es comporta de manera satisfactòria ja que no resta cap part de 
l’escena sense explorar. No obstant, la seva eficiència podria millorar a nivell de nombres 
vistes necessàries. Com es veurà a continuació, l’algoritme empra gairebé el mateix nombre de 
punts de vista per reconstruir objectes molt més complexes.  
 
 
Figura 6.9  Seqüència parcial de l’evolució del model de l’esfera al llarg de les iteracions. 




Per tal de poder observar el comportament de l’algoritme davant auto-oclusions (“self 
oclusions”) s’estudia la reconstrucció d’una copa. Les auto-oclusions son àrees d’un objecte 
que són ocultes des de determinats punts de vista per altres àrees del mateix objecte. Per 
exemple, l interior de la copa és una auto-oclusió per tots aquells punts de vista que no apuntin 




En la figura 6.11 es mostra una seqüència parcial del resultat de la integració de les diferents 
vistes que es van adquirint juntament amb les corresponents vistes.  
 
 
Figura 6.10  La copa ha estat l’objecte 
utilitzat per tal d’estudiar les 
auto-oclusions. 












Figura 6.11  Seqüència parcial del resultat de la integració de diferents vistes en la reconstrucció d’una 
copa. 
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En la figura 6.12 s’observa que l’algoritme resolt satisfactòriament les self-oclusions, l’interior 
de la copa apareix completament reconstruït.  
 
Pel que fa al nivell de detall de l’escena reconstruïda, es pot apreciar una certa imprecisió en 
els contorns de la copa, així com també l’absència del tall. Aquest fet és degut a la baixa 
resolució emprada en adquirir les “range” imatges o imatges de distància. Una resolució més 
alta permetria obtenir una reconstrucció més detallada dels models, ara bé, això incrementaria 
dràsticament el temps de còmput en el càlcul de les diferents vistes. Cal també recordar, que el 
que es pretén en aquest cas, no és generar un model 3D de l’escena sinó únicament determinar 
aquells punts de vista que en fan possible la seva reconstrucció.  
 
Figura 6.12  Resultat de l’exploració 
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6.2.3  TOROIDE  
 
A continuació s’estudia l’eficiència de l’algoritme davant auto-oclusions amb forat (“hole self-




En la figura 6.14 es mostren diferents estadis del procés d’exploració de l’escena. La 
seqüència complerta consta de 10 vistes. 
 
 
Figura 6.13  El toroide ha estat 
l’objecte emprat per 
tal d’estudiar les auto-
oclusions amb forat. 















Figura 6.14  Diferents estadis del procés d’exploració d’un toroide. 
Figura 6.15  Resultat de l’exploració d’un toroide. 
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Tot i que a primer cop d’ull, la reconstrucció sembla correcta, si s’observa amb deteniment 
es pot apreciar que existeixen zones de l’ interior del torus que no han estat captades per la 




Per tant, es pot concloure que l’algoritme presenta mancances pel que fa la reconstrucció 







Figura 6.16  Es poden observar tota una sèrie 
d’orificis a la part interior del toroide 
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Conclusions i propostes futures  
 
En el present projecte, s’ha presentat un algoritme de dues fases per tal de resoldre el problema 
de la següent millor vista. La primera fase, determina el proper punt de vista a partir d’un 
procés de votació basat en l’orientació de les arestes d’oclusió. La segona fase, cerca els 
orificis que resten un cop finalitzada la primera fase i empra un anàlisis de visibilitat per tal de 
determinar les vistes necessàries per  tancar-los.  
Si s’observen els antecedents existents en l’àrea de planificació de sensors encaminada al 
modelat d’objectes, i es contrasten amb els resultats obtinguts en aquest treball, es posa de 
manifest que l’enfocament presentat és clarament competitiu a nivell de temps de còmput 
necessari per obtenir la propera vista. Aquest fet és degut a que la primera fase, suficient per 
adquirir la majoria de les superfícies presents en l’escena, evita l’ elevat cost computacional 
que suposa un anàlisis de visibilitat i en el qual es basen la majoria d’enfocaments previs. 
Relacionat amb el tractament d’objectes de diferents formes, l’algoritme es comporta de 
manera eficient davant diferents tipus d’objectes tret d’aquells que presenten auto-oclusions de 
forat (“hole self-oclusions”). En aquest cas, en finalitzar el procés, resten parts de l’escena per 
captar. 
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A continuació es llisten una sèrie de propostes per tal de millorar i ampliar el present 
projecte. 
En primer lloc, els resultats experimentals del present mètode mostren que pràcticament la 
totalitat del temps de còmput necessari per calcular la següent vista és consumit pel procés 
de detecció de les arestes d’oclusió del model. Per aquest motiu, es proposa com una de les 
principals línies de recerca, el desenvolupament d’estratègies per tal d’accelerar aquesta 
fase de l’algoritme. 
En segon lloc, s’ha posat de manifest que l’algoritme presenta mancances en el tractament 
d’objectes que contenen hole self-oclusions. És per tant necessari, millorar el present 
enfocament per tal que el sistema sigui capaç de tractar de manera satisfactòria escenes 
que presentin hole-self oclusions.  
En tercer lloc, cal tenir en compte la possibilitat d’introduir  restriccions en el procés 
d’exploració. Bàsicament, es creu convenient tenir presents dos tipus de restriccions. D’ 
una banda, aquelles que evitin la tria de punts de vista propers als límits assolibles per les 
articulacions del robot o a obstacles ja coneguts en l’entorn de treball del manipulador. 
D’altra banda, restriccions que ajudin a millorar la bondat d’enregistrament de la imatge.    
En quart lloc, es creu també convenient verificar el comportament de l’algoritme quan les 
imatges són obtingudes mitjançant un sistema de visió real. Com ja s’ha comentat amb 
anterioritat, en el present projecte s’ha implementat un ray-tracer que simula l’adquisició 
de les diferents vistes de l’escena, amb la qual cosa s’ el.limina l’efecte de distorsió que 
incorpora la captació de la imatge mitjançant una càmera real.  
Finalment, també es creu interessant, la implementació de les dues darreres fases que 
juntament amb el tractat en el present treball permeten dur a terme la reconstrucció 
d’escenes, és a dir, l’enregistrament de les diferents imatges en un sistema de coordenades 
comú i la integració d’aquestes en un model no redundant.  
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