With the advance of technologies, machines are increasingly present in people's daily lives. Thus, there has been more and more effort for developing interfaces, such as dynamic gestures, that provide an intuitive way of interaction. Currently, the most common trend is to use multimodal data, as depth and skeleton information, to try to recognize dynamic gestures. However, the use of only color information would be more interesting, once RGB cameras are usually found in almost every public place, and could be used for gesture recognition without the need to install other equipment. The main problem with this approach is the difficulty of representing spatio-temporal information using just color. With this in mind, we propose a technique that we called Star RGB, capable of describing a videoclip containing a dynamic gesture as an RGB image. This image is then passed to a classifier formed by two Resnet CNN's, a soft-attention ensemble, and a multilayer perceptron, which returns the predicted class label that indicates to which type of gesture the input video belongs. Experiments were carried out using the Montalbano and GRIT datasets. On the Montalbano dataset, the proposed approach achieved an accuracy of 94.58%, this result reaches the state-of-the-art using this dataset, considering only color information. On the GRIT dataset, our proposal achieves more than 98% of accuracy, recall, precision, and F1-score, outperforming the reference approach in more than 6%.
Introduction
In Human-Machine Interaction (HMI) research field, several communication interfaces can be used, such as manual controls, brain-reading devices, speech and gestures, among others. However, gestures and speech are the least intrusive and most natural ones. Between speech and gestures, there have concentrated efforts on increasingly efficient recognizers. A list of the most used recognizers can be seen in [2, 3, 4] , where [4] shows only those intended to recognize dynamic gestures.
Some of those works mentioned above use more than one information to achieve better results, being called multimodal methods [5] . They usually apply color (RGB format), depth measurements and skeleton joints to detect and recognize gestures. This multiple source information, such as depth and skeleton joints, complement positively the color information, which facilitates the separation of classes by the recognizer [6] . However, to acquire the depth information in interactive environments, as well as other information besides RGB, it is usually necessary to have specific sensors, for example Microsoft Kinect 1 , Asus Xtion Pro 2 or Intel Realsense 3 .
Such dependence on specific sensors generates a restriction on the interactional environment. Therefore, environments that already have RGB cameras, such as surveillance cameras that are easily found in many private or public spaces, can not be used by such recognizers. This is one of the reasons that motivates studies for the development of recognition methods based only on color information.
Some works use color as the only source of information, but just a few of them obtain significant results, such as [7, 6] . Even so, the good results mentioned in those works are achieved using their particular gesture vocabularies, where the gestures are significantly different from each other, which simplify the gesture recognition task. Thus, to improve HMI, we believe that it is necessary to develop new techniques capable of recognizing dynamic gestures based only on color information, and that can deal with gestures not easily distinguishable from one another.
Recently, Deep Learning (DL) has achieved the state of art of various problems within the areas of image processing and computer vision [8, 9] . Among the architectures used in DL, Convolutional Neural Network (CNN) is currently the architecture with the better results in the computer vision field. This type of network has the property of sharing weights, which allows understanding the relationship between weights and input data as convolution operations. In this way, CNNs have several filters which can be trained to extract specific features from the data.
As mentioned previously, recognizing dynamic gestures is not a simple task due to its temporal nature. Thereby, even using DL, sophisticated techniques are needed to capture temporal information, for instance, to action recognition task often are used complex DL architectures as 3D-convolution [10, 11] , Two-streams [12, 13] or two-streams with 3D-convolution [14] . These kinds of approaches require more processing power, implying an important restriction of its usage in environments where the realtime response is a priority. Therefore, to tackle this problem, [7] used a technique (called here as Star representation) capable of condensing temporal information of gestures in a single grayscale image. For this, they used the history of the movement, which is captured through the sum of the modules of the differences between consecutive frames. With this approach, the problem of gesture recognition in videos can be seen as an image classification problem. Hence, using transfer learning is possible to recognize dynamic gestures utilizing CNNs pretrained for another image recognition task. Even though this approach can be interesting for gesture recognition, it has two main drawbacks: (i ) gestures that can be distinguished only by its temporal sequence are particularly challenging to recognize since the temporal information was reduced entirely to a spatial representation; (ii ) the process results in just one grayscale image, which may hamper the use of transfer learning, once CNNs pretrained often receive as input an image with three channels.
To try solving these problems, we propose a dynamic gesture recognizer based only on color information. Therefore, the contributions of this work are: (i ) a new Star representation for the gestures calculated from each input video, which is an RGB image and can encode more temporal information;(ii ) a dynamic gesture classifier based on Deep Learning architecture composed by an ensemble of CNNs re-trained and fused by a soft-attention mechanism.
To detail and explain our proposal, this paper is structured as follows: Section 2 brings the related works and a brief explanation about the original star technique used to represent temporal information of gestures; Section 3 describes our proposal; Section 4 presents and discusses our experiments and results; and finally, Section 6 brings our conclusions and future works.
Related Works
Dynamic gesture recognition is a research field of increasing interest in the last years. Several previous works have focused on trying to develop a more intuitive interface to interact with machines and other devices. However, because a gesture can be represented in different ways within the same context, recognizing a dynamic gesture is a problem with a high level of difficulty. Besides that, the way gestures are performed depends not just on the sequence of body motions but also on the cultural aspect of the people that employ the gestures. Consequently, there is still a lot of work to be made to achieve an interface capable of providing effective communication between humans and machines based on gestures.
For that reason, well-structured datasets that represent various gesture meanings are of paramount importance for the development of this research area. Competitions like Chalearn: look at people (LAP), cast a challenge for gesture recognition by releasing the Montalbano datasets V1 [15] and V2 [16] , that fulfill some requirements aforementioned. These datasets comprise approximately 14000 gestures taken from 27 different subjects for 20 distinct classes. The sensor used to capture the data was a Microsoft Kinect 360. Thus, the data has multimodal nature, since it consists of RGB, depth, user mask, 3D skeleton joints, and audio. The main difference between the V1 and V2 versions, further than a better annotation in the second version, is the lack of audio information, which is present only in the first one.
Even though they are not datasets focused on HMI, due to their importance to the dynamic gesture recognition task, many works test their approaches on them, such as [5, 17, 18, 19, 20] . Analyzing such works, they can be separated into two main groups: first, the works that aim to solve the original problem of the challenge (recognizing a sequence of dynamic gesture from a video) and secondly, the works that classify the segmented gestures by using the labels provided by the datasets. Both groups may recognize the gestures by using either multimodal data or only one sort of information.
Among the first group, which tried to solve the original challenge problem, most approaches have used multimodal information. For instance, [5] has used all information available on both datasets. They applied all the different information to a set of CNNs. As a result, the authors obtained an accuracy of 96.81% when they used all the data plus the audio, 93.1% using only 3D skeleton and 95.06% using RGB and Depth (RGB-D).
Some works used other different sources of data aiming at the same goal. For example, [21] used depth and skeleton joints to achieve a Levenshtein Distance (LD) of 0.85, while [22] used skeleton joints, RGB and audio, reaching 0.88.
In [23] , the authors applied RGB and depth information as inputs to a CNN followed by an LSTM classifier [24] . With this architecture, they achieved a Jaccard Index (JI) of 0.906 using RGB-D information, and 0.842 using only RGB. One restriction with this approach is that the gesture should be performed within a time window of 64 frames. Consequently, when the gesture is performed in more or less than 64 frames, the model does not work correctly.
The works belonging to the second group, which aimed to classify the segmented gestures, usually used the labels and segmented gestures provided with each dataset to train and test their approaches. Differently, from the first group, their primary objective is to classify/recognize the gestures, without tackling both the problems of spotting and recognizing the gestures in a video sequence.
Among this group, the work presented by [18] achieved 91.6% of accuracy using only the skeleton information. The authors represent the skeleton joints as a vector, and the sequence of skeletons as an image, where the (x, y, z) coordinates of each joint represent a (R,G,B) pixel in the image. Using different repre-sentations of skeleton information, [25, 26] achieved respectively 93.2% and 93.8%. On the other hand, in [27] , the authors used depth and skeleton information to classify the gestures, achieving only 85.5% of accuracy. Others works such as [27, 28, 29, 30, 31, 19] also used different types of information, but did not achieve a better result than [26] . Also, in these works, the videos were cut into clips containing only the gestures; this clipping process was implemented using the labels related to each gesture present in the dataset. It is important to mention that skeleton joints are a data source that condenses dynamic and structure information related to gesture. Consequently, it is indicated to be used for dynamic gesture recognition. However, this type of data is usually provided by specific sensors, like the Microsoft Kinect, which was utilized to acquire the mentioned dataset. Table 1 shows a summary of the best results achieved over Montalbano datasets for different types of data.
Since the Kinect-like sensors are not easily found in ordinary places, which usually have regular surveillance cameras, approaches that use only RGB images are most preferred than multimodal methods, that need more than one type of information to work. 
Work
Used Data Type Result [5] Audio, RGB-D and Skeleton 96.81% [5] RGB-D 95.06% [5] Audio 94.96% [26] Skeleton 93.8% [17] Audio and RGB 93.00% [31] Skeleton and RGB-D 88.38% [32] Depth 82.62% [30] Skeleton and Audio 80.29% [33] RGB 60.07%
Until now, works that perform gesture recognition using only RGB information reach at most 60% of accuracy in the Montalbano datasets. Two possibilities can explain these results: either the approaches proposed until this moment were focused on recognizing gestures using only multimodal information and did not make a significant effort on using just one information type, or the gestures are too difficult to distinguish one from another when it is used exclusively the color information.
Considering only RGB images, the authors from [7] used a variant of the Motion History Image (MHI) technique [34] to represent the movement information contained in a video sequence. This representation, denoted here as Star, was used jointly with a CNN to recognize dynamic gestures. The results reported using a dataset developed by authors was of 91.67% of accuracy. Here is important to mention that the gestures of this dataset are very different between classes and therefore, can be easily recognized. Nevertheless, we consider that the Star representation is particularly interesting and can be applied in more challenging datasets. As such, in the next paragraphs, we will give a detailed description of the Star representation calculation.
Considering a grayscale video with N frames containing a dynamic gesture. The Star representation can be calculated into two main steps, as follow: First step, the accumulated sum of the absolute difference between consecutive video frames is calculated. The Equation (1) represents this process.
where: N , called memory size, is the number of frames of each video clip containing a gesture; (i, j) are the coordinates of a pixel in a frame; M is the star image; I k is the k th frame of a video containing a dynamic gesture; | • | is the modulus operator and W s = k/N is called weighted shadow, and it is responsible for pondering the absolute difference depending on N . Second step, Sobel masks are applied over the matrix M in the X and Y directions, obtaining the matrices M X and M Y , respectively. Finally, the star representation is defined as three grayscaled images, corresponding to the matrices M, M X and M Y .
According to the authors, the two extra channels M X and M Y provide better discrimination about the type of movement present in M. However, when using a CNN network, there is a possibility that the first convolutional layers had already learned and assumed these type of masks during the training stage. What makes needless the application of the Sobel masks over the matrix M.
With this in mind, this work proposes some changes over the Star representation in order to generate an RGB image that encodes the gesture movement, contained in a video. The new representation is applied to a DL architecture based on an ensemble of two CNNs fused by a soft-attention mechanism. This proposal was evaluated over the Montalbano and GRIT [35] datasets, achieving a higher accuracy in the gesture recognition process in both datasets. We believe the proposed changes in the star representation, as well as the DL architecture used to solve this problem, can be considered the two main contributions of this work.
Proposal
In this section, the proposal for our dynamic gesture recognition technique is described. It consists of two main steps, specifically:
• Pre-processing: each input video is represented as an RGB image by using a modified version of the aforementioned Star representation.
• Classification: a dynamic gesture classifier is trained using an ensemble of CNNs. Specifically, the image obtained from the pre-processing step, is passed as input to two pre-trained CNNs. The results of these two CNNs pass through a soft-attention mechanism, and then, after being weighted, the results are sent to a fully connected layer. Finally, a softmax classifier indicates the possible class that the gesture may belong.
Details of these two steps are given below.
Pre-processing
The original Star representation does not take into account the color information of each frame. Consequently, the resulting representation is a grayscale image, calculated using the Equation (1). Thus, our first goal is to represent temporal information present in a color video by using an improvement of the proposal in [7] .
Therefore, to take advantage of the color information, the difference between two consecutive frames, calculated as Equation (1) in [7] , can be replaced by the Euclidean Distance as presented in Equation (2) .
where I k (i, j) represents the RGB vector of a pixel at the position (i, j) of the k th frame; and || • || 2 represents the L 2 norm.
However, Euclidean Distance considers only the vector norm and can just evaluate the intensity of each image. Thus, a better solution would be to include information from both magnitude and phase when calculating the distance between RGB vectors. That would allow us to evaluate not just the changes in image intensity, but the hue and saturation as well. In this sense, [36] proposes a metric based on cosine similarity, Equations (3) and (4), that we decided to use to built a modified Star representation.
where θ is the angle between I k−1 (i, j) and I k (i, j). (2) to substitute the original Star representation (Equation (1)) by Equation (5) and end up with an improved expression instead.
From Equation (5), the distance between two consecutive images can be calculated using the difference of intensities, scaled by a number that depends on the angle between each RGB pixel of the images. Therefore, both intensity and chromaticity information are taken into account. Figure 1 shows the results of both Equations (1) (star representation) and (5) (modified star representation) and their differences applied to a video. Notice that with the new proposal, it is possible to extract more information from the movement. However, even with this new representation, the result is still a grayscale image and does not match stateof-the-art CNN architectures, which usually receive an RGB image as input. Besides that, this approach still does not solve the problem of temporal information loss. Then, movements with the same path but performed with different directions will have similar representations.
Thus, to improve the temporal representation and, simultaneously, create an RGB image as an output, we propose an approach summarized in Figure 2 and explained below:
• Each color video containing a complete dynamic gesture must be divided equally into three subvideos of N/3 frames, which likely will represent the pre-stroke, stroke and post-stroke steps of a dynamic gesture, as defined in [1] and discussed by [26] . If the number of frames is not divisible by three, the middle sub-video will contain N − 2 N/3 frames;
• For each resulting color sub-video, the matrix M of the Star representation is calculated using Equation (5). As a result, each video is represented by an RGB image, where the R-channel contains the M matrix calculated from the first sub-video, the G-channel has the M matrix from the central one, and the B-channel the M matrix from the last one. Because the output of our approach is now an RGB image, we decided to call such image as Star RGB representation.
Notice that, besides resulting in a multichannel and sparse representation of color video, we observed that the Star RGB representation has another advantage when gestures are distinguished only by the direction of the movement of hands, like beckoning a direction to someone. This consideration is illustrated simulating two gestures with the same movements but with opposite directions. For instance, Figure 3 shows the Star and Star RGB representations calculated from two videos, where the second video is generated by reversing the frame sequence of the first one. Hence, if we compare Figures 3a and 3b , we can notice that the original Star representation produces similar grayscale images for both videos, which is evident from Figure 3c that shows the difference between them. In contrast, the Star RGB produces two different color images by each video, as it is shown in Figures 3d, 3e and 3f . Where Figure 3f show the difference between each channel of the images 3d and 3e in RGB format.
This result suggests that the Star RGB improves the original representation, encoding more temporal information than the previous approach presented in [7] . Besides that, it will probably make the classifier model equivariant to similar movements that represent different gestures. In summary, the Star RGB: capture the color information, represents better the temporal information of a video, is suitable for training models based on state-of-the-art CNNs for image classification, and finally, its calculation is simple and fast.
Classification
After pre-processing a video sequence to build the corresponding Star RGB representation, the next step is classification. Our approach for the dynamic gesture classifier, shown in Figure 4 , includes three parts: (i ) a feature extractor, based on pre-trained CNNs; (ii ) an ensemble of CNNs, where features are fused by a soft-attention mechanism; (iii ) and a classifier, formed by fully connected layers and an output softmax layer. Each one of these parts is explained as follows: 
Feature extractor
This part is based on the CNN Resnet [37] , which is specialized on image classification task, and was previously trained on the dataset ImageNet. Such dataset was released in the ILSVRC-2014 competition and contains more than 1.2 million images distributed over 1000 distinct categories [38] .
We chose the Resnet because it is one of the most used CNNs to classify images. Moreover, its architecture achieves the state-of-the-art in several image classification problems. These excellent results are a consequence of the residual blocks, which can mitigate the vanishing gradient problem even in a very deep architecture [37] .
Once the pre-processing step generates an RGB image that represents a dynamic gesture, it can be used as the input to a pre-trained Resnet. However, in order to achieve better results, we decided to use two Resnets in parallel (the Resnet 50 and Resnet 101). Each Resnet was cut at the 4 th convolution layer, that corresponds to a different number of residual blocks for each one of them.
Ensemble
The feature maps corresponding to the 4 th convolution layer of each Resnet are passed sequentially through an attention mechanism, called here as the soft-attention ensemble. This mechanism plays a role of weighting each feature map according to its importance to the predicted class.
The soft-attention ensemble was chosen consider-ing that: (i ) it should evaluate the information according to its importance for the task, differently from other fusion types as summation and arithmetic mean or even max pooling; (ii ) the sequential nature of soft-attention ensemble avoids the concatenation of all feature maps of the inputs, which would increase the size of the input vector generated by the ensemble.
The architecture of the soft-attention ensemble is shared by all feature maps and is composed of a fully connected layer with 128 neurons using the activation function ReLU [39] , and an output layer of one neuron without activation function. Thus, it receives a vector (a flattened CNN feature map) as input and outputs just one value.
The sequential operation of the soft-attention ensemble is shown in Figure 5 . Let N CN N be the number of CNN feature maps that will be fused by the soft-attention. First, each flattened CNN feature map is applied over the soft-attention ensemble, generating as output a vector with N CN N elements, that is normalized using a softmax function. After that, the weighted sum of the N CN N flattened feature maps is calculated using as weighting coefficients the elements of the normalized vector. In this work, we use N CN N = 2, given that the feature extractor is based on two CNNs. Note that, when using this mechanism, all feature maps must have the same dimensions. It is important to mention that a Batch Normalization [40] was applied before the feature maps can be passed to the soft-attention. This step is necessary because each feature map probably has different distributions. Therefore, using the soft-attention mechanism directly would not give an accurate result about the importance of each feature map for the problem.
Classifier
The output of the soft-attention ensemble feeds a classifier, which is composed of a hidden layer of 1024 neurons with Batch Normalization, dropout [41] and ReLU activation function; and an output layer of 20 neurons with softmax activation function. A softmax activation function over the last layer gives the probability that the input image belongs to one of the 20 possible gestures of the dataset.
In complement, the cost function used is the mean of the Cross-entropy, calculated for each minibatch and regularized by the L1 norm of the entire set of weights, which includes those of the feature extractor, ensemble, and classifier. This type of regularization was applied to force the sparsity of the weights, what, in theory, can better handle input images that also are sparse (see Figure 2 ).
Experiments and results
This section addresses the datasets used throughout the experiments, the implementation and training of the proposed architecture and, finally, the results obtained in the evaluation step.
In short, we performed two different experiments. The first experiment was carried out to evaluate the proposed architecture and the impact of softattention ensemble on the gesture classifier performance. The second experiment aimed to evaluate the use of the Star RGB representation within the proposed architecture. These experiments were conducted with different datasets, detailed as follows.
Montalbano gesture dataset
This dataset was cast in the challenge Chalearn: looking at people -2014 [16] , and comprises of 13206 cultural/anthropological Italian gestures (6862 for training, 2765 for validation and 3579 for testing), distributed in 20 different types. All the gestures were captured using a Kinect 360 sensor and have multimodal information: RGB, depth, skeleton and user mask. In the challenge, the candidates could use any provided data to recognize a sequence of gestures (between 8 and 20 per video) performed in a continuous video. Figure 6 shows a representation of the gestures contained in this dataset.
We decided to use this dataset because it is one of the largest sets currently released that focuses on the problem of dynamic gesture recognition. Also, as mentioned by [35] , the available datasets of dynamic gestures based on RGB are very small and are captured focusing only on the information of the hands and not on the entire body.
Although the original challenge in [16] was to use multimodal data to recognize dynamic gestures, we believe that only the RGB information can be successfully used for this purpose.
Our main motivation comes from the fact that there is a large number of surveillance cameras in many public places, where gestures could be used to promote the interaction between humans, devices and also the environment. Therefore, being able to recognize gestures only from color information is an attractive possibility for an HMI that may be deployed in spaces having just standard cameras installed.
As the participation in the competition was not the goal of this work, we segmented the gestures in several videos, according to the provided labels. Thus, each video of training or test set contains only one dynamic gesture. Now, the problem is no longer to recognize a sequence of gestures in a video but to classify videos in 20 different classes of dynamic gestures.
After all the videos were segmented, the proposed technique was applied, as presented in (Section 3.2) . Figure 7 illustrate a sample of each gesture shown in Figure 6 after calculating the Star RGB representation.
GRIT gesture Dataset
In order to evaluate our proposal for recognizing gestures used in human-robot interaction, we decided to use GRIT (Gesture Commands for Robot inTer- action), a dataset comprised of 543 gestures, distributed in nine distinct classes. Unlike the Montalbano dataset, this one was released with the gestures already segmented. Furthermore, as it was created to be used for interaction with robots, their gestures are quite separable. Figure 8 illustrates a representation of gestures contained in the dataset. Additionally, Figure 9 illustrates the Star RGB representation of a sample of each one of its nine gestures.
Implementation and Training
The proposed architecture was implemented using pytorch, an open source software developed by Facebook's artificial-intelligence research group 4 for machine learning proposal [42] , in its version 1.0.
The computer used in the experiments had he following configuration: (i ) Operating system Linux
buonissimo (s) messidaccordo (t) sonostufo Ubuntu Server, distribution 16.04; (ii ) Intel Core i7-7700 processor, 3.60GHz with 4 physical cores; (iii ) 32GB of RAM; (iv ) 1TB of storage unit (hard drive); (v ) Nvidia Titan V graphic card, with 12GB of dedicated memory.
The following hyper-parameters were used in the training step: batch size of 64 and 8 for Montalbano and GRIT datasets, respectively; maximum number of epochs was 100; learning rate of 1e−4 for the CNNs, and 1e−3 for the fully connected classifier and the soft-attention mechanism, both decreasing 1% at each epoch; dropout keep probability of 0.2; and the Adam optimizer algorithm. Also, some techniques of data augmentation were used. Specifically, for the Montalbano dataset, it was applied a random crop of size 110 × 140 pixels, random horizontal flip, random rotation with ±5 o , and random Gaussian noise with µ = 0 and σ = 1. On the other hand, for the GRIT dataset, during the training, it was applied only a random crop.
Finally, in the training step, an early stop strategy was adopted. So, the training was executed until an average accuracy over the last 5 epochs greater than 99% was achieved.
Due to implementation compatibility, it was necessary to resize each frame. Hence, in the training step, each frame was resized to 120×160 pixels before data augmentation, and in the test step, each frame was cropped at the center point, resulting in an image of 110 × 140 pixels.
Performance measurement
For multiclass classification problems, it is common to analyze the result using the accuracy metric. In the context of gesture recognition, the accuracy rate is calculated as the number of gestures classified correctly divided by the total number of gestures on the test dataset.
Therefore, for Montalbano dataset, the accuracy metrics achieved by each class will be presented in tables. Besides that, in order to better visualize the behavior of the classifier, the results will be also described using a confusion matrix, which will have one row for each ground truth class and one column for each predicted class. Thus, the value of each cell of the array (row r, column c) will indicate the amount of gestures belonging to the class r was classified as class c.
To better compare results, for GRIT dataset, we will run five hold-out experiments. This is because the experiments were done following the original procedure described in [35] . So, at each one of the five rounds, the dataset will be shuffled and divided into two subsets: 80% for training and 20% for test. Thus, rather than using a confusion matrix and accuracy, it will be used a table with the metrics accuracy, recall, precision and F1-Score for all classes, calculated as the average of each metric.
Results and discussion
In this section, we present the results obtained for both datasets: Montalbano and GRIT.
Results for Montalbano Dataset
After training by applying the setup described previously, the model was run over the test dataset, obtaining an accuracy of 94.58%. Table 2 illustrates the accuracy obtained by each gesture and Figure 10 shows the confusion matrix of the predictions. One can notice that the majority of the gestures achieved more than 90% of accuracy, while the gestures fame, cheduepalle, combinato, daccordo and tantotempo reached more than 98%. In just a few cases, like for the gestures vattene, ok and noncenepiu, the accuracy was less than 90%. However, the worst case (noncenepiu) still managed to achieve 86.63%.
The original architecture was modified to demonstrate the impact of the soft-attention ensemble in the performance of the gesture classifier. To do that, we removed the soft-attention fusion, and the 4 th convolution layer of each Resnet was directly sent to the full connected layers. Hence, the gesture classifier using only Resnet 50 achieved 91.95% of accuracy, meanwhile Resnet 101 achieved 90.70%. Table 3 shows the results for both experiments.
Notice that, for the gestures fame, cheduepalle, combinato, tantotempo, and messidaccordo, Resnet 50 performed worse than Resnet 101. However in other cases, for instance vattene, freganiente and cosatifarei Resnet 50 was much better than Resnet 101. Nevertheless for all gestures, including the ensemble step allowed to get the best accuracy, except for the gesture basta, which Resnet 50 achieved 98.6%. Thus, regarding the number of classes of the problem and the use of only RGB information to represent and recognize dynamic gestures, we consider the results obtained here competitive with other approaches that used multimodal data. Furthermore, this was one of the best results for classifying gestures on that dataset, beating even other works that employ more than one source of information, for instance, [19] , [33] and [31] . In this way, we believe that the results obtained here can be considered part of the state-of-the-art for dynamic gestures recognition based only on RGB images, for this dataset.
Results for GRIT Dataset
After carrying out the five hold-out experiments, their results can be seen in Table 4 . As expected, this proposal achieves better results on the GRIT dataset, even outperforms the authors' results in [35] . The improvement was more than 6% in all metrics: accuracy, precision, recall, and F1-Score. Furthermore, our best result was 100% of accuracy against 92.59% achieved by the authors. This result shows how the Star RGB improves dynamic gesture representation and can contribute to the dynamic gesture recognition research field. 
General Comments
Although the results are promising, some issues should be considered. This technique must be used in an environment where the cameras are static or try to minimize the relative movement between the background and the person. Therefore, when there is a moving camera, a possible solution could be to estimate the homography between two sequential images, from detected background features, and calculate the camera motion, as proposed by [43] for action recognition. Knowing how the camera movements may allow to better isolate the real movement of the person related to the gesture and then perform its recognition.
Also, as observed in [35] , techniques like ours have the property of losing hand details. Thus, gestures that are dependent on the shape of the hands, and have the same movement of other gestures, could generate false-positives. To illustrate the effect of this constraint, a technique of information visualization, also known as saliency map (Cam++ [44] ), was used with some gestures of the class noncenepiu, which achieved the worst results by the classifier.
In general, the saliency maps of the gesture noncenepiu (see Figure 11 ) are similar to most of the maps of the gestures it has been confused with (see the 15 th row of the confusion matrix in Figure10).
These gestures are: ok, freganiente, basta and prendere.
From the videos, it is possible to see that the gesture noncenepiu is done twisting the arm over the elbow, with the thumb and pointer finger forming an "L" (the hand shape can be seen in Figures 12a  and 12e) . Therefore, when isolating this movement, for some individuals, it is very similar to the movement from the gestures ok, prendere, freganiente and other ones. In this case, gesture recognition could be improved if the approach was capable of recognizing the hand details, instead of just the movements. Figure 11 also shows how each CNN extracts different feature maps related to the input frame, meanwhile the soft-attention ensemble captures the essential information from each one. Other interesting observation is about the gesture basta, which was confused with the gesture noncenepiu when the user performs it with the two arms (see Figures 11-i, j, k, l ) . As discussed before, the movements are very similar even though the hand shapes are different from each other (see Figures 12 e, f ) .
Conclusions and Future Work
Considering the importance of dynamic gesture recognition for HMI and also the problem of recognizing gestures using just color information, this work reports two contributions: (i ) an approach called Star RGB representation, which describes a video clip containing a dynamic gesture in only an RGB image; (ii ) a dynamic gesture classifier based in two pre-trained Resnets, a soft-attention ensemble followed by a set of fully connected layers. The experiments were carried out on both Montalbano and GRIT datasets, achieving an accuracy of 94.58% for Montalbano dataset and a mean accuracy of 98.35% over five randomly holdout experiments for the GRIT dataset. The obtained results show that the Star RGB, used with the soft-attention ensemble, outperforms previous works, such as [35] , [18] , [19] , [33] , [20] , and achieve the state-of-the-art.
We suggest the following tasks as future works to improve the proposed approach. Firstly, to develop a new classifier architecture that takes into account the hand information of each gesture. Secondly, do apply this proposal in a robotic environment. For this, it will be necessary to develop a spotting gesture algorithm that can operate in real-time. Then, using the proposal architecture, gestures of a new desired vocabulary could be recognized, allowing interaction with the robot.
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