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1. INTRODUCTION 
Realization theory for finite dimensional linear time-invariant systems 
unifies three notions: 
1. The rank of the Hankel matrix associated with the Markov coeffi- 
cients of a linear-system. 
2. The McMillan degree of the transfer function of the system. 
3. The dimension of the state space of a reachable, observable realiza- 
tion of the system. 
These facts are classical and have been described in elementary terms in 
[4, 71. 
In the seventies P. Fuhrmann developed a realization theory for distrib- 
uted time-invariant systems. In this theory a particular realization, the shift 
realization, was given and this provided a context for the study of the 
relationship between the generalized versions of the above concepts. In fact, 
this provided the motivation for Fuhrmann’s polynomial model approach 
to finite dimensional systems which led to a new way of looking at the 
relationship between l., 2, and 3. All this is described in the monograph [6]. 
The completeness of this theory stands in contrast to what is known in 
the time-varying case even for finite dimensional systems. Until recently, 
such systems were studied either by assuming a state space model given by 
a family of difference or differential equations [8, 121, or by the input-out- 
put approach described in the context of Hilbert resolution space [5]. 
Recently, however, new interest seems to have arisen in this subject. The 
identical notion of a transfer function has been given from two different 
points of view [2, 81. In [2] Ashton and Saeks begin with an input-output 
description in the form of a causal linear operator on a Hilbert resolution 
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space and define a generalized Fourier transform introduced by Arveson 
[l]. On the other hand, in [S] the transfer function is defined by means of a 
given state space representation of the system. The two approaches give the 
identical transfer function which is a bounded analytic operator valued 
function, on the unit disc. Thus, even seemingly finite dimensional linear 
time-varying systems have an infinite dimensional trap hidden inside them. 
In this paper we present the connection between these approaches. We 
begin with a time-domain description of the system in terms of a bounded 
linear causal operator F on a discrete time Hilbert resolution space &? and 
consider its transfer function as a bounded analytic operator valued func- 
tion on the unit disc with non-tangential boundary values existing a.e. on 
the unit circle. For this function F(z) = CrshlFnz” we construct a triple 
{A, B, C} of operators and of Hilbert spaces (3, 9, X), such that 
and F(z) = zC(I - zA)-‘B. (We assume that F is strictly causal.) 
Thus, conceptually, time varying systems are just “large” time-invariant 
ones. This in itself is not surprising. In fact, in the study of the simplest 
types of time varying systems, the periodic ones, in [9], it was seen that 
periodic systems can be represented as time invariant systems of dimension 
equal to the product of the original dimension of the system and the length 
of the period. Since arbitrary time varying systems are just periodic of 
infinite period, we obtain an infinite-dimensional time invariant system. 
This paper is divided into three parts. In the first we derive the realization 
for time varying systems. It is seen that in the time invariant case this 
realization reduces to Fuhrmann’s shift realization. 
The second part deals with finite dimensional time-varying systems. We 
relate finite-dimensionality to the finite rank of the family of “Hankel” 
operators associated with the input-output operator. 
The last part of the paper deals with an application of this theory to the 
work of Schumitsky [lo] on the problem of memoryless state feedback 
implementation of an open loop system (see [5, Chap. 71). 
2. PRELIMINARIES 
Consider the Hilbert space 3?= 12([0, oc); CP). Pi will describe the ith 
truncation projection on 2; i.e., for x = (x0, x1, X2,. . . , xi, xi+l,. . . ) in 
2, 
PiX = (xg,xl ,...) x,,o,o ,... ). 
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A stable linear system is represented by a bounded linear operator F on 
J? which satisfies the physical realizability condition 
PiFPi = P,F, i E z+. 
This is the standard description of causality and stability given in [5] and is 
equivalent to saying that with respect to the standard structure of X, the 
matrix representation of F is lower triangular. We will assume purely for 
simplicity that in fact F is strictly lower triangular. This is usually referred 
to as a strict causality condition. Thus we associate with F a matrix of the 
form 
F= 
Following [2], the transfer function for this system is described as 
follows: 
Let (U(0): 0 I 8 -C 2s) be the unitary group of operators defined on the 
unit circle T by 
U(O)x = (~~,e-~~x~,e-~‘*x,,...) 
for x = (x0, xi, x2,... ) E .%‘. For any bounded linear operator T on &‘, 
the operator valued function 
~(8) = u(e)Tu(e)-’ 
is bounded and measurable on T = { z: ]I( = 1). The properties of this 
function are summarized in the following result [3]: 
LEMMA 2.1. Let D denote the open unit disc. The following are equivalent: 
(1) T is causal. 
(2) T(e) is in Z?(T, .9!(X)). 
(3) T(z), the extension of T(e) into the unit disc D is in 
%(Q W-W). 
(4) If P,(O) is the usual Poisson kernel, and 9’~ .%(.Z?)*, the predual 
of g(S), then 
Y’(T(re”)) = &~2rY(T(e))Pr(t - e) de 
is in Xm(D). 
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T(z) is sometimes referred to as the Arveson transfer function for T [2]. 
It is easily seen that for T time invariant (i.e., Toeplitz), T(z) is just the 
standard transfer function associated with T. 
We present a few basic facts about &Z(T, II(#)) and A$(D, B(X)). 
Our source is [ll] and the reader is to refer there for details. 
Consider a function 8(z) whose values are bounded linear operators on 
the Hilbert space &’ and which has a power series expansion 
e(x) = EAk6, 
0 
whose coefficients are bounded linear operators on 2. The series is 
assumed to be convergent in F (weakly, strongly or, in norm, which 
amounts to the same for power series). Suppose that ]]0(X)(] I M for 
X E D. Such a function will be called a bounded analytic function on D, or 
equivalently, an element of A$,(D, .%?(#)). It can be shown that the 
non-tangential limit, 
lim @(A) = 8(e”), 
X--re” 
exists a.e. as a strong limit of operators. The function e(ei’) will be 
considered as an element of Xm( T, 9l( 2)). 
For the case where T is a causal operator on .%‘, and T has the matrix 
representation 
0 0 0 **- 
40 0 0 -** 
T= t,, t,, 0 **- , 
t30 t31 t3* * . . 
. . . 
. . . 
. . . 
T(8) is easily computed and is just 
0 0 0 . . . 
4oe 
i@ 0 0 . . . 
T(B) = t,,e*” t,,e” 0 . * * . 
t30e3ie t31e*i@ t32eie . . . 
Its extension into the unit disc D has the power series expansion 
T(A) = g TJ” E Xm(D, B(X)), 
n=l 
0 0 0 . . . 
ClBO 0 0 . . . 
F= C,A,B, C,B, 0 ..a . 
C,A,A,B, C,A,B, C,B, . . . 
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where T, is of the particular form 
0 0 0 
T, = ?no o o . 
0 fn+ll 0 
0 0 tn+22 
0 *. 
which is easily seen to be a bounded linear operator since T is. 
We now consider a state space description of a time-varying linear 
system. We are given a family of difference equations 
xk+l = A,X, + B,U, 
Yk = CkXk 
and Hilbert spaces C”, 9, C*. The operators B,: C” + 9’ map the input 
uk at time k into the state space 9’. The operators A,: P’+ 9 are the 
state transition operators at time k and C,: Y+ CJ’ are the state-to-output 
operators at time k. 
From this description of the system, the input-output operator (which 
we will assume to be a bounded linear-operator-this is equivalent to 
assuming the input-output stability of the system [5]) is easily computed 
and from F, one constructs the transfer function F(X) = XTEa=lF;Ai as 
described above. 
DEFINITION 2.2. A realization for F(h) is a triple {A, B, C} of bounded 
linear operators and { Xr, 9, X2} of Hilbert spaces such that 
and F(X) = AC(I - XA)-‘B. 
216 AVRAHAM FEINTLJCH 
The idea in [8] is to define these as follows: 
i 
43 
B= 
4 
B2 
A= 
c= 
where 
0 0 0 
A, 0 0 
0 A, 0 
0 0 4 
. . 0 
. . . 
Cl 
c2 
G 
.I- 
3 
. . . . . . . . . , . . . . . . . . . 
B: l’([O, co); Cm) + I’([O, co); 2) 
A: 12([0, co); 2’) + l’([O, co); X) 
c: 12([0, co); 3P) --f 12([0, 03); cp). , 
A simple computation then shows that 
F(h) = XC(I - AA)-lB E.%$,(D, B(Z)). 
The problem that we consider in this paper is: Given F, the input-output 
operator, find a difference equation description of the system described by 
F and from this construct the factorization for F(X) as given above. 
3. AN OPERATOR THEORETIC RESULT 
Suppose F is a strictly causal stable linear system on the Hilbert space 
r2w, wo)). 
DEFINITION 3.1. The Hankel sequence for F is the sequence {(I - 
PPP, 1. 
This sequence of operators associated with F will play an important role 
in the realization theory described in the next section and deserves some 
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discussion. For each n, (I - PJFP,, maps inputs up to time n into the 
outputs after time n and is therefore closely tied to the notion of Nerode 
equivalence and the state space theory described in [5]. Here we take a 
slightly different point of view. 
Suppose F is time-invariant: 
Then 
(1 
F= 
f, 0 0 -** 
fl fcl 0 . * * 
f2 fl fo * - * 
f, f, fl - * * * . . . . . . 
. . . . . . L 
0 0 -** 0 0 0 -0. 
. . . . . . 
P,,)FP,,= 6 0 *** (j (j 0 . . . 
f, f,-1 *** fi fo 0 ... 
-f n+1 fn .*-f2f10-** 
and it is easily seen that (identifying the appropriate subspaces) the 
sequence {(I - P,,) FP,, } converges strongly to the Hankel operator 
-fo fi fi f3 .*. 
fi f* f3 * * . * 
HF= f2 f3 * * * * * . 
f3 . . . . . . 
. . . . . . . . *-. _. . . . 
Thus, generally, the sequence {(I - P,) FP,, } will be seen to play the role 
for time-varying systems that the Hankel operator HF plays for time- 
invariant systems. 
We return to the general situation. Let hi = Pi - PieI. The following 
result was given in [5]. 
THEOREM 3.1. F = CT=*,,A,(I - Pi-,)FP,-, where convergence is in the 
strong operator topology. 
In fact, as shown in [5], the sequence {(I - Pi-,)FP,_,} completely 
determines F. Two strictly causal operators with the same Hankel se- 
quences are equal. 
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Now, let u = (u,,, ur, u2,. . . ) be any input sequence. Then y = Fu is 
given by 
y = E Ai(I - Pi-,)FP;-,u. 
i=l 
But this is equivalent to writing 
yj = A,(1 - Pi-,)FT’-,u. 
Since, intuitively, the state at time i corresponds to the information about 
the input prior to time i that effects the output at time i, it is reasonable to 
define the state of the system at time i to be (I - Pi-,)FP,-,u, and to look 
at Ai as the mapping from the state at time i to the output at time i. This is 
made precise in the next section. 
4. THE REALIZATION 
with J.j E CqxP define 
Bi: C” +cx? 
by Bp = (O,O, . . . ,O, fi,+rv, fi+r+rv, . . . ); i.e., Bp is the vector obtained 
in X by multiplying v by the i th column of F. 
Define Ci: &‘+ Cq by 
CI(xo, x1, x2,. . .) = Ai(xo, x1, x2,. . .) = xi. 
Then it is a simple computation to show that 
x1 = Bouo 
x n+l = (I - P,)x, + Bnu, n 2 I 
Yn = Gx n 
is a system of difference equations which realizes F. 
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This then leads to the following state-space realization of F(h). Let 
B= r ..I Bl B2 . 
L .-I 
This is a linear operator from .# into Z2([0, cc); .%‘), and maps input 
sequences into thestate space. Then 
A= 
is the state transition operator for the system and 
A1 0 0 -0. 
0 A2 0 .‘. 
C= 
0 0 A3 ..a 
. . . . . . 
. . . . . . 
. . . . . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
is the operator from 12([0, co); X) into .s?, i.e., the state to output 
operator. 
Remark 4.1. It is worthwhile to see what this realization reduces to in 
the case that F is in fact the input-output operator for a time invariant 
system. 
Let S denote the right unilateral shift on 12[0, cc); i.e., 
S(x,, Xl, x2,. . *> = (0, x0, Xl, * * -> 
and S* will denote its adjoint the left shift. Then 
B= 
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whereBh= SB,,= (fo,f~,f2,...), 
0 0 0 
S2S2 0 0 
0 s3s*3 0 
A= 0 0 s4s4 
and 
C= 
Since 
= 
ss = I, 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
AoS*2 
A,S3 
this is equivalent to the system 
{ A’, B’, C’} , 
0 . . . 
0 . . . 
0 . . . 
s* . . . 
. . . 
S*3 . .I 
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where 
B’ = A’ = 
c= 
and this is identifiable with the system {S*, B,, A,} which is the Fuhrmann 
shift realization for I: [6]. 
Suppose {A, B, C} is a time-invariant linear system; 
A: X+X 
B: &+X 
c: x+ g’, 
where, 9, X, d are, respectively, the input, state, and output space. The 
system is reachable if the closed linear span of the subspaces { A”B4: 
n E Z+ } = L%? and observable if fl y&Ker CA’ = (0). The system is minimal 
if it is both reachable and observable. 
It is easy to see that the realization described for F is not minimal. The 
state space 9 is simply too large. However, this problem is easily rectified. 
There is a natural subspace of 9’ which is appropriate as the minimal state 
space and which is completely determined by the Hankel family of F. This 
is the subspace @,?a a[(1 - P,)FP,)] (9(A) is the range of A). 
THEOREM 4.2. G31~,,9’[(Z - Pi)FPi] is an inuariant sz.hspace for A. 
Proof. Suppose x = ((I - PO)FPOxO, (I - P,)FP,x,, . . . ). Then Ax = 
(0, (I - P,)(Z - PO)FPOxO, (I - P,)(Z - P)FP,x,, . . . ). Using the fact 
that for all i = 0, 1,2,. . . , 
we can rewrite Ax as Ax = (0, (I - P1)FP,( Pox,), (I - 
P2)FP2(P1x1), . . . ), which is in @,z$[(Z - P,)FP,]. This completes the 
proof. 
From now on this subspace will be denoted by Y (this should not cause 
any confusion). Note that R(B) c Y. A and C will denote, respectively, 
their restriction to 9. 
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THEOREM 4.3. The system (A, B, C} with 
B: &‘+Y 
A: Y--+9’ 
c: Y--+X 
is minimal. 
Proof We show that for any n, 
A, = 0 63 *** @9[(I - PJFP,] $0 cl9 0 fl9 a.* 
is in the closed linear span of { BX, ABZ, A2BZ,. . . }. 
Let u = (l,O,O,. . . ) E 2’ and S denote the right shift on 2’. It is 
straightforward to check that &I,, is generated by the vectors 
{ BS”u, ABS”-‘u,. . . , A”Bu}, n = 0,1,2,. . . . 
This shows the system is reachable. For observability, note that for 
x = ((I- P,)FP,x,,(I- P,)FP,x,,...) ESP, 
CA’x = (O,O,..., O,A~+~(I-P~)FP,X~,A~+~(‘-P~+~)FP,~~,...). 
Thus if CA’x = 0 for all i, then 
Ai+l(I - P,)FP,x, = 0 for i 2 0. 
But this implies that (I - P,)FPOx,, = 0. Also, CA’x = 0 for all i, implies 
Ai+,(I - Pi)FP,x, = 0 fori 1. 
But this implies (I - P,)FP,x, = 0. 
Continuing in this manner we obtain that x E n E”=,Ker CA’ implies that 
(I - Pi)FPixi = 0 for all i. But this means that x = 0 and the proof is 
complete. 
5. FINITE DIMENSIONAL LINEAR SYSTEMS 
Suppose a state space representation is given for a k-dimensional linear 
time-varying system in terms of a family of difference equations, 
x1 = B,,uO 
x,+1 = 4,x, + BP,, n2l 
Y” = Gx n 
with A,: Ck + Ck. 
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Construct the input-output operator 
0 0 0 . . . 
cl*, 0 0 . . . 
F= C,A,B, C,B, 0 a-- . 
C,A,A,B, C,A,B, C,B, -.a 
Now consider the Hankel family {(I - P,)FP, } associated with F. 
(I - P,)Fp, 
0 0 0 0 . . . 
0 0 0 0 . . . = 
Ci+lAi...A,Bo Ci+Ji...A,B, Ci+Ibi 0 .-. ' 
C,+,A,+,...A,B, Ci+2Ai+l...A2B1 Ci+ZAi+lBi 0 --- 
. . . . 
Factor this matrix as 
[ 1 ,,":;:+I [A~...A,B,,,A~...A~B~,...,B~]. ‘i+kJAi+2 
As is shown in [12] the matrix on the right has maximal rank k which is 
attained when the system is i-reachable at time zero. Thus so is rank 
{(I - P,)FP,} I k for all i. This motivates the following definition. 
DEFINITION 5.1. The dimension of the system with input-output oper- 
ator T is max,{rank(l- P,)FP,}. 
Thus, finite dimensional systems are those input-output operators F 
which satisfy 
max{rank(l- P,)FP,,} = k < co, 
It is easy to show that, if F is time-invariant this number corresponds to the 
rank of the Hankel operator associated with F and therefore the dimension 
of a minimal realization for F. 
6. STATE FACTORIZATION 
In this section we consider an application of the realization theory 
described previously to the optimal state feedback control theory developed 
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by Schumitzky [lo]. The history of this theory and the technical problems 
associated with it are described in detail in [5, Chap. 7 and its notes]. Here, 
we simply state that the theory described above seems to supply an 
appropriate mathematical framework in which Schumitsky’s theory can be 
completely formulated. Here we prove the main factorization result. The 
rest proceeds essentially as described in [5]. 
If F is a given input-output operator with transfer function F(z), we can 
construct the minimal state representation for F(z) which consists of 
writing F(z) = Cz(Z - zA)-‘B, where B: .X-,9= @,t,R[(Z - P,)FP,]. 
9’ has a natural resolution space structure [5]. We simply define the 
family of orthogonal projections { E, } such that 
It is easily checked that E,,B = BP,, for all n. This is said to mean that 
3?: X-, Y is a memoryless operator. 
We raise the question: If G is another input-output operator with 
transfer function, G(z), when does there exist a memoryless operator M: 
&‘+ Y so that G(z) = Cz(Z - zA)-94. 
Since the operator A and the state space 9’ represent the dynamics of the 
system F, we are asking when G has the same dynamical structure as F. 
THEOREM 6.1. Suppose F has the minimal state realization {A, B, C} 
with state space Y= @i”,,[(Z - P,)FP,]. Then G has a realization G(z) = 
Cz( Z - zA)- ‘M with M: 3Eo-t 9’ memolyless if and on!y if 
@(Z - P&%1 = g[(Z - P,)Fp,] 
for all n 2 0. 
Proof: Let 9’ = @ p”-&3[(Z - P,)GP,], the minimal state space for 
G(z). The condition g[(Z - P,)GP,] c 9[(Z - PJFPJ implies 9” c 9’. 
Let A4 be the input to state operator associated with this state realization of 
G. We can consider M as an operator from 3’ to 9’. Then the construction 
of A and C imply that 
G(z) = Cz(Z - zA)-‘M. 
Now suppose G(z) = Cz(Z - zA)-‘M, where M is memoryless, M: &‘+ 
9’. The 3’(M) c 9?(B) and since both are memoryless, R(M,) c R( Bi) for 
all i. Now Bi and Mi are defined on the ith coordinate space of 3’. Thus 
for each i, there exists Ri, an operator on this coordinate space such that 
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Mi = B,R,. But then if F = [B,, B,, . . . 1, it follows that G = 
[B,R,, B,R,, . . . 1. It then follows that (I - P,)GP, = (I - P,)FG,S, where RO si= ; . II Ri 
Therefore R[(I - P,)GP,] c a[(1 - Pi)l;pi] for all i and the proof is 
complete. 
Remark. This result is referred to in [S] as the lifting theorem. In order 
to obtain a continuous time analog our realization theory must be gener- 
alized to continuous time. This seems technically quite different. 
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