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MAXIMUM BOUNDARY REGULARITY OF BOUNDED HUA-HARMONIC
FUNCTIONS ON TUBE DOMAINS
ALINE BONAMI, DARIUSZ BURACZEWSKI1, EWA DAMEK1, ANDRZEJ HULANICKI1 & PHILIPPE JAMING
Abstract. In this paper we prove that bounded Hua-harmonic functions on tube domains that
satisfy some boundary regularity condition are necessarily pluriharmonic. In doing so, we show that
a similar theorem is true on one-dimensional extensions of the Heisenberg group or equivalently on
the Siegel upper half-plane.
1. Introduction
Let Un ⊂ Cn+1 be the Siegel upper half-plane, defined by
Un =
z ∈ Cn+1 : Im zn+1 >
n∑
j=1
|zj|2
 .
Let F be the Poisson-Szego¨ integral of some boundary function f . It has been known for a long time
now that F , which is smooth inside Un, cannot have bounded transversal Euclidean derivatives up to
the boundary, unless F is a pluriharmonic function. More precisely, in Un we introduce coordinates
ζ = (z1, ..., zn), zn+1 = t + i|ζ|2 + ia, with t ∈ R, and a > 0, so that, for the complex structure J ,
we have J∂a = −∂t. Then, if F is harmonic with respect to the invariant Laplacian, the derivatives
∂kaF (ζ, t + i|ζ|2 + ia) cannot be bounded for large k unless F is pluriharmonic. Such results may be
found in the work of Graham (see [Gr1] and [Gr2]). The conditions are easier to describe for functions
on the unit ball in Cn+1, that is, for the bounded realization of Un, see [BBG]. In both cases, a
central role is played by the invariant Laplacian L. Indeed, Poisson-Szego¨ integrals are characterized
by the fact that they are annihilated by L so that these results are merely results about L-harmonic
functions.
The aim of this paper is to show that this property holds in a general context. More precisely, we
consider an irreducible symmetric Siegel domain of tube type which may be written as
D = V + iΩ ⊂ V C,
where V is a real Euclidean space of dimension m and Ω is an irreducible symmetric cone inside V .
Typical examples are given when one chooses for Ω the forward light cone or the cone of positive
definite matrices. For such domains, Poisson-Szego¨ integrals have been characterized in terms of
differential operators of order 2. Let us give more details, and introduce the Hua system which plays
the same role as the invariant Laplacian in the case of Un. This system can be defined geometrically
for a more general domain D in Cm which is biholomorphically equivalent to a bounded domain. For
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more details we refer to [BBDHPT] where the following construction, which is inspired by the work
of Wallach, is thoroughly discussed.
Let TC be the complexified tangent bundle of the complex domain D, let J be the complex
structure, and let T 1,0 and T 0,1 be the eigenspaces of J such that J |T 1,0 = iId, J |T 0,1 = −iId. The
Riemannian connection ∇ induced by the Bergman metric on D preserves T 1,0(D) and so does the
curvature tensor R(Z,W ). For Z,W two complex vector fields we denote by R(Z,W ) = ∇Z∇W −
∇W∇Z −∇[Z,W ] the curvature tensor restricted to T 1,0(D). For f a smooth function on D, let
(1.1) ∆(Z,W )f = (ZW −∇ZW )f = (WZ −∇WZ)f .
Then ∆(Z,W ) annihilates both holomorphic and anti-holomorphic functions, and consequently, the
pluriharmonic functions.
Given an orthonormal frame E1, E2, · · · , Em of T 1,0(D) for the canonical Hermitian product asso-
ciated to the Bergman metric, the Hua system is defined as follows:
(1.2) Hf =
∑
j,k
(
∆(Ej , Ek)f
)
R(Ej , Ek) .
The Hua system does not depend on the choice of the orthonormal frame and it is invariant with
respect to biholomorphisms. By definition, H-harmonic functions are functions which are annihilated
by H.
When D is a symmetric Siegel domain of tube type, this system is known to characterize the
Poisson-Szego¨ integrals (see [FK] and [JK]). This means that a function on D is H-harmonic if, and
only if, it is the Poisson-Szego¨ integral of a hyperfunction on the Shilov boundary.
Our main theorem, may then be stated as follows:
Main Theorem. Let D be an irreducible symmetric domain of tube type. There exists k (depending
on the dimension and the rank) such that, if F is a bounded H-harmonic and has bounded derivatives
up to the order k, then F is pluriharmonic.
More precise and weaker conditions are given in the sequel of the paper. They are linked to the
description of the domain in terms of a solvable group of linear automorphisms and may be expressed
in the distribution sense. Roughly speaking, we show that there exists an open dense subset ∂˜D of
∂D, such that for every point p ∈ ∂˜D there is an open neighborhood of p in V + iV , called U , and a
smooth foliation Ua, a ∈ [0, ǫ], of U ∩D such that U0 = ∂D∩U and J∂a is tangential to Ua. Moreover,
∂˜D is invariant under a group of biholomorphisms of D acting transitively on the family of foliations.
Locally, the parameter a plays the same role as the coordinate a in the Siegel upper half-plane. If F
is Hua-harmonic and for large k, ∂kaF (·, a) is bounded as a → 0 for all such parameters a, then we
prove that F is pluriharmonic.
Let us remark that many sufficient conditions for pluriharmonicity, which can be written in terms of
families of second order operators, have been given by some of the authors (see [BDH] and [DHMP]).
We rely deeply on this previous work. Another main tool of the proof is the fact that we can reduce
to the same kind of problem on the domain Un for a variant of the invariant Laplacian L. So, we are
lead to consider a whole family of second order operators on Un, and we give sufficient conditions so
that functions which are annihilated by them are pluriharmonic. A key tool for this is the existence
of a boundary equation which implies pluriharmonicity.
One may ask whether this type of results can be obtained in the more general setting of irreducible
symmetric Siegel domains, which contains both those of tube type as well as the Siegel upper half-plane
Un, which is of type II. Unfortunately, much less is known for higher rank and type II. In particular, for
the Hua system that we described, H-harmonic functions are already pluriharmonic (see [BBDHPT]
and [B]), and such tools are missing for studying Poisson-Szego¨ integrals (see [BBDHPT] for more
comments). So, the kind of proof that we are giving here cannot be adapted to such a general situation.
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Let us mention that the same phenomenon has also been studied by B. Trojan, using a direct
computation of the Poisson-Szego¨ kernel and looking at its singularities (see [Tr]).
The article is organized as follows. In the next section, we introduce all necessary notations on the
Heisenberg group and its one-dimensional extensions. We then prove a characterization of bounded
pluriharmonic functions in terms of boundary conditions and give sufficient regularity conditions for
our harmonic functions which imply pluriharmonicity. In the next section, we give all preliminaries
that we need on Siegel domains of tube type, including a precise expression of Hua operators in terms
of the description of the cone using Jordan algebras. Finally we prove that Hua-harmonic operators
have a maximum boundary regularity, unless they are pluriharmonic.
Some technical results on special functions, as well as another proof of the main theorem, are given
in the appendix.
2. The theorem on the Heisenberg group
2.1. Preliminaries on the Heisenberg group. In this section we recall some notations and results
on the Heisenberg group. Our basic reference is [St]. We will try to keep self-contained up to some
results in the two last chapters of that book.
The Heisenberg group Hn is the set
Hn = Cn × R = {[ζ, t] : ζ ∈ C, t ∈ R}
endowed with the multiplication law
[ζ, t].[η, s] = [ζ + η, t+ s+ 2Im(ζη)].
We write [ζ, t] for a typical element of Hn and ζ = (ζ1, . . . , ζn) = (x1 + iy1, . . . , xn + iyn) ∈ Cn.
The Euclidean Lebesgue measure dx dy dt, which we will note as well dζ dt or dω if ω = [ζ, t], is
both left and right invariant under the action of Hn. Convolution on Hn is then given by
f ∗ g([ζ, t]) =
∫
Hn
f([η, s])g([η, s]−1[ζ, t])dηds.
We next consider the domain Un ⊂ Cn+1 and its boundary bUn defined by
Un =
z ∈ Cn+1 : Im zn+1 >
n∑
j=1
|zj |2
 , bUn =
z ∈ Cn+1 : Im zn+1 =
n∑
j=1
|zj |2
 .
A typical element of Un or bUn is denoted by z = (z′, zn+1). The Heisenberg group Hn acts on Un
and bUn by
[ζ, t](z′, zn+1) = (z
′ + ζ, zn+1 + t+ 2iz
′ζ + i|ζ|2).
Moreover, this action is simply transitive on the boundary bUn which allows us to identify elements
of Hn with elements of bUn by the action of Hn on the origin (0, 0) :
Hn ∋ [ζ, t] 7→ [ζ, t](0, 0) = (ζ, t+ i|ζ|2) ∈ bUn.
Further, we write r(z) = Im (zn+1)− |z′|2, so that Un = {z : r(z) > 0} and bUn = {z : r(z) = 0}.
The Heisenberg group Hn acts simply transitively on each level set so that each one of them can be
identified with Hn.
Next, we consider on Hn the left-invariant vector fields
Xj =
∂
∂xj
+ 2yj
∂
∂t
, Yj =
∂
∂yj
− 2xj ∂
∂t
, T =
∂
∂t
.
One has [Yj , Xk] = 4δj,kT while all other commutators vanish.
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We define the holomorphic and anti-holomorphic left invariant vector fields
Zj =
1
2
(Xj + iYj) =
∂
∂ζj
− iζj ∂
∂t
, Zj =
1
2
(Xj − iYj) = ∂
∂ζj
+ iζj
∂
∂t
so that [Zj , Zk] = 2iδj,kT while all other commutators are 0.
The following operators then play a fundamental role in complex analysis on Un (see [St]):
Lα = −1
2
n∑
j=1
(ZjZj + ZjZj) + iαT = −1
4
n∑
j=1
(X2j + Y
2
j ) + iαT,
where α ∈ R is a parameter. We will simply write L for L0.
The Cauchy kernel on Hn is then given, for [ζ, t] 6= [0, 0], by K([ζ, t]) = c(t + i|ζ|2)−n−1 with
c = 2n−1in+1n!/πn+1 and the Cauchy-Szego¨ projection is defined by C(f) = f ∗K, where K defines
as well the principal value distribution which is associated to this kernel.
Define
Φ([ζ, t]) =
2n−2(n− 1)!
πn+1
log
(
|ζ|2 − it
|ζ|2 + it
)
(|ζ|2 − it)−n
where
log
(
|ζ|2 − it
|ζ|2 + it
)
= log(|ζ|2 − it)− log(|ζ|2 + it)
and the logarithms are taken to be their principal branch in the right half-plane. Write S˜(f) = f ∗Φ.
From Formula (53) page 616 in [St], we then know that if f is a smooth compactly supported function,
then
(2.1) LnS˜(f) = S˜(Lnf) = f − C(f).
2.2. One dimensional extension of the Heisenberg group. We now define the non-isotropic
dilations on Un and bUn: for δ > 0 and z = (z′, zn+1) ∈ Un or bUn, we write
δ ◦ z = (δz′, δ2zn+1).
These dilations preserve Un and bUn whereas r(δ ◦ z) = δ2r(z).
We now consider the semi-direct extension ofHn, S = HnR+∗ where the action of R
+
∗ onH
n is given
by a[ζ, t] = [a1/2ζ, at]. We will write [ζ, t, a] =
[
[ζ, t], a
]
for a typical element of S with [ζ, t] ∈ Hn
and a ∈ R+∗ . The group law of S is then given by
[ζ, t, a][η, s, b] =
[
[ζ, t][a1/2η, as], ab
]
= [ζ + a1/2η, t+ as+ 2a1/2Im (ζη), ab].
We then extend the definition of the previous vector fields from Hn to S so that the following are
left-invariant vector fields on S:
a1/2Xj , a
1/2Yj , aT, a∂a = a
∂
∂a
, a1/2Zj , a
1/2Zj .
We next define Zn+1 =
1
2 (T − i∂a) and Zn+1 = 12 (T + i∂a) so that aZn+1 and aZn+1 are left-invariant
vector fields on Un (this notation differs from that in [St] by a harmless factor 21/2i).
We get [a1/2Xj , a
1/2Yj ] = 4δj,kaT , [a∂a, a
1/2Xj ] =
1
2a
1/2Xj, [a∂a, a
1/2Yj ] =
1
2a
1/2Yj [a∂a, aT ] =
aT , while all other commutators are 0.
The group S acts simply transitively on Un by [0, 0, a]z = a1/2 ◦ z and [ζ, t, 1]z = [ζ, t]z as defined
previously. In other words
[ζ, t, a]z = [ζ, t, 1][0, 0, a]z = [ζ, t](a1/2z′, azn+1) = (ζ + a
1/2z′, t+ azn+1 + 2ia
1/2z′ζ + i|ζ|2).
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In particular [ζ, t, a](0, i) = (ζ, t+ i|ζ|2 + ia). This allows us to identify S with Un and a function fs
on S with a function fu on Un by
fs([ζ, t, a]) = fu(ζ, t+ i|ζ|2 + ia) and fu(z′, zn+1) = fs([z′,Re (zn+1), Im (zn+1)− |z′|2]).
It then follows that, for k = 1, . . . , n,
∂fu
∂zk
= Zkfs − 2izkZn+1fs. We will thus say that
— fs is holomorphic if fu is holomorphic, i.e.
∂fu
∂zk
= 0 for k = 1, . . . , n+ 1. This is easily seen
to be equivalent to Zkfs = 0 for k = 1, . . . , n+ 1.
— fs is anti-holomorphic if fu is anti-holomorphic, i.e.
∂fu
∂zk
= 0 for k = 1, . . . , n+ 1 or equiva-
lently if Zkfs = 0 for k = 1, . . . , n+ 1.
— fs is pluriharmonic if fu is pluriharmonic, i.e.
∂
∂zk
∂
∂zj
fu = 0 for j, k = 1, . . . , n+1. This is then
equivalent to ZkZjfs = 0 for 1 ≤ j 6= k ≤ n+1, Zn+1Zn+1fs = 0 and (ZkZk+2iZn+1)fs = 0
for k = 1, . . . , n.
In the sequel, we will drop the subscripts s and u for simplicity as well as the superfluous brackets [, ].
Notation. Let us fix α > 0 and consider the left-invariant operator Lα given by
Lα = −αa(L+ n∂a) + a2(∂2a + T 2).
Of particular interest in the next section will be the case α = 12 .
Let Pαa be the Poisson kernel for Lα, i.e. the function on H
n that establishes a one-to-one corre-
spondence between bounded functions f on Hn and bounded Lα-harmonic functions F on S by
F (ω, a) =
∫
Hn
f(w)Pαa (w
−1ω) dw = f ∗ Pαa (ω).
We are now in position to prove the following theorem, which gives characterizations of boundary
values of holomorphic or pluriharmonic Lα-harmonic functions in terms of differential equations. Let
us mention that the existence of such differential equations is well known with different assumptions on
the function (see for instance [L1] or [Gr1, Gr2]), and the fact that it may be generalized to bounded
functions is implicit in the work of different authors, at least when α = 1, which corresponds to the
invariant Laplacian. Our aim, here, is to give a complete proof for bounded functions. It may simplify
previous proofs where such boundary differential equation appeared.
Theorem 2.1. Let F be a bounded Lα-harmonic function on Un with boundary value f .
(i) Then F is holomorphic if and only if Lnf = 0.
(ii) Then F is anti-holomorphic if and only if L−nf = 0.
(iii) Then F is pluriharmonic if and only if L−nLnf = (L2 + n2T 2)f = 0.
Proof. In each case, one implication is elementary. We will content ourselves to prove the converse, that
is, solutions of the boundary equations are holomorphic (resp. anti-holomorphic, resp. pluriharmonic).
The key point is the following lemma.
Lemma 2.2. Let f be a smooth bounded function on Hn such that Lnf = 0. Then f satisfies the
boundary Cauchy-Riemann equations, that is,
(2.2) Zkf = 0 for k = 1, . . . n.
Proof. Replacing eventually f by a left translate of f , it is sufficient to prove it at the point [0, 0].
Let us now consider ϕ a smooth compactly supported function on Hn such that ϕ = 1 in a
neighborhood of [0, 0]. Let ϕR(ζ, t) = ϕ(R
−1ζ, R−2t). We may apply Formula (2.1) to ϕRf to get
ϕRf = C(ϕRf) + S˜(LnϕRf). The first term satisfies the boundary Cauchy-Riemann equations, and
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we are reduced to consider the second term. As Ln(ϕRf) = 0 in some anisotropic ball of radius cR,
it is equal to some ψRLn(ϕRf) where ψR(ζ, t) = ψ(R−1ζ, R−2t) and ψ = 0 in the ball of radius c.
Finally,
Zkf(0, 0) =ZjϕRf(0, 0) = ZkS˜
(
ψRLn(ϕRf)
)
(0, 0)
=
∫
Hn
ZkΦ(η, s)Ln(ϕRf)(η, s)ψR(η, s)dηds
=
∫
Hn
L−n(ψRZkΦ)(ϕRf)dηdt.
But ϕRf is bounded, while an elementary computation gives that L−n(ψRZkΦ) is bounded by R−3−2n.
Since we integrate over a shell of volume R2n+2, letting R→∞, we get Zkf(0, 0) = 0. 
Let us now come back to the proof of the theorem (part (i)). Let us consider a function F such
that its boundary value f is annihilated by Ln and show that it is holomorphic. We claim that it is
sufficient to find a bounded holomorphic function G that has the same boundary values: indeed, G is
also Lα-harmonic, and so G = F . Let us now take for G the unique bounded solution of the equation
LG+ n∂aG = 0 on Un, with G given by f on the boundary. Commutation properties of L, T and ∂a
give that LnG = 0. It follows directly, using the two equations satisfied by G, that ∂aG − iTG = 0,
that is , Zn+1G = 0. Moreover, since on each level set {r(z) = a0} the function G is smooth, bounded,
and satisfies the equation LnG = 0 , we also know from the lemma that ZkG = 0 for k = 1, 2, · · · , n.
We have proved that G, and so F , is holomorphic.
Part (ii) is obtained by conjugation.
Let us now turn to assertion (iii) of Theorem 2.1. We know from part (ii) that Lnf is anti-
holomorphic. First, note that LnZn+1F = Zn+1LnF = 0. It follows from part (i) that
ZjZn+1F = 0 for j = 1, . . . , n+ 1.
Further, for k = 1, . . . , n, note that[
∂
∂zk
, ZkZk
]
F =
[
(Zk − 2izkZn+1), ZkZk
]
F
=Zk[Zk, Zk]F + 2i(Zkzk)(ZkZn+1F ) + Zk
(
(Zkzk)Zn+1
)
F.
But [Zk, Zk] = −2iT , ZkZn+1f = 0 and Zkzk = 1 so that[
∂
∂zk
, ZkZk
]
F = −2iZkTF + 2iZkZn+1F = −2iZkTf + 2iZk(Zn+1 + Zn+1)F = 0.
It follows that Ln ∂∂zkF = ∂∂zkLnF = 0 which by part (i) implies that ∂∂zkF is holomorphic so that F
is pluriharmonic. 
Remark. This theorem is false if one removes the boundedness property of F . For example, F [ζ, t, a] =
anα+1 is Lα-harmonic on H×R. Its boundary value f [ζ, t] = 0 satisfies (L2+T 2)f = 0 on the boundary
but is not pluriharmonic.
2.3. Pluriharmonicity of centrally-independent bounded boundary-regular functions. In
a first step, we will consider Lα-harmonic functions f that do not depend on the central variable t,
that is, functions which satisfy Lαf = 0 and Tf = 0. Since t acts as a parameter, it follows directly
from the analysis of the corresponding situation on Cn. We first compute explicitely the corresponding
Poisson kernel.
Notation. Let ∆ be the standard Laplacian on Cn (identified with R2n). For α > 0, let
Λα = αa(∆− n∂a) + a2∂2a
BOUNDED HUA-HARMONIC FUNCTIONS 7
be an operator on Cn. Let Qαa be the Poisson kernel for Λα. A bounded Λα-harmonic function F over
Cn is given by
F (ζ) = f ∗Cn Qαa (ζ) =
∫
Cn
f(ζ′)Qαa (ζ − ζ′)dζ′
with f ∈ L∞(Cn).
Let us first identify the Fourier transform over Cn of Qαa .
Lemma 2.3. The Fourier transform Q̂αa of the kernel Q
α
a is given by Q̂
α
a (ξ) = z(α|ξ|2a), where z is
the unique bounded solution of the equation
(2.3)
(
− 1− αn∂a + a∂2a
)
z(a) = 0
with z(0) = 1. In particular, Q̂αa is a smooth function on C
n \ {0}.
Proof. The properties of solutions of Equation (2.3) are given in Appendix B. In particular, this
equation has a unique bounded solution with z(0) = 1.
Next, observe that a→ Q̂a(ξ) is a bounded solution of the equation
(2.4)
(
− α|ξ|2 − αn∂a + a∂2a
)
y(a) = 0.
With the change of variables y(a) = z(α|ξ|2a), ξ fixed, this equation transforms into (2.3) so that
there exists c(ξ) such that
̂˜
Pa(ξ) = c(ξ)z(α|ξ|2a).
Further
c(ξ) = lim
a→0
Q̂a(ξ) = 1,
which allows to conclude. 
Let us now state the main result of this section.
Proposition 2.4. Let α > 0 and k be the smallest integer bigger than nα. Let F be a bounded
Λα-harmonic function on C
n that satisfies the following boundary regularity condition: for every
p = 0, . . . , k + 1 and every ϕ ∈ ß(Cn),
sup
a≤1
∣∣∣∣∫
Cn
∂paF (ζ, a)ϕ(ζ)dζ
∣∣∣∣ <∞ .
Then F is constant.
Proof. Let us write F = f ∗Cn Qαa , with f a bounded function. Now, let ϕ ∈ ß(Cn) be a function such
that ϕ̂ has compact support with 0 /∈ supp ϕ̂. We claim that it is sufficient to prove that, for all such
ϕ, we have the identity
∫
Cn
Fa(ζ)ϕ(ζ)dζ = 0. Indeed, as a consequence, the Fourier transform of f
is supported in {0}. It follows that f is a polynomial. Since f is bounded, then f is constant and
finally, F is constant.
By definition of the Fourier transform of f as a distribution, we may write∫
Cn
Fa(ζ)ϕ(ζ)dζ =
〈
f̂ , ϕ̂
̂˜
Qαa
〉
whence,
(2.5) Ip(a) := ∂
p
a
∫
Cn
Fa(ζ)ϕ(ζ) dζ = ∂
p
a
〈
f̂ , ϕ̂
̂˜
Qαa
〉
= αp
〈
f̂(·), ϕ̂(·)| · |2pz(p)(| · |2a)
〉
,
8 ALINE BONAMI, DARIUSZ BURACZEWSKI, EWA DAMEK, ANDRZEJ HULANICKI & PHILIPPE JAMING
where the function z is given in the previous lemma. From now on, we assume that nα is not an
integer. It is then easy to modify the following proof to cover the remaining case. According to
Appendix B, for p = k + 1, we have
∂paz(α|ξ|2a) = γ(|ξ|2a) + anα−k|ξ|2(nα−k)γ˜(|ξ|2a),
with γ, γ˜ smooth functions up to 0 of order N , and γ˜(0) 6= 0. We choose N large enough, depending
on the order of the distribution f̂ . Then
I(a) ≃ canα−k , with c = γ˜(0)
〈
f̂(·), ϕ̂(·)| · |2nα+2
〉
,
unless the constant c vanishes. By assumption, it is a bounded function of a. So c = 0, that is,〈
f̂(·), ϕ̂(·)| · |2nα+2
〉
= 0.
Since any function in ß(Cn) with compact support in Cn \ {0} can be written as ϕ̂(·)| · |2nα+2, we
conclude that f̂ vanishes outside 0, which we wanted to prove.

Remark. We may identify functions on S that are independent on t with functions on the hyperbolic
upper half-plane R2n × R+∗ . This one is an unbounded realization of the real hyperbolic space of
dimension 2n+1, while a bounded realization is given by the real hyperbolic ball B2n+1 of dimension
2n+ 1. The above theorem is therefore an analogue of Theorem 8 in [Ja1] (see also Proposition 2 in
[Ja2]), stating that hyperbolic-harmonic functions on B2n+1 that are regular up to the boundary are
constant.
2.4. Representations of the Heisenberg group and the Poisson kernel for Lα.
We now pass to the general case. We will have to use harmonic analysis as before, the scheme of
the proof being somewhat similar. Let us first recall some definitions which are linked to harmonic
analysis on the Heisenberg group.
For λ 6= 0, the unitary representation Rλ of Hn on L2(Rn) is defined by
Rλ(ζ, t)Φ(x) = e2πiλ(u.x+u.v/2+t/4)Φ(x+ v)
if we set ζ = u + iv. The Fourier transform of an integrable function f on Hn is then the operator-
valued function λ 7→ fˆ(λ) given by〈
fˆ(λ)φ, ψ
〉
=
∫
Hn
〈
Rλ(ζ, t)φ, ψ
〉
f(ζ, t)dζdt.
Notation. Recall that the Hermite functions Hk of one variable are defined by the formula
Hk(x) = (−1)kex2/2
(
d
dx
)k
e−x
2
, k = 0, 1, 2, . . . .
For ck = (
√
π2kk!)1/2, we note hk = ckHk. This family of functions forms an orthonormal basis of
L2(R). For k = (k1, . . . , kn) a multi-index, we write hk = hk1 . . . hkn .
Now, for λ 6= 0, denote by hλk(x) = (2π|λ|)n/4hk
(
(2π|λ|)1/2x). Finally, let
eλκ(ω) =
∑
|k|=κ
(Rλ(ω)hλk , h
λ
k).
These last functions may be used to write explicitly an inverse Fourier Formula (see [T], or Appendix
C).
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Let Pαa be the Poisson kernel for Lα, i.e. the function on H
n that establishes a one-to-one corre-
spondence between bounded functions f on Hn and bounded Lα-harmonic functions F on S by
F (ω, a) =
∫
Hn
f(w)Pαa (w
−1ω) dw = f ∗ Pαa (ω),
normalized by ‖Pαa ‖L1(Hn) = 1. Further, for a function f on Hn and ω ∈ Hn, write ωf for the
function given by ωf(w) = f(ωw).
Lemma 2.5. Let λ 6= 0, κ be an integer, α > 0 and ρ = α(2κ+ n). Fix ω ∈ Hn and define
gλκ(ω, a) =
∑
k : |k|=κ
〈
ω̂Pαa (λ)h
λ
k , h
λ
k
〉
=
∫
Hn
ωP
α
a (w)e
λ
κ(w) dw.
Then gλκ(ω, a) = e
λ
κ(ω
−1)g(|λ|a), where g is the unique bounded solution on R+ of the equation
(2.6)
(
∂2a −
αn
a
−
(
ρ
a
+ 1
))
g(a) = 0
with g(0) = 1.
Proof of Lemma 2.5. As Pαa ∈ L1(Hn) with ‖Pαa ‖L1(Hn) = 1 and as eλκ is easily seen to be bounded,
gλκ is bounded. Further
L eλκ = (2κ+ n)|λ|eλκ.
Since (w, a)→ Pαa (ωw) is Lα-harmonic, we have∫
Hn
Lα( ωP
α
a )(w)e
λ
κ(w) dw = 0.
By Harnack’s inequality, we may interchange the integral with the corresponding differential operators
to obtain
(2.7)
∫
Hn
(
∂2a −
αn
a
∂a
)
ωP
α
a (w)e
λ
κ(w) dw =
(
∂2a −
αn
a
∂a
)
gλκ(ω, a),
(2.8)
∫
Hn
L ωPa(w)eλκ(w) dw =
∫
Hn
ωPa(w)Leλκ(w) dw = (2κ+ n)|λ|gλκ(ω, a),
(2.9)
∫
Hn
T 2ωPa(w)e
λ
κ(w) dw =
∫
Hn
ωPa(w)T
2eλκ(w) dw = −λ2gλκ(ω, a).
Combining (2.7)-(2.9), we see that the function g(a) = gλk (ω, a) is a bounded solution of the equation
(2.10)
(
∂2a −
αn
a
∂a −
(
ρ|λ|
a
+ λ2
))
g(a) = 0.
One immediately gets that, for ω, λ fixed, Gω,λ defined by
Gω,λ(a) = g
λ
κ(ω
−1, a/|λ|)
satisfies equation (2.6). The fact that this equation has only one bounded solution, up to a constant,
is well known (see Appendix A, Lemma A.1). So gλκ(ω
−1, a) = cλκ(ω)g(|λ|a) for some function cλκ.
Moreover, note that gλκ may be rewritten
(2.11) gλκ(ω
−1, a) = eλk ∗ Pˇαa (ω),
so that, using the fact that Pαa is an approximate identity, by letting a → 0 in (2.11), we get cλκ =
eλκ. 
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Remark. Even if we will not use it, let us remark that this allows to write explicitly (see appendix
C.2)
Pαa (ω) = cn
∫
R
∑
κ∈N
gλκ(ω, a)|λ|ndλ.
2.5. An orthogonality property for bounded boundary-regular functions.
Notation. Given ψ ∈ C∞c (R \ {0}) we define
eψκ (w) =
∫
R
eλκ(w)ψ(λ) dλ.
Of course eψk is a Schwartz function on H
n. We are now in position to prove the following:
Proposition 2.6. Let f ∈ L∞(Hn) and let F be the corresponding bounded Lα-harmonic function.
Let k be the smallest integer bigger then nα. Assume that for every ϕ ∈ ß(Hn) and every 0 ≤ p ≤ k+1,
(2.12) sup
a≤1
∣∣∣∣∫
Hn
∂pa F (w, a)ϕ(w) dw
∣∣∣∣ <∞.
Then, for every κ 6= 0, every ω ∈ Hn and every ψ ∈ C∞c (R \ {0}),
(2.13)
∫
Hn
f(ωw)eψκ (w) dw = 0.
Proof of Proposition 2.6. Property (2.12) is unchanged if one replaces f by ωf so that it is enough to
consider the case ω = [0, 0].
Define
I(a) =
∫
Hn
F (w, a)eψκ (w) dw =
∫
Hn
f ∗ Pa(w)eψκ (w) dw
where f is the boundary value of F . With (2.11) and Lemma 2.5, we get
I(a) =
∫
Hn
f(w)
∫
R
eλκ ∗ Pˇa(w)ψ(λ) dλ dw
=
∫
Hn
f(w)
∫
R
eλκ(w)g(|λ|a)ψ(λ) dλ dw.
Using Lemma C.1 in Appendix C, we see that I is a smooth function for a > 0 and get
(2.14) ∂k+1 I(a) =
∫
Hn
f(w)
∫
R
eλκ(w)|λ|k+1∂k+1a g(|λ|a)ψ(λ) dλ dw.
From now on, we assume that αn is not an integer. It is again easy to adapt the proof to the other
case. Using Lemma A.1 in Appendix A with N = 1, can write
∂k+1 g(|λ|a) = |λ|αn−kaαn−kg1(|λ|a) + g2(|λ|a)
with g1 and g2 having continuous derivatives up to 0, and g1(0) 6= 0. Using again Lemma C.1, we can
pass to the limit when a tends to 0 in the two integrals. We find that
∂k+1 I(a) ≃ caαn−k with c = g1(0)
∫
Hn
f(w)
∫
R
eλκ(w)|λ|k+1ψ(λ) dλ dw
unless c = 0. Now, Hypothesis (2.12) implies that ∂k+1a I(a) is bounded, so it is indeed the case and∫
Hn
f(w)
∫
R
eλκ(w)|λ|k+1ψ(λ) dλ dw = 0.
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Now every function in C∞c (R \ {0}) can be written in the form |λ|k+1ψ(λ). This completes the proof
of the proposition. 
2.6. The main theorem on the Heisenberg group. We are now in position to prove our main
theorem in this context:
Theorem 2.7. Let α > 0 and k the smallest integer bigger than nα. Let F be a bounded Lα-harmonic
function on S. Assume that for every ϕ ∈ ß(Hn) and every 0 ≤ p ≤ k + 1,
(2.12) sup
a≤1
∣∣∣∣∫
Hn
∂pa F (w, a)ϕ(w) dw
∣∣∣∣ <∞.
Then, F is pluriharmonic.
Proof. Let f ∈ L∞(Hn) be the boundary value of F . We will use the following well-known fact: the
pointwise limit of a uniformly bounded sequence of pluriharmonic functions is again pluriharmonic.
It allows to replace f by its right convolution with a smooth approximate identity. Moreover, such a
function satisfies also (2.12). So, from now on in this proof, we may assume that f is smooth, and
that, moreover, its derivatives up to order 4 are bounded.
To prove that F is pluriharmonic, it is sufficient to prove that g(w) = (L2+n2T 2)f(w) is constant.
Indeed, by Harnack’s Inequality, such a function tends to 0 when w tends to ∞, so g can only be
equal to the constant 0. We then use Theorem 2.1 to conclude.
Let G be the Lα-harmonic extension of g. Then G satisfies also hypothesis (2.12), and according
to (2.15) in Proposition 2.6, for every κ 6= 0, every ω ∈ Hn and every ψ ∈ C∞0 (R \ {0}) we have
(2.15)
∫
Hn
g(w)eψκ (w) dw = 0.
Moreover, a direct integration by parts, using the fact that
(L2 + n2T 2)eλ0 = 0,
allows to conclude that (2.15) is also valid for κ = 0. We deduce from (C.37) that the Fourier transform
of g in the t-variable (in the distributional sense) is supported by 0. It follows that g is a polynomial
in the t-variable and, as g is bounded, this implies that g is independent of the central variable t.
According to Proposition 2.4, it follows that G is constant, which we wanted to prove. 
2.7. Optimality of the result. We will now prove a converse of Theorem 2.7, showing that the index
of regularity given there is optimal. We will actually prove that, in some weak sense, all Lα-harmonic
functions have the regularity just below the limitation given by that theorem.
Recall that a function F on S is said to have distributional boundary value if, for every ψ ∈ C∞c (Hn),
the limit
(2.16) lim
a→0
∫
Hn
F (w, a)ψ(w) dw
exists. Note that, if F has a boundary distribution, so do LF and TF .
We may now prove the following:
Theorem 2.8. Let α > 0 and let k be the smallest integer greater then nα. Assume F is a Lα-
harmonic function on S with a boundary distribution. Then, for every p ≤ k, ∂paF has a boundary
distribution.
Proof. The proof is essentially the same as in [Ja2] or [BBG] which deal with bounded realizations.
So we only give a quick outline of it.
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We prove the theorem by induction on p. For p = 0, this is our original assumption. Let us take
the statement for granted at rank p− 1 and fix ψ ∈ C∞c (Hn). Define
ψp(a) = ∂
p
a
∫
Hn
F (w, a)ψ(w) dw =
∫
Hn
∂paF (w, a)ψ(w) dw.
Since
a∂2aF − nα∂aF = (αL+ aT 2)F,
applying ∂p−1a to both sides, we get
(2.17) a∂p+1a F + (p− 1− nα)∂paF = ∂p−1a (αL+ aT 2)F.
We know that (αL+aT 2)F has a boundary distribution. It follows from the induction hypothesis that
the second member of (2.17) has a boundary distribution. Now, multiply (2.17) by ψ and integrate
over Hn, we get that
gp(a) := a∂ψp(a) + (p− 1− nα)ψp(a)
has a limit as a→ 0. As p− 1− nα 6= 0, solving this differential equation, we get
ψp(a) = λa
nα−p+1 + anα−p+1
∫ a
1
gp(t)
t(nα−p+1)+1
dt.
As gp has a limit when a → 0, it follows that ψp has a limit as a → 0, provided nα− p+ 1 > 0. We
have proved the theorem. 
3. The main theorem on irreducible symmetric Siegel domains of tube type
We first write the Hua operator in an appropriate coordinate system.
3.1. Preliminaries on irreducible symmetric cones. Let Ω be an irreducible symmetric cone
in an Euclidean space V , as in the introduction. We describe precisely the solvable group that acts
simply transitively on Ω in terms of Jordan algebras. We refer to the book of Faraut and Kora´nyi
[FK] for these prerequisites, or to [BBDHPT] where a rapid introduction has already been given, with
the same notations.
We assume that V , endowed with the scalar product 〈·, ·〉 is an Euclidean Jordan algebra, that is,
is also endowed with a product such that, for all elements x, y and z in V
xy = yx, x(x2y) = x2(xy), 〈xy, z〉 = 〈y, xz〉.
Moreover, we assume that V is a simple Jordan algebra with unit element e. We denote by L(x) the
self-adjoint endomorphism of V given by the multiplication by x, i.e.
(3.1) L(x)y = xy.
The irreducible symmetric cone Ω is then given by
Ω = int {x2 : x ∈ V }.
Let G be the connected component of the group of all transformations in GL(V ) which leave Ω
invariant, and let G be its Lie algebra. Then G is a subspace of the space of endomorphisms of V
which contains all L(x) for all x ∈ V , as well as all x✷ y for x, y ∈ V , where
(3.2) x✷ y = L(xy) + [L(x), L(y)]
(see [FK] for these properties).
We fix a Jordan frame {c1, . . . , cr} in V , that is, a complete system of orthogonal primitive idem-
potents:
c2i = ci, cicj = 0 if i 6= j, c1 + ...+ cr = e
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and none of the c1, ..., cr is a sum of two nonzero idempotents. Let us recall that the length r is the
rank of the cone and is independent of the choice of the Jordan frame.
The Peirce decomposition of V related to the Jordan frame {c1, . . . , cr} ([FK], Theorem IV.2.1)
may be written as
(3.3) V =
⊕
1≤i≤j≤r
Vij .
It is given by the common diagonalization of the self-adjoint endomorphims L(cj) with respect to
their only eigenvalues 0, 12 , 1. In particular Vjj = Rcj is the eigenspace of L(cj) related to 1, and, for
i < j, Vij is the intersection of the eigenspaces of L(ci) and L(cj) related to
1
2 . All Vij , for i < j, have
the same dimension d.
For each i < j, we fix once for all an orthonormal basis of Vij , which we note {eαij}, with 1 ≤ α ≤ d.
To simplify the notation, we write eαii = ci (α taking only the value 1). Then the system {eαij}, for
i ≤ j and 1 ≤ α ≤ dimVij , is an orthonormal basis of V .
Let us denote by A the Abelian subalgebra of G consisting of elements H = L(a), where
a =
r∑
j=1
ajcj ∈
⊕
i
Vii.
We set λj the linear form on A given by λj(H) = aj . The Peirce decomposition gives also a simulta-
neous diagonalization of all H ∈ A, namely
(3.4) Hx = L(a)x =
λi(H) + λj(H)
2
x x ∈ Vij .
Let A = expA. Then A is an Abelian group, which is the Abelian part of the Iwasawa decomposition
of G. We now describe the nilpotent part N0. Its Lie algebra N0 is the space of elements X ∈ G such
that, for all i ≤ j,
(3.5) XVij ⊂
⊕
k≥l ; (k,l)>(i,j)
Vkl,
where the pairs are ordered lexicographically. Once N0 is defined, we define ß0 as the direct sum
N0 ⊕ A. The groups S0 and N0 are then obtained by taking the exponentials. It follows from the
definition of N0 that the matrices of elements of ß0 and S0, in the orthonormal basis {eαij}, are
upper-triangular.
The solvable group S0 acts simply transitively on Ω. This may be found in [FK] Chapter VI, as
well as the precise description of N0 which will be needed later. One has
N0 =
⊕
i<j≤r
Nij ,
where
Nij = {z✷ ci : z ∈ Vij}.
This decomposition corresponds to a diagonalization of the adjoint action of A since
(3.6) [H,X ] =
λj(H)− λi(H)
2
X, X ∈ Nij .
Finally, let V C = V + iV be the complexification of V . The action of G is extended to V C in the
obvious way.
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3.2. Preliminaries on irreducible symmetric Siegel domains of tube type. We keep notations
of the previous section and let
(3.7) D = {z ∈ V C : Im z ∈ Ω}.
The elements x ∈ V and s ∈ S0 act on D in the following way:
x · z = z + x , s · z = sz.
Both actions generate a solvable Lie group
S = V S0 = V N0A = NA,
which identifies with a group of holomorphic automorphisms acting simply transitively on D. The Lie
algebra ß of S admits the decomposition
(3.8) ß = V ⊕ ß0 =
⊕
i≤j
Vij
⊕
⊕
i<j
Nij
⊕A.
Moreover, by (3.4) and (3.6), one knows the adjoint action of elements H ∈ A:
[H,X ] =
λi(H) + λj(H)
2
X for X ∈ Vij ,(3.9)
[H,X ] =
λj(H)− λi(H)
2
X for X ∈ Nij .
Since S acts simply transitively on the domain D, we may identify S and D. More precisely, we
define
(3.10) θ : S ∋ s 7→ θ(s) = s · e ∈ D,
where e is the point (0, ie) in ß. The Lie algebra ß is then identified with the tangent space of D
at e using the differential dθe. We identify e with the unit element of S. We transport both the
Bergman metric g and the complex structure J from D to S, where they become left-invariant tensor
fields on S. We still write J for the complex structure on S. Moreover, the complexified tangent
space TC
e
is identified with the complexification of ß, which we denote by ßC. The decomposition
TCe = T
(1,0)
e ⊕ T (0,1)e is transported into
ßC = Q⊕P .
Elements of ßC are identified with left invariant vector fields on S, and are called left invariant
holomorphic vector fields when they belong to Q. The Ka¨hlerian metric given by the Bergman metric
can be seen as a Hermitian form (·, ·) on Q, and orthonormality for left invariant holomorphic vector
fields means orthonormality for the corresponding elements in Q.
Now, we construct a suitable orthonormal basis of Q. Let {eαjk} be the orthonormal basis of V
fixed in the previous subsection. For j < k and 1 ≤ α ≤ d, we define Xαjk ∈ Vjk and Y αjk ∈ Njk as
the left-invariant vector fields on S corresponding to eαjk and 2e
α
jk ✷ cj , respectively. For each j we
define Xj and Hj as the left-invariant vector fields on S corresponding to cj ∈ Vjj and L(cj) ∈ A,
respectively.
Finally, let
Zj = Xj − iHj , Zαjk = Xαjk − iY αjk,
which means that
(3.11) J (Xj) = Hj , J (Xαjk) = Y αjk.
The left invariant vector fields Zj , for j = 1, · · · , r, and Zαjk, for j < k ≤ r and α = 1, · · · , d.
constitute an orthonormal basis of Q.
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Using Zj we can compute the so called strongly diagonal Hua operators i.e the operators defined
by
Hjf = (Hf · Zj, Zj) , j = 1, · · · , r.
In terms of the basis Xj , X
α
jk, Y
α
jk, Hj they are [BBDHPT]:
(3.12) Hj = ∆j +
1
2
∑
k<j
∑
α
∆αkj +
1
2
∑
l>j
∑
α
∆αjl,
where
(3.13) ∆j = X
2
j +H
2
j −Hj ∆αij = (Xαij)2 + (Y αij )2 −Hj .
∆j ’s and ∆
α
ij ’s are S-invariant operators, which at the point ie agree with ∂zj∂zj and ∂zαij∂zαij .
3.3. Further notations. In this subsection, we collect some information and some notations which
will be used in the proof, in the next section. We assume that r ≥ 2. We will define some sub-algebras
and subgroups. Let
A− = lin {L(c1), . . . , L(cr−1)}, A+ = lin {L(cr)},
N−0 =
⊕
i<j≤r−1
Nij and N+0 =
r−1⊕
j=1
Njr .
Then N+0 is an ideal of N0, while N−0 is a subalgebra. Clearly
A = A− ⊕A+
and
N0 = N−0 ⊕N+0 .
Next, we define A+, A−, N+0 , N
−
0 as the exponentials of the corresponding Lie algebras. We have
A = A−A+ and N0 = N
−
0 N
+
0
in the sense that the mappings
A− ×A+ → A
(a−, a+) 7→ a−a+ and
N−0 ×N+0 → N0
(y−, y+) 7→ y−y+
are diffeomorphisms.
3.4. Special coordinates. Let ∂D = V +i∂Ω be the topological boundary of the domain D = V +iΩ.
We fix a Jordan frame, choose coordinates in V according to the Peirce decomposition x =
∑
xαjke
α
jk
and we order them lexicographically i.e. (j, k) > (l, p) if either j > l or j = l and k > p.
Let S = V N0A be the corresponding solvable Lie group. We consider its subgroup S
′ = V N0A
−
that will be identified with R2n−1. To determine appropriate coordinates in S′ we look more carefully
at the transformations that build N0. Namely [FK], any element of N0 can be written uniquely as
τ(y1) · . . . · τ(yr−1),
where yj =
∑
j<k≤r
α
yαjke
α
jk and τ(y
j) = exp(2yj✷cj).
Therefore, any element xτ(y1) · . . . · τ(yr−1) exp(∑j<r yjjL(cj)) of S′ can be uniquely written as
(x, y11, y
1, y22, y
2, . . . , yr−1). Notice that the coordinates are ordered lexicographically exactly as in
D ⊂ V + iV . Now we define a diffeomorphism φ of S′ = R2n−1 onto an open subset of ∂D as the limit
point of the curve t 7→ s′ exp(−tHr) · ie:
φ(s′) = lim
t→∞
s′ exp(−tHr) · ie.
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In the above coordinates we have
φ(x, y11, y
1, y22, y
2, . . . , yr−1,r−1, y
r−1) =
= x+ i
∑
j<k
α
(
eyjjyαjk + P
α
jk(y)
)
eαjk + i
∑
j<r
(
eyjj + Pjj(y)
)
cj + Prr(y)cr
 ,(3.14)
where Pαjk and Pjj are polynomials depending only on the coordinates that proceed y
α
jk or yjj in the
above order i.e. on ylp for (l, p) < (j, k) or (l, p) < (j, j), which follows from triangularity of the action
of the group N0, given by (3.5). To obtain explicit formulas for the polynomials one has to use a more
precise formula for τ , as described in Chapter VI of [FK], see also [DHMP].
Lemma 3.1. The mapping φ is an one-to-one diffeormorphism of R2n−1 onto an open subset of ∂D.
Proof. One gets that φ is one-to-one from formula (3.14) and the observation that the action of N
is triangular. To prove that φ is a diffeomorphism it is enough to compute dφ, the differential of φ.
Using again triangularity of the action of N , one can easily find a minor of rank 2n − 1, which is
a triangular matrix with 1’s and eyjj ’s on the diagonal. The Inverse Mapping Theorem implies the
claim. 
Using φ we define a coordinate system on a neighborhood of φ(R2n−1)
R
2n−1 × R ∋ (w, b) 7→ φ(w) + ibcr ∈ V + iV,
where w = (x, y11, y
1, y22, y
2, . . . , yr−1,r−1, y
r−1) is identified with the corresponding element s′ of the
group S′. This means that for positive b
(3.15) φ(w) + ibcr = s
′ exp(bL(cr)) · ie ∈ D
and
(3.16) φ(w) + ibcr /∈ D
if b is negative. For every Jordan frame c1, . . . , cr and the corresponding group S we may construct
such a system. Moreover, applying an element g of the group G to it, we obtain a coordinate system
on a neighborhood of g(φ(S′)) satisfying (3.15) and (3.16). We are going to exploit such systems to
define regularity of a function near the boundary of D.
Definition. We say that a coordinate system Φ : R2n−1×R 7→ V + iV is a special coordinate system
if it is of the form
(3.17) Φ(w, b) = g
(
φ(w)
)
+ ibg(cr)
for a Jordan frame c1, ...cr and a g ∈ G.
Special coordinate systems are suitable to describe the boundary behavior of bounded pluriharmonic
(holomorphic) functions, in terms of some integral conditions. More precisely, we consider functions
satisfying the following regularity condition:
Condition 3.18. A function F is said to satisfy Condition 3.18 for some integer k if, for every special
coordinate system Φ, and every ψ ∈ ß(R2n−1),
(3.18) sup
0<b<1
∣∣∣∣∫
R2n−1
∂kbF
(
Φ(w, b)
)
ψ(w) dw
∣∣∣∣ <∞.
for some integer number k, where dw is the Lebesgue measure.
Proposition 3.2. Let F be a bounded pluriharmonic function on D, then F satisfies Condition 3.18
for every k.
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Proof. The action of G preserves pluriharmonicity and F (Φ(w, b)) = (F ◦ g)(φ(w) + ibcr) for some
g ∈ G. Notice also that if F satisfies Condition 3.18 for some k, then so does Fg(z) = F (g · z).
Therefore, we may assume that g = Id in (3.17). Moreover, it is enough to prove (3.18) for even k’s.
Now since
0 = ∂zr∂zrF = (∂
2
xr + ∂
2
b )F,
we have ∫
R2n−1
∂2kb F (φ(w) + ibcr)ψ(w)dw =
∫
R2n−1
(−∂2xr)kF (φ(w) + ibcr)ψ(w)dw
= (−1)k
∫
R2n−1
F (φ(w) + ibcr)(∂
2
xr )
kψ(w)dw
and (3.18) follows. 
3.5. Maximum regularity of Hua-harmonic functions. Now we are in position to formulate and
to prove the main result of the paper
Main Theorem 3.3. Let Ω be an irreducible symmetric cone if rank r and let d be the common
dimension of the associated spaces in its Peirce decomposition (3.3). Let D be the tube type domain
associated to Ω If F is a bounded Hua-harmonic function on D satisfying Condition 3.18 for k =
0, . . . ,
[
(r−1)d+1
2
]
+ 1, then F is pluriharmonic.
Remark. Notice that F in the above theorem has certain boundary regularity at any point z ∈ ∂D
for which Im z has rank r − 1 in the Jordan algebra. The set of such points will be denoted ∂˜D. The
theorem says that this regularity implies pluriharmonicity.
Fix a Jordan frame c1, . . . , cr, the corresponding group S and differential operators ∆k,∆
α
jk, (3.13).
We will show that
(3.19)
∆kF = 0 for k = 1, . . . , r
∆αjkF = 0 for 1 ≤ j < k . . . , r and α = 1, . . . , d
and the conclusion will follow by [BDH].
Let
N+ = V +N+0 , N
− = V −N−0 .
Then clearly,
N = N−N+, S− = N−A−, S+ = N+A+.
Denote by dn−, dn+, da−, da+ the Haar measures on the groups N−, N+, A−, A+ respectively and
ds− = dn−da−, ds+ = dn+da+.
Notice that N+ is the Heisenberg group and S+ is one parameter extension considered in Section
2. Indeed, for the basis Xαjr, Y
α
jr , Xr, Hr of the Lie algebra of S
+ we have[
Y αjr , X
α
jr
]
= Xr,
[
Hr, Xr
]
= Xr,[
Hr, X
α
jr
]
= 12X
α
jr ,
[
Hr, Y
α
jr
]
= 12Y
α
jr ,
while all other brackets are 0 (see (1.16) and (1.17) of [DHMP]).
Given ψ ∈ C∞c (S−), let
Gψ(s
+) =
∫
S−
F (s−s+)ψ(s−) ds−.
The operator Hr is well defined for a function on S
+ and
(3.20) HrGψ(s
+) =
∫
S−
(HrF )(s
−s+)ψ(s−) ds−.
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Therefore
HrGψ = 0.
Notice that Hr is the operator L1/2 from Section 2.
Lemma 3.4. Assume that F satisfies the conditions of Theorem 3.3. Then, for every φ ∈ ß(N+) and
every k = 1, . . . ,
[
(r−1)d+1
2
]
+ 1,
(3.21) sup
0<a+<1
∣∣∣∣∫
N+
∂ka+Gψ(n
+a+)φ(n+) dn+
∣∣∣∣ <∞.
Proof. Define
I(a+) =
∫
N+
Gψ(n
+a+)φ(n+) dn+
so that
I(a+) =
∫
N+
∫
S−
F (s−n+a+)ψ(s−)φ(n+) ds−dn+
=
∫
N+
∫
S−
F (n−a−n+a+)ψ(s−)φ(n+) dn−da−dn+.
Now we change variables via the transformation
n+ 7→ (a−)−1n+a−.
Then
I(a+) =
∫
S−
∫
N+
F (n−n+a−a+)ψ(s−)φ((a−)−1n+a−)
r−1∏
j=1
a
−d
2
j dn
+dn−da−
=
∫
R2n−1
F (Φ(w, a+))ψ˜(w)dw
for some ψ˜ in the Schwartz class. So (3.21) follows from (3.18). 
Lemma 3.5. Assume that F satisfies the conditions of Theorem 3.3, then
(3.22) ∆rF = 0 and ∆
α
jrF = 0
for j = 1, . . . , r − 1 and α = 1, . . . , d.
Proof. Let ψ ∈ ß(S−). By Theorem 2.7, the function Gψ is pluriharmonic and so ∆rGψ = 0 and for
j = 1, . . . , r, α = 1, . . . , d, we have ∆αjrGψ = 0. But
∆αjrGψ(s
+) =
∫
S−
∆αjrF (s
−s+)ψ(s−) ds−, ∆rGψ(s
+) =
∫
S−
∆rF (s
−s+)ψ(s−) ds−
for any ψ, so the conclusion follows. 
End of the proof of Theorem 3.3. We have just proved
(3.23)
∂zα
jr
∂zα
jr
F (e) = 0 for j ≤ r − 1, and α = 1, . . . , d
∂zr∂zrF (e) = 0.
Taking any element k ∈Aut(V ) permuting the chosen Jordan frame and repeating the above argument,
but with the group Sk = kSk
−1 instead of S, we may prove that F is annihilated by the Sk-invariant
operators k∆αjrk
−1. Therefore,
(3.24)
∂zα
jk
∂zα
jk
F (e) = 0 for j < k ≤ r, and α = 1, . . . , d
∂zk∂zkF (e) = 0 for k ≤ r
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Take any s ∈ S, then Fs = F ◦ s satisfies assumptions of Theorem 3.3, hence
(3.25)
∂zα
jk
∂zα
jk
(F ◦ s)(e) = 0 for j < k ≤ r, and α = 1, . . . , d
∂zk∂zk(F ◦ s)(e) = 0 for k ≤ r
which implies (3.19) and completes the proof of the main theorem. 
Appendix A. A lemma about confluent hypergeometric equations
Notation. For a ∈ R and n ∈ N, we denote by (a)0 = 1, (a)1 = a and (a)n = a(a+ 1) . . . (a + n− 1).
Further, if a, c ∈ R and c /∈ Z−, then
1F1(a, c, x) =
+∞∑
n=0
(a)n
(c)n
xn
n!
defines an entire function (called the confluent hypergeometric function) that satisfies the following
differential equation:
xy′′ + (c− x)y′ − ay = 0.
Notice that, for x > 0, if a > c > 0, then 1F1(a, c, x) ≥ ex, whereas if a > 0 > c, then 1F1(a, c, x) ≥
ex − P (x) where P is a polynomial.
We are interested in bounded solutions on ]0,+∞) of a variant of this equation.
Lemma A.1. Let γ > 0 and β ≥ 0 and let k be the smallest integer greater than γ, that is k = [γ]+1
if γ is not an integer and k = γ otherwise. Then, the equation
(A.26) xg′′ − γg′ − (x+ (γ + β)) g = 0
has one bounded non zero solution y on (0,+∞) and only one, up to a constant. For β 6= 0, its
derivatives have finite limits at 0 up to the order k. Moreover, for every positive integer N , there
exists two functions, a1 and a2, which are smooth up to order N on [0,∞), such that a1(0) 6= 0 and
∂k+1y(x) =
{
a1(x) ln x+ a2(x) if γ is an integer
a1(x)x
γ−k + a2(x) if γ is not an integer
.
For β = 0, the solution y is given by y(x) = e−x and is an entire function.
Proof. We leave the computations for the reader when β = 0 since they are completely elementary.
¿From now on, we assume that β > 0. Let us look for solutions of (A.26) of the form g(x) =
e−xh(2x). Then h is a solution of the equation
(A.27) xh′′ − (x+ γ)h′ −
(
β
2
)
h = 0.
When γ is not a non negative integer, the function 1F1
(
β
2 ,−γ, ·
)
is a solution of (A.27). Moreover,
it increases at infinity in such a way that the corresponding solution of (A.26) is unbounded. For
γ a non negative integer, there is still an entire function which is a solution of the equation (A.27)
and gives rise to an unbounded solution of (A.26). Coefficients of its Taylor series vanish up to −c.
The uniqueness, up to a constant, of bounded solutions of (A.26) on ]0,∞) follows at once since the
vector space of solutions, which is of dimension 2, can only have a proper subspace of dimension 1 of
bounded solutions.
Let us now show the existence of a bounded solution on ]0,+∞) as well as the asymptotic behavior
of the (k+1)-th derivative. Using a Laplace transform for (A.27), it is easy to propose another solution
for (A.26),
y(x) = e−x
∫ ∞
0
e−2xt
t
β
2
−1
(1 + t)γ+
β
2
dt.
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It is easily seen that y is a C∞ function on (0,+∞), of class Ck on [0,+∞), and bounded. It remains
to find the explicit expression for the derivative of order k + 1 of y. Let us first assume that γ is not
an integer. We look for another solution of (A.26) which may be written as xγ+1e−xh(2x). Then h is
a solution of
xh′′ − (x+ γ + 2)h′ − (γ + β + 1
2
)h = 0.
So y, as a solution of (A.26), may be written
y(x) = αxγ+1e−x1F1
(
γ +
β + 1
2
, γ + 2, 2x
)
+ α˜e−x1F1
(
β
2
,−γ, 2x
)
.
Moreover α 6= 0 since y is bounded. This allows to conclude in this case, taking derivatives up to
order k + 1.
Let us now consider the case when γ = k− 1 is an integer. We will use the explicit formula of y as
an integral. Moreover, cutting the integral into two, from 0 to 1 and from 1 to infinity, we see that
the first integral is a C∞ function. So it is sufficient to consider∫ ∞
1
e−2xt
t
β
2
−1
(1 + t)k+
β
2
dt =
∫ ∞
1
e−2xtt−k
(
1 +
1
t
)k−1+ β
2
dt.
Moreover, taking the Taylor expansion of the term (1 + 1t )
k−1+ β
2 , it is sufficient to consider terms up
to order N , the remaining part giving rise to a CN+k function. Finally, after having taken derivatives,
it is sufficient to prove that each term
Ij(x) :=
∫ ∞
1
e−xtt−j−1 dt
may be written as αjx
j lnx + aj(x), with α0 6= 0 and aj a C∞ function. Integration by parts allows
to reduce to the case when j = 0. But a direct computation gives
I0(x) =
∫ ∞
1
e−t
dt
t
+
∞∑
l=0
(−1)ℓ
ℓ!
∫ 1
x
tl−1 dt,
from which we conclude easily.

Appendix B. A lemma about Legendre equations
Notation. For c ∈ R \ Z−, define the entire function
0F1(c, x) =
∞∑
k=0
1
(c)k
xk
k!
defines an entire function, called the Legendre function, that satisfies the following differential equation:
xy′′(x) + cy′(x) − y(x) = 0.
For c a negative integer, there is still an entire function which is a solution of the Legendre equation.
Coefficients of its Taylor series vanish up to −c.
We are interested in bounded solutions of the Legendre equation for negative values of the param-
eter.
Lemma B.1. Let β > 0 and let k be the smallest integer greater than β. Then the equation
(B.28) xg′′ − βg′ − g = 0
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has a bounded non zero solution y on ]0,+∞) whose derivatives have finite limits at 0 up to the order
k. For every positive integer N , there exists two functions, a1 and a2, which are smooth up to order
N on [0,∞), such that a1(0) 6= 0 and
∂k+1y(x) =
{
a1(x) ln x+ a2(x) if β is an integer
a1(x)x
β−k + a2(x) if β is not an integer
.
Moreover, all non zero bounded solutions of (B.28) behave as above.
Proof. The uniqueness, up to a constant, of bounded solutions follow from the fact that the entire
functions that are solutions increase faster than any polynomial at infinity. So the vector space
of solutions, which is of dimension 2, can only have a proper subspace of dimension 1 of bounded
solutions. Let us now show the existence of a bounded solution on (0,+∞).
This one is given by the Laplace method:
y(x) =
∫ +∞
0
e−xte−1/t
t2+β
dt.
It is clear that y is rapidly decreasing and has derivatives up to order k at 0. It remains to find the
explicit formula for the k+ 1-th derivative. When β is not an integer, we look for another solution of
(B.28) which may be written as xβ+1h(x). Then h is a solution of the equation
xh′′ + (β + 2)h′ − 1 = 0.
As a consequence, the function y, which is a solution of (B.28), may be written as
y(x) = αxβ+10F1(β + 2, x) + α˜0F1(−β, x),
with α 6= 0 since 0F1(−β, ·) is not bounded. This allows to conclude in this case, taking derivatives
up to order k + 1.
For β = k, we use the explicit formula for the function y, that is, up to the constant (−1)k+1,∫ 1
0
e−xte−1/t
t
dt+
∫ +∞
1
e−xt(e−1/t −∑Nj=0(−1/t)j/j!)
t
dt+
N∑
j=0
cj
∫ +∞
1
e−xt
tj+1
dt,
with cj = (−1)j/j!. Now, the two first integrals are smooth up to order N . It remains to consider
each term of the last sum, for which we conclude as in the previous section. 
Appendix C. Some complements on Harmonic Analysis on the Heisenberg group
C.1. A lemma about Laguerre functions. We come back to the notations of Section 2.4. Further
lemmas we may need can be found e.g. in [T].
Recall that we defined a unitary representation Rλ of Hn on L2(Rn) by
Rλ(ζ, t)Φ(x) = e2πiλ(u.x+u.v/2+t/4)Φ(x+ v)
The Hermite functions Hk of one variable are defined by the formula
hk(x) = (−1)kckex2/2
(
d
dx
)k
e−x
2
, k = 0, 1, 2, . . . ,
with ck = (
√
π2kk!)1/2. For k = (k1, . . . , kn) a multi-index, we write hk = hk1 . . . hkn .
Now, for λ 6= 0, denote by hλk(x) = (2π|λ|)n/4hk
(
(2π|λ|)1/2x). Finally, let
eλκ(ω) =
∑
|k|=κ
(Rλ(ω)hλk , h
λ
k)
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and, for ψ ∈ C∞c (R\{0}),
eψk (ζ, t) =
∫
R
eλk(ζ, t)ψ(λ) dλ.(C.29)
Then, eφk ∈ ß(Cn × R).
Lemma C.1. Let ε > 0. There exists constants C,M > 0 such that, for every ψ ∈ C∞c (R) with
suppψ ⊂ [ε, ε−1], and every κ ∈ N,
(C.30)
∥∥eψκ∥∥L1 ≤ CκM(‖ψ‖L∞ + ‖ψ′‖L∞)
Before proving this lemma we need more information about the function Φk =
〈
Rλhλk , h
λ
k
〉
. Let Lk
be the k-th Laguerre polynomial, i.e.
Lk(t)e
−t =
1
k!
(
d
dt
)k (
e−ttk
)
.
Given a multi-index k = (k1, ..., kn) and ζ ∈ Cn let
(C.31) Lk(ζ) = Lk1
(
1
2
|ζ1|2
)
× ...× Lkn
(
1
2
|ζn|2
)
.
Then
(C.32) Φk(ζ) = (2π)
−n/2Lk(ζ)e
− 1
4
|ζ|2 ,
(see Formula (1.4.20) [T]).
We will use the following well-known property of the Laguerre functions (see [BDH]).
Lemma C.2. For every l, p ∈ N there exist c = c(l, p) and M =M(l, p) such that, for every k ∈ N,
(C.33)
∫ ∞
0
tl|∂pt Lk(t)|2e−tdt ≤ ckM .
Proof of lemma C.1. To estimate the L1(Hn) norm of eψκ , we first use Schwartz’ inequality to see that
it is sufficient to have a bound for
Ik :=
∫
Hn
(1 + t2)(1 + |ζ1|4)× (1 + |ζ2|4)× · · · × (1 + |ζn|4)× |φk(ζ, t)|2 dt dζ,
where
φk(ζ, t) :=
∫
R
eiλtψ(λ)Φk(
√
λζ)dλ.
We use Parseval Identity in the t variable to write that
Ik =
∫
Cn
∫
R
(1 + |ζ1|4)× · · · × (1 + |ζn|4)×
(
|ψ(λ)Φk(
√
λζ)|2 + |∂λ{ψ(λ)Φk(
√
λζ)}|2
)
dλ dζ.
We find that Ik ≤ CJ(k)(‖ψ‖L∞ + ‖ψ′‖L∞)2, with
J(k) :=
∫
Cn
∫
R
(1 + |ζ1|4)× · · · × (1 + |ζn|4)×
(
|Φα,α(
√
λζ)|2 + |∂λ{Φα,α(
√
λζ)}|2
)
dλ dζ.
Now we use Relation (C.32), and integrate first in ζ, using Lemma C.2. We then find that J(k) ≤ cκM
where κ = |k|. We have thus proved (C.30). 
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C.2. The Fourier Inversion Formula. In this section, we adapt the Fourier Inversion Formula to
our choice of representation of the Heisenberg group. We only give an outline of the proofs, details
with a similar choice of representation may be found in [Fo], pages 35-37.
The Fourier transform of an integrable function f on Hn is the operator-valued function λ 7→ fˆ(λ)
given by 〈
fˆ(λ)φ, ψ
〉
=
∫
Hn
〈
Rλ(w)φ, ψ
〉
f(w)dwdt.
To avoid any technicality, let us first assume that f is bounded and compactly supported. One may
then show that
(C.34) tr
(
Rλ(ζ, t)f̂(λ)
)
= |λ|−nF3f(ζ, λ/4)e2iπλt/4
where F3 is the partial Fourier transform in the t-variable. The ordinary Fourier Inversion Formula
(in the t-variable) then leads to the Heisenberg Fourier Inversion Formula
(C.35) f(ζ, t) = c
∫
R
tr
(
Rλ(ζ, t)f̂(λ)
)|λ|ndλ.
Now, let ϕ ∈ ß(R) be such that ϕ̂ is compactly supported away from 0 and apply (C.35) to f ∗3 ϕ,
the convolution in the t-variable of f and ϕ, to get
f ∗3 ϕ(ω) = c
∫
R
tr
(
Rλ(ω)f̂ ∗3 ϕ(λ)
)|λ|ndλ,
and, using twice (C.34), this becomes
(C.36) f ∗3 ϕ(ω) = c
∫
R
tr
(
Rλ(ω)f̂(λ)
)
ϕ̂(λ/4)|λ|ndλ.
Next, rewriting the trace using the Hermite basis leads to
tr
(
Rλ(ω)f̂(λ)
)
=
∑
κ∈N
∑
k :|k|=κ
〈
Rλ(ω)f̂(λ)hλk , h
λ
k
〉
=
∑
κ∈N
∑
k :|k|=κ
∫
Hn
〈
Rλ(ω)Rλ(η, s)hλk , h
λ
k
〉
f(w)dw
=
∑
κ∈N
∫
Hn
eλκ(ωw)f(w)dw =
∑
κ∈N
∫
Hn
eλκ(w)f(ω
−1w)dw.
Further, inserting this in (C.36), inverting summations and integrations, justified by Lemma C.1 and
Fubini’s theorem, we get
(C.37) f ∗3 ϕ(ω) =
∑
κ∈N
∫
Hn
f(ω−1w)eψκ (w)dw,
where ψ(λ) = ϕ̂(λ/4)|λ|n. Finally, note that Identity (C.37) is also valid for f ∈ L∞ since we may
apply it to a truncation fR(ω) =
{
f(ω) if |ω| ≤ R
0 else
and then let R → ∞, again with the help of
Lemma C.1.
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Appendix D. Second regularity condition
In this section we show another regularity condition that leads to the pluriharmonicity of F . Since
it is difficult to compare with the previous one, we include it here. Compared to the previous one, the
conditions are given using only one solvable group S and one special coordinate system.
We fix a Jordan frame c1, ..., cr and the group S. Let
N−k =
⊕
i≤j≤k
Vij ⊕
⊕
i<j≤k
Nij , N+k =
⊕
k<i≤j
Vij ⊕
⊕
k<i<j
Nij ,
A−k = lin{L(c1), ..., L(ck)}, A+k = lin{L(ck+1), ..., L(cr)}.
Then N+k is an ideal. Clearly
N = N−k ⊕N+k , A = A−k ⊕A+k .
Let
N−k = expN−k , N+k = expN+k ,
A−k = expA−k , A+k = expA+k ,
S−k = N
−
k A
−
k , S
+
k = N
+
k A
+
k .
Then
N = N−k N
+
k , S = S
−
k S
+
k
in the sense that
S−k × S+k ∋ (s−, s+) 7→ s−s+ ∈ S,
N−k ×N+k ∋ (n−, n+) 7→ n−n+ ∈ N
are diffeomorphisms.
Let
V −k =
⊕
i≤j≤k
Vij .
V −k is the Jordan algebra with the Jordan frame c1, ..., cr and S
−
k is the solvable group acting simply
transitively on V −k + iΩ
−
k , where Ω
−
k =int{x2 : x ∈ V −k }. For every k = 1, ...r − 1 we define a
subdomain
Dk = D ∩ {zlj = 0, zjj = i, l < j, j > k}.
Clearly
Dk = S−k · ie
and
∂Dk = ∂D ∩ {zlj = 0, zjj = i, l < j, j > k}.
Dk is a symmetric tube domain corresponding to the cone Ω−k .
Definition. Given a tube domain D with a fixed Jordan frame c1, ..., cr, the group S and its subgroup
S′, we say that a bounded function is weak regular if it satisfies (3.18) with
Φ(w, b) = φ(w) + ibcr
and k = 1, ...,
[
(r−1)d+1
2
]
+ 1.
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It follows from a theorem by Lassalle [L] that φ(R2n−1) is dense in ∂D although smaller than ∂˜D.
Therefore, weak regularity means certain boundary regularity at any point from a dense subset of ∂D.
We are going to assume that the function is weak regular on the domain D and subdomains Dk. More
precisely, given F we write a number of functions Kψ on the domains Dk:
Kψ(z) =
∫
S+
k
F (s+ · z)ψ(s+)ds+,
ψ ∈ C∞C (S+k ), z ∈ Dk. Kψ will be identified with its version on the group S−k :
Kψ(s
−) =
∫
S+
k
F (s+s− · ie)ψ(s+)ds+.
Definition.We say that F is regular if F is weak regular and for every k = 1, ...r−1 and ψ ∈ C∞C (S+k ),
Kψ is weak regular on Dk with respect to the Jordan frame c1, ...ck.
Theorem D.1. Assume that F is a real, bounded, Hua-harmonic and regular. Then F is plurihar-
monic.
Proof. We are going to prove by induction (3.19), which again, in view of [BDH], implies plurihar-
monicity of F . First we notice that weak regularity of F is sufficient to conclude that
∆rF = 0 and ∆
α
jrF = 0
(see the proof of Lemma (3.5)). Hence for j = r the conclusion holds.
Assume now that ∆αijF = 0, ∆jjF = 0 for j > k and i < j. We consider the operators
H
k
j = ∆jj +
1
2
(∑
i<j
α
∆αij +
∑
j<i≤k
α
∆αji
)
.
Hkj have perfect meaning on S
−
k and moreover, we have
(D.38) (HkjF )(s
+s−) = (HkjFs+)(s
−),
where Fs+(s
−) = F (s+s−) is a function on S−k . In (D.38) H
k
j on the left-hand side is considered on
S, while on the right hand side on S−k . Finally, H
k
j are the strongly diagonal Hua operators on S
−
k .
By induction the left-hand side of (D.38) vanishes so
H
k
jKψ(s
−) = 0.
Now weak regularity of Kψ implies that
∆αikKψ = 0, ∆kkKψ = 0.
But
∆αikKψ(s
−) =
∫
S+
k
(∆αikF )(s
+s−)ψ(s+)ds+
and so ∆αikF = 0. 
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