Let A 1 , . . . , A n be arbitrary events. The underlying problem is to give lower and upper bounds on the probability P (A 1 ∪· · ·∪A n ) based on P (A i 1 ∩· · ·∩A i k ), 1 ≤ i 1 < · · · < i k ≤ n, where k = 1, . . . , d, and d ≤ n (usually d << n) is a certain integer, called the order of the problem or the bound. Most bounding techniques fall in one of the following two main categories: those that use (hyper)graph structures and the ones based on binomial moment problems. In this paper we compare bounds from the two categories with each other, in particular the bounds yielded by univariate and multivariate moment problems are compared with Bukszár's hypermultitree bounds. In the comparison we considered several numerical examples, most of which have important practical applications, e.g., the approximation of the values of multivariate cumulative distribution functions or the calculation of network reliability. We compare the bounds based on how close they are to the real value and the time required to compute them, however, the problems arising in the implementations of the methods as well as the limitations of the usability of the bounds are also illustrated.
Introduction
Let A 1 , . . . , A n be arbitrary events. The underlying problem is to give lower and upper bounds on the probability P (A 1 ∪ · · · ∪ A n ) based on P (A i 1 ∩ · · · ∩ A i k ), 1 ≤ i 1 < · · · < i k ≤ n, (1.1) where k = 1, . . . , d, and d ≤ n (usually d << n) is a certain integer and it is called the order of the problem.
Probably the best known bounds of this type are the Boole and Bonferroni inequalities (see Boole, 1854 and Bonferroni, 1937) , which, however, usually fall fairly far from the probability of the union, often even out of [0,1]. Recent research results are based on two main bounding techniques, one of them relies on (hyper)graph structures and the other one relies on binomial moment problems.
In the field of (hyper)graph-based bounds, the first remarkable result is the Hunter-Worsley second order bound (see Hunter, 1976 , Worsley, 1982 . Later the Hunter's bound was generalized by Tomescu (1986) . Bukszár and Prékopa (see Bukszár and Prékopa, 2001) improved on Hunter's bound using special hypergraph structures, which they named cherry trees. They also proved that bounds computed by special type of cherry trees, the so called t-cherry trees, can be identified with dual feasible bases of the Boolean problem, which is an LP whose optimal solution is the sharp bound. Although the Boolean problem is typically too large to solve in practice, the above result ensures that the cherry trees provide us with the sharp bound in numerous cases and also give insight into the nature of the bound. Generalizations of Hunter's bound and the cherry tree bounds are multitree bounds of Bukszár (2001) and hypercherry tree bounds (see Bukszár and Szántai, 2002) . Further improvements are the hypermultitree bounds (Bukszár, 2003) , that also generalize Tomescu's bounds. Another bounding technique is to construct so-called Bonferroni-type inequalities, which give better bounds than the classical sieve formulae. Several results in this field has been achieved by Seneta (see Recsei and Seneta, 1987, Hoppe and Seneta, 1990) and Dohmen (2003) .
The univariate binomial moment problem (BMP) was formulated as an LP problem by Prékopa, who also developed a numerically stable dual method to solve it, see Prékopa (1990 Prékopa ( ,1992 Prékopa ( ,1995 . He used the BMP to construct bounds for the probability of the union of events as well. The multivariate binomial moment problem (MBMP) was also introduced by Prékopa (1998) , however, the solution of the problem is very difficult (practically impossible, even for middle-sized problems), because of the adverse numerical condition of the coefficient matrix. Fortunately, for the bivariate case Mádi-Nagy and Prékopa (2004) found a wide variety of dual feasible bases of the LP problem and used them to give numerically stable bounds. Mádi-Nagy (2009) generalized the bivariate method for the multivariate case and presented usually better bounds on the probability of the union of events. Mádi-Nagy (2005) improved further the algorithm that finds bounds. Further methods to construct Bonferronitype inequalities based on binomial moments can be found in Galambos and Simonelli (1996) .
Although numerical examples are used to demonstrate the utility of the newly introduced bounds, only a few comparisons between the bounds and the methods that calculate them can be found in the literature. In addition, the comparison of a novel bound is often confined to the existing bounds obtained with the same type of bounding technique. The aim of this paper is twofold. First to analyze the efficiency and usability of the recent methods of the two main bounding techniques through numerical examples. Second to present numerical examples for several applications of the Bonferroni-type bounds, e.g., approximation the values of the c.d.f. of multivariate normal distribution and of multivariate Dirichlet distribution, bounding network reliability.
The paper is organized as follows. In Section 2 the methods of both fields, which will be applied in the numerical examples, are shortly introduced. Section 3 describes the approximation method of the values of multivariate c.d.f.s. Here, numerical examples based on multivariate normal and Dirichlet distribution are presented. Section 4 shows the application on network reliability illustrated by numerical examples. Section 5 presents the results on randomly generated event systems. Section 6 concludes the paper. Bukszár and Prékopa (2001) , Bukszár and Szántai (2002) and Bukszár (2003) introduced the concepts of cherry-tree, t-cherrytree, hypercherry-tree, multitree, and hypermultitree. These are special type of graph and hypergraph structures designed to give lower and upper bounds for the probability of the union of events.
The bounding methods

Graph-based bounds
Let A 1 , . . . , A n be arbitrary events in a probability space (Ω, A, P ). Our goal is to find an upper bound for P (A 1 ∪ . . . ∪ A n ) based on some of the probabilities P (A k 1 ∩ . . . ∩ A k i ), where 1 ≤ k 1 ≤ . . . ≤ k i ≤ n, i = 1, . . . , d. The bounds of this type are called d-th order upper bounds. For m = d − 1, in Bukszár (2001) a special hypergraph structure with n vertices called m-multitree was introduced. To each m-multitree an upper bound can be assigned. ( For m = 1 one obtains the Hunter-Worsley bound, for m = 2 one obtains the cherry tree bound.) Definition 2.1 (Bukszár (2003) ) Let m be a positive integer. An m-multicherry is a hypergraph of the form (V, ε 2 , . . . , ε m+1 ), where V = {v 1 , . . . , v m+1 } is the set of vertices and for each i = 2, . . . , m + 1 the family of hyperedges ε i is the set of all subsets of ε m+1 i is the set of all subsets of {v 1 , . . . , v m+1 } containing i vertices with v m+1 included, i.e.,
The vertex v m+1 is called the dominating vertex of the m-multicherry. The m-multicherry with dominating vertex v m+1 and with nondominating vertices v 1 , . . . , v m is denoted by ({v 1 , . . . , v m } , v m+1 ). Definition 2.2 (Bukszár (2003) ) Let m be a positive integer. An m-multitree is a hypergraph of the form (V, ε 2 , . . . , ε m+1 ), where V is the set of vertices and ε i 's are sets of hyperedges containing i vertices. An m-multitree is recursively defined by the following two rules.
(i) The smallest m-multitree ∆ = (V, ε 2 , . . . , ε m+1 ) has m vertices and ε i is the family of all subsets of V containing i vertices (here ε m+1 = ∅).
(ii) From an m-multitree ∆ = (V, ε 2 , . . . , ε m+1 ) we can obtain a new m-multitree ∆ = (V , ε 2 , . . . , ε m+1 by adjoining an m-multicherry
Let {A 1 , . . . , A n } be a set of n events and let V = {1, . . . , n} the set of indices.
The weight of an m-multitree according to the set {A 1 , . . . , A n } of events is given by the following formula:
is the weight of an arbitrary m-multitree according to the set of events {A 1 , . . . , A n } then
It is obvious from the inequality of the theorem that it is important to construct the heaviest m-multitree possible.
In Bukszár (2001) an algorithm is given for finding heavy m-multitrees. The algorithm starts from the heaviest 1-multitree, which can be found by a greedy algorithm. In a general step an r-multitree is extended to an (r + 1)-multitree in such a way that the bound the (r + 1)-multitree provides us is at least as good as, and typically better than, the one provided by the r-multitree. Starting from r = 1, the algorithm improves on the bounds step by step by involving a relatively few number of intersection probabilities.
Later Bukszár (2003) introduced the concept of hypermultitree in order to give lower and upper bounds for the probability of the union of n events. These bounds are a generalization of Tomescu's lower and upper bounds (I. Tomescu (1986) ).
The definition of the (h,m)-hipermultitree uses the definition of m-multitree, and is given recursively. (ii) The smallest (h, m)-hypermultitree ∆ = (V, h ε 2 , . . . , h ε m+1 ) has h + m vertices and h ε i consists of all subsets of V containing h + i vertices (here h ε m+1 = ∅.
be an arbitrary (h − 1, m-hypermultitree with the same set of vertices as in ∆. By joining a new vertex v to ∆ and the hyperedges of Γ extended by v, we obtain the new (h, m)-hypermultitree
The (h, m)-hypermultitrees are generalizations of Tomescu's hypertrees, which are the (h, 1)-hypermultitrees in our definition.
is an arbitrary (h, m)-hypermultitree, according to the set of events {A 1 , . . . , A n } then the following inequalities hold:
• if h is even, then:
• if h is odd, then:
Remark 2.1 For the special case m = 1 we obtain the Tomescu bounds, for h = 0 and m = 1 we obtain the Hunter-Worsley bound. Bukszár (2003) gives an algorithm that uses Theorem 2.2 in order to achieve lower and upper bounds for the union of events. The algorithm that finds a heavy (1, m)-hypermultitree consists of two phases. In the first phase a heavy (1, 1)-hypermultitree is constructed and in the second phase the (1, r)-hypermultitree is extended to an (1, r + 1)-hypermultitree recursively (r = 1, . . . , m − 1) in order to obtain better bounds.
Bounds based on binomial moments
First we introduce the univariate BMP. We need the following
Theorem 2.3 Consider the events A 1 , A 2 , . . . A n . Let the random variable X with the support {0, 1, . . . , n} be the number of those events which occur. Then the kth binomial moment of X equals the following,
Proof. It is easy to prove by the use of indicator variables. See, e.g., Prékopa (1995, p.182).
2 It follows from the above theorem that if the probabilities of the intersections are given up to the mth order, then the values of the binomial moments can be calculated up to the same order.
The univariate binomial moment problem of order m can be formulated as
where the probabilities p i = P (X = i), i = 0, 1, . . . , n, are the unknown variables while the values of the right hand side are given. If we would like to give bounds for the probability of the union of the n events, then we have to consider
3)
The advantage of the univariate BMP is that it has a moderate size contrary to the linear programming model of the original problem of the paper. The coefficient matrix of the problem (2.2) is very bad conditioned, hence the general solvers usually do not give reliable results. Fortunately, Prékopa (1990b) developed a numerically stable dual method for the solution. This method is based on theorems which give the subscript structures of columns of all dual feasible bases. In the following this method is used to give the best bounds based on the information of univariate binomial moments. The numerical implementation of the method in C++ can be found at Mádi-Nagy (2009b).
The univariate BMP yields bounds based on the aggregated information of the (univariate) binomial moments. The aggregation is needed to decrease the size of the problem, however, due to the aggregation the amount of information is reduced as well, which results in weaker bounds. Better bounds can be obtained with less aggregation. In case of the multivariate BMP more information is used than in the univariate case, hence better bounds can be achieved, while the size of the problem remains tractable.
In order to introduce the multivariate BMP we need the following
where α 1 , . . . , α s are nonnegative integers. The sum α 1 + · · · + α s will be called the total order of the moment.
Theorem 2.4 Assume that we have n arbitrary events. We subdivided them into s subsequences. Let the jth subsequence be designated as A j1 , . . . , A jn j , j = 1, . . . , s. Certainly, n 1 + · · · + n s = n. Let the random variable X j with the support Z j = {0, 1, . . . , n j } be the number of events that occur in the jth sequence, j = 1, . . . , s. In case of event sequences
It follows from the above theorem that if the probabilities of the intersections are given up to the mth order, then the values of the cross-binomial moments can be calculated up to the same total order.
The multivariate BMP can be formulated as min(max) If we would like to give bounds for the probability of the union of all the n events, then we have to consider
If the probabilities of the intersections of the events are given up to the order m, then it would be natural to consider the following set of H:
However, the LP problem (2.4) with subscript set (2.6) is numerically unstable and in most cases cannot be solved or bounded even by special methods. Fortunately, a useful bounding method has been found for the following subscript set:
In the bivariate case (s = 2) the method of Mádi-Nagy and Prékopa (2004) gives usually good lower and upper bounds. We remark, that in the bivariate case the sets (2.6) and (2.7) coincide. In case of higher dimensions the method of Mádi-Nagy (2009) yields upper bounds. Unfortunately, the bounds are not sharp in the sense that they are not the extreme values of the LP problem. However, the bounds are based on known dual feasible basis structures, hence they can be improved by the execution of some steps of the dual simplex method starting from those bases. In this paper the above methods are used to give bounds based on the information of multivariate binomial moments. The numerical implementation of the methods in C++ can be found at Mádi-Nagy (2009b).
We emphasize again the reason that all the above methods are taken into account is that only the univariate method gives sharp bound. Usually the methods of higher dimensions give better bounds (because they use more information), however, sometimes the bounds of the univariate BMP are better. This later case means, that even the sharp bound of a multivariate problem is better than the univariate one, the (non-sharp) bound yielded by the method of Mádi-Nagy and Prékopa (2004) can be weaker.
Approximation of c.d.f. of multivariate distributions
For any multivariate cumulative distribution function we have
where
Assume that the value of the CDF can be calculated easily up to m dimensions (usually n >> m). In this case the probabilities
can be found and we can calculate lower and upper bounds on the values of (3.1) by use of our bounding techniques. The above method is very useful in case of higher dimensions, where the c.d.f. cannot be calculated by integration. The running time of the method consists of two parts. The first part is about the calculation of the probabilities (3.2) that are used in the bounding method. The second part is the time of the bounding procedure. Particular advantage of the graph-based methods that they only use a few probabilities of (3.2). This dramatically reduces the first part of the running time comparing to the binomial moment methods, where all probabilities of (3.2) have to be calculated, up to the given order, in order to get the moments. Additionally, the use of less probabilities reduces the accumulation of numerical errors arising in the calculation of the values of (3.2).
Examples on multivariate Dirichlet distribution
Not too high dimensional c.d.f. values of the Dirichlet distribution can be calculated by an implicit recursive algorithm developed recently by A. Gouda and T. Szántai (see Gouda and Szántai (2010) ). In Tables 1-9 we give the results of three different 20 dimensional c.d.f. calculations. In case of binomial moment methods the first part of the running time, i.e. calculation of the probabilities of all intersections up to the given order, is dominant part of the whole running time. Hence the two parts of the running time are shown separately: "first part+second part". 
Examples on multivariate normal distribution
We will test the bounds on the example investigated by T. M. Costigan (see Costigan (1996) Example 6.3). Let ξ 1 , . . . , ξ n be normally distributed random vector with Genz (1992) ). In case of the 5th order bounds the BMP bounds cannot be applied because the cumulated numerical errors in the calculation of the higher order moments lead to infeasible problems. The numerical results can be seen in Table 11 -14. 
Application on network reliability
Consider a compact, directed and acyclic network (N , A). Assume that N = {c 1 , . . . , c n } is the set of nodes, and A ⊂ N × N is the set of arcs. Without restricting generality, we may assume that there is exactly one node with the property that no arc leads into it and there is exactly one node with the property that no arc goes out of it. These two nodes will be called start and terminal nodes, respectively. Suppose that c 1 is the single start node and c n is the single terminal node. Suppose that each arc is alive with probability p independently of each other. The probability of the event that one can get from the start node c 1 to the terminal node c n along living arcs is called the reliability of the network. Our goal is to find bounds (both lower and upper) on the reliability of large sized networks. One possible way to do this is to determine all paths leading from the start node c 1 to the terminal node c n . Denote these paths by P 1 , . . . , P N and denote the event that all arcs along the path P i are alive by A i , i = 1, . . . , N . With these notations the reliability of the network equals P (A 1 ∪ · · · ∪ A N ). The probability of the event that all arcs are alive along a few, say not more than five, paths can be calculated quickly. Even if there exist a number of paths leading from the start node to the terminal node we can calculate bounds on the probability of the union of events using these probabilities only. In this network there exists altogether 23 paths, the path-arc incidence matrix can be seen on Table 10 , the rows represent the paths and the columns represent the arcs.
For each arc, let p be the probability that it is alive. Suppose that the events that the arcs are alive are independent of each other. As the number of the paths is not too large we can calculate the exact reliability that one can get from node c 1 to node c 8 along living arcs: The probabilities of the intersections up to the 3rd and 5th order can also be calculated easily. The exact probabilities and bounds, based on the probabilities of intersections, are depicted on Figure 1 and 2. 
Tests on randomly generated event systems
In this section we generate test problems in the following very useful and flexible way. The original idea is from Example 2 in Kuai, Alajaji and Takahara (2000) . Let x 0 , x 1 , . . . x 2n be all of the possible outcomes of a sample space with probabilities of occurrence P (x 0 ), P (x 1 ), . . . , P (x 2n ), respectively. Any set of n events {A 1 , ..., A n } in this probability space can be identified with a matrix R = (r ij ), where r ij = 1 if x i ∈ A j , and r ij = 0 otherwise. Suppose that outcome x 0 is the event that none of A 1 , ..., A n occurs. Then the probability of the union of the n events can be obtained as
As regards the number of events we consider the cases n = 10, 20, 40. The probabilities are set as P (x 1 ) = . . . = P (x 2n ) and the cases P (x 0 ) = 0.1, 0.5, 0.9 are considered. The entries of the matrix R will be generated randomly and independently. For every entry in matrix R the probability that it will be 1 is identical, and this probability will be called the density of the matrix. Three types of matrices will be considered regarding their density, which will be 0.2, 0.5, 0.8, in particular. The probabilities of the intersection of the events are calculated up to the order five. The numerical implementation of the generation method in C++ can be found at Mádi-Nagy (2009b).
The bounds are summarized below. The notation 'Mx n p d' indicates the problem of n events, with P (x 0 ) = p/10 and with the density of the matrix d/10. Mx 20 1 2 0.7616 0.00 1.0000 0.00 0.5400 0.06 1.0000 0.01 1.0000 0.33 0.4950 0.00 0.0000 0.00 Mx 20 1 5 0.8672 0.00 1.0000 0.00 0.8393 0.06 1.0000 0.01 1.0000 0.33 0.0000 0.00 1.0000 0.00 Mx 20 1 8 0.8965 0.00 1.0000 0.00 0.9000 0.06 1.0000 0.01 1.0000 0.32 0.0000 0.00 1.0000 0.00 Mx 40 9 2 0.0932 0.00 0.1488 0.00 0.0528 0.09 0.4949 0.00 0.3400 0.42 0.0000 0.01 0.3338 0.00 Mx 40 9 5 0.0987 0.00 0.1439 0.00 0.0925 0.09 0.4108 0.00 0.4108 0.77 0.0000 0.01 0.3413 0.00 Mx 40 9 8 0.0999 0.00 0.1156 0.00 0.1000 0.08 0.1869 0.01 0.2174 0.09 0.0000 0.01 0.1475 0.00 Mx 40 5 2 0.4614 0.00 0.7083 0.00 0.2375 0.08 1.0000 0.01 1.0000 0.76 0.0000 0.01 1.0000 0.00 Mx 40 5 5 0.4927 0.00 0.7168 0.00 0.4471 0.09 1.0000 0.00 1.0000 0.77 0.0000 0.01 1.0000 0.00 Mx 40 5 8 0.4993 0.00 0.6214 0.00 0.4966 0.08 1.0000 0.01 1.0000 0.76 0.0000 0.02 0.8063 0.00 Mx 40 1 2 0.8275 0.00 1.0000 0.00 0.4871 0.08 1.0000 0.00 1.0000 0.77 0.0000 0.01 1.0000 0.00 Mx 40 1 5 0.8868 0.00 1.0000 0.00 0.8016 0.10 1.0000 0.00 1.0000 0.76 0.0000 0.03 1.0000 0.00 Mx 40 1 8 0.8984 0.00 1.0000 0.00 0.8939 0.10 1.0000 0.01 1.0000 0.76 0.0000 0.01 1.0000 0.00 As regards the quality of the bounds:
• For the normal c.d.f. the Bukszár's bounds are the best, while for the Dirichlet c.d.f the bivariate BMP gave the tightest bounds; the running times for the 3rd order bounds were comparable, however, for the 5th order bounds the running time of both BMP was fairly high (>7 hours), whereas it was less than 3 minutes for Bukszár's bounds,
• For the network reliability the Bukszar's upper bounds and the lower bounds of the univariate BMP are the tightest third order bounds, while among the fifth order bounds the Bukszar's lower and upper bounds and the bivariate lower bounds yield the best approximation for most values of p.
• In case of randomly generated event systems any type of bounds can be the best, depending on the problem. However, in case of greater number of events the Bukszár's bounds with the current heavy (hyper)multitree finding algorithm often provide the trivial bounds only.
