ABSTRACT: We present an optimal, efficient power allocation algorithm for discrete multitone modulation (DMT). Using efficient lookup table searches and a Lagrange multiplier bisection search, our algorithm converges much faster t o the optimal solution than existing techniques and can replace the use of suboptimal methods because of its low computational complexity. A fast algorithm is developed and pseudocode is provided.
I. Introduction
Research in multicarrier modulation has grown tremendously over the last few years due to the demand for highspeed data transmission over twisted-pair copper wiring, an environment where severe intersymbol interference (ISI) can occur. Instead of employing single-carrier modulation with a very complex adaptive equalizer, the channel is divided up into N subchannels which are essentially ISI-free and independent provided N is sufficiently large [1]- [a] . Consequently, the multicarrier channel can be treated as N independent, parallel channels suffering from additive white Gaussian noise (AWGN). One multicarrier method in particular, discrete multitone modulation (DMT), has become extremely popular duc to its efficient implementation using fast Fourier transforms (FFTs) to modulate and demodulate data onto subchannels using Quadrature Amplitude Modulation (QAM) at the same symbol rate.
Although multicarrier modulation eliminates the need for an expensive equalizer, it creates a new problem: Given some power budget, how should power be allocated to each subchannel in order to maximize performance? This optimization must be done in order to use power efficiently and to perform as well as an equalized single-channel solution. Because typical multicarrier systems can have as many as 512 subchannels, the power allocation problem becomes very complex, and implementation in real-time is difficult.
Many algorithms for allocating power among the subchannels exist [3]- [4] ; However, these methods are either suboptimal and computationally efficient, or optimal but slow to obtain the power allocation. In this paper, we present a practical and efficient DMT loading algorithm which is guaranteed to converge to the optimal power allocation solution. The algorithm uses lookup tables and a Lagrange bisection search that is popular in the image compression community. We will show that its computational cost is comparable to or better than that of existing suboptimal solutions, that it lends itself to simple hardware or software implementation, and always obtains the truly optimal power allocation. This new algorithm has significant advantages over existing schemes, and appears to be the preferred method for DMT power allocation.
This paper is organized as follows: Section I1 introduces the Lagrangian approach to the allocation problem, which is the theoretical basis for our algorithm. In Section 111, we present two "shortcuts" for fast implementation of the Lagrange optimization problem along with pseudocode for the complete loading algorithm and an illustrated example of its use. Section IV compares the complexity of our algorithm with existing optimal and suboptimal solutions, and Section V concludes the paper.
Solution Using Lagrange Approach
The power allocation problem stems from the classic information theory problem of achieving the maximum capacity of a spectrally-shaped Gaussian channel, for which the optimal solution is the well-known water-pouring distribution [5] . The theoretical allocation goal of the multicarrier system is to maximize the overall data rate subject to a bit error probability and total power constraint. In terms of practical multicarrier implementation, a serious restriction on subchannel power allocation is the requirement of signal constellations encoding an integer number of bits per symbol. This is an integer programming problem, which are generally known to be expensive and difficult to solve, so relatively inexpensive, suboptimal power allocation methods have been developed and are in use today.
In this section, we introduce the optimization approach that forms the basis for our optimal loading algorithm. We first derive the Lagrange multiplier solution for constellations having a continuous range of bits/symbol. We then specialize these results to the integer-bit constellation case. 
This is a constrained optimization problem which is c!ifficult to solve in its above form. An equivalent, yet easier, problem to solve is obtained by reformulating (2.1) a, c an unconstrained optimization problem by merging rate and power through the Lagrange multiplier, A. The new god is as follows [6] :
where J(X) is the Lagrange cost and X 2 0. Each minimum Lagrange cost for a fixed X corresponds to the optimal power allocation for some taltal power budget [6] . For a fixed A, the Lagrangian cost is minimized mhen = o for all i , or more precisely:
Thus, the cost is minimized when rate and power for each subchannel are chosen to correspond to the point on the rate vs. power curve at slope A. The total power allocated for a fixed X is obtained b: y simply summing the power alloc,ated to the subchannels. The goal is to find the particular A* :such lProvided rate is a convex function of power, which is the case in virtually every standard communications signal constellation. When this is not true, the solution is only optimal to within a convex-hull approximation.
that the total power allocated exactly equals the given value of Pbudget in the problem.
Another formulation of the minimum Lagrange cost can also be derived by using the fact that rate is also a function of SNR. Taking derivatives with respect to SNRi and applying the chain rule, the following minimization criterion is obtained:
The power allocated to each subchannel is easily computed from the SNR the subchannel is to operate at, so this criterion can also be used to achieve (2.1). It is this formulation which will form the bask for one of the fast algorithms proposed later.
B. EXTENSION TO INTEGER-BIT CONSTELLATION CASE
We will now enforce the restriction of integer-bit constellations. The new rate-power curve is a sampled version of the continuous rate-power curve at points which correspond to integer-bit constellations. We will refer to these points as operating points since they constitute the only admissible rate-power comlbinations that satisfy the integer-bit constellation restriction.
These discretized rake-power curves are not continuous and not differentiable, and therefore we cannot directly apply (2.3) to obtain the optimal power allocation for a given A. However, (2.3) lends itself to an alternative interpretation that suggests an approach for solving the constrained problem. The optimal operating point for the ith subchanne1 for a given X can be shown to be the point which is first "impinged upon" by a "plane-wave" of slope X as shown in Figure l (a) [7] . In a generalized sense, this is the line of slope X which is tangent to the rate-power curve, and because the rate-power curve is not continuously differentiable, each operating point does not have a unique X associated with it. These same principles for the integer-bit restriction can also be applied to the alternative formulation in (2.4).
We can also consider the composite rate-power curve consisting of all possible power-rate combinations for each subchannel summed together. An example of this is shown in Figure l(b) . The lines connecting the upper-left-most operating points form the convex hull [6] of the total rate-power curve. This set of points represents all of the possible optimal operating points. For a given Pbudget, the optimal operating point is the one whose power is closest, without exceeding, the power budget.
Fast Algorithm for Power allocation
In this section we develop the fast algorithm for the integerbit loading algorithm. Using the results from the previous section, we will introduce two "shortcuts" which drastically reduce the implementation cost. Because computing the aggregate rate-power curve is much too expensive, a basic algorithm consists of evaluating a particular value of X to find its corresponding total power followed by an update of X to get closer2 to the optimal solution. The shortcuts in the proposed algorithm tackle each of these two steps and will be derived in the first two parts of this section. The complete algorithm is then given in pseudocode along with implementation guidelines and insights. The section ends with an example of the proposed algorithm in a multicarrier scenario.
A. SHORTCUT #1: FAST POWER ALLOCATION VIA TABLE While searching for some optimal value A*, which corresponds to the optimal power allocation for a given P b u d g e t , each X encountered during the search must be evaluated to determine the total power it allocated. This requires finding the optimal operating point for each subchannel on the ratepower curve using (2.3), summing the power allocated to the subchannels, and comparing the result to &,&get.
Using the alternative Lagrange minimization formulation of (2.4), the optimal operating point for each subchannel rate-SNR curve can be obtained by simply computing the operating point which corresponds t o slope pi = & for LOOKUP 21ncrease/decrease X if the power budget is exceeded/underachieved. a given A. When the number of subchannels is on the order of 256 or 512 as in typical DMT systems, the cost of this computation is extremely high. However, we know that for M different operating points for a subchannel (each corresponding to a different &AM constellation, for example), there are A4 different ranges of p, one for each operating point. These p ranges can be precomputed and placed into a lookup table to avoid real-time computation. Thus, each subchannel can have its own lookup table for quickly finding the optimal operating point on its rate-SNR curve. F'urthermore, because each channel has the same symbol period, we can set T = 1, which scales the lookup tables, but does not affect the optimal results.
Storing N lookup tables can also be somewhat expensive. However, in practice, all or most of the subchannels have identical rate-SNR operating curves; i.e., the available signal constellations and PerroT constraint are the same, and the only difference between them are the CNRs. Consequently, the , O ranges for these channels will be identical and only one lookup table need be stored. For any remaining subchannels with different rate-SNR characteristics, different lookup tables must be defined. Any redundancy in these rate-SNR curves can also be exploited.
Following the computation of pi for a subchannel and using the lookup table to find the rate-SNR operating point, the allocated power is computed as Thus, we are able to efficiently compute the optimal power allocation for each subchannel for a given A. The remaining task is to find a A* which is the best possible power allocation scheme for a given power budget.
B. SHORTCUT #2: BISECTION METHOD FOR FAST

CONVERGENCE
There are two major problems that can be encountered when trying to find a A* which corresponds to the optimal power allocation. The first is converging to this optimal X quickly, while the second is the ability to recognize when an optimal solution has been reached. The bisection method [7] solves both of these problems and exploits the monotonic relationship between X and Ptotal through a binary-searchlike procedure.
The bisection method uses two previous values of X which correspond to total powers where one is below and one is above P b u d g e t . w e will refer to these slopes as Xiow The slope update procedure is repeated until either the power budget is met exactly or until P,,, equals either Row or Phigh. When the second result occurs, which will usually happen, it is guaranteed that there is no better solution available [7] , and the power allocation corresponding tc Xlow is chosen to load the multicarrier system. The excess energy can be added to the subchannels to lower the probability of error, or just simply not used to save power. It cannot, however, be used to increase the overall rate subject t o the initial constraints.
c. ALGORITHM IMPLEMENTATION
This section provides pseudocode for the proposed algorithm. It is assumed that each subchannel uses the appropriate rate-SNR lookup table for power allocation.
1. 
2.
3.
4.
5.
Obtain initial ,values of
and Rlow = R n e w . Store P,,, and Rf,,. Go to st,ep 2. that the condition in step 1 be met in order to proceed with the rest of the algorithm. Prior knowledge of the system can help the designer choose initial X values closer to the range of optirnal values, which will allow the algorithm to converge faster. Convergence of the bisection method to a A* is on the order of log,(NM + 1) iterations, where M is the number of signal constellations. Each X iteration requires ( N + 1) additions and 2N divisions as well as N lookup table accesses.
+-ELSE set
For tracking scenarios, when channel conditions change only slightly, we need not start from the beginning. With a slight or moderate change in channel conditions an optimal X will not be very different from the previous optimal slope. Therefore, init,ial low and high slopes can be chosen closer to the previous value to obtain faster convergence.
D. MULTICARRIER EXAMPLE
In Figure 2(a) is ,a test channel showing the CNR (in dB) of its 512 subchannels. The available signal constellations were 0-10 bits/symbol &AM and the bit error probability constraint was lop7 for each subchannel. The algorithm converged to the optimal solution with 14 iterations of the bisection search using very conservative initial low and high slope values. The resulting power and bit allocation for each subchannel are shown. in Figure 2 (b) and Figure 3(a) , respectively. In Figure 3(b) , the total bit allocation versus the iteration number is shown. In this example, 99.64% of the optimal rate is achieved after only 8 iterations. 
IV. Comparison with other methods
The various methods in [8] and [4] are somewhat computationally efficient and can converge quickly. However, none of these methods are guaranteed to be optimal, and will likely obtain a suboptimal solution. Ad hoc operations such as rounding to an integer number of bits/symbol form the core for these methods, and there is no theoretical basis to assure optimality. Our lookup table method guarantees optimal integer-bit solutions without any of these rounding schemes, and gives our algorithms the edge over these suboptimal ones. Although no official computational complexity statistics are available on these algorithms, the proposed algorithms in this paper appear to be more computationally efficient.
One known optimal loading algorithm is the HughesHartog algorithm [3] . Unfortunately, this algorithm converges extremely slowly in practical DMT scenarios where high data rates are required. It initially assigns zero power to all subchannels and allocates power to the channel which needs the lowest amount t o increase its rate by one bit/symbol This process is iterated until the power budget is used or until the small remaining power cannot increase the rate of any channel. Its solution will be exactly the same as the one generated from our algorithms, but it takes Btot iterations, where Btot is the total number of bits allocated to the N subchannels per DMT symbol.
The Hughes-Hartog algorithm has an insightful interpretation which clearly shows its slow convergence. The algorithm starts at the zero power point on the composite rate-~ 1022 power curve and "inches" up the convex hull one point at a time with each iteration. This is extremely slow compared to the X bisection search used in the proposed algorithm in this paper. Although the complexity of each Hughes-Hartog iteration is inexpensive after computing an initialization lookup matrix, because it requires so many iterations, the algorithms in this paper are significantly cheaper.
V. Conclusion
In this paper, we presented an optimal power allocation algorithm for multicarrier communication systems. Using a fast-table lookup and a Lagrange bisection search, the total cost of this algorithm is O(N1ogN) operations. Optimal allocation is guaranteed, and this method is probably faster than existing suboptimal ones. Detailed pseudocode for this algorithm was given along with an illustrative example in a multicarrier scenario. A similar fast, optimal algorithm for performance margin optimization [4] has been developed in [91.
