











Acceleration of Nonlinear Dimensionality Reduction Algorithm for Matrix





Abstract—This paper deals with a nonlinear matrix com-
pletion problem, which the column vectors of the target
matrix belong to a low-dimensional manifold. This problem
has been applied to fields such as image processing and
audio processing. Traditionally, this problem is solved using
the low rank of the matrix, assuming that the matrix vector
belongs to a low-dimensional linear space. However, since the
method using the rank of the matrix is NP-hard, various
alternative methods have been proposed. The accuracy of
these deteriorates when each column vector of the target
matrix belongs to a low-dimensional manifold. Therefore,
a new algorithm has been proposed that focuses on the
local neighborhood assuming that each column vector of the
matrix belongs to the Gaussian distribution. This algorithm
to solve the problem with high accuracy has been proposed,
which the algorithm maximizes a weighted mean of log
joint probability density of the column vectors. However
the calculation takes a lot of time when the number of
the columns is large. Therefore, we propose a new method
to reduce the amount of computation, which is to apply a
threshold function to make the computation sparse. Numeri-





s.t. Ax̄ = b
xn ∈M for n = 1, 2, · · · , N
, (1)
このとき，行列変数 X ∈ RM×N (M ≪ N)，xn は行
列X の各列ベクトル，Mは低次元多様体を表す．A ∈
RMN×MN は Ai ∈ RM×M を用いて
A =

A1 0 · · · 0





0 0 · · · AN

で定義される定数の係数行列，b ∈ RMN は bi ∈ RM を
用いて b = [bT1 b
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ただし pは 0 < p ≤ 1を満たす定数，I ∈ RN×N は単
位行列とする．これは γ = 0とすると f1(X) = ||X||∗
となり，これは Schatten-1 ノルムとしても知られてい
る．また，γ = 0，p → 0としたときにシャッテンノル
ム関数 (4)は fp(X) →rank(X)となり，行列 X のラン
クに漸近する．さらに文献 [5]では Iterative Reweighted
Least Squares (IRLS) 法に基づく解法を提案している．
これは γ を 0に近づけることによって (4)の f1(X)を




















log(σ2i (X) + γ),
ただし σi(X)はX の第 i番目に大きい特異値を示す．
Minimize log det(XTX + γI)




log det(XTX + γIN )となり，この関数を γ → 0にする




仮定し，確率密度関数 P (xn; θ)をモデル化することで
同確率密度関数の同時確率密度を最大化する手法が提
案されている [6]．X の各列 xn ∈ RM が従う共分散Ψ
をもつ確率密度関数を以下 (6)のように定義する．
P (xn; Ψ, γ) = N (xn; 0,Ψ+ γIM ), (6)




P (X; Ψ, γ) =
∏
i
N (xn; 0,Ψ+ γIM ), (7)
文献 [6]ではこの同時確率密度関数 (7)を目的関数とし
て以下の問題を解くことを目指す．
Maximize p(X; Ψ, γ)
subject to Xi,j = X∗i,j
for(i, j) ∈ Ω
, (8)
ただし，xi,j は行列 X の i行 j 列目の要素を，x∗i,j
は既知の要素を表す．(8)を解くために X と Ψに関し
て以下のように交互に最適化を行う．
Step 1 Ω ← argmax
Ω
p(X; Ω)


























log det(XXT + γIM )

























本章では対象とする行列 X の各列ベクトル xn は
何らかの連続かつ滑らかなベクトル値関数 v : RD →
RM (D < M)により，xn = v(yn)とし，ynが低次線
形空間に属していた場合の非線形行列補完問題の解法











Pk(xn;µk,Ψk) = N (xn;µk,Ψk), (9)
このとき，µk はコンポーネント kにおけるガウス分布





















このとき，θは θ = {{xn}Nn=1, {µk}Nk=1, {Ψ}Nk=1}とす
る，式 (10)の最大化の対象である変数の集合とする．こ
の損失関数は混合ガウス分布に関連しており，qn,kがあ
るK < N において k < Kのとき qn,k = 0，それ以外の
Algorithm 1: Bayesian Approach by Expected Max-
imum Log Likelihood Estimation for Matrix Com-
pletion.
Input : X(0), A, b, γ, η, λ, tmax
1 t← 0
2 X ← X(0)
3 µk ← xk for k = 1, · · · , N
4 Ψk ← ηIM for k = 1, · · · , N
5 repeat
6 t← t+ 1
7 qn,k ← N (xn;µk,γIM ) for (n,k)∈
{1, · · · , N}2
8 qn,k ← qn,k∑N
j=1 qn,j
for (n, k) ∈ {1, · · · , N}2











13 for n = 1 to N do












16 xn ← Φ†νn
17 end
18 until tmax < t;
Output: X = [x1 x2 · · · xN ]





かしながら，この qn,kの更新則は subspace clusteringに
おいて有効であるが，本論文や文献 [7]で扱う非線形行
列補完問題において不適切である．そのため文献 [7]で
は，以下の更新則に基づき qn,k を更新しながら式 (10)
を最大化させるアルゴリズムを提案している．
qn,k =
N (xn;µk, γIM )∑N
j=1N (xn;µj , γIM )
for 1 ≤ n ≤ N.
(11)
Step 1 update q by eq. (11)
Step 2 {µk}Kk=1 ← argmax
{µk}Nk=1
fq(θ)
Step 3 {Ψk}Kk=1 ← argmax
{Ψk}Nk=1
fq(θ)




















関数に用いる重み qn,k を xnと µk の距離に応じるよう
に算出している．この方法は，各コンポーネント k に
関する µk の局所近傍となる点 xn のみに着目するため
の重み付けを意味している．この qn,k の計算において，
ある xnと µk の距離が大きすぎる場合は qn,k が無視で
きるほどの十分小さな値を持つこととなるが，その場







Step 1 update q by eq. (11)
Step 2 qn,k ← Tϵ(qn,k)
Step 3 qn,k ← qn,k∑N
j=1 qn,j
. (13)
ただし，軟判定閾値関数 Tϵ(a)は a ∈ R+ に対して
a =
{
0 (a < ϵ)




k=1 qn,k = 1(n =
1, · · · , N)を満足することを考慮し，その制約条件を満
たすように射影を行う更新を意味する．この更新則を
文献 [7]の Algorithm 1の 8行目の後に追加したアルゴ
リズムを Algorithm 2として示す．Algorithm 2におい
て，行 13, 16 における Ψk と Φn の更新に必要な平均


















価する．文献 [7]の Algorithm 1と本論文の Algorithm
2に用いたパラメータは，η = 10−5, λ = 10−10, γ は初
Algorithm 2: Bayesian Approach for Matrix Com-
pletion with Sparse Regularization.
Input : X(0), A, b, γ, η, λ, tmax, ϵ
1 t← 0
2 X ← X(0)
3 µk ← xk for k = 1, · · · , N
4 Ψk ← ηIM for k = 1, · · · , N
5 repeat
6 t← t+ 1
7 qn,k ← N (xn;µk,γIM ) for (n,k)∈
{1, · · · , N}2
8 qn,k ← qn,k∑N
j=1 qn,j
for (n, k) ∈ {1, · · · , N}2
9 qn,k ← Tϵ(qn,k)for (n, k) ∈ {1, · · · , N}2
10 qn,k ← qn,k∑N
j=1 qn,j
for (n,k)∈{1, · · · , N}2











15 for n = 1 to N do












18 xn ← Φ†νn
19 end
20 until tmax < t;
Output: X = [x1 x2 · · · xN ]










行列X は，各要素が定義域 [−1, 1]の一様分布に従
う行列U ∈ RM×2, V ∈ R2×N を用いてZ = UV を生成
し，Zの各要素の絶対値が 1になるように正規化した行
列 Y に対し，以下の関数 f を各々用いてXi,j = f(Yi,j)
となるようにX を生成した．













表 1. 式 (14) における修復精度と実行時間の比較
SNR(dB) 実行時間 (s)
IRLS-0( [5]) 22.4078 5.1846
MCPDM( [7]) 42.7667 1.0782× 104
提案手法 (1× 10−3) 46.8434 1.0917× 103
提案手法 (2× 10−3) 45.0062 8.8616× 102
提案手法 (3× 10−3) 44.5181 7.1826× 102
提案手法 (4× 10−3) 39.4771 6.4220× 102
提案手法 (5× 10−3) 39.6205 6.1198× 102
表 2. 式 (15) における修復精度と実行時間の比較
SNR(dB) 実行時間 (s)
IRLS-0( [5]) 24.3476 5.4938
MCPDM( [7]) 39.9619 1.0948× 104
提案手法 (1× 10−3) 42.7958 1.0852× 103
提案手法 (2× 10−3) 43.5460 8.9441× 102
提案手法 (3× 10−3) 44.5634 7.7106× 102
提案手法 (4× 10−3) 45.7202 6.6598× 102
提案手法 (5× 10−3) 45.5160 6.0565× 102
表 3. 式 (16) における修復精度と実行時間の比較
SNR(dB) 実行時間 (s)
IRLS-0( [5]) 31.0039 5.6685
MCPDM( [7]) 48.9572 1.1832× 104
提案手法 (1× 10−3) 50.2949 9.8074× 102
提案手法 (2× 10−3) 50.1855 8.0830× 102
提案手法 (3× 10−3) 48.9689 7.2808× 102
提案手法 (4× 10−3) 47.1683 6.3779× 102




ぞれ IRLS-0 [5]を 1000，文献 [7]における手法ならびに
本論文における提案手法は 100とした．実験に用いた入
力データのサイズM,N はそれぞれM = 50, N = 3000
として実験した．さらに，提案手法である Algorithm 2
では閾値 ϵを [1 × 10−3, 5 × 10−3]の範囲で変化させ，
各値毎の推定精度と実行時間を算出した．今回の実験で
はそれぞれの実験条件において行列の推定を 10回ずつ
行いその平均を用いる．式 (14)，式 (15)，式 (16)にお
けるそれぞれの手法の実行時間の平均と SNRの平均と

















IRLS-0( [5]) 0.8115 0.0527
MCPDM( [7]) 9.4414 1.7705
提案手法 (1× 10−3) 9.7367 1.6582
提案手法 (2× 10−3) 9.5714 1.5854
提案手法 (3× 10−3) 9.3859 1.5575
提案手法 (4× 10−3) 9.4959 1.4117











系列データ U ∈ R1×N，出力を Y ∈ R1×N があった時
に以下 (17)のように X ∈ RM×N として生成する．こ





u1 u2 · · · uN−4




u4 u5 · · · uN−1
y1 y2 · · · yN−3
y2 y3 · · · yN−2
























表 5. SARX モデルにおける修復精度と実行時間の比較
SNR(dB) 実行時間 (s)
IRLS-0( [5]) 0.4994 0.0967
MCPDM( [7]) 6.5691 3.0684× 102
提案手法 (1× 10−3) 6.6417 9.1495× 101









yt+1 = µ1(yt)θ1xt + µ2(yt)θ2xt + µ3(yt)θ3xt





















0.8 0.43 0.5 0.15
]
(−0.5 ≤ yt ≤ 0.5)
θ3 =
[








する．このハンケル行列においてもM = 7，N = 997
とし，4行の入力のハンケル行列と 3行の出力のハンケ
ル行列を合わせた行列で実験を行った．また，繰り返
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