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Real-Time Software Electric Guitar Audio Transcription
Xander Fiss
Supervising Professor: Dr. Andres Kwasinski
Guitar audio transcription is the process of generating a human-interpretable musical
score from guitar audio. The musical score is presented as guitar tablature, which indicates
not only what notes are played, but where they are played on the guitar fretboard. Auto-
matic transcription remains a challenge when dealing with polyphonic sounds. The guitar
adds further ambiguity to the transcription problem because the same note can often be
played in many ways.
In this thesis work, a portable software architecture is presented for processing guitar
audio in real time and providing a set of highly probable transcription solutions. Novel
algorithms for performing polyphonic pitch detection and generating confidence values for
transcription solutions (by which they are ranked) are also presented. Transcription solu-
tions are generated for individual signal windows based on the output of the polyphonic
pitch detection algorithm. Confidence values are generated for solutions by analyzing sig-
nal properties, fingering difficulty, and proximity to previous highest confidence solutions.
The rules used for generating confidence values are based on expert knowledge of the in-
strument.
Performance is measured in terms of algorithm accuracy, latency, and throughput. The
correct result is ranked 2.08 (with the top rank being 0) for chords. The general case
of various notes over time presents results that require qualitative analysis; the system in
general is very susceptible to noise and has a difficult time distinguishing harmonics from
actual fundamentals. By allowing the user to seed the system with a ground truth, correct
recognition of future states is improved significantly in some cases. The sampling time is
250 ms with an average processing time of 110 ms, giving an average total latency of 360
ms. Throughput is 62.5 sample windows per second. Performance is not processor-bound,
enabling high performance on a wide variety of personal computers.
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chord A group of (typically three or more) notes sounded together, as a basis of har-
mony, p. 2.
F
fretboard The flat area along the neck where a string is pinned down to change the
wavelength., p. 4.
fundamental The lowest frequency produced by the oscillation of the whole of an ob-
ject, as distinct from the harmonics of higher frequency., p. 1.
O
overtone A component of any oscillation whose frequency is an integral multiple of the
fundamental frequency., p. 2.
P
pitch The perceived fundamental frequency of a sound., p. 3.
polyphonic pitch detection The process of detecting all (or as many as possible) fun-
damental frequencies in an audio signal., p. 1.
S
spectral leakage An effect in the frequency analysis of finite-length signals or finite-
length segments of infinite signals where it appears as if some energy has
”leaked” out of the original signal spectrum into other frequencies., p. 8.
string harmonics A note produced on a string instrument by placing one’s finger gen-




Learning to play an instrument can be a challenging endeavor. The development of a mu-
sician’s intuition for the cause-effect relationship inherent in producing sound is essential
to mastering the instrument. In addition, learners without prior musical education may find
the concepts and theory of musical key, scales, and notation difficult to grasp and apply
towards their studies.
Several attempts have been made to automatically classify guitar audio signals and tran-
scribe them into musical notation, either in the form of sheet music or through the use of
guitar tablature. Sheet music is well suited for describing the different characteristics of a
piece of music. However, because the same note can be played at different locations on the
fretboard of the guitar, tablature has the unique advantage of indicating where notes should
be played. In Figure 1.1, sheet music is compared directly with guitar tablature. In sheet
music, the horizontal lines as well as the spaces in-between correspond to note pitch. The
note value is indicated by the shape of the note. In tablature, the horizontal lines represent
strings on the guitar, with the lowest frequency at the bottom. The numbers indicate at
which fret the note is being played. In this case, bars are used to indicate that these notes
are eighth notes, however this is usually omitted – whereas sheet music describes pieces of
music accurately, tablature serves as a guide on how to play a piece of music where timing
information is often already known by the musician.
Figure 1.1: Top: Sheet Music. Bottom: Guitar Tablature
The first step towards transcription of guitar audio is polyphonic pitch detection. Poly-
phonic pitch detection is the process of detecting multiple fundamental frequencies in an
audio signal. This is a perennially difficult problem. Most instruments, including the gui-
tar, produce not only a base harmonic frequency (fundamental), but also several harmonic
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frequencies as near-integer multiples of the base harmonic frequency (overtone). When
more than one note is played, overtones can overlap with fundamentals and make detection
of all unique notes a challenge. Polyphonic pitch detection for western music tends to be
more difficult due to the intentional overlapping of overtones in chord formation.
As polyphonic pitch detection is not completely accurate, the output of the pitch de-
tection algorithm is a set of possible fundamental combinations. Some fundamentals are
known to exist, while others must be considered probabilistically due to the overlapping of
overtones.
In order to produce accurate tablature, polyphonic pitch detection alone is insufficient.
Pitch detection, even when completely accurate, does not discern the location on the fret-
board at which a note is played. A single note can be played in as many as five different
places. These different fingerings must be considered for each combination of possible
notes presented by the pitch detection algorithm.
The next step is to reduce the number of fingering possibilities and organize them prob-
abilistically. This is accomplished through an algorithm that analyzes the overall complex-
ity, biomechanical feasibility, deviation from previous notes, and closeness to standards in
chord formation in the results of the first step.
The entire transcription process is under a real-time constraint. This constraint is in
place to allow for interactive software to be developed on top of transcription results. Feed-
back to input produced in real-time is essential to producing interactive software. Such in-




Background and Related Work
2.1 Music Theory
Musical notes, at their foundation, describe a frequency and a duration. Duration is very
straightforward – it is the length of time that a note is played. This is often referred to as
the “note value”. Frequency is more complicated. In regards to music, humans perceive
frequency logarithmically. Frequency as it applies to music is often called pitch. The
separation between one pitch and another in music is known as a “musical interval”. To
illustrate humans’ logarithmic perception of music, the scale do-re-mi-fa-so-la-ti-do from
the film “The Sound of Music” serves as an excellent example. The first ‘do’ and the last
‘do’ describe an interval known as an octave. The frequency of the second ‘do’ is twice the
first ‘do’. This, however, is not coincidence – the frequency of the third ‘do’ is in fact twice
the second ‘do’ and four times the first ‘do’. This relationship is demonstrated in Table 2.2.
The pitch of a note can be described succinctly in a number of ways. One of the most
common ways is a Letter-Number scheme – the different steps within an octave are given
letters and the octave is described by a number. For western music, the letters shown in
Table 2.1 below:
Note A A]/B[ B C C]/D[ D D]/E[ E F F]/G[ G G]/A[
Freq. [Hz] 55.0 58.3 61.7 65.4 69.3 73.4 77.8 82.4 87.3 92.5 98.0 103.8
Table 2.1: List of Notes in Western Music with Octave 0 Frequency
In this system there are only 7 “letters”, with in-between pitches indicated through the
use of sharp (]) or flat ([), for a total of 12 total notes. These 7 letters are the white keys on
a piano, while the sharps and flats are the black keys. The interval between each of the 12
total steps is called a semitone. Incidentally, the term “octave” derives its name from the
number of white keys that must be traversed to arrive at the next example of a particular
note (8→ “oct”).
The logarithm behind western music involves the ratio 12
√
2. One multiplies a pitch by
Note A0 A1 A2 A3 A4 A5
Frequency [Hz] 55.0 110.0 220.0 440.0 880.0 1760.0
Table 2.2: Example of Note-Octave Notation
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this number to get the pitch one semitone up, and divides by this number to get the pitch
one semitone down. With 12 total notes, multiplying a frequency by 12
√
2 12 times returns
double the frequency, or the same note one octave up.
2.2 The Guitar
1. Headstock 1.1 Tuning Pegs 1.2 Nut
2. Neck 2.1 Fretboard 2.2 Frets 2.3 Inlay Fret Markers 2.4 Neck Joint
3. Body 3.1 “Neck” Pickup 3.2 “Bridge” Pickup 3.3 Bridge 3.4 Tremolo Arm
3.5 Pickup Selector 3.6 Volume/Tone Knob 3.7 Output Connector 3.8 Strap Buttons
Figure 2.1: Electric Guitar
The guitar is an iconic instrument that has gone through many iterations throughout
its life. The modern guitar usually has six strings, which are plucked or strummed using
fingers or a pick. These strings run along a fretboard. The fretboard is so named because it
is fretted – raised pieces of metal (frets) allow the musician to change the effective string
length accurately and consistently by pressing down between two frets. When a string is
played without pressing down on a fret, allowing the full length of the string to vibrate from
the bridge to the nut, it is called playing “open”. The standard tuning for a 6-string guitar,
from low to high frequency (and correspondingly, thick to thin strings) is E2, A2, D3, G3,
B3, and E4. A diagram of the fretboard is shown in figure 2.2. As mentioned previously,
the same note can be played in up to five different places on the guitar (not counting string
harmonics). Figure 2.3 demonstrates the range of the instrument and provides a reference
to the possible fingering locations of each note.
At the top of the guitar is the headstock. The strings stretch from the nut to the tuning
pegs. The tension on the strings can be adjusted by twisting the tuning machines. The
frequency produced by the string is determined by the string tension T , the string mass m,
5
Figure 2.2: Guitar Fretboard with Fret Numbers
Figure 2.3: Range of Guitar. Top: Sheet Music. Bottom: List of Fingering Locations in Tablature Format
6








Signal processing refers to operations on or analysis of signals. Signals are continuous as
equations and discrete as data. Signals can be 1-dimensional, as in audio, 2-dimensional,
as in image processing, continuing to as many dimensions as is necessary to describe a
system.
The signal that comes from an electric guitar’s pickup electronics is a one dimensional
signal. It is basically a superposition of the mechanical vibrations from the guitar’s strings.
While this signal is affected by the construction of the pickup and quality of the elec-
tronic components in the guitar, it is sufficiently clear for the purpose of this thesis work and
exceeds the performance of a microphone when considering the ratio of signal-to-noise.
The following subsections serve as background on signal processing techniques used in
this thesis work.
2.3.1 The Short-Time Fourier Transform
The Fourier transform provides the ability to view a signal’s frequency spectrum. It does
so by representing the function in time as a series of sinusoidal functions. The continuous





In equation 2.2, x represents time and ξ represents frequency. For mathematical equa-
tions, the continuous Fourier transform gives an exact representation of the frequency infor-
mation. The continuous transform is, however, not applicable to data-driven applications.
Signals comprised of data are transformed using the discrete Fourier transform, shown in
equation 2.3. The sample number n replaces the time t, and N is the total number of







kn k = 0, ..., N − 1 (2.3)
Although guitar signals degrade over time, for short time windows they can be ap-
proximated as sinusoids[12]. The Fourier transform therefore provides a good match for
extracting frequency information. The Fourier transform, when windowed, is known as the
Short-Time Fourier transform.
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The windowing function is represented by w. n and m represent discrete convolution
of the window with the signal. Windowing provides necessary functionality – guitar audio
is analyzed in sections to extract musical information. These windows overlap and are
processed in parallel as much as is possible on a performance basis. This is covered more
in section 2.3.2. Windowing also provides the possibility to do additional signal processing
(such as Hann windowing) that improves the performance of other algorithms relying on
certain features of Fourier transformed data.
This thesis work uses a discrete Fourier transform algorithm known as the Fast Fourier
Transform (FFT). The FFT is comparatively quick to compute, and community verified
software libraries usually exist for popular programming languages.
An important consideration of the FFT and the discrete Fourier transform in general is
the amount of frequency resolution that can be achieved. Where N is the total number of






As an example, if the FFT is size 2048, and the sampling frequency is 8000 Hz, the fre-
quency resolution will be roughly 3.91 Hz. Essentially, 8000 Hz of frequency is described
by 2048 “bins” with a width of 3.91 Hz. The reciprocal of this equation is also significant.
Equation 2.6 describes the relationship between sampling frequency, FFT size, and the size





Equations 2.5 and 2.6 indicate that there is a tradeoff between frequency resolution and
time resolution with the short time Fourier transform. In order to achieve 3.91 Hz of fre-




= 0.256 seconds of data must be sampled.
For real time applications, such as this thesis work, both frequency resolution and window
size are essential to performance. Frequency resolution is necessary to properly identify
notes. On the other hand, too large of a sampling window means a significant delay (la-
tency) between when a user plays a note and when it is able to be processed and presented
back to the user.
2.3.2 Window Function
Windowing functions are simply mathematical functions that are zero-valued outside of
a certain interval. In many signal processing applications, it is desirable or necessary to
process only a small portion of the data at one time or to ensure signal stability. Window-
ing allows one to understand the properties of a signal within a particular context. In this
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thesis work, audio signals are windowed before any further processing is performed. Fur-
thermore, the windows overlap, meaning that the end of a window is later in time than the
beginning of the following window. Although information is shared between the current,
preceding and following windows, the processing of redundant information is rewarded
with greater visibility of transitions, such as the onset of notes.











Figure 2.4: Overlapping Signal Windows.
Rectangle Function
Figure 2.5: Rectangle Window and Frequency Response
The rectangle function is the most basic windowing function. It takes a chunk of the sig-
nal without any modification. The rectangle window can cause significant spectral leakage.
The rectangle window is constant and is defined as follows:
w(n) = 1 (2.7)
Hann Function
The Hann function not only takes a chunk of the signal, but also modifies it in a way that
enhances peaks and reduces spectral leakage at the cost of poor resolution for very low
amplitude sinusoids. The Hann window is defined as follows, where N is the window size
and n is from 0 to N :
9









The Hann window (shown in figure 2.6) is used in this thesis work because of the neces-
sity to detect peaks with a minimum of spectral leakage. In figure 2.7 there is a comparison
of an identical data set windowed with a rectangle function and then with a Hann function.
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Figure 2.7: Frequency Domain, Rectangle Window vs. Hann Window
2.4 Polyphonic Pitch Detection
Most research in the area of pitch detection has focused on single pitch tracking for speech
recognition and compression. These pitch detection methods are usually not up to the task
of tracking multiple pitches at the same time.
The detection of multiple fundamental frequencies in an audio signal, known as poly-
phonic pitch detection, has received comparatively little attention. As opposed to detecting
a single pitch, detecting multiple fundamental frequencies is difficult because it may not
be immediately apparent whether a peak in frequency is a fundamental or just an overtone
of another fundamental. There have been several attempts to perform polyphonic pitch
detection in music to varying degrees of success.
Klapuri has done significant work in the field. His PhD thesis[6] presents a variety of
techniques and insights into the problem. In particular, his work in [7] presents a similar
method to the algorithm used in this thesis work. Both methods iteratively process fre-
quency peaks, however his work removes harmonic overtones, whereas the method used
in this thesis work marks fundamental frequencies. Error rates tend to be high, increasing
with the number of simultaneous notes. When the polyphony is known, the error rate for
6-note polyphony with a frame size of 190 ms is 18%. When the polyphony is unknown,
error increases to 32% for the same frame size.
Klapuri also proposes an interesting method for increasing polyphonic pitch detector
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algorithm performance by using spectral smoothing[4]. This presents a “future work” op-
portunity to improve performance of this thesis.
Walmsley, Godsill, and Rayner[16] proposed a Bayesian network for polyphonic pitch
estimation that uses a multiple frame approach and is robust against transient disturbances.
This approach is useful for analyzing audio of several instruments simultaneously, espe-
cially where noise from percussive instruments is prevalent.
Hawley[3] uses a model of the piano to attempt polyphonic pitch extraction. He an-
alyzes the nature of the spectrum during and after the attack (when the string is struck).
Although similar information from the guitar is not used in this work, it provides a poten-
tial interesting addition to the suite of signal processing already being performed. In this
case, however, the piano has the advantage of having a more consistent attack – a guitarist
has more freedom on how the string vibration is excited.
Li and Wang[8] also use instrument models to identify instruments in music where
polyphony stems from multiple instruments. The timbre of the instrument is used to iden-
tify it by looking at the frequency spectrum of the audio signal. Similar to single instrument
polyphonic pitch detection, multiple-instrument detection is subject to errors from overlap-
ping harmonics.
Neural Networks (and machine learning in general) provide an interesting platform for
both pitch detection and transcription. Allowing a machine to learn transcription in the
same way as a skilled human musician holds promise to solving automatic music tran-
scription. Gagnon, Larouche, and Lefebvre[2] propose a neural network approach to pre-
classification in musical chords recognition. This system is limited to synthetic guitar sig-
nals from the training data. Aucouturier and Sandler[11] apply a HMM to polyphonic
music using a monophonic model. The ambiguity in polyphonic music due to harmonic
overlap manifests here as well. Machine learning was not used in this thesis work, how-
ever future research building off of this thesis work could benefit from the introduction of
machine learning.
In the past decade there has been a surge of interest in not only finding a solution to
the polyphonic pitch detection problem, but in gaining insight into how humans perceive
music. The problem is extremely broad – much of the research is being done to separate
instruments in polyphonic music, while other work focuses on rich polyphony from a single
instrument.
2.5 Transcription of Notes
Automatic transcription of music into sheet music is largely an extension of the polyphonic
pitch detection problem. Other expressive factors may be analyzed and incorporated into
the transcription, such as vibrato, however the emphasis remains on accurate polyphonic
pitch detection. Klapuri provides an excellent reference as to the state-of-the-art with regard
to automatic transcription[5].
There may be several different ways to play the same set of notes played on the guitar.
These are known as fingerings, and are described by what is being played on each string by
a fret number (tablature). Some educational manuals occasionally indicate which fingers
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play which notes, although this is less common in tablature and is not used in this thesis
work.
One fingering is chosen over another for a variety of reasons – difficulty, proximity to
previously played notes, or timbre. (Timbre is often referred to qualitatively as “tone” by
musicians).
The strings of the guitar are not homogenous, giving different fingerings of the same
set of fundamentals varying tone. String thickness increases as string frequency decreases.
Also, the 3 lowest frequency strings are typically wound whereas the highest 3 are not. In
addition, guitarists have a no shortage of manufacturers and gauges to choose from when it
comes to guitar strings.
Plucking position also affects the tone of a note. Plucking closer to the bridge causes a
timbre with more high frequency harmonics, and a tone that is generally brighter. Pluck-
ing closer to the neck produces fewer high frequency harmonics, but also a louder and
more mellow tone. Traube and Smith have performed work that analyzes the frequency
spectrum to determine both plucking point and fingering location[15]. They find that the
plucking point can be very accurately estimated for unfretted (open) strings, but not for
fretted strings. The algorithm for determining fingering location is dependent on the result
of the plucking point algorithm, resulting in poor performance in most cases. Traube and
Smith’s algorithm is not directly used in this thesis work, however it provides insight into
the processing necessary to extract fingering location from frequency information alone.
Overall, it seems that using timbre to determine fingering location is difficult in the easiest
of cases, and relies on information which would be unreliable in this thesis work.
Many more factors affect the tone of a sounded guitar note. Electronics, pick material
and thickness, volume and tone knob setting, etc. change the timbre in ways that are
difficult to infer from the signal. Traube, Depalle and Wanderley[14] map signal properties
to tone descriptors used by guitarists. In this thesis work, timbre in general is ignored due
to the ambiguity of guitar tone and the scope of this thesis work
Several attempts have been made towards interactive software involving the guitar. Mo-
tokawa and Saito[9] demonstrate an augmented reality system for rendering 3-D fingerings
on top of the fretboard. Image processing is used to locate the relative position of the fret-
board. This system is not intended for transcription, but rather education. A functional
transcription system could feed data into this model. Computer vision can be used to assist
the problem of transcribing guitar audio by understanding where the hand is on the fret-
board. Paleari, Huet, Schultz, and Slock[10] present a system that assists transcription of
monophonic guitar audio into tablature by doing just that. This system could be further
improved by adding polyphonic pitch detection.
The problem of both polyphonic pitch detection and transcription into tablature can be
sidestepped completely if the problem is attacked from a hardware perspective. Certain in-
struments, such as the Gibson Robot and MIDI guitars perform signal processing on each
string independently. There are also analog hexaphonic pickups from a variety of manufac-
turers. This reduces the polyphonic pitch detection problem to single pitch detection on 6
strings. Obviously, tablature transcription is simple when it is known on which string each
note is played. Unfortunately, the cost of these systems is high. Both of these systems can
be bought as a complete package, but are considerably expensive. MIDI guitar bridges are
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comparatively less expensive, but are invasive – the guitar must be modified extensively.
Although the problem of audio transcription can be tackled using video or expensive
hardware, the goal of this thesis work is to determine the extent to which software alone
can perform transcription on any electric guitar. A robust software system can be improved
with video, but it is important to first explore the limit of the software itself.
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Chapter 3
Framework for real-time processing
This chapter discusses the design methodology for a real-time system for transcription of
electric guitar audio. Section 3.1 covers the software architecture. Section 3.2 covers signal
processing.
3.1 Software Architecture
This thesis work seeks to perform guitar audio transcription specifically in real-time. To
achieve this performance goal, an appropriate software architecture was necessary. It was
also a goal to produce software that is not limited in scope to the research lab. To maximize
portability, extensibility, and performance, the software was written in Java. Although
compiled languages such as C++ have the potential to be faster than a managed language
like Java, Java provides a certain degree of utility and portability for desktop applications
that is more difficult to achieve with compiled languages. Scientific computing languages
such as Matlab were also not considered for reasons of both performance and accessibility
of tools to those not involved in research.
The software architecture is composed of three main parts: a data provider, a data pro-
cessor, and a data receiver, as shown in Figure 3.1.
The data provider takes in an audio stream in real time. It also keeps track of a thread
pool of data processor threads. As the audio stream is read, a circular buffer keeps track of
the current window of data. At regular intervals this window of data is sent to a processor
thread that is not busy. Although maximum throughput could be achieved through a system
in which the processor threads pull data from the data provider, this has the possibility
of inconsistency in when the data is read. By pushing to the processor threads from the
provider, data windows are equally spaced in time.
The data processor is where most of the action occurs. First, the signal is processed
as described in Section 3.2. Then, states are generated and probabilities are associated, as
described in Section 3.3. This information is then forwarded to the data receiver.
The data receiver ensures that the user has a high-quality interactive experience. Pack-
ets are forwarded from the data processor threads to the data receiver. The packets are
not guaranteed to arrive in order. When packets arrive, they are inserted in-order into an
“inbox” queue. The receiver thread loop checks to see if the first packet in the inbox queue
is the one that comes immediately after the one that was just processed. If it is, then the
packet is sent to the outbox queue and the relevant information can be presented to the user.
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However, if the next packet does not arrive within a timeout period, it is skipped and the
next packet is sent to the outbox queue instead. This ensures a consistent user experience,









Figure 3.1: Software High-Level Design
3.2 Signal Processing
For a guitar signal, a very high sampling frequency fs is not necessary. The highest funda-
mental frequency a 22 fret guitar can produce is a D6 note at 1174.66 Hz. fs = 8000 Hz
(and therefore a Nyquist frequency of 4000 Hz) was chosen as it is sufficient to sample up
to the 3th harmonic of D6 and the 4th harmonic of 96 % of all possible notes on a 22 fret
guitar without aliasing. This choice for fs was judged to be a good compromise between
algorithm performance and avoidance of aliasing.
A lower fs by definition produces fewer samples over a period of time. Recall equations
2.5 and 2.6 – with f∆ and its reciprocal twindow constant, fs and the window size are directly
proportional to one another. Using the lowest fs possible reduces computation time and
memory usage by reducing the number of samples in a time window, and hence the size of
the signal processing algorithms.
3.2.1 Fourier Transform
The JTransforms[17] library is used to perform the Fast Fourier Transform. It is a free,
open source, multithreaded Java library.
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Figure 3.2: Time Domain Window
The data window is zero-padded to achieve what appears to be higher frequency reso-
lution, but is in fact interpolation. This result can be seen in Figure 3.5. For the size 2048
windows used, an additional 2048 zeros are appended and a size 4096 FFT is performed.
The zero-padded time domain window is shown in Figure 3.3. The extra points gener-
ated by interpolation assist the second half of the peak detection algorithm, which uses
quadratic regression. In addition, to avoid spectral leakage and enhance the signal peaks, a
Hann window is applied. The resulting signal is shown in Figure 3.4.










Figure 3.3: Zero Padded Window












Figure 3.4: Zero Padded Window, Hann Windowed
The output of the FFT algorithm is complex-valued. These numbers are converted from
cartesian coordinates (Real-Imaginary) to polar coordinates (Magnitude-Phase). The mag-
nitude is then converted to decibels and used for peak detection, while the phase is currently
unused. The decibel conversion factor is shown in Equation 3.1. 20 × log10(F (x)) is not
used because important peak information exists in the range [0, 1].
Fdb(x) = 20× log10(F (x) + 1) (3.1)
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Figure 3.5: Top: Zero-Padded FFT Result; Bottom: Non-Padded FFT Result
3.2.2 Peak Detection
Peak detection in a potentially noisy signal is a challenge. A human may be able to look
at a noisy signal and point out the maxima and minima, but simple methods such as zero-
derivate will not work due to the fluctuations in the signal. However, by setting a mini-
mum change in amplitude δ for maxima and minima detection the noise in the signal is
ignored[1]. δ is determined for a particular window as follows:
1. An initial peak detection pass is made on the Fourier transformed, decibel converted
data with δ = 0.01.
2. The average of the squared magnitude of the peaks found in step 1 is taken.






2 x ∈ peaksδ=0.01 (3.2)
With relatively low frequency resolution for real-time applications such as this thesis
work, it is advantageous to correct peak locations using a curve estimation technique. The
peak locations obtained from the first peak detection pass are adjusted using quadratic
fitting[13]. This quadratic fitting is assisted by the interpolation provided by the zero-
padded FFT. The interpolation can be seen clearly in Figure 3.5. The algorithm for quadratic
fitting is as follows:
1. The magnitudes of the three highest contiguous points surrounding (and including)
the peak are taken as α, β, and γ. If the peak is at point x, then the three points can be
{x− 2, x− 1, x}, {x− 1, x, x+ 1}, or {x, x+ 1, x+ 2}.
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α− 2β + γ
(3.3)
3. The peak location p is relative to the original peak location x. The estimate of the true
peak location is found using equation 3.4.
x∗ = xβ + p (3.4)
4. The estimate of the magnitude at the new peak is given by equation 3.5.
y(p) = β − 1
4
(α− γ)p (3.5)











Figure 3.6: Quadratically Fitted Peaks.
The frequency of a peak in Hz is fsx∗/N . Once the peaks have been determined, the
original data window is no longer used. The peaks are then classified musically to be used
for polyphonic pitch detection.
3.2.3 Polyphonic Pitch Detection
Polyphonic pitch detection is an inherently difficult problem. The difficulty is exacerbated
by musical signals in which overtones of one frequency often overlap with other funda-
mental frequencies. Certain steps can be taken, however, to accurately detect fundamental
frequencies. The guitar is also limited to a maximum of 6 notes simultaneously, reduc-
ing the complexity of the pitch detection problem versus the generic case. The following
describes the method used in this thesis work to perform polyphonic pitch detection.
The signal processing steps produce a set of peaks as an end result. These peaks have a
frequency and magnitude. A peak in frequency has the potential to represent a combination
of several fundamentals and harmonics. In Note-Octave notation (section 2.1), harmonics
can be indicated with the use of exponents, e.g. E22=164.8 Hz. Using this notation, how-
ever, leads to multiple possible names for the same frequency peak; is the peak E22 or E31?
In our algorithm, we are primarily concerned with determining the near-integer multiple of
the lowest frequency occurence of the note on the guitar. To this end, we assume the octave
to be the octave of the lowest frequency occurence of the note on the guitar and omit it,
19
using only the exponent to describe the multiple. We call this notation “Note-Multiple”.
While an 82.4 Hz E note would be E2 in Note-Octave notation, it is E1 in Note-Multiple
because 82.4 Hz is the lowest frequency E on the guitar. E2 refers to 164.8 Hz, etc.
Algorithm 3.2.1 is used to associate peaks with note-multiples. The algorithm divides
the peak frequency by each of the lowest note frequencies in Table 3.1, and uses the quo-
tient and remainder to determine the multiple and error respectively. The algorithm takes
into account the frequency resolution, tuning inaccuracy, and tendency for higher multiple
harmonics to not be exact integer multiples in developing an error threshold. If the re-
mainder is less than the threshold, the note-multiple is considered a possible match for the
peak.
E1 F1 F]1 G1 G]1 A1 A]1 B1 C1 C]1 D1 D]1
82.4 87.3 92.5 98.0 103.8 110.0 116.5 123.5 130.8 138.6 146.8 155.6
Table 3.1: Lowest Guitar Frequencies [Hz] (Multiple 1)













82.4 87.3 92.5 98.0 103.8 110.0 116.5 123.5 130.8 138.6 146.8 155.6
164.8 174.6 185.0 196.0 207.7 220.0 233.1 246.9 261.6 277.2 293.7 311.1
247.2 261.9 277.5 294.0 311.5 330.0 349.6 370.4 392.4 415.8 440.5 466.7
329.6 349.2 370.0 392.0 415.3 440.0 466.2 493.9 523.3 554.4 587.3 622.3
412.0 436.5 462.5 490.0 519.1 550.0 582.7 617.4 654.1 693.0 734.2 777.8
494.4 523.8 555.0 588.0 623.0 660.0 699.2 740.8 784.9 831.5 881.0 933.4
576.8 611.1 647.5 686.0 726.8 770.0 815.8 864.3 915.7 970.1 1027.8 1088.9
659.3 698.5 740.0 784.0 830.6 880.0 932.3 987.8 1046.5 1108.7 1174.7 1244.5
741.7 785.8 832.5 882.0 934.4 990.0 1048.9 1111.2 1177.3 1247.3 1321.5 1400.1
824.1 873.1 925.0 980.0 1038.3 1100.0 1165.4 1234.7 1308.1 1385.9 1468.3 1555.6
906.5 960.4 1017.5 1078.0 1142.1 1210.0 1282.0 1358.2 1438.9 1524.5 1615.2 1711.2
988.9 1047.7 1110.0 1176.0 1245.9 1320.0 1398.5 1481.6 1569.8 1663.1 1762.0 1866.8
Table 3.2: Note-Multiples with Overlapping Harmonics
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Algorithm 3.2.1: GETNOTEMULTIPLESATPEAK(sampleNumber)
global tuningError, samplingFrequency, FFTSize
local fDelta, frequency, quotient, remainder, threshold
local q, t, x, fPeak
comment: fPeak is an object which stores a list of viable note-multiples
fDelta← samplingFrequency/FFTSize
frequency ← sampleNumber ∗ fDelta
comment: Each of the low frequencies in Table 3.1 is stored in an array





remainder ← ABS(quotient− q)
comment: Threshold halved when using quadratic peak fitting
t← (fDelta+ tuningError) ∗ quotient
x← (lowFrequency + t)/lowFrequency
threshold = ABS(ROUND(x)− x)/2
if remainder < threshold
then





peaks is a list of peak objects
Peak objects have a list of corresponding note-multiples
fundamentals is a list of fundamental, a type of note-multiple
local fundamentals
for each currentPeak ∈ peaks
do







Search through note-multiples for supporting harmonics
if candidateHarmonic is a viable harmonic of candidateFundamental
do Add to list of supporting harmonics
if candidateFundamental→ supportingHarmonics→ size > 0
do Add candidateFundamental to fundamentals
return (fundamentals)
After associating note-multiples with peaks, the next step is to determine which of these
correspond possibly to fundamentals. Each fundamental appears not as an individual peak,
but as a series of harmonics. Any peak being considered as a fundamental must have cor-
responding harmonics to support its existence. Conversely, “floating”, or unassociated har-
monic note-multiples are meaningless without a base harmonic. The process of associating
harmonics with potential fundamentals is detailed in Algorithm 3.2.2.
Recalling from Section 2.1, the frequency of notes is on a logarithmic scale – notes are
closer together lower in frequency and more spread apart higher in frequency. The FFT, on
the other hand, has uniform resolution. It is therefore possible to have one peak represent
more than one note-multiple. E1 and F1 from Table 3.1 are separated by only 4.9 Hz. It is
also possible to have two notes play together but only appear as a single peak, such as A1
on the low E string and A]1 on the A string, a separation of only 6.5 Hz. From Equation
2.5, with fs = 8000 Hz and N = 2048 samples, f∆ = 3.906 Hz. f∆ is simply the width of
each bin without factoring in variability in Algorithm 3.2.1 for tuning error.
However, this lack of frequency resolution does not present a problem. Possible fun-
damentals are checked for supporting harmonics in Algorithm 3.2.2. Without supporting
harmonics, a power-of-two note-multiple is only an overtone of another fundamental.
The structure of the guitar also lends itself to simplifying the problem. In the previous
example of E1 and F1, knowing that both of these notes can only be produced on the low E
string of the guitar, only one of these notes can be produced at a time. It follows that only
one will have supporting harmonics.
Even if supporting harmonics exist, a note-multiple may be only an overtone of another
fundamental. This leads to a straightforward way to find definite fundamentals from a list
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of potential fundamentals. With the list of possible fundamentals in ascending order with
respect to frequency, starting from the peak of lowest frequency, Algorithm 3.2.3 describes
a method of finding which fundamentals cannot be harmonics of other fundamentals, and
thus must be fundamental frequencies.
Algorithm 3.2.3: FINDDEFINITEFUNDAMENTALS(fundamentals)
comment:
definiteFundamentals & potentialFundamentals are lists of fundamentals
local harmonicBoolean, definiteFundamentals, potentialFundamentals




for each definite ∈ definiteFundamentals
do

for each harmonic ∈ definite→ supportingHarmonics
do
{
if fundamental == harmonic
then harmonicBoolean← true
if harmonicBoolean
then Add fundamental to potentialFundamentals
else Add fundamental to definiteFundamentals
3.3 Probabilistic Model
Although much of the processing performed in this thesis work relates to the polyphonic
pitch detection algorithm, the results it produces are imperfect. The problem of detecting
all fundamental frequencies in an audio signal is not a solved problem. The algorithm
used can find a certain fraction of the total number of fundamentals. There can also be
several “possible” fundamentals. Sets of fundamentals are generated for all the possible
fundamental combinations that could result in the frequency peaks found in the Fourier
transformed signal window.
This thesis work embraces the lack of precision in polyphonic pitch detection and at-
tempts to form a best solution by analyzing the different possible ways to play a particular
set of fundamentals. Some of these “fingerings” are unrealistic because they would require
the guitarist to exceed reasonable measures of performance. These measures include the
spread of the fingers and the distance from the previous fingering. In a way, the guitar
constrains the polyphonic pitch detection problem and makes it tractable.
“Guitar states” are the combination of a set of fundamentals and a particular way to play
those notes. In this thesis work, expert knowledge of the guitar is used to associate con-
fidence values with guitar states. In the following sections, the methodology for choosing
these confidence values is discussed.
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3.3.1 Static Confidence
Static confidence refers to the confidence given to a generated guitar state independent
of other guitar states. Two metrics are analyzed independently and then combined: the
confidence of a state based on its fundamentals, and the confidence of a state based on its
fingering. The confidences of these two factors are combined in a weighted average.
Fundamental Confidence
Each fundamental from the guitar state is analyzed in two ways: the number of supporting
harmonics, and a measure of magnitude we will call “power”.
Supporting harmonics are the evidence of a fundamental’s existence. A fundamental
by itself is only a sine wave and does not have any of the “character” of the instrument.
This character is shown in the form of the timbre of a note, or the partials (overtones) that
accompany the fundamental.
It may be difficult to distinguish between a true fundamental and a harmonic with a
power-of-two multiple. It is hypothesized that proposed fundamentals with more support-
ing harmonics have a higher probability of being fundamentals than those with few or no
supporting harmonics. The numbers in Table 3.3 were determined by referencing Table
3.2. Fundamentals with no supporting harmonics are not considered. Fundamentals with
only one supporting harmonic are more difficult to distinguish because they can be caused
completely by one note. These examples are assigned the relatively low confidence value
of 0.50. Take as an example E1; in exciting the low E string, harmonic 3 is very close to a
B2, with a false supporting harmonic in harmonic 6. Harmonic 5 is also very close to a G]4,
with a false supporting harmonic in harmonic 10. Fundamentals with 3 supporting harmon-
ics are given higher confidence values, but are still possible false fundamentals. From the
previous example of E1, add B4. It will appear as if B2 has at least 2 supporting harmonics,
and likely more. Confidence is increased for 3 supporting harmonics to 0.90, and is set to
1.0 for 4 or greater supporting harmonics. Keep in mind that these values are not proba-









Table 3.3: Number of Supporting Harmonics vs. Confidence of Fundamental
The second factor used to determine fundamental confidence values is called “power”
in this thesis work. It is defined in Equation 3.6 as the sum of the magnitudes of the fre-
quency peaks corresponding to the fundamental and first overtone. This has the advantage
of increased robustness against destructive interference of overlapping harmonics. A sin-
gle peak will diminish in magnitude significantly as the product of two harmonics with
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opposing phase. On the other hand, it also provides robustness against constructive in-
terference, which could falsely promote a single peak as a fundamental when considered
independently.
power = F (xH0) + F (xH1) (3.6)
µpower is defined as the mean of the powers of the fundamentals known to exist (those
that cannot possibly be harmonics of other fundamentals). It is hypothesized that proposed
fundamentals with power higher than µpower are more likely to be fundamentals, whereas
those with lower power are less likely. Arctangent is used as a straightforward, continuous
way to determine confidence values. It has the property of being nearly linear near 0, while
becoming asymptotic farther away. This measure is normalized so that the asymptotes
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Figure 3.7: x = power − µpower, y = Ppower
The confidence values for the power and support of each fundamental are combined to
create a confidence value for the fundamental itself. This is done using a weighted average.
The above describes how confidence values are assigned to fundamentals individually.
However, fundamentals must be considered in groups. The confidence values for each
fundamental in a set of fundamentals is averaged to achieve the confidence value overall.
Confidence values for a set of fundamentals allow for testing to check algorithm results
against a ground truth. This testing enables the determination of the best set of weighting
parameters.
Fingering Confidence
The next step is to determine a confidence value for fingerings, and then static guitar states
overall. Fingering confidence is determined by the spread of the fingering. A smaller spread
of fret numbers will be easier to play than a larger spread. Large spreads may not even be
biomechanically feasible, as one can only stretch their fingers so far.
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In order to get the fret spread, the maximum and minimum fret numbers in the fingering
are found, not considering strings played open. The confidence is assigned as shown below
in Table 3.4.









Table 3.4: Fret Spread vs. Fingering Confidence Value
Four fingers are available to press down on separate frets. Chords with spread 0 - 2 are
the most common and easy to play. Chords with a spread of 3, 4, and 5 are progressively
more rare and difficult to play. A spread of 6 or greater is considered biomechanically
infeasible. Recall, however, that a spread confidence of 0 will not disqualify the respective
guitar state due to the amalgam of sources from which overall confidence is derived.
3.3.2 Static Confidence Calculation
The overall static confidence of a guitar state is determined by weighted average. Fingering
confidence is weighted against fundamental confidence. The Test Methodology (Chapter
4) describes how this weighted average is balanced.
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3.3.3 Dynamic Confidence
Dynamic confidence refers to the confidence of a generated guitar state based on previous
guitar states. The processing algorithm attempts to ignore the transitionary states between
sounded notes/chords. When successful, this allows two states with valid information to
be adjacent. Leveraging this property, dynamic confidence is calculated by looking at the
difference in first fret position between the previous highest dynamic confidence guitar
state and the current guitar state. The first fret position in a chord is always played by the
index finger of the guitarist, providing a consistent measure of position on the fretboard.








Table 3.5: Static Guitar State Weighting Parameters
Dynamic confidence is calculated as the average of the fret distance and static guitar
state confidences. Dynamic confidence can also be seeded by the user. By selecting the




This section describes the methodology used for collecting and analyzing the output of the
algorithm. There were two high-level scenarios tested: performance with single chords and
performance with a variety of input signals over time.
The system must first be tuned to make the best results possible. The parameters con-
trolling the amount of weight placed on fingering confidence vs. fundamental confidence,
support confidence vs. power confidence, and the divisor used all affect the final results.
The next step is to collect results and process them in a way that demonstrates the
performance of the system.
4.0.4 Chords
The first scenario, performance with single chords, is meant to test the difference in perfor-
mance between polyphonic pitch detection alone and with the contribution of information
about the guitar. Also, as will be described later, chords are one of the scenarios that this
signal processing system handles well – tuning the system for one specific scenario show-
cases the maximum potential of the system when constrained to a particular usage model.
Tuning and testing the system by hand is an extremely tedious process. The number
of tests you can run is limited and the difficulty is amplified by the necessity to re-test
the system after making any changes to the algorithm. A robust test infrastructure was
developed to enable to automation of testing across multiple audio files and parameters,
automatically collecting results and performing basic statistical analysis on the data. This
test infrastructure, however, only works with audio clips where the output can be analyzed
and compared against a ground truth. Audio clips that stress the limits of the system (pro-
ducing non-deterministic results), or where the output is not known exactly, are not valid
candidates.
To test the system, 16 chords of 4, 5, or 6 notes were chosen with emphasis on covering
many different combinations of notes and several different fingering shapes. Those chords
and the fingerings used to play them are demonstrated with the chord diagrams shown in
Figure 4.1.
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E Em F G
Figure 4.1: Chord Diagrams
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Recordings of each chord were taken. The system consisted of an unamplified Gibson
Les Paul electric guitar connected directly to the line-in on a Generation 5.1 Macbook Pro
using a 1/4” guitar cable and a 1/4” to 1/8” adapter. The recordings were taken using
Audacity with 8000 Hz sampling frequency and exported to 16 bit PCM wav files.
A ground truth file was composed listing the file name and expected algorithm output
for each audio file. The expected algorithm output is in the form of fingerings. The ground
truth file can also list several expected outputs for a single audio file, not for audio files that
change over time, but for checking to see if the algorithm produced close but not exactly
correct results for a single chord.
The test automation iterated through possible divisor values (see Equation 3.2) and con-
fidence weightings. A larger divisor reduces the peak threshold, affecting the results of
the polyphonic pitch detection algorithm by allowing more or fewer peaks. Confidence
weightings determine which parts of the algorithm have the most impact on the results.
The purpose of this testing was to find the weights that minimize errors and produce good
ranking overall. Where the minimum weight is 0 and the maximum 1, the system iterated
with a granularity of 0.2. The divisor was tested with a granularity of 0.4. Instead of the
user interface demonstrated in Figure 4.2, the algorithm is run in a “headless” mode, out-
putting its results to a CSV file. Post-processing on the CSV file was used to determine
which settings produced the best output with respect to the average rank of the correct fin-
gering among all results and the percentage of the time that the correct fingering was the
top ranked result.
Figure 4.2: Fretboard Visualizer User Interface; Bm chord
4.0.5 General Case: Varied Input over Time
Tuning the system for a variety of input that changes over time is not as straightforward
as for single chords. Whereas in the previous scenario testing could be automated using a
known ground truth entered into a text file, providing the same level of automation for the
general case was not feasible in the scope of this project. In addition, while the automation
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results provide an excellent window into the statistical properties of the results, they do not
offer any insight into the qualitative properties of the results.
A basic run through the available parameters for weighting with coarse granularity was
done, and results were collected for those selected parameter values using the UI shown in
Figure 4.2. As can be seen in Figure 5.1, many acceptable tunings for a variety of fingering
weightings exist – it tends to be the case that tuning of the signal processing system is more
temperamental. For this reason, the fingering weight was selected at 0.6, and more time was
spent adjusting the other parameters. The granularity of the divisor was 1.0 ranging from 2
to 4, and the granularity of power/support was 0.25 ranging from 0 to 1. The values chosen
were validated as reasonable choices against the more thoroughly tuned chord scenario.
This was sufficient for qualitative analysis of results.
To tune the system for the general case, four audio files were recorded with the intent
of exposing potential issues with the polyphonic pitch detection algorithm. The output of
was broken down by rank into 1, 2, 3, 4, 5, + and N\A buckets. The numerical buckets are
for ranks 1 - 20 and the N\A bucket is for results that do not show up in the top 20 ranked
results. Results that would be ranked 21 and above are not stored by the system to conserve
memory.
• A D major “open” chord (D1,A2,FS4,D2) was tested because its highest frequency
note is on the highest frequency string. Extra false fundamentals would cause the
chord to not be playable where it was played on the fretboard. The results of this test
are shown in Table 5.5.
• An A major “bar” chord (A1,E2,CS2,A2,E4,A4) was tested because there is significant
harmonic overlap. These true fundamentals could be considered to be only harmonics.
The results of this test are shown in Table 5.6.
• The low E string was played open as another test (E1). The high power of the thick-
est guitar string could lead to plenty of false fundamentals, with its octave being a
particular challenge. The results of this test are shown in Table 5.7.
• The B string was played open as a final test (B2). This test was formulated with similar
intent as the low E test, however the change in string composition from a wound string
with a solid core to a completely solid string could change harmonic characteristics
(timbre). The results of this test are shown in Table 5.8.
For the actual testing, four audio files were recorded to test the performance of the
system in the general case. These pieces were chosen because they exercise the system in
various ways.
1. The rhythm section of Say it Ain’t So by Weezer. This piece uses a series of chords
each with three notes. These chords can be played in several different places on the
guitar.
2. Chords from the verse of Australia by The Shins. These chords are all six notes,
meaning that there is only one place they can be played, but that detecting all of the
fundamentals will be the challenge.
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3. An A major scale played at 90 BPM.
4. A descending scale from Antonio Vivaldi’s Concerto In C Major For Mandolin,
Strings & Continuo. This series of notes is played very quickly.
These audio files were tested under the following conditions:
• Static Confidence
• Dynamic Confidence
• Dynamic Confidence with Seeding
The results were categorized as follows:
• Top Result
• Top 2-7 Result
• Not in Top 7 Results
• Transition State
The “Top Result” is the highest ranked solution. The purpose of the “Top 2-7 Result”
category is to classify results that make it near the top of the list (perhaps even tied for first)
and can be chosen at a glance from the user interface. A “Transition State” is a solution
which appears to be the product of noise caused by switching from one fingering to another.
The purpose of this results classification system is to qualitatively analyze the output by
covering a set of anticipated user scenarios for the target application:
• “The correct result is immediately presented to me.”
• “The correct result is immediately accessible via the presented user interface.”
• “I must search through the list of results to find the correct result.”





Dozens of tables such as Table 5.3 were generated to fill in the values in Table 5.1. The
tuning parameters shown in Table 5.1 are the top parameter values when the results are
sorted by Average Correct Result Rank. Because the goal of the system is to have the
correct result at the Rank 0 position, these shown parameter values indicate a good choice
for tuning parameters. The choice made for the chords scenario is shown in Table 5.2. The
full results for the set of recordings at these tuning parameters is shown in Table 5.3. The
change in Average Correct Result Rank and Percent Frames Correct (Rank 0) is shown with
the results sorted by Average Correct Result Rank. A mostly linear progression is seen as
parameters are tuned to produce better results.
As is shown in Table 5.3, the average rank of the correct result is 2.1 and the correct
result was top ranked 22.4% of the time. This can be compared to the results in Table 5.4,
where fingering confidence was not used at all and the polyphonic pitch detection algorithm
used was allowed to stand on its own.
For this comparison, a correct result was considered to be any fingering that maps to the
same notes. When fingering confidence isn’t considered at all it doesn’t make sense to only
look for one fingering. The transcription problem switches from tablature to sheet music for
this example. The goal of this comparison is to test if adding information about the guitar
can help to constrain the polyphonic pitch detection problem. Even at a rate of 22.4%,
the results with fingering information included in the calculation are markedly better. To
conserve memory, the real-time system only holds on to the top 20 results for each frame of
audio. For several of the audio files, there was not even a single instance of the correct result
existing in the top 20. Whereas the average rank for the result with fingering information
included was about 2 (where 0 is top), the average rank for polyphonic pitch detection alone
is over 14.1 (furthermore, the degree to which the average is over 14.1 is not known).
5.0.7 General Case
Tuning
D Major Open: In Table 5.5, it is immediately apparent that the divisor of 2 may be too
low due to the numerous frames in which the correct result was not found at all. The low
divisor sets a high threshold, causing many legitimate peaks to be considered as noise. The
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divisor also has an effect on the “support” metric. Fewer peaks will cause fewer supporting
harmonics, and more peaks will allow more supporting harmonics to show through. With
the divisor set at 4, the results tend to stay true as the weight is shifted to the support metric.
Overall, the algorithm matches well with this audio file, placing the correct set of fun-
damentals as top rank consistently for support weights of 0.00, 0.25, and 0.50 (1.00, 0.75,
and 0.50 for power weight). For the D major chord, the metric of power is preferred over
support for producing results accurate to ground truth.
A Major Bar: In Table 5.6, the N\A column demonstrates the same property as Table
5.5 – loss of fundamentals. Performance is spotty, but shows a similar trend to D maj. in
that weight on the power metric provides more high-ranking results and fewer ‘+’ column
results.
Low E Open: See Table 5.7. Reversing the trend from the previous chords, the lone
E note clearly produces better results with weight mostly on the support metric. The E2
octave of E1 was particularly tricky – its magnitude was relatively high with excellent
support provided by the harmonic-rich open E string.
B Open: See Table 5.8. Results for the open B string are similar in ways to both the low
E string and the D major chord. Like the low E, good performance is seen with weight on
the power metric, however better tolerance for balanced weight is also apparent. Similarly
to the D major chord, fewer harmonics are present resulting in most results either ranked
1 or 2. Interestingly, a high divisor of 4 worsens results considerably with weight on the
power metric, presumably due to the higher number of harmonics with a lower threshold.
In short, the support metric works well for single notes, and the power metric works
well for chords. The question, therefore, is how does one pick a single weighting and
divisor that will permit high performance in a variety of cases? The divisor displayed
decent performance with a divisor of 3. The power/support weighting decision is more
difficult. Unfortunately, E1 displays such a propensity for the support metric that it may
not be possible to completely accommodate it without sacrificing chord performance.
The parameters in Table 5.9 were settled upon as a compromise between performance
for chords and single notes.
Test Cases
The results are shown in Tables 5.10, 5.11, 5.12 and 5.13.
Weezer: Say it Ain’t So
Table 5.10 shows very good results, with the correct result ranked top 38/39 frames. The
performance here can be explained as follows; each of these chords consists of only three
notes. Each note is known to be a definite fundamental. The notes are played on the G, B,
and e strings of the guitar, leaving no further room for fundamentals as those are the three
highest frequency strings. In addition, this is the lowest fret fingering for this set of notes,
naturally sorting it above other fingerings for the same set of notes with equivalent static
probability.
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The unseeded dynamic results did not perform as well as the static results, showing
34/38 frames where the correct result ranked top. When the dynamic results were properly
seeded, the results were back to the standard set by the static results.
The Shins: Australia
Table 5.11 shows results that seem to match the benchmark set for chords in Table 5.3.
Seeded dynamic results show definite improvement over static results, particularly in regard
to the spread of results. The number of frames in which the correct result ranked outside the
top 7 decreased dramatically when the system was seeded. To perform a direct comparison
with the results from single chords, transition states are ignored and a 22% accuracy rate is
seen. This matches almost exactly with the values seen for the controlled tuning exercise.
A Major Scale
The results in Table 5.12 show considerable poorer performance for this audio file when
compared to the first two audio files analyzed for the general case. Dynamic confidence did
little if anything to improve the results, with static confidence showing the most number of
correct frames ranked top at 2/16, or 12.5%.
Qualitatively, however, the results are better than they appear. This system relies heavily
on fingering information to distinguish between signals where harmonics are being consid-
ered as fundamentals. This logic does not come into play with single notes.
Vivaldi
This audio file consists of several one or two note combinations played very quickly. There
is a lot of room for error on the part of the guitarist. Similarly to “Say it Ain’t So”, these
notes are all played on the three highest frequency strings. Because of this, the results
benefit greatly from seeded dynamic confidence: once the system has established where
the notes are being played, there are very few mistakes to be made in regard to harmonics
being treated as fundamentals inappropriately.
However, there are only nine frames indicated by the results – there were definitely more
than nine notes played in this audio file. This suggests that a lot of the information was not
processed. The reason for this is twofold.
• There is considerable noise generated when playing this quickly.
• The speed at which this piece is played may be near the limit of the system’s ability.
The overlap from the STFT is likely causing two notes to be “seen” by the system
simultaneously. These frames are often rejected by the the system when generating
fingerings because both notes are played on the same string, and therefore no suitable
fingering exists.
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5.0.8 General Analysis of Performance
Chords
The performance of this system on its own is likely not up the the standard of a product that
end users would find useful. 22.4% success is poor, especially considering that a system
thoroughly designed to only detect chords would perform much better.
The important performance metric to walk away with is the improvement over a system
that uses only polyphonic pitch detection. Incorporating information about the guitar and
the limits of a guitarist improve results dramatically. A logical next step would be to take
an already successful polyphonic pitch detection algorithm and apply the guitar specific
information to that system.
General Case
There are a few major problems when dealing with single notes in this system. First is that
this polyphonic pitch detection system does not have a very robust, independent way of
dealing with harmonics and discerning them from definite fundamentals – the main way in
which we try to achieve this is through fingerings, which only make sense for fingerings
with more than one note.
Noise is also a major problem. The transition between fingerings is very different when
considering chords and single notes. When chords are being played, the fingers are lifted
off of the fretboard completely, repositioned, and pressure is reapplied to the fretboard.
Then, the strings are strummed (multiple played at once) again. This typically leaves no
residual vibration of strings from the previous chord. There may be a brief period of noise,
or buzzing, but the system presented in this work does a decent job of ignoring those tran-
sitionary states.
On the other hand, single notes provide a plethora of ways in which noise that will
confuse the system can be generated. In lifting one’s finger off of one string and onto
another, some vibration is induced on the previous string. In this system, with the concept
of definite fundamentals, this small amount of noise translates to fingering outputs that
show a lot of residual fingering information. It would be necessary to introduce additional
signal processing to suppress this kind of noise from entering the system and producing
definite fundamentals. Another similar way noise can be produced is vibrations induced
by accidentally brushing up against adjacent strings. Neither of these two sources of noise
are typically noticeable to a human listener, but the signal processing system detects them
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Figure 5.1: Plot Describing Full Data of Tuning Parameter Automation
Divisor Fingering Weight Fundamental Weight Support Weight Power Weight
2.4 0.6 0.4 0.2 0.8
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Table 5.4: Automation Result: Polyphonic Pitch Detection Only
Support Power Divisor #1 #2 #3 #4 #5 + N\A
0.00 1.00 2 17 1 0 0 0 0 12
0.25 0.75 2 21 0 0 0 0 0 9
0.50 0.50 2 22 0 0 0 0 0 8
0.75 0.25 2 1 25 0 0 0 0 4
1.00 0.00 2 0 18 0 0 0 0 12
0.00 1.00 3 26 2 0 0 0 0 2
0.25 0.75 3 26 2 0 0 0 0 2
0.50 0.50 3 29 0 0 0 0 0 1
0.75 0.25 3 2 27 0 0 0 0 1
1.00 0.00 3 0 29 0 0 0 0 1
0.00 1.00 4 25 5 0 0 0 0 0
0.25 0.75 4 25 5 0 0 0 0 0
0.50 0.50 4 27 3 0 0 0 0 0
0.75 0.25 4 9 21 0 0 0 0 0
1.00 0.00 4 1 29 0 0 0 0 0
Table 5.5: General Case Tuning: D Major Open Chord
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Support Power Divisor #1 #2 #3 #4 #5 + N\A
0 1 2 0 2 0 7 1 2 18
0.25 0.75 2 0 2 1 5 1 2 19
0.5 0.5 2 0 1 2 4 1 3 19
0.75 0.25 2 0 0 0 0 1 8 21
1 0 2 0 0 0 0 11 0 19
0 1 3 0 2 2 10 5 8 3
0.25 0.75 3 0 1 1 10 6 9 2
0.5 0.5 3 1 0 1 8 6 12 2
0.75 0.25 3 0 0 2 1 9 15 3
1 0 3 0 0 0 2 2 24 2
0 1 4 0 2 0 5 8 15 0
0.25 0.75 4 0 2 0 8 5 9 4
0.5 0.5 4 0 0 1 9 5 10 5
0.75 0.25 4 0 0 0 1 12 12 5
1 0 4 0 0 1 0 2 20 7
Table 5.6: General Case Tuning: A Major Bar Chord
Support Power Divisor #1 #2 #3 #4 #5 + N\A
0 1 2 0 0 1 5 0 24 0
0.25 0.75 2 0 4 0 3 2 21 0
0.5 0.5 2 1 5 12 0 10 2 0
0.75 0.25 2 7 22 0 1 0 0 0
1 0 2 30 0 0 0 0 0 0
0 1 3 0 0 0 0 0 30 0
0.25 0.75 3 0 0 0 0 0 30 0
0.5 0.5 3 0 0 18 0 7 5 0
0.75 0.25 3 1 26 3 0 0 0 0
1 0 3 30 0 0 0 0 0 0
0 1 4 0 0 0 0 0 30 0
0.25 0.75 4 0 0 0 0 0 30 0
0.5 0.5 4 0 0 11 0 11 8 0
0.75 0.25 4 0 22 4 4 0 0 0
1 0 4 30 0 0 0 0 0 0
Table 5.7: General Case Tuning: E1 Open
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Support Power Divisor #1 #2 #3 #4 #5 + N\A
0 1 2 0 30 0 0 0 0 0
0.25 0.75 2 0 30 0 0 0 0 0
0.5 0.5 2 6 24 0 0 0 0 0
0.75 0.25 2 30 0 0 0 0 0 0
1 0 2 30 0 0 0 0 0 0
0 1 3 0 29 0 1 0 0 0
0.25 0.75 3 0 29 0 1 0 0 0
0.5 0.5 3 15 15 0 0 0 0 0
0.75 0.25 3 30 0 0 0 0 0 0
1 0 3 30 0 0 0 0 0 0
0 1 4 0 0 7 23 0 0 0
0.25 0.75 4 0 23 2 5 0 0 0
0.5 0.5 4 13 15 2 0 0 0 0
0.75 0.25 4 30 0 0 0 0 0 0
1 0 4 30 0 0 0 0 0 0
Table 5.8: General Case Tuning: B2 Open
Divisor Fingering Weight Fundamental Weight Support Weight Power Weight
3.2 0.4 0.6 0.6 0.4
Table 5.9: Selected Parameter Values: General Case
Weezer Top Top 7 N/A Transition
Static 38 0 0 1
Dynamic 34 4 0 1
Seeded Dynamic 38 0 0 1
Table 5.10: “Say It Ain’t So” Results
Australia Top Top 7 N/A Transition
Static 11 36 36 17
Dynamic 14 30 37 19
Seeded Dynamic 18 60 4 18
Table 5.11: “Australia” Results
A Major Scale Top Top 7 N/A Transition
Static 2 11 5 4
Dynamic 0 16 2 4
Seeded Dynamic 1 14 4 3
Table 5.12: A Major Scale Results
Vivaldi Top Top 7 N/A Transition
Static 3 6 0 0
Dynamic 4 5 0 0
Seeded Dynamic 8 1 0 0




The purpose of this thesis work was to develop technology aimed at real-time software
electric guitar audio transcription. The overarching user scenario was as follows: A user
plugs his electric guitar into the line-in port on a computer, launches a user-mode software
application, and the notes the user is playing appear on the screen in the form of guitar
tablature. Creating such a system involved making several assumptions, such as the amount
of time a user would be willing to wait for the results to appear on the screen and the
implications that had on the signal processing that could be performed. In addition, the
most robust and performant polyphonic pitch detection algorithms existing elsewhere are
either not implemented or not intended for real time applications. To ensure the enablement
of the target scenario, a polyphonic pitch detection algorithm was developed that was able
to run in real-time. This algorithm was was able to overcome the uncertainty in frequency
imposed by the short sampling time and produced not one, but many results to be fed
into a classification system utilizing properties of the guitar to constrain the problem. The
uncertainty in frequency was handled by analyzing peaks in frequency as harmonics. The
treatment of a peak as a fundamental frequency was gated on the existence of harmonics,
known to appear at near-integer multiples of the fundamental frequency. Some peaks were
considered to be definite fundamentals, as their existence was not explained by any peaks
lower in frequency. Other peaks only posed the potential to be fundamental frequency,
because they could also be explained as harmonics of a definite fundamental. The multiple
results consisted of the merger of the definite set of fundamentals X and all combinations






Various audio samples were used to train the system and the results were analyzed by
running the system against several short pieces of music. It was determined that a lack of
robustness in the polyphonic pitch detection algorithm limited the performance of the end-
to-end system, especially for musical pieces with significant amounts of noise generated by
fast playing. Outside of the limitations of the system, results indicated several contributions
made by this thesis work.
1. The system works in real time, and is not processor bound. It also poses the possi-
bility of adding more complexity to the polyphonic pitch detection algorithm without
affecting the ability to process in real-time.
2. Adding information about the guitar to constrain the problem improved performance
dramatically over polyphonic pitch detection independently. While the polyphonic
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pitch detection alone ranked the correct result as 14th or worse on average, the con-
strained system ranked the correct result 2nd on average (ordinality beginning at 0).
Future work on this project should include the following investigative efforts and imple-
mentation details.
1. A more robust polyphonic pitch detection system should be investigated. This may
require adapting another algorithm to work in real time. Using a polyphonic pitch
detection algorithm that considers more potential states of the system will bring the
system closer to achieving the end-to-end target scenario. Using another polyphonic
pitch detection algorithm would also add another data point regarding the contribution
made by applying information about the guitar to constrain the system.
2. Future implementations should target sheet music instead of tablature. The various
playing styles and chord formation preferences among guitarists is the initial reason
informing this assertion. It also became apparent in the course of this thesis that
targeting tablature causes an overwhelming number of results to be produced by the
algorithm, impacting performance and diluting the information presented to the user.
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