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Abstract
We generalize the classical Bochner formula for the heat flow on M to martingales on the
path space PM, and develop a formalism to compute evolution equations for martingales on
path space. We see that our Bochner formula on PM is related to two sided bounds on Ricci
curvature in much the same manner that the classical Bochner formula on M is related to lower
bounds on Ricci curvature. Using this formalism, we obtain new characterizations of bounded
Ricci curvature, new gradient estimates for martingales on path space, new Hessian estimates
for martingales on path space, and streamlined proofs of the previous characterizations of
bounded Ricci curvature from [Nab13].
Contents
1 Introduction 2
1.1 Background on Lower and Bounded Ricci Curvature . . . . . . . . . . . . . . . . . . . . . 2
1.2 Bochner Formula for Martingales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Generalized Bochner Inequality for Martingales . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Applications of Martingale Bochner Formula . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Preliminaries 10
2.1 Frame bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Brownian motion and stochastic parallel transport . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Conditional expectation and martingales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Cylinder functions and approximation arguments . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Parallel Gradient and Malliavin gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
∗R.H. has been partially supported by NSF grant DMS-1406394 and NSERC grant RGPIN-2016-04331. A.N.
has been partially supported by NSF grant DMS-1406259. Both authors also acknowledge the invitation to MSRI
Berkeley in spring 2016 supported by NSF Grant DMS-1440140, where part of this research has been carried out.
1
3 A reinterpretation of martingale formulas 15
3.1 Martingale representation theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Ito formula and Ito isometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4 Evolution equations on path space and Generalized Bochner Formula 17
5 Characterizations of bounded Ricci and Hessian estimates 21
5.1 Proof of |Ric| ≤ κ =⇒ (C1) =⇒ (C2) =⇒ (C3) . . . . . . . . . . . . . . . . . . . . . . 21
5.2 Proof of (C1) =⇒ (C4) ⇐⇒ (C5) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.3 Proof of (C5) =⇒ (G1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.4 Proof of (G1) =⇒ (G2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.5 Proof of (H1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.6 Proof of (H1) =⇒ (H2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.7 Proof of (H3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.8 Proof of (R2) − (R7) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.9 Proof of Converse Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1 Introduction
The main goal of this paper is to explain how bounded Ricci curvature can be understood by analyzing the
evolution of martingales on path space, generalizing the well known and important principles of how lower
bounds on Ricci curvature can be understood by analyzing the heat flow. The formalism we develop will
allow us to do analysis on the path space PM of manifolds with bounded Ricci curvature using techniques
and ideas which mimic closely the ideas used to do analysis on manifolds with lower Ricci curvature bounds.
1.1 Background on Lower and Bounded Ricci Curvature
Lower bounds for Ricci curvature. To put things into context, let us briefly mention the theory of spaces
with Ricci curvature bounded below, which has been a very active area of research in the last 30 years. This
theory can be pursued either in the setting of smooth Riemannian manifolds and their Gromov-Hausdorff
limits, see e.g. [CC96, CC97, CN13], or in the more general setting of metric measure spaces, see e.g.
[LV09, Stu06, AGS14, Gig13]. The starting point for most of the analysis of such spaces with Ricci curva-
ture bounded below, say by a constant −κ, is the classical Bochner inequality. For solutions Ht f of the heat
flow this may be written as
(
∂t −
1
2∆
)
|∇Ht f |2 ≤ −|∇2Ht f |2 + κ|∇Ht f |2 . (1.1)
The Bochner inequality (1.1) in particular implies the dimensional Bochner inequality
(
∂t −
1
2∆
)
|∇Ht f |2 ≤ − 1n |∆Ht f |2 + κ|∇Ht f |2 , (1.2)
2
and the weak Bochner inequality
(
∂t −
1
2∆
)
|∇Ht f |2 ≤ κ|∇Ht f |2 , (1.3)
and conversely there is a self-improvement mechanism that allows one to go from (1.3) to (1.1), see [Sav14,
Stu14]. Moreover, it is an interesting feature that all the above inequalities are in fact equivalent to the
lower Ricci curvature bound. Using the Bochner inequality it is then a simple exercise to show that Ricci
bounded below by −κ is also equivalent to several other geometric-analytic estimates, e.g. that e− κ2 t|∇Ht f |
is a subsolution to the heat flow, the sharp gradient
|∇Ht f | ≤ e κ2 tHt|∇ f | (1.4)
for the heat flow, as well as a sharp log-Sobolev inequality, a sharp spectral gap, etc; see e.g. [B ´E85, BL06]
for much more on that.
Characterizations of bounded Ricci curvature. In contrast to the well developed theory of Ricci curvature
bounded below, until recently there was no characterization available at all for spaces with bounded Ricci
curvature. This characterization problem has been solved recently by the second author [Nab13]. The key
insight was that to understand two-sided bounds for Ricci curvature, and not just lower bounds, one should
do analysis on path space PM, instead of analysis on M. By definition, given a complete Riemannian
manifold M, its path space PM = C([0,∞), M) is the space of continuous curves in M. Path space comes
equipped with a family of natural probability measures, the Wiener measure Γx of Brownian motion starting
at x ∈ M. Path space also comes equipped with a natural one parameter family of gradients, the s-parallel
gradients ∇‖s (s ≥ 0), which are given by considering derivatives of a function F by vector fields which are
parallel past time s, see Section 2.5 for precise definitions. Using this framework, it was proved in [Nab13]
that the Ricci curvature of M is bounded by a constant κ if and only if the sharp gradient estimate∣∣∣∣∣∇x
∫
PM
F dΓx
∣∣∣∣∣ ≤
∫
PM
(
|∇
‖
0F| +
∫ ∞
0
κ
2
eκs/2|∇‖sF| ds
)
dΓx (1.5)
holds for all test functions F : PM → R. In the simplest case of one-point test functions, i.e. functions of
the form F(γ) = f (γ(t)) where f : M → R and t is fixed, the infinite dimensional gradient estimate (1.5)
reduces to the finite dimensional gradient estimate (1.4). Of course, one can also consider test functions
depending on more than one single time, and this is one of the reasons why the infinite dimensional gradient
estimate (1.5) is strong enough to characterize two-sided Ricci bounds, and not just lower bounds. Further
characterizations of bounded Ricci curvature have been obtained in terms of a sharp log-Sobolev inequality
on path space and a sharp spectral gap for the Ornstein-Uhlenbeck operator, see [Nab13]. These ideas have
been implemented also in the parabolic setting to characterize solutions of the Ricci flow [HN15]. Another
interesting variant of the characterizations of bounded Ricci curvature from [Nab13] has been obtained re-
cently by Fang-Wu [FW15] and Wang-Wu [WW16].
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1.2 Bochner Formula for Martingales
Generalizing the Bochner formula. While [Nab13] gives a way to generalize certain estimates for lower
Ricci curvature on M to estimates for bounded Ricci curvature on PM, e.g. the finite dimensional gradient
estimate (1.4) to the infinite dimensional gradient estimate (1.5), what hasn’t been answered yet is the fol-
lowing question:
Is there any way to generalize the fundamental Bochner inequality (1.1) from M to PM?
This question has been the guiding principle for the present paper. Given that the Bochner inequality is
the starting point for most of the theory of lower Ricci curvature, such a generalization would be clearly
very valuable for the theory of bounded Ricci curvature. As we will see, the question does not amount to
a straightforward translation (e.g. a first naive guess would be to simply replace the Laplacian on M by
the Ornstein-Uhlenbeck operator on PM), but in fact led us to reconsider some of the most basic aspects of
stochastic analysis, such as the martingale representation theorem and submartingale inequalities.
Martingales on path space. The first main point we wish to explain is that martingales on PM are the
correct generalization of the heat flow on M. To describe this, given a complete Riemannian manifold M,
consider its path space PM = C([0,∞), M) equipped with the Wiener measure Γx and the parallel gradient
∇
‖
s, as above. Implicit in the definition of the Wiener measure is a σ-algebra Σ of measurable subsets of PM
together with a filtration Σt ⊂ Σ, which simply describes events which are observable until time t, i.e. which
depend only on the [0, t]-part of the curves. A martingale on PxM is a Σt-adapted integrable stochastic
process Ft : PxM → R such that
Ft1 = E[Ft2 |Σt1 ] ≡ Et1[Ft2 ] (t1 ≤ t2). (1.6)
Here, the right hand side denotes the conditional expectation value on PxM given the σ-algebra Σt1 . The
simplest examples of martingales on path space have the form
Ft(γ) =

HT−t f (γ(t)), if t < T
f (γ(T )), if t ≥ T,
(1.7)
where f : M → R and T are fixed, and thus are indeed given by the (backwards) heat flow on M. Given
F ∈ L2(PxM, Γx) we will often consider the induced martingale Ft ≡ Et[F]. From the above one might
hypothesize that Et[F] plays a role similar to that of the (backwards) heat flow on M. In fact, this analogy
will develop much further as we progress.
Evolution equations on path space. We found that the correct generalization of the Bochner inequality
(1.1) on M is given by a certain evolution inequality for martingales on PM. To get there, we start with by
reformulating the martingale representation theorem and the Clark-Ocone formula [Fan94, Hsu02] in the
following way (see Section 3.1 for a proof):
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Theorem 1.8 (Martingale Representation Theorem). If Ft is a martingale on PxM, then Ft solves the
stochastic differential equation
dFt = 〈∇‖t Ft, dWt〉, (1.9)
where ∇‖t is the parallel gradient (provided that Ft is in the domain of ∇‖t ).
Note that the gradient and the expectation in Theorem 1.8 are taken in the opposite order as in the usual
formulation of the Clark-Ocone formula (this essentially amounts to a partial integration on path space).
Expressed this way, we can view the martingale equation as an evolution equation on path space. It is worth
pointing out that the dWt term also behaves as a spatial derivative, in fact a form of divergence, so that the
evolution equation in Theorem 1.8 is analogous to a heat equation.
We then proceed by computing various evolution equations for associated quantities on path space. The
most important for us is the following evolution equation for the parallel gradient of a martingale on path
space.
Theorem 1.10 (Evolution of the parallel gradient). If Ft : PxM → R is a martingale on path space, and
s ≥ 0 is fixed, then its s-parallel gradient ∇‖sFt : PxM → TxM satisfies the stochastic equation
d∇‖sFt = 〈∇‖t∇
‖
sFt, dWt〉 +
1
2
Rict(∇‖t Ft) dt + ∇‖sFs δs(t)dt , (1.11)
where 〈Rict(X), Y〉 = Ric(P−1t X, P−1t Y) and Pt = Pt(γ) : Tγ(t) M → Tx M is stochastic parallel transport.
Using Theorem 1.10 we can derive other evolution equations. In particular, we obtain our generalized
Bochner formula:
Theorem 1.12 (Bochner formula on path space). If Ft : PxM → R is a martingale, and s ≥ 0 is fixed, then
d|∇‖sFt|2 = 〈∇‖t |∇
‖
sFt |2, dWt〉 + |∇‖t∇
‖
sFt |2dt + Rict
(
∇
‖
t Ft,∇
‖
sFt
) dt + |∇‖sFs|2δs(t)dt , (1.13)
where Rict(X, Y) = Ric(P−1t X, P−1t Y) and Pt = Pt(γ) : Tγ(t) M → Tx M denotes stochastic parallel transport.
Theorem 1.12 is the correct way to generalize the Bochner formula to path space. The crucial difference
to the classical Bochner formula is that in the generalized Bochner formula (1.13) the Ricci curvature, due to
the nonpointwise nature of the ∇‖s-gradient, enters in a more substantial way. As a consequence, we will see
that estimates derived from our generalized Bochner inequality (see Section 1.3) are actually strong enough
to characterize two-sided Ricci bounds, and not just lower bounds.
Using our formalism, we can also compute many other useful evolution equations on path space (besides
the ones from Theorem 1.8, Theorem 1.10 and Theorem 1.12); these additional formulas are in Section 4.
1.3 Generalized Bochner Inequality for Martingales
Using Theorem 1.12 we then see that under the assumption of bounded Ricci curvature |Ric| ≤ κ we have
the generalized Bochner inequality
d|∇‖sFt |2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 + |∇‖t∇
‖
sFt |2dt − κ|∇‖t Ft | |∇
‖
sFt| dt + |∇‖sFs|2δs(t)dt . (1.14)
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In the same vein as the classical case, from this one can formulate the dimensional generalized Bochner
inequality
d|∇‖sFt |2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 + 1n |∆
‖
s,tFt |
2dt − κ|∇‖t Ft | |∇
‖
sFt | dt + |∇‖sFs|2δs(t)dt , (1.15)
as well as the weak generalized Bochner formula
d|∇‖sFt |2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 − κ|∇‖t Ft | |∇
‖
sFt | dt + |∇‖sFs|2δs(t)dt . (1.16)
We will see in Theorem 1.21 that these inequalities are in fact equivalent to the two sided Ricci curvature
bound. Additionally, we will see in the same way that the classical Bochner formula may be used to prove
various gradient and hessian estimates on the heat flow on M, we can use the martingale Bochner formula
to prove analogous estimates on martingales.
To provide some brief intuition for the formula and its equivalence to a two sided Ricci bound, let us see
that it genuinely generalizes the classical Bochner inequality. That is, by applying (1.14) for s = 0 to the
simplest functions on path space, namely those of the form F(γ) ≡ f (γ(T )), let us outline how we recover
the classical Bochner inequality (1.1): Using (1.7) and that ∇‖0 is obtained by considering variations which
are parallel it is an easy but instructive exercise to compute for 0 ≤ t ≤ T that
|∇
‖
0Ft |(γ) = |∇‖t Ft|(γ) = |∇HT−t f |(γ(t)) , and |∇‖s∇‖t Ft |(γ) = |∇2HT−t f |(γ(t)) . (1.17)
Thus, the generalized Bochner inequality (1.14) tells us that the process Xt ≡ |∇HT−t f |2(γ(t)) satisfies the
evolution inequality
dXt − 〈∇‖t Xt, dWt〉 ≥ |∇2HT−t f |2 dt − κ|∇HT−t f |2 dt . (1.18)
On the other hand, applying the Ito formula to the process Xt ≡ |∇HT−t f |2(γ(t)) gives us that
dXt − 〈∇‖t Xt, dWt〉 =
(
1
2∆ + ∂t
)
|∇HT−t f |2 dt . (1.19)
Comparing (1.18) with (1.19) we conclude that for each f : M → R we have(
1
2∆ + ∂t
)
|∇HT−t f |2 ≥ |∇2HT−t f |2 − κ|∇HT−t f |2 , (1.20)
which is the backward time version of the classical Bochner inequality (1.1). In particular, this tells us that
the martingale Bochner inequality (1.14) implies that the Ricci curvature is bounded below by −κ. That the
martingale Bochner inequality (1.14) also captures the upper Ricci bound is a bit more subtle, and requires,
roughly speaking, test functions where ∇‖0Ft ≈ −∇
‖
t Ft. This will be made precise in Section 5.9.
1.4 Applications of Martingale Bochner Formula
We will now discuss four applications of our calculus for martingales on path space.
New Characterizations of Bounded Ricci Curvature. Our first application is to give new characterizations
of bounded Ricci curvature in terms of generalized Bochner inequalities on path space:
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Theorem 1.21 (New characterizations of bounded Ricci). For a smooth complete Riemannian manifold
(Mn, g) the following are equivalent to the Ricci curvature bound −κg ≤ Ric ≤ κg:
(C1) Martingales on path space satisfy the full Bochner inequality
d|∇‖sFt |2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 + |∇‖t∇
‖
sFt |2dt − κ|∇‖sFt ||∇‖t Ft | dt + |∇
‖
sFs|2δs(t)dt . (1.22)
(C2) Martingales on path space satisfy the dimensional Bochner inequality
d|∇‖sFt|2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 + 1n |∆
‖
s,tFt|
2dt − κ|∇‖sFt||∇‖t Ft | dt + |∇
‖
sFs|2δs(t)dt , (1.23)
where ∆‖s,t = tr(∇‖t∇‖s) denotes the parallel Laplacian.
(C3) Martingales on path space satisfy the weak Bochner inequality
d|∇‖sFt |2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 − κ|∇‖sFt ||∇‖t Ft | dt + |∇
‖
sFs|2δs(t)dt . (1.24)
(C4) Martingales on path space satisfy the linear Bochner inequality
d|∇‖sFt | ≥ 〈∇‖t |∇
‖
sFt |, dWt〉 −
κ
2
|∇
‖
t Ft | dt + |∇
‖
sFs|δs(t)dt . (1.25)
(C5) If Ft is a martingale, then t 7→ |∇‖sFt| + κ2
∫ t
s
|∇
‖
rFr | dr is a submartingale for every s ≥ 0.
The estimates (C1) – (C4) generalize the classical Bochner inequalities (1.1) – (1.3), and the estimate
(C5) generalizes that e− κ2 t |∇Ht f | is a subsolution to the heat flow. An interesting feature of (C2) is that while
being an estimate on the infinite dimensional path space PM, it also captures the dimension n of the mani-
fold M. In stark contrast to the basic estimates (1.1) – (1.3), our new estimates (C1) – (C5) of Theorem 1.21
are strong enough to characterize two-sided Ricci bounds, and not just lower bounds. Additionally, we shall
see below that the characterizations of Theorem 1.21 give a new and vastly simplified proof of the previous
characterizations of bounded Ricci curvature from [Nab13].
New Gradient estimates for Martingales. The second application of our generalized Bochner formula
concerns gradient estimates for martingales on the path space of manifolds with bounded Ricci curvature.
Theorem 1.26 (Gradient estimates for martingales). For a smooth complete Riemannian manifold (M, g)
the following are equivalent to the Ricci curvature bound −κg ≤ Ric ≤ κg:
(G1) For any F ∈ L2(PM) the induced martingale satisfies the gradient estimate
|∇
‖
sFt | ≤ Et
[
|∇
‖
sF| +
κ
2
∫ ∞
t
e
κ
2 (r−t)|∇‖rF| dr
]
. (1.27)
(G2) For any F ∈ L2(PM) which is ΣT -measurable the induced martingale satisfies the gradient estimate
|∇
‖
sFt |2 ≤ e
κ
2 (T−t)Et
[
|∇
‖
sF|2 +
κ
2
∫ T
t
e
κ
2 (r−t)|∇‖rF|2 dr
]
. (1.28)
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Theorem 1.26 gives pointwise estimates for martingales on the path space of manifolds with bounded
Ricci curvature. These estimates generalize the heat flow estimate for spaces with lower Ricci curvature
bounds given in (1.4). We will see these generalize the gradient estimates from [Nab13] as well. In fact, our
estimates again characterize bounded Ricci curvature, i.e. the estimates (G1) and (G2) hold if and only if
|Ric| ≤ κ.
New Hessian Estimates for Martingales. Our third application concerns new Hessian bounds for mar-
tingales on the path space of manifolds with bounded Ricci curvature. Morally, the Hessian term in the
Bochner formula can be either simply discarded noticing that it has the good sign, or can be exploited more
carefully. In the case of lower Ricci curvature the extra information contained in the Hessian term has been
exploited quite deeply, e.g. in the proof of the splitting theorem [CG72, Gig13] and its effective versions
[CC96, CN12]. In the context of bounded Ricci curvature, we obtain the following new Hessian estimates
for martingales on path space, estimates which are new even on Rn:
Theorem 1.29 (Hessian Estimates). Let (M, g) be a complete manifold with |Ric| ≤ κ, and let F ∈ L2(PxM)
be ΣT -measurable. Then it holds:
(H1) For each s ≥ 0 we have the estimate∫
PM
|∇
‖
sFs|2 dΓx +
∫ T
0
∫
PM
|∇
‖
t∇
‖
sFt |2 dΓx dt ≤ e
κ
2 (T−s)
∫
PM
(
|∇
‖
sF|2 +
κ
2
∫ T
s
e
κ
2 (t−s)|∇‖t F|
2 dt
)
dΓx .
(H2) We have the Poincare Hessian estimate∫
PM
(
F −
∫
PM
F dΓx
)2
dΓx +
∫ T
0
∫ T
0
∫
PM
|∇
‖
t∇
‖
sFt |2 dΓx ds dt ≤ e
κ
2 T
∫ T
0
∫
PM
cosh( κ2 s)|∇‖sF|2 dΓx ds .
(H3) We have the log-Sobolev Hessian estimate∫
PM
F2 ln F2 dΓx −
∫
PM
F2 dΓx ln
∫
PM
F2 dΓx+
+
1
2
∫ T
0
∫ T
0
∫
PM
(F2)t |∇‖t∇‖s ln(F2)t |2 dΓx ds dt ≤ 2e
κ
2 T
∫ T
0
∫
PM
cosh( κ2 s)|∇‖sF|2 dΓx ds .
The estimates in Theorem 1.29 can again be viewed as generalization for martingales on path space of
some much more basic estimates for the heat flow on M. For illustration, if κ = 0 then the first estimate
(H1) combined with Doob’s inequality for the submartingale t 7→ |∇‖sFt | gives the estimate
sup
t≥0
∫
PM
|∇
‖
sFt |2 dΓx +
∫ ∞
0
∫
PM
|∇
‖
t∇
‖
sFt |2 dΓx dt ≤ 4
∫
PM
|∇
‖
sF|2 dΓx (1.30)
for martingales on PM. This generalizes the classical L∞H1 ∩ L2H2 estimate for the heat flow on M.
New Proofs of the Characterizations of [Nab13]. In fact, although it will be apparent that the gradient and
hessian estimates of the previous theorems generalize the estimates of [Nab13], it is worth pointing out that
the methods of this paper provide a new and streamlined proof of the characterizations of bounded Ricci
curvature from [Nab13]:
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Theorem 1.31 (Characterizations of bounded Ricci curvature [Nab13]). For a smooth complete Riemannian
manifold (M, g) the following are equivalent:
(R1) The Ricci curvature satisfies the bound
− κg ≤ Ric ≤ κg. (1.32)
(R2) For any F ∈ L2(PM) on total path space PM we have the gradient estimate∣∣∣∣∣∇x
∫
PM
F dΓx
∣∣∣∣∣ ≤
∫
PM
(
|∇
‖
0F| +
∫ ∞
0
κ
2
eκs/2|∇‖sF| ds
)
dΓx. (1.33)
(R3) For any F ∈ L2(PM) on total path space PM which is ΣT -measurable we have the gradient estimate∣∣∣∣∣∇x
∫
PM
F dΓx
∣∣∣∣∣2 ≤ e κ2 T
∫
PM
(
|∇
‖
0F|
2
+
∫ T
0
κ
2
eκs/2|∇‖sF|2 ds
)
dΓx. (1.34)
(R4) For any F ∈ L2(PM, Γx) on based path space PxM, the quadratic variation of its induced martingale
satisfies the estimate∣∣∣∣∣∣∣
∫
PM
√
d[F, F]t
dt dΓx
∣∣∣∣∣∣∣ ≤
∫
PM
(
|∇
‖
t F| +
∫ ∞
t
κ
2
eκ(s−t)/2 |∇‖sF| ds
)
dΓx. (1.35)
(R5) For any F ∈ L2(PM, Γx) on based path space PxM which is ΣT -measurable the quadratic variation of
its induced martingale satisfies the estimate∣∣∣∣∣
∫
PM
d[F, F]t
dt dΓx
∣∣∣∣∣ ≤ e κ2 (T−t)
∫
PM
(
|∇
‖
t F|
2
+
∫ ∞
t
κ
2
eκ(s−t)/2 |∇‖sF|2 ds
)
dΓx. (1.36)
(R6) For any F ∈ L2(PM, Γx) on based path space PxM which is ΣT -measurable, the twisted Ornstein-
Uhlenbeck operator satisfies the spectral gap estimate∫
PxM
|Ft1 − Ft0 |
2 dΓx ≤ e
κ
2 (T−t0)
∫
PxM
〈F,Lt1t0 ,κF〉 dΓx. (1.37)
(R7) For any F ∈ L2(PM, Γx) on based path space PxM which is ΣT -measurable, the twisted Ornstein-
Uhlenbeck operator satisfies the log-Sobolev inequality∫
PxM
|F2|t1 log|F2|t1 dΓx −
∫
PxM
|F2|t0 log|F2|t0 dΓx ≤ 2e
κ
2 (T−t0)
∫
PxM
〈F,Lt1t0,κF〉 dΓx. (1.38)
In the statement of (R6) and (R7) the twisted Ornstein-Uhlenbeck operator Lt1t0 ,κ (0 ≤ t0 ≤ t1 ≤ T ≤ ∞) is
defined by∫
Px M
〈F,Lt1t0,κF〉 dΓx
=
∫
PxM
(∫ t1
t0
cosh( κ2 (s − t0))|∇‖sF|2ds +
1 − e−κ(t1−t0)
2
∫ ∞
t1
e
κ
2 (s−t1)|∇‖sF|2ds
)
dΓx . (1.39)
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In particular, L∞0,0 = ∇
H∗∇H is the classical Ornstein-Uhlenbeck operator given by the composition of the
Malliavin gradient and its adjoint.
Our new proof of Theorem 1.31 is very short, and vividly illustrates the efficiency of our martingale
calculus. For illustration, if Ric = 0 then by the generalized Bochner inequality (C1) the process t 7→ |∇‖sFt|2
is a submartingale. Thus, by the very definition of a submartingale we get
|∇
‖
sFt |2 ≤ Et
[
|∇
‖
sFT |2
]
(t ≤ T ). (1.40)
Taking the limit T → ∞, and specializing to s = t = 0, this implies the infinite dimensional gradient estimate
(R3): ∣∣∣∣∣∇x
∫
PM
F dΓx
∣∣∣∣∣2 ≤
∫
PM
|∇
‖
0F|
2 dΓx. (1.41)
The other estimates and estimates for nonzero κ can be proven with similar ease.
Remark 1.42. With minor adjustments the results and proofs in this paper generalize to the case of smooth
metric measure spaces (M, g, e− f dVg) with |Ric + ∇2 f | ≤ κ. However, for clarity of exposition we focus on
the case of Riemannian manifolds with bounded Ricci.
Remark 1.43. The methods introduced in the present paper can also be adapted for the time-dependent
setting, and thus provide a useful tool for the study of Ricci flow using the framework from [HN15]. This
will be discussed elsewhere.
This article is organized as follows: In Section 2, we discuss some preliminaries from stochastic analysis
on manifolds. In Section 3, we discuss our interpretation of the martingale representation theorem (Theorem
1.8) and some of its consequences. In Section 4, we derive all the relevant evolution equations on path
space, in particular the evolution equation for the parallel gradient of martingales (Theorem 1.10) and the
generalized Bochner formula (Theorem 1.12). In Section 5, we discuss the four applications of our calculus
on path space, i.e. we prove Theorem 1.21, Theorem 1.26, Theorem 1.29 and Theorem 1.31.
2 Preliminaries
2.1 Frame bundle
Given a complete Riemannian manifold M, let π : FM → M be the On-bundle of orthonormal frames. By
definition, the fiber over a point x ∈ M is given by the orthonormal maps u : Rn → TxM. Thus, if e1, . . . , en
denotes the standard basis of Rn then ue1, . . . , uen is an orthonormal basis of TxM, where x = π(u).
A horizontal lift of a curve xt in M is a curve ut in FM, with πut = xt and ∇x˙t (utei) = 0 for i = 1, . . . , n.
Once the initial point is specified, the horizontal lift exists and is unique. In particular, to each tangent vector
X ∈ TxM we can associate a horizontal lift X∗ ∈ TuFM, for u ∈ π−1(x).
Given a representation ρ of On on a vector space V and an equivariant map from FM to V , we get a
section of the associated vector bundle FM ×ρ V , and vice versa. For example, a function f : M → R
corresponds to the invariant function ˜f = fπ : FM → R, and a vector field Y ∈ Γ(T M) corresponds to a
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function ˜Y : F → Rn via ˜Y(u) = u−1Yπu, which is equivariant in the sense that ˜Y(ug) = g−1 ˜Y(u). Covariant
derivatives of tensors T ∈ Γ(T pq M) can be expressed as horizontal derivatives of these equivariant functions,
i.e.
∇˜XT = X∗ ˜T, (2.1)
see e.g. [KN96]. On the frame bundle we have n fundamental horizontal vector fields, defined by Hi(u) =
(uei)∗. Using the fundamental horizontal vector fields, we can define the horizontal Laplacian ∆H = ∑ni=1 H2i .
As a consequence of (2.1) we have
∆˜T = ∆H ˜T, (2.2)
where ∆ = gi j∇i∇ j is the Laplace-Beltrami operator on M, see e.g. [KN96].
Besides the fundamental horizontal vector fields, we also have n(n − 1)/2 fundamental vertical vector
fields, defined by Vi j(u) = ddt |t=0uetAi j , where Ai j ∈ o(n) is the matrix whose (i, j)-th entry is −1, whose
( j, i)-th entry is +1, and all whose other entries are zero. The following proposition gives the commutators
between the fundamental vector fields.
Proposition 2.3 (see e.g. [Ham93]). The fundamental vector fields on the frame bundle satisfy the following
commutator identities:
[Hi, H j] = 12 Ri jklVkl , (2.4)
[Vi j, Hk] = δikH j − δ jkHi , (2.5)
[Vi j,Vkl] = δikV jl + δ jlVik − δilV jk − δ jkVil , (2.6)
where Ri jkl = Rm(uei, ue j, uek, uel).
Using Lemma 2.3 we can easily compute all other relevant commutators, in particular we obtain:
Corollary 2.7. If ˜f : FM → R is an On-invariant function, then
HiH j ˜f − H jHi ˜f = 0 , (2.8)
∆H Hi ˜f − Hi∆H ˜f = Ri jH j ˜f , (2.9)
where Ri j = Ric(uei, ue j).
Proof. Since ˜f constant along fibres, we see that Vkl ˜f = 0, and the first formula follows from (2.4). Using
this, we compute
∆HHi ˜f − Hi∆H ˜f = H jHiH j ˜f − HiH jH j ˜f = 12R jiklVklH j ˜f = 12R jikl(δk jHl − δl jHk) ˜f = Ri jH j ˜f , (2.10)
which proves the second formula. 
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2.2 Brownian motion and stochastic parallel transport
Brownian motion and stochastic parallel transport is most conveniently described via the Eells-Elworthy-
Malliavin formalism. We give a quick summary here, and refer to [Hsu02] for a more gentle introduction.
Let (P0Rn,Σ, Γ0) be the the space of continuous curves in Rn starting at the origin, equipped with the
Euclidean Wiener measure, and denote the Brownian motion map by Wt : P0Rn → Rn.
Given a point x ∈ M and a frame u above x, consider the following SDE on the frame bundle:
dUt =
n∑
i=1
Hi(Ut) ◦ dW it , U0 = u. (2.11)
Then Xt = π(Ut) is Brownian motion on M starting at x, and Pt = U0U−1t : TXt M → TxM is a family of
isometries, called stochastic parallel transport. On the frame bundle, the Ito formula takes the form
d ˜f (Ut) = Hi ˜f dW it + 12∆H ˜f dt. (2.12)
Note that the solution of the SDE defines maps U : P0Rn → PuFM and X : P0Rn → PxM. The Wiener
measure Γx on PxM is then given as pushforward Γx = X∗Γ0. More explicitly, the Wiener measure Γx can be
characterized as follows: If et1 ,...,tN : PxM → MN denotes the evaluation map at the times 0 ≤ t1 < . . . < tN ,
then the pushforward of Γx is given by the following product of heat kernel measures:
(et1 ,...,tN )∗dΓx(y1, . . . , yN) = ρt1(x, dy1)ρt2−t1 (y1, dy2) · · · ρtN−tN−1 (yN−1, dyN ). (2.13)
When there is no risk of confusion, we denote the σ-algebra Σ on P0Rn and X∗Σ on PxM by the same letter,
and we identify the isomorphic probability spaces (P0Rn,Σ, Γ0) and (PxM,Σ, Γx). The σ-algebra comes with
a natural filtration Σt generated by the evaluation maps et′ with t′ ≤ t.
Remark 2.14. All our estimates imply a lower bound for the Ricci curvature. Thus, in our setting the
assumption of metric completeness is equivalent to stochastic completeness.
2.3 Conditional expectation and martingales
Let F ∈ L1(PxM, Γx). We write E[F] =
∫
PxM
FdΓx for the expectation value of F. More generally, given
t ≥ 0 we write Ft = Et[F] ≡ E[F |Σt] for the conditional expectation of F given the σ-algebra Σt, i.e. Ft is
the unique Σt-measurable function such that
∫
Ω
Ft dΓx =
∫
Ω
F dΓx for all Σt-measurable sets Ω. Explicitly,
Ft is given by the formula
Ft(γ) =
∫
Pγ(t)M
F(γ|[0,t] ∗ γ′) dΓγ(t)(γ′), (2.15)
where the integration is over all curves γ′ based at γ(t), and where ∗ denotes concatenation.
We recall from the introduction, that a martingale on PxM is a Σt-adapted integrable stochastic process
Ft : PxM → R such that
Ft1 = Et1[Ft2 ] (t1 ≤ t2). (2.16)
Martingales on PxM are always continuous in time (possibly after modifying them on a set of measure zero,
which we always tacitly assume).
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By the definition of the conditional expectation, Ft = Et[F] is a martingale. Conversely, given any
martingale Ft : PxM → R which is uniformly integrable, i.e. such that
lim sup
K→∞
sup
t>0
∫
{γ∈PxM:|Ft |(γ)>K}
|Ft |(γ) dPx(γ) = 0, (2.17)
then by Doob’s martingale convergence theorem we can take a limit Ft → F ∈ L1(PxM, Γx) as t → ∞. In
particular, each uniformly integrable martingale Ft : PxM → R can be represented in the form Ft = Et[F]
for some F ∈ L1(PxM, Γx).
Example 2.18. Let f : M → R be a smooth function with compact support and let T > 0. Consider the
function F : PxM → R defined by F(γ) = f (γ(T )). Then the induced martingale Ft = Et[F] is given by
Ft(γ) =

HT−t f (γ(t)), if t < T
f (γ(T )), if t ≥ T,
(2.19)
where H denotes the heat flow.
Example 2.20. Let Ft : PxM → R be a martingale, and let τ : PxM → R+ be a stopping time, i.e. {τ ≤ t}
is Σt-measurable for each t. Then the process Ft∧τ is a martingale.
Example 2.21. Let Ft : PxM → R be an L2-martingale, and let [F, F]t be its quadratic variation. Then the
process F2t − [F, F]t is a martingale.
2.4 Cylinder functions and approximation arguments
A cylinder function F : PM → R is a function of the form
F(γ) = f (γ(t1), . . . , γ(tN)) , (2.22)
where f : MN → R is a smooth function with compact support and 0 ≤ t1 < · · · < tN < ∞ is a parti-
tion. Cylinder functions are dense in Lp. Thus, to prove theorems on path space it often suffices to carry
out the computations for cylinder functions, and then appeal to density. More precisely, the martingales in
Theorem 1.21, Theorem 1.29 and Theorem 1.31 are of the form Ft = Et[F] where F is in L2, and thus can
be approximated by cylinder functions (if F is not in the domain of ∇‖s, then |∇‖sF| = +∞ by convention,
and any estimate where the right hand side is +∞ holds trivially). In the theorems and propositions con-
cerning evolution equations or evolution inequalities the martingale Ft under consideration might violate
the uniform integrability condition (2.17). Nevertheless, for any T < ∞ we can still approximate FT by
cylinder functions. We can then use this approximation by cylinder functions to prove the evolution formula
on [0, T ], and then conclude that the evolution formulas hold in general, since T was arbitrary.
2.5 Parallel Gradient and Malliavin gradient
Let F : PxM → R be a cylinder function and let s ≥ 0. For s ≥ 0 the s-parallel gradients are the one
parameter family of gradients ∇‖sF : PxM → Tx M introduced in [Nab13] and defined by the formula
〈∇
‖
sF(γ), Y〉 = DYs F(γ), (2.23)
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where Ys(t) is the vector field along γ(t) given by
Ys(t) ≡

0 if t < s ,
P−1t Y if t ≥ s ,
and Pt = Pt(γ) : Tγ(t) M → TxM denotes stochastic parallel transport. That is, ∇‖sF is determined by
variations of F along the finite dimensional collection of curves which are parallel past the time s. The
s-parallel gradient is well defined for cylinder functions and may be extended as a closed linear operator
on L2 with the cylinder functions being a dense subset of the domain, see [Nab13]. Explicitly, if F(γ) =
f (γ(t1), . . . , γ(tN)) is a cylinder function, then its s-parallel gradient can be computed via the formula
∇
‖
sF(γ) =
∑
tα≥s
Ptα∇
(α) f (γ(t1), . . . , γ(tN)), (2.24)
where ∇(α) denotes the derivative with respect to the α-th entry, and Ptα = Ptα(γ) : Tγ(tα)M → Tx M.
Remark 2.25. Note that t → ∇‖sFt is left continuous and thus a predictable process.
In another direction, let H be the Hilbert-space of H1-curves {yt}t≥0 in Tx M with y0 = 0, equipped with
the inner product
〈y, z〉H =
∫ ∞
0
〈 ddt yt,
d
dt zt〉 dt. (2.26)
If F : PxM → R is a cylinder function then its Malliavin gradient is the unique almost everywhere defined
function ∇HF : PxM → H, such that
DY F(γ) = 〈∇HF(γ), v〉H (2.27)
for every v ∈ H for almost every Brownian curve γ, where Y = {P−1t yt}t≥0.
Explicitly, if F(γ) = f (γ(t1), . . . , γ(tN)), then
N∑
α=1
〈ytα , Ptα∇
(α) f 〉 = DY F = 〈∇HF, y〉H =
∫ ∞
0
〈 ddt∇
HF, ddt yt〉 dt. (2.28)
It follows that
d
dt∇
HF =
N∑
α=1
1{t≤tα}Ptα∇(α) f = ∇‖t F, (2.29)
i.e. the parallel gradient is the derivative of the Malliavin gradient. In particular, we have the formula
|∇HF|2
H
=
∫ ∞
0
|∇
‖
sF|2 ds. (2.30)
As above, having defined the Malliavin gradient in the special case of cylinder functions, it can be ex-
tended to closed unbounded operator on L2, with the cylinder functions as a dense subset of its domain.
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3 A reinterpretation of martingale formulas
The formulas of this section are all classical in nature, but rewritten in a way which will be particularly
natural in our context and will reinforce the interpretation of martingales as a form of (backwards) heat flow.
These interpretations will play an important role in subsequent sections.
3.1 Martingale representation theorem
Let us begin with the martingale representation formula, which tells us that every martingale Ft is the Ito
integral of some stochastic process with respect to Brownian motion. More precisely,
dFt =< Xt, dWt > , (3.1)
for some predictable stochastic process Xt. There have been several results, in particular the Clark-Ocone
theorem [Fan94, Hsu02], which give methods for computing Xt. However, our first goal in this section is to
see how to compute Xt directly from Ft itself. In this way we will be able to view the martingale equation
as an evolution equation on path space.
Theorem 3.2 (Martingale representation theorem). If Ft is a martingale on PxM, and Ft is in the domain
of ∇‖t , then Ft solves the stochastic differential equation
dFt = 〈∇‖t Ft, dWt〉. (3.3)
Proof. Let f : MN → R be a smooth function with compact support. Let F : PM → R be the function
F(X) = f (Xt1 , . . . , XtN ). (3.4)
Consider the lift ˜f : FMN → R, ˜f (u1, . . . , uN) = f (πu1, . . . πuN). Let PFM be the path space of the frame
bundle and consider ˜F : PFM → R, ˜F(U) = ˜f (Ut1 , . . . ,UtN ).
Let Ft = Et[F] be the martingale induced by F and assume t ∈ (tβ, tβ+1). Then
Ft(X) =
∫
MN−β
f (Xt1 , . . . , Xtβ , yβ+1, . . . , yN)ρtβ+1−t(Xt, dyβ+1) · · · ρtN−tN−1 (yN−1, dyN)
=: ft(Xt1 , . . . , Xtβ , Xt). (3.5)
Note that the function (t, x) 7→ ft(x1, . . . , xβ, x) is uniformly Lipschitz in the time variable and satisfies
(∂t + 12∆(β+1)) ft = 0, (3.6)
where the Laplacian acts on the last variable. The lift of Ft to the frame bundle is given by
˜Ft(U) = ˜ft(Ut1 , . . . ,Utβ ,Ut). (3.7)
Using the Ito formula (2.12) we compute
d ˜Ft(U) = 〈H(β+1) ˜ft, dWt〉 + (∂t + 12∆(β+1)H ) ˜ftdt = 〈H(β+1) ˜ft, dWt〉, (3.8)
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where the horizontal derivative and the horizontal Laplacian act on the last variable. Projecting down to M
this implies the martingale representation formula:
dFt = 〈∇‖t Ft, dWt〉. (3.9)
Indeed, the projected equation can be obtained by computing
〈∇
‖
t Ft, dWt〉 ≡ (U−10 ∇‖t Ft)idW it = (U−1t ∇ ft |Xt )idW it , (3.10)
and
(U−1t ∇ ft |Xt )i = 〈∇ ft |Xt ,Utei〉TXt M = (Utei) ft |Xt = Hi ˜ft |Ut . (3.11)
This proves the martingale representation theorem for cylinder functions, and thus by density for all func-
tions in the domain of the parallel gradient. 
An interesting corollary is the following:
Corollary 3.12. Let Ft be an L2-martingale on PxM. Then the quadratic variation [F, F]t of Ft satisfies
d[F, F]t = |∇‖t Ft |2dt . (3.13)
An equally interesting corollary is the following:
Corollary 3.14. Let Ft be an Ito process on PxM, such that Ft is in the domain of ∇‖t . Then the quadratic
variation term [F,W]t is given by
d[F,W]t = U−10 ∇‖t Ft dt . (3.15)
Most importantly, the representation formula of Theorem 3.2 leads to the following corollary, which can
be viewed as a representation theorem for submartingales.
Corollary 3.16 (Submartingale representation theorem). Let Ft be an Ito process on PxM, such that Ft is in
the domain of ∇‖t . Then Ft is a submartingale if and only if it satisfies the stochastic differential inequality
dFt ≥ 〈∇‖t Ft, dWt〉. (3.17)
Though basic, the above formula will be important to us as it will allow us to easily identify and exploit
submartingales from their evolution equations in a manner mimicking the finite dimensional context.
3.2 Ito formula and Ito isometry
From the point of view adopted in Theorem 3.2, we may rewrite the Ito formula in the following manner:
Theorem 3.18 (Ito formula). Let Ft be a martingale on PxM, such that Ft is in the domain of ∇‖t , and let
φ : R→ R be a C2-function. Then φ(Ft) solves the stochastic differential equation
dφ(Ft) = 〈∇‖t φ(Ft), dWt〉 +
1
2
φ′′(Ft)|∇‖t Ft |2 dt. (3.19)
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Proof. Using the standard Ito formula, Theorem 3.2 and Corollary 3.12 we compute
dφ(Ft) = φ′(Ft) dFt + 12φ′′(Ft) d[F, F]t (3.20)
= φ′(Ft)〈∇‖t Ft, dWt〉 +
1
2
φ′′(Ft) |∇‖t Ft |2dt. (3.21)
Noticing also that ∇‖tφ(Ft) = φ′(Ft)∇‖t Ft, this proves the assertion. 
Remark 3.22. Let us make the following comparison. Assume ft : M → R solves the backward heat
equation ∂t ft = − 12∆ ft and that φ : R→ R is C2-function. Then φ( ft) solves the equation
∂tφ( ft) = −12∆φ( ft) +
1
2
φ′′( ft)|∇ ft |2 . (3.23)
Remark 3.24. In particular, one can view (3.19) as a generalization of Jensen’s inequality for martingales on
PxM. Indeed, if φ is a convex then combining (3.19) with Corollary 3.16 we have that φ(Ft) is a submartin-
gale.
Remark 3.25. More generally if Ft,Gt are martingales and φ, ψ : R→ R are C2-functions then
d
(
φ(Ft)ψ(Gt)
)
=〈∇
‖
t
(
φ(F)ψ(G)
)
, dWt〉 +
1
2
φ′′(Ft)|∇‖t Ft |2ψ(Gt) dt +
1
2
φ(Ft)ψ′′(Gt)|∇‖t Gt|2 dt
+ 〈∇
‖
tφ(Ft),∇‖tψ(Gt)〉 dt . (3.26)
To finish this section, let us observe that from the point of view adapted in Theorem 3.2, we may rewrite
the Ito isometry in the following manner.
Theorem 3.27 (Ito isometry). Let F ∈ L2(PxM). Then
E
[∫ ∞
0
|∇
‖
t Ft|
2dt
]
= E
[
(F − E[F])2
]
. (3.28)
Proof. Using the classical Ito isometry and Theorem 3.2 we compute
E
[∫ ∞
0
|∇
‖
t Ft |
2dt
]
= E

(∫ ∞
0
〈∇
‖
t Ft, dWt〉
)2 = E

(∫ ∞
0
dFt
)2 = E [(F − E[F])2] . (3.29)
This proves the assertion. 
4 Evolution equations on path space and Generalized Bochner
Formula
When doing analysis on M one considers a solution ft of the heat flow, and then computes the evolution
equations of quantities associated to ft. In this spirit, the goal of this section is to compute the evolution
equations for various quantities associated to martingales on path space, such as its square, its parallel
gradient, its Malliavin gradient, etc. In particular, we will prove our generalized Bochner formula. In this
section we tacitly assume that the martingales are sufficiently regular, i.e. in the domains of the respective
parallel gradients.
17
Proposition 4.1. If Ft : PxM → R is a martingale on path space, then the following hold:
(1) dF2t = 〈∇‖t F2t , dWt〉 + |∇‖t Ft |2dt,
(2) d|Ft | = 〈∇‖t |Ft |, dWt〉 + |∇‖t Ft |2dLt, where Lt = limε→0 12ε |{s ∈ [0, t] | Ft ∈ (−ε, ε)}|.
Proof. By the martingale representation theorem (Theorem 3.2) we have the evolution equation
dFt = 〈∇‖t Ft, dWt〉. (4.2)
We can thus apply the Ito formula (Theorem 3.18) with φ(x) = |x|2 to obtain
dF2t = 〈∇
‖
t F
2
t , dWt〉 + |∇
‖
t Ft |
2dt. (4.3)
This proves (1). Similarly, (2) follows by approximating φ(x) = |x| by the C2-functions
φε(x) = (x2/2ε + ε/2)1|x|<ε + |x|1|x|≥ε , (4.4)
applying the Ito formula (Theorem 3.18), and taking the limit ε → 0. 
Next, and most importantly, we compute the evolution equation for the parallel gradient of a martingale:
Theorem 4.5 (Evolution of the parallel gradient). If Ft : PxM → R is a martingale on path space, and
s ≥ 0 is fixed, then ∇‖sFt : PxM → TxM satisfies the stochastic differential equation
d∇‖sFt = 〈∇‖t∇
‖
sFt, dWt〉 +
1
2
Rict(∇‖t Ft) dt + ∇‖sFs δs(t)dt . (4.6)
Remark 4.7. Since Ft is Σt-measurable, the parallel gradient ∇‖sFt is identically zero for t < s. For t > s, we
will show that d∇‖sFt satisfies the evolution equation d∇‖sFt = 〈∇‖t∇
‖
sFt, dWt〉 + 12Rict(∇‖t Ft) dt. Thus, using
the δ-notation, the evolution equation for ∇‖sFt can be summarized in form (4.6) which is valid for any t.
Proof of Theorem 4.5. Fix s, and consider t > s. We will use freely the notation developed in the preliminar-
ies of Section 2. Consider F(γ) = f (γ(t1), . . . , γ(tN)) and observe since s is fixed that ∇‖sFt is well behaved
over the evaulation times, hence it is enough for us to consider the evolution equation for t ∈ (tβ, tβ+1). Using
the notation of (3.5) we have
∇
‖
sFt =
∑
tα≥s
Ptα∇
(α) ft(Xt1 , . . . , Xtβ , Xt) + Pt∇(β+1) ft(Xt1 , . . . , Xtβ , Xt), (4.8)
where ∇(α) acts on the α-th entry. On the frame bundle, this is represented by the functions
Gi(U) :=
∑
tα≥s
H(α)i ˜ft(Ut1 , . . . ,Utβ ,Ut) + H(β+1)i ˜ft(Ut1 , . . . ,Utβ ,Ut), (4.9)
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where the horizontal vector field H(α) acts on the α-th entry. Using the Ito formula (2.12), we compute
dGi(U) =
∑
tα≥s
H(β+1)j H
(α)
i
˜ft(Ut1 , . . . ,Utβ ,Ut)dW jt + H(β+1)j H(β+1)i ˜ft(Ut1 , . . . ,Utβ ,Ut)dW jt (4.10)
+
∑
tα≥s
(∂t + 12∆(β+1)H )H(α)i ˜ft(Ut1 , . . . ,Utβ ,Ut)dt + (∂t + 12∆(β+1)H )H(β+1)i ˜ft(Ut1 , . . . ,Utβ ,Ut)dt
= H(β+1)j
∑
tα≥s
H(α)i ˜ft(Ut1 , . . . ,Utβ ,Ut) + H(β+1)i ˜ft(Ut1 , . . . ,Utβ ,Ut)
 dW jt (4.11)
+
1
2Ri jH
(β+1)
j ˜ft(Ut1 , . . . ,Utβ ,Ut)dt ,
where in the last step we used Corollary 2.7 and the equation (∂t + 12∆
(β+1)
H ) ˜ft = 0. Pushing down to M this
gives
d∇‖sFt = 〈∇‖t∇
‖
sFt, dWt〉 + 12Rict(∇‖t Ft) dt. (4.12)
Taking also into account Remark 4.7, this proves the theorem. 
Using Theorem 4.5 and the Ito formula, we can compute all other relevant evolution equations.
Theorem 4.13 (Generalized Bochner Formula on PM). Let Ft : PxM → R be a martingale.
(1) If s ≥ 0 is fixed, then ∇‖sFt : PxM → TxM satisfies the following stochastic equations:
(a) d|∇‖sFt |2 = 〈∇‖t |∇‖sFt |2, dWt〉 + |∇‖t∇‖sFt |2dt + Rict
(
∇
‖
sFt,∇
‖
t Ft
) dt + |∇‖sFs|2δs(t)dt
(b) d|∇‖sFt | = 〈∇‖t |∇‖sFt |, dWt〉 + |∇
‖
t∇
‖
sFt |2−|∇
‖
t |∇
‖
sF||2
2|∇‖sFt |
dt + 1
2|∇‖sFt |
Rict
(
∇
‖
sFt,∇
‖
t Ft
) dt + |∇‖sFs|δs(t)dt
(2) The following stochastic equations hold:
(a) d|∇HFt |2 = 〈∇‖t |∇HFt |2, dWt〉 +
( ∫ ∞
0
(
|∇
‖
t∇
‖
sFt |2 + Rict(∇‖sFt,∇‖t Ft)
) ds + |∇‖t Ft |2) dt
(b) d
∫ ∞
0 |∇
‖
sFt |ds = 〈∇‖t
∫ ∞
0 |∇
‖
sFt |ds, dWt〉 +
( ∫ ∞
0
|∇
‖
t∇
‖
sFt |2−|∇
‖
t |∇
‖
sFt ||2+Rict(∇‖sFt ,∇‖t Ft)
2|∇‖s Ft |
ds + |∇‖t Ft |
)
dt
Proof. We will use Theorem 4.5 and the Ito formula repeatedly.
Assume t > s. Note first that equation (4.6) implies that the quadratic variation [∇‖sFt,∇‖sFt] satisfies
d[∇‖sFt,∇‖sFt] = |∇‖t∇‖sFt |2 dt. (4.14)
Using this, the Ito formula, and equation (4.6) we compute
d|∇‖sFt|2 = 2〈∇‖sFt, d∇‖sFt〉 + d[∇‖sFt,∇‖sFt] (4.15)
= 〈∇
‖
t |∇
‖
sFt |2, dWt〉 + Rict
(
∇
‖
t Ft,∇
‖
sFt
) dt + |∇‖t∇‖sFt |2dt. (4.16)
Observing that |∇‖sFt |2 = 0 for t < s implies the correct δ-term. This proves (1a).
We continue by computing, assuming again t > s, that
d|∇‖sFt |2 = 2|∇‖sFt | d|∇‖sFt | + d[|∇‖sFt |, |∇‖sFt |]. (4.17)
19
Inserting the formula from (1a) and rearranging terms this implies
d|∇‖sFt | = 〈∇‖t |∇
‖
sFt |, dWt〉 + 12|∇‖sFt |
(
|∇
‖
t∇
‖
sFt |2 + Rict
(
∇
‖
t Ft,∇
‖
sFt
)) dt − 1
2|∇‖sFt |
d[|∇‖sFt|, |∇‖sFt |]. (4.18)
Considering the coefficient in front of dWt we infer that
d[|∇‖sFt |, |∇‖sFt |] = |∇‖t |∇‖sFt ||2 dt . (4.19)
Observing that |∇‖sFt | = 0 for t < s, one can again infer the correct δ-term. Equation (1b) follows.1
Finally, using the formula
|∇HFt |2 =
∫ ∞
0
|∇
‖
sFt |2 ds, (4.20)
equation (2a) follows from (1a). Similarly, (2b) follows from (1b). 
As a corollary we can produce the following:
Proposition 4.21. If Ft : PxM → R is a martingale and Xt ≡ |∇HFt |2 − F2t then
dXt = 〈∇‖t Xt, dWt〉 +
( ∫ ∞
0
(
|∇
‖
t∇
‖
sFt |2 + Rict(∇‖t Ft,∇‖sFt)
) ds) dt . (4.22)
Proof. This follows by combining part (1) of Proposition 4.1 and part (2a) of Proposition 4.13. 
Proposition 4.23. If Ft : PxM → R is a nonnegative martingale and Xt ≡ F−1t |∇HFt |2 − 2Ft ln Ft, then
dXt = 〈∇‖t Xt, dWt〉 + Ft
(∫ ∞
0
∣∣∣∇‖t∇‖s ln Ft∣∣∣2ds
)
dt + F−1t
(∫ ∞
0
Rict
(
∇
‖
sFt,∇
‖
t Ft
)ds) dt . (4.24)
Proof. Using the Ito formula (Theorem 3.18) we start by computing
d(Ft ln Ft) = 〈∇‖t (Ft ln Ft), dWt〉 + 12 F−1t |∇‖t Ft |2dt, (4.25)
and
dF−1t = 〈∇
‖
t F
−1
t , dWt〉 + F−3t |∇
‖
t Ft |
2dt. (4.26)
Next, using again the Ito formula, part (2a) of Proposition 4.13, and equation (4.26), we compute
d(F−1t |∇HFt |2) = F−1t d|∇HFt |2 + |∇HFt |2dF−1t + d[F−1t , |∇HFt|2]
= F−1t 〈∇
‖
t |∇
HFt |2, dWt〉 + F−1t
(∫ ∞
0
(|∇‖s∇‖t Ft |2 + Rict(∇‖sFt,∇‖t Ft)) ds + |∇‖t Ft |2
)
dt
+ F−1t 〈∇
‖
t |∇
HFt |2, dWt〉 + F−3t |∇
‖
t Ft |
2|∇HFt |2 dt + 〈∇‖t F−1t ,∇
‖
t |∇
HFt|2〉 dt. (4.27)
The terms in this expression can be grouped together nicely, namely we have that
F−1t 〈∇
‖
t |∇
HFt |2, dWt〉 + F−1t 〈∇
‖
t |∇
HFt |2, dWt〉 = 〈∇‖t (F−1t |∇HFt |2), dWt〉 , (4.28)
1Note that, contrary to Proposition 4.1, there no term Lt capturing the local time spent at the origin since such a
term only shows up in 1 dimension, but ∇‖sFt is vector valued (we tacitly assume that n > 1).
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and
F−1t
(∫ ∞
0
|∇
‖
s∇
‖
t Ft |
2 ds
)
dt + F−3t |∇
‖
t Ft |
2|∇HFt |2 dt + 〈∇‖t F−1t ,∇
‖
t |∇
HFt |2〉 dt
= F−1t
(∫ ∞
0
(
|∇
‖
s∇
‖
t Ft |
2
+ F−2t |∇
‖
t Ft |
2|∇‖sFt |2 − 2F−1t 〈∇
‖
s∇
‖
t Ft,∇
‖
sFt ⊗ ∇
‖
t Ft〉
)
ds
)
dt
= Ft
(∫ ∞
0
|∇
‖
s∇
‖
t ln Ft |2 ds
)
dt . (4.29)
Putting together the equations (4.27), (4.28) and (4.29), we infer that
d(F−1t |∇HFt |2) = 〈∇‖t (F−1t |∇HFt |2), dWt〉 + Ft
(∫ ∞
0
|∇
‖
s∇
‖
t ln Ft |
2 ds
)
dt
+ F−1t
(∫ ∞
0
Rict
(
∇
‖
sFt,∇
‖
t Ft
)ds) dt + |∇‖t Ft |2dt. (4.30)
Combining equation (4.30) with equation (4.25) this proves the assertion. 
5 Characterizations of bounded Ricci and Hessian estimates
Using the formalism developed, we will now prove the main estimates and results of the paper. The main
theorems (Theorem 1.21, Theorem 1.26, Theorem 1.29 and Theorem 1.31) will be proved in tandem, in a
manner designed to make the logical ordering as quick as possible. As a spin off of proving all the new
estimates and characterizations, we will also see how to reproduce the estimates of [Nab13] through a vastly
simplified procedure.
5.1 Proof of |Ric| ≤ κ =⇒ (C1) =⇒ (C2) =⇒ (C3)
Using the evolution equation for |∇‖sFt |2 in Theorem 4.13 we see that the Ricci curvature bound |Ric| ≤ κ
implies the claimed estimate (C1):
d|∇‖sFt |2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 + |∇‖s∇‖t Ft |2 dt − κ|∇
‖
sFt ||∇
‖
t Ft| dt + |∇
‖
sFs|2δs(t)dt . (5.1)
Now since ∇‖s∇‖t Ft ∈ Tx M ⊗ Tx M is symmetric we have the pointwise inequality |∇
‖
s∇
‖
t Ft |2 ≥
1
n
|∆
‖
s,tF|2,
which immediately yields (C2):
d|∇‖sFt |2 ≥ 〈∇‖t |∇
‖
sFt |2, dWt〉 + 1n |∆
‖
s,tFt |
2 dt − κ|∇‖sFt ||∇‖t Ft | dt + |∇
‖
sFs|2δs(t)dt . (5.2)
Finally, dropping the nonnegative term 1
n
|∆
‖
s,tFt |2 the dimensional Bochner inequality (C2) of course implies
the weak Bochner inequality (C3).
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5.2 Proof of (C1) =⇒ (C4) ⇐⇒ (C5)
Assume t > s. We start by expressing the left hand side of (C1) as
d|∇‖sFt |2 = 2|∇‖sFt | d|∇‖sFt | + d[|∇‖sFt |, |∇‖sFt |] . (5.3)
Note that for the quadratic variation term we have
d[|∇‖sFt |, |∇‖sFt |] = |∇‖t |∇‖sFt ||2 dt ≤ |∇‖t∇‖sFt |2 dt . (5.4)
Combining these facts, we see that (C1) implies
d|∇‖sFt | ≥ 〈∇‖t |∇
‖
sFt |, dWt〉 −
κ
2
|∇
‖
t Ft | dt . (5.5)
Together with the fact that ∇‖sFt = 0 for t < s this yields the linear Bochner formula (C4):
d|∇‖sFt | ≥ 〈∇‖t |∇
‖
sFt |, dWt〉 −
κ
2
|∇
‖
t Ft | dt + |∇
‖
sFs| δs(t)dt . (5.6)
In order to conclude (C5) observe that we can write (C4) in the form
d
(
|∇
‖
sFt | +
κ
2
∫ t
s
|∇
‖
rFr | dr
)
≥
〈
∇
‖
t
(
|∇
‖
sFt | +
κ
2
∫ t
s
|∇
‖
sFs| ds
)
, dWt
〉
+ |∇
‖
sFs| δs(t)dt . (5.7)
Thus, using the representation theorem for submartingales (Corollary 3.16) and the fact that ∇‖sFt = 0 for
t < s, we see that (C4) and (C5) are equivalent.
5.3 Proof of (C5) =⇒ (G1)
Using (C5) and the defining property of submartingales we obtain
|∇
‖
sFt | ≤ Et
[
|∇
‖
sF|
]
+ Et
[
κ
2
∫ ∞
t
|∇
‖
rFr| dr
]
. (5.8)
We may estimate |∇‖rFr| by applying the above with s = t = r to infer
|∇
‖
sFt| ≤ Et
[
|∇
‖
sF|
]
+ Et
[
κ
2
∫ ∞
t
|∇
‖
t1 F| dt1 +
(
κ
2
)2 ∫ ∞
t
∫ ∞
t1
|∇
‖
t2 Ft2 | dt2dt1
]
, (5.9)
where we have used that Et
[
Et1 [·]
]
= Et[·] if t ≤ t1. Plugging in equation (5.8) recursively we arrive at
|∇
‖
sFt | ≤ Et
|∇‖sF| +
∞∑
j=1
(
κ
2
) j ∫ ∞
t
· · ·
∫ ∞
t j−1
|∇
‖
t j F| dt j . . . dt1
 . (5.10)
Noticing that the volume of the simplex {(t1, . . . , t j−1) | t ≤ t1 ≤ . . . ≤ t j−1 ≤ t j} equals (t j − t) j−1/( j − 1)! we
get
∞∑
j=1
(
κ
2
) j ∫ ∞
t
· · ·
∫ ∞
t j−1
|∇
‖
t j F| dt j . . . dt1 =
∞∑
j=1
(
κ
2
) j ∫ ∞
t
(t j − t) j−1
( j − 1)! |∇
‖
t j F| dt j
=
κ
2
∫ ∞
t
e
κ
2 (r−t)|∇‖rF| dr . (5.11)
Putting things together, this proves the gradient estimate (G1):
|∇
‖
sFt | ≤ Et
[
|∇
‖
sF| +
κ
2
∫ ∞
t
e
κ
2 (r−t)|∇‖rF| dr
]
. (5.12)
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5.4 Proof of (G1) =⇒ (G2)
Let F be ΣT -measurable. Using the gradient estimate (G1) and Ho¨lder’s inequality we have
|∇
‖
sFt |2 ≤ Et

(
|∇
‖
sF| +
∫ T
t
κ
2
e
κ
2 (r−t)|∇‖rF| dr
)2 . (5.13)
Together with the inequality (a + b)2 ≤ γa2 + γ
γ−1b
2 this implies
|∇
‖
sFt|2 ≤ Et
e κ2 (T−t)|∇‖sF|2 + e
κ
2 (T−t)
e
κ
2 (T−t) − 1
(∫ T
t
κ
2
e
κ
2 (r−t)|∇‖rF| dr
)2 . (5.14)
Taking into account Ho¨lder’s inequality, which yields(∫ T
t
κ
2
e
κ
2 (r−t)|∇‖rF| dr
)2
≤
(
e
κ
2 (T−t) − 1
) ∫ T
t
κ
2
e
κ
2 (r−t)|∇‖rF|2 dr , (5.15)
we obtain the quadratic gradient estimate (G2):
|∇
‖
sFt |2 ≤ e
κ
2 (T−t)Et
[
|∇
‖
sF|2 +
κ
2
∫ T
t
e
κ
2 (r−t)|∇‖rF|2 dr
]
. (5.16)
5.5 Proof of (H1)
Suppose |Ric| ≤ κ and let F be ΣT -measurable. Integrating (C1) from 0 to T and taking the expectation
value we obtain
E
[
|∇
‖
sFs|2
]
+ E
[∫ T
0
|∇
‖
t∇
‖
sFt |2 dt
]
≤ E
[
|∇
‖
sF|2
]
+ κE
[∫ T
0
|∇
‖
sFt ||∇
‖
t Ft | dt
]
. (5.17)
To proceed we need to estimate the last term. The following claim provides the correct estimate:
Claim 1: We have κE
[∫ T
0 |∇
‖
sFt ||∇
‖
t Ft | dt
]
≤ E
[(
e
κ
2 (T−s) − 1
)
|∇
‖
sF|2 + κ2e
κ
2 T
∫ T
s
e
κ
2 (r−2s)|∇‖rF|2 dr
]
.
To prove Claim 1 we start by observing that
κE
[∫ T
0
|∇
‖
sFt ||∇
‖
t Ft | dt
]
= κE
[∫ T
s
|∇
‖
sFt ||∇
‖
t Ft | dt
]
≤
κ
2
E
[∫ T
s
(
|∇
‖
sFt |2 + |∇
‖
t Ft |
2
)
dt
]
. (5.18)
Using the gradient estimate (G2) we get
κ
2
E
[∫ T
s
|∇
‖
sFt|2 dt
]
≤
κ
2
E
[∫ T
s
e
κ
2 (T−t)
(
|∇
‖
sF|2 +
κ
2
∫ T
t
e
κ
2 (r−t)|∇‖rF|2 dr
)
dt
]
=
(
e
κ
2 (T−s) − 1
)
E
[
|∇
‖
sF|2
]
+
(
κ
2
)2
e
κ
2 T E
[∫ T
s
∫ T
t
e
κ
2 (r−2t)|∇‖rF|2 dr dt
]
. (5.19)
Proceeding similarly, we get get the estimate
κ
2
E
[∫ T
s
|∇
‖
t Ft |
2 dt
]
≤
κ
2
E
[∫ T
s
e
κ
2 (T−r)|∇‖rF|2 dr
]
+
(
κ
2
)2
e
κ
2 T E
[∫ T
s
∫ T
t
e
κ
2 (r−2t)|∇‖rF|2 dr dt
]
. (5.20)
23
Changing the order of integration we compute
κ
∫ T
s
∫ T
t
e
κ
2 (r−2t)|∇‖rF|2 dr dt = κ
∫ T
s
∫ r
s
e
κ
2 (r−2t)|∇‖rF|2 dt dr =
∫ T
s
(
e
κ
2 (r−2s) − e−
κ
2 r
)
|∇
‖
rF|2 dr . (5.21)
Combining (5.18), (5.19), (5.20) and (5.21) the claim follows. 
Now if we plug in the estimate of Claim 1 into (5.17) we immediately conclude (H1).
5.6 Proof of (H1) =⇒ (H2)
To prove (H2) we integrate (H1) for 0 ≤ s ≤ T and use that E
[
(F − E[F])2
]
= E
[∫ T
0 |∇
‖
sFs|2 ds
]
by the Ito
isometry (see Theorem 3.27) in order to get the estimate
E
[(
F − E[F])2] + E [∫ T
0
∫ T
0
|∇
‖
t∇
‖
sFt |2 dt ds
]
≤ e
κ
2 T E
[∫ T
0
e−
κ
2 s|∇
‖
sF|2 ds +
κ
2
∫ T
0
∫ T
s
e
κ
2 (t−2s)|∇‖t F|
2 dt ds
]
. (5.22)
Switching the order of integration in the last term gives
κ
∫ T
0
∫ T
s
e
κ
2 (t−2s) |∇‖t F|
2dt ds = κ
∫ T
0
∫ t
0
e
κ
2 (t−2s) |∇‖t F|
2ds dt =
∫ T
0
(
e
κ
2 t − e−
κ
2 t
)
|∇
‖
t F|
2 dt . (5.23)
Combining this with (5.22) proves the Poincare Hessian estimate (H2).
5.7 Proof of (H3)
To prove (H3) we could proceed as in the proof of (H2) by first finding an evolution equation for F−1t |∇sFt|2
and proceeding in a manner analogous to (H1) =⇒ (H2). Instead, in an attempt to illustrate another
method with the Bochner techniques, we will rely on Proposition 4.23, which provides an evolution equation
involving the full H1-gradient of Ft. Thus let us consider G ≡ F2 and apply Proposition 4.23 to get the
evolution inequality
d(G−1t |∇HGt|2 − 2Gt log Gt) (5.24)
≥ 〈∇
‖
t (G−1t |∇HGt|2 − 2Gt log Gt), dWt〉 +Gt
(∫ T
0
∣∣∣∇‖t∇‖s log Gt∣∣∣2ds
)
dt − κG−1t
(∫ T
0
|∇
‖
sGt | ds
)
|∇
‖
t Gt | dt .
Integrating this from 0 to T and taking the expectation value, we obtain
E
[G log G] − E [G] log E [G] + 1
2
E
[∫ T
0
∫ T
0
Gt
∣∣∣∇‖t∇‖s log Gt∣∣∣2ds dt
]
≤ 2E
[
|∇HF|2 +
κ
4
∫ T
0
∫ T
0
G−1t |∇
‖
sGt||∇‖t Gt| ds dt
]
. (5.25)
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To proceed we need the following error estimate:
Claim 2: We have κ4 E
[∫ T
0
∫ T
0 G
−1
t |∇
‖
sGt ||∇‖t Gt| ds dt
]
≤ E
[∫ T
0
(
e
κ
2 T cosh
(
κ
2 s
)
− 1
)
|∇
‖
sF|2 ds
]
.
To prove Claim 2 we start by observing
E
[∫ T
0
G−1t |∇
‖
sGt ||∇‖t Gt | dt
]
= E
[∫ T
s
G−1t |∇
‖
sGt ||∇‖t Gt | dt
]
≤
1
2
E
[∫ T
s
G−1t
(
|∇
‖
sGt |2 + |∇‖t Gt|
2
)
dt
]
. (5.26)
Using the gradient estimate (G1) and the Cauchy-Schwarz inequality as in the proof of (G2) we get
|∇
‖
sGt|2 ≤ Et
[
2F
(
|∇
‖
sF| +
κ
2
∫ T
t
e
κ
2 (r−t)|∇‖rF| dr
)]2
≤ 4Gt e
κ
2 (T−t)Et
[
|∇
‖
sF|2 +
κ
2
∫ T
t
e
κ
2 (r−t)|∇‖rF|2 dr
]
. (5.27)
This implies
κ
8 E
[∫ T
s
G−1t |∇
‖
sGt|2 dt
]
≤
(
e
κ
2 (T−s) − 1
)
E
[
|∇
‖
sF|2
]
+
(
κ
2
)2
e
κ
2 T E
[∫ T
s
∫ T
t
e
κ
2 (r−2t)|∇‖rF|2 dr dt
]
. (5.28)
Proceeding similarly, we get get the estimate
κ
8
E
[∫ T
s
G−1t |∇
‖
t Gt |2 dt
]
≤
κ
2
E
[∫ T
s
e
κ
2 (T−r)|∇‖rF|2 dr
]
+
(
κ
2
)2
e
κ
2 T E
[∫ T
s
∫ T
t
e
κ
2 (r−2t)|∇‖rF|2 dr dt
]
. (5.29)
Combining (5.26), (5.28), (5.29) and (5.21) we obtain the error estimate
κ
4
E
[∫ T
0
G−1t |∇
‖
sGt||∇‖t Gt| dt
]
≤
(
e
κ
2 (T−s) − 1
)
E
[
|∇
‖
sF|2
]
+
κ
2
e
κ
2 T E
[∫ T
s
e
κ
2 (r−2s)|∇‖rF|2 dr
]
. (5.30)
Integrating (5.30) over s from 0 to T , and computing the double integral as in (5.23), the claim follows. 
Now combining (5.25) and Claim 2 we conclude that
E
[
F2 ln F2
]
− E[F2] log E[F2] + 1
2
E
[∫ T
0
∫ T
0
(F2)t |∇‖t∇‖s ln(F2)t |2 ds dt
]
≤ 2e
κ
2 T E
[∫ T
0
cosh( κ2 s)|∇‖sF|2 ds
]
. (5.31)
This proves the log-Sobolev Hessian estimate (H3), and thus finishes the proof of Theorem 1.29.
5.8 Proof of (R2) − (R7)
We briefly remark how the estimates (R2) – (R7), which are the estimates from [Nab13], easily follow from
our new estimates. Indeed, (R2) and (R3) follow by evaluating (G1) and (G2), respectively, by evaluating at
s = t = 0. The estimates (R4) and (R5) similarly follow from (G1) and (G2) by setting s = t, integrating
both sides over PM, and recalling the equality d[F,F]tdt = |∇
‖
t Ft |2 from Corollary 3.12.
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The estimate (R6) is essentially a weaker form of (H2) obtained by dropping the Hessian term. Precisely,
as in the proof of (H2) if we integrate (H1) for t0 ≤ s ≤ t1 and drop the Hessian term then we arrive at the
inequality
E
[
|Ft1 − Ft0 |
2
]
≤ e
κ
2 T E
[∫ t1
t0
e−
κ
2 s|∇
‖
sF|2 ds +
κ
2
∫ t1
t0
∫ T
s
e
κ
2 (t−2s) |∇‖t F|
2 dt ds
]
. (5.32)
Changing the order of integration for the second term and proceeding as in (5.23) finishes the proof of (R6).
As with (R6) the estimate (R7) is essentially a weaker version of (H3) obtained by dropping the Hessian
term. The proof follows in verbatim the manner of (H3), however we integrate Proposition 4.23 from
t0 ≤ t ≤ t1, instead of over the whole interval 0 ≤ t ≤ T .
5.9 Proof of Converse Implications
In order to finish the proof of the Theorem 1.21, Theorem 1.26 and Theorem 1.31 we need to see the con-
verse implications, namely that the desired estimates themselves imply the bounds on Ricci curvature. We
will split this into two parts, namely the proof of the lower bound and the proof of the upper bounds. The
verbatim test functions we will introduce may used to prove any of the converse implications, and so we
will focus in this subsection on (C3) =⇒ |Ric| ≤ κ, which is to say we will see that the weak Bochner
inequality implies the two sided Ricci curvature bound.
(C3) implies Lower Ricci. We saw in the introduction how the martingale Bochner inequality may be used
to imply the classical Bochner inequality, and therefore the lower Ricci bound. Regardless, it is instructive
for us to prove directly the lower bound, as a slightly more involved version of the same technique will be
used to prove the upper bound. Thus for x ∈ M and v ∈ Tx M a unit vector let us choose a smooth compactly
supported function f1 : M → R such that
f1(x) = 0 , ∇ f1(x) = v , ∇2 f1(x) = 0 . (5.33)
Note one can build such a function by using exponential coordinates. If we consider the function on path
space given by Fǫ(γ) = f1(γ(ǫ)), then let us observe for s ≤ t ≤ ǫ the computations
∇
‖
t Ft = Pt∇Hǫ−t f1(γ(t)) , |∇‖t∇‖sFt | = |∇2Hǫ−t f1|(γ(t)) . (5.34)
Note in particular that ∇‖t Ft ≈ v and |∇
‖
t∇
‖
sFt | ≈ 0 for ǫ small, at least for a typical curve (one can be very
effective about this estimate, but it is not necessary for our purpose). Now using the generalized Bochner
formula of Theorem 1.12 we have that t 7→ |∇‖0Ft |
2 −
∫ t
0
(
|∇
‖
r∇
‖
sFr|2 +Ric(∇‖0Fr,∇‖rFr) dr
)
is a martingale. In
particular we have
|∇
‖
0F0|
2
= E
[
|∇
‖
0Fǫ |
2 −
∫ ǫ
0
(
|∇
‖
r∇
‖
sFr|2 + Ric(∇‖0Fr,∇‖rFr) dr
)]
. (5.35)
Now by using (5.34) we get
|∇
‖
0F0|
2
= E
[
|∇
‖
0Fǫ |
2
]
− ǫRc(v, v) + o(ǫ) . (5.36)
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On the other hand, by (C3) we have that t 7→ |∇‖0Ft |2 + κ
∫ t
0 |∇
‖
0Fr ||∇
‖
rFr | dr is a submartingale, so that
|∇
‖
0F0|
2 ≤ E
[
|∇
‖
0Fǫ |
2
+ κ
∫ ǫ
0
|∇
‖
0Fr ||∇
‖
rFr | dr
]
, (5.37)
which by using (5.34) again gives us
|∇
‖
0F0|
2 ≤ E
[
|∇
‖
0Fǫ |
2
]
+ κ ǫ + o(ǫ) . (5.38)
Combining (5.36) and (5.38) we infer that
Ric(v, v) ≥ −κ − ǫ−1o(ǫ) , (5.39)
which by limiting ǫ → 0 gives us our desired lower bound.
(C3) implies Upper Ricci. We have seen that cylinder functions of one variable capture the lower Ricci
curvature bound, and therefore we necessarily need more complicated functions on path space to capture
the upper Ricci curvature bound. In fact, we will see that a cylinder function of two variables is enough. For
x ∈ M and v ∈ Tx M a unit vector let us choose a smooth compactly supported function f2 : M × M → R
such that
f2(x, x) = 0 , ∇(1) f2(x, x) = 2v , ∇(2) f2(x, x) = −v , ∇2 f2(x, x) = 0 . (5.40)
For instance, we may choose f2(y, z) = 2 f1(y) − f1(z) where f1 is defined in (5.33). Let us then define the
cylinder function Fǫ(γ) ≡ f2(γ(0), γ(ǫ)). A computation tells us for 0 < t ≤ ǫ that
∇
‖
0Ft = ∇
(1) f2(x, γ(t)) + Pt∇H(2)ǫ−t f2(x, γ(t)) , ∇‖t Ft = Pt∇H(2)ǫ−t f2(x, γ(t)) ,
|∇
‖
t∇
‖
0Ft | ≤ |∇
2 f2|(x, γ(t)) + |∇2H(2)ǫ−t f2|(x, γ(t)) . (5.41)
Note in particular that ∇‖0Ft ≈ v, ∇
‖
t Ft ≈ −v and |∇
‖
t∇
‖
0Ft | ≈ 0 for ǫ small, at least for a typical curve (again,
one could be quite effective about this but it is unneccessary). Note that in contrast to the test function in
the lower Ricci context, we have that ∇‖0Ft and ∇
‖
t Ft have flipped signs. Now using the generalized Bochner
formula as in (5.35) we have that t 7→ |∇‖0Ft |2 −
∫ t
0
(
|∇
‖
r∇
‖
sFr |2 +Ric(∇‖0Fr,∇‖rFr) dr
) is a martingale and can
compute
|∇
‖
0F0|
2
= E
[
|∇
‖
0Fǫ |
2 −
∫ ǫ
0
(
|∇
‖
r∇
‖
sFr|2 + Ric(∇‖0Fr,∇‖rFr)
) dr] , (5.42)
which in combination with (5.41) allows us to write
|∇
‖
0F0|
2
= E0
[
|∇
‖
0Fǫ |
2
]
+ ǫRc(v, v) + o(ǫ) . (5.43)
We have used that ∇‖0Ft and ∇
‖
t Ft have opposite signs to obtain a positive sign in front of the Ricci term.
Additionally, using (C3) as in (5.37) we arrive at (5.38):
|∇
‖
0F0|
2 ≤ E0
[
|∇
‖
0Fǫ |
2
]
+ κ ǫ + o(ǫ) . (5.44)
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Combining (5.43) and (5.44) we infer that
Ric(v, v) ≤ κ + ǫ−1o(ǫ) , (5.45)
which by limiting ε → 0 finishes the proof of the upper bound.
Other Converse Implications. Using the same test function, it is now straightforward to check that the
other estimates on path space also imply the Ricci bound. To illustrate this in one more case, let us consider
the gradient estimate (R3). Testing with a 1-point cylinder function we infer again that Ric ≥ −κg. To prove
the upper Ricci bound consider the test function
Fε(γ) = f2(γ(0), γ(ε)) (5.46)
as above. Expanding the gradient estimate (R3) gives
|∇xEx[Fε]|2 ≤
(
1 +
κ
2
ε
)
E
[
|∇
‖
0Fε|
2
+
κ
2
ε|∇
‖
ε/2Fε/2|
2
]
+ o(ε) ≤ 1 + κε + o(ε) . (5.47)
On the other hand, as in (5.43) from the generalized Bochner formula we see that
|∇xEx[Fε]|2 ≥ 1 + εRic(v, v) + o(ε) . (5.48)
Combining (5.47) and (5.48) we conclude that Ric ≤ κg. This finishes the proof of the converse implication,
and thus the proof of Theorem 1.21, Theorem 1.26 and Theorem 1.31. 
Remark 5.49. It is quite straightforward to plug in the test functions into all the estimates, but there are also
several alternatives to close all the loops of implications, as we will briefly illustrate now. Applying the
log-Sobolev inequality (R7) to F2 = 1 + εG gives the Poincare inequality (R6). Dividing the estimate (R6)
by |t1 − t0| and taking the limit |t1 − t0| → 0 gives the quadratic variation estimate (R5). Moreover, using
d[F, F]t = |∇‖t Ft |2dt it is easy to see that (R5) ⇔ (R3) and that (R4) ⇔ (R2). And of course (R2) ⇒ (R3) via
Ho¨lder exactly as in (G2) ⇒ (G3). Summing up, if one doesn’t want to plug a test function in any estimate
other than (C3) and (R3), where we already did it, this is enough to close all the loops of equivalences.
References
[AGS14] L. Ambrosio, N. Gigli, and G. Savare´. Metric measure spaces with Riemannian Ricci curvature
bounded from below. Duke Math. J., 163(7):1405–1490, 2014.
[B ´E85] D. Bakry and M. ´Emery. Diffusions hypercontractives. In Se´minaire de probabilite´s, XIX,
1983/84, volume 1123 of Lecture Notes in Math., pages 177–206. Springer, Berlin, 1985.
[BL06] D. Bakry and M. Ledoux. A logarithmic Sobolev form of the Li-Yau parabolic inequality. Rev.
Mat. Iberoam., 22(2):683–702, 2006.
28
[CC96] J. Cheeger and T. Colding. Lower bounds on Ricci curvature and the almost rigidity of warped
products. Ann. of Math. (2), 144(1):189–237, 1996.
[CC97] J. Cheeger and T. Colding. On the structure of spaces with Ricci curvature bounded below. I. J.
Differential Geom., 46(3):406–480, 1997.
[CG72] J. Cheeger and D. Gromoll. The splitting theorem for manifolds of nonnegative Ricci curvature.
J. Differential Geometry, 6:119–128, 1971/72.
[CN12] T. Colding and A. Naber. Sharp Holder continuity of tangent cones for spaces with a lower Ricci
curvature bound and applications. Annals of Math., 176:1173–1229, 2012.
[CN13] J. Cheeger and A. Naber. Lower bounds on Ricci curvature and quantitative behavior of singular
sets. Invent. Math., 191(2):321–339, 2013.
[Fan94] S. Fang. Ine´galite´ du type de Poincare´ sur l’espace des chemins riemanniens. C. R. Acad. Sci.
Paris Se´r. I Math., 318(3):257–260, 1994.
[FW15] S.-Z. Fang and B. Wu. Remarks on spectral gaps on the riemannian path space. arXiv:1508.07657,
2015.
[Gig13] N. Gigli. The splitting theorem in non-smooth context. arXiv:1302.5555, 2013.
[Ham93] R. Hamilton. The Harnack estimate for the Ricci flow. J. Differential Geom., 37(1):225–243,
1993.
[HN15] R. Haslhofer and N. Naber. Characterizations of the Ricci flow. J. Eur. Math. Soc. (to appear),
2015.
[Hsu02] E. Hsu. Stochastic analysis on manifolds, volume 38 of Graduate Studies in Mathematics. Amer-
ican Mathematical Society, Providence, RI, 2002.
[KN96] S. Kobayashi and K. Nomizu. Foundations of differential geometry. Vol. I. Wiley Classics Library.
John Wiley & Sons, Inc., New York, 1996. Reprint of the 1963 original, A Wiley-Interscience
Publication.
[LV09] J. Lott and C. Villani. Ricci curvature for metric-measure spaces via optimal transport. Ann. of
Math. (2), 169(3):903–991, 2009.
[Nab13] A. Naber. Characterizations of bounded Ricci curvature on smooth and nonsmooth spaces.
arXiv:1306.6512, 2013.
[Sav14] G. Savare´. Self-improvement of the Bakry- ´Emery condition and Wasserstein contraction of the
heat flow in RCD(K,∞) metric measure spaces. Discrete Contin. Dyn. Syst., 34(4):1641–1661,
2014.
29
[Stu06] K.-T. Sturm. On the geometry of metric measure spaces. I & II. Acta Math., 196(1):65–131,133–
177, 2006.
[Stu14] K.-T. Sturm. Ricci tensor for diffusion operators and curvature-dimension inequalities under
conformal transformations and time changes. arXiv:1401.0687, 2014.
[WW16] F.-Y. Wang and B. Wu. Pointwise characterizations of curvature and second fundamental form on
riemannian manifolds. arXiv:1605.02447, 2016.
ROBERT HASLHOFER, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF TORONTO, 40 ST GEORGE
STREET, TORONTO, ON M5S 2E4, CANADA
AARON NABER, DEPARTMENT OF MATHEMATICS, NORTHWESTERN UNIVERSITY, 2033 SHERIDAN
ROAD, EVANSTON, IL 60208, USA
E-mail: roberth@math.toronto.edu, anaber@math.northwestern.edu
30
