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Abstract 
For a fixed oriented tree T, we consider the complexity of deciding whether or not a given 
digraph G is homomorphic to T. It was shown by Gutjahr, Woeginger and Welzl that there exist 
trees T for which this homomorphism problem is NP-complete. However, it seems difficult to 
decide just which trees T yield NP-complete homomorphism problems. In this paper, we first 
identify a class of simple trees with NP-complete homomorphism problems; these trees have 
exactly one vertex of degree 3 and all other vertices of degree 1 or 2. Our smallest ree has 
only 45 vertices. (The previous known smallest NP-complete tree has 81 vertices.) In order 
to gain insight into the structure of oriented trees T which have NP-complete homomorphism 
problems, we list all subtrees that are necessary in such oriented trees. 
1. Introduction 
A homomorphism of a digraph G to a digraph H is a mapping of  the vertex 
sets V(G) ~ V(H) which preserves the edges, i.e., such that xy C E(G) implies 
f (x ) f (y )  E E(H). I f  such a homomorphism exists, we say G is homomorphic to H 
and write G --~ H. Otherwise we write G 74 H. If G --~ H and H ~ G, we say G 
and H are horn-equivalent. A digraph G is a core i f  it is not homomorphic to any of  
its proper subgraphs. 
Let T be an oriented tree. We consider in this paper the complexity of  the following 
decision problem, called the T-coloring problem: 
Instance: A digraph G 
Question: Is G homomorphic to T? 
For brevity, we say T is an NP-complete (polynomial) oriented tree if the T-coloring 
problem is NP-complete (polynomial). 
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A similar decision problem can be defined for any directed or undirected graph H, 
in place of T. I f  H is Kn then this is the ordinary n-coloring problem. For general 
undirected graphs H the complexity of the H-coloring problem was determined in 
[14]. Namely, the H-coloring problem is polynomial for bipartite graphs and NP- 
complete for all other undirected graphs. For directed graphs the problem is much 
more complicated. It was proved in [8] that for every constraint satisfaction problem 
there is a polynomially equivalent digraph homomorphism problem. It is not known 
whether all constraint satisfaction problems are polynomial or NP-complete. Thus it 
will be difficult to prove that all digraph homomorphism problems are polynomial or 
NP-complete, and even more difficult to classify which are polynomial and which are 
NP-complete. For digraphs without sources and sinks, a distinction between polynomial 
and NP-complete problems seems easier to delineate, and a concrete conjecture is 
proposed in [1]. Digraphs with sources and sinks, and in particular oriented trees, 
seem to be the hard part of the problem. It may at first seem that oriented trees should 
be polynomial (oriented paths are polynomial [11], cf. also [21]), but in fact Gutjahr 
et al. [11] found an example of an NP-complete tree. 
In this paper we present further evidence that the complexity analysis of H-colorings 
is a difficult problem even when H is an oriented tree. It seems that even proving that 
all oriented trees are polynomial or NP-complete is beyond our means at this time. 
In Section 2, we construct a class of NP-complete oriented trees which have only 
one vertex of degree three and all other vertices of degree one or two. We call such 
an oriented tree a triad. The NP-complete oriented tree constructed by Gutjahr et al. 
[11] has 287 vertices and a complex structure. Gutjahr [10] simplified the construction 
and obtained an NP-complete tree with 81 vertices. Our smallest example of an NP- 
complete triad has 45 vertices, and is easily presented in a figure, cf. Fig. 2(b). Our 
proof of NP-completeness introduces a new technique (the 'choosers'), which seems 
useful in other contexts [6, 7]. 
In a companion paper [19], we study the complexity of the T-coloring problem from 
a different point of view. This investigation leads to a large class of polynomial triads 
(and other oriented trees), and hopefully can suggest further insight into the distinction 
between NP-complete and polynomial oriented trees. 
In Section 3, we discuss the possibility of characterizing NP-complete trees by for- 
bidding certain subtrees. We say a tree T I is T-free if T is not a subtree of T/. Assume 
P ~ NP, then all the two edge oriented trees are contained in every NP-complete tree. 
Among oriented trees with at least three edges, there are two oriented trees which are 
contained in every NP-complete oriented tree. We prove that for all other trees T, there 
exists a T-free NP-complete tree. On the other hand, every tree T can be extended to 
an NP-complete tree T t such that T ~ is a core. However it is still not known whether 
one can extend an NP-complete tree to a polynomial tree which is a core. 
For an oriented path P = [p0, p l , . . . ,  Phi, the length I(P) of P is the number of 
edges of P, the algebraic length al(P) of P is the number of forward edges of P 
minus the number of backward edges of P (as traversed from P0 to pn), and the net 
length nl(P) of P is the absolute value of al(P). We denote by p-1 the oriented path 
P. Hell et al./Discrete Applied Mathematics 70 (1996) 23-36 25 
from t to t t to be the algebraic length of the unique path of T from t to t/. For a vertex 
t of an oriented tree T, we define the level / r (t)  of t in T as /r(t)  = max{dr ( l ,  t) : 
t' E T}. The height h(T) of an oriented tree T is defined as 
h(T) = max{ l r ( t ) : t  E T}. 
We may write an oriented path P as a sequence of O's and l 's, where 0 represents a
forward edge and 1 represents a backward edge. For example P = OO1 means that P 
is the path with two forward edges followed by a backward edge. We say an oriented 
path of net length n is minimal if it contains no proper subpath of net length n. For 
two oriented paths P = [P0, Pl , .  ,Pn] and P '  = [p~, ' .. P l , . . . ,  Pro], the concatenation 
P o Pt of P and P~ is the oriented path obtained from the disjoint union of P and U 
by identifying the two vertices pn and pr. 
2. NP-complete trees 
Recall that a triad is an oriented tree with only one branching vertex v, which 
has degree three. In some sense, triads are the simplest oriented trees which are not 
oriented paths. Since oriented paths are polynomial, it is natural to ask whether or not 
all triads are polynomial. However we will prove in this section that there are triads 
which are NP-complete. The smallest example of such an NP-complete triad we found 
has 45 vertices. We do not know of any NP-complete tree with fewer vertices. Thus 
the smallest presently known NP-complete tree is a triad. 
To illustrate the general result we first describe our NP-complete tree with 45 
vertices. We give a full proof of its NP-completeness. The general proof of NP- 
completeness of all trees in our class is very similar and we only give an 
outline. 
We first construct some oriented paths. Let P~ be the oriented path 000110000 
(Fig. l(a)), P2 the oriented path 0010000 (Fig. l(b)), P3 the oriented path 0001000 
(Fig. l(c)), and P4 the oriented path 0000100 (Fig. l(d)). 
Let T be the tree obtained from P1, P2, P3 and P4 by identifying the initial vertices 
of P1,Pz,P3 and attaching to each of the terminal vertices of P1,P2,P3 a copy of P41 
(see Fig. 2). 
Theorem 1. The tree T is NP-complete. 
First we observe that each Pi is a minimal path of net length 5, and that Pi is not 
homomorphic to Pj with j ¢ i. 
Lemma 2. For each pair o f  indices 1 <~ i, j <~ 4, there exists a path Pij such that 
Pij ---* Pi,Pij ~ Pj and Pij 7 ~ Pk for k 7~ i,j. 
26 
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Fig. 1. Some oriented paths. 
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(a) A symbolic depiction of T 
Fig. 2. The oriented tree T. 
(b) T 
Proof. We explicitly give these paths as follows: PI2 = 00100110000, P13 = 000110 
01000, P14 = 00011000100, P23 = 001001000, P24 : 001000100, P34 : 000100100. 
It is easy to verify that these paths satisfy the conditions of  the lemma. [] 
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Definition 3. Let 1 ~< i,j<~ 3 be indices. An ( i , j ) -chooser  is an oriented tree T* with 
vertices a, b such that: 
• For every homomorphism h : T* ~ T, we have h(a) = tl and h(b) ¢ ti, or h(a) = t2 
and h(b) ¢ tj. 
• For every k ~ i, there is a homomorphism h:  T* ~ T such that h(a) = tl and 
h(b) = t~. 
• For every k ¢ j ,  there is a homomorphism h : T* ~ T such that h(a) --- t2 and 
h(b) = tk. 
Lemma 4. There exists a (1,3)-chooser TI3, a (2,1)-chooser T21, and a (3,2)- 
chooser 7"32. 
ProoL We explicitly construct each of the three choosers as follows: 
Let P be the concatenation P = P12 o P~41 o P34 o p~l  o Pl4 o P~41 o P24, and let 
the common vertices of  P12 and P~41, P~41 and P34, etc., be called Xl,X2 . . . . .  x7 (cf. 
Fig. 3(a)). Define T13 to be the tree obtained from P and P23 by identifying x3 and 
the terminal vertex of P23, see Fig. 3(a). The special vertices a,b are as depicted 
in Fig. 3(a). 
The chooser T21 is the oriented path P12 o P141 o P34 o p~l  o P34. 
To construct T32, we first build a path P '  as the concatenation P ' = P12 oP241 °P34  o 
P~41 o P24 o P~41 o P14. Let x be the common vertex of  the first copy of P34 and P14. 
Define T32 to be the tree obtained from P'  and P13 by identifying x and the terminal 
vertex of P~3- 
It is easy (although tedious) to verify that each tree T,? satisfies the definition of an 
( i , j )-chooser. As the verifications for the three trees are similar, we treat/'13 only, and 
leave the other cases to the reader. Let h:T13 ~ T be a homomorphism. Then h(xl ) 
is either tl or t2, because P12 is homomorphic to Pl and P2 only. We first consider 
the case that h(x l )  = h. Then h(x2) is either ul or v. If  h(x2) = Ul then h(x3) = h. 
However this is impossible because x3 is also the terminal vertex of P23, and P23 is 
not homomorphic to Pl .  Therefore h(x2) = v. This implies that h(x3) = t3, h(x4)  = 
U3, h(xs) = t3. Now h(x6) can be either v or u3. I f  h(x6) = v, then h(x7) = t2. 
If h(x6)  =- u3, then h(x7)  = t 3. Thus if h(a) = tl, then h(b) = t2 or t3 and both 
h(a) = h,  h(b) = t2 and h(a) = ta, h(b) = t3 are possible. Suppose h(x l )  = t2. Then 
h(x2) = u2, h(x3) = t2. Therefore h(x4) can be either u2 or v. If  h(x4) = u2, then 
h(x5) = t2, h(x6)  = u2 and h(x7) = t2. If h(x4)  = v, then h(x5) = tl, h(x6) = Ul and 
h(x7)  = tl. Thus h(a) = t2 implies that h(b) = h or t2 and both h(a) = t2, h(b) = tl 
and h(a) = t2, h(b) = t2 are possible. [] 
We now rename the vertices a,b in 7"13 to al ,b l ,  rename the vertices a,b in T21 
to a2, b2, and rename the vertices a,b in T32 to a3,b3. Let T' be the oriented tree 
obtained from the disjoint union of  T13, T21 and T32 by identifying bl, b2 and b3 into a 
new vertex b. 
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Fig. 3. The choosers T]3, T21, T32 and the tree T ~. 
Lemma 5. For any triple (ti, tj, tk) o f  elements of  {tl,t2} other than the triples (t l , t l , t l )  
and (t2,t2,t2), there is a homomorphism h :T  ~ ---* T such that h(al )  = ti, h(a2) = tj 
and h(a3) = tk. Moreover there is no homomorphism h : T ~ ~ T such that h(al )  = 
h(a2) = h(a3). 
Proof. The first half of  the lemma is easy to derive from the definition of  the choosers. 
For example, to see that there is a homomorphism h: T~---~ T such that h(al ) = h(a2) = 
tl and h(a3) = t2, we recall that there is a homomorphism h i :  /'13 ---* T such that 
hi(a1) = ta and hi(b1) = t3, and there is a homomorphism h2:T21 ~ T such that 
h2(a2) = tl and h2(b2) = t3, and there is a homomorphism h3:T32 ~ such that 
h3(a3) = t2 and h3(b3) = t3. The union of  hi, h2 and h3 will give us the homomorphism 
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h. For other triples (ti, tj, tk) from {tl,t2}, we can find the required homomorphisms 
similarly. 
To prove the second half of the lemma, we assume to the contrary that there is 
a homomorphism h: T t ~ T such that h(al) = h(a2) = h(a3) = tl. Then h(b) = 
ti for some i E {1,2,3}. I f  h(b) = tl, then h restricted to /'13 is a homomor- 
phism which maps al to tl and maps bl to t~, contradicting the fact that T13 is 
a (1,3)-chooser. I f  h(b) = t2, then h restricted to T21 is a homomorphism which 
maps a2 to tl and maps b2 to t2, again contradicting Lemma 4. Similarly, 
h(b) = t3 would violate the condition on T32 in Lemma 4. Therefore we cannot 
have h(al) ---- h(a2) = h(a3) = tl. Similarly, we cannot have h(al) = h(a2) 
=h(a3)=t2 .  [] 
Proof of Theorem 1. 1 Now we show that the following NP-complete decision problem 
[9] has a polynomial time reduction to a T-coloring problem: 
Instance: A 3-uniform hypergraph G; 
Question: Is G 2-colorable, i.e., is there a mapping f :  V(G) --+ {1,2} such that each 
edge of G receives both colors? 
Given a 3-uniform hypergraph G = (V,E), construct a digraph D as follows: For 
each edge e = {Vl,V2, V3} of G, take a copy Te of T ~ and identify each vertex ai of 
Te with vi. Except for the vertices vi, the copies of Te are mutually disjoint. We now 
show that D is homomorphic to T if and only if G is 2-colorable. 
First we suppose that G is 2-colorable, and let f :  V ~ {1,2} be a 2-coloring of 
G. We then define a mapping h:D --+ T by sending v C V(G)c  V(D) to h(v) = tf(~). 
(Observe that V(G) induces an independent set in D.) Now we shall extend this 
mapping to a homomorphism of D to T. It is enough to show that for any given edge 
e = {Vl,Vz,V3}, we can extend h to the copy of the tree T' attached to this edge. (As 
noted above, different copies of T t intersect only at vertices of  V(G).) By Lemma 5 
such an extension exists. 
It remains to show that if D is homomorphic to T, then G is 2-colorable. For 
this purpose, let h:D ---+ T be a homomorphism. Then for each v E V(G)C  V(D), 
h(v) = tl or t2. We define a coloring f :  V(G) --, {1,2} of the vertices of G by 
f (v )  = i if h(v) = ti. By Lemma 5, for any edge e = {vl,vz, v3}, we must not have 
h(vl ) = h(v2) = h(v3). Thus there is no monochromatic edge under this coloring f 
and G is 2-colorable. [] 
To generalize the above construction, we replace the specified paths P~,Pz,P3 and 
the three copies of  P4 by arbitrary minimal oriented paths P1,P2 . . . . .  P6 of the same 
algebraic length n. We call such a triad a special triad. Specifically, a special triad 
T is obtained from the minimal oriented paths P1,P2 . . . . .  P6 of the same algebraic 
length (say of  length n) by identifying the initial vertices of  PI,P2,P3 into a single 
vertex v, and identifying the terminal vertices of  Pi and Pi+3 into new vertices ti for 
i = 1,2,3. 
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Theorem 6. Let T be a special triad cons&ting of minimal oriented paths P1 . . . . .  P6 
of algebraic length n. Suppose that 
• for any pair of indices l<<,i <j~<3, there exists a minimal oriented path Pij of net 
length n which is homomorphic to Pi and Pj, but not homomorphic to Pk for any 
k ~ i,j, and 
• for any i = 1,2, 3, there is a minimal oriented path ['7 of net length n such 
that P* is homomorphic to Pi,Pa,P5 and P6, but not homomorphic to Pk for any 
k ~ i,4,5,6. 
Then the T-coloring problem is NP-complete. 
Proof (sketch). The proof is very similar to the proof of Theorem 1. We construct 
three choosers /'13, T21, T32 as before, except in place of Pi4 we put a copy of P~. Then 
we build the tree T' from /13, Tzl,/32 in the same fashion as above, and for a given 
3-uniform hypergraph G, attach to each edge of G a copy of T' to obtain a digraph 
D as before. It can be shown that G is 2-colorable if and only if D is homomorphic 
to T. [] 
The assumption of the existence of the paths Pij and P~' is necessary. It was proved 
in [12] that if Pi and Pj are minimal paths of net length n then there exists a minimal 
path P also of net length n which is homomorphic to both Pi and Pj. However such a 
path P may also be homomorphic to Pk for k # i,j. As an example showing that such 
circumstances do occur, consider the three paths P1 = 00101000,P2 = 00010100 and 
P3 = 00100100, of net length 4. It is not difficult to see that all the three paths are 
minimal and Pi 7 L~ Pj for i # j. However any oriented path P of net length 4 which 
is homomorphic to P1 and P2 must also be homomorphic to P3. 
On the other hand, if P1,P2 ....  P6 have a particular structure, the paths Pij and Pi* 
are easy to construct. We denote by Zm the path 010101 ...010 (with m zeros and 
m-  1 ones), and call it the m-zigzag path. Suppose that P is a minimal path and that 
Zm is a subpath of P. I f  the level of the initial vertex of Zm is k then we say Z,n is an 
m-zigzag of level k of P. Suppose that P and P' are minimal paths of length n and 
P'  ~ P. It is easy to see that if P has an m-zigzag of level k, then P'  must also have 
an m-zigzag of level k. 
We now show that if Pi and Pj are minimal paths of net length n such that neither 
Pi nor Pj has an m-zigzag of level k, then there is a minimal path P of net length n 
which is homomorphic to both Pi and Pj and which also has no m-zigzag of level k. 
As noted above, there is a minimal path P~ of net length n which is homomorphic to 
Pi and Pj. Suppose P~ has an m-zigzag Zm of level k. Let f be a homomorphism of
P' to Pi and let g be a homomorphism of P~ to Pj. Consider the restrictions of f and 
of g to Zm. Neither of the restrictions is one to one, for otherwise Pi or Pj would have 
an m-zigzag of level k. Therefore both f and g map a certain triple 010 of consecutive 
edges of Zm to a single forward edge. Thus if we identify three consecutive dges 010 
of Z,n into a single forward edge, the resulting path is still homomorphic to Pi and P j, 
and of course is still a minimal path of length n. 
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Suppose that P1,P2 . . . . .  P6 are minimal paths of net length n. Suppose further that 
there exist four positive integers tl,tz, t3,t4 such that P1 has an m-zigzag of level 6, 
but Pk has no m-zigzag of level tl for k # 1; P2 has an m-zigzag of level t2, but Pk 
has no m-zigzag of level t2 for k # 2; P3 has an m-zigzag of level t3, but Pk has no 
m-zigzag of level t3 for k ¢ 3; and such that each of P4,Ps,P6 has an m-zigzag of 
level t4, but Pk has no m-zigzag of level t4 for k # 4, 5, 6. Then the above argument 
shows that the paths Pij and P* exist. 
The particular structure of Pi's described above is of course not a necessary condition 
for the existence of the pahts Pij and PT. For example for the NP-complete tree of 
Theorem 1, the paths do not have this particular structure. 
Given a digraph G and an edge xy of G, a reverse subdivision of xy is the operation 
of replacing the edge xy in G by an alternating path 010. We say G ~ is a reverse 
subdivision of G if G ~ can be obtained from G by a sequence of reverse subdivisions 
of suitable edges of G. 
Corollary 7. Suppose T is a special triad for which the paths Pi have net length 
n >~ 6. Then there is a reverse subdivision of T which is NP-complete. 
Proof. We choose a sufficiently large integer m so that none of the Pi's have an m- 
zigzag of any level. Then we can form reverse subdivisions of the paths so that Pl 
has an m-zigzag of level 1 and no other m-zigzags; P2 has an m-zigzag of level 2 and 
no other m-zigzags; P3 has an m-zigzag of level 3 and no other m-zigzags; and each 
of P4, P5,P6 has an m-zigzag of level 4 and no other m-zigzags. Then the paths Pij 
and P? exist, and therefore the tree is NP-complete by Theorem 6. [] 
In a companion paper [19], we study oriented trees T for which the T-coloring 
problem is polynomial. The following concept urns out to be crucial. An oriented tree 
T is said to have treewidth-k duality if, for an arbitrary digraph G, the following two 
statements are equivalent: 
• G is homomorphic to T; 
• every oriented partial k-tree homomorphic to G is also homomorphic to T. 
We prove in [19] that if tree T has treewidth-k duality for some integer k then 
the T-coloring problem is polynomial. Several classes of oriented trees are proved to 
have treewith-1 or treewidth-2 duality, and hence are polynomial. Two such classes of 
polynomial oriented trees are cited below. It is interesting to note that these oriented 
trees have a very similar structure to the NP-complete oriented trees constructed in this 
paper. 
Theorem 8 (Hell et al. [19]). Suppose T is a special triad consistin 9 of oriented paths 
P1,"" ,P6. I f  P1 ~ P2, then T has treewith-1 duality (and hence is polynomial). 
Theorem 9 (Hell et al. [19]). Suppose T is a special triad consistin9 of oriented paths 
P1 . . . . .  P6. I f  for each i E {4,5,6} there is a j c {1,2,3} such that Pi ~ Pj then T 
has treewidth-2 duality (and hence is polynomial). 
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Triads are the simplest oriented trees other than oriented paths. All the polynomial 
trees in Theorems 8 and 9, and all the NP-complete trees in Theorem 6, are special 
triads. However, even for special triads, the complexity of T-coloring is not completely 
determined; it is also not known whether each special triad is polynomial or NP- 
complete. 
3. Subtrees of NP-complete trees 
For undirected graphs H, the polynomial H-coloring problems and the NP-complete 
H-coloring problems can be distinguished by forbidden subgraphs; namely the H- 
coloring problem is NP-complete if H contains an odd cycle and polynomial otherwise. 
This is not the case for oriented trees. We show in this section that every oriented tree 
can be extended to an NP-complete tree, and every oriented tree (except a few small 
trees) can be avoided by an NP-complete tree. From another view point of this result, 
we list all oriented trees that are necessary as subtrees of any NP-complete oriented 
tree. We hope these results will be helpful in gaining insights into other possible ways 
of distinguishing polynomial and NP-complete trees. 
First we observe that any oriented tree To can be extended to an NP-complete core 
oriented tree T*. We may assume that To is itself a core, as every oriented tree can 
be extended to a core oriented tree. Suppose To has height m. Let T r be the tree 
obtained from the NP-complete tree T of Theorem 1 by replacing each edge by a 
directed path of length m + 1. Let v0 be a vertex of To such that dro(Vo,X)<~O for all 
x E To, and let v r be a leaf vertex of T r. We take the disjoint union of T r and To 
and connect v r and v0 by the path 101. The resulting tree T* is a core and an exten- 
sion of To. For any digraph D, let D r be the digraph obtained from D by replacing 
each edge by a directed path of length m + 1. It is easy to see that D ~ T if and 
only if D r ~ T r if and only if D r ~ T*. Therefore T* is NP-complete, since T is 
NP-complete. 
We now study the question of avoiding oriented trees. To be precise, we say that 
T' avoids T, or T r is T-free, if no subtree of T r is isomorphic to T. We shall prove 
that almost all oriented trees (except for a few small ones, which we list below) can 
be avoided in an NP-complete oriented tree. 
There are, up to isomorphism, only three oriented trees with two edges (all these 
are oriented paths): A=00,  B=01 and C= 10. It is easy to see that an oriented tree 
T which avoids any one of them is homomorphically equivalent to a directed path, 
and hence polynomial. Thus all three are necessary in any NP-complete oriented tree, 
provided P ~ NP. For trees with three edges, the situation is more complex. There are, 
up to isomorphism, eight oriented trees with three edges, cf. Fig. 4. 
If a core oriented tree T is FT-free or F8-free, then T is a directed path and hence 
is polynomial. Our next result implies that for each of the other three-edge oriented 
trees Fi (i~<6), there exists an NP-complete oriented tree T which is Fi-free. 
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F~ F2 F3 F4 
\ 
F~ F~ Fr F8 
\ 
Fig. 4. All oriented trees with 3 edges. 
Theorem 10. Let S C{F1,F2,F3,F4,Fs,F6}. I f  S D{F1,F2,F3,F4} or S D{Fs,F6} then 
every S-free oriented tree T is polynomial. Otherwise there is an NP-complete oriented 
tree T with maximum degree three which is S-free. 
Proof. I f  S D{F1,F2,F3,F4} then any S-free oriented tree T has maximum degree two. 
Thus T is an oriented path and is polynomial (cf. [11]). If SD{Fs,F6} and T is an 
S-free core oriented tree, then the maximum length of a directed path of T is at most 
two. Moreover T is either a single edge, or every vertex of T is contained in a directed 
path of length two, for otherwise T contains F6 as a subtree. By identifying vertices 
of T on the same level, we see that T is homomorphic to a directed path of length 
two. Therefore T is a directed path of length two and is polynomial. 
We now prove that for any other set S C{F1,F2 . . . . .  F6}, there is an NP-complete 
oriented tree T which is S-free. 
Assume that Fi (1 ~< i ~< 4) is not in S. We shall first construct an NP-complete 
oriented tree T* of maximum degree three, such that for every vertex x of T of degree 
three, x and its three neighbors induce a subtree A isomorphic to Fi. (Thus T* will be 
({FI,F2,F3,F4} \ F/)-free.) By symmetry, we only need to consider the case Fi = F1 
and the case Fi = F3. The NP-complete oriented tree in Theorem 1 has only one vertex 
of degree three, and that vertex and its three neighbors induce a subtree isomorphic to 
F1. Thus it remains to consider the case that Fi = F3. 
Let T be the NP-complete oriented tree in Theorem 1. Let P1 be the oriented 
path 00011000 and let P2 be the oriented path 1000011000. We apply the following 
operation to T: For each vertex x of T with out-degree d+(x) at least one, we replace 
one of its outgoing edges by a copy of P2, and replace each of the other outgoing 
edges of x (if any) by a copy of P1. The resulting digraph is an oriented tree T* which 
has still only one vertex of degree three, with one incoming edge and two outgoing 
edges. Thus T is {F1,F2,F4}-free. 
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Given a digraph G, let G* be the digraph obtained from G by replacing each edge 
of G by a copy of the oriented path P2. We shall show that G ~ T if and only if 
G* ~ T*. This would imply that T* is NP-complete, as T is NP-complete. 
We view V(T) as a subset of V(T*) and V(G) as a subset of V(G*) in the natural 
way. Suppose f :G  ~ T is a homomorphism. We extend f to a homomorphism 
f*  : G* ~ T* as follows: Let xy be an edge of G. Then f (x ) f (y )  is an edge of T. 
The edge xy is replaced by a copy of P2 in G*, and the edge f (x ) f (y )  is replaced by 
either a copy of P2 or a copy of P1 in T*. I f  f (x ) f (y )  is replaced by a copy of P2, 
we simply map the copy of P2 corresponding to xy to the copy of P2 corresponding 
to f (x ) f (y ) .  If f (x ) f (y )  is replaced by a copy of P1, then we see that f (x)  has 
in-degree at least one in T*, since one of the outgoing edges of f (x)  is replaced by 
a copy of P2. Now we map the first two edges of the copy of P2 corresponding to 
xy (which is a backward edge followed by a forward edge) to an incoming edge of 
f (x)  in T*, and map the rest of this copy of P2 to the copy of P1 corresponding to 
the edge f (x ) f (y ) .  Thus G* ~ T*. 
Conversely, if G* ~ T* then we shall show that G ---+ T. If  G contains no directed 
path of length two, then G is homomorphic to a single edge, and hence is homomor- 
phic to T. Now assume that G contains a directed path [x, y,z] of length two and 
assume f*  :G* ~ T* is a homomorphism. It is straightforward (although tedious) to 
verify that f*(y) E T. This in turn implies that f*(z) is a vertex of T, and f*(x) 
is either a vertex of T or the third vertex of a copy of P2. In the latter case, we 
can locally modify f *  so that f*(x) becomes a vertex of T. As G is connected, we 
can then inductively prove that for any vertex 9 of G, f*(9) is a vertex of T. Thus 
f *  restricted to G is a mapping of G to T. It is easy to see that this mapping is a 
homomorphism. 
So far we have constructed an NP-complete oriented tree T*, which is Fi-free for 
any Fi E Sn{F1,F2,F3,F4}. IfSc{F1,F2,F3,F4} then T* is S-free, and we are done. 
Suppose now that S n {Fs,F6} ~ 9. We need to consider two cases. 
Case 1:F6 E S. We replace each edge of the oriented tree T* by a directed path of 
length two. The resulting oriented tree T' is certainly F6-free, and is still Fi-free for 
all Fi E S N {F1,F2,F3,F4}, and therefore T' is S-free. Obviously, the T*-coloring 
problem can be reduced to the T~-coloring problem in polynomial time, and therefore 
T I is NP-complete. 
Case 2:F5 E S. We replace each edge of the oriented tree T* by a copy of the oriented 
path 010. The resulting oriented tree T t is certainly Fs-free, and is still F~-free for all 
Fi E SN{Fa,F2,F3,F4}, and therefore T/ is S-free. To show that a T*-coloring problem 
can be reduced to a T~-coloring problem in polynomial time, we form a digraph G ~ 
from a digraph G* by replacing each edge of G* with a copy of the path 010. It is 
obvious that if G* is homomorphic to T* then G ~ is homomorphic to T ~. On the other 
hand suppose that G' is homomorphic to T' and let f~:G ~ ~ T' be a homomorphism. 
Then we define a mapping f *  : G* ~ T* as follows: For any vertex v of G* we let 
f*(v) = x, where x is a vertex of T* such that dT,(x,f'(v)) = 0 and the path of T' 
from x to f~(v) has at most two edges. It is easy to verify that f *  is well defined 
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and is a homomorphism. Therefore T' is NP-complete. This completes the proof of 
Theorem 10. [] 
For larger oriented trees To the situation is simpler: 
Theorem 11. For any oriented tree To with at least four edges, there is a To-free 
oriented tree T which is NP-complete. 
Proof. By Theorem 10, any oriented tree of three edges can be avoided by an NP- 
complete tree, except for F7 and Fs. Thus if there is an oriented tree To with at least 
four edges which is contained in every NP-complete tree, then any three-edge subtree 
of To must be either F7 or Fs. There are, up to isomorphism, only two such oriented 
trees (both are oriented paths), F9 = 0011 and Flo = 1100. However the NP-complete 
oriented tree obtained in the proof of Case 2 of Theorem 10 is both F9-free and 
Flo-free. [] 
We now list all the oriented trees (or sets of trees) that are necessary subtrees of 
any NP-complete oriented tree. 
Corollary 12. Assume P ~ NP. Every NP-complete tree T contains F7 and 1:8. 
Moreover, for any other oriented tree T with at least three edges, there exists an 
NP-complete oriented tree which is T-free. However, any NP-complete oriented tree 
contains one of Fs, F6 and one of F1, t72, F3, F4 as subtrees. 
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