We construct simple algorithms for high-dimensional numerical integration of function classes with moderate smoothness. These classes consist of square-integrable functions over the d-dimensional unit cube whose coefficients with respect to certain multiwavelet expansions decay rapidly. Such a class contains discontinuous functions on the one hand and, for the right choice of parameters, the quite natural d-fold tensor product of a Sobolev space H s [0, 1] on the other hand.
Introduction
The computation of high-dimensional integrals is a difficult task arising, e.g. from applications in physics, quantum chemistry, and finance. The traditional methods used in lower dimensions, such as product rules of one-dimensional quadratures, are usually too costly in high dimensions, since the number of function calls increases exponentially with the dimension.
In this paper we present a cubature method which can be used to handle the following multivariate integration problem also in higher dimensions:
Problem definition. We want to approximate the integral Results. The function classes we consider in this paper are certain Hilbert spaces H s = {f ∈ L 2 | f s < ∞} which are spanned by multiwavelets {ψ λ } λ and are characterized by discrete norms f , where N denotes the number of sample points used. We also prove a lower bound Ω log(N ) (d−1)/2 N s for all cubatures on H s using N sample points. This shows that the presented integration method converges on H s asymptotically almost optimal. Our cubatures are based on one-dimensional quadratures chosen with respect to the particular space H s under consideration, and Smolyak's construction. More precisely, we use composite quadrature rules of a fixed order n. These rules are exact for piecewise polynomials of order n. The presented Smolyak construction is related to tensor product multiwavelet expansions in the way that the cubature is exact on finite multiwavelet series up to a critical level.
Related work. To some extent our work is motivated by [13] , where the considered function classes depend on Haar wavelet series and a randomized cubature given by a quasi-Monte Carlo rule using so-called scrambled nets (see, e.g. [15] ) is studied. These classes of Haar wavelets are included in the classes of multiwavelets that we consider. Notice that cubature rules using scrambled nets are not exact for (piecewise) polynomials of higher degree, in contrast to our method.
It is known that Smolyak's construction leads in general to almost optimal approximations in any dimension d > 1 as long as the underlying one-dimensional quadrature rule is optimal. The application of Smolyak's construction to numerical integration has been studied in a number of papers so far, see, e.g. [3, 4, 11, 12, 14, 16, 20, 24] and the literature mentioned therein. The error bounds provided in these papers were usually proved on Korobov spaces or spaces of functions with bounded mixed derivatives, i.e., on spaces of functions with a certain degree of smoothness. For our method we provide good error bounds with respect to the Hilbert spaces H s of not necessarily smooth functions. Note that the power of the logarithm of N in our upper bound is (d − 1)/2 less than the power in the corresponding upper bounds appearing in the papers mentioned above.
This paper is organized as follows: In Section 2 we define multiwavelets and introduce the spaces on which our cubatures of prescribed level should be exact.
In Section 3 we present one-dimensional quadratures suited to evaluate the integrals of the univariate wavelets introduced in Section 2. We define a scale of Hilbert spaces of square integrable functions over [0, 1) via wavelet coefficients and prove an optimal error bound for our quadrature with respect to these spaces.
In Section 4 we use Smolyak's construction to obtain from our one-dimensional quadratures cubature rules for multivariate integrands. After giving a precise definition of the class of Hilbert spaces H s of multivariate functions we want to consider error bounds for our cubatures; first in terms of the level of our cubatures, then in terms of the number of function calls. We provide also lower bounds for the worst case error of any cubature Q N using N sample points. These lower bounds show that our cubature method is asymptotically almost optimal (up to logarithmic factors).
In Section 5 we report on several numerical tests which allow us to compare our method with known methods.
In Section 6 we provide a conclusion and make some remarks concerning future work.
Discontinuous multiwavelet bases 2.1 The one-dimensional case
We start by giving a short construction of a class of bases in L 2 [0, 1] that are called discontinuous multiwavelet bases. This topic has already been studied in the mathematical literature, see , e.g. [2, 18, 23] .
By Π n we denote the set of polynomials of order n, i.e., of degree strictly smaller than n, on [0, 1). Let h 0 , h 1 , . . . , h n−1 denote the set of the first n Legendre polynomials on the interval [0, 1); an explicit expression of these polynomials is given by
for all x ∈ [0, 1) , see, e.g. [1] . These polynomials build an orthogonal basis of Π n and are orthogonal on lower order polynomials,
For convenience we extend the polynomials h j by zero to the whole real line. With the help of these (piecewise) polynomials we define for i = 0, 1, . . . , n − 1 a set of scaling
. For arbitrary j ∈ N 0 we use the shorthand
We consider dilated and translated versions
of the scaling functions ϕ i . Observe that these functions have compact support
Furthermore, we define spaces of piecewise polynomial functions of order n,
It is obvious that the spaces V j n have dimension 2 j n and that they are nested in the following way:
For j = 0, 1, 2, . . . we define the 2 j n-dimensional space W j n to be the orthogonal comple-
This leads to the orthogonal decomposition
i=0 be an orthonormal basis of W 0 n . (An explicit construction of such a basis in more general situations is, e.g. given in [18, Subsec. 5.4.1] .) Then it is straightforward to verify that the 2 j n functions
form an orthonormal basis of W and satisfy the orthogonality condition
Since the spaces W j n are orthogonal to V 0 n = Π n , we have vanishing moments
Next we define the space
Notice that V contains all elements of the well-known Haar basis; therefore V is dense in
We follow the convention from [18] and define ψ 
and for every f ∈ L 2 [0, 1] we get the following unique multiwavelet expansion
The multivariate case
In this subsection we extend the concept of multiwavelet bases to higher dimensions.
Here we follow an approach that is suitable for our later analysis. For a given multi-index j ∈ Z d we put |j| := j 1 + j 2 + · · · + j d , and
is given by so-called tensor product wavelets. For n ∈ N, we define the approximation space on level L by
Similarly to the one-dimensional case we put
where j = (j 1 , . . . , j d ) ≥ −1 is meant in the way that j u ≥ −1 for all u = 1, . . . , d. (In the following all inequalities between vectors and between a vector and a scalar are meant componentwise.) Furthermore, we used the shorthands
3 One-dimensional integration 3.1 One-dimensional quadrature formulas
Recall that a general one-dimensional quadrature is given by
where x 1 , . . . , x m ⊂ [0, 1] are the sample points, and λ 1 , . . . , λ m ∈ R are the weights. Since we are here interested in quadrature formulas with high polynomial exactness-like the Newton-Cotes, Clenshaw-Curtis or Gauss formulas-we confine ourselves to the case m ν=1 λ ν = 1. For a detailed discussion of one-dimensional quadrature formulas see, e.g. [7] .
Our aim is to give a simple construction of quadrature formulas Q N which satisfy for a given polynomial order n and a so-called critical level l
We get the requested quadrature by scaling and translating a simpler one-dimensional quadrature formula Q m that is exact for all polynomials of order n on [0, 1]. If Q m has the explicit form (3.1), then our resulting quadrature uses 2 l m sample points and is given by
A m (l, 1) is exact for polynomials on canonical intervals I j k , j ≤ l, k ∈ ∇ j , of degree strictly less than n and therefore also on the whole space V 
Error analysis
For the error analysis of our one-dimensional quadrature method let n ∈ N, and let
be the multiwavelet basis of order n defined in Section 2.1. For s > 0 we define a discrete norm
on the space
consisting of functions whose wavelet coefficients decrease rapidly. Point evaluations are obviously well defined on the linear span of the functions ψ
Moreover, it is easy to see that they can be extended to bounded linear functionals on H s,n as long as s > 1/2. On these spaces quadrature formulas are therefore well defined. Now we choose an m = m(n) and an underlying quadrature rule Q m as in (3.1) such that Q m is exact on Π n . Let A m (l, 1) be as in (3.2) . Then the wavelet expansion of a function f ∈ H s,n and the Cauchy-Schwarz inequality yield the following error bound for our algorithm A m (l, 1): Theorem 3.1. Let s > 1/2 and n ∈ N. Let Q m and A m (l, 1) as above. Then there exists a constant C > 0 such that
Proof. Let f ∈ H s,n . The quadrature error is given by
The Cauchy-Schwarz inequality yields
Recall that the Cauchy-Schwarz inequality leads to a tight worst case error bound. Because of the polynomial exactness and vanishing moments we get therefore
By some easy calculations and with the identities supp ψ
For j ≥ l and k ∈ ∇ j let κ = κ(j, k, l) be the unique element κ ∈ ∇ l such that
Note that |∇ l | = 2 l . We can upper bound the integration error by
Thus we proved that (3.5) holds with the constant
Remark 3.2. The error estimate in Theorem 3.1 is asymptotically optimal as Theorem 4.9 will reveal.
Multivariate numerical integration 4.1 The d-dimensional cubature method
Now we extend our one-dimensional algorithm A m (l, 1) to a d-dimensional cubature. This should be done via Smolyak's construction:
The so-called difference quadrature of level l ≥ 0 is defined by
Notice that we have ∆ 0 = Q m . Let us recall that in the one-dimensional case A m (l, 1) is exact on V l n . In the d-dimensional case, it is not too difficult to show the exactness of 
Upper bounds for the cubature error
For the error analysis we consider product spaces which are based on the spaces H s,n used for our one-dimensional quadrature error bounds. These seem to be the natural spaces for our variation of Smolyak's construction. For a function f we define a norm
In [24, Lemma 2] Wasilkowski and Woźniakowski provided an error bound that is valid not only for d-dimensional cubatures, but also for more general d-dimensional approximation algorithms based on Smolyak's construction. Adapting the corresponding proof, we see that our one dimensional error bound from Theorem 3.1 implies the following result. Theorem 4.2. Let d, n ∈ N, and let the one-dimensional quadrature Q m be exact on Π n . For s > 1/2 let C be the constant from (3.5). The worst case error of A m (L, d) satisfies
Instead of explaining the proof in detail we want to provide a better upper bound in which essentially the term
Before establishing the corresponding theorem, we state a simple helpful lemma and a well-known identity.
Proof. We have ψ
A proof of this identity can, e.g., be found in [24, Lemma 1].
Theorem 4.4. Let d, n ∈ N, and let the one-dimensional quadrature Q m be exact on Π n . For s > 1/2 there exists a constant C > 0 such that for all L > 0 the worst case error of
Proof. For the sake of brevity we do not try to give a reasonably good bound for the constant C in the theorem; instead we use rather rough estimates and a generic constant C, which may depend on n, m, s and d, but not on the given level L.
We proceed via induction on d. The case d = 1 has already been treated in Theorem 3.1. Let now d ≥ 2, and let the induction hypothesis hold for d − 1. Similarly as in the one-dimensional case we can use the Cauchy-Schwarz inequality and the exactness of
hereby
for all ν ∈ {1, . . . , d} contributes not essentially to the square of the worst case error. Indeed, if i ′ , j ′ , and k ′ denote (d − 1)-dimensional vectors, then Lemma 4.3 yields
where in the last step we used the induction hypothesis. So let us now consider solely pairs (i, j) where for all ν ∈ {1, . . . , d} we have i ν ≥ 1 or j ν ≥ 0. For such pairs (i, j), for k ∈ ∇ j and µ ∈ {L − d + 1, . . . , L} let us define
A coarse estimate of the cardinality ofS j,µ is
(One can verify this bound by starting with j and counting the ways to distribute the difference µ − |j| to the components of j to get an l ∈ Z d with |l| = µ and l u ≤ j u for 1 ≤ u ≤ d.)
With these observations and with identity (4.2) we get
Since for l ∈S j,µ the tensor quadrature
where 
L yields a non-trivial contribution to our estimate. Altogether we get (suppressing the lower order term C2
Our estimate for |∇ j | and |{j | j ≥ −1, |j| = ν}| =
The sum inside the parentheses converges as s > 1/2.
From the abstract definition of our function space H s,n it is not immediately clear if it contains a reasonable class of interesting functions away from the piecewise polynomials. At least in the case where the parameter n is strictly larger than s, the Sobolev space H s [0, 1] is continuously embedded in H s,n . There are several ways to define Sobolev spaces with non-integer index s ∈ R, one can use for example the Fourier transform
to define the norm
and the space
For the interval [0, 1] we define 
For a proof of the theorem see, e.g. [5, 18, 23] . 
Lower bounds for the cubature error
In the previous section we discussed error bounds for our d-dimensional cubature rule based on Smolyak's construction with respect to the spaces H Theorem 4.9. Let s > 1/2 and n ∈ N. There exists a constant C > 0 such that for any d-dimensional cubature rule Q N using N sample points we have 
Now we choose the uniquely determined integer L that satisfies
and define a function
Hence we get for the norm of our candidate
Due to (2.1) the inner product f l , Ψ j i,k vanishes if one of the indices j ν satisfies j ν ≥ l ν ≥ 0. Furthermore, if we put M := max
Therefore we get
We upper-bound
Furthermore, we use the new index m := L − d − ν and majorize the resulting sum by taking the infinite sum instead. Using the short hand
Let us now consider the function
Using the asymptotic estimates
we finally get err(f
, with a constant C not depending on L, but depending on d and s.
Numerical examples
We implemented our cubature method and computed the integrals of certain test functions in dimension 5 and 10. The families of test functions we considered were selected from the testing package of Genz [9, 10] , and they are named as follows:
This choice of test functions is obviously unfavorable with regard to our cubature rule and the corresponding function classes, but enables us to compare our results directly to the results of the algorithms studied in [14] and [19] . The algorithm in [14] is based on Smolyak's construction and the Clenshaw-Curtis rule in dimension d = 1. The algorithms in [19, Chapter 11] consist of an embedded sequence of lattice rules named COPY, an algorithm using rank-1 lattice rules, an adaptive Monte Carlo method, and an adaptive method by van Dooren and De Ridder [22] , for which the short hand ADAPT is used. With respect to the six test families, COPY and ADAPT are the best performing algorithms of these four. We should mention here that there exist more recent algorithms which improve in some applications on the algorithms we chose as benchmark methods, see, e.g., [4, 12, 16] and the literature mentioned therein. So, e.g., the use of Kronrod-Patterson formulas as one-dimensional quadratures in Smolyak's construction seems to be a very powerful tool for the treatment of smooth functions as reported in [11, 16] . These cubatures have the advantage to lead to a higher degree of polynomial exactness than the Smolyak construction of the same level based on the Clenshaw-Curtis rules, while on the other hand the number of sample points used increases faster. Although the use of KronrodPatterson formulas leads for some examples to reasonably better performance than the use of Clenshaw-Curtis rules, one can see in [16] that for the testing package of Genz the first were not clearly better than the latter. As observed in [11, 16] the numerical advantage of the algorithms based on the Kronrod-Patterson rules over the ones based on Clenshaw-Curtis rules decreases with growing dimension d. The improvements of Petras by using delayed basis sequences of Kronrod-Patterson formulas can be seen as a further "fine tuning" of Smolyak's algorithm for smooth functions. The use of delayed basis sequences may also help to improve our approach for classes of smooth functions. We have not studied this so far.
We followed the conventions from [14, 19] : All the functions were normalized so that the true integrals over the unit cube equaled The diagrams in Figure 2 to 7 show the median of the absolute error of our cubatures in 20 tests for each of the considered families. We treated all six families in dimension 10. In Figure 2 to 7 we plotted the median error of the lattice rule COPY taken from the diagrams in [19] and the median error of the algorithm considered by Novak and Ritter taken from the diagrams in [14] . We tested our method by using Gauss rules as underlying one-dimensional quadrature Q m . Notice that in the case of the one-point Gauss rule the resulting algorithm is identical to the so-called Boolean midpoint rule which has, e.g., been studied in [3] . (There in a numerical example this algorithm behaved well for a smooth test function lying in some Korobov space.) We decided to use Gauss rules since they achieve the maximal degree of polynomial exactness. This makes it easy to study the dependence of the numerical results on the degree of (piecewise) polynomial exactness by considering only few sample points in the underlying quadrature. Unfortunately, the choice of Gauss rules leads to non-nested cubatures (A m (L, d) ) L . As mentioned in Section 3.1 and 4.2 one may use nested one-dimensional quadratures to reduce the number of sample points in dimension d at a given level L (of course at the cost of a reduced parameter n for fixed m).
For smooth integrands one would in general expect Gauss rules Q m with larger m superior to Gauss rules with smaller m, while for non-smooth integrands one would expect the contrary behavior. These prediction is supported by the numerical results for the families 1, 3, 5, and 6. The results for family 2 and 4 however do not display such a clear tendency.
If we compare our results to the ones of the algorithm of Novak and Ritter, we see that for the families 1, 2, and 4 their results are clearly better than ours, while for the families 3, 5, and 6 the results are comparable. The results for the families 1, 2, and 4 reflect that the algorithm of Novak and Ritter was constructed to make the best use of smoothness properties, while our method was not.
If we compare our cubature method with the algorithms considered in [19] , it turns out that for the families 1, 3, and 4 our method is comparable to ADAPT and the two lattice rules. The adaptive Monte Carlo method is in non of these cases competitive. In case of family 2 our cubature is not as good as COPY, but comparable with the rank-1 lattice rule and ADAPT and better than the Monte Carlo method. For family 5 our method is comparable to ADAPT, but worse than Monte Carlo and both lattice rules. Our results for family 6 however are not as good as the results of any of the four algorithms in [19] .
We performed additional numerical tests. Here we considered the six dimensional function
where α is a random vector. This function is used as a typical prototype electron-electron cusp of the solution of the electronic Schrödinger equation, see, e.g. [8] .
Since we do not know the exact value of the integral of f α over [0, 1] 6 , we consider the following (normalized) error for a given level L:
We performed 20 tests in which we chose the vectors α independently and uniformly distributed in [0, 1] 6 . Figure 8 shows the median of the error defined by (5.1) for the cubature A m (L, 6) with underlying one-, two-, and three-point Gauss formulas. The cubature induced by the one-point Gauss formula shows a good convergence up to an error of 10 −4 . For a precision beyond 10 −4 we seem to have numerical instabilities, as is also confirmed by the behavior of the cubatures induced by the two-and three-point Gauss formulas. Here adaptiveness may help to overcome these problems. Altogether, the numerical experiments show that our algorithms induced by Gauss formulas do behave reasonably well, although in every comparison (except for family (3)) the algorithm of Novak and Ritter or COPY perform clearly better. We may create algorithms following our approach by using, e.g., underlying quadratures resulting in nested cubatures or delayed basis sequences, cf. [16] . This may lead to an improved numerical performance. We have not studied this in detail so far, since the focus of our work was on the theoretical aspects of our multiwavelet approach.
Conclusion and Outlook
We provide explicit algorithms for multivariate integration based on Smolyak's construction and iterated one-dimensional quadrature rules. These quadrature rules can be arbitrary as long as they satisfy a given degree of polynomial exactness. The resulting algorithms are simple and easy to implement. We consider certain multiwavelet function spaces and derive upper and lower bounds for the worst case error over the unit ball of these spaces. These bounds reveal that our algorithms are optimal up to logarithmic factors.
We have chosen the presented multiwavelet approach, because translates of scaling functions do not overlap here. The treatment of overlapping scaling functions like Daubechies functions, B-splines or smoother multiwavelets requires special care at the end points of intervals [6] . These wavelet functions can be treated with an approach based on frame concepts; this will be discussed in detail in a forthcoming paper.
The function spaces we consider are Hilbert spaces of functions whose coefficients with respect to multiwavelet expansions exhibit a prescribed decay. These spaces are related to Sobolev spaces. A natural question is whether one can combine our multiwavelet approach with other function spaces. One may consider spaces with discrete norms related to Besov spaces (e.g., by using different weights and an l p -metric rather than an l 2 -metric in (3.3) ). Now Besov spaces are usually useful for adaptive non-linear approximation. It is known that for our error criterion adaptiveness and non-linearity does essentially not help (see, e.g., [21] ). In our opinion it is more promising to consider weighted (tensor product) Sobolev spaces. This would require some modifications with respect to the choice of cubature points. We have not studied this approach in detail so far, but think that our multiwavelet approach seems to be the appropriate choice here and would lead to good results.
Another interesting question is if it is possible to achieve a better numerical performance than we have seen in Section 5 with algorithms following our approach. This should be the case if we consider functions which are more favorable with regard to our theoretical analysis. A way of improving our algorithms for sufficiently smooth integrands may be to use delayed basis sequences which result in nested cubatures.
