Abstract. This paper is intended to help clarifying what multimedia analytics encompasses by studying users expectations. As a showcase, we focus on the very specific family of applications doing search and navigation of broadcast and social news content. This paper is first describing what professional practitioners working with news currently do. Thanks to extensive conversations with media professionals, mockup interfaces and a human-centered design methodology, we analyze the perceived usefulness of a number of functionalities leveraging existing or upcoming technologies. This analysis helps (i) determining research directions for the technology underpinning the very recent field of (multi)media analytics and (ii) understanding how multimedia analytics should be defined. In particular, dependency to the domain is discussed: are multimedia analytics tasks domain-specific or can we find general definitions?
Introduction
From the early days of DARPA and NIST evaluations, news search and navigation have been widely studied. The fundamental technologies needed to search and navigate news have been designed and evaluated in a number of different, though closely related, contexts such as broadcast news transcription, topic detection and tracking, automatic content extraction, etc. Several systems and prototypes originated from there. Early technology-driven systems such as Broadcast News Navigator [13] , Informedia [8] and Físchclár news [12] primarily targeted indexing for search based on transcription, topic segmentation and entity extraction. Departing from the index and search philosophy, pioneering work on topic threading aimed at organizing news collections with explicit links to offer event-oriented navigation capabilities, e.g., [9, 21] . Exploratory news visualization and exploration interfaces were also designed in lab settings [7] .
However, no commercial news navigation product is widely operational today for media professionals. Practitioners mainly rely on general public search systems, synthesizing and organizing search results by themselves. For example, press agents in state offices are often asked to make a brief on a given topic, e.g., Charlie's killings in Paris, mentioning the main dates and the chronology of the event, the causes and consequences as well as the main characters. To do so, they search media databases to complement their personal knowledge.
Obviously, tools to organize, navigate, synthesize and extract information from news collections would be beneficial. This is even more true now that information sources have been significantly multiplied, in particular with social networks and user-generated news and comments.
Multimedia analytics exactly match this description: organize data collections and provide tools to extract knowledge by interacting with the data. Practitioners have at hand a large amount of multimedia material that they need to understand and explore in order to gain insight. Taking advantage of this insight, they will, e.g., create some new multimedia material for the general public to have a better understanding of the society they live in, and/or provide other practitioners with another source of knowledge useful to get insight, etc. While multimedia analytics is a recent field, there are already several technological solutions available to facilitate working and understanding multimedia collections. In particular, the sheer number of content description and search tools published in the literature clearly shows that multimedia analysis has reached maturity. So why haven't we real-world, commercial systems, facilitating multimedia analytics over news data?
To better understand why practitioners have not adopted the latest technology and to foster new research directions in media analytics targeting users' needs, this paper studies current practices and expectations in the news media business. In contrast to many other papers, the study here is not technologically oriented but rather user-oriented. It does not expose users to the vast bestiary of existing tools, asking them to imagine what they could be doing with these tools. The study in this paper goes the other way around and adopts a general human-centered design approach for interactive systems. We use here an ergonomic analysis based on interviews of practitioners, pursuing multiple goals via media analytics. First, we want to gain a better understanding of potential users and of their professional activity to identify relevant functionalities to develop. Second, we want to measure the perceived usefulness of a number of functionalities to prioritize research and development. The idea is to measure how users perceive the utility of functionalities that can be developed based on existing and upcoming technology, before actually developing a prototype system. Finally, we also want to gather suggestions and new ideas from discussions with future users, so as to shape the future of multimedia analytics.
Methodology

The UCD approach
The approach taken to better understand how media professionals work and how media analytics can assist them borrows from human-centered design (UCD). The ISO 9241-210 standard identifies six basic principles governing a humancentered design approach, leading to four main activities in application design: (i ) understanding and characterizing the context of use: skills or habits of potential users, tasks to perform with the system, analysis of the environment in which the tasks will be performed; (ii ) identifying users' demands; (iii ) producing design solutions (scenarios, mock-ups or prototypes) based on technical knowledge; (iv ) assessing these solutions in relation to the demands. With the goal of defining major trends for (multi)media analytics and shaping the related research directions, we consider here the first three activities applied to the design of an interface to search and explore a collection of documents related to the news domain so as to gain insight and extract information.
The scenario considers large-scale collections of newswires and online newspapers, radio podcasts and videos along with comments and reactions from the web, e.g., via blogs, or on social networks. We explicitly envision two distinct uses of the application. The first case is a standard information extraction usage where the interface is used to search for a precise piece of information, be it a simple fact such as a date, a location, or the reaction of public persons to an event. The second case considers information exploration (or analytics) where the interface is typically provided to apprehend a subject or an event, gain insight and get a global understanding, e.g., to make a synthesis of an event. This is typically what press agents do when they're asked a press kit or a brief on a subject. Contrary to the search scenario, we believe that advancing the state of the art in Multimedia Analytics is needed to address this task and develop better analytics tools.
The target population for such a navigation interface is typically that of media professionals-journalists, press agents, news-related community managers and website designers/editors, politicians and their press assistant, etc.-rather than the general public whose needs are typically very heterogeneous.
Interview Stage #1: Knowing the Crowd
Over a period of one month, we interviewed 13 media professionals representing three different professions: journalists, press agents, and community managers. All analyze the press on a daily basis though with different purposes. The professions were chosen to provide a variety of practices for which we believe technology can help. Each interview was divided in four main parts. A questionnaire was first used to gain a better understanding of the interviewee's profile, in particular regarding his relation to the press and his degree of acquaintance with Internet and multimedia technology. The interview itself, led by an ergonomist, started with an analysis of the current activity and practices. Each interview lasted from 1 hour to 1:30. Thirteen professionals were selected for these user tests. This sample seems adequate compared to studies on this subject. Indeed, a user test conducted using a sample between 5 and 10 persons is enough to reveal the majority of usability problems [15] .
The 13 interviewed persons were mostly male (9/13): 4 press agents, 7 journalists and 2 community managers. Average age is 32 with an average professional experience of 5 years. We measured several aspects of their technology profile. Personal innovativeness, i.e., willingness to test innovative technology [1] , gets a score around 5 on a Likert scale from 0 (innovation reluctant) to 10 (innovation victim), except for community managers having an average score of 8.5. Skills in Internet browsing and information retrieval range from average for press agents (6 on a scale from 0 to 10) to high for community managers (10) with journalists in between. All practitioners make heavy use of social networks, mostly Facebook (100 %) and Twitter (91.7 %), with 58 % of the persons spending more than 5 hours daily on social networks. Search engines on the Internet are frequently used for all groups.
We also measured how traditional media sources are used. Surprisingly, TV news are not frequently used by any of the professional categories. Newspapers are regular sources for press agents and journalists who however mostly rely on the radio news, with many of them listening to radio news several times a day. News aggregation sites are not usual sources of information except maybe for some journalists where 3 out of 7 visit such sites at least once a day.
One interesting outcome of the study of practices is that media aggregation interfaces are not used (and not trusted) by media professionals. We see that as a sign that search engines and content aggregation hardly make analytics! With this in mind, we explore functionalities that could be useful for media analytics.
Interview Stage #2: Assessing Design Decisions
The second stage of the interview addressed the assessment of the design solution, focusing on the acceptability of various functionalities. Acceptability refers to an individual's perception of the value of a system or a technology. According to the technology acceptance model [3] , the two most influential theoretical constructs in terms of acceptability are the perceived usefulness of a technology (i.e., the degree to which a person believes that using a given system will improve performance) and its perceived ease of use (i.e., the degree to which a person believes that using a given system will require little or no effort). In this study, we focus on perceived usefulness to evaluate more specifically each of the proposed functionalities. Finally, ranking the functionalities was proposed to conclude the interview and global suggestions were collected.
From a practical point of view, evaluation of the functionalities was done using a psychometric Likert scale from 0 (strongly disagree with the proposition) to 10 (strongly agree with the proposition). In addition, we analyzed verbatim transcripts of the interviews for a better understanding of the judgments. Note that ranking the functionalities was done interactively with the interviewees who were allowed to ask for details. We observed that this interaction was needed for persons to get a good understanding of non-conventional functionalities, thus fully justifying the use of interviews as opposed to a online questionnaire. In preliminary experiments, the latter was deemed not adequate for complex functionalities and usage significantly departing from standard practices. We shall note here that this situation might arise on a regular basis in the assessment of what multimedia analytics can do and how it can help, with foreseen practices departing from the standard search philosophy. 
Perceived Usefulness of Analytics Functionalities
During the interviews, the navigation interface was globally described to a person as a web-based system to explore the various types of media data used in his/her professional activity, offering a number of functionalities to search information, have a synthetic view of documents, see links between documents in the collection, explain those links, etc. It is important to stress again that no actual system was used at this stage of the design process. The understanding of the functionalities is thus based on explanations where the interviewee imagines how he would use the functionality rather than based on experience. Following the UCD approach, we built mockups screens such as the one illustrated in Fig. 2 to help describing a wide range of functionalities. Some of the functionalities obviously build on existing technology while others are clearly innovative if not futuristic, e.g., generating a short text that explains the links between two documents. Functionalities were grouped in four broad categories, respectively related to text and keywords, social networks and opinions, links and recommendation, and content abstraction and fast access (details are given below).
A synthetic view of the trends is given in Fig. 1 , where perceived usefulness is reported for each professional profile and for each group of functionalities. Globally, for press agents, social network analysis and linking/recommendation are the two most useful functionalities. For journalists, fast access to information ranks first along with transcripts, keywords and entities. Community managers find everything useful, with a weaker interest for links and recommendation.
Transcripts, Keywords and Entities
The first group gathers fairly classical tools highlighting salient information in a document or in the collection based on language data, mostly from automatic speech transcription for radio and video content. Showing the transcript appears as the most straightforward possibility. Keywords as well as entity extraction and characterization can further be used to present key information to users.
Six persons judged displaying transcripts useful and 3 mentioned this functionality would help them save time. Displaying word clouds instead of the whole transcript was globally perceived negatively, 3 persons mentioning that there is no interest in doing so, 2 mentioning that word clouds are not practical. Highlighting proper names was judged useful or interesting by 5 persons, but only one found interest in having direct access to the corresponding biography (if not from Wikipedia). Highlighting locations was surprisingly judged of no use by 3 while 3 mentions that using a map would be more appropriate. In the free suggestion phase, 5 persons for whom classifying keywords according to relevance and frequency would be nice, better than displaying word clouds.
From the technology point of view, this set of functionalities builds on existing tools (automatic speech recognition, named entity detection, term and keyword extraction, etc.) and common practices in the field of interfaces (word cloud, Google map localization, etc.). Comments during the interviews however highlighted the importance of the accuracy of those techniques: accuracy and robustness of the underlying content extraction tools involved should still be improved to make them fully acceptable in media analytics. Automatic processing quality assessment, i.e., saying whether or not the outcome of content analysis can be trusted, is needed. Comments on Wikipedia also highlight that external knowledge sources must be trustworthy to be of interest for media analytics.
Social Networks and Opinions
A number of functionalities related to opinion mining in social networks were also considered, ranging from standard and existing opinion mining techniques targeting valence (positive, negative, neutral) to upcoming fine-grain characterization techniques. In particular, recent work in opinion mining addresses the identification of the emotions (anger, surprise, fear, etc.) expressed in addition to valence [6] and it is expected that these techniques will be mature in the near future. The identification of the aspects on which people are reacting also appears as a promising functionality. Typically, on a news item such as the Strauss-Kahn Sofitel scandal, people reacted on several aspects: the main offender, the director of the International Monetary Fund, the candidate to the French presidential election, etc. After identifying the different aspects targeted in social networks, opinions and feelings can be analyzed, displayed and synthesized for each aspect individually to have a better synthetic view of social reactions.
The group of functionalities was globally judged interesting and useful, with 5 persons mentioning usefulness and 3 time gain. Perceived usefulness is particularly high for press agents, while journalists are more doubtful. The ability to analyze the evolution of opinions over a period of time was well perceived in terms of usefulness, with 5 persons mentioning this functionality. Extracting opinions and feelings, whether globally on a subject or more precisely for an event, was also found interesting. Looking at feelings appears more interesting at a global level while opinions seem more interesting for a precise event. Unsurprisingly, opinion analysis in traditional media (as opposed to social media) is judged of limited interest. The lack of confidence in the outcome of automated opinion analysis was again mentioned on several occasions. Finally 5 persons suggested a functionality implementing filters to sort comments (by social network, by keywords, by number of retweets, likes, followers, etc.). There clearly is a high demand for social network analysis to extend the classical sources of information of media analytics. There is apparently a clear interest to go further into the characterization of opinions and feelings, beyond valence. This is an ongoing research topic and confidence in the result indicates that progress are still required for this technology to be considered as mature for social media analytics: better ressources (lexicons, tree-banking of social texts, etc.), fine grain lexical and syntactic analysis on degraded language are among the elements that will shape the future. As for the first group of functionalities, being able to measure the confidence in the outcome of processing modules is vital. Explaining the decision, which is something out of reach of the current technology, appears like a good option to help with this issue.
Links and Recommendation
Creating explicit links between documents in a collection provides a set of functionalities to group similar items, recommend content related in some way to a document or provide a chronological thread of an event. We also consider explicit linking as a potential prerequisite for analytics, exploiting generic graph analytics techniques and knowledge propagation.
Links can be established on a number of grounds-e.g., same content, same event, same topic, same person involved-and organized in various ways: chronological order to show the evolution of an event, reactions to an event, causes and consequences. To help better apprehend why links are established, link characterization can further be used to inform users of the interface of the meaning of the link. The mockup screen in Fig. 2 illustrates these functionalities.
Providing links and recommendations with documents do not appear as a priority. We asked people to rank the types of links according to perceived usefulness and obtained the following ranking: by topic, keywords, date, location, etc. Linking by dates and/or locations was however mentioned several times as useful during the interviews. Regarding link explanation, journalists found fine-grain explanation of why the link is provided more useful than a simple coarse grain explanation such as a type (average rating of 8.5 vs. 6.3). Limiting redundancy by grouping highly similar documents wasn't judged as necessary. However, press agents rank the functionalities 'grouping similar documents' and 'highlight key/central documents' with a perceived utility of 10. Interestingly, these two features can easily be implemented using graph analytics should the data be organized as a graph. A suggestion, made by two persons, is to emphasize links to raw information sources, i.e., not processed by (other) journalists.
While the technology to compare content exists for all modalities, little has been done to create links on a large scale in collections. Evaluations on video hyperlinking over the past few years, e.g., [5] , are typically first step in this direction. Clearly, analytics cannot satisfy itself of documents taken regardless of the collection. The question of knowing what usage for what types of links and structure (k-nn graphs, threads, etc.) thus appears as a crucial one for analytics. Fine grain semantic links are still missing, along with the ability for the machine to explain why a link was established, to facilitate navigation.
Fast Access to Information
The last group of functionalities gathers a number of features whose goal is to provide a more efficient access to the information and to ease a global view of the collection (or of part of the collection). Apart from the classical table of content and search engine, several rapid access features were considered: showing a timeline of the collection or of a selected event, providing a clickable word cloud depicting the whole collection, grouping similar documents along with a summary, or highlighting key documents.
While fast access to information was globally judged as a useful set of functionalities, we were able to gain limited insight on the detailed functionalities. Topic segmentation was globally perceived as useful and time saving. Links from topic segments to the corresponding (transcription of the) content were suggested when topic segmentation was mentioned. Several persons also found interesting displaying a chronological record of an event. In contrast, summarizing documents or groups of similar documents was judged of no interest: one reason given is that machine interpretation of content cannot be trusted by professionals.
Most of these functionalities rely on existing technology and interface design. Summarization, in particular in the context of multiple documents from multiple modalities, still needs improvement in order to be accepted as part of an interface for media analytics. Yet, the perceived usefulness of these functionalities remain limited though we believe they are all relevant for access and fast selection of relevant information, an important feature of multimedia analytics. Progress in interface design to accommodate these functionalities might be considered for users to find utility in them.
Lessons for Multimedia Analytics
Multimedia analytics could be defined as the process of organizing multimedia data collections and providing tools to extract knowledge, gain insight and help make decisions by interacting with the data. This definition clearly goes beyond traditional multimedia analysis whose goal is to describe content, usually for indexing purposes, and requires organizing collections of data. Studying users practices and expectations in media analytics sheds light on the design of such applications, on technology requirements and on research directions to pursue.
Social Networks. A first important result that was highlighted by the interviews is the importance of social networks, at least in the news domain. While this does not come as a surprise, for news as for any other domain [22] , this state of fact calls for tools to characterize opinions and feelings in social networks at a fine grain: better resources are required for fine grain semantic characterization; improved word representations (e.g., derived from word embeddings [20, 14] ) along with the corresponding learning machinery; etc. Apart from opinons and sentiments, on which we focused in this paper, a huge amount of information can be extracted from social signals, e.g., for event detection (see, e.g., [19] , to cite a famous example), fact checking, etc.
Heterogeneity of Information Sources. Regardless of the scientific challenges for NLP and machine learning, the importance of social media in the news domain (and in many other domains) points out to the variety of information sources that need to be ingested and connected within multimedia analytics applications. In turn, this raises a number of scientific challenges regarding heterogeneous and distributed information integration. There are no clear model to do so as of today and mostly ad-hoc solutions are adopted, often with probabilistic modeling. Mathematical tools for the joint analysis of modalities and/or sources are still poor as of today. We will come back to this point later in the discussion with the notion of knowledge.
Reliablity of Sources. With the variety of sources of information comes the notion of reliability of the information, which is clearly a crucial point. This is obviously true for media professionals who prefer unedited sources, who need to know who published and who read, etc. We believe that this is also true in most application domains and that analytics interfaces must implement a trust mechanism of some sort. From a multimedia modeling point of view, we see a number of implications. First, information automatically extracted need be reliable. At the very least, an automatic decision should come with a confidence. Confidence measures have been used for a long time in some domains, e.g., speech recognition [10] , but need be generalized to all content-based analysis tools. Another possible option is the ability for a classification system to explain on what ground the decision was made. Early attempts in this direction, e.g., recounting [4] or evidence [16] , are encouraging and, again, should be generalized. But the current trends in big data machine learning goes in a different direction with neural models acting as black boxes. Second, content-based analysis can be used to validate information. This is clear from current trends in data journalism and fact checking [17] . These are recent research areas, mostly unexplored, implementing analytics on a limited scale. Here again, trust and confidence are crucial.
Contextualization.
Another point that appears meaningful is the need for contextualization in general. Showing and analyzing a document must take into account the metadata context (authors, number of views, etc.) and the context of the collection: tweets often make sense in the context of more global threads, video fragments can hardly be understood outside the chronology of events they illustrate. Links between parts of documents form a nice basis to keep track of the context. From the technology point of view, organizing collections according to links materializing the relations between items within the collection as discussed in Sec. 3.3 is convenient for context-aware analysis, navigation and visualization. While the links themselves are not judged relevant by professionals for recommendation, they could easily be used for contextual display, a feature that was judged as highly relevant.
Dynamic Management of Knowledge. With the goal of analytics being to gain insight and knowledge, there is a need for research on knowledge representation in tight cooperation with content analysis and interpretation. We believe that multimedia modeling and collection organization should evolve as more knowledge is gained. To do so, we need knowledge representation mechanisms that can serve content-based analysis and, conversely, content-based analysis able to handle evolving knowledge. While knowledge representation and content-based modeling have mostly been two separate fields in the past, we can anticipate that they will converge, to some extent. Recent work on image processing [2] and natural language processing [18] hint in this direction. Multimedia analytics certainly goes with a trend towards using knowledge available as linked open data. Note that information trust remains an issue. Finally, as knowledge evolves with the process of multimedia analytics, a constant back and forth between data description and organization, on the one hand, and knowledge extraction via analytics on the other hand, is required. This in turn requires multimedia models and content-based description algorithms to adapt and evolve, e.g., relying on active learning techniques.
Conclusion.
To conclude this discussion, let us highlight a few points that were left out of the study we performed (and thus out of the discussion) but that we judge very relevant. First of all, the dynamicity (aka velocity) of the data has been totally ignored. Many collections evolve at a very fast pace, in particular on social media. How do applications adapt to the constant stream of data and, more generally, to increasing knowledge? This question remains largely open and few multimedia modeling tools can today handle dynamic collections and knowledge evolutions. Second, user interfaces have also been disregarded to focus on functionalities regardless of their inclusion in an actual interface.
All interviewees in our study insisted on the ease of use of media analytics functionalities, calling for research on interfaces and navigation in multimedia databases, e.g., to handle knowledge-aware multi-faceted view of heterogeneous and multimodal data. Recent work such as [11] on photo browsing goes in this direction and require generalization to multimodal and heterogeneous data, a challenge for the database world.
As we can see from this discussion, the future of media analytics goes beyond the sole multimedia community, standing at the intersection of multiple domains including databases, knowledge discovery, or human-computer interaction. Targeted users should also be actively involved in the process of shaping-up multimedia analytics. In the near future, efforts should be made to put all these actors together.
