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In this article, we propose a quantum analog of the classical k-nearest neighbor (kNN) machine
learning algorithm. Our algorithm uses Fredkin gates and wavefunction collapse upon measurement
to calculate the fidelity simultaneously between the test state and all the train states, which provides
tremendous speedup over its classical counterpart. The quantum kNN algorithm presented here is
capable of dealing with completely unknown test states encoded in quantum systems. As an example,
we test this algorithm on the problem of classifying n-qubit pure entangled states.
I. INTRODUCTION
Recent years have seen significant advancements in the
fields of quantum computing (QC) [1–6] and machine
learning (ML) [7–12]. While quantum computing enables
us with a new paradigm for computing, machine learn-
ing, armed with big data and powerful hardware, shows
the depth of classical computing. The union of these
two fields recently has led to the birth of a new field —
quantum machine learning (QML) [13–16]. QML aims to
tackle the ever-growing big data by employing quantum
computers in hopes that its surreal properties, such as
superposition and entanglement would lead to methods
that can process data much faster than classical com-
puters. Not only is QML capable of providing massive
speedup over the classical counterparts, it can also han-
dle quantum data efficiently [17–19]. Several classical ML
algorithms have been ported to quantum versions, such
as quantum principle component analysis [20], quantum
k means clustering [21], quantum support vector ma-
chines [22], each with its vices and virtues. In this paper,
we propose a quantum version of the k-nearest neighbor
(kNN) algorithm.
kNN algorithm is a simple supervised ML algorithm
used extensively for pattern recognition and classifica-
tion [23–25]. This algorithm rest on the assumption that
two states close to each other are more likely to belong
to the same class or pattern. In this algorithm, the com-
puter is trained with a set of train states whose class
labels are known. The test state with the unknown la-
bel is compared with the train states, and a k number of
the nearest neighbors from the train states are identified
for the given test state. The label of the test state is
determined upon majority voting.
The most computationally expensive step in the kNN
or classical kNN algorithm is to determine the distance
between the test state and all the train states, which
makes the kNN algorithm slow. Each state (train or test)
is represented by a vector of complex numbers. As the
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number of train states and the size of the state vectors in-
creases, kNN becomes more expensive. To classify vector
of dimension N by comparing it to a set of train vectors of
cardinality M , we need to carry out MN multiplication
operations. Multiplications and the sorting in order to
get the nearest neighbors gives classical kNN algorithm
a complexity of O(MN).
Several quantum machine learning algorithms have
been proposed which exploit the broad concept of nearest
neighbors; for example, quantum nearest neighbor algo-
rithm [26] and quantum k nearest neighbor algorithm us-
ing Hamming distance [27]. Although these quantum ver-
sions of classical kNN algorithms have their merits, they
also have severe limitations. For example, the method
presented in [26] requires two oracles and multiple calls
from these oracles. This also implicitly requires knowl-
edge of the state to be classified, hence limited to only
classical data. Furthermore, this algorithm is restricted
to a single neighbor for classification, which limits its ac-
curacy. The quantum ML algorithm presented in [27]
requires complete knowledge of the test state which re-
stricts its impact.
In this article, we propose a novel quantum k-nearest
neighbor (QKNN), a quantum analog of classical kNN
algorithm. In this algorithm, we exploit the superpo-
sition properties of the quantum states and collapse of
the wavefunction upon measurement to calculate the dis-
tance between the test state and all the train states si-
multaneously. In particular, we use the Swap test [28]
to calculate the fidelity simultaneously between the test
state and all the train states which makes our algorithms
much faster than its classical counterpart. Another im-
portant advantage of QKNN is that it does not require
any kind of information about the test state. Therefore,
it is eligible to handle quantum as well as classical data.
As an example, we test QKNN on the problem of classify-
ing pure multipartite entangled states. We compare the
results with the classical kNN algorithm and find that
both the algorithms yield the same accuracy; however,
the classical algorithm requires the knowledge of the test
state, whereas QKNN does not.
QKNN is capable of estimating the distance and find
the nearest neighbors for any unknown quantum test
state; therefore, it can handle quantum as well as classi-
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2FIG. 1. Choosing a k = 3 neighborhood. Here circle and
square represents two different classes and star represents the
unknown state whose label is to be determined. On choosing
k = 3, we classify it as a ‘square’ point.
cal data. Unlike existing quantum nearest neighbor algo-
rithms, our algorithm has the capability of classifying un-
known states, thereby would be of great use in situations
where it is costly to learn the states. These situations
include cases involving quantum data, where expensive
processes such as quantum state tomography, whose com-
plexity grows exponentially with the number of quantum
systems [29], are required to gain complete knowledge
about the states. This feature invariably makes QKNN
better than the existing quantum kNN algorithms. The
advantage of QKNN can be seen from the example of
classification of multipartite pure entangled states where
it is capable of classifying the entangled states without
any prior information about the given state.
The article is organized as follows. In Sec II, we present
the necessary background relevant for our work. We
present the QKNN algorithm and classification of entan-
glement classes in Sec. III. In this section, we show the
advantage of QKNN over the classical kNN algorithm as
well. We conclude in Sec. IV.
II. BACKGROUND
In this section, we present the relevant background of
the classical kNN algorithm. We also present the entan-
glement classes, and the Swap test which is an integral
part of our QKNN algorithm.
A. Classical kNN algorithm
Classical k-nearest neighbor or kNN algorithm is a
supervised classical machine learning algorithm to clas-
sify test states (say {un}) whose labels are to be deter-
mined, by comparing their distance to the train states
(say {vm}), whose labels are known to us [23–25]. kNN
has been applied successfully to a multitude of prob-
lems [30–34]. Being a simple algorithm, kNN also al-
lows us to reason about the structure of the data we are
working with.
Both the test states and the trains states are r-
dimensional real or complex vectors. Any bona fide def-
inition of a distance measure can be used for the pur-
pose of kNN algorithm. Most common distance measures
include Euclidean distance d(u,v) and cosine similarity
(u,v) (which reduces to inner product for normalised
states), which are defined as:
d(u,v) =
( r∑
i
|ui − vi|2
)1/2
, (1)
(u,v) =
∑r
i u
∗
i vi√∑r
i u
2
i
√∑r
i v
2
i
. (2)
Here, u and v are r-dimensional complex vectors and
ui, vi are their components, respectively.
Another popular choice for the distance measure is fi-
delity F (u,v) which is the square modulus of the cosine
similarity, i.e., F (u,v) = |(u,v)|2. In quantum setup,
the states are represented in the Dirac notation by |u〉
and their duel space vectors by 〈u|. Fidelity between two
such states |u〉 and |v〉 is simply [35]:
F (u, v) = |〈u|v〉|2. (3)
Fidelity arises naturally as a criterion to determine neigh-
bors in any quantum protocol. For normalized states
|u〉 and |v〉, one convenient measure of distance between
them can be
D(u, v) = 1− F (u, v). (4)
Therefore, higher the fidelity between the two states,
closer they will be.
The rationale behind kNN is that data points that are
close together, with respect to some distance measure,
must be similar. Formally, the kNN algorithm consists
of the following steps:
1. For each test state (whose label is to be deter-
mined), compute its distance to the train states
whose labels are known.
2. Choose the k number of neighbors which are near-
est to the test point.
3. Conduct a majority voting and assign the label of
the majority to the test point.
Although the kNN algorithm is simple to understand
and easy to implement, there are several limitations and
shortcomings of the algorithm. As the number of train
data points and the dimension of the state vectors grows,
kNN can quickly turn intractable for classical comput-
ers. Classification of an N dimensional test state by
comparing with M train states requires O(MN) multi-
plication operations. Finding the nearest neighbors will
require sorting of M number of distance which requires
3O(M logM) operations. Furthermore, the choice of the
number k is also highly debated. There is no general way
of choosing k and usually, hyperparameter tuning is done
to choose the best possible k [24, 36, 37].
B. Swap Test
Since computing distance between the test states and
the train states is an integral part of the kNN algorithm,
we require a quantum subroutine, which can estimate the
distance between two quantum states. The swap test [28]
is a quantum algorithm that can be used to statistically
estimate the fidelity of two pure states |ψ〉 and |φ〉, i.e.,
F = |〈ψ|φ〉|2.
In order to implement the swap test, we need three reg-
isters prepared in states |0〉, |ψ〉 and |φ〉, respectively (see
Fig. 2). The initial combined state of the three registers
is
|R〉 = |0〉 ⊗ |ψ〉 ⊗ |φ〉 . (5)
Next we apply a Hadamard operation H on the first
register followed by a control swap CS on the other two
registers where the first register serves as the control
system. The action of the Hadamard operation H on
|0, 1〉 = (|0〉 ± |1〉)/√2. Whereas the action of CS reads
CS |0〉 |a〉 |b〉 = |0〉 |a〉 |b〉 ,
CS |1〉 |a〉 |b〉 = |1〉 |b〉 |a〉 . (6)
The total state of the system after these two operations
reads
|R¯〉 = 1√
2
(|0〉 |ψ〉 |φ〉+ |1〉 |φ〉 |ψ〉). (7)
Applying another Hadamard operation H on the first
qubit followed by a measurement on the first qubit in the
{|0〉 , |1〉} results in 0 and 1 with probabilities
P (0) =
1
2
+
1
2
|〈ψ|φ〉|2, (8)
P (1) =
1
2
− 1
2
|〈ψ|φ〉|2. (9)
The quantity P (0)− P (1) gives us the desired fidelity.
In this whole protocol to estimate the fidelity between
two n-qubit states, the more resource-intensive compo-
nent is the controlled swap operation. A controlled swap
operation on n-qubit system can be realized using n num-
ber of Fredkin gates. A Fredkin gate is a three-qubit gate
where all three registers - the control and the two regis-
ters to be swapped, are single qubits.
A Fredkin gate can be decomposed into two-qubit gates
as shown in Fig. 3, where V is the single-qubit gate [38]:
V =
1 + i
2
[
1 −i
−i 1
]
. (10)
|0〉 H • H
|ψ〉 ×
|φ〉 ×
FIG. 2. Circuit diagram for Swap test. Here H is the
Hadamard operation.
• • • •
× = • •
× • V V V † •
FIG. 3. Decomposition of Fredkin gate in two-qubit oper-
ations. Apart from the standard CNOT gate, we use the
control V (CV ) gate where V is a pi/4 rotation about σx.
We can achieve the control swap operation on n qubits
with no more than n Fredkin gates by using each of the
Fredkin gate to swap corresponding qubits in the two reg-
isters |a〉 and |b〉 with the first register being the control
qubit for all the Fredkin gates (refer appendix A).
Note that the swap test requires no knowledge of the
states whose overlap is being measured. Hence, in prin-
ciple, it is possible to compute the fidelity between two
unknown n qubit states with a total number of 2n + 1
qubits.
C. Entanglement classes
In this section, we discuss the entanglement classes in
pure n-partite quantum states. For simplicity, we restrict
ourselves to n-qubit systems only. We begin with n =
2 case. A pure two-qubit quantum state |Φ〉 is called
separable or product state if and only if it can be written
as a tensor product of two pure states corresponding to
individual subsystems, i.e.,
|Φ〉 = |φ1〉 ⊗ |φ2〉 . (11)
If the state |Φ〉 is not of the form (11) then its an en-
tangled states. In two-qubit or bipartite systems a pure
state is either separable or entangled. However, the same
statement is not true in multipartite systems. A pure n-
qubit quantum state |Ψ〉 is separable only if it can be
written as the tensor product of n quantum states as
|Ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉 . (12)
Such states are also called n-separable states [39]. An-
other way to look at these states is the following: a pure
state |Ψ〉 is an n-separable state if it is separable across
all the possible bipartitions of the n qubits. If this con-
dition is violated then the state is no longer n-separable.
Some states can be entangled in certain bipartitions and
separable in others. Some states are entangled in all the
bipartitions. This motivates a classification of n-partite
quantum states on the bases of entanglement.
4r1 H • H
r2 ×
r3
W
×
r4 H⊗m
FIG. 4. Circuit for the quantum kNN algorithm. W is the
oracle as defined in equation 14.
For two-qubit states, there are only two classes – sep-
arable and entangled states. Three qubit states can be
divided into three classes: (i) three-separable states, (ii)
states that are separable in two bipartitions and entan-
gled in one and (iii) the states which are entangled in
all the three bipartitions. The class (ii) can further be
divided into three subclasses depending on which bipar-
tition is entangled. If A, B, and C represent the three-
qubits, and if we represent two subsystems that are sep-
arable as A-B and two subsystems that are entangled
as AB, then the entanglement classes can be written as
{A-B-C, AB-C, A-BC, AC-B, ABC}. Note that we do
not distinguish between W states and GHZ states defined
in [40] and keep them in the same class ABC.
The same classification of the entanglement can be ex-
tended to n number of qubits. The question that is rel-
evant to us is the following: given an n-qubit arbitrary
state, is there a way to label it according to its entangle-
ment class. In the following section, we show that clas-
sical kNN algorithm can classify these state with very
high accuracy. Furthermore, the same accuracy can be
achieved by our QKNN algorithm without the knowledge
of the given quantum state, establishing the advantage of
QKNN over classical kNN algorithm.
III. RESULTS
In this section, we introduce our new QKNN machine
learning algorithm. We analyze the cost and benefits of
the QKNN over classical kNN algorithm. As an example,
we simulate this algorithm on classical computers for the
problem of classifying bipartite entangled states.
A. QKNN
Let |ψ〉 be the n-qubit test state, whose label is to be
determined. The set {|φi〉} contains all the train states of
the same dimension. Each of the train states is indexed,
which we refer to as i which need not represent their
label. Two or more states with different indices i can
have the same label.
Implementation of our algorithm requires four registers
r1, r2, r3, and r4. The r1 register is a single-qubit system,
r2 and r3 are n-qubit systems and r4 is anm-qubit system
where its dimension 2m = M is the cardinality of the set
{|φi〉}. The QKNN algorithm consists of three major
steps:
1. Initialization: initialize the registers in the required
state vectors |R〉.
2. State transformation: transforming the initial state
to arrive at the state |R¯〉, which is suitable for fi-
delity estimation.
3. Measurements: performing measurements to esti-
mate the fidelity.
We present each step in detail below.
1. Initialisation
In this step of the algorithm, we prepare the four
registers in a suitable state. For our purpose, we pre-
pare the r1 is the state |0〉, r2 is prepared in the test
state, i.e., |ψ〉, r3 and r4 are prepared in the states
|0〉⊗n and |0〉⊗m, respectively, where n = logN and
m = logM . Hence, the initial state of the total sys-
tem is |R〉 = |0〉 |ψ〉 |0〉⊗n |0〉⊗m. Although, for the sake
of this algorithm we prepare the register r2 is the state
|ψ〉 but in real situations we are given an n-qubit system
in an unknown state |ψ〉. The advantage of our QKNN
algorithm is that it does not require the knowledge of the
state |ψ〉.
2. State transformation
In the second step of the algorithm, we apply a set of
quantum operations that are independent of the given
test state. We first apply a Hadamard gate H to the first
register, r1 and H
⊗m to the r4 register, after which the
state |R〉 transforms to |R′〉 = H ⊗1r2 ⊗1r3 ⊗H⊗m |R〉:
|R′〉 = 1√
2M
M∑
i=1
(|0〉+ |1〉) |ψ〉 |0〉⊗n |i〉 , (13)
where |i〉 is the m-qubit basis state in the computational
basis. Next we apply a quantum oracle W of the form
W|0〉|i〉 = |φi〉|i〉. (14)
on the registers r3 and r4, where |φi〉 is the train state
indexed by i. Applying this oracle to the coherent super-
position in |R′〉, we obtain
|R′′〉 = 1√
M
M∑
i=1
|0〉 |ψ〉 |φi〉 |i〉 . (15)
5We now implement a control swap CS (6) with r1 as
the control qubit and r2 and r3 as the target registers.
The total state of the system reads
|R′′′〉 = 1√
2M
M∑
i=1
(|0〉 |ψ〉 |φi〉+ |1〉 |φi〉 |ψ〉) |i〉 . (16)
This is followed by another Hadamard operation on the
r1 register. After all these we get the final state |R¯〉 given
by
|R¯〉 = 1
2
√
M
M∑
i=1
( |0〉 [|ψ〉 |φi〉+ |φi〉 |ψ〉]
+ |1〉 [|ψ〉 |φi〉 − |φi〉 |ψ〉]
) |i〉 . (17)
3. Measurements
In the final step we preform measurements on the four
registers in the following order. First a measurement is
performed on r1 register in {|0〉 , |1〉} basis resulting in 0
and 1 outcomes with probabilities
p(0) =
1
2
+
1
2M
M∑
i=1
|〈ψ|φi〉|2, (18)
p(1) =
1
2
− 1
2M
M∑
i=1
|〈ψ|φi〉|2. (19)
One can see that the information about the fidelity
Fi = |〈ψ|φi〉|2 is present in these measurement prob-
abilities. Conditioned on the outcome 0 or 1, the state
of the other three registers after the measurement is
|R0〉 = 1√
2
∑M
i=1(|ψ〉 |φi〉+ |φi〉 |ψ〉) |i〉√
M +
∑M
j=1 |〈φj |ψ〉|2
, (20)
|R1〉 = 1√
2
∑M
i=1(|ψ〉 |φi〉 − |φi〉 |ψ〉) |i〉√
M −∑Mj=1 |〈φj |ψ〉|2 . (21)
We now measure the register r4 in the computational
basis {|i〉}. Upon measurement, the probability of the
i-th outcome is:
p0(i) =
1 + |〈φi|ψ〉|2
M +
∑M
j=1 |〈φj |ψ〉|2
, (22)
p1(i) =
1− |〈φi|ψ〉|2
M −∑Mj=1 |〈φj |ψ〉|2 . (23)
Here p0(i) and p1(i) are the probabilities of getting the
index i after getting 0 and 1 in the conditioning measure-
ment, respectively. We define quantity q(i) which we call
the contrast as the difference between the probabilities
p0(i) and p1(i) for the i-th outcome, i.e.,
q(i) = p0(i)− p1(i)
=
1 + Fi
M +
∑M
j=1 Fj
− 1− Fi
M −∑Mj=1 Fj
=
2(Fi − 〈F 〉)
M(1− 〈F 〉2) .
(24)
Here we have used 〈F 〉 = ∑Mj=1 Fj/M as the average
fidelity of |ψ〉 with all the train states {|φi〉}.
The quantity q(i) is directly proportional to the de-
sired fidelity and is the quantity of interest in QKNN
algorithm. However, this can not be estimated by per-
forming measurement only once. We need to initialize
the system in the state |R〉 and transform it into the
state |R¯〉 and perform the measurement for a sufficiently
large number of times. In each run of the algorithm, we
acquire a click in the register r1 and a click in the register
r4. After repeating the algorithm for T number of times,
let c0(i) and c1(i) be the number of clicks corresponding
to the index i in register r4 conditioned over getting 0 and
1 in the r1 register. Let T0 =
∑
i c0(i) and T1 =
∑
i c1(i)
be the number of times the first qubit collapses into 0
and 1, respectively. Therefore, T = T0 + T1.
From here we can estimate the approximate probabil-
ities pn(i) ∼ p¯n(i) = cn(i)/Tn, for n = 0, 1. As T in-
creases, p¯n(i) → pn(i). From the measurement results,
we construct the contrast q¯(i) = p¯0(i) − p¯1(i). As we
know larger values of the fidelity yields larger contrast
q(i); hence, running the QKNN algorithm a sufficient
number of times, we can find the k states which are clos-
est to |ψ〉, i.e., the k number of indices having highest
q(i). We assign |ψ〉 a label after conducting the majority
voting.
B. Cost and benefits
The QKNN algorithm offers two main advantages over
its classical counterpart. Firstly, it offers the capability to
classify unknown states. This is advantageous when we
deal with quantum data as we get to bypass the expen-
sive process of quantum state tomography. Any classical
kNN method will require the complete description of the
quantum state.
The second advantage is obtained through the inherent
natures of quantum physics. In classical kNN methods,
one requires to compute the distance of the test state with
every train state, even far off states, to obtain the k near-
est neighbors. In our QKNN algorithm, through quan-
tum parallelism and the probabilistic nature of quantum
measurement, only those train states which have high
Fidelity with the train states will have high probabil-
ity of getting detected upon measurement. Therefore,
in a limited number of trails only the states which are
closer to the train state will appear in the measurement
hence fewer resources are spent on them. Furthermore,
6the measurement results yield the neighbors of the test
states with high probability, no sorting is required to de-
termine the neighbors of the test state.
Moreover, in classical kNN, for classifying an N dimen-
sional vector by comparing it with M train states, one
requires to have O(MN) multiplication operations. This
also requires O(MN) space complexity. In our kNN, we
require logN number of Fredkin gates to compute the
circuit. Since each Fredkin gate can be realized using
seven two-qubit gates as shown in Fig 3, we require a
total of 7 logN two-qubit gates and only two Hadamard
gates, which gives QKNN a gate complexity of O(logN).
We also require 2 log(N)+log(M)+1 qubits, making the
space complexity O(log(MN)).
In general, it is difficult to perform the oracle operation
W |0〉 ⊗ |i〉 = |φi〉 |i〉 as it requires implementation of
M number of n-qubit unitary operations, and controlled
operations on n + m number of qubits. However, for
special set of train states this can be realized efficiently.
In the next subsection, we apply the QKNN algorithm
on the entanglement classification problem and compare
the results with the ones we achieve with classical kNN
algorithm.
C. Entanglement classification using classical and
quantum kNN
We conduct entanglement classification in two ways -
first by using classical kNN with the distance function
D(ψ, φ) = 1− F (ψ, φ) defined in equation 4, and second
by complete simulation of the quantum algorithm. We
denote the first method by label ‘classical’ and second
method by the label ‘quantum’ under the algorithm type
in tables I and II. In all classifications, we use k = 3
nearest neighbors for classification purposes.
1. Entanglement classification using classical kNN
We first classify two and three-qubit quantum states
based on their entanglement using classical kNN. Here,
we consider three cases: a) separable vs. entangled states
(in two qubits), b) separable vs. maximally entangled
states (in two qubits), and c) three qubit classification.
In (c), we have five classes. In all three cases, we have 105
train states in each class generated randomly. Classical
kNN allows us to show how the principle of kNN can be
used to solve the problem. The results are tabulated in
table I.
From table I, we can see that the classical kNN works
perfectly for entanglement classification in two-qubit
case. In the case of three-qubit case the accuracy we
achieve is little over 82%. This accuracy can be increased
by increasing the number of k and by increasing the size
of the set of train states.
No. of
Qubits
No. of
classes
Entanglement
classes
Accu-
racy
Class
size
Algorithm
type
2 2
Separable,
Entangled
100% 105 Classical
2 2
Separable,
Maximally
entangled
100% 105 Classical
3 5
1-2-3, 12-3, 1-
23, 13-2, 123
82.2% 105 Classical
TABLE I. Entanglement classification using classical kNN
classifier. Cardinality of the set of train states is simply M =
(No. of classes)×(Class size).
2. Entanglement classification using QKNN
Next we simulate the QKNN algorithm and classify
two-qubit states in two scenarios. First, when the classi-
fication is between separable states and maximally entan-
gled states and next when the two classes are separable
states and general entangled states. In the simulation
of QKNN algorithm, we have n = 2 number of qubits
and the cardinality M of the set of train states to be
32 (16 train states in each of the two classes) and hence
m = logM = 5. So we simulate a quantum circuit of
1 + 2 + 2 + 5 = 9 qubits. Each simulation have been
performed for 104 measurements and each result (accu-
racy) has been averaged over ten different simulations
with test and train states generated randomly. To com-
pare like with like, we also run classical kNN on the same
dataset (which is of the same cardinality) and display re-
sults in table II. We see that QKNN achieves accuracy
quite close to classical kNN.
It is clear from table II that the QKNN and classi-
cal kNN algorithm performs almost equally well (given
the limitations). At first, it seems like we need large
resources to perform simple classification in QKNN as
compare to classical kNN. In the case presented we need
9-qubit register with 14 two-qubit operations, thousands
of times in order to perform two-qubit entanglement clas-
sification, which can be done rather easily using classical
computers. However, the resource requirement in QKNN
increases linearly with the number of qubit as opposed to
the classical kNN algorithm where the operations grow
exponentially. Furthermore, we do not need to know the
test state prior to performing the algorithm.
IV. CONCLUSION
In this paper, we have presented a novel QKNN algo-
rithm, which is a quantum analog of classical kNN algo-
rithm. Our algorithm uses the Swap test and wavefunc-
tion collapse along with a single oracle to achieve high
speedup as compare to its classical counterpart. The
number of gates required to implement QKNN is linear in
the n where N = 2n is the dimension of the test state vec-
tor. In terms of the number of additional qubit, QKNN
7No. of
Qubits
No. of
classes
Entanglement
classes
Accu-
racy
Class
size
Algorithm
type
2 2
Separable,
Maximally
entangled
96.67% 16 Classical
2 2
Separable,
Maximally
entangled
95.67% 16
Quantum
104 shots
2 2
Separable,
Entangled
80.1% 16 Classical
2 2
Separable,
Entangled
80.67% 16
Quantum
104 shots
TABLE II. Entanglement classification using quantum kNN
classifier compared with classical kNN classifier. Here, shots
indicate the number of measurement shots performed over
each quantum circuit simulation. Cardinality of the set of
train states is simply M = (No. of classes)×(Class size).
requires 2n+m+1 total number of qubits where 2m = M
is the cardinality of the set of train states.
One of the most important advantages of QKNN is
that it is capable to handle unknown quantum test states.
This feature is entirely missing in classical kNN where
one needs to have complete knowledge of the test state.
Furthermore, unlike classical kNN, QKNN does not need
to calculate the distance between the test state and all
the train states. Since the quantum measurements result
in stochastic outcomes, only the most likely outcomes
will be observed upon measurements yielding the clos-
est neighbors. As an example, we simulate QKNN on
classical computer for the problem of classifying multi-
partite entangled states. We show that QKNN yields as
high accuracy in classifying the states as classical kNN
algorithm with the additional advantage of not requiring
the information about the test state. The application of
QKNN is endless, and it is straight forward to implement
with current technology.
ACKNOWLEDGMENTS
We acknowledge the financial support from SERB-
DST (File No. ECR/2017/002404).
Appendix A: Realizing controlled Swap operation
using Fredkin gates
To show two n-qubit registers can be control-swapped
using n Fredkin gates, it is sufficient to show that two n-
qubit registers can be swapped using n swap gates. The
action of swap gate S is defined as S|a〉|b〉 = |b〉|a〉 where
|a〉 and |b〉 are single qubit states.
Let |x〉 and |y〉 be n-qubit pure states which can be
expanded in the standard basis as:
|x〉 =
2n−1∑
i=0
xi|i〉, (A1)
|y〉 =
2n−1∑
i=0
yi|i〉. (A2)
Each basis state |i〉 can be expressed in its binary de-
composition as
|i〉 = |i1〉|i2〉 . . . |in〉 = |i1i2 . . . in〉, (A3)
where each |ij〉 are single qubits and ij can take a value
of 0 or 1.
Let Sk be a swap gate acting on the k
th qubits of the
two registers. The action of Sk on the basis states |i〉 and
|j〉 is
Sk|i〉|j〉 = Sk|i1i2 . . . ik . . . in〉|j1j2 . . . jk . . . jn〉
= |i1i2 . . . jk . . . in〉|j1j2 . . . ik . . . jn〉. (A4)
Hence, the action of S¯ = S1S2 . . . Sn is
S¯|i〉|j〉 = S¯|i1i2 . . . in〉|j1j2 . . . jn〉
= |j1j2 . . . jn〉|i1i2 . . . in〉
= |j〉|i〉.
(A5)
For two general n-qubit states |x〉 and |y〉, we have
S¯|x〉|y〉 = S¯
2n−1∑
i,j=0
xiyj |i〉|j〉
=
2n−1∑
i,j=0
xiyjS¯|i〉|j〉 =
2n−1∑
i,j=0
xiyj |j〉|i〉
=
2n−1∑
i,j=0
yjxi|j〉|i〉 = |y〉|x〉.
(A6)
So we may swap two quantum registers of equal size
n swapping corresponding qubits of the two registers us-
ing two qubit swap gates. Hence, we may control-swap
two quantum registers of equal size by control swapping
corresponding qubits of the two registers using Fredkin
gates, with the same qubit as control qubit for all n Fred-
kin gates.
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