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We study the confinement-deconfinement phase transition of pure Yang-Mills theories at finite
temperature using a simple massive extension of standard background field methods. We generalize
our recent next-to-leading-order perturbative calculation of the Polyakov loop and of the related
background field effective potential for the SU(2) theory to any compact and connex Lie group
with a simple Lie algebra. We discuss in detail the SU(3) theory, where the two-loop corrections
yield improved values for the first-order transition temperature as compared to the one-loop result.
We also show that certain one-loop artifacts of thermodynamical observables disappear at two-loop
order, as was already the case for the SU(2) theory. In particular, the entropy and the pressure are
positive for all temperatures. Finally, we discuss the groups SU(4) and Sp(2) which shed interesting
light, respectively, on the relation between the (de)confinement of static matter sources in the
various representations of the gauge group and on the use of the background field itself as an order
parameter for confinement. In both cases, we obtain first-order transitions, in agreement with lattice
simulations and other continuum approaches.
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I. INTRODUCTION
Understanding the phase structure of non-Abelian
gauge theories at finite temperature is of interest not
only for phenomenological applications, e.g., quark-gluon
plasma physics in heavy-ion collisions or early-Universe
cosmology, but also for unraveling the essential aspects
of confinement. On the one hand, direct numerical sim-
ulations of pure Yang-Mills (YM) theories with various
gauge groups allow one to unambiguously assess the exis-
tence and the properties of a confinement-deconfinement
phase transition (e.g., the order of the transition, the be-
havior of thermodynamical observables, etc.) [1–4]. On
the other hand, continuum approaches necessarily involve
approximations and the comparison with lattice results
provides a valuable test for identifying the relevant fea-
tures of the dynamics at work.
Standard perturbation theory, based on the Faddeev-
Popov (FP) quantization, generally fails near the transi-
tion temperature because the latter is typically of the
order of the intrinsic scale of the theory, where the
running coupling is large. Various nonperturbative ap-
proaches have been devised to tackle this problem, such
as the nonperturbative/functional renormalization group
(NPRG/FRG) [5–8], truncations of the Dyson-Schwinger
equations [9–11], the Hamiltonian approach of Ref. [12],
or two-particle-irreducible techniques [7, 13]. In their
pioneering work [5], Braun et al. have pointed out the
usefulness of background field techniques [14, 15] in keep-
ing track of the relevant symmetries and have obtained
a criterion relating the existence of a confined phase at
low temperature to the low-momentum behavior of the
gluon and ghost two-point functions; see also Ref. [7].
Similar studies have been performed in the presence of
dynamical quarks [16–19].
Another possible approach consists in building effective
models for the relevant order parameters of the transi-
tion, namely the Polyakov loops in the various represen-
tations of the gauge group [20–23]. In such descriptions,
mainly guided by symmetries, the nonperturbative as-
pects of the underlying dynamics is captured by some
phenomenological parameters to be fitted against lattice
data.
A different line of development is based on modified
quantization procedures [24–28]. They are motivated by
the fact that the FP quantization is plagued by the issue
of Gribov ambiguities, which are believed to be impor-
tant for temperatures close to and below the transition.
A prominent example is the Gribov-Zwanziger quantiza-
tion [24], where the functional integral is restricted to the
so-called first Gribov region—the field configurations for
which the FP determinant is positive—possibly including
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2some phenomenological condensates [26]. This has been
used to study the confinement-deconfinement transition
of SU(N) theories in Refs. [29–31].
Another approach, developed in Refs. [32, 33], involves
a simple massive extension of the FP action. On the prac-
tical side, this is motivated by the observation that lattice
calculations of the vacuum propagators in the Landau
gauge [34–38] show that the gluon behaves as a massive
field at low momentum. In fact, perturbative calculations
of YM correlators in a massive extension of the Landau
gauge action give a fairly accurate description of lattice
results in the vacuum [32, 33, 39–41] (see also Ref. [42] for
a comparison at finite temperature). On a more funda-
mental level such massive extensions can be motivated by
the quantization method put forward in Ref. [27], where
one averages over Gribov copies with a nontrivial weight
involving a new dimensional (gauge-fixing) parameter,
eventually related to the gluon mass. Some variants of
this approach have been studied in Refs. [43, 44].
This massive extension has been used in the context of
background field methods to study the phase diagram of
SU(N) YM theories at finite temperature in Refs. [45, 46]
and of QCD with heavy quarks at finite temperature and
chemical potential in Ref. [47], with remarkable results.
A simple leading-order (LO) perturbative calculation ac-
curately reproduces the main qualitative and even some
quantitative aspects of the known phase diagrams of
these theories. This follows from an incomplete cancella-
tion between massive and massless degrees of freedom, as
pointed out in Refs. [5, 7] (a different massive model has
been studied in Ref. [48] which, however, does not lead to
a phase transition due to the absence of massless modes).
In Ref. [46], we have computed the next-to-leading-order
(NLO) corrections to both the background effective po-
tential and the Polyakov loop in the pure gauge SU(2)
theory, which undergoes a second-order phase transition.
This gives improved values of the critical temperature
and cures some unphysical features of the LO expressions
of thermodynamical observables near the transition.
The main aim of the present work is to extend this
NLO analysis to the SU(3) YM theory, where the tran-
sition is of first order in four spacetime dimensions [49].
In fact, we generalize the perturbative approach and the
NLO calculations of Ref. [46] to any compact and connex
Lie group with a simple Lie algebra. We explicitly dis-
cuss the NLO results for the background field potential
and the Polyakov loop for the SU(3) theory, where, as in
the SU(2) case, we obtain an improved value for the tran-
sition temperature as compared to the LO result and we
find that NLO corrections lead to better-behaved thermo-
dynamical observables. In particular, both the pressure
and the entropy density are positive at all temperatures.
We also discuss some limitations of the Landau gauge
and of the present approach for what concern these ob-
servables. Finally, we discuss the phase structure of the
Sp(2) and SU(4) theories at LO, which also undergo a
first-order transition in four dimensions [50–54]. These
are interesting because of the particular way center sym-
metry is realized/broken as compared to the SU(2) and
SU(3) cases.
The paper is organized as follows. In Sec. II, we
set the notations used throughout this work. In par-
ticular we introduce an intrinsic bilinear invariant form
on the color algebra that allows for the construction
of gauge-invariant quantities and facilitates the change
from standard cartesian bases to so-called canonical or
Cartan-Weyl bases. The latter allow for a simple gener-
alization of usual Feynman rules in the presence of the
nontrivial background field to be considered here. We
also recall some generalities concerning the relation be-
tween the confinement of static sources, as measured by
the appropriate Polyakov loops, and center symmetry.
We present the massive extension of the Landau-DeWitt
(LDW) gauge in Sec. III. There, we discuss some issues
of background field methods in general and of the present
massive extension in particular, and we derive the Feyn-
man rules of the massive theory using the framework of
canonical bases. We present a detailed discussion of the
relevant symmetries of the problem in Sec. IV. Our NLO
calculations of the background field potential and of the
Polyakov loop in any unitary representation for arbitrary
compact and connex Lie group with a simple Lie algebra
are presented in Secs. V and VI, respectively. The ex-
plicit NLO results for the SU(3) theory are discussed in
detail in Sec. VII, while our LO analysis of the phase
structure of the Sp(2) and SU(4) theories is presented
in Sec. VIII. We summarize and conclude in Sec. IX.
Some technical discussions and material are gathered in
Appendices A–F. Some parts of the article are technical
and can be skipped in a first reading. The reader mainly
interested in our physical results can omit the material
of Secs. III and IV, except for Sec. IV D.
II. GENERALITIES
In this work, we consider a compact and connex Lie
groupG with a simple Lie algebra G. Without loss of gen-
erality, we can assume that G is a subgroup of a matrix
group U(n) for some n [55], and thus that the elements
of G are anti-Hermitian matrices.
A. Notations
An infinitesimal group transformation corresponds to
an element of the group close to the identity, 1+θ, where
θ is an element of the algebra G. Such a transformation
acts on any other element X ∈ G as X → X + δX, with
δX = [θ,X] . (1)
The commutator [X,Y ] of two elements X,Y ∈ G
transforms covariantly, that is δ[X,Y ] = [[θ,X], Y ] +
[X, [θ, Y ]] = [θ, [X,Y ]]. This is so even when X and
Y are G-valued fields and the infinitesimal group trans-
formation is gauged. In contrast, the derivative ∂µX
3of a G-valued field X is not covariant under gauged
transformations. The covariant derivative is defined as
DµX ≡ ∂µX − [Aµ, X], where the connection Aµ trans-
forms as
δAµ = [θ,Aµ] + ∂µθ . (2)
From the connection Aµ, one can define the field-strength
tensor Fµν ≡ ∂µAν − ∂νAµ − [Aµ, Aν ], which is also co-
variant.
One builds gauge-invariant combinations from the var-
ious covariant fields defined above by means of the
(negative-definite) bilinear form1
(X;Y ) = 2 trXY . (3)
Indeed, it is easily checked that
δ(X;Y ) = ([θ,X];Y ) + (X; [θ, Y ]) = 0 , (4)
a property which we shall also use in the form of the
cyclic identities
(X1; [X2, X3]) = (X2; [X3, X1]) = (X3; [X1, X2]) , (5)
for any X1, X2, X3 ∈ G.
In terms of the invariant bilinear form, the pure YM
Euclidean action associated to the simple Lie algebra G
reads2
SYM = − 1
4g20
∫
x
(Fµν ;Fµν) , (6)
where g0 is the bare coupling,
∫
x
denotes
∫ β
0
dτ
∫
dd−1x,
where β = 1/T is the inverse temperature, and d = 4 −
2ε, as required by the dimensional regularization that we
consider in this work. In a basis {τa} of the algebra such
that (τa; τb) = −δab one recovers the standard form
SYM =
1
4g20
∫
x
F aµνF
a
µν . (7)
Although the use of the negative-definite form in (6)
might seem unnecessary, it is appropriate when the ele-
ments of a basis {τa} of the algebra are written τa = ita,
as is the common practice in the physics literature, in
which case (ta; tb) = δab. Strictly speaking, the ta’s
need to be seen as elements of the complexified algebra
G × G ≡ G ⊕ iG, over which the commutator [ , ] and
the form ( ; ) are extended by bilinearity; see Appendix
A. The notion of a complexified algebra is useful for our
1 As the elements of G are anti-Hermitian matrices, we have
(X;X) = −2 trX†X = −∑ab |Xab|2 ≤ 0.
2 All definite invariant forms on a simple Lie algebra are propor-
tional to each other; see for instance Ref. [56]. The choice of
negative-definite invariant form in Eq. (6) is then arbitrary and
amounts to a redefinition of the bare coupling.
later purposes in that it allows one to decompose the el-
ements of the (real) algebra G on a larger class of bases,
such as the Cartan-Weyl bases {itκ}, that we discuss be-
low. The use of an intrinsic (i.e. coordinate independent)
structure such as the invariant bilinear form in (6) eases
the switch to these more general bases.
Finally, because the Lie group G is assumed to be com-
pact and connex, its Lie algebra G is mapped onto G via
the exponential map θ 7→ eθ. After exponentiation, the
YM action (6) is invariant under any finite gauged group
transformation whose elements belong to G. These finite
transformations take the form
XU = UXU−1 , AUµ = UAµU
−1 − U∂µU−1 , (8)
and one has (XU ;Y U ) = (X;Y ).
B. Center symmetry, Polyakov loops and
confinement
Let us briefly recall some basic facts about the phase
transition of pure gauge theories at nonzero tempera-
ture. The latter is governed by the spontaneous breaking
of the global symmetries associated with the center of
the gauge group, which can be interpreted in terms of a
confinement-deconfinement transition of infinitely heavy
matter fields (static sources) in group representations of
nontrivial N -alities [57–59]. Indeed, the free energy FR
of a static matter source in a given (complex and finite)
irreducible representation ita 7→ itaR of dimension dR is
directly related to the (averaged) Polyakov loop
`R ≡ 1
dR
〈trLR(x)〉 ∝ e−βFR , (9)
where LR is the path-ordered exponential
LR(x) = P exp
∫ β
0
dτ iAa0(τ,x)t
a
R. (10)
A confined state for a given source corresponds to an
infinite free energy, that is, a vanishing Polyakov loop in
the corresponding representation.
The relation with the center symmetry stems from the
fact that, at finite temperature, the measure (including
the Yang-Mills action) of the functional integral is in-
variant under generalized gauge transformations U(τ,x),
such that
U(τ + β,x) = U(τ,x)Z , (11)
where Z is an element of the center of G [57]. In the case
of compact Lie groups with a simple Lie algebra, the
latter is always a subgroup of the form {ei2pik/N1, k =
0, . . . , N − 1} ' ZN , for some N . Under the above
generalized gauge transformation with a center element
Z = z1, the Polyakov loop (9) transforms as `R → zp`R,
where the integer 0 ≤ p ≤ N − 1 is the N -ality of the
representation R. It follows that `R = 0—and, hence,
4that the corresponding matter sources are confined—for
any representation R with nonzero N -ality if the center
symmetry is not broken.
We mention that, if a manifest center symmetry clearly
implies the confinement of all sources in representations
with nonzero N -alities, the reverse is not completely ob-
vious. If the nonvanishing of at least one Polyakov loop
with nontrivial N -ality suffices to conclude that the cen-
ter symmetry is spontaneously broken, it is not clear
that all of them have to vanish simultaneously. Indeed,
one could imagine situations where only some of these
Polyakov loops vanish, e.g., in case of a partial breaking
of the center, signaling a phase of partial deconfinement
[60]. We shall discuss this issue in more detail when an-
alyzing the SU(4) theory in Sec. VIII.
Clearly, it is of key importance to work in a frame-
work where the center symmetry is as explicit as possible.
In particular, since continuum approaches require one to
fix a gauge (see, however, Ref. [61]) it is important to
do so in a way that does not the break this symmetry
explicitly. This is the main motivation behind the use
of background field methods in the present context [5].
Here, we follow Ref. [5] and consider the LDW gauge,
the background field generalization of the Landau gauge.
We wish to evaluate the Polyakov loops in the various
representations of the gauge group using some sensible
approximation scheme. In this work, we perform a NLO
perturbative calculation in a simple massive extension of
the LDW gauge. The rationale for this massive extension
has been discussed at length elsewhere [27, 32, 33, 45]
and we shall not repeat it here. In short, the mass term
for the gluonic fluctuations about the background field
is motivated by the issue of Gribov ambiguities (which
presumably play a nontrivial role at low energies) and
the associated (soft) breaking of the Becchi-Rouet-Stora-
Tyutin (BRST) symmetry of the FP action.
III. THE MASSIVE LDW ACTION
In this section, we first introduce the massive LDW
gauge for any compact and connex Lie group with a sim-
ple Lie algebra and mention some open issues concerning
background field methods in general and the present mas-
sive extension in particular. We then specify to the case
of a homogeneous background field in the temporal di-
rection (which respects the space-time symmetries of the
problem at hand). The latter introduces a preferred di-
rection in color space and it proves convenient to work in
a color basis where the corresponding covariant derivative
is diagonal. This is the case of the so-called canonical or
Cartan-Weyl bases. Because the latter play such a cen-
tral role in the present framework, we discuss them in
some detail; see also Refs. [21, 22]. Finally, we derive the
Feynman rules of the YM theory in the massive LDW
gauge in these particular bases.
A. The (massive) LDW gauge
The LDW gauge is defined as
D¯µaµ = 0, (12)
with aµ = Aµ−A¯µ and A¯µ is a given (background) gauge
field configuration. In terms of the invariant form (3), the
(massive) gauge-fixed action reads
S = − 1
g20
∫
x
{1
4
(Fµν ;Fµν) +
m20
2
(aµ; aµ)
+ (ih; D¯µaµ) + (D¯µc¯;Dµc)
}
, (13)
with D¯µX ≡ ∂µX− [A¯µ, X]. The mass term for the fluc-
tuation field aµ is a model input related to the Gribov
ambiguities of the LDW gauge. From the general discus-
sion in Sec. II A, it is clear that the gauge-fixed action,
including the gluonic mass term, is invariant under the
transformation
A¯Uµ = UA¯µU
−1 − U∂µU−1 , (14)
XU = UX U−1 , (15)
where X denotes one of the fields aµ, c, c¯, or h. Here,
the local transformation matrices U include generalized
gauge transformations, periodic up to an element of the
center of G; see the discussion around Eq. (11).
Introducing a source J for the gauge field A and af-
ter Legendre transformation of the generating functional
for connected Green’s functions W [J, A¯], one obtains the
effective action Γ[A, A¯]. The limit of vanishing source
corresponds to the minimization of Γ[A, A¯] with respect
to A, that is finding Amin(A¯) such that Γ[Amin(A¯), A¯] ≤
Γ[A, A¯], ∀A. Note that there might exist various degen-
erate absolute minima for a given A¯, in which case the
limit J → 0 may be nontrivial, possibly signaling the
breaking of some symmetry. We shall come back to this
point in Sec. IV D.
The background A¯ merely represents a choice of gauge
within the class of LDW gauges and, in principle, one can
choose it arbitrarily for the purpose of evaluating gauge-
invariant observables. In a given approximation scheme
however, a good choice of background might be rele-
vant to unveil certain physical properties. Conversely, a
bad choice of background might render certain properties
hardly accessible with typical approximation schemes. It
is convenient3 to work with a self-consistent background
A¯s, defined by Amin(A¯s) = A¯s (for a certain Amin(A¯)).
Introducing Γ˜[A¯] ≡ Γ[A¯, A¯], we have
Γ˜[A¯s] = Γ[A¯s, A¯s] = Γ[Amin(A¯s), A¯s] . (16)
3 The reason why self-consistent backgrounds are useful in the
present context is discussed in Sec. IV D.
5The quantity Γ[Amin(A¯), A¯] is proportional to the free
energy of the system and thus does not depend on the
gauge-fixing “parameter” A¯. We have then
Γ˜[A¯s] = Γ[Amin(A¯), A¯] ≤ Γ[A¯, A¯] = Γ˜[A¯] ∀A¯ . (17)
This shows that a self-consistent background is neces-
sarily an absolute minimum of Γ˜[A¯]. We can next show
that, either the absolute minima of Γ˜[A¯] correspond ex-
actly to the self-consistent backgrounds or there is no self-
consistent background at all. Indeed, if there exists at
least one self-consistent background A¯s and A¯m denotes
an absolute minimum of Γ˜[A¯], we have Γ[A¯m, A¯m] =
Γ˜[A¯m] ≤ Γ˜[A¯s] = Γ[Amin(A¯s), A¯s]. Using the fact that
Γ[Amin(A¯), A¯] does not depend on A¯, we end up with
Γ[A¯m, A¯m] ≤ Γ[Amin(A¯m), A¯m] ≤ Γ[A¯, A¯m] ∀A¯. This
implies that Amin(A¯m) = A¯m for one of the possibly de-
generate minima for a given A¯ and, in turn, that A¯m is
self-consistent.4
It follows from the above discussion that finding the
self-consistent backgrounds (when they exist) boils down
to finding the absolute minima of Γ˜[A¯]. Once such a back-
ground is found, one can set 〈A〉 = A¯s or, equivalently,
〈a〉 = 0, in the calculation of any quantity, as follows from
the identity 〈A〉 = Amin(A¯s) at vanishing source and the
definition of a self-consistent background. We note also
that the free-energy density can be obtained as Γ˜[A¯s],
from which one obtains all other thermodynamical quan-
tities. We stress that in the case where certain symme-
tries are broken, a generic observable may depend on the
minimum at which it is evaluated, (see Sec. IV D), but
this is not the case for the free-energy density.
It is worth mentioning possible loopholes in the previ-
ous arguments:
1. We have assumed that Γ[Amin(A¯), A¯] does not de-
pend on A¯. An all-order proof can be given in the
case m0 = 0; see Appendix A. However, things
are less clear in the massive extension studied here.
We prove in Appendix A that self-consistent back-
grounds are necessarily extrema of Γ˜[A¯] (even when
m0 6= 0) but we were not able to show that they
are the absolute minima without resorting to the
independence of Γ[Amin(A¯), A¯] with respect to A¯
in the first place.
2. We have assumed that we always have to mini-
mize Γ[A, A¯] with respect to A at a fixed A¯. Stan-
dard justifications of this fact involve the positiv-
ity of the integration measure. This implies the
convexity of the Euclidean generating functional
for connected Green functions W [J, A¯], which in
turn implies that the potential is minimal at the
4 We have checked in a specific example, namely a one-loop calcu-
lation of 〈A〉 in the SU(2) theory, that the absolute minimum of
the potential corresponds to a self-consistent background.
point corresponding to a vanishing source.5 In the
present case, after integration over the ghost and
the Nakanishi-Lautrup fields, one obtains a mea-
sure made of two factors, one positive (a delta func-
tion) and one equal to the Faddeev-Popov deter-
minant which changes sign for large enough field
configurations. We note that, if the (renormalized)
gluon mass is large enough, those field configura-
tions are suppressed [27]. This makes it plausible
that the generating functional for connected Green
functions is convex but we do not have a proof for
this. We mention that in approaches based on the
standard (i.e., m0 = 0) Faddeev-Popov action, the
problem is even more severe because there is a pri-
ori no suppression factor.6
The above issues require further investigation. We
shall leave this for future work and simply assume here
that the correct recipe to obtain the self-consistent back-
grounds is to minimize Γ˜[A¯], as usually done in the litera-
ture (see, however, Ref. [47] for an interesting counterex-
ample). We shall restrict to backgrounds which respect
explicitly the spatial and temporal (in imaginary time)
symmetries of the finite-temperature problem. These are
homogeneous and in the temporal direction:
A¯µ(x) = A¯ δµ0 . (18)
We have then
Fµν = D¯µaν − D¯νaµ − [aµ, aν ] (19)
and, since
Dµc = D¯µc− [aµ, c] , (20)
5 For instance, for a scalar theory, the convexity of W [J ] follows
from the positivity of e−S and Ho¨lder’s inequality. The convexity
implies
W [J ] ≥W [J0] +
∫
x
(J − J0)δW/δJ |J0 ,
from which it follows that
Γ[δW/δJ ] = −W [J ] +
∫
x
JδW/δJ
≤ −W [J0]−
∫
x
(J − J0)δW/δJ |J0 +
∫
x
JδW/δJ
= Γ
[
δW/δJ |J0
]
+
∫
x
J(δW/δJ |J0 − δW/δJ).
Taking the limit J → 0 in some way and irrespective of whether
the symmetry breaks or not, we obtain Γ [δW/δJ |J→0] ≤
Γ
[
δW/δJ |J0
]
for any J0, which means that the effective action
is minimal at any value of φ corresponding to a vanishing source.
6 This problem is absent from the Gribov-Zwanziger approach, in
which the functional integration is restricted to the first Gri-
bov region, where the ghost determinant at vanishing source is
positive. Lattice simulations also have a positive measure and
therefore avoid this ambiguity.
6the gauge-fixed action reads
S =− 1
g20
∫
x
{1
2
(
D¯µaν ; D¯µaν
)
+
m20
2
(aµ; aµ)
− (D¯µaν ; [aµ, aν ])+ 1
4
([aµ, aν ]; [aµ, aν ])
+
(
ih; D¯µaµ
)
+
(
D¯µc¯; D¯µc
)− (D¯µc¯; [aµ, c])}, (21)
where we have used the gauge condition (12). The effec-
tive action Γ˜[A¯] depends only on the variable A¯ defined
in Eq. (18) and is proportional to βΩ, where Ω is the spa-
tial volume. It is then enough to consider the effective
potential
V (T, r) =
Γ˜[A¯]
βΩ
− Vvac , (22)
where r ≡ βg0A¯ and Vvac is the value of the potential at
zero temperature and fixed A¯. This value is independent
of the background as we show in Sec. IV, where we also
recall that g0A¯ is ultraviolet finite. Finally, without loss
of generality, we can rotate A¯ into a Cartan subalgebra
of G by means of a global group transformation. In what
follows, we then write A¯ = iA¯jHj where {iHj} is a basis
of the Cartan subalgebra with
[Hj , Hk] = 0 . (23)
The labels j and k run from 1 to dC , the dimension of
the Cartan subalgebra.
B. Canonical bases
We wish to derive the Feynman rules for the (mas-
sive) LDW gauge—that is, in the presence of a nontrivial
background field—in their simplest form. To this aim, we
note that any group transformation that leaves the back-
ground invariant is a symmetry of the gauge-fixed action
to which Noether’s theorem associates conserved charges.
It is thus useful to work in a basis where such symmetries
are explicit at the level of the Lagrangian density, which
amounts to diagonalizing the action of the corresponding
generators. The latter belong to the Cartan subalgebra
and can be decomposed on the basis {iHj}. We thus
have to solve the eigenvalue problem [Hj , X] = λj,XX,
simultaneously for all j. The solution, which we briefly
review here, is well known [62].
First, the elements of the Cartan subalgebra trivially
solve the above eigenvalue equations with λj,X = 0. Sec-
ond, one can extend the basis {iHj} of the Cartan subal-
gebra into a basis {iHj , iEα} of the complexified algebra7
G ⊕ iG in such a way that
[Hj , Eα] = αjEα ∀j . (24)
7 A general element Z of the complexified algebra is Z = i(ZjHj+
ZαEα), where Zj and Zα are complex. For an element X =
The various α, called roots, can be represented as nonzero
real-valued vectors with components αj in a space with
the same number of dimensions as the Cartan subalgebra.
We shall refer to such a space as the Cartan space. For
the sake of illustration and for later use, we represent
in Fig. 1 the roots of the SU(2) and SU(3) algebras; see
Sec. VII for more details.
It can be useful to give the following quantum-
mechanical interpretation of the Cartan-Weyl bases: the
complexified algebra G ⊕ iG, equipped with a certain
sesquilinear extension 〈 ; 〉 of ( ; ) (see Appendix B) is
a Hilbert space describing the color states of the system.
Each element iY ∈ iG can also be associated to an “ob-
servable” adiY · ≡ [iY, · ], which is a Hermitian operator
with respect to the form 〈 ; 〉. In particular, the operators
adHj form a set of commuting observables which can then
be diagonalized in a common basis {iHj , iEα}. The color
states of the system can then be classified according to
a set of quantum numbers associated to the observables
adHj . The state iEα has the quantum numbers αj which
we can conveniently gather into a vector α that can be
directly represented in the Cartan space. As the notation
indicates, each state Eα is nondegenerate with respect to
the set of observables Hj , in the sense that there are no
two Eα having the same quantum numbers. Moreover,
at least one of the αj is nonzero. In contrast, the states
iHj are degenerate, having all their quantum numbers
equal to zero and are thus to be represented by the zero
vector in the Cartan subalgebra. For later convenience,
we shall make this degeneracy explicit by denoting the
zero vector associated to iHj as 0
(j).8 We shall also refer
to the Hj ’s as the neutral modes and to the E±α’s as the
charged modes. For instance, in the SU(2) case, we have
one neutral and two charged modes.
As we recall in Appendix B, the elements Eα obey the
following commutation relations:
[Eα, Eβ ] =
 NαβEα+β if α+ β is a rootujHj if α+ β = 00 otherwise , (25)
where Nαβ and uj are some coefficients. The Hj and the
Eα can be chosen such that (Hj ;Hk) = δjk, (Hj ;Eα) = 0
i(XjHj + XαEα) of the original algebra G, one shows that the
Xj are real while the Xα can be complex in general. In fact, for
each Eα there exists also a E−α and one can choose the normal-
izations such that X∗α = X−α. This means that when choosing
to decompose an element X ∈ G in a canonical basis {iHj , iEα}
rather than in a standard basis {ita}, one switches from a de-
scription in terms of real fields Xa to a description in terms of
a set of real fields Xj and pairs of complex-conjugated fields
(Xα, X−α), corresponding to pairs of opposite color charges. Of
course the number of independent components is the same in
both cases.
8 The vectors 0(j), with j = 1, . . . , dC , are null vectors in the
Cartan space. Here, the subscript (j) does not denote the com-
ponents in Cartan space but rather labels the dC null vectors:
by construction, there are as many such null vectors as there are
directions in the Cartan space.
7and (Eα;Eβ) = δα+β,0, in which case uj = αj . The Nαβ
can also be determined. In the following, we shall only
need to know that |Nαβ |2 = 12 (1 − p)qα2, where q and−p are the largest positive integers such that both β+qα
and β + pα are roots [62].
FIG. 1: The root systems for the SU(2) [upper graph] and
SU(3) [lower graph] algebras. The axes represent independent
directions in the Cartan space which is one-dimensional for
SU(2) and two-dimensional for SU(3). The roots always come
in pairs ±α. For SU(2), we have ±α(1) = ±1. For SU(3), we
have ±α(1) = ±(1/2,−√3/2), ±α(2) = ±(1/2,√3/2), and
±α(3) = ±(−1, 0). The normalization of the roots depends
on that of the elements Hj .
C. Feynman rules
From here on, we rescale all fields by a factor g0, as
appropriate for a perturbative expansion. To obtain a
compact form of the Feynman rules, it is convenient to
introduce a generalized index κ which can be either a
root, κ = α, or a zero, κ = 0(j). Accordingly, denoting
X0(j) ≡ Xj , t0(j) ≡ Hj and tα ≡ Eα, we can write, for
any element of G,
X = i(XjHj +XαEα) = iXκtκ. (26)
The basis {itκ} is such that (tκ; tλ) = δκ,−λ. With this
compact notation, we have, for the background covariant
derivative,
D¯µX = i(∂µ − iδµ0g0A¯ · κ)Xκtκ, (27)
K,κ
K, κ
νµ
FIG. 2: Diagrammatic representation of the propagators.
where A¯ · κ ≡ A¯jκj . Using the Fourier convention ∂µ →
−iQµ the derivative (27) amounts to the multiplication
of the Fourier-transformed (FT) component Xκ(Q) by a
shifted, or generalized momentum:9
(D¯µX)κ
FT−→ −iQκµXκ(Q) , (28)
where Qκµ ≡ Qµ + δµ0g0A¯ ·κ. It is one of the many inter-
ests of the canonical bases that they allow for a simple
and transparent diagonalization of the background co-
variant derivative. Translation invariance in space and
imaginary time and the color charge symmetry men-
tioned above imply the conservation of such generalized
momentum.
The typical quadratic terms appearing in the LDW
action (21) take the simple form∫
x
(D¯µX; D¯νY ) =
∫
Q
QκµQ
κ
νX
∗
κ(Q)Yκ(Q), (29)
with X∗κ(Q) = X−κ(−Q) and where
∫
Q
= T
∑
n∈Z
∫
q
denotes the sum-integral over momenta Q ≡ (ωn,q),
where ωn = 2npiT are the Matsubara frequencies, and∫
q
=
∫
dd−1q/(2pi)d−1. One then easily obtains the ghost
and gluon propagators as
〈c−κ(Q′)c¯κ(Q)〉 = (2pi)dδ(d)(Q+Q′)G0(Qκ) , (30)
〈a−κµ (Q′)aκν (Q)〉 = (2pi)dδ(d)(Q+Q′)P⊥µν(Qκ)Gm0(Qκ) ,
(31)
with
Gm0(Q) ≡
1
Q2 +m20
. (32)
They are represented in Fig. 2. We note the properties
Gm0(Qκ) = Gm0((−Q)−κ) and P⊥µν(Qκ) = P⊥µν((−Q)−κ)
which follow from (−Q)−κ = −Qκ and imply that the
expressions of the propagators are independent of the
(common) orientation of the momentum and color charge
flows in their diagrammatic representation.
9 To avoid confusion, we reserve the set of greek letters (µ, ν, ρ, σ)
to denote Lorentz indices only and the other set (κ, λ, η, ξ, τ) to
denote color states (roots or zeros) only. With this convention,
Qµ denotes the µ component of the four-vector Q, whereas Qκ
refers to the shifted momentum Q+ g0(A¯ · κ)n with n = (1,0).
8Let us now discuss the Feynman rules for the vertices.
The cubic (derivative) interaction terms are of the form
(X; [Y, Z]) = −ifκλτXκYλZτ , (33)
where fκλτ = (tκ; [tλ, tτ ]) is the tensor of structure con-
stants of the group in the canonical basis.10 Owing to
Eq. (4), which remains true over the complexified alge-
bra, it is completely antisymmetric. The nonvanishing
elements of fκλτ have at most one label which is a zero
because [Hj , Hk] = 0. If there is one label equal to a
zero, the structure constant is equal to
fαβ0(j) = (Eα; [Eβ , Hj ]) = −βj(Eα;Eβ) = αjδα+β,0 .
(34)
If all the labels are roots, the structure constant takes
the form
fαβγ = (Eα; [Eβ , Eγ ]) = Nβγδα+β+γ,0 . (35)
It follows that the nonvanishing elements of fκλτ are such
that κ + λ + τ = 0. This is nothing but the conserva-
tion of the charges associated with those color rotations
that leave the background unaffected, as mentioned pre-
viously. It implies that the shifts of the momenta due
to the background and, in turn, the shifted momenta
themselves are conserved at the derivative vertices. For
instance, in the SU(2) case, there is only one null vec-
tor 0(3) (neutral mode), corresponding to the color di-
rection aligned with the background field, and a pair of
roots (charged modes), which are combinations of the
two orthogonal directions in color space. The nonvan-
ishing structure constants are obtained by permutations
of f0+− = 1. In the SU(3) case, there are two neutral
modes, 0(3) and 0(8), and three pairs of charged modes,
±α(1), ±α(2), and ±α(3). The nonvanishing structure
constants are obtained from
f0(3)α(3)(−α(3)) = −1, (36)
f0(3)α(1)(−α(1)) = f0(3)α(2)(−α(2)) = 1/2, (37)
f0(8)α(1)(−α(1)) = −f0(8)α(2)(−α(2)) = −
√
3/2, (38)
and
fα(1)α(2)α(3) = f(−α(1))(−α(2))(−α(3)) = −1/
√
2. (39)
The structure constants (36)–(38) are SU(2)-like in that
they involve a neutral mode and a pair of charged modes,
whereas Eq. (39) couples charged modes together, where
we recall that α(1) + α(2) + α(3) = 0, see Fig. 1.
In terms of the structure constants fκλτ , the ghost-
gluon vertex takes the form
g0fκλτK
κ
ν , (40)
10 This definition for fκλτ is equivalent to [tλ, tτ ] = fλτκt−κ which
is to be compared to the more standard definition in the Carte-
sian basis: [ta, tb] = ifabctc.
K,κ Q, τ
L, λ, ν
K,κ, µ Q, τ, ρ
L, λ, ν
FIG. 3: Diagrammatic representation of the derivative ver-
tices.
where K is the momentum of the outgoing antighost and
κ is the corresponding outgoing color charge. Similarly,
λ and τ are the charges of the outgoing gluon and ghost.
After symmetrization, the three-gluon vertex reads
g0
6
fκλτ
{
δµρ(K
κ
ν −Qτν) + δνµ(Lλρ −Kκρ ) + δρν(Qτµ−Lλµ)
}
,
(41)
where Qκ, Kλ and Lτ denote the shifted outgoing mo-
menta associated to the indices µ, ν and ρ. The derivative
vertices are represented in Fig. 3.
Finally, the four-gluon interaction has the structure
([X,Y ]; [Z,U ]) = XκYλZτUξ([tκ, tλ]; [tτ , tξ])
= XκYλZτUξ(tη; [tκ, tλ])(t−η; [tτ , tξ])
= fκληfτξ(−η)XκYλZτUξ , (42)
where we have used [X,Y ] = (t−κ; [X,Y ])tκ. That this
vertex also conserves color charge is clear because κ+λ+
η = 0 and τ + ξ − η = 0 imply κ+ λ+ τ + ξ = 0. After
symmetrization, the four-gluon vertex reads
g20
24
∑
η
[
fκληfτξ(−η)(δµρδνσ − δµσδνρ)
+fκτηfλξ(−η)(δµνδρσ − δµσδνρ)
+fκξηfτλ(−η)(δµρδνσ − δµνδσρ)
]
, (43)
where κ, λ, τ and ξ represent the outgoing charges.
This vertex is represented in Fig. 4. We note that,
using fκλτ = −f∗(−κ)(−λ)(−τ) (see Appendix B), the
momenta/charges in the vertices of Figs. 3 and 4 can
also all be considered incoming, provided one replaces
Eqs. (40), (41), and (43) by the complex-conjugate
expressions.
The previous Feynman rules make clear that it is sim-
ple to express diagrams in the LDW gauge from the corre-
sponding ones in the Landau gauge (that is, with A¯ = 0).
In particular, one writes the integral in the Landau gauge
without the color factor and attributes a different charge
κ (a root or a zero) to each line in the diagram, which
9K,κ, µ L, λ, ν
Q, τ, ρP, ξ, σ
FIG. 4: Diagrammatic representation of the four-gluon ver-
tex.
amounts to a shift by g0(A¯ · κ) of the corresponding fre-
quency. It is important to note that, because the shifted
momenta are conserved at the vertices, one can use any
manipulation based on this conservation rule, just as in
the Landau gauge. One should however keep in mind
that some other manipulations are not allowed. For in-
stance, if κ is a root, G(Qκ) 6= G((−Q)κ) but one has in-
stead G(Qκ) = G((−Q)−κ). In particular integrals such
that
∫
Q
ωκG(Qκ), with Qκ ≡ (ωκ, q), do not vanish in
dimensional regularization unless κ is a zero.
IV. SYMMETRIES
The Feynman rules discussed above can be given a sim-
ple form because the gauge-fixed action (21) is invariant
under the global group transformations that leave the
background field unchanged. If we allow for nontrivial
transformations of the latter, the action has a general-
ized invariance property SA¯′ [A
′, h′, c′, c¯′] = SA¯[A, h, c, c¯]
under a larger class of transformations. In particular, this
includes the generalized gauge transformations, Eqs. (14)
and (15), as well as charge conjugation, to be discussed
below. This implies the corresponding invariance of the
background field functional Γ˜[A¯′] = Γ˜[A¯].
In this section, we discuss the consequences of these
symmetries for the effective potential (22). We con-
sider those generalized gauge transformations that leave
the background field homogenous, along the (imaginary)
time direction, and in the Cartan subalgebra. It is easy
to show that these are of the form WU(τ), where W is a
global transformation which leaves the Cartan subalge-
bra globally invariant11 and
U(τ) = exp
{
iτ
β
xjHj
}
. (44)
As already mentioned and as we recall below, for this
to be a symmetry of the theory, the transformation (44)
11 We shall see below that these form the group of so-called Weyl
transformations [62] of the Cartan subalgebra.
must be such that U(τ + β) = U(τ)Z, where Z is an
element of the center of G. This puts constraints on the
real variables xj to be discussed below. In what follows,
we shall refer to the transformations (44) as the wind-
ing transformations. It will be convenient to distinguish
between periodic winding transformations, with Z = 1,
and nonperiodic ones, for which Z 6= 1. Altogether, the
Weyl and the periodic winding transformations gener-
ate all the standard gauge transformations that leave the
background in the class considered here, i.e., homoge-
neous, in the time direction, and in the Cartan subalge-
bra.
A. Winding transformations
Under a winding transformation (44), the components
of a field X = i(XjHj+XαEα) in a given canonical basis
transform as
Xj → Xj , Xα → ei τβ x·αXα . (45)
For the transformed field to remain β-periodic in the
imaginary time direction, we thus need to require that,
x · α
2pi
∈ Z ∀α . (46)
It is sufficient that this condition be satisfied for a sub-
set of roots {α(j)}, with j = 1, . . . , dC , that generate
the other roots through linear combinations with integer
coefficients. In this case, the conditions (46) define a lat-
tice, dual to the one generated by the roots α(j). For
later use, we introduce a basis {α¯(j)} of this dual lattice,
defined as
α(j) · α¯(k) = 2piδjk . (47)
The general solution to Eq. (46) is then
x = nkα¯
(k), with nk ∈ Z. (48)
Under a transformation of the form (44) with x given
by Eq. (48), the background field (rescaled by g0) trans-
forms as
A¯→ A¯+ nkα¯
(k)
βg0
. (49)
This implies that the potential (22) is invariant under
translations along any (multiple of) α¯(k):12
V (T, r) = V (T, r + α¯(k)) . (51)
12 That the potential is invariant under these transformations is
also apparent from the Feynman rules. Indeed, in units of T ,
the shifts of the frequencies propagating through the lines of any
diagram contributing to the potential change as
r · α→ (r + α¯(k)) · α = r · α+ 2pimk , (50)
with mk ∈ Z defined by α = mjα(j). The additional frequency
shifts are multiples of 2piT and, because they are conserved at
the vertices of the diagram, they can be absorbed via a change
of variables in the Matsubara sums.
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As a consequence, one can restrict the analysis of the
potential to the first Brillouin zone of the dual lattice
defined above.
FIG. 5: Weights ρ (blue vectors) of the fundamental repre-
sentations 2 and 3 in the SU(2) and SU(3) cases. In the
SU(3) case we show the weights of the contragredient funda-
mental representation 3¯ (dashed blue) which appear as the
opposites of the weights of 3 and which are convenient for the
discussion in the main text. We also represent the roots α of
each algebra (red vectors online). We have singled out certain
roots (respectively weights) that generate all the other ones
through linear combinations with integer coefficients.
Finally, let us recall how the center of the group enters
the discussion here. From Eq. (44), we have U(τ + β) =
U(τ)Z, where Z = exp{ixjHj}. For any element X =
i(XjHj +XαEα) of the algebra, one has
ZXZ−1 = X , (52)
where we have used Eq. (46). Because the group is as-
sumed to be compact and connex, Eq. (52) exponentiates
to ZU = UZ for any U in G. This shows that, indeed,
Z belongs to the center of the group.
For later purposes, it is useful to identify which of the
transformations (49) correspond to standard (periodic)
gauge transformations, with Z = 1. The elements Hj of
the Cartan subalgebra can be viewed as a set of commut-
ing Hermitian matrices acting on Cn for some n, and can
thus be diagonalized simultaneously. We have
Hj |ρ, a〉 = ρj |ρ, a〉, (53)
where the label “a” denotes a possible degeneracy and
the ρ’s are the weights of the fundamental representation
itκ 7→ itκ. Just like the roots, these can be represented
as vectors with components ρj in the Cartan space; see
Fig. 5 for the SU(2) and SU(3) cases. In terms of the
weights ρ, the condition Z = exp{ixjHj} = 1 gives
x · ρ
2pi
∈ Z ∀ρ. (54)
Repeating the previous arguments used to solve Eq. (46),
we find that the general solution to Eq. (54) is given by
x = nkρ¯
(k), with nk ∈ Z and where the ρ¯(k) form a basis
dual to a given basis composed of nonzero weights (or
their opposites) {ρ(j)} that generate the other weights
through linear combinations with integer coefficients.
Let us illustrate the above discussion in the SU(2) and
SU(3) cases. For SU(2), the Cartan subalgebra is one
dimensional. We have α(1) = 1 and ρ(1) = 1/2. It fol-
lows that α¯(1) = 4piρ(1) and ρ¯(1) = 4piα(1). Then, peri-
odic winding transformations correspond to translations
r/4pi → r/4pi±α(1), whereas nonperiodic winding trans-
formations correspond to translations r/4pi → r/4pi±ρ(1)
(even multiples of ρ(1) correspond again to periodic trans-
formations). In the SU(3) case, the Cartan subalgebra is
bidimensional and we can choose α(1), α(2), ρ(1) and ρ(2)
as in Fig. 5. One then easily checks that α¯(k) = 4piρ(k)
and ρ¯(k) = 4piα(k), with k = 1, 2. As in the SU(2) case,
periodic winding transformations correspond to transla-
tions of the vector r/4pi along the roots α(j) whereas non-
periodic winding transformations correspond to transla-
tions of the vector r/4pi along ρ(j) (again, certain com-
binations of the ρ(j) can correspond to periodic transfor-
mations); see Fig. 6, where we also show the Brillouin
zone associated to winding transformations.
B. Weyl transformations
There are also global color transformations that leave
the Cartan subalgebra globally invariant. It is easy to
convince oneself that these cannot be of infinitesimal
form and we thus need to consider finite transformations
W = eθ, where θ is an element of the algebra. These act
on any other element X of the algebra as
eθXe−θ = eadθ (X) =
∞∑
n=0
1
n!
adnθ (X) , (55)
where adθ(X) = [θ,X]. For our purposes, it is sufficient
to restrict to transformations of the form θ = i(θαEα +
θ−αE−α) ≡ wα for a given α (no sum over α). A simple
recursion shows that (our normalizations are such that
θ−α = θ∗α; see Appendix B)
ad2pwα(Hj) = i
2p(2|θα|2α2)pα ·H
α2
αj (56)
for p > 0 and
ad2p+1wα (Hj) = −i2p+1(2|θα|2α2)p(θαEα − θ−αE−α)αj
(57)
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FIG. 6: SU(3) winding transformations. Periodic wind-
ing transformations correspond to translations along the
roots (red) in the plane (r3/4pi, r8/4pi), whereas nonperiodic
winding transformations correspond to translation along the
weights (blue). The Brillouin zone associated to winding
transformations is represented in orange. In addition to the
winding transformations, we have the Weyl transformations
which are generated by reflections with respect to axes orthog-
onal to the roots, and charge conjugation which corresponds
to an inversion about the origin.
for p ≥ 0. It follows that an element of the Cartan sub-
algebra transforms as
Hj → Hj +
(
cos
(√
2α2|θα|
)− 1)α ·H
α2
αj
− iαj√
2α2|θα|
sin
(√
2α2|θα|
)
(θαEα − θ−αE−α) (58)
and choosing |θα| = pi/
√
2α2 thus ensures that the trans-
formation leaves the Cartan subalgebra stable. We then
have
Hj → Hj − 2α ·H
α2
αj . (59)
Considering this as a passive transformation, the coordi-
nates rj of a general element of the Cartan subalgebra
H = irjHj transform as
rj → rj − 2α · r
α2
αj . (60)
This corresponds to a reflection about a hyperplane or-
thogonal to the root α. The potential is thus invariant
under these reflections, which are nothing but the so-
called Weyl reflections.13 In the SU(2) case, there is
only one nontrivial Weyl transformation corresponding
to r → −r. In the SU(3) case, the Weyl transformations
are generated by the reflections with respect to the axes
supporting the weights of the fundamental representa-
tions 3 and 3¯ which are orthogonal to the roots.
C. Charge conjugation
In the cases to be considered below the structure con-
stants fκλτ are real. It then follows from the Feynman
rules and from the property f(−κ)(−λ)(−τ) = −f∗κλτ =−fκλτ that the classical action is invariant under the si-
multaneous transformation of the background field and
the fluctuating fields according to
A¯j → −A¯j and Xκ → −X−κ . (61)
This symmetry corresponds to charge conjugation and
implies that the background field potential (22) is invari-
ant under rj → −rj :
V (T, r) = V (T,−r). (62)
In the SU(2) case, charge conjugation coincides with the
Weyl transformation, i.e., corresponds to a mere global
color rotation. In contrast, in the SU(3) case, charge
conjugation is not a Weyl transformation and thus carries
independent information.
We note here that the definition of charge conjugation
is not unique since it can be defined only up to other
symmetries of the model, in particular the nonperiodic
winding (center) transformations discussed above. This
ambiguity is resolved in the presence of dynamical matter
fields which break the center symmetry explicitly such as,
e.g., quarks in the fundamental representation. In that
case, the physical charge conjugation is the transforma-
tion (61).
It is important to mention here that, just like center
symmetry, charge-conjugation symmetry could be spon-
taneously broken too, in principle. However, we shall ver-
ify that this never happens in our dynamical calculations
in the sense that there always exists an absolute mini-
mum of the background field potential which is charge-
conjugation symmetric. This is important for the relation
between the spontaneous breaking of the center symme-
try and deconfinement since charge-conjugation invari-
ance guarantees that the average of the Polyakov loop is
real and can thus be interpreted in terms of a free energy
for static sources.
13 These generate the Weyl group of the Cartan subalgebra. It is
well known that the latter leaves the root system invariant [62].
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D. Spontaneous symmetry breaking and Weyl
chambers
As mentioned previously, the phase transition of pure
gauge theories is associated to the spontaneous breaking
of the center symmetry. In the present context, the latter
can be discussed directly in terms of the background field
potential V (T, r), thanks to the concept of Weyl cham-
bers. This applies to any other physical symmetry as
well, such as, e.g., charge conjugation. Although some of
the notions discussed here are known (see, e.g., Ref. [21]),
this is not widespread material and we find it useful to
summarize our own view on the rationale behind the use
of Weyl chambers in the present context.
A given symmetry is manifest if and only if the physi-
cal state of the system (at zero sources) is invariant un-
der the corresponding transformation. Using this crite-
rion in the present background field approach requires
some care because the potential V (T, r) is invariant un-
der standard gauge transformations that leave the back-
ground homogenous, in the time direction, and in the
Cartan subalgebra. A given physical state of the system
is thus not represented by a single minimum of V (T, r)
but rather by the gauge orbit generated from it by these
transformations. Because these form a countable set (the
reflections and the translations discussed above, corre-
sponding to the Weyl and the periodic winding transfor-
mations), each gauge orbit is an infinite lattice of physi-
cally equivalent points. Thus, a symmetry is manifest in
a given physical state if and only if the lattice associated
to this state is globally invariant under the corresponding
transformation.
Equivalently, one can restrict the analysis to an ele-
mentary cell of this lattice, called a Weyl chamber and
defined as the minimal region that allows one to cover
the whole Cartan space using standard gauge transfor-
mations.14 The various points of a Weyl chamber are
thus associated to physically distinct states and the prob-
lem reduces to analyzing the symmetry group of the Weyl
chamber. The relation between these geometrical sym-
metries and the physical symmetries of the problem is
easily established as follows. The transformations of
interest (e.g., center or charge-conjugation transforma-
tions) typically displace the Weyl chamber in the Cartan
space, but one can bring it back to its original location
by means of either Weyl reflections or translations asso-
ciated to periodic winding transformations—which cor-
respond to (unbroken) standard gauge transformations.
Only the points of the Weyl chamber which are unaf-
fected by this mapping (fixed points) correspond to sym-
metric states. Conversely, points corresponding to bro-
14 The usual definition of Weyl chambers in the mathematical lit-
erature differs somewhat from the one used here. There, they
correspond to the minimal regions that allow one to cover the
whole Cartan space using Weyl transformations only [62].
ken symmetry states are the images of one another under
this mapping.
Let us illustrate the above considerations in the cases
of the SU(2) and SU(3) groups. Other groups will be
discussed in Sec. VIII. The Cartan space of SU(2) is
one dimensional and the Weyl chambers are intervals of
length 2pi. This is because periodic winding transfor-
mations correspond to translations r → r + 4pi and the
only Weyl transformation is a reflection about the origin:
r → −r. The symmetry group of these Weyl chambers
is Z2, which corresponds to reversing the segment on it-
self, e.g., [0, 2pi] → [2pi, 0]. This actually corresponds to
the center symmetry of SU(2). To see this, consider the
chamber [0, 2pi], which, as discussed above (see Fig. 5), is
displaced by 2pi under a nonperiodic winding transforma-
tion. The displaced chamber can be brought back to its
original location by means of a Weyl reflection about the
origin and a translation by 4pi. This results in the map-
ping r → 2pi− r, which corresponds to the Z2 symmetry
of the Weyl chamber described above. Clearly, the only
center-symmetric state corresponds to the point r = pi in
that chamber. All other points are center-breaking and
come in pairs (r, 2pi − r). As already mentioned, charge
conjugation corresponds to r → −r and is thus noth-
ing but a Weyl reflection. It follows that all points in a
given Weyl chamber (hence, on the whole Cartan line)
are charge-conjugation invariant in this case.
The Weyl chambers of the two-dimensional Cartan
space of SU(3) are the equilateral triangles shown in
Fig. 7.15 Their symmetry group is the dihedral group
D3, whose six elements are rotations by npi/3, with
n = 0, 1, 2, and reflections about the medians. The
former correspond to the physical center (Z3) trans-
formations,16 from which we conclude that the only
center-symmetric point in a given chamber is the center
of the triangle. All other points are center-breaking and
come in triplets. As for the other symmetries of the Weyl
chamber, namely, the reflections about the medians,
they correspond to the physical charge conjugation
and its combination with Z3 center transformations.
17
15 By combining a translation by a vector 4piα (periodic winding
transformation) and a reflection with respect to the axis passing
through the origin and orthogonal to α (Weyl reflection), one
obtains a reflection with respect to a new axis, parallel to the
first one and translated by the vector 2piα. The Weyl chambers
appear as the regions delimitated by all these reflection axes.
16 To see this, we proceed as in the SU(2) case. In the plane
(r3/4pi, r8/4pi) of Fig. 7, we translate a given Weyl chamber along
the vectors α¯(1), α¯(2), or any linear combination with integer co-
efficients (this corresponds to winding transformations) and we
bring it back to its original location using Weyl reflections and/or
periodic winding transformations. The so-obtained chamber has
been rotated with respect to the original one by a multiple of
pi/3 about its center.
17 As mentioned previously, the definition of charge-conjugation
symmetry is not unique. In the pure gauge SU(3) theory, any
of the reflections of the D3 symmetry group of the Weyl cham-
bers can be equivalently defined as charge conjugation due to
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FIG. 7: Weyl chambers of the SU(3) Cartan plane. The Bril-
louin zone is made of two (clearest colored) Weyl chambers.
The darker colored chamber is the image of the original one
(leftmost clearest colored) via a nonperiodic winding trans-
formation. To bring this chamber back into the original one,
one uses two reflections but in the process the Weyl cham-
ber rotates by an angle −2pi/3 leaving room for only one
center-symmetric point in the Weyl chamber: the center of
the triangle.
Consider, for instance, the colored triangle touching the
origin in Fig. 7. The charge-conjugation transformation
(r3, r8)→ (−r3,−r8) combined with the Weyl reflection
(r3, r8) → (−r3, r8) maps this chamber onto itself up to
a reflection about the r3 axis. Incidentally, this implies
that all the points of the median r8 = 0 of this triangle
correspond to charge-conjugation-invariant states (this
includes the center-symmetric point). In particular,
we note that in cases of broken center symmetry but
unbroken charge-conjugation symmetry, the triplet of
center-breaking points must lie on the medians of the tri-
angle, such that one of them is always charge-conjugation
symmetric whereas the other two are charge conjugates
of one another. We shall check below that this is always
the situation which is dynamically realized in practice,
i.e., the charge-conjugation symmetry is always manifest.
The above considerations show that the minimum of
the background field potential V (T, r) is an order param-
eter both for center symmetry (see also Refs. [5, 6]) and
the Z3 symmetry of the theory. This degeneracy is lifted in the
presence of matter in a representation which breaks the Z3 sym-
metry explicitly (e.g., quarks in the fundamental representation)
and there remains a unique charge-conjugation symmetry.
for charge-conjugation invariance.
E. Miscellaneous consequences of the background
field dependence
We end this section with general remarks concerning
some consequences of the background field gauge sym-
metry. First, the invariance of the classical action under
the gauge transformations (8) implies the same symme-
try for the effective action (this is because the symmetry
transformation is at most linear in all the fields [56]), i.e.,
Γ[A¯,X] = Γ[A¯′, X ′], with X = (aµ, h, c, c¯). In particu-
lar, restricting to homogeneous background fields, in the
time direction, and in the Cartan subalgebra, the effec-
tive action is invariant under the winding transformation
of parameter α¯(k):
r′j = rj + α¯
(k)
j , X
′
κ = e
i τβ α¯
(k)·κXκ , (63)
with r = βg0A¯. It follows that the vertex and correlation
functions in the background A¯′ = A¯ + α¯(k)/(βg0) only
differ from those in the background A¯ by appropriate
phase factors and are thus essentially the same functions.
We can also conclude from the previous observation
that the zero-temperature potential at fixed background,
Vˆ (T = 0, A¯), does not depend on A¯. Indeed, from the
previous symmetry considerations, we have, for a given k,
Vˆ (T, A¯) = Vˆ (T, A¯ + nkα¯
(k)T/g0), with nk ∈ Z. If we
choose T = g0δA¯/nk and we take the limit nk →∞, we
obtain Vˆ (T = 0, A¯) = Vˆ (T = 0, A¯ + δA¯α¯(k)) ∀ δA¯, and
hence, the announced result. This defines the vacuum
contribution Vvac = Vˆ (T = 0, A¯) in Eq. (22). A simi-
lar conclusion holds for the correlation functions at zero
temperature: the latter only depend on the background
field through trivial phase factors multiplying the corre-
lation functions in the Landau gauge (i.e., at vanishing
background).
An important consequence is that the counterterms
of the Landau gauge are enough to renormalize the po-
tential and the correlation functions in the LDW gauge.
Moreover, the background field gauge symmetry (14)–
(15) implies that the product g0A¯ is finite [56]. In the fol-
lowing, we consider a renormalization scheme such that
g0A¯ = gA¯R, where g and A¯R are the renormalized cou-
pling and background field, respectively [46]. We omit
the index R for simplicity and write r = βgA¯.
V. THE BACKGROUND FIELD POTENTIAL
AT NLO
We now come to the explicit calculation of V (T, r) in
a straightforward expansion in the coupling g with gA¯ ∼
O(1); see Ref. [46]. Here, we determine the LO (one-
loop) and NLO (two-loop) contributions, extending our
previous calculation for SU(2) [45, 46] to any compact Lie
group with a simple Lie algebra; see also Refs. [21, 22] for
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related work in the massless theory. To this order, we can
replace g0 by g in the Feynman rules given above. We
can also replace the bare mass m0 by the renormalized
massm provided we take into account a one-loop diagram
involving the renormalization factor δZm2 , as in Ref. [46].
A. One loop
The first nontrivial contribution to the effective po-
tential occurs at one-loop order. It has been computed
in Ref. [45] for SU(2) and SU(3), and generalized to the
class of gauge groups considered here in Ref. [47]. Here,
we simply recall the relevant formulas.
Introducing the function (we recall that dC is the di-
mension of the Cartan subalgebra and we define εq =√
q2 +m2)
Fm(T, r) ≡ T
∑
κ
∫
q
ln
[
1 + e−2βεq − 2e−βεq cos(r · κ)]
=
T
pi2
∫ ∞
0
dq q2
{
dC ln
(
1− e−βεq)
+
1
2
∑
α
ln
[
1 + e−2βεq − 2e−βεq cos(r · α)]},
(64)
which is such that
F0(T, r) = −pi
2T 4
45
dC +
T 4
12
∑
α
[
({r · α} − pi)4
2pi2
− ({r · α} − pi)2 + 7pi
2
30
]
,
(65)
with {r · α} the remainder in the (Euclidean) division of
r · α by 2pi, the one-loop background field potential can
be written as
V (1)(T, r) =
3
2
Fm(T, r)− 1
2
F0(T, r), (66)
where the first term on the right-hand side is the
contribution from the three massive gluon modes per
color state and the second one is due to the incomplete
cancellation between the contributions of the remaining
massless gluonic and ghost-antighost degrees of freedom.
B. Two loop
From the considerations of Sec. III C, it is clear that
the calculation of the two-loop correction to the back-
ground field potential is almost identical to that in the
SU(2) case [46]. The essential difference is a change in
some constants which depend on the gauge group. More
precisely, the tensor εκλτ is replaced by the structure
constant fκλτ and the labels κ, λ and τ now take values
among the zeros and roots of the algebra G. As already
emphasized, an important point is that the nonvanishing
elements of fκλτ are such that κ+ λ+ τ = 0. The effec-
tive momentum flowing through the lines of the diagram
is then conserved at the vertices and we can use the same
manipulations of the Feynman integrals as in the SU(2)
case. The net result is that we can take the formula (D3)
of Ref. [46] and just replace Cκλτ = (εκλτ )2 → |fκλτ |2 and
the constant CN by a new one CG to be given below. We
obtain, using the notations of Ref. [46],
V (2)(T, r) = m2CG
∑
κ
Jκm(1n)
+
3g2
8
∑
κ,λ,τ
Cκλτ
[
5
2
UκV λ − 7
m2
U˜κV˜ λ
]
+
g2m2
16
∑
κ,λ,τ
Cκλτ
[
33Sκλτmmm(2n) + S
κλτ
m00(2n)
]
.
(67)
Here,
Uκ = Jκm(1n) +
1
3
Jκ0 (1n) , (68)
V κ = Jκm(1n)−
1
5
Jκ0 (1n) , (69)
U˜κ = J˜κm − J˜κ0 , (70)
V˜ κ = J˜κm −
5
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J˜κ0 , (71)
with the tadpole-type integrals
Jκm(1n) =
∫
q
Re
nεq−irˆ·κ
εq
, (72)
J˜κm =
∫
q
Imnεq−irˆ·κ , (73)
where nz = (e
z − 1)−1 is the Bose-Einstein distribution
function and where we defined rˆ = rT = gA¯. Equa-
tion (67) also involves the sunset-type integrals
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Sκλτm1m2m3(2n) =
1
32pi4
∫ ∞
0
dq q
∫ ∞
0
dk kRe
nεm1,q−irˆ·κ nεm2,k−irˆ·λ
εm1,q εm2,k
Re ln
(εm1,q + εm2,k + i0
+)2 − (εm3,k+q)2
(εm1,q + εm2,k + i0
+)2 − (εm3,k−q)2
+
1
32pi4
∫ ∞
0
dq q
∫ ∞
0
dk kRe
nεm1,q−irˆ·κ nεm2,k+irˆ·λ
εm1,q εm2,k
Re ln
(εm1,q − εm2,k + i0+)2 − (εm3,k+q)2
(εm1,q − εm2,k + i0+)2 − (εm3,k−q)2
+ perm. , (74)
where we used the explicit notation εm,q ≡
√
q2 +m2
and where “perm.” denotes circular permutations of
(m1, κ), (m2, λ), and (m3, τ). Finally, the constant CG
is given by
CG =
g2Cad
128pi2
(
zf + 35 ln
µ¯2
m2
+
313
3
− 99pi
2
√
3
)
, (75)
where µ¯2 = 4pie−γµ2, where γ is the Euler constant and
µ is the renormalization scale of dimensional regulariza-
tion, and zf is a finite constant which encodes the chosen
renormalization conditions but which is independent of
the gauge group G. Here, we use the same renormaliza-
tion scheme as in Ref. [46] and zf is given by Eq. (D2) of
that reference. Finally, Cad is the Casimir of the adjoint
representation given by (see Appendix C)
Cad =
∑
λτ
Cκλτ =
∑
α α
2
dC
=
∑
α
α2j ∀j . (76)
The last two lines of Eq. (67) contain two types of
terms: those for which one of the indices of Cκλτ is a
zero and those for which the three indices are roots. The
former are of the same type as the ones computed in
the SU(2) case. Using the fact that Cα(−α)0(j) = α2j
and that the integral multiplying this factor does not
depend on j, these can be obtained from the SU(2) cal-
culation with the replacement r → r · α and by multi-
plying the result by
∑
j α
2
j = α
2. For the other types of
terms, we remark that Cαβγ = C(−α)(−β)(−γ) so that, us-
ing U−α = Uα, V −α = V α, U˜−α = −U˜α, V˜ −α = −V˜ α,
and S
(−α)(−β)(−γ)
m1m2m3 (2n) = S
αβγ
m1m2m3(2n), we can combine
these two types of contributions, with an effective factor
2Cαβγ = 2|Nαβ |2, whose expression is given in Eq. (25).
The final, complete expression of the background po-
tential at two-loop order is given explicitly in Appendix D
in terms of one- and two-dimensional radial momentum
integrals that can be easily computed numerically.
VI. THE POLYAKOV LOOP AT NLO
Here, we evaluate the Polyakov loop for an arbitrary
finite representation itκ 7→ itRκ of a compact and connex
Lie group with a simple Lie algebra in a perturbative
expansion in the presence of the nontrivial background
field. Specifically, we compute the following function of
the background [46]:
`R(r) =
1
dR
tr
〈
P exp
(
irjtR0(j) + ig0
∫ β
0
dτ aκ0 t
R
κ
)〉
,
(77)
where it is understood that 〈a0〉 = 0 on the right-hand
side. The physical Polyakov loop is obtained by evaluat-
ing `R(r) at the minimum of the effective potential.
It is easy to show that, under the symmetry transfor-
mations of the Weyl chambers which correspond to center
transformations of the gauge group G, the function (77)
transforms just as the Polyakov loop (9). For instance,
we have, for a representation of N -ality p,
`R(r) = z
p`R(r
′), (78)
for any pair (r, r′) of points in a Weyl chamber related
by a center transformation z1. At a center-symmetric
point, rsym = r
′
sym and `R(rsym) = 0 for representations
of nontrivial N -ality.
A. Tree level
The LO expression of the function (77) is O(g0) and
reads
`
(0)
R (r) =
1
dR
tr exp
{
irjt
R
0(j)
}
. (79)
In order to evaluate the color trace on the right-hand
side, it is convenient to introduce the weights of the rep-
resentation R, just as we did above for the fundamental
representation itκ 7→ itκ. For a unitary representation,18
the tR
0(j)
are Hermitian. Because they commute, they can
be diagonalized simultaneously:
tR0(j) |µ, a〉 = µj |µ, a〉 , (80)
where the µ’s are nonzero, real-valued vectors with com-
ponents µj , called the weights of the representation,
which can be represented on the root diagram. The set
18 Note that for a compact group, as considered here, any finite
representation is equivalent to a unitary one.
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of eigenvalues represented by a given weight can be de-
generate, as denoted by the label “a” in |µ, a〉. In terms
of the weights, we have
`
(0)
R (r) =
1
dR
∑
µ
mul(µ) eir·µ , (81)
where mul(µ) denotes the degeneracy of the weight µ and
r · µ = rjµj .
B. One loop
In Ref. [46], we obtained the general expression of the
NLO contribution to the function (77) for any represen-
tation of the group SU(N) in terms of the gluon propaga-
tor Gλκµν(τ,0) ≡ 〈aλµ(τ,0)aκν (0,0)〉 and of the color trace
tr
{
tRκ A¯
qtRλ A¯
n−q}, with n, q ∈ N. The generalization to
the present case is straightforward and we obtain, for the
O(g2) correction,
`
(1)
R (r) = −
g2β
2dR
∫ β
0
dτ Gλκ00 (τ,0) tr
{
tκRe
(β−τ)gA¯tλRe
τgA¯
}
,
(82)
with A¯ = iA¯jt
R
0(j)
. Using the weights µ of the represen-
tation to evaluate the trace, we get (see Appendix E)
`R(r) =
1
dR
∑
µ
mul(µ)eir·µ
1 + g2mT
CR
8pi
+
∑
α,a,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2
mul(µ)
sin2
(r · α
2
) a(T, r · α)
2pi2
+O(g4) , (83)
where the state |µ+ α〉 ≡ 0 if µ+ α is not a weight, CR is the Casimir of the representation, and
a(T, x) ≡
∫ ∞
0
q2dq
m3
(
1
cosh(q/T )− cosx −
q2
ε2q
1
cosh(εq/T )− cosx
)
. (84)
Equation (83) must be evaluated at the minimum of the
effective potential computed at the same approximation
order.
VII. THE SU(3) THEORY
We now specialize to the physically relevant SU(3)
case. For completeness, we briefly review the previous
LO results [45] and then present our findings at NLO.
A. Roots and weights
We consider the basis {iλa/2} where the λa denote the
Gell-Mann matrices. These satisfy (λa/2;λb/2) = δab
and
∑
a(λa/2)
2 = (4/3)1, so that CR = 4/3 in the fun-
damental representation. Using f123 = 1, f345 = −f367 =
1/2, f845 = f867 =
√
3/2, one checks that
t±α(1) =
λ6 ∓ iλ7
2
√
2
,
t±α(2) =
λ4 ± iλ5
2
√
2
, (85)
t±α(3) =
λ1 ∓ iλ2
2
√
2
,
form an orthonormal Cartan-Weyl basis. The root dia-
gram is represented in Fig. 5. For the calculation of the
potential (see Appendix D), we only need to know that
(±α(j))2 = 1 and 2|Nαβ |2 = 1 if α + β is a root and
vanishes otherwise. From the expressions of λ3 and λ8,
one finds that the weights of the fundamental represen-
tation 3 are µ(1) = (1, 1/
√
3)t/2, µ(2) = (−1, 1/√3)t/2,
µ(3) = (0,−1/√3)t, corresponding respectively to ρ(2),
−ρ(1) and ρ(1)− ρ(2) in the notations of Fig. 5. They are
nondegenerate [mul(µ(j)) = 1] and we have
tα(1) |µ(2)〉 =
1√
2
|µ(3)〉 , t−α(3) |µ(2)〉 =
1√
2
|µ(1)〉 ,
tα(2) |µ(3)〉 =
1√
2
|µ(1)〉 , t−α(1) |µ(3)〉 =
1√
2
|µ(2)〉 ,
tα(3) |µ(1)〉 =
1√
2
|µ(2)〉 , t−α(2) |µ(1)〉 =
1√
2
|µ(3)〉 , (86)
and all other contributions vanish. Then, the Polyakov
loop function in the fundamental representation R = 3
reads
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`3(r) =
1
3
∑
µ
eir·µ
1 + g2mT
 1
6pi
+
1
4pi2
∑
µ′ 6=µ
sin2
[
r · (µ′ − µ)
2
]
a
[
T, r · (µ′ − µ)
]+O(g4). (87)
We could equally well consider the conjugate fundamen-
tal representation 3¯, for which `3¯(r) = `
∗
3(r). This triv-
ially follows from the fact that the weights of 3¯ are
the opposite of those of 3. It is easy to check that,
at LO, `
(0)
3 (r) = 0 only at the center-symmetric point
so that confinement in the fundamental representation
implies that center symmetry is manifest and thus that
all sources with nonzero N -ality are confined. We have
checked that this remains true at NLO.
B. LO results
Let us briefly revisit the one-loop results [45] for com-
pleteness. It is convenient to decompose r in the dual
basis {α¯(1), α¯(2)} depicted in Fig. 6:
r = r¯kα¯
(k), (88)
so that the first Brillouin zone is (r¯1, r¯2) ∈ [0, 1]2; see
Fig. 8. The LO potential is given by Eq. (66). Using the
roots ±α(1), ±α(2), and ±(α(1) + α(2)) and the relation
r · α(k) = 2pir¯k, we get, for the function (64),
Fm(T, r) ≡ T
pi2
∫ ∞
0
dq q2
{
3 ln
[
1− e−βεq]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pir¯1)
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pir¯2)
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pi(r¯1 + r¯2))
]}
.
(89)
Figure 8 shows a contour plot of the one-loop SU(3)
potential for increasing values of the temperature in the
first Brillouin zone. As discussed previously, the latter
contains two Weyl chambers, which are symmetric to one
another. At low temperatures, we have a confining phase
with a minimum of the potential located at the center-
symmetric points, e.g., r¯1 = r¯2 = 1/3 in the Weyl cham-
ber closer to the origin. At the temperature (Tc/m)
LO '
0.363 a first-order deconfinement phase transition occurs,
with the appearance of a triplet of center-breaking min-
ima degenerate with the center-symmetric one. Using
the value mLO ' 510 MeV obtained by fitting tree-level
propagators to lattice data in the Landau gauge at zero
temperature19 yields TLOc ' 185 MeV. Above the tran-
19 As explained in Ref. [45], this is a valid procedure because, at
sition temperature, we have three degenerate minima re-
lated by center transformations, which signals the spon-
taneous breaking of the Z3 symmetry, and hence, a de-
confined phase.
FIG. 8: Contour plot of the SU(3) LO potential in the
first Brillouin zone (r¯1, r¯2) ∈ [0, 1]2 for increasing values of
the temperature. The dashed line separates two equivalent
Weyl chambers. In the one closer to the origin, the center-
symmetric point is located at (r¯1, r¯2) = (1/3, 1/3). The upper
(respectively lower) plots correspond to temperatures below
(respectively above) the transition temperature. Darker col-
ors correspond to regions where the potential is the deepest.
As mentioned in the Introduction, a somewhat differ-
ent model with effectively massive gluons has been con-
sidered in Ref. [48], where no low-temperature confined
phase is found at one-loop order. This can be traced
back to the fact that only two (transverse) gluon degrees
of freedom per momentum are given a mass. This is an
important difference with the present approach, where
the mass term affects three gluon degrees of freedom per
mode, resulting in an only partial cancellation of the
ghost degrees of freedom. In particular, this yields a
ghost-dominated potential at low temperatures with an
inverted shape as compared to the high-temperature po-
tential, and thus a confined phase, in agreement with the
scenario of Refs. [5, 7].
Finally, we emphasize that the background field effec-
tive potential computed here (or in similar background
zero temperature, correlation functions of the fields computed in
the LDW gauge (with a constant, temporal, background) and in
the Landau gauge coincide.
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field approaches) is not directly the effective potential
for the Polyakov loop. The latter can be obtained in a
standard way, either by imposing a constraint or as a
Legendre transform with respect to sources linearly cou-
pled to the Polyakov loop, and it is a gauge-independent
quantity by construction [22]. Here, we can access this
physical potential for the Polyakov loop by expressing the
background field potential in terms of the Polyakov loop
(and its conjugate) in a loop expansion.20 For instance,
at LO, the conjugate Polyakov loop variables read, in
terms of the backgrounds r3 and r8:
` =
1
3
[
e
−i r8√
3 + 2e
i
r8√
3 cos(r3/2)
]
, (90)
¯`=
1
3
[
e
i
r8√
3 + 2e
−i r8√
3 cos(r3/2)
]
. (91)
and we obtain, for F˜m(`, ¯`) ≡ Fm(T, r3, r8),
F˜m(`, ¯`) = T
pi2
∫ ∞
0
dq q2 ln
[
1 + e−8βεq
− (9`¯`− 1)(e−βεq + e−7βεq)
− (81`2 ¯`2 − 27`¯`+ 2)(e−3βεq + e−5βεq)
+
(
27`3 + 27¯`3 − 27`¯`+ 1)(e−2βεq + e−6βεq)
+
(
162`2 ¯`2 − 54`3 − 54¯`3 + 18`¯`− 2)e−4βεq],
(92)
which coincides with the expression for Ωg in Ref. [23].
This procedure can be systematically implemented at
higher orders as well.
C. NLO results
As announced earlier we see that, at LO, charge-
conjugation invariance is manifest in the sense that there
is always one minimum compatible with this symmetry
(in the Weyl chamber under consideration, this corre-
sponds to r8 = 0 ⇔ r¯1 = r¯2). We expect this to
be true to all orders and we have explicitly checked it
at NLO. For our present purposes, it is thus sufficient
to plot the potential on the axis r8 = 0, as shown in
Fig. 9. The transition remains first order and we ob-
tain a transition temperature (Tc/m)
NLO ' 0.471. Using
the value mNLO ' 540 MeV obtained by fitting one-loop
propagators (with µ = 1 Gev and g = 4.9) to lattice
data in the Landau gauge at zero temperature [33], we
get TNLOc ' 254 MeV. Although the comparison to the
known lattice result T lattc = 270 MeV must be taken with
20 We defer the study of the precise relation between the back-
ground field potential and the gauge-independent Polyakov loop
potential to a future work. We have explicitly checked that the
procedure described here reproduces, at high temperatures, the
results of Ref. [22] in the SU(2) case at two-loop order.
✵ ✹✙❂✸ ✷✙
✵
r
 
❱ ✭❚❀ r
 
❀ ✵✮❂❚
✁
FIG. 9: Rescaled two-loop background field potential
V (T, r3, r8 = 0)/T
4 for various temperatures, below (three
upper curves, blue) and above (three lower curves, red) the
transition temperature (middle curve, black). All curves have
been shifted by their respective values at r = 4pi/3 for clar-
ity. The dashed curve corresponds to the asymptotic high-
temperature limit v∞(r3); see Eq. (93). The inset plot shows
a close up view at T = Tc revealing the first-order nature of
the transition.
a pinch of salt due to the ambiguity in fixing the scale,
we observe that, indeed, NLO corrections seem to quan-
titatively improve the previous LO estimate.
Figure 9 shows the NLO background potential on the
charge-conserving axis r8 = 0 as a function of r3 for
various temperatures. We show in Appendix D that
the rescaled potential in the high-temperature limit,
v∞(r3) = limT→∞ V (T, r3, r8 = 0)/T 4, is a polynomial
in the range [0, 2pi]:
v∞(r3) =
135r43 − 600pir33 + 720pi2r23 − 256pi4
1440pi2
+ g2
63r43 − 316pir33 + 552pi2r23 − 384pi3r3 + 80pi4
384pi4
,
(93)
whose absolute minimum is located at
r∞ =
4pi
3
[
1− 8pi
2 + 5g2 + 3
√
65g4 + 144pi2g2 + 64pi4
8 (7g2 + 4pi2)
]
=
g2
pi
+O(g4). (94)
In Fig. 10, we represent the Polyakov loop at LO and
NLO. We observe that, as was already the case for the
SU(2) group, the LO Polyakov loop exactly reaches its
limiting value at a finite temperature T?/m ≈ 0.5, where
the minimum of the potential reaches exactly r = 0. This
generates an additional spurious singularity in the ther-
modynamical quantities.21 This unphysical feature dis-
21 Similar singularities are found in other approaches as well [63].
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FIG. 10: Temperature dependence of the Polyakov loop in the
fundamental representation 3 at LO (red) and NLO (blue).
The horizontal dashed lines denote the corresponding asymp-
totic values at high temperature, denoted here by `LO3,∞ = 1
and `NLO3,∞ , respectively. The dashed blue curve shows the LO
(or mean-field) Polyakov loop (81) evaluated at r = rNLOmin as
considered, e.g., in Refs. [5, 7, 8, 12]. The respective LO and
NLO critical temperatures are indicated by vertical dashed
lines.
appears at NLO, where the Polyakov loop reaches its
limiting value
`NLO3,∞ =
1 + 2 cos(r∞/2)
3
+
3g2
16pi2
(
4pi
3
− r∞
)
sin(r∞/2)
= 1 +O(g4) (95)
only as T → ∞, after first overshooting it at some fi-
nite temperature. We mention that the high-temperature
Polyakov loop has been computed to order g4 in the
(standard) Landau gauge in Ref. [64]. Even though
the present high-temperature limit is purely academic
since it does not take into account the necessary (hard
thermal loops) resummations for temperatures T  m
[65], or the running of the coupling with the tempera-
ture, g2 ∝ 1/ lnT , it is interesting that it approaches its
asymptotic value from above as in Ref. [64]. We post-
pone a more quantitative comparison for a future work.
Similar issues have been recently discussed in the context
of a FRG calculation of the Polyakov loop in Ref. [66].
The pressure and the entropy density are shown re-
spectively in Figs. 11 and 12. We observe that both the
LO and NLO results show a positive entropy (increasing
pressure) at small temperatures. In this regime the en-
tropy is dominated by the LO result and, despite the fact
that only the ghost modes play a role, those ghost modes
which feel the presence of the background have a modi-
fied statistics, contributing positively to the entropy as in
the SU(2) case [46]. Indeed, one obtains, for the entropy
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FIG. 11: Thermodynamic pressure at one- (red) and two-loop
(blue) orders, obtained from the minimum of the background
field potential as a function of the temperature (in GeV). The
plot in the inset is a zoom on the low-temperature region. The
respective LO and NLO transition temperatures are indicated
by vertical dashed lines.
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FIG. 12: Entropy density normalized by T 3 at one- (red)
and two-loop (blue) orders, obtained from s = −dP/dT as a
function of the temperature (in GeV). The respective LO and
NLO transition temperatures are indicated by vertical dashed
lines.
density, in the center-symmetric phase,
s
4T 3
= 2
∫
q
ln
(
1− e−q
)
+ 3
∫
q
ln
(
1 + e−q + e−2q
)
= −
∫
q
ln
(
1− e−q
)
+ 3
∫
q
ln
(
1− e−3q
)
= −8
9
∫
q
ln
(
1− e−q
)
=
4pi2
405
. (96)
This is to be compared with the corresponding result at
vanishing background
sA¯=0
4T 3
= 8
∫
q
ln
(
1− e−q
)
= −4pi
2
45
. (97)
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At larger temperatures, in particular close to the tran-
sition, the LO entropy becomes slightly negative. This
is because, as the temperature increases, gluonic modes
start playing a role but, as long as the system is in the
confined phase, the charged gluons contribute with neg-
ative distribution functions, e.g.,
Renε−i(4pi/3)T = − e
βε/2 + 1
e2βε + eβε + 1
. (98)
Interestingly, similar pathologies are observed in other
approaches [23, 31, 67] which, we believe, have the same
origin as the one described here. In the present case,
these spurious features disappear at NLO, where we
obtain a positive entropy—a monotonously increasing
pressure—at all temperatures;22 see Figs. 11 and 12. Fi-
nally, the entropy density is discontinuous at the transi-
tion, as it should for a first-order phase transition. We
obtain, for the latent heat, (L/T 4c )NLO ≈ 0.41 (vs. 0.43
at LO), that is only 30 percent of the lattice value 1.40
[68]. We stress, however, that the present calculation
disregards a possible temperature dependence of the pa-
rameters which could arise, e.g., through renormalization
group improvement effects or from our assumption that
the gluon mass parameter is related to the presence of
Gribov copies which depend themselves on the temper-
ature. Such effects may be important for a quantitative
agreement with lattice simulations; see, e.g., Ref. [42],
or Ref. [30] for an example in the Gribov-Zwanziger ap-
proach. We defer the investigation of such effects to fu-
ture work.
As a last remark, we compare in Fig. 13 the present re-
sult in the LDW gauge to the ones in the Landau gauge,
which corresponds to setting A¯ = 0. As we observed
already in the SU(2) case, the results are dramatically
different: in the Landau gauge, the LO thermodynam-
ics is inconsistent (negative entropy) in a wide range of
temperatures including the confined phase and the NLO
result is thermodynamically inconsistent at all tempera-
tures explored here. At first sight, such differences might
seem surprising because the behavior of thermodynami-
cal observables should not depend on the gauge. How-
ever, we stress that finite orders of a given expansion
scheme usually do depend on the gauge. To illustrate
this point further, we note that the results in the Lan-
dau gauge can be read off from the LDW effective poten-
tial at the origin A¯ = 0. However, as shown in Fig. 9,
at two-loop order, this corresponds to a maximum at all
temperatures and the correct physics can certainly not
be accessed from this point by perturbative means. We
22 Despite these satisfying aspects, our results still present some
unwanted artifacts. The low-temperature pressure (respectively
entropy density) behave as T 4 (respectively T 3) as T → 0, in
contradiction with lattice results. We believe that this is a
generic issue in approaches where the (massless) ghost modes
dominates over the (massive) gluonic modes at small tempera-
tures [5, 31, 67].
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FIG. 13: Comparison of the perturbative expansions in the
(massive) Landau and LDW gauges. Temperatures are given
in GeV.
note that a similar remark applies to other functional
approaches such as the FRG [5] where the origin of the
LDW potential is also a maximum in the relevant range
of temperatures.
VIII. OTHER GROUPS
It is interesting to extend the previous calculations to
other gauge groups [8, 21]. In this section, we perform
a LO analysis for the groups Sp(2) and SU(4), for which
lattice simulations predict a first-order phase transition
in d = 4 [50–54]. The Sp(2) group has the same cen-
ter as SU(2). However, its Cartan subalgebra is two-
dimensional and the background field potential has a
richer structure. Another curiosity of Sp(2) is that there
exists a whole segment of center-symmetric points in each
Weyl chamber which are actually explored by the dy-
namics. The group SU(4) is interesting because there
exist center-breaking points in the Weyl chamber where
some Polyakov loops vanish but not others, which would
correspond to partial deconfinement (this extends to the
SU(N ≥ 4) groups, as discussed in Appendix F; see also
Ref. [21]). However, we shall verify that these points
never actually correspond to an absolute minimum of the
background potential at LO.
A. Sp(2)
The algebra of Sp(2) is ten dimensional with a Car-
tan subalgebra of dimension two. The root diagram is
represented in Fig. 14, together with the weight diagram
of the fundamental representation. We can choose the
roots ±α(1) = ±(1/2,−1/2) and ±α(2) = ±(1/2, 1/2) in
terms of which the other roots can be obtained using lin-
ear combinations with integer coefficients: ±(α(1) +α(2))
and ±(α(1) − α(2)). Similarly, we can choose the weights
ρ(1) = (1/2, 0) and ρ(2) = (0, 1/2). As discussed in
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FIG. 14: The system of roots α (red) for the Sp(2) algebra.
We also show the weights ρ of the fundamental representation
(blue). We have α(1) = (1/2,−1/2), α(2) = (1/2, 1/2), ρ(1) =
(1/2, 0) and ρ(2) = (0, 1/2).
Sec. IV A, the lattice dual to the one generated by the
weights ρ(j) gives translations that correspond to pe-
riodic winding transformations. This corresponds to
ρ¯(1) = 4pi(α(1)+α(2)) and ρ¯(2) = 4pi(α(2)−α(1)). The lat-
tice dual to the one generated by the roots α(j) gives the
translations that correspond to general winding trans-
formations. This corresponds to α¯(1) = 4piα(1) and
α¯(2) = 4piα(2). So contrary to the SU(2) and SU(3)
cases, in the plane (r3/4pi, r6/4pi), only certain roots are
associated to periodic winding transformations, namely
±(α(1) +α(2)) and ±(α(1)−α(2)). The other roots ±α(1)
and ±α(2) are associated to nonperiodic winding trans-
formations. We mention, however, that 2α(1) and 2α(2)
correspond again to periodic winding transformations.
The various relevant translations in the Cartan plane
(r3/4pi, r6/4pi) are represented in Fig. 15.
The Weyl chambers are obtained as before, i.e., by ex-
ploiting the reflections and the translations correspond-
ing to the standard gauge transformations. This is de-
scribed in Fig. 16. The Brillouin square is made of four
equivalent Weyl chambers, which are square triangles.
Their symmetry group is Z2, made of the identity and
the reflection about the short median of the triangle.
This clearly corresponds to the center symmetry of the
theory, as explained in Fig. 16. It follows that all the
points on the short median are center symmetric. As for
SU(2), charge conjugation is nothing but a Weyl trans-
formation and all the points in the Weyl chamber are
charge-conjugation invariant.
We now study the LO potential. As before, it is
convenient to decompose r = r¯kα¯
(k) in the dual basis
{α¯(1), α¯(2)}, where the Brillouin zone is (r¯1, r¯2) ∈ [0, 1]2.
The center-symmetric segments are located at r¯1 = 1/2
r3
4 Π
r6
4 Π
FIG. 15: The Sp(2) Brillouin zone. Periodic winding transfor-
mations correspond to translations along certain roots (red)
in the plane (r3/4pi, r6/4pi), whereas nonperiodic winding
transformations correspond to translation along the remain-
ing roots (blue); see text. The Brillouin zone (associated to
periodic winding transformations) is represented in orange. In
addition to the winding transformations, we have the Weyl
transformations which are generated by reflections with re-
spect to axes orthogonal to the roots. charge conjugation
corresponds to an inversion about the origin and is thus a
Weyl transformation.
or r¯2 = 1/2 depending on which Weyl chamber one
chooses. Using the one-loop formula (66) with the roots
±α(1), ±α(2), ±(α(1) + α(2)) and ±(α(1) − α(2)), we get,
for the function (64),
Fm(T, r) ≡ T
pi2
∫ ∞
0
dq q2
{
2 ln
[
1− e−βεq]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pir¯1)
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pir¯2)
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pi(r¯1 + r¯2))
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pi(r¯1 − r¯2))
]}
.
(99)
Figure 17 shows a contour plot of the potential for in-
creasing values of the temperature. At low temperatures,
there is a single absolute minimum in each chamber, lo-
cated at a center-symmetric point that moves along the
center-symmetric segment as the temperature is varied.
We observe a first-order phase transition at a tempera-
ture TLOc /m ' 0.37, close to the corresponding LO value
in the SU(3) theory.
Using Eq. (81) with the weights ±ρ(1) = ±(α(1) +
α(2))/2, ±ρ(2) = ±(α(2) − α(1))/2, we obtain, for the
Polyakov loop in the fundamental representation 4 at
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FIG. 16: The Weyl chambers of Sp(2). The reflection-
symmetry lines resulting from combinations of periodic wind-
ing transformations and Weyl reflections are shown in black.
These separate the Brillouin zone in four square triangles
(light orange) which thus correspond to four equivalent Weyl
chambers. The Z2 symmetry group of the Weyl chamber cor-
responds to the center of Sp(2). Indeed, a nonperiodic wind-
ing transformation translates the Weyl chamber along one of
the short (blue) vectors, as illustrated here as an example.
The translated chamber (dark orange) can be brought back
to its original location using three reflections, after which one
obtains its mirror image about its short median (dashed line).
It follows that the center-symmetric points are all the points
of the median.
LO,
`
(0)
4 (r) = cos(pir¯1) cos(pir¯2), (100)
which vanishes if and only if r¯1 =
1
2 (mod 1) or r¯2 =
1
2 (mod 1), that is, precisely on the center-symmetric seg-
ments.
B. SU(4)
The algebra of SU(4) is 15 dimensional with a Cartan
subalgebra of dimension three. From the generalization
of the Gell-Mann matrices, one obtains the roots ±α(1),
±α(2), ±α(3), ±α(4) = ±(α(1) − α(2)), ±α(5) = ±(α(2) −
α(3)), and ±α(6) = ±(α(3) − α(1)), with
α(1) =
 10
0
, α(2) = 1
2
 1√3
0
, α(3) = 1
2
 1√1/3√
8/3
.
(101)
FIG. 17: Contour plot of the Sp(2) one-loop potential for in-
creasing values of the temperature. The dashed lines separate
the four Weyl chambers that form the Brillouin zone. The
center-symmetric points are such that r¯1 = 1/2 or r¯2 = 1/2
depending on the choice of Weyl chamber. The upper (re-
spectively lower) plots correspond to temperatures below (re-
spectively above) the transition temperature. One observes
the appearance of a Z2 pair of degenerate minima above the
(first-order) transition, signaling the spontaneous breaking of
the center symmetry. Darker colors correspond to regions
where the potential is the deepest.
The weights of the fundamental representation 4 are
found to be
µ(1) =
1
2
 −1√1/3√
1/6
, µ(2) = 1
2
 0−√4/3√
1/6
,
µ(3) =
1
2
 00
−√3/2
, µ(4) = 1
2
 1√1/3√
1/6
. (102)
For later use, it will be helpful to obtain the Brillouin
zone {α¯(1), α¯(2), α¯(3)}. A straightforward calculation
shows that α¯(j) = −4piµ(j), from which it also follows
that µ¯(j) = −4piα(j). Then, according to the general dis-
cussion of Sec. IV A, periodic winding transformations
correspond to translations of the background by vectors
equal to 4pi times any of the roots, while general winding
transformations correspond to translations of the back-
ground by vectors equal to 4pi times any of the weights
(102) as was already the case for SU(2) and SU(3).
The Weyl chambers are identified following the same
procedure as before. Combining Weyl transformations
(reflections about planes orthogonal to the roots) and pe-
riodic winding transformations (translations by 4pi along
the roots), one obtains a family of reflection planes
shifted by 2pi along the roots, which divide the Car-
tan space in Weyl chambers. Let us proceed in two
23
FIG. 18: The Brillouin zone and the Weyl chambers of
SU(4). The vectors α¯(1), α¯(2), α¯(3) (blue) define the Bril-
louin zone. The latter is composed of six tetrahedral
Weyl chambers: {O, α¯(1), α¯(1) + α¯(2), α¯(1) + α¯(2) + α¯(3)},
{O, α¯(2), α¯(1) + α¯(2), α¯(1) + α¯(2) + α¯(3)} (blue), {O, α¯(1), α¯(1) +
α¯(3), α¯(1) +α¯(2) +α¯(3)}, {O, α¯(3), α¯(1) +α¯(3), α¯(1) +α¯(2) +α¯(3)}
(red), {O, α¯(2), α¯(2) + α¯(3), α¯(1) + α¯(2) + α¯(3)}, {O, α¯(3), α¯(2) +
α¯(3), α¯(1) + α¯(2) + α¯(3)} (yellow). Each chamber has two edges
longer than the other four, namely the one connecting the
origin to the sum of two α¯’s and the one connecting one α¯
to the sum of the three α¯’s, as illustrated in the figure (red
lines). These longer edges have length
√
2 while the others
have length
√
3/2. The symmetry group of the Weyl cham-
ber is D2d and there is a single center-symmetric point at the
barycenter of the tetrahedron such as, e.g., the one (red dot)
located at (3/4, 1/2, 1/4) in the basis of the Brillouin zone.
steps. First, one easily shows23 that the family of re-
flection planes along the roots α(1), α(2) and α(3) actu-
ally defines cells equal to the Brillouin zones generated
by the triad (α¯(1), α¯(2), α¯(3)). In order to understand
how the Brillouin zone is further divided, we need to
examine its intersections with the remaining families of
planes, associated to the roots α(1) − α(2), α(2) − α(3),
and α(3) − α(1). Consider for instance the hyperplane
orthogonal to α(1) − α(2). It contains α¯(3) as well as
α¯(1) + α¯(2). We obtain two other similar planes by per-
muting α¯(1), α¯(2), and α¯(3), as shown in Fig. 18. Alto-
gether they divide the Brillouin zone into six tetrahedra.
A simple calculation shows that these tetrahedra have
two nonadjacent edges that are longer than the other
four, of equal length, by a factor of 2/
√
3.
Such an irregular tetrahedron, made of four identical
isoceles triangles, is called a tetragonal disphenoid, whose
symmetry group is the dihedral group D2d, with eight el-
ements. These are the identity, the three rotations by
23 To see this, consider the cell delimited by the planes containing
the origin and orthogonal to α(1), α(2), and α(3), and their re-
spective translations by 2piα(1), 2piα(2), 2piα(3). The vertices r
connected to the origin obey the equations (r−2piα(j))·α(j) = 0,
r · α(j+1) = 0 and r · α(j+2) = 0, whose solutions are nothing
but the α¯(j) [we use (α(j))2 = 1].
pi around any of the axes which relate the midpoints of
nonadjacent edges, the reflections about the two planes
perpendicular to one of the long edges and containing
the other, and the remaining two elements can be ob-
tained by combining these. As before, these correspond
to either elements of the center Z4 = {1, i1,−1,−i1} of
SU(4), charge conjugation, or any combination of these.
The elements corresponding to nontrivial center transfor-
mations are those which result in cyclic permutations of
the vertices24 (0, 0, 0), (1, 0, 0), (1, 1, 0), and (1, 1, 1). It
is not difficult to convince oneself25 that the element −1
corresponds to the rotation by pi around the axis crossing
the two longer edges whereas ±i1 are obtained by com-
bining the two other rotations with any of the reflection
planes described above. Finally, charge conjugation cor-
responds to one of these reflection planes—the other one
being a combination of a nontrivial center transformation
and charge conjugation.
Clearly, the only center-symmetric point is the inter-
section of the three rotation axes mentioned above, that
is the barycenter of the tetrahedron. In the Weyl cham-
bers containing the origin, represented on Fig. 18, it is
located at the coordinates (3/4, 1/2, 1/4) (dot in the fig-
ure) or any permutation of these, depending on the Weyl
chamber one chooses.
As before, we decompose r = r¯kα¯
(k), and we study the
LO potential in the Brillouin zone (r¯1, r¯2, r¯3) ∈ [0, 1]3.
We have
Fm(T, r) = T
pi2
∫ ∞
0
dq q2
{
3 ln
(
1− e−βεq)
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pir¯1)
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pir¯2)
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pir¯3)
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pi(r¯1 − r¯2))
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pi(r¯2 − r¯3))
]
+ ln
[
1 + e−2βεq − 2e−βεq cos(2pi(r¯3 − r¯1))
]}
.
(103)
To simplify the presentation, we restrict the analysis
to the charge-conjugation-invariant plane mentioned
24 This can be seen from the fact that the LO Polyakov loop func-
tion `(0)(r) [see Eq. (104) below] takes the values 1, i, −1, and
−i, respectively, at these vertices. The nontrivial elements of Z4
are multiplications by i, −1, or −i, which correspond to cyclic
permutations of the values of `(0)(r) mentioned here.
25 This can be done either by using the method described in
Sec. IV D or, more simply, by evaluating simple quantities sensi-
tive to these symmetries at various points in the Weyl chamber,
such as, for instance, the LO Polyakov loop at the vertices of the
tetrahedron for the center symmetry. These values can also be
used to determine the symmetry plane corresponding to charge
conjugation because, in the pure Yang-Mills theory, the Polyakov
loops at points related by charge conjugation are complex con-
jugates of each other.
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above, which contains one of the long edges and is
orthogonal to the other one, as represented in Fig. 19.
Indeed, we do not expect charge-conjugation symmetry
to be spontaneously broken so that at least one of the
absolute minima of the potential should belong to that
plane. We have explicitly checked that this is, indeed,
the case. Figure 20 shows contour plots of the potential
in this plane. At low temperatures, the minimum of
the potential is at the center-symmetric point (upper
panels), whereas we find a Z4 quadruplet of degenerate
minima at high temperatures (lower panels), located
pairwise in the two reflection-symmetry planes of the
tetrahedron. There is thus a pair of states in which
the charge-conjugation symmetry remains unbroken.26
We have checked that the transition is first order with
TLOc /m ≈ 0.367, again, close to the value obtained for
SU(3) at LO.
We compute the LO Polyakov loop in the fundamental
representation 4 using Eq. (81). Observing that µ(j) −
µ(4) = −α(j) for j = 1, 2, 3 and using r · α(j) = 2pir¯j , we
have
`
(0)
4 (r) =
ei
pi
2 (r¯1+r¯2+r¯3)
4
(
1 + e−i2pir¯1 + e−i2pir¯2 + e−i2pir¯3
)
.
(104)
We can interpret the vanishing of `
(0)
4 (r) as the closure of
a rhombus with external angles 2pir¯1, 2pi(r¯2−r¯1), 2pi(r¯3−
r¯2) and 2pi(r¯1 − r¯3) (mod 2pi) up to permutations of r¯1,
r¯2, and r¯3. This implies 2pir¯1 + 2pi(r¯2 − r¯1) = pi(mod 2pi)
and 2pir¯1 = 2pi(r¯3 − r¯2) + (mod 2pi), that is,
r¯2 =
1
2
(mod 1) and r¯3 = r¯1 − 1
2
(mod 1). (105)
In a given Weyl chamber, this corresponds to the segment
joining the centers of the long edges of the tetrahedron, to
which belong, in particular, the center-symmetric point,
as exemplified in Fig. 18. The corresponding segments in
the other chambers of Fig. 18 are obtained by permuta-
tions of r¯1, r¯2 and r¯3.
The fact that `4(r) vanishes on these segments is not
an accident. It is because this function transforms non-
trivially under center transformations which leave these
segments invariant, namely, the element −1 of Z4, which
corresponds to a rotation of the Weyl chambers by pi
around these axes. It follows that `4(r) = 0 on these
segments to all orders. As announced, we conclude that
26 As discussed previously in the SU(3) case, there are various a
priori equivalent definitions of charge conjugation in the pure
gauge theory which are the center-transformed versions of one
another. In the present case, the Z4-transformed versions of
the charge-conjugation reflection-symmetry are the reflection it-
self (obtained by applying the element −1 of Z4) and the other
reflection-symmetry of the Weyl chamber with respect to a plane
(obtained by applying the elements ±i1 of Z4). At LO, the abso-
lute minima of the potential in the Z4 broken phase sit pairwise
in the two reflection-symmetry planes.
FIG. 19: Reflection-symmetry planes of the Weyl chambers
corresponding to charge conjugation. These contain one of
the longer edges of the tetrahedron and are orthogonal to
the other one, intersecting it in its center. Each chamber
contains two such reflection-symmetry planes, one of which
(green) corresponds to charge conjugation, and the other (not
shown) is its image under the element −1 of the center Z4.
The transformed versions of the charge conjugation reflection
under the elements ±i1 of the center correspond to rotations
by pi around the two axes relating the centers of pairs of op-
posite short edges of the tetrahedron.
FIG. 20: Contour plots of the SU(4) potential at LO in a
charge-conjugation-invariant plane. In this figure, the lat-
ter intersects four Weyl chambers separated by dashed lines.
The upper (respectively lower) plots correspond to tempera-
tures below (respectively above) the transition temperature.
Darker colors correspond to regions where the potential is the
deepest.
there exist center-breaking points where some Polyakov
loops still vanish [21]. Clearly, this concerns all Polyakov
loops in representations of N -ality 1 or 3, such as 4 or
4¯, which are sensitive to the element −1 of Z4. Remark-
ably, we have found, in the explicit LO calculation given
above, that such points are never absolute minima of the
potential and are thus not physically realized.
Still, it is interesting to remark that, contrary to the
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cases of the SU(2), SU(3), and Sp(2) theories, the vanish-
ing of the Polyakov loops in the first pair of fundamental
representations—here, 4 and 4¯—is not sufficient a priori
to conclude that center-symmetry is manifest and, thus,
that all sources with nonvanishing N -ality are confined,
even at LO. This has to do with the fact that these rep-
resentations do not exhaust all possible N -alities in the
SU(4) case. In fact, there is another fundamental (real)
representation, denoted 6, with N -ality 2.27 Clearly, the
Polyakov loop function in this representation, `6(r), is
invariant under the element −1 of the center and it has
no reason to vanish on the above-mentioned segments.
In contrast `6(r) directly probes the elements ±i1 of Z4.
It reads, at LO,
`
(0)
6 (r) =
1
3
Re (eiν
(1)·r + eiν
(2)·r + eiν
(3)·r), (106)
where ±ν(j=1,2,3) are the weights of 6 with
ν(1) =
 01√
3
1√
6
, ν(2) = 1
2
 1− 1√
3
2√
6
, ν(3) = 1
2
 11√
3
− 2√
6
.
(107)
After some algebra, we get
`
(0)
6 (r) = 8 cos(pir¯1) cos(pir¯2) cos(pir¯3)
− 2 cos[pi(r¯1 + r¯2 + r¯3)] . (108)
The vanishing of the real function `
(0)
6 (r) yields one
constraint and thus defines a two-dimensional surface
in the Cartan space. The intersections with the lines
`
(0)
4 (r) = 0, e.g., r¯2 = 1/2 and r¯3 = r¯1 − 1/2, with
r¯1 ∈ [1/2, 1] for the Weyl chamber exemplified in Fig. 18,
yield the equation
cos(2pir¯1) = 0. (109)
In the considered Weyl chamber, the unique solution
r¯1 = 3/4 is the center-symmetric point. We conclude
that the conditions `
(0)
4 (r) = `
(0)
4¯
(r) = `
(0)
6 (r) = 0
uniquely specify the center-symmetric points at LO and
thus the vanishing of all Polyakov loops in representa-
tions of nonzero N -ality. In other words, at this approxi-
mation order, confinement of static sources in the ensem-
ble of fundamental representations (in fact in any set of
representations that span all possible N -alities) implies
confinement in all representations of nonzero N -ality.
Finally, we mention that one can alternatively consider
other observables that probe the various elements of the
center in order to fully characterize the possible center-
symmetric points [21, 58]. For instance, in the SU(4)
case, 〈trL24〉 is invariant under the element −1 of the
center but probes the elements ±i1. This observable
27 In general, there are dC fundamental representations [62].
has the advantage on 〈trL6〉, considered above, that it
is simpler to compute, at least at LO, where it simply
amounts to the replacement r → 2r:
〈trL24〉 = `(0)4 (2r) +O(g2), (110)
where it it understood that the right-hand side must be
evaluated at the minimum of the potential. The dis-
advantage of this observable is that its interpretation
in terms of confinement is not obvious; see, however,
Ref. [58]. Nevertheless, the condition that this observ-
able vanishes trivially yields
2r¯2 =
1
2
(mod 1) and 2r¯3 = 2r¯1 − 1
2
(mod 1) . (111)
up to permutations of the r¯i’s. As expected, the sets
of lines (105) and (111) intersect only at the center-
symmetric points. We provide a generalization of this
discussion to the SU(N) groups in Appendix F.
IX. CONCLUSIONS
We have investigated the phase structure and some as-
pects of the thermodynamics of non-Abelian gauge theo-
ries in a perturbative framework based on a simple mas-
sive extension of the LDW gauge-fixed action. In partic-
ular, we have computed the NLO contributions to both
the background-field effective potential and the Polyakov
loop in an arbitrary unitary representation for any com-
pact and connex Lie group with a simple Lie algebra.
This generalizes our previous work [46] for the SU(2) the-
ory. For the SU(3) theory, we have shown that NLO cor-
rections lead to a quantitative improvement of the value
of the transition temperature—although one has to keep
in mind the issue of scale setting—and to dramatic qual-
itative improvements in the behavior of thermodynamic
observables. Both the negative pressure and entropy and
the presence of a spurious singularity where the modulus
of the Polyakov loop becomes exactly 1 disappear when
NLO corrections are included. This was already observed
in the SU(2) case.
Finally, we have studied the phase structure of the
Sp(2) and SU(4) theories, for which the relation between
confinement and center symmetry is not as simple as in
the SU(2) and SU(3) cases. Our massive description cor-
rectly predicts first-order phase transitions in d = 4. It
is worth emphasizing that, although the transition may
become second order in lower dimensions, e.g., for SU(3)
and Sp(2) in d = 3 [54], our LO results still predict a
first-order transition. However, unlike the SU(2) case,
where the second-order nature of the transition (in any
dimension) is simple to understand at the LO level, the
fact that the first-order transition of SU(3) and Sp(2)
in d = 4 becomes second-order in d = 3 is a nontrivial
effect hardly describable by perturbative means. An in-
structive analogy can be made with the Potts model in
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statistical physics.28 The three-states Potts model ex-
hibits a first-order transition in d ≥ 3, which becomes
continuous (second order) in d = 2 [70]. This change in
the order of the phase transition cannot be captured by
a simple mean-field or perturbative analysis.
The present results corroborate our previous findings
[45, 46], namely, that various qualitative and quantita-
tive aspects of the confinement-deconfinement transition
in YM theories can be accurately captured by a sim-
ple massive extension of the LDW gauge. The latter is
motivated by the issue of Gribov ambiguities in the stan-
dard FP quantization and appears to be a better starting
point than the standard FP action for an efficient per-
turbative description. Of course, this does not solve all
the problems. Related to the fundamental issue of un-
derstanding the dynamical generation of the gluon mass
is the question of T 4 contributions to the pressure at low
temperatures. These are due to the presence of massless
degrees of freedom, precisely those which are responsible
for the very existence of a confined phase in the present
approach; see also Ref. [7]. This is a serious issue which
requires further investigation.
Another feature of the present NLO result, already
present in the SU(2) case [46], is the rapid rise of the
Polyakov loop above the transition temperature, at odds
with lattice data, which exhibit a much slower increase
[20, 71–73]. We expect that this could be resolved by
taking into account renormalization group improvement
and by including hard thermal loop effects at high tem-
perature. A recent study of these aspects in the FRG
approach has been performed in Ref. [66], which yields
a good comparison with the renormalized Polyakov loop
computed on the lattice.
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Appendix A: Background field (in)dependence of
the partition function
The partition function Z is an observable and should
thus be independent of the background field, which only
enters through the gauge-fixing condition; see Eq. (12).
28 The second-order transition of the SU(3) theory in d = 3 is in the
same universality class as the three-states Potts model in d = 2
[69].
In the FP quantization, this simply follows from the lo-
cal nilpotent BRST symmetry of the gauge-fixed action.
It is a question whether this property remains valid in a
quantization scheme where Gribov ambiguities are prop-
erly taken into account, which usually leads to an explicit
(soft) breaking of the BRST symmetry. Here, we show
how this property is altered by the soft breaking of the
(nilpotent) BRST symmetry due to a bare gluon mass.
It would be of interest to investigate this question in the
(refined) Gribov-Zwanziger quantization as well.
Consider the generating functional
Z[J, A¯] =
∫
DX e−S[A¯,X]−
∫
x
(Jµ;Aµ) , (A1)
with X = (aµ, c, c¯, h) and Aµ = A¯µ + aµ. For a
given background A¯µ, the gauge-fixed action S, given by
Eq. (13), is invariant under a non-nilpotent BRST-like
symmetry, whose action on the fluctuating fields is
saµ = Dµc , sc = ig0c
2, (A2)
and
sc¯ = ih , sih = m20c. (A3)
One sees that s2aµ = s
2c = 0, whereas s2 ∝ m20 in the
sector (c¯, ih). In the following it is useful to explicitly
separate the gluon mass term in the action. We write
S = SYM + SFP + Sm20 , (A4)
where SYM is the Yang-Mills action (6),
SFP = −
∫
x
{(
D¯µc¯ ;Dµc
)
+
(
ih ; D¯µaµ
)}
(A5)
is the FP action corresponding to the LDW gauge and
Sm20 = −
m20
2
∫
x
(aµ; aµ) (A6)
is the bare mass term [here, we employ rescaled fields,
i.e., X → g0X, as compared to Eq. (13)].
Let us analyze Z[J, A¯ + α] for an arbitrary variation
αµ of the background field. Under the functional integral
(A1), we change aµ → aµ − αµ so that Aµ remains un-
changed. The source term and SYM, which only depend
on Aµ = A¯µ + aµ, are unchanged. The variation of the
FP contribution SFP is best written by noticing that
SFP = s
∫
x
(aµ ;Dµc¯) , (A7)
with s is the BRST symmetry operation defined above.
The covariant derivative on the right-hand side only in-
volves Aµ and the variation of SFP under the change
A¯µ → A¯µ + αµ is, thus, simply
SFP → SFP −
∫
x
(αµ ; sDµc¯) . (A8)
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Finally, the mass term is changed to
Sm20 → Sm20 +m20
∫
x
(αµ ; aµ)− m
2
0
2
∫
x
(αµ ;αµ) . (A9)
Altogether, we have
Z[J, A¯+ α]
Z[J, A¯]
=
〈
exp
∫
x
(
αµ; sDµc¯−m20aµ +
m20
2
αµ
)〉
J
,
(A10)
where the bracket denotes an average in the presence of
the source Jµ, that is, with the action S +
∫
x
(Jµ ;Aµ).
Considering an infinitesimal variation, we get the sym-
metry identity (in the following, we work in a standard
Cartesian basis {ita})
δ lnZ[J, A¯]
δA¯aµ
=
〈
s(Dµc¯)
a +m20a
a
µ
〉
J
. (A11)
The partition function is obtained from Eq. (A1) at
vanishing source:
Z[A¯] = Z[J = 0, A¯]. (A12)
Because s is a symmetry of the theory at vanishing
source, we have 〈sDµc¯〉J=0 = 0 and, thus,29
δ lnZ[A¯]
δA¯aµ
= m20
〈
aaµ
〉
J=0
(A13)
where, by definition,
〈
aaµ
〉
J=0
= Aamin,µ(A¯) − A¯aµ, with
the notations of Sec. III A. We recover the fact that, in
the FP quantization, which ignores the issue of Gribov
ambiguities and which corresponds to taking m0 = 0,
the partition function is independent of the background,
as it should be. In the present massive theory, we con-
clude that the functional derivative (A13) vanishes when
evaluated at a self-consistent background field A¯ = A¯s,
defined as Amin(A¯s) = A¯s:
δ lnZ[A¯]
δA¯aµ
∣∣∣∣∣
A¯s
= 0. (A14)
We see that, although the soft BRST breaking mass
term spoils the exact background field independence of
the partition function,30, the latter is recovered locally
for self-consistent backgrounds. We emphasize though
that this is not yet enough as certain properties used
29 Notice that, using the LDW gauge condition D¯µaµ = 0, one
recovers from Eq. (A13) that D¯µ(δ lnZ[A¯]/δA¯µ) = 0, which is
nothing but the statement of the invariance of Z[A¯] under the
formal gauge transformation A¯→ A¯U .
30 Interestingly, in the context of the gauge-fixing procedure put for-
ward in Ref. [27] the bare mass must be sent to zero together with
the bare coupling in the continuum limit, hence, possibly imply-
ing the background field independence of the partition function.
This needs to be investigated further.
in background field techniques rely on the exact back-
ground field independence of the partition function; see
the discussion in Sec. III A. These aspects require further
investigation.
Incidentally, Eq. (A14) implies that a self-consistent
background, if it exists, is necessarily an extremum of
the functional Γ˜[A¯], as announced in Sec. III A. The proof
goes as follows. The effective action in the presence of the
background is defined as the usual Legendre transform
Γ[A, A¯] = − lnZ[J(A, A¯), A¯]−
∫
x
(
Jµ(A, A¯) ;Aµ
)
,
(A15)
with the current Jµ(A, A¯) defined by the implicit relation
δ lnZ[J, A¯]
δJaµ
∣∣∣∣
J(A,A¯)
= Aaµ. (A16)
It follows that the functional Γ˜[A¯] = Γ[A¯, A¯] satisfies
δΓ˜[A¯]
δA¯aµ
= Jaµ(A¯, A¯)−
δ lnZ[J, A¯]
δA¯aµ
∣∣∣∣∣
J(A¯,A¯)
. (A17)
Now, from the relation
δΓ[A, A¯]
δAaµ
= Jaµ(A, A¯), (A18)
one has, by definition,
Jaµ(Amin(A¯), A¯) = 0 , ∀ A¯. (A19)
For a self-consistent background A¯s, defined as
Amin(A¯s) = A¯s, one thus has J(A¯s, A¯s) =
J(Amin(A¯s), A¯s) = 0, and, using Eqs. (A17) and (A14),
δΓ˜[A¯]
δA¯aµ
∣∣∣∣∣
A¯s
= − δ lnZ[J = 0, A¯]
δA¯aµ
∣∣∣∣∣
A¯s
= 0. (A20)
As announced, a self-consistent background is always an
extremum of Γ˜[A¯].
Appendix B: Complexified algebra
and canonical bases
For completeness, we here gather some known material
on how the canonical or Cartan-Weyl bases of the algebra
are introduced. We refer for instance to Ref. [62] for more
details.
The original algebra G is real. We can extend it to a
complex algebra by considering G × G ≡ G ⊕ iG. A gen-
eral element of the complexified algebra can be written
as Z = (X,Y ) ≡ X + iY , where X,Y ∈ G, and we define
its complex conjugate as Z∗ = X − iY for later use. An
element of G can be seen as an element of the complexi-
fied algebra through the identification (X, 0) ≡ X. The
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elements of G are thus real in the sense that X∗ = X,
whereas those of iG are purely imaginary in the sense
that (iY )∗ = −iY .
The Lie bracket is extended on the complexified alge-
bra as
[X+iU, Y +iV ] = [X,Y ]+i[X,V ]+i[U, Y ]−[U, V ] (B1)
and the invariant form as
(X+ iU ;Y + iV ) = (X;Y ) + i(X;V ) + i(U ;Y )− (U ;V ) .
(B2)
By construction
[Z1, Z2]
∗ = [Z∗1 , Z
∗
2 ] (B3)
and
(Z1;Z2)
∗ = (Z∗1 ;Z
∗
2 ) . (B4)
These extensions have the same properties as the origi-
nal definitions on the real algebra G. In particular, the
extended form is bilinear symmetric, that is (Z1;Z2) =
(Z2;Z1), and obeys Eq. (5). Even though it is convenient
to work with this particular extension of the invariant
form, we shall also consider the sesquilinear symmetric
form
〈Z1;Z2〉 = (Z∗1 ;Z2) , (B5)
which obeys 〈Z1;Z2〉 = 〈Z2;Z1〉∗ = 〈Z∗2 ;Z∗1 〉. An im-
portant difference with respect to the bilinear symmetric
extension ( ; ) is that31
〈Z1; [Z2, Z3]〉 = 〈Z∗2 ; [Z3, Z∗1 ]〉 = 〈Z∗3 ; [Z∗1 , Z2]〉 . (B6)
It follows in particular that, for a purely imaginary ele-
ment iY ∈ iG of the complexified algebra,
〈Z1; [iY, Z3]〉 = 〈[iY, Z1];Z3〉 , (B7)
and thus the operator adiY ≡ [iY, ], acting on G ⊕ iG,
is Hermitian with respect to the sesquilinear symmetric
form 〈 ; 〉.
Let us now use these considerations to solve the set of
equations adiHj (X) ≡ [iHj , X] = λj,XX, where {iHj}
is a basis of a Cartan subalgebra of the (real) algebra
G. From the above discussion we know that the opera-
tors adHj are Hermitian with respect to 〈 ; 〉. They can
thus be diagonalized. Moreover, since [adHj , adHk ] =
ad[Hj ,Hk] = 0, one can find a common basis of diagonal-
ization. Since [Hj , Hk] = 0, each Hj is a common eigen-
vector to all the adHk with corresponding eigenvalue 0.
31 We note also that the sesquilinear form 〈 ; 〉 is nondegenerate
and negative definite, whereas the bilinear symmetric form ( ; ) is
only non-degenerate but has no definite sign on the complexified
algebra. In particular, it is positive definite on iG.
The common basis of diagonalization can thus be chosen
of the form {iHj , iEα}, such that ∀j,
[Hj , Eα] = αjEα . (B8)
Each label α denotes a nonzero real-valued vector called
a root. Its number of components is equal to the dimen-
sion of the Cartan subalgebra. It is useful to think of
j as labeling a quantum number corresponding to the
“observable” (Hermitian operator) adHj · = [Hj , ·]. Each
(color) state Eα of the system is characterized by a col-
lection of quantum numbers αj that can be represented
by a vector α in the Cartan space. The states Hj are
particular in the sense that their quantum numbers are
all equal to zero and are thus represented by the null
vector.
It can be shown that the eigenspace associated to a
given root α is one-dimensional [62]. This has various
important consequences. First of all, by considering the
complex conjugate of the above commutation relation
and using that Hj ∈ iG, we obtain [Hj , E∗α] = −αjE∗α.
It follows that, for any root α, −α is another root and
E−α is proportional to E∗α. In what follows we split the
roots into two subsets related by α→ −α and we choose
normalizations such that E−α = −E∗α.32 We also have
[Hj , [Eα, Eβ ]] = [Eα, [Hj , Eβ ]]− [Eβ , [Hj , Eα]]
= (α+ β)j [Eα, Eβ ] . (B9)
If α+β is a root, we conclude that [Eα, Eβ ] = NαβEα+β
for some coefficients Nαβ . If α+ β = 0, Eq. (B9) implies
[Eα, E−α] = ujHj for some coefficients uj . Finally, if
α+ β is neither a root nor a zero, we have [Eα, Eβ ] = 0.
Without loss of generality, we can choose the Hj such
that (Hj ;Hk) = −〈Hj ;Hk〉 = δjk (recall that the form
〈 ; 〉 is negative definite). Then
uj = (Hj ; [Eα, E−α])
= (E−α; [Hj , Eα]) = αj(E−α;Eα) . (B10)
With the normalization (E−α;Eα) = −〈Eα;Eα〉 = 1, we
have uj = αj . The values of the coefficients Nαβ can also
be computed; see, for instance, Ref. [62]. We note that,
by complex conjugation of [Eα, Eβ ] = NαβEα+β and,
since E∗α = −E−α, we have [E−α, E−β ] = −N∗αβE−α−β .
It follows that N∗αβ = −N(−α)(−β). In particular,
this implies that f∗κλτ = −f(−κ)(−λ)(−τ) (recall that
[tλ, tτ ] = fλτκt−κ).
Let us finally discuss the components of the form ( ; ) in
the basis {iHj , iEα}, that is, the various scalar products
of the elements of the basis with respect to this form. We
32 In the case of a compact Lie group, we can assume that the
elements of G are anti-Hermitian matrices. If Eα = X + iY , we
have E†α = −X + iY = −E∗α = E−α.
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have
0 = (Eα; [Hj , Hk]) = (Hj ; [Hk, Eα]) = αk(Hj ;Eα) .
(B11)
Because this is true for any j and k and because the roots
are nonzero, it follows that (Hj ;Eα) = 〈Hj ;Eα〉 = 0.
Similarly,
(Hj ; [Eα, Eβ ]) = (Eβ ; [Hj , Eα]) = αj(Eα;Eβ)
= (Eα, [Eβ , Hj ]) = −βj(Eα;Eβ) .
(B12)
We conclude that, with our choice of normalization,
(Eα, Eβ) = δα+β,0 or, equivalently, 〈Eα;Eβ〉 = −δα,β .
These results could have been anticipated since the Eα
are eigenvectors of Hermitian operators and different Eα
correspond to different eigenvalues. They are thus or-
thonormal with respect to the sesquilinear symmetric
form 〈 ; 〉.
We note finally that if X = i(XjHj + XαEα)
is an element of G, Xj = (iHj ;X) is real because
iHj ∈ G, whereas our choice E−α = −E∗α implies
X−α = −(iE−α;X) = (iE∗α;X) = −(iEα;X)∗ = X∗α.
Appendix C: Casimirs
For a given irreducible unitary representation tκ 7→ tRκ ,
the Casimir operator is defined as∑
κ
tR−κt
R
κ =
∑
j
tR0(j)t
R
0(j) +
∑
α
tR−αt
R
α = CR1 . (C1)
Introducing the weights of the representation (see
Sec. VI), we can consider the matrix element 〈µ, a|...|µ, a〉
of the previous identity and we obtain
CR = µ
2 +
∑
α,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 ∀µ, a , (C2)
with µ2 =
∑
j µ
2
j . For the adjoint representation, the
generators act through the commutator and the weights
are either the roots or the zeros so that, choosing µ =
0(j), we obtain
Cad =
1
dC
∑
α
α2 =
∑
α
α2j ∀j . (C3)
From the relation [tRκ , t
R
λ ] = fκλτ t
R
−τ , we also have
Cad =
∑
κ,λ
f(−κ)τ(−λ)fκλ(−τ) =
∑
κ,λ
|fκλτ |2 =
∑
κ,λ
Cκλτ .
(C4)
Appendix D: Background field potential at NLO
Starting from Eqs. (67)-(75), we follow the steps of
Ref. [46] for computing Matsubara sums and angular mo-
mentum integrals in the SU(2) case. We get
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V (2) = m2CG
∑
κ
Jκm(1n) +
∑
α
∗
α2
{
15g2
8
(
U0V α + UαV 0 + UαV α
)
+
21g2
4m2
U˜αV˜ α
+
99g2m2
256pi4
∫ ∞
0
dq
q
εq
∫ ∞
0
dk
k
εk
[
nεq+εk + 2(nεq+εk + nεk)Renεq−irˆ·α
]
×Re ln (εq + εk + i0
+)2 − (εk+q)2
(εq + εk + i0+)2 − (εk−q)2
+
99g2m2
256pi4
∫ ∞
0
dq
q
εq
∫ ∞
0
dk
k
εk
[
2(nεk−εq + nεk)Renεq−irˆ·α
]
×Re ln (εq − εk + i0
+)2 − (εk+q)2
(εq − εk + i0+)2 − (εk−q)2
+
g2m2
256pi4
∫ ∞
0
dq
∫ ∞
0
dk
[
nq+k + 2(nq+k + nk)Renq−irˆ·α
]
×Re ln (q + k + i0
+)2 − (εk+q)2
(q + k + i0+)2 − (εk−q)2
+
g2m2
256pi4
∫ ∞
0
dq
∫ ∞
0
dk
[
2(nk−q + nk)Renq−irˆ·α
]
×Re ln (q − k + i0
+)2 − (εk+q)2
(q − k + i0+)2 − (εk−q)2
+
g2m2
128pi4
∫ ∞
0
dq
q
εq
∫ ∞
0
dk
[
nεq+k + (nεq+k + nk)Renεq−irˆ·α + (nεq+k + nεq )Renk−irˆ·α
]
×Re ln (εq + k + i0
+)2 − (k + q)2
(εq + k + i0+)2 − (k − q)2
+
g2m2
128pi4
∫ ∞
0
dq
q
εq
∫ ∞
0
dk
[
(nk−εq + nk)Renεq−irˆ·α + (nεq−k + nεq )Renk−irˆ·α
]
×Re ln (εq − k + i0
+)2 − (k + q)2
(εq − k + i0+)2 − (k − q)2
}
+
∑∗
α,β,γ
2|Nαβ |2
{
15g2
16
(UαV β + UβV γ + UγV α + UβV α + UαV γ + UγV β)
−21g
2
8m2
(U˜αV˜ β + U˜βV˜ γ + U˜γ V˜ α + U˜βV˜ α + U˜αV˜ γ + U˜γ V˜ β)
+
99g2m2
256pi4
∑
s=±1
∫ ∞
0
dq
q
εq
∫ ∞
0
dk
k
εk
Re (nεq−irˆ·αnεk−isrˆ·β + nεq−irˆ·βnεk−isrˆ·γ + nεq−irˆ·γnεk−isrˆ·α)
×Re ln (εq + sεk + i)
2 − (εk+q)2
(εq + sεk + i)2 − (εk−q)2
+
g2m2
256pi4
∑
s=±1
∫ ∞
0
dq
∫ ∞
0
dkRe (nq−irˆ·αnk−isrˆ·β + nq−irˆ·βnk−isrˆ·γ + nq−irˆ·γnk−isrˆ·α)
×Re ln (q + sk + i)
2 − (εk+q)2
(q + sk + i)2 − (εk−q)2
+
g2m2
256pi4
∑
s=±1
∫ ∞
0
dq
q
εq
∫ ∞
0
dkRe (nεq−irˆ·αnk−isrˆ·β + nεq−irˆ·βnk−isrˆ·γ + nεq−irˆ·γnk−isrˆ·α
+nεq−irˆ·βnk−isrˆ·α + nεq−irˆ·γnk−isrˆ·β + nεq−irˆ·αnk−isrˆ·γ)
×Re ln (εq + sk + i)
2 − (k + q)2
(εq + sk + i)2 − (k − q)2
}
, (D1)
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where
∑∗
α and
∑∗
α,β,γ denote, respectively, the sum over the pairs of roots (α,−α) and the sum over the pairs of
triplets of roots ((α, β, γ), (−α,−β,−γ)) such that α + β + γ = 0. The first seven lines of the above formula are
SU(2)-like. The remaining five lines only appear when there is more than one pair of charged color states.
We can obtain the high-temperature limit by following the same approach as in Ref. [46]. We arrive at
v∞(r) ≡ lim
T→∞
V (r, T )
T 4
= − 1
3pi2
∫ ∞
0
dxx3
(
dC n˜x + 2
∑
α>0
Re n˜x−ir·α
)
+
g2
2pi4
∑
α
∗
α2
∫ ∞
0
dxx(Re n˜x−ir·α + 2n˜x)
∫ ∞
0
dy yRe n˜y−ir·α
+
g2
pi4
∑
α
∗
α2
∫ ∞
0
dxx2Im
∂n˜√x2+z−ir·α
∂z
∣∣∣∣
z=0
∫ ∞
0
dy y2Im n˜y−ir·α
+
g2
pi4
∑∗
α,β,γ
|Nαβ |2
(∫ ∞
0
dxxRe n˜x−ir·α
∫ ∞
0
dy yRe n˜y−ir·β + cyclic perm.
)
− g
2
pi4
∑∗
α,β,γ
|Nαβ |2
(∫ ∞
0
dxx2Im
∂n˜√x2+z−ir·α
∂z
∣∣∣∣
z=0
∫ ∞
0
dy y2Im n˜y−ir·β + perm.
)
(D2)
and
v∞(r) ≡ − 1
3pi2
(
dC P4(0) + 2
∑
α>0
P4({r · α})
)
+
g2
2pi4
∑
α
∗
α2
((
P2({r · α}) + 2P2(0)
)
P2({r · α}) + P ′2({r · α})P3({r · α})
)
+
g2
pi4
∑∗
α,β,γ
|Nαβ |2
(
P2({r · α})P2({r · β}) + P2({r · β})P2({r · γ}) + P2({r · γ})P2({r · α})
)
− g
2
2pi4
∑∗
α,β,γ
|Nαβ |2
(
P ′2({r · α})P3({r · β}) + P ′2({r · β})P3({r · γ}) + P ′2({r · γ})P3({r · α})
+P ′2({r · β})P3({r · α}) + P ′2({r · γ})P3({r · β}) + P ′2({r · α})P3({r · γ})
)
, (D3)
with {r · α} the remainder in the (Euclidean) division of r · α by 2pi, and
P2(x) =
(pi − x)2
4
− pi
2
12
, (D4)
P3(x) = − (pi − x)
3
6
+
pi2(pi − x)
6
, (D5)
P4(x) = − (pi − x)
4
8
+
pi2(pi − x)2
4
− 7pi
4
120
. (D6)
Appendix E: One-loop Polyakov loop
We detail the evaluation of the one-loop expression
(82) of the Polyakov loop. Using the weights of the
representation, as introduced in Eq. (80), and writing
gA¯ = irˆjt
R
0(j)
, we have
gA¯ =
∑
µ,a
(irˆ · µ)|µ, a〉〈µ, a| (E1)
and thus
eτgA¯ =
∑
µ,a
eiτ rˆ·µ|µ, a〉〈µ, a| . (E2)
We then need to evaluate the color trace
tr
{
tRκ e
(β−τ)gA¯tRλ e
τgA¯
}
=
∑
µ,a,µ′,b
eiτ rˆ·µ+i(β−τ)rˆ·µ
′
× 〈µ, a|tRκ |µ′, b〉〈µ′, b|tRλ |µ, a〉 .
(E3)
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Because this trace needs to be contracted with the prop-
agator Gλκ(τ,0), we only need to consider κ = λ = 0(j)
and λ = −κ = α. In the first case, we have µ = µ′ and
a = b and the trace (E3) becomes∑
µ
mul(µ)µ2j e
iβrˆ·µ , (E4)
where mul(µ) is the degeneracy of the weight µ. To deal
with the second case, we remark that
tR0(j)t
R
α |µ, a〉 = [tR0(j) , tRα ]|µ, a〉+ tRα tR0(j) |µ, a〉
= αjt
R
α |µ, a〉+ tRα tR0(j) |µ, a〉
= (α+ µ)jt
R
α |µ, a〉 . (E5)
It follows that tRα |µa〉 is either equal to zero or it has a
definite weight equal to α + µ. The trace (E3) is then
such that µ′ = µ+ α and is rewritten as
∑
µ,a,b
eiτ rˆ·µ+i(β−τ)rˆ·(µ+α)
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 , (E6)
where |µ+α, b〉 should be understood as 0 if µ+α is not
a weight.
We thus get for the one-loop contribution (82) of the Polyakov loop
`(1)(r) = − g
2β
2dR
∑
µ
mul(µ)µ2eir·µ
∫ β
0
dτ G0000(τ,0)−
g2β
2dR
∑
µ,α,a,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 eir·µ∫ β
0
dτ G
(−α)α
00 (τ,0)e
iτ rˆ·α (E7)
where we used βrˆ = r as well as the β-periodicity of the propagator in imaginary time Gκλµν(τ + β,x) = G
κλ
µν(τ,x)
and the property Gκλµν(τ,x) = G
λκ
νµ(−τ,x) which follows from the definition of the two-point function and rotation
invariance. In Fourier space, Eq. (E7) reads [we use Q = (ωn,q) and we recall our convention (31) for the propagator
in Fourier space]
`(1)(r) = − g
2β
2dR
∑
µ
mul(µ)µ2eir·µ
∫
q
1
q2 +m2
− g
2β
dR
∑
µ,α,a,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 eir·(µ+α2 ) sin(r · α2 )
∫
Q
G00(Q
α)
ωn + rˆ · α.
(E8)
Using [46]
∫
Q
G00(Q
α)
ωn + rˆ · α =
1
2
cotan
(r · α
2
)∫
q
1
q2 +m2
+
∫
q
q2
m2
Im
(
nεq−irˆ·α
ε2q
− nq−irˆ·α
q2
)
=
ei
r·α
2 + e−i
r·α
2
2
[
1
2
1
sin
(
r·α
2
) ∫
q
1
q2 +m2
− sin
(r · α
2
) ma(T, r · α)
2pi2
]
, (E9)
with the function a(T, x) defined in Eq. (84), which is strictly positive if m > 0, we get
`(1)(r) =− g
2β
2dR
∑
µ
mul(µ)µ2eir·µ
∫
q
1
q2 +m2
− g
2β
2dR
∑
µ,α,a,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 eir·µ [12
∫
q
1
q2 +m2
− sin2
(r · α
2
) ma(T, r · α)
2pi2
]
− g
2β
2dR
∑
µ,α,a,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 eir·(µ+α) [12
∫
q
1
q2 +m2
− sin2
(r · α
2
) ma(T, r · α)
2pi2
]
. (E10)
We can change α to −α, µ to µ + α and a ↔ b in the last line. We note that the set of roots is invariant under
α → −α. Moreover ∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 selects those µ + α which are weights and, for a given µ, µ + α explores all
the weights of the representation as α is varied because the representation is irreducible. It follows that, upon the
change of variables, the domains over which µ and α are summed over remain the same. Upon exploiting this fact, as
well as the properties a(T, x) = a(T,−x) and ∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 = ∣∣〈µ, a|tRα |µ+ α, b〉∣∣2, the last two lines are shown
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to be equal and we arrive at
`(1)(r) = − g
2β
2dR
∑
µ,a
µ2 +∑
α,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2
 eir·µ
∫
q
1
q2 +m2
+
g2β
dR
∑
µ,α,a,b
eir·µ
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 sin2 (r · α2 ) ma(T, r · α)2pi2 . (E11)
The contribution between curly brackets is independent of µ and is equal to the Casimir CR of the representation;
see Eq. (C2). We then end up with
`(1)(r) = −g
2βCR
2dR
∑
µ
mul(µ) eir·µ
∫
q
1
q2 +m2
+
g2β
dR
∑
µ,α,a,b
eir·µ
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2 sin2 (r · α2 ) ma(T, r · α)2pi2 . (E12)
Using that
∫
q
1/(q2 +m2) = −m/(4pi) in dimensional regularization and using the expression (81) of the LO Polyakov
loop, we arrive at
`(r) =
1
dR
∑
µ
mul(µ)eir·µ
1 + g2mT
CR
8pi
+
∑
α,a,b
∣∣〈µ+ α, b|tRα |µ, a〉∣∣2
mul(µ)
sin2
(r · α
2
) a(T, r · α)
2pi2
︸ ︷︷ ︸
>0
+O(g4). (E13)
which is Eq. (83).
Appendix F: Polyakov loops and the center
symmetry in SU(N) theories
As discussed in Sec. VIII for the SU(4) case, demand-
ing that the Polyakov loop functions `R(r) = 0 for
only a subset of representations is usually not sufficient
to uniquely select the (ensemble of) center-symmetric
point(s) in the Weyl chamber. Clearly, a necessary re-
quirement is to demand that the Polyakov loop func-
tions vanish in at least one representative of each N -ality
class, e.g., `2 = 0 for SU(2), `3 = `3¯ = 0 for SU(3), or
`4 = `4¯ = `6 = 0 for SU(4). In the main text, we have
proven that this is also a sufficient condition for center
symmetry at LO in these groups. Here, we generalize
this discussion to SU(N).
The center group of SU(N) is ZN and the Cartan sub-
algebra is of dimension N − 1. The various irreducible
representations of the group can be described in terms of
Young tableaux, whose number of boxes gives the N -ality
of the representation. Demanding that the Polyakov loop
function in the first pair of (conjugate) fundamental rep-
resentations (N, N¯) vanishes gives two real constraints33
and yields a hypersurface of dimension N −3 in the Car-
tan space. But these representations are of respective
N -alities 1 and N − 1 and the associated Polyakov loops
only probe a subset of ZN .
33 In practice it is sufficient to demand that only one of these
Polyakov loop vanishes since, for two conjugate representations
R and R¯ one has `R¯ = `
∗
R.
There are, in fact, N−1 independent fundamental rep-
resentations, which span the whole set of nontrivial N -
alities. These are given by all possible Young tableaux
with one column of k boxes, with 1 ≤ k ≤ N − 1.
Those representations have N -ality k and their dimen-
sion is given by the binomial coefficient CkN . They come
in pairs of conjugate representations, with CN−kN = C
k
N.
For N odd, there are (N −1)/2 pairs of conjugate funda-
mental representations and, demanding the vanishing of
the corresponding Polyakov loop functions yields a priori
N − 1 real constraints. For N even, there are (N − 2)/2
pairs of conjugate representations and one real funda-
mental representation and the number of a priori inde-
pendent constraints is, again, N−1. Assuming that these
are indeed independent conditions, this reduces the en-
semble of solutions to a countable set of points in the
Weyl chamber. Further assuming that this only con-
tains center-symmetric points would directly imply that
all other Polyakov loops in representations of nonzero N -
ality vanish. We believe these are reasonable assumptions
although we have not found a rigorous proof.
In Sec. VIII we have also mentioned the possibility
to probe the center symmetry through observables such
as 〈tr(LN)k〉, where LN is the Polyakov loop operator
(10) in the fundamental representation of lowest dimen-
sion [21, 58]. To probe all the elements of the center
ZN , one needs to require at least that 〈tr(LN)k〉 = 0 for
1 ≤ k ≤ N−1. At LO, we have 〈tr(LN)k〉 = `(0)N (kr) and
we have a priori 2(N − 1) real constraints. However, us-
ing the Cayley-Hamilton theorem together with the fact
that LN is a unitary matrix, one reduces the number of
34
independent constraints to at most N −1. As above, this
reduces the ensemble of solutions to a countable set. The
latter obviously includes all the center-symmetric points
and it is reasonable to assume that there are no other
solutions.
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