Abstract-The problem of establishing if it is possible to reach the desired location keeping all features in the field of view and following a straight line is considered. The proposed approach is based on the polynomial parameterization of the camera path and allows one to find the path that follows a straight line and maximizes the distance of the image trajectories from the screen boundary.
I. INTRODUCTION
The "teaching-by-showing" approach has gained the attention of several researchers in the last years due to its dynamic nature that allows for guiding a robot in partially or even completely unknown environments (see for example [1] - [3] for detailed classifications). Many methods for dealing with such a task have been proposed. Some examples are the position-based visual servoing (PBVS) where the feedback error is the camera pose (see for example [4] , [5] ), and the image-based visual servoing (IBVS) where the feedback error is the image error (see for example [6] , [7] ). In the 2 1/2 D visual servoing [8] the feedback error contains both the camera pose and the image error. In partitioning methods, the degrees of freedom of the camera are grouped according to some criteria and differently controlled (see for example [9] - [11] ). Other methods, such as visual servoing based on navigation functions [12] , path-planning techniques [13] - [15] , visual servoing invariant to the intrinsic parameters [16] , visual servoing based on image moments [17] and methods based on the generation of circular-like trajectories [18] , have been proposed in the literature.
The aim of these methods is that of guaranteeing convergence, features in the field of view, robustness against uncertainty on calibration parameters and image noise, joints physical constraints matching and/or achievement of some performances. A problem of theoretical and practical interests that has not been completely investigated yet is to establish whether and how the camera may reach the desired location keeping all features in the field of view and following a straight line in the euclidean space. Indeed, methods as [4] , [15] , [19] steer the camera along a straight line but either they do not take into account the visibility constraint or they may fail in finding a solution even if it exists since they consider only a subclass of the camera paths. This problem is important because, by following a straight line, the camera moves along the shortest path hence minimizing the probability of leaving the workspace.
In this paper, the problem of establishing if there exists a path in the rotational space that combined with a straight translational path allows the camera to reach the desired location keeping all features in the field of view is considered. Specifically, the aim consists of finding among such camera paths that maximizing the distance of the image trajectories from the screen boundary. To this end, a scaled euclidean reconstruction of the scene is computed from the current and desired views of the features. A parametrization of the camera trajectory is introduced by linearly parameterizing the translational path and polynomially parameterizing the rotational path through its Cayley parameter. The arbitrary degree that can be used to represent the rotational path makes complete the above parametrization in the sense that all possible solutions can be considered. Then, it is shown that the problem of calculating the distance of the image trajectories from the screen boundary for a fixed path can be solved by computing the real roots of some polynomials in a certain interval. The optimal path is hence computed by maximizing such a distance with respect to all possible paths. A suitable initialization for this optimization is found by solving a simplified problem which returns a path that keeps all points in front of the camera. Finally, the camera can be steered along the computed path by following the image trajectories through an IBVS controller.
II. PRELIMINARIES

A. Notation and problem formulation
Let I n denote the identity matrix n × n, 0 n the null vector n × 1, 1 n the vector n × 1 with all elements equal to 1, e i the i-th column of I 3 , and [v] × the skew-symmetric matrix of v ∈ R 3 . Moreover:
-F, F * : current and desired camera frames; -R ∈ SO(3), t ∈ R 3 : rotation and translation of F * with respect to F expressed in F; -A ∈ R 3×3 : upper triangular intrinsic parameters matrix; -m i ∈ R 3 (resp., m * i ): image projections of the i-th point on F (resp., F * ) in normalized coordinates; -p i ∈ R 3 (resp., p * i ): image projections of the i-th point on F (resp., Let us suppose that a set P = {(p i , p * i ), i = 1, . . . , n} of n point correspondences between current and desired views is available. The problems dealt with in this paper are:
-to establish if it is possible to reach the desired location following a straight line in the euclidean space and keeping all features in the field of view; -to find among such paths the one that maximizes the distance of the image trajectories from the screen boundary.
B. Cayley parameters
The proposed approach exploits the representation of rotation matrices through the Cayley parameters in order to obtain a formulation of the problem through polynomials. These parameters are defined as follows (see for example [20] for more details). Let R be any matrix in SO(3). Then, there exists a ∈ R 3 called Cayley parameter
where
The relation is bijective. In fact, any a ∈ R 3 defines through the previous relation a matrix in SO(3).
III. PATH PLANNING
A. Problem formalization
The first step for solving the considered problems is to compute m i and m * i from P and A, and then the camera pose from these image points. Since t can be recovered only up to a scale factor from image pairs, the achievable components are R and d = t/ t . Their computation can be done through the essential matrix algorithm or the homography matrix algorithm in the case of non coplanar features supposing n ≥ 8. If the features are known to be coplanar, the camera pose can be computed through the homography matrix algorithm supposing n ≥ 4 (see [21] and [22] for details). From R, d and the image points, a scaled euclidean reconstruction of the set of 3D points can be obtained. Let us denote with q i ∈ R 3 the i-th point of this reconstruction expressed in F.
Let w be a real scalar in [0, 1] and let us denote with d(w) = wd the camera center in the scaled space along the line connecting the current location (w = 0) to the desired location (w = 1). Let R(w) and m i (w, R(w)) be 1 The norm of a is infinite on a subset with null measure of SO(3). the rotation matrix and the i-th image point along the path, and let us introduce the set of constraints
where x m , x M , y m and y M are the screen limits in normalized coordinates. The set of feasible rotational paths is hence
Let ρ(R(w)) be the distance of the image trajectories from the screen boundary along the path defined as
The problems stated at the end of Section II-A can be unified into the computation of the rotational path that achieves the maximum distance
In fact, R is not empty if and only if µ > 0.
B. Polynomial approach
Computing the distance ρ(R(w)) may be a difficult task depending on the dependency of R(w) from w. One way of simplifying such a task is to select a rational parameterization of R(w). This can be done by exploiting the Cayley parameters, in particular by polynomially parameterizing the Cayley parameter a(w) of R(w).
Hence, let us select a(w) polynomial in w of degree δ for some δ > 0, and let us express a(w) as
where D ∈ R 3×(δ+1) is a coefficient matrix. The constraints in (3) at the current and desired locations are satisfied if and only if
where a is the Cayley parameter of R. The matrix R is supposed such that the norm of a is finite 2 . The constraints in (9) impose a certain structure to the matrix D that can be parameterized as
where C ∈ R 3×(δ−1) is a free parameter. Let us denote by a(w, C) the Cayley parameter of the rotation matrix along the path parameterized by C. In order to take into account the visibility constraints, let us define the polynomials of degree 2δ + 1 in w
for i = 1, . . . , n and j = 1, 2, 3. We have that the i-th image point along the path is
In order to get rid of the denominator and manage polynomials instead of rational functions, let us introduce the index α(C) = min
We have that the points lie in front of the camera along the trajectory if and only if α(C) > 0. Therefore, the distance of the image trajectories from the screen boundary along the path is
whereρ
Finally, the maximum distance achievable with a Cayley parameter of degree δ is
Clearly, it holds that µ δ ≤ µ. Therefore, µ δ > 0 implies that R is not empty. A method for efficiently computing ρ(C) will be described in the next subsection. However, solving the optimization (17) may be a difficult task if the matrix C 0 used to initialize the search for µ belongs to the interior of the set of matrices C for which at least one point goes behind the camera along the path. In fact, in such a case, there are neighborhoods of C 0 where the function ρ(C) assumes a constant value, in particular −∞, and the optimization algorithm used to solve (17) may not be able to get out from such neighborhoods. Therefore, an initialization C 0 satisfying α(C 0 ) > 0 should be used. Such an initialization can be found by solving
In particular, it is sufficient to run (18) until the current cost function α(C) becomes greater than zero. Notice that optimization (18) does not suffer of the initialization problem of (17) .
C. Computation of the distance for a fixed path
Let us consider first the computation of α(C). This amounts to n computations of the minimum
and can be simply performed by evaluating b i,3 (w, C) at the points where its derivative vanishes and at the extremes w = 0 and w = 1. Let us consider nowρ(C). Clearly, this amounts to 4n computations (four for each point) of the form
where f 1 (w) > 0 for all w ∈ [0, 1] being α(C) > 0. The following properties hold: 1) there exists ε > −∞ such that (21) is satisfied; 2) ζ < +∞; 3) letǭ be such that f 0 (w) −εf 1 (w) ≤ 0 for some w ∈ [0, 1]. Then, there does not exist any ε >ε such that (21) is satisfied. Therefore, ζ can be computed as the smallest ε such that f 0 (w) − εf 1 (w) = 0 has either one root in 0, or one root in 1, or a double root in the interval (0, 1). Specifically:
and f 2 (w) is the polynomial defined as
Let us observe that the degree of f 2 (w) is 4δ since f 0 (w) and f 1 (w) are polynomials of degree 2δ + 1 and the coefficient of the monomial of degree 4δ + 1 in f 2 (w) is always zero. Summarizing, the computation of α(C) amounts to n root-computations of polynomials of degree 2δ, and the computation ofρ(C) amounts to 4n root-computations of polynomials of degree 4δ.
D. Remarks
Following the planned path. Once the path has been computed, the camera can be steered to the desired location along such a path by using an IBVS controller that allows to follow image trajectories (see for example [13] for details about such a controller). The image trajectory of the i-th point corresponding to the matrix C is given by
Effects of calibration errors. Calibration errors do affect the proposed method. Indeed, in presence of such uncertainties the estimated camera pose and scaled euclidean reconstruction are affected by errors. Consequently, by following the image trajectories T i (C), the camera does not move along a straight line in the euclidean space but along a different curve whose distance from the sought line grows as the calibration errors increase.
IV. NUMERICAL EXAMPLES
The following numerical case has been considered: A = [400, 0, 300; 0, 400, 200; 0, 0, 1] pixels (supposed known), screen with limits (0, 600) pixels for the x-axis and (0, 400) pixels for the y-axis, n = 8. Problems (18) and (17) have been solved through the function FMINSEARCH of MATLAB by evaluating α(C) andρ(C) as described in Section III-C. Problem (17) has been initialized with the solution of problem (18), and problem (18) has been initialized with C = 0 3×(δ−1) . Figure 1a shows the current and desired locations denoted by F and F * , and the observed features corresponding to the biggest white circles. The current and desired image points are reported in Table I . We have initially selected δ = 1 (corresponding to a linear trajectory in the Cayley parameter space and, hence, to an empty matrix C) finding µ 1 = 0.0080 that is a feasible path. However, the image trajectories are quite close to the screen boundary being the distance in pixels equal to 400µ 1 = 3.2. In order to increase this distance we can use larger values of δ. In particular, with delta = 2 we find µ 2 = 0.1143 whose corresponding path is shown in Figures 1a-1c .
A. Example 1
i (pi)1 (pi)2 (p * i )1 (p * i )2 1
B. Example 2
Table II reports the image points corresponding to Figure  2a .
This time δ = 1 corresponds to a non feasible path being µ 1 = −0.0830. With δ = 2 we have found µ 2 = 0.2928 whose corresponding path is shown in Figures 2b and 2c . 
C. Example 3
In this example we have considered a more difficult case by increasing the initial displacement in terms of rotation angles, see Figure 3a . The image points are reported in Table III .
With δ = 1 and δ = 2 we could not find any feasible path (µ 1 = −∞ and µ 2 = −0.0082 respectively). With δ = 3 we have found µ 3 = 0.0342 whose corresponding path is reported in Figure 3 .
V. CONCLUSION
A problem not investigated yet is to establish if it is possible to reach the desired location keeping all features in the field of view and following a straight line in the euclidean space. The proposed approach deals with such problem by using polynomials to obtain a complete parameterization of the path. In particular, the computation of the camera path that follows a straight line and maximizes the distance of the image trajectories from the screen boundary is considered. The found path can then be followed by using an IBVS controller.
Future work will be devoted to obtain a convex formulation of the problem and will consider other kind of performances. 
