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INTRODUCTION 
 
Depuis la décennie 1980, on a observé une diminution régulière de la volatilité de la 
production globale. Les récessions dans les pays industrialisés (à l’exception du Japon) sont 
devenues plus brèves et moins sévères. A la fin des années quatre-vingt-dix et à la suite de 
l’expansion continue de l’activité économique durant cette décennie, notamment aux Etats-
Unis, nombreux étaient ceux qui annonçaient la fin des cycles économiques (ZARNOWITZ, 
1998)1. Cette évolution semblait être la résultante, d’une part, des progrès constants des 
technologies de l’information qui conduisent à une productivité plus élevée et, d’autre part, 
des effets stabilisateurs de la mondialisation, de la libéralisation financière et de l’aptitude de 
la politique macroéconomique à minimiser les fluctuations de la production (PAPADEMOS 
(2003)). 
 
L’annonce de la fin des cycles économiques s’est révélée prématurée. La récession 
américaine en 2001, le fort ralentissement dans la zone euro, la déflation prolongée au Japon 
et, en 2003, le caractère incertain et fragile de la reprise qui s’en est suivie sont finalement 
autant de signaux qui attestent de la réalité du concept de cycle économique. De plus, certains 
facteurs contribuant aux évolutions économiques récentes ou les expliquant, par exemple, 
l’accroissement excessif de l’endettement, ont nourri les doutes quant à la capacité de la 
politique monétaire à réduire au minimum la volatilité de la production tout en assurant la 
stabilité des prix. C’est pourquoi certaines questions portant sur la définition des cycles 
économiques, à l’identification de leurs causes, à leur synchronisation entre pays ou même 
entre espaces économiques et aussi à la méthodologie utilisée pour mettre en évidence leurs 
faits stylisés suscitent de nouveau l’intérêt. 
 
                                                 
1 ZARNOWITZ, Victor (1998), “Has the business cycle been abolished?” NBER Working 
Paper, No. 6367. 
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La littérature existante est presque exclusivement consacrée aux pays industrialisés. En 
Afrique, seuls quelques efforts limités ont été faits pour découvrir ce qu’enseigne la régularité 
des fluctuations macroéconomiques de court terme. Des exceptions notables sont : MUKOKO 
(1993), AKITOBY (1997), HOFFMAISTER, ROLDOS et WICKHAM (1998), AGENOR, 
Mc DERMOTT et PRASAD (2000). 
 
Malgré ces exceptions, il apparaît que l’analyse des mesures de politique économique, 
budgétaire ou monétaire et l’évaluation de leur impact sur  un horizon relativement court, se 
heurtent en Afrique à une difficulté majeure : très peu de travaux ont été consacrés à la mise 
en évidence, la décomposition et la construction des cycles économiques. L’existence et la 
multiplication de telles études ouvriraient pourtant la voie à d’autres qui s’intéresseraient alors 
à la synchronisation des cycles entre pays africains d’une part, et entre pays africains et pays 
industrialisés d’autre part. Elles aideraient enfin à la mise au point pour chaque économie des 
indicateurs avancés, retardés ou concomitants qui sont selon l’expression de ZARNOWITZ, 
des signaux avertisseurs de l’évolution de l’activité économique.  
 
L’examen des données macroéconomiques du Cameroun révèle que  les variables 
contribuant à la capture de l’activité économique fluctuent. Ce qui nous conduit à nous poser 
les questions suivantes : Quels sont la durée, l’ampleur et les points de retournement des 
cycles économiques qui en découlent ? 
 
L’objectif de notre étude est de caractériser les cycles de l’activité économique au 
Cameroun. Pour ce  faire,  nous nous proposons de : Mesurer, dater et analyser le cycle 
économique camerounais.  
 
Les premières études2, presque entièrement consacrées à l’analyse des cycles 
d’affaires, définissaient les cycles économiques comme des séquences d’expansions et de 
contractions dans un large éventail de séries représentant les niveaux de l’output total, de 
l’emploi, et de plusieurs autres composantes. Le comité de datation des cycles du NBER et 
l’OCDE, s’appuient encore aujourd’hui sur cette définition pour déterminer les points de 
                                                 
2 Aux USA les premières études sont exclusivement consacrées à l’analyse des cycles d’affaires, elles sont 
notamment l’œuvre des membres du NBER, citons Mitchell (1927), Kuznetz (1937), Timbergen (1939), Burns 
et Mitchell (1946). L’analyse des cycles de croissance ne commencera à retenir l’interêt des auteurs qu’après 
l’article de Mintz (1969) 
 2
  
retournement des cycles économiques. Elle repose sur une méthode purement empirique et 
indépendante à l’égard de toute doctrine, elle conduit à dater le cycle d’affaires.  
 
Il arrive cependant que cette analyse souffre de quelques insuffisances. Son incapacité 
à ressortir correctement les phases de ralentissement est, certainement, celle que l’on peut 
facilement relever et qui a conduit au développement des cycles de croissance. D’abord, 
l’économie connaît à certains moments des ralentissements, se traduisant par une diminution, 
non pas de l’indice lui-même, mais de son taux de croissance. Ensuite, il est certainement 
possible de concevoir un ralentissement sévère et long causant plus d’effets pervers qu’une 
récession brève et modérée. Enfin, toutes les récessions impliquent des ralentissements, mais 
tous les ralentissements n’entraînent nécessairement pas de récession. C’est donc la prise en 
compte de ces insuffisances qui a conduit à identifier et dater les « cycles de croissance ».  
 
Le cycle de croissance se définit simplement comme « les fluctuations autour de la 
tendance » (MINTZ, 1969). Le véritable problème ici est celui de la détermination de la 
tendance. Beaucoup d’auteurs ont proposé des méthodes aidant à sa détermination, mais il est 
très vite apparu qu’elle était inévitablement obtenue avec un arbitraire considérable. C’est 
pourquoi, FRIEDMAN & SCHWARTZ (1963) et MINTZ (1969) ont opté pour une méthode 
alternative, procédant par une extraction de la tendance, pour identifier directement les 
fluctuations cycliques à partir des séries de taux de croissance. Seulement, cette approche 
soulève deux problèmes :  
 
D’une part, les taux de croissance comparés obtenus pour les courtes périodes tendent 
à être très erratiques pour plusieurs séries d’indicateurs.  Aussi, les séries de croissance, même 
quand elles sont dérivées de séries fortement cycliques à niveau, ont souvent des composantes 
irrégulières dominantes, lesquelles voilent les mouvements cycliques sous-jacents. Pour faire 
ressortir ces derniers, les séries doivent être lissées par une assez longue (et/ou complexe) 
moyenne mobile (ZARNOWITZ, et OZYILDIRIM, 2001). 
 
D’autre part il se pose un problème de chronologie des taux de croissance, laquelle est 
souvent différente de celle des cycles d’affaires, ce qui fait que les cycles obtenus à partir des 
taux de croissance sont généralement en avance de phase par rapport aux cycles d’affaires 
(MINTZ, 1969).  
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Dans cet article, nous nous attachons donc, dans un premier temps, à dater les cycles 
d’affaires camerounais (I), ensuite nous datons les cycles de croissance (II). Nous utilisons 
des données macroéconomiques camerounaises issues de la base de données de la banque 
mondiale (CD-ROM World Development Indicators 2003) pour la période 1960-2002. 
 
I- DATATION DES CYCLES D’AFFAIRES 
 
Nous adoptons pour la datation du cycle d’affaires, une procédure non paramétrique et 
l’algorithme de BRY et BOSCHAN (1971). Cette méthode, en partie empruntée au NBER et 
à l’OCDE3, notamment s’agissant de l’algorithme de BRY et BOSCHAN (1971), nous permet 
assez facilement de mesurer, dater et analyser un cycle de référence à partir du PIB 
camerounais.  
 
Dans un premier temps, nous exposons la procédure qui nous permet de mettre en 
évidence le cyclé d’affaires au Cameroun (I-1), ensuite nous l’appliquons et soulignons les 
principales caractéristiques du cycle d’affaires au Cameroun (I-2). 
 
I-1- Description de la procédure utilisée pour mettre en évidence le cycles d’affaire 
Camerounais 
 
La méthode que nous décrivons et utilisons dans cette section a été développée par 
ANAS, BILLIO, FERRARA et Do LUCA (2003) pour déterminer une chronologie de 
retournement des cycles économiques dans la zone euro. 
 
Nous estimons l’occurrence d’une récession (expansion) au Cameroun en mesurant sa 
durée et sa profondeur. Dans un premier temps, nous relevons tous les points de retournement 
candidats fournis par l’algorithme non paramétrique décrit ci-dessous, ensuite la durée et la 
profondeur des différentes phases sont mesurées à partir de la série agrégée du Produit 
Intérieur Brut. La procédure non paramétrique développée par ces auteurs pour une datation 
sur les séries univariées est basée sur l’algorithme suivant : 
 
                                                 
3 Voir l’article « Décrire le cycle économique » de Fayolle (1993) dans Les cycles économiques 1 sous la 
direction de Fitoussi et Sigogne, page 121 et suivantes. 
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1- les séries sont statistiquement traitées, c'est-à-dire qu’elles sont débarrassées des 
mouvements saisonniers,- Il ne faut pas en effet que les fluctuations de la série dues à 
ces mouvements saisonniers soient confondues aux fluctuations conjoncturelles. 
2- les mouvements irréguliers dans les séries sont exclus. Ces mouvements irréguliers 
sont assimilés à des variations accidentelles. 
3- la détermination d’un premier ensemble de points de retournement candidats sur les 
séries en question ( ) est faite en utilisant la règle suivante : yt
 
Pic à t :    { } (3) Kkyyyy kttktt ,...;1,, =>> +−
Creux à t :   { },  (4) Kkyyyy kttktt ,...,1,, =<< +−
Où K=1 pour les séries annuelles K=2 pour les séries trimestrielles et K=5 pour les 
séries mensuelles. 
 
4- Les points de retournement se situant dans l’intervalle de six mois du début ou de la 
fin des séries ne sont pas considérés 
5- Une procédure pour se rassurer que les Pics et les Creux alternent est développée par 
la règle suivante : 
 
- En présence de double creux, la plus petite valeur est choisie. 
- En présence de doubles pics, la valeur la plus élevée est choisie. 
 
Selon la troisième étape, nous présentons deux des méthodes les plus utilisées dans la 
pratique permettant l’identification de points de retournement potentiels. D’une part, notons 
( ) la série en question et adoptons la convention suivante, yt
 
Pour toute date t :       (5) yyy ttt 1−−=∆
et pour chaque entier k,  .    (6) yyy ktttk −−=∆
 
L’approche la mieux connue, très souvent reprise par les médias pour détecter les pics 
et les creux en temps réel dans le cycle économique classique est la suivante : 
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 Pic à t :    { }   (7) 0,0
21
<∆<∆ ++ yy tt
 Creux à t :   { }   (8) 0,0
21
>∆>∆ ++ yy tt
Cette règle a été attribuée à OKUN par HARDING et PAGAN (1999). Elle signifie 
qu’une récession implique au moins deux trimestres de croissance négative. Cette règle est 
généralement appliquée pour des données trimestrielles du PIB.  
 
Une autre approche développée par WECKER (1979) a également été utilisée par 
PAGAN (1997) : 
 Pic à t :    { }  (9) 0,0,0
21
<∆<∆>∆ ++ yyy ttt
 Creux à t :   { }  (10) 0,0,0
11
>∆<∆<∆ +− yyy ttt
Cette seconde règle est également appliquée pour des données trimestrielles du PIB 
pour identifier les pics et les creux dans le cycle économique classique. 
Voici les éléments qui nous permettront de mettre en évidence les principales 
caractéristiques des cycles d’affaires au Cameroun : 
 
- Estimation de la profondeur et de la durée 
 Seules les périodes candidates ont été retenues par la procédure non paramétrique sur 
les agrégats, nous estimons ici la durée et la profondeur. La durée suppose qu’une récession 
doit s’étendre sur « quelques mois au moins », ainsi que l’a noté le NBER dans sa définition 
séminale de la récession, mais il n’y a pas de durée minimale de référence.  
 
- La profondeur 
La profondeur fait référence à l’amplitude de la récession ou de l’expansion. Etant 
entendu qu’une récession, ainsi que le souligne le NBER, est « un déclin significatif de 
l’activité économique ». Evidemment, la difficulté pratique est d’estimer le moment où la 
chute de l’économie est assez « significative ». Pour mesurer cette amplitude, nous utilisons, 
pour une récession, la valeur suivante : 
 
xxx pcpofondeur /)(Pr −=    (11) 
Où  et  sont respectivement les valeurs des séries au pic et au creux des cycles à 
considérer. Dans le cas des indices normalisés, tels que l’indice des prix à la consommation, 
xp xc
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ou l’indice de la production industrielle, on doit simplement considérer la différence entre la 
valeur de la série au pic et celle au creux. 
 
- La sévérité 
 
Pour résumer l’information contenue dans la durée et la profondeur, nous estimons la 
mesure de la sévérité (S) d’une récession, elle est définie par : 
 
S= 0.5 Duréeofondeur ×× Pr   (12) 
La sévérité exprime, en fait, une mesure de la perte que subie (respectivement le gain) 
l’économie durant la phase du cycle (en fait la perte réelle devrait être la surface se trouvant 
en dessous du trend).  
 
Nous passons à présent à l’application empirique de cette procédure. 
 
I-2- Mise en évidence des cycles d’affaires au Cameroun et ses principales 
caractéristiques 
 
Dans cette section, nous  appliquons la procédure décrite plus haut pour mettre en 
évidence les cycles d’affaires au Cameroun (1) et déterminer leurs principales caractéristiques 
(2) 
1- Mise en évidence des cycles d’affaires 
 
Nous représentons graphiquement la série du PIB entre 1960 et 2002 après l’avoir 
linéarisée en lui appliquant le logarithme. Nous identifions ensuite les points de retournement 
candidats (pics et creux) suivant la procédure de BRY et BOSCHAN définie à la section 
précédente.  
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Figure 1: Représentation graphique du cycle du PIB camerounais 
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Source : construction à partir de WDI 2003 
En appliquant l’algorithme non paramétrique sur les séries du PIB camerounais sur 
l’ensemble de la période 1960-2002, nous sélections 6 phases de récession. Elles sont 
présentées dans le tableau ci-dessous. 
Tableau 1: Chronologie des Points de retournement (pics et creux) des cycles d’affaires camerounais (avec 
Ti le ième trimestre de l’année considérée) 
Dates Pic B Creux C 
1960-1961 NA T4 1961 
1964-1965 T3 1964 T2 1965 
1966-1967 T1 1966 T3 1967 
1975-1976 T2 1975 T3 1976 
1979-1980 T1 1979 T2 1980 
1986-1994 T3 1986 T2 1994 
  Source : construction de l’auteur 
Nous identifions, partant d’un Creux au Creux suivant, cinq cycles complets pour le 
PIB camerounais. Nous donnons dans le tableau suivant la mesure de la Durée de ces 
différents cycles. 
Tableau 2 Durée des cycles complets 
Cycle Date Durée (trimestres) Durée (années) 
Cycle 1 1961.4 à 1965.2 14 trimestres 3 ans et demi 
Cycle 2 1965.2 à 1967.3 9 trimestres 2 ans et ¼ 
Cycle 3 1967.3 à 1976.3 36 trimestres 9 ans  
Cycle 4 1976.3 à 1980.2 15 trimestres 3 ans et ¾ 
Cycle 5 1980.2 à 1994.2 56 trimestres 14 ans  
Cycle 6 1994.2 à 2001 inachevé  
 Source : construction de l’auteur 
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 Nous donnons à présent un tableau récapitulant la Durée des différentes phases des 
cycles, la durée des cycles complets ainsi que la moyenne et l’écart- type de ces Durées. 
 
Tableau 3: Durée des phases du cycle, durée moyenne et écart-type 
Cycles Phase montante Phase descendante Cycle complet 
Cycle 1 11 trimestres 3 trimestres 14 trimestres 
Cycle 2 3 trimestres 6 trimestres 9 trimestres 
Cycle 3 31 trimestres 5 trimestres 36 trimestres 
Cycle 4 10 trimestres 5 trimestres 15 trimestres 
Cycle 5 25 trimestres 31 trimestres 56 trimestres 
Moyenne 16 trimestres 10 trimestres 26 trimestres 
Ecart- type 10.35 trimestres 10.54 trimestres 17.62 trimestres 
 Source : construction de l’auteur à partir des données WBI (2003) 
 
2- Analyse des caractéristiques du cycle d’affaires au Cameroun 
 
Dans ce paragraphe, nous relevons d’abord les principales caractéristiques des cycles 
d’affaires que sont : la durée, la profondeur et la sévérité (II.2.1). Ensuite, nous analysons le 
mouvement d’ensemble du cycle d’affaires sur l’ensemble de la période 6d’étude (II.2.2). 
 
2-1- Analyse de la durée, de la profondeur et de la sévérité des cycles d’affaires 
 
- La durée des phases 
Nous remarquons que la durée des phases d’expansion varie entre 10 et 25 trimestres, 
avec une durée moyenne de 16 trimestres soit quatre ans. Par contre, la durée des phases 
descendantes varie de 3 à 31 trimestres, avec une durée moyenne de 10 trimestres. Si la 
variabilité entre les durées des phases semble être sensiblement la même pour l’ensemble des 
deux catégories de phases, il faut souligner que la durée de 31 trimestres pour la dernière 
récession du PIB camerounais est une valeur excessivement grande comparativement à 
l’ensemble des autres valeurs. Si on l’exclut en effet, il apparaît que la durée moyenne des 
phases descendantes chute à 4.75 trimestres, soit quasiment une année, et l’écart type ne 
représenterait plus qu’un trimestre. 
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L’examen des cycles complets ne dévoile pas de symétrie dans les changements des 
phases et les durées des cycles. Ce qui semble en accord avec la phrase « récurrentes, mais 
non périodiques » dans la définition du NBER parlant notamment des phases du cycle 
économique. Les durées ci- dessus estimées suggèrent en effet une faible régularité. 
 
La littérature économique soutient que les phases montantes des cycles économiques 
d’après seconde guerre sont en général plus longues que les phases descendantes 
(ZARNOWITZ, 1991). L’exemple camerounais ne contredit pas cette affirmation, nous 
notons juste que la durée des phases descendantes, abstraction faite de la dernière, apparaît 
moins volatile que celle des phases montantes (en effet hormis la dernière phase, la variance 
des phases montantes est de 419 contre 115 seulement pour les phases descendantes) 
 
- Profondeur et sévérité des phases 
En observant simultanément à la durée et à la profondeur de chaque récession, 
résumées par la sévérité, nous obtenons le tableau suivant. 
 
Tableau 4: Durée (en trimestres), Profondeur (en pourcentage) et Sévérité des récessions pour le 
PIB camerounais 
Dates Durée Profondeur Sévérité 
1964-65 3 0.2 0.3 
1966-67 6 12.94 38.82 
1975-76 5 8.15 20.35 
1979-80 5 4.75 11.875 
1986-94 31 41.64 645.42 
Source : construction de l’auteur 
 
La récession la plus sévère est bien entendu celle qui a suivi le contre-choc pétrolier et 
la chute du prix des autres matières premières en 1986. Elle durera 31 trimestres soit 
quasiment 8 ans et d’une sévérité à nulle autre pareille dans l’histoire du pays. 
 
2-2- Analyse du mouvement d’ensemble du cycle d’affaires au Cameroun 
 
Si nous faisons une analyse d’ensemble du cycle d’affaires en découpant la période 
d’étude en deux, d’une part celle qui va de 1960 à 1985 et, d’autre part, celle qui va de 1985 à 
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2002 (ce découpage étant motivé par le fait que l’année 1985 semble marquer la rupture d’un 
long mouvement de croissance commencé au début des années 1960), nous pouvons faire les 
remarques suivantes : 
 
- L’épisode qui va de 1960 à 1985 
Durant cette période, l’analyse du cycle du PIB révèle l’existence de quatre creux et 
autant de phases de récession. La première phase, qui s’achève par un creux au quatrième 
trimestre de l’année 1961, sera exclue de l’analyse dans la mesure où les données disponibles 
ne permettent pas d’estimer sa durée et sa profondeur. 
 
Les autres phases de récession sont relativement brèves, la plus longue, -celle allant du 
premier trimestre 1966 au troisième trimestre 1967-, s’étendra sur un an et 6 mois. Avec une 
sévérité de 38.82 et une profondeur de 12.94%, cette récession est tout de même prononcée 
malgré sa brièveté. 
 
- L’épisode allant 1985 à 2001 
A la fin de l’année 1985, la situation du Cameroun semble relativement favorable, -les 
phases de ralentissement ou de récession jusque là observées sont relativement brèves et le 
Cycle du PIB est la plupart du temps dans sa phase d’expansion. Durant les 100 trimestres qui 
couvrent l’ensemble de cette période, le PIB camerounais sera en expansion durant 80 
trimestres, -soit un pourcentage de 80%. Seulement une année plus tard, sans que l’on s’y 
attende vraiment, tout s’effondre. 
 
La longue récession (31 trimestres consécutifs, -soit quasiment 8 ans) que connaît le 
pays entre 1986 et 1994, est d’une rare intensité. Elle s’étendra à elle seule sur 1/5 de 
l’ensemble de la période d’étude et entraînera un coût social énorme. Le pays perdra dans la 
crise les bénéfices acquis de la forte période de croissance. Le PIB aura chuté de 71.35% pour 
se retrouver quasiment au niveau de 1960 (près de quatre décennies en arrière). Les 
ajustements à faire pour renouer avec une croissance positive seront particulièrement pénibles 
et douloureux. 
 
L’économie camerounaise connaît, après la dévaluation du franc CFA, un 
rétablissement progressif. A partir de 1995, elle enregistre une reprise des exportations non 
pétrolières et de l’investissement privé, favorisés par le retour de capitaux et l’apurement 
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progressif des arriérés de paiements intérieurs de l’Etat. Le graphique du cycle d’affaires 
montre que le PIB Camerounais depuis 1994 est sur un sentier de croissance ininterrompue. 
 
La chronologie des points de retournement ci-dessus identifiés a cependant besoin 
d’être éprouvée pour que l’on ait une idée de son degré de robustesse.  L’analyse du cycle de 
croissance, en nous donnant une possibilité de comparaison de la localisation des points de 
retournement, pourrait accroître la fiabilité des résultats obtenus. 
  
II- DATATION DU CYCLE DE CROISSANCE CAMEROUNAIS 
 
Le cycle de croissance est, par définition, obtenu par la différence entre la série 
observée et la tendance (généralement assimilée au PIB potentiel). Les débats 
méthodologiques relatifs à sa définition tournent  très souvent autour des méthodes de calcul 
de ce PIB potentiel. Plusieurs études récentes sont consacrées à l’évaluation de ces différentes 
méthodes de calcul et à la détermination de l’écart de PIB qui représente les cycles 
économiques. Puisque le PIB potentiel est inobservable et  doit être estimé, de plus étant 
donné son usage pour la prévision et d’analyse économique, l’estimation doit être très précise. 
Ce de précision semble expliquer la multiplicité des méthodes d’estimations disponibles 
(GOSSELIN et LALONDE ‘2002). Les plus répandues sont : le filtre de HODRICK et 
PRESCOTT (1981), le filtre multi varié, l’approche de la fonction de production et les 
vecteurs autorégressifs structurels (SVAR). Dans cette étude, nous utilisons le filtre de 
HODRICK et PRESCOTT. 
 
Dans un premier temps, nous exposons la méthode du filtre de HODRICK et 
PRESCOTT qui nous permet de mettre en évidence le cyclé de croissance au Cameroun (II-
1), ensuite nous appliquons cette méthode et soulignons les principales caractéristiques du 
cycle de croissance ainsi obtenu (II-2). 
 
II-1- La méthode du filtre de HODRICK et PRESCOTT 
 
Présentons d’abord le modèle (II-1-1) avant de donner les principaux résultats à 
travers la représentation graphique du cycle de croissance du PIB (II-1-2). 
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II-1-1- Présentation du Modèle 
 
Le filtre HP suppose que la série X se décompose en une tendance et un cycle : 
 
     ttt CTX +=    (19) 
Où la tendance T résulte du calcul d’optimisation suivant : 
 
     (20) ])()[( 21
2
1
min
*
ttt
N
t
t TTTX
X t
∆−∆+− +
=
∑ λ
 
Ce filtre a une moyenne mobile symétrique de longueur infinie. Pour filtrer un point 
spécifique de l’échantillon, on affecte des poids aux observations qui l’entourent, ceux-ci 
dépendent d’une part de la taille de l’échantillon, d’autre part de la valeur du paramètreλ . 
 
Choix de la valeur du Paramètre λ  
Dans le domaine économique, la longueur d’un cycle d’activité n’est pas constante et 
il est difficile de mesurer de manière précise une longueur moyenne. Part conséquent, le 
partage entre les fluctuations qui relèvent du court terme et celles qui affectent le long terme 
et la tendance est délicat, l’objectif n’étant pas de recourir à un filtre idéal pour séparer les 
deux composantes (BOUTHEVILLAIN, 2002). 
 
En pratique, le filtre HP (comme d’autres filtres) ne permet pas d’affecter totalement 
un cycle d’une longueur donnée à la composante à laquelle on le rattache. Cela signifie qu’un 
filtre d’une longueur inférieure à la longueur critique, au lieu d’être complètement affecté à la 
composante cyclique, ne le sera que partiellement. Une part des fluctuations qui auraient dû 
en principe se trouver dans la composante cyclique sera en fait attribuée à la tendance. C’est 
ce qu’on appelle un effet de « compression », ce qui a pour conséquence de sous estimer la 
volatilité de la composante cyclique et de surestimer celle de la tendance. A l’inverse, on peut 
aussi surestimer la variabilité de la composante cyclique en y incluant une partie des 
fluctuations, de périodicité plus longue, qui auraient dû appartenir à la tendance. Ce 
phénomène est appelé effet de « leakage ». Le filtre HP donne lieu conjointement à ces deux 
effets qui l’écartent du comportement du filtre idéal. BOUTHEVILLAIN (2003) a récapitulé 
dans un tableau les effets du choix de la valeur du paramètre λ  : 
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Tableau 5 : Valeur du paramètre λ  et distorsion du filtre HP 
 
 
 Valeur du paramètre Définition         Inconvénients 
 
Effet de compression 
 
Valeur faible 
Affecte à tort une partie 
des cycles de périodicité 
courte à la tendance 
- Tendance trop 
volatile 
- Composante 
cyclique sous-
estimée 
 
 
Effet de leakage 
 
Valeur élevée 
Affecte à tort une partie 
des cycles de périodicité 
longue à la composante 
cyclique 
- Composante 
cyclique  
surestimée 
- Tendance trop 
lisse 
 
 
 
 
 
 
 
 
 
 
 
Source : BOUTHEVILLAIN (2002) 
 
D’après de PEDERSON (1998), la meilleure valeur de λ  est celle qui conduit à 
minimiser la fonction de pertes construite à partir de l’expression des effets de leakage et de 
compression. Plus λ  est élevé, plus les effets de leakage sont forts. Plus λ  est faible, plus les 
effets de compression sont importants. Ce raisonnement purement statistique conduit à des 
valeurs très faibles du paramètre. Cependant, du point de vue économique, ces deux effets 
n’ont pas les mêmes inconvénients et la minimisation de la fonction de pertes n’est pas 
forcément souhaitable. 
 
Pour KAISER et MARAVALL (1999), la meilleure valeur de λ  est celle qui permet à 
la variance de la composante cyclique d’être principalement déterminée par les cycles de 
longueur proche de la longueur critique choisie. En d’autres termes, le spectre de la 
composante cyclique doit présenter un pic à cette fréquence critique.  
 
Face à cette divergence d’opinions sur la valeur idéale du paramètre de lissageλ , nous 
adoptons la recommandation des auteurs HODRICK et PRESCOTT et retenons ainsi une 
valeur de λ = 100 dans le cadre de cette étude. 
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II-1-2-  Représentation graphique du cycle de croissance et mise en 
évidence des principaux résultats 
 
Lorsque nous remplaçons dans l’équation (20) les variables par leurs valeurs, la 
représentation du cycle de croissance du PIB camerounais est la suivante 
 
Figure 2: Cycle de croissance du PIB camerounais 
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Source : construction à partir des statistiques WDI 2003 
 
Nous constatons que le Cycle de croissance est relativement symétrique, les pics et les 
creux semblent plus faciles à localiser que dans le cas des cycles d’affaires. 
 
Pour les dater, on considère comme pic le dernier point haut précédant une baisse de la 
courbe et comme creux le dernier point bas précédent une remontée de la courbe. Dans le cas 
où le pic (creux) comporte deux points exactement au même niveau, on retient le premier des 
deux (le dernier des deux). A partir cette procédure simple, nous dégageons les principales 
caractéristiques des cycles de croissance au Cameroun 
 
II-2-  Principales caractéristiques du cycle de croissance 
 
Nous présentons, dans un premier temps, la chronologie des points de retournement, la 
durée des phases et une estimation de leur profondeur (II-2-1). Ensuite, nous tenterons une 
étude du caractère régulier du mouvement du cycle sur la période d’étude (II-2-2). 
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II-2-1- Points de retournement, durée, profondeur et sévérité des phases du cycle de 
croissance camerounais. 
 
  * Points de retournement et durées 
Nous présentons dans le tableau ci-dessous la chronologie obtenue à partir de la 
méthode du filtre HP. Nous identifions pour les quatre décennies considérées 5 pics et 6 
creux, soit 5 cycles complets (la période qui va d’un creux au creux suivant). Le nombre de 
cycles ne change donc pas que ce soit les cycles d’affaires ou que ce soit les cycles de 
croissance. 
Tableau 6: datation des points de retournement du cycle de croissance pour l’économie camerounaise 
Dates Creux Pic 
1961-1966 2e trimestre 1961 2e trimestre 1966 
1967-1969 3e trimestre 1967 3e trimestre 1969 
1973-1975 1er trimestre 1973 2e trimestre 1975 
1976-1978 1er trimestre 1976 2e trimestre 1978 
1980-1986 2e trimestre 1980 3e trimestre 1986 
1986-2001 - NA 
 Source : construction à partir de WDI 2003 
Estimons à présent la durée de chacune des phases du cycle de croissance. 
Tableau 7: Durée des phases du cycle de croissance 
Cycles Périodes Durée  Durée phase Montante  Durée phase Descendante 
Cycles 1 1961.2 à 1967.3 25 trimestres 20 trimestres 5 trimestres 
Cycle 2 1967.3 à 1973.1 22 trimestres 8 trimestres 14 trimestres 
Cycle 3 1973.1 à 1976.1 12 trimestres 9 trimestres 3 trimestres 
Cycle 4 1976.1 à 1980.2 17 trimestres 9 trimestres 8 trimestres 
Cycle 5 1980.2 à 1994.2 56 trimestres 24 trimestres 32 trimestres 
Cycle 6 1994.2 à 2001 26 trimestres 26 trimestres 0 trimestres 
Moyenne  26.3 trimestres 16 trimestres 12.4 trimestres 
Ecart - type  34.5 trimestres 23.8 trimestres 23.4 trimestres 
Source : construction à partir de WDI 2003 
 
L’examen de la durée des phases du cycle confirme l’impression que trahit déjà 
l’observation graphique, à savoir, la chute soudaine du PIB lors des récessions, suivie d’une 
reprise relativement forte. 
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Depuis 1980, les phases du cycle sont assez longues. La phase de récession qui va du 
second trimestre 1986 au second semestre 1994 est quasiment identique en durée à son 
homologue dans le cycle d’affaires, seulement dans sa forme, elle présente deux coudes que 
l’on aperçoit nettement. Le premier au second trimestre 1988 et le second au quatrième 
trimestre 1989. Entre ces deux dates, le rythme de la chute du PIB qui était très prononcée 
depuis 1986 a semblé fléchir pour reprendre en 1989, mais cette fois avec une pente moins 
importante.  
 
L’absence de ces coudes sur la représentation graphique du cycle d’affaires laissait 
croire que la chute du PIB au Cameroun entre 1986 et 1994 s’est faite sans que ne se 
déclenche un quelconque mécanisme d’amortissement. La chute de l’investissement public à 
la fin de la décennie 1980 a certainement joué un rôle important dans la longueur et la sévérité 
de cette récession. Il faut en effet souligner que l’investissement public a été, depuis les 
indépendances, une composante importante de l’investissement total au Cameroun.  
 
**Profondeur et sévérité des récessions 
Donnons à présent la profondeur de chaque phase du Cycle. Notons qu’à cause de leur 
caractère symétrique, la profondeur des phases du cycle de croissance s’obtient simplement 
par la différence absolue des indices des différentes phases. 
 
Tableau 8 : profondeur (en %) des phases du cycle de croissance du PIB camerounais 
Dates Creux- Pic Pic- Creux 
19661.1 -1967.3 18.6 6.7 
1967.3-1973.1 4.3 14.9 
1973.1-1976.1 3.7 11 
1976.1-1980.2 11.71 9.71 
1980.2-1994.2 40.3 100 
 Sources : construction à partir de WDI 2003 
 
La sévérité, qui résume la durée et la profondeur, est : 
S= 0.5*Profondeur*Durée 
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Tableau 9 : Sévérité des phases du cycle de croissance du PIB camerounais 
 Dates Creux- Pic Pic- Creux 
1961.1-1967.3 196 16.75 
1967.3-1973.1 17.2 104.3 
1973.1-1976.1 16.65 16.5 
1976.1-1980.2 52.69 38.84 
1980.2-1994.2 483.6 1600 
 
 
 
 
 
 
   Source : construction à partir de WDI 2003 
 
La sévérité moyenne des phases ascendantes est de 153.22 alors que celle des phases 
descendantes est de 355.23, celle-ci est plus élevée pour le cycle de croissance en 
comparaison au cycle d’affaires. La récession la plus sévère est celle qui va du troisième  
trimestre 1986 au second trimestre 1994. 
 
Le tableau suivant contient les décalages des points de retournement du cycle 
économique de croissance par rapport aux points de retournement du cycle d’affaires. 
 
Tableau 10 : Décalage des points de retournement du cycle de croissance du PIB par rapport aux 
points de retournement du cycle d’affaires 
Dates Creux Pic 
1966-1966 +2 -1 
1967-1969 0 - 
1973-1975 - 0 
1976-1978 +2 +3 
1980-1986 0 0 
Source : construction de l’auteur/WDI 2003 
 
Le délai moyen entre les points A (Pics du cycle d’affaires) et les points B (Pics du 
cycle de croissance) est d’environ un mois. Par contre, le délai moyen entre les points C 
(creux du cycle d’affaires) et les points D (creux du cycle de croissance) est sensiblement de 
deux mois. On constate que lorsque les points de retournement entre les deux cycles ne 
coïncident pas, les creux du cycle économique de croissance du PIB camerounais sont 
généralement atteints avant ceux du cycle d’affaires.  
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L’examen et la comparaison des points de retournement entre le cycle de croissance et 
le cycle d’affaires nous révèle qu’entre 1967 et 1975, alors que la méthode du cycle de 
croissance enregistrait un cycle complet avec un pic au troisième trimestre 1969 et un creux 
au premier trimestre 1973, le cycle d’affaires quant à lui n’enregistrait aucun point de 
retournement. Un examen plus attentif du cycle d’affaires cependant fait ressortir deux phases 
de ralentissement de la croissance durant cette période. La première va du quatrième trimestre 
1969 au quatrième trimestre 1970, alors que la seconde va du troisième trimestre 1971 au 
troisième trimestre 1972. Tout ceci confirme bien la théorie derrière les cycles de croissance 
qui prête à ceux-ci la faculté de faire ressortir les ralentissements de croissance et les 
diminutions du niveau de l’activité économique agrégée (ZARNOWITZ, 1991). 
Il semble à présent judicieux de voir si la durée des cycles identifiés au Cameroun 
présente une similarité avec celle des cycles historiquement identifiés. 
 
II-2-2- La Régularité des cycles de croissance au Cameroun 
 
Dans ce paragraphe, nous réfléchissons sur le lien entre la durée des cycles 
économiques camerounais et celle des cycles historiquement identifiés par JUGLAR (1860), 
KUZNETZ (1920) et KITCHIN (1929) 
 
En observant le schéma du cycle de croissance camerounais, nous pouvons ressortir un 
cycle dont nous pouvons rapprocher la durée de celle des cycles KUZNETZ. Les cycles 
KUZNETZ ont une durée comprise entre quinze et vingt ans. Celui que nous identifions n’en 
a que 14, mais n’en est pas loin. Il commence au second trimestre 1980, atteint son pic six ans 
plus tard, c'est-à-dire au second trimestre 1986, et son creux au second trimestre 1994. 
 
SCHUMPETER (1939) pense que chaque JUGLAR se décompose en deux ou trois 
cycles KITCHIN. Nous essayons de vérifier si le découpage des cycles identifiés pour le 
Cameroun comme proches des JUGLAR peuvent se décomposer en plusieurs KITCHIN. 
 
L’examen de ce graphique 3 révèle toute la difficulté de décomposer le JUGLAR en 
plusieurs KITCHIN. Il faudrait en effet créer des creux que l’on aurait des difficultés à 
concilier avec l’histoire économique camerounaise. Si l’on abandonnait cette nécessité de 
conciliation, il serait tout à fait possible de décomposer le premier cycle du PIB camerounais, 
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celui qui va de 1961.2 à 1967.3, en deux cycles KITCHIN en simulant un pic et deux creux. 
D’abord un pic, ensuite un creux entre 1961.2 et 1964.3. En effet, en 1964.3 le cycle de 
croissance enregistre un certain ralentissement qui se voit nettement par une évolution quasi 
horizontale de l’indice. Si cette évolution quasi horizontale était assimilée à une baisse, l’on 
aurait entre 1964.2 et 1965.2 une récession et donc la phase descendante du second cycle 
KITCHIN. Ce second cycle conserverait le pic et le creux du cycle de croissance normal. 
L’on réussirait ainsi à décomposer ce JUGLAR en deux KITCHIN. 
 
Un exercice similaire peut être fait entre 1973.1 et 1980.2. Entre les deux dates en 
effet, nous avons enregistré deux cycles de durées proches de celles des cycles KITCHIN. Si 
nous annulons le creux 1976.1, nous obtenons un cycle unique de croissance entre ces deux 
dates. Ce cycle aurait alors une durée de 7 ans et un trimestre, c'est-à-dire une durée 
équivalente à celle d’un cycle JUGLAR. Récapitulons dans un tableau l’analyse que nous 
faisons 
 Tableau 11 : cycles camerounais et cycles de référence 
Cycles Périodes Durée (annuelles) Typologie 
Cycles 1 1961.2 à 1967.3 6 ans et ¼ JUGLAR 
Cycle 2 1967.3 à 1973.1 5 ans et ½ JUGLAR 
Cycle 3 1973.1 à 1976.1 3 ans KITCHIN 
Cycle 4 1976.1 à 1980.2 4 ans et ¼ KITCHIN 
Cycle 5 1980.2 à 1994.2 14 ans KUZNETZ 
 Source : construction à partir de WDI 2003 
 
Au delà de la systématisation faite par SCHUMPETER, il serait intéressant de 
s’interroger sur la régularité des cycles économiques au Cameroun. Pourrait-on prévoir avec 
plus ou moins d’exactitude un retournement de l’activité économique agrégée ? Nous nous 
proposons de voir si le cycle du PIB camerounais a, jusqu’à présent, suivi une évolution qui 
pourrait être assimilée à celle d’un cycle de durée plus ou moins régulière.  
 
Nous constatons que jusqu’en 1994, le PIB camerounais semble avoir suivi deux 
cycles de durée proche de celle du cycle de KUZNETZ. Le premier aurait commencé en 
1961.1, atteignant son pic en 1966.1 et le creux suivant en 1976.1, après une longue période 
(10 ans) de baisse de l’activité économique agrégée. Ainsi, ce premier cycle KUZNETZ aurait 
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une durée totale de 15 ans. Le second cycle KUZNETZ aurait lui une durée de 18 ans. 
Commencé au premier trimestre 1976, il se serait achevé au second trimestre 1994, ayant 
entre temps atteint son pic au troisième trimestre 1986. 
 
Ce dernier découpage ne crée aucun autre point de retournement. Il retient uniquement 
des points déjà identifiés. Il nous amène à penser que le cycle économique qui a commencé en 
1994 pourrait prendre fin aux autour de 2014.  
 
Nous reprenons dans le graphique ci-dessous les principales hypothèses évoquées plus 
hauts. Notamment, nous représentons une série fictive des cycles économiques à coté des 
cycles réellement observés. Le graphique fait ressortir deux cycles de durée proches de celle 
des cycles KUZNETZ. La phase descendante du premier englobe un JUGLAR et deux 
KITCHIN. Ce cycle dans son ensemble englobe deux JUGLAR et deux KITCHIN. 
Figure 3: cycle de croissance du PIB camerounais et cycle modifié 
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Source : construction à partir de WDI 2003 
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CONCLUSION 
 
Dans plusieurs pays, un organisme est spécialement chargé de la mesure et de 
l’analyse des cycles économiques. Ils sont devenus, pour les politiques, un outil important 
dans la prise de décision, tant il est aujourd’hui nécessaire de prévoir avec la plus grande 
précision les retournements éventuels de l’activité économique pour en amortir les chutes ou 
éviter les surchauffes. 
 
Nous avons développé dans cette étude les deux principales approches des cycles 
économiques, savoir les cycles d’affaires et les cycles de croissance, ce qui nous a permis de 
dater les points de retournement pour chacune des approches. 
 
Les résultats obtenus, quasiment identiques pour l’une et l’autre approche, ont permis 
de déterminer cinq cycles du PIB complets allant d’un creux au creux suivant sur l’ensemble 
de la période d’étude. Ces résultats confirment deux faits importants : d’une part, la 
croissance économique du début des années 1980, consécutive au second choc pétrolier, est la 
plus forte et la plus rapide qu’ait connu le pays, elle a une ampleur largement supérieure à 
l’ampleur moyenne des phases montantes. D’autre part, la récession qui va de 1986 à 1994, 
est la plus sévère de toute l’histoire du pays, cette sévérité est près de 100 fois plus élevée que 
celle de la plupart des autres phases descendantes du cycle économique au Cameroun.  
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