Abstract-Forecasting the tide level in the Venezia lagoon is a very compelling task. In this work we propose a new approach to the learning of tide level time series based on the local learning procedure of Bottou and Vapnik, by considering the use of a fuzzy method for the selection of the closest patterns to the one to forecast. We made use also as learners of Support Vector Machines and of their ensembles based on Bagging and AdaBoost. The obtained forecasts of 500 randomly selected tide levels seem to be quite promising. Good performances are also noticed for forecasts of a set of 80 tide levels corresponding to exceptional periods with high tide and sea variabilities. The obtained forecasts of 80 selected tide levels compare very favorably with those of the baseline linear regressor model.
I. INTRODUCTION
After the disastrous flood of November 1966 in Venezia (194 cm over the average sea level) the Municipality of Venezia set up the first observation service of the high tides. In December 1979 another severe flood occurred (166 cm over the average sea level). In consequence of these events, the municipal government decided to found the CPSMCentro Previsioni e Segnalazioni Maree (Tide Forecasting and Signalling Center) -which mainly has to supply an effective alarm service regarding the occurrence of important or extraordinary high (and ebb) tides [5] .
Forecasting the tide level is the most compelling task that the CPSM has to deal with. Mainly, this task is faced by means of statistical modelling. Currently, the CPSM has some multivariate regression models at its disposal, each of which is variously based on features regarding the tide level gauged at Venezia and the atmospheric pressure value gauged by more survey stations of the Adriatic sea and the Tyrrhenian one.
In this work we propose a new approach based on the the general local learning procedure by Bottou and Vapnik [1] , by considering the use of a fuzzy method for the selection of closest patterns from the data set and of Support Vector The rest of this paper is organized as follows. Section II shows the fuzzy approach to pattern selection. Section III describes the MC linear regressor baseline forecaster, while Section IV presents the base learners and their ensembles we have used in our approach. In Section V we present the data set and the methods we have used in the experimental validation, the results we have obtained and their discussion. Section VI draws the conclusions of the paper.
II. FuzzY APPROACH TO PATTERN SELECTION
As discussed in [1] , the performances of learning algorithms (e.g., neural networks, Support Vector MachinesSVMs) can be satisfactorily increased if the set of learning data is properly selected. In particular, the concept of local learning is strongly advised and suggested. The local learning approach proposed by Bottou and Vapnik is based in the following procedure [1] :
For each test pattern: 1) Select the k closest patterns from the data set; 2) Train a learning machine using the above selected patterns (local learning); 3) Apply the above trained learning machine to predict the test pattern. Such approach has been demonstrated to be very efficient for learning in non-homogeneous domains, such as the case of our data set. The main idea consists, given the actual pattern, in the selection of a suitable subset of all the data set. The dimension of such subset needs to be not so large in order to reduce as most as possible the learning time at each step, and at the same time, sufficiently representative for the capacity of the learning system. In such a way, the trade-off between capacity and number of patterns can be optimized. In this case study, we focus the attention to the forecasting problem of the tide over a time window of (at most) 48 
IV. BASE LEARNERS AND ENSEMBLES
As base learners, we have used linear SVM [7] for regression implemented in R [10] through the function svm of package e1071. The implementation is the porting of Chang and Lin code [4] , [6] .
We used also ensemble methods [12] aggregating the output of a set of base learners and can increase generalization on the same data set, as they can boost margins, reduce variance, and also bias. The ensemble methods we have considered are the Bagging [2] and the Adaboost [9] algorithms that are based on data set re-sampling. We From the entire data set we considered two forecasting problems, namely VEN-TIDES and VEN-TIDES*. In the first one we considered the forecast of 500 randomly selected tide levels (test set). As the training set for VEN-TIDES we used the set of 51266 3-hours patterns. Then we concentrated on the more challenging problem VEN-TIDES* of forecasting 80 tide levels corresponding to exceptional periods with high tide and sea variabilities (test set). As training set for VEN-TIDES* we used all the 154819 1-hour patterns in which the pressure value for the first hour is used as well as for the second and third hours.
We decided to implement forecasters with the temporal horizons 1, 2, 3, 6, 12, 24, and 48 hours for the first forecasting problems, and with the temporal horizons 1, 2, 3, 6, 12, and 24 hours for the second forecasting problems.
The forecaster are based on SVM for regression with cost c = 1 and insensivity epsilon-tube with E = 0.1 and on their Bagging and AdaBoost ensembles.
In order to implement the proposed local learning approach, we used as proximity relation the fuzzy distance illustrated in Section II, using the following thresholds: 20
Horizon sdE ME max E min E MAE Model (h) (cm) (cm) (cm) (cm) (cm) Note that the for a successful implementation of the local learning we must find the optimal value of k, i.e., we must find a value of k trading off between generalization and learning speed (cardinality selection procedure).
It is worth noting that the local learning allows us to implicitly implement a model selection approach of Leave One-Out type, both for the training of the learning machine, and for its validation on the available data set.
For the cardinality selection task we used the following performance indexes:
* Standard Deviation of the Error: 
. Maximum Error:
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n where Ei is the difference between forecasted and true tide level on the i-th pattern and n is the cardinality of the test set.
B. Results and discussion
The results with the proposed local learning approach and linear SVMs for problem VEN-TIDES are reported in Table I, and Fig. 1(a) and (b) show the scatter plots and the linear regression lines for temporal horizons of 2 and 12 hours. These performances seem to be quite promising.
In Table II we report the results obtained on the selected temporal horizons by the baseline forecaster MC in the VEN-TIDES* problem.
The results obtained on the same problem, using the proposed local learning approach with fuzzy selection of patterns and SVM are reported in Table III . For each different temporal horizons and for each one we performed cardinality selection by testing different values of k (see Fig. 2 ). The results are good and compare very favorably with those of MC. Fig. 1(c) shows the scatter plot and the linear regression line for a temporal horizon of 2 hours.
In Table IV some preliminary results of SVM ensembles using Bagging and Adaboost are presented (the parameter n represents the number of SVM base learner used in each ensemble). No significant improvements with respect the single SVM are noticeable. Sometimes the Bagging algorithm obtains a greater value of sdE than Adaboost, but gives a slighter better value for minE, maxE, and ME. Fig. 1(d) shows the scatter plot and the linear regression line for a temporal horizon of 6 hours.
The software has been developed in R language [10] , and special attention has been payed to its optimization. On a Pentium IV at 1.9 Ghz, the forecasting of an event using the local learning approach and a SVM base learner costs less that ten seconds, even when we select about 1000 nearest neighbors, and about ten seconds more for the compilation of the training set. As a consequence the actual implementation of the systems, allows its utilization on-line for tide forecasting, even using ensembles of SVM. In this work we propose a new approach to the learning of tide level time series based on the the general local learning procedure of Bottou and Vapnik [1] , by considering the use of a fuzzy method for the selection of closest patterns from the data set where the locality component is represented by a suitable triangular fuzzy membership function with one parameter (the amplitude) dynamically adjusted in such a way that the neighborhood includes a significant number of similar sampled patterns. We made use also as learners of Support Vector Machines and of their ensembles based on Bagging and AdaBoost.
We performed an extensive experimental assessment using a time series on the period from January 1, 1966 to December 31, 1990, from which we obtained a data set of 153819 valid patterns 75 dimensions. The obtained forecasts of 500 randomly selected tide levels seem to be quite promising. Good performances are also noticed for forecasts of a set of 80 tide levels corresponding to exceptional periods with high tide and sea variabilities. The obtained forecasts of 80 selected tide levels compare very favorably with those of the baseline linear regressor model MC.
