Abstract. New lower bounds for three-and four-level designs under the centered L 2 -discrepancy are provided. We describe necessary conditions for the existence of a uniform design meeting these lower bounds. We consider several modifications of two stochastic optimization algorithms for the problem of finding uniform or close to uniform designs under the centered L 2 -discrepancy. Besides the threshold accepting algorithm, we introduce an algorithm named balance-pursuit heuristic. This algorithm uses some combinatorial properties of inner structures required for a uniform design. Using the best specifications of these algorithms we obtain many designs whose discrepancy is lower than those obtained in previous works, as well as many new low-discrepancy designs with fairly large scale. Moreover, some of these designs meet the lower bound, i.e., are uniform designs.
Introduction
Proposed in [7, 13] , the uniform design has been widely applied in manufacturing, system engineering, pharmaceutics and natural sciences. Many construction methods for uniform designs have been proposed, including the good lattice point method ( [7, 13] ). In general, the previous methods only provide an approximation to the uniform design. The quality of this approximation is often considered as unsatisfactory. More recently, two new construction methods have been applied, i.e., construction via combinatorial design and construction by stochastic optimization. The first method utilizes the properties of various combinatorial configurations as well as construction techniques frequently used in design theory to obtain uniform designs without any computation (see, for example, [2, 3, 10, 11] ). Thus, this method can be used to obtain certain infinite classes of uniform designs. But due to the nonexistence of combinatorial configurations, there will always be many constraints to the parameters of the designs. When these constraints are not satisfied, the construction will fail. In this sense, the stochastic optimization approach appears advantageous. Given arbitrary parameters, we can always generate a low-discrepancy design by implementing an effective algorithm. Up to now, the threshold accepting algorithm is most frequently used to construct uniform designs (see, for example, [4, 5, 6, 15] ). However, due to the high computational complexity of the uniform design problem and the resulting computational burden, this stochastic optimization approach has been limited to finding uniform designs with fairly small scale. In this paper, we present a new combinatorial optimization approach named balanced-pursuit heuristic, which combines knowledge about certain combinatorial properties of low-discrepancy designs with a general heuristic optimization framework. We compare several modifications of this algorithm and the threshold accepting heuristic in order to identify optimal specifications of the algorithms. Finally, we assess the relative performance of both approaches for different settings and provide new low-discrepancy and uniform designs for the threeand four-level case.
The uniform design is a type of "space filling" design for computer experiments ( [1] ), but if we restrict the design to certain lattice points, the uniform design can also be utilized as a fractional factorial design. Up to now, most of the existing uniform designs are based on the U -type designs. A U -type design U (n; q m ) of n runs and m factors with q levels corresponds to an n × m matrix X = (x 1 , . . . , x m ) such that each column x i takes values from a set of q elements, say {1, 2, . . . , q}, equally often. We use U(n; q m ) to denote the set of all U (n; q m ) designs. Applying a map f : l → 2l−1 2q , l = 1, . . . , q, to the n runs of a design U (n; q m ), we can obtain n points in the canonical experimental domain C m = [0, 1) m . The transferred design will be denoted byŨ (n; q m ), and the set of all such designs will be denoted byŨ (n; q m ). The correspondence f between U(n; q m ) andŨ(n; q m ) is obviously one-to-one and linear.
For uniform designs, the measure of uniformity is important. Historically, the star discrepancy has been used first, e.g., in quasi-Monte Carlo methods (or numbertheoretic methods) and in uniform design theory (see [7] and [12] ). The L pdiscrepancy provides a generalization of this concept. However, [8, 9] pointed out that the L p -discrepancy exhibits some weakness and further proposed several modifications of the L p -discrepancy. Among those, the centered L 2 -discrepancy (CD 2 ) is the most important and attractive one.
Let P be a set of n points in C m . Then, the centered L 2 -discrepancy is defined as follows:
where u is any nonempty subset of the coordinate indices {1, 2, . . . , m}, |u| denotes the cardinality of u, C u is the |u|-dimensional unit cube involving the coordinates in u, N (P ∩ A) denotes the number of points of P falling in A, x u is the projection of x ∈ P onto C u , and J w (x u ) is the hyper-rectangle in C u containing the points between x u and the nearest vertex of C u . An analytical expression for CD 2 (P) is given by [8] . Using this result and the definitions 1 we obtain (see also [5] )
Furthermore, let
Then, (1.1) can be rewritten as
In passing, note that σ i provides the negative of a measure of the distance of x i from the central point ( 2 ), while the σ ij provide information on pairwise distances between x i and x j .
Given the closed form expression for the centered L 2 -discrepancy in (1.3), the application of stochastic optimization algorithms appears feasible. However, we provide two additional results which increase the efficiency of any local search optimization heuristic in this context. First, from (1.3) it is possible to obtain a formula for a local update of the objective function if only some elements of the design are modified. Second, for the cases of three-and four-level designs, we provide lower bounds for their discrepancy. Thus, it becomes possible to prove that a low-discrepancy design is a uniform design in its proper sense, i.e., has minimal discrepancy.
The paper is organized as follows. Focused on the special cases for levels three and four, Section 2 presents lower bounds for the centered L 2 -discrepancy on the set of U -type designs, and also analyzes the combinatorial properties of a U -type design achieving these lower bounds. Based on these combinatorial properties, Section 3 introduces the balance-pursuit heuristic in detail and discusses several modifications of this new algorithm and the threshold accepting heuristic. In particular, we study several neighborhood structures on the search space of U -type designs. Section 4 provides a comparison of the performance of the different approaches and computational results. The final section summarizes our main findings and suggests possible extensions for future research. . Thus, for three-level designs the formula for (CD 2 (P)) 2 can be simplified to
where
For a further analysis of the above expression, we first discuss the property of the function f (x) = .
So f (x) is strictly decreasing on (−∞, x 1 ], and strictly increasing on [x 1 , ∞). Moreover, it is easy to see that lim x→−∞ f (x) = 0 and lim x→∞ f (x) = ∞. For the case x 1 ≤ 0, we will have f (y 2 ) < f(y 1 ) for any 0 ≤ y 2 < y 1 , while for the case 0 < x 1 , we can plot a graph of f (x) as provided in Figure 1 . Note the point M with coordinates (x µ , f(x µ )) indicated in Figure 1 . The function f (x) has the same value at M as at x = 0, i.e., f (x µ ) = f (0). Consequently, for any y 1 ≥ x µ and 0 ≤ y 2 < y 1 , we will always have f (y 1 ) > f(y 2 ). Now, we are in a position to prove the following two theorems. Proof.
is a constant for any U -type design U (n, 3 m ), from the arithmetic and geometric mean inequality, it is straightforward to show that
) γ , and the equality can be achieved if and only if
It suffices to prove that [−2( and
Theorem 1 can only deal with the situations when µ and γ are both integers. For the more general case, the following theorem holds.
9(n−1) , and denote n µ = (µ + 1)n − 2mn 3
and n γ = (γ + 1) − n γ γ ij 's take the value γ + 1.
The technique to prove Theorem 2 is essentially the same as that for Theorem 1. However, note that when γ 1 ≥ µ + 2 ≥ µ ≥ γ 2 ≥ 0, we will also have γ 1 − 1 ≥ µ and 0 ≤ γ 2 ≤ γ 1 − 1. Similarly, it is easy to prove that when n γ γ ij 's take the value γ and
According to the property of f (x), the condition f (µ) ≥ f (0) is trivial when the zero point of
dx , x 1 , is less than or equal to zero. When x 1 > 0, the condition f (µ) ≥ f (0) is actually a constraint to m and n. In Table 1 , we list the smallest m which satisfies the constraint for different given (small) values of n. Table 2 provides the numerical values of the lower bounds for some three-level designs where this requirement holds.
Remark. When the condition f (µ) ≥ f (0) is not satisfied, then Theorem 2 is not valid. For example, for n = 12 and m = 10, when all γ ij 's take 1 or 2, and all γ i 's take 6 or 7, the CD 2 value is 0.312198. However, there does exist another U (12; 3 10 ) with CD 2 value 0.311965. Now, consider the four-level case. Similar to the three-level case, the expression α . Consequently, the analytical expression (1.1) can be simplified to
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. . , m}. Similar to the three-level case, we can make use of the arithmetic and geometric mean inequality to prove that the lower bound of 
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Utilizing the same technique as in the case of q = 3, we define a function 
The lower bound can be obtained if and only if n µ γ i 's take the value µ, n − n µ γ i 's take the values µ + 1, and all γ ij 's take the value eδ, for i = j.
The condition f * (µ * ) ≥ f * (0) imposes a constraint on m and n. Table 3 lists the smallest m, which satisfy the constraint for different (small) values of n. The numerical values for some four-level designs are provided in Table 2 . Theorems 1-3 provide lower bounds for uniform designs with three and four levels, respectively, which can serve as benchmarks for judging the quality of a Utype design with regard to the centered L 2 -discrepancy CD 2 . Besides serving as a benchmark, these theorems also provide a direct characterization of U -type designs which are uniform designs. In fact, the above discussion has shown that under certain conditions, when the distributions of certain variables become as even as possible, the CD 2 value of the design can be expected to achieve the minimum. We will use this result in the next section when introducing a new optimization algorithm named balance-pursuit heuristic. Instead of using a purely stochastic search approach like threshold accepting, this new algorithm uses a more guided search. Consequently, it is expected to provide fast approximations to uniform designs. We also compare its performance with different versions of the threshold accepting algorithm to find out when we can expect a better performance.
Balance-pursuit heuristic algorithm
The threshold accepting heuristic has been successfully applied to generate lowdiscrepancy and uniform designs [4, 5, 6 ]. In particular, many known uniform and almost uniform designs, especially those listed on the web site http://www.math. hkbu.edu.hk/UniformDesign/, have been obtained by using several implementations of threshold accepting. The introduction of new lower bounds in Section 2 for the CD 2 -discrepancy for the three-and four-level cases allows us to extend the analysis to these cases and to evaluate new designs.
However, the results presented in the previous section also provide information about the characteristics of low-discrepancy and uniform designs. Thus, it might be helpful to use this information for a different optimization approach. While the previous implementations of the threshold accepting algorithm use a random approach for generating new candidate solutions, efficient use of the additional information might result in a more directed search. This idea is implemented in a new algorithm named balance-pursuit heuristic which is also a sequential procedure. However, new candidate solutions are generated taking into account the conditions for uniform designs provided in Theorems 1-3. This approach will be discussed in more detail in Subsection 3.2.
In this section, we introduce and discuss several modifications of threshold accepting and the balance-pursuit heuristic. The following section provides a comparison of the performance of these different implementations depending on the size of the designs under study and the number of iterations, i.e., the computational resources used.
3.1. Lower bounds. All algorithms considered are local search heuristics, but differ in the method for generating new candidate solutions and the acceptance criterion. The pseudo-code of a prototype local search heuristic is provided in Algorithm 1. The algorithm starts with a randomly generated U -type design D c . Then a finite large number, say τ , is used to determine the number of iterations performed during a single optimization run. The algorithm stops as soon as the lower bound is reached (step 4). Given that the lower bound cannot be obtained for all parameters, and since a good approximation might be sufficient for many applications, step 4 of the algorithm could be replaced by a relaxed condition, e.g., D min > (lower bound) × 1.01, to allow for deviations of up to one percent. In both cases, the knowledge about the lower bound helps to reduce computational time if a new should also be a U -type design. Therefore, generating new candidate solutions is equivalent to imposing a neighborhood structure on the search space U(n; q m ). In Subsection 3.2 we will discuss several neighborhood structures and show how the findings from Theorems 1-3 translate to such structures. Closely related to this issue is the idea of local updating of the objective function when comparing the discrepancy of two candidate designs. This issue will also be discussed in the following subsection, while Subsection 3.3 is devoted to the different acceptance criteria and implementation details related to it. Algorithm 1 Pseudo code for prototype local search heuristic. All three requirements can easily be fulfilled by selecting one or more columns of D c and exchanging two elements within each selected column. Then, the first condition is satisfied by construction. The second condition is also obviously fulfilled if the number of exchanges is limited to a low number relative to the size of the design.
For the third condition, assume that D new is obtained from D c by exchanging the elements in rows i and j of column k. We know that the centered L 2 -discrepancy can be expressed as a function of the sum of the σ ij 's and the σ i 's as defined in equation (1.2). Now, for a single exchange of two elements in the selected column, there are altogether 2(n − 2) σ ij 's and two σ i 's which have to be updated. Suppose in column k the elements in rows i and j are exchanged. Then for any row l other than i or j, denoteσ il andσ jl as the new distances between row pair (i, l) and row pair (j, l), and denoteσ i = −σ
as the new distances of the single rows i and j from the centered point (1/2, 1/2, . . . , 1/2). Theñ 
If more than one column are exchanged, i.e., k = k 1 , . . . , k n , then replace The neighborhood definitions used in this paper for the different version of the threshold accepting heuristic and the balance-pursuit heuristic differ in the selection of rows i and j for the exchange in a given column k. We consider seven different cases:
random ("rnd"): randomly select i, j; preselection 1 ("ps-1"): w i = l =i σ il ; select i s.t. arg max i (w i ) and j s.t.
arg min j (w j ); preselection 2 ("ps-2"): w i = σ i ; select i s.t. arg max i (w i ) and j s.t.
arg min j (w j ); roulette wheel ("rw"): w i = l =i σ il ; select i with probabilities based on w i ; select j with probabilities based on w −1 i ; strict roulette wheel ("srw"): w i = l =i σ il ; select i with probabilities based on (w i − min(w)); select j with probabilities based (w i − max(w)) −1 ; preselection 3 ("ps-3"): find pair(s) where σ il is maximal and where σ jι is minimal; select i and j; mixed preselection ("ps-mx"): in each iteration, one of the preselection methods ps-1, ps-2, and ps-3 is randomly chosen.
In previous applications of threshold accepting to uniform design problems, in general, the rows i and j have been chosen randomly ("rnd"). For the current application, we also consider the use of additional information about search directions which might be more promising. Based on the results provided in Theorems 2 and 3, for the cases q = 3 and 4, respectively, we define three preselection methods. The two guided preselection methods ps-1 and ps-3 aim at a uniform distribution of the γ ij 's, while the preselection method ps-2 targets the distribution of the γ i 's. Taking into account that σ ij = 
represents the distance of a single row i from the central point (1/2, 1/2, . . . , 1/2) .
The preselection method "ps-1" is called "single row with maximal and minimal sum of distances". Based on the distances for all pairs of rows of the current design D c , we identify a single row with maximal and another single row with minimal sum of distances, say row i and row j. This means l =i σ il is maximal and l =j σ jl is minimal among l =ι σ lι , ι = 1, . . . , m. The preselection method "ps-2" is called "single row with average distribution". Then, the rows with maximal and minimal σ i 's, respectively, are selected. Since these rows are not unique, the neighborhood becomes larger by admitting any row with maximal or minimal σ i 's, respectively.
Since the preselection methods "ps-1" and "ps-2" define rather small neighborhoods, we also consider two mixed cases, where the selection of rows i and j, though being random in principle, is biased in favor of row pairs satisfying the condition of the method preselection 1. These "roulette wheel" methods differ only by including ("rw") or excluding ("srw") the "worst" pair of rows.
The preselection method ps-3 is called "maximal and minimal distances of row pairs". Denote by (i, l) and (j, ι) the two row pairs with maximal and minimal distances (σ ij ) for the current design D c . Then, the candidate rows are i and j. In passing, note that the argument is symmetric in i and l as well as in j and ι.
For all neighborhood selection methods, the selection process of i and j plus the random choice of k are repeated until the obvious condition for a change, x ik = x jk , is met. A straightforward extension for all neighborhood definitions consists of allowing for exchanging entries in more than one column. Again, this leads to larger neighborhoods, which should be considered in particular for larger designs.
Of course, for the construction of neighborhoods, we are not restricted to using only a single of these methods. Instead, several methods can be combined, e.g., by randomly selecting out of a set of methods in each iteration as proposed for the mixed preselection method ("ps-mx"). This corresponds to forming larger neighborhoods. We will come back to this argument in Section 4.
3.3. Acceptance. In each iteration, the algorithm will generate a new candidate solution D new in the neighborhood of the current solution D c (step 5). If this new candidate solution results in an improved value of the centered L 2 -discrepancy, i.e., if ∇ < 0, the new candidate solution becomes the current solution according to the first argument in step 7 of the prototype Algorithm 1. However, a simple greedy method accepting only improvements of the objective function will typically get stuck in a local minimum of poor quality unless the neighborhoods are defined very large. Thus, step 7 also provides a second option for accepting D new even if it corresponds to an impairment of the objective function. Again, we consider two different approaches:
TA ("TA"): In the threshold accepting implementation, a threshold sequence is initialized. The value of this sequence, which is reduced on a regular basis, determines to what extent a worsening of the objective function is accepted in the acceptance step (step 7). For the present application, we use a geometric threshold sequence, which is determined by the initial and the terminal threshold value. Furthermore, with a low probability, the elitist solution, i.e., the design D min , is reinforced.
Greedy with mutation ("Greedy"): A less complicated acceptance criterion is used for the second method, which is a nearly strict downhill search, when almost exclusively improvements are accepted in step 7, while impairments are accepted with a rather low probability in order to keep a chance to escape a poor quality local minimum.
While the second method is already completely described by adding a value for the number of iterations τ , which takes on values from 1 000 to 500 000 in our computational experiments, we have to provide some additional information on the threshold sequence for Threshold Accepting. For finding a reasonable threshold sequence, several approaches have been discussed in the literature [14] . One has to take into account that the typical size of local changes ∇ in the fitness function depends strongly on the neighborhood definition. Thus, a standard approach consists of generating a large set of random designs plus a neighboring design according to a given neighborhood definition. Then, calculating the ∇'s for these pairs and evaluating their distribution can provide a first idea. In a next step, different initial values and terminal values (which were considered reasonable based on these ∇'s) were tested, and eventually the values T 0 = 0.01 and T τ = 0.00001 were chosen for the initial and terminal threshold, respectively. The threshold is lowered geometrically after every 200 iterations by a factor such that the terminal value is met for the last 200 iterations. Finally, the reinforcement of the elitist, the elitist principle, is implemented for the threshold accepting algorithm as follows. If a change has been rejected in step 7, then with a low probability π ε the current solution is replaced with the best solution found so far. Though the algorithm appears rather insensitive to its value, preliminary tests suggested that π ε = 0.000005 is a reasonable general value. Ideally, π ε ought to be adjusted for different numbers of iterations and problem size-yet this idea was abandoned for the sake of simplicity. Also, note that π ε is very low and that in many runs the current solution is never replaced with the elitist; this applies in particular for the runs with a low number of iterations.
Comparison of methods and results
In order to analyze the performance of the algorithms using different neighborhood definitions and acceptance criteria, we first concentrate on two examples, i.e., the designs U (39; 3 10 ) and U (99; 3 10 ) for which a total of approximately 3 000 and 4 000 runs were performed, respectively. The implementation for this comparative study was done in Matlab R13 on Pentium IV 2.7GHz machines. A more comprehensive set of designs has been analyzed using those methods which appeared most attractive in this comparison. These results for the three-and four-level cases are reported in Subsection 4.2. Detailed up-to-date information on designs can be found on the web site http://www.math.hkbu.edu.hk/UniformDesign/. Acceptance criteria. As described earlier, we consider two alternative acceptance criteria in the search process: While "Greedy" has a strict preference for improving steps and allows for mutations (i.e., possible impairments) only with a very low probability, TA is more tolerant towards impairments as long as they do not exceed a certain level. This implies that TA accepts more changes during the search process which demand more CPU time as updates are time costly, as Figure 2 illustrates. It plots the mean computational time (in seconds) across neighborhood definitions for both acceptance criteria for different numbers of iterations τ . Three observations are worth noting. First, computational time grows at a linear rate with the number of iterations. Second, the computational time is hardly affected by the size of the design under consideration. However, in order to obtain results of similar quality, it might be necessary to increase the number of iterations with the size of the design. As long as this increase is linear or polynomial in the size of the design, the computational complexity of the algorithm remains linear or polynomial, respectively. Third, the additional computational load of TA relative to the Greedy strategy appears to be an almost constant factor (note that the computational time is plotted on a logarithmic scale). Another advantage of the Greedy strategy is that it has a good chance of identifying an optimum within the current neighborhood as it follows a downhill search strategy. Hence, when the number of iterations, i.e., the CPU time, is limited, then Greedy can be expected to find better results than TA. If, however, there is sufficient CPU time, TA turns out to find better results eventually, as it is better suited to escape local optima. TA therefore benefits more from an increase in CPU time than the Greedy acceptance criterion does. the square of the CD(P)'s of the respective current designs in the course of 100 000 iterations from two specimen runs. In passing, note that for either algorithm, the last iteration's design need not be the optimal solution found in this run, D min , and that D min is eventually reported. Consequently, there exists a critical amount of computation time, when TA begins to outperform the Greedy approach. The larger the problem size, the higher this critical time is, while for smaller problems, TA finds better results even when the number of iterations is very small (see Figure  4 ). This figure plots the best found solution for the two acceptance criteria against computation time. The critical time for the smaller problem instance U (39; 3 10 ) appears to be about one minute, while this value increases to about 10 minutes for the larger problem instance U (99; 3 10 ).
Guided and random search. The suggested neighborhood definitions follow different concepts. While the preselection methods make use of the characterization of uniform designs in Theorems 1-3 in order to derive a search direction, others incorporate stochastic components or are perfectly random. The effect of these neighborhood concepts on the search process is rather diverse. While the random selection ("rnd") requires almost no computational cost, methods that have to evaluate the current situation are of higher computational complexity and therefore take longer. Also, methods where a search step comes with rather low changes in the objective function need more interim update steps which, too, has a negative effect on the computational complexity. Figure 5 (a) illustrates this for the U (99; 3 10 ) design and 500 000 iterations-along with the aforementioned effect that TA accepts more updates and therefore needs additional time.
The more important aspect, however, is how these preselection methods affect the quality of the results. As can be seen from Figure 5 , methods tend to be less reliable the stronger their deterministic component is. Both acceptance criteria have a preference for downhill moves. If this preference is combined with a preselection method that also suggests (supposed) downhill moves, then chances are that the search gets stuck once a local optimum has been reached. In particular, for preselection methods ps-1 and ps-2, the found solutions are on average worse than those of the other methods ( Figure 5(c) ). Also, the standard deviation of their reported solutions is very high (Figure 5(d) ):
3 once they have converged to a local optimum, these two methods have problems escaping them again. Hence, the Figure 5 . Results for the U (99; 3 10 ) design and 500 000 iterations quality of the found solution depends highly on the initial solution of the search process. Apparently, these problems become more evident when TA is used rather than Greedy. One reason might be that the (absolute) values for ∇ are smaller than for other selection methods; with equal threshold sequence, TA will then accept more downhill moves than with methods with large (absolute) values for ∇. This higher acceptance rate therefore increases the computational time and has a negative effect on convergence. Hence, for these particular selection methods the threshold sequence ought to be reconsidered. When there is a higher stochastic component in the selection method, then the average results become better and more stable. This supports the view that a neighborhood search strategy should consider not only downhill, but also uphill moves. This is all the more true for rough and demanding solution spaces than for this problem. Both acceptance criteria benefit from stochastic components in the selection step. At the same time, it can also be seen for TA that introducing a preference for search steps that supposedly improve the solution (such as the methods ps-1 and ps-2) merely increases the CPU time, but has not necessarily a positive effect on the quality of the found solutions. TA exhibits a rather poor convergence behavior with preselection methods ps-1 and ps-2. Partially, this negative effect could be reduced by introducing refined threshold sequences for this selection method; nonetheless, the achievable improvements appear limited. On the other hand, TA works its best when there is a high degree of randomness in the preselection method: the "rnd" as well as the "rw" and "srw" preselection methods all report good and stable results.
The positive effect of the stochastic component also explains why preselection method ps-3 performs better than methods ps-1 and ps-2: In most cases, there is not a single, but a number of pairs for σ il that share the same maximal (or minimal) value. Hence, this method often makes a stochastic selection. Also, for the mixed strategy, where in each iteration step one of the preselections ps-1, ps-2 or ps-3 is performed, it is eventually those steps where ps-3 is chosen that contribute the most. These findings are confirmed by the results from the second test design with 39 rows. As can be seen from Figure 6 , a random selection with even a very low number of iterations is able to find better results than a strict deterministic selection rule (in particular preselection 1, yet also the mixed preselection). The results for other designs considered in detail, including four-level designs U (n, 4 m ), look similar; a presentation can therefore be left out; results are available upon request. Nevertheless, the difference between the pure random selection and the mixed preselection strategy is not very important. Thus, it cannot be excluded that for different design parameters, the ranking might change. Therefore, for the further calculations on an extended set of three-and four-level designs, we consider both the TA algorithm with the pure random selection and the greedy algorithm with the mixed preselection method.
Improved results.

Comparison with existing results.
There are many low-discrepancy designs listed in the web site http://www.math.hkbu.edu.hk/UniformDesign/ at this time. Those designs have been obtained by implementing the threshold accepting algorithm. However, by implementing our new specification of the TA algorithm and the greedy balance-pursuit algorithm with the mixed preselection strategy, we find that many of these designs can still be improved. Note that most of these improved designs do not satisfy the constraint on m and n which ensures the condition f (µ) ≥ f (0). So the lower bounds of (2.3) and (2.5) are not valid here, but when the distribution of distances between distinct rows σ ij 's becomes even, the discrepancy of the design is still hoped to be lower.
The results for q = 3 summarized in Table 4 have been obtained from independent runs with the Greedy and the TA acceptance criterion. The former approach was implemented in C++ using the Visual Studio environment, the latter using Matlab R13. Some of the algorithms' parameters may differ from those used for comparison in the previous sections, as altered values for the threshold
Conclusion and discussion
In this paper, we investigate the analytical expression of the centered L 2 -discrepancy in depth. This analysis provides new lower bounds for three-and four-level Utype designs. Furthermore, these results can be used to characterize low discrepancy designs and to use this characterization for a guided selection of the search direction in optimization heuristics. We compare the performance of a search heuristic based on these findings, called balance-pursuit heuristic, with a multipurpose implementation of the threshold accepting algorithm. Although the guided search does not always outperform the threshold accepting approach, the quality of its results is often similar. In particular, when the computational time is small compared to the design size, the novel approach might be preferred.
We use both the new algorithm and a modified threshold accepting implementation to search for low-discrepancy or even uniform three-and four-level designs. It turns out that quite often we can improve on previous solutions. For the three-level case, we can even obtain many new uniform designs.
Given that the idea for the construction of the lower bounds and the balancepursuit approach is valid for higher level designs as well, future research will concentrate on generalizing our results for designs with more or even arbitrary levels.
