We develop tail probability bounds for matrix linear combinations with matrixvalued coefficients and matrix-valued quadratic forms. These results extend well-known scalar case results such as the Hanson-Wright inequality, and matrix concentration inequalities such as the matrix Bernstein inequality. A key intermediate result is a deviation bound for matrix-valued U -statistics of order two and their independent sums. As an application of these probability tools in statistical inference, we establish the consistency of a novel bias-adjusted spectral clustering method in multi-layer stochastic block models with general signal structures. arXiv:2003.08222v1 [math.ST] 
Introduction
With the fast development of modern data acquisition technology, it is more common to have data sets with matrices as basic measurement units. One example is network data, where the data consists of a matrix recording the interaction among a set of individuals [17, 26, 13] . Another example is brain imaging, where the data matrix measures the spatiotemporal signal of brain activities [22] . In many applications, it is possible to have multiple realizations of such data matrices, such as networks measured at different time points [38, 16] , and brain imaging measured with repetition under potentially different tasks and/or for different subjects [35] .
An important first step in analyzing such matrix-valued data is to understand the behavior of the measurement errors, which now come in matrix form. In the simplest case, such noise will be a matrix with independent entries, and we would like to find good upper bounds for its spectral norm. Many nice and interesting results have been obtained under various settings, such as random matrix theory [3] , eigenvalue perturbation and concentration theory [11, 27, 20, 18, 8] , and matrix deviation inequalities [4, 36] . The matrix Bernstein inequality and related results [32] are applicable to linear combinations of such simple noise matrices with scalar coefficients. Some recent statistical inference problems, such as multi-layer network analysis, require more general results that are not offered by existing literature. In this paper, we extend matrix concentration inequalities in two directions. First, we provide upper bounds for linear combinations of simple noise matrices with matrix-valued coefficients. This can be viewed as an extension of the matrix Bernstein inequality to allow for matrix-valued coefficients. Second, we provide concentration inequalities for sums of matrix-valued quadratic forms, extending the scalar case known as the Hanson-Wright inequality [14, 31] in several directions. A key intermediate step between the linear and quadratic cases is a deviation bound for matrix-valued U -statistics of order two.
As an application of these more general matrix concentration results, we show how they can be used to develop and understand new spectral clustering methods in multi-layer stochastic block models. The stochastic block model [15, 12] is a popular prototypical probabilistic model for network data with community structures, and has been the focus of much research activity in the past decade [7, 1] . Recently, multi-layer stochastic block models have emerged in various fields, including transportation, neural biology, internet [33] , social science [28] , and bioinformatics [19] . While there have been a few works on the consistency of various methods for multi-layer stochastic block models [29, 30, 6] , it is unclear how the availability of multiple layers affects the hardness of estimation in general scenarios. For a network with n nodes, the single layer result says it is possible to achieve consistent clustering if and only if the average node degree diverges as n increases, assuming other aspects of the model are simple and fixed. For a multi-layer stochastic block model with L layers, most existing theory can prove consistency if the total degree summed over all layers diverges, but under the additional assumption that the community-wise connectivity matrix of each layer is positive definite. In an effort to relax this assumption, [19] established consistency when the summed degree is at least L 1/2 up to a small poly-logarithmic factor, but with a computationally challenging least squares estimator. We show that a novel bias-adjusted spectral method can achieve consistent clustering under a similar degree requirement.
Notation. For a matrix M , M j· denotes its jth row in the form of a column vector. M q,∞ = max j M j· q for q ∈ [1, ∞), and M ∞ is the maximum entry-wise absolute value. When M is symmetric with eigen-decomposition j λ j u j u T j , let |M | = j |λ j |u j u T j . Let e i be the i-th coordinate unit vector, the length of e i will depend on the context. For two symmetric matrices A and B, A B means that B − A is positive semidefinite. In the statement of the theorems and their proofs, we use C to denote a universal constant whose value may vary from line to line but does not depend on any of the model parameters.
Matrix Linear Combinations and Quadratic Forms
We consider a sequence of independent matrices X 1 , . . . , X L with independent zero-mean entries. The goal is to provide upper bounds for operator norms of linear combinations of the form X H and quadratic forms X G X T , where {H : 1 ≤ ≤ L}, {G : 1 ≤ ≤ L} are sequences of non-random matrices. Our results also cover the symmetric case where each X has independent diagonal and upper diagonal entries.
Concentration inequalities usually require tail conditions on the entries of X . A standard tail condition for scalar random variables is the Bernstein tail condition.
The Bernstein tail condition leads to concentration inequalities for sums of independent random variables [34, Chapter 2]. Since we are interested not only in linear combinations of X 's, but also the quadratic forms involving X G X T , we need the Bernstein condition to hold for the squared entries of X 1 , . . . , X L . Specifically we consider the following three assumptions.
whereX is an independent copy of X .
There are two typical scenarios in which such a squared Bernstein condition in Assumption 2 holds. The first is the sub-Gaussian case: If a random variable Y satisfies the sub-Gaussian condition Ee Y 2 /σ 2 ≤ 2 for some σ > 0, then a simple derivation leads to EY 2k ≤ 2σ 4 (σ 2 ) k−2 k!, and hence Y 2 is (4σ 4 , σ 2 )-Bernstein. The second scenario is centered Bernoulli:
We require Assumption 2' in order to use a decoupling technique in establishing concentration of quadratic forms. One can show that if Assumption 2 holds then Assumption 2' holds with (v 2 , R 2 ) = (v 2 , R 2 ). However, when X ,ij 's are centered Bernoulli random variables with parameters bounded by p ≤ 1/2, then Assumption 2' holds with v 2 = 2p 2 and R 2 = 1, while Assumption 2 holds with v 2 = 2p and R 2 = 1, so that v 2 can potentially be much smaller than v 2 . For generality we will explicitly keep track of the Bernstein parameters in our results.
Linear combinations with matrix coefficients
We first present a result on linear combinations of matrices with independent and Bernstein tail entries.
Theorem 2.1. Let (X : 1 ≤ ≤ L) be a sequence of independent n × r matrices with zero mean independent entries satisfying Assumption 1, and H be any sequence of r × m non-random matrices. Then for all t > 0
A similar result holds, with t 2 /2 replaced by t 2 /8 and 2(m + n) replaced by 4(m + n) in (1), for symmetric X 's of size n × n with independent (v 1 , R 1 )-Bernstein diagonal and upper-diagonal entries and H of size n × m.
The proof of Theorem 2.1, given in Appendix A, combines the matrix Bernstein inequality [32] for symmetric matrices and a rank-one symmetric dilation trick (Lemma 2.2) to take care of the asymmetry in X H .
Definition 2 (Symmetric dilation). For an n × m matrix A, the symmetric dilation of A, denoted by D(A), is the (n + m) × (n + m) symmetric matrix
The symmetric dilation is a convenient tool to reduce singular values and singular vectors of asymmetric matrices to eigenvalues and eigenvectors of symmetric matrices. See Exercise II.1.15 of [5] and Section 2.6 of [32] for example. Here we will use a special case of rank-one dilations, whose proof is elementary and omitted. 
If n = 1 then n H T H ≤ H 2 F and the probability bound reduces to
Remark 2. When L = 1, the setting is similar to that considered in [36] . In the constant variance case (e.g., sub-Gaussian), v 
Matrix U -statistics and quadratic forms
Let
where the summation is taken over all pairs (i, j), (i , j ) ∈ {1, . . . , n} 2 . In this subsection we will focus on the symmetric case, because the bookkeeping is harder compared to the asymmetric case. The treatment for the asymmetric case is similar and the corresponding results will be stated separately in Section 2.3.
Because X has centered and independent diagonal and upper diagonal entries, a term in (4) has non-zero expected value only if (i, j) = (i , j ) or (i, j) = (j , i ) so that X ,ij X ,i j = X 2 ,ij . This motivates the following decomposition of S into a quadratic component with nonzero entrywise mean value
and a cross-term component with zero entry-wise mean value
It is easy to check that ES 2 = ES and ES 1 = 0. Intuitively, the spectral norm of S 1 should be small since it is the sum of many random terms with zero mean and small correlation, which can be viewed as a U -statistic with a centered kernel function of order two. This U -statistic perspective is indeed a key component of the analysis and will be made clearer in the proof. For a similar reason, S 2 − ES 2 should also be small. Hence the main contributing term in S should be the deterministic term ES 2 .
Define quantities
Theorem 2.3. If (X : 1 ≤ ≤ L) are independent n × n symmetric matrices with independent diagonal and upper diagonal entries satisfying Assumption 1 and Assumption 2'. Let (G : 1 ≤ ≤ L) be n×n matrices. Define S = X G X T and S 1 , S 2 as in (5) and (6). Then there exists a universal constant C such that with probability at least 1 − O((n + L) −1 ),
If in addition Assumption 2 holds, then with probability at least 1 − O((L + n) −1 ),
and consequently
The proof of Theorem 2.3 is given in Appendix A, where the main effort is to control S 1 . Unlike the linear combination case, the complex dependence caused by the quadratic form needs to be handled by viewing S 1 as a matrix valued U -statistic indexed by the pairs (i, j), and using a decoupling technique due to [10] . This reduces the problem of bounding S 1 to that of bounding X G X T , where (X : 1 ≤ ≤ L) is an iid copy of (X : 1 ≤ ≤ L).
The upper bounds in Theorem 2.3 look complicated. This is because we do not make any assumption about the Bernstein parameters or the matrices G . The bound can be much simplified or even improved in certain important special cases. In the sub-Gaussian case,
2 , the first term v 1 n log(L + n)σ 1 dominates. This reflects the √ L effect for sums of independent random variables. In the case G = G 0 for all and X are iid, we have
In other words, the signal is contained in ES 2 which may grow linearly as L, and the fluctuation from S 1 only grows at a rate of √ L.
In the Bernoulli case, the situation becomes more complicated when the variance v 1 is vanishing so that
In the simple case of G = I n , we have (7) may dominate the first term when nv 1 1. In this case we also have σ 2 = √ nL. Therefore it is also possible that the term √ v 2 σ 2 in (8) may be large. It turns out that in such very sparse Bernoulli cases, the bound on the fluctuation term S 1 can be improved by a more refined and direct upper bound for X X T = S . The details are presented in Section 2.4.
The asymmetric case
Let (X : 1 ≤ ≤ L) be independent n × r matrices with independent zero mean entries. Let G be r × r matrices. The decomposition of the quadratic form now becomes simpler:
is the mean-zero off-diagonal part and
is the diagonal part with possibly non-zero expected values on the diagonal entries.
Define
are n × r independent matrices with independent entries satisfying Assumption 1 and Assumption 2', then with probability at least 1 − O((L + n) −1 ),
for some constant C. If in addition Assumption 2 holds, then with probability at least
The proof follows largely the same scheme as in the symmetric case, with two notable differences. First, in the asymmetric case S 2 only has diagonal entries. So the bounds for S 2 − ES 2 andS 2 only involve σ 2 and σ 3 . Second, there is an additional term involving σ 1 in the bound of S 1 , which comes from the n H T H ∨ H 2 F term in Theorem 2.1, because in the asymmetric case it is unclear whether the maximum is achieved by the operator norm part or the Frobenius norm part.
Remark 3. When n ≥ r, we can drop the σ 1 term and the high probability upper bound on S 1 can be reduced to
Remark 4. In the special case of L = 1, n = 1, and K-sub-Gaussian entries, the proof of Theorem 2.4 can be modified to show that
which agrees with the Hanson-Wright inequality [14, 31] .
Sparse Bernoulli matrices
In this section we focus on the case where G = I n for all , and the X 's are symmetric with centered Bernoulli entries whose probability parameters are bounded by ρ. Here ρ can be very small. In this case Assumptions 1, 2 and 2' hold with v 1 = v 2 = 2ρ, R 1 = R 2 = R 2 = 1, v 2 = 2ρ 2 , and the matrices G satisfy
Ignoring logarithmic factors, the first part of Theorem 2.3 becomes
where the second term L 1/2 n 1/2 ρ 1/2 can be dominating when nρ is small and Lnρ is large. This is suboptimal since intuitively we expect that the main variance term L 1/2 nρ is the leading term as long as its value is large enough, which only requires nρ L −1/2 . Investigating the proof of Theorem 2.3, the term R 1 (v 1 nL) 1/2 σ 2 in (7) comes from the bound of H T H by H 2 , which is suboptimal in this special case and can be improved using a more refined argument.
Theorem 2.5. Assume G = I n for all 1 ≤ ≤ L and (X : 1 ≤ ≤ L) are symmetric with centered Bernoulli entries whose parameters are bounded by ρ. If L 1/2 nρ ≥ C 1 log 1/2 (L + n) and nρ ≤ C 2 for some constants C 1 , C 2 , then with probability at least 1 − O((n + L) −1 ),
for some constant C .
The proof of Theorem 2.5 is given in Appendix B. At a high level, the decoupling technique reduces the problem to controlling the operator norm ofS = X X T whereX is an iid copy of X . Instead of directly applying Theorem 2.1 with H =X , we instead shiftX back to the original Bernoulli matrix by consideringS = X Ã − X P , whereÃ is the original uncentered binary matrix and P = EÃ . Then Theorem 2.1 is applied to X P and X Ã separately, where the entry-wise non-negativity ofÃ allows us to use the Perron-Frobenius theorem to obtain a sharper bound for Ã 2 .
3 Bias adjusted spectral clustering for multi-layer stochastic block models
We demonstrate the application of the matrix concentration inequalities in the previous section by considering spectral clustering in multi-layer stochastic block models.
A network records the interactions among a collection of individuals, such as friendship, following and linking on social media, functional connectivity among brain regions, and gene co-expression. In the simplest form, a network can be represented by a binary symmetric matrix A ∈ {0, 1} n×n where each row/column represents an individual and the (i, j)-entry of A represents the presence/absence of interaction between the two individuals. In the Figure 1 : The connectivity matrices for each time period of the postnatal gene co-expression, with genes ordered by the estimated clusters. Tick marks denote the boundaries between the clusters. more general case, A ij may take values in R 1 to represent different magnitudes or counts of the interaction. We refer to [17, 26, 13] for general introduction of statistical analysis of network data.
In many applications, the interaction between individuals are recorded multiple times, resulting in multi-layer network data. Figure 1 illustrates temporal gene co-expression networks in the medial prefrontal cortex of rhesus monkeys at five different postnatal stages [23] . The medial prefrontal cortex is believed to be related to developmental brain disorders, and the subset of genes plotted here are significantly enriched for neural projection guidance and related to autism spectrum discorder. A visual inspection of the data suggests that there are roughly four groups of genes such that the genes in the same group have coherent co-expression patterns. The separation of these four groups are indicated by the axis ticks in Figure 1 . But such a group partition is not obvious in each single time period. For example, in the last period labeled as "L6", the first three groups are indistinguishable, while in the first period labeled as "L2", the first and fourth groups are indistinguishable, as are the second and third groups.
Motivated by such multi-layer network data with a common community structure, we consider the multi-layer stochastic block model:
where is the layer index, θ i ∈ {1, . . . , K} is the membership index of node i for i = 1, . . . , n, ρ is an overall sparsity parameter, and B ∈ [0, 1] K×K is a symmetric matrix of relative community-wise edge probabilities in layer . We assume A ,ii = 0 for all and i.
The inference problem is to estimate the membership vector θ given the observed adjacency matrices A 1 , . . . , A L . We assume that the number of communities, K, is known. The problem of selecting K from the data is an important problem and will not be pursued in this paper. Further discussion will be given in Section 4.
When L = 1, the community estimation problem for single layer stochastic block models is well-understood [7, 20, 1] . If K is fixed as a constant while n → ∞, ρ → 0 with balanced community sizes lower and upper bounded by constant fractions of n, and B is a constant matrix with distinct rows, then the community memberships can be estimated with vanishing error when nρ → ∞. Practical estimators include variants of spectral clustering, message passing, and likelihood-based estimators.
In the multi-layer case, consistent community recovery has been studied in some recent works. The theoretical focus is to understand how the number of layers L affects the estimation problem. [29, 6] show that consistency can be achieved if Lnρ diverges, but under the condition that each B is positive definite with minimum eigenvalue bounded away from zero. Such a layer-wise positivity assumption enables simple estimators based on spectral clustering of A , but is not plausible in examples as in Figure 1 where some layers may have zero or negative eigenvalues. To remove the positivity assumption, [19] considered a least squares estimator, and proved consistency when √ Lnρ diverges (up to a small poly-logarithmic factor) and the smallest eigenvalue of B 2 grows linearly in L. A caveat is that the least squares estimator is computationally challenging, and in practice one can only find a local minimizer using greedy algorithms.
In the following we will motivate a spectral clustering method from the least squares perspective, and investigate its bias and the possibility of a data-driven bias reduction. The least squares estimator of [19] seeks to minimize the within block sum of squares.
From least squares to spectral clustering
whereB
is the sample mean estimate of B under a given membership vector ψ.
If we accept the approximation n k (ψ)(n k (ψ) − 1) ≈ n 2 k (ψ), and multiply the least squares objective function (14) by 2, using the total variance decomposition, the objective function becomes
which is equivalent to
NowΨ is orthonormal:Ψ TΨ = I K . For any orthonormal matrix U ∈ R n×K and symmetric n × n matrix A we have
The right hand side of the above inequality is maximized by the leading K eigenvectors of A (eigenvalues ordered by absolute value). For this U , the inequality becomes equality. Under the multi-layer stochastic block model, the expected values (P = EA : 1 ≤ ≤ L) share roughly the same leading principal subspace as determined by the common community structure. So such a U should be close to a solution to the original problem.
Therefore, a relaxation of the approximate version of the original problem is
which is a standard spectral problem. The community estimation is then obtained by applying a clustering algorithm to the rows ofÛ , a solution to (15).
The necessity of bias adjustment
Let P = EA , so that P is the matrix obtained by zeroing out diagonal entries of P = ρΘB Θ T . Let X = A − P . Then
where S = X 2 . The first term is the signal term, with each summand close tõ P 2 = ΘB 2 Θ T , and will add up over the layers, because each B 2 is positive semi-definite. The second is a mean 0 noise term, which can be controlled using Theorem 2.1. The third term S = X 2 is a squared error term and will also add up over the layers, which will likely introduce some bias. We use a simple simulation study to illustrate the necessity of bias adjustment in spectral clustering applied to the sum of squared adjacency matrices. We set K = 2 and consider two edge probability matrices:
These two matrices are chosen such that spectral clustering applied to either the sum of the original un-squared adjacency matrices or the sum of squared adjacency matrices without bias adjustment would be sub-optimal or inconsistent in the very sparse regime. Our simulation uses n = 200 nodes with 100 in each community. We set L = 30 and each B is randomly and independently chosen from B (1) and B (2) with equal probability, and use five different values of ρ between 0.02 and 0.06. For each value of ρ we repeat the experiment 20 times and apply spectral clustering to three matrices: (1) the average adjacency matrix, (2) the sum of squared adjacency matrices, and (3) a bias-adjusted sum of squared adjacency matrices, which will be introduced in the next subsection. The plotted numbers are average proportion of mis-clustered nodes. By construction the average adjacency matrix has only one significant eigen-component and the result is very sensitive to the number of eigenvectors used for spectral clustering. When we use two eigenvectors, the performance is rather poor as reported in Figure 2 . It is also easy to generate cases in which the average adjacency matrix carries no signal at all. The sum of squared adjacency matrices does carry signal but needs the density to be high in order to overcome the bias. The bias-adjusted sum of square adjacency matrices performs the best.
Bias-adjusted sum of squared adjacency spectral clustering
From (16) we see that the squared error term S has positive expected value and hence may cause systematic bias in the principal subspace of A 2 . Using the further decomposition of S as in (5) and (6) with G = I n , we see that the non-zero expected value comes from S 2 , which is a diagonal matrix with
where d ,i = j A ,ij . The expected value of d ,i is ,j P ,ij Ln max ,ij P ,ij . In the very sparse regime max ,ij P ,ij is very small so d ,i is the leading term in (S 2 ) ii .
A key observation is that d ,i can be computed from the data, so we can remove it to reduce the bias. Therefore, we arrive at the following bias-adjusted spectral clustering algorithm.
Let D be the diagonal matrix consisting of the degrees of A : (D ) ii = d ,i . The biasadjusted sum of squared adjacency matrix is
The community membership is estimated by applying a clustering algorithm to the rows of the matrix whose columns are the leading K eigenvectors of S 0 given in (18) .
Analysis of the bias-adjusted spectral clustering
The hardness of community estimation is determined by many aspects of the problem, including number of communities, community sizes, number of nodes, separation of communities, and overall edge density. Here we need to consider all of these jointly across M layers. To simplify the discussion, we focus on the following setting. Part 1 simplifies the effect of the community sizes and the number of communities. This setting has been well-studied in the SBM literature for L = 1 [20] . Part 2 puts the focus on the effect of the overall edge density parameter ρ, and requires a linear growth of the aggregated squared connectivity matrices, which is much less restrictive than the layer-wise positivity assumption. In the asymptotic regime that n → ∞ and ρ → 0, it is known that consistent community estimation is possible when nρ → ∞ when L = 1. In the multilayer setting when L → ∞ one should expect a lower requirement on overall density when we have more layers, as we aggregate information across layers. An immediate consequence of Theorem 3.1 is the Hamming distance consistency of the biasadjusted sum of squares spectral clustering, provided that L 1/2 nρ/ log(L + n) → ∞.
The condition nρ 1 is used for notational simplicity. Our analysis can be modified to cover other regimes such as ρ → ∞ with more complicated bookkeeping. However, this is less interesting since it is well-known that consistent community estimation is possible in this regime even if L = 1. The condition L 1/2 nρ log 1/2 (L + n) is required in order for the error bound in Theorem 3.1 to imply consistency, and is suitable for the linear squared signal accumulation assumed in part 2 of Assumption 3. If we assume a different speed of accumulation, this requirement needs to be changed accordingly.
The proof of Theorem 3.1 is given in Appendix C. The main effort is to establish a refined operator norm bound for S − D where S = X 2 is the sum of squared noise matrix in (16) , and the refined operator norm bound for S 1 in Section 2.4 plays an important role. Once the operator norm bound is established, the clustering consistency follows from a standard analysis of the k-means algorithm (Lemma C.1).
Discussion
An important theoretical question in the study of stochastic block models is the critical threshold for community recovery. This involves finding a critical rate of the overall edge density and/or the separation between rows of B ,0 , and proving achievability of certain community recovery accuracy when the density and/or separation are above this threshold, as well as impossibility for community recovery below this threshold. For singlelayer stochastic block models, this problem has been studied by many authors, such as [24, 2, 39, 25] . The case of multi-layer stochastic block models is much less clear, especially for generally structured layers. The upper bounds proved in [29, 6] imply achievability of vanishing error proportion when Lnρ → ∞ under a layer-wise positivity assumption. Our results requires a stronger L 1/2 nρ/ √ log n → ∞ condition, but without layer-wise positivity. Ignoring logarithmic factors, is a rate of L 1/2 the right price to pay for not having the layer-wise positivity assumption? The error analysis in the proof of Theorem 3.1 seems to suggest a positive answer. A rigorous claim will require a formal lower bound analysis, where the simplified constructions such as that in [39] cannot work, since it does not reflect the additional hardness brought to the estimation problem by unknown layer-wise structures.
The consistency result for multi-layer stochastic block models also makes it possible to extend other inference tools developed for single-layer data to multi-layer data. One such example is model selection and cross-validation [9, 21] . The probability tools developed in this paper, such as Theorem 2.1, Theorem 2.3, Theorem 2.4, and Theorem 2.5, may be useful for other statistical inference problems involving matrix-valued measurements and noise. For example, in dynamic networks where the network parameters change smoothly over time, one may use nonparametric kernel smoothing techniques [30] and the matrix concentration inequalities developed in this paper to control the aggregated noise and perhaps obtain more refined analysis.
A Proofs for general concentration results
Proof of Theorem 2.1. We will prove the asymmetric case first. The symmetric case follows by consider upper and lower diagonal of X separately and use union bound.
First consider the case of a single pair of (X, H), where X is n × r with independent (v 1 , R 1 )-Bernstein entries, and H is r × m. Then XH = 1≤i≤n,1≤j≤r
X ij e i H T j· .
By Lemma 2.2 we have
Now take the sum over i, j.
1≤i≤n,1≤j≤r
By Theorem 6.2 of [32] , we have
The proof for the case of sum X H follows by modifying the above argument where the summation in (19) takes another outer layer of summation over and becomes 1≤i≤n,1≤j≤r
To prove the result for the symmetric case, let X (u) be the diagonal and upper-diagonal part of X , and X (l) = X − X (u) . The claim follows by upper bounding P( X (u) H ≥ t/2) and P( X (l) H ≥ t/2) using the asymmetric result, and combining with union bound.
Proof of Theorem 2.3. The proof uses decoupling. LetX be an independent copy of X . DefineS = X G X T ,
Now we expand S 1 :
which can be viewed as a matrix-valued U-statistic defined on the vectors (X ,ij : 1 ≤ ≤ L) indexed by pairs (i, j) such that 1 ≤ i ≤ j ≤ n. Using the de-coupling inequality (Theorem 1 of [10]) we have
for some universal constant C 2 and all t > 0.
The plan is to control S 1 by S 1 ≤ S + S 2 .
Step 1: ControllingS. Let H = G X . In order to apply Theorem 2.1 to control S 2 = X H conditioning on H , we need to upper bound
We first consider H T H . With high probability overX , we have
where the fourth line follows from applying Theorem 2.1 to each individualX G T with union bound over and the fact that the entries ofX are (v 1 , R 1 )-Bernstein.
Now we turn to max H 2,∞ . Applying Theorem 2.1 toX G ,j· and taking union bound over j, we get, with high probability
Conditioning on the intersection of these two events above, applying Theorem 2.1 we conclude with high probability
Step 2:S 2 . Let Z ,ij = X ,ijX ,ij . By construction, the off-diagonal part ofS 2 is 1≤i<j≤n Z ,ij (e i e T j G ,ji + e j e T i G ,ij ) .
Consider the first component 1≤i<j≤n Z ,ij G ,ji e i e T j . Lemma 2.2 implies that
Then with high probability the off-diagonal part ofS 2 is bounded by
For the diagonal part ofS 2 , the ith diagonal entry is
Then the operator norm of diagonal part ofS 2 is bounded by its maximum entry, which is further bounded by, using standard Bernstein's inequality
Now (7) follows by combining (22), (23) , and (24) together with the de-coupling inequality (20) .
The claim regarding S − ES only requires an additional bound on S 2 − ES 2 , which can be obtained using an identical to that ofS 2 with (v 2 , R 2 ) replacing (v 2 , R 2 ).
Proof of Theorem 2.4. DefineS,S 1 ,S 2 accordingly. It is easy to check thatS 2 only has diagonal entries and can be bounded by the same technique as in the symmetric case where
with high probability.
ForS, let H = G X T , then with high probability
and
The rest of the proof is the same as that of Theorem 2.3.
B Proofs for the sparse Bernoulli case
The proof of Theorem 2.5 follows a similar idea to that of Theorem 2.3, which uses decoupling and reduces the problem to a linear combination in the form of X H . The proof here uses a refinement in constructing H and controlling H T H using properties of Bernoulli random variables. The refinement involves carefully bounding the degrees of A , as well as A 2 , which is provided in Lemma B.1.
Lemma B.1. Let A 1 , . . . , A L be independent adjacency matrices generated by a multi-layer stochastic block model satisfying the condition of Theorem 3.1. The following holds with probability at least 1 − O((L + n) −1 ) for some universal constant C:
3.
,i d ,i ≤ CLn 2 ρ.
4.
A 2 ≤ CLnρ.
Proof. Parts 1 follows from direct application of Bernstein's inequality and union bound:
and use the assumption that nρ ≤ C 2 log n.
For part 2, d ,i has expected value at most Lnρ. To control the deviation, Bernstein's inequality implies that
For part 3, first we have E ,i d ,i ≤ Ln 2 ρ, and the deviation satisfies
The claim follows from the assumption ρn 2 L ρ 1/2 nL 1/2 log(L + n) + log(L + n).
For part 4, first decompose
Use part 2, we have with high probability
For the off-diagonal part S 1,A = A 2 − S 2,A , we can obtain a high probability bound using decoupling. LetS 1,A be the corresponding version of S 1,A for A Ã . For a matrix M , let M 1,∞ = max i j |M ij | be the maximum row-wise 1 norm. Using symmetric dilation, Perron-Frobenius theorem and non-negativity of A ,Ã we have
By symmetry, it suffices to upper bound the maximum row sum of A Ã . The sum of the ith row is Conditioning on the event that max ,md ,m ≤ C log(L + n) and max i d ,i ≤ CLnρ, the mean deviation m X ,imd ,m can be bounded Bernstein's inequality
,md ,m + 2Ct log(L + n) ≤ exp − t 2 /2 4C log(L + n)ρ 2 n 2 L + 2Ct log(L + n) .
Using union bound over i we conclude that with probability at least
Therefore we proved that with high probability S 1,A ≤ Cρ 2 n 2 L. Combining this with (27) we have with high probability
Proof of Theorem 2.5. By the sparse Bernoulli assumption, X satisfy Assumption 1 with (v 1 , R 1 ) = (2ρ, 1) and Assumption 2' with (v 2 , R 2 ) = (2ρ 2 , 1).
First using the decoupling argument we reduce the problem to controllingS andS 2 respectively.
ForS 2 , it is easy to verify thatS 2 is a diagonal matrix with
which is a sum of nL independent zero-mean, (2ρ 2 , 1)-Bernstein random variables. Using Bernstein's inequality and union bound over i, we have with probability at least 1−(L+n) −1
Now we turn toS. Recall that X = A − P , where A consists of the uncentered versions of the corresponding entries of X , and P = EA .
Using Theorem 2.1 and the fact that P ≤ nρ and P 2,∞ ≤ ρn 1/2 , we have with probability at least 1 − ((L + n) −1 ) and universal constant C X P ≤C ρ 3/2 n 3/2 L 1/2 log(L + n) + ρn 1/2 log(L + n) ≤Cρ 3/2 n 3/2 L 1/2 log(L + n) .
Now we focus on X Ã by conditioning onÃ . By Lemma B.1, with high probability Ã 2 ≤ CρnL and max Ã 2,∞ = max ,id 1/2
,i ≤ C log 1/2 (L + n). Applying Theorem 2.1 conditioning on this event we have with high probability X Ã ≤C ρ 1/2 n 1/2 (ρnL log(L + n)) 1/2 + log 3/2 (L + n) ≤CρnL 1/2 log 1/2 (L + n) .
Combining (29) and (30) we obtain with high probability S ≤ CρnL 1/2 log 1/2 (L + n) .
The claimed bound holds forS 1 by combining (28) and (31) , and hence holds for S 1 by de-coupling.
C Proof of consistency of bias-adjusted spectral clustering
The plan is to decompose the matrix S 0 into the sum of a signal term and a noise term, where the signal term has a leading principal subspace with perfect clustering, and then apply matrix perturbation results (the Davis-Kahan sin Θ theorem) combined with a standard error analysis of the k-means algorithm. We first introduce some notation a preliminary result for the k-means problem.
Given an n × d matrixÛ , the K-means problem is an optimization problem min Θ,X Û − ΘX 2 F where the minimization is over all Θ ∈ {0, 1} n×K with each row has exactly one "1", and all X ∈ R K×d . We say a pair (Θ,X) is an (1 + )-approximate solution if its objective function value is no larger than (1 + ) times the optimal value.
Lemma C.1 (Simplified from Lemma 5.3 of [20] ). Let U be an n × d matrix with K distinct rows with minimum pairwise Euclidean norm separation γ. LetÛ be another n × d matrix and (Θ,X) be an (1 + )-approximate solution to K-means problem with inputÛ , then the number of errors inΘ as an estimate of the row clusters of U is no larger than
for some constant C depending only on .
Proof of Theorem 3.1. Let Q = ρΘB ,0 Θ T then P = Q − diag(Q ) and
Define E 2 = X P + P X ,
where S 1 , S 2 are defined as in (5) and (6) with G = I n . By the definition of S 0 in (18) and the decomposition (16) we have
Let Θ =ΘΛ where Λ is a K × K diagonal matrix with kth diagonal entry being the 2 norm of the kth column of Θ. ThenΘ is orthonormal. By the balanced community size assumption the minimum eigenvalue of Λ is lower bounded by cn 1/2 for some constant c (recall that K is assumed to be a constant). The signal term
where we used Λ 2 cn 2 I K and Assumption 3. Eq. (32) implies that the matrix Q 2 is rank K and the leading eigen-space is spanned by the columns ofΘ. Eq. (33) implies the smallest non-zero eigenvalue of Q 2 is lower bounded by cLn 2 ρ 2 .
The first bias term E 1 is non-random and satisfies E 1 ≤ Lnρ 2 .
For the noise term E 2 , applying Theorem 2.1 with H = P and realizing that P ≤ nρ and P 2,∞ ≤ √ nρ we have with high probability E 2 ∞ ≤ CL 1/2 n 1/2 ρ 3/2 log 1/2 (L + n) .
and consequently E 2 ≤CL 1/2 n 3/2 ρ 3/2 log 1/2 (L + n) .
For E 3 = S 2 − D , the decomposition (17) implies that S 2 − D can be upper bounded deterministically by Lnρ 2 .
Next we control E 4 = S 1 by refining the result of Theorem 2.3 using properties of Bernoulli random variables. The details are given in Theorem 2.5 and we have
with high probability. Thus
where λ K ( Q 2 ) is the Kth and smallest non-zero eigenvalue of Q 2 . Let U ,Û be the n× K matrices consisting of the leading eigenvectors of Q 2 and S 0 , respectively. By the Davis-
n −1 + log 1/2 (L + n)/(L 1/2 nρ). The rest proof follows from Lemma C.1 because part 1 of Assumption 3 implies that the minimum separation of two distinct rows in U is at least C/ √ n for some constant C.
