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The concepts of e-Entropy and e-capacity were introduced by Kolmogorov 
in his studies of information theory in [I]. The application of these concepts 
to the analysis of continuous time-varying linear channels was investigated 
by Prosser in [2]. There the asymptotic behavior for small E of the e-Entropy 
and E-Capacity of a Hilbert-Schmidt channel was obtained in terms of the 
asymptotic behavior for large n of the nth eigenvalue of a certain operator 
associated with the channel. 
In the paper we consider the particular case of continuous time-invariant 
linear channels acting on a time interval of finite length T. Here we propose 
to obtain estimates for the asymptotic behavior for large T of the r-Entropy 
and E-Capacity of such a channel in terms of the spectral response of the 
channel. 
More precisely, if the action of the channel taking the input signal x(t) into 
the output signal r(t) can be described or approximated by the formula 
r(t) = j:;,2 k(t - s) x(s) ds, 
where the transfer function k(t) is defined for all t and is both positive definite 
and integrable in t, then we shall show that for fixed E and large T, the E- 
Entropy H(E, T) and e-capacity C(E, T) associated with the channel are 
approximately proportional to T, and that the ratios H(E, T)/T and C(E, T)/T 
behave in such a way that 
H(G T) dw < lim+inf -- 
T 
< lim sup v 
T-CC 
s 
log 2 d=b) dw 
m/2%5) 
E 
Here K(w) denotes the Fourier Transform of k(t), and the integrals are taken 
only over those frequencies w for which the integrand is positive. These 
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results are comparable with those of Shannon, derived by probabilistic 
means [cf. 31. 
1. THE E-ENTROPY AND E-CAPACITY OF A COMPACT OPERATOR 
The general properties of the e-Entropy and E-Capacity of a compact 
operator were presented in [3], and are summarized briefly here. 
Let X be a Hilbert Space, and K a compact operator acting on Z’. Then 
the image under K of the unit ball in X is a compact ellipsoid E whose 
semi-axes {a,} are precisely the eigenvalues of the operator (K*K)lj2. The 
e-Entropy H(e) (or e-capacity C(E)) of K are defined, for each E > 0, as the 
base-2 logarithm of the number of elements, N(e) (or M(e)), of any optimal 
E-covering (or e-separated set) of the ellipsoid 8. Then H(2.5) < C(e) < H(E), 
and H(e) (or C(e)) t a3 as E JO. 
We now present an improved version of the basic estimate [cf. 2, Theorem I] 
relating H(r) to the eigenvalue sequence {a,}. We assume here, as in [2], 
that 1 > a, > a2 > ..* > a, 4 0, and define n(c) as the number of eigenvalues 
un > E. Then we shall prove 
THEOREM 1. For all 6, 0 < E < 1 
PROOF. Let %n be the finite-dimensional subspace spanned by the first 
n semi-axis vectors of 8, and put 6,, = B n Zn. Then eYn is a finite dimen- 
sional ellipsoid whose volume is just nF=r ui times the volume J& of the unit 
ball inXn . Since the volume of a 2e-ball in z%?‘~ is just (2~)” times Sz, , we see 
that in order to cover the ellipsoid d with 2+balls we shall need at least 
IL ai/2s such balls. It follows that 
This inequality holds for any n; and in particular, for n = n(2~). 
We have already noted that 
For the final inequality, choose II = n(</2/2), and %n and 6% as above. 
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Then any point in & is at distance no more than c/d2 from (4”,, . In fact, if xi 
denotes the projection of x on the ith semi-axis, then 
dist.(x, 4)” = g 1 xi jx 
n+1 
Hence the centers of an E-packing of 6, when projected onto ~5~ , form 
the centers of an ~142 packing of &a. This packing consists of a family of 
e/y’%balls, pairwise disjoint, and each lying entirely inside the ellipsoid 
25,) whose semi-axes are 2~;. Hence the number of elements of this packing 
cannot exceed the volume ratio: 
This completes the proof of Theorem 1. 
COROLLARY 2. For alle,O < E < 1. 
“F log, ($1 
rz(E/ 4i) 
< H(2E) < C(E) i 
i=l 
L log,(*). 
We now want to rewrite the upper and lower bounds in terms of the 
spectral function 1 K(w) 1 associated with the kernel k(t) describing a con- 
tinuous time-invariant linear channel. 
For this purpose we first partition the interval [E, l] into subintervals of 
length 8, = (1 - E)/K: 
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Then we have 
It follows that if Q < a, < 9j,.1 , then 
The number of eigenvakes ai with 7j < ai < ?I+1 is just ~$7~) - n(vj+J. 
Hence we find 
LEMMA 3. ForaIl~,O<~<l, 
Up till now all our results hold for any choice of E, 0 < E < 1, and any 
compact operator K, 0 < /I K (( < 1, Now we want to consider what happens 
when K is given by an integral formula of the type 
y(t) = (Kx)(t) = lIr,2 k(t - s) x(s) ds. 
We shall assume that k(t) is defined for all t, and is both positive definite and 
integrable in t. It follows then that the Fourier transform K(w), given by 
K(w) = (277)4 11 c+%(t) dt 
is defined for all w, and is bounded, positive and integrable in w. We shall 
further assume that supw / K(w) i < 1. It then follows that for all T, K is a 
Hilbert-Schmidt operator with norm I] K 1) < 1. 
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The eigenvalues ai of the operator (K*K)l/” = k’ depend on T, in such 
a way that as T---f co the number n(7) of ai > 77 will ---, cx). The precise 
statement of this result is given in the next Lemma, whose proof is based on 
a paper of Kac et al. [4]. In order to state this Lemma, we define, for each 
7),0 c7j -‘I 
W(T) = {w: j K(w) I -’ 7) 
and 
j W(T) j = Lebesgue measure of W(n). 
LEMMA 4. For all 7, 0 < 77 < 1, 
PROOF. The Lemma states that the number n(v) of eigenvalues (zi of 
(K*K)1’2 which are > 7 is asymptotically equal, as T -+ 03, to T/2n times 
the Lebesgue measure ] W(q) 1 of the set W(v) of frequencies w for which the 
Fourier transform K(w)~ of the kernel k(t) of K is > 7. But precisely this 
result has been established by Kac et al. [4] under the assumptions that K(w) 
is real, bounded and integrable in w, assumptions which are all consequences 
of our assumptions on K(t). 
It follows that, given 6, > 0, we may choose T so large that for each rlj of 
the partition of [E, l] we have 
Then we have 
Substituting in the preceding inequalities we find 
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Now we note that if E < 7 < 1 
log, 2 & 3. < log, L & 4 < +. 
E E E 
Moreover 6, = (1 - e/k), so K = (1 - c/S,). Hence we have 
\ 1 s l--11% 
27r 
--+$$I W(E)]. 
2s1 c 
Hence if we choose 6, so that l/n 6,/e / W(C) / < S/2 and then 6, so that 
l/277 S,(l - ~/s&l + S,/C) < S/2, then we obtain 
LEMMA 5. For every T m@iently large, . 
1 k 
G x 2;l I w?i) - W%+1)I log T + s. 
This expression can be put in a more tractable form if we introduce the 
auxiliary functions 
K,(w) = j;Ij if r/j d w -c rlj+l , l<j<k 
otherwise 
if 17f < w < rlj+l , 1 <j<k 
otherwise. 
Then 
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And 
K”(W) < K(w) < KO(w). 
In terms of these functions we have 
and our inequalities become 
I - 
! 
h?(w) -~ 
2n W(e) 
log -F- dw - 6 z$ f 1 log -; 
G& s log !Qd dw +6. W(E)  
Finally, recalling that K,(w) < K(w) < K’(W), we have 
1 
-4 2n 
log GJ) 
W(c) 
-&r-s +log~ 
E 
+ __ ! log K(w) dw i 6. W(f) E 
This gives us 
LEMMA 6. For every 6 > 0 and T su#iciently large, 
1 -- 
271. r 
log K(w) 
” W(c) 
---dw-8 <$,flog,~ 
2 E 2=1 
1 log, K(w) c ___- dw -j+ 6. W(e) E 
If we now combine Corollary 2 and Lemma 6, we obtain our principal result. 
THEOREM 7. For every E > 0, 6 > 0, and T suficiently large, 
1 
YG s 
log, QJ) 
Wf2.) 
-2T-dw--S~~(2r,T)~~r(.,T) 
s log2 gw4 ----dw -; 8. W(rlZd\/z, E 
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COROLLARY 8. For every c > 0, 
1 
-4 27r 
log K(w) 
Whe) 
s7d  < liy$f H(k T) 
E -a 
T 
s W(s/Zd/ij 
For the special case of band-limited filters, 
The upper and lower bounds can be evaluated directly, and we find, for 
0<2E<l, 
Hence we have 
COROLLARY 9. For the band-limited jilter Kw , 
log, (-&-) < li%trf w 
< lim sup -$&$ log, (x). 
T-W E 
ADDENDA 
This result should be compared with that of Shannon [3], who showed 
that, for a band-limited filter in the presence of additive Gaussian noise, the 
probabilistic capacity for a signal-to-noise ratio of r is given by 
lim C(E, = log, (1 + -.&)1’2 
T-r00 2TW 
For an extended presentation of alternative forms of our principal result, 
together with a discussion of their application in communication theory, the 
interested reader should see the forthcoming paper of Root 651. 
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