Motivated by the successful application of mathematical programming techniques to di cult machine learning problems, we seek solutions of concave minimization problems over polyhedral sets with a minimum number of nonzero components. We prove that if such problems have a solution, they have a vertex solution with a minimal number of zeros. This includes linear programs and general linear complementarity problems. A smooth concave exponential approximation to a step function solves the minimum-support problem exactly for a nite value of the smoothing parameter. A fast nite linear-programming-based iterative method terminates at a stationary point, which for many important real world problems provides very useful answers. Utilizing the complementarity property of linear programs and linear complementarity problems, an upper bound on the number of nonzeros can be obtained by solving a single convex minimization problem on a polyhedral set.
Introduction
This work is prompted by applications of mathematical programming to machine learning and other problems where a solution to a mathematical program is desired with as many of its components equal to zero as possible 14, 3, 15, 2] . For example in determining a separating plane in the ndimensional real space R n that separates as best as possible two given sets A and B from each other, it is often desirable to achieve this separation in as small dimensional subspace of R n as possible. This leads to better \generalization " 22] , that is a plane that will discriminate better between new elements of A and B that were not involved in determining the original separating plane 21, 14, 3] .
We are thus interested in obtaining minimum-support solutions to mathematical programs, that is solutions with as many components equal to zero as possible. Since there is virtually no previous work on minimum-support solutions of mathematical programs, it is one of the primary purposes of this paper to bring to the attention of the mathematical programming community the importance and the richness of such problems from the point of view of machine learning 14, 3, 2] and data mining 15, 1] . A related area in these elds that has received recent wide attention is that of support vector machines 20, 7, 4] where instead of suppressing solution components, as we are doing here, emphasis is placed on obtaining the relatively few active constraints with positive multipliers that determine a solution.
The class of problems that we shall consider in this paper and which subsumes many of the machine learning problems is the following one: min x2S f(x); (1) where f : R n ?! R is a concave function on R n that is bounded below on the polyhedral set S. This problem includes linear programs of course, but also includes NP-hard problems, such as the general linear complementarity problem 6, 5] and others. We shall therefore be concerned with existence of solutions to problem (1) with minimum number of nonzero elements, and methods to for computing such solutions. It will turn out (Corollaries 2.4 and 2.5) that solvable linear programs and general linear complementarity problems always have a vertex of their original feasible region as a solution with the minimum-support property. In Section 2 we give our principal result, Theorem 2.3, which establishes the existence of a minimum-support vertex solution for problem (1) and shows how to compute it as a solution of a smooth exponential penalty problem (13) for nite values of both the penalty and exponential parameters. Section 3 describes a nite Successive Linearization Algorithm 3.1 for obtaining a stationary point of the smooth penalty problem (13) . In Section 4 we utilize the complementarity property of dual solutions of linear programs and of linear complementarity problems to give bounds on the cardinalities of nonzero elements of minimum-support solutions of linear programs (Theorem 4.2) and general linear complementarity problems (Theorem 4.3).
Notation
A word about our notation and background material. All vectors will be column vectors unless transposed to a row vector by a prime superscript 0 . For a vector x in the n-dimensional real space R n , jxj will denote a vector of absolute values of components x i ; i = 1; : : : ; n of x. The step function x of x 2 R n is de ned as a vector in R n of zeros and ones, with ones corresponding to positive components of x and zeros corresponding to nonpositive components. The notation min fx; yg applied to vectors x and y in R n will denote a vector with components that are minima of corresponding components of x and y. The scalar product of two vectors x and y in the n-dimensional real space will be denoted by x 0 y. For a linear program min x2X c 0 x the notation arg vertex min x2X c 0 x, will denote the set of vertex solutions of the linear program. For x 2 R n ; the norm kxk 2 will denote the 2-norm: (x 0 x) 1 2 , while kxk 1 will denote the 1-norm: n X i=1 jx i j: For an m n matrix A; A i will denote the ith row of A and A ij will denote the element in row i and column j. The identity matrix in a real space of arbitrary dimension will be denoted by I; while a column vector of ones of arbitrary dimension will be denoted by e. The base of the natural logarithm will be denoted by ", and for y 2 R m , " ?y will denote a vector in R m with component " ?y i ; i = 1; : : : ; m. For a function f : R n ! R that is concave on R n , the supergradient @f(x) of f at x is a vector in R n satisfying f(y) ? f(x) @f(x)(y ? x) (2) for any y 2 R n . The set D(f(x)) of supergradients of f at the point x is nonempty, convex, compact and reduces to the ordinary gradient rf(x), when f is di erentiable at x 18, 19] . For a point x 2 R n , card(x) will denote the cardinality of the nonzero components of x, that is the number of the nonzero components of x.
Minimum-Support Vertex Solutions
We begin this section with two preliminary lemmas that will enable us to derive our principal result, the existence of a minimum-support vertex solution to the polyhedral concave minimization problem.
Lemma 2 
from which follows that x is a vertex of T( y) if we take y 1 = y 2 = y. }
The following lemma, also needed in the proof of our principal result, shows that the concave minimization problem (1) penalized by the cardinality-minimizing term e 0 jxj has a vertex solution.
The proof which utilizes a smooth exponential to approximate the step function also leads to a computational approach for solving the problem. f(x) + e 0 jxj ; (11) where the last inequality follows from (8) . Letting i ?! 1 gives:
f( x) + e 0 j xj inf x2S f(x) + e 0 jxj : (12) Since ( x; y) is a vertex of T, it follows by Lemma 2.1 that x is a vertex of S and hence x is a vertex solution of (5). By (11) x is a vertex solution of (6) for 2 f i g 0 = 0 ( ). }
We establish now our principal result, that of the existence of a minimum-support vertex solution to our original concave minimization problem, via a su cient penalty function argument similar to that used in 8, Theorem 4.1], 11, Theorem 2.3], for a nite value of the penalty parameter. This result will also be useful in specifying a nite successive linear approximation algorithm for obtaining a stationary point of the NP-hard minimum-support problem. Related nite penalty parameter results are also given in 13, 17]. x 2 arg min x2S f(x) + i e 0 jxj = arg min x2S f(x) ? f(x) + i e 0 jxj ; (14) wherex is de ned as a solution of (1), that is x 2 S and f(x) = min x2S f(x):
First we show by contradiction that (18) where the rst inequality follows from (14) and the last inequality from (17) . Hence (16) holds. We now show that e 0 jxj is a minimum over the set of solutions of (1), that isx has a minimal number of zeros besides being optimal for problem (1). We have for i 0 and all optimal x, that is x 2 S and f(x) f(x): 
where the rst inequality follows from (14) 
where M is a given matrix in R n n , it is easy to show 9, Lemma 1] that the problem is equivalent to the following concave minimization problem: 0 = min x fe 0 minfx; Mx + qg j Mx + q 0; x 0g:
Again because problem (22) 
for some 0 > 0 and 0 ( ) > 0.
Note that since the minimum of two linear functions is a concave function, the objective function of (24) is concave but not di erentiable on R n . We turn our attention to computational methods for nding minimum-support solutions. The methods are based on the penalty approach formulation described above that leads to minimizing a concave function on a polyhedral set.
Computational Algorithms
We shall employ the nitely terminating fast successive linearization algorithm (SLA) proposed in 14] for di erentiable concave function minimization and 16] for nondi erentiable concave function minimization on polyhedral sets. Since the linear complementarity minimum-support penalty reformulation (24) has a nondi erentiable concave objective function, we shall give the more general SLA version of 16].
We consider the penalty formulation (13) and apply the SLA algorithm of 16] to it. This gives the following algorithm. 
4 Upper-Bounding of Cardinality via Complementarity
In this section of the paper we use the complementarity condition present in solutions of a pair of dual linear programs and in complementarity problems to obtain upper bounds on the cardinality of the nonzero elements of a minimum-support solution by solving a concave maximization problem in the dual variable complementary to the variable that we are trying to obtain a minimum-support solution for. We begin with the following simple lemma towards that purpose. Proof In the nondegenerate case when x + w > 0 we have: x + w = e =) inf x e 0 x = n + inf w ?e 0 w =) inf x e 0 x = n ? sup e 0 w :
In the degenerate case when x + w 6 > 0 we have: x + w e; =) inf x e 0 x n + inf w ?e 0 w =) inf x e 0 x n ? sup e 0 w :
} By using the above lemma, the inequality (8) and the characterization of bounded solutions of monotone linear complementarity problems and linear programs of 10] we can obtain the following upper-bounds on the cardinality of the nonzero elements of solutions by solving a concave maximization problem. If the solution set is nondegenerate, then these upper bounds equal the actual cardinality. 
In case of a nondegenerate primal-dual solution set, the rst inequality of (31) is an equality. In case of boundedness of the dual optimal set U 1 which is equivalent to 10, Theorem 3.1]:
fx j Ax b; x > 0g 6 = ;;
(32) then the inf of (31) can be replaced by a min.
Proof The rst inequality of (31) follows from the second implication of Lemma 4.1, and the second inequality follows from inequality (8) . When the primal-dual solution set is nondegenerate, then by the rst implication of Lemma 4.1, the rst inequality can be replaced by an equality. If (32) holds, then by Theorem 3.1 of 10], the optimal dual solution set U 1 is bounded. Hence the continuous function e 0 " ? (?A 0 u+c) which is bounded below on bounded compact set U 1 , attains its in mum on U 1 . Hence the inf in (31) can be replaced by a minimum. }
We consider now the linear complementarity problem and establish similarly an upper bound for the cardinality of its minimum-support solution. 
Summary & Conclusion
Motivated by machine learning principles where \simplest is best", we have established the existence of a minimum-support solution to concave minimization problems on polyhedral sets as a vertex of their feasible region. This class of problems includes linear programs and general linear complementarity problems. Our existence result is based on a constructive approach that approximates the step function by a concave exponential from below. This leads to a computational algorithm that consists of solving a nite number of linear programs and terminates at a stationary point. This approach has been quite successful in machine learning applications. Finally we used the complementarity property inherent in linear programs and linear complementarity problems to bound the cardinality of the nonzero elements of minimum-support solution by solving a single convex program. The upper bound is exact if the solution set is nondegenerate.
It is hoped that the results presented in this work will lead to further investigation and application of polyhedral concave minimization problems. These problems, even though NP-hard, can yield through their easily computed stationary points, signi cant results for many real world problems.
