Introduction
It is necessary to detect complex force and torque components of three-dimensional space in research and manufacture, therefore the multi-axis force and torque sensors are developed rapidly. For examples, the six-axis wrist force/torque sensor for robot assembling and automated polishing [1, 2] , the multi-component strain gauge balance for wind tunnel testing to determine loads on models [3] , the multi-axis measuring force platform for biomedical research and development, and so on [4] . Now the dynamic performances of multi-axis force and torque sensors are demanded strictly because these sensors are used in robot operation, dynamic testing and process control. However, the dynamic performances of multi-axis force sensor are not satisfied with the needs of applications. First, due to the small damped ratio and low natural frequency of sensor, the dynamic response of sensor is slow, and the time to reach steady state is long. Secondly, there are dynamic couples among various directions of multi-axis force and torque sensor because the elastic body of sensor is an integer structure and the interaction of various directions can not be avoided completely. Thirdly, the multi-axis force sensor possesses the nonlinear dynamic characteristics under some conditions, which will affect the measurement accuracy. It is necessary to study and solve these key problems. Therefore, this chapter focuses on the six-axis wrist force sensor, and introduces the dynamic calibration experiments, dynamic modeling, dynamic compensation and dynamic decoupling. Finally, it presents some researches on the nonlinear dynamic characteristics of the six-axis wrist force sensor.
Dynamic calibration experiments
Generally speaking, there are three kinds of dynamic calibration methods, that is, the frequency response method, the impact response method and the step response method. As for the wrist force sensor, it is difficult to generate sine wave to make an excitation because the natural frequency of some channels may be larger than 800 Hz and there are six channels. Therefore we carried out the impulse response experiment and step response experiment. In the impulse response experimental, the impact force was generated by a hammer. A piezoelectric sensor was installed in the hammer to reflect the impulse force. When the (1) and (2) strip, (3) wrist force sensor, (4) onedimensional force sensor, (5) weight, (6) cutting place, (7) calibration test table, (8) pulleys.
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The elastic body of the wrist force sensor was a floating cross -beam, and shown in Fig. 2-2 . Thirty-two pieces of strain gauges were adhered to the beam, forming eight electrical bridges. The outputs of the bridges were amplified and sent into the DSP-based real time dynamic compensation system developed by us. The signals of eight channels, which were acquired and decoupled by this system, are transformed into the signals of six channels expressing x F , y F , z F , x M , y M and z M that were three force components and three torque components in the three dimensional space. At the same time, the system also conducted the dynamic compensation for the output signals of six channels so as to enhance the dynamic response of the wrist force sensor. The programs of real time data acquisition, decoupling and compensation are stored in an EPROM of the system. They could also be downloaded via the serial communication port by a PC. In the dynamic calibration, the exciting signal measured by a one-dimensional force sensor and the outputs of six channels of the wrist force sensor were collected by a MR30C recorder. At the same time, the exciting signal and the outputs of main channels of the wrist force sensor were captured by a COM7101A digital oscilloscope, and then stored in HP PC via a GP-IB bus.
Fig. 2-2 Structure of elastic body
The calibration procedure was as follows. 1. Adjusting the zero point of the amplifiers of the wrist force sensor. 2. Applying the force or torque to the wrist force sensor through hanging weights, and measuring the static output voltages of eight channels of the wrist force sensor and one of six channels of the dynamic correcting system. 3. Cutting the string on which the weights were hung, and generating the step form excitation force or torque. Then measuring and recording the dynamic exciting signal and response signals of the wrist force sensor. The work of measuring and recording was done three times for each channel of the wrist force sensor.
Dynamic modeling
In order to describe accurately the dynamic characteristics of the wrist force sensor, its dynamic models are built with various methods, such as the system identification, the Walsh transformation, the time series analysis and the artificial neural network according to the step response experimental data.
Preprocessing
Before modeling, the experimental data must be pretreated. 1) Construction of exciting signal In the dynamic calibration experiments, not suitable one-dimensional force sensor (that is to say, the sensor has no ideal frequency characteristic) could be used to test the practical step-form exciting signal, i.e. the release process of the weight. Although the string was cut off fast, the weight suddenly released, which was equal to the negative step force theoretically. In the actual situation, however, the string was elastic and goes through the pulleys, so the string was subjected to the frictional force and its speed of release slowed down. Therefore, the step signal was not an ideal step wave. If the step wave was regarded as the exciting signal, it was not satisfied with the actual conditions, and the results of modeling were poor. So we have to construct the exciting signal according to the step response because the step response of the wrist force sensor is caused by the exciting signal. a. It is supposed that the sensor is a two-order system. b. The starting points of both the exciting signal and step response are the same. c. In many cases, the amplitude of the exciting signal is equal to the steady status value of the step response. d. The rising part of the exciting signal is constructed so as to make the difference between the step response and the exciting signal be an attenuated oscillation curve. 2) Data filtered In the measurement and transforming processes of dynamic signals, the experimental data may be polluted by noise. In order to reduce the influence of noise, a digital low pass filter is designed with the cut-off frequencies being adjusted from 200 Hz to 1000 Hz , and the step responses are filtered.
Modeling method
The model parameters of the wrist force sensor are estimated by the least squares method [7] . As the oscillation attenuation of the sensor's dynamic response is slow, when the model response is compared with the actual response, it is we found out that the fitting precision is not high. At this time, the model parameters in the discrete domain are transformed into the continuous domain, and the natural frequency n ω (or n f ) and damp ratio ξ are solved out. Then ξ is modified and transformed back to the discrete domain. The model response is obtained once again, and the modeling accuracy is improved.
Modeling results
The modeling results of six channels of a wrist force sensor (No. 1) are shown in Fig. 3 -1 (a)～(f). In the figures, curve 1 expresses the actual response, and curve 2 expresses the model output. The performance indexes in the frequency domain of one sensor are shown in Table 3 -1. In the dynamic experiments, we hung the weight with different kinds of strings, such as nylon string, badminton racket string and tennis racket string, and the strings were cut off at different positions, such as the center of above or under calibration test bench. 
Dynamic compensation
The experimental results showed that the step response time of the wrist force sensor varied from 20 ms to 100 ms (error being within ± 10 %), which was not satisfying with some applications, so the dynamic compensation methods and system should be studied and developed to speed the sensor dynamic responses. Firstly, the dynamic compensation system should be designed using the system identification method, pole-zero configuration or artificial neural network. Secondly, the dynamic compensation system should be implemented with DSP chip, which includes six compensating devices.
Design principle of dynamic compensation device
A designing method of the dynamic compensation device was proposed based on FLANN (Function link artificial neural network) by us. FLANN has the excellent ability to approximate many functions [8] . Patra et al. utilized FLANN to estimate and correct the static nonlinearly of pressure sensor, but FLANN has not been used for studying the dynamic characteristics of sensors at that time [9, 10] . We constructed the structure of the neural network, made it be of time delay and present the dynamic characteristic. It is supposed that u(k) is the input signal of sensor, i.e. the measured signal, that y(k) is the output signal, and that u'(k) is the output signal of the dynamic compensating device attached to the sensor. In order to shorten the time of dynamic response and make the measured signal reappear accurately, u'(k)should be approximate to u(k) as closely as possible. The dynamic inverse model of the sensor is established using the method of FLANN off-line, and the inverse model is used as the model of the dynamic compensation device. In designing, both u(k) and y(k) are used as the input of the network, and u(k) is regarded as the reference output signal of the compensation device. A schematic diagram of training is shown in Fig. 4-1 . Assuming m=2 and n=3, where m refers to the delay step number of u(k) and n refers to the delay step number of y(k), so as to perform real time processing and make the realization be easy, the training equation of the network are written as 
It should be noted that the designing equations mentioned above are used for one channel of the wrist force sensor, and the equations for other channels are on the analogy of the above equations.
Design procedure of dynamic compensation device
1. An ideal equivalent measurement system including the sensor and the dynamic compensation device is constructed by adjustment the damp ratio and natural frequency. 2. The exciting signal (constructed or practical) is inputted, and the dynamic response of the equivalent measurement system is obtained.
4. The dynamic response of the wrist force sensor is corrected. 5. In the light of the effects of compensation, the dynamic compensation devices are improved until the requirement is satisfied.
Dynamic compensation system
1. Realization of the dynamic compensation system This dynamic compensation system consists of six dynamic compensating devices for six directions of the wrist force sensor, and the data acquisition, decoupling, dynamic compensating and output can be performed with the system. Fig. 4 The dynamic compensation system was connected to the wrist force sensor, and the dynamic experiments of step response were conducted to verify the effectiveness of dynamic compensation. The dynamic compensation results of six channels of a wrist force sensor (No. 3) are shown in Fig. 4 -3 (a)～(f). In figures, curve 1 was the dynamic response of the wrist force sensor, and curve 2 is the output of the dynamic compensation system. The compensation coefficients of six channels were shown in Table II . The experimental results indicate that the adjusting time (within ± 10 error of steady status) of dynamic response of the wrist force sensor is less than 5 ms , i. e. the adjusting time is reduced to less than 25％, and the dynamic performance indexes is greatly improved via dynamic compensation. 
Dynamic decoupling-compensation
There are dynamic couples among various channels of multi-axis force and torque sensors because the elastic body of the sensor is an integer structure and the interaction of various channels cannot be avoided completely. In addition, due to their small damped ratio and low natural frequency, the sensors dynamic response is slow, and the time to reach steady state is long. Both dynamic coupling and slow dynamic response are two main factors affecting the dynamic performances of sensors. We proposed the dynamic compensating and decoupling methods of multi-force sensors, constructed four types of dynamic decoupling and compensating networks, gave the design procedures and determines the order and parameters of the networks. The parameters of the networks are determined using the method based on FLANN. The dynamic decoupling and compensating results of a wrist force sensor have proved the methods to be correct and effective.
Structures of dynamic decoupling and compensating networks
The different places of compensating part result in different structure of dynamic decoupling and compensating network. In general, the compensating part is not put in front of decoupling part; otherwise it will make the design of decoupling part complex. The structure in which decoupling is done first and then compensation is carried out is called a serial decoupling and compensating network .The structure in which decoupling and compensation are completed at the same time is called a parallel network. Taking two dimensional force sensor as an example, the structures of various networks are shown in Fig 
Designs of dynamic decoupling and compensating networks 1. Design of PSDCN
The design procedure of PSDCN includes two steps. At first the decoupling part is designed, and then the compensating part is done. The design goal of decoupling part is to make the elements of non-main diagonal line in the matrix which is product of sensor transfer function matrix and decoupling matrix be zero. The design goal of compensating part is to make the compensating matrix equal to inverse of product matrix obtained by multiplying the sensor transfer function matrix and the decoupling matrix. are resolved as follows.
2. Design of PPDCN Designing PPDCN is used by a direct method of solving inverse matrix. Supposing PPDCN to be the inverse matrix of sensor transfer function, the decoupling and compensating matrix ppdc D is given by equation (5.5). We can obtain 
YL T = (5.9)
Here, Y and L are line vectors; T is a matrix described in equation (5.10). 
The model of VSDCN can be obtained from solving equation (5.14).
1 , , ( 1, 2,..., ; 1, 2,..., ; )
4. Design of VPDCN The mathematical equations of VPDCN are described by 
If T is the regular matrix, the vpdc
In order to achieve decoupling and compensation, we have 5. Designs of decoupling and compensating networks for non-minimum phase system If the wrist force sensor is a non-minimum phase system, the above-mentioned method which designs the dynamic decoupling and compensating networks will result in the result to be unsteady. Therefore, before the dynamic decoupling and compensating networks are designed, the dynamic compensating digital filters are designed for non-coupled paths. The design of dynamic compensating digital filter can adopt the pole-zero configuration method or system identification method [11, 12] . The result F of dynamic compensation for noncoupled paths is 
is the transfer function for the ith path of sensor, ii f (i=1,2,…,n) is the transfer function of dynamic compensating digital filter for the ith path of sensor.
In the design process of four kinds of dynamic decoupling and compensating networks, supposed the product of sensor transfer function and the matrix of decoupling and compensation to be equal to F, the corresponding decoupling and compensating network are obtained. The deducing procedure is similar with the previous section. The models of dynamic decoupling and compensating networks are as follows.
(1) PSDCN
Determination of orders and parameters
A FLANN-based method is used to determine the orders and parameters of the dynamic decoupling and compensating network. The system identification method can also been used to do this work, but it sometimes makes the model orders too high or decoupling and compensating results divergent because of modeling error. The FLANN method overcomes these shortcomings. The designs of decoupling parts in PSDCN, VSDCN and VPDCN have nothing to do with the mix output signal of sensor, which includes non-coupled and coupled output signals. Therefore using input and output signals of sensor under no coupled condition at first sets up the models of decoupling parts. In design process of compensating part, the decoupling model is used for decoupling coupled signal, and then the compensating parts are designed in according with decoupled signal. Thus it can bring decoupling error in the design of compensating parts, and correct decoupling error in the design of compensating parts. Designing PSDCN and VSDCN can adopt the system identification method or the FLANN method. Designing VPDCN only utilizes the FLANN method because it is a parallel structure with internal feedback, and modeling error may result in divergent. Designing PPDCN is complex, the models of compensating parts for non-coupled paths are set up at first by using the input and output signals of sensor under no coupled condition. Fig.5-2 . An equation describing the neural algorithm can be written as
...
... Wkstand for the desired output of the ith path, estimating output, error and the pth or the qth linking weight in the kth step of the FLANN. The α denotes the learning constant which connects with the stability and the rate of convergence, usually is selected about 0.1. In training process, initial values of weights are chosen about 0.1. After training for many times, when the average mean square error achieved a minimum value, the weights of FLANN are the parameters of dynamic decoupling and compensating network.
Dynamic decoupling and compensating results
Evaluating indexes
To evaluate the decoupling and compensating results, the indexes are adopted as the follows. For examples, on the assumption that the model order of element in transfer function matrix is 3, the order of decoupling and compensating model in PPDCN will high to 33, so it will result in the bad convergence and a big error because of simplification. In generally, PSDCN and PPDCN can only be used for the dimensional number less than 3. When the dimensional number larger than 3, VSDCN and VPDCN can only be used. The models of these networks do not vary with the number of variables, so do not have the problem of over-high order. For the wrist force sensor, we prefer VSDCN and VPDCN. In brief, we only introduce the result of VSDCN. The decoupling and compensating results between direction Z and direction X is shown in Fig.5-3 (a) and (b). The decoupling and compensating results between direction Z and direction Y is shown in Fig.5-4 (a) and (b). In the figures the orders of both decoupling and compensating models are 3, curve 1 expresses the input signal of sensor, curve 2 expresses the decoupled and compensated result. Comparisons of the decoupling and compensating errors between direction Z and direction X is seen in 
Nonlinear dynamic characteristics
There is the non-linearity in the dynamic characteristics of sensors under some conditions. In order to describe accurately the dynamic behavior of sensors some researchers studied the nonlinear dynamic characteristics of sensors. Waldemar Minkina presented nonlinear models that adequately describe the dynamic state of temperature sensor within the temperature increase range [13, 14] [18, 19] . These researches described the nonlinear dynamic models of sensors only using one block. On the basis of these models the nonlinear dynamic responses of sensors are compensated to improve the dynamic performances of sensors. Antonio Pardo et al. built a nonlinear inverse dynamic system to solve the non-linearity of gas sensing system [20] . Ke-Jun Xu et al. designed a dynamic compensating system for the wrist force sensor using FLANN [21] . The nonlinear dynamic compensations achieve good results under some certain conditions. Since the nonlinear dynamic system is not satisfied with the homogeneity and superposition, the dynamic compensations based on the above-mentioned nonlinear dynamic models are effective for the certain response of sensors, but are not suitable for different form and different amplitude responses of sensors.
Hammerstein model based modeling
Previous researchers present the nonlinear dynamic models of sensors only using a block, which make it difficulty to compensate the nonlinear dynamic responses of sensors. The models of sensors with the nonlinear dynamic characteristic may be divided into two blocks, that is, a nonlinear static part and a linear dynamic one. The linear dynamic part is first compensated and then the nonlinear static part is corrected. Thus the problems of previous nonlinear dynamic compensations of sensors are solved. In this section a Hammerstein model is adopted to describe the nonlinear dynamic models of sensors, and a one-stage identification algorithm is proposed to simplify the calculation. On this basis a two-step compensation method is present for the nonlinear dynamic responses of sensors.
Deduction of one-stage identification algorithm
The Hammerstein model is composed of a nonlinear static block () N ⋅ followed by a linear dynamic one () ht , which is shown in Fig. 6-1 Considering Equations (6.3), (6.4), (6.5) and (6.6), we can obtain is the zero, and has little effect on the dynamic characteristics of a system. Therefore Equation (6.7) can also be expressed as , the dynamic characteristics of the sensor can also be obtained. Therefore, using one-stage identification method, we can obtain the coefficients of both the nonlinear static block and the linear dynamic unit according to the inputs and outputs of the nonlinear dynamic system. 2. Simulations of modeling In order to examine the one-stage identification algorithm, the simulations are carried out. The step signal and impulse signal are chosen as input signals of modeling because they are usually applied to the experimental calibrations of sensors. Since a second-degree polynomial is commonly used in describing the nonlinear static characteristics of sensors in practice engineering, and a second-order linear dynamic unit is often admitted, we make our simulations based on the second-degree nonlinear static model and the second-order linear dynamic model. So let 2 mn = = in Equations (6-4) and (6-5), and 2 l = in Equation ,, ww through Equation (6-11). ,, ,, aa w w , parameters in equation (6.11), are obtained using the LSM. Afterwards 01212 ,,,, bbbcc can be easily obtained through Equations (6.14) and (6.15). Thus a nonlinear dynamic model is set up using the one-stage identification algorithm. The response of this model is compared with that of the supposed system which is shown in Fig. 6-4 . The supposed and identified parameters are listed in Table 6 -1. Fig. 6-3 Step input and supposed nonlinear dynamic response: (1) step input, and (2) nonlinear dynamic response . The simulation results of the impulse signal are shown in Fig. 6-5 and Fig. 6-6 . The supposed and identified parameters are listed in Table 6 -2. Table 6 -2 Comparison between parameters supposed and identified
All above simulation results show that the performance and convergence of the algorithm presented in this section are good.
Modeling of wrist force sensor
The impulse response method is easily done and works well in the dynamic calibrations of sensors. So we adopt this method to make the dynamic calibration experiments of the wrist force sensor. In the calibration, a wrist force sensor is mounted on a testing platform. If no load is placed on the wrist sensor in the dynamic calibration, we call it no-load-calibration (NLC); while when there is some load laid on the wrist force sensor, we call it having-loadcalibration (HLC). An impulse force is applied to the wrist force sensor with a hammer, that is, the hammer strikes vertically on the sensor directly in the NLC or on the load placed on the sensor in the HLC in a very short interval. In the head of the hammer, a piezoelectric sensor is installed to transform the impulse force into the electric charge signal. This signal is amplified by a charge amplifier and sent to a computer based data acquisition system. The wrist force sensor outputs six channel signals, of which three channels express force components of x, y, and z directions, and three channels express moment components of x, y, and z directions. These six channel signals of the wrist force sensor are also collected by the data acquisition system. In the NLC, the zero point of work of the wrist force sensor is located in the middle part of the linear working range, so the dynamic response of the sensor is linear. But in HLC, the position of the zero point of work is moved from the linear working range to the nonlinear working range because of the applied load. Therefore the effect of the nonlinear factor becomes serious. The dynamic response of the sensor in HLC is nonlinear. The impulse response of NLC is shown in Fig. 6 -7, and that of HLC in Fig. 6-8 . In order to demonstrate the superiority, in the modeling of sensors, of the algorithm presented in this section, the following work is done. First assume the models of sensors in NLC and HLC are linear, we carry out linear modeling (LM) using the LMS. Secondly we regard the models of sensors as nonlinear ones, and identify them with the algorithm presented in this section, which is nonlinear modeling (NLM). Finally we compare these identification results. Fig. 6-9 and Fig. 6-10 show their difference in terms of curves, and Table 6-3 and Table 6 -4 in terms of parameters. The sum of square error 2 e ∑ of each identified curve to the real impulse response is used to evaluate the accuracy of model, which is shown in Table 6 -3 and ∑ ; the better is the identification result.
The two curves in Fig. 6-9 are almost overlapped to each other, and the identified parameters with the algorithm presented in this section contain a small coefficient value 2 c .
It shows that the nonlinear factor of the impulse response in NLC is not very serious or there lies a quite weak non-linearity. But in Fig. 6-10 , two curves have a little difference, and the value of coefficient 2 c is not a very small one. The nonlinear factor should be considered under this circumstance. Judging from the values of 2 e ∑ in Table 6 -3 and 6-4, we come to the conclusion that the nonlinear modeling method presented in this section is better than that of the linear modeling method in describing the model of the wrist force sensor. The one-stage identification algorithm has advantages as follows: (1) One-stage identification simplifies the algorithm; (2) It depends only on the data of input and output of the system, not needing to introduce the auxiliary variables that could not be measured in practice; (3) It only needs dynamic calibration experimental data of systems, not needing to do static calibration experiments. On the basis of identification, the nonlinear dynamic compensation is easily completed.
Hammerstein model based correction
With the increasing higher requirement of the dynamic measurement, it is more and more important to improve the dynamic performances of sensors. We brought forward a nonlinear compensation method for the Hammerstein model. The Hammerstein model is composed of two parts, one linear dynamic unit and one nonlinear static subsystem, therefore the compensation includes two steps accordingly: The first step is linear dynamic compensation and the second one is nonlinear static correction. Thus we call it two-step compensation. Fig. 6-11 Fig. 6-15 show the results of the first step, that is linear dynamic compensation, compared with the output signal of sensors. Fig. 6-14 and Fig. 6-16 show the results of the second step, that is nonlinear static correction, compared with the input signal of sensors. It can be seen that the method of nonlinear dynamic compensation is effective. 
Compensation of the impulse response of wrist force sensor
The impulse responses of the wrist force sensors in NLC and HLC are compensated using the two-step nonlinear dynamic compensation method. Fig. 6-17 shows the result of the nonlinear dynamic compensation for NLC, and Fig. 6-18 shows the result of the linear dynamic compensation using the linear compensation method. Comparing the two results, we find that the compensation result in Fig. 6-17 is not better than that in Fig. 6-18 , because the nonlinear dynamic factor is a weak one, as we have analyzed in above section. 
Wiener model based modeling and correction
A kind of nonlinear dynamic compensation method is proposed based on the Wiener model. Sensors with the nonlinear dynamic characteristics are describing as the Wiener model that is the cascade connection of a linear dynamic subsystem followed by a nonlinear static part. The nonlinear static characteristic of sensors is first corrected, and then the linear dynamic response is compensated. A DSP-based nonlinear dynamic compensating system and a sensor simulator are developed, and the experiments are carried out to demonstrate the effect of the nonlinear dynamic compensation method. 1. Principle of nonlinear dynamic compensation Some sensors with the nonlinear dynamic characteristics can be divided into a linear dynamic subsystem and a nonlinear static part, which is shown in Fig. 6 -21. They can be described by the differential equation as the following. Where i is the amplitude variable. The frame that is dashed line shows the nonlinear dynamic compensating system. In the frame, For examples, the force sensor is applied to a negative step form force through sudden removing weights attaching to the sensor, and the sensor response is collected by a real time compensating system. The dynamic response acquired is linear because the compensation system has a function of correcting static non-linearity. d. Design of linear dynamic compensation subsystem According to the step input u of the sensor and the step response y' of the compensation system, a linear dynamic model in the form of differential equation is set up using the system identification or the artificial neural network. On the basis of the linear dynamic model, a linear dynamic compensation subsystem can be designed using the pole-zero configuration method.
(1) The linear model of the sensor in the form of differential equation is transformed into the transfer function in the continuous domain.
(2) The zeroes of compensation part are designed as equal to the poles of linear dynamic part of the sensor. Thus the poles of sensor are canceled out completely or partly.
(3) According to the criterion that the damp ratio is 0.707 and natural frequency is not changeable, the poles of linear dynamic compensation subsystem are determined. 3. Development of nonlinear dynamic compensation system The nonlinear dynamic compensating system is shown in Fig. 6 Software of the system includes data acquisition, data processing and result output. The sampling frequency of the system is determined by interrupt of timer, and is between 20 K Hz ~ 25 K Hz . When power is applied to the system, the system start initialization, then enter the state of waiting for interruption. When the timer generates an interruption, the system begins a circle of data acquisition, processing and output. 4. Sensor simulator In order to verify the effectiveness of nonlinear dynamic compensation method and system, a DSP-based simulating system of sensors is developed to produce the nonlinear dynamic responses in various forms. The sensor simulator can also produce noise to exam the antidisturbance of the nonlinear dynamic compensation system. Fig. 6-26 shows the hardware schematic diagram of the sensor simulator. This system mainly includes an ADSP-2181 EZ-KIT Lite, an output part and logic control circuit. The output part contains eight digital to analog converters (D/A) and eight RC filters. The logic control circuit mainly consists of a decoder. 5. Experiments (1) Experimental setup An experimental setup is shown in Fig. 6-28 . PC1, PC2 and PC3 are personal computers. PC1 is in communication with the sensor simulator through a RS232. PC2 controls a scope through a GPIB to sample the outputs of the sensor simulator and compensating system. PC3 is connected with the compensating system through a RS232. The sensor simulator produces three channel signals as shown in Fig. 6 -28. The channel 1 is the nonlinear output, the channel 2 is the linear output, and the channel 3 is the input signal. The compensating system has one input channel, i.e. the channel 4 that samples the nonlinear output of the sensor simulator. It has four output channels, the channel 5 is a direct output of sampled signal, the channel 6 is the nonlinear static correcting result, and the channel 7 is the dynamic compensating result. (2) Nonlinear dynamic compensation process The nonlinear dynamic compensating system is connected with the sensor simulator. It samples the output signal of the sensor. In one sampling interval, when one date is acquired, the corresponding linear output is obtained through the table of nonlinear correction, and then is handled using the linear dynamic compensation method. (3) Experimental results The step input and response of the sensor simulator are shown in Fig. 6-29 . The result of nonlinear dynamic compensation, i.e. the output of the compensation system is shown in Fig. 6-30 . The impulse input and response of the sensor simulator are shown in Fig. 6-31 . The result of nonlinear dynamic compensation, i.e. the output of the compensation system is shown in Fig. 6-32 . It is clear that the output of the compensation system is approximated to input of the sensor simulator, which proves that the nonlinear dynamic compensation method is effective. (1) The dynamic response of sensors that posse the nonlinear dynamic characteristics is first handled using the nonlinear static correction method to obtain the linear dynamic response, and then is processed using the linear dynamic compensation method to short the time of reaching the steady state.
(2) This kind of method is applicable for different form and amplitude nonlinear dynamic responses of sensors. (3) If there are noises in the nonlinear dynamic responses of sensors, a digital filter with twoorder may be added into the compensation system. The place and order of the digital filter have been studied. The filter may be put the behind of the nonlinear static correction part or the linear dynamic compensation part. The cut-off frequency of the filter should be 2 times as large as the natural frequency of sensors.
