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Abstract 
 
This thesis focuses on the spectroscopy and photo-stereochemistry of relatively large 
closed-shell and open-shell transition metal complexes, investigated with an array of 
modern computational methodologies. The presence of the metal electrons/orbitals 
results in a greater number of low-lying excited states, and these states are vibronically 
coupled resulting in Jahn-Teller or pseudo-Jahn-Teller (pJT) effects, or general surface 
crossings. These features are very challenging to calculate but are vitally important to 
explain the observed behavior in such systems. 
 
Computational investigations using the multiconfigurational CASSCF method on the 
pJT effect occurring in ammonia, and Mo2(DXylF)2(O2CCH3)2(µ2-O)2 complex are 
presented. These definitively show that in the latter case the experimentally observed 
structure is due to a vibronic coupling of the ground electronic state with that of a non-
degenerate 1πδ* state, resulting in a rhomboidal rather than square motif at the 
bimetallic centre.  
 
The (BQA)PtMe2I (BQA= bis(8-quinolinyl)amide) complex has been found to undergo 
unexpected meridial to facial isomerisation induced by light. The TD-DFT method was 
used to examine the spectroscopy of this system, and the CASSCF method was used to 
examine excited state relaxation pathways. The system relaxes on an excited state 
potential energy surface, of an essentially localised ππ* excited state of the BQA ligand, 
and reaches a facial excited minimum that is located adjacent to a sloped conical 
intersection connecting the excited and ground electronic states. 
 
Chromium (III) complexes have been investigated for many years and many aspects of 
their photochemistry are still not very well understood. The photochemistry of paradigm 
Cr (III) complexes, such as chromium oxalate [Cr(C2O4)3]3-, chromium tris-
(1,3diaminopropane) [Cr(tn)3]3+ and Cr(tn)2(CN)2, have been investigated using TD-
DFT and CASSCF methods. Non-radiative relaxation pathways have been documented 
showing mechanism of both internal conversion in the quartet manifold, as well as 
inter-system crossing into the doublet manifold. The results explain 
photostereochemical features of the photo-induced racemization of [Cr(C2O4)3]3- and 
the photoaquation of [Cr(tn)3]3+ and Cr(tn)2(CN)2. 
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CHAPTER 1 
 
Introduction  
 2"
The electronically excited states of molecules are at the heart of photochemistry.  The 
most important questions, which arise here are which excited electronic states are 
responsible for desired/observed outcomes and what is the chemical nature of these 
states?  To answer such questions one has to be familiar with spectroscopic concepts 
such as absorption or emission by an atom or molecule. Knowing (and characterising) 
the electronic absorption spectrum of molecules is essential for the determination of the 
electronic configurations of photoactive excited states.  
 
Photochemical processes may often occur on a very short timescale. Such reactions fall 
in the domain of ultrafast chemistry (i.e., chemistry occurring on a sub-picosecond 
timescale).  Experimentally such processes are investigated by ultrafast (picosecond and 
femtosecond) spectroscopy.  These experiments make it possible to follow chemical 
reactions in “real time” and offer unprecedented insight into the mechanisms of light-
induced chemistry.  There are still many unknowns and many unanswered questions in 
this field, mainly due to the complexity and intricacies of the chemistry being explored 
and the challenges in analysing complex experimental data sets.  Since the growth of 
computational chemistry methods (in particular for excited electronic states) in the last 
decade or so, coupled with the concomitant development of hardware, it is now possible 
to explain and rationalise more and more experimental observations of complex 
photochemistry.  Indeed it is now widely accepted that experiment and theory should go 
hand-in-hand in attempting to explain such complex phenomena. One of the primary 
subjects of investigations within this growing field of theoretical photochemistry has 
been biological systems, and it is now possible to describe some aspects of their 
photochemistry with very high accuracy (e.g. structure and dynamics) [1-7]. From a 
fundamental point of view there have been far fewer computational studies on light 
induced inorganic chemistry than their organic counterparts. The photochemistry of 
inorganic systems, especially where transition metals are involved, is very challenging 
and difficult to investigate. Computational difficulties are encountered often due to the 
shear system size, which sometimes precludes highly accurate computation. Presence of 
metal electrons/orbitals results in greater density of excited electronic states, which can 
also be of different spin states. This can further complicate the whole picture and be 
very hard to model and treat computationally. It should be noted that this greater 
number of close-lying electronic states almost guarantees the importance of vibronic"
coupling effects, thus inorganic photochemistry will have many examples of ultrafast 
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photochemistry. Methods that are needed to treat those effects require significant 
computer resources. Nevertheless, in recent years there have been significant studies 
that have highlighted the importance of a computational rationalisation of experimental 
results in inorganic photochemistry [8-12].  
 
For organic molecules usually small numbers of states are needed to describe the 
observed photochemistry of the system. However, as modern studies show, vibronic 
coupling effects are also ubiquitous in organic photochemistry [13-15]. The concept of 
vibronic coupling will be presented later in the theory chapter of this work.  
 
Understanding the photochemistry of transition metal complexes is important because 
of the wide applications of these systems. They are very good catalysts for many 
reactions and industrial processes [16-23], C-H bond activation [24, 25], they are widely 
used in biochemistry [26, 27], and cell biology [28],  in drug design [29], especially as 
anticancer agents [30-33], in semiconductor technology [34, 35], photonic and 
optoelectronic devices [36, 37] such as organic light emitting diodes (OLED) [38, 39] 
and many other areas of science and technology.  
 
A general review of some recent experimental and theoretical work done in this area 
will be presented later in this chapter. The main work presented in this thesis focuses on 
the photochemistry of some of these important systems. By applying modern ab-initio 
methods, which will be described later, the aim is to obtain a good description of the 
nature and reactivity of excited states, which are crucial in photo-induced processes of 
transition metal systems and, in turn, to get a better understanding of these reactions. 
 
1.1. Transition metal complexes: structure, bonding, stereochemistry and 
applications.   
 
Transition metal complexes are systems consisting of a transition metal centre bonded 
to a particular number of ligands that can be of different types. The oldest transition 
metal complexes known are called Werner complexes or classical complexes, in which 
a metal atom binds to non-carbon ligands. In most cases the metal centre acts like a 
Lewis acid and the ligand as Lewis base. A Lewis acid is an atom, compound, or an ion 
that accepts an electron pair and Lewis base is an atom, compound, or an ion that 
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donates an electron pair. The bond formed between them is called coordinate bond or 
bipolar bond. Complexes in which the metal binds to the ligands through carbon or 
hydrogen atoms are called organometallic compounds and are characterised as being 
more covalent and having the metal centre more reduced in comparison with other 
classical complexes [40]. Ligands can be classified as L-type ligands, those that 
coordinate to metal through lone pair of electrons (CO, H2O, NH3 etc) or X-type 
ligands, those that donate to the metal centre one unpaired electron (alkyl radicals CR3 
etc.) and form with the metal a covalent bond. Metal atoms can be bound to a mixture of 
both, L and X type ligands that can donate different numbers of paired and unpaired 
electrons [41]. Ligands can be differentiated taking into account the number of atoms 
they use to bond to the metal centre, the so-called hapticity. Monodentate ligands are 
ligands attached to the metal centre through one atom (NO, H2O, Cl-, OH-, etc.). 
Bidentate ligands are ligands attached by two atoms. Polydentate ligands are ligands, 
which are bonded to the metal centre through multiple atoms. Bidentate and polydentate 
ligands can also be called chelates as they enhance the stability of the complex by 
forming chelate rings with the metal atom. In chapter 3 of this thesis there are examples 
of mono and bidentate ligands. Chapter 4 of this thesis is focused on the work done on 
the photoisomerisation of (BQA)PtMe2I complex where BQA - bis(8-quinolinyl)amide 
belongs to the group of polydentate ligands. Chapters 5 and 6 contain work performed 
on the photochemistry of Cr (III) complexes with bidentate ligands such as oxalate – 
(C2O4)2- , and tn – 1,3-diaminopropane. 
 
Transition metal complexes can have one or more metal centres [41]. Bonding between 
two metal atoms can occur directly by the overlap of pairs of d orbitals or through 
bridging ligands, which are ligands that are bonded simultaneously to both metal atoms. 
Depending on the type of coordination system, and the type of d overlap, different kinds 
of metal-metal bonds can be formed. ! -bonding occurs by the positive overlap of pairs 
of dz2 orbitals, ! -bonding occurs by the positive overlap of pairs of  dxz  or dyz  orbitals 
and !  bonding occurs by the positive overlap of dxy  orbitals in this coordination 
system (Figure 1.1).  
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Figure. 1.1. Orbital interactions in M2L10 bi-metallic complexes (picture adapted from 
Reference [41]). 
 
Metal-metal systems can have different bond orders, a measure of the strength of the 
bond, which is the number of bonds formed between two metal atoms (bond order 0 = 
no bond; 1 = single bond; 2 = double bond etc.). It can qualitatively be calculated using 
following equation:  
  
 bond order = nb-na2  (1.1) "
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z
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where nb and na are numbers of occupied bonding and anti-bonding orbitals. However, 
as will be discussed later in section 3.2 of chapter 3 this is not necessarily a good 
indication of the bonding between two metal centres and quite sophisticated calculation 
can be required. This has been presented in the work of Roos and co-workers [42]. 
Using quantum chemical calculations on the uranium molecule U2 they determine the 
bonding between two metal atoms as quintuple. They performed similar studies on the 
other actinides [43]. The high bond order between two metal atoms is also known for 
some bi-chromium systems, the vast majority of computational work on these systems 
has been done by the group of Roos and co-workers, who have shown that high level 
multiconfigurational/reference (see later) treatments are required to understand some 
metal-metal bonds [44-46].  
 
In this thesis we will be looking at complexes containing only one or two metal centres. 
There are four main types of bi-metallic complexes: edge-sharing biooctahedra that can 
have bond orders from 1 to 3, face-sharing biooctahedra with bond orders of 2 or 3, 
tetragonal prismatic structures with bond orders from 1 to 4, and trigonal antiprismatic 
structures that favour bond orders of 3. The examples of structures and characteristics of 
the last 3 types of above will not be described here and can be found in many textbooks 
of inorganic chemistry [47].  Chapter 3 of this thesis focuses on the first type of those 
systems specifically the edge-sharing biooctahedral complex of molybdenum: 
Mo2(DXylF)2(O2CCH3)2(µ2-O)2 complex (where DXylF is N,N -bis(2,6-
xylyl)formamidinate). 
 
In order to describe the electronic structure of transition metal complexes there are three 
main theories that can be used: molecular orbital theory (MOT), crystal field theory 
(CFT) or ligand field theory (LFT) [41, 48]. In MOT, a transition metal complex is 
described using molecular orbitals, which are formed by the linear combination of the 
metal and ligand atomic orbitals of proper symmetry. The energetic order of these 
orbitals (bonding and anti-bonding) and their occupation can give a description about 
the chemical bonding of the system. In CFT, ligands are treated as negative point 
charges and the effect of the electric field formed by those charges on the metal is 
examined. Different orientation of the ligands, and so symmetry of the complex, can 
cause splitting of the metal d orbitals. The classical example here is an octahedral 
complex in which ligands are evenly spread to each corner of an octahedron, this causes 
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the metal d orbitals to split into two sets, a t2g set of dxy , dxz  and dyz  orbitals that is 
lower in energy and eg set of dz2 and dx2!y2  orbitals that is higher in energy. The 
difference in energy between those two sets of orbitals is called crystal field splitting. 
Figure 1.2 presents the orbital splittings for octahedral ML6 complexes. 
 
 
 
Figure 1.2. Orbital splittings for an Octahedral ML6 complex (picture adapted from 
Reference [41]). 
 
The splitting of the d orbitals is described by the ! parameter and can be calculated 
using this electrostatic model. The size of this splitting indicates the wavelength of light 
absorption by the complex and so explains different colouring in metal systems.  LFT is 
very closely related to CFT but also takes into account the covalent interactions between 
the atoms and the overlap of the metal and ligand molecular orbitals. The ordering of 
molecular orbitals (MOs) is predicted in the same way as in MOT. This theory has been 
extremely useful in spectroscopy of metal complexes [41]. Density Functional Theory 
(DFT) is an example of modern MOT, which gives very accurate descriptions of ground 
state properties of metal systems (as will be shown later). However, it is more 
approximate because there is no wavefunction. Thus for the excited state properties of 
such systems wavefunction methods, such as for example Configuration Interaction, 
need to be used. These are presented in the chapter 2 of this thesis. 
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Another very important aspect that needs to be looked at to determine electronic 
structure of given transition metal complex is the count of the total number of valence 
electrons around the metal centre. To calculate it, we need to sum up the number of 
valence electrons coming from the metal, all the L and X type ligands, each giving 2 or 
1 electrons respectively, and subtract from the sum total charge of the complex. The 
number of valence electrons allows us to determine the electronic structure of the 
system.  
 
Each transition metal valence shell consists of one s orbital, three p orbitals and five d 
orbitals which, when filled, give 18 valence electrons all together. Similar as the octet 
rule for the main group elements that tend to have 8 valence electrons (configuration of 
the closest noble gas), transition metals tend to 18 valence electrons to obtain a stable 
structure (e.g. most of the first row carbonyl complexes). For complexes with a large 
splitting parameter (containing high-field ligands) the rule works really well. The 
examples of such complexes are hydrides or carbonyls that are sterically small and form 
a bond to have the required 18 electrons. However, there are many exceptions to the 
rule. Square planar d8 complexes such as [PtCl4]2-, IrCl(CO)(PPh3)2 or PdCl2[(PPh)3]2 
tend to 16-electrons. The reason for this is that one of its nine valence orbitals (the 
dx2!y2  orbital in this square planar arrangement of ligands around the metal) is usually 
very high in energy thus tends to be empty. Metal complexes containing hexaaqua ions 
[M(H2O)6]+ (M=V, Cr, Mn, Fe, Co, Ni) tend to have more than 18 electrons. This 
means that some anti-bonding MO would then have to be low in energy thus available 
for filling (complexes with weak field ligands) [41, 47].  
 
One of the most challenging parts in this field is dealing with open shell configurations 
- in which the metal valence orbitals are not completely filled. The presence of single 
electrons in the frontier molecular orbitals of transition metal complexes presents 
additional challenges to the theoretical chemist, due to the possible involvement of 
higher multiplicity states (spin-orbit coupled states) such as doublet, triplet or quartet 
electronic states or, indeed, a mixture of these in the photochemistry of these 
complexes. State mixing causes problems even for the most successful computational 
methods. Some recent work on the photochemistry of transition metal complexes 
involving both closed and open shell systems will be presented later in this chapter.   
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Transition metal complexes can adopt a variety of structures. The most common 
systems are the complexes where metal centre adopts an octahedral geometry (examples 
include ML6 complexes such as Group VI metal carbonyls or other ML6 metal 
complexes such as [Fe(CN)6]4-, [Cr(NH3)6]3+ etc.) but also trigonal bypiramidal 
(Fe(CO)5 etc.), tetrahedral ((CrO4)
2-, Ni(CO)4 etc.) or square planar ((Ni(CN)4)2-, 
[Pt(H2O)4]2+ etc.). Depending on the electronic structure of the central metal, the 
geometry of the system may be distorted from the ideal one (e.g. due to Jahn-Teller 
effects – which will be explained later in the theory chapter of this thesis). Isomers of 
those complexes are very common. There are two types of isomers: structural isomers 
and stereoisomers. Structural isomers have the same empirical formula but the ligands 
can be bonded in a different way, and differ in bond order. Stereoisomers have the same 
empirical formula but differ in the spatial arrangement of the ligands. Work presented 
later in this thesis concerns only stereoisomers so only this type of isomerisation will be 
discussed. There are two types of stereoisomers depending on their behaviour under the 
influence of polarized light: geometric isomers or optical isomers. Geometric isomers 
differ in positioning of the atoms, do not have a mirror plane of symmetry, and can have 
different physical and chemical properties (e.g. cis to trans, meridional (mer) to facial 
(fac) isomerisation). Chapter 4 of this thesis contains an example of mer to fac 
isomerisation of a (BQA)PtMe2I complex under the influence of light and will be 
described in more detail later.  Optical isomers are isomers that rotate plane-polarised 
light in two directions forming two optical isomers (right or left hand screw).  They are 
very common for systems of type ML3 where L is a chelate ligand, and such examples 
are discussed in chapter 5 namely [Cr(C2O4)]3- complex and in chapter 6 [Cr(tn)3]3+ 
complex. 
 
The electronic spectroscopy of metal complexes is far more complex than the electronic 
spectroscopy of smaller non-metallic and organic systems [49, 50]. The excited 
electronic states, their reactivity and electronic structure can be very diverse [49, 51]. 
Electronic states can have different chemical character: ligand field states (LF), charge 
transfer states (CT), intra-ligand states (IL) and metal-centred states (MC). LF states are 
states characterised as d-d states and arise due to the splitting effect of the ligand on the 
d shell of the metal centre. CT states involve a transfer of electron density, be it from 
metal to ligand, ligand to metal or between ligands or parts of ligands, and generally 
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occur over longer distances than LF states. There are also CT states possible from 
ligand or from full complex to solvent. CT states are very common in transition metal 
complexes and are very important in many biological and industrial processes.  They 
appear at higher energies and are usually more intense than the LF states because via the 
spectroscopic selection rules, they are formally allowed, whereas LF states are not [52].  
IL states are very common in the photochemistry of organometallic complexes and 
involve a CT between two parts of the same ligand and are also formally allowed.  
 
 
1.2. Review of some recent work done in the area of inorganic computational 
photochemistry. 
 
While the field of inorganic photochemistry is not new, recent experimental work has 
begun to elucidate the nature of some fundamental photochemical reactions. One of the 
most studied parts of the field of inorganic photochemistry includes the transition metal 
carbonyls [53-57]. As mentioned previously, systems with transition metals possess 
many different electronic states with specific character and reactivity, which results in 
unexpected photochemical properties and can lead to vibronic coupling effects such as 
isomerisation through conical intersections (accidental or symmetry imposed - Jahn-
Teller conical intersections), pseudo-Jahn-Teller distortions etc. (described later). In the 
past few decades a lot of experimental work on the dynamics and spectroscopy was 
performed in order to try to understand metal carbonyl photochemical dynamics. 
However, it is not always possible to define the exact nature of different states by 
experimental methods. An example is the assignment of the UV/Vis spectrum of 
Cr(CO)6, which is still the subject of some controversy some 45 years after it was first 
measured [58, 59]. Recent time-resolved spectroscopy has encouraged computational 
chemists to begin to tackle such challenging problems.  
 
Paterson and co-workers studied the dynamics of chromium hexacarbonyl Cr(CO)6 
photodissociation [11]. To define the mechanism of this reaction they used the 
Complete Active Space Self-Consistent Field (CASSCF) level of theory, which will be 
described in more detail in the next chapter. The results obtained were consistent with 
the experimental work done by the Fuß group [57]. They showed that a CO ligand 
dissociates within 100 fs, followed by radiationless decay via a Jahn-Teller conical 
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intersection. To describe the dynamics through this region they generated a model 
trajectory for it using surface hopping techniques. These results explained nicely 
previously puzzling features of vibrational coherence observed experimentally and 
encouraged full quantum wavepacket dynamics simulations of this process [12]. Other 
investigations on such systems were performed by Daniel and co-workers [60, 61]. 
They carried out calculations on the electronic spectroscopy of Cr(CO)6 using different 
theoretical methods [61]. Given the comparison of the calculations with the 
experimental values, it was possible to determine the most accurate method, which in 
this case was Multi-State Complete Active Space 2nd order Perturbation Theory (MS-
CASPT2). The main limitation of this approach is to build the wavefunction that will be 
able to describe in a correct way not only the ground state of a system but also excited 
states, thus the choice of the active space in the initial CASSCF calculation is important. 
The accuracy of other methods used such as Single Double Configuration Interaction 
(CISD), Equation-of-Motion Coupled Cluster Single and Double (EOM-CCSD), and 
Time Dependent Density Functional Theory (TD-DFT) was not very good from a 
quantitative point of view. Transition energies using CISD calculations were 
overestimated by around 40 eV but after adding (SD)2 correction, the final values were 
then underestimated showing that this method is not very accurate and treats the states 
in an unbalanced way. EOM-CCSD calculations were overestimating the transition 
energies by approximately 0.5 eV. TD-DFT calculations were highly dependent on the 
functional used and the results were accurate only for the low energy part of the 
spectrum. However, qualitative comparison of all the methods confirmed experimental 
studies and gave insight into the nature of electronic states, while highlighting the 
challenges of applying standard excited state methodologies to TM complexes. These 
results show the efficiency of this approach applied to transition metal photochemistry.  
 
The group of Daniel and co-workers is one the most active in the area of inorganic 
photochemistry and spectroscopy of transition metal systems [8]. Using state-of-the-art 
methodologies including multiconfigurational ab-initio wavefunction methods, density 
functional, and ab-initio response methods, together with wavepacket dynamics, they 
have achieved a large number of very important results in this area with a predominant 
number of studies focused on the transition metal systems containing carbonyl ligands 
[8, 60-77]. Some recent work in this group will be now reviewed. One paper [78] 
introduces the computational studies on the mechanism of photoisomerisation of Re (I) 
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carbonyl-diimine complex, [Re(CO)3(bpy)(t-stpy)]+ (where stpy is 4-styrylpiridine and 
bpy is 2,2’-bipyridine) which has potential applications in optical data storage devices. 
Calculations were done using State-Averaged Complete Active Space (SA-CAS) and 
Multi-State 2nd order Perturbation Theories (MS-PT2). The theoretical spectrum of the 
complex reproduces very well the experimental one and the main absorption band at 
332 nm is characterised as ILstpy state. Excited states that have the biggest influence on 
the photoisomerisation process of this system have  metal to ligand charge transfer 
(MLCTbpy) character. The main structural deformations of the complex that lead to 
photoisomerisation are the torsion of the ethylenic carbon-carbon bond and also, as 
described in the paper, the Q6 coordinate that includes six internal degrees of freedom 
and involves angle opening around the ethylenic C-C bond and rotations of the aromatic 
rings. The mechanism of the isomerisation process includes the absorption of singlet 
MLCTbpy state, then very fast intersystem crossing (ISC) to the triplet MLCTbpy  state 
that is caused by large spin orbit coupling between those states. Another step of the 
photoisomerisation process is energy transfer from triplet MLCTbpy  state to long lived 
triplet ILstpy and then slow decay to the ground state (cis or trans form of the molecule). 
In this study states with open-shell character are very important. Thanks to the 
multiconfigurational methods used it is possible to deal with them and understand the 
photoreaction in more detail. Another important study in this group involved electronic 
absorption spectroscopy of two Ru (II) polypirydyl complexes [Ru(phen)2(dppz)]2+ and 
[Ru(tap)2(dppz)]2 (where phen=1,10-phenanthroline; tap=1,4,5,8-tetraazaphenanthrene; 
dppz=dipyridophenazine), that are good DNA intercalators and used in the cancer 
treatment as inhibitors of DNA replication, was presented in reference [79]. Two 
enantiomers of both systems were looked at alone and as intercalated into guanine-
cytosine base pairs to form model systems for structural and spectroscopic properties. 
TD-DFT calculations (discussed later) in different environments were used to obtain the 
electronic spectra of these molecules. It was found that intercalation of!–enantiomers 
in DNA is less stabilised compared to ! -enantiomers because of the presence of 
bending modes in the dppz ligands that causes their destabilisation. Calculations of 
bonding and spectral properties using solvation models reproduced experimental 
findings very well. However, calculations in vacuum were unreliable. MLCTtap states 
are responsible for the main spectral properties of the [Ru(tap)2(dppz)]2+ system in 
water, acetonitrile or bases pair. For the [Ru(phen)2(dppz)]2+ system visible absorption 
spectrum in water and acetonitrile was dependent on MLCTdppz states. However the 
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absorption spectrum for the same system but intercalated in the guanine-cytosine bases 
pair is governed by MLCTphen states. The authors state that the enhanced ! -character of 
the tap ligand in comparison with phen ligand is the reason of this behaviour. Important 
ILdppz states for both systems are very sensitive to the environment and so in vacuum, 
water and acetonitrile have significant oscillator strengths and positions of the bands in 
vacuum moving to the spectra in the solutions is blue shifted of about 80 nm. These 
studies show that TD-DFT approach to spectroscopy of transition metal complexes can 
be very accurate and also computationally not too expensive. 
 
The group of Baerends and co-workers has done a lot of work in the area of theoretical 
spectroscopy of transition metal systems using DFT methods [80-84]. Van Gisbergen et 
al have performed the first TD-DFT spectroscopic studies on systems containing 
transition metals including (MnO4)-, Ni(CO)4, and Mn2(CO)10 [81]. Depending on the 
system and its geometry there were some discrepancies involving the ordering of 
electronic states, their relative energies, character and oscillator strengths for TD-DFT 
and some ab-initio and semi-empirical methods. It was especially prominent for the 
(MnO4)- system, which involves very high mixing of close lying configurations. 
Nevertheless, the TD-DFT method in most cases obtained very accurate results 
comparable with other high level ab-initio methods and can be a good and much 
cheaper alternative for spectroscopic studies on large systems. 
 
There has been a fair amount of work done in the area of spectroscopy of transition 
metal complexes using TD-DFT by Ziegler and co-workers [85-87]. Recent studies in 
this group involve mainly studies on the circular dichroism of different transition metal 
systems [88-95]. Circular dichroism (CD) spectroscopy measures the difference in 
absorption between the right and left hand circularly polarized light (R-CPL, L-CPL) 
for systems that contain chiral chromophores. The CD is measured over a range of 
wavelengths of such system and its signal will be non-zero if one of the circularly 
polarised light states will be stronger than the other. Whether the CD signal will be 
positive or negative depends which type of the circularly polarised light state will be 
absorbed to greater extent. CD is very useful for the determination of protein folding, 
assignment of electronic states and structure of chiral transition metal compounds. In 
the reference [92], CD spectroscopy studies on the iron group of complexes with tris-
bidentate ligands [M(L-L)3]2+ (where M is Fe, Ru, Os and L-L is 2,2’-bipyridine) has 
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been presented. Results show good agreement of the CD simulated spectra with 
experiment. It was found that transitions in the low-energy region of the CD spectra for 
all the systems involve MLCT states coming from metals t2g to the ligands lowest 
unoccupied molecular orbitals (LUMOs). For the iron complex it was earlier thought 
that those states are mainly metal centred d-d transitions. There are two main transitions 
in the high-energy region of the CD spectra, with high intensities and opposite signs 
with the positive one at the lower energy. These states involve mainly π to π* transitions 
located on the ligands and are polarized along the axis connecting two N atoms. The 
difference in energies of particular LUMO orbitals that take part in the excitations 
causes the trigonal splitting of the bands. Similar studies, but using magnetic circular 
dichroism (MCD), were performed on the group of molybdenyl complexes [88]. MCD 
is induced by a strong magnetic field and it is very useful in the identification of 
excitations that are usually very hard to assign from the absorption spectrum. The 
method used in these studies is also based on TD-DFT and includes additional spin-
orbit perturbation parameters.  
 
The TD-DFT approach was also used in the studies of Si-H-M bridging interactions in 
the transition metal hydrosilane complexes and turned out to be successful in their 
explanation. Paterson and co-workers performed studies on the model system of 
(Cp(CO)2Mn(SiH4), where Cp = η5-C5H5) [96]. They have used DFT with the B3LYP 
functional, in order to examine how the structure of the given complex changes, going 
from a regular trigonal bipyramid geometry (TBP) at Si to its distorted ground state 
minimum. The TD formulation of DFT was employed in order to characterise the 
lowest lying excited states for both structures. The authors correlated different 
electronic states of both structures along the distortion coordinate by looking at their 
Kohn-Sham orbitals and reported that the distortion of the regular TBP coordinated 
structure is followed by the migration of equatorial hydrogen along the Si-Mn bond. 
The hydrogen then adopts the bridging position between the Si and the metal atom. The 
authors explain and prove that this happens due to the pseudo-Jahn Teller distortion 
caused by the interaction of excited states. The distortion coordinate here is the 
antisymmetric bending vibration of Si-Heq ligands. 
 
As mentioned before, an important problem in the area of transition metal 
photochemistry is open-shell configurations. However, they are very challenging to 
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investigate especially for such large systems, and hence why there has not been much 
work done in this field. Ziegler and co-workers have performed TD-DFT studies on 
some open shell d1 MLX4 complexes [97]. Their results have shown that the TD-DFT 
method on these systems gives good comparison of excitation energies with 
experimental ones, with error only around 0.3-0.5 eV. There have been attempts to 
study circular dichroism spectroscopy using a spin-unrestricted version of TD-DFT. Fan 
and co-workers [98] performed those studies on different Cr (III) complexes [Cr(L-
L)3]n+ with open-shell ground states where L-L are different saturated and unsaturated 
ligands: en(ethylenediamine), acac(acetylacetonate), ox(oxalate), mal(malonate), 
thiox(dithiooxalate)). Results show that this method can be used as a very useful tool in 
the assignment of CD spectra of complexes with unsaturated ligands. For complexes 
with saturated ligands CD spectra can be used only if their geometric parameters are 
known.  
 
There has been a lot of experimental work done in the area of inorganic photochemistry. 
However, because it is very challenging to examine computationally, due to the reasons 
mentioned previously, there is still very little theoretical work done, unlike the area of 
organic photochemistry, in which experimental observations are widely supported by 
computational results.  
 
This thesis will thus focus on the explanation of some important experimental 
observations in photo-stereochemistry and spectroscopy of TM complexes, using 
theoretical methodologies hence adding a novel, meaningful contribution to this field. 
 
Chapter 2 of this work will present the main theoretical methods used in this thesis. 
Chapters 3-6 will present the results on photochemistry and spectroscopy of different 
types of TM complexes mentioned previously, including closed and open shell systems.  
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Theoretical Background 
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To computationally describe a molecule one needs to characterise its potential energy 
surface (PES), which is a hypersurface with 3N-6 degrees of freedom (3N-5 for linear 
molecules), where N is the number of atoms in a molecule. Defining the PES will give 
information about the possible structures of a given system, their relative energies and 
stability. The structure at a point on the PES at which the first derivative of the energy 
(gradient) with respect to geometry is equal to zero and all the second derivatives 
(Hessian eigenvalues) are positive is called a minimum. There can be two types of 
minima, a global minimum, which is a structure with the lowest possible energy and 
local minima that are structures of higher energies than the global minimum. First-order 
saddle points (maxima along one coordinate) are other important points on PESs at 
which the gradient is zero but one of the Hessian eigenvalues is negative, which means 
there is one vibrational mode that when followed will relax the system downhill to a 
minimum. These are also called transition states, which provide lowest energy barriers 
between two different minima. To locate a minimum on PES the process of structure 
optimisation needs to be performed i.e. locating the lowest energy of a system with 
respect to the change of structural coordinates. This is described later in section 2.5 of 
this chapter. 
 
Chemistry that is not induced by light (i.e. thermochemistry) can be described by 
examining the ground state PES of a system. However, to describe the photochemistry 
of a given system, excited state PESs are also required. Unfortunately, accurate 
theoretical characterisation of PESs for larger systems is very challenging due to the 
presence of a large number of degrees of freedom; thus the surfaces become 
multidimensional and they can cross, allowing for phenomena such as conical 
intersections, intersystem and avoided crossings, which can be very hard to compute as 
well as to visualise. Such phenomena will be described later in this thesis. For 
illustrative purposes figure 2.1 represents a ground state and an excited state PES, with 
transition states and minima, and their crossing with each other.  
 
To theoretically examine the chemistry of a system one can use computational 
methodologies based on quantum mechanics. This thesis will be focused mainly on the 
theoretical methods that can be used to describe photochemistry i.e. chemistry in 
electronically excited states. Such methods can be used to accurately study both the 
electronic spectroscopy as well as reactive multi-state potential energy surfaces, 
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although it should be noted that these methods tend to be complementary to one-another 
and have different domains of applicability.  
 
!!
 
Figure 2.1. Schematic representation of the ground state PES reaction path and its 
crossing with PES of first excited state (picture adapted from Reference [1]). 
 
 
2.1.  The wavefunction, Schrödinger equation and Born-Oppenheimer 
approximation.  
 
To be able to treat electronically excited state one has to be familiar with the central 
concept of quantum mechanics such as the “duality of matter”. De Broglie’s discovery, 
that light can have particle-like character and that particles can have wave-like character 
changed dramatically the way we think about chemical systems and their interaction 
with light. This was crucial to the evolution of modern quantum mechanics.  
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The duality of matter allowed the idea of a wavefunction to be developed in which a 
wavefunction can theoretically describe any physical eigenstate of the system and when 
operated upon by suitable operator !ˆ  it will return any property of the system it 
describes. A wavefunction is denoted as Ψ(r,t) in the case of a time-dependent 
wavefunction or as ψ(r) in the case of a time-independent wavefunction, where r 
corresponds to spatial coordinate(s) of particle(s). To describe a required property of the 
system under study there are some requirements that need to be met. Wavefunction 
must be the eigenfunction of given operator !ˆ . The operator working on the 
wavefunction results in the observable that represents the property that is sought. The 
eigenvalue ω will be the result of this operator working on the wavefunction [2].   
 
Max Born introduced an interpretation of the wavefunction which is now commonly 
used in quantum mechanics, and which states that the probability of finding a particle in 
a volume of space dτ at the point r is proportional to the square of the wavefunction and 
is called probability density ! r( ) 2 . The wavefunction is considered as an amplitude of 
this probability and has to be square integrable so that the probability of finding an 
electron in the volume of infinite space is equal to unity (normalization condition), 
continuous and single-valued.   
 
Time evolution of the wavefunction ! r,t( )  is described by the Schrödinger equation 
one of the most important equations in quantum mechanics:  
 
 
 
i! !"
!t = Hˆ"  (2.1) 
 
The operator Hˆ  is the Hamiltonian operator of the total energy of a system. The 
Schrödinger equation can be written also as:  
 
 E! = Hˆ!  (2.2) !
where E represents the total energy of the system and is the eigenvalue of the 
eigenfunction Ψ. The typical Hamiltonian operator for all electrons and nuclei has 
following energy contributions:  
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 Hˆ = Te +TN +VeN +Vee +VNN  (2.3) !
where: 
Te  - the kinetic energy of the electrons 
TN  - the kinetic energy of the nuclei 
VeN – the Coulomb attraction between electrons and nuclei 
Vee – repulsion between electrons 
VNN – repulsion between nuclei 
 
To obtain the energy of a system corresponding to its given wavefunction Ψ, one needs 
to calculate the expectation value of its Hamiltonian and divide it by its norm:  
 
 E =
! Hˆ !
! !
 (2.4) 
 
As the wavefunction must be normalized, the denominator becomes one so 
E = ! Hˆ ! . The expectation value of the Hamiltonian for Ψ0 is called the ground 
state energy of the system E0. If the wavefunction used to describe the system is exact 
the value of E is also exact and the lowest possible. However, for approximated 
wavefunctions, values of E will be always higher. The more accurate wavefunction is 
used, the lower and more accurate energy can be achieved (moving towards the exact 
value of the energy). The quality of the wavefunction will be the limiting factor for the 
obtained energies. This theorem is one of the central postulates in quantum mechanics 
and it is called the variational theorem. The proof of this theorem is widely presented in 
the literature and will not be described here [3]. 
 
The total electronic wavefunction Ψ also has to be antisymmetric with respect to the 
change of coordinates of any two electrons, which means that the probability of finding 
an electron should remain the same due to the normalisation condition of the 
wavefunction [4]. Antisymmetry can be achieved by constructing the wavefunction as a 
Slater Determinant (SD): 
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where N is the number of electrons and !  is a spin-orbital.  
 
The antisymmetrized product of a SD can also be represented as: 
 
 ! = N!
1
2 A!1 1( )!2 2( )...!N N( )  (2.6) 
 
where: 
 The antisymmetrizer , , is: 
 
 A = 1N! !""ˆ"ˆ!SN
"  (2.7) 
    
 - sign of permutation 
  - permutation operator 
 SN – symmetric group 
 
Even though the Schrödinger equation can be used to calculate almost every property of 
a given system, solving it can be very complex. It can be solved exactly only for 2 
particles (hydrogen atom) and certain potentials such as the particle in a box problem. 
Every system has a different Hamiltonian so the Schrödinger equation will be unique 
for different systems. To calculate a required property, the equation has to be divided 
into smaller ones dependent on only one dimension, and solved separately. The final 
wavefunction of the system can be obtained by direct product of the wavefunctions 
obtained from these smaller equations. However, apart from the small systems 
mentioned before, the Schrödinger equation for most systems can get very complex and 
cannot be separated into decoupled equations thus one needs to use some 
approximations. 
 
A
!"
!
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The time-independent version of Schrödinger equation is crucial for the Born-
Oppenheimer approximation which is one of the most important approximations in 
computational chemistry and is applied for the description of the wavefunction for 
many molecules [3, 4]. However, for systems in which nuclear and electronic motions 
couple it fails. Such phenomena occur very often in the photochemistry of polyatomic 
molecules especially involving transition metal atoms due to a large number of 
energetically close-lying electronic states and the surface crossings or conical 
intersections between then and will have crucial consequences in the photochemistry of 
such systems. Examples of which will be presented in this thesis. In the modern 
derivation of the BO approximation the coupling between the nuclei and electrons 
depends not only on the mass-difference, but also crucially on the energy difference 
between electronic states. At points of exact degeneracy the approximation completely 
breaks down. 
 
Because the nuclei are much bigger than electrons (about 1832 times for the lightest 
nucleus, i.e., the proton) they move much more slowly. That is why the motion of nuclei 
can be considered as separate from the motion of electrons. The Born-Oppenheimer 
approximation keeps the nuclei fixed on the time scale of electron movement so 
electronic motion is not affected by nuclear motion. 
 
The BO approximation is very well described in the literature [2-5]. To outline its 
concept one has to solve the time-independent Schrödinger equation.  
 
 E! = Hˆ!  (2.8) !
In the first step of the Born-Oppenheimer approximation the kinetic energy operator for 
the nuclei is neglected and the repulsion between the nuclei is considered as a constant, 
which has no effect on the operator eigenfunctions because it adds only a constant value 
to the eigenvalues of the operator. So after the introduction of the approximation the 
electronic Hamiltonian operator becomes: 
 Hˆe = Te +VeN +Vee  (2.9) !
The full solutions of the so-called electronic Schrödinger equation Hˆe! ei = Eei! ei( )  are 
the electronic wavefunctions: 
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 ! e
i =! e
i ri;RA( )  (2.10) !
which depends explicitly on the position vector of electrons and parametrically (as the 
electronic energy Eei = Eei ri;RA( ) ) on the position vector of nuclei, ri and RA 
respectively. 
 
The total energy ET for fixed nuclei includes the electronic part of the energy, and the 
(constant) potential energy of nuclear-nuclear repulsion [2]: 
 
 ET = Ee +VNN  (2.11) 
 
If the nuclear configuration varies over some range of coordinates R, and the electronic 
Schrödinger equation is solved at each geometry for the electronic wave function, one 
obtains the potential energy surface on which the nuclei move. The nuclear Hamiltonian 
for motion in the field of electrons is then: 
 
 HˆN = TN + Te +VeN +Vee +VNN  (2.12) !
 HˆN = TN + Ee R( ) +VNN  (2.13) !
 HˆN = TN + ET R( )  (2.14) 
 
and the solution to the nuclear Schrödinger equation describing the vibrational, 
rotational and translational states of a molecule is: 
 
 HˆN! N = E! N  (2.15) !
 ! N =! N R( )  (2.16) !
So the total wave function for BO approximation can be written as a product of nuclear 
and electronic terms: 
 
 ! r;R( ) =! e r;R( )! N R( )  (2.17) !
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The Born-Oppenheimer approximation is valid for many chemical processes but as 
mentioned before there are some important cases when it breaks down. The coupling 
between electrons and nuclei is one such cause. In the modern mathematical derivation 
of the BO approximation the total wavefunction is written as a linear combination of the 
products of electronic and nuclear functions (rather than the single term in equation 2.17 
above). This leads to the standard BO equations, plus terms which couple the electronic 
states via the nuclear momentum. Such derivative coupling can be expressed by the so-
called nonadiabatic coupling operators 
 
!ˆ ij , which are mass dependent [6]: 
 !ˆ ji = ! jiTˆN " " j TˆN " i  (2.18) !
 TˆN = !
1
2M "
2  (2.19) 
where: 
 !2 = !"! - Laplacian operator 
 M - suitable mass-scale. 
 
The derivative coupling vector depends on the energy gap between the states:  
 
 !ˆij = " i #" j =
" i #Hˆe( )" j
Vj $Vi
for i!j  (2.20) 
 
where i, j label electronic states, Vi and Vj is the electronic energy of the i-th and j-th 
state, respectively. The derivative coupling vector together with the gradient difference 
vector create the ‘branching space’ around the point of a conical intersection, which will 
be described later on. If the difference in energy between the electronic states of a given 
molecule is very small or 0 (they lie very close to each other or are degenerate) they can 
couple (i.e., the RHS of equation 2.20 is large, (infinite at a degeneracy)), one can no 
longer describe the motion of nuclei and electrons separately. The BO approximation 
therefore breaks down and this coupling is called vibronic coupling. Such strong 
coupling therefore occurs near crossings between potential energy surfaces, i.e., conical 
intersections and it is these that provide a pathway for ultrafast interstate crossing and 
Jahn-Teller distortions, which will be described later in this chapter. The theory behind 
vibronic coupling is very complex and its description can be found in the literature [7, 
8]. 
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2.2.  Electronic structure methods. 
 
This section will introduce the main computational methods used in this thesis. 
Electronic structure methods can be divided into ab initio methods (from the 
beginning), semi-empirical methods, and density functional theory [3, 5]. Their basic 
concept is to describe the motion of electrons in atoms and molecules.  
 
2.2.1. Hartree-Fock theory. 
 
A central method in ab-initio quantum chemistry, which was developed to solve the 
electronic Schrödinger equation, is Hartree-Fock theory. It uses the Born-Oppenheimer 
approximation discussed before and states that the motion of each electron can be 
described by a single electron wavefunction called a molecular orbital (MO), which is a 
product of a spatial orbital and its spin function (spin-orbital). It describes how an 
electron behaves in the mean field of the other electrons. A molecular spin-orbital can 
be written as a linear combination of the atomic orbitals (AOs) ϕi (also called basis 
functions and referred to as the one-electron basis set): 
 ! µ = cµi"i
i
#  (2.21) !
Hartree-Fock theory assumes that the electronic wavefunction can be written as an 
antisymmetrized product of MOs. Applying the variational principle to the Hartree-
Fock wavefunction, the Hartree-Fock energy EHF is minimised with respect to changes 
of spin-orbitals (optimization of the orbitals), which are used to build the Slater 
determinant (SD). The number of MOs x depends on the number of electrons present in 
the molecule (x MOs correspond to at least 2x electrons in the case of closed-shell 
molecules - molecules with a completely filled valence shell). The Hamiltonian operator 
becomes the Fock operator  Fˆ  and it depends on the solutions of the single electron 
wavefunction:  
 Fˆ!i = Ei!i  (2.22) !
where Ei is the spin-orbital energy. Roothaan and Hall in 1951 introduced the basis set 
to make the integral differential Hartree-Fock equations more easily solvable for many 
electron systems as the Roothan-Hall idea of a basis set involves matrixes and these can 
be solved by using linear algebra [3]. In the Roothaan-Hall scheme expansion 
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coefficients of the AOs in equation 2.21 are obtained variationally. To calculate these 
coefficients and energies of each MO one needs to diagonalize the Fock matrix. This 
requires the presence of initial guess MO coefficients because the Fock matrix must be 
known. After diagonalisation of the Fock matrix containing an initial guess of orbitals, a 
new set of coefficients is generated and the whole procedure is repeated until the 
obtained coefficients are the same as the coefficients obtained after diagonalisation. The 
whole iterative procedure is called the Self Consistent Field (SCF) procedure and the 
obtained orbitals are known as SCF orbitals. S.F Boys in 1953 introduced Gaussian 
Type Orbitals as a factor to further reduce the cost of calculation at the basis set step. 
These are discussed in the next subsection. 
 
To obtain a complete basis set (the highest accuracy basis set) an infinite number of 
basis functions needs to be used. However, a complete basis set is not very practical as 
it is too computationally expensive so mainly incomplete basis sets are being used in 
computational chemistry. The choice of which depends on the type of atoms forming a 
particular system and the property that needs to be described. Examples of basis sets 
commonly used in this thesis will be presented in the next section of this chapter. The 
Hartree-Fock wavefunction described by a complete basis set is the most accurate 
wavefunction one can obtain from Hartree-Fock calculations and is called the ‘Hartree-
Fock limit’ [3]. 
 
In Hartree-Fock theory instantaneous repulsions between the electrons are ignored so 
that each electron only feels an average charge distribution due to other electrons. Thus 
the Hartree-Fock energies are not the exact energies of the system because this method 
neglects dynamic electron correlation i.e., the instantaneous correlated motion of every 
electron arising from the exact Coulomb repulsion. Since each electron experiences a 
mean-field rather than the true repulsion, electron pairs can on average get too close 
together and consequently the Hartree-Fock energy is too high. The correlation energy 
(Ecorr) is often defined as the difference between the exact energy and the Hartree-Fock 
limit energy, 
 Ecorr = Eexact ! EHF  (2.23) !
The way to improve the Hartree-Fock method is to add terms, which allow a correlation 
between the motions of electrons, i.e., allow electrons to partially occupy other orbitals. 
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Despite its deficiencies however, the HF method is a good starting point for the 
development of other ab-initio methods. Post HF methods that include correlation are 
for example Møller-Plesset perturbation theory (MPn, where n is the order of 
correction), multi-configurational self consistent field (MCSCF), configuration 
interaction (CI), multi-reference configuration interaction (MRCI) and coupled cluster 
theory (CC). CC theory has not been one of the main methods used in this thesis, it has 
only been used sparingly, MRCI and MP perturbation theories have not been used at all 
so these methods will not be discussed further here. MCSCF and CI methods will be 
described later in this chapter. 
 
2.2.2. Basis sets.  
 
As mentioned before a basis set (linear combination of AOs) is a set of basis functions, 
which are used to form the wavefunction of the system. The number of available basis 
sets has significantly increased over the past few decades thanks to the development of 
increased computer power. However, one has to be very careful while choosing the 
proper basis set for a system. Choosing a too small basis set can result in an 
inaccurately described wavefunction. On the other hand a too big basis set can 
dramatically increase the cost of calculations and possibly put excessive strain on 
computational resources.  This is why commonly used basis sets nowadays are built up 
from sets of primitive basis functions that are contracted to lower the computational 
expense (Gaussian type orbitals – GTOs). A more accurate type of basis functions is 
called a Slater type orbital (STO). Unlike the GTOs, STOs have the correct radial shape 
but they become very complex and expensive for atoms/molecules with several 
electrons. Linear combinations of primitive GTO basis functions can form an 
approximation to any STO. This procedure is called basis set contraction and resulting 
functions are called a contracted GTOs [5]. A number of primitive GTOs included in 
the contracted GTOs is called the degree of contraction. 
 
An example of a classical minimal basis set (uses the smallest number of basis functions 
needed to describe an atom) developed by Pople and co-workers is the STO-3G basis in 
which three Gaussian basis functions are singly contracted to form an approximate 
STO. What this means is that for each orbital in an atom there is only one basis 
function, so only the minimum number of basis functions is required (single zeta basis 
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set). The number of G functions can vary but adding more G functions gives usually 
very little improvement. An STO basis with 3 Gaussian functions has been a good 
starting point for most of the elements from the periodic table. To improve the basis set 
one can double, triple and so on the number of all the basis functions (double zeta basis 
set, triple zeta basis set, etc.). Doubling the number of basis functions for only valence 
orbitals is called split valence basis (or sometimes valence double zeta VDZ). The other 
types of basis sets introduced by Pople and co-workers are k-nlmG basis sets (for 
example: 3-21G, 4-21G, 6-31G, 6-311G basis sets). The first number k stands for the 
number of primitive GTOs that are used to represent core orbitals. The nml represent the 
type of splitting of valence functions (nl, for split valence, nlm for triple split valence) 
and the number of primitive GTOs, which represent each splitting. So for example the 
6-31G basis is a split valence basis where the core orbitals are a contraction of six 
primitive GTOs and the valence orbitals split into 3 primitive GTOs for the inner part of 
the valence orbitals and 1 primitive GTO for outer part of the valence orbitals.  
 
If a given basis set is supplemented by one or two ‘plus’ signs (usually added before G), 
it means that there are diffuse functions added (one plus stands for an extra s and p 
diffuse function for heavy elements, two pluses means a extra s function on hydrogen). 
These basis sets can be also supplemented with one or two asterisks that are called 
polarization functions (usually added after G). Polarization functions allow the 
wavefunction for more flexibility and can be written in brackets instead of asterisks in 
the following way: 4-31G(d), 4-31G(d, p) meaning extra set of d functions on heavy 
atoms, or extra set of d functions for all the atoms excluding hydrogen and extra set of p 
functions for hydrogen respectively.  
  
The development of correlation consistent basis sets has had a crucial impact on modern 
computational chemistry and has allowed for moving closer towards the basis set limit 
(complete basis set). There are split-valence basis sets i.e. cc-pVDZ, cc-pVTZ…, 
developed by Dunning and co-workers (correlation consistent polarized Valence 
Double/Triple/…) in which the valence orbitals are described by two or more 
contractions. These basis functions are especially popular with methods that include 
electron correlation. If one needs to include diffuse functions, the prefix “aug-“ has to 
be added. There is also a large number of correlation consisted basis sets introduced by 
! 38!
Peterson and co-workers [9] including all-electron correlation consistent basis sets for 
first row transition metals [10]. 
 
There are also basis sets implemented specially for heavy atoms and they are called 
Effective Core Potential basis sets (ECP) [5]. Due to the high number of electrons and 
so number of functions needed to describe those elements the core electrons and their 
basis functions are replaced with a pseudo potential. Only the valence orbitals are 
treated at a high level. Core orbitals are replaced by the approximate functions, very 
cheap to compute. They can be used to describe the relativistic effects in the heavy 
atom, which are connected with the core electrons. Examples of such basis sets are the 
LANL2DZ basis set also called Los Alamos National Laboratory 2-double zeta basis set 
and its variations, the Stuttgard-Dresden pseudopotentials (SDD), and the Stuttgart 
relativistic large or small core ECP basis sets due to Preuss (STRLC, STRSC). SDD 
basis sets will be used very often in this thesis due to its suitability for transition metal 
atoms and other heavy element problems. 
 
2.2.3. Multi-Configurational Self Consistent Field methods – MCSCF. 
 
As mentioned before the Hartree-Fock method neglects the instantaneous correlation 
between all the electrons that comes from the Coulombic repulsion between electrons. 
Instead, each electron is treated as if it was moving in a mean field of other electrons 
and the repulsion between them is averaged. The energy of the system will then be too 
high because the electrons are able to move to close than they should to each other.  
However, to obtain a lower energy of the system dynamic electron correlation needs to 
be included. It is especially important for the transition metal systems, which usually 
require correlation for qualitative results due to the large number of close lying excited 
states and for the systems that exhibit Jahn-Teller distortions. Jahn-Teller distortions 
will be described later in this chapter. The Hartree-Fock wavefunction is constructed as 
a single SD containing a set of one electron MOs and it can describe only a single 
configuration within a basis set. One way to describe the energy of the system better is 
for all possible configurations to be included thus the wavefunction needs to be 
represented as a linear combination of multiple SD as in equation below [5]: 
 
 ! = c0! HF + c1! 1 + c2! 2 + ...  (2.24) 
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One of the common extensions of Hartree-Fock theory that does this is configuration 
interaction (CI). The wavefunction is built as a linear combination of many Slater 
determinants, and is created by the mixing of many-electron wave functions obtained 
from different electronic configurations, generated by exciting electrons from occupied 
orbitals to virtual orbitals. A viable CI model can be obtained by limiting the CI 
expansion to only specific excitation levels (single excitations – CIS, single and double 
excitations – CISD…) as a full CI (FCI) is too expensive for all but the smallest of 
systems. CI method includes so called non-dynamic (static) correlation, which is a 
common feature of MCSCF methods and accounts for more than one electronic 
configuration at the same time in a balanced manner.  
 
By including all possible N-electron excitations one obtains the Full-Configuration 
Interaction (Full-CI) method, which is the best calculation possible in a given basis set. 
However, this method is very expensive and the total number of possible SD is given by 
the binomial coefficient [3]:  
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K ( N( )!N!  (2.25) 
where: 
 K – total number of Hartree-Fock spin-orbitals 
 N – number of electrons 
 
Full CI calculations can be performed only for small systems. For larger systems 
calculations can get extremely expensive and not practical because of the high number 
of determinants that need to be generated.  
 
In the CI method discussed above the initial HF orbitals are kept fixed in the CI 
expansion, however a class of methods have been developed where the orbitals are 
optimized for the CI wavefunction rather than the HF one. The most popular variant of 
the MCSCF method that does this is the Complete Active Space Self Consistent Field 
method (CASSCF). Molecular orbitals which build the wavefunction are optimized in 
addition to the CI expansion coefficients.  Hartree-Fock orbitals can be taken as an 
initial guess, but will invariably be different after convergence of the wavefunction. 
Here the molecular orbitals which build the wave function are divided into active and 
inactive ones and are chosen manually, dependent on the studied system. CASSCF 
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introduces the correlation between the active electrons in active orbitals by performing a 
Full CI amongst them (Figure 2.2.). It is necessary in CASSCF to optimize AO 
coefficients because the CI is performed only in the active space. By doing this one can 
be sure that the obtained energy will be the lowest possible for a given active space, and 
also ensures that the optimized molecular orbitals are flexible enough to describe the 
entire potential energy surface. 
!
Figure 2.2. Comparison of the molecular orbital partitions in the single-configurational 
Hartree-Fock method and multi-configurational CASSCF [5]. 
 
For systems in which the multi-configurational character of the wavefunction is crucial 
(systems included in this thesis), HF theory guess orbitals may not be accurate enough. 
Building the CASSCF wavefunction starting from an incorrect wavefunction may give 
false or inaccurate results. Thus, the most efficient way to get the multideterminantal 
nature of the wavefunction is to use so called natural orbitals (NO) that diagonalize the 
density matrix and its eigenvalues are the occupation numbers of the orbitals. The 
occupation number is the number of electrons in each natural orbital and it is a real 
number between 0 and 2. For occupied orbitals occupation numbers are usually close to 
1 or 2 and for unoccupied orbitals close to 0. The occupation numbers of orbitals that 
have to be included in the active space need to be different from exactly 0 or 2. An RHF 
wavefunction gives occupations of exactly 0 or 2 because of the lack of the electron 
correlation. UHF natural orbitals can be used as an alternative because they provide 
fractional occupation numbers [3]. 
 
In the case when all valence electrons will be chosen for the active space one can obtain 
an extremely accurate description of the wave function. However it is possible only for 
small systems for the same reason as Full CI computations. For large molecules (e.g., 
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coordination compounds) where the active space may only contain some of the valence 
electrons the CASSCF method can overestimate the properties of the system studied; 
that is why the choice of correct orbitals is crucial for this method. The most important 
advantage of this method is that it can be used to describe conical intersections, and any 
multi-configurational states involved. The only limitation of this method is the number 
of the active space. The maximum active space one can be routinely applied nowadays 
is around 15 electrons in 15 orbitals (about 1.5 billion different configurations).  
 
There is also a variation of the CASSCF method called Restricted Active Space Self 
Consistent Field (RASSCF). The orbitals are divided in three spaces RAS1, RAS2 and 
RAS3 (Figure 2.3) [11]. They have a restricted number of allowed excitations. RAS1 
corresponds to doubly occupied orbitals and the RAS3 consists of empty orbitals. There 
is a full CI performed in the RAS2 space. Additional configurations can be generated by 
allowing for example a maximum of 2 electrons to be excited from the RAS1 space, and 
maximum 2 electrons to be excited into the RAS3 space, from the RAS2 space. The 
main concept of the RASSCF method is to generate configurations by combination of 
full CI, but in a small space RAS2 (which reduces the cost of calculations), and CISD in 
a larger space (RAS1, RAS3).  
 
 
Figure 2.3. Orbital partitions in RASSCF method (picture reproduced from Reference 
[3]). 
RAS3 
RAS2 
RAS1 
Inactive 
Virtual 
Full 
CI 
0, 1 or 2 
excitations 
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2.2.4. Density Functional Theory (DFT). 
 
A wavefunction is dependent on three spatial and one-spin variables for each electron 
(4N variables where N is the number of electrons), and its complexity increases 
exponentially with the number of electrons in the system. This puts pressure on the 
development of alternative methods that would be computationally less demanding than 
wafunction methods. DFT theory describes an interacting system via its electronic 
density rather then a many-body wavefunction [3, 5, 12]. The electrons interact with 
each other and are influenced also by the external potential. Unlike the wavefunction, 
the electronic density ! r( )  is a measurable quantity (X-ray diffraction) and it is 
dependent only on three spatial variables. Integrated over all space gives the total 
number of the electrons in the system: 
 N = ! r( )dr"  (2.26) 
 
The electron density is independent of the size of the system, which makes it much less 
expensive and still very accurate. The electronic density also determines the positions of 
the nuclei, which are the cusps in the density, and the heights of these cusps correspond 
to the nuclear charges. The main obstacle in DFT is to connect the electronic density 
with the energy it represents. This is done by the design of a proper electronic density 
functional, which obtains the number from a function that represents the electron 
density (a function of a function). Unfortunately, it is not that trivial and the functional 
that would represent the exact energy of the ground state is still unknown. The first 
attempts to design the correct functionals were in the early nineteen twenties (Thomas-
Fermi DFT) and failed to an extent. In 1964 Hohenberg and Kohn, through their 
existence and variational theorems helped to develop DFT into the form it is used today. 
They proved that the wavefunction can be replaced by an electronic density and that the 
variational principle can also be applied in DFT. A breakthrough occurred in 1965 when 
Kohn and Sham suggested considering the system of electrons as non-interacting. The 
Hamiltonian operator would then be represented by sum of one-electron operators 
whose eigenfunctions are Slater determinants. The ground state electronic energy of the 
real system ER is the sum of the electron kinetic energies of the system T, the nucleus-
electron attraction potential energies VeN and the electron-electron Coulombic repulsion 
energies (Equation 2.27). 
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 ER = T +VeN + J  (2.27) 
  
The total energy of the system is then a sum of ER and Exc. The exchange correlation 
energy term Exc accounts for the difference in kinetic energy of the real (interacting 
electrons) and fictitious (non-interacting electrons) systems and contribution from 
instantaneous electron-electron interactions: 
 
 Exc = T !TS( ) + Eee + J( )  (2.28) !
 EDFT = TS + ENe + J + Exc  (2.29) 
 
where: 
TS  - kinetic energy of non-interacting system 
T – exact kinetic energy  
ENe  - Coulombic attraction between the nuclei and electrons 
J – Coulombic repulsion between electrons 
Eee – repulsion between electrons 
 
Orbitals in the Kohn-Sham approach need to be reintroduced, thus the number of 
variables increases to 3N rather than only 3. The electron density can then be 
determined from the Kohn-Sham orbitals. They are represented by one-electron spin 
orbitals, and allow for mapping the kinetic energy and density. 
 
 ! r( ) = " i
2
i=1
N
#  (2.30) 
 
The wavefunction then can be described by the Kohn-Sham equations, which are as 
follows:  
 TS + ENe + J +Vxc}{ ! 1 r1( ) = " i! i r1( )  (2.31) !
where ! i is the energy of i
th Kohn-Sham orbital and the exchange correlation potential 
Vxc  is a derivative of the exchange correlation energy mentioned before: 
 
 Vxc !( ) =
"Exc !( )
"!
 (2.32) 
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To solve the Kohn-Sham equations an iterative SCF procedure as previously described 
for HF theory needs to be applied. Kohn-Sham orbitals obtained in this way are used to 
determine the electronic density and then the energy. DFT is an exact theory, however 
because the form of the exchange-correlation term is not known exactly approximate 
functionals are used to obtain the approximate energy of the system. There are different 
ways to account for the exchange correlation term but there is no systematic way to 
improve one functional over another. This is unlike wavefunction-based methods where 
one can improve the method systematically so it approaches the full CI limit. For DFT 
this is not the case and some functionals commonly used will be presented below.  
 
In the Local Density Approximation (LDA) to the exchange-correlation energy 
functional, the density is treated locally as an uniform electron gas – a local dependence 
of the correlation functional on the density. Popular functionals include VWN (Vosko, 
Wilk and Nusair), VWN5, or SVWN (including Slater exchange) [13]. These methods 
will not be described here in more detail because they were not used in this work.  
 
In the Density Gradient approach, the correlation functional is dependent on the local 
value of the density and also its gradient. This approximation is called generalized 
gradient approximation (GGA) and common exchange functionals are B (Becke) [14], 
PBE (Perdew, Burke and Ernzerhof) [15, 16],  S (Slater exchange) [17-19], O [20, 21], 
mPW (Perdew and Wang) [22], G96 [23, 24] and the correlation functionals P86 
(Perdew 86) [25], PW91 (Perdew and Wang 91) [26-28], LYP (Lee, Yang, and Parr) 
[29, 30], and PBE [15, 16].  A very common functional that connects GGA exchange 
and GGA correlation is BLYP, a combination of Becke’s exchange with the correct 
asymptotic behavior of the density at long range and Lee, Yang and Parr correlation in 
which the correlation energy is computed entirely. The BP86 functional has the same 
exchange correction as BLYP and uses the Perdew86 correlation functional. 
 
Hybrid methods called also adiabatic connection methods (ACM) are very common and 
they incorporate different kinds of methods as LDA, GGA and also HF exchange. They 
include, apart from a big fraction of total exchange energy, the difference in total and 
exact HF exchange. Hybrid functionals used in this research will be briefly presented. 
B3LYP (Becke 3-parameter Lee Yang Parr) is perhaps one of the most commonly used 
functionals because of high accuracy (1.3 kcal mol-1) of the results compared with 
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experiment [31]. It uses the non-local correlation of LYP, and local correlation of the 
VWN functional III. The B3PW91 is a variation of B3LYP and includes non-local 
correlation by Perdew and Wang 91. The PBE1PBE functional implemented by Adamo 
and co-workers includes 25% exchange and 75% correlation [32]. The M06 functional 
(parametrized for both nonmetals and transition metals) and its variations M062HF 
(with HF exchange) [33], M06-2X (double amount of exchange 20% HF) were 
implemented by Truhlar and Zhao [34]. The HCTH group of funtionals developed by 
Handy and co-workers include gradient-corrected correlation  (HCTH93, HCTH147 
etc.) [35-37].   
 
Long-range corrected functionals are very popular for spectroscopic studies because 
they involve long-range correction to the energy allowing excitations of the electrons to 
the high lying orbitals. The CAM-B3LYP functional implemented by Handy and co-
workers [38] is one of them, specially designed for charge transfer excited states and 
used with time dependent DFT (TD-DFT) that will be described below. Other examples 
of such functionals involve LC-wPBE [39-42], wB97XD [43], wB97 [44] and their 
variations. Long-range corrections can also be added to pure functionals.  
 
An extension of DFT that can be used for excited state determination is called Time-
Dependent Density Functional Theory (TD-DFT). No one has yet developed a 
functional for TD-DFT (i.e., a functional of both the density and the time). Thus TD-
DFT currently uses the stationary density (temporally adiabatic approximation), and 
instantaneously switches on a time dependent field as a perturbation, then uses methods 
of response theory to determine the first-order response of the density matrix to the 
perturbation [45]. The TD-DFT eigenvalue equation is in the form: 
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where: 
X, Y – first order change of the density matrix, essentially the perturbed density 
in terms of mixing of occupied and unoccupied MOs; excitation vectors 
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A – essentially orbital energy differences, plus an exchange integral between 
occupied and unoccupied MOs  
B – coupling matrix 
 ω – frequency of the perturbation 
 
A and B are called orbital rotation Hessians and the vectors X and Y are defined in the 
Hilbert space of occupied and unoccupied MOs. These MOs are solutions of Kohn-
Sham equations described above and give the importance of single-particle hole 
excitation/de-excitation to the perturbed density. Geometrical properties of excited 
electronic states are characterised as derivatives of the excited state energy with respect 
to an external perturbation [46]. TD-DFT is a good alternative to perturbation theory for 
systems with between 20 to 200 atoms. Analytical gradients are now possible using the 
TD-DFT method allowing for a description of excitation and relaxation of two different 
isomers on particular excited electronic potential energy surfaces (PES) [46, 47]. Note 
that such optimisation is only appropriate when the ground state reference can be 
written as a single Kohn-Sham determinant i.e. not near points of degeneracy.  
 
The excitations, which are printed in a TD-DFT calculation, are so called vertical 
excitations, which are described by the Franck-Condon principle (Figure 2.4) that 
estimates the probabilities of electronic transitions of different vibrational levels.  The 
system is excited from the lowest vibrational level of its lowest electronic state. Since 
the nuclear masses are much higher than electronic masses (as described for the Born-
Oppenheimer approximation in chapter 2) it is assumed that the system does not change 
very much during this absorption process and the electronic excitation happens within 
the nuclear configuration of the molecule (without a nuclear change). Thus the most 
probable excitations are vertical excitations and the resulting state is called a Franck-
Condon state [2]. In the quantum mechanical picture the intensity of the vibronic 
transition will be proportional to the square of the overlap integral between the 
vibrational wavefunctions of the two states involved in this transition. 
 
After the transition the system may access different vibrational levels on the excited 
PES due to the fact that it starts to vibrate. The energy difference between the lowest 
vibrational level on the ground state PES and the lowest vibrational level on the excited 
PES is called the adiabatic excitation energy (Figure 2.4). 
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Figure 2.4. The Franck-Condon principle and the relation between vertical and adiabatic 
excitation energies.  
 
There are many ways to simulate and represent the spectra from computational results. 
One can use the idea of stick spectra to represent pure electronic transitions. This is 
perhaps the most honest representation of spectral data but comparison with experiment 
if more difficult. Although vibronic resolution is neglected here (which would require 
Frank-Condon factors) the effects of spectral broadening can be simulated. Spectral 
broadening is a well-known physical phenomena occurring from a variety of sources, 
including Heisenberg lifetime broadening, collision broadening, Doppler broadening 
amongst other factors (see reference [48] for details). In this research homogeneous 
Gaussian broadening was used to generate a continuous spectrum. Each peak in the 
stick spectra is multiplied by a Gaussian function. Spectral intensity is obtained using 
the following formula: 
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where: 
Internuclear distance 
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ΔEadiabatic 
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fi - oscillator strength for different excitations. 
λ – particular wavelength from wavelength range  
λi – wavelength of the transition. 
σ – width of the Gaussian, which determines the broadening of spectra, here this 
is the same for each excitation, thus the broadening is homogeneous. 
 
The oscillator strength is given by [49], 
 f = 23! ov o µ v
2
 (2.35) 
where: 
   ωov – frequency of a transition 
o µ v  transition dipole moment   
 
 
2.3. Closed vs open shell configurations. 
 
This section is a brief introduction to the concepts of closed and open shell 
configurations. Thanks to the development of modern hardware and software packages 
the calculation of the chemical properties of closed shell molecules is now very 
common. In closed shell systems each molecular orbital (MO) contains a pair of 
electrons, one spin up α and one spin down β, and the determinant of such MOs is a 
pure singlet spin function. The wave function represents the ground state of a closed-
shell molecule. The spin term describes the intrinsic angular momentum of electrons, α 
and β are the eigenfunctions of the operator zSˆ  [4]: 
 
 
SˆZ! =
1
2 !!  (2.36) 
 
 
SˆZ! = "
1
2 !!  (2.37) !
where: ! = 1 au , so the eigenvalues of α and β (s) are equal to ½ and -½. In a many 
electron system the maximum value of sSz =ˆ , and the possible eigenvalues (Ms) can 
be written as: 
 Ms = s, !s !1, s ! 2,...,!s  (2.38) 
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The corresponding spin operator is then defined as having the following expectation 
value: 
 Sˆ2 = s s +1( )  (2.39) !
In closed shell systems all electron spins are paired so Sˆ2 = 0  and the spin state is a 
singlet. The simplest method for such calculations is Restricted Hartree-Fock theory 
(RHF), which restricts each spatial orbital to only two electrons, one spin up and one 
spin down. In open shell systems determinants are eigenfunctions of 2Sˆ  only in the 
case where all paired electrons share the same spatial function (known as restricted 
open-shell Hartree-Fock (ROHF)). Otherwise the determinants may not be pure spin 
states. To become eigenvalues of 2Sˆ , appropriate linear combinations of these 
determinants have to be formed.  
 
The other method that deals with open shell configurations is Unrestricted Hartree-Fock 
(UHF). This uses different spatial orbitals for different spins. The UHF energy is 
usually lower than ROHF. The advantage of UHF is that it allows for modeling of spin 
polarization in open-shell molecules, i.e., for a pair of α and β electrons in an orbital, 
and an unpaired electron in another orbital, the α and β electrons will respond 
differently to the unpaired electron (manifested in the spatial distribution of the 
electrons). One of the problems which arise here is spin contamination. This increases 
with an increasing amount of spin polarization. The 2Sˆ  operator evaluates the value 
of the total electron spin squared, which means that the wave function can also have 
contributions from the higher spin states that have the same MS value. To calculate the 
amount of spin contamination in a system one has to find the expectation value of the 
2Sˆ  operator, which depends on the spatial overlap between all pairs of α and β spin-
orbitals [50]: 
 
 Sˆ2 = SZ SZ +1( ) + N! " # i$ # j!
2
ij
MO
%  (2.40) 
 
Because of the problems mentioned above for ROHF and UHF methods, which consist 
of a single electron configuration, they do not give very accurate results for open-shell 
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problems. Thus, a single configuration description of an open shell state will always 
have one problem: no spin-polarization for ROHF, and spin-contamination for UHF.  
 
The restricted and unrestricted variants of DFT work a quite similar way but not exactly 
the same as their HF variants. Restricted DFT is called restricted open-shell Kohn-Sham 
(ROKS) and unrestricted DFT is called unrestricted Kohn-Sham (UKS). The UKS 
method is more often used due to the presence of molecules that exhibit spin-
polarisation in some regions of space, and ROKS does not reproduce these observations 
in the same way that ROHF does not [51]. Similarly as in UHF 
 
Sˆ 2  is calculated for 
the single Kohn-Sham determinant. The equation for 
 
Sˆ 2 is exactly the same as in 
equation 2.40, however it represents the 
 
Sˆ 2
NI  
of the non-interacting system. There 
have been approximations developed to calculate 
 
Sˆ 2  as an explicit functional of the 
density such as the exchange local spin density approximation (XLDS) by Wang, Becke 
and Smith (WBS) [52]. Handy and co-workers presented an alternative way to evaluate 
 
Sˆ 2  based on a generalized gradient approximation using a formula for 
 
Sˆ 2
XLDS
, 
which turned out to give much lower spin contamination than its analog [51]. It should 
be noted that this most recent work [51] shows that the spin-state for open-shell DFT is 
not exactly analogous to HF theory and that further work is required in this area. 
 
MCSCF methods have also found application in this field. One of the best methods here 
is the CASSCF described above. It provides a good way of dealing with radicals, and by 
using a multi-configurational wave function it is a good solution for modeling open 
shell configurations of molecules. By introducing electron correlation between specified 
active electrons it guarantees that the obtained wave functions are eigenfunctions of 2Sˆ . 
One may build the initial configurations to be eigenfunctions of 2Sˆ  by taking fixed 
linear combinations of determinants. 
 
These linear combinations of determinants are called Spin Adapted Configurations. The 
possible number of such configurations is given by the binomial coefficient below 
(Equation 2.41). 
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where: 
K – number of orbitals 
N – number of electrons 
S - spin 
 
i.e. the number of possible singlet configurations of N electrons in K orbitals will be 
then determined as: 
 
 K! K +1( )!N / 2( )! N / 2 +1( )! K ! N / 2( )! K ! N / 2 +1( )!  (2.42) 
 
Let us consider doublet and quartet states of a molecule, which will be important in this 
research. Taking as an example 
2
1ˆ +=zS , we can form 3 different configurations 
shown in figure 2.5: 
 
 
Figure 2.5. 3 electron, 3 orbital Configuration State Functions (CSF) in an 
2
1ˆ +=zS
basis showing both doublet and quartet contributions. 
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The eigenvalues of the spin angular momentum zSˆ  for a the doublet state are 
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2
, 1
2
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and for the quartet state 
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. They have common 
values of 
 
MS = !
1
2
, 1
2
 thus both states can mix together. Therefore in a single-
configuration unrestricted treatment the wavefunction for the doublet would be 
contaminated with quartet states. In a multi-configurational treatment the resulting 
eigenfunctions are automatically also eigenfunctions of  Sˆ 2 . If we use determinants, 
then all determinants of a given Ms can combine to generate the total wavefunction for 
the correct spin-state, that is the same configurations above can combine to give a 
doublet state or a quartet state depending on the mixing coefficients. We can however 
generate a spin-adapted many-electron basis by taking their fixed combinations at the 
outset. Looking at figure 2.5, we can fix 3 different configurations for the doublet state 
and treat them as a one-spin adapted-function (CSF), or with differing coefficients we 
can fix them as a quartet CSF. Note that the computational effort is reduced since the 
linear expansion coefficients are fixed, and do not need to be variationally optimized. 
The downside is that we often need to use advanced mathematical methods to build 
CSFs from a set a determinants.  A comparison of both CSFs and SDs in treating an 
open-shell configuration is presented in table 2.1. 
 
CSF’s Slater Determinants 
Spin-adapted ✓ Not spin-eigenfunctions ✗ 
Smaller CI expansions ✓ Larger CI expansions ✗ 
Spin-adaption may be very complex 
(e.g., Unitary group algebras) 
✗ 
Modern CI codes use Slater Det. 
Expansions  
✓ 
No interaction between states of 
different S ✗ 
States of different S are treated together 
– prelude for spin-orbit coupling 
treatment 
✓ 
 
Table 2.1. Configuration State Functions vs. Slater Determinants - advantages and 
disadvantages. 
 
The understanding of chemistry of open shell systems is very important in the field of 
organic chemistry. Mechanisms of many chemical reactions like radical additions, 
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substitutions or isomerisations, involve the movement of single electrons. The products 
of such reactions like radical ions are the subjects of many experimental and 
computational report [53, 54]. This research is focused on the area of chemistry that is 
dominated by open-shell states which is transition metal chemistry, on which we shall 
focus on later. 
 
 
2.4. Potential Energy Surface (PES) crossings. 
 
2.4.1. Conical intersections. 
 
Conical intersections are the subject of many studies in the last 2 decades [55]. They are 
the crossings between two or more potential energy surfaces of a molecule which 
provide radiationless decay channels between these surfaces and in turn cause the 
formation of photoproducts [1]. The determination of excited electronic states nature, 
mechanisms of photoreaction paths and the molecular structure of the decay is now 
possible by combining experimental methods like laser spectroscopy with theory. The 
crucial aspect of conical intersections is that they occur between degenerate states. The 
degeneracy means that the one eigenvalue is associated with two or more independent 
eigenfunctions of the Schrödinger equation. It implies Jahn-Teller effects in high-
symmetry molecular systems [56], which will be described later.  
 
It was suggested by the Teller, Zimmerman and Milch, that many photochemical 
reactions can occur through a conical intersection rather than a transition state [57]. The 
main difference between the two is that a transition state connects the reactants with a 
single product (Figure 2.6 a)) in a single reaction path (motion along transition vector x1 
(Figure 2.6 b)): 
a) 
  
b) 
 
Figure 2.6. Photochemical reaction path through transition state. 
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A conical intersection can connect the reactants with one or more products on the 
ground state via many reaction paths (branching of the reaction path in the plane x1 and 
x2 – double cone nature of a CI). The graphical representation of such crossing is 
presented in figure 2.7: 
 
 
Figure 2.7. Photochemical reaction paths through conical intersection (picture adapted 
from Reference [55]). 
 
x1 and x2 (Figure 2.7) are the gradient difference and gradient of the interstate coupling 
vectors. They are special internal coordinates which lift the degeneracy:  
 
 x1 =
! Ej " Ei( )
!q  (2.43) !
 x2 = C1
!Hˆ
!q
"
#$
%
&'
C2  (2.44) 
where: 
 Ej, Ei – energies of states j and i  
C1, C2 – configuration interaction (CI) eigenvectors 
 H – CI Hamiltonian 
 q is a vector of Cartesian displacements. 
 
Thus, x2 is related to the derivative coupling vector (Equation 2.20). The remaining n-2 
internal coordinates (n=3N-6 – number of vibrational degrees of freedom of a molecule) 
do not lift the degeneracy, and they are called intersection space, which is a hyperline 
consisting of an infinite number of conical intersection points (the so-called intersection 
seam). The photochemical reactivity of a molecule depends on the position and local 
topology of a conical intersection.  A peaked conical intersection happens when both 
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PES have non-parallel gradients near the intersection (Figure 2.8). A sloped conical 
intersection occurs when both PES have almost parallel gradients near the intersection 
(Figure 2.8). 
 
Figure 2.8. Relaxation through a peaked intersection (picture reproduced from 
Reference [58]). 
 
 
Figure 2.9. Relaxation through a seam of sloped conical intersection (picture reproduced 
from Reference [58]).  
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In the case of diatomic molecules two potential energy surfaces can only cross if the 
states have different symmetries. If they have the same symmetry they rather undergo 
an avoided crossing (Figure 2.10.). 
 
Figure 2.10. Avoided crossing between two electronic PESs.  
 
It is different for polyatomic molecules, the PESs can cross even if they have the same 
symmetry (a real surface crossing).  
 
2.4.2. Intersystem crossings and spin-orbit coupling effects. 
 
An intersystem crossing is a type of crossing that can occur between two PESs of 
different spin state. When two electronic states have differing spin-multipicities the 
derivative coupling term is zero by symmetry. Therefore the PES cross in a single 
coordinate, i.e. the gradient difference coordinate (gd - x1). Thus, when the PES are 
plotted along the gd and any other coordinate they have the appearance of a one-
dimensional seam (Figure 2.11).  
 
E 
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Figure 2.11. Relaxation through an intersystem crossing. 
 
Rather than the non-adiabatic terms coupling different electronic states, here the spin-
orbit interaction, which is the coupling between electron spin S and orbital angular 
momentum L, governs the strength of the coupling. SOC is formally a relativistic 
phenomenon arising from the Dirac equation of quantum mechanics [3]. The Dirac 
equation differs from Schrödinger equation in the form of their Hamiltonians, which in 
the former is much more complicated: 
 
 HDirac = c! " p + #mc2( ) +V  (2.45) 
 
where α and β are 4×4 matrices, that represent large and small components of a 
wavefunction including α and β spin functions and V is the electric potential. The large 
component corresponds to a normal non-relativistic wavefunction. The small 
components correspond to a coupling with positronic states. When the speed of light c 
goes to infinity these become decoupled and the Schrödinger equation, is returned.  The 
Schrödinger equation is not relativistically correct and for many electron systems a 
Dirac-Coulomb Hamiltonian may need to be constructed [3].  
 
In the many-electron extensions of the Dirac equation each electron can be described as 
c! " p + #mc2( )  and so additional terms arise which can include the spin-other-orbit, 
spin-spin, and orbit-orbit interactions. Spin-other-orbit terms describe the interaction of 
ISC seam 
Spin B PES  
!
Spin A PES  
x1 
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an electron spin with the magnetic field generated by the movement of the other 
electrons. Spin-spin and orbit-orbit terms describe additional magnetic interactions [3]. 
The magnitude of these relativistic effects scales with nuclear charge so that they are 
extremely important for heavy elements and as such cannot be treated as a perturbation 
on the non-relativistic wavefunctions and energies. The scalar one-electron relativistic 
effects on the core orbitals for heavy atoms are most often accounted for using a 
psuedo-potential, which accounts for the shape and energetics of the core electrons, as 
obtained from relativistic calculations, but the orbitals and electrons are replaced by a 
smooth potential in the non-relativistic framework [3, 59-62]. The number of electrons 
that can be represented as a pseudo-potential can vary. It is common to treat valence 
electrons explicitly and the remaining core as a pseudo-potential, however, for better 
results one can also include orbitals from the next lower shell and treat them explicitly. 
The Stuttgart-Dresden (SDD) pseudo-potential mentioned previously in subsection 
2.2.2 of this chapter is an example of such a pseudo-potential and will be used for some 
calculations in the following chapters. In the chapter 4, for the iodine atom that contains 
53 electrons, the SDD potential represents the 46 core electrons, and the 7 remaining 
valence electrons are treated explicitly.  
 
(1s)2(2s)2(2p)6(3s)2(3p)6(4s)2(3d)10(4p)6(4d)10(5s)2(5p)5 
 
In the case of the platinum atom that contains 78 electrons, the SDD potential represents 
60 core electrons, and 18 valence electrons are treated explicitly.  
 
(1s)2(2s)2(2p)6(3s)2(3p)6(4s)2(3d)10(4p)6(4d)10(4f)14(5s)2(5p)6(6s)1(5d)9 
 
It should be noted that a pseudo-potential deals with the large magnitude of relativistic 
effects for the core electrons, while the SOC type of effects important in the case of 
intersystem crossings deal with much, much weaker interactions coming from the 
valence electrons.  For the first three rows in the periodic table relativistic effects such 
as valence SOC are usually quite weak.  
 
For lighter elements (including the first row of the periodic table) a perturbative 
treatment of these relatively weak interactions is most appropriate. The wavefunction of 
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the state m, that can be perturbed due to the effect of SOC as it mixes with state k, can 
be written as: 
 ! m = "m + ak"k
k#m
$  (2.46) !
where !m is pure-spin zero-order wave function for state m, !k pure-spin wavefunction 
of perturbing state k, and ak are coefficients that represent the contribution of the 
individual pure spin-perturbing states to the ground state wavefunction, treated by 
perturbation theory. Equation 2.47 gives the expression for these coefficients, where 
HˆSO  is for example a Breit-Pauli spin-orbit operator, that allows for the mixing of pure 
spin states (Equation 2.47) [63].!
  
 
 
ak =
!k H! SO !m
Em " Ek
 (2.47) 
 
Em and Ek are energies of the states m and k respectively. These terms (Equation 2.46, 
2.47) arise from the CI treatment of states described in subsection 2.2.3 of this chapter.  
 
In organic chemistry a further approximation is often invoked whereby the spin-orbit 
coupling is based upon an empirically scaled one-electron term that for example can 
give a reasonable description of the mixing of singlet and triplet states of organic 
molecules. This empirically scaled model has not been extended to the first transition 
metal series and any evaluation of SOC needs to use the full perturbative model. We 
note here that when SOC is weak the position of the crossing seams as shown in figure 
2.10 is the most important factor in determining whether or not a system changes spin 
state. For such weak coupling the pure spin-states are valid and the crossing region 
determines the geometries where the system can change from one spin state to another 
(i.e. when the denominator in equation 2.47 tends to zero). Thus the SOC can be 
expected to be reasonably constant over a small geometrical change. For the systems 
studied later, i.e. open-shell doublet and quartet states, whose photochemistry 
sometimes involves a spin-state change we will be concerned only with these ISC 
crossing regions between the pure spin-states. We do not evaluate any SOC as the full 
perturbative treatment is too expensive for these systems, and also as discussed we 
expect the SOC to be quite weak and relatively insensitive to geometry, therefore for the 
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non-radiative spin-changing transition the low energy crossing seams take on the same 
importance as conical intersections do for spin-conserving radiationless transitions.  
 
One of the manifestations of intersystem crossing can be the radiative process called 
phosphorescence, which in this thesis will be considered as any general radiative non-
spin conserving transition. Thus phosphorescence occurs following a non-radiative ISC 
from one spin-state to another on a relatively fast time scale, and the phosphorescence is 
the radiative return to the original spin state on a much larger time scale.  
 
2.4.3. Jahn-Teller effects. 
 
Jahn-Teller effects are closely related to conical intersections. They are molecular 
distortions of systems which can occur between two or more degenerate electronic 
states due to some vibronic instabilities [64].  One of the most common Jahn-Teller 
distortions happens when a doubly degenerate state E, couples with doubly degenerate 
vibrational mode e (Figure 2.12. a)): 
 E! e  (2.48) !
In the E! e  case the gradient difference (x1) and interstate coupling (x2) together have 
e symmetry, Another case of Jahn-Teller distortions happen when doubly degenerate 
state E is coupled with 2 nondegenerate vibrational modes of b1 and b2 symmetry 
(Figure 2.12. b)): 
 E! b1 + b2( )  (2.49) !
In the E! (b1 + b2 )  case the gradient difference (x1) has b1 symmetry, and the interstate 
coupling (x2) has b2 symmetry. 
 
Thus, Jahn-Teller PESs are highly symmetrical conical intersection surfaces, and the 
general case can be thought of as a complete reduction of the Jahn-Teller symmetry 
relating the vectors of the branching space. 
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a) 
 
b) 
 
  
Figure 2.12. Potential energy surfaces shapes in Jahn-Teller distortions (picture 
reproduced from reference [1]). a) E! e  case b) E! b1!b2( )  
 
The pseudo Jahn-Teller (pJT) effect is caused by vibronic mixing of the ground state 
PES with nearby excited states. As a result the geometry at higher symmetry is a saddle 
point rather than a minimum. It may be accompanied by orbital disproportionation, and 
the formation of a global minimum can be caused by spin crossover. Orbital 
disproportionation means that the system leads to lower symmetry by occupying one of 
the orbitals with two electrons rather then populate all of them with one electron per 
orbital (Hund’s rule for highest spin charge distributions in a half-closed shell) [65]. 
This aspect of the pJT effect has recently been taken up by Bersuker [66]. The pJT 
effect will be described in more detail in chapter 3 concerning distortion in the ammonia 
molecule and the main structural motif of an edge-sharing molybdenum complex. 
  
Understanding the nature of conical intersections and Jahn-Teller effects is crucial in 
inorganic photochemistry. It is very difficult to determine the geometry of a molecule at 
the region of a conical intersection by experiment because it spends very little time 
there. The only way to examine its nature and dynamics is by treating the problem with 
computational methods and compare the results with experimental findings and this is 
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addressed in this thesis for some selected TM systems.  The process of conical 
intersection optimisations will be described next. 
 
 
 
2.5. Geometry optimisations. 
 
As mentioned in the beginning of this chapter, to locate different stationary points 
(points at which the first-order derivative is zero i.e. minima, transition states, higher-
order saddle points) on PESs, a process of geometry optimisation needs to be 
performed. To locate a minimum on the PES, the energy and gradients (first-order 
derivatives – which point in the negative direction to the forces on the atomic nuclei) for 
initial positions of the atoms of a given system are calculated. Then, the positions of the 
atoms are moved slightly in the direction of the forces, and the energy calculated again. 
This step is repeated until the program finds the lowest possible energy for the given 
system. When this happens the optimisation process is complete. Methods that find the 
directions in which the gradient is reduced are as follows: steepest descent, which is the 
easiest to implement and the most popular, conjugate gradient, or Newton-Raphson 
methods. These methods will not be discussed further here [3, 5]. Unfortunately, 
stationary points cannot be located exactly, because the gradient can be reduced only to 
a certain value, which can cause some numerical inaccuracies. In practice for all 
computational methods the system will be considered as optimised under some 
convergence limit.  
 
To characterise a stationary point one needs to calculate the Hessian i.e. the matrix of 
second derivatives. For polyatomic molecules there are 3N-6 possible vibrational 
degrees of freedom (normal modes). As mentioned in the beginning of this chapter, at a 
minimum, all the normal modes of the system which are eigenvectors of the Hessian, 
have positive eigenvalues. The Hessian eigenvalue is related to the harmonic vibrational 
frequency for the normal mode. For a first order saddle point i.e. a transition state, there 
is one negative eigenvalue of a Hessian matrix and for the n-th order saddle point there 
are n number of negative eigenvalues. Calculating the Hessian can be very expensive 
for certain electronic structure methods [3] and is discussed later for the CASSCF 
method in chapter 3. 
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To locate a transition state (TS) i.e., the maximum energy point along the path on the 
PES connecting reactants and products, the energy needs to be maximised in the 
direction of the transition vector (one of the n orthogonal directions – Figure 2.6) and 
minimised in the remaining n-1 directions [55]. Algorithms exist for TS optimisation, 
but unlike minima, convergence to a saddle-point cannot be sure. These algorithms 
often require many Hessian calculations making them expensive for correlated methods. 
 
To optimise a conical intersection (i.e., the lowest energy intersection point), the energy 
needs to be minimised in the n-2 directions of the intersection space (x3, x4, … xn) to 
preserve the degeneracy (Equation 2.50). The two remaining directions, the gradient 
difference (x1) and derivative coupling (x2) vectors, form the branching space vectors, 
described previously in subsection 2.4.1 (Equations 2.43, 2.44). The energy gap 
between two states has to be minimised in the direction of the branching space vectors 
x1, x2 and for the optimised point of the intersection the energy difference must be zero 
(Equation 2.51). Thus, there are two conditions to be met in a conical intersection 
optimisation [55].  
 1) !E
! x3
= !E
! x4
= ...= !E
! xn
= 0  (2.50) !
 2) Ej ! Ei = 0  (2.51) 
 
The algorithm used in the Gaussian program for minimisation of energy Ej - Ei 
(Equation 2.51) in the x1, x2 branching space uses the following condition: 
 
 !
!q Ej " Ei( )
2
= 2 Ej " Ei( )x1 = 0  (2.52) !
where x1 is the gradient difference vector (Equation 2.43), of which the length is not 
important but the direction. The size of the step is thus dependent on the energy 
difference between these states and the gradient is taken along the direction where this 
energy difference becomes a minimum. The gradient at the point of conical intersection 
is non-zero because of its topology – i.e. the vertex of an inverted cone. It is calculated 
as a projection of the gradient of Ej along the intersection space seam (i.e., the n-2 
dimensional hyperline) (Figure 2.9). This goes to zero when the geometry of the conical 
intersection is optimized. Summing up, the procedure for locating conical intersections 
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involves finding an initial point on the intersection seam. Then the system moves along 
the intersection space vectors, until it finds the minimum energy point on the 
intersection seam. 
 
To characterise a point of conical intersection, i.e. to characterise the optimised point as 
a minima or saddle point on the seam via the Hessian, is not as straightforward as for a 
single surface. There are now methods being developed to do this however they will not 
be discussed further here [67].  
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CHAPTER 3 
 
The Pseudo-Jahn-Teller Effect in Inorganic Photochemistry 
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As described in the previous chapter the pseudo-Jahn-Teller (pJT) effect is understood 
as a vibronic coupling between a pair of adiabatic electronic states (as obtained in the 
clamped nuclei Born-Oppenheimer approximation [1]). It is important to note that there 
is an unfortunate ambiguous terminology in the literature regarding the pseudo-Jahn-
Teller effect. In the field of structural chemistry one often finds the term “second-order 
Jahn-Teller” used interchangeably with pseudo-Jahn-Teller [2-4]. In the field of non-
adiabatic chemistry this term has the more well-defined meaning of the coupling of the 
components of a degenerate electronic state via vibrational motion computed at second-
order, i.e., true Jahn-Teller coupling but at second order [1, 5]. The latter nomenclature 
will be followed below and the pseudo-Jahn-Teller coupling will be considered as the 
vibronic coupling between non-degenerate electronic states via non-degenerate, non-
totally symmetric vibrational motion. The importance of the pJT effect in structural 
chemistry is that it can be thought of as a mixing of the ground state potential energy 
surface with that of a nearby excited state along a non-totally symmetric normal 
vibrational coordinate, thereby changing the curvature of the ground state surface and 
lowering the energy of critical points [6]. 
 
Pearson provided the first detailed study the pJT effect, and developed a perturbative 
expansion of the ground state adiabatic potential energy surface in terms of 
displacements along normal coordinates Qi [7, 8].! The Pearson expansion is given 
below, 
 E Qi( ) = E0 +Qi !0 "V"Qi
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!
where E is the electronic ground state energy, E0 is the energy at the expansion point 
(the high symmetry structure), V is the nuclear-nuclear and nuclear-electronic terms of 
the potential energy in the Hamiltonian, Ej is the energy of the j-th excited electronic 
state, Ψ0 is the ground state electronic wavefunction, while Ψj is that of excited 
electronic states.  There is an expansion along each of the 3N-6 normal vibrational 
coordinates Qi!3N "6 . 
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The 1st order term is always zero because the gradient of the optimized molecular 
structure is zero, i.e., in the terminology of Bersuker et al the structure is force 
equilibrated [9]. The relative magnitude of both quadratic terms determines if the pJT 
coupling lowers the symmetry of the optimized structure [10]. The first quadratic term 
is always positive for an optimized molecular geometry i.e., the electronic energy 
computed with a non-relaxed wavefunction at a distorted structure along Qi will always 
be higher. The proof of this however is far from trivial and will not be discussed here 
(see Reference [9] and references therein). Bersuker and co-workers have proved this 
for Hartree-Fock and configuration interaction electronic wavefunctions [11]. The 
second quadratic term in the Pearson expansion is always negative since the excited 
state energies Ej are higher than the ground state energy (i.e., E0 < Ej ), which is known 
also as MacDonald’s theorem and is related to the variational principle described in 
section 2.1 of chapter 2. MacDonald’s theorem states that the excited state energy of a 
guess wavefunction is bounded from below by the energy of the true ground state 
energy [12]. This second quadratic term is the pJT coupling term and allows electronic 
states to mix via non-totally symmetric vibrations (this term accounts for relaxation of 
the wavefunction at distorted geometries). Thus, whether the ground state energy rises 
or is lowered along the direction Qi depends upon the relative magnitude of both of 
these terms. Finally it should be noted that although equation 3.1 is very useful for 
illustrative purposes, more rigorous non-perturbative treatments of the pJT effect have 
been developed [9, 13], and in fact this body of work has shown that the pJT effect is 
the only source of configurational instability in molecules in non-degenerate electronic 
states.   
 
Symmetry can predict which of these symmetry adapted normal vibrations (Qi) give rise 
to zero change in the energy at second-order. For example, the matrix elements in 
equation 3.1 are non-zero only when the direct product of the irreducible representations 
(Γ) of each symmetry species contains the totally symmetric irreducible representation 
of the molecular point group (!TS ). In the final term, 
 !0
"V
"Qi
! j # 0 iff $!0 %$Qi %$! j & $TS  (3.2) 
!
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Thus, a non-totally symmetric distortion that lowers the energy in a closed shell 
electronic ground state (!TS ) must have the same symmetry as that of the excited 
electronic state involved in the vibronic coupling. 
 
It has until recently been assumed that the energy difference denominator in the final 
quadratic term in equation 3.1 meant that only low-lying excited electronic states could 
give rise to pJT distortions, however recent work has shown that even states quite high 
in the electronic manifold can overcome the energetic penalty due to very large vibronic 
coupling matrix elements (Equation 3.2) [6, 9, 13, 14]. Previous work in assigning a 
pJT effect has relied upon showing that low-lying electronic states of the correct 
symmetry exist, and that the potential energy surface has negative curvature along 
vibrational coordinates of the appropriate symmetry [15]. 
 
Over the years the pJT effect has become very important in structural chemistry. It has 
been used to successfully explain many diverse chemical phenomena including 
molecular structure, molecular fluxionality, and electron delocalization in mixed 
valence compounds [9]. Inorganic chemistry is a rich source of such phenomena [2, 6, 
9, 13], from relatively small molecules [16, 17], to many large transition metal 
complexes [18, 19], to the solid-state [20-22]. It gives information of why a particular 
system distorts and which states are involved in the vibronic mixing. For a good 
understanding of the nature of pJT problems they need to be treated with theoretical 
methods.  
 
The theory of pJT effects was extensively examined by Bersuker. The author and his 
co-workers using the Pearson expansion described above, proved that the pseudo-Jahn-
Teller effect is the only possible source of the instabilities of high symmetry molecular 
systems (inter alia planar BH4-, CH4BH3, CH3-, NH3, octahedral metal complexes MH6 
(M = Sc3-, V, Cr etc.) and series of octahedral hexafluoride systems) in non-degenerate 
states [6, 9, 11, 14]. As described in chapter 1, the pJT effect has also been successfully 
used by Paterson and co-workers in the explanation of Si-H-M bridging interactions in 
the transition metal hydrosilane complexes.  
 
This chapter will focus on the modern computational treatment of the pseudo-Jahn-
Teller effect using CASSCF force constants on two different systems: the first one, the 
! 75!
ammonia molecule with C3v ground state symmetry rather than planar D3h, and 
Mo2(DXylF)2(O2CCH3)2(µ2-O)2, an edge-sharing bioctahedral complex undergoing the 
pJT distortion of its main structural motif Mo2(µ2-O)2 from D2h to C2h. 
 
The CASSCF force constants method to treat the pJT effect was originally proposed by 
Bearpark and co-workers [10], and relies on analytical CASSCF Hessian calculations. 
The Hessian is the matrix containing the second derivatives of the electronic energy 
with respect to nuclear coordinates, and can be evaluated numerically or analytically. 
The difference between the numerical and analytical treatment of derivatives is that in 
the first case the energy derivatives are calculated using numerical differentiation i.e. 
the separate wavefunctions being optimized for different geometries and the gradients 
are calculated using a finite difference method: 
 
 dEdh !
E h( )" E 0( )
h  (3.3) !
where h is some nuclear perturbation (size of distortion in between two geometries). 
However, this approach is very sensitive to the step size of nuclear perturbation, if the 
step size is to small or too big this approach can give inaccurate results. For a large 
number of atoms, numerical derivative calculations are also very expensive due to the 
large number of energy calculations required, which makes them sometimes 
impractical. In the case of analytical gradients the energy derivatives are as follows: 
 
 dEdh =
!"
!h Hˆ " + "
!Hˆ
!h " + " Hˆ
!"
!h  (3.4) 
 
The first and last term from equation 3.4 are generally the same for real wavefunctions 
so the equation can be rewritten as: 
 dEdh = !
"Hˆ
"h ! + 2 ! Hˆ
"!
"h  (3.5) !
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The ! "Hˆ
"h !  term is called the Hellmann-Feynman force and it is the response of 
the electronic Hamiltonian to a perturbation. According to the Hellman-Feymann 
theorem the other term i.e., the response of the wavefunction to a perturbation can be 
neglected if the wavefunction Ψ is the exact eigenfunction of  Hˆ  operator. However, 
this can give a poor description of the forces acting on the nuclei if this is not the case 
[23]. In particular for atom-centred basis set expansions the second term (the so called 
Pulay forces) are very important. However, for first derivatives one can avoid expensive 
calculation of the response of the wavefunction parameters (i.e. molecular orbitals 
coefficients LCAO coefficients in HF, LCAO and configuration interaction CI 
coefficients in MCSCF as described in chapter 2). For second-order derivatives the 
response of the wavefunction to a perturbation needs to be evaluated (now additionally 
the response of the LCAO coefficients in MCSCF, needs to be evaluated). In CASSCF 
those terms contain the partial derivatives of the parameters that the wavefunction is 
dependent on i.e. LCAO, and CI parameters that can be expressed as [24, 25]: 
 
 
Ehµ = Ehµ + ECµCh + EXµXh + ... .
EXµ( ) ij( ) = !
2E
!Xij !µ
Xhij( ) =
EijµX
" i # " j
E XµXh( ) ij( ) =
EijµX( )2
" i # " j
Ch0K( ) =
E0KµC
E0 # EK
ECµCh( )0K =
E0KµC( )2
E0 # EK
 (3.6) 
!
where h is a perturbation at first order and µ is a perturbation at second order, X and C 
are orbital rotation parameters and configuration interaction parameters respectively. 
Superscripts in the above set of equations represent the partial derivatives and the 
subscripts represent total derivatives evaluated at reference parameter values. These are 
called perturbed wavefunction parameters, and the equations themselves the coupled 
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perturbed CP-MCSCF equations. These equations need to be solved to determine the 
first-order response of the LCAO and CI coefficients, which can then be used to give 
the second-order derivatives. The second order derivatives with respect to orbital 
rotation and configuration interaction parameters correspond to the derivative coupling 
term from equation 3.1 [10]. 
 
If the CASSCF wavefunction is constructed by restricting the CSFs (described in 
Section 2.3 of the theory chapter) to functions of a particular symmetry class, then pJT 
coupling is automatically precluded if that symmetry class does not contain the coupled 
states in equation 3.1. The Hamiltonian matrix is block diagonal in a basis of symmetry 
adapted CSFs, so CSFs of a different symmetry do not contribute to the energy of a 
given state. Likewise for a non-degenerate state the gradient vector is totally symmetric, 
and geometry optimisation only requires CSFs with the same symmetry as the state of 
interest. However, at second-order CSFs of different symmetries can mix under a 
nuclear perturbation. In calculating CASSCF 2nd derivatives the CP-MCSCF equations 
are solved (Equations 3.6.), that as mentioned previously include both orbital mixing 
and configuration mixing (the so-called derivative coupling contributions, as described 
in chapter 2) [24]. The derivative coupling terms represent the real mixing of electronic 
states under a nuclear perturbation [10], and the presence of these terms in the CP-
MCSCF equations can be controlled via symmetry constraints. If separate CASSCF 
calculations using different symmetry restrictions are performed (e.g., building the 
CASSCF wavefunction from the set of CSFs spanning all irreducible representations of 
the point group vs. building the CASSCF wavefunction from the set of CSFs spanning 
only the irreducible representation of the ground electronic state), then the pJT effect is 
manifest in a change of curvature for a particular non-totally symmetric normal 
coordinate (i.e., a change from real to imaginary vibrational frequency) when the 
vibronically coupled state is included in the calculation of the perturbed wavefunction.  
 
Summing up, the desirable feature of the CASSCF symmetry-constrained Hessian 
method is that it conclusively demonstrates a vibronic coupling between electronic 
states, and therefore is capable of showing that a non-symmetric distortion is entirely 
electronic in origin. The coupling is thus proved to be responsible for the distorted 
lower symmetry structure, rather than assumed due to, for example, small energy 
differences between electronic states. Proving that an electronic induced distortion 
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exists in an isolated molecule is of importance for the solid-state also, showing that any 
observed distortion in the crystal structure is not (entirely) due to crystal packing as will 
be shown in section 3.2 of this chapter. 
 
This method has been used successfully in several studies, and has been used to explain 
the structures of both closed- and open-shell organic molecules such as pentalene, 
cyclobutadiene, and cyclohexane [5, 10, 26]. It has also been used to explain the 
pseudo-rotation barrier in singlet Cr(CO)5 that arises from a pJT coupling (as opposed 
to true second-order Jahn-Teller coupling) between the component of the degenerate E’ 
state and higher non-degenerate excited state [19]. This result presented an alternative 
viewpoint on the rationalisation of the pJT effect and shows the efficiency of this 
approach applied to transition metal photochemistry. It has also confirmed previous 
conclusions obtained in trying to fit a model vibronic coupling Hamiltonian for the 
Cr(CO)5 system, used to perform wavepacket dynamics simulations of the ultrafast 
electronic relaxation of this mechanism of this vibrationally hot photoproduct [27].  
 
 
3.1.  Ammonia. 
 
3.1.1. Introduction. 
 
Ammonia displays an interesting balance between competing internal forces and has 
interested the theoretical community for decades [28]. It can adopt two structures: 
planar with D3h symmetry (NH3+ cation) or pyramidal with C3v symmetry (NH3 
molecule). It was originally thought that the ammonia molecule is stable at the planar 
geometry.  However this was before considering the effects of repulsive forces on the 
geometry of this system. Nuclear-nuclear repulsion influences the total energy of the 
molecule in such way that even though the energy coming from the electronic 
Hamitonian of the system is lower for the planar structure of ammonia, the total energy 
of the pyramidal structure after inclusion of nuclear-nuclear repulsion energy 
contribution becomes lower thus making the pyramidal structure more stable (Figure 
3.2 a)). The repulsion forces also influence the N-H bonds and cause their elongation. 
However, these forces do not explain exactly the mechanism of D3h to C3v distortion of 
an ammonia molecule. It is well known that the vibronic coupling between the ground 
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and first excited state needs to be considered as well. The excited state that couples to 
the ground state via a non-totally symmetric vibration and causes the pJT distortion 
from the planar structure is easily accessed due to those repulsion forces and is 
responsible for the ground state pyramidal shape of ammonia. Use of the pJT test to 
explain the mechanism of this distortion using the CASSCF method as described above 
will now be presented. 
 
3.1.2. Computational details. 
 
CCSD and CCSD(T) methods with cc-pVTZ and cc-pVQZ basis sets were used to 
characterize the critical points on the potential energy surface of ammonia along the 
distortion coordinate (Figure 3.2 a)). B3LYP and TD-B3LYP calculations were 
performed for comparison. CASSCF calculations on the planar structure of the system 
were performed with the cc-pVTZ basis set. The active space consisted of eight 
electrons in seven orbitals forming 490 singlet CSFs. All electrons of the system were 
included, excluding the nitrogen core 1s2 pair. CASSCF analysis of the planar structure 
is shown in figure 3.2 b. All calculations were performed using the Gaussian 03 [29] 
and Gaussian 09 [30] programs.  
 
3.1.3. Results and discussion. 
 
Figure number 3.1 presents a schematical representation of the energetics between the 
ground and first excited state PES along the symmetric bending vibration of a planar 
ammonia molecule. Table number 3.1 presents the calculated energies between different 
critical points on PES where EA is the D3h and C3v inversion energy, EB is the difference 
in energy of ground and first excited state of planar ammonia (D3h symmetry – 
transition state on the ground state PES) and EC is the difference in energy of the ground 
and first excited state of trigonal pyramid ammonia (C3v symmetry – ground state 
minimum). Different methods have been compared including density functional 
methods (B3LYP for optimisations and TD-B3LYP for vertical and adiabatic 
excitations as described in the 2.2.4 subsection of chapter 2). !
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Figure 3.1. Schematic picture of the ground and first excited state PESs in the ammonia 
molecule. 
 
The multiconfigurational CASSCF method, and coupled cluster methods (CCSD and 
CCSD(T) were used for ground state energetics, and Equation-of-Motion CCSD (EOM-
CCSD) for vertical excitation energies. 
 
Method Basis set EA/eV (kcal/mole) 
EB/eV 
adiabatic(vertical) 
EC/eV 
adiabatic(vertical) 
TD-B3LYP cc-pVTZ 0.2297 (5.30) 5.8495 (6.0551) 6.0792 (6.7168) 
CCSD cc-pVTZ 0.2685 (6.19) - (6.5081) 6.5087 (7.3392) 
CCSD(T) cc-pVTZ 0.2775 (6.40) - - 
CASSCF cc-pVTZ 0.4746 (10.94) 6.0774 (6.3952) 6.6823 (7.4181) 
TD-B3LYP cc-pVQZ 0.2166 (4.99) 5.6948 (5.8518) 5.9114 (6.5136) 
CCSD cc-pVQZ 0.2443 (5.64) - (6.3471) 6.3769 (7.1367) 
CCSD(T) cc-pVQZ 0.2506 (5.78) - - 
Experiment - 0.2503 (5.77) [31] - 
5.6356-7.2932  
[32] 
 
Table 3.1. Energetics of critical points on the PES of an ammonia molecule in eV and in 
kcal/mole (for EA) where EA is an inversion energy, EB energy difference between the 
energy of D3h structure and S1 excited state and EC is the excitation energy from the 
ground state C3v to the S1 excited state (as shown on the figure 3.1). 
 
EC 
EB 
EA 
S1(n!*) 
S0 D3h 
C3v C3v 
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The PES using DFT is quite flat thus the B3LYP density functional used with cc-pVQZ 
basis set underestimates the inversion energy EA, by around 1 kcal/mole comparing to 
experiment. The CASSCF method overestimates EA by almost double compared to the 
experiment. However, this is not surprising because as mentioned previously this 
method does not include dynamic correlation of the electrons.  
 
 
Figure 3.2. The pseudo-Jahn-Teller effect in ammonia (NH3). (a) CCSD(T) ground state 
potential energy curve; breakdown of energy into expectation value of electronic 
Hamiltonian , and nuclear-nuclear repulsion . (b) CASSCF frequency analysis 
of the pseudo-Jahn-Teller effect showing the effect of including CSFs of B2 symmetry 
is to couple the ground and  states to give a negative curvature to the adiabatic 
ground state potential energy surface for inversion. 
 
All CSFs except B2: 
n = 1704 cm-1 
A2!! " B2
All CSFs: 
n = 751 i cm-1!
1(n!*) - 1A2""  (1B2 )
S0  - 1A1!  (1A1)
CAS(8,7)/cc-pVTZ 
DE=5.78 kcal mol-1!
CCSD(T)/cc-pVQZ 
S0!
Hˆe = !68.5735554 au
VNN = +12.0897318 au
E = !56.4838236 au
Hˆe = !68.4228186 au
VNN = +11.9297910 au
E = !56.4930276 au
NH=1.012 Å 
NH=0.995 Å 
a) 
b) 
Hˆe VNN
1(n!*)
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Using highly correlated CCSD and CCSD(T) methods (CCSD(T) with a cc-pVQZ basis 
set is essentially exact) it was found that the inversion barrier is approximately 5.8 
kcal/mole which is in agreement with the experiment. EC excitation energies were for 
most of the methods in the range of experimental values. 
 
As mentioned previously the expectation value of the electronic wavefunction with the 
electronic Hamiltonian in ammonia is lower at planar geometries than at pyramidal ones 
(Figure 3.2 a)). However due to the larger nuclear repulsion at the optimal planar 
geometry, the pyramidal structure is favoured. 
 
Moving to the CASSCF pJT frequency analysis test itself, the frequency calculation 
including all CSFs in the solution of the CP-MCSCF equations returns the value of the 
vibrational wavenumber of the mode that causes the inversion from D3h geometry to 
C3v. The value of this frequency is equal to ν=750.6i cm-1 and suggests the D3h 
geometry is a 1st order saddle point rather then a minimum. CP-MCSCF equations 
include both orbital and configurations mixing under the second-order nuclear 
perturbations and as mentioned before they correspond to the quadratic terms in 
equation 3.1. As described in the beginning of this chapter when the CASSCF 
frequency calculation is restricted to CSFs of only ground state symmetry (A1 in the C2v 
subgroup of D3h in the case of ammonia molecule) the quadratic pJT coupling term 
contribution between states of different symmetries is switched off. Thus performing 
CASSCF frequency calculations including or excluding CSFs of different symmetries 
will indicate if a pJT mixing causes the given distortion via a vibrational coordinate. 
The pJT effect is demonstrated by a change from an imaginary frequency when all 
CSFs are included, to the real frequency when only CSFs of a particular symmetry type 
are excluded. Now a frequency calculation with CSFs of all symmetries except B2 (in 
the C2v subgroup of D3h symmetry) gives no imaginary vibrational frequencies, and the 
vibrational wavenumber for inversion is now ν=1703.8 cm-1. The lowest excited state of 
ammonia is a  (HOMO to LUMO transition shown in figure 3.2 b)). This state 
has symmetry A2′′ in D3h and symmetry B2 in the C2v subgroup. This state is located 
around 6.05 eV above the ground adiabatic state at the planar geometry for TD-B3LYP 
(Table 3.1). The CASSCF frequency results clearly show that this state pJT couples to 
the ground state to change the curvature of the lower adiabatic potential energy surface 
1 n! *( )
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and give a lower energy stable pyramidal C3v minimum. Also note that since the S1 state 
is nominally anti-bonding between the N and H’s this pJT mixing also explains the NH 
bond elongation from the optimal D3h to C3v structures to allow for a reduction of 
nuclear–nuclear repulsion (Table 3.2.). 
 
Method Basis set 
NH bond length/Å NHN angle/deg. 
C3v D3h C3v D3h 
TD-B3LYP cc-pVTZ 1.014 0.996 106.47 120 
CCSD cc-pVTZ 1.012 0.994 105.95 120 
CCSD(T) cc-pVTZ 1.014 0.995 105.69 120 
CASSCF cc-pVTZ 1.023 1.000 104.40 120 
TD-B3LYP cc-pVQZ 1.013 0.996 106.85 120 
CCSD cc-pVQZ 1.010 0.993 106.47 120 
CCSD(T) cc-pVQZ 1.012 0.995 106.21 120 
Experiment [31] - 1.012  106.70  
 
Table 3.2. Experimental and calculated values of NH bond and HNH angle in the 
ammonia molecule. 
 
 
3.2. The Pseudo-Jahn-Teller effect in Mo2(DXylF)2(O2CCH3)2(µ2-O)2. 
 
3.2.1. Introduction. 
 
In the following chapter the pJT effect influencing the structure of molybdenum 
complex Mo2(DXylF)2(O2CCH3)2(µ2-O)2 will be examined using the same pJT 
frequency test as described for the ammonia molecule.  
 
The Mo2(DXylF)2(O2CCH3)2(µ2-O)2  complex belongs to the edge-sharing bioctahedral 
complexes (ESBO). The edge-sharing bioctahedral complexes exhibit a variety of 
molecular structures [33-35]. Their central motif with general formula M2(µ2-X)2, 
where M is a metal and X is a bridging-ligand (Figure 3.3), displays a range of different 
M-M and M-X distances, and different XMX and MXM angles depending on the 
oxidation state of the metal atom and the type of bridging ligand [36-39].  
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Figure 3.3. Geometrical parameters of the central M2(µ2-X)2 motif of an ESBO 
complex. 
 
Metal-Metal bonding occurs by overlap of the d-orbitals on each metal centre. Figure 
3.4 shows the σ, σ*, π, π*, δ and δ* interactions between pairs of d-orbitals on each 
metal atom (M and M') in the Mo2(DXylF)2(O2CCH3)2(µ2-O)2 complex.  
 
The energetic ordering is not straightforward with regards to the δ and δ* orbitals.  For 
example it has been reported that different ESBO complexes can sometimes have the 
anti-bonding orbital lower-lying than the bonding one [21, 34, 35]. Whether the order is 
δ < δ* or δ > δ* depends significantly on the identity of the bridging atoms and their 
interactions with the pure metal centred orbitals.  
 
Computational studies, on the structure of the Mo2(DXylF)2(O2CCH3)2(µ2-O)2 ESBO 
complex, which was experimentally observed as having the shortest Mo-Mo double 
bond, and displays a rhomboidal (C2h) structure rather than a square (D2h) one at the 
central Mo2(µ2-O)2 motif, are presented next. Cotton et al have suggested that the 
distortion from the ideal D2h structure is caused by the pseudo-Jahn-Teller (pJT) effect 
resulting in a mixing of the ground electronic state with a low-lying excited state giving 
rise to a lower energy structure of C2h symmetry [20]. 
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Figure 3.4. Primary orbitals involved in multiple metal-metal bonding in ESBO 
complexes. Schematic interactions between metal (M and M') centers shown at the left 
side, optimized CASSCF orbitals shown at the right side. 
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As discussed above the pJT effect has been of prime importance in the field of structural 
inorganic chemistry and this represents quite a challenge for multi-configurational 
wavefunction methods. The system studied here, a large transition bi-metal complex, is 
such a system. Thus the development of a model of the full target system was required 
and it is shown in figure 3.5 b) below. Although the primary objective in this paper is to 
explain the pJT effect in the model using CASSCF, additionally extensive density 
functional theory (DFT) calculations on both the target (Figure 3.5 a)), and model 
(Figure 3.5 b)) systems were undertaken.  
 
a) 
!!
b)  
 
!!!!!
 
 !
 !
 
 
 
 
 
 
 
 
 
 
 
 
!!!!!!!!
 
Figure 3.5. The structures of Mo2(DXylF)2(O2CCH3)2(µ2-O)2 complex; a) optimized 
target system taken from the crystal structure in reference [20]; b) model complex used 
in multi-configuration calculations of pseudo-Jahn-Teller vibronic coupling. 
!
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3.2.2. Computational details.  
 
DFT calculations were performed on the target system starting from the crystal structure 
in reference [20] and a model system (in which xylyl and methyl groups were 
substituted with hydrogens) using a range of standard functionals (B3LYP, PBE1PBE, 
B3PW91, BP86) in conjunction with the SDD effective core potential basis set on the 
molybdenum atoms, and the 6-311G** basis set for nitrogen, oxygen, carbon, and 
hydrogen atoms.  
 
CASSCF calculations were performed using a hierarchy of active spaces: a basic active 
space consisted of 4 electrons distributed amongst the σ, π and δ bonding orbitals, and 
their correlating σ*, π* and δ* anti-bonding orbitals (shown in figure 3.4). This active 
space was used for geometry optimization, and analytical frequency calculation. Single-
point CASSCF calculations were also performed using augmented active spaces 
obtained by adding in-plane metal-oxygen bonding and anti-bonding orbitals: two 
different (6,8) active spaces and an (8,10) active space. For the CASSCF geometry 
optimization and frequency calculations the 3-21G* basis was used on the 
molybdenums, with the STO-3G basis on all other atoms, while for the single- point 
calculations the same basis as discussed above for DFT was used. It needs to be noted 
that the general features of the ground state CASSCF wavefunction were found to be 
insensitive to the one-electron basis set used. All computations were performed using 
the Gaussian 03 program [29]. 
 
3.2.3. Results and discussion.  
 
The framework of Mo2(DXylF)2(O2CCH3)2(µ2-O)2 complex is very interesting due to 
the shortest metal-metal distances amongst all the Mo(IV) ESBO complexes [20]. To 
understand its structure a series of DFT optimizations on the target and model systems 
were performed. The initial geometry of the target system (with Mo2(µ2-O)2 motif of 
C2h symmetry) was taken as the crystal structure from reference [20]. However, results 
of structure optimisations using some of the chosen functionals significantly differed. 
For example optimisations on the C2h crystal structure of the complex with the B3LYP 
functional determined the geometry to be a second order saddle point instead of a 
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minimum unlike the other functionals. This structure was then slightly distorted to 
follow the PES downhill and the minimum energy structure was found. Structure 
optimisations using other functionals on such a distorted structure were performed for 
completeness and the optimized geometrical parameters obtained for the central 
Mo2(µ2-O)2 motif are given in table 3.3.  
 
For the large target system the difference between non-equivalent bondlengths (a and b, 
c and d in figure 3.3) is quite small but nevertheless it is non-zero for all the functionals 
used and shows that the central motif adopts a C2h geometry.   
 
The distortion in the model system is more pronounced and closer to the experimental 
difference. However again there is a slight problem with the consistency of the DFT 
results. Optimisations on the D2h geometry with the BP86 functional, show that the 
vibrational frequency of the rhomboidal distortion is 38.95 cm-1, in total disagreement 
with the other three functionals, which predict this distortion frequency to be imaginary 
with various values. This may be due to the lack of Hartree-Fock exchange in the BP86 
functional. The inconsistency in DFT methods shows that the DFT surface of the PES is 
very flat as was previously shown for the ammonia molecule.  
 
Since the B3LYP functional predicts the values of the distortion parameter Δab = Δcd 
closer to the experimental values, in this work the main focus when comparing DFT 
with multiconfigurational CASSCF will be put on the results obtained with the B3LYP 
functional. The rhomboidal distortion vibrational frequency for B3LYP functional is 
47.91 i cm-1 for geometries obtained under D2h constraints, which becomes 23.34 cm-1 
at the true C2h minimum. 
 
Moving to the CASSCF results on the model system the distortion parameter is now 
overestimated comparing with the experimental findings. This is due to the lack of 
dynamic correlation in CASSCF, however these results show the huge importance of 
static correlation, which unlike DFT methods, CASSCF does include. Thus CASSCF 
predicts the correct C2h geometry of the ground state minimum that is in agreement with 
experiment. 
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Mo2(µ2-O)2 
Motif 
Point Group 
Optimized Geometrical Parameters 
 
a, c / Å b, d / Å 
 
Δab = Δcd 
/ Å 
e / Å α  / deg. 
β  / 
deg. 
vRd / 
cm-1 
DFTa 
Target system 
B3LYP 
C2h 1.961 1.964 0.003 2.329 107.2 72.8 55.06 
PBE1PBE 
C2h 1.949 1.950 0.001 2.305 107.5 72.5 60.05 
B3PW91 
C2h 1.954 1.955 0.001 2.315 107.4 72.6 57.71 
BP86 
C2h 1.977 1.978 0.001 2.344 107.3 72.7 - 
Model system 
B3LYP 
D2h 
C2h 
1.957 
1.974 
1.957 
1.941 
0.000 
0.033 
2.329 
2.330 
107.0 
107.0 
73.0 
73.0 
47.91 i 
23.34 
PBE1PBE 
D2h 
C2h 
1.943 
1.930 
1.943 
1.956 
0.000 
0.026 
2.306 
2.306 
107.2 
107.2 
72.8 
72.8 
33.93 i 
26.00 
B3PW91 
D2h 
C2h 
1.972 
1.935 
1.972 
1.962 
0.000 
0.027 
2.314 
2.315 
107.1 
107.1 
72.9 
72.9 
36.70 i 
24.49 
BP86 
D2h 
C2h 
1.972 
1.960 
1.972 
1.984 
0.000 
0.024 
2.344 
2.344 
107.1 
107.1 
72.9 
72.9 
38.95 
50.29 
CAS(4,6)a 
D2h 
C2h 
1.933 
1.860 
1.933 
2.004 
0.000 
0.144 
2.553 
2.765 
97.35 
88.70 
82.65 
91.30 
- 
- 
CAS(4,6)b 
D2h 
C2h 
1.910 
1.760 
1.910 
2.087 
0.000 
0.327 
2.527 
2.542 
97.17 
97.72 
82.83 
82.28 
452.91 i 
156.61 
Experimentc 
C2h 1.960 1.913 0.047 2.306 107.00 73.00 - 
 
Table 3.3. Optimized geometrical parameters of the Mo2(µ2-O)2 motif: bond-lengths (a-
e), angles (α, β) and rhomboidal vibrational frequency (corresponding to D2h-C2h 
distortion). ; 
a SDD basis on Mo; 6-311G** basis on C, N, O and H; b 3-21G* 
basis on Mo; STO-3G basis on C, N, O and H; c Reference [20]. 
 i = !1
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The ordering of the Kohn-Sham orbitals for the target system using the B3LYP 
functional reflects previous work in that the δ* orbital is the lowest unoccupied 
molecular orbital (LUMO), and lies below the δ orbital (the LUMO + 1); the highest 
occupied molecular orbital (HOMO) is the π-bonding orbital. For the model system the 
Kohn-Sham orbital ordering has the π* orbital as the LUMO, although it is almost 
degenerate with the δ* orbital, which again lies below the δ orbital. The orbital ordering 
for the model system obtained with the CASSCF method is not as simple and will be 
described in more detail later in this chapter. 
 
To determine the nature and energy of the lowest lying singlet electronic state, time-
dependent density functional theory (TD-DFT) calculations together with CASSCF for 
excited states were also performed. The results of the TD-B3LYP calculations and 
CASSCF using different size of the active spaces are given in table 3.4.  
 !
METHOD ΔET / eV ΔEM / eV 
 D2h C2h D2h C2h 
TD-B3LYP - 1.251 1.266 1.280 
CAS(4,6) - - 1.084 - 
CAS(6,8) - - 1.544 - 
CAS(8,10) - - 1.671 - 
 
Table 3.4. Vertical excitation energies of the S1 1(πδ*) state for the model (ΔEM) and 
target systems (ΔET) using TD-DFT(B3LYP exchange correlation functional), and 
CASSCF. All calculations reported here used the SDD effective core potential on Mo, 
and the 6-311G** basis on N, O, C and H. 
 
TD-B3LYP results for the target system the first singlet excited state a1B1g( )  has a 
dominant particle-hole configuration involving an electron transferred from the HOMO 
to LUMO, i.e., from the π-bonding to the δ-anti-bonding orbital. Likewise for the model 
system the first excited state is 1(πδ*), corresponding to HOMO  → LUMO + 1. The 
energy gaps for the model and target systems are quite close (1.280 vs 1.251) at the C2h 
minima. The energy gap for the model at the constrained D2h geometry is lower at 1.266 
eV as is expected in a pJT situation (see for example figure 3.6.). The next state of B1g 
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symmetry of the model is at 4.292 eV. It is important to note that the S1 a1B1g( )  state is 
not optically bright via a one-photon transition by virtue of symmetry selection rules. 
 
The final point to note regarding DFT is that the pJT effect is one area where DFT has 
some inherent problems due to the single-configurational nature of the underlying 
Kohn-Sham state. As mentioned previously static correlation effects are poorly 
described in DFT and, as the CASSCF results below show, the model system studied 
here exhibits a fair degree of this. However, since the electronic state is closed-shell 
across the ground adiabatic potential energy surface DFT can probably be used with 
caution. 
 
Turning now to the CASSCF calculations, the ground electronic state (S0) is 1Ag and the 
first thing to note is the orbital occupations shown in table 3.5.  
 
State ORBITAL OCCUPATION 
  O spx O spy σ  π  δ* δ  π* σ* O spx* O spy* 
CAS(4,6) 
S0 - - 1.732 1.301 0.001 0.001 0.699 0.266 - - 
S1 - - 1.722 0.650 0.648 0.351 0.353 0.276 - - 
CAS(6,8) 
S0 - 1.999 1.873 1.701 0.001 0.002 0.299 0.123 - 0.000 
S1 - 1.999 1.865 0.783 0.781 0.220 0.218 0.133 - 0.000 
CAS(6,8) 
S0 1.962 - 1.879 1.723 0.021 0.019 0.278 0.117 0.000 - 
S1 1.804 - 1.876 0.929 0.912 0.191 0.167 0.121 0.000 - 
CAS(8,10) 
S0 1.974 1.968 1.887 1.730 0.003 0.004 0.269 0.113 0.029 0.023 
S1 1.970 1.977 1.881 0.806 0.803 0.200 0.196 0.119 0.027 0.022 
 
Table 3.5. Orbital occupations obtained as the diagonal elements of the CASSCF one-
electron density matrix for the S0 and S1 states. In addition to the basic (4,6) active 
space shown in figure 2, augmented active spaces including bonding and anti-bonding 
oxygen centred orbitals were also investigated. All calculations reported here used SDD 
effective core potential on Mo, and the 6-311G** basis on N, O, C and H. 
 
These are the diagonal elements of the one-electron density matrix and give an 
indication about the multi-configurational nature of the wavefunction. For all of the 
active spaces detailed in table 3.4 it is clear that the electronic structure is slightly more 
complicated than just σ2π2 as would be imposed in a single-configuration calculation. 
Significant correlation between electrons in the σ-bonding and σ-anti-bonding orbitals, 
and electrons in the π-bonding and π-anti-bonding orbitals, indicated by the significant 
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population of the anti-bonding orbitals, is observed. The larger active spaces obtained 
by adding in-plane M-O orbitals (denoted by the largest O centered component in table 
3.5) do not qualitatively change the nature of the wavefunction. It should also be noted 
that the CASSCF density of S0 in the various active spaces changes very little with the 
quality of basis set, giving confidence that the smaller basis used in the analytical 
frequency calculations generates accurate CASSCF wavefunctions. 
 
The first excited state S1 clearly involves the transfer of electron density from the π-
system to the δ-system. S1 can therefore be identified as the 1(πδ*) state, and again there 
is significant correlation between electrons in the δ and δ* orbitals. The CASSCF state 
based results confirm the idea of δ and δ* ordering as in the S1 state the occupation of 
the δ* orbital is significantly greater than that of the δ orbital, i.e., the electronic 
structure of the S1 state can be approximated as σ2π1δ*1, although again there is 
significant correlation in the σ, π, and δ systems. 
 
We now turn to the CASSCF frequency analysis of the pJT effect causing the D2h-C2h 
distortion of the central pattern in this complex. The CAS(4,6) optimized geometrical 
parameters for both the D2h  and C2h structures are given in table 3.3. Analytical 
frequency calculations using a CASSCF wavefunction expanded in a basis of all the 
CSFs (total = 105) confirms that the D2h structure is a transition state. The transition 
vector is the rhomboidal distortion coordinate (QRd ), and has b1g symmetry, with a 
vibrational frequency of 452.91 i cm-1. This transition vector is shown schematically in 
figure 3.6 for the central Mo2(µ2-O)2 motif. When the frequency calculation is restricted 
to include CSFs of only the ground state symmetry Ag (total = 21), this vibrational 
frequency is no longer imaginary (37.70 cm-1).  
 
It can be concluded here that there is a vibronic coupling between the ground electronic 
state (S0 = 1Ag) and the first excited state (S1 = 1B1g = 1(πδ*)). The symmetries of the 
various entities are given in equation 3.7.  
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Figure 3.6. Schematic potential energy surfaces of the ground electronic state (S0), and 
first excited singlet state (S1 – 1(πδ*)) of the Mo2(DXylF)2(O2CCH3)2(µ2-O)2 complex. 
The rhomboidal distortion normal coordinate (QRd) of b1g symmetry is shown. Pseudo-
Jahn-Teller coupling between the two electronic states gives the lower potential energy 
surface negative curvature along this coordinate, leading to equivalent minima of C2h 
symmetry (equivalent Mo-O bonds are coloured blue and purple) in the positive and 
negative distortions along QRd. 
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The CASSCF energy gap between the two electronic states is 0.947 eV (Table 3.4). 
Thus, the fact that the curvature along the rhomboidal distortion mode changes when 
CSFs of B1g symmetry are included in the frequency calculation indicates a pJT 
coupling operates (Equation 3.2. is fulfilled). CASSCF calculations also confirm that 
the S1 1(πδ*) state has its minimum energy geometry at a D2h structure (Figure 3.3). 
 
To conclude, the pseudo-Jahn-Teller effect in the edge-sharing bioctahedral complex 
Mo2(DXylF)2(O2CCH3)2(µ2-O)2 using a variety of computational techniques was 
studied. The results show that in both the large target and a smaller model system the 
central Mo2(µ2-O)2 motif has a rhomboidal shape and C2h symmetry. CASSCF Hessian 
calculations reveal that the distortion from D2h to C2h symmetry is caused by a vibronic 
coupling between the ground electronic state and the first excited singlet state, which 
can be characterized as a 1(πδ*) state thus the pJT effect operates in this system 
changing the shape of main Mo2(µ2-O)2 motif. 
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CHAPTER 4 
 
Meridial to facial photoisomerisation 
of the closed-shell Platinum-bis(8-quinolinyl)amido complex 
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This chapter presents computational investigations of a recent intriguing experimental 
result from Harkins and Peters [1]. These authors found that light irradiation of the 
(bis(8-quinolinyl)amido)PtMe2I (bis(8-quinolinyl)amido=BQA) complex results in an 
unexpected stereochemical transformation from the meridional (mer) form to the facial 
(fac) form (Figure 4.1) 
 
Figure 4.1. Meridial to the facial isomerisation of (BQA)PTME2I complex 
 
Density functional methods (DFT, TD-DFT) together with electron correlation methods 
(CIS, CASSCF) were used to find the possible route for photochemical pathway of this 
isomerisation. 
 
 
4.1. Introduction. 
 
The BQA ligand belongs to the group of robust “pincer-type” amide ligands (Figure 
4.2) that display a rich variety of chemistry [2-4] and can be characterised as having one 
of the highest thermal stabilities amongst other pincer ligands.  
 
 
a) 
 
b) 
Figure 4.2. The structure of a) single quinoline ligand b) bis-quinolinyl amide ligand. 
 
Pincer type ligands were first synthesized in the end of 1970s, however this area was 
very long unexplored and only over the past few years, investigations on the chemistry 
N N-N N
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of these ligands started to increase radically, especially in the field of transition metal 
chemistry. Transition metal complexes with these ligands are very popular in 
organometallic and inorganic chemistry due to their potential applications in catalysis 
[5-7], electrochemical devices [8], or in the activation of small molecules [4, 9]. They 
can adopt a variety of geometries, from square planar structures to more distorted ones 
[6, 8, 10-13]. The common bonding feature of such complexes is that the metal is 
bonded to the quinolinyl arms via the nitrogen donor atoms, and that the amide nitrogen 
is sp2 hybridized, thus leading to significant conjugation through the π-system. 
Quinoline and related ligands showing ligand-localised photochemistry have been 
studied recently [14, 15], with important consequences for use as organic light 
emmitting diods (OLEDs) due to their great fluorescence emission properties. One of 
such systems is tris(8-hydroxyquinoline) aluminum (Alq3) which when incorporated 
into a multilayer structure improves significantly the fluorescent emission, stability, 
sensitivity and the brightness of the OLED [16].  
 
 
4.2. Computational Details 
 
The ground state isomeric forms of (BQA)PTME2I were studied using density 
functional theory (DFT). For the DFT calculations the one-electron basis set used was 
as follows: the Stuttgart Dresden effective core potential (SDD) on the platinum (60 
core electrons), and iodine (46 core electrons), in conjunction with the standard SDD 
valence basis; and the 6-31G(d,p) basis on carbon, nitrogen, and hydrogen. Electronic 
spectroscopy was studied using time-dependent DFT. The lowest 60 electronic 
eigenstates were used to construct the spectrum by convoluting each transition with a 
Gaussian function (FWHM = 15 nm) to account for homogenous line broadening. 
Using analytical TD-DFT gradients [17, 18], a geometry optimisation in the excited 
manifold was performed. These were used to study the relaxed excited state geometries. 
Ground and excited state solvent effects were investigated using the B3LYP functional 
in conjunction with the polarizable continuum model (PCM) [19, 20] with all the 
defaults settings as implemented in Gaussian 09 [20]. It should be noted that optimised 
geometries in both the ground and excited states were found to be insensitive to the 
functional used. In order to investigate non-adiabatic relaxation pathways complete 
active space self-consistent field (CASSCF) theory was used. Obviously such a large 
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system presents some difficulties in choosing an appropriate active space. Qualitatively, 
TD-DFT orbitals involved in the photochemistry on both the reactant and product sides 
of the photoreaction were looked at, which involved ligand-centered π-orbitals. Initial 
guess orbitals were natural orbitals from an unrestricted Hartree-Fock calculation. As 
described in the chapter 2, these are the orbitals which diagonalise the one-electron 
density matrix and whose eigenvalues are occupation numbers that give a measure of 
the importance of that orbital in a multi-configurational wavefunction. These orbitals 
were used to generate active spaces consisting of 14 electrons distributed in 12 orbitals, 
generating 314028 singlet configurations. These CASSCF wavefunctions were checked 
for stability by switching some of the initial valence orbitals for alternative core or 
virtual orbitals and observing convergence to the same state. For the CASSCF 
calculations the one electron basis on platinum and iodine was as above, while for 
carbon, nitrogen, and hydrogen the 3-21G(d,p) basis was used. For the conical 
intersection optimisation with CASSCF, the orbital derivative terms were neglected in 
the solution of the coupled perturbed multi-configuration self-consistent field  (CP-
MCSCF) equations. All DFT computations were performed with the Gaussian 09 
program [20], while the CASSCF calculations were performed with the Gaussian 03 
program [21].  
 
 
4.3. Results and Discussion 
 
The (BQA)PtMe2I complex shows an unexpected coordination with a planar tri-dentate 
BQA in a mer geometry at the octahedrally coordinated Pt (IV) [1]. Harkins and Peters 
found this complex to be stable in acetone when stored in the dark, but that it is 
unexpectedly transformed to the fac geometry under irradiation of light.  
 
Computationally optimised geometries, of the ground state mer and fac structures using 
DFT and CASSCF methods, are shown in figure 4.7. These compare favourably with 
experimental X-ray structures. Table 4.1 presents the inter-conversion energies between 
mer and fac conformers using different density functionals.   
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Functional fac/mer inter-conversion 
ΔE energy – gas phase 
(kcal/mol) 
fac/mer inter-conversion 
ΔE energy – solution 
(kcal/mol) 
B3LYP -0.9 2.9 
B3PW91 -0.6 - 
X3LYP -0.9 2.9 
PBE1PBE -0.6 3.1 
M06 -5.0 0.5 
HCTH147 -0.3 - 
wB97 -4.9 -0.9 
mPW2PLYP -3.3 -3.8 
B2PLYP -3.4 -3.9 
LCBLYP -17.0 2.3 
LCwPBE -2.5 1.0 
CAMB3LYP -1.8 2.2 
 
Table 4.1. Density functional dependence on the ΔE optimised S0 energy (inter-
converion energy) between mer and fac isomers. Basis set used: SDD on the Pt (60 core 
electrons), and I (46 core electrons), the 6-31G(d,p) basis on C, N, and H. 
 
For the B3LYP functional the mer isomer is 2.9 kcal mol-1 lower in energy than the fac 
using the PCM model, while for the gas phase structures the fac is 0.9 kcal mol-1 more 
stable. Other hybrid functionals such as B3PW91, X3LYP, PBE1PBE and M06 show a 
similar trend. B2PLYP and mPW2PLYP double hybrid functionals both combining 
100% HF exchange and a second order perturbative correction to electron correlation 
contribution to the DFT calculation, are consistent with each other and show the fac 
isomer as the more stable structure, having a minimum energy lower than the mer 
structure by approximately 3-4 kcal mol-1 in the gas phase and in solution.  Functionals 
with long-range exchange corrections such as LCBLYP, LCwPBE, and CAMB3LYP 
show that in the gas phase the fac isomer has a lower ground state minimum energy but 
in solution the mer isomer is more stable. This is contrasted with wB97 functional, 
which also contains a long-range correction, however for both gas phase and 
calculations in the solution it determines the fac isomer as having lower energy and 
being more stable.  
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The results show little difference between the density functionals used, showing that 
both isomers of the (BQA)PtMe2I complex have comparable ground state energies. 
 
The excited electronic states were obtained using TD-DFT theory as described in 
section 2.1 of chapter 2. It should be noted that the experimental photochemistry was 
performed in acetone, though the spectra were recorded in CH2Cl2, and no difference in 
the computed spectra between these two using the PCM model is observed. 
Experimental spectra taken directly from reference [1] are presented in the figure 4.3. 
 
 
 
 
Figure 4.3. Experimental spectra of (1) mer- and (2) fac- isomers of (BQA)PtMe2I 
complex in CH2Cl2 solvent (picture taken directly from Reference [1]). 
 
Table 4.2 presents the influence of a solvent on the computational spectra using the 
chosen density functionals. Here the solvent in the PCM model is CH2Cl2, to match that 
used above [1]. The effect of solvent is minimal, with only a small blue-shift observed 
between the gas phase and PCM results (on average between 0 - 0.05 eV; B3LYP and 
X3LYP functionals with a maximum of 0.2 eV for the blue shift for fac isomer). 
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Functional 
Gas phase (nm) 
In solvent (CH2Cl2) 
(nm) 
mer fac mer fac 
B3LYP 530 460 530 430 
X3LYP 530 450 520 420 
CAMB3LYP 440 360 440 350 
LCwPBE 380 310 390 310sh 
LCBLYP - 290sh 360 300sh 
M06 - 430 520 410 
M062X - - 440 340 
PBE1PBE - -  500 410 
wB97 - 300sh 380 300sh 
Experiment - - 530 420 
 
Table 4.2. Solvent influence on main spectral features of mer and fac isomers using 
Hartree-Fock exchange functionals and functionals involving long range correction.  
sh - shoulder band  
 
The computed spectra in solvent using B3LYP, X3LYP and M06 hybrid functionals 
compare favourably with the experimental ones. There is a small blue shift for the 
PBE1PBE functional of about 0.2 eV for the mer isomer compared with experiment. 
The hybrid M062X functional and long-range corrected CAMB3LYP show a blue shift 
of about 0.5 eV. wB97, LCwPBE and LCBLYP long range corrected functionals show 
a significant blue shift of approximately 1 eV for both isomers. The B3LYP spectra are 
shown in figure 4.4. 
 
The mer form has an intense absorption at 534 nm, which is at 530 nm from TD-
B3LYP. The fac form has a broad band centered at 422 nm, with a small shoulder at 
510 nm. The TD-B3LYP gives this band maximum at 425 nm. The nature of the 
transitions that give rise to these bands can be determined by examination of the 
dominant particle-hole configurations of the response eigenvectors, or similarly by 
determining the natural transition orbitals [22]. There is very little difference between 
analysis of the excitation using canonical Kohn-Sham orbitals compared to natural 
transition orbitals. 
 
 106 
 
Figure 4.4. Simulated electronic spectra for the mer (blue), and fac (red) isomers of 
(BQA)PtMe2I complex in CH2Cl2, obtained from PCM TD-B3LYP by applying a 
homogenous Gaussian broadening (as described in theory section) to the lowest sixty 
electronic excited states. 
 
The data given in table 4.3 lists the TD-B3LYP dominant particle-hole configurations 
(using canonical orbitals) for the mer and fac isomers.  
 
 
 
mer fac 
State f Character State f Character 
S1= 2.29 eV 0.0136 (H)(L) 0.121 
(H)(L+1) 0.690 
S1= 2.78 eV 0.0033 (H)(L+1) 0.534 
(H)(L+2) 0.443 
S2= 2.35 eV 0.2590 (H)(L) 0.693 
(H)(L+1) -0.121 
S2= 2.85 eV 0.1178 (H)(L) 0.701 
S3= 2.79 eV 0.0023 (H)(L+2) 0.684 S3= 3.03 eV 0.0366 (H)(L+1) -0.449 
(H)(L+2) 0.537 
 
Table 4.3. TD-B3LYP (PCM=CH2Cl2) excitation energies and oscillator strengths for 
vertical excitation of mer and fac isomers. Coefficients of principle particle-hole 
configurations in response eigenvectors relative to HOMO (H) and LUMO (L) are also 
given. 
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The important point with regards to the mer form is that the band at 530 nm 
(predominatly excitation to the S2 state) involves essentially intra-ligand excitation of π 
π* type, and not ligand to metal charge transfer (LMCT) as postulated previously [1]. 
The π* orbital contains a very small component that is antibonding with respect to the 
t2g metal d-orbitals (Figure 4.6). The dominant feature of this state is charge 
redistribution on the BQA. The main particle-hole configuration of the state involves a 
donation of electron density from the central amide nitrogen to each π-system on both 
adjacent quinoline rings. It also worth noting that the lower dark state (S1), and all 
higher dark states in the spectral range up to 400 nm involve this qualitative feature of 
localised ligand excitation, with charge redistribution across the BQA “backbone”. 
 
In the S2 state of the complex relaxation involves the BQA ligand “folding” in and the 
molecule relaxes to a quasi-fac form of the complex in the first singlet excited state (S1) 
(Figure 4.7). The bright and dark states are very close and may switch in energetic order 
with different DFT functionals. If the ordering is correct and the bright state is S2 then 
obviously there must be a crossing between the S1 and S2 states. There is a minimum on 
the mer side of the reaction with BQA slightly non-planar that is reached from the dark 
state. The S1 transition state was unable to be located due to the limitation of not having 
excited Hessian computation in TD-DFT as of yet. Constrained geometry calculations 
indicate that any barrier will be relatively low. While the driving force in the populated 
S2 state forces the system to relax toward fac-like geometries, obviously more accurate 
photochemical dynamics simulations would be required to determine if there is any 
population transfer to the dark state. However, whether via direct relaxation to the 
excited fac side of the reaction, or transformation over a barrier on a longer timescale, 
the system ends up at the same point, namely the S1 fac minimum (Figure 4.7). This fact 
is further emphasised if the bright and dark states are switched in order.  
 
Quadratic Synchronous Transit (QST) calculations for locating a transition state on the 
ground state potential energy surface were performed. After many searches no direct 
transition structure linking mer and fac geometries on the S0 potential surface was 
found. However, results obtained show that there is a possible transition state involving 
dissociation of both methyl groups to create an ethane molecule. This is a standard role 
for Pt as a catalyst [23] in creating longer chain hydrocarbons from smaller hydrocarbon 
fragments. For this system the barrier for this reaction path is quite high (57 kcal mol-1), 
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explaining why it has not been experimentally investigated for this particular complex. 
It is suspected that any thermal process would have to go through (at least one) reactive 
intermediate, via the dissociation of the iodine to give a 5-coordinate species. The 
thermal isomerization is not seen experimentally. 
 
As mentioned previously conical intersections (seams) are regions of strong non-
adiabatic coupling that allow for ultrafast sub-picosecond radiationless decay, and the 
topology around conical intersections affects the internal conversion dynamics of 
polyatomic molecules. They are very important in modelling not only organic 
photochemical reactions [24-27] but also in inorganic photochemistry. They appear 
naturally in coordination complexes via the Jahn-Teller effect, where the two 
components of an electronically degenerate state give rise to the double cone potential 
energy surfaces in the space of the Jahn-Teller symmetry breaking modes [28-31]. 
Indeed in recent years it has become apparent that inorganic photochemistry involving 
the creation of coordinatively unsaturated species (e.g., metal carbonyl 
photodissociation [30] provides a natural link between the photochemical and Jahn-
Teller fields [29, 31]). General (non-symmetry imposed) intersections have been much 
less studied in inorganic photochemistry. A conical intersection search using CASSCF 
has been performed on (BQA)PtMe2I complex and this type of  non-symmetry imposed 
crossing has been found between the ground and first excited state PESs. 
 
As described above the initial excitation is of ππ* type and involves a reduction in the 
conjugation across the planar amido linkage in the BQA ligand. The system then relaxes 
in this state with the ligand sphere undergoing rearrangement towards a folded BQA 
conformation. This leads to an excited fac minimum. TD-DFT and CASSCF excited 
geometry optimisations of the S1 minimum are in good agreement. From this S1 fac 
minimum the excited molecule could access a conical intersection that connects the S1 
state to the ground state (shown schematically in figure 4.6). A conical intersection 
search between the ground state and excited S1 was performed. The S0/S1 crossing has 
been located which allows for efficient radiationless deactivation to the ground state fac 
geometry. The CASSCF energy difference between the S1 minimum and the minimum 
energy crossing point is around 10 kcal mol-1, although obviously this value should be 
treated with caution due to incomplete accounting for dynamic correlation. 
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This is a naturally occurring photochemical feature of the BQA ligand itself. This type 
of pathway may be potentially important for other complexes that involve the 
interesting family of flexible chelating pincer type ligands [11, 12, 14, 15, 18, 32]. 
 
Interestingly the same conical intersection seam was found in the bare BQA ligand, and 
the excited relaxation and subsequent decay is essentially driven by the ligand’s 
photochemistry. CASSCF computations with an active space consisting of 12 electrons 
in 12 orbitals (427350 CSFs) on the pure ligand indicate that at folded geometries there 
is an extensive seam of intersection that connects the ground state with a ππ* state. The 
orbitals used for CASSCF calculations on the pure ligand were based as those in the full 
metal complex, on natural orbital occupations. The global minimum energy crossing 
point on this seam occurs at a CNC angle of 120°, but with the two quinoline groups 
twisted almost 90°.  
 
Constrained conical intersection searches were performed and it was observed that the 
intersection seam includes an energetically accessible portion with a small dihedral 
angle between quinoline groups. This constrained crossing point has a very similar 
geometry to the intersection in the full metal complex. From the geometries in figure 
4.7 it can be seen that the S1 fac minimum occurs with an NPtN angle of 100°, which is 
more open than at the conical intersection (92°), and at the S0 minimum (90°). Thus 
molecular motion moves the system through the S1 fac minimum, crosses from S1 to S0 
via a radiationless transition in the conical intersection region and finally relaxes to the 
stable S0 fac minimum. The branching space for the conical intersection in the pure 
ligand is shown in figure 4.5 and for the full complex in figure 4.6. This is the space (a 
2D plane containing the derivative coupling (dc) and gradient difference (gd) vectors) in 
which the electronic degeneracy is lifted at first-order in vibrational motion. The motion 
is seen to mainly involve the amido-link in the BQA ligand. Thus, one can see that 
when the locally excited ligand is driven towards such geometries, the crossing to the 
ground state becomes favourable. 
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!
Figure 4.5. Gradient difference and derivative coupling vectors at a point of conical 
intersection in organic BQA system.  
 
The reaction path linking the conical intersection and the S0 and S1 fac minima (Figure 
4.6), can be determined unambiguously by computing an intrinsic reaction coordinate 
(IRC). For this system an IRC is computationally expensive but an idea of the downhill 
path from the conical intersection can be gained from examination of geometry 
optimisation on the ground and excited state surfaces (using both CASSCF and TD-
B3LYP). It is observed that the downhill direction from the conical intersection on S1 
leads directly to the S1 fac minimum, while downhill on S0 leads to the S0 fac minimum. 
The topology of conical intersection seam is depicted in figure 4.6, with the angles 
between gradients of the crossing PESs equal to 75 degrees. 
 
The photoexcited mer form involves essentially a redistribution of the π-system on the 
organic BQA ligand, which “loosens” the conjugation across the amide linkage (the 
amide nitrogen changes its hybridization from sp2 to sp3), and weakens the metal-BQA 
bonds, via population of orbitals with nominal M-π antibonding character. 
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Figure 4.6. Schematic of mer-fac photoizomerisation in (BQA)PtMe2I involving 
localised ππ* excitation on the BQA ligand, followed by relaxation to S1 fac minimum. 
Radiationless deactivation through a sloped conical intersection connecting the S0 and 
S1 states can then occur, to lead to the stable fac photoproduct. 
 
In summary, the metal complex acts as a scaffold for the pincer ligand, and localised 
excitation on the conjugated ligand drives the intra-ligand folding, which takes the 
system downhill to the fac geometry. At such excited geometries a conical intersection 
seam is accessible which allows for radiationless decay to the stable fac photoproduct 
observed experimentally. TD-DFT, in conjunction with the polarisable continuum 
(PCM) solvent model, reproduce the experimental spectra for the mer and fac isomers 
well. The nature of the initially populated states for the mer isomer as mentioned 
previously is ππ* in nature and localised on the BQA ligand. Geometry optimisation 
shows that the system relaxes in the excited manifold to a fac like geometry in the S1 
electronic state. CASSCF calculations show that a conical intersection connects the 
excited and ground state fac species, allowing for radiationless deactivation in fac-like 
geometries.  
 
Figure 4.7 (continued over pages 112-114) presents the optimised geometrical 
parameters for the critical points involved in the mer-fac photoizomerisation of 
(BQA)PtMe2I. 
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mer S0 minimum 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.099 2.099 2.871 2.054 2.093 2.059 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
161.80 133.14 91.33 
Solvent- CH2Cl2 (DFT) 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.100 2.086 2.953 2.062 2.089 2.058 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
161.83 133.06 90.74 
 
Mer – S1 minimum TD-B3LYP 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.084 2.103 2.933 2.038 2.099 2.109 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
132.54 160.94 91.65 
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Fac - S1 minimum CASSCF(14,12) 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.080 2.077 3.220 2.335 2.432 2.778 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
99.66 127.52 150.37 
 
fac S0 minimum 
Gas phase (DFT) 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.072 2.072 2.746 2.234 2.073 2.236 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
97.21 118.15 174.89 
Solvent - CH2Cl2 (DFT) 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.072 2.073 2.777 2.226 2.064 2.229 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
95.83 116.86 176.53 
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Fac - S1 minimum TD-B3LYP 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.070 2.080 2.716 2.266 2.070 2.277 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
99.55 119.15 169.52 
 
Minimum Energy Conical Intersection CASSCF (14,12) 
Pt-C1 Pt-C2 Pt-I Pt-N1 Pt-N2 Pt-N3 
2.067 2.071 3.101 2.355 2.482 2.411 
N1-Pt-N3 C3-N2-C4 N2-Pt-I 
92.61 125.72 153.24 
 
Figure 4.7. Optimised geometrical parameters for critical points involved in the mer-fac 
photoizomerization of (BQA)PtMe2I. S0 mer, and S0 fac optimised using B3LYP, both 
in gas phase and with CH2Cl2 using the PCM model; S1 optimised fac using TD-
B3LYP, and CASSCF; S0/S1 conical intersection optimised with CASSCF. 
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CHAPTER 5 
 
Photochemistry of Chromium Oxalate [Cr(C2O4)3]3- 
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This chapter focuses on the photochemistry of an open shell complex, chromium 
oxalate [Cr(C2O4)3]3-, containing a chromium Cr (III) ion. The photochemistry of 
systems containing Cr (III) ions has been a subject of increasing investigation over the 
last century [1-6].! Despite the fact that the main spectroscopic features have been 
described for a wide range of Cr (III) complexes, the nature of the reactive states and 
photochemical relaxation mechanisms is still not known for many of them. The Cr (III) 
complexes studied in this and the next chapter have mainly Oh or pseudo-Oh symmetry 
on the metal centre. The states of such Cr (III) systems are often discussed in terms of 
local Oh symmetry. Below we use these labels in the general introduction for this 
photochemistry, then for chromium oxalate [Cr(C2O4)3]3- in particular the correct D3 
labels, this being a subgroup of Oh and appropriate to isolated [Cr(C2O4)3]3-. As 
described in the chapter 1, the d orbitals in such systems are split into orbitals of t2g and 
eg symmetry (as shown on the figure 1.1 in the chapter 1). The Cr (III) ion has 3 
electrons occupying the valence 3d shell, thus its electronic configuration will be as 
follows: [Ar]3d3. According to Hund’s rule, which implies that the electrons in a given 
subset of orbitals will preferentially fill the empty orbitals first, before pairing with 
another electron. In d3 Oh complex electrons will not pair in the t2g orbitals set. Thus the 
electron configuration of a ground state in d3 complexes is a quartet shown on the figure 
5.1: 
 
 
 
Figure 5.1. Electronic configuration of the 4A2g ground state in d3 Oh systems. 
 
The possible excited LF electronic states within t2g and eg orbitals are quartet T2g and 
T1g, and doublet Eg and T1g states (Figure 5.1). However, in the UV-visible absorption 
spectra of d3 systems, only quartet states are populated because the doublet states are 
both spin and Laporte forbidden. The Laporte rule belongs to the spectroscopic 
selection rules and states that for molecules with an inversion centre, transitions within 
a given subshell (for example a single subshell of d orbitals) are electronically forbidden 
due to the requirement of a change in parity. 
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Figure 5.2. Electronic configurations of the 4T2g and 4T1g and 2Eg and 2T1g in d3 systems. 
 
The pictorial representation of quartet T2g and T1g and doublet Eg and T1g states is 
presented above. The ordering of the excited states of a system is very important to the 
photochemistry occurring.  
 
 
 
 
Figure 5.3. Jablonski diagram for Oh Cr(III) complexes – full lines with arrows 
represent the absorption or emission processes, wavy lines with arrows represent 
radiationless deactivation processes (intersystem crossing ISC, back intersystem 
crossings BISC, internal conversion IC). Adapted from the Reference [5]. 
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In reference [5] the author adapted the Jablonski state energy level diagram, to Oh Cr 
(III) complexes that describes the transitions and processes occurring in these systems 
(Figure 5.3.). Internal conversion (IC) is a very fast process that can occur between 
excited states of the same multiplicity, for example 4T2g and 4T1g states (Figure 5.3). A 
process very common for Oh Cr (III) complexes is intersystem crossing (ISC) that 
occurs between states of different multiplicities i.e., between quartet and doublet states. 
It is usually very efficient and for most of these systems results in 2Eg-4A2g 
phosphorescence. In these systems spin-orbit coupling is relatively weak (as described 
in subsection 2.4.2 of chapter 2) and non-radiative transitions i.e. crossing of different 
spin PESs are driven by small energy gaps. The small energy difference !E  between 
4T2g and 2Eg states can lead to a back intersystem crossing process, which can induce 
emission from 4T2g to 4A2g state. More details on these processes are presented in the 
Kane Maguire review [5].  
 
The role of 4T2g and 2Eg states is crucial in determining the relaxation pathways and 
photochemistry of different Cr (III) complexes, however it has not been defined exactly, 
which states are responsible for the photochemistry observed. One of the most asked 
questions is how doublet states can influence the photochemistry in these systems. 
Those studies turned out to be very challenging, both experimentally and 
computationally [3, 6].  
 
An attempt in determining the ordering of the main excited states influencing the 
photochemistry and relaxation pathways occurring from these states has been made for 
the chromium oxalate [Cr(C2O4)3]3- system and, in the chapter 6, on the [Cr(tn)3]3+ and 
its derivatives. CASSCF and TD-DFT methods described in chapter 2 have been used 
for the results presented below. 
 
 
5.1. Introduction 
 
Chromium oxalate [Cr(C2O4)3]3- belongs to the family of complexes in which a Cr (III) 
ion is surrounded by six oxygen atoms (CrO6). This is very common for oxide crystals 
such as ruby, emerald or alexandrite. In ruby Cr (III) ions exchange their position with 
Al atoms from sets of Al2O3 units depending on the concentration of Cr (III). Ruby 
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proved to be a very efficient fluorescent material at low temperatures due to the 
presence of Cr (III), and contains approximately 0.003 to 1% of Cr2O3 units. Oxygen 
atoms are coordinated to Cr (III) ions in nearly octahedral (Oh) positions with the site 
symmetry of Cr as C3, and the point group symmetry as D3, the same as in [Cr(C2O4)3]3-
. A schematic picture of a single Cr(C2O4) ring is presented below:  
 
 
 
Figure 5.4. Structure of single Cr(C2O4) ring. 
 
Often with transition metal complexes, electronic transitions from the ground electronic 
state to excited states proceed to a manifold of many electronic states that are very close 
in energy. Identification of the initial absorbing state is very difficult due to this density 
of states. A description of the initial photochemistry from the initial excited state is 
challenging due to the number of processes that can occur from this state such as spin-
orbit coupling leading to intersystem crossing and Jahn-Teller distortions (described 
elsewhere). As mentioned previously the ordering of the main absorbing states has a 
key importance for energy transfer and energy migration processes within a molecule. 
The excited state characteristics and kinetics of the excited state decay of Cr (III) 
complexes in oxygen environments have been described in general by Foster, based on 
the crystal field theory [7]. The ground state for these d3 systems as described 
previously is an open-shell quartet with 3 electrons occupying t2 orbital 4A2(t23) in the 
D3 representation, which is equivalent to a t2g orbital in the Oh symmetry structure (as 
shown on the figure 5.1.). Depending on the strength of the ligand field the ordering of 
the first excited states populated can differ. The doublet 2E and 2T1 states also arising 
from the t23 configuration are often populated for moderate to strong ligand fields 
complexes [8]. The 2T1 state is usually higher in energy than 2E but it can go under the 
2E state when the symmetry of a molecule is broken by a tetragonal field [9, 10]. 
C
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For weak ligand fields (for example in borate glasses, some garnets, gallogermanates 
etc.) the first excited state is usually 4T2, which arises from to the excitation of one 
electron from the t orbital in the 4A2 state to one of the antibonding e orbitals giving the 
configuration of the 4T state as (t22e1). In most CrO6 complexes the excited quartet state 
4T2 appears above the 2E state. The difference in energy between these states !E  and 
their ordering is especially important for the emission and thermal relaxation properties 
of given CrO6 systems. It is very hard to determine the exact energies of 2E and 4T2 
states [7]. In most CrO6 complexes the energy difference !E  (Figure 5.3) between 2E 
and 4T2 states is quite small. Small !E  gaps can lead to the contribution of a thermally 
activated back intersystem crossing (BISC) process from 2E to 4T2 states, which can 
then lead to 4T2 to 4A2 emission [10].  
 
The [Cr(C2O4)3]3- incorporated into stoichiometric compounds proved to be a good 
model system for energy migration investigations due to the lack of exchange 
interactions, unlike in ruby. Milos and co-workers described important processes 
occurring in coordinated [Cr(C2O4)3]3- compounds [8]. Narrow luminescence that is 
common for systems with a 2E state located under the 4T2 state, has been attributed to 
the 2E-4A2 transition in the [Cr(C2O4)3]3- system. It can also be quenched via thermal 
population of the 4T2 state due to the small energy gap. There is also intersystem 
crossing occurring from the 4T2 to 2E state, and thermally activated back-intersystem 
crossing from the 2E to 4T2 state (as discussed above for ruby).  
 
This chapter will focus on computational investigation of the photochemistry of 
chromium oxalate [Cr(C2O4)3]3-, and mechanisms for radiationless deactivation through 
the quartet and doublet manifolds as such features have not been studied to date. 
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5.2. Computational details. 
 
Density functional theory (DFT) was used for determination of the ground state 
structures of both optical isomers of [Cr(C2O4)3]3- shown on the figure 5.5. 
 
(a)  
 
(b) 
 
 
Figure 5.5. Left (a) and right (b) (L-, R-) optical isomers of the [Cr(C2O4)3]3- system. 
 
The B3LYP functional with different basis sets was used for structure optimisations. 
Structural parameters of both optical isomers were the same (Table 5.1). Polarizable 
Continuum model (PCM) was used to account for solvation effects. The use of water as 
a solvent in the optimisation had little to no effect on the geometry of the system. Only 
a very small shortening of Cr-O and C-C bonds was observed for optimisation in 
solvent (Table 5.1).  
 
The electronic spectroscopy was studied using the Time-Dependent TD-DFT method. 
TD-B3LYP and Couloumb Attenuating TD-CAMB3LYP with different basis sets were 
used to study the UV-Vis spectroscopy of the system. A gaussian broadening factor of 
10 and the first 40 vertical excited states were used to calculate the main absorption 
bands, as described in the chapter 2 and the results are presented in table 5.3. TD-DFT 
studies on both isomers showed no difference to the main spectral behaviour in the 
visible region. Infrared spectra using the B3LYP functional with water as a solvent were 
computed and compared with experimental findings (Table 5.2). Both DFT and TD-
DFT calculations were performed using the Gaussian 09 program [11]. To characterise 
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important excited states of the system Natural Transition Orbitals (NTOs) with TD-
B3LYP were used. The NTO method creates a compact orbital representation of the 
electronic transition density matrix. Unitary transformations are applied separately to 
occupied and virtual orbitals and from this the best possible representation between the 
excited electronic density and the hole it has created after excitation is established [12].  
 
 
Basis set Cr-O C-C C=O C-O   β χ  δ  
R-isomer 
aug-cc-pVTZ 2.01 1.58 1.23 1.29 80 117 113 121 
aug-cc-pVTZa) 1.99 1.57 1.23 1.29 81 116 113.5 121 
cc-pVTZ 2.01 1.57 1.23 1.29 80 117 113 121 
SDD – Cr 
6-31g(d,p) – O, C 
2.01 1.57 1.24 1.30 81 116 113 121 
LANL2DZ 2.00 1.58 1.26 1.32 80 118 112 122 
CASb) 2.01 1.56 1.21 1.27 79 117 113 120 
CASc) 2.01 1.56 1.21 1.27 79 117 113 120 
L-isomer 
aug-cc-pVTZ 2.01 1.58 1.23 1.29 80 117 113 121 
aug-cc-pVTZa) 1.99 1.57 1.23 1.29 81 116 113.5 121 
Experimental data [13] 
Experiment 1.93 1.40 1.28 1.33 90 105 120 120 
Experiment 
1.88 
1.93 
1.23 
1.27 
1.25 
1.17 
1.07 
1.47 
1.42 
1.28 
- - - - 
Experiment - 1.54 1.23 1.36 - - 115 121 
 
Table 5.1. Main structural parameters of [Cr(C2O4)3]3- system. DFT calculations 
performed using B3LYP functional. CASSCF calculations performed using SDD basis 
set for Cr atom and 6-31g(d,p) for O and C atoms. 
a) PCM model with water as a solvent. 
b) first variation of active space, as described in the text 
c) second variation of active space, as described in the text 
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Complete Active Space Self Consistent Field (CASSCF) calculations on DFT optimised 
ground state structures were performed. The SDD basis set on the chromium atom and 
the 6-31g(d,p) basis set on oxygen and carbon atoms were used for these calculations. 
Two different active spaces were chosen for comparison. The first active space 
consisted of 9 electrons and 11 orbitals based on the NTOs. NTOs were generated using 
a UHF calculation.  
 
The second active space consisted of 9 electrons and 11 orbitals with 1 orbital of p 
character and 5 metal 3d orbitals and their 4d „antibonding“ counterparts, which were 
generated using unrestricted B3LYP. Post optimisation, the second active space orbitals 
were found to no longer resemble metal d orbitals but instead resembled natural 
orbitals. Geometry optimisations using both active spaces show the same structural 
parameters of the complex. These are presented in the table 5.1.  
 
 
 
 
Figure 5.6. Metal orbitals included in the CASSCF active space. 
 
Conical intersection (CI) searches, between the quartet ground state, and first quartet 
excited state were performed. The structures obtained were found to be insensitive 
between these active spaces and therefore an active space based on NTOs was used for 
z 
x 
dz2
y dx2!y2
dxz dyzdxy
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all subsequent calculations. The metal orbitals contained in this active space are 
presented in figure 5.6. The number of configuration state functions (CSFs) obtained for 
the CASSCF calculations setting the ground state as a quartet multiplicity was equal to 
76230 and for the calculations with the ground state set as a doublet multiplicity (will 
be explained later) 152460 CSFs. To determine the ordering of CASSCF excited states, 
the 20 lowest excited states were printed and the spin of each was determined using 
CASSCF with IOp(5/39=1000000) in Gaussian 09. 
 
 
5.3. Results and discussion. 
 
Infrared (IR) spectroscopy is very important in the structure determination of the 
system. Table 5.2 presents a comparison between the experimental and calculated 
infrared spectra of open-shell [Cr(C2O4)3]3- complex. The obtained computational 
results compared to experimental findings are in very good agreement. Calculated 
spectra present features between 39-288 cm-1, which experimentally cannot be seen. 
There are some slight differences to the nature of deformation or vibration for 
transitions at 891 and 1367 cm-1 but they are not really significant. Some of the 
vibrations for the calculated spectra at 1691cm-1 are mixed. However, overall the 
performance of DFT in calculating the IR spectrum is surprisingly good for this open-
shell system. It should be noted here that there is no scaling applied in the computed IR 
spectra. Although the studied system is an open-shell system, the DFT results show that 
it is a good method for the determination of the ground state properties of these 
transition metal systems, and can be used to investigate their IR spectroscopy. 
 
It is known that chromium oxalate is a photo-chemically stable system.  Exposure to 
visible light has no influence on the absorption spectra. It was experimentally found that 
the main transitions in [Cr(C2O4)3]3- are as follows: a sharp band at 697 nm attributed to 
the spin-forbidden 4A2-2E transition, broad spin-allowed d-d transitions at 570 nm and 
420 nm attributed to 4A2-4T2 and 4A2-4T1 respectively, and two bands at 270 nm and 224 
nm attributed to ligand to metal charge transfer transitions [14]. 
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Computational 
(PCM) 
Assignment Experiment Assignment 
39 ds C3 axis - - 
61 da C3 axis - - 
219, 222 v(M-O)+d(O-M-O) - - 
286, 288 v(M-O)+ ring def. - - 
- - 313 out of plane ? 
340, 347, 353 d(O-C=O)+v(C-C) 358 d(O-C=O)+v(C-C) 
389, 400, 402 va(M-O)+ring def. 415 v(M-O)+ring def. 
484, 486 ring def.+d(O-C=O) 485 ring def.+d(O-C=O) 
524 v(M-O)+v(C-C) 543 v(M-O)+v(C-C) 
- - 595 crystal water(?) 
796, 805 d(O-C=O)+v(M-O) 798, 810 d(O-C=O)+v(M-O) 
891 v(C-C)+d(O-C=O) 893 vs(C-O)+d(O-C=O) 
1264, 1266 v(C-O)+d(O-C=O) 1253 vs(C-O)+d(O-C=O) 
1367 d(O-C=O)+v(C-C) 1387 vs(C-O)+v(C-C) 
1691, 1694 
va(C=O)+ring 
def.+d(O-C=O) 
1684, 1660 va(C=O) 
- - 1708 va(C=O) 
 
Table 5.2. Comparison of infrared spectra in cm-1 for calculation with B3LYP (PCM, 
solvent water) method using cc-pVTZ basis set to experiment [14]. 
d, ds, da – deformation, symmetric/anti-symmetric deformation 
v, vs, va – vibration, symmetric/anti-symmetric vibration 
ring def. – ring deformation 
 
 
Table 5.3 presents the sensitivity of the spectral features of the [Cr(C2O4)3]3-  complex 
to the chosen basis set and the functional using TD-DFT theory. Calculated positions of 
the visible spectral bands using TD-DFT with different basis sets are within reasonable 
agreement with experiment. However, the experimental band that was detected at 697 
nm is an 4A2-2E transition, and it is not reproduced at all with the standard TD-DFT 
method used here as it measures only spin-allowed transitions.  
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The main influence of the basis set on the calculated spectra can be noticed for bands 
located between 200 nm and 300 nm. The experimental band that is located at 224 nm, 
is predicted by these calculations to be between 240-280 nm for TD-B3LYP method 
and between 200-220 nm for TD-CAMB3LYP depending on the basis set used. The 
band at 270 nm is calculated to be between 270-340 nm for TD-B3LYP and between 
250-290 nm for TD-CAMB3LYP again depending on the basis set. The CAM-B3LYP 
functional was implemented for Rydberg and charge transfer states, and is described in 
previous chapters.  
 
In the case of this complex CAMB3LYP gives slightly better agreement with the 
experimental studies for the states located between 200-300 nm and the results are less 
sensitive to the basis set used. A ligand field (LF) band located at 420 nm and 
experimentally attributed to 4A2-4T1 transitions is reproduced quite well by all the 
computational methods used and is slightly blue shifted of approximately 0.15 eV 
comparing to the experiment. The calculations for this band are less sensitive to the 
functional and basis set used. LF band located at 570 nm and experimentally attributed 
to 4A2-4T2 transitions is calculated to be between 480-520 nm showing quite a 
reasonable blue shift of 0.26-0.4 eV comparing with experimental conjecture. There 
was no influence of the solvent on the locations of the bands using TD-DFT with all 
electron cc-pVTZ basis set. A little blue shift was observed for calculations with the 
PCM model using the aug-cc-pVTZ basis set compared to the gas phase. 
 
It was not possible to definitively resolve the character of all spectral bands with TD-
DFT, especially the ones located between 200 nm and 300 nm, due to the large number 
of states involved in each of them. 
 
These states and the states involved in the other bands didn’t have any dominant 
configuration that would describe the nature of the excitation. Using NTOs it was 
determined that the nature of the 400 nm and 500 nm bands have d-d character and so 
are in agreement with the experimental conjecture. Bands between 200 nm and 300 nm 
are very mixed with some ligand to metal and metal to ligand CT character. It should be 
noted that TD-DFT is a single-reference method and it does not describe very accurately 
multiconfigurational states, which are of importance in open-shell systems.  
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Basis set used R-isomer L-isomer R-isomer L-isomer  
cc-pVTZ  B3LYP CAM-B3LYP EXPERIMENT 
Gas phase Solution 
240 
270 
410 
520 
240 
270 
410 
520 
200 
250 
400 
510 
200 
250 
400 
510 
224 
270 
420 
570 
697 Solution 
240 
270 
400 
500 
240 
270 
400 
500 
200 
250 
390 
480 
200 
250 
390 
480 
aug-cc-pVTZ Gas phase 
270 
330 
400 
510 
360 
410 
520 
280 
410 
520 
290 
400 
510 
Solution 
240 
280 
400 
500 
240 
280 
400 
500 
200 
250 
400 
500 
240 
280 
400 
500 
LANL2DZ Gas phase 
260 
310 
410 
510 
260 
310 
410 
510 
220 
290 
390 
490 
220 
290 
390 
490 
Cr – SDD 
C, O – 6-31g(d,p) 
Gas phase 
280 
340 
390 
500 
280 
340 
390 
500 
260 
300sh 
380 
480 
240 
340 
380 
480 
 
Table 5.3. Main spectral bands of [Cr(C2O4)3]3-(in nm): TD-DFT using different basis 
sets (in gas phase and in solution - PCM model with water as a solvent); experimental 
findings [14]. 
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The drawback of this method in case of this particular system is that it fails to describe 
the spin-flip transitions and includes a large degree of spin contamination. Table 5.4 
shows the spin expectation values of the first 11 vertical excited states using the TD-
DFT method and multiconfigurational CASSCF. Note that for multiply degenerate T 
and E states there is one electronic state per component of the degenerate group, e.g. 3 
roots in a CASSCF per one T state. As shown in this table there is a large degree of spin 
contamination for exited states using TD-B3LYP and TD-CAMB3LYP methods 
especially for the higher lying states. The CASSCF method as described in chapter 2 
obtains pure spin states.  
 
State 
B3LYP 
Sˆ2  
B3LYP 
Sˆ2 PCM 
CAMB3LYP  
Sˆ2  
CAMB3LYP 
Sˆ2 PCM CASSCF
1 CASSCF2 
0 3.768 3.768 3.764 3.764 3.750 3.750 
1 3.775 3.776 3.767 3.766 3.750 0.750 
2 3.774 3.775 3.766 3.765 3.750 0.750 
3 3.774 3.775 3.766 3.765 3.750 0.750 
4 3.782 3.784 3.769 3.767 3.750 0.750 
5 3.782 3.784 3.769 3.767 3.750 0.750 
6 3.784 3.785 3.770 3.768 3.750 0.750 
7 5.545 5.568 5.662 5.666 3.750 0.750 
8 5.544 5.566 5.663 5.666 3.750 0.750 
9 5.548 5.570 5.660 5.664 3.750 0.750 
10 3.815 3.796 3.771 3.771 3.750 0.750 
11 3.819 3.797 3.771 3.771 3.750 3.750 
 
Table 5.4. Spin states of 11 vertical excited states in [Cr(C2O4)3]3-: TD-B3LYP and TD-
CAMB3LYP used with all electron cc-pVTZ basis set and water as a solvent; CASSCF 
used with SDD basis set on Cr atom and 6-31g(d,p) on O and C atoms. Note that states 
between different methods are not equivalent to each other. 
1ground state set to a quartet multiplicity 
2ground state set to a doublet multiplicity 
 
There have been two variations of CASSCF calculations performed, first setting the 
ground state to a quartet multiplicity and the second setting the ground state to a doublet 
multiplicity. Setting the ground state of a CASSCF calculation to the lower doublet spin 
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state (expectation value of 0.75) allows the determination of states of the same and a 
higher spin, in this case quartet spin states. The reasons for this, as described in the 
theory chapter are common Ms values, which are !
1
2 ,
1
2
"
#$
%
&' . So even if the ground state 
of a given system is a quartet state, and the calculation will be set as if it would be a 
doublet ground state, the CASSCF method will still find the correct spin. The 
population of doublet excitations will not be possible if the ground state of the system is 
set to a quartet which has Ms values of !
3
2 ,!
1
2 ,
1
2 ,
3
2
"
#$
%
&'  as doublet states do not posses 
Ms values of !
3
2 ,
3
2
"
#$
%
&' . States that will only be populated in this case will be quartet 
states and states of higher spin containing common values of Ms, for example a sextet 
which Ms values are !
5
2 ,!
3
2 ,!
1
2 ,
1
2 ,
3
2 ,
5
2
"
#$
%
&' . The ground state of [Cr(C2O4)3]
3- has a 
quartet spin state, and this is also the outcome of this CASSCF calculation.  
 
There are multiple doublet states present below the first quartet-excited state and this is 
presented in tables 5.4 (last column - CASSCF) and 5.5. Spin Adapted TD-DFT has 
been developed that deals with open-shell systems and includes spin-flip transitions 
however these methods are in their infancy and haven’t seen general use as of yet [15, 
16]. 
 
There are other single-reference alternatives treating these problems such as the 
Equation-of-Motion Coupled Cluster method (EOM-CC) [17], or Equation-of-Motion – 
Spin-Flip method (EOM-SF) [18], however according to the literature the quality of the 
results obtained goes down if the reference ground state is multiconfigurational. This is 
very often the case in systems with transition metals or other systems with small 
HOMO-LUMO gaps [17] as in [Cr(C2O4)3]3-. Moreover a metal complex of this size is 
at present too large for CC methods to be routinely applied. Thus, those methods will 
not be used here and this chapter will focus only on the multiconfigurational approach 
using CASSCF to describe the nature of electronic transitions and photochemistry of the 
[Cr(C2O4)3]3- system. 
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State Configuration Energy/kcalmol-1 
0 4 A2 t23( )  0 
1 2 T t23( )  48  
2 2E t23( )  58  
3 2 T t23( )  61 
4 2E t22e( )  72 
5 4 T t22e( )  77 
 
Table 5.5. Ordering of electronically excited states in [Cr(C2O4)3]3- ion (CASSCF: SDD 
for metal and 6-31g(d,p) basis set for C and O atoms). Vertical energies taken from 
CASSCF calculation with orbitals state averaged over 12 states. 
 
 
Multiconfigurational methods are further needed in order to obtain a balanced 
description of the potential energy surfaces of the system away from the ground state 
equilibrium geometry.  
 
Table 5.5 presents the ordering of CASSCF populated excited states, their 
configurations and vertical energies. The states populated are very close in energy and 
therefore there is a possibility for them to vibronically couple through appropriate 
molecular vibrations. The energies here should be treated with caution because of a lack 
of dynamical electron correlation in CASSCF. 
 
There has been no fluorescence observed in systems with chromium oxalates at the 
temperatures in which phosphoresce is quenched, a feature whose explanation caused 
much debate in the past. A possible explanation includes non-radiative depopulation of 
4T2 state or relaxation pathways through 2E states [7, 10]. To determine possible PES 
crossings in this system, conical intersection searches using CAS(9,11) between the 
quartet ground state 4A2 and first quartet excited state 4T were performed starting from 
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the R- optical isomer. It should be noted here that the T state in the D3 representation is 
a combination of E and A1 states, however, the labelling will remain unchanged, and the 
first quartet excited state will be considered as a 4T state. In our calculations away from 
the ground state minimum the D3 symmetry was further broken and we only consider 
one component of the T state. A peaked conical intersection connecting both 4T and 4A2 
states has been found (Figure 5.8), which implies that there may be an efficient 
transition from the excited state to the ground state PES. The structure of [Cr(C2O4)3]3-  
at the conical intersection point can be characterised by an elongation and rupture of a 
single Cr-O bond (Figure 5.7).  
 
a)  b)  
 
Figure 5.7. The structure of the [Cr(C2O4)3]3- complex a) ground state, b) at theconical 
intersection point.  
 
 
Similar behaviour i.e. dissociation of a single Cr-O bond was noted for the oxygen 
exchange process between [Cr(C2O4)3]3- and a water, which can be thought of as 
parallel to racemization, as shown in the reaction scheme (Equation 5.1) [19]. 
 
  Cr C2O4( )3
3-
! Cr C2O4( )2 OC2O33-  
  (5.1) 
   !
Cr(C2O4)2OC2O33-+H2O
Cr(C2O4)2O C C
O
OH
O
OH
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!
In experimental studies it was assumed that the rupture of Cr-O bond is a result of 
photoactivation of [Cr(C2O4)3]3- [19]. The above computational findings prove that 
indeed this is the case. The coordination at the metal center of the [Cr(C2O4)3]3- system 
at the point of conical intersection is quasi-trigonal-bipyramidal (quasi-TBP) (Figure 
5.8). This structure is similar to a Jahn-Teller active structure that will efficiently distort 
to a minimum on the ground state PES. The ruptured end of C2O4 ligand can clip back 
on to form either R-isomer or L-isomer of the complex (Figure 5.8) as can be seen by 
considering a linear combination of the branching space vectors shown in figure 5.8.  
 
This mechanism could explain the racemization process of this system, which was 
experimentally found to be photo-induced [19, 20]. This is supported by the fact that the 
character of the conical intersection involved in this reaction is peaked which could lead 
to more than one photoproduct on the ground state PES, i.e., the original stereoisomer 
or its alternative form. 
 
 
 
Figure 5.8. Potential energy surfaces of [Cr(C2O4)3]3- complex. 
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The presence of this conical intersection between 4T dxz( )1 dyz( )1 dx2!y2( )1  and 
4A2 dxz( )1 dyz( )1 dxy( )1  states is supported by the fact that at the TBP geometries of the 
metal centre (found at the point of conical intersection) dx2!y2 and dxy  orbitals become 
degenerate with one electron spread over both. Distortion from this point removes the 
degeneracy in these orbitals and the system moves onto the ground state PES of the 
dxz( )1 dyz( )1 dxy( )1  configuration. To be clear again, the conical intersection occurs 
between only one component of 4T state that has a dxz( )1 dyz( )1 dx2!y2( )1  configuration. 
Figure 5.9 presents the orbital configurations of the 4T2g state when the molecule is 
distorted from Oh to TBP via breakage of a single coordination site. As described above 
the dx2!y2 and dxy  orbitals become degenerate in the TBP structure. 
 
 
 
Figure 5.9. Orbital configuration of 4T2g state, 
4 A1!E( )  in D3. 
 
 
Luminescence in the Cr (III) oxalate systems has been found to be dependent on the 
temperature and concentration of chromium oxalate ions in these systems. Milos and 
co-workers reviewed the behaviour of the luminescence in such systems and noted that 
in concentrated oxalate systems for temperatures above 4.2 K the strength of the 
luminescence falls, and for the systems where Cr (III) is doped into host lattices for 
4T2g in Oh
6-coordinate
dxz dyz dxy
dx2-y2 dz2
Cr-O 
bond break
dxz dyz
dxydx2-y2
dz2
4E' in TBP
5-coordinate
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temperatures above 100 K, the luminescence is quenched and the back intersystem 
crossing from the 2E to the 4T2 state, which is thermally induced, becomes important 
[8].  
 
CAS(9,11) calculations have been performed to determine the presence of 2E-4T 
intersystem crossing seams. The intersection seams between the PESs of a quartet and 
doublet excited states have been located, which did not involve any dramatic change in 
geometrical parameters confirming the experimental findings (Figure 5.8), i.e. the 
minimum energy points on the seam correspond to reasonably well defined R- or L- 
optical isomers. This intersystem crossing is equivalent for both R- and L- isomers of 
[Cr(C2O4)3]3-. The presence of this ISC is not surprising because the electronic 
configuration of the 4T state is the same as the electronic configuration of the 2E state, 
namely dxz( )1 dyz( )1 dx2!y2( )1 . Crossing from one state to another would not require any 
change in orbital occupation but only flipping of the spin.  
 
As described in the chapter 2 of this thesis, spin-orbit coupling (SOC) becomes 
important for heavy elements. For 1st row transition metal valence electrons the SOC is 
expected to be quite weak and therefore perturbs pure spin states. Indeed, experimental 
studies on the optical absorption spectrum of [Cr(C2O4)3]3- system doped in 
NaMg[Al(C2O4)3]8H2O show splitting of about 2-3 cm-1, of doublet bands arising from 
2Eg(Oh) in the α- and π spectrum, which is quite small [21]. Thus we can assume that the 
spin-orbit coupling in this system is weak and the driving force for the intersystem 
crossing occurring in it would be a small !E  energy difference between the states.  
 
To computationally determine the size of spin-orbit coupling, one can use the methods 
as described in section 2.4.2 of chapter 2. Unfortunately, the size of system studied here, 
and quite large active spaces preclude the extensive calculation of spin-orbit coupling 
using perturbation theory. However, we again note that for the non-radiative ISC 
channels, the location of the crossing seams is of paramount importance. Future studies 
would require building a model system and possibly using a smaller CAS active space 
to calculate the spin-orbit contribution.  
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The importance of including the spin-orbit interaction can be crucial for determining the 
mechanisms of the ISC via dynamical simulation. Quite recently it was shown that the 
spin-orbit coupling can be very important for the ultrafast dynamics of some systems, 
even if its magnitude is relatively small [22, 23]. 
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CHAPTER 6 
 
Photochemistry, spectroscopy and photoproducts 
of the aquation reaction of Chromium (III) tris-1,3-diaminopropane 
[Cr(tn)3]3+ complex and its derivative trans-[Cr(tn)2(CN)2]+ 
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Chromium (III)-amine complexes have been the subject of academic study for many 
years [1, 2]. Their photochemistry, as well as the photochemistry of all Cr (III) 
complexes as described in the previous chapter caused a lot of debate in the past and 
even still many aspects are unknown and cause controversy [3-5]. Initially it was quite 
cryptic which excited states are responsible for the photochemistry of Cr (III) 
complexes and it proved a challenge to experimentalists to accurately probe the 
photochemical pathways/relaxations of these systems. It is now widely believed that the 
photochemistry of Cr (III) amine systems can occur from a quartet state with 
participation from the doublet states [5, 6]. However, extensive computational studies 
are needed to describe the nature of the states and mechanism of their photoreactions. 
 
The aquation reactions of Cr (III) amine systems, which involve incorporation of water 
molecules to the metal centre, are found to be photoinduced, and can occur through 
different pathways in the quartet and doublet spin manifolds providing different 
photoproducts. The incorporation of a water molecule can cause the displacement of 
other ligands present. The common feature is that the process of photoaquation is very 
efficient, and certain percentages of the reaction can be quenchable via the photoactive 
doublet states or different reaction quenchers which are substances that absorb 
fluorescence emission of close lying molecules [3, 7, 8].! The type of quencher can 
influence the final photostereochemistries of the studied systems. 
 
There are many reports on groups of complexes containing different amine ligand 
analoges such as NH3, cyclam (cyclam = 1,4,8,11-tetraazacyclotetradecane), en (en = 
1,2-diaminoethane) or tn (tn = 1,3-diaminopropane) [2, 9, 10]. The ring size and thus 
the steric effects of the ligands can influence the quantum yields of the reactions [7]. 
Studies show that these systems possess similar spectral properties. However, their 
photochemistry and ligand substitution reactions may be quite different depending on 
the type of ligands present. There has been a general rule introduced by Kirk in 
accordance to ligand substitution reactions of Cr (III) amine systems (obeyed also for 
strong field d6 complexes) stating that the ligand that tries to enter the coordination 
centre will preferentially occupy the trans position with respect to the leaving ligand. 
Many features of photosubstitution reactions and their stereochemical aspects are 
presented well by Vanquickenborne and co-workers on the photochemistry of Cr (III) 
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ammine complexes and this will be discussed later in accordance to the systems 
considered here. 
 
This chapter will focus on the computational investigation using the TD-B3LYP and 
CASSCF methods on the spectroscopy and mechanisms of the photoaquation reactions 
of Cr(III) complexes containing tn ligands. 
 
6.1. Photochemistry and photoaquation of [Cr(tn)3]3+. 
 
The tn ligand (tn = 1,3-diaminopropane) (Figure 6.1) belongs to the group of bidentate 
ligands described previously in the introduction of this thesis which can bond to and 
form a ring with a metal centre through two nitrogen atoms.  
 
 
 
Figure 6.1. Structure of tn (1,3-diaminopropane) ligand. 
 
Tn ligands can adopt different structures when coordinated to a metal. In [Cr(tn)3]3+, 
two tn ligands exhibit a chair conformation and one tn ligand exhibits a twist boat 
conformation as shown in figure 6.2 [11]. 
 
(a) ! ! ! (b)!!!!!!
 
Figure 6.2. Conformations of tn ligands in [Cr(tn)3]3+ complex (a) chair, (b) twist boat. 
 
 
The full structure of this complex is presented in figure 6.3. The metal centre is almost 
octahedral although the full complex has minimal symmetry (C1).  
 
 
H2N NH2
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Figure 6.3. Structure of [Cr(tn)3]3+ complex.  
 
Early experimental studies on [Cr(tn)3]3+ suggested two possible main products of the 
photoaquation reaction of this complex, one being [Cr(tn)2(tnH)(H2O)]4+ and the other 
the [Cr(tn)2(H2O)2]3+ both in their cis- and trans- forms [12]. Initially it was thought that 
the production of [Cr(tn)(tnH)2(H2O)2]5+ could occur via secondary photolysis or 
thermal aquation of the first photoproduct, [Cr(tn)2(tnH)(H2O)]4+, however this was 
ruled out due to the very low conversions and great stability of irradiated samples [12]. 
The formation of diaquo products through thermal aquation of the first photoproduct 
was also excluded due to the very slow rate of the process. It was then suggested that 
the formation of [Cr(tn)2(H2O)2]3+ occurs directly from the photoaquation of [Cr(tn)3]3+. 
Equation 6.1 (taken from reference [12]) shows the mechanism of this reaction is:  
 
 
1) hv H+ /H2O! "!! Cr tn( )2 tnH( ) H2O( )#$ %&
4+
Cr tn( )3#$ %&
3+
2) hv H+ /H2O! "!! Cr tn( )2 H2O( )2#$ %&
3+ +tnH22+
 (6.1) 
 
The formation of [Cr(tn)2(tnH)(H2O)]4+ occured with a low quantum yield of 0.15, 
which the authors attempted to explain as a result of the quite high stability of tn ligand 
that turned out to be much more stable than other amine analoges. This was due to its 
conformation of a six membered chair ring, as in cyclohexane, while bonding to the 
metal that also made it a much poorer leaving group compared to other amine analoges 
[13, 14]. The quantum yield of the [Cr(tn)2(H2O)2]3+ product was equal to 0.04. The 
hydoxide ion was present in the mixture [12] and is the reaction quencher. The 
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percentage of the reaction that occurred via a doublet was 78% [7].  There have been 
other systems studied as possible quenchers of the given photoreaction such as 
[Cr(CN)6]3-, [Cr(C2O4)3]3- (looked at in previous chapter) or the Na[Cr(tn)(CN4] 
complex [13, 14]. The photoaquation reaction of [Cr(tn)3]3+ was then reinvestigated, 
together with extensive studies on reaction quenching by the Na[Cr(tn)(CN4] and a 
comparison with the OH- quencher. This complex turned out to be very efficient 
quencher of the reaction that does not absorb over the wavelength range 450-735 nm 
and can be used over a pH range of 2-10, unlike OH- that causes very high pH of 
solutions.  The product mixture of the reinvestigated complex contained the initial 
[Cr(tn)3]3+, cis- and trans- isomers of [Cr(tn)2(tnH)(H2O)]4+ and [Cr(tn)(tnH)2(H2O)2]5+ 
complex that was not observed before and another unidentified secondary photoproduct. 
The use of a quencher and the type of quencher seemed to have an influence on the cis- 
and trans- isomer ratios of the photoproducts.! The quantum yield was the same for 
doublet- and quartet- state irradiation. The earlier effect of the increase in the 
percentage of cis- isomer in the red edge of the spectrum of the quartet absorption band 
was not reproduced at all. The authors stated that previous results may have been due to 
possible errors in the peak area measurements or more likely to parallel thermal 
reactions during photolysis [14]. The aquation reaction of [Cr(tn)3]3+ through the 
transition state pathway on a ground state PES was not observed experimentally and 
was excluded due to a steric effect blocking the entering ligand [2]. 
 
This chapter will focus on the computational study on the explanation of some aspects 
of the mechanisms of photoproducts formation in the photoaquation reaction of 
[Cr(tn)3]3+ and their photochemistry.  
 
6.1.1. Computational details. 
 
DFT structure optimisations of [Cr(tn)3]3+ and its possible photoproducts such as cis- 
and trans-[Cr(tn)2(H2O)2]3+ and cis- and trans-[Cr(tn)2(tnH)(H2O)]4+  have been 
performed using the B3LYP functional with two basis sets variations: first an SDD 
basis set for Cr atom and 6-31g(p,d) for C, O, N and H atoms and second an all electron 
cc-pVTZ basis set by Peterson [15] for all the atoms present in the system. These results 
did not differ significantly between different basis sets used for B3LYP calculations. 
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Only slight elongation of the bond lenghts was observed for the computational data 
comparing to experiment.  
 
Method Cr-N1 Cr-N2 Cr-N3 Cr-N4 Cr-N5 Cr-N6 
B3LYP a) 2.170 2.172 2.153 2.174 2.139 2.149 
B3LYP b) 2.167 2.171 2.148 2.169 2.134 2.142 
CAS b) 2.187 2.178 2.189 2.183 2.163 2.170 
Experiment 2.094 2.100 2.087 2.098 2.104 2.096 
Method N1-C1 N2-C2 N3-C3 N4-C4 N5-C5 N6-C6 
B3LYP a) 1.518 1.518 1.517 1.518 1.515 2.149 
B3LYP b) 1.522 1.521 1.521 2.169 1.518 1.528 
CAS b) 1.509 1.509 1.507 1.508 1.506 1.517 
Experiment 1.494 1.494 1.486 1.506 1.482 1.462 
Method C1-C1,2 C2-C1,2 C3-C3,4 C4-C3,4 C5-C5,6 C6-C5,6 
B3LYP a) 1.519 1.518 1.519 1.518 1.519 1.530 
B3LYP b) 1.524 1.524 1.524 1.523 1.525 1.540 
CAS b) 1.520 1.521 1.521 1.520 1.533 1.522 
Experiment 1.496 1.511 1.497 1.504 1.489 1.436 
Method N1-Cr-N2 N1-Cr-N3 N1-Cr-N4 N1-Cr-N5 N1-Cr-N6 N2-Cr-N6 
B3LYP a) 88.18 89.64 91.62 89.77 177.75 90.75 
B3LYP b) 87.68 89.81 91.85 89.88 177.01 91.06 
CAS b) 87.85 89.45 91.68 90.06 176.98 90.80 
Experiment 90.58 91.46 93.27 87.54 175.77 86.78 
Method N3-Cr-N5 N4-Cr-N6 N3-Cr-N2 C1-C1-2-C2 C4-C3-4-C3 C5-C5-6-C6 
B3LYP a) 92.28 90.35 176.87 114.98 114.76 115.47 
B3LYP b) 92.06 90.84 176.47 115.03 114.45 115.59 
CAS b) 92.44 91.00 175.99 114.88 114.58 115.53 
Experiment 88.88 90.06 177.94 114.20 114.66 117.20 
 
Table 6.1. Structural parameters of [Cr(tn)3]3+ (bond lengths in Å and; angles between 
atoms in degrees). 
a) cc-pVTZ basis set used on all atoms 
b) SDD basis set used for Cr atom and 6-31g(d,p) for H, N and C atoms. 
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The structural parameters of only [Cr(tn)3]3+ complex in these calculations together with 
CASSCF optimization results and their comparison with experimental studies of the 
crystal structure are presented in the table 6.1. The schematic representation of 
structural parameters present in the table 6.1 is shown on the figure 6.4. 
 
 
 
 
 
Figure 6.4. Pictorial representation of structural parameters in [Cr(tn)3]3+. 
 
TD-B3LYP was used to generate the spectral properties of the photoproducts of the 
aquation reaction of the main complex. 50 vertical states and a Gaussian broadening 
factor of 5 was taken into account while representing the UV-Vis spectrum of the 
system. An SDD basis set was chosen for Cr atom and 6-31g(p,d) for C, O, N and H 
atoms. For ligand field states presented in table 6.2 no Gaussian broadening was used. 
 
To determine the character of the states the dominant component of the transition was 
chosen. Some of the states involved a large degree of state mixing, and so they were 
very hard to resolve. For those states natural transition orbitals were generated as was 
described in chapter 5. Table 6.2 presents the main photoproducts, their absorptions and 
the character of their absorptions. States higher than 330 nm are determined as of ligand 
field character and involve mainly the excitations within the t2g and eg set of orbitals 
(Figure 5.1 Chapter 5).  
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Complex Wavelength/nm Nature Experimentc)/nm Nature 
[Cr(tn)3]3+ 
420 0 
345 0 
250 
LF  
LF 
LMCT 
457 
351 
LF 
LF 
cis-[Cr(tn)2(H2O)2]3+ 
450 vs 
360 vs 
335 vs 
265 
LF  
LF  
LF  
LMCT 
- - 
trans-
[Cr(tn)2(H2O)2]3+ 
545 0 
491 0 
432 0 
386 0 
320 
270 
205 
LF 
LF 
LF 
LF 
LMCT 
LMCT 
LMCT 
- - 
cis-
[Cr(tn)2(tnH)(H2O)]4+ 
485 vs 
435 vs 
345 vs 
270 
205 
LF  
LF  
LF  
LMCT 
very mixed 
- - 
trans-
[Cr(tn)2(tnH)(H2O)]4+ 
512 0 
487 0 
421 0 
397 0 
310 
265 
240 
205 
LF 
LF 
LF 
LF 
LMCT a) 
LMCT b) 
LMCT b) 
LMCT b) 
- - 
 
Table 6.2. Spectral bands of main photoaquation products of [Cr(tn)3]3+ complex: SDD 
basis set for Cr, 6-31g(p,d) basis set for C and O. 
a) small mixing with LF states 
b) mixing with IL states 
c) UV-Vis [12] 
0 oscillator strength equal 0 
vs weak intensity state (oscillator strength between 0.0001-0.0007) 
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For octahedral systems that have inversion symmetry these states are electronically 
(Laporte) forbidden as described in the previous chapter. In cases where the system 
looses its symmetry, for example due to vibronic coupling induced phenomena (e.g. 
Jahn-Teller distortions), the Laporte rule is no longer valid and transitions within a 
single quantum shell become possible.  
 
As mentioned before the studied complex has only “pseudo” Oh symmetry around the 
metal centre, however as a whole it does not posses any symmetry, thus no inversion 
centre. This could explain the presence of very weak LF transitions (oscillator strength 
in the range of 0.0001-0.0007) in the higher wavelength part of the spectrum in this 
system.  
 
For the trans- isomer of [Cr(tn)2(H2O)2]3+ and both cis- and trans- isomers of the 
[Cr(tn)2(tnH)(H2O)]4+, the ligand field states calculated have an oscillator strength equal 
to 0 (not allowed states). The higher-energy (lower wavelength) bands of the spectrum 
involve mainly excitations of metal to ligand charge transfer character. 
 
Studies on the photochemistry of [Cr(tn)3]3+ and other photoproducts were performed 
using the multiconfigurational CASSCF method. An active space containing 9 electrons 
and 10 orbitals based on natural orbital occupations was chosen. The basis set used was 
the same as for TD-DFT, namely the SDD basis set on Cr atom and 6-31g(p,d) on C, O, 
N and H atoms. Conical intersection searches were performed in order to determine the 
relaxation pathways in the quartet and doublet manifolds of these systems. 
 
6.1.2. Results and discussion. 
 
The ground state minimum structure of [Cr(tn)3]3+ and its photoproducts have a quartet 
spin state. A conical intersection search between the quartet ground state and the first 
quartet-excited state of [Cr(tn)3]3+ was performed and a conical intersection seam 
located. The change in geometry of the system at the point of conical intersection 
involved a rupture of a single Cr-N bond that comes from tn ligand of twist boat 
conformation and the metal centre adopts a trigonal pyramidal geometry (TBP). Ground 
state optimizations on that structure using the B3LYP functional were performed. Two 
stable minima with a square pyramidal geometry at the metal centre were found, both 
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with a coordination hole at the axial position at the metal centre and one tn ligand 
„hanging” loose (Figure 6.5). If water is present in the reaction mixture it can 
favourably coordinate to the metal on the ground state PES. This leads to the formation 
of both cis- and trans- isomers of [Cr(tn)2(tnH)(H2O)]4+. Indeed its presence has been 
seen in experimental studies as one of the products of the photo-induced aquation  
reaction of [Cr(tn)3]3+ [12, 14]. 
 
 
Figure 6.5. [Cr(tn)3]3+ structures on different PESs and schematic representation of the 
possible aquation mechanism of this system (gd – gradient difference vector, dc – 
derivative coupling vector).  
 
The presence of both stereoisomers of the [Cr(tn)2(tnH)(H2O)]4+ can be explained in a 
similar way as the photostereochemistry of the 5-coordinate chromium fragments 
described by Vanquickenborne in the case of other Cr (III) amine systems [2]. Figure 
6.6 presents the schematic picture of the possible isomerisation from trigonal 
bypiramidal (TBP) to square pyramidal (SP) coordination of the ligands around the 
metal centre. Structure 1 on figure 6.6 represents the structure of [Cr(tn)3]3+ at the point 
of conical intersection with a TBP geometry at the metal centre. The equatorial plane 
contains two nitrogen atoms coming from tn ligands of chair conformation still fully 
cis- 
trans- 
dc 
gd 
quasi-TBP Q0/Q1 CI 
4A 
4T 
2E 
hv 
Q0 
Q1 
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coordinated to the metal, and a nitrogen atom from one end of the dissociated tn ligand. 
As described in the reference [2] the TBP structure is JT active geometry that could be 
accessed by rearrangement of the ligands in the equatorial plane.  
 
Figure 6.6. Isomerisation pathways of the trigonal-bipyramidal (TBP) fragment to form 
square planar structure. Red bonds represents the equatorial plane of the TBP system 
(adapted from the reference [2]). 
 
The equatorial bending modes that are present at the conical intersection point of 
[Cr(tn)3]3+ (look at the derivative coupling and gradient difference vectors in figure 6.5) 
could cause the isomerisation to SP coordination at the metal centre. Structure 2 is 
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formed by the equatorial bending mode of the N4CrN2 angle. Structures 3 and 4 are 
equivalent and formed due to the equatorial bending vibration of N5CrN2 or N4CrN5 
angles. The ground state minima in the presence of solvent can trap the water 
molecules, structure 2 in the trans position to the part end dissociated tn ligand and 
structures 3 and 4 in the cis position to one-end dissociated tn ligand. This would 
explain the presence of both cis and trans isomers of the [Cr(tn)2tnH(H2O)]4+ complex. 
 
Summing up, the formation of the [Cr(tn)2tnH(H2O)]4+ photoproduct occurs by the 
excited state pathway shown in figure 6.5. [Cr(tn)3]3+, after excitation to the quartet 
excited state, has access to a very efficient conical intersection to the ground state PES. 
The molecule at the point of conical intersection has TBP coordination around the Cr 
atom which is similar to the TBP Jahn-Teller active structure common for Cr (III) 
complexes, leading to the formation of SP isomers on the ground state PES (Figure 
6.6.). A water molecule coordinates to the Cr atom on the ground state PES leading to a 
formation of cis and trans isomers of [Cr(tn)2tnH(H2O)]4+. 
 
According to experiment the photoactive doublet state can participate in the 
photochemistry of this system and quench the photoreaction. The intersystem crossing 
between the quartet ground state and lowest doublet excited state was not located 
computationally, however this does not preclude its presence. The intersystem crossing 
between the first quartet excited state and lower lying doublet state however, was found. 
This gives an alternative pathway for relaxation of this system. Due to the presence of 
analternative pathway through the doublet excited states, the aquation reaction through 
the quartet excited state could be quenched. Further studies on the deactivation 
pathways through the doublet states may be required.  
 
Similar studies were performed on the photoproducts of the photoaquation reaction of 
[Cr(tn)3]3+. Looking at the possible relaxation pathways on the quartet manifolds of cis-
[Cr(tn)2tnH(H2O)]4+ another conical intersection was located connecting the quartet 
ground state with the first quartet excited state. The characteristic feature of the 
structure at the conical intersection point for this system is the same as for the previous 
complex, a rupture of a Cr-N bond of one of the tn ligands, this time of chair 
conformation. The structure at the conical intersection point ([Cr(tn)(tnH)2(OH)]3+) is  
shown in figure 6.7. The chromium centre again adopts a TBP structure that can distort 
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possibly via the JT active surface (as described above) to form a SP symmetry at the 
metal centre.  
 
As described at the beginning of this section the other photoproduct observed in the 
aquation reaction mixture of [Cr(tn)3]3+ is the [Cr(tn)(tnH)2(H2O)2]5+ system. This 
system would be formed through the relaxed structure of SP [Cr(tn)(tnH)2(OH)]3+, on 
the ground state PES by coordination of water molecules to the coordination hole on the 
metal centre of the SP isomers of [Cr(tn)(tnH)2(OH)]3+.  
 
a)  
 
b) 
 
 
Figure 6.7. Structure of cis-[Cr(tn)2tnH(H2O)]3+ at the point of a) the ground state 
minimum, b) conical intersection. 
 
The same photoreaction in the quartet manifold of trans- isomer of [Cr(tn)2tnH(H2O)]3+ 
was determined. The system at the conical intersection point adopts again a TBP 
geometry at the metal centre (Figure 6.7). The energy difference between the ground 
state minimum and the point of conical intersection is equal to around 2kcal/mole, 
which suggests that the conical intersection would be very accessible and population of 
the ground state would be very efficient. The outcome of this reaction is the 
[Cr(tn)(tnH)2(H2O)2]5+ photoproduct. 
 
Cis- and trans- isomers of another experimentally observed product meaning 
[Cr(tn)2(H2O)2]3+  was then examined. Cis-[Cr(tn)2(H2O)2]3+ when irradiated to the 
quartet excited state can access a point where both the quartet ground and lowest quartet 
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excited state PESs cross. At the point of this crossing the system seems to dissociate a 
water ligand. After relaxing to the ground state PES the system adopts again a SP 
geometry with the coordination hole at the metal centre. The water molecule dissociated 
from the cis- position could then through the mechanism described before re-coordinate 
to a cis- or trans- position and form the initial system cis-[Cr(tn)2(H2O)2]3+ or the trans-
[Cr(tn)2(H2O)2]3+ isomer. 
a) 
  
b) 
  
Figure 6.8. Structure of cis-[Cr(tn)2(H2O)2]3+  at the point of a) ground state minimum, 
b) conical intersection. 
 
Examining further the photoreaction on the side of trans-[Cr(tn)2(H2O)2]3+, the sloped 
conical intersection in the quartet manifold of the reaction (angle between gradients of 
two states 40 deg.) has been located. The Cr-N bond from a tn ligand is ruptured, and 
there is a hydrogen transfer from one of the water molecule to one part dissociated tn 
ligand (Figure 6.9).  
a) 
 
b) 
 
Figure 6.9. Structure of trans-[Cr(tn)2(H2O)2]3+ at the point of a) ground state minimum, 
b) conical intersection. 
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Following the same scheme of reaction as for the previous system, this route would 
suggest formation of [Cr(tn)(tnH)(H2O)3]3+. This system was not observed 
experimentally, however, its presence cannot be ruled out and it may be formed in a 
reaction on a longer time-scale.  
 
Summing up, the photoaquation reaction of [Cr(tn)3]3+ and its photoproducts is a multi 
step process. Formation of the first photoproducts such as cis- and trans-
[Cr(tn)2(tnH)(H2O)]4+ and their irradiation to light leads to successive photolysis and 
formation of the other photoproducts described above. The common feature of all the 
studied systems is the distortion of the Oh coordination at the Cr (III) centre to a TBP 
geometry, at the point of surface crossing between the quartet ground and first excited 
state. Due to the JT accessible excitation plane at the point of conical intersection all the 
studied systems could isomerise to form an SP geometry at the metal centre. The 
systems then relaxed and ended up on the ground state PES with coordination holes 
around the metal, which are filled by the trapping of a water molecule from the solvent. 
 
 
 
6.2. Photochemistry and photoaquation of trans-[Cr(tn)2(CN)2]+. 
 
Kirk and co-workers reported the photoaquation of trans-[Cr(tn)2(CN)2]+ [13]. The 
UV/Vis spectrum was measured in a weak solution of HClO4 and is dominated by 
ligand field states, the position of the peaks of this complex is comparable with other 
[Cr(L)x(CN)2]3+ systems, where L belongs to the group of amine ligands such as en 
(1,2-diaminoethane) or ammonia. The rate of CN aquation increased with the 
concentration of acid. From their experimental studies they have assigned the following 
photoproducts of this reaction: trans-[Cr(tn)(tnH)H2O(CN)2]2+, cis-
[Cr(tn)(tnH)H2O(CN)2]2+, cis-[Cr(tn)2(H2O)(CN)]2+, trans-[Cr(tn)2(CN)2]+ and cis-
[Cr(tn)2(H2O)(CN)]2+ (thermal product). Similar studies as for [Cr(tn)3]3+ were 
performed on trans-[Cr(tn)2(CN)2]+ and its aquation photoproducts.  
 
An interesting observation they made was that the doublet lifetime is very long and 75% 
of the reaction goes via the doublet state and also the doublet excited state of the 
starting trans-[Cr(tn)2(CN)2]+ system is quenched by the thermo- and photoproducts. 
The authors stated that it was the first such observation ever made in the photochemistry 
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of inorganic systems that the photoproducts can quench the photoreaction. The 
following section of this chapter will present a study on this particular photoreaction 
using the same computational methodologies as above. 
 
6.2.1. Computational details. 
 
TD-DFT studies on the starting complex using a cc-pVTZ basis set were performed to 
determine the positions of spectroscopic transitions and their nature. 50 vertical states 
were chosen to obtain the spectrum. The comparison of the performance of different 
functionals is presented in table 6.3.  
 
B3LYP Nature B3LYP a) Nature CAM-B3LYP Nature 
CAM-
B3LYP a) Nature 
445 0 
423 0 
350 0 
305 0 
255 
230 
215 
LF 
LF 
LF 
LF 
LMCT 
LMCT  
LMCT 
436 0 
403 0 
344 0 
313 0 
230 
210 
LF 
LF 
LF 
LF 
LMCT 
LMCT 
451 0 
421 0 
345 0 
302 0 
235 
205 
LF 
LF 
LF 
LF 
LMCT 
LMCT 
442 0 
404 0 
342 0 
312 0 
225 sh 
205 
LF 
LF 
LF 
LF 
LMCT 
LMCT 
BP86 Nature BP86 a) Nature WB97XD a) Nature WB97XD a) Nature 
413 0 
367 0 
350 0 
323 0 
315 
270 
245 
LF 
LF 
LF 
LF 
LMCT
LMCT 
LMCT  
402 0 
384 0 
340 0 
318 0 
310  
290 
265 
240 
 
LF 
LF 
LF 
LF 
LMCT
LMCT 
LMCT 
LMCT 
 
444 0 
451 0 
343 0 
303 0 
230 
200 
LF 
LF 
LF 
LF 
LMCT 
LMCT 
436 0 
340 0 
312 0 
220 
200 
LF 
LF 
LF 
LMCT 
LMCT 
 
Table 6.3. Comparison of the electronic transitions of the main spectral band in the 
wavelenght range of 150-500 nm using different functionals of trans-[Cr(tn)2(CN)2]+. 
Calculations performed using cc-pVTZ basis set on all atoms. The Gaussian broadening 
factor is equal to 5 for LMCT states, and no broadening for LF states. 
a) PCM model, with water as a solvent 
sh shoulder band 
0 oscillator strength 0. 
 
There was not much difference in the positions of the electronic transition between 
B3LYP, CAM-B3LYP and WB97XD functionals in the gas phase. Only the position of 
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the bands for the functional that does not contain any Hartree-Fock exchange namely 
the BP86 functional are blue shifted around 30-40 nm. 
 
The electronic transitions for trans-[Cr(tn)2(CN)2]+ with 0 oscillator strength are of 
ligand field character. The only UV visible bands come from ligand to metal charge 
transfer excitations (Table 6.3). Experimental data show ligand field absorptions at 344 
nm and 441 nm for trans-[Cr(tn)2(CN)2]+ complex (Table 6.4). The calculated spectral 
absorptions of trans-[Cr(tn)2(CN)2]+ and photoproducts of its aquation reaction are 
presented in table 6.4. The calculated locations of LF excitations for trans-
[Cr(tn)2(CN)2]+ are comparable with experimental results. 
 
System B3LYP Nature d) Experiment[13] Nature 
trans-[Cr(tn)2(CN)2]+ 
445 0 
423 0 
350 0 
305 0 
LF 
LF 
LF 
LF 
441 
344 
LF 
LF 
trans-[Cr(tn)(tnH)(H2O)(CN)2]2+ 
495 a) 
465 a) 
450 a) 
375 a) 
LF  
LF  
LF  
LF  
- - 
cis-[Cr(tn)(tnH)(H2O)(CN)2]2+ 
450 b) 
415 b) 
375 b) 
LF  
LF  
LF  
- - 
cis-[Cr(tn)2(H2O)(CN)]2+ 
485 c) 
465 c) 
390 c) 
340 c) 
LF  
LF  
LF  
LF  
- - 
 
Table 6.4. Spectral properties of trans-[Cr(tn)2(CN)2]+ and its aquation reaction 
photoproducts in the range of 300 – 500 nm. 
a) weak intensity in the range between 0.0001 - 0.0003 
b) weak intensity in the range between 0.0001 – 0.0002 
c) weak intensity in the range between 0.00001 – 0.0004 
d) all the given transitions include also some ligand to ligand character 
0 oscillator strength 0. 
 
To determine the nature of the occurring photochemistry the same type of CASSCF 
calculations as for the [Cr(tn)3]3+ system described in the previous section, on all the 
photoproducts of photoaquation reaction of trans-[Cr(tn)2(CN)2]+ system, in the quartet 
and doublet manifold were performed. An active space of 9 electrons and 10 orbitals 
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was chosen. Orbitals were based on natural orbital occupations initially generated using 
the UHF method with an SDD basis set on the Cr atom and 6-31g(d,p) basis on other 
atoms.  
 
6.2.2. Results and discussion. 
 
There was no direct relaxation pathway in the quartet manifold of the trans-
[Cr(tn)2(CN)2]+ starting complex or the trans-[Cr(tn)(tnH)(H2O)(CN)2]2+ photoproduct, 
determined by computational studies.  
 
Studies in the doublet manifold of trans-[Cr(tn)2(CN)2]+ show an accessible ISC 
between the first quartet excited state and lower doublet state that occurs with little 
geometrical change of the molecule. The system then can relax in the doublet manifold 
and from the lowest lying doublet excited state undergoes another ISC with the quartet 
ground state. The structure of trans-[Cr(tn)2(CN)2]+ at the point of the 4A2g/2E ISC 
adopts a 7-coordinate intermediate as shown in figure 6.10 b, and from there relaxes to 
the quartet ground state. On the ground state PES it can adopt either the cis-
[Cr(tn)2(CN)(NC)]+ structure (Figure 6.10 c)) or the structure of the cis-[Cr(tn)2(CN)2]+ 
isomer (Figure 6.10 d)). There is a minimum on the ground state of the cis-
[Cr(tn)2(CN)2]+ isomer where one of the tn ligands adopts a twist boat conformation, 
and the other one, a chair conformation.  As shown in the previous section for 
[Cr(tn)3]3+, a tn ligand with a  twist boat conformation coordinated to the metal centre is 
very susceptible under the influence of light to cleavage of one of its metal M-N bonds. 
This would lead to water trapping at the coordination hole on the metal hole, through 
the same mechanism as for [Cr(tn)3]3+. This mechanism would explain the presence of 
cis-[Cr(tn)(tnH)(H2O)(CN)2]2+ in the reaction mixture of aquation reaction of trans-
[Cr(tn)2(CN)2]+ complex.  
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a) 
 
b) 
  
 
c) 
 
 
d) 
 
Figure 6.10. Structure of trans-[Cr(tn)2(CN)2]+ at the point of a) ground state minimum, 
b) intersystem crossing intermediate, c) ground state structure of cis-[Cr(tn)2(CN)(NC]+ 
d) ground state structure of cis-[Cr(tn)2(CN)2]+ 
 
The same studies on the quartet manifold of cis-[Cr(tn)(tnH)(H2O)(CN)2]2+ show a 
tendency of the system to remove a tnH ligand from the metal centre, however such 
photoproduct, with only one tn ligand coordinated to the metal centre, has not been 
observed experimentally. This process may occur on a long time-scale.  
 
Another photoproduct experimentally observed is cis-[Cr(tn)2(H2O)(CN)]2+. We have 
been not able to find any excited intermediate with a dissociated CN ligand. Further 
studies on the excited state relaxation pathways are required. This also may be a gound 
state reaction on a longer time-scale. 
  
Studies in the quartet manifold of the cis-[Cr(tn)2(H2O)(CN)]2+ complex show the 
conical intersection connecting the quartet ground state with first excited quartet state. 
The Oh chromium centre at the point of conical intersection is being distorted to TBP 
(Figure 6.11), the same feature that appears for [Cr(tn)3]3+. This feature is similar to 
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[Cr(C2O4)3]3- and appears to be a ubiquitous feature of Cr (III) photostereochemistry. 
Another characteristic feature of this complex at the point of conical intersection is that 
the water molecule is removed from the coordination site of the metal.  
 
 
a) 
 
b) 
 
 
Figure 6.11. Structure of cis-[Cr(tn)2(H2O)(CN)]2+ at the point of a) ground state 
minimum, b) conical intersection. 
 
Due to the TBP Jahn-Teller active geometry at the point of conical intersection, a 
feature, which is also common for other Cr (III) systems, described in this and previous 
chapter, the system distorts to the ground state PES adopting SP geometry at the metal 
centre. If there are any free ligands present in the reaction mixture (e.g. water in the case 
of studied reaction) the system reforms itself by trapping this ligand at the coordination 
hole on the Cr atom. 
 
Further studies on the relaxation pathways through the doublet excited states are 
required to better understand the reactive excited states of the photoaquation process 
occurring in these systems.  
  
 162 
6.3. List of references. 
 
[1] Kirk, A. D.; Ibrahim, A. M., Wavelength Dependence of Unquenchable 
Photoaquation in the Tris(1,3-Diaminopropane) Chromium (III) Ion. Inorg. 
Chem. 1990, 29, 4848-4850. 
[2] Vanquickenborne, L. G.; Coussens, B.; Postelmans, D.; Ceulemans, A.; Pierloot, 
K., Photochemistry of Chromium (III) Ammine Compounds - an Ab-initio 
Study. Inorg. Chem. 1992, 31, 539-547. 
[3] Kirk, A. D., Photochemistry and Photophysics of Chromium (III) Complexes. 
Chem. Rev. 1999, 99, 1607-1640. 
[4] Kirk, A. D.; Irwin, G., Intermediates in Chromium (III) Photochemistry. Coord. 
Chem. Rev. 2001, 211, 25-43. 
[5] Kane-Maguire, N. A. P., Photochemistry and Photophysics of Coordination 
Compounds: Chromium. Top. Curr. Chem. 2007, 280, 37-67. 
[6] Cimolino, M. C.; Linck, R. G., Stereochemistry of the Photoaquation of 
Optically-Active Tris(Ethylenediamine) Chromium (III) as a Probe of Excited-
State Pathway. Inorg. Chem. 1981, 20, 3499-3503. 
[7] Kirk, A. D.; Ibrahim, A. M., Relative Labilities of 1,3-Diaminopropane and 
Ammonia Ligands in Photoaquation of [Cr(tn)x(NH3)6-2x]3+ Complexes. Inorg. 
Chem. 1988, 27, 4567-4574. 
[8] Kirk, A. D.; Frederick, L. A.; Glover, S. G., Differential Quenching of 
Chromium (III) Photochemistry. J. Am. Chem. Soc. 1980, 102, 7120-7122. 
[9] Kane-Maguire, N. A. P.; Wallace, K. C.; Miller, D. B., Synthesis, 
Characterization, and Photobehavior of Cis-Diammine and Trans-
Diammine(1,4,8,11-Tetraazacyclotetradecane) Chromium (III) and Some 
Related-Compounds. Inorg. Chem. 1985, 24, 597-605. 
[10] Wong, C. F. C.; Kirk, A. D., Synthesis and Spectral Properties of 
[Cr(en),NH,X]n+ Compounds. Can. J. Chem. 1975, 53, 3388-3393. 
[11] Jurnak, F. A.; Raymond, K. N., Effect of Packing Forces on Geometry of 
[Ni(CN)5]3- Ion - Structures of [Cr(NH2CH2CH2CH2NH2)3][Ni(CN)5] ! 2H2O and 
[Cr(NH3)6][Ni(CN)5].2H2O - Skew-Boat Conformation in a 6-Membered Metal 
Chelate Ring. Inorg. Chem. 1974, 13, 2387-2397. 
 163 
[12] Gowin, E.; Wasgestian, F., Joint Bond Breaking in the Photolysis of the 
Tris(1,3-Diaminopropane) Chromium (III) Ion. Inorg. Chem. 1985, 24, 3106-
3110. 
[13] Kirk, A. D.; Fernando, S. R. L., Thermoaquation and Photoaquation of Trans-
[Cr(1,3-Diaminopropane)2(CN)2](ClO4)- Quenching of Photochemistry by 
Photoproducts. Inorg. Chem. 1992, 31, 656-661. 
[14] Kirk, A. D.; Fernando, S. R. L., Synthesis and Photoproperties of a Quencher, 
Na[Cr(1,3-Diaminopropane)(CN)4], and Reinvestigation of [Cr(1,3-
Diaminopropane)3]3+ Photoproduct Quenching. Inorg. Chem. 1994, 33, 4435-
4438. 
[15] Peterson, K. A. Peterson Research Group: Correlation Consistent Basis Sets. http://tyr0.chem.wsu.edu/~kipeters/basis.html  
 
 
! 164!
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 7 
 
Conclusions 
 
 
  
! 165!
This thesis presented computational studies on the understanding of the photo-induced 
stereochemistry and spectroscopy of five different inorganic systems, one of them being 
the ammonia molecule, and the remaining four large closed and open-shell transition 
metal complexes. A quantum chemical excited-state treatment is crucial in determining 
and rationalising photo-triggered experimental observations because only a theoretical 
study can accurately probe the coupled potential energy surfaces responsible for the 
photochemistry. Different methods of excited-state quantum chemistry have been used 
in this thesis, and a summary of their performance is discussed below. 
 
Chapter 3 presented a study on the pseudo-Jahn Teller effect in the ammonia molecule 
and the edge-sharing bioctahedral Mo2(DXylF)2(O2CCH3)2(µ2-O)2 complex. Due to this 
effect, i.e., the vibronic coupling between potential energy surfaces, which in these two 
systems is a coupling between the ground and the first excited state, the curvature of the 
ground state potential energy surface is changed and the energy and symmetry of the 
molecule is lowered. Bearpark and co-workers presented a way to prove if the pseudo-
Jahn-Teller effect indeed influences the structure of a given system. Their test is based 
on analytical Hessians using the multiconfigurational CASSCF method, and was 
successfully applied in this chapter, proving that the pseudo-Jahn-Teller effect is 
responsible for the distorted lower symmetry structure of both studied systems. 
Ammonia adopts a lower energy pyramidal C3v ground state structure rather than a 
higher symmetry D3h structure due to coupling between the ground electronic state and 
second excited state via a non-totally symmetric out-of-plane vibration. Due to the very 
high cost of CASSCF calculations in the case of the large transition bimetal complex 
Mo2(DXylF)2(O2CCH3)2(µ2-O)2, a model system had to be built for further CASSCF 
studies. Spectroscopic investigations on both the model and the full complex verified 
the reliability of the model system. The CASSCF symmetry-constrained Hessian 
method demonstrated that the central motif Mo2(µ2-O)2 of this system has a rhomboidal 
shape and C2h symmetry instead of the highest possible D2h symmetry, which is caused 
by pseudo-Jahn-Teller coupling between the ground state with a spectroscopically dark  
πδ* state. This work conclusively demonstrates that the origin of the surprising 
experimental observation is due to vibronic coupling.  
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Chapter 4 presented a computational investigation on a recent experimental observation 
of the meridial to facial photo-isomerisation of the platinum-bis(8-quinolinyl)amido 
pincer complex, (BQA)PtMe2I. The system was stable in the dark but under the 
influence of light it isomerised to adopt the facial structure of the complex. The 
mechanism of this reaction was not known, thus computational studies in order to 
determine this mechanism were performed. Time-dependent (TD)-DFT response theory 
has been used to assign the nature of the main spectroscopic bands of the system. The 
character of these bands involves essentially intra-ligand π to π* type excitations, and 
not ligand to metal charge transfer (LMCT) states as postulated in experimental studies. 
These excitations involve also a reduction in the conjugation across the planar amido 
linkage in the BQA ligand. The CASSCF method has been applied in order to study 
possible excited state relaxation pathways. The molecule is initially excited to a ππ* 
state and relaxes with the ligand sphere undergoing rearrangement towards facial-like 
BQA conformations, which leads to an excited facial minimum. From there it accesses 
a conical intersection that connects the S1 state to the ground state forming the facial 
isomer of the complex. An interesting observation is that the metal does not seem to 
take a major role in the photochemistry occurring. Constrained conical intersection 
searches on the pure BQA ligand were performed and the intersection seam was found 
for a structure of very similar geometry to the full complex. The branching space 
vectors involve motion of the amido-link in the BQA ligand. Thus, when the locally 
excited ligand is driven towards such folded geometries, the crossing to the ground state 
becomes favourable regardless of the presence of metal. This also explains why there is 
no back conversion to the meridial structure as the intersection is sloped and the 
photoexcited form is only connected with ground state facial-like structures. 
 
Chapter 5 looked at the photochemistry of the open-shell Chromium oxalate 
[Cr(C2O4)3]3- system that is important due to its energy migration features that are 
similar to ruby. The infrared and UV-vis spectroscopy was examined using DFT and its 
TD extension respectively. The calculated infrared spectra are in good agreement with 
the experimental ones This showed that DFT can be a very good, cost efficient 
alternative for examination of ground state properties of large transition metal 
complexes, also of open-shell character, and can play a role in the assignement of the IR 
spectra in such systems. The performance of the TD-DFT method for the UV-vis 
spectroscopy of open-shell transition metal systems is very poor in comparison to 
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closed-shell systems, due to significant spin contamination. The character of the main 
spectroscopic bands could not be definitively resolved due to a large degree of state 
mixing. Another drawback is that standard TD-DFT fails to describe spin-flip 
transitions, which can be of great importance for open-shell systems. Mechanisms for 
radiationless deactivation through the quartet and doublet manifolds were examined 
using the multiconfigurational CASSCF method.  A conical intersection between the 
4A2 ground state and one component of the 4T excited state was located, involving a 
rupture of one of the Cr-O bonds and its rearrangement to an unsaturated intermediate. 
The coordination of the metal centre at the conical intersection point becomes trigonal 
bipyramidal (TBP), which is Jahn-Teller active and from there the system distorts to a 
minimum on the PES. Due to the peaked character of this conical intersection, the 
system relaxes either to the initial isomer or adopts the form of its optical isomer. This 
mechanism explains the experimentally observed photoinduced character of the 
racemisation reaction of this system. Intersystem crossing between the 2E and 4T states 
have been located that did not involve any major change in geometrical parameters of 
the system. This gives a possible pathway for energy emission from the excited 2E to 
the ground state 4A2 seen experimentally.  
 
Chapter 6 presented a study on the photoaquation reaction of chromium (III) tris(1,3-
diaminopropane) [Cr(tn)3]3+ and its derivative trans-[Cr(tn)2(CN)2]+ complex. The 
presence of the aquated photoproducts of [Cr(tn)3]3+ can be explained by the accessible 
conical intersection on the quartet manifold of the reaction involving the rupture of one 
of the Cr-N bonds coming from the tn ligand at a twist boat conformation. At the point 
of conical intersection the system adopts a Jahn-Teller like structure with TBP geometry 
at the unsaturated metal centre, similar to [Cr(C2O4)3]3-. From there it rearranges to form 
square pyramidal isomers with a coordination hole at the axial position of the chromium 
atom and relaxes to the ground state where it favourably traps a water molecule in the 
coordination hole. The photoproducts formed, cis- and trans- stereoisomers of 
[Cr(tn)2(tnH)(H2O)]4+, under irradiation of light undergo similar reactions in the quartet 
manifolds and cause formation of other photoproducts. The reaction can be quenched 
through the alternative pathway involving an intersystem crossing from the quartet to 
the doublet state. This explains the experimental observations of the presence of the 
given photoproducts in the final reaction mixture.  
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The above highlights show how recently available computational methodologies can be 
used to describe and possibly explain experimental observations in the photochemistry 
of complex inorganic systems. The main difficulties encountered here were connected 
mainly with the size of the systems studied, for which accurate calculation can get very 
expensive. The presence of metal electrons/orbitals results in a greater density of low-
lying electronic states compared to organic systems. These can be challenging to model 
and treat computationally due for example to state crossing and mixing induced by 
vibronic coupling, for example. Methodologies that are required to treat these problems 
need significant computer resources. CASSCF has been a very successful method for 
the qualitative treatment of a range of vibronic coupling effects such as conical 
intersections or the pseudo-Jahn-Teller effect, for both closed and open-shell metal 
systems. Its limitation is mainly the size of an active space, which for larger systems 
such as transition metal complexes may need to be larger than organic ones, thus 
increasing the cost of the calculation. The choice of a smaller active spaces for such 
systems, if the orbitals are chosen incorrectly, or more orbitals are needed to properly 
describe the occurring photochemistry, may sometimes lead to an unbalanced 
wavefunction. Using Configurations State Functions (CSFs) versus Slater Determinants 
(SD) to describe different spin states is another factor that must be considered. Because 
CSFs that build the CASSCF wavefunction are correct spin eigenfunctions this method 
is very good in describing both closed and open-shell systems and follows interactions 
between states of different multiplicities. Using appropriate chemical reasoning, one can 
often build a model system of a full molecule that will be easier to treat computationally 
but can also represent the essential underlying chemistry and physics with a high degree 
of accuracy. 
  
To detail the photochemistry of such transition metal complexes as described in this 
thesis requires an array of methods to treat different aspects, e.g. spectroscopy versus 
reactive photochemistry. Each of these methods has practical and technical limitations 
but when used in conjunction and applied appropriately can give enormous insight into 
the underlying molecular processes. Such an understanding is vital as light induced 
chemistry in transition metal containing systems is of relevance in a wide range of 
modern science and technology. 
  
