Let f (T ) be a monic polynomial of degree d with coefficients in a finite field F q , having a nonconstant derivative and a nonzero second Hasse derivative. As a and b are chosen uniformly at random in F q , the probability that f (T ) + aT + b is irreducible is 1/d + O d (q −1/2 ) as q → ∞.
Introduction
Fix a positive integer d > 1. Gauss proved that the probability for a monic polynomial of degree d with coefficients in a finite field F q to be irreducible is 1/d + O d (q −1/2 ) as q → ∞. In fact, for any partition λ = (λ i ) k i=1 of {1, ..., d}, the probability for a random monic F qpolynomial to have exactly k irreducible factors over F q of degrees λ 1 , ..., λ k (i.e., to have factorization type λ) is p λ + O d (q −1/2 ), where p λ is the probability that a permutation in S d has cycle structure λ.
The setting in which some coefficients of the polynomial are fixed and the remaining ones vary in F q has been studied extensively. For a monic polynomial f (T ) ∈ F q [T ] of degree d and an integer m with 0 ≤ m < d, it is conventional to define the m-th "short interval" in
We are particularly interested in the small cases m = 0, 1, 2. One naturally asks for assumptions under which the following expected statement holds true:
(*) For any partition λ of {1, ..., d}, the probability for an element of I(f, m) to have factorization type λ is
In [2] , Bank, Bary-Soroker, and Rosenzweig prove the following
Then f satisfies (*) with m = 1. [4] ). For j ≥ 0, the j-th Hasse derivative of a polynomial f = a i T i is defined as
so f has a zero of order at least k at α precisely when D j f (α) = 0 for all j = 0, ..., k − 1. In [4] , Kurlberg and Rosenzweig weaken the assumption (d − 1, q) = 1 in Theorem 1a) and prove 1 the following
values of s ∈ F q , the polynomial f (T ) + sT is a Morse polynomial and satisfies (*) with m = 0. In particular, f satisfies (*) with m = 1.
The goal of this note is to remove the assumption (q, 2d) = 1 in Proposition 2 and to replace the quantity O d (1) by an explicit quadratic in d. We now state the main result.
Note that when q is odd,
While Corollary 4b) is equivalent to Theorem 1b), we have weakened the assumption (q,
The proof is based on the technique employed by Entin in a variety of problems solved in [3] , with an extra ingredient (Lemma 5 below) developed by the author in an earlier work, concerning the irreducibility of the perturbations of a certain curve. Namely, for s ∈ F q , we set up a genericallyétale map ϕ s : Ω s → A 
The proof
be a polynomial of degree d, which is not linearized. For all but at most d − 1 values of s ∈ F q , the polynomial f (x, y) + s is geometrically irreducible.
Proof. The author has proven this as Lemma 19 in [6] . For convenience of the reader, we sketch the proof here as well. First, an elementary undetermined coefficients argument shows that under the assumption that f is not linearized, f (x, y) cannot be written as Q(g(x, y)), where Q is a polynomial of one variable of degree greater than 1 and g ∈ F q [x, y]. Now use Corollary 1 in [5] .
Proof of Theorem 3. For any s ∈ F q , consider the incidence correspondence
is not a linearized polynomial. Let B 1 ⊂ F q be the set of all s ∈ F q such that f (x, y) + s is geometrically reducible; we know that
For any s / ∈ B 1 , consider
Since X 1 is geometrically irreducible of degree d − 1 and X 2 has dimension 1 (if nonempty) and degree d − 2, they do not share irreducible F q -components and hence Bézout's theorem implies that |(
Finally, let
has a a root of multiplicity at least 2 at α, but has no second root of multiplicity at least 2 and no triple roots. In other words, ϕ 
