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Abstract The standard assumption for proving linear convergence of first
order methods for smooth convex optimization is the strong convexity of the
objective function, an assumption which does not hold for many practical ap-
plications. In this paper, we derive linear convergence rates of several first
order methods for solving smooth non-strongly convex constrained optimiza-
tion problems, i.e. involving an objective function with a Lipschitz continuous
gradient that satisfies some relaxed strong convexity condition. In particular,
in the case of smooth constrained convex optimization, we provide several re-
laxations of the strong convexity conditions and prove that they are sufficient
for getting linear convergence for several first order methods such as projected
gradient, fast gradient and feasible descent methods. We also provide examples
of functional classes that satisfy our proposed relaxations of strong convexity
conditions. Finally, we show that the proposed relaxed strong convexity condi-
tions cover important applications ranging from solving linear systems, Linear
Programming, and dual formulations of linearly constrained convex problems.
1 Introduction
Recently, there emerges a surge of interests in accelerating first order methods
for difficult optimization problems, for example the ones without strong convex
objective function, arising in different applications such as data analysis [6] or
machine learning [9]. Algorithms based on gradient information have proved
to be effective in these settings, such as projected gradient and its fast variants
[11], stochastic gradient descent [12] or coordinate gradient descent [18].
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For smooth convex programming, i.e. optimization problems with convex ob-
jective function having a Lipschitz continuous gradient with constant Lf > 0,
first order methods are converging sublinearly. In order to get an ǫ-optimal so-
lution, we need to perform O
(
Lf
ǫ
)
or even O
(√
Lf
ǫ
)
calls to the oracle [11].
Typically, for proving linear convergence of the first order methods we also need
to require strong convexity for the objective function. Unfortunately, many
practical applications do not have strong convex objective function. A new
line of analysis, that circumvents these difficulties, was developed using several
notions. For example, sharp minima type condition for non-strongly convex op-
timization problems, i.e. the epigraph of the objective function is a polyhedron,
has been proposed in [2, 7, 15]. An error bound property, that estimates the
distance to the solution set from any feasible point by the norm of the proximal
residual, has been analyzed in [8, 10, 17]. Finally, a restricted (also called es-
sential) strong convexity inequality, which basically imposes a quadratic lower
bound on the objective function, has been derived in [9, 16]. For all these
conditions (sharp minima, error bound or restricted strong convexity) several
gradient-type methods are shown to converge linearly, see e.g. [8–10, 16, 17].
Several other papers on linear convergence of first order methods for non-
strongly convex optimization have appeared recently [3,15]. The main goal of
this paper is to develop a framework for finding general functional conditions
for smooth convex constrained optimization problems that allow us to prove
linear convergence for a broad class of first order methods.
Contributions : For smooth convex constrained optimization, we show in this
paper that some relaxations of the strong convexity conditions of the objective
function are sufficient for obtaining linear convergence for several first order
methods. The most general relaxation we introduce is a quadratic functional
growth condition, which states that the objective function grows faster than
the squared distance between any feasible point and the optimal set. We also
propose other non-strongly convex conditions, which are more conservative
than the quadratic functional growth condition, and establish relations be-
tween them. Further, we provide examples of functional classes that satisfy
our proposed relaxations of strong convexity conditions. For all these smooth
non-strongly convex constrained optimization problems, we prove that the cor-
responding relaxations are sufficient for getting linear convergence for several
first order methods, such as projected gradient, fast gradient and feasible de-
scent methods. We also show that the corresponding linear rates are improved
in some cases compared to the existing results. We also establish necessary and
sufficient conditions for linear convergence of the gradient method. Finally, we
show that the proposed relaxed strong convexity conditions cover important
applications ranging from solving linear systems, Linear Programming, and
dual formulations of linearly constrained convex problems.
Notations: We work in the space Rn composed by column vectors and Rn+
denotes the non-negative orthant. For u, v ∈ Rn we denote the Euclidean
inner product 〈u, v〉 = uT v, Euclidean norm ‖u‖ =√〈u, u〉 and the projection
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of u onto convex set X as [u]X = argminx∈X ‖x− u‖. For matrix A ∈ Rm×n,
we denote σmin(A) the smallest nonzero singular value and ‖A‖ spectral norm.
2 Problem formulation
In this paper we consider the class of convex constrained optimization prob-
lems:
(P) : f∗ = min
x∈X
f(x),
where X ⊆ Rn is a simple closed convex set, that is the projection onto this
set is easy, and f : X → R is a closed convex function. We further denote
by X∗ = argminx∈X f(x) the set of optimal solutions of problem (P). We
assume throughout the paper that the optimal set X∗ is nonempty and closed
and the optimal value f∗ is finite. Moreover, in this paper we assume that the
objective function is smooth, that is f has Lipschitz continuous gradient with
constant Lf > 0 on the set X :
‖∇f(x)−∇f(y)‖ ≤ Lf‖x− y‖ ∀x, y ∈ X. (1)
An immediate consequence of (1) is the following inequality [11]:
f(y) ≤ f(x) + 〈∇f(x), y − x〉 + Lf
2
‖x− y‖2 ∀x, y ∈ X, (2)
while, under convexity of f , we also have:
0 ≤ 〈∇f(x)−∇f(y), x− y〉 ≤ Lf‖x− y‖2 ∀x, y ∈ X. (3)
It is well known that first order methods are converging sublinearly on the class
of problems whose objective function f has Lipschitz continuous gradient with
constant Lf on the set X , e.g. convergence rates in terms of function values
of order [11]:
f(xk)− f∗ ≤ Lf‖x
0 − x∗‖2
2k
for projected gradient,
f(xk)− f∗ ≤ 2Lf‖x
0 − x∗‖2
(k + 1)2
for fast gradient,
(4)
where xk is the kth iterate generated by the method. Typically, in order to
show linear convergence of first order methods applied for solving smooth
convex problems, we need to require strong convexity of the objective function.
We recall that f is strongly convex function on the convex set X with constant
σf > 0 if the following inequality holds [11]:
f(αx+ (1− α)y) ≤ αf(x) + (1 − α)f(y)− σfα(1 − α)
2
‖x− y‖2 (5)
for all x, y ∈ X and α ∈ [0, 1]. Note that if σf = 0, then f is simply a convex
function. We denote by SLf ,σf (X) the class of σf -strongly convex functions
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with an Lf -Lipschitz continuous gradient on X . First order methods are con-
verging linearly on the class of problems (P) whose objective function f is in
SLf ,σf (X), e.g. convergence rates of order [11]:
f(xk)− f∗ ≤ Lf‖x
0 − x∗‖2
2
(
1− σf
Lf
)k
for projected gradient,
f(xk)− f∗ ≤ 2 (f(x0)− f∗)(1−√ σf
Lf
)k
for fast gradient.
(6)
In the case of a differentiable function f with Lf -Lipschitz continuous gra-
dient, each of the following conditions below is equivalent to inclusion f ∈
SLf ,σf (X) [11]:
f(y) ≥ f(x) + 〈∇f(x), y − x〉 + σf
2
‖x− y‖2 ∀x, y ∈ X,
σf‖x− y‖2 ≤ 〈∇f(x)−∇f(y), x− y〉 ∀x, y ∈ X.
(7)
Let us give some properties of smooth strongly convex functions from the class
SLf ,σf (X). Firstly, using the optimality conditions for (P), that is 〈∇f(x∗), y−
x∗〉 ≥ 0 for all y ∈ X and x∗ ∈ X∗, in the first inequality in (7) we get the
following relation:
f(x)− f∗ ≥ σf
2
‖x− x∗‖2 ∀x ∈ X. (8)
Further, the gradient mapping of a continuous differentiable function f with
Lipschitz gradient in a point x ∈ Rn is defined as [11]:
g(x) = Lf (x− [x− 1/Lf∇f(x)]X) ,
If additionally, the function f has also Lipschitz continuous gradient, then we
obtain a second relation valid for any f ∈ SLf ,σf (X) [17][Lemma 22]:
σf
2
‖x− y‖ ≤ ‖g(x)− g(y)‖ ∀x, y ∈ X. (9)
However, in many applications the strong convexity condition (5) or equiva-
lently one of the conditions (7) cannot be assumed to hold. Therefore, in the
next sections we introduce some non-strongly convex conditions for the ob-
jective function f that are less conservative than strong convexity. These are
based on relaxations of strong convexity relations (7)–(9).
3 Non-strongly convex conditions for a function
In this section we introduce several functional classes that are relaxing the
strong convexity properties (7)–(9) of a function and derive relations between
these classes. More precisely, we observe that strong convexity relations (7)
or (9) are valid for all x, y ∈ X . We propose in this paper functional classes
satisfying conditions of the form (7) or (9) that hold for some particular choices
of x and y, or satisfying simply the condition (8).
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3.1 Quasi-strong convexity
The first non-strongly convex relaxation we introduce is based on choosing a
particular value for y in the first strong convexity inequality in (7), that is
y = x¯ ≡ [x]X∗ (recall that [x]X∗ denotes the projection of x onto the optimal
set X∗ of convex problem (P)):
Definition 1 Continuously differentiable function f is called quasi-strongly
convex on set X if there exists a constant κf > 0 such that for any x ∈ X and
x¯ = [x]X∗ we have:
f∗ ≥ f(x) + 〈∇f(x), x¯ − x〉+ κf
2
‖x− x¯‖2 ∀x ∈ X. (10)
Note that inequality (10) alone does not even imply convexity of function f .
Moreover, our definition of quasi-strongly convex functions does not ensure
uniqueness of the optimal solution of problem (P) and does not require f to
have Lipschitz continuous gradient. We denote the class of convex functions
with Lipschitz continuous gradient with constant Lf in (1) and satisfying
the quasi-strong convexity property with constant κf in (10) by qSLf ,κf (X).
Clearly, for strongly convex functions with constant κf , from the first condition
in (7) with y = x∗ ∈ X∗, we observe that the following inclusion hold:
SLf ,κf (X) ⊆ qSLf ,κf (X). (11)
Moreover, combining the inequalities (2) and (10), we obtain that the condition
number of objective function f ∈ qSLf ,κf (X), defined as µf = κf/Lf , satisfies:
0 < µf ≤ 1. (12)
We will derive below other functional classes that are related to our newly
introduced class of quasi-strongly convex functions qSLf ,κf (X).
3.2 Quadratic under-approximation
Let us define the class of functions satisfying a quadratic under-approximation
on the set X , obtained from relaxing the first inequality in (7) by choosing
y = x and x = x¯ ≡ [x]X∗ :
Definition 2 Continuously differentiable function f has a quadratic under-
approximation on X if there exists a constant κf > 0 such that for any x ∈ X
and x¯ = [x]X∗ we have:
f(x) ≥ f∗ + 〈∇f(x¯), x− x¯〉+ κf
2
‖x− x¯‖2 ∀x ∈ X. (13)
We denote the class of convex functions with Lipschitz continuous gradient
and satisfying the quadratic under-approximation property (13) on X by
ULf ,κf (X). Then, we have the following inclusion:
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Theorem 1 Inequality (10) implies inequality (13). Therefore, the following
inclusion holds:
qSLf ,κf (X) ⊆ ULf ,κf (X). (14)
Proof Let f ∈ qSLf ,κf (X). Since f is convex function, it satisfies the inequality
(13) with some constant κf (0) ≥ 0, i.e.:
f(x) ≥ f∗ + 〈∇f(x¯), x− x¯〉+ κf(0)
2
‖x− x¯‖2. (15)
Using first order Taylor approximation in the integral form we have:
f(x) = f(x¯) +
∫ 1
0
〈∇f(x¯ + τ(x − x¯)), x− x¯〉dτ
= f(x¯) +
∫ 1
0
1
τ
〈∇f(x¯ + τ(x− x¯)), τ(x − x¯)〉dτ
(10) in x¯+τ(x−x¯)
≥ f(x¯) +
∫ 1
0
1
τ
(
f(x¯+ τ(x − x¯))− f(x¯) + κf
2
‖τ(x− x¯)‖2
)
dτ
(15)
≥ f(x¯)+
∫ 1
0
1
τ
(
〈∇f(x¯), τ(x − x¯)〉+ κf (0)
2
‖τ(x − x¯)‖2
)
+
1
τ
κf
2
‖τ(x− x¯)‖2dτ
= f(x¯) +
∫ 1
0
〈∇f(x¯), x− x¯〉+ τκf (0)
2
‖x− x¯‖2 + τκf
2
‖x− x¯‖2dτ
= f(x¯) + 〈∇f(x¯), x− x¯〉+ κf (0) + κf
2
· 1
2
‖x− x¯‖2.
If we denote κf (1) =
κf (0)+κf
2 , then we get that inequality (15) also holds
for κf (1). Repeating the same argument as above for f ∈ qSLf ,κf (X) and
satisfying (15) for κf (1) we get that inequality (15) also holds for κf (2) =
κf (1)+κf
2 =
κf (0)+3κf
4 . Iterating this procedure we obtain that after t steps:
κf (t) =
κf (t− 1) + κf
2
=
κf (0) + (2
t − 1)κf
2t
→ κf as t→∞.
Since after any t steps the inequality (15) holds with κf (t), using continuity
of κf(t) in (15) we obtain (13). This proves our statement. ⊓⊔
Moreover, combining the inequalities (2) and (13), we obtain that the condition
number of objective function f ∈ ULf ,κf (X), defined as µf = κf/Lf , satisfies:
0 < µf ≤ 1. (16)
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3.3 Quadratic gradient growth
Let us define the class of functions satisfying a bound on the variation of
gradients over the set X . It is obtained by relaxing the second inequality in
(7) by choosing y = x¯ ≡ [x]X∗ :
Definition 3 Continuously differentiable function f has a quadratic gradient
growth on set X if there exists a constant κf > 0 such that for any x ∈ X and
x¯ = [x]X∗ we have:
〈∇f(x)−∇f(x¯), x− x¯〉 ≥ κf‖x− x¯‖2 ∀x ∈ X. (17)
Now, let us denote the class of convex differentiable functions with Lipschitz
gradient and satisfying the quadratic gradient growth (17) by GLf ,κf (X).
In [16] the authors analyzed a similar class of objective functions, but for
unconstrained optimization problems, that is X = Rn, which was called re-
stricted strong convexity and was defined as: there exists a constant κf > 0
such that 〈∇f(x), x − x¯〉 ≥ κf‖x − x¯‖2 for all x ∈ Rn. An immediate conse-
quence of Theorem 1 is the following inclusion:
Theorem 2 Inequality (10) implies inequality (17). Therefore, the following
inclusion holds:
qSLf ,κf (X) ⊆ GLf ,κf (X). (18)
Proof If f ∈ qSLf ,κf (X), then f satisfies the inequality (10). From Theorem
1 we also have that f satisfies inequality (13). By adding the two inequalities
(10) and (13) in x we get:
〈∇f(x)−∇f(x¯), x− x¯〉 ≥ κf‖x− x¯‖2 ∀x ∈ X, (19)
which proves that inequality (17) holds. ⊓⊔
We prove below that (10) or (13) alone and convexity of f implies (17) with
constant κf/2. Indeed, let us assume for example that (13) holds, then we have:
f(x) ≥ f∗ + 〈∇f(x¯), x− x¯〉+ κf
2
‖x− x¯‖2
≥ f(x) + 〈∇f(x), x¯ − x〉+ 〈∇f(x¯), x− x¯〉+ κf
2
‖x− x¯‖2
= f(x) + 〈∇f(x¯)−∇f(x), x − x¯〉+ κf
2
‖x− x¯‖2,
which leads to (17) with constant κf/2. Combining the inequalities (3) and
(17), we obtain that the condition number of objective function f ∈ GLf ,κf (X),
satisfies:
0 < µf ≤ 1. (20)
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Theorem 3 Inequality (17) implies inequality (13). Therefore, the following
inclusion holds:
GLf ,κf (X) ⊆ ULf ,κf (X). (21)
Proof Let f ∈ GLf ,κf (X), then from first order Taylor approximation in the
integral form we get:
f(x) = f(x¯) +
∫ 1
0
〈∇f(x¯ + t(x− x¯)), x − x¯〉dt
= f(x¯) + 〈∇f(x¯), x− x¯〉+
∫ 1
0
〈∇f(x¯+ t(x− x¯))−∇f(x¯), x− x¯〉dt
=f(x¯) + 〈∇f(x¯), x− x¯〉+
∫ 1
0
1
t
〈∇f(x¯ + t(x− x¯))−∇f(x¯), t(x− x¯)〉dt
(17)
≥ f(x¯) + 〈∇f(x¯), x − x¯〉+
∫ 1
0
1
t
κf‖t(x− x¯)‖2dt
= f(x¯) + 〈∇f(x¯), x− x¯〉+ κf
2
‖x− x¯‖2,
where we used that [x¯ + t(x − x¯)]X∗ = x¯ for any t ∈ [0, 1]. This chain of
inequalities proves that f satisfies inequality (13) with the same constant κf .
⊓⊔
3.4 Quadratic functional growth
We further define the class of functions satisfying a quadratic functional growth
property on the set X . It shows that the objective function grows faster than
the squared distance between any feasible point and the optimal set. More
precisely, since 〈∇f(x∗), y − x∗〉 ≥ 0 for all y ∈ X and x∗ ∈ X∗, then using
this relation and choosing y = x and x = x¯ ≡ [x]X∗ in the first inequality in (7),
we get a relaxation of this strong convexity condition similar to inequality (8):
Definition 4 Continuously differentiable function f has a quadratic func-
tional growth on X if there exists a constant κf > 0 such that for any x ∈ X
and x¯ = [x]X∗ we have:
f(x)− f∗ ≥ κf
2
‖x− x¯‖2 ∀x ∈ X. (22)
Since the above quadratic functional growth inequality is given in x¯, this
does not mean that f grows everywhere faster than the quadratic function
κf/2‖x− x¯‖2. We denote the class of convex differentiable functions with Lip-
schitz continuous gradient and satisfying the quadratic functional growth (22)
by FLf ,κf (X). We now derive inclusion relations between the functional classes
we have introduced so far:
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Theorem 4 The following chain of implications are valid:
(7)⇒ (10)⇒ (17)⇒ (13)⇒ (22).
Therefore, the following inclusions hold:
SLf ,κf (X) ⊆ qSLf ,κf (X) ⊆ GLf ,κf (X) ⊆ ULf ,κf (X) ⊆ FLf ,κf (X). (23)
Proof From the optimality conditions for problem (P) we have 〈∇f(x¯), x −
x¯〉 ≥ 0 for all x ∈ X . Then, for any objective function f satisfying (13), i.e.
f ∈ ULf ,κf (X), we also have (22). In conclusion, from previous derivations,
(11) and Theorems 2 and 3 we obtain our chain of inclusions. ⊓⊔
Let us define the condition number of objective function f ∈ FLf ,κf (X) as
µf =
κf
Lf
. If the feasible set X is unbounded, then combining (2) with (22)
and considering ‖x− x¯‖ → ∞, we conclude that:
0 < µf ≤ 1. (24)
However, if the feasible set X is bounded, we may have κsf ≫ Lf , provided
that ‖∇f(x¯)‖ is large, and thus the condition number might be greater than 1:
µf ≥ 1. (25)
Moreover, from the inclusions given by Theorem 4 we conclude that:
µf (S) ≤ µf (qS) ≤ µf (G) ≤ µf (U) ≤ µf (F).
Let us denote the projected gradient step from x with:
x+ = [x− 1/Lf∇f(x)]X ,
and its projection onto the optimal set X∗ with x¯+ = [x+]X∗ . Then, we will
show that if x+ is closer to X∗ than x, then the objective function f must
satisfy the quadratic functional growth (22):
Theorem 5 Let f be a convex function with Lipschitz continuous gradient
with constant Lf . If there exists some positive constant β < 1 such that the
following inequality holds:
‖x+ − x¯+‖ ≤ β‖x− x¯‖ ∀x ∈ X,
then f satisfies the quadratic functional growth (22) on X with the constant
κf = Lf(1− β)2.
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Proof On the one hand, from triangle inequality for the projection we have:
‖x− x¯‖ ≤ ‖x− x¯+‖ ≤ ‖x− x+‖+ ‖x+ − x¯+‖.
Combining this relation with the condition from the theorem, that is ‖x+ −
x¯+‖ ≤ β‖x− x¯‖, we get:
(1− β)‖x− x¯‖ ≤ ‖x− x+‖. (26)
On the other hand, we note that x+ is the optimal solution of the problem:
x+ = argmin
z∈X
[
f(x) + 〈∇f(x), z − x〉+ Lf
2
‖z − x‖2
]
. (27)
From (2) we have:
f(x+) ≤ f(x) + 〈∇f(x), x+ − x〉+ Lf
2
‖x+ − x‖2
and combining with the optimality conditions of (27) in x, that is 〈∇f(x) +
Lf (x
+−x), x−x+〉 ≤ 0, we get the following decrease in terms of the objective
function:
f(x+) ≤ f(x)− Lf
2
‖x+ − x‖2. (28)
Finally, combining (26) with (28), and using f(x+) ≥ f∗, we get our statement.
⊓⊔
3.5 Error bound property
Let us recall the gradient mapping of a continuous differentiable function f
with Lipschitz continuous gradient in a point x ∈ Rn: g(x) = Lf(x − x+),
where x+ = [x − 1/Lf∇f(x)]X is the projected gradient step from x. Note
that g(x∗) = 0 for all x∗ ∈ X∗. Moreover, if X = Rn, then g(x) = ∇f(x).
Recall that the main property of the gradient mapping for convex objective
functions with Lipschitz continuous gradient of constant Lf is given by the
following inequality [11][Theorem 2.2.7]:
f(y) ≥ f(x+) + 〈g(x), y − x〉 + 1
2Lf
‖g(x)‖2 ∀y ∈ X and x ∈ Rn. (29)
Taking y = x¯ in (29) and using that f(x+) ≥ f∗, we get the simpler inequality:
〈g(x), x − x¯〉 ≥ 1
2Lf
‖g(x)‖2 ∀x ∈ Rn. (30)
In [8] Tseng introduced an error bound condition that estimates the distance
to the solution set from any feasible point by the norm of the proximal residual:
there exists a constant κ > 0 such that ‖x − x¯‖ ≤ κ‖x − [x − ∇f(x)]X‖ for
all x ∈ X . This notion was further extended and analyzed in [10, 17]. Next,
we define an error bound type condition, obtained from the relaxation of the
strong convex inequality (9) for the particular choice y = x¯ ≡ [x]X∗ .
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Definition 5 The continuous differentiable function f has a global error bound
on X if there exists a constant κf > 0 such that for any x ∈ X and x¯ = [x]X∗
we have:
‖g(x)‖ ≥ κf‖x− x¯‖ ∀x ∈ X. (31)
We denote the class of convex functions with Lipschitz continuous gradient and
satisfying the error bound (31) by ELf ,κf . Let us define the condition number
of the objective function f ∈ ELf ,κf (X) as µf =
κf
Lf
. Combining inequality
(30) and (31) we conclude that the condition number satisfies the inequality:
0 < µf ≤ 2. (32)
However, for the unconstrained case, i.e. X = Rn and ∇f(x¯) = 0, from (1) and
(31) we get 0 < µf ≤ 1. We now determine relations between the quadratic
functional growth condition and the error bound condition.
Theorem 6 Inequality (31) implies inequality (22) with constant µf · κf .
Therefore, the following inclusion holds for the functional class ELf ,κf (X):
ELf ,κf (X) ⊆ FLf ,µf ·κf (X). (33)
Proof Combining (28) and (31) we obtain:
κ2f‖x− x¯‖2 ≤ ‖g(x)‖2 ≤ 2Lf(f(x)− f(x+)) ≤ 2Lf(f(x)− f∗) ∀x ∈ X.
In conclusion, inequality (22) holds with the constant
κ2f
Lf
= µf · κf , where we
recall µf = κf/Lf . This also proves the inclusion: ELf ,κf (X) ⊆ FLf ,µf ·κf (X).⊓⊔
Theorem 7 Inequality (22) implies inequality (31) with constant 1
1+µf+
√
1+µf
·
κf . Therefore, the following inclusion holds for the functional class FLf ,κf (X):
FLf ,κf (X) ⊆ ELf , 1
1+µf+
√
1+µf
·κf (X). (34)
Proof From the gradient mapping property (29) evaluated at the point y =
x¯+ ≡ [x+]X∗ , we get:
f∗ ≥ f(x+) + 〈g(x), x¯+ − x〉+ 1
2Lf
‖g(x)‖2
= f(x+) + 〈g(x), x¯+ − x+〉 − 1
2Lf
‖g(x)‖2.
Further, combining the previous inequality and (22), we obtain:
〈g(x), x+ − x¯+〉+ 1
2Lf
‖g(x)‖2 ≥ f(x+)− f∗ ≥ κf
2
‖x+ − x¯+‖2.
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Using Cauchy-Schwartz inequality for the scalar product and then rearranging
the terms we obtain:
1
2Lf
(‖g(x)‖+ Lf‖x+ − x¯+‖)2 ≥ κf + Lf
2
‖x+ − x¯+‖2
or equivalently
‖g(x)‖+ Lf‖x+ − x¯+‖ ≥
√
Lf(κf + Lf)‖x+ − x¯+‖.
We conclude that:
‖g(x)‖ ≥
(√
Lf (κf + Lf )− Lf
)
‖x+ − x¯+‖.
Since
‖x− x¯‖ ≤ ‖x− x¯+‖ ≤ ‖x− x+‖+ ‖x+ − x¯+‖ = 1
Lf
‖g(x)‖+ ‖x+ − x¯+‖,
then we obtain:
‖g(x)‖ ≥
(√
Lf(κf + Lf)− Lf
)(
‖x− x¯‖ − 1
Lf
‖g(x)‖
)
.
After simple manipulations and using that µf = κf/Lf , we arrive at:
‖g(x)‖ ≥ κf
1 + µf +
√
1 + µf
‖x− x¯‖,
which shows that inequality (31) is valid for the constant 1
1+µf+
√
1+µf
·κf . ⊓⊔
Note that the functional classes we have introduced previously were obtained
by relaxing the strong convexity inequalities (7)–(9) for some particular choices
of x and y. The reader can find other favorable examples of relaxations of
strong convexity inequalities and we believe that this paper opens an window
of opportunity for algorithmic research in non-strongly convex optimization
settings. In the next section we provide concrete examples of objective func-
tions that can be found in the functional classes introduced above.
4 Functional classes in qSLf ,κf (X), GLf ,κf (X) and FLf ,κf (X)
We now provide examples of structured convex optimization problems whose
objective function satisfies one of our relaxations of strong convexity conditions
that we have introduced in the previous sections. We start first recalling some
error bounds for the solutions of a system of linear equalities and inequalities.
Let A ∈ Rp×n, C ∈ Rm×n and the arbitrary norms ‖·‖α and ‖·‖β in Rm+p
and Rn. Given the nonempty polyhedron:
P = {x ∈ Rn : Ax = b, Cx ≤ d},
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then there exists a constant θ(A,C) > 0 such that Hoffman inequality holds
(for a proof of the Hoffman inequality see e.g. [4, 17]):
‖x− x¯‖ ≤ θ(A,C)
∥∥∥∥ Ax− b[Cx− d]+
∥∥∥∥
α
∀x ∈ Rn,
where x¯ = [x]P ≡ argminz∈P‖z − x‖β. The constant θ(A,C) is the Hoffman
constant for the polyhedron P with respect to the pair of norms (‖·‖α, ‖·‖β).
In [5], the authors provide several estimates for the Hoffman constant. Assume
that A has full row rank and define the following quantity:
ζα,β(A,C) := min
I∈J
min
u,v
{
‖ATu+ CT v‖β∗ :
∥∥∥∥uv
∥∥∥∥
α∗
= 1, vI ≥ 0, v[m]\I = 0
}
,
where J = {I ∈ 2[m] : card I = r − p, rank[AT , CTI ] = r} and r =
rank[AT , CT ]. An alternative formulation of the above quantity is:
1
ζα,β(A,C)
=sup


∥∥∥∥uv
∥∥∥∥
α∗
:
‖ATu+ CT v‖β∗ = 1, rows of C
corresponding to nonzero components of v
and rows of A are linearly independent

 . (35)
In [5] it was proved that ζα,β(A,C)
−1, where ζα,β(A,C) is defined in (35), is
the Hoffman constant for the polyhedral set P w.r.t. the norms (‖·‖α, ‖·‖β).
Considering the Euclidean setting (α = β = 2) and the above assumptions,
then from previous discussion we have:
θ(A,C) = max
I∈J
1
σmin([AT , CTI ]
T )
.
Under some regularity condition we can state a simpler form for ζα,2(A,C).
Assume that A has full row rank and that the set {h ∈ Rn : Ah = 0, Ch <
0} 6= ∅, then, we have [5]:
ζα,2(A,C) := min
{
‖ATu+ CT v‖2 :
∥∥∥∥uv
∥∥∥∥
α∗
= 1, v ≥ 0
}
. (36)
Thus, for the special case m = 0, i.e. there are no inequalities, we have
ζ2,2(A, 0) = σmin(A), where σmin(A) denotes the smallest nonzero singular
value of A, and the Hofman constant is1:
θ(A, 0) =
1
σmin(A)
. (37)
1 This result can be also proved using simple algebraic arguments. More precisely, from
Courant-Fischer theorem we know that ‖Ax‖ ≥ σmin(A)‖x‖ for all x ∈ Im(A
T ). Since we
assume that our polyhedron P = {x : Ax = b} is non-empty, then x− [x]P ∈ Im(A
T ) for
all x ∈ Rn (from KKT conditions of minz:Az=b ‖x − z‖
2 we have that there exists µ such
that x− [x]P +A
Tµ = 0). In conclusion, we get:
‖Ax− b‖ = ‖Ax− A[x]P‖ ≥ σmin(A)‖x − [x]P‖ = σmin(A)dist2(x,P) ∀x ∈ R
n.
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4.1 Composition of strongly convex function with linear map is in qSLf ,κf (X)
Let us consider the class of optimization problems (P) having the following
structured form:
f∗ =min
x
f(x) ≡ g(Ax) (38)
s.t. : x ∈ X ≡ {x ∈ Rn : Cx ≤ d},
i.e. the objective function is in the form f(x) = g(Ax), where g is a smooth and
strongly convex function and A ∈ Rm×n is a nonzero general matrix. Problems
of this form arise in various applications including dual formulations of linearly
constrained convex problems, convex quadratic problems, routing problems in
data networks, statistical regression and many others. Note that if A has full
column rank, then g(Ax) is strongly convex function. However, if A is rank
deficient, then g(Ax) is not strongly convex. We prove in the next theorem
that the objective function of problem (38) belongs to the class qSLf ,κf .
Theorem 8 Let X = {x ∈ Rn : Cx ≤ d} be a polyhedral set, func-
tion g : Rm → R be σg-strongly convex with Lg-Lipschitz continuous gra-
dient on X, and A ∈ Rm×n be a nonzero matrix. Then, the convex function
f(x) = g(Ax) belongs to the class qSLf ,κf (X), with constants Lf = Lg‖A‖2
and κf =
σg
θ2(A,C) , where θ(A,C) is the Hoffman constant for the polyhedral
optimal set X∗.
Proof The fact that f has Lipschitz continuous gradient follows immediately
from the definition (1). Indeed,
‖∇f(x)−∇f(y)‖ = ‖AT∇g(Ax) −AT∇g(Ay)‖ ≤ ‖A‖‖∇g(Ax)−∇g(Ay)‖
≤ ‖A‖Lg‖Ax−Ay‖ ≤ ‖A‖2Lg‖x− y‖.
Thus, Lf = Lg‖A‖2. Further, under assumptions of the theorem, there exists
a unique pair (t∗, T ∗) ∈ Rm × Rn such that the following relations hold:
Ax∗ = t∗, ∇f(x∗) = T ∗ ∀x∗ ∈ X∗. (39)
For completeness, we give a short proof of this well known fact (see also [8]):
let x∗1, x
∗
2 be two optimal points for the optimization problem (38). Then, from
convexity of f and definition of optimal points, it follows that:
f
(
x∗1 + x
∗
2
2
)
=
f(x∗1) + f(x
∗
2)
2
.
Since f(x) = g(Ax) we get from previous relation that:
g
(
Ax∗1 +Ax
∗
2
2
)
=
g(Ax∗1) + g(Ax
∗
2)
2
.
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On the other hand using the definition of strong convexity (5) for g we have:
g
(
Ax∗1 +Ax
∗
2
2
)
≤ g(Ax
∗
1) + g(Ax
∗
2)
2
− σg
8
‖Ax∗1 −Ax∗2‖2.
Combining the previous two relations, we obtain that Ax∗1 = Ax
∗
2. Moreover,
∇f(x∗) = AT∇g(Ax∗). In conclusion, Ax and the gradient of f are constant
over the set of optimal solutions X∗ for (38), i.e. the relations (39) hold.
Moreover, we have that f∗ = f(x∗) = g(Ax∗) = g(t∗) for all x∗ ∈ X∗.
In conclusion, the set of optimal solutions X∗ is described by the following
polyhedral set:
X∗ = {x∗ : Ax∗ = t∗, Cx∗ ≤ d}.
Since we assume that our optimization problem (P) has at least one solution,
i.e. the optimal polyhedral set X∗ is non-empty, then from Hoffman inequality
we have that there exists some positive constant depending on the matrices A
and C describing the polyhedral set X∗, i.e. θ(A,C) > 0, such that:
‖x− x¯‖ ≤ θ(A,C)
∥∥∥∥
[
Ax − t∗
[Cx− d]+
]∥∥∥∥ ∀x ∈ Rn,
where x¯ = [x]X∗ (the projection of the vector x onto the optimal set X
∗).
Then, for any feasible x, i.e. x satisfying Cx ≤ d, we have:
‖x− x¯‖ ≤ θ(A,C)‖Ax −Ax¯‖ ∀x ∈ X.
On the other hand, since g is strongly convex, it follows that:
g(Ax¯)
(7)
≥ g(Ax) + 〈∇g(Ax), Ax¯ −Ax〉+ σg
2
‖Ax−Ax¯‖2.
Combining the previous two relations and keeping in mind that f(x) = g(Ax)
and ∇f(x) = AT∇g(Ax), we obtain:
f∗ ≥ f(x) + 〈∇f(x), x¯ − x〉+ σg
2θ2(A,C)
‖x− x¯‖2 ∀x ∈ X,
which proves that the quasi-strong convex inequality (10) holds for the con-
stant κf = σg/θ
2(A,C). ⊓⊔
Note that we can relax the requirements for g in Theorem 8. For example,
we can replace the strong convexity assumption on g with the conditions that
g has unique minimizer t∗ and it satisfies the quasi-strong convex condition
(10) with constant κg > 0. Then, using the same arguments as in the proof of
Theorem 8, we can show that for objective functions f(x) = g(Ax) of problem
(P), the optimal set is X∗ = {x∗ : Ax∗ = t∗, Cx∗ ≤ d} and f satisfies (10)
with constant κf =
κg
θ2(A,C) , provided that the corresponding optimal set X
∗
is nonempty.
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Moreover, in the unconstrained case, that isX = Rn, and for objective function
f(x) = g(Ax), we get from (37) the following expression for the quasi-strong
convexity constant:
κf = σgσ
2
min(A). (40)
Below we prove two extensions that belong to other functional classes we have
introduced in this paper.
4.2 Composition of strongly convex function with linear map plus a linear
term for X = Rn is in GLf ,κf (X)
Let us now consider the class of unconstrained optimization problems (P), i.e.
X = Rn, having the form:
f∗ = min
x∈Rn
f(x) ≡ g(Ax) + cTx, (41)
i.e. the objective function is in the form f(x) = g(Ax) + cTx, where g is a
smooth and strongly convex function, A ∈ Rm×n is a nonzero general matrix
and c ∈ Rn. We prove in the next theorem that this type of objective function
for problem (41) belongs to the class GLf ,κf :
Theorem 9 Under the same assumptions as in Theorem 8 with X = Rn,
the objective function of the form f(x) = g(Ax) + cTx belongs to the class
GLf ,κf (X), with constants Lf = Lg‖A‖2 and κf =
σg
θ2(A,0) , where θ(A, 0) is
the Hoffman constant for the optimal set X∗.
Proof Since g is σg-strongly convex and with Lg-Lipschitz continuous gradient,
then by the same reasoning as in the proof of Theorem 8 we get that there
exists unique vector t∗ such that Ax∗ = t∗ for all x∗ ∈ X∗. Similarly, there
exists unique scalar s∗ such that cTx∗ = s∗ for all x∗ ∈ X∗. Indeed, for
x∗1, x
∗
2 ∈ X∗ we have:
f∗ = g(t∗) + cTx∗1 = g(t
∗) + cTx∗2,
which implies that cTx∗1 = c
Tx∗2. On the other hand, since problem (P) is
unconstrained, for any x∗ ∈ X∗ we have:
0 = ∇f(x∗) = AT∇g(t∗) + c,
which implies that cTx∗ = −(∇g(t∗))TAx∗ = −(∇g(t∗))T t∗. Therefore, the set
of optimal solutions X∗ is described in this case by the following polyhedron:
X∗ = {x∗ : Ax∗ = t∗}.
Then, there exists θ(A, 0) > 0 such that the Hoffman inequality holds:
‖x− x¯‖ ≤ θ(A, 0)‖Ax−Ax¯‖ ∀x ∈ Rn.
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From the previous inequality and strong convexity of g, we have:
σg
θ2(A, 0)
‖x− x¯‖2 ≤ σg‖Ax−Ax¯‖2
(7)
≤ 〈∇g(Ax) −∇g(Ax¯), Ax −Ax¯〉
= 〈AT∇g(Ax) + c−AT∇g(Ax¯)− c, x− x¯〉
= 〈∇f(x) −∇f(x¯), x − x¯〉.
Finally, we conclude that the inequality on the variation of gradients (17) holds
with constant κf =
σg
θ2(A,0) . ⊓⊔
4.3 Composition of strongly convex function with linear map plus a linear
term is in FLf ,κf (XM )
Finally, let us now consider the class of optimization problems (P) of the form:
f∗ =min
x
f(x) ≡ g(Ax) + cTx (42)
s.t. : x ∈ X ≡ {x ∈ Rn : Cx ≤ d},
i.e. the objective function is in the form f(x) = g(Ax) + cTx, where g is a
smooth and strongly convex function, A ∈ Rm×n is a nonzero matrix and
c ∈ Rn. We now prove that the objective function of problem (42) belongs to
class FLf ,κf , provided that some boundedness assumption is imposed on f .
Theorem 10 Under the same assumptions as in Theorem 8, the objective
function f(x) = g(Ax)+cTx belongs to the class FLf ,κf (XM ) for any constant
M > 0 such that XM = {x : x ∈ X, f(x) − f∗ ≤ M}, with constants
Lf = Lg‖A‖2 and κf = σgθ2(A,c,C)(1+Mσg+2c2g) , where θ(A, c, C) is the Hoffman
constant for the polyhedral optimal set X∗ and cg = ‖∇g(Ax∗)‖, with x∗ ∈ X∗.
Proof From the proof of Theorem 9 it follows that there exist unique t∗ and
s∗ such that the optimal set of (42) is given as follows:
X∗ = {x∗ : Ax∗ = t∗, cTx∗ = s∗, Cx∗ ≤ d}.
From Hoffman inequality we have that there exists some positive constant
depending on the matrices A,C and c describing the polyhedral set X∗, i.e.
θ(A,C, c) > 0, such that:
‖x− x¯‖ ≤ θ(A, c, C)
∥∥∥∥∥∥

 Ax− t∗cTx− s∗
[Cx− d]+


∥∥∥∥∥∥ ∀x ∈ Rn,
where recall that x¯ = [x]X∗ . Then, for any feasible x, i.e. satisfying Cx ≤ d,
we have:
‖x− x¯‖2 ≤ θ2(A, c, C) (‖Ax−Ax¯‖2 + (cTx− cT x¯)2) ∀x ∈ X. (43)
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Since f(x) = g(Ax) + cTx and g is strongly convex, it follows from (7) that:
g(Ax) − g(Ax¯) ≥ 〈∇g(Ax¯), Ax −Ax¯〉+ σg
2
‖Ax−Ax¯‖2
= 〈AT∇g(Ax¯) + c, x− x¯〉 − 〈c, x− x¯〉+ σg
2
‖Ax−Ax¯‖2
= 〈∇f(x¯), x− x¯〉 − 〈c, x− x¯〉+ σg
2
‖Ax−Ax¯‖2.
Using that 〈∇f(x¯), x− x¯〉 ≥ 0 for all x ∈ X , and definition of f , we obtain:
f(x)− f∗ ≥ σg
2
‖Ax−Ax¯‖2 ∀x ∈ X. (44)
It remains to bound (cTx− cT x¯)2. It is easy to notice that θ(A, c, C) ≥ 1/‖c‖.
We also observe that:
cTx− cT x¯ = 〈∇f(x¯), x− x¯〉 − 〈∇g(Ax¯), Ax −Ax¯〉.
Since f(x)− f∗ ≥ 〈∇f(x¯), x− x¯〉 ≥ 0 for all x ∈ X , then we obtain:
|cTx− cT x¯| ≤ f(x)− f∗ + ‖∇g(Ax¯)‖ ‖Ax−Ax¯‖,
and then using inequality (α+β)2 ≤ 2α2+2β2 and considering f(x)−f∗ ≤M ,
cg = ‖∇g(t∗)‖ and (44), we get:
(cTx− cT x¯)2 ≤ 2(f(x)− f∗)2 + 2c2g‖Ax−Ax¯‖2
≤
(
2M +
4c2g
σg
)
(f(x)− f∗) ∀x ∈ X, f(x)− f∗ ≤M.
Finally, we conclude that:
‖x−x¯‖2 ≤ 2θ
2(A, c, C)
σg
(
1 +Mσg + 2c
2
g
)
(f(x) − f∗) ∀x ∈ X, f(x)−f∗≤M.
This proves the statement of the theorem. ⊓⊔
Typically, for feasible descent methods we takeM = f(x0)−f∗ in the previous
theorem, where x0 is the starting point of the method. Moreover, if X is
bounded, then there exists always M such that f(x)− f∗ ≤M for all x ∈ X .
Note that the requirement f(x) − f∗ ≤ M for having a second order growth
inequality (22) for f is necessary, as shown in the following example:
Example 1 Let us consider problem (P) in the form (42) given by:
min
x∈R2
+
1
2
x21 + x2
which has X∗ = {0} and f∗ = 0. Clearly, there is no constant κf < ∞ such
that the following inequality to be valid:
f(x) ≥ κf
2
‖x‖2 ∀x ≥ 0.
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We can take for example x1 = 0 and x2 → +∞. However, for any M > 0
there exists κf (M) < ∞ satisfying the above inequality for all x ≥ 0 with
f(x) ≤M . For example, we can take:
κf(M) = min{1, 1
M
} ⇒ µf (M) = 1
M
for M ≥ 1.
Note that for this example θ(A, c, C) = 1‖c‖ = 1. ⊓⊔
In the sequel we analyze the convergence rate of several first order methods
for solving convex constrained optimization problem (P) having the objective
function in one of the functional classes introduced in this paper.
5 Linear convergence of first order methods
We show in the next sections that a broad class of first order methods, cover-
ing important particular algorithms, such as projected gradient, fast gradient,
random/cyclic coordinate descent, extragradient descent and matrix splitting,
have linear convergence rates on optimization problems (P), whose objective
function satisfies one of the non-strongly convex conditions given above.
5.1 Projected gradient method (GM)
In this section we consider the projected gradient algorithm with variable step
size:
Algorithm (GM)
Given x0 ∈ X for k ≥ 1 do:
1. Compute xk+1 =
[
xk − αk∇f(xk)
]
X
where αk is a step size such that αk ∈ [L¯−1f , L−1f ], with L¯f ≥ Lf .
5.1.1 Linear convergence of (GM) for qSLf ,κf
Let us show that the projected gradient method converges linearly on opti-
mization problems (P) whose objective functions belong to the class qSLf ,κf .
Theorem 11 Let the optimization problem (P) have the objective function
belonging to the class qSLf ,κf . Then, the sequence xk generated by the projected
gradient method (GM) with constant step size αk = 1/Lf on (P) converges
linearly to some optimal point in X∗ with the rate:
‖xk − x¯k‖2 ≤
(
1− µf
1 + µf
)k
‖x0 − x¯0‖2, where µf = κf
Lf
. (45)
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Proof From Lipschitz continuity of the gradient of f given in (2) we have:
f(xk+1) ≤ f(xk) + 〈∇f(xk), xk+1 − xk〉+ Lf
2
‖xk+1 − xk‖2. (46)
The optimality conditions for xk+1 are:
〈xk+1 − xk + αk∇f(xk), x− xk+1〉 ≥ 0 ∀x ∈ X. (47)
Taking x = xk in (47) and replacing the corresponding expression in (46),
we get:
f(xk+1) ≤ f(xk) + (Lf
2
− 1
αk
)‖xk+1 − xk‖2
αk≤L−1f≤ f(xk)− Lf
2
‖xk+1 − xk‖2.
Further, we have:
‖xk+1 − x¯k‖2 = ‖xk − x¯k‖2 + 2〈xk − x¯k, xk+1 − xk〉+ ‖xk+1 − xk‖2
= ‖xk − x¯k‖2 + 2〈xk+1 − x¯k, xk+1 − xk〉 − ‖xk+1 − xk‖2
(47)
≤ ‖xk − x¯k‖2 + 2αk〈∇f(xk), x¯k − xk+1〉 − ‖xk+1 − xk‖2
= ‖xk− x¯k‖2+2αk〈∇f(xk), x¯k− xk〉+2αk〈∇f(xk), xk− xk+1〉
− ‖xk+1 − xk‖2
(10)
≤ ‖xk − x¯k‖2 + 2αk
(
f∗ − f(xk)− κf
2
‖xk − x¯k‖2
)
− 2αk
(
〈∇f(xk), xk+1 − xk〉+ 1
2αk
‖xk+1 − xk‖2
)
= (1− αkκf )‖xk − x¯k‖2 + 2αkf∗
− 2αk
(
f(xk) + 〈∇f(xk), xk+1 − xk〉+ 1
2αk
‖xk+1 − xk‖2
)
Lf≤1/αk≤ (1− αkκf )‖xk − x¯k‖2 + 2αkf∗
− 2αk
(
f(xk) + 〈∇f(xk), xk+1 − xk〉+ Lf
2
‖xk+1 − xk‖2
)
(46)
≤ (1− αkκf )‖xk − x¯k‖2 − 2αk(f(xk+1)− f∗).
Since (10) holds for the function f , then from Theorem 4 we also have that
(22) holds and therefore f(xk+1)−f∗ ≥ κf2 ‖xk+1−x¯k+1‖2. Combining the last
inequality with the previous one and taking into account that ‖xk+1− x¯k+1‖ ≤
‖xk+1 − x¯k‖ , we get:
‖xk+1 − x¯k+1‖2 ≤ (1 − αkκf)‖xk − x¯k‖2 − αkκf‖xk+1 − x¯k+1‖2,
or equivalently
‖xk+1 − x¯k+1‖2 ≤ 1− αkκf
1 + αkκf
· ‖xk − x¯k‖2. (48)
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However, the best decrease is obtained for the constant step size αk = 1/Lf
and using the definition of the condition number µf = κf/Lf , we get:
‖xk+1 − x¯k+1‖2 ≤ 1− µf
1 + µf
· ‖xk − x¯k‖2.
This proves our statement. ⊓⊔
Based on Theorem 11 we can easily derive linear convergence for the projected
gradient algorithm (GM) in terms of the function values:
f(xk+1)
(46)
≤ f(xk) + 〈∇f(xk), xk+1 − xk〉+ Lf
2
‖xk+1 − xk‖2
Lf≤1/αk≤ min
x∈X
f(xk) + 〈∇f(xk), x− xk〉+ 1
2αk
‖xk − x‖2
≤ min
x∈X
f(x) +
1
2αk
‖xk − x‖2 ≤ f(x¯k) + 1
2αk
‖xk − x¯k‖2
(45)
≤ f∗ + L¯f
2
(
1− µf
1 + µf
)k
‖x0 − x¯0‖2.
Finally, the best convergence rate is obtained for constant step size αk = 1/Lf :
f(xk)− f∗
(51)
≤ Lf‖x
0 − x¯0‖2
2
(
1− µf
1 + µf
)k−1
∀k ≥ 1. (49)
However, this rate is not continuous as µf → 0. For simplicity, let us assume
constant step size αk = 1/Lf , and then, using that (GM) is a descent method,
i.e. f(xk)− f∗ ≤ f(xk−j)− f∗ for all j < k and iterating the main inequality
from the proof of Theorem 11, we obtain:
‖xk − x¯k‖2 ≤ (1− µf )‖xk−1 − x¯k−1‖2 − 2
Lf
(
f(xk)− f∗)
≤ (1− µf )k‖x0 − x¯0‖2 − 2
Lf
k∑
j=0
(1− µf )j(f(xk−j)− f∗)
≤ (1− µf )k‖x0 − x¯0‖2 − 2
Lf
(
f(xk)− f∗) k∑
j=0
(1− µf )j .
Finally, we get linear convergence in terms of the function values:
f(xk)− f∗ ≤ Lf‖x
0 − x¯0‖2
2
· µf
(1− µf )−k − 1 . (50)
Since (1 + α)k → 1 + αk as α→ 0, then we see that:
µf
(1− µf )−k − 1 ≤
1
k
as µf → 0,
and thus from (50) we recover the classical sublinear rate for (GM) as µf → 0:
f(xk)− f∗ ≤ Lf‖x
0 − x¯0‖2
2k
as µf → 0.
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5.1.2 Linear convergence of (GM) for FLf ,κf
We now show that the projected gradient method converges linearly on opti-
mization problems (P) whose objective functions belong to the class FLf ,κf .
Theorem 12 Let optimization problem (P) have objective function belonging
to the class FLf ,κf . Then, the sequence xk generated by the projected gradient
method (GM) with constant step size αk = 1/Lf on (P) converges linearly to
some optimal point in X∗ with the rate:
‖xk − x¯k‖2 ≤
(
1
1 + µf
)k
‖x0 − x¯0‖2, where µf = κf
Lf
. (51)
Proof Using similar arguments as in the previous Theorem 11, we have:
‖xk+1 − x‖2 = ‖xk − x‖2 + 2〈xk − x, xk+1 − xk〉+ ‖xk+1 − xk‖2
= ‖xk − x‖2 + 2〈xk+1 − x, xk+1 − xk〉 − ‖xk+1 − xk‖2
(47)
≤ ‖xk − x‖2 + 2αk〈∇f(xk), x− xk+1〉 − ‖xk+1 − xk‖2
≤ ‖xk − x‖2 − 2αk
(
〈∇f(xk), xk+1 − x〉+ Lf
2
‖xk+1 − xk‖2
+ (
1
2αk
− Lf
2
)‖xk+1 − xk‖2
)
= ‖xk − x‖2 + (Lfαk − 1)‖xk+1 − xk‖2
− 2αk
(
〈∇f(xk), xk−x〉+〈∇f(xk), xk+1−xk〉+Lf
2
‖xk+1−xk‖2
)
(46)
≤ ‖xk − x‖2 + (Lfαk − 1)‖xk+1 − xk‖2
+ 2αk(f(x)− f(xk)) + 2αk(f(xk)− f(xk+1))
αk≤L−1f≤ ‖xk − x‖2 − 2αk(f(xk+1)− f(x)) ∀x ∈ X.
Taking now in the previous relations x = x¯k, using ‖xk+1 − x¯k+1‖ ≤ ‖xk+1 −
x¯k‖ and the quadratic functional growth of f (22), we get:
‖xk+1 − x¯k+1‖2
(22)
≤ ‖xk − x¯k‖2 − κfαk‖xk+1 − x¯k+1‖2
or equivalently
‖xk+1 − x¯k+1‖2 ≤ 1
1 + κfαk
‖xk − x¯k‖2. (52)
However, the best decrease is obtained for the constant step size αk = 1/Lf
and using the definition of the condition number µf = κf/Lf , we get:
‖xk+1 − x¯k+1‖2 ≤ 1
1 + µf
‖xk − x¯k‖2.
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Thus, we have obtained the linear convergence rate for (GM) with constant
step size αk = 1/Lf from the theorem. ⊓⊔
Using similar arguments as for (49) and combining with (52) we can also derive
linear convergence of (GM) in terms of the function values:
f(xk+1)− f∗ ≤ 1
2αk
‖xk − x¯k‖2
(52)
≤ 1
2αk
(
1
1 + κfαk
)
‖xk−1 − x¯k−1‖2,
and the best convergence rate is obtained for constant step size αk = 1/Lf :
f(xk)− f∗
(51)
≤ Lf‖x
0 − x¯0‖2
2
(
1
1 + µf
)k−1
∀k ≥ 1. (53)
However, this rate is not continuous as µf → 0. We can interpolate between
the right hand side terms in (4) and (53) to obtain convergence rates in terms
of function values of the form:
f(xk)− f∗ ≤ Lf‖x
t − x¯t‖2
2(k − t) ≤
Lf‖x0 − x¯0‖2
2(k − t)
1
(1 + µf )t
∀t = 0 : k − 1,
or equivalently
f(xk)− f∗ ≤ Lf‖x
0 − x¯0‖2
2
min
t=0:k−1
1
(1 + µf )t(k − t) .
Finally, in the next theorem we establish necessary and sufficient conditions
for linear convergence of the gradient method (GM).
Theorem 13 On the class of optimization problems (P) the sequence gener-
ated by the gradient method (GM) with constant step size is converging linearly
to some optimal point in X∗ if and only if the objective function f satisfies the
quadratic functional growth (22), i.e f belongs to the functional class FLf ,κf .
Proof The fact that linear convergence of the gradient method implies f sat-
isfying the second order growth property (22) follows from Theorem 5. The
other implication follows from Theorem 12, eq. (52). ⊓⊔
5.2 Fast gradient method (FGM)
In this section we consider the following fast gradient algorithm, which is a
version of Nesterov’s optimal gradient method [11]:
Algorithm (FGM)
Given x0 = y0 ∈ X , for k ≥ 1 do:
1. Compute xk+1 =
[
yk − 1Lf∇f(yk)
]
X
and
2. yk+1 = xk+1 + βk
(
xk+1 − xk)
for appropriate choice of the parameter βk > 0 for all k ≥ 0.
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5.2.1 Linear convergence of (FGM) for qSLf ,κf .
When the objective function f ∈ qSLf ,κf (X) we take the following expression
for the parameter βk:
βk =
√
Lf −√κf√
Lf +
√
κf
∀k ≥ 0.
First of all we can easily observe that if f ∈ qSLf ,κf (X), then the gradient
mapping g(x) satisfies the following inequality:
f∗ ≥ f(x+) + 〈g(x), x¯ − x〉+ 1
2Lf
‖g(x)‖2 + κf
2
‖x¯− x‖ ≡ qLf ,κf (x¯, x) (54)
for all x ∈ Rn (recall that x¯ = [x]X∗ and x+ = [x − 1/Lf∇f(x)]X). The
convergence proof follows similar steps as in [11][Section 2.2.4].
Lemma 1 Let optimization problem (P) have the objective function f be-
longing to the class qSLf ,κf and an arbitrary sequence {yk}k≥0 satisfying
y¯k = [yk]X∗ = y
∗ for all k ≥ 0. Define an initial function:
φ0(x) = φ
∗
0 +
γ0
2
‖x− v0‖2, where γ0 = κf , v0 = y0 and φ∗0 = f(y0),
and a sequence {αk}k≥0 satisfying αk ∈ (0, 1). Then, the following two se-
quences, iteratively defined as:
λk+1 = (1− αk)λk, with λ0 = 1,
φk+1(x) = (1− αk)φk(x) (55)
+ αk
(
f(xk+1)+
1
2Lf
‖g(yk)‖2+〈g(yk), x−yk〉+ κf
2
‖x−yk‖2
)
,
where x0 = y0 and xk+1 =
[
yk − 1Lf∇f(yk)
]
X
, satisfy the following property:
φk(y
∗) ≤ (1− λk)f∗ + λkφ0(y∗) ∀k ≥ 0. (56)
Proof We prove this statement by induction. Since λ0 = 1, we observe that:
φ0(y
∗) = (1− λ0)f∗ + λ0φ0(y∗).
Assume that the following inequality is valid:
φk(y
∗) ≤ (1− λk)f∗ + λkφ0(y∗), (57)
then we have:
φk+1(y
∗) = φk+1(y¯k) = (1− αk)φk(y¯k) + αkqLf ,κf (y¯k, yk)
(54)
≤ (1 − αk)φk(y¯k) + αkf∗
= [1− (1− αk)λk]f∗ + (1− αk)
(
φk(y¯
k)− (1− λk)f∗
)
y¯k=y∗+(57)
≤ (1− λk+1)f∗ + λk+1φ0(y∗).
which proves our statement. ⊓⊔
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Lemma 2 Under the same assumptions as in Lemma 1 and assuming also
that the sequence {xk}k≥0, defined as x0 = y0 and xk+1 =
[
yk − 1Lf∇f(yk)
]
X
,
satisfies:
f(xk) ≤ φ∗k = min
x∈Rn
φk(x) ∀k ≥ 0, (58)
then we obtain the following convergence:
f(xk)− f∗ ≤ λk
(
f(x0)− f∗ + γ0
2
‖y∗ − y0‖
)
. (59)
Proof Indeed we have:
f(xk)− f∗ ≤ φ∗k − f∗ = min
x∈Rn
φk(x) − f∗ ≤ φk(y∗)− f∗
(56)
≤ (1 − λk)f∗ + λkφ0(y∗)− f∗ = λk (φ0(y∗)− f∗) ,
which proves the statement of the lemma. ⊓⊔
Theorem 14 Under the same assumptions as in Lemma 1, the sequence
xk generated by fast gradient method (FGM) with constant parameter βk =
(
√
Lf − √κf )/(
√
Lf +
√
κf ) converges linearly in terms of function values
with the rate:
f(xk)− f∗ ≤ (1−√µf)k · 2 (f(x0)− f∗) , where µf = κf
Lf
, (60)
provided that all iterates yk produce the same projection2 onto optimal set X∗.
Proof Let us consider x0 = y0 = v0 ∈ X . Further, for the sequence of functions
φk(x) as defined in (55) take αk =
√
µf ∈ (0, 1) for all k ≥ 0 and denote
α =
√
µf . First, we need to show that the method (FGM) defined above
generates a sequence xk satisfying φ∗k ≥ f(xk). Assuming that φk(x) has the
following two properties:
φk(x) = φ
∗
k +
κf
2
‖x− vk‖2 and φ∗k ≥ f(xk),
where φ∗k = minx∈Rn φk(x) and v
k = argminx∈Rn φk(x), then we will show
that φk+1(x) has similar properties. First of all, from the definition of φk+1(x),
we get:
∇2φk+1(x) = ((1− α)κf + ακf ) In = κfIn,
i.e. φk+1(x) is also a quadratic function of the same form as φk(x):
φk+1(x) = φ
∗
k+1 +
κf
2
‖x− vk+1‖2,
2 See Remark 1 below for an example satisfying this condition.
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where the expression of vk+1 = argminx∈Rn φk+1(x) is obtained from the
equation ∇φk+1(x) = 0, which leads to:
vk+1 =
1
κf
(
(1− α)κfvk + ακfyk − αg(yk)
)
.
Evaluating φk+1 in y
k leads to:
φ∗k+1 +
κf
2
‖yk − vk+1‖2 =(1− α)
(
φ∗k +
κf
2
‖yk − vk‖2
)
+ α
(
f(xk+1) +
1
2Lf
‖g(yk)‖2
)
.
On the other hand, we have:
vk+1 − yk = 1
κf
(
κf (1− α)(vk − yk)− αg(yk)
)
.
If we substitute this expression above, we obtain:
φ∗k+1 =(1− α)φ∗k + αf(xk+1) +
(
α
2Lf
− α
2
2κf
)
‖g(yk)‖2
+ α(1 − α)
(κf
2
‖yk − vk‖2 + 〈g(yk), vk − yk〉
)
.
Using the main property of the gradient mapping (29), valid for functions with
Lipschitz continuous gradient, we have:
φ∗k ≥ f(xk) ≥ f(xk+1) + 〈g(yk), xk − yk〉+
1
2Lf
‖g(yk)‖2.
Substituting this inequality in the previous one we get:
φ∗k+1 ≥ f(xk+1)+
(
1
2Lf
− α
2
2κf
)
‖g(yk)‖2+(1−α)〈g(yk), α(vk−yk)+xk−yk〉.
Since α =
√
µf , then
1
2Lf
− α22κf = 0. Moreover, we have the freedom to choose
yk, which is obtained from the condition α(vk − yk) + xk − yk = 0:
yk =
1
1 + α
(αvk + xk).
Then, we can conclude that φ∗k+1 ≥ f(xk+1). Moreover, replacing the ex-
pression of yk in vk+1 leads to the conclusion that we can eliminate the se-
quence vk since it can be expressed as: vk+1 = xk + 1α (x
k+1 − xk). Then,
we find that yk+1 has the expression as in our scheme (FGM) above with
βk = (
√
Lf − √κf )/(
√
Lf +
√
κf ). Using, now Lemmas 1 and 2 we get the
convergence rate from (60) (we also use that
κf
2 ‖x0 − x¯0‖2 ≤ f(x0)− f∗). ⊓⊔
Linear convergence of first order methods for non-strongly convex optimization 27
Remark 1 For unconstrained problem minx∈Rn g(Ax), the gradient in some
point y is given by AT∇g(Ay) ∈ Range(AT ). Then, the method (FGM) gen-
erates in this case a sequence yk of the form:
yk = y0 +AT zk, zk ∈ Rm ∀k ≥ 0.
Moreover, for this problem the optimal set X∗ = {x : Ax = t∗} and the
projection onto this affine subspace is given by:
[ · ]X∗ =
(
In −AT (AAT )−1A
)
(·) +AT (AAT )−1t∗.
In conclusion, all vectors yk generated by algorithm (FGM) produce the same
projection onto the optimal set X∗:
y¯k = y0 −AT (AAT )−1Ay0 +AT (AAT )−1t∗ ∀k ≥ 0,
i.e. the assumptions of Theorem 14 are valid for this optimization problem. ⊓⊔
5.2.2 Linear convergence of restart (FGM) for FLf ,κf .
It is known that for the convex optimization problem (P), whose objective
function f has Lipschitz continuous gradient, and for the choice:
βk =
θk − 1
θk+1
, with θ1 = 1 and θk+1 =
1 +
√
1 + 4θ2k
2
,
the algorithm (FGM) has the following convergence rate [11, 13]:
f(xk)− f∗ ≤ 2Lf‖x
0 − x¯0‖2
(k + 1)2
∀k > 0. (61)
We will show next that on the optimization problem (P) whose objective
function satisfies additionally the quadratic functional growth (22), i.e. f ∈
FLf ,κf , a restarting version of algorithm (FGM) with the above choice of
βk has linear convergence without the assumption y¯
k = y∗ for all k ≥ 0.
Restarting variants of (FGM) have been also considered in other contexts, see
e.g. [13]. By fixing a positive constant c ∈ (0, 1) and then combining (61) and
(22), we get:
f(xk)− f∗ ≤ 2Lf
(k + 1)2
‖x0 − x¯0‖2 ≤ 4Lf
κf (k + 1)2
(f(x0)− f∗) ≤ c(f(x0)− f∗),
which leads to the following expression:
c =
4Lf
κfk2
.
Then, for fixed c, the number of iterations Kc that we need to perform in order
to obtain f(xKc)− f∗ ≤ c(f(x0)− f∗) is given by:
Kc =
⌈√
4Lf
cκf
⌉
=
⌈√
4
cµf
⌉
.
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Therefore, after each Kc steps of Algorithm (FGM) we restart it obtaining the
following scheme:
Algorithm (R-FGM)
Given x0,0 = y0,0 = x0 ∈ X and restart interval Kc. For j ≥ 0 do:
1. Run Algorithm (FGM) for Kc iterations to get x
Kc,j
2. Restart: x0,j+1 = xKc,j, y0,j+1 = xKc,j and θ1 = 1.
Then, after p restarts of Algorithm (R-FGM) we obtain the linear convergence:
f(x0,p)− f∗ = f(xKc,p−1)− f∗ ≤ 2Lf‖x
0,p−1 − x¯0,p−1‖2
(Kc + 1)2
≤ c(f(x0,p−1)− f∗) ≤ · · · ≤ cp(f(x0,0)− f∗) = cp(f(x0)− f∗).
Thus, total number of iterations is k = pKc and denote x
k = x0,p. Then, we
have:
f(xk)− f∗ ≤
(
c
1
Kc
)k
(f(x0)− f∗).
We want to optimize e.g. the number of iteration Kc:
min
Kc
c
1
Kc ⇔ min
Kc
1
Kc
log c ⇔ min
Kc
1
Kc
log
4
µfK2c
,
which leads to
K∗c =
2e√
µf
and c = e−2.
In conclusion, we get the following convergence rate for (R-FGM) method:
f(xk)− f∗ ≤
(
e−2
√
µf
2e
)k
(f(x0)− f∗) =
(
e−
√
µf
e
)k
(f(x0)− f∗), (62)
and since eα ≈ 1 + α as α ≈ 0, then for
√
µf
e ≈ 0 we get:
f(xk)− f∗ ≤
(
e−
√
µf
e
)k
(f(x0)− f∗) ≈
(
1−
√
µf
e
)k
(f(x0)− f∗). (63)
Note that if the optimal value f∗ is known in advance, then we just need
to restart algorithm (R-FGM) at the iteration K¯c ≤ K∗c when the following
condition holds:
f(xK¯c,j)− f∗ ≤ c(f(x0,j)− f∗),
which can be practically verified. Using the second order growth property (22)
we can also obtain easily linear convergence of the generated sequence xk to
some optimal point in X∗.
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5.3 Feasible descent methods (FDM)
We now consider a more general descent version of Algorithm (GM) where the
gradients are perturbed:
Algorithm (FDM)
Given x0 ∈ X and β, L > 0 for k ≥ 0 do:
Compute xk+1 =
[
xk − αk∇f(xk) + ek
]
X
such that
‖ek‖ ≤ β‖xk+1−xk‖ and f(xk+1) ≤ f(xk)− L2 ‖xk+1−xk‖2,
where the stepsize αk is chosen such that αk ≥ L¯−1f > 0 for all k. It has been
showed in [8, 17] that algorithm (FDM) covers important particular schemes:
e.g. proximal point minimization, random/cyclic coordinate descent, extragra-
dient descent and matrix splitting methods are all feasible descent methods.
Note that linear convergence of algorithm (FDM) under the error bound as-
sumption (31), i.e. f ∈ ELf ,κf , is proved e.g. in [8, 17]. Hence, in the next
theorem we prove that the feasible descent method (FDM) converges linearly
in terms of function values on optimization problems (P) whose objective func-
tions belong to the class FLf ,κf .
Theorem 15 Let the optimization problem (P) have the objective function
belonging to the class FLf ,κf . Then, the sequence xk generated by the feasible
descent method (FDM) on (P) converges linearly in terms of function values
with the rate:
f(xk)− f∗ ≤

 1
1 +
Lκf
4(Lf+L¯f+βL¯f )2


k
(f(x0)− f∗). (64)
Proof The optimality conditions for computing xk+1 are:
〈xk+1 − xk + αk∇f(xk)− ek, x− xk+1〉 ≥ 0 ∀x ∈ X. (65)
Then, using convexity of f and Cauchy-Schwartz inequality, we get:
f(xk+1)− f(x¯k+1) ≤ 〈∇f(xk+1), xk+1 − x¯k+1〉
= 〈∇f(xk+1)−∇f(xk) +∇f(xk), xk+1 − x¯k+1〉
(1)+(65)
≤ Lf‖xk+1− xk‖‖xk+1− x¯k+1‖+ 1
αk
〈xk+1− xk− ek, x¯k+1− xk+1〉
≤ (Lf + L¯f)‖xk+1 − xk‖‖xk+1 − x¯k+1‖+ L¯f‖ek‖‖xk+1 − x¯k+1‖
≤ (Lf + L¯f + βL¯f)‖xk+1 − xk‖‖xk+1 − x¯k+1‖.
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Since f ∈ FLf ,κf then it satisfies the second order growth property, i.e.
f(xk+1)−f(x¯k+1) ≥ κf2 ‖xk+1−x¯k+1‖2, and using it in the previous derivations
we obtain:
f(xk+1)− f(x¯k+1) ≤ 2(Lf + L¯f + βL¯f )
2
κf
‖xk+1 − xk‖2. (66)
Combining (66) with the descent property of the algorithm (FDM), i.e. ‖xk+1−
xk‖2 ≤ 2L
(
f(xk)− f(xk+1)), we get:
f(xk+1)− f(x¯k+1) ≤ 4(Lf + L¯f + βL¯f )
2
Lκf
(
f(xk)− f(xk+1)) ,
which leads to
f(xk+1)− f(x¯k+1) ≤ 1
1 +
Lκf
4(Lf+L¯f+βL¯f )2
(
f(xk)− f(x¯k)) .
Using an inductive argument we get the statement of the theorem. ⊓⊔
Note that, once we have obtained linear convergence in terms of function
values for the algorithm (FDM), we can also obtain linear convergence of the
generated sequence xk to some optimal point in X∗ by using the second order
growth property (22).
5.4 Discussions
From previous sections we can conclude that for some classes of problems
improved linear convergence rates are obtained as compared to the existing
results. For example, in [8, 10, 17] it has been proved that the optimization
problem (42) whose objective function satisfies the conditions of Theorem 10
has on a compact set an error bound property of the form (31). In this paper
we proved that this class of problems has the objective function satisfying
the quadratic functional growth (22). For the class of problems having an
objective function satisfying an error bound condition the feasible descent
method (FDM) is shown to converge linearly in [8–10, 16, 17]. Note that for
αk = 1/Lf , β = 0 and L = Lf we recover from algorithm (FDM) the algorithm
(GM). However, for these choices the linear convergence in (53), given by 11+µf ,
is better than the one obtained in Theorem 15, given by 11+µf/16 .
Recently, in [16] the authors show that the class of convex unconstrained prob-
lems minx∈Rn g(Ax), with g strongly convex function having Lipschitz contin-
uous gradient, satisfies a restricted strong convex inequality, which is a par-
ticular version of our more general quadratic gradient growth inequality (17).
However, in this paper we proved that the objective function of this particular
class of optimization problems belongs to a more restricted functional class,
namely qSLf ,κf (X), i.e. it satisfies (10). Thus, for this class of problems we
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provide better linear rates for gradient method and for fast gradient method
as compared to [16]. More precisely, for the gradient method (GM) we derive
convergence rate of order (1−µf)/(1+µf), while [16] proved convergence rate
of order (1 − µf ). Moreover, from our best knowledge, this paper shows for
the first time linear convergence of the usual fast gradient method (FGM) for
this class of convex problems minx∈Rn g(Ax), while for example [16] derives
a worse rate of convergence and for a restarting variant of the fast gradient
method (R-FGM).
6 Applications
In this section we present several applications having the objective function in
one of the structured functional classes of Section 4.
6.1 Solution of linear systems
It is well known that finding a solution of a symmetric linear systemQx+q = 0,
where Q  0 (notation for positive semi-definite matrix), is equivalent to
solving a convex quadratic program (QP):
min
x∈Rn
f(x)
(
=
1
2
xTQx+ qTx
)
.
Let Q = LTQLQ be the Cholesky decomposition of Q. For simplicity, let us
assume that our symmetric linear system has a solution, e.g. xs, then q is
in the range of Q, i.e. q = −Qxs = −LTQLQxs. Therefore, if we define the
strongly convex function g(z) = 12‖z‖2− (LQxs)T z, having Lg = σg = 1, then
our objective function is the composition of g with the linear map LQx:
f(x) =
1
2
‖LQx‖2 − (LTQLQxs)Tx = g(LQx).
Thus, our convex quadratic problem is in the form of unconstrained structured
optimization problem (38) and from Section 4 we conclude that the objective
function of this QP is in the class qSLf ,κf with:
Lf = λmax(Q) and κf =σ
2
min(LQ)=λmin(Q) ⇒ µf =
λmin(Q)
λmax(Q)
≡ 1
cond(Q)
,
where λmin(Q) denotes the smallest non-zero eigenvalue of Q and λmax(Q) is
the largest eigenvalue of Q. Since we assume that our symmetric linear system
has a solution, i.e. f∗ = 0, from Theorem 14 and Remark 1 we conclude that
when solving this convex QP with the algorithm (FGM) we get the convergence
rate in terms of function values:
f(xk) ≤
(
1−
√
1
cond(Q)
)k
· 2f(x0)
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or in terms of residual (gradient) or distance to the solution:
‖Qxk + q‖2 = ‖∇f(xk)‖2 ≤ L2f‖xk − x¯k‖2 ≤
2L2f
κf
(
f(xk)− f∗)
≤
(
1−
√
1
cond(Q)
)k
· λmax(Q) · cond(Q)
(
1
2
(x0)TQx0 + qTx0
)
.
Therefore, the usual (FGM) algorithm without restart attains an ǫ optimal
solution in a number of iterations of order
√
cond(Q) log 1ǫ , i.e. the condition
number cond(Q) of the matrix Q is square rooted. From our knowledge, this is
one of the first results showing linear convergence depending on the square root
of the condition number for the fast gradient method on solving a symmetric
linear system with positive semi-definite matrix Q  0. Note that the linear
conjugate gradient method can also attain an ǫ approximate solution in much
fewer than n steps, i.e. the same
√
cond(Q) log 1ǫ iterations [1]. Usually, in
the literature the condition number appears linearly in the convergence rate
of first order methods for solving linear systems with positive semi-definite
matrices. For example, the coordinate descent method from [6] requires
√
n ·
cond(Q) log 1ǫ iterations for obtaining an ǫ optimal solution.
Our results can be extended for solving general linear systems Ax + b = 0,
where A ∈ Rm×n. In this case we can formulate the equivalent unconstrained
optimization problem:
min
x∈Rn
‖Ax+ b‖2
which is a particular case of (38) and from Section 4 we can also conclude that
the objective function of this QP is in the class qSLf ,κf with:
Lf = σ
2
max(A) and κf =σ
2
min(A) ⇒ µf =
σ2min(A)
σ2max(A)
,
where σmin(A) denotes the smallest non-zero singular value of A and σmax(A)
is the largest singular value of A. In this case the usual (FGM) algorithm
attains and ǫ optimal solution in a number of iterations of order σmax(A)σmin(A) log
1
ǫ .
6.2 Dual of linearly constrained convex problems
Let (P) be the dual formulation of a linearly constrained convex problem:
min
u
g˜(u)
s.t. : c−ATu ∈ K = Rn1 × Rn2+ .
Then, the dual of this optimization problem can be written in the form of
structured problem (42), where g is the convex conjugate of g˜. From duality
theory we know that g is strongly convex and with Lipschitz gradient, provided
that g˜ is strongly convex and with Lipschitz gradient.
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6.3 Lasso problem
The Lasso problem is defined as:
min
x:Cx≤d
‖Ax− b‖2 + λ‖x‖1.
Then, the Lasso problem is a particular case of the structured optimization
problem (42), provided that e.g. the feasible set of this problem is bounded
(polytope).
6.4 Linear programming
Finding a primal-dual solution of a linear cone program can also be written
in the form of a structured optimization problem (38). Indeed, let c ∈ RN , b ∈
R
m and K ⊆ RN be a closed convex cone, then we define the linear cone
programming:
min
u
〈c, u〉 s.t. Eu = b, u ∈ K, (67)
and its associated dual problem
min
v,s
〈b, v〉 s.t. ET v + s = c, s ∈ K∗, (68)
where K∗ denotes the dual cone. We assume that the pair of cone program-
ming (67)–(68) have optimal solutions and their associated duality gap is zero.
Therefore, a primal-dual solution of (67)–(68) can be found by solving the fol-
lowing convex feasibility problem, also called homogeneous self-dual embed-
ding:
find (u, v, s) such that
{
ET v + s = c, Eu = b, 〈c, u〉 = 〈b, v〉
u ∈ K, s ∈ K∗, v ∈ Rm, (69)
or, in a more compact formulation:
find x such that
{
Ax = d
x ∈ K,
where x =

uv
s

 , A =

 0 ET InE 0 0
cT −bT 0

 , d =

cb
0

, K = K × Rm × K∗. The
authors in [14] proposed solving conic optimization problems in homogeneous
self-dual embedding form using ADMM. In this paper we propose solving a
linear program in the homogeneous self-dual embedding form using the first
order methods presented above. A simple reformulation of this constrained
linear system as an optimization problem is:
min
x∈K
‖Ax− d‖2. (70)
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Denote the dimension of the variable x as n = 2N +m. Let us note that the
optimization problem (70) is a particular case of (38) with objective function
of the form f(x) = g(Ax), with g(·) = ‖ · −d‖2. Moreover, the conditions of
Theorem 8 hold provided that K = RN+ . We conclude that we can always solve
a linear program in linear time using the first order methods described in the
present paper.
6.5 Numerical simulations
We test the performance of first order algorithms described above on randomly
generated Linear Programs (67) with K = RN+ . We assume Linear Programs
with finite optimal values. Then, we can reformulate (67) as the quadratic
convex problem (70) for which f∗ = 0. We compare the following algorithms
for problem (70) (the results are given in Figures 1 and 2):
1. Projected gradient algorithm with fixed stepsize (GM): αk = ‖A‖−2 (in
this case the Lipschitz constant is Lf = ‖A‖2).
2. Fast gradient algorithm with restart (R-FGM): where c = 10−1 and we
restart when ‖AxK∗c ,j − d‖ ≤ c‖Ax0,j − d‖.
3. Exact cyclic coordinate descent algorithm (Cyclic CD):
xk+1i = arg min
xi∈Ki
‖Axi(k)− d‖2,
where Ki is either R+ or R and xi(k) = [x
k+1
1 · · ·xk+1i−1 xi xki+1 · · ·xkn]. It
has been proved in [8] that this algorithm is a particular version of the
feasible descent method (FDM) with parameters:
αk = 1, β = 1 + Lf
√
n, L = min
i
‖Ai‖2,
provided that all the columns of A are nonzeros, i.e. ‖Ai‖ > 0 for all
i = 1 : n.
The comparisons use Linear Programs whose data (E, b, c) are generated ran-
domly from the standard Gaussian distribution with full or sparse matrix E.
Matrix E has 100 rows and 150 columns in the full case and 900 rows and
1000 columns in the sparse case. Figures 1 and 2 depict the error ‖Axk − d‖.
We can observe that the gradient method has a slower convergence than the
fast gradient method with restart, but both have a linear behaviour as we
can see from the comparison with the theoretical sublinear estimates, see Fig-
ure 1. Moreover, the fast gradient method with restart is performing much
faster than the gradient or cyclic coordinate descent methods on sparse and
full Linear Programs, see Figure 2.
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