Abstract. We investigate the Cauchy problem for a nonlinear parabolic partial differential equation of Hamilton-Jacobi-Bellman type and prove some regularity results, such as Lipschitz continuity and semiconcavity, for its unique viscosity solution. Our method is based on the possibility of representing such a solution as the value function of the associated stochastic optimal control problem. The main feature of our result is the fact that the solution is shown to be jointly regular in space and time without any strong ellipticity assumption on the Hamilton-Jacobi-Bellman equation.
Introduction
We consider the following partial differential equation 
It is well-known that, under continuity and boundedness assumptions on b, σ, f and h, equation (1.1) has a unique continuous viscosity solution of at most polynomial growth v : [0, T ] × R n → R (see, for instance, [2] ). The main goal of the present article is to prove the local Lipschitz continuity and semiconcavity of the solution. We recall the following: In the literature most of the regularity results for problem (1.1) are concerned with uniformly elliptic or parabolic equations [5, 7] . For such equations solutions are expected to be smooth, even without imposing the structural assumption (1.2) . In this paper, on the contrary, attention will be focussed on degenerate parabolic equations, including the fully degenerate case of σ = 0 where our problem reduces to a first order equation. Therefore, one cannot expect solutions to be smooth and, as is well-known, semiconcavity is the maximal regularity that can be obtained, see. e.g., [1] . Moreover, due to the presence of a possibly degenerate diffusion in the stochastic differential equation associated with (1.1), such a regularity fails to hold at time T , as we shall explain later on (see Example 3.1).
The key idea of our approach is to interpret the solution of the PDE as the value function of a suitable stochastic control problem (see e.g. [3, 8] ), and then use fine properties of the associated control system to derive Lipschitz continuity and semiconcavity. Moreover, we obtain Lispschitz and semiconcavity constants for the solution that are independent of the specific stochastic control problem that was chosen to represent the solution of (1.1).
The main novelty of this article lies in the fact that the solution is shown to possess the same regularity with respect to both variables x and t (for t = T ). Indeed, for our problem, the Lipschitz continuity or semiconcavity of the solution just with respect to space variables has been obtained:
(a) in [3] and [8] , using the representation of the solution of (1.1) as the value function of the associated stochastic control problem, and (b) in [4] , by comparison arguments for viscosity solutions of Hamilton-Jacobi equations.
On the other hand, the above results only ensure space regularity, as we have already mentioned. In this paper, on the contrary, we are interested in joint space-time regularity which is an essentially new property in the present context because, in the stochastic case, time and space variables often play a different role. Indeed, although our starting point is the same representation formula for the solution of (1.1) as in (a), then we need to introduce a suitable change of time in the underlying Brownian motion and derive nontrivial estimates for the resulting stochastic integrals in order to prove our result. Let us now explain how our paper is organized. In Sect. 2, we give our assumptions and describe the optimal stochastic control problem associated to (1.1). Section 3 is devoted to the study of the Lipschitz regularity of the solution while Sect. 4 investigates semiconcavity.
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Stochastic optimal control problem
Let T > 0 be a fixed time horizon, let U be a metric space-the control spaceand let (Ω, F, P) be a complete probability space. For any (s, y) ∈ [0, T ) × R n , consider the state equation
governed by an m-dimensional Brownian motion W and a control process u. For any s ∈ [0, T ), we define U w [s, T ] to be the set of all pairs ν = (W (·), u(·)) satisfying the following: 
. Under standard assumptions, that will be explicitly recalled below, for any y ∈ R n Eq. (2.3) admits a unique solution x(·). Then, for any (s, y)
and the corresponding value function
We underline that the mathematical expectation E in (2.4) is taken with respect to probability measure P. Let us now introduce some assumptions.
(S1) U is a complete separable metric space. 
Under assumptions (S1) and (S2), for any (s, y)
3) admits a unique solution x(·) and the cost functional (2.4) is well-defined. We also recall that V is the unique continuous viscosity solution of (1.1) with at most polynomial growth (see [2, 3, 8] ). The results of our paper remain valid under linear growth conditions but, for simplicity, here we prefer to restrict the analysis to the bounded case.
Lipschitz continuity
The fact that, under assumption (S1) and (S2), the solution to (1.1) ought to be jointly Lipschitz continuous in (t, x) is somewhat expected in the literature, see, e.g., [4, 6] . On the other hand, some care is needed to give a precise Lipschitz regularity result for V , as our next example shows. The theorem below completes the analysis of the Lipschitz regularity of V .
Theorem 3.2. Under assumptions (S1) and (S2) the value function V is Lipschitz continuous in
We give a complete proof of the above theorem using a technique that is similar-yet simpler-to the one that will be needed later for semiconcavity.
Proof. We remark that K, during the proof, denotes a generic constant, that may differ at different places.
Let us fix δ > 0, and let (s 1 , y 1 ) and
We have to show that
for some constant
Now, let us consider the change of time
Observe thatτ (t) is constant, more preciselẏ
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Define u 1 (t) = u 0 (τ (t)), and denote by x 1 (t) the solution of
where
Next, the very definition of V yields
By the change of variable r = τ (t) in the first integral above we obtain, setting
Recalling that f (t, x, u) and h(x) are bounded and Lipschitz, we have
So, the conclusion (3.7) will follow from the estimates
and
Proof of (3.12). In view of (3.10) and (3.6) we have
which in turn yields (3.12).
Proof of (3.13) . By the definition of τ (t) and assumption (3.6) we obtain
Proof of (3.14) . Recalling the definition ofx 1 (r) we conclude that
Since b(t, x, u) and σ(t, x, u) are bounded Lipschitz functions,
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Finally, Gronwall's Lemma yields
From the latter estimate, (3.14) easily follows. proof[Proof of (3.15)] Owing to (3.16),
This yields (3.15) and completes the proof.
Semiconcavity
Theorem 4.1. In addition to (S1) and (S2), assume:
and σ t,x satisfying, for some constant ≥ 0,
for all t, s ∈ [0, T ], all x, y ∈ R n , and all u ∈ U .
Then the value function V is semiconcave in
Proof. Once again K will denote a generic constant, that may differ from line to line. Let δ > 0 be fixed and let (
We only have to show that, for some constant C ≥ 0 and all λ ∈ [0, 1],
Let x λ (·) be the solution of the Cauchy problem
Now, for i = 0, 1 consider the time changes
and note thatτ i (t) is constant, withτ
Finally, define u i (t) = u λ (τ i (t)) and let x i (t) be the solution of the problem
where W i (t) = 1/τ i W (τ i (t)).
R. Buckdahn et al. NoDEA
By the very definition of V , we then have:
In the first two integrals above let us apply the change of variables r = τ i (t), defined by (4.20). Then, forx i (r) .
By the semiconcavity and Lipschitzianity of f and h we obtain
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Now, the technical lemmas below will provide all the estimates that are needed to complete the proof.
Lemma 4.2. The following estimates hold true:
Proof of Lemma 4.2. We first observe that directly from the definitions of τ i andλ i it follows that
That proves (4.23). Inequality (4.25) can be checked by a straightforward computation that we omit.
Proof of (4.24). By the definition ofx i , i = 0, 1, and a change of variables we have
Hence, owing to the Lipschitz continuity and boundedness of b and σ,
Using (4.23) and standard estimates, we obtain
Finally, thanks to Gronwall's Lemma, we deduce that
which, in view of (4.30), gives the desired estimate (4.24).
Proof of (4.26). this result is a direct consequence of inequality (4.31) and the fact thatx i (T ) = x i (T ), i = 0, 1.
Proof of (4.27). such an estimate can be deduced from the much more technical Lemma 4.3 given at the end of the present section.
Proof of (4.28). from the fact thatx i and x i coincide at T , for i = 0, 1, we obtain
Thus, by the definition ofλ i , i = 0, 1,
Then, applying Hölder's inequality and taking into account (4.31) as well as (4.32) in Lemma 4.3 we infer that the latter estimate is dominated by
This proves (4.28).
The above proof is completed by the following.
Lemma 4.3. Under our standard hypothesis we have
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Proof of Lemma 4.3. Recalling the definition ofx λ ,λ 1 andλ 0 we havẽ
Taking the expectation of the square and using the Hölder as well as the Burkholder inequality we obtain
In our next computations we will obtain suitable bounds for the terms in the right-hand side of the above inequality. This will be achieved by the following three estimates:
Proof of (4.34). This is obtained by the following straightforward computation
Proof of (4.35). Hereafter, to simplify the notation, we will omit the dependence of functions on the independent variable: we will write, for instance,
instead of x λ (ρ). We also define Λ = λτ
0 /Λ, and we introduce the following notation
Then, by assumption (S3) we have, recalling (4.29) and (4.25),
Thus, from
we get
In view of (4.31) we obtain
Consequently, using again (4.31)
which in turn proves (4.35).
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Proof of (4.36). Let us defineΛ = λτ From now on, we proceed in the same way as in the proof of (4.35), using first the regularity assumption (S3) and the boundedness of σ, and then equations Consequently, from the estimates in the proof of (4.35)
This completes the proof of (4.36).
