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Abstract
The notion of a tridiagonal pair was introduced by Ito, Tanabe and Terwilliger. Let V
denote a nonzero finite dimensional vector space over a field F. A tridiagonal pair on V is
a pair (A,A∗), where A : V → V and A∗ : V → V are linear transformations that satisfy
some conditions. Assume (A,A∗) is a tridiagonal pair on V . Recently Terwilliger and Vidunas
showed that if A is multiplicity-free on V , then (A,A∗) satisfy the following “Askey–Wilson
relation” for some scalars β, γ , γ ∗, , ∗, ω, η, η∗.
A2A∗ − βAA∗A+ A∗A2 − γ (AA∗ + A∗A)− A∗ = γ ∗A2 + ωA+ ηI,
A∗2A− βA∗AA∗ + AA∗2 − γ ∗(A∗A+ AA∗)− ∗A = γA∗2 + ωA∗ + η∗I.
In the paper, we show that, if a tridiagonal pair (A,A∗) satisfy the Askey–Wilson relations,
then the eigenspaces of A and the eigenspaces of A∗ have one common dimension, and more-
over if F is algebraically closed then that common dimension is 1.
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1. Introduction
The notion of a tridiagonal pair was introduced by Ito, Tanabe and Terwilliger,
that is defined as follows.
Definition 1.1 [1]. Let V denote a nonzero finite dimensional vector space over a
field F. By a tridiagonal pair on V , we mean a pair (A,A∗), where A : V −→ V
and A∗ : V −→ V are linear transformations that satisfy the following conditions.
(i) A and A∗ are both diagonalizable on V .
(ii) There exists an ordering V0, V1, . . . , Vd of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 (0  i  d),
where V−1 = 0, Vd+1 = 0.
(iii) There exists an ordering V ∗0 , V ∗1 , . . . , V ∗δ of the eigenspaces of A∗ such that
AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 (0  i  δ),
where V ∗−1 = 0, V ∗δ+1 = 0.
(iv) There is no subspace W of V such that both AW ⊆ W , A∗W ⊆ W , other than
W = 0 and W = V .
Remark 1.2. With reference to Definition 1.1, it is known that d = δ and dimVi =
dimV ∗i (0  i  d) [1–Lemma 4.5 and Corollary 5.7].
Throughout this paper, let (A,A∗) denote a tridiagonal pair on a vector space V
over a field F.
The notion of a Leonard pair was introduced by Terwilliger [3]. A Leonard pair
(A,A∗) coincides with a tridiagonal pair such that each eigenspace of A is one
dimensional. Recently Terwilliger and Vidunas [4–Theorem 1.5] showed that every
Leonard pair (A,A∗) satisfies the following relations for some scalars β, γ , γ ∗, ,
∗, ω, η, η∗.
A2A∗ − βAA∗A+ A∗A2 − γ (AA∗ + A∗A)− A∗ = γ ∗A2 + ωA+ ηI,
(1)
A∗2A− βA∗AA∗+ AA∗2− γ ∗(A∗A+ AA∗)− ∗A = γA∗2+ ωA∗ + η∗I.
(2)
These relations are the Askey–Wilson relations, which was introduced by Zhedanov
[5].
In the present paper, we prove the following results.
Theorem 1.3. Suppose
A2A∗ − βAA∗A+ A∗A2 − γ (AA∗ + A∗A)− A∗ = p(A) (3)
K. Nomura / Linear Algebra and its Applications 397 (2005) 99–106 101
holds for some polynomial p(x) in F[x], and for some scalars β, γ,  in F. The
eigenspaces of A and the eigenspaces of A∗ all have one common dimension.
Theorem 1.4. With reference to Theorem 1.3, assume either F is algebraically
closed or q is not a root of unity, where β = q + q−1. Then the eigenspaces of A
and the eigenspaces of A∗ all have dimension 1.
Observe that the right side of (1) is a polynomial in A, so that Theorem 1.4 gives
the “converse” of [4–Theorem 1.5].
Corollary 1.5. Suppose F is algebraically closed. Then the following are equiva-
lent.
(i) (A,A∗) is a Leonard pair on V.
(ii) A, A∗ satisfy the relations (1), (2) for some scalars β, γ, γ ∗, , ∗, ω, η, η∗.
In Section 2, we recall some basic facts about the “split decomposition” given in
[1]. The proofs of Theorems 1.3 and 1.4 will be given in Section 3.
2. The split decomposition
Let θ0, θ1, . . . , θd (respectively θ∗0 , θ∗1 , . . . , θ∗d ) denote an ordering of the eigen-
values of A (respectively A∗) such that the corresponding eigenspaces V0, V1, . . . ,
Vd (respectively V ∗0 , V ∗1 , . . . , V ∗d ) satisfies the condition (ii) (respectively (iii)) in
Definition 1.1.














Lemma 2.1 [1]. The space V is decomposed as
V = U0 + U1 + · · · + Ud (direct sum). (5)
The decomposition given in (5) is called the split decomposition.
Lemma 2.2 [1, Corollary 5.7]. For 0  i  d,
dimVi = dimV ∗i = dimUi.
Let Fi : V → Ui denote the projection with respect to the direct sum (5). Then
for 0  i, j  d ,
F0 + F1 + · · · + Fd = I, F 2i = Fi, FiFj = 0 if i /= j. (6)
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θiFi, L = A∗ −
d∑
i=0
θ∗i Fi . (7)
Lemma 2.3 [1, Corollary 6.3]
(i) RUi ⊆ Ui+1 (0  i  d − 1), RUd = 0.
(ii) LUi ⊆ Ui−1 (1  i  d), LU0 = 0.
Lemma 2.4 [1, Lemma 6.4]
(i) RFi = Fi+1R (0  i  d − 1), RFd = 0, F0R = 0.
(ii) LFi = Fi−1L (1  i  d), LF0 = 0, FdL = 0.
Lemma 2.5 [1, Lemma 7.1]
(i) FiAFi = θiFi (0  i  d).
(ii) Fi+1AFi = RFi (0  i  d − 1).
(iii) FjAFi = 0 if j ∈ {i, i + 1} (0  i, j  d).
Lemma 2.6 [1, Lemma 7.2]
(i) FiA∗Fi = θ∗i Fi (0  i  d).
(ii) Fi−1A∗Fi = LFi (1  i  d).
(iii) FjA∗Fi = 0 if j ∈ {i, i − 1} (0  i, j  d).
Lemma 2.7 [1, Lemma 6.5]. For 0  i  d, the following hold.
(i) The restriction Ri |U0 : U0 −→ Ui is an injection.
(ii) The restriction Li |Ud : Ud −→ Ud−i is an injection.
Any product FiB1B2 · · ·BnFi , where each Bj is taken from A, A∗, can be repre-
sented as a sum of terms of the form C1C2 · · ·CnFi , where each Cj is taken from R,
L, θ0, . . . , θd , θ∗0 , θ∗1 , . . . , θ∗d [1] Lemma 7.3. We display this fact by an example.
Example 2.8. For 0  i  d , we have
FiAA
∗Fi = RLFi + θiθ∗i Fi .
Proof. We calculate as follows by using (6) and Lemmas 2.4–2.6. We assume 1 
i  d − 1. In the case of i = 0 or i = d , some terms will vanish.
FiAA
∗Fi=FiA(F0 + F1 + · · · + Fd)A∗Fi
=FiA(F0A∗Fi + F1A∗Fi + · · · + FdA∗Fi)
=FiA(Fi−1A∗Fi + FiA∗Fi)
=FiA(LFi + θ∗i Fi) = FiA(Fi−1L+ θ∗i Fi)
=FiAFi−1L+ θ∗i FiAFi = RFi−1L+ θ∗i θiFi
=RLFi + θiθ∗i Fi . 
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Lemma 2.9. Let W denote a subspace of V. Suppose that RW ⊆ W,LW ⊆ W and
FiW ⊆ W (0  i  d). Then W = 0 or W = V.
Proof. Observe that A and A∗ are represented as linear combinations of R, L, Fi
(0  i  d) by (7), so that AW ⊆ W and A∗W ⊆ W . Now the result follows from
Definition 1.1 (iv). 
3. Proof of Theorems 1.3 and 1.4
Let β, γ ,  denote scalars in F, and let C denote the left side of (3);
C = A2A∗ − βAA∗A+ A∗A2 − γ (AA∗ + A∗A)− A∗. (8)
We assume C = p(A) for some polynomial p(x) in F[x].
Let V0, V1, . . . , Vd (respectively V ∗0 , V ∗1 , . . . , V ∗d ) denote an ordering of the ei-
genspaces of A (respectively of A∗) which satisfies the condition (ii) (respectively
(iii)) in Definition 1.1. Let θ0, θ1, . . . , θd (respectively θ∗0 , θ∗1 , . . . , θ∗d ) denote the
corresponding eigenvalues of A (respectively A∗). Observe that θ0, θ1, . . . , θd are
mutually distinct. For notational convenience, we set θ−1 = 0 and θd+1 = 0. Let U0,
U1, . . . , Ud denote the subspaces of V defined by (4), and let Fi : V → Ui denote
the projection with respect to the direct sum (5). Let R and L denote the raising map
and the lowering map defined by (7).
Lemma 3.1. For 0  r  d,
((1 − β)θr + θr−1 − γ )RLFr + ((1 − β)θr + θr+1 − γ )LRFr = εrFr , (9)
where
εr = p(θr)− (2θ2r − βθ2r − 2γ θr − )θ∗r . (10)
Proof. We calculate each side of FrCFr = Frp(A)Fr using (6) and Lemmas 2.4–
2.6 as in Example 2.8. The terms of FrCFr become as follows:
FrA
2A∗Fr=(θr + θr−1)RLFr + θ2r θ∗r Fr ,
FrA
∗A2Fr=(θr + θr−1)LRFr + θ2r θ∗r Fr ,
−βFrAA∗AFr=−β(θrRLFr + θrLRFr + θ2r θ∗r Fr),
−γFrAA∗Fr=−γ (RLFr + θrθ∗r Fr),
−γFrA∗AFr=−γ (LRFr + θrθ∗r Fr),
−FrA∗Fr=−θ∗r Fr .
Substituting each term of FrCFr by the right side of the above,
FrCFr=(θr + θr−1 − βθr − γ )RLFr + (θr + θr+1 − βθr − γ )LRFr
+ (2θ2r − βθ2r − 2γ θr − )θ∗r Fr .
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On the other hand,
Frp(A)Fr = p(θr)Fr .
Now (9) follows. 
Lemma 3.2. For 2  i  d,
γ = θi − βθi−1 + θi−2. (11)
Proof. Observe that [A,C] = AC − CA = 0 since C = p(A). Now (11) follows
from [1–Lemmas 9.3, 8.5]. 
Corollary 3.3. For 1  r  d − 1,
(θr − θr+1)RLFr − (θr−1 − θr)LRFr = εrFr , (12)
with εr given by (10).
Proof. Follows from Lemmas 3.1 and 3.2. 
Lemma 3.4. For 0  i  d − 1, the following hold.
(i) The restriction R|Ui : Ui −→ Ui+1 is a bijection.
(ii) The restriction L|Ui+1 : Ui+1 −→ Ui is a bijection.
Proof. (i) Set Wi = RiU0 (0  i  d) and W =∑di=0 Wi . Observe that the res-
tricion R|Wi : Wi −→ Wi+1 is a bijection by Lemma 2.7. We show LWi+1 ⊆ Wi
(0  i  d − 1) by induction. Clearly this holds for i = 0. Suppose 1  i  d − 1,
and pick any vector v in Wi+1. Then there exists a vector w in Wi such that Rw = v.
Set u = Lw, and observe that u is in Wi−1 by induction, so that Ru is contained in
Wi . Applying (12) to w, we get
(θi − θi+1)Ru− (θi−1 − θi)Lv = εiw.
Since w ∈ Wi , Ru ∈ Wi and θi−1 − θi /= 0, Lv must be contained in Wi . Thus
LWi+1 ⊆ Wi(0  i  d − 1), and this implies LW ⊆ W . We have also RW ⊆ W
and FiW ⊆ W (0  i  d) by construction. These imply W = V by Lemma 2.9, so
we get Wi = Ui (0  i  d). Now (i) follows.
(ii) Similar to the proof of (i). 
Proof of Theorem 1.3. Follows from Lemmas 2.2 and 3.4. 
Lemma 3.5. If at least one of the following hold, then Ui has dimension 1(0  i 
d).
(i) There exists an eigenvector of LR in U0.
(ii) There exists an eigenvector of RL in Ud.
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Proof. (i) Let w denote an eigenvector of LR in U0, and set wi = Riw (0  i  d).
Observe that wi /= 0 by Lemma 2.7. Let Wi denote the subspace of Ui spanned by
wi (0  i  d), and set W =∑di=0 Wi . We will show that LWi+1 ⊆ Wi (0  i 
d − 1) by induction. This holds for i = 0 since Lw1 = LRw0 and w0 = w is an
eigenvector of LR. Suppose 1  i  d − 1. Observe that Lwi is contained in Wi−1
by induction, so that RLwi is contained in Wi . Applying (12) to wi , we get
(θi − θi+1)RLwi − (θi−1 − θi)Lwi+1 = εiwi.
This implies Lwi+1 ∈ Wi since wi ∈ Wi , RLwi ∈ Wi and θi−1 − θi /= 0. We
have shown LWi+1 ⊆ Wi (0  i  d − 1), so that LW ⊆ W . Observe that RW ⊆
W and FiW ⊆ W (0  i  d) by construction. These imply W = V by Lemma 2.9,
so we get Wi = Ui (0  i  d), and (i) follows.
(ii) Similar to the proof of (i). 
Lemma 3.6. Suppose q is not a root of unity, where β = q + q−1. Then at least
one of the following two scalars is nonzero.
(1 − β)θ0 + θ1 − γ, (1 − β)θd + θd−1 − γ.
Proof. Suppose (1 − β)θ0 + θ1 − γ = 0. We will show (1 − β)θd + θd−1 − γ /=
0. Observe that
θ1=(q + q−1 − 1)θ0 + γ,
θi=(q + q−1)θi−1 − θi−2 + γ (2  i  d),
where the second relation comes from (11). Solving the three-terms reccurence,
θi=
(
γ q + (q − 1)2θ0




γ q + (q − 1)2θ0
(q − 1)2(q + 1)
)
q−i − γ q
(q − 1)2 ,
so we get
(1 − β)θd + θd−1 − γ = (q
2d+2 − 1)(γ q + (q − 1)2)θ0
qd+1(q2 − 1) .
Substituting γ by (1 − q − q−1)θ0 + θ1, this becomes
(1 − β)θd + θd−1 − γ = (q
2d+2 − 1)(θ0 − θ1)
qd(q2 − 1) .
The right side of the above equation is nonzero, since θ0 /= θ1 and q is not a root
of unity. 
Lemma 3.7. Suppose q is not a root of unity, where β = q + q−1.
(i) If (1 − β)θ0 + θ1 − γ /= 0, then every nonzero vector in U0 is an eigenvector
of LR.
(ii) If (1 − β)θd + θd−1 − γ /= 0, then every nonzero vector inUd is an eigenvector
of RL.
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Proof. (i) Pick any nonzero vector v in U0. Applying (9) to v, we get
((1 − β)θ0 + θ1 − γ )LRv = ε0v. (13)
Since the coefficient of LRv is nonzero, LRv is a scalar multiple of v.
(ii) Similar to the proof of (i). 
Proof of Theorem 1.4. If F is algebraically closed, then there exists an eigenvec-
tor of LR in U0, so each Ui has dimension 1 by Lemma 3.5. If q is not a root
of unity, then at least one of the two scalars in Lemma 3.6 is nonzero, so each Ui
has dimension 1 by Lemmas 3.7 and 3.5. Now the assertion follows from Lemma
2.2. 
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