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Sommario
Nella seguente tesi viene sviluppato un modello matematico adatto alla descrizio-
ne del comportamento di un gas di Fermi debolmente interagente, disaccoppiato,
in un Universo in espansione secondo la teoria di Friedmann-Robertson-Walker.
Vengono inoltre discusse brevemente alcune applicazioni a temi di attuale interesse
cosmologico.
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Introduzione
Al giorno d’oggi la teoria piu` accreditata riguardo l’origine degli elementi nell’U-
niverso primordiale e` quella della nucleosintesi primordiale. Uno dei punti centrali
di questa teoria e` che l’Universo in origine avesse una temperatura molto elevata
(di gran lunga maggiore rispetto a quella attuale), all’interno del quale le particel-
le del modello standard si mantenevano tutte all’equilibrio termodinamico le une
con le altre, allo stato di plasma. Questo e` cio` che viene comunemente detto pla-
sma primordiale. Fatto ormai ben noto, e ampiamente verificato dal punto di vista
sperimentale, e` che la dinamica del nostro Universo presenta un comportamento di
espansione accelerata. Questo, come vedremo, implica che a seguito di tale espan-
sione la temperatura del plasma primordiale vada via via decrescendo. A seguito di
cio` ovviamente l’energia termica associata alle particelle nel plasma diminuisce, ren-
dendo impossibili alcuni dei processi responsabili del mantenimento dell’equilibrio
termodinamico. All’aumentare di questo effetto quindi i processi di interazione di
una determinata specie particellare vanno diminuendo, fino ad arrivare ad un’instan-
te detto disaccoppiamento. In tale istante la particolare specie particellare indagata
lascia lo stato di equilibrio termico e continua a vagare per l’Universo in espansione
senza essere piu` vincolata dai processi di interazione alle altre particelle. Proprio
grazie al disaccoppiamento di particolari tipi di particelle hanno avuto origine le
radiazioni cosmiche di fondo che oggi permeano tutto l’Universo e ci danno infor-
mazioni molto importanti sui suoi primi istanti di vita, dato che esse mantengono le
informazioni termodinamiche relative all’ultimo istante in cui si sono trovate all’equi-
librio, opportunamente riscalate a seguito dell’espansione. E` di particolare interesse
quindi lo studio delle statistiche dei gas di particelle dopo il disaccoppiamento in
un Universo in espansione. In questo lavoro ci si propone quindi di arrivare alla
formulazione di un modello dal quale si possano estrarre previsioni teoriche sulle
osservabili di tali gas disaccoppiati durante la progressiva espansione dell’Universo,
Organizzazione del materiale
Il lavoro risulta composto di quattro capitoli che riportano quanto segue.
Nel primo capitolo viene sviluppato il modello di Universo di Friedmann-Robertson-
Walker assumendo come sola ipotesi il principio cosmologico. La costruzione riporta-
ta e` di stampo particolarmente geometrico e sfrutta in modo particolare le proprieta`
degli spazi massimamente simmetrici. Nella parte iniziale del capitolo viene intro-
dotto il formalismo matematico necessario, mentre nella seconda parte si passa allo
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studio della dinamica dell’Universo implementando le simmetrie introdotte dal prin-
cipio cosmologico nella risoluzione delle equazioni di campo di Einstein.
Nel secondo capitolo viene esposta una riformulazione dei principali aspetti della
teoria cinetica nel caso in cui essa venga utilizzata nell’Universo in espansione, e
quindi in uno spazio con proprieta` geometriche non ordinarie. In tutto il capitolo
si assume di trattare gas di particelle in condizioni di equilibrio. Nella parte finale
viene introdotta l’equazione di Boltzmann, uno degli strumenti fondamentali per lo
studio dell’evoluzione delle funzioni di distribuzione, tramite la quale si possono ot-
tenere importanti risultati sullo studio della densita` di numero delle particelle prima
e dopo il disaccoppiamento.
Nel terzo capitolo ci particolarizzeremo allo studio dei gas di fermioni. Verran-
no studiati prima gas di particelle di massa nulla e poi la discussione verra` estesa,
con tecniche analoghe, al caso di gas di particelle massive. La costruzione avverra`
gradualmente studiando prima alcuni casi particolari semplici (gas degeneri e gas di
potenziale chimico minimo), per arrivare poi allo studio del caso generale.
Nel quarto capitolo vengono brevemente esposte due applicazioni del modello
sviluppato in questo lavoro. La prima, lo studio della velocita` residua delle par-
ticelle della Cosmic Neutrino Background, e` di interesse prettamente cosmologico.
La seconda invece, lo studio della densita` dello spazio delle fasi di gas di fermioni,
puo` avere importanti risvolti anche in altre branche della fisica come la fisica della
materia.
Convenzioni e notazioni utilizzate
Gli indici greci solitamente verranno supposti variare da 0 a 3 come di uso comune
in ambito relativistico, oppure in dimensioni piu` generale. Gli indici latini invece
verranno supposti variare da 1 a 3 e verranno utilizzati in riferimento alle componenti
spaziali di quadrivettori (a meno di diversa indicazione). Le grandezze vettoriali
verranno indicate in grassetto, ad esempio: v e` un vettore. In tutta la trattazione
inoltre lavoreremo in un sistema di unita` di misura naturali nel quale si sono posti
c = ~ = kB = 1 .
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Capitolo 1
Universo di
Friedmann-Robertson-Walker
In questo primo capitolo vogliamo dare una descrizione geometrica dell’Universo ar-
rivando alla formazione di un modello matematico, quello che viene detto modello
cosmologico di Friedmann-Robertson-Walker (FRW), il quale svolgera` la funzione
di sistema in background ad una riformulazione delle leggi della fisica su scala co-
smologica. Le assunzioni sulle quali si fonda tale modello sono originate da un’i-
dealizzazione della reale distribuzione delle galassie e degli oggetti cosmici in esse
contenuti. Tale idealizzazione porta all’introduzione di simmetrie, le quali, introdot-
te nelle equazioni di campo di Einstein ne semplificano la risoluzione, consentendoci
di formulare previsioni concrete. Le simmetrie introdotte nel nostro modello sono
tutte riunite in quello che e` oggi noto come principio cosmologico.
1.1 Principio cosmologico
Il principio cosmologico nasce come conseguenza del principio copernicano, ovvero:
La Terra non e` in una posizione centrale o di particolare privilegio
nell’Universo.
Dopo l’avvento della teoria della relativita` di Einstein si rese necessaria un’estensione
di tale principio. A seguito di essa infatti, nello studio della fisica, assunsero un ruolo
centrale i concetti di uomo come osservatore e di sistema di riferimento, tanto che
l’identificazione della Terra come sistema di riferimento privilegiato divenne presto
obsoleta. Si arrivo` cos`ı ad una riformulazione del principio copernicano compatibile
con le innovazioni introdotte da tale teoria, che recita quanto segue:
Ogni osservatore comovente, a tempo fissato (nel proprio sistema di
riferimento), osserva l’Universo essere spazialmente omogeneo ed
isotropo.
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In questa nuova formulazione con osservatore comovente si intende un osservatore
solidale (almeno mediamente) con la sorgente della geometria dell’Universo. Nel mo-
dello che svilupperemo un osservatore si dira` comovente se solidale al fluido cosmico.
Vedremo infatti che l’Universo, nella sua interezza, puo` essere assimilato ad un fluido
perfetto1 le cui particelle sono rappresentate dalle galassie che lo popolano, legate tra
loro dall’interazione gravitazionale. L’omogeneita` e l’isotropia richieste invece sono
riferite alla distribuzione di massa/energia su grande scala, ossia osservando l’Uni-
verso con bassa risoluzione spaziale. L’isotropia dell’Universo e` suffragata da diverse
osservazioni, tra le piu` importanti va ricordata l’isotropia della CMB2 che presenta
in ogni direzione una distribuzione dello spettro di frequenze compatibile con quello
della radiazione di un corpo nero alla temperatura di 2.72548 K [9]. L’omogeneita`
invece va assunta d’ufficio poiche´ puo` essere verificata solo su piccole scale spaziali,
a causa delle nostre limitatissime capacita` di esplorazione diretta dell’Universo. A
priori, infatti, nulla ci garantisce che la nostra descrizione della fisica sia consisten-
te in tutto l’Universo. Oltre il nostro orizzonte cosmologico, ad esempio, potrebbe
essere completamente diversa senza che noi possiamo osservarne una prova tangi-
bile. La consistenza di tale ipotesi va allora ricercata nell’accordo tra le previsioni
teoriche del modello su essa sviluppato e le osservazioni sperimentali. Come abbia-
mo detto tale principio introduce delle simmetrie che risultano essere l’invarianza
traslazionale, per quanto riguarda l’omogeneita`, e quella rotazionale, per quanto ri-
guarda l’isotropia. Cio` che ci proponiamo di fare ora e` di tradurre in un liguaggio
matematico rigoroso il principio cosmologico e di mostrare quali semplificazioni tale
principio comporti all’interno delle equazioni di campo di Einstein.
1.2 Simmetrie su varieta` differenziabili
In relativita` generale lo spaziotempo viene rappresentato tramite una varieta` loren-
tziana 4-dimensionale: un particolare tipo di varieta` pseudo-riemanniana sulla quale
e` definito un tensore metrico di segnatura (1, 3). Al fine di introdurre le simmetrie
sopracitate su di una tale struttura, ci proponiamo di studiare le principali proprieta`
delle varieta` (pseudo-)riemanniane in presenza di simmetrie della metrica.
1.2.1 Vettori di Killing
Il primo problema che ci si pone di fronte e` il seguente: come possiamo utilizzare
le simmetrie di un dato spazio metrico3 per trarre informazioni sulla metrica, se
necessitiamo della metrica stessa per stabilire un sistema di coordinate in cui definire
le simmetrie? Il modo di uscire da questo stallo e` quello di trovare un linguaggio che
1Fluidi con coefficienti di viscosita` e scambio termico nulli. Vengono caratterizzati da un campo
di velocita` costante e da diverse quantita` scalari tra le quali menzioniamo la densita` di massa/energia
ρ, e la pressione isotropa P .
2Cosmic Microwave Background.
3Tutta la discussione che segue puo` essere formulata nel modo piu` debole possibile in termini di
spazi metrici [14]. Noi tuttavia faremo una richiesta piu` forte e la formuleremo in termini di varieta
(pseudo-)riemanniane dato che per ulteriori sviluppi necessiteremo della nozione di differenziale.
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ci permetta di descrivere le simmetrie in modo covariante, ovvero indipendentemente
dal sistema di coordinate scelto.
Definizione 1.2.1. Una metrica gµν (x) e` detta forma invariante sotto una data
trasformazione di coordinate xµ → x′µ, quando la metrica nel nuovo sistema di
coordinate g′µν (x′) ha la stessa espressione analitica della metrica originale, ovvero:
g′µν (y) = gµν (y) , ∀y . (1.2.1)
Fissato un punto della varieta` possiamo scrivere la seguente relazione tra la metrica
nel sistema x e quella nel sistema x′:
g′µν
(
x′
)
=
∂xρ
∂x′µ
∂xσ
∂x′ν
gρσ (x) ,
o, equivalentemente
gµν (x) =
∂x′ρ
∂xµ
∂x′σ
∂xν
g′ρσ
(
x′
)
.
Quando e` valida la condizione 1.2.1, possiamo sostituire g′ρσ (x′) con gρσ (x′) otte-
nendo la seguente riscrittura della condizione di invarianza in forma di una metrica:
gµν (x) =
∂x′ρ
∂xµ
∂x′σ
∂xν
gρσ
(
x′
)
. (1.2.2)
Definizione 1.2.2. Ogni trasformazione di coordinate xµ → x′µ che soddisfa la
condizione 1.2.2 e` detta isometria per la metrica gµν (x).
In generale risulta molto complicato verificare la condizione 1.2.2 per un’arbitraria
trasformazione di coordinate, tuttavia un caso in cui quest’analisi risulta molto
semplificata e` quello delle trasformazioni infinitesime
x′µ = xµ + εξµ (x) , |ε|  1 . (1.2.3)
Vogliamo ora determinare quali restrizioni sulla metrica ci assicurino che la 1.2.3 sia
effettivamente un’isometria. Osserviamo innanzitutto che
gµν
(
x′
)
= gµν (x+ εξ (x))
= gµν (x) + εξ
λ (x)
∂gµν
∂xλ
(x) + o (ε) , (1.2.4)
la 1.2.2 scritta per la trasformazione infinitesima 1.2.3, arrestata al secondo ordine
in ε, porge allora
gµν =
(
δρµ + ε
∂ξρ
∂xµ
)(
δσν + ε
∂ξσ
∂xν
)(
gρσ + εξ
λ∂gρσ
∂xλ
+ o (ε)
)
= gµν + ε
(
ξλ
∂gµν
∂xλ
+ gµσ
∂ξσ
∂xν
+ gρν
∂ξρ
∂xµ
)
+ o (ε) .
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Dalla quale si ottiene quindi la seguente condizione:
ξλ
∂gµν
∂xλ
+ gµσ
∂ξσ
∂xν
+ gρν
∂ξρ
∂xµ
= 0 , (1.2.5)
che riscritta in termini delle componenti covarianti ξα = gαβξ
β porge
0 =
∂ξµ
∂xν
+
∂ξν
∂xµ
+ ξλ
(
∂gµν
∂xλ
− ∂gµλ
∂xν
− ∂gνλ
∂xµ
)
=
∂ξµ
∂xν
+
∂ξν
∂xµ
− 2ξσΓσµν .
Ricordando poi la definizione di derivata covariante4 di un vettore su una varieta`
(pseudo-)riemanniana, si ottiene la forma piu` compatta
∇νξµ +∇µξν = 0 . (1.2.6)
Definizione 1.2.3. Ogni campo quadrivettoriale ξµ (x) che soddisfa la 1.2.6 viene
detto vettore di Killing per la metrica gµν (x).
E` facile osservare ora che il problema della determinazione delle simmetrie infinitesi-
me di una data metrica e` ora ridotto alla determinazione dei vettori di Killing di tale
metrica. Volendo essere rigorosi in realta`, osservando che ogni combinazione lineare
(con coefficienti costanti) di vettori di Killing e` ancora un vettore di Killing, sarebbe
piu` corretto dire che e` l’intero spazio vettoriale generato dai vettori di Killing della
metrica che ne individua tutte le isometrie infinitesime. La condizione 1.2.6 in realta`
e` molto piu` restrittiva di quanto sembra, infatti tramite essa e` possibile determinare
l’intero campo ξµ (x) solamente tramite la conoscenza di ξµ (x0) e ∇νξµ (x0) valutate
in un qualunque punto x0 della varieta` [14]. Da questo fatto si arriva poi al seguente
Lemma 1.2.1. In una varieta` (pseudo-)riemanniana n-dimensionale possono esi-
stere al piu` n (n+ 1) vettori di Killing linearmente indipendenti (con coefficienti
costanti).
Possiamo ora definire in linguaggio matematico rigoroso le proprieta` di omogeneita`
e isotropia imposte dal principio cosmologico sulla parte spaziale dello spaziotempo.
Definizione 1.2.4. Una varieta` (pseudo-)riemanniana e` detta omogenea se esistono
isometrie infinitesime tali da poter trasportare un qualunque punto fissato x0 in ogni
altro punto appartenente ad un suo intorno. Devono quindi esistere abbastanza
vettori di Killing tali da assumere qualunque valore in ogni punto della varieta`. In
4La derivata covariante di un generico campo tensoriale Tµ1µ2···µmν1ν2···νn e` definita come segue [1]:
∇σTµ1µ2···µmν1ν2···νn = ∂σTµ1µ2···µmν1ν2···νn +
+ Γµ1σλT
λµ2···µm
ν1ν2···νn + Γ
µ2
σλT
µ1λ···µm
ν1ν2···νn + · · · −
− Γλσν1Tµ1µ2···µmλν2···νn − Γ
λ
σν2T
µ1µ2···µm
ν1λ···νn − · · · ,
nella quale i Γkij sono i simboli di Christoffel della metrica.
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particolare, in una varieta` n-dimensionale possiamo definire un insieme di n vettori
di Killing ξ
(λ)
µ (x;x0), tali che
ξ(λ)µ (x0;x0) ≡ δλµ . (1.2.7)
Osserviamo che essi sono indipendenti dato che ogni combinazione lineare (con
coefficienti costanti) della forma cλξ
(λ)
µ (x;x0) = 0 implica cλ = 0 in x = x0, ∀λ.
Definizione 1.2.5. Una varieta` (pseudo-)riemanniana e` detta isotropa in un dato
punto x0 se esistono isometrie infinitesime che lasciano invariato il punto x0, e
tali che possano ruotare in vettore applicato in x0 in ogni altro vettore applicato in
x0. In particolare, in una varieta` n-dimensionale possiamo definire un insieme di
n (n− 1) /2 vettori di Killing ξ(λρ)µ (x;x0), tali che
ξ(λρ)µ (x;x0) ≡ −ξ(ρλ)µ (x;x0) , (1.2.8)
ξ(λρ)µ (x0;x0) ≡ 0 , (1.2.9)
∇νξ(λρ)µ (x0;x0) '
[
∂
∂xν
ξ(λρ)µ (x;x0)
]∣∣x=x0 ≡ δλµδρν − δλν δρµ . (1.2.10)
Osserviamo che essi sono indipendenti dato che ogni combinazione lineare (con coef-
ficienti costanti) della forma cµνξ
(µν)
λ (x;x0) = 0, con cµν = −cνµ, implica che
cλρ − cρλ = 2cλρ = 0, ∀λ, ρ. Situazione tipica e` quella in cui si ha a che fare
con varieta` isotrope in ogni loro punto, in tal caso si puo` facilmente provare che esse
sono automaticamente omogenee [14].
1.2.2 Varieta` massimamente simmetriche
Grazie al formalismo introdotto nel paragrafo precedente, e ricordando in partico-
lare il lemma 1.2.1, possiamo ora formulare la definizione di varieta` massimamente
simmetrica, la quale gioca un ruolo fondamentale in cosmologia.
Definizione 1.2.6. Una varieta` (pseudo-)riemanniana e` detta massimamente sim-
metrica se la sua metrica ammette il numero massimo di vettori di Killing linear-
mente indipendenti, ovvero n (n+ 1) /2.
Tali varieta` godono di numerose peculiari proprieta` dal punto di vista geometrico.
Elencheremo ora le piu` importanti al fine dei nostri sviluppi successivi, senza dimo-
strazione. La prima e` quella che conferisce a varieta` siffatte una grande importanza
in cosmologia in quanto le lega direttamente al principio cosmologico. Dalla defini-
zione 1.2.6 e` infatti chiaro che ne´ una varieta` globalmente omogenea, ne´ una varieta`
con regioni isotrope realizzano la condizione di varieta` massimamente simmetrica.
E` pero` dimostrabile [14] il seguente
Teorema 1.2.1. Una varieta` (pseudo-)riemanniana e` massimamente simmetrica
se e solo se essa e` omogenea ed isotropa in almeno un suo punto.
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Un’altra importante proprieta` e` quella che serve per specificare l’unicita` delle varieta`
massimamente simmetriche. In geometria differenziale queste vengono anche dette
varieta` a curvatura costante dato su di esse il tensore di Riemann5 puo` essere scritto
[14] come
Rµνρλ = K (gρνgµλ − gλνgµρ) . (1.2.11)
Noto questo fatto, possiamo enunciare il seguente
Teorema 1.2.2. Consideriamo due varieta` (pseudo-)riemanniane massimamente
simmetriche, una con metrica gµν (x), e l’altra con metrica hµν (y) aventi la stessa
segnatura
(
ig+, i
g
−
)
=
(
ih+, i
h−
)
; con la stessa costante di curvatura K. Allora le due
varieta` sono equivalenti, nel senso che e` sempre possibile trovare una trasformazione
di coordinate xµ → yµ per la quale si abbia:
hµν (y)
∂yµ
∂xρ
∂yν
∂xσ
= gρσ (x) . (1.2.12)
Quindi le varieta` massimamente simmetriche sono sostanzialmente individuate dalla
loro costante di curvaturaK. Possiamo quindi studiarle in modo completo ponendoci
in un sistema di coordinate comodo e costruendo esempi di curvatura arbitraria,
classificandoli poi in base ad essa. Iniziamo quindi la costruzione di varieta` n-
dimensionali nel modo piu` ovvio possibile: come insiemi di livello. Consideriamo lo
spazio Rn+1 dotato di una metrica tale che l’intervallo infinitesimo si presenti come
segue:
ds2 ≡ gαβdxαdxβ = Cµνdxµdxν +K−1dz2 , (1.2.13)
dove Cµν e` una matrice n×n simmetrica e costante, mentre K e` una costante arbi-
traria. In esso possiamo individuare una varieta` curva n-dimensionale, con metrica
non euclidea, restringendo le variabili xµ e z sulla superficie di una (pseudo-)sfera
di equazione
KCµνx
µxν + z2 = 1 . (1.2.14)
Sulla superficie sferica abbiamo che
dz2 =
K2 (Cµνx
µdxν)2
z2
=
K2 (Cµνx
µdxν)2
1−KCµνxµxν ,
e, inserendolo nella 1.2.13 otteniamo
ds2 = Cµνdx
µdxν +
K (Cµνx
µdxν)2
1−KCµνxµxν . (1.2.15)
Cio` ci permette allora di trovare l’espressione della metrica indotta sulla varieta` che
abbiamo costruito, la quale si presenta come segue:
gµν (x) = Cµν +
K
1−KCρσxρxσCµλCνκx
λxκ . (1.2.16)
5Ricordiamo [1] che il tensore di Riemann e` un campo tensoriale di ordine (1, 3), definito come
segue:
Rσµνρ = ∂νΓ
σ
µρ − ∂ρΓσµν + ΓλµρΓσνλ − ΓλµνΓσρλ ,
nella quale i Γkij sono i simboli di Christoffel della metrica.
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Osserviamo che nel caso particolare in cui K = 0 ritroviamo la metrica di una varieta`
piatta. Si puo` poi dimostrare [14] che tale metrica ammette un gruppo di isometrie
ad n (n+ 1) /2 parametri che derivano dall’invarianza della 1.2.13 e della 1.2.14
sotto rotazioni rigide nello spazio (n+1)-dimensionale. L’esistenza di tali simmetrie
rende la varieta` in esame omogenea e isotropa nell’origine, ma grazie al teorema
1.2.1 cio` ci garantisce che abbiamo costruito una varieta` massimamente simmetrica.
Notiamo inoltre che sviluppando il calcolo del tensore di Riemann partendo dalla
definizione, per la metrica 1.2.16, si trova che esso soddisfa la relazione 1.2.11 con
costante moltiplicativa proprio K. Quindi la costante arbitraria da noi introdotta
si rivela essere la costante di curvatura della varieta` massimamente simmetrica che
abbiamo costruito. Osserviamo ora che dalla forma della 1.2.15 si nota subito che
tramite il cambio di coordinate
xµ = Aµνx
′ν ,
possiamo convertire la metrica 1.2.16 in una metrica simile con la stessa costante di
curvatura K, ma sostituendo la matrice Cµν con
C ′µν = A
ρ
µA
σ
νCρσ .
Questo ci lascia una certa arbitrarieta` nella scelta della matrice costante Cµν a patto
di non cambiare il suo numero di autovalori positivi e negativi. Nell’origine infatti il
numero di autovalori di entrambi i segni di Cµν e` lo stesso di quelli di gµν , e quindi
per omogeneita` anche in ogni altro punto. Ma dato che questi identificano la segna-
tura della metrica, essi non possono variare sulla nostra varieta`. Procediamo ora ad
una classificazione delle varieta` massimamente simmetriche. Dato che nella nostra
costruzione nessun valore reale di K viene escluso, tale classificazione inglobera` tutte
le varieta` tali costruibili. Richiediamo inoltre che localmente sia possibile introdur-
re delle coordinate euclidee6, allora la metrica dovra` avere tutti i suoi autovalori
positivi. Nel caso K 6= 0 sara` conveniente porre Cµν = |K|−1 δµν , ottenendo
ds2 = K−1
[
dx2 +
(x · dx)2
1− x2
]
, K > 0 ; (1.2.17)
ds2 = |K|−1
[
dx2 − (x · dx)
2
1 + x2
]
, K < 0 . (1.2.18)
Quando K = 0 invece la scelta piu` conveniente e` porre Cµν = δµν , ottenendo
ds2 = dx2 , K = 0 . (1.2.19)
Bastano quindi 3 casi distinti per studiare tutti le varieta` massimamente simme-
triche. Tornando all’interpretazione geometrica iniziale, possiamo vedere questi tre
casi come superfici immerse nello spazio Rn+1: la varieta` con K > 0 rappresenta un
ellissoide n-dimensionale di equazione x2 + z2 = 1; quella con K < 0 rappresenta un
iperboloide n-dimensionale di equazione −x2 + z2 = 1; e infine, quello con K = 0
rappresenta l’iperpiano con z = 0.
6Per le proprieta` delle varieta` differenziali [1].
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1.3 Metrica di Robertson-Walker
Abbiamo ora gli strumenti matematici necessari per studiare il caso di uno spazio-
tempo che soddisfi il principio cosmologico, ovvero che sia omogeneo e isotropo nelle
tre dimensioni spaziali, e quindi, per il teorema 1.2.1, massimamente simmetrico in
esse. In generale data una varieta` (pseudo-)riemanniana n-dimensionale, con una
famiglia di sottovarieta` m-dimensionali massimamente simmetriche, e` sempre pos-
sibile [14] distinguere ciascuna di queste sottovarieta` dalle altre tramite un sistema
di n−m coordinate indicate con vj , e individuare i punti all’interno di queste sot-
tovarieta` tramite un sistema di m coordinate indicate con ui. Affinche´ i sottospazi
con le vj costanti siano massimamente simmetrici sara` richiesta l’invarianza della
metrica sotto un gruppo di trasformazioni infinitesime della forma(
ui
vj
)
→
(
u′i
v′j
)
=
(
ui + εξi (u, v)
vj
)
, (1.3.1)
dove gli ξi (u, v) sono m (m+ 1) /2 vettori di Killing linearmente indipendenti. Que-
ste trasformazioni infatti sono della forma 1.2.3, ma con la particolarita` che ξj (u, v) =
0, grazie all’invarianza delle vj . Notiamo che anche se queste trasformazioni agiscono
solo sulle variabili ui, le leggi delle trasformazioni di coordinate possono comunque
dipendere in modo parametrico dalle vj della particolare sottovarieta` nel quale si
sta lavorando. Il risultato fondamentale di cui faremo uso e che regola la struttura
di varieta` siffatte (cioe` con sottovarieta` massimamente simmetriche), e` il seguente
Teorema 1.3.1. Sia S una varieta` (pseudo-)riemanniana n-dimensionale, con una
famiglia di sottovarieta` m-dimensionali indicate con S1 massimamente simmetriche,
con coordinate ui. La sottovarieta` (n−m)-dimensionale costituito dal resto della
varieta` sara` indicata con S2, e munita delle coordinate v
j. Allora sara` sempre
possibile scegliere le coordinate ui in modo tale che l’intervallo infinitesimo su S
abbia la forma seguente:
ds2 ≡ gµνdxµdxν = gαβ (v) dvαdvβ + f (v) g˜γδ (u) duγduδ . (1.3.2)
In tutti i casi di importanza pratica, le sottovarieta` massimamente simmetriche han-
no una metrica definita positiva. In tal caso g˜γδ assume la forma 1.2.16, ottenendo
per l’intervallo infinitesimo la forma seguente:
ds2 = gαβ (v) dv
αdvβ + f (v)
[
du2 +
k (u · du)2
1− ku2
]
, (1.3.3)
dove f (v) e` una funzione positiva dato che devono risultare tali anche gli autovalori
della metrica sulla sottovarieta` massimamente simmetrica. Abbiamo inoltre definito
la seguente quantita`:
k ≡ K|K| =

+1 K > 0
0 K = 0
−1 K < 0
. (1.3.4)
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Precisiamo inoltre che la costante di curvatura |K|−1 che appariva nella 1.2.17 e
nella 1.2.18 e` stata inglobata in una ridefinizione della funzione f (v). Il caso di
nostro interesse chiaramente quello di uno spaziotempo che soddisfa il principio co-
smologico. Esso e` tradizionalmente costruito come una varieta` pseudo-riemanniana
4-dimensionale a simmetria sferica, dotata di una metrica con segnatura (1, 3), ed
una curvatura arbitraria. Ci sara` quindi una coordinata di tipo v che sara` quella
temporale, e 3 coordinate di tipo u a rappresentare le direzioni spaziali, che in ta-
le contesto vengono chiamate coordinate comoventi. In tal caso la 1.3.3 assume la
forma
ds2 = g (v) dv2 − f (v)
[
du2 +
k (u · du)2
1− ku2
]
dove f (v) e g (v) sono due funzioni definite positive. Grazie alla simmetria sferica
del problema torna utile definire le nuove variabili t, r, θ, ϕ come∫ √
g (v) dv ≡ t ,
u1 ≡ r sin θ cosϕ ,
u2 ≡ r sin θ sinϕ ,
u3 ≡ r cos θ .
Tramite le quali l’intervallo infinitesimo assume la forma seguente:
ds2 = dt2 − a2 (t)
[
dr2
1− kr2 + r
2
(
dθ2 + sin2 θdϕ2
)]
(1.3.5)
= dt2 − a2 (t)
[
dr2
1− kr2 + r
2dΩ2
]
,
nella quale abbiamo posto a (t) ≡√f (v), che viene detto fattore di scala. La metrica
responsabile dell’intervallo 1.3.5 viene detta metrica di Robertson-Walker7. In certe
applicazioni torna utile porre dχ ≡ dr/√1− kr2, cos`ı che l’intervallo infinitesimo
assuma la forma
ds2 = dt2 − a2 (t) [dχ2 + S2k (χ) dΩ2] , (1.3.6)
nella quale:
Sk (χ) ≡

sinhχ k = −1
χ k = 0
sinχ k = +1
. (1.3.7)
7La cui espressione esplicita e` la seguente:
gµν = diag
(
1,− a
2 (t)
1− kr2 ,−r
2a2 (t) ,−r2a2 (t) sin2 θ
)
.
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A partire dalla 1.3.5 Possiamo calcolare i simboli di Christoffel non nulli della
metrica, che risultano essere:
Γtrr =
aa˙
1− kr2 , Γ
r
θθ = −r
(
1− kr2) ,
Γtθθ = r
2aa˙ , Γrϕϕ = −r
(
1− kr2) sin2 θ ,
Γtϕϕ = r
2aa˙ sin2 θ , Γθrθ = Γ
θ
θr =
1
r
,
Γrtr = Γ
r
rt =
a˙
a
, Γϕrϕ = Γ
ϕ
ϕr =
1
r
,
Γθtθ = Γ
θ
θt =
a˙
a
, Γθϕϕ = − sin θ cos θ ,
Γϕtϕ = Γ
ϕ
ϕt =
a˙
a
, Γϕϕθ = Γ
ϕ
θϕ =
1
tan θ
,
Γrrr =
rk
1− kr2 .
(1.3.8)
Da questi segue immediatamente il calcolo delle componenti non nulle del tensore
di Ricci8
Rtt = −3 a¨
a
,
Rrr =
aa¨+ 2a˙2 + 2k
1− kr2 ,
Rθθ = r
2
(
aa¨+ 2a˙2 + 2k
)
,
Rϕϕ = r
2
(
aa¨+ 2a˙2 + 2k
)
sin2 θ ;
(1.3.9)
e dello scalare di Ricci9
R = −6
[
a¨
a
+
(
a˙
a
)2
+
k
a2
]
. (1.3.10)
1.4 Dinamica
La dinamica dell’Universo, pensato nella sua interezza, e` determinata dalle equazioni
di campo di Einstein
Rµν − 1
2
Rgµν = 8piGTµν . (1.4.1)
8Ricordiamo [1] che il tensore di Ricci e` un campo tensoriale simmetrico di ordine (0, 2) definito
contraendo due indici del tensore di Riemann nel modo seguente:
Rµν ≡ Rρµρν = ∂σΓσνµ − ∂νΓσσµ + ΓσσλΓλνµ − ΓσνλΓλσµ ,
nella quale i Γkij sono i simboli di Christoffel della metrica.
9Ricordiamo [1] che lo scalare di Ricci e` una funzione differenziabile definita contraendo i due
indici del tensore di Ricci
R ≡ gµνRµν .
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Il primo membro, a volte scritto anche in termini del tensore di Einstein Gµν ≡
Rµν − 1/2Rgµν raccoglie tutta l’informazione sulla geometria dello spaziotempo.
Nel nostro modello, all’interno del quale l’Universo soddisfa il principio cosmologi-
co, esso sara` calcolato utilizzato la metrica di Robertson-Walker 1.3.5 e si ridurra` ad
essere una funzione del fattore di scala a (t). Il secondo membro invece raccoglie l’in-
formazione sul contenuto di materia/energia dell’Universo grazie alla presenza del
tensore energia-impulso. Tramite il computo di queste equazioni quindi e` possibile
ricavare l’evoluzione del fattore di scala in funzione del contenuto di materia/energia
del nostro Universo. E` quindi ora chiaro il significato fisico che assume questo para-
metro moltiplicativo della metrica: descrive come evolve nel tempo la geometria del
nostro Universo, raccogliendo in se´ la dipendenza temporale della distanza relativa
tra due punti di esso. Dato che ora la nostra conoscenza geometrica e` completa, ci
proponiamo di discutere quale sia la forma piu` adatta per il tensore energia-impulso
in ambito cosmologico.
1.4.1 Tensore energia-impulso
Una prima richiesta che dobbiamo fare sulla forma del tensore energia-impulso del
nostro Universo e` che esso sia compatibile con il principio cosmologico. Si puo` facil-
mente osservare che dalle simmetrie introdotte con questo principio discende il fatto
che non solo il tensore metrico, ma ogni campo tensoriale deve essere massimamente
forma invariante in un senso analogo a quello specificato in 1.2.1 che andremo ora a
definire. Vogliamo quindi generalizzare il formalismo introdotto nella sezione 1.2.1
per un campo tensoriale qualunque.
Definizione 1.4.1. Un campo tensoriale Tµν··· (x) e` detto forma invariante sotto
una data trasformazione di coordinate xµ → x′µ, quando il campo tensoriale nel
nuovo sistema di coordinate T ′µν··· (x′) ha la stessa espressione analitica del campo
tensoriale originale, ovvero:
T ′µν··· (y) = Tµν··· (y) , ∀y . (1.4.2)
Come al solito poi, il tensore nel nuovo sistema di coordinate e` in relazione con
quello di partenza tramite
Tµν··· (x) =
∂x′ρ
∂xµ
∂x′σ
xν
· · ·T ′ρσ···
(
x′
)
,
cos`ı la condizione di invarianza in forma 1.4.2 puo` essere riscritta come
Tµν··· (x) =
∂x′ρ
∂xµ
∂x′σ
xν
· · ·Tρσ···
(
x′
)
. (1.4.3)
Ora, nel caso semplice di trasformazioni infinitesime della forma 1.2.3 la condizione
di invarianza 1.4.3 porge
∂ξρ (x)
∂xµ
Tρν··· (x) +
∂ξσ (x)
∂xν
Tµσ··· (x) + · · ·+ ξλ (x) ∂
∂xλ
Tµν··· (x) = 0 . (1.4.4)
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Definizione 1.4.2. Un campo tensoriale Tµν··· (x) in una varieta` (pseudo-)rieman-
niana dotata di una metrica massimamente simmetrica, che soddisfa la relazione
1.4.4 per tutti gli n (n+ 1) /2 vettori di Killing ξλ (x) linearmente indipendenti e`
detto massimamente forma invariante.
Vediamo ora quali vincoli comporta questa condizione su casi di interesse pratico,
ovvero: scalari , vettori e tensori di ordine (2, 0). Sia S (x) un campo scalare, la
condizione 1.4.4 in tal caso si scrive semplicemente come
ξλ (x)
∂
∂xλ
S (x) = 0 . (1.4.5)
Se richiediamo che il campo scalare sia massimamente forma invariante, allora tale
condizione deve valere per ogni vettore di killing. La componente ξλ (x) allora, ad
ogni punto fissato, potra` essere arbitrariamente vicina a qualunque valore possibile,
e quindi la 1.4.5 implica che S (x) sia costante,
∂
∂xλ
S (x) = 0 . (1.4.6)
Per ogni altro tensore massimamente forma invariante e` conveniente scegliere pre-
liminarmente un vettore di Killing ξλ (x) che ad un dato punto x0 sia tale che
ξλ (x0) = 0, per il quale
∇µξσ (x) = gρσ (x0)
(
∂ξσ (x)
∂xµ
)∣∣x=x0
formi un’arbitraria matrice antisimmetrica, cos`ı che la 1.4.4, valutata in x = x0 sia
∇τξσ
[
δτµT
σ
ν··· + δτνTµ
σ
··· + · · ·
]
= 0 .
Ma dato che ∇µξσ (x) e` un’arbitraria matrice antisimmetrica, i suoi coefficienti
dovranno essere simmetrici in σ e in τ , quindi si ottiene
δτµT
σ
ν··· + δτνTµ
σ
··· + · · · = δσµT τ ν··· + δσνTµτ ··· + · · · , (1.4.7)
che vista la generalita` di x0 vale ovunque. Per un vettore massimamente forma
invariante Aµ (x), la 1.4.7 porge
δτµA
σ = δσµA
τ .
Contraendo τ con µ, e supponendo di essere in un caso n-dimensionale, troviamo
nAσ = Aσ ,
e quindi, escludendo il caso banale in cui n = 1, si ha sempre
Aσ = 0 . (1.4.8)
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Ci rimane ora l’ultimo caso di interesse che e` quello di un tensore di ordine (2, 0)
massimamente forma invariante Bµν . In questo caso la 1.4.7 porge
10
nBσν +Bν
σ = Bσν + δ
σ
νBµ
µ ,
o, abbassando l’indice σ,
(n− 1)Bσν +Bνσ = gσνBµµ . (1.4.9)
Sottraendo la stessa equazione con gli indici ν e σ scambiati, si ottiene
(n− 2) (Bσν −Bνσ) = 0 ,
quindi nei casi in cui n 6= 2, si trova che il tensore Bσν deve essere simmetrico. Noto
questo fatto, ricalcolando la 1.4.9 si ottiene, nel caso n ≥ 3,
Bσν =
(
1
n
Bµ
µ
)
gσν ≡ fgσν . (1.4.10)
Al fine di determinare la dipendenza di f dalle coordinate possiamo inserire la 1.4.1
nella condizione 1.4.4 ottenendo
∂ξρ
∂xµ
fgρν +
∂ξσ
∂xν
fgµσ + ξ
λ ∂
∂xλ
(fgµν) = 0 ,
ma dato che il tensore metrico gµν soddisfa la condizione di Killing 1.2.5 questa si
riduce a:
gµνξ
λ ∂f
∂xλ
.
Ricordando poi come al solito che in uno spazio massimamente simmetrico in ogni
dato punto si puo` scegliere un vettore di Killing con un valore arbitrario, questa
implica allora
∂f
∂xλ
= 0 . (1.4.11)
Possiamo quindi formulare la seguente
Proposizione 1.4.1. L’unico tensore di ordine (2, 0) massimamente forma inva-
riante e` il tensore metrico eventualmente moltiplicato per qualche costante.
Possiamo ora applicare questo formalismo al tensore energia-impulso. Dato che esso
e` un tensore di ordine (2, 0) sullo spaziotempo, puo` essere mentalmente scomposto
in 4 componenti: uno scalare, due 3-vettori e un tensore, come segue:
T00 T0i
Ti0 Tij
 .
10Ricordiamo che dato un tensore di ordine (2, 0), Bµν , il tensore Bµ
ν corrispondente e` definito
come
Bµ
ν ≡ gµρBρσgσν .
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Prima di tutto occupiamoci dello scalare T00, dato che lo spaziotempo e` una varieta`
4-dimensionale con una sottovarieta` massimamente simmetrica, la richiesta di com-
patibilita` con il principio cosmologico si tradurra` nell’invarianza dell’intera varieta`
4-dimensionale sotto un gruppo di trasformazioni del tipo 1.3.1. Queste trasforma-
zioni, nel caso di nostro interesse, lasciano invariata la coordinata temporale e sono
quindi totalmente spaziali. La componente T00 trasforma quindi come uno scalare
sotto questo gruppo di trasformazioni. Ricordano pero` quanto abbiamo derivato
sopra, in particolare la 1.4.6, osserviamo che tale campo scalare deve essere costan-
te nelle coordinate della varieta` massimamente simmetrica11, e quindi potra` essere
solo funzione del tempo: T00 = ρ (t). Per quanto riguarda i 3-vettori osserviamo che
essi presentano solo componenti spaziali, quindi analogamente a quanto fatto per
la componente scalare ricordiamo che la condizione per essere massimamente inva-
rianti in forma, e quindi compatibili con il principio cosmologico impone il vincolo
1.4.8, e quindi essi coincidono entrambi con il vettore nullo. Per il tensore invece,
anche in questo caso abbiamo solo componenti relative agli indici spaziali e quindi
possiamo applicare le conclusioni viste per le varieta` massimamente simmetriche.
Ci basta quindi richiamare la proposizione 1.4.1 per concludere che esso deve essere
della forma Tij = −P (t) gij . La costante di proporzionalita` tra il tensore e il tensore
metrico infatti puo` essere solo funzione del tempo. Il tensore energia impulso risulta
quindi essere della forma
Tµν = g
µλTλν =

ρ 0 0 0
0 −P 0 0
0 0 −P 0
0 0 0 −P
 . (1.4.12)
Si nota subito che questo e` il tensore energia-impulso di un fluido perfetto, ovvero
senza viscosita` e senza possibilita` di condurre calore, nel sistema di riferimento
solidale ad esso, ovvero quello dove uµ = (1, 0, 0, 0). Precisiamo poi che ρ rappresenta
la densita` di massa del fluido, mentre P la sua pressione isotropa. Esso puo` anche
essere scritto in modo piu` compatto come
Tµν = (ρ+ P )uµuν − Pgµν . (1.4.13)
Ricordiamo poi che tale tensore e` stato costruito come massimamente invariante in
forma e cio` implica che la sua forma analitica sia indipendente dal sistema di coor-
dinate in cui viene scritto. La 1.4.13 quindi e` la forma generale del tensore energia
impulso del nostro Universo in qualunque sistema di coordinate venga analizzato
[2]. Osserviamo che cio` contiene una delle ipotesi fondamentali del modello di Fried-
mann: il nostro Universo, nella sua interezza, e` assimilabile ad un fluido perfetto le
cui particelle sono rappresentate dalle galassie che lo compongono, con uµ quadri-
velocita` media del fluido. Tale tensore energia-impulso puo` anche essere ottenuto
tramite la formulazione variazionale della teoria della relativita` grazie alla simmetria
11Che in questo caso sono le tre coordinate spaziali.
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che rende l’azione relativistica uno scalare [8]. Esso quindi soddisfa l’equazione di
continuita`
∇µTµν = 0 . (1.4.14)
Ora tenendo conto della 1.4.13 e ricordando i simboli 1.3.8 possiamo calcolarla espli-
citamente. Concentrandoci sulla componente con ν = 0 che regola l’evoluzione della
densita` di massa/energia, si trova che
0 = ∇µTµ0
= ∂µT
µ
0 + Γ
µ
µλT
λ
0 − Γλµ0Tµλ
= ρ˙+ 3
a˙
a
(ρ+ P ) . (1.4.15)
1.4.2 Equazione di stato
Per riuscire ad ottenere informazioni di utilita` pratica dall’equazione 1.4.15, e` ne-
cessario stabilire una relazione tra P e ρ, ovvero un’equazione di stato per il nostro
fluido cosmico. In generale [4] i fluidi perfetti utilizzati nei modelli cosmologici
obbediscono tutti ad un’equazione di stato della forma
P = wρ , (1.4.16)
dove w e` una costante indipendente dal tempo in modo da garantire che l’equazione
di stato sia ben definita. Sostituendo quindi la 1.4.16 nella 1.4.15 otteniamo
ρ˙
ρ
= −3 (1 + w) a˙
a
. (1.4.17)
Dato che abbiamo richiesto w costante possiamo ora integrare l’equazione precedente
ottenendo l’evoluzione della densita` di massa/energia in funzione del fattore di scala:
ρ ∝ exp
[
−3 (1 + w)
∫
1
a
da
]
∝ a−3(1+w) . (1.4.18)
I due fluidi cosmologici piu` utilizzati nella costruzione di modelli di Universo sono
detti materia e radiazione. Con il termine materia si intende ogni insieme di particel-
le non relativistiche che non presentano interazioni. Per esso si ha P  ρ che quindi
puo` essere trascurata. Possiamo quindi rappresentare questo caso con l’equazione di
stato w = 0, allora la densita` di massa/energia (che e` sostanzialmente dovuta alla
massa visto che siamo nel caso non relativistico) presenta il seguente andamento:
ρm ∝ a−3 . (1.4.19)
Essa puo` essere facilmente interpretata come il decrescere della densita` di numero
delle particelle all’espansione del volume occupato dal fluido cosmico. Alcuni esempi
che ricadono sotto questa classificazione sono la normale materia barionica12 e la
12Dove, seguendo le convenzioni della cosmologia, con materia barionica intendiamo quella
ordinaria costituita da nuclei ed elettroni, anche se tale terminologia e` tecnicamente scorretta.
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materia oscura13. Con il termine radiazione invece si intendono sia la radiazione
elettromagnetica, che gli insiemi di particelle massive che si muovono a velocita`
relativistiche abbastanza vicine alla velocita` della luce da renderle indistinguibili dai
fotoni. Al fine di determinare quale equazione di stato sia appropriata per descrivere
tale fluido ricordiamo che un gas di particelle relativistiche puo` essere trattato come
un fluido perfetto il cui tensore energia-impulso e` dato dalla 1.4.13, in particolare
T = Tµµ = ρ− 3P .
Tuttavia dall’elettromagnetismo [12] sappiamo anche che la forma del tensore energia-
impulso per la radiazione elettromagnetica e`
Tµνem = F
µλF νλ − 1
4
gµνF λσFλσ , (1.4.20)
la cui traccia invariante e` data da
T = gµνTµνem = FµλFµλ −
1
4
δµµF
λσFλσ = 0 .
Si nota subito quindi che l’equazione di stato che stavamo cercando e`
P =
ρ
3
, (1.4.21)
la quale corrisponde ad un valore di w = 1/3. Allora la densita` di massa/energia
per la radiazione presenta il seguente andamento:
ρr ∝ a−4 . (1.4.22)
Notiamo quindi che oltre all’effetto dovuto all’espansione dell’Universo questa volta
e` incluso anche il redshifting dell’energia: E ∝ a−1. Alcuni esempi che ricadono
in questa classificazione sono i fotoni14 e i neutrini15. Recentemente inoltre si e`
osservato che materia e radiazione non bastano per descrivere il comportamento
osservato di espansione accelerata del nostro Universo. Le osservazioni sperimentali
mostrano infatti che oggi esso sembra presentare un’equazione di stato del tipo
w = −1. L’Universo risulta quindi dominato da un misterioso fluido, che chiameremo
energia oscura, per il quale si ha P = −ρ, che non coincide con nulla di cio` che
conosciamo attualmente. Per questo fluido si trova che la densita` di massa/energia
ha un andamento costante:
ρΛ ∝ a0 = cost. . (1.4.23)
Osserviamo che questo implica che durante l’espansione dell’Universo venga creata
nuova energia, ma cio` non ci crea problemi perche´ sappiamo che nel modello che
13Tra le varie ipotesi sulla sua struttura infatti si crede che essa possa essere costituita da una
nuova specie di particelle pesanti.
14Essendo privi di massa essi sono sempre relativistici.
15Dato che per la maggior parte della storia sono stati relativisti a causa della loro massa ridotta.
Solo recentemente hanno iniziato a comportarsi come la materia [2].
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abbiamo costruito la conservazione dell’energia e` violata16, e` infatti solo la legge di
continuita` 1.4.15 ad avere importanza [2]. Una delle ipotesi attuali sull’origine di
questo termine e` la cosiddetta energia del vuoto. In teoria quantistica dei campi
infatti si osserva che il vuoto si comporta come un fluido perfetto con un tensore
energia impulso della forma
T vacµν = ρvacgµν , (1.4.24)
che confrontato con la 1.4.13 mostra che implica Pvac = −ρvac. Sfortunatamente l’or-
dine di grandezza della predizione teorica della densita` di energia e` completamente
diverso da quello delle osservazioni sperimentali,
ρvac
ρoss
' 10120 .
Va precisato infine che l’Universo reale non sara` composto da uno solo dei fluidi
elencati sopra, bens`ı da piu` componenti in diverse proporzioni tra loro, e con la
possibilita` di instaurare interazioni l’un l’altra. In prima approssimazione tuttavia
ogni fluido puo` essere considerato non interagente, sara` quindi possibile separare i
vari contributi ed utilizzare separatamente le equazioni di stato qui discusse. Viste le
diverse evoluzioni temporali delle densita` di energia dei vari fluidi pero` ci accorgiamo
nella storia dell’Universo la sua composizione sara` stata dominata da componenti
diverse a seconda dell’epoca d’interesse. Possiamo osservare che la prima a dominare
e` stata senza dubbio la radiazione, dopo di che´ la materia, e infine, dato che gli altri
due contributi tendono ad annullarsi, rimarra` un Universo dominato dal contributo
costante dato dall’energia oscura.
1.4.3 Equazioni di Friedmann
Possiamo ora procedere alla risoluzione delle equazioni di campo di Einstein 1.4.1
nell’Universo di Friedmann-Robertson-Walker. Come primo passo, sfruttando il
calcolo delle componenti del tensore di Ricci 1.3.9 e dello scalare di Ricci 1.3.10,
possiamo procedere al computo della parte sinistra delle equazioni, ovvero il tensore
di Einstein, le cui componenti risultano essere
G00 = 3
[(
a˙
a
)2
+
k
a2
]
,
Gij =
[
2
a¨
a
+
(
a˙
a
)2
+
k
a2
]
δij .
(1.4.25)
Per la parte destra delle equazioni invece basta ricordare che abbiamo scelto di
trattare l’Universo come un fluido perfetto, e quindi il suo tensore energia impulso
e` come nella 1.4.13. Effettuando le opportune sostituzioni si trova che la parte
16Tra le simmetrie della 1.3.5 manca il vettore di Killing della traslazione temporale dato che
sono solo le coordinate spaziali ad essere massimamente simmetriche.
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temporale e quella spaziale delle equazioni di Einstein forniscono rispettivamente le
due seguenti equazioni17: (
a˙
a
)2
=
8piG
3
ρ− k
a2
, (1.4.26)
a¨
a
= −4piG
3
(ρ+ 3P ) . (1.4.27)
Che insieme alla 1.4.15 vengono dette equazioni di Friedmann. Si puo` facilmente
verificare tuttavia che di queste tre equazioni solamente due sono indipendenti. Vo-
gliamo ora introdurre alcuni dei parametri tipici della cosmologia. Il rapporto di
espansione e` caratterizzato dal parametro di Hubble:
H (t) ≡ a˙
a
, (1.4.28)
il cui valore oggi viene detto costante di Hubble e si indica con H0 = H (t0) '
70 ± 10 km/s/Mpc18. Tuttavia, dato che c’e` ancora un’incertezza non trascurabile
su tale valore, solitamente si preferisce parametrizzarlo come
H0 ≡ 100h km/s/Mpc , (1.4.29)
nella quale h ' 0.7. Un altro parametro molto utile e` il cosiddetto parametro di
densita`, definito come
Ω ≡ 8piG
3H2
ρ =
ρ
ρc
, (1.4.30)
nella quale la densita` critica e` definita come
ρc ≡ 3H
2
8piG
. (1.4.31)
Con l’introduzione di questi due parametri l’equazione di Friedmann 1.4.26 e` riscritta
come
Ω− 1 = k
a2H2
. (1.4.32)
Ci appare ora chiaro il motivo per cui ρcrit venga chiamata densita` critica, ci basta
osservare le seguenti implicazioni:
ρ < ρcrit ⇔ Ω < 1 ⇔ k < 0 ⇔ Universo aperto ,
ρ = ρcrit ⇔ Ω = 1 ⇔ k = 0 ⇔ Universo piatto ,
ρ > ρcrit ⇔ Ω > 1 ⇔ k > 0 ⇔ Universo chiuso .
Possiamo ora considerare un modello di Universo i cui componenti sono la materia,
la radiazione e l’energia oscura. In tal caso possiamo scrivere la densita` del fluido
17La parte spaziale fornisce una sola equazione e non tre a causa dell’isotropia.
18Useremo sempre il pedice ”0” per indicare grandezze funzioni del tempo valutate oggi.
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cosmico come somma dei tre rispettivi contributi, la 1.4.26 puo` allora essere riscritta
come
H2 =
8piG
3
(ρm + ρr + ρΛ)− k
a2
= H20
[(a0
a
)3 ρm,0
ρc,0
+
(a0
a
)4 ρr,0
ρc,0
+
ρΛ,0
ρc,0
−
(a0
a
)2 k
a20
]
= H20
[
Ωm,0
(a0
a
)3
+ Ωr,0
(a0
a
)4
+ Ωk,0
(a0
a
)2
+ ΩΛ,0
]
, (1.4.33)
dove abbiamo definito il parametro di densita` di curvatura come Ωk,0 ≡ −k/ (a0H0)2.
Applicando ora la normalizzazione a0 ≡ 1, la 1.4.33 diventa
H2
H20
= Ω0,ma
−3 + Ω0,ra−4 + Ω0,ka−2 + Ω0,Λ . (1.4.34)
Le osservazioni sperimentali [2] mostrano i seguenti risultati:
Ω0,m = 0.32 , Ω0,r = 9.4 · 10−5 , |Ω0,k| ≤ 0.01 , Ω0,Λ = 0.68 ;
dove il contributo dato dalla materia puo` poi essere suddiviso tra quello dovuto alla
normale materia barionica e alla materia oscura come
Ω0,b = 0.05 , Ω0,cdm = 0.27 .
Da questi dati possiamo fare alcune osservazioni interessanti. In primo luogo la
geometria del nostro Universo e` molto vicina ad essere quella di uno spazio piatto
visto il piccolo contributo del parametro di densita` di curvatura (il quale e` diretta-
mente proporzionale a k). Risulta quindi legittima l’approssimazione k = 0 che si
utilizza in certe applicazioni al fine di ottenere soluzioni piu` semplici dalle equazioni
di Friedmann. In secondo luogo invece possiamo osservare come la distribuzione tra
materia, radiazione ed energia oscura rifletta le varie epoche attraverso cui e` pas-
sato il nostro Universo e ci indichi che attualmente esso si trovi in quella dominata
dall’energia oscura.
1.4.4 Soluzione delle equazioni di Friedmann
Ai fini degli sviluppi successivi vogliamo ora introdurre brevemente il piu` semplice
modello di Universo che sia soluzione delle equazioni di Friedmann: l’Universo ad un
solo componente. La differente dipendenza dal fattore di scala dei vari tipi di fluidi
cosmici studiati ci lascia intuire che nella storia dell’Universo si siano susseguite
diverse epoche, ciascuna delle quali dominata in modo particolare da un tipo di
fluido rispetto agli altri (cfr. Figura 1.1). Sara` quindi ragionevole approssimare
queste epoche come composte dal solo fluido dominante. Per quanto visto nella
sezione precedente, possiamo fare l’approssimazione di Universo piatto e porre la
costante di curvatura k = 0. In tal caso l’equazione 1.4.34 puo` essere riscritta come
a˙
a
= H0
√
Ωia
− 3
2
(1+wi) , (1.4.35)
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matter
radiation
cosmological constant
Figure 1.11: Evolution of the energy densities in the universe.
Integrating this equation, we obtain the time dependence of the scale factor
a(t) /
8>>>>><>>>>>:
t2/3(1+wI) wI 6=  1
t2/3 MD
t1/2 RD
eHt wI =  1 ⇤D
(1.3.137)
or, in conformal time,
a(⌧) /
8>>>>><>>>>>:
⌧2/(1+3wI) wI 6=  1
⌧2 MD
⌧ RD
( ⌧) 1 wI =  1 ⇤D
(1.3.138)
Exercise.—Derive eq. (1.3.138) from eq. (1.3.137).
Table 1.1 summarises the solutions for a flat universe during radiation domination (RD), matter
domination (MD) and dark energy domination (⇤D).
w ⇢(a) a(t) a(⌧)
RD 13 a
 4 t1/2 ⌧
MD 0 a 3 t2/3 ⌧2
⇤D  1 a0 eHt  ⌧ 1
Table 1.1: FRW solutions for a flat single-component universe.
Figura 1.1: Andamento del logaritmo del parametro di densita` Ω relativo a materia, radiazione
ed energia oscura (”cosmological constant” nel grafico) in funzione del fattore di scala durante la
storia dell’Universo.
dove con l’indice i intendiamo riferirci ai diversi tipi di fluido. Integrando l’equazione
1.4.35 si ottiene facilmente la dipendenza temporale del fattore di scala
a (t) ∝

t1/2 wi =
1
3 RD
t2/3 wi = 0 MD
eHt wi = −1 ΛD
, (1.4.36)
nella quale le sigle introdotte a lato servono per identificare l’epoca in base al fluido
dominante: RD (radiation domination), MD (matter domination) e ΛD (dark energy
domination).
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Teoria cinetica nell’Universo di
FRW
La teoria della nucleosintesi primordiale prevede che in principio l’Universo avesse
una temperatura molto maggiore rispetto a quella attuale e che fosse costituito da
un grande bagno termico nel quale le particelle del modello standard si manteneva-
no all’equilibrio termodinamico1 le une con le altre tramite processi di scattering.
Fatto che viene provato ad esempio dal perfetto spettro di emissione di un corpo
nero che presenta la CMB [9]. E` chiaro allora che per formulare modelli relativi
a questa fase della storia termica bisogna ricorrere agli strumenti della meccanica
statistica. Ci occuperemo in questo capitolo quindi di una riformulazione della teori-
ca cinetica, dal punto di vista statistico e termodinamico, nell’ambito dell’Universo
di Friedmann-Robertson-Walker, introdotto al capitolo precedente. Come abbiamo
visto i componenti dell’Universo possono essere trattati alla stregua di fluidi perfet-
ti2, i quali vengono caratterizzati dalla loro densita` di massa/energia ρ e dalla loro
pressione isotropa P . Al fine di una discussione di tipo statistico vogliamo intro-
durre una nuova grandezza utile allo studio della loro caratterizzazione e della loro
evoluzione: la densita` di numero.
2.1 La densita` di numero
I fluidi cosmologici, analogamente a quelli comuni, non sono altro che insiemi di
particelle debolmente interagenti. Possiamo quindi definire un nuovo quadrivettore
Nµ detto corrente di numero. La cui componente temporale N0 misura il numero
di particelle di fluido per unita` di volume (la sua densita` di numero), mentre le
1Formalmente parlando l’Universo non potrebbe raggiungere veramente l’equilibrio termico dato
che la metrica 1.3.5 non ammette un vettore di Killing di tipo tempo [11]. Tuttavia se l’espansione
dell’Universo e` abbastanza lenta, allora le particelle hanno abbastanza tempo per sistemarsi ap-
prossimativamente in configurazioni di equilibrio termico locale. Per omogeneita` poi i valori locali
delle grandezze termodinamiche sono anche valori globali e quindi possiamo trascurare il problema.
2Che, seguendo la terminologia propria della meccanica statistica, non sono altro che gas di
particelle debolmente interagenti.
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componenti spaziali N i misurano il flusso di particelle nelle tre direzioni degli assi
coordinati. Ricordando ora quanto discusso nella sezione 1.4.1, e richiedendo che tale
quadrivettore (che possiamo pensare come composto da uno scalare e un 3-vettore)
sia massimamente forma invariante, possiamo stabilire che esso abbia le seguenti
componenti:
Nµ = (n (t) , 0, 0, 0) , (2.1.1)
dove n (t) e` la densita` di numero del fluido misurata da un osservatore comovente.
Analogamente a quanto fatto durante la costruzione del tensore energia-impulso
ora possiamo generalizzare questo risultato ad un sistema di riferimento qualsiasi
ponendo
Nµ = nuµ . (2.1.2)
In tutta la discussione che segue assumeremo sempre che il numero di particelle
di fluido sia conservato, si avra` allora che la corrente di numero dovra` soddisfare
l’equazione di continuita`
0 = ∇µNµ
= ∂µN
µ + ΓµµλN
λ
= n˙+ 3
a˙
a
. (2.1.3)
Integrandola otteniamo poi
n (t) ∝ a−3 , (2.1.4)
che, come ci aspettavamo, ci mostra come la densita` di numero diminuisca in
proporzione all’aumento di volume.
2.2 Termodinamica all’equilibrio
Vogliamo quindi iniziare la nostra discussione richiamando alcuni elementi classici
della meccanica statistica comune al fine di fornire poi una loro generalizzazione.
2.2.1 Interpretazione microscopica
Nelle formulazioni della meccanica statistica e` conveniente descrivere i gas di parti-
celle nello spazio delle fasi, dove lo stato di ognuna e` individuato dalla sua posizione
e dal suo momento. Dalla meccanica quantistica sappiamo per che sistemi di que-
sto tipo, confinati in un volume V , gli autovalori del momento hanno uno spettro
discreto con una densita` di stati, nello spazio dei momenti {p}, che risulta essere
V/h3. Nelle stesse condizioni l’operatore posizione ha invece uno spettro continuo
e quindi per una data configurazione gli stati di posizione possibili saranno tutto
V [6]. Possiamo quindi ricavare la densita` di stati nello spazio delle fasi {x,p}
semplicemente dividendo quella nello spazio dei momenti per i possibili stati della
posizione, ottenendo
1
h3
. (2.2.1)
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E` tipico il caso in cui le particelle presentino una molteplicita` di stati di elicita`3 non
banale, denotata con g. In tal caso occorre tener conto anche di questo contributo
alla determinazione dello stato di una particella, trovando che la densita` di stati piu`
generale possibile per questi sistemi e`
g
h3
=
g
(2pi)3
. (2.2.2)
Per ottenere la densita` di numero del gas di particelle ci occorre pero` conoscere come
esse siano distribuite nello spazio delle fasi, abbiamo quindi bisogno di determinare
quella che viene detta la funzione di distribuzione del sistema f (x,p, t). Grazie alle
simmetrie introdotte dal principio cosmologico per la parte spaziale dello spaziotem-
po, possiamo preliminarmente stabilire che essa sara` indipendente dalla posizione x
(per omogeneita`) e funzione solo del modulo del momento p ≡ ‖p‖ (per isotropia).
Sara` quindi naturale scrivere ora la densita` di numero come
n =
g
(2pi)3
∫
f (p) d3p , (2.2.3)
dove abbiamo lasciato implicita la dipendenza di f dal tempo dato che essa verra`
poi manifestata in termini della dipendenza dalla temperatura di tale funzione. Da
questo risultato possiamo ora procedere verso la costruzione della versione microsco-
pica delle altre due grandezze termodinamiche di nostro interesse: densita` di mas-
sa/energia e pressione isotropa. Per quanto riguarda la densita` di massa/energia
ricordiamo che stiamo sviluppando un modello per particelle debolmente interagen-
ti4, trascurando quindi gli eventuali termini di energia potenziale, possiamo scrivere
l’energia totale di una particella di massa m e momento p come
E (p) =
√
m2 + p2 . (2.2.4)
La densita` di massa/energia si otterra` quindi pesando ciascuno stato che compare
nell’espressione della densita` di numero con la sua corrispondente energia, ottenendo
ρ =
g
(2pi)3
∫
E (p) f (p) d3p . (2.2.5)
Per quanto riguarda la pressione invece dobbiamo fare un piccolo ragionamento.
Sappiamo che la pressione e` definita come l’impulso trasferito da un gas di particelle
3L’elicita` di una particella e` una quantita` conservata, definita come la proiezione del suo vettore
di spin nella direzione del suo impulso:
H ≡ s · p‖s · p‖ .
Dato che lo spettro degli autovalori dello spin rispetto ad un determinato asse e` discreto, sara` tale
anche quello degli autovalori dell’elicita`. Il range di valori ottenibili da una misura di elicita` di una
particella con spin s e` quindi s, s− 1, . . . ,−s.
4Dato che dalle osservazioni sappiamo che nell’Universo primordiale le particelle erano tali in
buona approssimazione [2].
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contro le pareti del recipiente che lo confina, per unita` di tempo. Consideriamo
allora un elemento di area infinitesimo dA delle pareti in cui e` contenuto il nostro
gas, che possiamo pensare ortogonale ad un immaginario asse x di un riferimento
tridimensionale. Le particelle in grado di arrivare a colpire la parete nell’intervallo
di tempo tra t e t+dt, fissato il valore della componente px del momento, sono tutte
e sole quelle che appartengono al volume5
dV (px) =
px
E
dAdT ,
il cui numero sara` quindi
dn (px) =
g
(2pi)3
f (E)
px
E
dAdT .
Assumendo che l’urto con la parete sia elastico, ogni particella trasferira` ad essa un
momento pari a 2px. La pressione si ottiene quindi integrando su tutti i valori di
momento possibili, a patto che si abbia px > 0, dato che la particella deve comunque
essere diretta contro il bersaglio. Si ottiene allora
P =
dp
dAdt
=
∫
px>0
2p2x
E
g
(2pi)3
f (E) d3p .
Osservando che la funzione integranda e` pari nella variabile px e che il dominio
e` simmetrico rispetto ad essa, possiamo moltiplicare l’integrale per un fattore 1/2
ed estenderlo a tutto il dominio dei momenti. Sfruttando l’isotropia dello spazio
possiamo poi scrivere p2x = p
2/3, arrivando all’espressione definitiva per la pressione
P =
g
(2pi)3
∫
1
3
p2
E (p)
f (p) d3p . (2.2.6)
2.2.2 Sistemi all’equilibrio
Vogliamo ora caratterizzare i principali tipi di equilibrio di interesse nella termo-
dinamica e mostrare quali considerazioni possiamo formulare a partire da essi. Il
primo di cui discutere e` l’equilibrio cinetico, il quale viene raggiunto quando le par-
ticelle, durante gli urti, si scambiano energia e momento in modo efficiente. Si puo`
mostrare [10] che cio` conduce ad uno stato di equilibrio che e` quello di massima
entropia, sappiamo allora che in tali condizioni, per sistemi quantistici di particelle
identiche, la funzione di distribuzione sara` data dalla statistica di Fermi-Dirac, o
dalla statistica di Bose-Einstein
f (p) = [exp ((E (p)− µ) /T )± 1]−1 , (2.2.7)
dove il segno + rappresenta la statistica dei fermioni, mentre il segno − quella dei
bosoni. Osserviamo che tali statistiche sono funzioni di due parametri: il potenziale
5Dove abbiamo sfruttato la relazione relativistica ‖v‖ = p/E.
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chimico µ, e la temperatura T , i quali variano in modo tale da far s`ı che siano
rispettate le equazioni di continuita` per la densita` di numero 2.1.3 e per la densita`
di energia 1.4.15. Il secondo tipo di equilibrio d’interesse e` l’equilibrio chimico.
Quando esso si presenta e` possibile mettere in relazione tra di loro i potenziali
chimici di diverse specie particellari. Supponiamo di avere quattro diversi tipi di
particelle che interagiscono tra di loro tramite il processo
i+ j ↔ k + l .
In condizioni di equilibrio chimico sara` allora possibile scrivere la seguente relazione
tra i potenziali chimici:
µi + µj = µk + µl , (2.2.8)
nota come equazione di Saha. Vogliamo ora mostrare che questa relazione ci per-
mette di trascurare il potenziale chimico nella funzione di distribuzione 2.2.7. Come
prima cosa ricordiamo che, dato che il numero di fotoni non e` conservato6, il loro
potenziale chimico e` nullo µγ = 0 [7]. Da cio` e` facile concludere che per coppie
particella-antiparticella vale la seguente relazione:
µX = −µX¯ . (2.2.9)
E` infatti sufficiente applicare l’equazione di Saha a processi di annichilazione del tipo
X + X¯ ↔ γ + γ. Ora, considerando che durante i primi istanti di vita dell’Universo
tutte le particelle erano all’equilibrio termico grazie a processi come
e− + µ+ → νe + ν¯µ ,
e− + p→ νe + n ,
µ− + p→ νµ + n ;
osserviamo che i vari potenziali chimici sono legati da
µe − µνe = µµ − µνµ = µn − µp = · · · .
Questo ci permette di ridurre il numero dei potenziali chimici in gioco ai soli indi-
pendenti, dai quali potremo poi ricostruire gli altri. Si puo` osservare poi che, dato
che i potenziali chimici possono essere messi in relazione con la densita` di numero,
essi possono essere messi in relazione con le quantita` globalmente conservatore come
la carica elettrica, il numero barionico e il numero leptonico. Sfruttando poi cono-
scenze fenomenologiche, come il fatto che l’Universo sia globalmente neutro, o che
la quantita` di Barioni sia molto minore di quella dei fotoni (con la conseguenza che
il numero barionico sara` molto basso); e facendo ipotesi ad hoc come nel caso del
6La ragione fisica di questo fatto e` che il numero di fotoni confinati in un contenitore non
puo` essere arbitrario. Esso infatti viene continuamente modificato e portato ad un valore tale da
garantire che il gas di fotoni sia all’equilibrio termico con le pareti del contenitore, dato che il gas
interagisce con tali pareti tramite processi di emissione e assorbimento di fotoni appunto. Questo
fatto si presenta anche nello spazio aperto, solo che questa volta il numero di fotoni viene stabilizzato
tramite processi di annichilazione o scattering tra particelle.
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numero leptonico7, possiamo concludere che tutti questi potenziali chimici sono di
entita` trascurabile [11], riscriveremo allora la 2.2.7 come
f (p) =
[
exp
(√
p2 +m2/T
)
± 1
]−1
. (2.2.10)
L’ultimo tipo di equilibrio di nostro interesse e` l’equilibrio termico. Come abbiamo
gia` menzionato, nell’Universo di Friedmann-Robertson-Walker esso puo` essere rag-
giunto solo approssimativamente, che e` quanto basta per aspetti pratici, dato che la
metrica non possiede vettori di Killing di tipo tempo. Quello che ci interessa real-
mente pero` non e` tanto l’equilibrio termico vero e proprio, bens`ı lo studio di quando
le particelle lascino questo stato di equilibrio primordiale. Se tale equilibrio si fosse
mantenuto fino ad oggi infatti l’Universo non sarebbe altro che un sistema alla tem-
peratura di circa 2.725 K, non molto interessante da studiare. La chiave per studiare
il passaggio dallo stato di equilibrio a quello di non equilibrio e` il confronto tra il
tasso di interazioni, che indicheremo con Γ, e il tasso di espansione dell’Universo H.
Il tasso di interazioni viene definito come
Γ ≡ nσ ‖v‖ , (2.2.11)
dove n e` la densita` di numero delle particelle bersaglio, σ la sezione d’urto del pro-
cesso, e v la velocita` relativa (media) tra bersaglio e proiettile. L’equilibrio termico
viene raggiunto quando il tasso di interazioni8 e` grande rispetto a quello di espansio-
ne, nel senso che le particelle riescono a mettersi in una configurazione di equilibrio
in un tempo cos`ı veloce da poter considerare il fattore di scala costante. Quindi il
criterio per avere equilibrio termico e` che sia Γ & H. A questo punto ci verrebbe da
dire allora che le particelle lasciano il loro stato di equilibrio quando Γ . H, tuttavia
questo puo` essere usato come criterio solo in prima approssimazione in quanto non e`
vero in generale, infatti come vedremo particelle di massa nulla non (o meglio, debol-
mente) interagenti, una volta che sono state in equilibrio termico, mantengono una
distribuzione di equilibrio con T ∝ a−1 per tutto il resto della loro esistenza, anche
dopo aver lasciato tale stato. Il modo corretto di approcciarsi a questo problema,
come vedremo nella sezione 2.4, e` integrare l’equazione di Boltzmann.
2.3 Gas di particelle debolmente interagenti
Vogliamo utilizzare ora il formalismo introdotto nelle sezioni precedenti per iniziare
a calcolare in modo esplicito i parametri d’interesse (densita` di numero, densita` di
massa/energia e pressione) per un gas di particelle debolmente interagenti in condi-
zioni di equilibrio. I risultati qui ottenuti verranno poi opportunamente generalizzati
ed utilizzati nel caso di gas di fermioni disaccoppiati nel capitolo 3.
7Che e` supposto essere piccolo analogamente a quello barionico a causa di riscontri nella teoria
della nucleosintesi primordiale, ma senza evidenze sperimentali certe.
8Che sono appunto i processi responsabili di tale equilibrio.
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2.3.1 Densita` e pressione
Come primo passo effettuiamo quindi il calcolo esplicito delle densita` di numero e
massa/energia, e della pressione. Supponendo di essere in uno stato di equilibrio
cinetico, chimico e termico, sappiamo che tali grandezze possono essere scritte come9
n (T ) =
g
2pi2
∫ +∞
0
p2
exp
(√
p2 +m2/T
)
± 1
dp , (2.3.1)
ρ (T ) =
g
2pi2
∫ +∞
0
p2
√
p2 +m2
exp
(√
p2 +m2/T
)
± 1
dp , (2.3.2)
P (T ) =
1
3
g
2pi2
∫ +∞
0
p4√
p2 +m2
1
exp
(√
p2 +m2/T
)
± 1
dp . (2.3.3)
Torna comodo ora definire due nuove variabili x = m/T e ξ = p/T , grazie alle quali
gli integrali sopra si riscrivono come
n (T ) =
g
2pi2
T 3I± (x) , I± (x) =
∫ +∞
0
ξ2
exp
(√
ξ2 + x2
)
± 1
dξ , (2.3.4)
ρ (T ) =
g
2pi2
T 4J± (x) , J± (x) =
∫ +∞
0
ξ2
√
ξ2 + x2
exp
(√
ξ2 + x2
)
± 1
dξ , (2.3.5)
P (T ) =
1
3
g
2pi2
T 4K± (x) , K± (x) =
∫ +∞
0
ξ4√
ξ2 + x2
1
exp
(√
ξ2 + x2
)
± 1
dξ .
(2.3.6)
Effettueremo il conto in approssimazione in due regimi di interesse: relativistico
e non relativistico, poiche´ in questi casi si riescono ad ottenere delle espressioni
analitiche finite. Partiamo dal caso non relativistico, come sappiamo esso viene
individuato dalla condizione m  T , ovvero x → 0. Per il calcolo della densita` di
numero della statistica bosonica osserviamo che10
lim
x→0
I− (x) = I− (0) =
∫ +∞
0
ξ2
eξ − 1 dξ = ζ (3) Γ (3) = 2ζ (3) ,
9Abbiamo gia` effettuato l’integrazione sulle variabili angolari, la quale si manifesta semplicemente
come la moltiplicazione per un fattore 4pip2.
10Ricordando il seguente integrale notevole:∫ +∞
0
ξn
eξ − 1 dξ = ζ (n+ 1) Γ (n+ 1) ,
dove ζ (z) e` la funzione zeta di Riemann, la quale e` definita come
ζ (z) =
+∞∑
n=1
1
nz
, ∀z ∈ C : <(z) > 1 .
Mentre Γ (z) e` la funzione gamma di Eulero, di cui sfrutteremo la proprieta` Γ (n+ 1) = n!, ∀n ∈ N .
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dove ζ (3) ≈ 1.20205. Quella fermionica puo` essere poi ricondotta a quest’ultima dal
fatto che
1
eξ + 1
=
1
eξ − 1 −
2
e2ξ − 1 ,
e quindi,
I+ (0) = I− (0)− 2
(
1
2
)3
I− (0) =
3
4
I− (0) .
Possiamo allora concludere che
n (T ) =

ζ (3)
pi2
gT 3 Bose-Einstein
3
4
ζ (3)
pi2
gT 3 Fermi-Dirac
. (2.3.7)
Con passaggi simili possiamo ricavare un analogo risultato per la densita` di mas-
sa/energia, sempre in regime relativistico si ha infatti che11
lim
x→0
J− (x) = J− (0) =
∫ +∞
0
ξ3
eξ − 1 dξ = ζ (4) Γ (4) =
pi4
15
,
Analogamente a quello fatto prima, la statistica fermionica e` correlata a quella
bosonica da
J+ (0) = J− (0)− 2
(
1
2
)4
J− (0) =
7
8
J− (0) ,
possiamo allora concludere che
ρ (T ) =

pi2
30
gT 4 Bose-Einstein
7
8
pi2
30
gT 4 Fermi-Dirac
. (2.3.8)
Per quanto riguarda la pressione invece il discorso si fa ancora piu` semplice, infatti
in regime relativistico
lim
x→0
K± (x) = K± (0) =
∫ +∞
0
ξ3
eξ ± 1 dξ = J± (0) ,
e quindi si nota subito che
P (T ) =
1
3
ρ (T ) =

1
3
pi2
30
gT 4 Bose-Einstein
7
24
pi2
30
gT 4 Fermi-Dirac
. (2.3.9)
11Ricordando quando visto alla nota precedente, e il fatto che
ζ (4) = 1 +
1
24
+
1
34
+ · · · = pi
2
90
.
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Che e` esattamente l’equazione di stato che avevamo previsto per la radiazione, che
comprendeva appunto gas di particelle relativistiche. Ci rimane ora da studiare il
caso di particell che si trovano in regime non relativistico, il quale viene individuato
dalla condizione m  T , ovvero x → +∞. Partiamo nuovamente dal caso della
densita` di numero, osservando che
I± (x) ∼+∞
∫ +∞
0
ξ2
exp
(√
ξ2 + x2
) dξ .
Si puo` verificare [2] che la maggior parte del contributo dell’integrale viene dalla
zona in cui ξ  x, possiamo allora restringerci in tale regione in modo da poter
espandere in serie di Taylor la radice quadrata12 nell’argomento dell’esponenziale
ottenendo13
I± (x) '
∫ +∞
0
ξ2
ex+ξ2/(2x)
dξ = e−x
∫ +∞
0
ξ2e−
ξ2
2x dξ
= (2x)3/2 e−x
∫ +∞
0
ξ˜2e−ξ˜
2
dξ˜ =
√
pi
2
x3/2e−x ;
dove, al secondo passaggio abbiamo definito la nuova variabile ξ˜ = ξ/
√
2x, e dove
abbiamo sfruttato il fatto che Γ (3/2) =
√
pi/2. In conclusione abbiamo che
n (T ) = g
(
mT
2pi
)3/2
e−m/T , (2.3.10)
questo ci mostra che quando le particelle passano dal regime relativistico a quello non
relativistico, indipendentemente dal fatto che esse siano bosoni o fermioni, la loro
densita` di numero viene soppressa esponenzialmente. Cio` e` in accordo con il fatto
che, durante la sua prima fase di vita, l’Universo fosse dominato dalla radiazione.
Sempre in modo analogo, in regime relativistico si trova che
J± (x) ∼+∞
∫ +∞
0
ξ2
√
ξ2 + x2
exp
(√
ξ2 + x2
) dξ ,
con la stessa espansione utilizzata sopra, si trova allora che
J± (x) '
∫ +∞
0
ξ2
(
x+ ξ2/ (2x)
)
ex+ξ2/(2x)
dξ
= e−x (2x)3/2
[
x
∫ +∞
0
ξ˜2e−ξ˜
2
dξ˜ +
∫ +∞
0
ξ˜4e−ξ˜
2
dξ˜
]
=
e−x
2
(2x)3/2
[
xΓ
(
3
2
)
+ Γ
(
5
2
)]
=
√
pi
2
(
3
2
+
m
T
)(m
T
)3/2
e−m/T .
12Si ricorda che
√
1 + x = 1 + x/2 + o (x).
13Ricordando il seguente integrale notevole:∫ +∞
0
ξne−ξ
2
dξ =
1
2
Γ
(
1
2
(n+ 1)
)
.
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Per la densita` di massa/energia si ha quindi
ρ (T ) = mn (T ) +
3
2
n (T )T , (2.3.11)
tuttavia notiamo che in regime non relativistico il secondo addendo e` di entita` molto
minore rispetto al primo, quindi la densita` di massa/energia puo` essere scritta in
prima approssimazione anche come
ρ (T ) = mn (T ) . (2.3.12)
Concludiamo calcolando il valore della pressione. In regime non relativistico l’inte-
grale da valutare si riduce a
K± (x) ∼+∞
∫ +∞
0
1
exp
(√
ξ2 + x2
) ξ4
x
dξ ,
ancora una volta utilizziamo l’espansione in serie della radice quadrata, ottenendo
K± (x) ' 1
x
∫ +∞
0
ξ4
e(x+ξ2/(2x))
dξ =
e−x
x
(2x)5/2
∫ +∞
0
ξ˜4e−ξ˜
2
dξ˜
=
3
4
√
pi (2x)3/2 e−x .
La pressione risulta quindi essere
P = n (T )T . (2.3.13)
Osserviamo in particolare che essa ci mostra che gas di particelle non relativistiche
presentano l’equazione di stato che abbiamo utilizzato per la materia, infatti
P = n (T )T  mn (T ) = ρ (T ) . (2.3.14)
Per quanto abbiamo visto allora in una miscela di particelle relativistiche e non,
all’equilibrio termico, come puo` essere appunto il plasma primordiale, la frazione
particelle non relativistiche viene fortemente soppressa man mano che la tempe-
ratura diminuisce a seguito dell’espansione dell’Universo. Supponendo di essere
inizialmente in uno stato cos`ı energetico da garantire che tutte le particelle sia-
no relativistiche, abbassandosi gradualmente la temperatura eguagliera` la massa di
qualcuna, facendola passare da regime relativistico a non relativistico e facendo scat-
tare la soppressione esponenziale. La densita` di una siffatta miscela di particelle ad
una data temperatura sara` allora scrivibile come
ρ (T ) = g∗ (T )
pi2
30
T 4 , (2.3.15)
nella quale
g∗ (T ) =
∑
i=BE
gi
(
Ti
T
)4
+
7
8
∑
j=FD
gj
(
Tj
T
)4
, (2.3.16)
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e` detto numero effettivo di gradi di liberta` relativistici alla temperatura T , intesa
come temperatura del gas di fotoni. Sono stati inseriti i fattori Ti in modo da
poter considerare anche particelle all’equilibrio termico che non sono alla stessa
temperatura del gas di fotoni. Tale quantita` tiene conto del fatto che al diminuire
della temperatura il contributo di alcune particelle diventa irrilevante.
2.3.2 Entropia
Un’ulteriore quantita` che vogliamo caratterizzare per i nostri gas di particelle e`
l’entropia. Dalla termodinamica, trascurando il contributo del potenziale chimico,
come al solito, sappiamo che
TdS = d [(ρ+ P )V ]− V dP , (2.3.17)
dove, ρ e P sono riferite a stati di equilibrio, e quindi nel nostro caso hanno le
espressioni 2.3.2 e 2.3.3. Naturalmente vogliamo costruire l’entropia in modo che dS
sia, al solito, un differenziale esatto, allora deve essere soddisfatta la condizione di
chiusura14 della 1-forma che definisce dS, ovvero
∂2S
∂T∂V
=
∂2S
∂V ∂T
. (2.3.18)
Questo ci permette di mettere in relazione la densita` e la pressione come
dP =
ρ+ P
T
dT , (2.3.19)
che sostituita nella 2.3.17 porge
dS =
1
T
d [(ρ+ P )V ]− V
T 2
(ρ+ P ) dT = d
[
ρ+ P
T
V
]
. (2.3.20)
Vogliamo ora mostrare che l’entropia cos`ı definita, in condizioni di equilibrio, e` una
quantita` conservata, infatti
dS
dt
=
V
T
[
dρ
dt
+
1
V
dV
dt
(ρ+ P )
]
+
V
T
[
dP
dt
− ρ+ P
T
dT
dt
]
= 0 ,
il primo termine infatti si annulla per l’equazione di continuita` 1.4.1515, mentre il
secondo per la 2.3.19. Possiamo quindi definire la nostra funzione entropia come
S ≡ ρ+ P
T
a3 . (2.3.21)
Possiamo ora scrivere la densita` e la pressione16 totali della miscela di particelle
come fatto in 2.3.15 ottenendo
S =
2
45
pi2g∗S (T ) a3T 3 , (2.3.22)
14Ci basta chiedere questo dato che e` naturale supporre il dominio contraibile.
15Ricordando che V ∝ a3.
16Analogamente alla densita` anch’essa e` trascurabile in regime non relativistico rispetto a quello
relativistico, si puo` cos`ı effettuare una costruzione analoga a quella utilizzata per la densita` della
miscela di particelle.
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nella quale
g∗S (T ) =
∑
i=BE
gi
(
Ti
T
)3
+
7
8
∑
j=FD
gj
(
Tj
T
)3
. (2.3.23)
Osserviamo che nel caso in cui tutte le particelle siano all’equilibrio termico alla
stessa temperatura del gas dei fotoni si ha che g∗S (T ) = g∗ (T ). Osserviamo inoltre
che il fatto che l’entropia sia una quantita` conservata implica che
T ∝ g−1/3∗S a−1 , (2.3.24)
che osservato lontano dalle soglie di massa, ovvero dove g∗S e` circa costante, ci
fornisce la dipendenza T ∝ a−1 che ci aspettavamo confrontando l’equazione di
stato per la radiazione dei modelli di Friedmann alla legge di Stefan-Boltzmann.
2.4 Termodinamica fuori equilibrio
Come accennato in precedenza vogliamo occuparci ora di una trattazione piu` det-
tagliata del fenomeno del disaccoppiamento. Eravamo giunti a concludere che un
particella si disaccoppia dal plasma primordiale quanto viene raggiunta la soglia
Γ . H. Tuttavia avevamo anche osservato che tale criterio e` piuttosto rozzo e che
necessitiamo di strumenti piu` precisi per studiare la regione attorno al disaccop-
piamento. Vedremo ora che il modo corretto di trattare questo fenomeno e` seguire
l’evoluzione microscopica della funzione di distribuzione nello spazio delle fasi [11],
dovremo quindi ricorrere all’equazione di Boltzmann, e riformularla opportunamente
in linguaggio relativistico.
2.4.1 L’equazione di Boltzmann classica
Iniziamo studiando la variazione temporale di una generica funzione di distribuzione
sullo spazio delle fasi, che ricordiamo essere per definizione tale che
dN = f (x,p, t) d3xd3p . (2.4.1)
In un generico processo, la variazione temporale di f sara` caratterizzata da un
termine dovuto alla diffusione delle particelle17 e da uno dovuto alle collisioni cui
esse vanno incontro [10], ovvero
df
dt
=
(
∂f
∂t
)
diff.
+
(
∂f
∂t
)
coll.
. (2.4.2)
Supponiamo ora che una forza F agisca sulle particelle contenute in un volumetto
infinitesimo d3xd3p dello spazio delle fasi per un tempo ∆t. Allora la posizione
media delle particelle contenute in esso sara` variata di ∆x = (p/m) ∆t, mentre il
17Termine che tiene conto del moto delle particelle dovuto all’applicazione di forze esterne.
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loro momento medio sara` variato di ∆p = F∆t. Dato che il numero di particelle
deve rimanere conservato nel processo possiamo allora scrivere che
f
(
x +
p
m
∆t,p + F∆t, t+ ∆t
)
d3x′d3p′ = f (x,p, t) d3xd3p , (2.4.3)
ma ricordando il teorema di Liouville della meccanica analitica sappiamo che l’ele-
mento di volume rimane invariato, cos`ı che ci possiamo ridurre a
f
(
x +
p
m
∆t,p + F∆t, t+ ∆t
)
= f (x,p, t) . (2.4.4)
In presenza di collisioni occorre modificare questo termine tenendo conto anche della
variazione nel numero di particelle dovuta ad esse. Possiamo allora generalizzare la
2.4.4 come
f
(
x +
p
m
∆t,p + F∆t, t+ ∆t
)
= f (x,p, t) +
(
∂f
∂t
)
coll.
dt , (2.4.5)
dalla quale rimane definito il termine dovuto alle collisioni. Possiamo ora espandere
il primo membro al primo ordine in ∆t e renderlo poi infinitesimo, ottenendo quella
che e` l’equazione del moto per la funzione di distribuzione, ovvero la versione classica
dell’equazione di Boltzmann:(
∂
∂t
+
p
m
· ∇x + F · ∇p
)
f (x,p, t) =
(
∂f
∂t
)
coll.
. (2.4.6)
2.4.2 L’equazione di Boltzmann relativistica
L’equazione di Boltzmann 2.4.6 e` valida in uno spazio con metrica euclidea, dato
che noi vogliamo applicarla in ambito cosmologico tuttavia, ci occore trovarne una
generalizzazione nell’ambito di spazi curvi generici. Innanzitutto osserviamo che la
2.4.6 puo` essere riscritta in modo piu` compatto definendo due operatori. Il primo e`
quello che viene detto operatore di Liouville non relativistico, definito come
LNR [.] ≡ ∂t + p
m
· ∇x + F · ∇p , (2.4.7)
riconosciamo subito che esso ha la struttura di derivata totale rispetto al tempo
(parametro che parametrizza la traiettoria seguita dalla particella), tenendo conto
della legge di Newton. Il secondo invece viene detto operatore collisionale, indicato
con C [.], ed e` definito come quello responsabile del lato destro dell’equazione di
Boltzmann. L’equazione puo` essere quindi riscritta in modo piu` compatto come
LNR [f ] = C [f ] . (2.4.8)
Per generalizzare l’operatore di Liouville ci basta riadattare allo spaziotempo la
struttura di derivata totale dell’operatore classico. Considerando infatti una fun-
zione di distribuzione f (x, p), con x e p quadrivettori, su di una linea di Universo
parametrizzata dal parametro affine λ, definito in modo tale che pµ = dxµ/dλ, si ha
d
dλ
f (x (λ) , p (λ)) =
∂f
∂xµ
dxµ
dλ
+
∂f
∂pµ
dpµ
dλ
. (2.4.9)
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Se ora supponiamo che le particelle interagiscano solo per interazione gravitaziona-
le, esse si muoveranno su delle geodetiche, ovvero su curve sottostanti la seguente
equazione18
dpµ
dλ
+ Γµνσp
νpσ = 0 , (2.4.10)
cos`ı che possiamo riscrivere la 2.4.9 come
d
dλ
f (x (λ) , p (λ)) = pµ
∂f
∂xµ
− Γµνσpνpσ
∂f
∂pµ
. (2.4.11)
Abbiamo cos`ı trovato la giusta generalizzazione dell’operatore di Liouville adatto
allo spaziotempo, ovvero
L [.] = pµ
∂
∂xµ
− Γµνρpνpρ
∂
∂pµ
. (2.4.12)
Per applicare tale espressione ad un caso concreto occorre stabilire quale sia la
metrica di interesse. Nel nostro caso essa e` ovviamente la metrica di Friedmann-
Robertson-Walker, per la quale, ricordando i simboli 1.3.8, possiamo scrivere l’ope-
ratore di Liouville come
L [f ] = E
∂f
∂t
− a˙
a
p2
∂f
∂E
. (2.4.13)
Utilizzando ora la definizione di densita` di numero in termini di funzione di distri-
buzione
n (t) =
g
(2pi)3
∫
f (E, t) d3p , (2.4.14)
possiamo scrivere l’equazione di Boltzmann come
n˙+ 3
a˙
a
n =
g
(2pi)3
∫
C [f ]
d3p
E
. (2.4.15)
Vogliamo ora trovare una formula per l’operatore collisionale, e a tale scopo consi-
deriamo un processo semplice del tipo 1 + 2 ↔ 3 + 4, del quale vogliamo studiare
l’evoluzione della funzione di distribuzione della particella 1 supponendo che essa
sia contenuta in una regione infinitesima dello spazio delle fasi centrata in (x,p).
Il numero di tali particelle puo` variare a seguito di due processi: diremo Ad3xd3p
il numero di collisioni che portano lo stato iniziale nello stato finale, consumando
particelle 1, ovvero 1 + 2 → 3 + 4; mentre diremo Bd3xd3p quelle che portano lo
stato finale in quello iniziale, producendo particelle 1, ovvero 1 + 2 ← 3 + 4. La
variazione nel numero delle particelle 1 a seguito di collisioni sara` quindi data da(
∂f
∂t
)
coll.
= B −A . (2.4.16)
18Ricordiamo [?] che data ∇ una connessione lineare su una varieta` M (pseudo-)riemanniana,
una geodetica per ∇ e` una curva σ : I →M , con I ⊂ R, tale che D (σ′) ≡ 0. In altre parole, essa e`
definita dalle equazioni (
σk
)′′
+
(
Γkij ◦ σ
)(
σi
)′ (
σj
)′
= 0 .
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Ovviamente queste collisioni avverranno con certe probabilita`, che possono essere
calcolate come
P (12→ 34) = (2pi)4
∫
δ(4) (p3 + p4 − p1 − p2) |M|212→34 d3p3d3p4 , (2.4.17)
P (34→ 12) = (2pi)4
∫
δ(4) (p1 + p2 − p3 − p4) |M|234→12 d3p1d3p2 ; (2.4.18)
dove le |M|2 sono le ampiezze modulo quadro dei processi considerati. Indichiamo
ora con N12 il numero di particelle che si trova nello stato iniziale, e N34 il numero
di particelle nello stato finale, ovvero
dN12 = F (x,p1,p2, t) d
3xd3p1d
3p2 , (2.4.19)
dN34 = F (x,p3,p4, t) d
3xd3p4d
3p3 ; (2.4.20)
dove le F (x,pi,pj , t) sono le funzioni di correlazione tra le particelle di tipo i e quelle
di tipo j. Ora, poiche´ siamo interessati alle collisioni di una sola specie particellare,
dobbiamo integrare su tutti i possibili momenti disponibili per quella rimanente, in
modo da considerare tutte le eventualita`. Nel caso del processo 1 + 2 → 3 + 4 ad
esempio, verra` naturale scrivere
Ad3xd3p1 = d
3xd3p1
∫
P (12→ 34)F (x,p1,p2, t) d3p2 , (2.4.21)
dove abbiamo appunto integrato su tutti i momenti, escluso p1. Facendo in modo
analogo per il processo opposto otteniamo
Bd3xd3p1 = d
3xd3p1
∫
P (34→ 12)F (x,p3,p4, t) d3p2 , (2.4.22)
dove anche questa volta abbiamo escluso l’integrazione su p1 in modo da consi-
derare solo quelle collisioni che producono la particella 1 nello stato d’interesse.
Esplicitando ora le definizioni di probabilita` 2.4.17 e 2.4.18, si ottiene
A = (2pi)4
∫
δ(4) (p3 + p4 − p1 − p2) |M|212→34 F (x,p1,p2, t) d3p2d3p3d3p4 ,
(2.4.23)
B = (2pi)4
∫
δ(4) (p1 + p2 − p3 − p4) |M|234→12 F (x,p3,p4, t) d3p2d3p3d3p4 ;
(2.4.24)
dalle quali, ponendo Fij ≡ F (x,pi,pj , t), otteniamo19(
∂f
∂t
)
coll.
= (2pi)4
∫
δ(4) (p3 + p4 − p1 − p2)
[
|M|234→12 F34−
− |M|212→34 F12
]
d3p2d
3p3d
3p4 . (2.4.25)
19Ricordando che la funzione delta di Dirac e` pari nei suoi argomenti.
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Supponendo ora che all’interno del volumetto d3x i momenti delle particelle siano
scorrelati, cioe` F (x,pi,pj , t) = fi (x,pi, t) fj (x,pj , t), possiamo scrivere in definiti-
va la forma dell’operatore collisionale come(
∂f
∂t
)
coll.
= (2pi)4
∫
δ(4) (p3 + p4 − p1 − p2)
[
|M|234→12 f3f4−
− |M|212→34 f1f2
]
d3p2d
3p3d
3p4 . (2.4.26)
Quanto derivato sopra vale per un processo semplice del tipo 1 + 2↔ 3 + 4, genera-
lizzando ora il tutto ad un processo generico del tipo ψ+a+b+· · · ↔ i+j+· · · , dove
ψ e` la specie particellare di cui volgiamo studiare l’evoluzione della funzione di di-
stribuzione, possiamo allora scrivere il secondo membro dell’equazione di Boltzmann
come
g
(2pi)3
∫
C [f ]
d3pψ
Eψ
= − (2pi)4
∫
δ(4) (pψ + pa + pb + · · · − pi − pj − · · · )×
×
[
|M|2ψ+a+b+···→i+j+··· fafb · · · fψ (1± fi) (1± fj) · · · −
− |M|2i+j+···→ψ+a+b+··· fifj · · · (1± fa) (1± fb) · · · (1± fψ)
]
×
× dΠψdΠadΠb · · · dΠidΠj · · · , (2.4.27)
dove i segni + e − sono riferiti alle statistiche bosonica e fermionica rispettivamente,
e dove abbiamo posto
dΠ ≡ g
(2pi)3
d3p
2E
. (2.4.28)
Osserviamo che la presenza della delta di Dirac rappresenta la conservazione del
quadrimomento durante la collisione. Ci sono due semplificazioni che possiamo
introdurre nella 2.4.27 al fine di semplificare l’equazione di Boltzmann. In primo
luogo assumiamo l’invarianza CP20, fatto che ci porta a concludere che
|M|2ψ+a+b+···→i+j+··· = |M|2i+j+···→ψ+a+b+··· ≡ |M|2 . (2.4.29)
La seconda semplificazione consiste nell’utilizzare la statistica di Maxwell-Boltzmann
per tutte le particelle21, senza distinguere tra bosoni e fermioni. Nelle regioni di
validita` di questa approssimazione inoltre e` conveniente osservare che 1 + f ' 1,
l’equazione di Boltzmann puo` allora essere scritta in definitiva come
n˙ψ + 3Hnψ = − (2pi)4
∫
δ(4) (pψ + pa + pb + · · · − pi − pj − · · · ) [fafb · · · fψ−
− fifj · · · ] |M|2 dΠψdΠadΠb · · · dΠidΠj · · · . (2.4.30)
20Fatto ben giustificato dato che l’unica sua violazione e` stata osservata nel sistema K0 − K¯0.
21Assunzione non troppo drastica in regioni di studio lontane da quelle in cui si osservano gas di
Fermi degeneri o da condensati di Bose-Einstein.
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Capitolo 3
Gas di Fermi disaccoppiati:
termodinamica
In questo capitolo vogliamo studiare il comportamento di un gas di fermioni che e`
stato all’equilibrio termico con il plasma primordiale fino ad un certo istante, detto
di disaccoppiamento, dopo il quale esso viene trattato come un gas di particelle non
interagenti libero di fluire nell’Universo in espansione, al solito descritto dal modello
di Friedmann-Robertson-Walker. Punto di fondamentale importanza e` che fino a
quando il gas si trova all’equilibrio termico possiamo parametrizzare la sua funzione
di distribuzione nello spazio delle fasi tramite la temperatura T e il potenziale chi-
mico µ, si ricordi ad esempio la 2.2.7. Dopo il disaccoppiamento tuttavia il gas e` non
interagente, e quindi addirittura la nozione stessa di temperatura perde di significa-
to. E` un fatto noto [13] tuttavia che la forma della funzione di distribuzione in casi
particolari di sistemi di questo tipo e` invariante sotto l’espansione dell’Universo. I
casi in cui questa affermazione e` valida sono quello di particelle di massa nulla, e, in
buona approssimazione, nel caso di gas di particelle completamente in regime relati-
vistico, o completamente in regime non relativistico. In questi casi, come vedremo,
si puo` risalire alla funzione di distribuzione dopo il disaccoppiamento semplicemen-
te riscalando opportunamente un parametro che gioca il ruolo della temperatura1,
detto temperatura efficace, in funzione dell’espansione dell’Universo rappresentata
dal fattore di scala. Ci proponiamo allora di studiare se sia possibile estendere ta-
le costruzione a casi piu` generici, concentrandoci in particolare a quello di gas di
fermioni massivi in regime energetico arbitrario. In tutta la discussione che segue
assumeremo sempre in modo implicito la conservazione del numero di particelle, e
il preservarsi di una distribuzione di equilibrio (statistica di Fermi-Dirac) anche per
gas disaccoppiati2. Schematizzeremo inoltre il disaccoppiamento come istantaneo,
1Ma che non e` una temperatura nel senso fisico del termine, dato che siamo in presenza di gas
di particelle non interagenti.
2Quest’assunzione e` automaticamente valida nel caso di gas di particelle di massa nulla, o nel
caso di gas di Fermi degeneri. Tuttavia nella stretta ipotesi di gas di fermioni non interagenti essa
non puo` essere valida, occorre assumere l’esistenza di un’interazione elastica interna, abbastanza
forte da garantire la il presentarsi di una distribuzione di equilibrio.
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e non terremo conto di modificazioni iniziali nella funzione di distribuzione dovute
ad un disaccoppiamento parziale. Al fine di generalizzare il piu` possibile risulta-
ti noti inoltre, nella nostra trattazione terremo conto anche del potenziale chimico
nella funzione di distribuzione, che in precedenza era stato trascurato in quanto
di piccola entita` nei casi di nostro interesse. Potremo allora riscrivere i parametri
termodinamici introdotti al capitolo precedente come
n (T, µ) =
g
2pi2
∫ +∞
0
p2
exp [(E (p)− µ) /T ] + 1 dp , (3.0.1)
ρ (T, µ) =
g
2pi2
∫ +∞
0
p2E (p)
exp [(E (p)− µ) /T ] + 1 dp , (3.0.2)
P (T, µ) =
1
3
g
2pi2
∫ +∞
0
p4
E (p)
1
exp [(E (p)− µ) /T ] + 1 dp . (3.0.3)
Inizieremo ora il nostro studio mostrando il prototipo della struttura da seguire,
ovvero quella gia` nota del caso di particelle di massa nulla.
3.1 Particelle di massa nulla
Nel caso di fermioni di massa nulla si ha spesso, ma non sempre, che µ = 03. Tenendo
conto allora di questo fatto nella 3.0.1, e ricordando che particelle di massa nulla
sono sempre relativistiche, si trova che la densita` di numero in questo caso e` quella
data dalla seconda delle 2.3.7, ovvero
n (T, µ = 0) =
3
4
ζ (3)
pi2
gT 3 . (3.1.1)
Assumiamo ora che ad un certo istante t0 il gas di Fermi considerato si disaccoppi
dal bagno termico primordiale, istante al quale ci riferiremo con il pedice ”0”. Ad
un certo istante generico t > t0, il volume occupato dal gas e` variato, a causa
dell’espansione dell’Universo, come
V0 → V = V0a
3
a30
. (3.1.2)
Ricordando ora che abbiamo assunto che il numero di particelle del gas sia conservato
durante l’espansione, abbiamo che la densita` di numero evolve in modo inversamente
proporzionale al volume, quindi al generico istante t abbiamo che
n = n (T0, µ0)
a30
a3
. (3.1.3)
Questo fatto intuitivo puo` essere giustificato attraverso l’equazione di Boltzmann
2.4.30. In assenza di interazioni infatti il secondo membro dell’equazione e` nullo, ed
3Questo a rigore e` vero solo quando il numero di particelle non e` conservato, come nel caso dei
fotoni [7]. Tuttavia nella maggior parte dei casi di interesse questo fatto coincide con la natura delle
particelle di avere massa nulla o meno.
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essa si riduce semplicemente a
n˙+ 3Hn = 0 , (3.1.4)
che ha come soluzione proprio una funzione del tipo 3.1.3. Ricordiamo inoltre che
la nostra seconda ipotesi era il mantenimento di una distribuzione di equilibrio,
funzione solo di T e µ, anche dopo il disaccoppiamento, cos`ı che n = n (T, µ).
Allora dalla 3.1.3 possiamo ricavare la definizione di due funzioni T (a) e µ (a), dette
rispettivamente temperatura efficace e potenziale chimico efficace, le quali non sono
una temperatura e un potenziale chimico in vero senso fisico4, bens`ı non solo altro che
due parametri che servono per descrivere l’evoluzione della funzione di distribuzione
del gas durante l’espansione dell’Universo. In particolare nel caso di nostro interesse
si trova che la condizione
n (T (a) , µ (a)) ≡ n (T0, µ0) a
3
0
a3
, (3.1.5)
nella quale la densita` di numero e` data dalla 3.1.1, porge
T (a) = T0
a0
a
, e µ (a) = 0 . (3.1.6)
Quindi osserviamo che un gas di fermioni di massa nulla5, disaccoppiato e con parti-
celle non interagenti, evolve sotto l’espansione dell’Universo come se fosse solo la sua
temperatura ad essere riscalata da essa. Questo fatto e` verificato sperimentalmente
dal perfetto spettro di corpo nero che presenta la CMB [9], che sappiamo essere
un gas di fotoni disaccoppiati. Dato che come abbiamo accennato tuttavia non e`
sempre vero che per particelle di massa nulla e` nullo anche il potenziale chimico,
vogliamo ora considerare il caso piu` corretto di un gas analogo al precedente ma
con potenziale chimico in generale non nullo. Come prima cosa osserviamo che la
densita` di numero risulta essere6
n (T, µ) =
g
2pi2
∫ +∞
0
p2
ep/T e−µ/T + 1
dp =
g
2pi2
T 3
∫ +∞
0
ξ2
eξe−µ/T + 1
dp
= −gT
3
pi2
Li3
(
−eµ/T
)
, (3.1.7)
4Come abbiamo gia` detto per gas disaccoppiati queste nozioni perdono di significato.
5Risultato completamente analogo puo` essere ricavato anche nel caso di un gas di bosoni.
6Dove abbiamo sfruttato il seguente integrale notevole [15]:
1
Γ (s)
∫ +∞
0
ts−1
et/z + 1
dt = −Lis (−z) ,
il quale converge ∀s ∈ C : <(s) > 0, e ∀z ∈ Cr{z ∈ R ∧ <(z) ≤ −1}. Nel quale Lis (z) e` la funzione
polilogaritmo, definita come
Lis (z) =
+∞∑
k=1
zk
ks
, ∀z ∈ C : |z| < 1 .
Osserviamo che l’integrale notevole utilizzato costituisce un prolungamento analitico della
definizione fornita.
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dove abbiamo sfruttato il cambio di variabile ξ = p/T . Inserendo ora questo risultato
in entrambi i membri della 3.1.5, troviamo che sono univocamente definite le due
seguenti funzioni:
T (a) = T0
a0
a
, e µ (a) = µ0
a0
a
. (3.1.8)
Possiamo quindi generalizzare il risultato precedente dicendo che per un gas di fer-
mioni (o bosoni) di massa nulla, disaccoppiato e con particelle non interagenti, evolve
sotto l’espansione dell’Universo come se venissero riscalati linearmente solo la sua
temperatura e il suo potenziale chimico.
3.1.1 Temperatura di riscalamento
Vogliamo ora definire un nuovo parametro detto temperatura di riscalamento, e
indicata con TS , da utilizzare al posto dei fattori di scala al fine di valutare il grado
di espansione relativa dell’Universo. Ricordando la prima delle 3.1.8 infatti notiamo
subito che una possibile idea per misurare l’espansione dell’Universo e` quella di
misurare la temperatura della CMB, Tγ , dato che si tratta di un gas di bosoni di
massa nulla disaccoppiato, e di confrontarla con quella ad un istante di riferimento
(ad esempio il disaccoppiamento). Assumendo ora la conservazione dell’entropia nel
plasma primordiale, troviamo che ogni riscaldamento7 della temperatura della CMB,
avvenuto tra il disaccoppiamento e i giorni nostri, puo` essere tenuto in considerazione
riscalando la temperatura di un fattore
[
gtoday∗S /g
dec
∗S
]1/3
. Possiamo ricavare allora
una definizione della temperatura di riscalamento da
TS
T0
≡ a0
a
=
(
g∗S (Tγ)
g∗S (T0)
)1/3 Tγ
T0
. (3.1.9)
In tutto il resto della nostra discussione useremo questo parametro al posto del fat-
tore di scala per quantificare l’espansione dell’Universo. Inoltre osserviamo che nel
caso di particelle di massa nulla (e come vedremo, solo in esso) si ha che la tem-
peratura di riscalamento coincide con la temperatura efficace. In generale tuttavia
la temperatura efficace e il potenziale chimico efficace saranno due funzioni del tipo
T (TS) e µ (TS), determinate, come al solito, imponendo il riscalamento della densita`
di numero
n (TS) ≡ n (T (TS) , µ (TS)) = n (T0, µ0) T
3
S
T 30
. (3.1.10)
3.2 Particelle di massa non nulla
Vogliamo ora generalizzare il caso noto visto alla sezione precedente studiando quello
di gas di fermioni di massa non nulla. Per semplicita` di discussione partiremo prima
7Quando particelle passano dal regime relativistico a quello non relativistico la loro densita` nu-
merica diminuisce fortemente, ed iniziano ad annichilire. Questo porta alla produzione di radiazione,
fenomeno che portera` ad un rallentamento nel calo di temperatura della CMB (interpretabile anche
come un riscaldamento).
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discutendo il caso di un gas di Fermi degenere (T = 0), nel quale, ovviamente, il
potenziale chimico e` l’energia di Fermi. Dopo di che´ studieremo il caso di un gas di
Fermi termico (T > 0) ma con potenziale chimico minimo (µ = m); e infine quello
generale.
3.2.1 Caso degenere
Il caso di gas di Fermi degenere si ottiene nel limite T → 0, ed in tal caso sappiamo
che il potenziale chimico assume la forma di energia di Fermi. Come prima cosa, al
fine di seguire la struttura utilizzata nel caso di particelle di massa nulla, ci occorre
stabilire una forma analitica per la densita` di numero che sia funzione delle variabili
T e µ. Ci basta allora effettuare l’operazione di limite sulla 3.0.1, ottenendo
n (T = 0, µ) = lim
T→0
[
g
2pi2
∫ +∞
0
p2
exp [(E (p)− µ) /T ] + 1 dp
]
=
g
2pi2
∫ +∞
0
p2Θ (µ− E (p)) dp
=
g
2pi2
∫ +∞
m
E
(
E2 −m2)1/2 Θ (µ− E) dE
=
g
2pi2
∫ µ
m
E
(
E2 −m2)1/2 dE = g
6pi2
(
µ2 −m2)3/2 , (3.2.1)
dove al secondo passaggio abbiamo sfruttato il cambio di variabile E =
√
p2 +m2.
Osserviamo che la condizione di positivita` del radicando, ovvero µ ≥ m, e` in accor-
do con l’interpretazione di µ come l’analogo di un potenziale chimico, nonostante il
mancato equilibrio del gas di fermioni non permetta l’utilizzo di tale nozione. Tut-
tavia dato che siamo nel caso degenere, essa sara` funzione solo dell’energia di Fermi,
e quindi ci bastera` determinare la funzione µ (TS). Sempre forti dell’ipotesi di con-
servazione del numero di particelle, possiamo utilizzare la 3.2.1 mentre imponiamo
la 3.1.10, ottenendo
g
6pi2
[
µ (TS)
2 −m2
]3/2
=
g
6pi2
(
µ20 −m2
T 20
)3/2
T 3S , (3.2.2)
dalla quale si trova subito che
µ (TS) =
√
m2 +
(
µ20 −m2
T 20
)
T 2S . (3.2.3)
Osserviamo subito che la relazione 3.1.8 e` solo approssimativamente valida nel caso
massivo per TS  m. La deviazione maggiore si ha per bassi valori di TS , i quali
corrispondono ad espansioni molto grandi, o equivalentemente, a tempi molto grandi.
La deviazione riflette il fatto che per particelle massive il potenziale chimico non
puo` scendere sotto la soglia di m, e quindi la funzione µ (TS) non puo` passare per
l’origine, come accade nel caso di massa nulla (cfr. Figura 3.1). Possiamo ora usare
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FIG. 2: Fermi energy of a degenerate massive Fermi gas in dependence of the volume scaling, here expressed in
terms of TS. For comparison we also show the scaling in the massless case (gray).
We can use (16) in order to obtain the correct scaling behavior of all quantities that one can derive
from the spectrum. In order to keep the presentation of results simple, we will use the reduced scaling
temperature T S which is defined by
T S :=
✓
µ20  m2
T 20
◆1/2
TS . (17)
For a completely degenerate Fermi gas exact expressions for the energy density and pressure can be
obtained, they are given by
⇢(µ) =
1
8
µ
 
µ2  m2 1/2  2µ2  m2 +m4 ln m
µ+
p
µ2  m2 , (18)
P (µ) =
1
8
µ
 
µ2  m2 1/2  2µ2   5m2   3m4 ln m
µ+
p
µ2  m2 . (19)
The important point is that we can now use (16) in order to obtain ⇢, P , and also the equation of
state ! = P/⇢ in dependence of the volume scaling. Using (18), (19), and (16), the equation of state in
dependence of the scaling temperature is given by (cf. Figure 3)
P/⇢ (TS) =
⇣
TS
m
⌘
1 +
⇣
TS
m
⌘2 1/2 
2
3
⇣
TS
m
⌘2
  1
 
+ arcsinh
⇣
TS
m
⌘
⇣
TS
m
⌘
1 +
⇣
TS
m
⌘2 1/2 
2
⇣
TS
m
⌘2
+ 1
 
  arcsinh
⇣
TS
m
⌘ . (20)
This function smoothly interpolates between the two limiting cases
P/⇢ (TS !1) = 1
3
and P/⇢ (TS ! 0) = 0 , (21)
and describes the relativistic to non–relativistic transition of the non–interacting degenerate massive
Fermi gas in an expanding volume. In complete analogy, the mean energy per particle ⇢/n (cf. Figure 3)
can be computed from (13) and (18), and its scaling dependent value can be obtained by performing
the formal replacement µ! µ(TS).
The knowledge of how the spectrum changes with the volume scaling allows us to compute also other
quantities with full scaling dependence. For the gravitational clustering of relic neutrinos, for example,
an important input is their mean velocity [25, 26]. The mean value of some quantity X with respect to
a given spectrum is defined by
hXi := 1
n
1Z
m
dE
dn
dE
X , (22)
Figura 3.1: Potenziale chimico efficace di un gas di fermioni massi i degenere in funzione dell’e-
spansione del volume dell’Universo (nero), qui espressa in termini di temperatura di riscalamento.
Come confronto viene riportato anche l’andamento della stessa grandezza nel caso di un gas di
fermioni di massa nulla (grigio).
la 3.2.3, e quindi la funzione di distribuzione, per ottenere il riscalamento degli
altri parametri termodinamici di nostro interesse. Al fine di semplificare la forma
analitica delle espressioni che seguono introduciamo la temperatura di riscalamento
ridotta, definita com
T¯S ≡
(
µ20 −m2
T 20
)1/2
TS . (3.2.4)
Volendo trovare ora un’espressione analitica per la densita` di energia nel caso di
gas degenere, effettuiamo l’operazione di limite vista in precedenza sulla 3.0.2, dalla
quale otte iamo che
ρ (T = 0, µ) = lim
T→0
[
g
2pi2
∫ +∞
0
p2E (p)
exp [(E (p)− µ) /T ] + 1 dp
]
=
g
2pi2
∫ +∞
0
p2E (p) Θ (µ− E (p)) dp
=
g
2pi2
∫ +∞
m
E2
(
E2 −m2)1/2 Θ (µ− E) dE
=
g
2pi2
∫ µ
m
E2
(
E2 −m2)1/2 dE
=
g
16pi2
[
µ
(
µ2 −m2)1/2 (2µ2 −m2)+m4ln( m
µ+
√
µ2 −m2
)]
,
(3.2.5)
dove abbiamo sfruttato come al solito il cambio di variabile tra momento ed energia.
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FIG. 3: Mean energy per particle (left) and the equation of state (right) in dependence of the volume scaling,
here expressed in form of the scaling temperature TS . Initial parameters have been chosen to be (T0, µ0) = (5, 5).
where we have normalized to the density. The velocity is given by v = |@E/@p|, where E =
p
p2 +m2.
For the non–thermal (T = 0) spectrum the mean velocity can be computed to be
hv(µ)i = (µ m)
2
(µ+ 2m)
(µ2  m2)3/2
. (23)
By plugging in the scaling temperature dependence of µ as given by (16), we can obtain the scaling
temperature dependence of the mean velocity. It is given by
hv(TS)i =
✓
m
T S
◆38<:1 
"
1 +
✓
T S
m
◆2#1/29=;
8<:2 +
"
1 +
✓
T S
m
◆2#1/29=; . (24)
This result is exact. We can expand it for scaling temperatures TS ⌧ m, i.e. at late times in the
evolution of the universe, and find
hv(TS)i = 3
4
✓
µ20  m2
T 20
◆1/2
TS
m
+O
"✓
TS
m
◆3#
. (25)
We can use this result in order to compute the mean velocity of the recently proposed non–thermal
(degenerate) background of RH neutrinos [23]. In that case, mn T0, and µ0/T0 is bounded above
by observations of the energy density during BBN, typically expressed in terms of  Ne↵ (cf. e.g. [27]).
The mean velocity of non–thermal relic neutrinos at late times then is given by
hvC⌫B, non–thermali = 572 (1 + z)
✓
0.1 eV
m⌫
◆✓
 Nnte↵
0.7
◆1/4
km s 1 . (26)
We have expressed this in the conventional form where z denotes the red–shift relative to today and
 Nnte↵ is the additional number of e↵ective degrees of freedom during BBN caused by the non–thermal
relic neutrinos.
C. Thermal case (µ = m)
Let us now consider the case in which T > 0. We will make use of two di↵erent approximations for
the Fermi–Dirac integral (2). The first one – in the following referred to as “up” – is valid at high
temperatures T   m and/or high chemical potentials µ   m; the second one – “down” – is valid in
the case T & 0 and µ & m (Figure 4). The “up” approximation will be used to compute the initial
density of the massive Fermi gas in the hot early universe. After the decoupling, the density will scale
Figura 3.2: Equazione di stato di un gas di fermioni massivi degenere in funzione della temperatura
di riscalamento. Osserviamo che ad alte TS essa coincide con l’equazione di stato della radiazione,
mentre a basse TS con quella della materia. Questa funzione quindi descrive la transizione dal
regime relativistico a quello non relativistico del gas disaccoppiato. Nel grafico sono stati scelte le
condizioni iniziali (T0, µ0) = (5, 5).
In modo analogo possiamo poi eseguire l’operazione di limite anche sulla 3.0.3, dalla
quale troviamo che la pressione e` data da
P (T = 0, µ) = lim
T→0
[
1
3
g
2pi2
∫ +∞
0
p4
E (p)
1
exp [(E (p)− µ) /T ] + 1 dp
]
=
g
6pi2
∫ +∞
0
p4
E (p)
Θ (µ− E (p)) dp
=
g
6pi2
∫ +∞
m
(
E2 −m2)3/2 Θ (µ− E) dE = g
6pi2
∫ µ
m
(
E2 −m2)3/2 dE
=
g
48pi2
[
µ
(
µ2 −m2)1/2 (2µ2 − 5m2)− 3m4ln( m
µ+
√
µ2 −m2
)]
.
(3.2.6)
Tramite quest informazioni possiamo trovare ora u ’espressione dell’equazione di
stato dipendente dalla temperatura di riscalamento ridotta, ricordando infatti che
w = P/ρ, e sfruttando la 3.2.3, abbiamo che8
w
(
T¯S
)
=
(
T¯S
m
)[
1 +
(
T¯S
m
)2]1/2 [
2
3
(
T¯S
m
)2 − 1]+ arcsinh( T¯Sm )(
T¯S
m
)[
1 +
(
T¯S
m
)2]1/2 [
2
(
T¯S
m
)2
+ 1
]
− arcsinh
(
T¯S
m
) . (3.2.7)
Si puo` osservare subito che essa presenta i seguenti limiti:
lim
TS→0
w
(
T¯S
)
= 0 , lim
TS→+∞
w
(
T¯S
)
=
1
3
; (3.2.8)
8Ricordando che arcsinh (x) = ln
(
x+
√
x2 + 1
)
.
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FIG. 3: Mean energy per particle (left) and the equation of state (right) in dependence of the volume scaling,
here expressed in form of the scaling temperature TS . Initial parameters have been chosen to be (T0, µ0) = (5, 5).
where we have normalized to the density. The velocity is given by v = |@E/@p|, where E =
p
p2 +m2.
For the non–thermal (T = 0) spectrum the mean velocity can be computed to be
hv(µ)i = (µ m)
2
(µ+ 2m)
(µ2  m2)3/2
. (23)
By plugging in the scaling temperature dependence of µ as given by (16), we can obtain the scaling
temperature dependence of the mean velocity. It is given by
hv(TS)i =
✓
m
T S
◆38<:1 
"
1 +
✓
T S
m
◆2#1/29=;
8<:2 +
"
1 +
✓
T S
m
◆2#1/29=; . (24)
This result is exact. We can expand it for scaling temperatures TS ⌧ m, i.e. at late times in the
evolution of the universe, and find
hv(TS)i = 3
4
✓
µ20  m2
T 20
◆1/2
TS
m
+O
"✓
TS
m
◆3#
. (25)
We can use this result in order to compute the mean velocity of the recently proposed non–thermal
(degenerate) background of RH neutrinos [23]. In that case, mn T0, and µ0/T0 is bounded above
by observations of the energy density during BBN, typically expressed in terms of  Ne↵ (cf. e.g. [27]).
The mean velocity of non–thermal relic neutrinos at late times then is given by
hvC⌫B, non–thermali = 572 (1 + z)
✓
0.1 eV
m⌫
◆✓
 Nnte↵
0.7
◆1/4
km s 1 . (26)
We have expressed this in the conventional form where z denotes the red–shift relative to today and
 Nnte↵ is the additional number of e↵ective degrees of freedom during BBN caused by the non–thermal
relic neutrinos.
C. Thermal case (µ = m)
Let us now consider the case in which T > 0. We will make use of two di↵erent approximations for
the Fermi–Dirac integral (2). The first one – in the following referred to as “up” – is valid at high
temperatures T   m and/or high chemical potentials µ   m; the second one – “down” – is valid in
the case T & 0 and µ & m (Figure 4). The “up” approximation will be used to compute the initial
density of the massive Fermi gas in the hot early universe. After the decoupling, the density will scale
Figura 3.3: Energia media per particella di un gas di f rmio i massivi degenere in funz one della
temperatura di riscalamento. Osserviamo che in un Universo infinitamente es nso le partic lle
raggiungono il valore minimo della loro energia, rimane infatti solo i contributo dovuto unicamente
alla loro massa. Nel grafico sono stati scelte le condizioni iniziali (T0, µ0) = (5, 5).
quindi essa descrive la transizione di un fluido cosmologico da radiazione a materia,
ovvero quando esso passa da regime relativistico a non relativistico (o viceversa) in
un volume in espansione (cfr. Figura 3.2). In completa analogia poi si puo` calcolare
un’altra quantita` utile, che e` l’energia media per particella 〈E〉 = ρ/n, che risulta
essere
〈E〉 (T¯S) = 3
8
m4
T¯ 3S

(
T¯S
m
)[
1 +
(
T¯S
m
)2]1/2 [
2
(
T¯S
m
)2
+ 1
]
− arcsinh
(
T¯S
m
) .
(3.2.9)
Essa presenta il s guente limite intere sante:
lim
T¯S→0
〈E〉 (T¯S) = m , (3.2.10)
che riflette la situazione in cui si ha un raffreddamento definitivo dell’Universo, il
quale raggiunge un volume di espansione infinito. Allora in esso tutte le particelle
sono non relativistiche, e in particolare hanno velocita` nulla, l’unica energia che
possiedono quindi e` quella dovuta alla loro massa (cfr. Figura 3.3). Partendo da
qui si possono poi calcolare molte altre quantita` statistiche di interesse per i gas
di fermioni massivi che soddisfano le nostre ipotesi. Sia X una grandezza fisica, e
f (p)9 la funzione di distribuzione delle particelle del gas in gioco. E` allora possibile
definire il valor medio statistico di X sul gas di particelle come
〈X〉 ≡ 1
n (T, µ)
∫ +∞
0
Xf (p) d3p . (3.2.11)
9La indichiamo come funzione solo del modulo del momento in quanto abbiamo assunto
tacitamente di essere in un Universo di tipo FRW, come al capitolo 2.
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3.2.2 Caso di minimo potenziale chimico
Vogliamo ora considerare il caso termico, ovvero quello di un gas con una generica
temperatura T > 0. In questo caso, a differenza dei precedenti, non sara` possibile
calcolare in modo esatto l’integrale 3.0.1 ma dovremo ricorrere a due approssimazio-
ni, alle quali ci riferiremo con ”up” e ”down”, le quali sono buone nei limiti in cui
T  m e/o µ m, e T & 0 e/o µ & m rispettivamente. L’approssimazione ”up” e`
la piu` adatta nei casi applicativi nei quali si vuole determinare la densita` di numero
del gas di Fermi nell’Universo primordiale ad esempio. Man mano poi che la tem-
peratura si abbassa (a seguito dell’espansione dell’Universo, e quindi di un aumento
della temperatura di riscalamento) la densita` di numero cos`ı calcolata dovra` andare
a coincidere, in modo continuo, con quella calcolata tramite l’approssimazione ”do-
wn”. Come visto nei casi precedenti ora il nostro obiettivo e` quello di determinare
le funzioni T (TS) e µ (TS) imponendo la condizione 3.1.10. In particolare in questo
caso questo procedimento andra` applicato due volte, una per ognuno dei due limiti
nei quali siamo in grado di calcolare la densita` di numero. Utilizzando allora le
due approssimazioni citate sopra, e` possibile mostrare che nel caso con T  m e/o
µ m, la densita` di numero puo` essere ben approssimata da
2pi2
g
n (T , µ)up =
= −2T 3
[
Li3 (−z) + m
T
Li2 (−z)− 1
4
m2
T 2
ln (1 + z) +
1
12
m3
T 3
z
1 + z
]
,
(3.2.12)
dove abbiamo posto z ≡ exp (µ−mT ). Nel caso opposto invece, quando T & 0 e/o
µ & m, una buona approssimazione per la densita` di numero e` data da
2pi2
g
n (T , µ)down =
= −
√
pi
2
(mT )3/2
[
Li3/2 (−z) +
15
8
T
m
Li5/2 (−z) +
105
128
T 2
m2
Li7/2 (−z)
]
.
(3.2.13)
Le approssimazioni qui utilizzate derivano da una nuova espansione in serie asintotica
dell’integrale 3.0.1, la quale puo` essere ottenuta espandendo l’integrando nei limiti
E  2m e E  2m, la cui derivazione completa e` riportata nell’appendice A [13].
Osserviamo inoltre che l’efficacia di tali approssimazioni e` confermata dal confronto
della densita` di numero calcolata con esse rispetto a quella integrata numericamente.
Combinando insieme le approssimazioni ”up” e ”down” nelle rispettive regioni di
validita`, si ottiene un errore relativo che arriva al massimo all’1% nella regione
T ' m, mentre e` trascurabile altrove (cfr. Figura 3.4). Vogliamo ora concentrarci
nel caso particolare in cui µ = m10, e quindi con la nostra variabile z = 1. In questo
caso allora ci rimane da determinare solo la funzione T (TS), dato che quella per il
potenziale chimico si riduce banalmente ad una funzione costante.
10Ovvero quello in cui il potenziale chimico e` minimo.
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FIG. 4: Deviations from the numerically computed density n(T, µ) relative to our approximation “up” (27a)
(a), “down” (27b) (b), and the Sommerfeld approximation (c).
down inversely proportional to the volume until today. At low scaling temperatures TS ⌧ m, the scaled
density has to match the density which can be calculated in the “down” approximation. This is true
because even though T / TS does not hold at low temperatures, we still know the limiting behavior
T (TS ! 0)! 0 simply because the particle density has to vanish for an infinitely upscaled volume. The
goal is to extract the leading order behavior of T (TS) in the limit of high and low scaling temperatures.
We will then present a phenomenological interpolation function for T (TS) which fulfills the limiting
behavior at low and high TS and correctly reproduces the scaled density.
An excellent approximation for the density in case that T   m and/or µ  m is given by
n(T, µ)up
2⇡2
g
=   2T 3

Li3( z) + m
T
Li2( z)  1
4
m2
T 2
log(1 + z) +
1
12
m3
T 3
z
1 + z
 
, (27a)
where we have used z := exp(µ mT ), which should not be confused with the red–shift above. In the
opposite case, namely T ⌧ m and µ & m, a very good approximation for the density is given by
n(T, µ)down
2⇡2
g
=  
r
⇡
2
(mT )3/2

Li3/2( z) + 15
8
T
m
Li5/2( z) + 105
128
T 2
m2
Li7/2( z)
 
. (27b)
These results stem from a novel asymptotic series expansion of the Fermi–Dirac integral (2) which can
be obtained by expanding the integrand in the limits E   2m and E ⌧ 2m. The general form of these
series is given in Appendix A. Comparing our approximations to the numerically integrated density5
we see that we can reliably compute the density within these approximations (Figure 4). Combining
our approximations, the relative error to the numerically evaluated integral is at maximum 1% in the
region around T ⇠ m, and negligible everywhere else. For comparison, we also show the density as
obtained with the well–known approximation by Sommerfeld [28, 29] which holds only for the case that
µ > m and T ⌧ µ.6
Let us now focus on the case that µ = m exactly. Therefore, z = 1 and eqs. (27a) and (27b) reduce
5 All numerical computations in this work have been done with mathematica.
6 The Sommerfeld approximation requires the function in the numerator of (1) to be su ciently smooth around E = µ
such that one can Taylor expand it around µ (cf. e.g. [29]). The density spectrum of (1) does not fulfill this criterion
in the limit µ! m. This is the reason why the approximation fails to reliably compute the density in the limit of low
scaling temperatures corresponding to a large upscaled volume.
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density has to match the density which can be calculated in the “down” approximation. This is true
because even though T / TS does not hold at low temperatures, we still know the limiting behavior
T (TS ! 0)! 0 simply because the particle density has to vanish for an infinitely upscaled volume. The
goal is to extract the leading order behavior of T (TS) in the limit of high and low scaling temperatures.
We will then present a phenomenological interpolation function for T (TS) which fulfills the limiting
behavior at low and high TS and correctly reproduces the scaled density.
An excellent approximation for the density in case that T   m and/or µ  m is given by
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where we have used z := exp(µ mT ), which should not be confused with the red–shift above. In the
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These results stem from a novel asymptotic series expansion of the Fermi–Dirac integral (2) which can
be obtained by expanding the integrand in the limits E   2m and E ⌧ 2m. The general form of these
series is given in Appendix A. Comparing our approximations to the numerically integrated density5
we see that we can reliably compute the density within these approximations (Figure 4). Combining
our approximations, the relative error to the numerically evaluated integral is at maximum 1% in the
region around T ⇠ m, and negligible everywhere else. For comparison, we also show the density as
obtained with the well–known approximation by Sommerfeld [28, 29] which holds only for the case that
µ > m and T ⌧ µ.6
Let us now focus on the case that µ = m exactly. Therefore, z = 1 and eqs. (27a) and (27b) reduce
5 All numerical computations in this work have been done with mathematica.
6 The Sommerfeld approximation requires the function in the numerator of (1) to be su ciently smooth around E = µ
such that one can Taylor expand it around µ (cf. e.g. [29]). The density spectrum of (1) does not fulfill this criterion
in the limit µ! m. This is the reason why the approximation fails to reliably compute the density in the limit of low
scaling temperatures corresponding to a large upscaled volume.
(c)
Figura 3.4: Deviazioni dalla densita` di numero n (T, µ) integrata numericamente delle nuove ap-
prossimazion ”up” 3.2.12 (Figura 3.4a), ”down” 3.2.13 (Figura 3.4b), e della nota approssimazione
di S m erfeld Figura 3.4c). Osserviamo che l’approssimazione ”up” mostra un errore molto basso
in generale, tranne per piccoli valori di T e µ. L’approssimazione ”down” da questo grafico non
sembrerebbe una grande approssimazione, tuttavia essa presenta una bassa deviazione esattamente
dove l’approssimazione ”up” fallisce, cos`ı che la combinazione delle due copra l’intero spettro dei
valori di interesse, con una deviazione dal valore numerico globalmente inferiore all’1%. Si noti
inoltre come l’approssimazione di Som erfeld presenta un aum nto dell’err re circa sulla diagonale
del piano considerato. Fatto che la rende di scarsa utili a` dato che non puo` essere utilizzata per i
calcoli in casi limite di interesse pratico.
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FIG. 5: Density n(T, µ = m) as calculated with our approximations “up” (28a) (dot–dashed) and “down” (28b)
(dashed) compared to the numerically integrated density (black, solid).
to
n(T,m)up
2⇡2
g
=
3
2
⇣(3)T 3 +
⇡2
6
T 2m+
ln(2)
2
T m2   m
3
12
, and (28a)
n(T,m)down
2⇡2
g
=
r
⇡
2
(mT )3/2
✓
1  1p
2
◆
⇣(3/2) +O
✓
T
m
◆ 
, (28b)
respectively. Note the familiar leading order term of (28a). In the ultrarelativistic or massless case,
corresponding to m! 0, this is the only non–vanishing term of both expansions.7 The density obtained
with equations (28a) and (28b) next to a numerical computation is shown in Figure 5.
Consider now a gas which has µ0 = µ = m and is decoupled at a temperature T0   m. The density
at later times is given by (11), where we use that
n(T0,m) ⇡ nup(T0,m) . (29)
Completely analogous to the non–thermal case, we want to find a function T (TS) which describes the
spectrum after decoupling, under the crucial assumption that the total particle number is conserved.
This function is implicitly defined by the requirement
n(TS) = n(T0,m)
T 3S
T 30
=: n(T (TS),m) . (30)
The involved form of the expression for the density does, in contrast to the non–thermal case, not allow
us to solve (30) for T (TS) in a closed form. We will, therefore, solve for T (TS) in form of a power
series for high and low values of TS and then present a phenomenological fit function which interpolates
between the two regimes.
Close to decoupling, T0 & TS   m and we are in the regime of high TS. Therefore, we use
nup(T (TS),m) on the right–hand side of (30) to approximate the scaled density. Expanding in a power
series around TS = T0 and solving (30) order by order in TS we find
T (TS   m) ' T0 + bup1 (TS   T0) +
bup2
T0
(TS   T0)2 + . . . . (31)
The expansion coe cients are given in Appendix B.
7 The leading order term of (28b) agrees with the “non–relativistic” approximation in the literature (cf. e.g. [1, eq. (3.55)],
taking µ! m) only up to the factor (1  2 1/2)⇣(3/2) ⇡ 0.77 which is often neglected.
Figura 3.5: Densita` di numero n (T,m) calcolata con l’approssimazione ”up” 3.2.14 (tratto pu to)
e con l’approssimazione ”down” 3.2.15 (tratteggio), confrontate con la densita` di numero integrata
numericamente (nero, continuo).
Osserviamo che in questo caso la 3.2.12 e la 3.2.13 si riducono rispettivamente a
2pi2
g
n (T,m)up =
3
2
ζ (3)T 3 +
pi2
6
T 2m+
ln2
2
Tm2 − m
3
12
, (3.2.14)
e
2pi2
g
n (T,m)down =
√
pi
2
(mT )3/2
[(
1− 1√
2
)
ζ (3/2) +O
(
T
m
)]
. (3.2.15)
Notiamo subito che il termine di contributo maggiore della 3.2.14 coincide con la
densita` di numero in regime relativistico o nel caso di particelle di massa nulla ap-
prossimato come in letteratura 3.1.1, e che tale termine e` l’unico a rimanere non
nullo in tal caso (m → 0)11. Consideriamo ora un gas con µ0 = µ = m che si e`
dis ccoppiato alla temperatura T0  m. La densi a` di numero dopo il disaccoppia-
mento e`, come al solito, data dalla 3.1.10. Allora, in modo completamente analogo
al caso con T = 0, vogliamo determinare la funzione T (TS), che parametrizza la
funzione di distribuzione del nostro gas di Fermi, stante la solita ipotesi di numero
di particelle conservato. Si nota subito che la funzione che stiamo cercando e` allora
definita in modo implicito da
n (TS) = n (t0,m)
T 3S
T 30
≡ n (T (TS) ,m) . (3.2.16)
Tuttavia, la complessa espressione analitica per la densita` di numero non ci permette
di risolvere la 3.2.16 in modo esatto. Tutto quello che possiamo fare e` risolverla per
T (TS) in forma di serie di potenze per alti e bassi valori di TS , e poi presentare
11Osserviamo che anche il termine di contributo maggiore della 3.2.15 coincide con il caso non
relativistico 2.3.10 della letteratura, solamente riscalato di un fattore (1− 2−1/2)ζ (3/2) ' 0.77 che
viene spesso omesso.
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una funzione di interpolazione tra i due regimi. Vicino al disaccoppiamento si ha
T0 & TS  m, e quindi siamo ancora in regimi di alte TS . Quindi per calcolare
il lato destro della 3.2.16 utilizzeremo l’approssimazione ”up” per approssimare la
densita` di numero riscalata. Scegliamo di costruire la serie di potenze centrata a
TS = T0 come segue:
T (TS  m) = T0 + bup1 (TS − T0) +
bup2
T0
(TS − T0)2 + o
(
(TS − T0)2
)
. (3.2.17)
Inserendola poi nella 3.2.16 e risolvendola ordine per ordine si possono determinare i
coefficienti bupi il cui calcolo e` riportato nell’appendice B. Nel limite opposto invece,
a basse TS , sappiamo che deve valere che T (TS → 0) → 012, quindi questa volta
l’approssimazione corretta da usare per il calcolo della densita` di numero riscalata
sara` quella ”down”. Questa volta la serie di potenze che approssima la funzione
T (TS) nel limite considerato e` centrata attorno a TS = 0, ed e` della forma
T (TS → 0) = cdown1 TS + cdown2 T 2S + o
(
T 2S
)
. (3.2.18)
Analogamente a quanto fatto in precedenza la si puo` inserire nella 3.2.16 e determi-
nare i coefficienti cdownj risolvendo ordine per ordine. Il risultato di questa operazione
e` anch’esso riportato nell’appendice B. Ora che conosciamo i due limiti della funzione
T (TS) ci poniamo il problema di congiungere questi risultati al fine di determinare
un’unica funzione definita su tutto il dominio di TS . In linea di principio un pos-
sibile modo di raggiungere questo obiettivo potrebbe essere utilizzare le due serie
appena determinate e fare in modo che essere si congiungano in modo contino nella
zona con TS ' m. Tuttavia, agli scopi pratici, torna piu` conveniente avere un’unica
espressione per T (TS), analoga a quella per µ (TS) nella 3.2.1 della sezione prece-
dente. Questa nuova funzione tuttavia dovra` presentare come limiti gli andamenti
della 3.2.17 e della 3.2.18, richiederemo quindi le seguenti condizioni:
(i) deve partire a TS & 0, proprio come T 2S ;
(ii) deve essere tale che T (TS = T0) = T0;
(iii) per TS →∞ deve crescere linearmente in TS .
Si trova allora che una funzione di fit tra le due serie, che soddisfa tutte le richieste
appena formulate e`
T (TS) =
T0
2 (ρ− 1)
(
−1 +
√
1 + 4ρ (ρ− 1) T
2
S
T 20
)
, (3.2.19)
dove ρ e` un parametro arbitrario [13]. Osservando ora che l’espansione di T (TS)
per basse TS e`
T (TS → 0) = ρT0T
2
S
T 20
+O
(
T 4S
T 40
)
, (3.2.20)
12Semplicemente per il fatto che la densita` di numero delle particelle deve annullarsi per un
Universo infinitamente espanso.
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FIG. 6: Phenomenological fit function (black, solid) for the e↵ective temperature T (TS) (34) as function of the
scaling temperature as obtained from the series expansions for low (dashed) and high (dot–dashed) TS. For
comparison we also show the scaling in the massless case in which T (TS) = TS (gray).
At low TS, we know that T (TS ! 0) ! 0 and, therefore, use ndown(T (TS),m) to approximate the
scaled density on the right–hand side of (30). We then expand in a power series around TS = 0 and
solve (30) order by order in TS to find
T (TS ⌧ m) ' ⇠ n
2/3
0
T 20
T 2S
m
+
 
⇠ n
2/3
0
T 20
!2
5
8
(4 p2)
(2 p2)
⇣(5/2)
⇣(3/2)
T 4S
m3
+ . . . . (32)
Here we have used n0 ⌘ n(T0, µ0) and ⇠ which is defined by
⇠ :=
✓
2
⇣(3/2)
◆2/3  
3 + 2
p
2
⇡
!1/3
⇡ 1.02832 . (33)
In principle, one could expand T (TS) from above and below up to some order and match the two
expansions somewhere around TS ⇠ m. For practical purposes, however, it is much more convenient to
have a complete analytic expression for T (TS) analogous to µ(TS) above, cf. eq. (16). The requirements
on such a function are: (i) It has to start at TS & 0 like T 2S ; (ii) It has to obey T (TS = T0) = T0; (iii)
For TS !1 it should raise linearly with TS. A function which fulfills these requirements is given by
T (TS) =
T0
2(⇢  1)
 
 1 +
s
1 + 4 ⇢ (⇢  1)T
2
S
T 20
!
, (34)
where ⇢ is, in principle, a free parameter. We can fix ⇢ by comparing the density ndown(T (TS),m)
obtained with the low TS expansion of T (TS),
T (TS ⌧ T0) = ⇢T0T
2
S
T 20
+O
✓
T 4S
T 40
◆
, (35)
to the correctly scaled density. In case that µ = m, this implies that the first term of (35) has to coincide
with (32) and we obtain ⇢ = (⇠n
2/3
0 )/(mT0). For the case µ = m, the phenomenological function T (TS)
as well as the two approximations for high and low TS are displayed in Figure 6. Note that ndown is
modified in the most general case (µ 6= m) and so will be ⇢, we will investigate this below.
Let us also compare the correctly scaled density n0 ⇥ (TS/T0)3 to the density obtained from
n(T (TS),m) with the phenomenological function for T (TS). The two densities are displayed in Fig-
ure 7, together with the relative error between the correctly scaled density and the scaled density
obtained with the phenomenological fit function. We see that the relative error is . 2% around TS ⇠ m
and lower at all other values.
Figura 3.6: Funzione di fit fenomenologica (nero, con nuo) per l temperatura efficace T (TS)
3.2.19 in funzione della temperatura di riscalamento, ottenuta dalle espansioni in serie per basse
(tratt ggio) ed alte (tratto punto) TS . Come confronto si mostra anche la funzione temperatura
efficace nel caso di particelle di massa nulla, ovvero T (TS) = TS (grigio).
e confr tandola con la 3.2.18, si trova immediat mente che
ρ =
(
2pi2
g
)2/3
ξn
2/3
0
mT0
. (3.2.21)
Dato che ora abbiamo fissato il parametro della 3.2.19 e` possibile confrontare la
densita` di numero riscalata corretta, ovvero n0 (TS/T0)
3 con la densita` di numero
determinata come n (T (TS) ,m), dove T (TS) e` la funzione di fit fenomenologica
3.2.19. Si osserva che tra le due densita` l’errore relativo e` . 2% nella zona in cui
TS ' m e ancora minore nelle altre parti del dominio (cfr. Figura 3.7). Ancora
una volta quindi siamo riusciti ad ottenere una temperatura efficace che ci da modo
di descrivere come varia la funzione di distribuzione del nostro gas di Fermi disac-
coppiato durante l’espansione dell’Universo. Notiamo che quelli trovati qui, e alla
sezione precedente sono gli unici comportamenti possibili per il gas in accordo con
l’ipotesi di numero di particelle conservato. Inoltre osserviamo che, vista la forma
analitica della 3.2.19, si osserva che anche in questo caso il gas di Fermi passa dal-
l’essere relativistico a non relativistico in modo continuo. Osserviamo infine che a
tempi molto grandi13, una volta che il gas e` diventato non relativistico da tempo, la
temperatura efficace e` data da14
T (TS) ' ρT
2
S
T0
=
(
2pi2
g
)2/3
ξn
2/3
0
mT0
T 2S
T0
=
(
3ζ (3)
ζ (3/2)
)2/3(3 + 2√2
pi
)1/3
T 2S
T0
≈ 1.52338T
2
S
T0
. (3.2.22)
13O a grandi espansion raggiunte, cioe` TS  m.
14Dove negli ultimi due passaggi abbiamo supposto T0  m, cos`ı che la densita` di numero sia
dat dalla seconda delle 2.3.7.
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FIG. 7: The properly scaled density (black, dashed) compared to the density obtained by using the phe-
nomenological function for the e↵ective temperature (34) and numerical integration (black, solid). The two
curves overlap and below we show the relative error. In dotted gray we also show how the density would be
overestimated with the assumption of linear scaling T (TS) = TS in the massive case.
The important result from this discussion is T (TS), cf. Equation (34) and Figure 6. This function
describes how the spectrum of a massive and self–interacting gas changes in the expanding universe, i.e.
how the e↵ective temperature decreases as the volume scales up. In particular we find that for T0   m
the spectrum smoothly changes from a “relativistic” shape at decoupling to a “non–relativistic” shape
at late times. Note that this is the only possible behavior of an equilibrium spectrum in accordance
with the conservation of particle number.
We want to stress that it is the e↵ective temperature T (TS) and not the scaling temperature TS
which appears in the spectrum. At late times TS ⌧ m the gas has long become non–relativistic and
the e↵ective temperature is given by
T (TS) ' ⇢ T
2
S
T0
=
⇠ n
2/3
0
mT0
T 2S
T0
=
✓
3 ⇣(3)
⇣(3/2)
◆2/3  
3 + 2
p
2
⇡
!1/3
T 2S
m
⇡ 1.52338 T
2
S
m
. (36)
For the last two steps we have assumed that T0   m. The final e↵ective temperature, therefore, is
independent of the initial conditions (given T0   m) and only a function of the particle mass m and
the final scale factor TS. Via (10), TS can be expressed in terms of the CMB temperature T  , which
enters as a measure of the relative size of the universe. This discussion applies to decoupled species
which are non–relativistic in today’s universe, which is the case whenever m & 10 4 eV.
Given T (TS), let us also compute the scaling dependence of some quantities which can be derived
from the spectrum. For example, take the mean momentum which for the spectrum (1) is given by
hp(T, µ)i =   g
2⇡2
6T 4
n(T, µ)
✓
Li4( z) + m
T
Li3( z) + m
3
3T 3
Li2( z)
◆
. (37)
The mean momentum for the real temperature case in comparison to the correctly scaled, i.e. scaling
temperature dependent mean momentum (for µ = m) is shown in Figure 8(a). We also show the mean
momentum for the massless case, where the real and scaling temperature dependent expressions for hpi
coincide. Note that in the massive case hpi is not directly proportional to TS (or inverse proportional
to R) for all regions, but only for high and low TS compared to the mass.
Let us also compute the mean velocity of relic fermions with the correct scaling dependence. The
mean velocity for the spectrum (1) is given by
hv(T, µ)i =   g
2⇡2
2T 3
n(T, µ)
⇣
Li3( z) + m
T
Li2( z)
⌘
. (38)
Figura 3.7: Confronto tra la densita` di numero integrata numericamente (nero, continuo) con la
densita` di numero calcolata utilizzando la funzione di fit fenomenologica 3.2.19 (nero, tratteggio)
e poi integrata numericamente. Le due curve si sovrappongono molto bene, sotto e` riportato
l’andamento dell’errore relativo. Viene inoltre mostrato come verrebbe sovrastimata la densita` di
numero assumendo un riscalamento lineare, T (TS) ,= TS anche nel caso di particelle massive.
Notiamo allora che in queste condizioni la temperatura eff ttiva non dipe de dalle
condizioni iniziali (dato T0  m), e che e` soltanto una funzione della massa del
tipo di particella considerata e della temperatura di riscalamento che individua lo
stato finale. Concludiamo dicendo che questo caso di minimo potenziale chimico
costituisce una buona approssimazione er le particelle disaccoppiate che oggi sono
non relativistiche, ovvero quell per cui m & 10−4 eV [13].
3.2.3 Caso generale
Finora abbiamo ottenuto le funzioni T (TS) e µ (TS) solamente per i casi particolari
con µ = m o T = 0, rispettivamente. Vogliamo utilizzare ora quanto ricavato nelle
s zioni precedenti per discutere il caso generale in cui sia T ch µ sono non banali.
Al solito quindi, ci proponiamo di determinare le due funzioni T (TS) e µ (TS) in
modo tale che esse soddisfino la
n (T (TS) , µ (TS)) = n (T0, µ0)
T 3S
T 30
. (3.2.23)
Discutiamo ora alcune caratteristiche che devono avere le funzioni che stiamo cer-
cando. Al fine di far si che la funzione di distribuzione riscalata determinata tramite
esse coincida con quella reale di equilibrio all’istante del disaccoppiamento ci occorre
richiedere che µ (TS = T0) = µ0 e T (TS = T0) = T0. Inoltre, dato che la densita` di
numero deve annullarsi in un volume di espansione infinito, sappiamo che devono
valere i limiti
T (TS → 0)→ 0 , e µ (TS → 0)→ m . (3.2.24)
Dato poi che nei limiti dei casi particolari studiati le funzioni che stiamo cercando
d vono c incider con la 3.2.19 e con la 3.2.3, questo implica che entrambe debbano
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FIG. 9: (a) Numerical values for ⇢ as a solution to (44). (b) Density obtained with T (TS) from (34) with
the corresponding ⇢, as well as µ(TS) from (16) (solid) compared to the correctly scaled density (dashed) for
di↵erent sets of initial values. The lower plot shows the relative error between the densities calculated with the
aid of T (TS) and µ(TS) and the correctly scaled densities.
There is one very peculiar fact to note about ': In contrast to the density n(T, µ), the two limits
lim
T!0
' and lim
µ!m' (48)
do not commute when applied to '. Physically this reflects the fact that while a gas in the limit T ! 0,
µ > m will always be maximally densely packed in phase space, this maximal degeneracy will not be
achieved if the chemical potential is fixed at its lower bound µ = m while we turn o↵ the temperature
T ! 0.
Due to the non–commuting limitae (48) the phase space density at the point (T, µ) = (0,m) crucially
depends on from which direction we approach this point. If T and µ can be varied independently of
each other, as for the real temperature case, it is possible to fix one of them while the other is varied.
In this way, we can approach the point (0,m) either from the “T” or from the “µ direction” resulting
in the two di↵erent phase space densities. To obtain the degenerate case we take T ! 0 (while µ > m
is fixed) and the phase space density is given by
'(m,T = 0, µ > m) =
⇣ g
2⇡2
⌘1/3
32/3 ⇡ =: 'max . (49)
This holds for massive and massless particles in the same way and constitutes a strict upper bound for
' in all subsequent discussions.
For the opposite order of the limits it makes sense to discuss the massless case separately. Directly
setting m = 0 we use the density (8) to compute
'(0, T, µ) =
⇣ g
2⇡2
⌘1/3
21/3 ⇡
 Li2( eµ/T )⇥ Li3( eµ/T )⇤2/3 , (50)
which holds for general µ and T . Using the limiting behavior of the polylogarithms (cf. Appendix C)
and requiring that µ > 0 we can take the limit T ! 0 to recover (49), which is independent of µ. On
the other hand, taking the limit µ! 0 first we find
'(m = 0, T, µ = 0) =
⇣ g
2⇡2
⌘1/3 ⇡3
3 · 21/3 · (3 ⇣(3))2/3 =: '0,0 < 'max . (51)
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There is one very peculiar fact to note about : In contrast to the density n(T, µ), the two limits
lim
T!0
' and lim
µ!m' (48)
do not commute when applied to '. Physically this reflects the fact that while a gas in the limit T ! 0,
µ > m will always be maximally densely packed in phase space, this maximal degeneracy will not be
achieved if the chemical potential is fixed at its lower bound µ = m while we turn o↵ the temperature
T ! 0.
Due to the non–commuting limitae (48) the phase space density at the point (T, µ) = (0,m) crucially
depends on from which direction we approach this point. If T and µ can be varied independently of
each other, as for the real temperature case, it is possible to fix one of them while the other is varied.
In this way, we can approach the point (0,m) either from the “T” or from the “µ direction” resulting
in the two di↵erent phase space densities. To obtain the degenerate case we take T ! 0 (while µ > m
is fixed) and the phase space density is given by
'(m,T = 0, µ > m) =
⇣ g
2⇡2
⌘1/3
32/3 ⇡ =: 'max . (49)
This holds for massive and massless particles in the same way and constitutes a strict upper bound for
' in all ubsequent discussions.
For the opposite order of the limits it makes sense to discuss the massless case separately. Directly
setting m = 0 we use the density (8) to compute
'(0, T, µ) =
⇣ g
2⇡2
⌘1/3
21/3 ⇡
 Li2( eµ/T )⇥ Li3( eµ/T )⇤2/3 , (50)
which holds for general µ and T . Using the limiting behavior of the polylogarithms (cf. Appendix C)
and requiring that µ > 0 we can take the limit T ! 0 to recover (49), which is independent of µ. On
the other hand, taking the limit µ! 0 first we find
'(m = 0, T, µ = 0) =
⇣ g
2⇡2
⌘1/3 ⇡3
3 · 21/3 · (3 ⇣(3))2/3 =: '0,0 < 'max . (51)
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Figura 3.8: (a) Alcuni valori numerici per ρ ottenuti come soluzione della 3.2.28. (b) Dnsita` di
numero calcolata con T (TS) dat d lla 3.2.19 c n il ρ corrispo dente, cos`ı come µ ( S) dat dalla
3.2.3 (c ti uo) confront ta con la densita` di numero riscalata in modo orretto (tratteggio) per
alcu e scelte di dati iniziali. In basso e` riportato l’errore r lativo ra queste due computazioni.
avere una parte iniziale quadratica in T2. Attraverso questi argomenti, tutti generali,
possiamo supporre quindi che T (TS) e µ (TS) mantengano approssimativamente la
stessa forma analitica [13] trovata appunto per la 3.2.19 e per la 3.2.3. Fissando le
condizioni iniziali allora, e` facile osservare come l’unico parametro di entrambe le
funzioni sia ρ, che e` presente in T (TS). Come nella sezione precedente possiamo
determinarne il valore richieden o che essa f r isca la corr tta densita` riscalata,
ovvero tramite la 3.2.23, nel limite TS → 0. In tali condizioni la densita` di numero,
per T e µ generici, e` ben approssimata d lla 3.2.13. Approssimando ora le funzioni
T (TS) e µ (TS) rispettivamente come
T (TS → 0) = ρT0T
2
S
T 20
+O
(
T 4S
T 40
)
, (3.2.25)
µ (TS → 0) = m+ 1
2m
(
µ20 −m2
) T 2S
T 20
+O
(
T 4S
T 40
)
; (3.2.26)
possiamo allora riscrivere la 3.2.23 come15
n (T (TS) , µ (TS)) =
= − g
2pi2
√
pi
2
(mT (TS → 0))3/2 Li3/2
[
− exp
(
µ (TS → 0)−m
T (TS → 0)
)]
.
(3.2.27)
15Dove ci siamo arrestati all’ordine zero per quanto riguarda l’approssimazione ”down”.
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Esplicitando poi gli sviluppi scritti sopra, si ottiene la seguente relazione trascendente
che determina il valore del parametro ρ:
− g
2pi2
√
pi
2
(
mρ
T0
)3/2
Li3/2
[
− exp
(
µ20 −m2
2mρT0
)]
=
n (T0, µ0)
T 30
. (3.2.28)
La densita` di numero iniziale, per T0 e µ0 sufficientemente grandi, puo` essere calco-
lata utilizzando la 3.2.12. Si trova poi che l’equazione 3.2.28 ha un’unica soluzione
in ρ [13]. Inoltre osserviamo che utilizzando T (TS) e µ (TS) rispettivamente per la
temperatura efficace e per il potenziale chimico efficace, riusciamo a calcolare la cor-
retta densita` di numero riscalata con un errore che arriva massimo al 10%. L’errore
massimo e` raggiunto nella regione con Ts ' m, ma solo quando T0 ' µ0. Nelle
regioni dove T0 e` abbastanza diverso da µ0 invece l’errore viene molto ridotto (cfr.
Figura 3.8).
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Applicazioni
In questo capitolo vogliamo presentare alcune applicazioni del modello sviluppato
al capitolo precedente. In particolare mostreremo come esso permetta di formulare
previsioni su sistemi di particolare interesse in cosmologia, come la Cosmic Neutrino
Background che essendo un gas di neutrini (e quindi fermioni) disaccoppiati, possiede
tutte le ipotesi sulle quali si fonda la nostra costruzione. Vedremo inoltre che tale
modello puo` spingersi anche oltre alle sole previsioni di osservabili. Computando
quella che viene detta densita` dello spazio delle fasi, potremo indagare la risposta
della natura quantistica dei gas di fermioni alla continua espansione dell’Universo.
4.1 Cosmic Neutrino Background (CνB)
La CνB e` una radiazione di fondo analoga alla CMB, con la sola differenza che invece
che essere costituita da fotoni essa e` costituita da neutrini. Essa ha avuto origine
a seguito del disaccoppiamento di questi ultimi dal plasma primordiale, il quale e`
avvenuto quando l’Universo era nato da appena un secondo circa [2]. Dato che
essa si e` disaccoppiata prima dell’annichilazione di elettroni e positroni essa risulta
attualmente piu` fredda della CMB, la quale invece ha risentito del riscaldamento
dovuto al trasferimento di entropia a seguito di tale annichilazione. Si stima infatti
che oggi la CνB abbia una temperatura di circa 1.95 K.
4.1.1 Componente non termica della CνB
Recentemente e` stato ipotizzato che oltre alla gia` ben nota componente termica
della CνB, avente appunto una temperatura di 1.95 K, ne esista una ulteriore, non
termica, approssimabile con una statistica di Fermi-Dirac avente una temperatura
di 0 K [5]. Si ritiene che essa possa essere generata nella fase di preriscaldamento al
termine dell’inflazione sotto certe ipotesi sui meccanismi di interazione dei neutrini.
Il nostro modello puo` essere applicato a questo sistema in quanto esso non e` altro
che un gas degenere di fermioni massivi, ovvero quello studiato nella sezione 3.2.1.
Vogliamo ad esempio mostrare come si possa calcolare la velocita` residua dei neutrini
in questo stato. Ricordando l’equazione 3.2.11, osserviamo che il valor medio del
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modulo della velocita`, v ≡ ‖v‖, puo` essere calcolato come
〈v (0, µ)〉 = lim
T→0
[
g
2pi2
1
n (T, µ)
∫ +∞
m
E
(
E2 −m2)1/2
exp [(E − µ) /T ] + 1
(
E2 −m2)1/2
E
dE
]
=
g
2pi2
1
n (0, µ)
∫ +∞
m
Θ (µ− E) (E2 −m2) dE = (µ−m)2 (µ+ 2m)
(µ2 −m2)3/2
,
(4.1.1)
dove la densita` di numero per il gas degenere ricordiamo essere la 3.2.1. Sostituendovi
ora funzione µ (TS) data dalla 3.2.3, troviamo che il valor medio della velocita` in
funzione della temperatura di riscalamento e`
〈v (TS)〉 =
(
m
T¯S
)31−
[
1 +
(
T¯S
m
)2]1/2
2 +
[
1 +
(
T¯S
m
)2]1/2 , (4.1.2)
dove ricordiamo che T¯S e` la temperatura di riscalamento ridotta 3.2.4. Possiamo
poi espandere questo risultato per piccole TS
1 ottenendo
〈v (TS)〉 = 3
4
(
µ20 −m2
T 20
)1/2
TS
m
+O
[(
TS
m
)3]
. (4.1.3)
Questo risultato puo` essere quindi utilizzato per avere una stima teorica della ve-
locita` residua della componente non termica della CνB da confrontare con i dati
sperimentali. Notiamo che visto che la sua esistenza deve essere ancora verificata,
avere gia` un modello teorico che fornisca previsioni concrete, e` un primo passo verso
la progettazione di esperimenti specifici.
4.1.2 Componente termica della CνB
Altro caso applicativo di interesse, visto il precedente, e` ovviamente quello della
componente termica della CνB, ovvero quella fino ad oggi conosciuta e studiata. Ri-
cordiamo che visto lo stato attuale dei neutrini, essa puo` essere approssimativamente
trattata utilizzando gli strumenti sviluppati nella sezione 3.2.2. Anche questa volta
ci proponiamo di andare a stimare il valore della velocita` residua di tale componente
della radiazione. Il valore di aspettazione risulta ora essere
〈v (T, µ)〉 = g
2pi2
1
n (T, µ)
∫ +∞
m
E
(
E2 −m2)1/2
exp [(E − µ) /T ] + 1
(
E2 −m2)1/2
E
dE (4.1.4)
che in termini della variabile x ≡ (E −m) /T , viene meglio riscritto come
〈v (T, µ)〉 = g
2pi2
2T 3
n (T, µ)
{
m
T
∫ +∞
0
(
ex
z
+ 1
)−1
x dx+
1
2
∫ +∞
0
(
ex
z
+ 1
)−1
x2 dx
}
= − g
2pi2
2T 3
n (T, µ)
[
Li3 (−z) + m
T
Li2 (−z)
]
. (4.1.5)
1E quindi grandi espansioni spaziali raggiunte.
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Dato che la componente termica della CνB puo` essere trattata con tale approssima-
zione2 solo nella parte attuale della storia dell’Universo, cio` corrispondera` a basse
TS . Possiamo quindi determinare la dipendenza della velocita` media dalla tempe-
ratura di riscalamento sostituendo la 3.2.19 nell’equazione precedente ed espandere
per piccole TS . Si trovera` allora
〈v (TS)〉 '
(
3
2
ζ (3)
)1/3 pi2ξ2
6
TS
m
≈ 2.12TS
m
. (4.1.6)
4.2 Densita` dello spazio delle fasi
La densita` dello spazio delle fasi e` una funzione adimensionale che ci permette di
quantificare il grado di degenerazione quantistica di un gas di fermioni. Essa e`
definita come
ϕ ≡ 〈λ〉n1/3 , (4.2.1)
dove 〈λ〉 e` il valore di aspettazione della lunghezza d’onda di de Broglie3 della parti-
cella considerata. E` importante valutare questa funzione perche´ gas degeneri spesso
hanno proprieta` peculiari, che trovano interessanti applicazioni. Un esempio puo` es-
sere il gas di elettroni degeneri nei semiconduttori, oppure il caso delle nane bianche
e delle stelle di neutroni quali la pressione di degenerazione4 del gas di elettroni e
neutroni bilancia l’attrazione gravitazionale impedendone il collasso. Ricordando la
definizione di valore di aspettazione 3.2.11, osserviamo che essa puo` essere calcolata
come
Λ ≡ 〈λ〉 = g
2pi2
1
n (T, µ)
∫ +∞
m
E
(
E2 −m2)1/2
exp [(E − µ) /T ] + 1
2pi√
E2 −m2 dE . (4.2.2)
Al fine di rendere piu` maneggevole l’integrale da calcolare definiamo la nuova varia-
bile x ≡ (E −m) /T , grazie alla quale si trova che
Λ =
g
2pi2
2piT 2
n (T, µ)
{
m
T
∫ +∞
0
(
ex
z
+ 1
)−1
dx+
∫ +∞
0
(
ex
z
+ 1
)−1
x dx
}
= − g
2pi2
2piT 2
n (T, µ)
[
Li2 (−z)− m
T
ln (1 + z)
]
. (4.2.3)
2Di minimo potenziale chimico.
3Ricordiamo che la lunghezza d’onda di de Broglie e` definita come [13]
λ =
h
p
=
2pi√
E2 −m2 ,
ed e` una misura della scala di lunghezza alla quale iniziano a diventare importanti gli effetti
quantistici.
4Pressione originata dal principio di esclusione di Pauli. Il fatto che due fermioni non possano
occupare lo stesso stato quantico fa s`ı, avvicinando progressivamente le particelle tra di loro, e
quindi aumentando la densita`, che si giunga ad un limite al quale si inizia a risentire di una forza
repulsiva che si oppone al continuo avvicinamento imposto.
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Visto che trattiamo gas di particelle debolmente interagenti, e` lecito trattare 〈λ〉
come la lunghezza d’onda termica di de Broglie. In particolare osserviamo che
utilizzando al solito le approssimazioni ”up” e ”down” e` possibile verificare che essa
presenti i corretti limiti relativistico e non relativistico5. Detto questo possiamo
allora calcolare la densita` dello spazio della fasi che risulta essere
ϕ (m,T, µ) = − g
2pi2
2piT 2
(n (T, µ))2/3
[
Li2 (−z)− m
T
ln (1 + z)
]
. (4.2.4)
Vogliamo ora osservare un fatto interessante: al contrario di quanto accade per la
densita` di numero n (T, µ), i due limiti
lim
T→0
ϕ (m,T, µ) , e lim
µ→mϕ (m,T, µ) , (4.2.5)
non commutano quando applicati a ϕ (m,T, µ) [13]. Fisicamente questo riflette il
fatto che mentre un gas di fermioni nel limite T → 0, con µ > m, e` sempre nello stato
di massima densita` dello spazio delle fasi, questo grado di massima degenerazione
non puo` essere raggiunto se il potenziale chimico e` fissato al suo limite inferiore
µ = m quando abbassiamo la temperatura fino allo zero. A causa di questo fatto
la densita` dello spazio delle fasi al punto (T, µ) = (0,m) dipende in modo cruciale
dalla direzione lungo la quale ci stiamo avvicinando ad esso.
4.2.1 Gas di Fermi accoppiato
Per un gas di fermioni non ancora disaccoppiati ha ancora senso parlare di tempera-
tura e di potenziale chimico, e quindi essi possono essere variati indipendentemente
senza correlazione. In questo caso possiamo quindi avvicinarci al punto (0,m) sia
dalla direzione parallela a T che da quella parallela a µ, ottenendo due diverse den-
sita` dello spazio delle fasi. Come abbiamo osservato in precedenza, al fine di ottenere
il caso realmente degenere occorre effettuare il limite T → 0 avendo fissato µ > m.
Si ottiene cos`ı6
ϕmax ≡ ϕ (m,T = 0, µ > m) = lim
T→0
ϕ (m,T, µ > m)
= lim
T→0
{
− g
2pi2
2piT 2
(n (T, µ))2/3
[
Li2 (−z)− m
T
ln (1 + z)
]}
= lim
T→0
{( g
2pi2
)1/3
32/3
2piT 2
(µ2 −m2)
[
1
Γ (3)
(
µ−m
T
)2
+
m
T
ln (1 + z)
]}
=
( g
2pi2
)1/3
32/3pi , (4.2.6)
5Che ricordiamo essere rispettivamente Λ ∝ T−1 e Λ ∝ (mT )−1/2.
6Ricordiamo il seguente limite della funzione polilogaritmo [15]:
lim
<(x)→+∞
Lis (−ex) = − x
s
Γ (s+ 1)
, con s 6= −1,−2,−3, . . . .
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FIG. 10: (a) Phase space degeneracy as function of the real temperature T for the case of a massive (black,
dashed) and massless gas (gray), for chemical potential µ = m (below) and for non–trivial chemical potential
µ > m (above). (b) Phase space degeneracy as a function of the volume scaling TS for the massive case (black,
solid) for di↵erent initial parameters µ0/T0 = {0, 1, 2, 3, 5, 10, 50} (bottom to top). For comparison we also show
the massless gas (gray) and the real temperature case (black, dotdashed).
This implies that the phase space density for a massless gas with µ = 0 is constant and independent
of the temperature. For a massive gas this conclusion does not hold. That is, letting µ = m the phase
space density is in general a function of the temperature. Nevertheless, we can use the density given in
(28b) in order to compute the limit
lim
T!0
'(m,T, µ = m) =
⇣ g
2⇡2
⌘1/3
2⇡ ln(2) ⇠ =: 'm,m < 'max . (52)
These findings are summarized in Figure 10(a).
Let us now consider the case of a decoupled gas in an expanding volume. In this case we are not dealing
with ' as a function of the real temperature and chemical potential, but their e↵ective counterparts
T (TS) and µ(TS). Letting TS ! 0 we realize that we have to deal with both limits T ! 0 and µ ! m
simultaneously, i.e. we are approaching the point (T, µ) = (0,m) from a certain direction. This direction
is fixed as a function of the initial conditions (T0, µ0). In the massless case, we are approaching (0,m)
on a straight line from (T0, µ0), as is immediately clear from (9). In the massive case, however, we move
on some curve parametrized by TS, approximately given by (T (TS), µ(TS)) with the functions (16) and
(34) (cf. Figure 1).
The phase space density in dependence of TS is given by formally replacing T ! T (TS), µ! µ(TS) in
(47). In the massless case eq. (50) holds and the temperature and chemical potential are both linearly
rescaled. Therefore, the scaling dependence simply cancels and the phase space density is independent
of TS and given by
'(0, T (TS), µ(TS)) =
⇣ g
2⇡2
⌘1/3
21/3 ⇡
 Li2( eµ0/T0)⇥ Li3( eµ0/T0)⇤2/3 . (53)
This justifies the statement that a massless gas behaves scale invariant in phase space, which is just an-
other instance of the fact that the form of the spectrum is invariant under spatial expansion. Depending
on the initial conditions, ' assumes a value in between '0,0 and 'max.
In the massive case, ' generally varies as a function of TS. We can use the leading order behavior of
µ(TS) and T (TS) for low TS as well as the correctly scaled density in order to compute the phase space
density of a massive gas in the infinite volume limit
lim
TS!0
'(m,T (TS), µ(TS)) =
⇣ g
2⇡2
⌘1/3
2⇡ ⇢
mT0
n
2/3
0
ln
✓
1 + exp
µ20  m2
2T0m ⇢
◆
. (54)
Figura 4.1: Densita` dello spazio delle fasi in funzione della temperatura T per il caso di gas
accoppiati massivi (nero, tratteggio) e non massivi (grigio), con potenziale chimico minimo (sotto)
e con potenziale chimico generico (sopra).
dove per stimare la densita` di numero questa volta abbiamo usato la 3.2.1, dato
che ci troviamo nel c so degene e. Questo risultato e` indip ndente dalla massa e
dal potenziale chimico, vale quindi sia per particelle massive che per particelle di
massa nulla, e costituira` il limite superiore di ϕ per tutta la discussione che seguira`.
Vogliamo ora invece calcolare gli stessi limiti ma in ordine opposto, a tal fine tornera`
utile discutere se ratamente i due c si di massa nulla e non nulla. Per quanto
riguarda le particelle di massa nulla, sos ituendo m = 0 nella 4.2.4, ed utilizzando
la 3.1.7 per stimare la densita` di numero, si trova
ϕ (0, T, µ) =
( g
2pi2
)1/3
21/3pi
−Li2
(−eµ/T )[−Li3 (−eµ/T )]2/3 , (4.2.7)
che vale in generale per qualunque T e µ. E` facil osservare e richiede do che
µ > 0 e prendendo il limite per T → 0 si ritrova la 4.2.6. Tuttavia, se prendiamo
prima il limite per µ→ 0 troviamo7
ϕ0,0 ≡ ϕ (m = 0, T, µ = 0) = li
µ→0
ϕ (0, T, µ)
= lim
µ→0
{
g
2pi2
)1/3
21/3pi
−Li2
(−eµ/T )[−Li3 (−eµ/T )]2/3
}
=
( g
2pi2
)1/3(2
3
)2/3 piζ (2)
(ζ (3))2/3
=
( g
2pi2
)1/3 pi3
3 · 21/3 · (3ζ (3))2/3
< ϕmax .
(4.2.8)
Questo implica che la densita` dello spazio delle fasi per un gas di fermioni di massa
nulla con µ = 0 e` co tan e indipendente dalla temperatura. Per un gas di fermio i
7Ricordando che la funzione polilogaritmo e` tale che [15]
Lis (−1) = −
(
1− 21−s) ζ (s) .
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massivi invece questa affermazione non e` valida. Infatti prendendo µ = m, la densita`
dello spazio delle fasi e` in generale una funzione della temperatura. Possiamo ad
esempio utilizzare l’approssimazione ”down” nella forma 3.2.15 e calcolare
ϕm,m ≡ ϕ (m,T, µ = m) = lim
T→0
ϕ (m,T,m)
= lim
T→0
{
− g
2pi2
2piT 2
(n (T,m))2/3
[
Li2 (−1)− m
T
ln2
]}
= lim
T→0
( g2pi2)1/3 2piTm (ζ (3/2))2/3
(
3 + 2
√
2
pi
)1/3
22/3
[m
T
ln2− Li2 (−1)
]
=
( g
2pi2
)1/3
2piξ ln2 < ϕmax , (4.2.9)
nella quale
ξ ≡
(
3 + 2
√
2
pi
)1/3(
2
ζ (3/2)
)2/3
≈ 1.02832 . (4.2.10)
4.2.2 Gas di Fermi disaccoppiato
Ci occupiamo invece ora del caso in cui il nostro gas di Fermi si sia disaccoppiato, e
quindi per il quale non abbia piu` senso parlare di temperatura e di potenziale chi-
mico in quanto esso non si trova piu` all’equilibrio termodinamico con le altre specie
presenti nell’Universo. Come abbiamo visto nel capitolo 3 tuttavia, per essi possia-
mo introdurre due funzioni dette temperatura efficace T (TS) e potenziale chimico
efficace µ (TS) che entrano parametricamente nella funzione di distribuzione permet-
tendoci utilizzarla nella stessa forma analitica anche dopo il disaccoppiamento. Esse
pero` sono entrambe funzioni della stessa variabile TS , allora, effettuando il limite
TS → 0 osserviamo che questo si manifesta con i limiti T → 0 e µ→ m contempora-
neamente. Ci stiamo quindi avvicinando al punto (0,m) lungo una certa direzione,
determinata unicamente dalle condizioni iniziali (T0, µ0). Nel caso di particelle di
massa nulla, ricordando le equazioni 3.1.8, si osserva subito che la direzione che stia-
mo percorrendo e` una linea retta uscente dal punto (T0, µ0). Nel caso di particelle
massive invece la situazione non e` piu` cos`ı banale, in generale possiamo dire che
ci stiamo muovendo lungo una curva parametrizzata da TS come (T (TS) , µ (TS))
con le funzioni 3.2.3 e 3.2.19. Per quanto riguarda la densita` dello spazio delle fasi
allora, anche in tal caso, per ottenere la sua forma analitica dipendente da TS ci
basta sostituire formalmente T → T (TS) e µ → µ (TS) nell’espressione 4.2.4. Nel
caso di particelle di massa nulla riprendiamo l’equazione 4.2.7, ricordando poi che
sia T che µ riscalano in modo lineare, si trova che la dipendenza dalla temperatura
di riscalamento sparisce, ottenendo
ϕ (0, T (TS) , µ (TS)) =
( g
2pi2
)1/3
21/3pi
−Li2
(−eµ0/T0)[−Li3 (−eµ0/T0)]2/3 , (4.2.11)
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FIG. 10: (a) Phase space degeneracy as function of the real temperature T for the case of a massive (black,
dashed) and massless gas (gray), for chemical potential µ = m (below) and for non–trivial chemical potential
µ > m (above). (b) Phase space degeneracy as a function of the volume scaling TS for the massive case (black,
solid) for di↵erent initial parameters µ0/T0 = {0, 1, 2, 3, 5, 10, 50} (bottom to top). For comparison we also show
the massless gas (gray) and the real temperature case (black, dotdashed).
This implies that the phase space density for a massless gas with µ = 0 is constant and independent
of the temperature. For a massive gas this conclusion does not hold. That is, letting µ = m the phase
space density is in general a function of the temperature. Nevertheless, we can use the density given in
(28b) in order to compute the limit
lim
T!0
'(m,T, µ = m) =
⇣ g
2⇡2
⌘1/3
2⇡ ln(2) ⇠ =: 'm,m < 'max . (52)
These findings are summarized in Figure 10(a).
Let us now consider the case of a decoupled gas in an expanding volume. In this case we are not dealing
with ' as a function of the real temperature and chemical potential, but their e↵ective counterparts
T (TS) and µ(TS). Letting TS ! 0 we realize that we have to deal with both limits T ! 0 and µ ! m
simultaneously, i.e. we are approaching the point (T, µ) = (0,m) from a certain direction. This direction
is fixed as a function of the initial conditions (T0, µ0). In the massless case, we are approaching (0,m)
on a straight line from (T0, µ0), as is immediately clear from (9). In the massive case, however, we move
on some curve parametrized by TS, approximately given by (T (TS), µ(TS)) with the functions (16) and
(34) (cf. Figure 1).
The phase space density in dependence of TS is given by formally replacing T ! T (TS), µ! µ(TS) in
(47). In the massless case eq. (50) holds and the temperature and chemical potential are both linearly
rescaled. Therefore, the scaling dependence simply cancels and the phase space density is independent
of TS and given by
'(0, T (TS), µ(TS)) =
⇣ g
2⇡2
⌘1/3
21/3 ⇡
 Li2( eµ0/T0)⇥ Li3( eµ0/T0)⇤2/3 . (53)
This justifies the statement that a massless gas behaves scale invariant in phase space, which is just an-
other instance of the fact that the form of the spectrum is invariant under spatial expansion. Depending
on the initial conditions, ' assumes a value in between '0,0 and 'max.
In the massive case, ' generally varies as a function of TS. We can use the leading order behavior of
µ(TS) and T (TS) for low TS as well as the correctly scaled density in order to compute the phase space
density of a massive gas in the infinite volume limit
lim
TS!0
'(m,T (TS), µ(TS)) =
⇣ g
2⇡2
⌘1/3
2⇡ ⇢
mT0
n
2/3
0
ln
✓
1 + exp
µ20  m2
2T0m ⇢
◆
. (54)
Figura 4.2: Densita` dello spazio delle fasi in funzione della temperatura di riscalamento nel
caso di gas massivi disaccoppiati (nero, continuo) per diverse scelte dei parametri iniziali µ0/T0 =
{0, 1, 2, 3, 5, 10, 50} (dal basso verso l’alto). Per confronto e` anche mostrato il caso di gas non massivi
(grigio) e di gas accoppiati (nero, tratto punto).
che osserviamo essere appunto indipendente da TS . Questo fatto ci mostra che un
gas di particelle di massa nulla si comporta in modo invariante rispetto all’espansio-
ne dell’Universo nello spazio delle fasi. Inoltre cio` e` un’ulteriore prova del fatto che
l forma della sua funzione di distribuzione e` anch’essa variante rispetto all’espan-
sione dell’Universo. In base alle condizioni iniziali poi essa assume valori compresi
tra ϕ0,0 e ϕmax. Nel caso di particelle di massa non nulla invece, in generale ϕ e`
funzione della variabile TS . Al fine di studiare tale dipendenza nel limite TS → 0
utilizziamo gli andamenti asintotici 3.2.25 e 3.2.26, che sostituiti nella 4.2.4 porgono
l m
TS→0
ϕ (m,T (TS) , µ (TS)) =
g
2pi2
2piρ2
mT0
n
2/3
0
{
T 2S
Γ (3)
(
µ20 −m2
2T0mρ
)2
+
+
mT0
ρ
ln
[
1 + exp
(
µ20 −m2
2T0mρ
+
)]}
=
g
2pi2
2piρ
mT0
n
2/3
0
ln
[
1 + exp
(
µ20 − 2
2T0mρ
)]
, (4.2.12)
dove non abbiamo usato approssimazioni per la densita` di numero, ma l’abbiamo
scritta nella sua corretta forma riscalata lasciando la dipendenza dalla densita` in-
ziale8. Al variare delle ondizioni iniziali oi, ϕ in un U iverso infinito assume tutti
i valori compresi tra ϕ0,0 e ϕmax.
8Non conoscendo i dati inziali infatti, per mantenere l’assoluta generalita`, non possiamo applicare
le solite approssimazioni. Si dovra` utilizzare l’approssimazione corretta di volta in volta in base al
problema.
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Conclusioni
In lavoro abbiamo costruito un modello matematico atto alla descrizione del compor-
tamento di un gas di Fermi debolmente interagente, disaccoppiato, in un Universo
in espansione. Il nostro punto di partenza e` stato la costruzione del modello cosmo-
logico di Friedmann-Robertson-Walker, il quale, sotto la sola ipotesi del principio
cosmologico, fornisce equazioni che regolano la dinamica dell’Universo pensato nella
sua interezza, e trattato come fluido. Successivamente si e` passati ad una rifor-
mulazione delle leggi della meccanica statistica in un Universo di tale tipo, e alla
discussione dello stato dell’arte per quanto riguarda le statistiche di gas ideali quan-
tistici in condizioni di equilibrio. Dopo di che´ ci siamo specializzati sulla discussione
specifica dei gas di fermioni. In generale, dopo il disaccoppiamento, la loro funzione
di distribuzione risulta diversa da una normale statistica di Fermi-Dirac. Tuttavia
abbiamo osservato che facendo ipotesi ad hoc sulle deboli interazioni tra le particelle
del gas, e` possibile assumere il preservarsi di una tale distribuzione anche quando
il gas non si trova piu` in condizioni di equilibrio. Abbiamo poi mostrato, prima in
alcuni casi particolari, e poi in generale che l’evoluzione della forma di tale funzione
di distribuzione puo` essere parametrizzata da due funzioni T (TS) e µ (TS), dette
rispettivamente temperatura efficace e potenziale chimico efficace, le quali tengono
conto dell’effetto di espansione dell’Universo attraverso la loro dipendenza funziona-
le dalla temperatura di riscalamento TS . Un risultato particolarmente importante
e` l’evoluzione delle curve (T (TS) , µ (TS)) al variare delle condizioni iniziali (T0, µ0)
nel caso generale nel quale T > 0 e µ > m (cfr. Figura 5.1). Tali curve mostrano
infatti i percorsi seguiti da un gas di Fermi massivo, non degenere e con generico
potenziale chimico durante l’espansione dell’Universo. Notiamo che nel caso di gas
di particelle di massa nulla tali curve si riducono a delle semplici rette passanti per
il punto delle condizioni iniziali. Un altro risultato degno di essere citato sono le
due nuove espansioni in serie, up e down, dell’integrale di Fermi-Dirac (cfr. Appen-
dice A), utilizzate nel caso di minimo potenziale chimico per la determinazione dei
limiti della funzione T (TS). Esse, come abbiamo mostrato, sono, ai nostri scopi,
decisamente migliori della nota espansione di Sommerfeld. Infine sono state mostra-
te alcune possibili applicazioni del modello sviluppato, ad esempio alle componenti
termica e non termica della CνB. Abbiamo inoltre calcolato la densita` dello spazio
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FIG. 1: Evolution of the e↵ective temperature T (TS) and the e↵ective chemical potential µ(TS) of a decoupled
massive ideal Fermi gas in dependence of the volume expansion (here expressed in terms of the “scaling temper-
ature” TS / 1/R). Indicated by the di↵erent lines is the evolution of (T (TS), µ(TS)) in the expanding universe
for several di↵erent initial conditions (T0, µ0). Letting TS run from T0 at decoupling to TS ⇠ T  today the gas
evolves along the lines in the indicated direction. For the massless case, T0 and µ0 are simply linearly rescaled
and all lines would be straight.
of the decoupled gas, then a redistribution of particles among the di↵erent modes occurs while the total
particle number is conserved. If the self–interaction is su ciently strong then an equilibrium Fermi–
Dirac spectrum will be retained [5, 6].
In this work, we derive analytic formulae describing how the spectrum of a decoupled gas changes
under volume expansion. This is done under the crucial assumption of (i) particle number conservation,
and (ii) the preservation of an equilibrium Fermi–Dirac spectrum which depends only on the two
parameters Te↵ = T (R) and µe↵ = µ(R), where R is the scale factor. Our main result is how the
spectrum changes under volume expansion, i.e. the functions T (R) and µ(R) (cf. Figure 1).
All results which we derive are general and could find applications for any decoupled but su ciently
strong self–interacting sector such as, for example, massive self–interacting neutrinos2, decoupled self–
interacting Dark Matter [10–14], or self–interacting sterile neutrinos [15–19].
For the ease of the discussion, we will assume an instantaneous decoupling and not take into account
distortions of the initial spectrum which could result from an “incomplete decoupling” (cf. e.g. [20, 21]).
We treat cosmic expansion as strictly homogeneous and neglect metric perturbations for the time being
(cf. e.g. [6, 22]). We work in a large (compared to the Compton wavelength of the fermions) and
isotropic three–dimensional volume and use a fully relativistic dispersion relation in order to obtain the
density of states. The occupancy of each state is given by the familiar Fermi–Dirac distribution. The
number density n of fermions per energy interval dE then is given by3
dn
dE
(T, µ) =
g
2⇡2
E
 
E2  m2 1/2
e(E µ)/T + 1
, (1)
wherem is the fermion mass, µ the chemical potential, T denotes the temperature, and g counts internal
2 While non–standard neutrino self–interactions before and during the epoch of CMB formation are highly constrained
[7–9] it seems not to be observationally excluded that relic neutrinos recouple after CMB formation but before they
turn non–relativistic.
3 We work in units ~ = c = kB = 1.
Figura 5.1: Evoluzione della tempe atura efficace T (TS) del potenziale chimico efficace µ (TS)
di un gas di Fermi massivo in funzine dell’espansione dell’Universo (qui espressa int termini
della temperatura di riscalamento). Le linee della figura rappresentano il plot della funzione
(T (TS) , µ (TS)) al variare delle condizioni iniziali (T0, µ0), dove i pedici ”0” fanno riferimento
all’istante di disaccoppiamento.
delle fasi per tutti i casi studiati, confrontando anche il caso di gas disaccoppiato
con quello di gas all’equilibrio nel plasma primordiale. Questo ci ha mostrato che ha
differenza del caso di particelle di massa nulla, o di quello degenere, la funzio e di
istribuzione di un gas di particelle massive non e` in generale invariante durante l’e-
spansione dell’Universo. Inoltre, il fatto che tale densita` e`  1, ci mostra che anche
a grandi espansioni raggiunte i gas devono comunque essere trattati assolutamente
ancora con gli strum nti d lla meccanica qu ntistica.
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Appendice A
Sviluppo asintotico
dell’integrale di Fermi-Dirac
In questa appendice vogliamo presentare una nuova espansione dell’integrale di
Fermi-Dirac1
F (T, µ) ≡ 2pi
2
g
n (T, µ) =
∫ +∞
m
E
(
E2 −m2)1/2
exp [(E − µ) /T ] + 1 dE . (A.0.1)
In particolare otterremo quelle che nella sezione 3.2.2 sono state chiamate appros-
simazioni ”up”, espandendo nel limite E  m; e ”down”, espandendo nel limite
E  m; della densita` di numero. Come mostrato in tale sezione queste approssi-
mazioni sono, ai nostri scopi, piu` efficienti della ben nota approssimazione di Som-
merfeld, la quale non ci permette di studiare i limiti di interesse per la cosmologia.
Prima di passare allo sviluppo specifico dei limiti vogliamo rimaneggiare in modo
generale l’integrale A.0.1 in modo da riscriverlo in una forma piu` conveniente ai
nostri scopi. Come prima cosa definiamo la nuova variabile ε ≡ E −m, grazie alla
quale l’integrale risulta riscritto come
F (T, µ) =
∫ +∞
0
(
eε/T
z
+ 1
)−1
(ε+m) ε1/2 (ε+ 2m) dε ,
dove abbiamo definito il parametro z ≡ exp (µ−mT ). Osserviamo ora che al fine
di ricondurci agli integrali noti della funzione polilogaritmo [15] e` conveniente fare
un ulteriore cambio di variabile definendo x ≡ ε/T . A seguito di cio` l’integrale si
ripresenta allora come
F (T, µ) =
√
2 (mT )3/2
∫ +∞
0
(
ex
z
+ 1
)−1(xT
m
+ 1
)(
xT
2m
+ 1
)1/2
x1/2 dx .
(A.0.2)
Fondamentale sara` ora espandere in serie di potenze il termine sotto radice quadrata.
Osserviamo che i limiti che ci eravamo proposti di indagare, nelle nuove variabili sono
xT/m 1 per l’approssimazione ”down”, e xT/m 1 per l’approssimazione ”up”.
1Riscritto gia` nella variabile energia per comodita`.
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A.1 Approssimazione down : limite E  m
Dato che in questo caso abbiamo che xT/m  1, si nota subito come sia possibile
espandere il termine sotto radice quadrata con una serie di potenze centrata attorno
all’origine2 ottenendo
F (T, µ) ∼0
√
2 (mT )3/2
∫ +∞
0
(
ex
z
+ 1
)−1(xT
m
+ 1
) +∞∑
n=0
(
1/2
n
)(
xT
2m
)n
x1/2 dx
=
√
2 (mT )3/2
∫ +∞
0
(
ex
z
+ 1
)−1{
2
+∞∑
n=0
(
1/2
n
)(
xT
2m
)n+1
+
+
+∞∑
n=0
(
1/2
n
)(
xT
2m
)n}
x1/2 dx .
Ora, possiamo traslare l’indice della prima sommatoria di un’unita`, ovvero n+1→ n,
in modo da poter scrivere un’unica sommatoria3, ottenendo allora
F (T, µ) ∼0
√
2 (mT )3/2
∫ +∞
0
(
ex
z
+ 1
)−1{
2
+∞∑
n=1
(
1/2
n− 1
)(
xT
2m
)n
+
+
+∞∑
n=0
(
1/2
n
)(
xT
2m
)n}
x1/2 dx
=
√
2 (mT )3/2
∫ +∞
0
(
ex
z
+ 1
)−1{+∞∑
n=0
(
1/2
n
)(
4n
3− 2n
)(
xT
2m
)n
+
+
+∞∑
n=0
(
1/2
n
)(
xT
2m
)n}
x1/2 dx
=
√
2 (mT )3/2
+∞∑
n=0
(
1/2
n
)(
3 + 2n
3− 2n
)(
T
2m
)n ∫ +∞
0
(
ex
z
+ 1
)−1
xn+1/2 dx
= −
√
2 (mT )3/2
+∞∑
n=0
(
1/2
n
)(
3 + 2n
3− 2n
)(
T
2m
)n
Γ (3/2 + n) Li3/2+n (−z) .
(A.1.1)
2Ricordiamo che la radice quadrata puo` essere riscritta come
√
1 + x =
+∞∑
n=0
(
1/2
n
)
xn , ∀x ∈ R : |x| < 1 .
3Sara` utile ricordare la seguente relazione tra coefficienti binomiali:(
1/2
n− 1
)
=
2n
3− 2n
(
1/2
n
)
.
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Notiamo che al secondo passaggio abbiamo aggiunto il termine di indice zero alla
prima sommatoria dato che esso risulta essere nullo a causa della moltiplicazione per
l’indice stesso, scaturita dal cambio di coefficiente binomiale. Questa stima e` una
buona approssimazione dell’integrale A.0.1 nel caso in cui T  m e µ & m.
A.2 Approssimazione up: limite E  m
In questo caso abbiamo che xT/m  1, e quindi non e` possibile espandere il ter-
mine sotto radice quadrata come in precedenza. Tuttavia si puo` applicare lo stesso
sviluppo in serie al reciproco di xT/m, il quale risultera` appunto essere prossimo a
zero. Al fine di far comparire questo termine riscriviamo l’integrale A.0.2 come
F (T, µ) = T 3
∫ +∞
0
(
ex
z
+ 1
)−1 (
1 +
m
xT
)(
1 +
2m
xT
)1/2
x2 dx . (A.2.1)
Si nota subito come sia possibile ora applicare la stessa espansione in serie di potenze
utilizzata alla sezione precedente, ottenendo cos`ı
F (T, µ) ∼+∞ T 3
∫ +∞
0
(
ex
z
+ 1
)−1 (
1 +
m
xT
) +∞∑
n=0
(
1/2
n
)(
2m
xT
)n
x2 dx
= T 3
∫ +∞
0
(
ex
z
+ 1
)−1{+∞∑
n=0
(
1/2
n
)(
2m
xT
)n
+
+
1
2
+∞∑
n=0
(
1/2
n
)(
2m
xT
)n+1}
x2 dx .
Ancora una volta trasliamo l’indice della seconda sommatoria di un’unita`, ovvero
n+ 1→ n, in modo da poter scrivere un’unica sommatoria, ottenendo
F (T, µ) ∼+∞ T 3
∫ +∞
0
(
ex
z
+ 1
)−1{+∞∑
n=0
(
1/2
n
)(
2m
xT
)n
+
+
1
2
+∞∑
n=1
(
1/2
n− 1
)(
2m
xT
)n}
x2 dx
= T 3
∫ +∞
0
(
ex
z
+ 1
)−1{+∞∑
n=0
(
1/2
n
)(
2m
xT
)n
+
+
+∞∑
n=0
(
1/2
n
)(
n
3− 2n
)(
2m
xT
)n}
x2 dx
= T 3
+∞∑
n=0
(
1/2
n
)(
3− n
3− 2n
)(
2m
T
)n ∫ +∞
0
(
ex
z
+ 1
)−1
x2−n dx
= −T 3
+∞∑
n=0
(
1/2
n
)(
3− n
3− 2n
)(
2m
T
)n
Γ (3− n) Li3−n (−z) . (A.2.2)
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Dove anche questa volta, al secondo passaggio, abbiamo aggiunto tacitamente il ter-
mine di indice zero nella seconda sommatoria dato che anche questa volta esso risulta
essere nullo per via del fattore moltiplicativo dovuto al cambio di coefficiente bino-
miale. Questa stima e` una buona approssimazione dell’integrale A.0.1 nel caso in cui
T  m e µ m. Notiamo che questa approssimazione presenta pero` un problema:
i termini con indice n ≥ 4 possono essere divergenti a causa della presenza di T al
denominatore, non piu` bilanciata dal termine T 3 che moltiplica tutta la sommatoria.
Una via per risolvere questo inconveniente potrebbe essere tener conto del termine
di contributo maggiore utilizzando qualche schema di regolarizzazione4. Tuttavia
questo non sembra migliorare l’approssimazione data tenendo conto solamente dei
primi quattro termini5 [13].
4Ad esempio il valore principale di Cauchy.
5Si noti infatti come il punto che da` divergenza faccia parte di quella zona in cui l’approssimazione
non e` decisamente buona.
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Calcolo dei coefficienti di
espansione di T (TS)
In questa appendice riportiamo il calcolo dei coefficienti di espansione della serie di
potenze con la quale abbiamo approssimato la funzione T (TS) nel regime di alte TS
(e quindi utilizzando l’approssimazione ”up” per la densita` di numero), e nel regime
di basse TS (e quindi utilizzando l’approssimazione ”down”), nel paragrafo 3.2.2.
B.1 Limite TS  m
Ricordiamo innanzitutto che la funzione che stiamo cercando e` definita univocamente
dalla condizione 3.2.16 e che la serie di potenze con la quale abbiamo scelto di
approssimare T (TS) ha la forma
T (TS  m) = T0 + bup1 (TS − T0) +
bup2
T0
(TS − T0)2 + o
(
(TS − T0)2
)
. (B.1.1)
Tenendo conto dell’approssimazione ”up” la 3.2.16 viene riscritta come
n0
2pi2
g
T 3S
T 30
=
3
2
ζ (3) (T (TS))
3 +
pi2
6
(T (TS))
2m+
ln2
2
T (TS)m
2 − m
3
12
, (B.1.2)
nella quale abbiamo posto n0 ≡ n (T0,m). Ora, definendo la nuova variabile θS ≡
TS − T0, e sostituendo la B.1.1 a T (TS) si trova
2pi2
g
n0
T 30
(θS + T0)
3 =
3
2
ζ (3)
(
T0 + b
up
1 θS +
bup2
T0
θ2S + o
(
θ2S
))3
+
+
mpi2
6
(
T0 + b
up
1 θS +
bup2
T0
θ2S + o
(
θ2S
))2
+
+
1
2
m2ln2
(
T0 + b
up
1 θS +
bup2
T0
θ2S + o
(
θ2S
))− m3
12
. (B.1.3)
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Questa, riscritta esplicitando in entrambi i membri i vari ordini1 di θs si presenta
come
2pi2
g
n0 +
2pi2
g
3n0
T0
θS +
2pi2
g
3n0
T 20
θ2S + o
(
θ2S
)
=
=
(
3
2
ζ (3)T 30 +
1
6
mpi2T 20 +
1
2
m2T0ln2− m
3
12
)
+
+
bup1
6
(
27ζ (3)T 20 + 2pi
2mT0 + 3m
2ln2
)
θS+
+
1
6
[
27ζ (3)
(
bup2 + (b
up
1 )
2
)
T0 +mpi
2
(
(bup1 )
2
+ 2bup2
)
+
+
3m2
T0
bup2 ln2
]
θ2S + o
(
θ2S
)
. (B.1.4)
Risolvendo l’equazione ordine per ordine si possono allora determinare i coefficienti
cercati, in particolare tralasceremo la risoluzione dell’ordine zero in quanto fornisce
solo una relazione tra le costanti che appaiono nelle equazioni, senza darci informa-
zioni sui coefficienti. Inoltre osserviamo che il cambio di variabile effettuato all’inizio
non si ripercuote sulla determinazione dei coefficienti dato che le equazioni che li
determinano non contengono tale variabile. L’equazione al primo ordine e`
2pi2
g
3n0
T0
=
bup1
6
(
27ζ (3)T 20 + 2pi
2mT0 + 3m
2ln2
)
, (B.1.5)
dalla quale si trova subito che
bup1 =
2pi2
g
18n0
T0
1
27ζ (3)T 20 + 2pi
2mT0 + 3m2ln2
. (B.1.6)
Al secondo ordine invece abbiamo che
2pi2
g
3n0
T 20
=
1
6
[
27ζ (3)
(
bup2 + (b
up
1 )
2
)
T0 +mpi
2
(
(bup1 )
2
+ 2bup2
)
+
3m2
T0
bup2 ln2
]
,
(B.1.7)
dalla quale troviamo, anche tenendo conto della B.1.6, che
bup2 =
(
2pi2
g
)2
18n0
T0
[
−18pi2m− 486ζ (3)T0(
27ζ (3)T 20 + 2pi
2mT0 + 3m2ln2
)3 +
+
g
2pi2
1
27ζ (3)T 20 + 2pi
2mT0 + 3m2ln2
]
. (B.1.8)
1Ci arrestiamo al secondo ordine in quanto siamo interessati solo al calcolo dei primi due
coefficienti.
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B.2 Limite TS → 0
Anche questa volta la funzione che vogliamo determinare e` univocamente determina-
ta dalla condizione 3.2.16. Tuttavia, dato che deve valere il limite T (TS → 0)→ 0,
e che siamo in un diverso regime dalla sezione precedente, dobbiamo cambiare la
forma della serie di potenze. Quella adatta ai nostri scopi e` questa volta della forma
T (TS → 0) = cdown1 TS + cdown2 T 2S + o
(
T 2S
)
. (B.2.1)
Tenendo conto questa volta dell’approssimazione ”down”, la 3.2.16 viene riscritta
come
n0
2pi2
g
T 3S
T 30
=
√
pi
2
(mT (TS))
3/2
[(
1− 1√
2
)
ζ (3/2) +
+
15
8
T (TS)
m
(
1− 1
2
√
2
)
ζ (5/2)
]
, (B.2.2)
nella quale abbiamo posto nuovamente n0 ≡ n (T0,m). Ora, sostituendo la B.2.1 a
T (TS), ed elevando entrambi i membri dell’equazione alla 2/3 al fine di rendere piu`
semplici gli sviluppi successivi, dopo alcune manipolazioni algebriche si trova
n
2/3
0
(
2pi2
g
)2/3
T 2S
T 20
=
(pi
2
)1/3
m
(
cdown1 TS + c
down
2 T
2
S + o
(
T 2S
))×
×
(
1− 1√
2
)2/3
(ζ (3/2))2/3
[
1 +
(
cdown1 TS+
+ cdown2 T
2
S + o
(
T 2S
)) 15
16m
(
4−√2
2−√2
)
ζ (5/2)
ζ (3/2)
]2/3
. (B.2.3)
Ci occorre ora espandere in serie di Taylor l’ultimo fattore del secondo membro, e
cio` e` possibile dato che il secondo addendo presente in esso si annulla per TS → 02.
A seguito di cio` otteniamo
n
2/3
0
(
2pi2
g
)2/3
T 2S
T 20
=
(pi
2
)1/3
m
(
cdown1 TS + c
down
2 T
2
S + o
(
T 2S
))×
×
(
1− 1√
2
)2/3
(ζ (3/2))2/3
[
1 +
(
cdown1 TS+
+ cdown2 T
2
S + o
(
T 2S
)) 5
8m
(
4−√2
2−√2
)
ζ (5/2)
ζ (3/2)
]
, (B.2.4)
2Si e` utilizzata la seguente approssimazione: (1 + x)2/3 = 1 + 2
3
x+ o (x).
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che riscritta esplicitando al secondo membro i vari ordini3 di TS porge
n
2/3
0
(
2pi2
g
)2/3
T 2S
T 20
= m
(
pi
3 + 2
√
2
)1/3(ζ (3/2)
2
)2/3{
cdown1 TS+
+
[
5
8m
(
4−√2
2−√2
)
ζ (5/2)
ζ (3/2)
(
cdown1
)2
+ cdown2
]
T 2S + o
(
T 2S
)}
.
(B.2.5)
Come in precedenza i vari coefficienti possono essere determinati risolvendo le equa-
zioni ai vari ordini delle potenze di TS . Notiamo subito che il prim’ordine e` banale:
dato che non e` presente al primo membro, e dato che al secondo membro il coeffi-
ciente di TS non presenta somme algebriche, si ricava subito che c
down
1 = 0. Forti di
questo fatto, l’equazione relativa al secondo ordine risulta essere(
2pi2
g
)2/3
n
2/3
0
T 20
= m
(
pi
3 + 2
√
2
)1/3(ζ (3/2)
2
)2/3
cdown2 , (B.2.6)
dalla quale si ricava che
cdown2 =
(
2pi2
g
)2/3
n
2/3
0
T 20
ξ
m
, (B.2.7)
nella quale abbiamo posto
ξ ≡
(
3 + 2
√
2
pi
)1/3(
2
ζ (3/2)
)2/3
≈ 1.02832 . (B.2.8)
3Ci arrestiamo al secondo ordine in quanto siamo interessati solo al calcolo dei primi due
coefficienti.
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