We establish n-th order Fréchet differentiability with respect to the initial datum of mild solutions to a class of jump-diffusions in Hilbert spaces. In particular, the coefficients are Lipschitz continuous, but their derivatives of order higher than one can grow polynomially, and the (multiplicative) noise sources are a cylindrical Wiener process and a quasi-leftcontinuous integer-valued random measure. As preliminary steps, we prove well-posedness in the mild sense for this class of equations, as well as first-order Gâteaux differentiability of their solutions with respect to the initial datum, extending previous results in several ways. The differentiability results obtained here are a fundamental step to construct classical solutions to non-local Kolmogorov equations with sufficiently regular coefficients by probabilistic means.
Introduction
Our goal is to obtain existence and uniqueness of mild solutions, and, especially, their differentiability with respect to the initial datum, to a class of stochastic evolution equations on Hilbert spaces of the form    du(t) + Au(t) dt = f (t, u(t)) dt + B(t, u(t)) dW (t) + Z G(t, z, u(t−))μ(dt, dz), u(0) = u 0 .
(1.1)
Here A is a linear m-accretive operator, W is a cylindrical Wiener process,μ is a compensated integer-valued quasi-left-continuous random measure, and the coefficients f , B, G satisfy suitable measurability and Lipschitz continuity conditions. Precise assumptions on the data of the problem are stated in § §2.1 and 3 below.
The results extend (and partially supersede) those obtained in [15] in several ways: (a) wellposedness is established here in much greater generality, in particular allowingμ to be a quite general random measure, rather than just a compensated Poisson measure as in [15] . Moreover, using a more precise maximal estimate for stochastic convolutions, solutions are no longer needed to be sought in spaces of processes with finite second moment (yet more general well-posedness results are going to appear in [14] ); (b) the sufficient conditions on the coefficients of (1.1) for the differentiability of its solution with respect to the initial datum are the natural ones. For instance, roughly speaking, Fréchet differentiability of f , B, and G imply Fréchet differentiability of the solution map u 0 → u, while in [15] a C 1 condition on f , B, and G was needed. In fact, the proof in [15] was based on an implicit function theorem with parameters, for which the C 1 assumption seems indispensable, while here we use a direct approach based on the definition of derivative; (c) we study the n-th order differentiability of the solution map for arbitrary natural to F if E and F are Hilbert spaces. The closed ball of radius r > 0 in E will be denoted by B r (E).
All stochastic elements will be defined on a fixed filtered probability space (Ω, F , F, P), with the filtration F := (F t < +∞, and we set S p := S p (0, T ). We recall that these are Banach spaces if p ≥ 1, and quasi-Banach spaces if p ∈ ]0, 1[. In the latter case the triangle inequality is reversed, but one has
to which we shall also refer, with a harmless abuse of terminology, as the triangle inequality. Moreover, S p (t 0 , t 1 ) is a complete metric space for every p > 0 when endowed with the distance
, as it follows from the inequality |x + y| p ≤ |x| p + |y| p , which holds true for every x, y ∈ R and p ∈ ]0, 1[. Entirely analogously, L p (Ω; H) endowed with the distance
is a complete metric space for every p > 0.
Let K be a real separable Hilbert space and W a cylindrical Wiener process on K. Let (Z, Z ) be a Blackwell measurable space and µ an integer-valued quasi-left-continuous random measure on Z × [0, T ], independent of W , with dual predictable projetion (compensator) ν, and µ := µ − ν. We recall that the quasi-left-continuity of µ implies that the random measure ν is non-atomic (see, e.g., [11, Corollary 1.19, p. 70] ). A map g : Ω × [0, T ] × Z → H will be called predictable if it is P ⊗ Z -measurable, where P stands for the predictable σ-algebra of F (the target space H is always assumed to be endowed with the Borel σ-algebra). Moreover, for any such predictable map g, we set, for any p, q ∈ ]0, ∞[, 
where the infima are taken with respect to P ⊗ Z -measurable maps g 1 , g 2 only. One may actually show that L p (Ω; L q (ν; H)) as well as G p are (quasi-)Banach space and that
For a proof of this statement, as well as of other properties of such mixed-norm L p spaces involving random measures (even in a more general setting), we refer to [10] . For us, however, it is enough to know that they are quasi-normed spaces, and the "norms" just introduced on spaces where the underlying measure is random is only a convenient notation. We shall also need to consider spaces where ]0, T ] × Z is replaced by ]t 0 , t 1 ] × Z, with 0 ≤ t 0 ≤ t 1 ≤ T , and the corresponding notation will be self-explanatory.
We shall use standard notation of stochastic calculus, writing, for instance, f * to denote the maximal function of a càdlàg function f . Further notation related to deterministic and stochastic convolutions, as well as to different notions of derivative for maps between infinite-dimensional spaces, will be introduced where they first appear.
Notions of derivative
Let E, F be Banach spaces, and G be a subspace of E.
The linear map L, which is necessarily unique, will be denoted by D G φ(x 0 ) and is called the Gâteaux derivative of φ at x 0 (along the subspace G, if G = E). If φ is also Lipschitz continuous, it easily follows from the definition that the operator norm of D G φ(x 0 ) is bounded by the Lipschitz constant of φ. The map φ is Fréchet differentiable at x 0 ∈ E along the subspace
The (unique) map L will be denoted by Dφ(x 0 ) and is called the Fréchet derivative of φ at x 0 (along the subspace G, in case G = E). It is well known that Fréchet differentiability implies Gâteaux differentiability, while the converse is not true. We shall often use the following characterization of Fréchet differentiability, of which we include a proof for the convenience of the reader.
Lemma 2.1. A map φ : E → F is Fréchet differentiable at x 0 ∈ E with Dφ(x 0 ) = L if and only if for each bounded set B ⊂ E one has
uniformly with respect to h ∈ B.
Proof. Let φ be Fréchet differentiable at x 0 with Dφ(x 0 ) = L, and set R(h) :
Let B be a bounded set and M a real number such that B is included in the ball of E of radius M centered at zero. For any η > 0 there exists δ > 0 such that R(h) / h ≤ η/M for every h with h ≤ δ. Therefore, for any ε such that |ε| ≤ δ/M , one has εh ≤ δ and
i.e. R(εh) /|ε| → 0 as ε → 0 uniformly with respect to h ∈ B. Let us now prove the converse implication: assume that (2.1) holds for every B, uniformly with respect to h ∈ B, and that, by contradiction, φ is not Fréchet differentiable at x 0 , i.e. that R(h)/ h does not converge to zero as h → 0. In particular, there exists a sequence (k n ) ⊂ E \ {0} converging to zero such that R(k n )/ k n does not converge to zero. We claim that it cannot happen that
as ε → 0. In fact, setting ε n := k n , h n = k n / k n , and B := (h n ), this would imply that ε −1 n φ(x 0 + ε n h n ) − ϕ(x 0 ) − ε n Lh n converges to zero as n → ∞, which is equivalent to
By a simple scaling argument it is evident that it is sufficient to consider as bounded subset B the unit ball in E. One can thus say that φ : E → F is Fréchet differentiable at x 0 ∈ E along a subspace G ⊆ E if there exists a continuous linear map L :
For a comprehensive treatment of differential calculus for functions between topological vector spaces we refer to [1] for basic results in the case of Banach spaces, and to [3, 5] for the general case.
Estimates for deterministic and stochastic convolutions
Throughout this section S stands for a strongly continuous linear semigroup of contractions on H, and A for its (negative) generator, which is necessarily a linear maximal monotone operator.
Here and in the following we shall use S * g to denote convolution of S and an H-valued measurable function g on R + , defined as
under the minimal assumption that S(t − ·)g ∈ L 1 (0, t; H) for all t in a set of interest, usually a bounded interval of R + .
The following estimate for convolutions is trivial, but sufficient for our purposes.
for every p > 0.
Proof. Minkowski's inequality and contractivity of S immediately yield
We shall also need estimates for stochastic convolutions with respect to the cylindrical Wiener process W , for which we shall always use the following notation: for any L 2 (K, H)-valued process G, the stochastic convolution S ⋄ G is the process defined as
under a stochastic integrability assumption on S(t−·)G. There is an extensive literature on maximal estimates for stochastic convolutions, mostly obtained through the so-called factorization method by Da Prato, Kwapień, and Zabczyk [8] , which requires −A to generate a holomorphic semigroup. The following estimate instead requires A to be maximal monotone and can be proved by relatively elementary techniques of stochastic calculus (see, e.g., [13] for a proof in a more general context).
is progressively measurable, then the stochastic convolution S ⋄ G admits a modification with continuous paths and
Finally, a key role is played by the following maximal estimate for stochastic convolutions with respect to the compensated random measureμ. For a predictable H-valued process g, the stochastic convolution of g with respect toμ will be denote by S ⋄ µ g and defined as
under a stochastic integrability assumption on S(t − ·)g with respect toμ.
, then the stochastic convolution S ⋄ µ g admits a càdlàg modification and
A proof can be found in [16] . A generalization of this inequality to L q -valued processes will appear in [14] .
Well-posedness
The following assumptions (A0)-(A4) on the coefficients and the initial datum of (1.1) are in force throughout the paper.
(A0) The initial datum u 0 is an F 0 -measurable random variable with values in H.
(A1) A is a linear maximal monotone operator on H;
is measurable and adapted for every x ∈ H, and there exists a constant C f > 0 such that
, and x, y ∈ H;
is progressively measurable for all x ∈ H, and there exists a constant C B > 0 such that
the same measurability properties of G, with G = G 1 + G 2 , and P ⊗ Z -measurable functions
Further assumptions will be made when needed.
The concept of solution to (1.1) we shall work with is the following.
Definition 3.
1. An H-valued adapted càdlàg process u is a mild solution to (1.1) if
as an identity in the sense of modifications.
In order to formulate the well-posedness result in the mild sense for (1.1), it is convenient to introduce an assumption depending on a parameter p ∈ ]0, ∞[:
Proof. We are going to use a fixed-point argument in the metric space (
, with T 0 sufficiently small. By a classical patching argument, this will imply existence and uniqueness of a solution in S(0, T ). Let Γ be the map formally defined on
Let us show that Γ is in fact well defined on L p (Ω; H) × S p and that its image is contained in S p : one has
by contractivity of the semigroup S; the elementary lemma 2.2 and linear growth of f imply
similarly, proposition 2.3 yields
finally, it follows by proposition 2.4 that
and, similarly, if p ∈ ]1, 2[,
, with T 0 to be chosen later. In fact, one has, with a slightly simplified notation,
Let us estimate the three terms separately. The Lipschitz continuity of f , B, and G yields
so that
Since κ is continuous with κ(0) = 0, it follows that there exists T 0 > 0 and a constant N ∈ ]0, 1[, which depends on T 0 , such that
hence, by the Banach-Caccioppoli contraction principle, for any u 0 ∈ L p (Ω; H) there exists a fixed point u of the contraction Γ(u 0 , ·), which is thus the unique solution in S p (0, T 0 ) to (1.1). Choosing T 0 such that T = nT 0 , with n ∈ N, and repeating the same argument on each interval [kT 0 , (k + 1)T 0 ], with k ∈ {1, . . . , n − 1}, a unique solution to (1.1) can be constructed on the whole interval [0, T ]. Analogously, it suffices to show that u 0 → u is Lipschitz continuous on [0, T 0 ]. To this purpose, let u 01 , u 02 ∈ L p (Ω; H), and u 1 , u 2 ∈ S p (0, T 0 ) be the unique solutions to (1.1) with initial datum u 01 and u 02 , respectively. One has
where N < 1 is a positive constant (that depends on T 0 ). Rearranging terms immediately yields the Lipschitz continuity of u 0 → u. Remark 3.3. It immediately follows from the Lipschitz continuity of the solution map that one also has, in the same notation used above,
with implicit constant depending on T and p.
Gâteaux differentiability of the solution map
In the previous section we have shown that the solution map u 0 → u is Lipschitz continuous from L p (Ω; H) to S p . We are now going to show that Gâteaux differentiability of the coefficients of (1.1) implies Gâteaux differentiability of the solution map.
We shall make the following additional assumption, which is assumed to hold throughout this section.
(G1) The maps f (ω, t, ·) and B(ω, t, ·) are Gâteaux differentiable for all (ω, t) ∈ Ω × [0, T ], and the maps
The Gâteaux derivatives of f , B and G (in their H-valued argument) are denoted by
Recalling that f and B are Lipschitz continuous in their H-valued argument, uniformly over Ω × [0, T ], we infer that
We begin with two general results that will be extensively used in the sequel. The first lemma is an immediate corollary of the well-posedness results.
Lemma 4.1. Under the assumptions of Theorem 3.2, let u ∈ S p be the unique mild solution to (1.1) with initial condition u 0 ∈ L p (Ω; H). For any h ∈ L p (Ω; H), the linear stochastic evolution equation 
Theorem 3.2 thus implies that, for any h ∈ L p (Ω; H), (4.1) admits a unique mild solution y ∈ S p , which depends continuously on h.
Note that, since the equation for y is linear, it is immediate that the map h → y is linear and continuous from L p (Ω; H) to S p .
The next lemma will play a crucial role both in the proof of the Gâteaux differentiability of the solution map in this section, as well as in the proof of its Fréchet differentiability in the next section, taking into account Lemma 2.1.
Lemma 4.2.
Under the assumptions of Theorem 3.2, let h ∈ L p (Ω; H) and u, u ε ∈ S p the the unique mild solutions to (1.1) with initial conditions u 0 and u 0 + εh, respectively. Moreover, let y ∈ S p be the unique mild solution to (4.1) with initial condition h. One has
, and consider the evolution equation
One easily sees that it admits a unique mild solution v, which coincides with the restriction of u to [t 0 , T ]. In particular, for any t ≥ t 0 ,
A completly analogous flow property holds for u ε and y. Then one has, by the triangle inequality,
where, by abuse of notation, the (deterministic and stochastic) convolutions are defined on [t 0 , t 1 ], in accordance to (4.2), and u ε− := (u ε ) − . We are going to estimate I 1 , I 2 and I 3 separately. To simplify the notation, let us set, for a generic mapping φ,
(with obvious modifications if u and y are replaced by u − and y − ), and note that
(the formal operators Q 1,ε and Q 2,ε clearly depend also on y, but we do not need to explicitly denote this fact). Recalling the elementary estimate of Lemma 2.2, one has
where, by the Lipschitz continuity of f ,
The terms I 2 and I 3 can be handled similarly, thanks to the maximal inequalities of §2.3:
where
and
Recalling that κ is continuous with κ(0) = 0, these estimates imply that there exists δ > 0 such that, for any t 0 < t 1 with t 1 − t 0 < δ, one has
where the implicit constant depends on δ and I 12 , I 22 , I 32 are "supported" on [t 0 , t 1 ]. Let t 0 = 0 < t 1 < · · · < t N −1 < t N = T be a subdivision of the interval [0, T ] such that t n − t n−1 < δ for all n. Then we have, for every n ∈ {1, . . . , N }, with obvious meaning of the notation,
Backward recursion thus yields
where the first summand on the right-hand side is zero. To conclude the proof it suffices to show that
for every j ∈ {1, 2, 3}. We shall show that this is true for I 32 , as both other cases are entirely similar (in fact slightly simpler): it is enough to observe that, for any φ satisfying suitable measurability conditions and for any q > 0, the obvious inequality
The main result of this section is the following. 
, where y is the unique mild solution to (4.1).
Proof. By Lemma 4.2, it is enough to show that
converges to zero as ε tends to zero. By assumption (G1) it immediately follows that, as ε → 0,
Moreover, recalling that the operator norms of D G f and D G B are bounded by the Lipschitz constants of f and B, respectively, the triangle inequality yields
for a.a. (ω, t). Since y ∈ S p , the right-hand side belongs to L p (Ω; L 1 (0, T )) as well as to L p (Ω; L 2 (0, T )), hence the first two terms in (4.3) converge to zero as ε → 0 by the dominated convergence theorem. Similarly, setting G 1 := G 2 := G/2 if p ≥ 2, one has
where the implicit constant is equal to 1 for p ∈ [1, 2[, and to 2 for p ≥ 2. Since
as ε → 0, as well as
for all (t, z) ∈ [0, T ] × Z, P-almost surely, for both j = 1 and j = 2, one has, thanks to (A5 p ) and the dominated convergence theorem, recalling that y ∈ S p ,
A further application of the dominated convergence theorem hence yields that the third term in (4.3) converges to zero as ε → 0, thus completing the proof.
Fréchet differentiability of the solution map
We are going to show that the Fréchet differentiability of the coefficients of (1.1) implies the Fréchet differentiability of the solution map. We shall work under the following assumption, that is assumed to hold throughout this section.
(F) The maps f (ω, t, ·) and B(ω, t, ·) are Fréchet differentiable for all (ω, t) ∈ Ω × [0, T ], and the maps G(ω, t, z, ·),
The Fréchet derivatives of f and B (in their H-valued argument), denoted by
satisfy the boundedness properties
Similarly, and in complete analogy to the previous section, the Lipschitz continuity assumptions on G, G 1 and G 2 imply that,
The main result of this section is the following theorem, which states that the solution map is Fréchet differentiable along subspaces of vectors with finite higher moments.
, where y is the unique mild solution to the stochastic evolution equation
Proof. For any h ∈ L q (Ω; H), equation (5.1) admits a unique mild solution y ∈ S q , as it follows immediately by the boundedness properties of the Fréchet derivatives of f , B and G, and by hypothesis (A5 q ). Therefore the map h → y is well defined from L q (Ω; H) to S q , and it is obviously linear and continuous. To prove that this map is the Fréchet derivative of the solution map u 0 → u, thanks to the characterization of Fréchet differentiability of Lemma 2.1, it is enough to show that lim
uniformly over h belonging to bounded subsets of L q (Ω; H). By Lemma 4.2, for this it suffices to show that each term in (4.3) converges to zero uniformly with respect to h belonging to the unit ball of
, by homogeneity it is evident that, denoting by I j , j = 1, 2, 3, the terms appearing in (4.3), sup h∈B1(L q (Ω;H))
Hence it suffices to show that I 1 , I 2 and I 3 converge to zero uniformly with respect to y bounded in S q . That is, we need to show that, for any R > 0 and ϑ > 0, there exists ε 0 = ε 0 (R, ϑ) such that |ε| < ε 0 implies I j (y) < ϑ for all y ∈ B R (S q ) and j ∈ {1, 2, 3}. For any measurable E ⊂ Ω, one clearly has
, with q > p, hence uniformly integrable on (Ω, F , P). In particular, for any ϑ > 0 there exists σ > 0 such that, for any E ∈ F with P(E) < σ, one has
hence I 1 (E) ≤ ϑ. Let y ∈ B R (S q ) be arbitrary but fixed. Markov's inequality yields, for any n > 0,
Therefore there exists n > 0 such that, setting E := {y * T > n}, one has I 1 (E) < ϑ. It is important to note that n depends on R, but not on y, while E depends on y. The Fréchet differentiability hypothesis on f amounts to saying that, for any x ∈ H and n ∈ N,
In particular, one has
, where, by the Lipschitz continuity of f ,
Therefore, by the dominated convergence theorem,
that is, for any ϑ > 0 there exists ε 1 depending only on ϑ and n such that
for all ε such that |ε| < ε 1 (ϑ, n). It remains to observe that
Since n depends only on R, we conclude that there exists ε 1 = ε 1 (ϑ, R) such that I 1 < 2ϑ for all |ε| < ε 1 (ϑ, R).
Let us now consider the term I 2 : the argument is similar to the one just carried out, so we provide slightly less detail. We have to show that I 2 converges to 0 uniformly with respect to y ∈ B R (S q ). For any measurable E ⊂ Ω, one has, with obvious meaning of the notation,
where, by the Lipschitz-continuity of B,
Choosing E as before, using the uniform integrability of the family Y combined with the Markov inequality, we infer that for any ϑ > 0 there exists n > 0 such that I 2 (E) < ϑ. The Fréchet differentiability of B implies that, for any x ∈ H,
, where, by the Lipschitz continuity of B,
Hence, the dominated convergence theorem yields
that is, for any ϑ > 0 there exists ε 2 depending only on ϑ and n such that
for all ε such that |ε| < ε 2 (ϑ, n), from which also I 2 (E c ) < ϑ for all ε such that |ε| < ε 2 (ϑ, n). Hence, there exists ε 2 = ε 2 (ϑ, R) such that I 2 < 2ϑ for all ε with |ε| < ε 2 (ϑ, R).
The convergence to zero of I 3 as ε → 0, uniformly with respect to y ∈ B R (S q ), while still similar to the above arguments, is slightly more delicate as random measures are involved. As already shown in the proof of Theorem 4.3, one has, recalling that Fréchet differentiability implies Gâteaux differentiability,
as ε → 0. We need to show that the convergence holds uniformly over y bounded in S q . Let R > 0 and y ∈ B R (S q ). For any measurable E ∈ F , the Lipschitz continuity assumptions on G and (A5 p ) imply, setting
As the set {(y *
, hence uniformly integrable, for any ϑ > 0 there exists n > 0 (by Markov's inequality) such that, choosing E := {y * > n} as before, we have
On E c one has, possibly outside a set of P-measure zero, for both j = 1 and j = 2,
where the right-hand side converges to zero by the characterization of Fréchet differentiability of Lemma 2.1, and is bounded by 2ng j for all (t, z)
c , the dominated convergence theorem and (A5 p ) yield
as ε → 0, uniformly with respect to y ∈ B R (S q ). Proceeding exactly as in the case of I 1 , we conclude that there exists ε 3 = ε 3 (ϑ, R) such that I 3 < 2ϑ for all |ε| < ε 3 .
We have thus shown that ε −1 (u ε − u − εy) → 0 in S p (0, T ), uniformly over h in any bounded subset of L q (Ω; H), as claimed.
Fréchet differentiability of higher order
In this section we show that the n-th order Fréchet differentiability of the coefficients of (1.1), in a suitable sense, implies the n-th order Fréchet differentiability of the solution map. We shall work under the following assumptions, that are stated in terms of the parameter n ∈ N, n ≥ 2:
(F n ) The maps f (ω, t, ·) and B(ω, t, ·) are n times Fréchet differentiable for all (ω, t) ∈ Ω × [0, T ], and the maps G(ω, t, z, ·), G i (ω, t, z, ·), i = 1, 2, are n times Fréchet differentiable for all (ω, t, z) ∈ Ω × [0, T ] × Z. Moreover, there exists a constant m ≥ 0 such that, for every j = 2, . . . , n,
We also stipulate that (F 1 ) is simply hypothesis (F) of the previous section. It would be possible to replace the functions g, g 1 and g 2 with different ones, thus reaching a bit more generality, but it does not seem to be worth the (mostly notational) effort.
In the following we shall write, for compactness of notation,
Under the assumptions of Theorem 5.1, u is once Fréchet differentiable and v := Du(u 0 ) satisfies the equation
where I is the identity map. This equation has to be interpreted in the sense that, for any h ∈ L q , q > p, setting y := [Du(u 0 )]h, one has
Note that this equation admits a unique solution y ∈ S p also for h ∈ L p , and that h → y ∈ L (L p , S p ). However, if h belongs only to L p , we can no longer claim that h → y is the Fréchet derivative of u 0 → u, as Theorem 5.1 does not necessarily apply.
We are now going to introduce a system of equations, indexed by n ≥ 2, that are formally expected to be satisfied by D j u(u 0 ), j = 1, . . . , n, if they exist. For any n ≥ 2, the equation for u (n) can be written as
where Ψ n , Φ n and Θ n are the formal n-th Fréchet derivatives of f (u), B(u) and G(u − ), respectively, excluding the terms involving the (formal) derivative of u of order n. More precisely, assume that E 1 , E 2 and E 3 are Banach spaces and φ : E 1 → E 2 , F : E 2 → E 3 are n times Fréchet differentiable. The chain rule implies that there exists a functionΦ
We set Φ n :=Φ
. The definition of Ψ n and Θ n is, mutatis mutandis, identical. We are going to use some algebraic properties of the "representing" mapΦ F n . In particular, although a (kind of) explicit expression forΦ F n can be written in terms of a variant of the Faà di Bruno formula, for our purposes it suffices to know thatΦ F n is a sum of terms of the form
with j ∈ {2, . . . , n}, α 1 + · · · + α j = n, α i ≥ 1 for all i ∈ {1, . . . , j}. Moreover, since D n [F (φ)] is an n-linear map on E n 1 with values in E 3 , one has that, for any (
. . , h n ) is a sum of terms of the form
where m := α 1 + · · · + α j−1 , and σ is an element of the permutation group of {1, . . . , n}. We shall also need the following identities, that we write already in the specific form needed later, although they are obviously a consequence of the definition ofΦ
We are going to write, for the convenience of the reader, the first three formal derivatives of B(u) and the expressions for Φ n (the corresponding calculations for f (u), G(u − ), Ψ n , and Θ n are entirely analogous). One has
where we have written, as customary, u ′ in place of u (1) , and we have used Schwarz's theorem on the symmetry of higher-order continuous Fréchet derivatives.
We shall say that
is a solution to (6.1) if, for any
Let us explain why u (n) , if it exists, must be n-linear (in the algebraic sense). Since u ′ = Du is indeed a linear map, we can use induction as follows: assuming that u (j) is j-linear for all j < n, we are going to show that u (n) is n-linear. The inductive assumption and the functional form of Ψ n , Φ n , and Θ n imply that they are n-linear. Considering the equation
assuming that a solution exists for every (
. . , q n ≥ 1, it suffices to show that the map (h 1 , . . . , h n ) → v is n-linear, which is immediate.
Assume that (i) hypothesis (Fone has hence, recalling that u * m
Estimating the G p norm of Θ n+1 is similar: using the same notation used thus far, the generic term in Θ n+1 (h 1 , . . . , h n+1 ) is of the type
. . , h σ(n) ) , and hypothesis (F n ) implies
for all (t, z) ∈ [0, T ] × Z, P-a.s., for both i = 1 and i = 2 (we can identify again g 1 and g 2 with g depending on the value of p, and similarly for G 1 and G 2 ). This yields, after standard computations already detailed more than once,
It hence follows by the inductive assumption, as before, that
Since p 1 , . . . , p n+1 were arbitrary, we have proved that n/p 0 + n+1
thus completing the induction argument.
which implies q ≥ np and p 0 ≥ (n − 1)p, hence p 0 ≥ p if n ≥ 2. In particular, if q = np, then p 0 = +∞, i.e. u 0 must be bounded almost surely. If q > np, then p 0 will also be finite, and strictly larger than
In fact, for this to be true it suffices that L q ⊆ L mp0∨p , which is equivalent to q ≥ mp 0 ∨ p. But since q ≥ np ≥ p, we can simply choose q = mp 0 , which yields, excluding the case p 0 = +∞,
or, equivalently, q > (n + nm − m)p. We repeat, however, that even under these conditions we cannot yet claim that u (n) identifies the n-th Fréchet derivative of u. In fact, we shall prove that D n u satisfies the equation for u (n) when "tested" on (L q ) n , with q satisfying a strictly stronger constraint than just q > (n + mn − m)p.
hence, since h is arbitrary,
for any |ε| ≤ 1, where, as already done before, g 1 := g 2 := g/2 if p ≥ 2. The left-hand side of (6.5) is thus dominated for all (t, z) ∈ [0, T ] × Z, P-a.s., modulo a constant, by the same expression appearing on the right-hand side of the previous inequality. This implies
where, by Hölder's inequality,
In fact, these three inequalities follow from
respectively, all of which are immediate consequences of the assumptions. The dominated convergence theorem thus yields
as ε → 0. It remains to show that the convergence is uniform with respect to v 1 , . . . , v j+1 bounded in S q . To this end, we proceed as in the case j = 1: for every measurable E ∈ F , the computations just carried out yield
where the implicit constant depends on κ(T ). Since v 1 , . . . , v k+1 are bounded in S q and k+1 ≤ n, the product v * 1 · · · v * k+1 is bounded in L q/n . Therefore, as q/n > p by assumption, it follows that v * 1 · · · v * k+1 p is uniformly integrable. Similarly, defining s by
Hölder's inequality yields
where the right-hand side is finite by assumption. Since s > p, u * m v * 1 · · · v * k+1 p is uniformly integrable. Finally, defining ℓ by
Hölder's inequality yields, recalling that j ≤ n − 1,
p is also uniformly integrable. One can now proceed exactly as in the case j = 1 to conclude.
The previous lemma implies, in particular, that We can now state the main result of this section, as well as of the whole paper. Note that this equation is nothing else than (6.1), and must be interpreted as the latter, i.e. in the sense of testing against an n-tuple of vectors in L q . Moreover, the initial condition of the equation is the identity map if n = 1, and zero if n ≥ 2.
Proof. We shall assume, for simplicity, that f = B = 0, as the argument in the general case f = 0, B = 0 is entirely analogous. We are going to argue by induction on n. The statement is true for n = 1 by Theorem 5.1. Now we assume that the statement is true for all j ≤ n − 1, n ≥ 2, and we prove it for n. Let k ∈ L q , with 
as ε → 0, uniformly over k bounded in L q , because again everything depends only on derivatives of order at most n − 1 and we can apply the usual criteria on Fréchet differentiability of multilinear maps and composite functions. Note that this term cancels out with the corresponding one obtained previously. Using the same argument leading to (6.4) in the proof of Proposition 6.1, we conclude that the left-hand side of (6.6) converges to zero in L n−1 (L q ; S p ) as ε → 0, uniformly with respect to k belonging to any bounded subset of L q , as required.
