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REGULARITY FOR FULLY NONLINEAR PARABOLIC EQUATIONS WITH
OBLIQUE BOUNDARY DATA
GEORGIANA CHATZIGEORGIOU AND EMMANOUIL MILAKIS
Abstract. We obtain up to a flat boundary regularity results in parabolic Ho¨lder spaces for
viscosity solutions of fully nonlinear parabolic equations with oblique boundary conditions.
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2 GEORGIANA CHATZIGEORGIOU AND EMMANOUIL MILAKIS
1. Introduction
The purpose of the present article is to study the regularity of viscosity solutions of fully nonlinear
parabolic equations with oblique boundary conditions of the form


F (D2u)− ut = f, in Q+1
β ·Du = g, on Q∗1
u = u0, on ∂pQ
+
1 \Q∗1
(1.1)
where F is a uniformly elliptic operator in Sn, f, g and u0 are given data and β : Q
∗
1 → Rn is
a given vector function with βn ≥ δ0 > 0 and ||β||L∞ ≤ 1. By Q+1 we denote the half parabolic
cylinder with flat part Q∗1 (see subsection 2.1 for precise definitions).
There is a vast literature that concerns oblique derivative boundary value problems for elliptic
operators. For the linear elliptic case we refer the reader to the book of Gary Lieberman [14]
and references therein. In the case of fully nonlinear elliptic operators, existence and uniqueness
of viscosity solutions are obtained in [7] (where boundary conditions are in fact more general).
Regularity of viscosity solutions can be found in [16] and [9].
The corresponding theory for linear parabolic equations with oblique derivative boundary date
is also well understood. For existence, uniqueness and regularity results we refer to [10], [11],
[18], [17], [23] and [4]. For the case when the operator is fully nonlinear parabolic, comparison
and existence results for viscosity solutions can be found in [8]. Interior and boundary estimates
for fully nonlinear parabolic equations with Dirichlet conditions have been studied by Lihe Wang
in a series of papers (see [20], [21], [22]). Moreover apriori Ho¨lder estimates for classical solutions
appeared in [19], [12]. The main goal of the present paper is to investigate the regularity of viscosity
solutions.
Our purpose is to prove, under suitable assumptions, Ho¨lder regularity (in the parabolic sense)
for u and its first and second derivatives (note that in the definition of viscosity solutions we only
assume u to be continuous). The idea is to use an approximation method as used (for the elliptic
case) in [9] which is first introduced in [2] (see also [3]). That is, we try to approximate inductively
the general problem (1.1) by ”simpler” ones for which the regularity is known. The ”simpler”
problem will be special case of (1.1) where the equation as well as the boundary condition are
homogeneous and the vector β is constant. To attack the regularity for this type of problems we
first examine the regularity for the parabolic Neumann problem (that is, when β = (, 0, . . . , 0, 1))
which is obtained by adapting the ideas of [16] in the parabolic framework. Then, we observe that
after a suitable change of variables a constant oblique derivative problem can de transformed into
a Neumann problem.
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The outline of the paper is as follows. Section 2 contains the basic notations and definition as
well as an estimate of Aleksandrov-Bakel’man-Pucci-Tso type which is a basic tool in our approach.
In Section 3, we prove Ho¨lder estimates for u via a boundary Harnack inequality. In Section 4 we
introduce suitable approximate solutions to get a uniqueness type result which is necessary when
we study the first order difference quotients. Next we get Ho¨lder estimates for the first derivatives
for the Neumann and oblique derivative case respectively. In Section 5 we obtain Ho¨lder estimates
for the second derivatives first for the Neumann and secondly for oblique derivative case. Finally,
in the appendix, for the sake of completeness, we provide proofs for certain regularity results for
the nonlinear parabolic Dirichlet problem and a closedness result which are used in the text.
2. Preliminaries
2.1. Notations-Definitions. We denote X = (x, y) ∈ Rn, where x ∈ Rn−1 and y ∈ R and
P = (X, t) ∈ Rn+1, where X are the space variables and t is the time variable. The Euclidean ball
in Rn and the elementary cylinder in Rn+1 will be denoted by
Br(X0) := {X ∈ Rn : |X −X0| < r}, Qr(X0, t0) := Br(X0)× (t0 − r2, t0]
respectively. We define the following half and thin-cylinders, for r > 0,X0 ∈ Rn+, t0 ∈ R
Q+r (X0, t0) := Qr(X0, t0) ∩ {y > y0}, Q∗r(X0, t0) := Qr(X0, t0) ∩ {y = y0}.
Note that, Ω◦,Ω, ∂Ω will be the interior, the closure and the boundary of the domain Ω ⊂ Rn+1,
respectively, in the sense of the Euclidean topology of Rn+1. We define also the parabolic interior
to be,
intp(Ω) := {(X, t) ∈ Rn+1 : there exists r > 0 so that Q◦r(X, t) ⊂ Ω}
and the parabolic boundary, ∂p(Ω) := Ω \ intp(Ω). Let us also define the parabolic distance for
P1 = (X, t), P2 = (Y, s) ∈ Rn+1, p(P1, P2) := max{|X − Y |, |t − s|1/2}. Note that in this case
Qr(P0) will be the set {P ∈ Rn+1 : p(P,P0) < r, t < t0}.
Next we define also the corresponding parabolic Ho¨lder spaces. For a function f defined in a
domain Ω ⊂ Rn+1 we set,
[f ]α;Ω := sup
P1,P2∈Ω,P1 6=P2
|f(P1)− f(P2)|
p(P1, P2)α
, 〈f〉α+1;Ω := sup
(X,t1),(X,t2)∈Ω
t1 6=t2
|f(X, t1)− f(X, t2)|
|t1 − t2|
α+1
2
.
Then we say that,
• f ∈ Hα(Ω) if ||f ||Hα(Ω) := supΩ |f |+ [f ]α;Ω < +∞.
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• f ∈ Hα+1(Ω) if
||f ||Hα+1(Ω) := sup
Ω
|f |+
n∑
i=1
sup
Ω
|Dif |+
n∑
i=1
[Dif ]α;Ω + 〈f〉α+1;Ω < +∞.
• f ∈ Hα+2(Ω) if
||f ||Hα+2(Ω) := sup
Ω
|f |+
n∑
i=1
sup
Ω
|Dif |+ sup
Ω
|ft|+
n∑
i,j=1
sup
Ω
|D2ijf |
+ [ft]α;Ω +
n∑
i,j=1
[D2ijf ]α;Ω +
n∑
i=1
〈Dif〉α+1;Ω < +∞.
Due to the nonlinear character of our problem, we will mainly prove Hα+1 and Hα+2-regularity
results in the punctual sense at a point. We say that u is punctually Hα+1 at a point P1 ∈ Ω if
there exists R1;P1(X) = AP1 + BP1 · (X − X1), where AP1 ∈ R and BP1 ∈ Rn and some cylinder
Qr1(P1) ⊂ Ω, so that for any 0 < r < r1,
|u(X, t) −R1;P1(X)| ≤ K r1+α, for every (X, t) ∈ Qr(P1)
for some constant K > 0. We say that u is punctually Hα+2 at a point P1 ∈ Ω if the above holds
when we replace R1;P1(X) by R2;P1(X, t) = AP1+BP1 ·(X−X1)+CP1(t−t1)+ 12(X−X1)τDP1(X−
X1), where AP1 , CP1 ∈ R, BP1 ∈ Rn and DP1 ∈ Rn×n and estimating by r2+α instead of r1+α. Note
that when we study points on a flat part of the boundary, cylinders in the above definitions are
replaced by half-cylinders.
The nonlinear operator F is uniformly elliptic which means that there exist constants 0 < λ ≤ Λ
such that
λ||N ||∞ ≤ F (M +N,X, t) − F (M,X, t) ≤ Λ||N ||∞(2.1)
for every M,N ∈ Sn with N ≥ 0 and (X, t) ∈ Ω, where we denote by Sn the space of symmetric
n× n matrices with real entries.
Definition 1. We say that a continuous u is a viscosity subsolution (supersolution) of F (D2u)−
ut = f in Ω if, whenever a smooth test function φ touches u by above (below) at some point
(X0, t0) ∈ Ω we have that
(2.2) F (D2φ(X0, t0),X0, t0)− φt(X0, t0) ≥ (≤) f(X0, t0).
Recall that we say that v touches u by above (below) at a point (X0, t0) if u(X0, t0) = v(X0, t0) and
u ≤ (≥) v in some cylinder Qr(X0, t0). We say that u is a viscosity solution of F (D2u)− ut = f
in Ω if it is both a viscosity subsolution and supersolution.
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Definition 2. We say that u ∈ Sp(λ,Λ, f) in Ω, if it is a viscosity subsolution of
M+(D2u(X, t), λ,Λ) − ut(X, t) = f(X, t)
in Ω and that u ∈ Sp(λ,Λ, f) in Ω, if it is a viscosity supersolution of
M−(D2u(X, t), λ,Λ) − ut(X, t) = f(X, t)
in Ω, where M± denote the Pucci’s extremal operators. In addition we define, Sp(λ,Λ, f) :=
Sp(λ,Λ, f) ∩ Sp(λ,Λ, f).
Definition 3. We say that β ·Du ≥ (≤) g, on Q∗r in the viscosity sense if whenever we take any
point P0 = (x0, 0, t0) ∈ Q∗r and a smooth test function φ that touches u by above (below) at P0 in
some half-cylider Q+ρ (P0) ⊂ Q+r then we must have that β(x0, t0) ·Dφ(P0) ≥ (≤) g(x0, t0). If both
hold at the same time we say that β ·Du = g on Q∗r in the viscosity sense.
Note that a special case of the oblique-type condition is when β(x, t) = (0, . . . , 0, 1) ∈ Rn for
every (x, t) ∈ Q∗r which is the Neumann boundary condition.
Remark 4. Due to the local character of our approach, in what follows we will always assume that
u equals to u0 on ∂pQ
+
1 \Q∗1.
We call a constant C > 0 universal if it depends only on n, λ,Λ, δ0 and other constants related
to function β.
2.2. An Aleksadrov-Bakel’man-Pucci-Tso type estimate. We prove an ABPT-type maxi-
mum principle corresponding to our oblique derivative problem (see [9], [16] for the elliptic case).
Recall that the convex envelope of a function u ∈ C
(
Q
+
1
)
is defined as
Γ(u)(X, t) := sup{v(X, t) : v(Z, s) ≤ u(Z, s) in Q+1 and v is convex w.r.t. Z and decreasing w.r.t. s}
= {ξ ·X + h : ξ · Z + h ≤ u(Z, s), for every Z ∈ B+1 , s ∈ (−1, t]}.
Moreover for smooth enough v we define the function
G(v)(X, t) = (Dv(X, t), v(X, t) −X ·Dv(X, t)).
Note that detD(X,t)G(v) = vt detD
2v.
Theorem 5. (ABPT-estimate in the case of Oblique boundary data). Let f ∈ C
(
Q
+
r
)
, g ∈ C
(
Q
∗
r
)
and u ∈ Sp(λ,Λ, f) ∩C
(
Q
+
r
)
with β ·Du ≤ g on Q∗r in the viscosity sense. Then,
(2.3) sup
Q+r
u− ≤ sup
∂pQ
+
r \Q∗r
u− +Cr
(∫
{u=Γu}
∣∣f+(X, t)∣∣n+1 dX dt
)1/n+1
+ Cr sup
Q∗r
g+
where Γu is the convex envelope of −u− := min{u, 0} in Q+r and C > 0 is universal constant.
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Proof. For convenience take r = 1 and sup∂pQ+1 \Q∗1 u
− = 0. We denote by M := supQ+1 u
− > 0 then
there exists (X0, t0) ∈ Q+1 ∪Q∗1 (since u ≥ 0 on ∂pQ+1 \Q∗1) so that u−(X0, t0) =M .
Note that if supQ∗1 g
+ ≥ δM16 then (2.3) holds. So we consider the case when supQ∗1 g+ <
δM
16 .
Since Γu ∈ H2(Q+1 ) then we can show (see [20] or [6] (for more details) and references therein),
using area formula
|G(Γu)(Q+1 )| ≤
∫
Q+1 ∩{u=Γu}
−(Γu)t det(D2Γu) dXdt
and −(Γu)t + λ∆(Γu) ≤ f+, in {u = Γu}. Thus we get |G(Γu)(Q+1 )| ≤
∫
Q+1 ∩{u=Γu}(f
+)n+1 dXdt.
We consider the set
A := {(ξ, h) ∈ Rn × R : |ξ| < M
8
<
M
2
≤ −h ≤ 3M
4
, ξn ≥ M
8
, |ξ′| ≤ δM
16
}
where ξ′ := (ξ1, . . . , ξn−1). We will show that A ⊂ G(Γu)(Q+1 ). Take any (ξ, h) ∈ A and we consider
P (X) := ξ·X+h. Then we observe that for everyX ∈ B2, P (X) ≤ |ξ||X|+h ≤ −M4 < 0. In addition
one has P (X0)− u(X0.t0) ≥ −|ξ||X0|+ h+M ≥ M8 > 0, that is maxB+1 (P (X) − u(X, t0)) ≥ 0.
Define
t1 := sup{−1 ≤ t ≤ 0 : for every s ∈ [−1, t], max
B
+
1
(P (X) − u(X, s)) < 0}.
Note that t1 ≤ t0 ≤ 0 and from the continuity of P − u with respect to s we have that
P (X1)− u(X1, t1) = max
B
+
1
(P (X)− u(X, t1)) = 0.
This shows that (X1, t1) ∈ Q+1 . Indeed if (X1, t1) ∈ ∂pQ+1 \ Q∗1 then we would have u(X1, t1) ≥ 0
and since P (X1) < 0, P (X1) − u(X1, t1) < 0 we get a contradiction. If now (X1, t1) ∈ Q∗1, P
touches u by below at (X1, t1), then β(x1, t1) · ξ ≤ g(x1, t1) but
β(x1, t1) · ξ ≥ δξn − |ξ′|||β||L∞ ≥ δξn − δξn
2
> sup
Q∗1
g+
since ξn >
M
8 >
2
δ supQ∗1 g
+ and we get a contradiction.
Combining the above we have that P (X) ≤ −u−(X, t), for every X ∈ B+1 , −1 < t ≤ t1 and
P (X1) = −u−(X1, t1). Then P (X) touches Γu by below at (X1, t1) ∈ Q+1 , thus G(Γu)(X1, t1) =
(ξ, h). Since |A| = C(δ, n)Mn+1 the proof is complete. 
2.3. A useful change of variables. Here we consider the case when the function β is constant.
In this case we see that using a suitable change of variables, a viscosity problem of the form
F (D
2u)− ut = 0, in Q+1
β ·Du = 0, on Q∗1
(2.4)
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can be transformed into a nonlinear Neumann parabolic problem
F˜ (D
2v)− vt = 0, in Q˜+1
vy = 0, on Q
∗
1
(2.5)
where F˜ is also an elliptic operator on Sn and Q˜
+
1 a suitable ”half-set”.
More precisely, consider the transformation
A :=


1 . . . 0 β1βn
. . .
0 . . . 1 βn−1βn
0 . . . 0 1

 .
For a smooth function ψ = ψ(z, w, t) we define φ(x, y, t) := ψ (A(x, y), t) and we can easily check
that D2φ = AτD2ψA and D2ψ = (A−1)τD2φA−1.
Define F˜ (M) := F ((A−1)τMA−1). Then F˜ is elliptic and its ellipticity constants are univer-
sal multiples of λ and Λ. For, we use the fact that the norms ||A||∞, ||A−1||∞, ||Aτ ||∞ and
||(A−1)τ ||∞ are bounded from above by δ0+1δ0 =: Cδ0 combined with the ellipticity of F . We
only need to be careful in observing that for M,N ∈ Sn with N ≥ 0 then (A−1)τNA−1 is sym-
metric (easily checked by calculations) and positive definite. To get the positivity we observe that
det
(
(A−1)τNA−1
)
= det(N) ≥ 0, since detA = 1 and N is non-negative definite. Moreover,(
(A−1)τNA−1
)
ij
=
∑n
l,k=1Nklbkiblj = Nij , for i < n, j < n. Then Sylvester’s criterion gives that
(A−1)τNA−1 ≥ 0.
We observe also that the transformation Amaps the hyper-plane {y = 0} identically into itself and
the half-space {y > 0} into itself (so doesA−1). So, Q˜+1 := {(x, y, t) = (A−1(z, w), t), for (z, w, t) ∈
Q+1 } lies in the half-space {y > 0} and Q∗1 is part of its parabolic boundary.
Note that combining all the above one can ensure that if u(Z, t) is a viscosity solution of (2.4)
then v(X, t) = u(AX, t) is a viscosity solution of (2.5). This fact will be useful later to prove
regularity for problems of the form (2.4) using the regularity of problems of the form (2.5).
3. Ho¨lder Estimates
In the present section we prove Ho¨lder regularity up to the flat part of the boundary at which we
assume a viscosity oblique derivative condition proving first a boundary Harnack-type inequality.
Theorem 6. (Up to the flat boundary Hα-regularity). Let f and g be continuous and bounded in
Q+1 and Q
∗
1 respectively. Assume that u ∈ C
(
Q+1 ∪Q∗1
)
is such that

u ∈ Sp(λ,Λ, f), in Q+1
β ·Du = g, on Q∗1, in the viscosity sense.
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Then for universal constants C > 0 and 0 < α < 1, we have that u ∈ Hα
(
Q
+
1/2
)
, with an estimate
(3.1) ||u||
Hα
(
Q
+
1/2
) ≤ C
(
||u||L∞(Q+1 ) + ||f ||Ln+1(Q+1 ) + ||g||L∞(Q∗1)
)
.
Combining the interior Harnack inequality with a barrier argument we get the following boundary
Harnack inequality (see [9], [15] for the elliptic case).
Theorem 7. (Boundary Harnack inequality). Let f and g be continuous and bounded in Q+1 and
Q∗1 respectively. Assume that u ∈
(
Q+1 ∪Q∗1
)
, u ≥ 0 is such that
u ∈ Sp(λ,Λ, f), in Q
+
1
β ·Du = g, on Q∗1, in the viscosity sense.
Then for universal constants C > 0 and 0 < ρ < 1, we have
(3.2) sup
K rR
2
(A,0)
u ≤ C
(
inf
H( r4 ,ρ)
u+ r
n
n+1 ||f ||Ln+1(Q+1 ) + r||g||L∞(Q∗1)
)
for every 0 < r < 12 , where A = (0, . . . , 0, r) ∈ Rn, KR := B R2
2
√
2
(0, 0) × [−R2 + 38R4,−R2 + 48R4],
for some universal 0 < R << 1 and
H(r, ρ) := {(X, t) : |x| < rR
2
4
, 0 < y < ρr,−r
2R4
16
< t ≤ 0}.
Proof. For 0 < r < 12 note that Qr/2(A, 0) ⊂ {(X, t) : |x| < r, r2 < y < 3r2 ,−r2 < t ≤ 0}. Then
we can apply interior Harnack inequality to u in Qr/2(A, 0) (see Theorem 2.4.32 in Section 2.4.3 of
[6]),
sup
K rR
2
(A,0)
u ≤ C

 inf
Q rR2
2
(A,0)
u+ r
n
n+1 ||f ||Ln+1(Q1)

 .
Let
H ′(r, ρ) := {(X, t) : |x| < rR
2
4
, y = ρr,−r
2R4
16
< t ≤ 0}.
Note that if we choose 0 < ρ <
√
3R2
4 then H
′(r, ρ) ⊂ Q rR2
2
(A, 0). So we want to show that
(3.3) B := inf
H′(r,ρ)
u ≤ C
(
inf
H( r4 ,ρ)
u+ r
n
n+1 ||f ||Ln+1(Q+1 ) + r||g||L∞(Q∗1)
)
.
In other words we want to find a suitable lower bound for u in H
(
r
4 , ρ
)
. We do this comparing u
with a suitable barrier function.
For r¯ := rR
2
4 we define
b(X, t) := B − B
4
[
2− y
2
(ρr)2
− y
ρr
+ 4
( |x|2 − t
r¯2
)]
−
||g||L∞(Q∗1)
δ0
(ρr − y).
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Then we compute in H(r, ρ)
M−(D2b, λ,Λ) − bt = λ B
2(ρr)2
− (n− 1)Λ2B
r¯2
− B
r¯2
≥ 0.
by choosing 0 < ρ ≤
√
λR4
32[2(n−1)Λ+1] . Hence we have u− b ∈ Sp(λ,Λ, f), in H(r, ρ).
Next, we study b on the parabolic boundary of H(r, ρ). On H(r, ρ) ∩ {y = 0} we have that
β ·Db = −2B
r¯2
β · (x, 0) + B
4ρr
βn +
||g||L∞(Q∗1)
δ0
βn ≥ B
r
(
− 8
R2
+
δ0
4ρ
)
+ ||g||L∞(Q∗1)
≥ ||g||L∞(Q∗1), choosing 0 < ρ ≤
δ0R
2
32
.
On {|x| = r¯} we have that
b(X, t) = B − B
4
(
1− y
2
(ρr)2
)
− B
4
(
1− y
ρr
)
−B +B t
r¯2
−
||g||L∞(Q∗1)
δ0
(ρr − y)
≤ 0 ≤ u(X, t).
The case {t = −r¯2} is treated similarly. Finally on {y = ρr} we have that b(x, ρr, t) = B −
B
( |x|2−t
r¯2
)
≤ B ≤ u(x, ρr, t). Hence, β · D(u − b) ≤ 0, on H(r, ρ) ∩ {y = 0} and u − b ≥ 0, on
∂pH(r, ρ) \H(r, ρ) ∩ {y = 0}.
Therefore from Theorem 5 we have that u− b ≥ −r nn+1 ||f ||Ln+1(Q+1 ), in H(r, ρ). Then in H
(
r
4 , ρ
)
we have
u+ Cr||g||L∞(Q∗1) + r
n
n+1 ||f ||Ln+1(Q+1 ) ≥ B −
B
2
[
1 + 2
( |x|2 − t
r¯2
)]
≥ B − B
2
− B
2
· 1
8
=
7B
16
and the proof is complete. 
Theorem 6 follows in a standard way.
Proof of Theorem 6. For 0 < r ≤ 12 we consider quantities
Mr := sup
Q+r
u, mr := inf
Q+r
u.
Then functions v1 := Mr − u, v2 := u −mr are non-negative in Q+r , vi ∈ Sp(λ,Λ, f) in Q+r and
b ·Dvi = g on Q∗r. We apply Theorem 7 to vi and obtain
osc
Q+r
u ≤ osc
Q+r
u+ osc
K rR
4
(A,0)
u ≤ C
(
osc
Q+r
u− osc
H( r8 ,ρ)
u+ 2r
n
n+1 ||f ||Ln+1(Q+r ) + 2r||g||L∞(Q∗r)
)
thus
osc
Q+
ρR2
25
r
u ≤ γ osc
Q+r
u+ 2C
(
r
n
n+1 ||f ||Ln+1(Q+r ) + r||g||L∞(Q∗r)
)
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where γ := C−1C < 1, since Q
+
ρR2
25
r
⊂ H ( r8 , ρ). The result follows by a standard iteration argument.

4. Ho¨lder Estimates for the first derivatives
In this section, we study existence and regularity of the first derivatives of viscosity solutions
in the Neumann case (subsection 4.2) and then in the general oblique derivative case (subsection
4.3). To study the Neumann problem we define suitable difference quotients and apply the Ho¨lder
estimates proved in the previous section. To do so we have to explore which problem the difference
of two solutions satisfies. This is achieved with the aid of suitable approximate solutions defined in
subsection 4.1 (the idea had been initially introduced by Jensen for nonlinear elliptic equations).
In subsection 4.3, first we use the change of variables of section 2.3 and combining with the H1+α-
estimates for Neumann problems of subsection 4.2 we get H1+α-estimates for a constant oblique
derivative problem. Secondly, we use a standard approximation method (see for example [3],
Chapter 8) and approximate a general oblique derivative problem by suitable constant oblique
derivative problems.
4.1. Approximate sub/super-solutions. Let u ∈ C (Q+1 ∪Q∗1) , ǫ > 0 and 0 < ρ < 12 . We
define the sub-convolution of u by
uǫ,ρ(X, t) = sup
(Z,s)∈Q+ρ
(
u(Z, s) − 1
ǫ
|X − Z|2 − 1
ǫ
(t− s)2
)
for any (X, t) ∈ Q+1 ∪ Q∗1. The super-convolution uǫ,ρ is defined accordingly taking infimum and
adding (instead of subtracting) the paraboloid.
Next we study some basic properties of uǫ,ρ(X, t) which will be useful in the sequel. An analog
result holds for uǫ,ρ as well.
Lemma 8.
(i) For (X0, t0) ∈ Q+1 ∪Q∗1 there exists a point (X∗0 , t∗0) ∈ Q
+
ρ so that
uǫ,ρ(X0, t0) = u(X
∗
0 , t
∗
0)−
1
ǫ
|X0 −X∗0 |2 −
1
ǫ
(t0 − t∗0)2.
Moreover, |X0 −X∗0 |2 + (t0 − t∗0)2 ≤ ǫ oscQ+ρ u, that is, as ǫ gets smaller (X∗0 , t∗0) gets closer
to (X0, t0).
(ii) uǫ,ρ is continuous in Q+1 ∪Q∗1.
(iii) uǫ,ρ → u uniformly in Q+ρ , as ǫ→ 0+.
(vi) (uǫ,ρ)y ≥ 0 on Q∗1 in the viscosity sense.
Proof.
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(i) The first part is immediate. For the second note that
|X0 −X∗0 |2 + (t0 − t∗0)2 = ǫ (u(X∗0 , t∗0)− uǫ,ρ(X0, t0))
and that uǫ,ρ(X0, t0) ≥ u(X0, t0).
(ii) Take any (X1, t1), (X2, t2) ∈ Q+1 ∪Q∗1, then for any (Z, s) ∈ Q+ρ we have
uǫ,ρ(X1, t1) ≥ u(Z, s)− 1
ǫ
|X1 − Z|2 − 1
ǫ
(t1 − s)2
≥ u(Z, s)− 1
ǫ
|X2 − Z|2 − 1
ǫ
|X1 −X2|2 − 2
ǫ
|X2 − Z||X1 −X2|
− 1
ǫ
(t2 − s)2 − 1
ǫ
(t1 − t2)2 − 2
ǫ
|t2 − s||t1 − t2|
≥ u(Z, s)− 1
ǫ
|X2 − Z|2 − 1
ǫ
(t2 − s)2 − 6
ǫ
|X1 −X2| − 6
ǫ
|t1 − t2|.
Taking supremum over Q+ρ we obtain |uǫ,ρ(X1, t1)−uǫ,ρ(X2, t2)| ≤ 6ǫ (|X1 −X2|+ |t1 − t2|).
(iii) Take any M > 0. We know that u is uniformly continuous in the compact set Q
+
ρ , so there
exists some δ(M) > 0 so that |u(X, t) − u(Z, s)| < M , for any (X, t), (Z, s) ∈ Q+ρ with
|X − Z|, |t − s| < δ. We choose 0 < ǫ < δ2(M)osc
Q
+
ρ
u (note that if oscQ+ρ
u = 0 then u as well
as uǫ,ρ are both identical zero and the result is obvious). Then taking any (X0, t0) ∈ Q+ρ
we have that |X0 −X∗0 |2 + (t0 − t∗0)2 ≤ δ2. Therefore |u(X∗0 , t∗0) − u(X0, t0)| < M and we
conclude that 0 ≤ uǫ,ρ(X0, t0)− u(X0, t0) < M .
(iv) Let φ be a test function that touches uǫ,ρ by above at some point (X0, t0) ∈ Q∗1. Let
(X∗0 , t
∗
0) ∈ Q
+
ρ be the point in (i). We have
φ(X, t) ≥ uǫ,ρ(X, t) ≥ u(X∗0 , t∗0)−
1
ǫ
|X −X∗0 |2 −
1
ǫ
(t− t∗0)2
in a half-cylinder around (X0, t0). In particular φ(X0, t0) = u(X
∗
0 , t
∗
0) − 1ǫ |X0 − X∗0 |2 −
1
ǫ (t0 − t∗0)2. Hence the function Φ(X) = φ(X, t0)− u(X∗0 , t∗0) + 1ǫ |X −X∗0 |2 + 1ǫ (t0 − t∗0)2 is
non-negative near X0 and zero at X0. Therefore
Φy(X0) = lim
h→0+
Φ(x0, h)− Φ(X0)
h
≥ 0.
That is, φy(X0, t0)− 2ǫ y∗0 ≥ 0. But y∗0 ≥ 0, thus we have that φy(X0, t0) ≥ 0.

Lemma 9. Assume that u is continuous in Q+1 ∪Q∗1 and satisfies the condition uy ≥ 0 on Q∗1 in the
viscosity sense. Then for any (X0, t0) ∈ Q+1 the point (X∗0 , t∗0) of (i) in Lemma 8 lies in Q
+
ρ \Q∗ρ.
Proof. Take any (X0, t0) ∈ Q+1 . We assume that (X∗0 , t∗0) ∈ Q∗ρ to get a contradiction. Recall that
uǫ,ρ(X0, t0) = u(X
∗
0 , t
∗
0) − 1ǫ |X0 −X∗0 |2 − 1ǫ (t0 − t∗0)2 and that for any (Z, s) ∈ Q
+
ρ , u
ǫ,ρ(X0, t0) ≥
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u(Z, s)− 1ǫ |X0 − Z|2 − 1ǫ (t0 − s)2. That is for any (Z, s) ∈ Q
+
ρ ,
u(X∗0 , t
∗
0)−
1
ǫ
|X0 −X∗0 |2 −
1
ǫ
(t0 − t∗0)2 ≥ u(Z, s) −
1
ǫ
|X0 − Z|2 − 1
ǫ
(t0 − s)2.
Setting φ(Z, s) := u(X∗0 , t
∗
0)− 1ǫ |X0 −X∗0 |2 − 1ǫ (t0 − t∗0)2 + 1ǫ |X0 − Z|2 + 1ǫ (t0 − s)2 we ensure that
φ ≥ u in Q+ρ and φ(X∗0 , t∗0) = u(X∗0 , t∗0) which implies that φy(X∗0 , t∗0) ≥ 0, But, on the other hand
we can compute φy(X
∗
0 , t
∗
0) = −2ǫ (y0 − y∗0) = −2ǫ y0 < 0. 
Lemma 10. Let u ∈ C (Q+1 ∪Q∗1) satisfies in the viscosity sense
F (D
2u)− ut ≥ 0, in Q+1
uy ≥ 0, on Q∗1.
(4.1)
Then for any 0 < ρ1 < ρ <
1
2 there exists some 0 < ǫ0 = ǫ0(ρ1, ρ, u) such that for any 0 < ǫ < ǫ0,
uǫ,ρ is a viscosity subsolution of F (D2v)− vt = 0 in Q+ρ1 (hence uǫ,ρ satisfies (4.1) in Q+ρ1 ∪Q∗ρ1).
Note that we do not use the Neumann condition of (4.1) to show that uǫ,ρ satisfies the same
condition since uǫ,ρ satisfies this condition anyway. However the Neumann condition is needed in
order to get that uǫ,ρ is a subsolution of the equation (regarding Lemma 9).
Proof. Take any point (X0, t0) ∈ Q+ρ1 and any second order paraboloid R2(X, t) = A + B · (X −
X0)+C(t− t0)+ 12(X −X0)τD(X −X0) touching uǫ,ρ by above at (X0, t0). We want to show that
F (D)− C ≥ 0.
Consider the translation
R˜2(X, t) = R2(X +X0 −X∗0 , t+ t0 − t∗0) +
1
ǫ
|X0 −X∗0 |2 +
1
ǫ
(t0 − t∗0)2.
Our aim is to show that for small ǫ this paraboloid touches u at (X∗0 , t
∗
0) in order to apply the
equation for u (recall that (X∗0 , t
∗
0) ∈ Q
+
ρ \Q∗ρ). Note that R˜2(X∗0 , t∗0) = R2(X0, t0)+ 1ǫ |X0−X∗0 |2+
1
ǫ (t0 − t∗0)2 = u(X∗0 , t∗0). Hence it remains to show that R˜2 stays above u around (X∗0 , t∗0).
Let d = ρ − ρ1 > 0 and take ǫ0 = d416 osc
Q
+
ρ
u > 0. Then, for 0 < ǫ ≤ ǫ0 we have that |X0 −
X∗0 |2 + (t0 − t∗0)2 ≤
(
d
2
)4
which ensures that (X∗0 , t
∗
0) is an interior point of Q
+
ρ . Therefore, we
may choose some small enough δ > 0 so that Qδ(X
∗
0 , t
∗
0) ⊂ Q+ρ and Qδ(X0, t0) ⊂ Q+ρ . Note that if
(X, t) ∈ Qδ(X∗0 , t∗0), then (X +X0 −X∗0 , t+ t0 − t∗0) ∈ Qδ(X0, t0). Hence,
uǫ,ρ(X +X0 −X∗0 , t+ t0 − t∗0) ≥ u(Z, s)−
1
ǫ
|Z −X −X0 +X∗0 |2 −
1
ǫ
(s− t− t0 + t∗0)2
for any (Z, s) ∈ Q+ρ . Taking (Z, s) = (X, t),
R2(X +X0−X∗0 , t+ t0− t∗0) ≥ uǫ,ρ(X +X0−X∗0 , t+ t0− t∗0) ≥ u(X, t)−
1
ǫ
|X0−X∗0 |2−
1
ǫ
(t0− t∗0)2.
That is u(X, t) ≤ R˜2(X, t), for (X, t) ∈ Qδ(X∗0 , t∗0) as desired. 
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Proposition 11. Assume that u, v ∈ C (Q+1 ∪Q∗1) satisfy in the viscosity sense
F (D
2u)− ut ≥ 0, in Q+1
uy ≥ 0, on Q∗1
and

F (D
2v)− vt ≤ 0, in Q+1
vy ≤ 0, on Q∗1
(4.2)
Then 
u− v ∈ Sp
(
λ
n ,Λ
)
, in Q+1
(u− v)y ≥ 0, on Q∗1 (in the viscosity sense).
(4.3)
Proof. In Theorem 4.6 of [21], L.Wang uses a similar approximate consideration to obtain that
u− v ∈ Sp
(
λ
n ,Λ
)
in Q+1 . Hence it remains to examine the Neumann condition.
We define the corresponding approximate sub/super-solutions uǫ,ρ, vǫ,ρ, for which we have that
(uǫ,ρ − vǫ,ρ)y ≥ 0 on Q∗1 in the viscosity sense. This can be proved using the same idea as in the
proof of (iv), Lemma 8. We are aiming to pass to the limit using Proposition 31 (see appendix).
To do so we take any (X0, t0) ∈ Q∗1 and consider 0 < ρ0 < ρ < 1 be so that (X0, t0) ∈ Q∗ρ0 ⊂
Q
+
ρ0 ⊂ Q
+
ρ . Lemma 10 gives that for sufficiently small ǫ > 0, u
ǫ,ρ, vǫ,ρ are sub/super-solutions of
F (D2w)− wt = 0 in Q+ρ0 . So again from Theorem 4.6 of [21], uǫ,ρ − vǫ,ρ ∈ Sp
(
λ
n ,Λ
)
in Q+ρ0 .
We now apply Proposition 31 to uǫ,ρ− vǫ,ρ and combining with (iii) of Lemma 8 we obtain that
(u− v)y ≥ 0 on Q∗ρ0 in the viscosity sense. 
Note that the above together with Theorem 5 gives a uniqueness result for the nonlinear Neumann
problem.
4.2. H1+α-estimates for the homogeneous Neumann case. First note that interior estimates
for the first derivatives are proved in Section 4.2. of [21]. Actually, as explained in [21], we have
more than typical spatial H1+α-estimates and the extra property is related to the t-direction.
To examine the Neumann problem we need to know the analog result for the Dirichlet case (see
appendix for the proof).
Theorem 12. (Boundary H1+α-estimates for the Dirichlet problem). Let g be an H1+α-function
locally on Q∗1 and u ∈ C
(
Q+1 ∪Q∗1
)
be bounded and satisfies in the viscosity sense

F (D
2u)− ut = 0, in Q+1
u = g, on Q∗1.
(4.4)
Then the first derivatives ux1 , . . . , uxn−1 , uy exist in Q
+
1/2. Moreover there exists universal constant
0 < α0 < 1 and a polynomial R1;P0(X) = AP0 + BP0 · (X − X0), where AP0 = u(P0) = g(P0)
and BP0 =
(
ux1(P0), . . . , uxn−1(P0), uy(P0)
)
=
(
gx1(P0), . . . , gxn−1(P0), uy(P0)
)
so that for β =
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min{α,α0}
(4.5) |u(X, t) −R1;P0(X)| ≤ C
(
||u||L∞(Q+1 ) + ||g||H1+α(Q∗1/2) + |F (O)|
)
p(P,P0)
1+β
for every P = (X, t) ∈ Q+1/2(P0), where C > 0 is a universal constant.
In order to get (punctual)H1+α-regularity for the Neumann problem it is enough (due to Theorem
4.5) to show that the restriction of u on Q∗1 is locally H
1+α. To do so, we need the following lemma.
Lemma 13. Let 0 < α < 1, 0 < β ≤ 1, 0 < A < B and K > 0 be constants. Let u ∈ L∞([A,B])
with ‖u‖L∞([A,B]) ≤ K. Let d = B −A. Define, for h ∈ R with 0 < |h| ≤ d2 ,
vβ,h(l) =
u(l + h)− u(l)
|h|β
, l ∈ Ih,
where Ih = [A,B − h] if h > 0 and Ih = [A − h,B] if h < 0. Assume that vβ,h ∈ Cα(Ih) and
‖vβ,h‖Cα(Ih) ≤ K, for any 0 < |h| ≤
d
2 . Then we have
(1) If α+ β < 1 then u ∈ Cα+β([A,B]) and ‖u‖Cα+β([A,B]) ≤ CK.
(2) If α+ β > 1 then u ∈ C0,1([A,B]) and ‖u‖C0,1([A,B]) ≤ CKdα+β−1
where the constant C depends only on α and β.
The above lemma is proved in [3] (Lemma 5.6) in the interval [−1, 1]. With a rescale argument
(considering u˜(k) := u
(
d
2k +
A+B
2
)
) we can obtain Lemma 13.
Remark 14. Observe that if vβ,h is C
α only for negative values of h then we will have the estimates
of 1. and 2. in
[
A+ d2 , B
]
and not in the whole [A,B]. This is useful when we study the t-direction.
It can be deduced easily from the proof of Lemma 5.6 in [3] and a rescaling argument.
Theorem 15. (Boundary H1+α-estimates for the Neumann problem). Let u ∈ C (Q+1 ∪Q∗1) be
bounded and satisfies in the viscosity sense

F (D2u)− ut = 0, in Q+1
uy = 0, on Q
∗
1.
(4.6)
Then the first derivatives ux1 , . . . , uxn−1 , uy exist in Q
+
1/2. Moreover there exists a universal constant
0 < α < 1 and a polynomial R1;P0(X) = AP0 + BP0 · (X − X0), where AP0 = u(P0) and BP0 =(
ux1(P0), . . . , uxn−1(P0), 0
)
so that
(4.7) |u(X, t) −R1;P0(X)| ≤ C
(
||u||L∞(Q+1 ) + |F (O)|
)
p(P,P0)
1+α
for every P = (X, t) ∈ Q+1/2(P0), where C > 0 is a universal constant.
In addition, ut exists and it is H
α in Q
+
1/2 with the corresponding estimate being bounded by above
by a term of the form C
(
||u||L∞(Q+1 ) + |F (O)|
)
.
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Proof. For convenience we denote by K := ||u||L∞(Q+1 ) + |F (O)|.
Lets examine first the xi-direction, for i = 1, . . . , n − 1. For ei = (0, . . . , xi = 1, . . . , 0) ∈ Rn,
0 < β ≤ 1, 0 < |h| < 18 we define
vβ,h,i(X, t) =
u(X + hei, t)− u(X, t)
|h|β , for (X, t) ∈ Q
+
7/8
(note that if (X, t) ∈ Q+7/8 then (X + hei, t) ∈ Q+1 ). We define the following Hα-norm which deals
only with xi-direction
||u||Hαi (Ω) := ||u||L∞(Ω) + sup
(X,t),(Z,t)∈Ω
xj=zj,xi 6=zi
|u(X, t) − u(Z, t)|
|xi − zi|α .
It is easy to verify that 
vβ,h,i ∈ Sp
(
λ
n ,Λ
)
, in Q+7/8
(vβ,h,i)y = 0, on Q
∗
7/8.
Now, take 0 < r < ρ ≤ 78 . By Hα-estimates we have
(4.8) ||vβ,h,i||Hα1(Q+r
) ≤ C C(r, ρ) ||vβ,h,i||
L∞
(
Q
+
r+ρ
2
).
Next, observe that if (X, t) ∈ Q+r+ρ
2
, once we choose 0 < |h| < ρ−r2 we get (X + hei, t) ∈ Q
+
ρ .
Therefore |vβ,h,i(X, t)| ≤ ||u||Hβi
(
Q
+
ρ
). Returning to (4.8) we have that
(4.9) ||vβ,h,i||Hα1(Q+r
) ≤ C C(r, ρ) ||u||
Hβi
(
Q
+
ρ
)
for any 0 < r < ρ ≤ 78 and h as above. Moreover observe that Hα-estimates ensure that there
exists some universal 0 < α2 < 1 so that for any 0 < ρ < 1,
(4.10) ||u||
H
α2
i
(
Q
+
ρ
) ≤ ||u||
Hα2
(
Q
+
ρ
) ≤ C C(ρ)K.
Note that we can choose some suitable 0 < α < min{α1, α2} in order to succeed finding a
universal integer m0 ≥ 1 so that m0α < 1 and (m0 + 1)α > 1. Next we apply, using Lemma 13,
an iterative procedure which can be started from β = α and intent to finish at β = 1. We consider
the following finite sequence of (universal) radii
rk =
7
8
− k
16m0
, for k = 0, 1, . . . , 2m0.
Note that r0 =
7
8 , r2m0 =
3
4 and rk−1 − rk = 116m0 .
Step 1. (of the iteration): Applying (4.9) together with (4.10) with β = α, r = r1, ρ =
7
8 we
obtain that ||vα,h,i||Hα(Q+r1
) ≤ CK, for any 0 < |h| < 116m0 . Then using the above and Lemma 13
we shall get that ||u||
H2αi
(
Q
+
r2
) ≤ CK. That is, we want, for any two (X, t), (X + Lei, t) ∈ Q+r2 ,
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to have that |u(X + Lei, t) − u(X, t)| ≤ CK|L|2α. We split into two cases: If |L| ≥ 116m0 , then
|u(X +Lei, t)−u(X, t)| ≤ 2K ≤ 2K(16m0)2α|L|2α ≤ CK|L|2α. If |L| < 116m0 , consider the interval
I =
[
− 116m0 , 116m0
]
and we define
u˜(X,t),i(l) = u(X + lei, t), for l ∈ I.
In addition let v˜
(X,t),i
α,h (l), l ∈ Ih, for 0 < |h| < 116m0 be as in Lemma 13. Observe that v˜
(X,t),i
α,h (l) =
vα,h,i(X + lei, t). Now, if (X, t) ∈ Q+r2 and l ∈ I then (X + lei, t) ∈ Q
+
r1 . Hence ||v˜
(X,t),i
α,h ||Cα(Ih) ≤
||vα,h,i||Hα(Q+r1
) ≤ CK. Therefore, Lemma 13 implies ||u˜(X,t),i||Cα(I) ≤ CK (note that the length
of I is a universal number). Then, since 0, L ∈ I, we have the desired.
Step m0. (of the iteration): Applying (4.9) with β = m0α, r = r2m0−1, ρ = r2m0−2 together with
Step m0− 1 we obtain that ||vm0α,h,i||Hα(Q+r2m0−1
) ≤ CK, for any 0 < |h| < 116m0 . Then again as in
Step 1 (using Lemma 13) and recalling the choice of constants α and m0 ((m0 + 1)α > 1) we can
derive that ||u||
H1i
(
Q
+
3/4
) ≤ CK.
This last estimate ensures the existence of uxi on Q
∗
3
4
for any i = 1, . . . , n−1. Moreover, applying
again (4.9) with β = 1, r = 58 , ρ =
3
4 together with the above we conclude that ||v1,h,i||Hα(Q+5/8
) ≤
CK, for any 0 < |h| < 116m0 , which gives a suitable Hα-estimate for uxi on Q∗5/8.
Now, observing that u satisfies, in the viscosity sense, a problem of the form (4.4) with g(x, t) =
u(x, 0, t) and since g is H1+α-function on Q∗5/8 we can apply Theorem 12 to get the desired result
for X-directions.
It remains to examine the t-direction. The proof follows the same lines as above under minor
modifications. We present the proof briefly for completeness.
So for 0 < β ≤ 2, −18 < h < 0 we define
vβ,h(X, t) =
u(X, t+ h)− u(X, t)
|h|β2
, for (X, t) ∈ Q+7/8.
We define the following Hα-norm which deals only with t-direction
||u||Hαt (Ω) := ||u||L∞(Ω) + sup
(X,t),(X,s)∈Ω,t6=s
|u(X, t) − u(X, s)|
|t− s|α2 .
Note that we can easily obtain that
vβ,h ∈ Sp
(
λ
n ,Λ
)
, in Q+7/8
(vβ,h)y = 0, on Q
∗
7/8.
Then
(4.11) ||vβ,h||Hα(Q+r
) ≤ C C(r, ρ) ||u||
Hβt
(
Q
+
ρ
)
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for any 0 < r < ρ ≤ 78 ,−
(ρ−r
2
)2
< h < 0. Moreover for any 0 < ρ < 1
(4.12) ||u||
Hαt
(
Q
+
ρ
) ≤ ||u||
Hα
(
Q
+
ρ
) ≤ C C(ρ)K.
We take α small enough so that there exists a universal integer m0 which satisfies
m0α
2 < 1 and
(m0 + 1)
α
2 > 1. For the iteration consider the following finite sequence of (universal) radii
rk =
7
8
− k
16m0
, for k = 0, 1, . . . , 2m0.
Note that r0 =
7
8 , r2m0 =
3
4 and rk−1 − rk = 116m0 .
Step 1. (of the iteration): Applying (4.11) together with (4.12) we obtain that ||vα,h||Hα(Q+r1
) ≤
CK, for any −
(
1
16m0
)2
< h < 0. Using the above and Remark 14 we shall get ||u||
H2αt
(
Q
+
r2
) ≤ CK.
That is, we take any two (X, t1) 6= (X, t2) ∈ Q+r2 and since t1 6= t2 we can assume without the loss
of generality that t1 > t2 and denote by t := t1 and t+ L := t2 (then L = t2 − t1 < 0) and we aim
to get that |u(X, t) − u(X, t + L)| ≤ CK|L|α. We split into two cases: If |L| ≥ 12
(
1
16m0
)2
, then
|u(X, t) − u(X, t + l)| ≤ 2K ≤ 2K2α(16m0)2α|L|α ≤ CK|L|α. If |L| < 12
(
1
16m0
)2
, we consider the
interval I =
[
−
(
1
16m0
)2
, 0
]
. Define
u˜(X,t)(l) = u(X, t + l), for l ∈ I
and v˜
(X,t)
α
2
,h (l) =
u˜(X,t)(l+h)−u˜(X,t)(l)
|h|α2 , for −
1
2
(
1
16m0
)2
< h < 0, l ∈ Ih where Ih is as in Lemma 13.
Then v˜
(X,t)
α
2
,h (l) = vα,h(X, t+ l). Now, if (X, t) ∈ Q
+
r2 , l ∈ I then −
(
1
16m0
)2
−r22 < t+ l ≤ l < 0. But,
−
(
1
16m0
)2
− r22 = −r21 + 2r1r2 − 2r22 ≥ −r21 (using that r1 > r2), i.e. (X, t + l) ∈ Q
+
r1 . Then, for
l1, l2 ∈ Ih,
∣∣∣v˜(X,t)α
2
,h (l1)− v˜
(X,t)
α
2
,h (l2)
∣∣∣ ≤ CK|l1 − l2|α2 . Then Remark 14 implies ||u˜(X,t)||Cα(I˜) ≤ CK,
where I˜ =
[
−12
(
1
16m0
)2
, 0
]
. Since 0, L ∈ I˜, we have the desired.
Step m0. (of the iteration): Applying (4.12) together with Stepm0−1 we obtain that ||vm0α,h||Hα(Q+r2m0−1
) ≤
CK, for any −
(
1
16m0
)2
< h < 0. Then as in Step 1 (using Remark 14) and recalling how the con-
stants α and m0 have been chosen ((m0 + 1)
α
2 > 1) we can derive that ||u||H2t
(
Q
+
3/4
) ≤ CK.
This last estimate ensures the existence of ut in Q
+
3
4
. Moreover, by applying again (4.12) together
with the above gives
||v1,h||Hα(Q+5/8
) ≤ CK, for any −
(
1
16m0
)2
< h < 0.

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4.3. H1+α-estimates for the oblique derivative case. First we examine a constant oblique
derivative problem using the change of variables of section 2.3. In the following we assume for
convenience that F (O) = 0 but note that this assumption is not essential in the sense that we
can find an operator with the same ellipticity constants satisfying this assumption and up to a
subtraction of a paraboloid, u will satisfy the new equation.
Theorem 16. (Boundary H1+α-estimates for the constant oblique derivative problem). Let u ∈
C
(
Q+1 ∪Q∗1
)
be bounded and satisfies in the viscosity sense
F (D
2u)− ut = 0, in Q+1
β ·Du = 0, on Q∗1
(4.13)
where β is a constant function. Then the first derivatives uz1 , . . . , uzn−1 , uw exist at (0, 0). Moreover
there exists a universal constant 0 < α < 1 and a polynomial R1(Z) = A
0+B0·Z, where A0 = u(0, 0)
and B0 = Du(0, 0) ∈ Rn (then, β · B0 = 0) so that
(4.14) |u(Z, t) −R1(Z)| ≤ C ||u||L∞(Q+1 )
(
|Z|+ |t|1/2
)1+α
for every P = (Z, t) ∈ Q+ρ , where C > 0, 0 < ρ < 1 are universal constants.
In addition, ut exists and it is H
α in Q
+
ρ with the corresponding estimate being bounded by above
by a term of the form C ||u||L∞(Q+1 ).
Proof. Let A be the transformation defined in section 2.3. Define v(X, t) = u(AX, t), for (X, t) ∈
Q+r , where 0 < r <
δ0
δ0+1
< 1. Note that Q+r ⊂ Q˜+1 . Then
F˜ (D
2v)− vt = 0, in Q˜+r
vy = 0, on Q
∗
r .
So applying Theorem 15 to v we have that vx1 , . . . , vxn−1 , vy exist at (0, 0) and there exists a
polynomial R˜1(X) = A˜
0 + B˜0 · X, where A˜0 = v(0, 0) and B˜0 = (vx1(0, 0), . . . , vxn−1(0, 0), 0) so
that
|v(X, t) − R˜1(X)| ≤ C ||v||L∞(Q+r )
(
|X|+ |t|1/2
)1+α
for every (X, t) ∈ Q+r/2, where C > 0, 0 < α < 1 are universal constants. In addition, vt exists and
it is Hα in Q
+
r/2 with the corresponding estimate being bounded by above by a term of the form
C ||v||L∞(Q+r ).
Let R1(Z) = R˜1(A
−1Z) = A˜0+ B˜0 ·A−1Z = A˜0+ (A−1)τ B˜0 ·Z and observe that A˜0 = v(0, 0) =
u(0, 0) =: A0 and
(A−1)τ B˜0 =
(
vx1(0, 0), . . . , vxn−1(0, 0), vy(0, 0) −
β1
βn
vx1(0, 0) − · · · −
βn−1
βn
vxn−1(0, 0)
)
=
(
uz1(0, 0), . . . , uzn−1(0, 0), uw(0, 0)
)
=: B0
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Note that for ρ = δ0r2(δ0+1) < 1 if (Z, t) ∈ Q+ρ then (A−1Z, t) ∈ Q
+
r/2, so
|u(Z, t) −R1(Z)| ≤ C ||u||L∞(Q+r )
(
|Z|+ |t|1/2
)1+α
for every (Z, t) ∈ Q+ρ . Furthermore ut(Z, t) = vt(A−1Z, t) and ‖ut‖Hα(Q+ρ ) ≤ C ‖u‖L∞(Q+1 ). 
Theorem 17. (Boundary H1+α-estimates for the general oblique derivative problem). Let g and β
be Hγ locally on Q∗1, f ∈ Lq
(
Q+1
)
with q > (n+1)(n+2)2 and u ∈ C
(
Q+1 ∪Q∗1
)
be bounded and satisfy
in the viscosity sense 

F (D2u)− ut = f, in Q+1
β ·Du = g, on Q∗1.
Then the first derivatives ux1 , . . . , uxn−1 , uy exist at (0, 0). Moreover there exists universal constant
0 < α0 < 1 and a polynomial R1;0(X) = A
0 +B0 ·X, where A0 = u(0, 0) and B0 = Du(0, 0) ∈ Rn
so that
(4.15) |u(X, t) −R1;0(X)| ≤ C
(
||u||L∞(Q+1 ) + ||g||Hγ(Q∗1/2) + ||f ||Lq
(
Q
+
1
)
) (
|X|+ |t|1/2
)1+α
for every (X, t) ∈ Q+1/4, where C > 0 is a universal constant.
Note that we may assume that u(0, 0) = 0, considering u(X, t) − u(0, 0) and that g(0, 0) = 0,
considering u(X, t)− g(0,0) yβn(0,0) .
Proof. For convenience let us denote K := ||u||L∞(Q+1 ) + ||g||Hγ(Q∗1/2) + ||f ||Lq
(
Q
+
1
) and β0 :=
β(0, 0) ∈ Rn.
We intend to find some B0 ∈ Rn, with β0 ·B0 = 0 so that for universal C > 0, 0 < η < 1, α0 > 0
and α = min{α0, γ, 2q−(n+1)(n+2)q(n+1) } we will have
(4.16) osc
Q+
ηk
(
u(X, t)−B0 ·X) ≤ CKηk(1+α), for any k ∈ N.
Now, to prove (4.16 ) we are going to show by induction that there exist universal constants
0 < η << 1, C¯ > 0, α0 > 0 such that for α = min{α0, γ, 2q−(n+1)(n+2)q(n+1) } we can find a vector
Bk ∈ Rn, with β0 ·Bk = 0 for any k ∈ N so that
(4.17) osc
Q+
ηk
(u(X, t) −Bk ·X) ≤ C¯Kηk(1+α)
and
(4.18) |Bk+1 −Bk| ≤ CKηkα.
Note that the correct constants will be deduced from the indu
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First, for k = 0, take B0 = 0 and choose any C¯ ≥ 2. Next for the induction we assume that we
have found vectors B0, B1, . . . , Bk0 for which (4.17) and (4.18) are true. Denoting by r :=
ηk0
2 and
B := Bk0 we have β
0 ·B = 0 and
(4.19) osc
Q+r
(u(X, t) −B ·X) ≤ C¯Kr(1+α).
Now we are going to consider a suitable constant oblique derivative problem (as the one of
Theorem 16). So let v be the viscosity solution of


F (D2v)− vt = 0, in Q+r
β0 ·Dv = 0, on Q∗r
v = u−B ·X, on ∂pQ+r \Q∗r.
Then v satisfies ABPT-estimate for the oblique derivative case (see Theorem 5) which gives
(4.20) osc
Q+r
v ≤ osc
Q+r
(u(X, t) −B ·X) .
From Theorem 16 we also have that B¯ = Dv(0, 0) exists and β0 · B¯ = 0. Moreover
(4.21) osc
Q+r˜
(
v(X, t) − B¯ ·X) ≤ C0
(
r˜
r
)1+α1
osc
Q+r
v
for any r˜ ≤ ρ r, where 0 < ρ < 1 universal and |B¯| ≤ Cr oscQ+r v. Next, we take r˜ = ηr (for
0 < η < ρ) in (4.21 ). Hence
(4.22) osc
Q+ηr
(
v(X, t) − B¯ ·X) ≤ C0η1+α1 osc
Q+r
v.
Now take (universal) 0 < η << 1 sufficiently small in order to have that 2 C0η
α1 < 1. We denote
by 1− θ := 2 C0ηα1 , where 0 < θ < 1 is a universal constant. Then
(4.23) osc
Q+ηr
(
v(X, t) − B¯ ·X) ≤ (1− θ)
2
η C¯Kr1+α.
Now to return to u we define w = u−B ·X − v. Then


w ∈ Sp
(
λ
n ,Λ, f
)
, in Q+r
β ·Dw = g − β · (B +Dv) , on Q∗r
w = 0, on ∂pQ
+
r \Q∗r.
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Now for 0 < µ < 1 (to be chosen universal) we denote by r¯ := r(1 − µ) < r. We apply again
Theorem 5
osc
Q+r¯
w ≤ Cr||f ||Ln+1(Q+r ) + Cr||g||L∞(Q∗r) + Cr||β ·B||L∞(Q∗r)
+ Cr||β ·Dv||L∞(Q∗¯r) + osc
∂pQ
+
r¯ \Q∗¯r
w
=: I+ II+ III+ IV+V.(4.24)
We want to bound all five terms by something of order r1+α. We start with term I. Using Ho¨lder
inequality and that q > (n+1)(n+2)2 > n+ 1 we get I ≤ C r
1+
(
1−n+2
q
)
K. Next, for term II, we use
the Hγ-regularity of g and the fact that g(0, 0) = 0, then II = Cr||g − g(0, 0)||L∞(Q∗r) ≤ Cr1+γK.
We continue with term III. We use the Hγ-regularity of β and the fact that β0 · B = 0, III ≤
Cr||β − β0||L∞(Q∗r) |B| ≤ Cr1+γK, where we have used that |B| ≤ CK which can be derived
from (4.18) and the fact that |B0| = 0. Next for term IV, we use again the Hγ-regularity of β
and the fact that β0 · Dv = 0 on Q∗r, we have IV ≤ Cr||β − β0||L∞(Q∗r) ||Dv||L∞(Q∗¯r) ≤ Cr1+γK.
Finally we examine term V. Let (X0, t0) ∈ ∂pQ+r¯ \Q∗¯r . If |X0| = r¯ we choose X¯0 ∈ (∂Br)+ so that
|X0 − X¯0| = µr ≤
√
2µr and t¯0 = t0. If |X0| < r¯ then t0 = −(1 − µ)2r2 and we choose t¯0 = −r2
then |t0 − t¯0|1/2 = r
√
µ(2− µ) ≤ √2µr and X¯0 = X0. In any case |X0 − X¯0|+ |t0 − t¯0|1/2 ≤
√
2µr
and (X¯0, t¯0) ∈ ∂pQ+r \Q∗r that is w
(
X¯0, t¯0
)
= 0. Then
|w (X0, t0) | ≤ | (u (X0, t0)−B ·X0)−
(
u
(
X¯0, t¯0
)−B · X¯0) |+ |v (X0, t0)− v (X¯0, t¯0) |(4.25)
and we bound these terms using Hα-estimates. Indeed, we have that
F (D
2(u−B ·X))− (u−B ·X)t = f, in Q+2r
β ·D(u−B ·X) = g − β ·B, on Q∗2r.
Then Theorem 6 gives
||u−B ·X||
Hα2
(
Q
+
r
) ≤ C
rα2
||u−B ·X||L∞(Q+2r)
+
C
rα2
(
r
n
n+1 ||f ||Ln+1(Q+2r) + r||g||L∞(Q∗2r) + r||β ·B||L∞(Q∗2r)
)
.
Next we apply global Hα-estimates (see [21]) for v. Note that the values of v on the parabolic
boundary equal to u−B ·X which is Hα2 . So, for 0 < α3 << α2 universal,
||v||
Hα3
(
Q
+
r
) ≤ C
rα3
(
||v||L∞(Q+r ) + r
α2 ||u−B ·X||
Hα2
(
Q
+
r
)
)
≤ C
rα3
||u−B ·X||L∞(Q+2r)
+
C
rα3
(
r
n
n+1 ||f ||Ln+1(Q+2r) + r||g||L∞(Q∗2r) + r||β · B||L∞(Q∗2r)
)
.
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Now (4.25) yields
|w(X0, t0)| ≤ Cµα3/2 ||u−B ·X||L∞(Q+2r)
+ Cµα3/2
(
r
n
n+1 ||f ||Ln+1(Q+2r) + r||g||L∞(Q∗2r) + r||β ·B||L∞(Q∗2r)
)
≤ VI+ I′ + II′ + III′.
For term VI, we use the hypothesis of the induction, (4.19), VI ≤ C1µα3/2C¯Kr1+α. Moreover
I′ ≤ Cµα3/2r1+α(n,q) K, where α(n, q) := 2q−(n+1)(n+2)q(n+1) > 0. Note also that α(n, q) < 1 − n+2q .
Also, terms II′ and III′ are in fact the same as terms II and III. That is,
V ≤ C1µα3/2C¯Kr1+α + Cµα3/2r1+α(n,q) K + Cµα3/2r1+γ K.
So, returning to (4.24), we have
osc
Q+r¯
w ≤ CKr1+α(n,q) + CKr1+γ + C1µα3/2C¯Kr1+α.
Next combine the above with (4.23) and choose µ < 1− η (then η < 1− µ)
(4.26)
osc
Q+ηr
[
u(X, t)− (B + B¯) ·X] ≤ 1
2
(1− θ)ηC¯Kr1+α + CKr1+α(n,q) + CKr1+γ + C1µα3/2C¯Kr1+α.
We choose the right constants α0, µ and C¯. So, take α0 so that η
α0 = 1− θ2 and α = min{α0, γ, 2q−(n+1)(n+2)q(n+1) }.
Take µ ≤ η
2(1+α)
α3
(2C1)
2
α3
and C¯ large enough so that ηθC¯4 ≥ 2C (note that our choices are all independent
of k0). Then we return to (4.26) writing 1− θ as 1− θ2 − θ2 and recalling that r = η
k0
2 ≤ ηk0 ,
osc
Q+
ηk0+1
[
u(X, t) − (B + B¯) ·X] ≤ K [1
2
(
1− θ
2
)
C¯ηηk0(1+α) + 2Cr1+α + C¯
η1+α
2
ηk0(1+α)
]
−KηθC¯
4
r1+α ≤ C¯Kη(k0+1)(1+α).
We choose Bk0+1 = B+B¯, then the above is (4.17) for k0+1. Also β
0·Bk0+1 = 0 and |Bk0+1−Bk0 | =
|B¯| ≤ Cr C¯Kr1+α ≤ CKrα.
Finally, it remains to get estimate (4.16). Observe that (4.18) ensures the existence of the limit
B∞ := limk→∞Bk and this is the vector B0 of (4.16). Indeed, β0 · B∞ = 0 and for any k ∈ N we
have
osc
Q+
ηk
(u(X, t) −B∞ ·X) ≤ osc
Q+
ηk
(u(X, t)−Bk ·X) + ηk(Bk −B∞)
≤ C¯Kηk(1+α) + CKηk
∞∑
j=k
ηjα ≤ C¯Kηk(1+α) + CKηk η
kα
1− ηα
≤ CKηk(1+α)
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and the proof is complete. 
5. Ho¨lder Estimates for the second derivatives
5.1. H2+α-estimates for the homogeneous Neumann case. Here we prove H2+α-estimates in
the case when F is convex. For, we will use first Lemma 19 which applied on the derivative uy will
give the existence and Ho¨lder continuity of uyy. Then for the tangential directions, our purpose is
to consider the restriction of u on the thin-cylinder Q∗1 and show that satisfies a suitable parabolic
equation there. Hence we will be able to use the interior estimates proved in [21].
First let us formulate here Theorem 1.1 of [21] in the form we are going to use. For operators
that depend on (X, t) we define
θF (X, t) = sup
M∈Sn
|F (M, (X, t)) − F (M, (0, 0))|
|M |+ 1 .
Theorem 18. (Interior H2+α-estimates for more general operators). Let u ∈ C(Q1) be a bounded
viscosity solution of F (D2u, (X, t)) − ut = 0 in Q1. Assume that any solution v of the equation
F (D2v +B, (0, 0)) − vt = E, where B,E are such that F (B, (0, 0)) = E, satisfies H2+β-estimates
(5.1) ‖u‖H2+β(Qr/2) ≤
C
r2+α
(
‖u‖L∞(Qr) + |F (O, (0, 0))|
)
.
Assume also that
(5.2)
(
1
mn+1(Qr)
∫
Qr
θn+1F
)1/(n+1)
≤ Crα.
Then ut and the second derivatives of u exist in Q1/2. Moreover there exists universal constant
0 < α < β and a polynomial R2;P0(X, t) = AP0+BP0 ·(X−X0)+CP0(t−t0)+12 (X−X0)τDP0(X−X0),
where AP0 = u(P0), BP0 = ∇Xu(P0), CP0 = ut(P0) and DP0 := D2Xu(P0), for P0 ∈ Q1/2, so that
(5.3) |u(X, t) −R2;P0(X, t)| ≤ C
(
||u||L∞(Q+1 ) + |F (O, (0, 0))|
)
p(P,P0)
2+α
for every P = (X, t) ∈ Q1/2(P0), where C > 0 is a universal constant.
Lemma 19. Let f be bounded in Q+1 and u ∈ C
(
Q+1 ∪Q∗1
)
be bounded and satisfies in the viscosity
sense 

u ∈ Sp(λ,Λ, f), in Q+1
u = 0, on Q∗1.
Then there exist universal constants 0 < α < 1, C > 0 so that for any 0 < ρ ≤ 12
(5.4) osc
Q
+
ρ
u
y
≤ Cρα
(
osc
Q
+
1/2
u
y
+ ||f ||L∞(Q+1 )
)
.
The proof can be found in the appendix. We continue with an immediate consequence.
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Corollary 20. Let f be bounded in Q+1 and u ∈ C
(
Q+1 ∪Q∗1
)
be bounded and satisfies

u ∈ Sp(λ,Λ, f), in Q
+
1
u = 0, on Q∗1.
Then uy exists on Q
∗
1 and for universal constants C > 0, 0 < α < 1 we have
(5.5) |u(X, t) − uy(x, 0, t)y| ≤ C
(
‖u‖
L∞
(
Q
+
1
) + ‖f‖
L∞
(
Q
+
1
)
)
y1+α
for every (X, t) ∈ Q+1/2. Moreover, uy is Hα
(
Q
+
1/2
)
with the corresponding norm depending only
on universal quantities and K := ‖u‖
L∞
(
Q
+
1
) + ‖f‖
L∞
(
Q
+
1
).
Proof. Note first that the justification for the existence and Hα-regularity of uy can be found in
the proof of Lemma 30 (see appendix). Next let (X, t) ∈ Q+1/2. We apply Lemma 19(rescaled)
in Q
+
y (x, 0, t) ⊂ Q+1 to obtain for small h > 0, u(X,t)y − u(x,h,t)h ≤ CK ya. So letting h → 0,
u(X,t)
y − uy(x, 0, t) ≤ CK ya. 
Next we apply the above to uy to obtain the following.
Corollary 21. Let u ∈ C (Q+1 ∪Q∗1) be bounded and satisfies in the viscosity sense
F (D
2u)− ut = 0, in Q+1
uy = 0, on Q
∗
1.
Then uyy exists on Q
∗
1 and for a universal constants C > 0, 0 < α < 1 we have
(5.6)
∣∣∣∣u(X, t) − u(x, 0, t) − 12uyy(x, 0, t) y2
∣∣∣∣ ≤ C ‖u‖L∞(Q+1 ) y2+α
for every (X, t) ∈ Q+1/2. Moreover, uyy is Hα
(
Q
+
1/2
)
with the corresponding norm depending only
on universal quantities and K := ‖u‖
L∞
(
Q
+
1
).
Proof. First we observe that uy exists in Q
+
1 ∪Q∗1 from Theorem 15 and moreover it satisfies the
following 
uy ∈ Sp
(
λ
n ,Λ
)
, in Q+1
uy = 0, on Q
∗
1.
Hence we can apply Corollary 20 to uy. This means that uyy exists and it is H
α
(
Q
+
1/2
)
. Also from
(5.5) we have
−CKy1+α ≤ uy(X, t)− uyy(x, 0, t)y ≤ CKy1+α
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for any (X, t) ∈ Q+1/2. Then we integrate in direction y and for any (X, t) ∈ Q+1/2 we obtain
u(X, t)− u(x, 0, t) =
∫ y
0
uy(x, ρ, t) dρ ≤
∫ y
0
(
uyy(x, 0, t)ρ + CKρ
1+α
)
dρ
= uyy(x, 0, t)
y2
2
+ CKy2+α.

Proposition 22. Let u ∈ C (Q+1 ∪Q∗1) be bounded and satisfies in the viscosity sense
F (D
2u)− ut = 0, in Q+1
uy = 0, on Q
∗
1.
Consider the restriction of u on Q∗1, v(x, t) := u(x, 0, t). Moreover, denoting by A(x, t) := uyy(x, 0, t)
(which exists regarding Corollary 21) we consider the operator
G(M,x, t) := F
(
M 0
0 A(x, t)
)
(5.7)
for (x, t) ∈ Q∗1 and M ∈ Sn−1. Then in the viscosity sense
G
(
D2v, x, t
) − vt = 0, in Q∗1.
Proof. For convenience we show the result at P0 = (0, 0) ∈ Q∗1. Let φ be a test function on Q∗1 that
touches v from below at (0, 0). Our aim is to show that
F
(
D2φ(0, 0) 0
0 A(0, 0)
)
− φt(0, 0) ≤ 0.
To do so we will try to extend φ into Q+1 and translate it suitably to turn it into a test function that
touches u at some point of Q+r . For small ǫ > 0 we consider, φ˜(X, t) = φ(x, t)+
A(0,0)
2 y
2−ǫ(|X|2−t).
First, using Corollary 21 we can obtain that for sufficiently small r > 0
(5.8) u(X, t) ≥ φ˜(X, t) + ǫ
2
(|X|2 − t), for any (X, t) ∈ Q+r .
Indeed, Corollary 21 implies that for any (X, t) ∈ Q+1/2,
u(X, t) ≥ u(x, 0, t) + A(x, t)
2
y2 − CKy2+α
moreover, A is Hα that is, A(0, 0) − A(x, t) ≤ CK|x|α + CK|t|α2 . Hence u(X, t) ≥ u(x, 0, t) +
A(0,0)
2 y
2 − CK|X|2+α − CK|t|α2 y2. Now choose 0 < r < min{ρ, ( ǫ4CK )1/α}, then for (X, t) ∈ Q+r
we have u(X, t) ≥ φ(x, t) + A(0,0)2 y2 − ǫ2 (|X|2 − t).
Next, we translate suitably φ˜ in order to achieve u− φ˜ to have a local minimum. So we consider
for h ∈ R,
φ˜h(X, t) = φ˜(x, y − h, t).
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Then φ˜h(X, t) = φ˜(X, t) −A(0, 0)yh + A(0,0)2 h2 + 2ǫhy − ǫh2.
Next, we observe that, u(0, 0, 0) − φ˜h(0, 0, 0) = −A(0,0)2 h2 + ǫh2 and by (5.8),
u(X, t) − φ˜h(X, t) ≥ ǫ
2
(|X|2 − t) + (A(0, 0) − 2ǫ)hy + u(0, 0, 0) − φ˜h(0, 0, 0)
for any (X, t) ∈ Q+r . So we have the following
(5.9) u(X, t) − φ˜h(X, t) ≥ ǫ
2
r2 + (A(0, 0) − 2ǫ)hy + u(0, 0, 0) − φ˜h(0, 0, 0), on ∂pQ+r \Q∗r.
(5.10) (φ˜h)y = −A(0, 0)h + 2ǫh, on Q∗r
Subsequently, we split into two cases.
Case 1: If A(0, 0) ≤ 0. We choose h > 0 and we have: On ∂pQ+r \ Q∗r, using (5.9) we have,
u(X, t) − φ˜h(X, t) ≥ u(0, 0, 0) − φ˜h(0, 0, 0), choosing 0 < h ≤ ǫr2(2ǫ−A(0,0)) . On Q
∗
r, by (5.10) we
know that (φ˜h)y > 0. Also uy = 0, hence (u − φ˜h)y < 0. This imply that the minimum of
u − φ˜h has a local (in the parabolic sense) minimum. Then, we use the equation at (X1, t1), i.e.
F (D2φ˜h(X1, t1))− (φ˜h)t(X1, t1) ≤ 0. But
D2φ˜h(X1, t1) =
(
D2φ(x1, t1)− 2ǫIn−1 0
0 A(0, 0) − 2ǫ
)
and, (φ˜h)t(X1, t1) = φt(x1, t1)+ ǫ. So, taking ǫ→ 0 then r → 0 and (x1, t1)→ (0, 0) and we obtain
what we want.
Case 2: If A(0, 0) > 0. We choose h = −h¯, for h¯ > 0 and ǫ < A(0,0)2 , then we have: On ∂pQ+r \Q∗r ,
using (5.9) we have, u(X, t) − φ˜h(X, t) ≥ u(0, 0, 0) − φ˜h(0, 0, 0), choosing 0 < h¯ ≤ ǫr2(A(0,0)−2ǫ) . On
Q
∗
r, by (5.10) we have, (φ˜h)y = h¯(A(0, 0)− 2ǫ) > 0. Hence (u− φ˜h)y < 0. Then we can argue as in
Case 1.
Finally note that a similar argument can be applied for test functions that touch v by above. 
Now we are able to prove the main theorem of this section.
Theorem 23. (Boundary H2+α-estimates for the Neumann problem). Let F be convex and u ∈
C
(
Q+1 ∪Q∗1
)
be bounded and satisfy in the viscosity sense

F (D
2u)− ut = 0, in Q+1
uy = 0, on Q
∗
1.
Then the second derivatives of u exist in Q
+
1/2. Moreover there exists universal constant 0 < α < 1
and a polynomial R2;P0(X, t) = AP0 + BP0 · (X − X0) + CP0(t − t0) + 12(X − X0)τDP0(X − X0),
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where AP0 = u(P0), BP0 =
(
ux1(P0), . . . , uxn−1(P0), 0
)
, CP0 = ut(P0) and
DP0 :=


ux1x1(P0) . . . ux1xn−1(P0) 0
...
. . .
...
...
uxn−1x1(P0) . . . uxn−1xn−1(P0) 0
0 . . . 0 uyy(P0)


for P0 ∈ Q∗1/2, so that
(5.11) |u(X, t) −R2;P0(X, t)| ≤ C
(
||u||L∞(Q+1 ) + |F (O)|
)
p(P,P0)
2+α
for every P = (X, t) ∈ Q+1/2(P0), where C > 0 is a universal constant.
Note that in this case the existence and Hα-regulatiy of ut is already known from Theorem 15.
Proof. Our intention is to combine Corollary 21 and interior H2+α-estimates on Q∗1 once from
Proposition 22 u satisfies an equation there.
So, let v(x, t) = u(x, 0, t). Then v satisfies G(D2v(x, t), (x, t)) − vt(x, t) = 0 in Q∗1, where G is
defined in (5.7). In order to use interior H2+α-estimates we have to verify that this equation satisfies
the assumptions of Theorem 18. It is easy to check that G has the same ellipticity constants as F .
Next we examine if the quantity θG satisfies the assumption (5.2). Since F is Lipschitz we have
0 ≤ θG(x, t) ≤ sup
M∈Sn−1
∥∥∥∥∥
(
0 0
0 A(x, t) −A(0, 0)
)∥∥∥∥∥
|M |+ 1 ≤ CKmax{|x|, |t|
1/2}α.
Finally, the assumption (5.1) can be derived by interior H2+α-estimates observing that the operator
G(M +B, (0, 0)) −E is convex and has the same ellipticity constants as G.
We will show the result at P0 = (0, 0, 0), for convenience. Applying Theorem 18 to v and
we obtain that there exists a polynomial R˜2;P0(x, t) = A˜P0 + B˜P0 · x + C˜P0t + 12xτ D˜P0x, where
A˜P0 = v(0, 0), B˜P0 = ∇xv(0, 0), C˜P0 = vt(0, 0) and D˜P0 := D2xv(0, 0) so that
|u(x, 0, t) − R˜2;P0(x, t)| ≤ C
(
||u||L∞(Q+1 ) + |F (O)|
)
max{|x|, |t|1/2}2+α
for every (x, t) ∈ Q∗1/2. On the other hand we have estimate (5.6) of Corollary 21 which gives for
(X, t) ∈ Q+1/2,∣∣∣∣u(X, t) − u(x, 0, t) − 12A(0, 0) y2
∣∣∣∣ ≤ C ‖u‖L∞(Q+1 ) y2+α + |A(x, t)−A(0, 0)| y
2
2
≤ C
(
||u||L∞(Q+1 ) + |F (O)|
)
max{|X|, |t|1/2}2+α
Then, we take R2;P0(X, t) = R˜2;P0(x, t) +
A(0,0)
2 y
2 and we get the result. 
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5.2. H2+α-estimates for the oblique derivative case. In the present section we intent to obtain
H2+α-estimates for the general oblique derivative problem (Theorem 25). We achieve this again
using an approximation method. We ”approximate” the general problem by homogeneous problems
with a suitable function β in the oblique derivative condition (as in Lemma 28). To get Lemma 28
we need to examine first the case when we have a non-homogeneous oblique derivative condition but
with constant β (Lemma 27) which can be done again by approximating the problem with suitable
constant oblique derivative problems. Thereafter we first examine a constant oblique derivative
problem (Theorem 24) using the change of variables of section 2.3. For convenience we assume that
F (O) = 0.
Theorem 24. (Boundary H2+α-estimates for the constant oblique derivative problem). Let F be
convex and u ∈ C (Q+1 ∪Q∗1) be bounded and satisfy in the viscosity sense

F (D
2u)− ut = 0, in Q+1
β ·Du = 0, on Q∗1
where β is a constant function. Then the second derivatives of u exist at (0, 0). Moreover there
exists universal constant 0 < α < 1 and a polynomial R2;0(Z, t) = A
0 + B0 · Z + C0t + 12ZτD0Z,
where A0 = u(0, 0), B0 = Du(0, 0) ∈ Rn, C0 = ut(0, 0) and D0 = D2u(0, 0) ∈ Sn so that
(5.12) |u(Z, t) −R2;0(Z, t)| ≤ C ||u||L∞(Q+1 )
(
|Z|+ |t|1/2
)2+α
for every (Z, t) ∈ Q+ρ , where C > 0 and 0 < ρ < 1 are universal constants.
Proof. Let A be the transformation defined in section 2.3. Define v(X, t) = u(AX, t), for (X, t) ∈
Q+r , where 0 < r <
δ0
δ0+1
< 1. Note that Q+r ⊂ Q˜+1 . Then

F˜ (D
2v)− vt = 0, in Q˜+r
vy = 0, on Q
∗
r
with F˜ convex. So applying Theorem 23 to v we have that the second derivatives of v exist at (0, 0)
and there exists a polynomial R˜2(X, t) = A˜
0 + B˜0 ·X + C˜0t+ 12Xτ D˜0X, where A˜0 = v(0, 0), B˜0 =
Dv(0, 0) ∈ Rn, C˜0 = vt(0, 0) and D˜0 = D2v(0, 0) ∈ Sn so that
|v(X, t) − R˜2(X, t)| ≤ C ||v||L∞(Q+r )
(
|X|+ |t|1/2
)2+α
for every (X, t) ∈ Q+r/2, where C > 0, 0 < α < 1 are universal constants.
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Let R2(Z, t) = R˜2(A
−1Z, t) = A˜0 + B˜0 · A−1Z + C˜0t+ 12 (A−1Z)τ D˜0A−1Z = A˜0 + (A−1)τ B˜0 ·
Z + C˜0t+ 12Z
τ (A−1)τ D˜0A−1Z and observe that A˜0 = v(0, 0) = u(0, 0) =: A0 and
(A−1)τ B˜0 =
(
vx1(0, 0), . . . , vxn−1(0, 0), vy(0, 0) −
β1
βn
vx1(0, 0) − · · · −
βn−1
βn
vxn−1(0, 0)
)
=
(
uz1(0, 0), . . . , uzn−1(0, 0), uw(0, 0)
)
=: B0
and C˜0 = vt(0, 0) = ut(0, 0) =: C
0, (A−1)τ D˜0A−1 = D2u(0, 0) =: D0. Then
|u(Z, t) −R2(Z, t)| ≤ C ||u||L∞(Q+r )
(
|Z|+ |t|1/2
)2+α
for every (Z, t) ∈ Q+ρ , for ρ = δ0r2(δ0+1) . 
Theorem 25. (Boundary H2+α-estimates for the general oblique derivative problem). Let F be
convex, g and β be H1+γ locally on Q∗1, f ∈ Hγ
(
Q+1
)
and u ∈ C (Q+1 ∪Q∗1) be bounded and satisfies
in the viscosity sense 
F (D
2u)− ut = f, in Q+1
β ·Du = g, on Q∗1.
Then the second derivatives of u and ut exist at (0, 0). Moreover there exists universal constant
0 < α0 < 1 and a polynomial R2;0(X, t) = A
0+B0 ·X +Γ0t+ 12XτD0X, where A0 = u(0, 0), B0 =
Du(0, 0) ∈ Rn,Γ0 = ut(0, 0) and D0 = D2u(0, 0) ∈ Sn so that for α = min{α0, γ},
(5.13) |u(X, t) −R2;0(X, t)| ≤ C
(
||u||L∞(Q+1 ) + ||g||H1+γ(Q∗1/2) + ||f ||Hγ(Q+1 )
) (
|X|+ |t|1/2
)2+α
for every (X, t) ∈ Q+1/4, where C > 0 is a universal constant.
Note that we may assume that: u(0, 0) = 0 and g(0, 0) = 0.f(0, 0) = 0, considering F ′(M) :=
F (M)−f(0, 0), then F ′(D2u)−ut = f−f(0, 0). gxi(0, 0) = 0 for every i = 1, . . . , n−1, considering
u¯(X, t) := u(X, t) − y
βn(0, 0)
n−1∑
k=1
gxk(0, 0)xk.
Then for
M0 =


0 . . . 0
gx1(0,0)
βn(0,0)
...
...
...
...
0 . . . 0
gxn−1(0,0)
βn(0,0)
gx1(0,0)
βn(0,0)
. . .
gxn−1(0,0)
βn(0,0)
0

 ∈ Sn,
F
(
D2u¯+M0
)− u¯t = f in Q+1 and F¯ (M) := F (M +M0) has the same ellipticity constants as F .
The next remark will be useful in the following proofs.
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Remark 26. Let
D =


0 . . . 0 0
...
...
...
...
0 . . . 0 0
0 . . . 0 1


Then there exists t0 ∈ R so that F¯ (τ0D) = 0. Moreover, |τ0| ≤ C||g||H1+γ(Q∗1/2), where C > 0
universal.
Indeed, denoting by l := |F (M0)|λ , the ellipticity conditions gives that F (M0 + lD) ≥ 0 and
F (M0 + lD) ≤ 0.
Note that, in the following we denote u¯, g¯, F¯ by u, g, F for convenience. As we mention in the
start, in order to prove Theorem 25 we prove first two special cases.
Lemma 27. We assume the same as in Theorem 25 but with f = 0 an β a constant vector.
Then the second derivatives of u and ut exist at (0, 0). Moreover there exists universal constant
0 < α0 < 1 and a polynomial R2;0(X, t) = A
0+B0 ·X +Γ0t+ 12XτD0X, where A0 = u(0, 0), B0 =
Du(0, 0) ∈ Rn,Γ0 = ut(0, 0) and D0 = D2u(0, 0) ∈ Sn so that for α = min{α0, γ},
(5.14) |u(X, t) −R2;0(X, t)| ≤ C
(
||u||L∞(Q+1 ) + ||g||H1+γ(Q∗1/2)
) (
|X|+ |t|1/2
)2+α
for every (X, t) ∈ Q+1/4, where C > 0 is a universal constant.
Proof. Before we start let us denote for convenience K := ||u||L∞(Q+1 ) + ||g||H1+γ(Q∗1/2).
We intend to find some R0(X, t) = B0 ·X+Γ0t+ 12XτD0X, with β ·B0 = 0 and F (D0)−Γ0 = 0
so that for universal C > 0, 0 < η < 1, α0 > 0 and α = min{α0, γ} we will have
(5.15) osc
Q+
ηk
(
u(X, t) −R0(X, t)) ≤ CKηk(2+α), for any k ∈ N.
Now, to prove (5.15) we are going to show by induction that there exist universal constants
0 < η << 1, C¯ > 0, α0 > 0 such that for α = min{α0, γ} we can find a paraboloid Rk(X, t) =
Bk ·X + Γkt+ 12XτDkX, with
(5.16) F (Dk)− Γk = 0, β · Bk = 0 and
n∑
j=1
(Dk)ijβj = 0, i = 1, . . . , n− 1
for any k ∈ N so that
(5.17) osc
Q+
ηk
(u(X, t) −Rk(X, t)) ≤ C¯Kηk(2+α)
and
(5.18) ||Dk+1 −Dk|| ≤ CKηkα, |Γk+1 − Γk|| ≤ CKηkα, |Bk+1 −Bk| ≤ CKηk(1+α).
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First, for k = 0, take B0 = 0, Γ0 = 0 and (D0)ij = 0, for ij 6= nn and (D0)nn = τ0 where τ0 is
chosen so that F (D0) = 0 (see Remark 26) and C¯ large enough.
Next for the induction we assume that we have found paraboloids R0, R1, . . . , Rk0 for which
(5.16), (5.17) and (5.18) are true. Denoting by r := ηk0 we have
(5.19) osc
Q+r
(u(X, t) −Rk0(X, t)) ≤ C¯Kr(2+α).
Now we are going to consider a suitable constant oblique derivative problem (as the one of
Theorem 24). So let v be the viscosity solution of

G(D2v)− vt = 0, in Q+r
β ·Dv = 0, on Q∗r
v = u−Rk0 , on ∂pQ+r \Q∗r
where G(M) = F (M +Dk0)− Γk0 which is an elliptic operator with the same ellipticity constants
as F . Also G(O) = F (Dk0)− Γk0 = 0. Then v satisfies ABPT-estimate for the oblique derivative
case (see Theorem 5) which gives
(5.20) osc
Q+r
v ≤ osc
Q+r
(u(X, t) −Rk0(X, t)) .
From Theorem 24 we have that B¯ := Dv(0, 0), Γ¯ := vt(0, 0), D¯ := D
2v(0, 0) exist and for R¯(X, t) =
B¯ ·X + Γ¯t+ 12Xτ D¯X we have
(5.21) osc
Q+r˜
(
v(X, t)− R¯(X, t)) ≤ C0
(
r˜
r
)2+α1
osc
Q+r
v
for any r˜ ≤ ρ r, where 0 < ρ < 1 universal and also
(5.22) |B¯| ≤ C
r
osc
Q+r
v, |Γ¯| ≤ C
r2
osc
Q+r
v, ||D¯||∞ ≤ C
r2
osc
Q+r
v.
Note that β · B¯ = 0 and F (D¯ +Dk0)− Γk0 − Γ¯ = 0. Also, β ·Dv = 0 holds in the classical sense
on Q∗1 and we can differentiate this condition with respect to xi, i ≤ n− 1 to get
∑n
j=1 D¯ijβj = 0.
Next, we take r˜ = ηr (for 0 < η < ρ) in (5.21 ). Hence
(5.23) osc
Q+ηr
(
v(X, t) − R¯(X, t)) ≤ C0η2+α1 osc
Q+r
v.
Now take (universal) 0 < η << 1 sufficiently small in order to have that C0η
α1 < 1. We denote by
1− θ := C0ηα1 , where 0 < θ < 1 is a universal constant. Then
(5.24) osc
Q+ηr
(
v(X, t) − R¯(X, t)) ≤ (1− θ) η2 osc
Q+r
(u(X, t) −Rk0(X, t)) ≤ (1− θ) η2 C¯Kr2+α.
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Now to return to u we define w = u − Rk0 − v. Note that F (D2(Rk0 + v)) − (Rk0 + v)t =
F (Dk0 +D
2v) − Γk0 − vt = 0. Moreover we can easily check that DRk0 = Dk0X + Bk0 , then on
Q∗r, β ·DRk0 =
∑n−1
k=1
∑n
j=1 βj(Dk0)jkxk = 0. That is combining the above we have

w ∈ Sp
(
λ
n ,Λ
)
, in Q+r
β ·Dw = g, on Q∗r
w = 0, on ∂pQ
+
r \Q∗r.
Next we apply again Theorem 5 and then the H1+γ-estimate for g together with the fact that
g(0, 0) = 0 and Dg(0, 0) = 0 to obtain
osc
Q+r¯
w ≤ Cr||g||L∞(Q∗r) = Cr||g − g(0, 0) −Dg(0, 0)||L∞(Q∗r) ≤ CKr2+γ.
Next combining the above with (5.23) we get
(5.25) osc
Q+ηr
[
u(X, t)− (Rk0(X, t) + R¯(X, t))
] ≤ (1− θ)η2C¯Kr2+α + CKr2+γ.
We choose the right constants α0 and C¯. So, take α0 so that η
α0 = 1− θ2 and α = min{α0, γ} and
C¯ large enough so that η
2θC¯
2 ≥ C. Then we return to (5.25) writing 1− θ as 1− θ2 − θ2 and recalling
that r = ηk0 ,
osc
Q+
ηk0+1
[
u(X, t)− (Rk0(X, t) + R¯(X, t))
] ≤ K [(1− θ
2
)
C¯η2ηk0(2+α) + Cr2+α − η
2θC¯
2
r2+α
]
≤ C¯Kη(k0+1)(2+α).
Choosing Rk0+1 = Rk0 + R¯ we have (5.17) for k0 + 1. Note also that F (Dk0 + D¯)− (Γk0 + Γ¯) = 0,
β ·Bk0+1 = 0 and for any i ≤ n− 1,
∑n
j=1(Dk0+1)ijβj = 0. It remains to get (5.18) for k = k0. To
do so, we use relation (5.22) together with (5.20) and then (5.19).
Finally, it remains to get estimate (5.15). Observe that (5.18) yields the existence of the limits
B∞ := limk→∞Bk, Γ∞ := limk→∞ Γk and D∞ := limk→∞Dk exist and R0(X, t) = B∞ ·X+Γ∞t+
1
2X
τD∞X satisfies (5.15). Indeed, β · B∞ = 0, F (D∞)− Γ∞ = 0 and for any k ∈ N we have
osc
Q+
ηk
(
u(X, t) −R0(X, t)) ≤ osc
Q+
ηk
(
u(X, t)−R0(X, t))
+ ηk|Bk −B∞|+ η2k|Γk − Γ∞|+ 1
2
η2k||Dk −D∞||
≤ C¯Kηk(2+α) + CKηk
∞∑
j=k
ηj(1+α) + 2CKη2k
∞∑
j=k
ηjα
≤ CKηk(2+α)
using the sum of geometric series. 
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Lemma 28. Let F be convex, β be constant function, N0 ∈ Rn×n with ||N0||∞ ≤ C1 and u ∈
C
(
Q+1 ∪Q∗1
)
be bounded and satisfies in the viscosity sense

F (D
2u)− ut = 0, in Q+1
(β +N0X) ·Du = 0, on Q∗1.
Then the second derivatives of u and ut exist at (0, 0). Moreover there exists universal constant
0 < α < 1 and a polynomial R2;0(X, t) = A
0 +B0 ·X + Γ0t+ 12XτD0X, where A0 = u(0, 0), B0 =
Du(0, 0) ∈ Rn,Γ0 = ut(0, 0) and D0 = D2u(0, 0) ∈ Sn so that
(5.26) |u(X, t)−R2;0(X, t)| ≤ C||u||L∞(Q+1 )
(
|X|+ |t|1/2
)2+α
for every (X, t) ∈ Q+1/4, where C > 0 depends on universal constants and on C1.
Proof. Our intention here is to ”convert” our problem into a constant non-homogeneous oblique
derivative problem in order to use the result of Lemma 27. To do so we add to u a suitable
paraboloid. Note that u satisfies H1+α-estimates locally up to the flat boundary and H2+α-interior
estimates so it is in fact a classical solution.
First we choose N ∈ Sn so that Nβ = AτDu(0, 0). Note that such a matrix exists since the
above is actually a linear system of n equations and n(n+1)2 variables and the matrix of the system
can be shown to have rank equals to n (using that βn 6= 0). Moreover ||N ||∞ ≤ C(n, δ0)|Du(0, 0)|.
Then we define v(X, t) := u(X, t) + 12X
τNX. Then F (D2v − N) − vt = 0, in Q+1 . Also, for
X ∈ Q∗1,
β ·Dv(X, t) = −N0X ·Du(X, t) + β ·NX = −(Du(X, t))τN0X +XτN τ0Du(0, 0)
= (Du(0, 0) −Du(x, 0, t))τN0(x, 0) =: g(x, t).
We observe also that v(0, 0) = u(0, 0) = 0, G(M) := F (M −N) has the same ellipticity constants
as F and ||g||L∞(Q∗r) ≤ ||N0||∞r||Du(0, 0) −Du(x, 0, t)||L∞(Q∗r) ≤ C||u||L∞(Q+1 )r
1+α.
Therefore we can apply Lemma 27 to v to obtain that there exists R¯(X, t) = B¯ ·X+Γ¯t+ 12Xτ D¯X
so that
||v − R¯||L∞(Q+r ) ≤ C
(
||v||L∞(Q+1 ) + ||g||H1+α
(
Q+
1/2
) + |F (−N)|
)
r2+α ≤ C||u||L∞(Q+1 )r
2+α
for any r ≤ 14 . Taking as R0(X, t) := R¯(X, t) + 12XτNX the proof is complete. 
Proof of Theorem 25. Before we start let us denote for convenienceK := ||u||L∞(Q+1 )+||g||H1+γ(Q∗1/2)+
||f ||Hγ(Q+1 ) and β
0 := β(0, 0), β0xi := βxi(0, 0) ∈ Rn.
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We intend to find some R0(X, t) = B0 ·X+Γ0t+ 12XτD0X, with β0 ·B0 = 0 and F (D0)−Γ0 = 0
so that for universal C > 0, 0 < η < 1, α0 > 0 and α = min{α0, γ} we will have
(5.27) osc
Q+
ηk
(
u(X, t) −R0(X, t)) ≤ CKηk(2+α), for any k ∈ N.
Now, to prove (5.27) we are going to show by induction that there exist universal constants
0 < η << 1, C¯ > 0, α0 > 0 such that for α = min{α0, γ} we can find a paraboloid Rk(X, t) =
Bk ·X + Γkt+ 12XτDkX, with
F (Dk)− Γk = 0, β0 · Bk = 0 and
n∑
j=1
[
(Dk)ijβ
0
j + (βj)
0
xi(Bk)j
]
= 0, i ≤ n− 1(5.28)
for any k ∈ N so that
(5.29) osc
Q+
ηk
(u(X, t) −Rk(X, t)) ≤ C¯Kηk(2+α)
and
(5.30) ||Dk+1 −Dk|| ≤ CKηkα, |Γk+1 − Γk|| ≤ CKηkα, |Bk+1 −Bk| ≤ CKηk(1+α).
First, for k = 0, take B0 = 0, Γ0 = 0 and (D0)ij = 0, for ij 6= nn and (D0)nn = τ0 where τ0 is
chosen so that F (D0) = 0 (see Remark 26) and C¯ large enough.
Next for the induction we assume that we have found paraboloids R0, R1, . . . , Rk0 for which
(5.28), (5.29) and (5.30) are true. Denoting by r := η
k0
2 we have
(5.31) osc
Q+r
(u(X, t) −Rk0(X, t)) ≤ C¯Kr(2+α).
Now we are going to consider a suitable oblique derivative problem (as the one of Lemma 28).
So let v be the viscosity solution of

G(D2v)− vt = 0, in Q+r
(β0 +Dβ0x) ·Dv = 0, on Q∗r
v = u−Rk0 , on ∂pQ+r \Q∗r
where G(M) = F (M+Dk0)−Γk0 which is an elliptic operator with the same ellipticity constants as
F . Note that G(O) = F (Dk0)−Γk0 = 0. Also by Dβ0 we denote the matrix (Dβ0)ij = (βi)xj (0, 0),
i = 1, . . . , n, j = 1, . . . , n− 1. Then v satisfies ABPT-estimate for the oblique derivative case (see
Theorem 5) which gives
(5.32) osc
Q+r
v ≤ osc
Q+r
(u(X, t) −Rk0(X, t)) .
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From Lemma 28 we have that B¯ := Dv(0, 0), Γ¯ := vt(0, 0), D¯ := D
2v(0, 0) exist and for R¯(X, t) =
B¯ ·X + Γ¯t+ 12Xτ D¯X we have
(5.33) osc
Q+r˜
(
v(X, t)− R¯(X, t)) ≤ C0
(
r˜
r
)2+α1
osc
Q+r
v
for any r˜ ≤ r4 and also
(5.34) |B¯| ≤ C
r
osc
Q+r
v, |Γ¯| ≤ C
r2
osc
Q+r
v, ||D¯||∞ ≤ C
r2
osc
Q+r
v.
Note that (β0 + Dβ0 0) · B¯ = 0 that is β0 · B¯ = 0 and F (D¯ + Dk0) − Γk0 − Γ¯ = 0. Also,
(β0+Dβ0x) ·Dv = 0 holds in the classical sense on Q∗r and we can differentiate this condition with
respect to xi, for any i ≤ n− 1 to get at x = 0,
∑n
j=1
[
D¯ijβ
0
j + (βj)
0
xiB¯j
]
= 0.
Next, we take r˜ = ηr (for 0 < η < ρ) in (5.33 ). Hence
(5.35) osc
Q+ηr
(
v(X, t) − R¯(X, t)) ≤ C0η2+α1 osc
Q+r
v.
Now take (universal) 0 < η << 1 sufficiently small in order to have that 2 C0η
α1 < 1. We denote
by 1− θ := 2 C0ηα1 , where 0 < θ < 1 is a universal constant. Then
(5.36) osc
Q+ηr
(
v(X, t) − R¯(X, t)) ≤ (1− θ)
2
η2 C¯Kr2+α.
Now to return to u we define w = u − Rk0 − v. Note that F (D2(Rk0 + v)) − (Rk0 + v)t =
F (Dk0 +D
2v)− Γk0 − vt = 0. Moreover we can easily check that DRk0 = Dk0X +Bk0 . That is, w
satisfies 

w ∈ Sp
(
λ
n ,Λ, f
)
, in Q+r
β ·Dw = g − β · (Dk0X +Bk0 +Dv) , on Q∗r
w = 0, on ∂pQ
+
r \Q∗r .
Now for 0 < µ < 1 (to be chosen universal) we denote by r¯ := r(1 − µ) < r. We apply again
Theorem 5
osc
Q+r¯
w ≤ Cr||f ||Ln+1(Q+r ) + Cr||g||L∞(Q∗r) + Cr||β · (Dk0X +Bk0)||L∞(Q∗r)
+ Cr||β ·Dv||L∞(Q∗¯r) + osc
∂pQ
+
r¯ \Q∗¯r
w
=: I+ II+ III+ IV+V.(5.37)
We want to bound every term I - V by a term of order r2+α. We start with term I. We have
I ≤ Cr||f ||L∞(Q+r ) C(n)r
n+2
n+1 ≤ Cr2||f ||L∞(Q+r ) then using the Hγ regularity of f and the fact that
f(0, 0) = 0 we get
I ≤ Cr2||f − f(0, 0)||L∞(Q+r ) ≤ CKr
2+γ .
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Next, for term II, we use the H1+γ-regularity of g and the fact that g(0, 0) = 0, Dg(0, 0, ) = 0,
II = Cr||g − g(0, 0) −Dg(0, 0) · x||L∞(Q∗r) ≤ Crr1+γK ≤ CKr2+γ.
We continue with term III and we study first the term
A := (β0 +Dβ0x) · (Dk0X +Bk0) = β0 ·Dk0X +Dβ0x ·Dk0X +Dβ0x ·Bk0
and
β0 ·Dk0X =
n∑
i=1
β0i
n−1∑
k=1
(Dk0)ikxk, Dβ
0x ·Bk0 =
n∑
i=1
n−1∑
k=1
(βi)
0
xk
xk(Bk0)i.
Hence, A = Dβ0x ·Dk0X. Returning to III, we have
III ≤ Cr||β − β0 −Dβ0x||L∞(Q∗r)||Dk0X +Bk0 ||L∞(Q∗r)
+ Cr||(β0 +Dβ0x) · (Dk0X +Bk0)||L∞(Q∗r)
≤ Crr1+γ(||Dk0 ||∞ + |Bk0 |) + Crr2||Dβ0||∞||Dk0 ||∞.
Note also that |Bk0 | ≤ CK and ||Dk0 ||∞ ≤ CK which can be derived by (5.30) and the fact that
B0 = 0 and ||Dk0 || ≤ CK. Then III ≤ CKr2+γ . Next for term IV, we use again the H1+γ-
regularity of β and the fact that (β0 +Dβ0x) ·Dv = 0 on Q∗r, we have
IV ≤ Cr||β − β0 −Dβ0x||L∞(Q∗r)||Dv||L∞(Q∗¯r) ≤ CKr2+γ.
Finally we examine term V. Let (X0, t0) ∈ ∂pQ+r¯ \Q∗¯r . If |X0| = r¯ we choose X¯0 ∈ (∂Br)+ so that
|X0 − X¯0| = µr ≤
√
2µr and t¯0 = t0. If |X0| < r¯ then t0 = −(1 − µ)2r2 and we choose t¯0 = −r2
then |t0 − t¯0|1/2 = r
√
µ(2− µ) ≤ √2µr and X¯0 = X0. In any case |X0 − X¯0|+ |t0 − t¯0|1/2 ≤
√
2µr
and (X¯0, t¯0) ∈ ∂pQ+r \Q∗r that is w
(
X¯0, t¯0
)
= 0. Then
|w (X0, t0) | ≤ | (u (X0, t0)−Rk0(X0, t0))−
(
u
(
X¯0, t¯0
)−Rk0(X¯0, t¯0)) |+ |v (X0, t0)− v (X¯0, t¯0) |
(5.38)
and we bound these terms using Hα-estimates. Indeed, we have that
F (D
2(u−Rk0) +Dk0)− Γk0 − (u−Rk0)t = f, in Q+2r
β ·D(u−Rk0) = g − β · (Dk0X +Bk0), on Q∗2r.
Then Theorem 6 gives
||u−Rk0 ||Hα2(Q+r
) ≤ C
rα2
(
||u−Rk0 ||L∞(Q+2r) + r
n
n+1 ||f ||Ln+1(Q+2r)
)
+
C
rα2
(
r||g||L∞(Q∗2r) + r||β · (Dk0X +Bk0)||L∞(Q∗2r)
)
.
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Next we apply to v global Hα-estimates. Note that the values of v on the parabolic boundary equal
to u−Rk0 which is Hα2 . So, for 0 < α3 << α2 universal, we have
||v||
Hα3
(
Q
+
r
) ≤ C
rα3
(
||v||L∞(Q+r ) + r
α2 ||u−Rk0 ||Hα2(Q+r
)
)
≤ C
rα3
||u−Rk0 ||L∞(Q+2r)
+
C
rα3
(
r
n
n+1 ||f ||Ln+1(Q+2r) + r||g||L∞(Q∗2r) + r||β · (Dk0X +Bk0)||L∞(Q∗2r)
)
.
Now, we return to (5.38).
|w(X0, t0)| ≤ Cµα3/2 ||u−Rk0 ||L∞(Q+2r)
+ Cµα3/2
(
r
n
n+1 ||f ||Ln+1(Q+2r) + r||g||L∞(Q∗2r) + r||β · (Dk0X +Bk0)||L∞(Q∗2r)
)
≤ VI+ I′ + II′ + III′.
For term VI, we use the hypothesis of the induction, VI ≤ C1µα3/2C¯Kr2+α. Moreover for term
I′, we have I′ ≤ Cr nn+1 ||f ||L∞(Q+r ) C(n)r
n+2
n+1 = Cr2||f ||L∞(Q+r ) then using the Hγ regularity of f
and the fact that f(0, 0) = 0 we get I′ ≤ CKr2+γ . Also, terms II′ and III′ are in fact the same as
terms II and III. That is,
V ≤ C1µα3/2C¯Kr2+α + Cµα3/2r2+γ K.
So, returning to (5.37), we have
osc
Q+r¯
w ≤ CKr2+γ + C1µα3/2C¯Kr2+α.
Next combining the above with (5.36) and choosing µ < 1− η (then η < 1− µ) we get
(5.39) osc
Q+ηr
[
u(X, t) − (Rk0 + R¯)(X, t)
] ≤ 1
2
(1− θ)η2C¯Kr2+α + CKr2+γ + C1µα3/2C¯Kr2+α.
We choose the right constants α0, µ and C¯. So, take α0 so that η
α0 = 1 − θ2 and α = min{α0, γ}.
Take µ ≤ η
2(2+α)
α3
(2C1)
2
α3
and C¯ large enough so that ηθC¯4 ≥ C. Then we return to (5.39) writing 1− θ as
1− θ2 − θ2 and recalling that r = η
k0
2 ≤ ηk0 ,
osc
Q+
ηk0+1
[
u(X, t)− (Rk0 + R¯)(X, t)
] ≤ K [1
2
(
1− θ
2
)
C¯η2ηk0(2+α) + Cr2+α + C¯
η2+α
2
ηk0(2+α)
]
−KηθC¯
4
r2+α ≤ C¯Kη(k0+1)(2+α).
For Rk0+1 = Rk0 + R¯ we have (5.29) for k0 + 1. Note also that F (Dk0 + D¯) − (Γk0 + Γ¯) = 0,
β0 ·Bk0+1 = 0 and for any i = 1, . . . n− 1,
∑n
j=1
[
(Dk0+1)ijβ
0
j + (βj)
0
xi(Bk0+1)j
]
= 0. It remains to
get (5.30) for k = k0. To do so, we use relation (5.34) together with (5.32) and then (5.31).
Then we can finish the proof in the same way as in the proof of Lemma 27. 
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Appendix A. Auxiliary Results
In this section we provide the proofs of results mentioned in the text for completeness (see [21]).
We start with the proof of Lemma 19. The following Lipschitz-estimate is used. It can be proved
using a barrier argument, see for instance Lemma 2.1 in [1].
Proposition 29. Let f be bounded in Q+1 and u ∈ C
(
Q+1 ∪Q∗1
)
be bounded and satisfy in the
viscosity sense 
u ∈ Sp(λ,Λ, f), in Q
+
1
u = 0, on Q∗1.
Then there exists universal constant C > 0 so that
(A.1) |u(X, t)| ≤ C
(
||u||L∞(Q+1 ) + ||f ||Ln+1(Q+1 )
)
y
for every (X, t) = (x, y, t) ∈ Q+1/2.
Proof of Lemma 19. The idea of the proof of Lemma 19 is based on the proof of Theorem 9.31 in
[5] or on its parabolic version appeared in [13] (Lemma 7.46 and 7.47).
First we observe that uy is bounded in Q
+
1/2 from Proposition 29. It is enough to show
(A.2) osc
Q
+
τρ
u
y
≤ γ osc
Q
+
ρ
u
y
+ C||f ||L∞(Q+1 ), for every 0 < ρ ≤
1
2
where 0 < τ, γ < 1 and C > 0 are universal constants, then (5.4) follows by standard iteration. To
get (A.2) we use a barrier argument in order to be able to apply Harnack inequality to uy up to the
flat boundary.
First we consider the case when u ≥ 0 in Q+1 .
Step 1. Set v := uy . Then for any 0 < ρ ≤ 12 , 0 < δ ≤ 1 and A = (0, . . . , 0, ρ) we see that Qρ/2(A, 0) ⊂
H(ρ, 1) and we apply Harnack inequality there. For KR := B R2
2
√
2
(0, 0)× [−R2 + 38R4,−R2 + 48R4],
where 0 < R << 1 universal constant,
sup
K ρR
2
(A,0)
v ≤ 2
ρ
sup
K ρR
2
(A,0)
u ≤ 2
ρ
C

 inf
Q ρR2
2
(A,0)
u+ ρ ||f ||L∞(Q+1 )


≤ 2
ρ
C

3ρ
2
inf
Q ρR2
2
(A,0)
v + ρ ||f ||L∞(Q+1 )

 .
Hence, defining the following thin set,
H ′(ρ, δ) :=
{
(X, t) : |x| < ρR
2
4
, y = δρ,−ρ
2R2
16
< t ≤ 0
}
which lies in Q ρR2
2
(A, 0) for 0 < δ <
√
3R2
4 , we have supK ρR
2
(A,0) v ≤ C
(
infH′(ρ,δ) v + ||f ||L∞(Q+1 )
)
.
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Step 2. Now using a suitable barrier argument we will get an estimate up to the flat boundary,
infH′(ρ,δ) v ≤ C
(
infH˜( ρ
4
,δ) v + ||f ||L∞(Q+1 )
)
, where
H˜(ρ, δ) :=
{
(X, t) : |x| < ρR
2
4
, 0 < y < δρ,−ρ
2R2
16
< t ≤ 0
}
.
For convenience we consider the function u¯ := 1mu, where m := infH′(ρ,δ) v. Then u¯ ∈ Sp(λ,Λ, f¯ )
in Q+1 , where f¯ :=
f
m . Moreover, if we denote by v¯ :=
u¯
y then we want to get
C
(
inf
H˜( ρ
4
,δ)
v¯ + ||f¯ ||L∞(Q+1 )
)
≥ 1.
For, we define
b(X, t) = y
[
1− |x|
2
ρ˜2
+
t
ρ˜2
+
(
1 + ||f¯ ||L∞(Q+1 )
λ
)(
y − δρ√
δρ
)]
for (X, t) ∈ H˜(ρ, δ)
where ρ˜ := ρR
2
4 . Our intention is to apply a comparison principle for b and u¯. We show
(1) M−(D2b)− bt ≥ f¯ in H˜(ρ, δ). Then u¯− b ∈ Sp(λ,Λ, 0) in H˜(ρ, δ).
(2) u¯− b ≥ 0 on ∂pH˜(ρ, δ).
Recall that M−(M,λ,Λ) = infA∈Aλ,Λ LA(M), where Aλ,Λ be the subset of Sn containing all
matrices whose eigenvalues lie in the interval [λ,Λ] and for A ∈ Aλ,Λ, LA is the linear functional
LA(M) = tr(AM), where M ∈ Sn. So we want to show that, for any such linear operator LA,
LA(D
2b)− bt ≥ f¯ . Take any A ∈ Aλ,Λ and observe that λ ≤ aii ≤ Λ and |ain| ≤ Λ− λ2 =: C0 > 0.
So in H˜(ρ, δ), using that y < ρδ, |x| < ρ˜, δ <
√
δ, we compute
LA(D
2b)− bt ≥ − 16
ρR4
(1 + 2nΛ)
√
δ − 16C0n
ρR2
+
2√
δρ
(
1 + ||f¯ ||L∞(Q+1 )
)
.
That is, it is enough to show that − 16
ρR4
(1 + 2nΛ)δ − 16C0n
ρR2
√
δ + 2 ≥ 0. The above is a polynomial
in δ¯ :=
√
δ. One can observe that this polynomial has two universal roots δ¯1 < 0, δ¯2 > 0 and the
polynomial is positive in (δ¯1, δ¯2). So if we choose 0 < δ < δ¯
2
1 we have the desired.
Now we examine b on ∂pH˜(ρ, δ). We split the boundary data in the following cases
• For y = 0, b = 0 = u = u¯.
• For y = δρ, b(x, δρ, t) = δρ
(
1− |x|2
ρ˜2
+ t
ρ˜2
)
≤ δρ ≤ u¯(x, δρ, t).
• For t = −ρ˜2, b(X,−ρ˜2) = y
[
− |x|2ρ˜2 +
(
1+||f¯ ||
L∞(Q+1 )
λ
)(
y−δρ√
δρ
)]
≤ 0 ≤ u¯(X,−ρ˜2).
• For |x| = ρ˜, b(X, t) = y
[
t
ρ˜2 +
(
1+||f¯ ||
L∞(Q+1 )
λ
)(
y−δρ√
δρ
)]
≤ 0 ≤ u¯(X, t).
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Therefore u¯− b ≥ 0 in H˜(ρ, δ) and as a consequence, in H˜ (ρ4 , δ) we have an estimate by below
for the ratio
u¯(X, t)
y
≥ 7
8
−
√
δ
λ
−
||f¯ ||L∞(Q+1 )
λ
≥ 1
2
−
||f¯ ||L∞(Q+1 )
λ
using |x| < ρ˜4 , t > − ρ˜
2
16 , y > 0 and choosing 1 ≤ δ ≤
(
3λ
8
)2
. Hence taking infimum we get the
desired
Next we remove the assumption on the nonnegativity of u.
Step 3. We denote M := supH˜(2ρ,δ) v and m := supH˜(2ρ,δ) v. Then the functions My − u, u −my
are nonnegative. Applying Step 2 to these two functions and then adding the two estimates we
conclude
osc
H˜( ρ4 ,δ)
v ≤ C − 1
C
osc
H˜(2ρ,δ)
v + 2C ||f¯ ||L∞(Q+1 ).

Then we examine the H1+α regularity for the nonlinear parabolic Dirichlet problem (Theorem
12). We start by studying the homogeneous case using Lemma 19.
Lemma 30. Let u ∈ C (Q+r ∪Q∗r) be bounded and satisfy in the viscosity sense
F (D
2u)− ut = 0, in Q+r
u = 0, on Q∗r .
(A.3)
Then the first derivatives ux1 , . . . , uxn−1 , uy exist in Q
+
r/2. Moreover there exists universal constant
0 < α < 1 so that u is punctually H1+α at every point P0 ∈ Q∗r/2. More precisely for bP0 = uy(P0)
and any r˜ ≤ r2
(A.4) |u(X, t)− bP0y| ≤ C
r˜1+α
r1+α
(
||u||L∞(Q+r ) + r
2|F (O)|
)
for every (X, t) ∈ Q+r˜ (P0), where C > 0 is a universal constant.
Proof. First let us examine what Lemma 19 ensures:
• uy exists on Q∗r. Indeed we show this at (0, 0). Let the sequence {hk}k be so that hk ց 0
as k →∞ and take m > l (large enough) then applying Lemma 19 (rescaled) we obtain
u(0, hm, 0)
hm
− u(0, hl, 0)
hl
≤ C
rα
K(hl)
α
where K := osc
Q
+
r/2
u
y + |F (O)|. That is the sequence {u(0,hk,0)hk } is a Cauchy sequence and
hence it converges to uy(0, 0) (since u(0, 0) = 0).
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• uy ∈ Hα
(
Q∗r/2
)
.Indeed, let h < ρ2 , ρ <
r
2 and (x0, t0), (z0, s0) ∈ Q∗ρ/2 then
u(x0, h, t0)
h
− u(z0, h, s0)
h
≤ C
rα
Kρα.
Taking h→ 0 we obtain oscQ∗
ρ/2
uy ≤ CrαKρα.
Now let (X, t) ∈ Q+r˜ and h > 0 small,
u(X, t)
y
− u(0, h, 0)
h
≤ C
(
r˜
r
)α(1
r
osc
Q
+
r
u+ r2|F (O)|
)
.
Then letting h→ 0+ and since 0 < y ≤ r˜ we get
|u(X, t)− uy(0, 0)y| ≤ C
(
r˜
r
)1+α (
||u||L∞(Q+r ) + r
2|F (O)|
)
.

Next we go from the homogeneous to the non-homogeneous case using the standard approximating
procedure used also in Theorems 17, 25 and 27. We give the proof briefly for completeness.
Proof of Theorem 12. We will show the theorem around P0 = (0, 0). Note that without the loss of
generality we can assume that u(0, 0) = g(0, 0) = 0 and ∇n−1g(0, 0) = 0 (since we can consider the
transformation u(X, t)−g(0, 0)−∇n−1g(0, 0) ·x). For convenience let us denote K := ||u||L∞(Q+1 )+
||g||H1+α(Q∗1/2) + |F (O)|.
We intend to find a number A ∈ R so that, for universal C > 0, 0 < γ < 1, α0 > 0 and
β = min{α,α0}, we will have
(A.5) osc
Q+
γk
(u(X, t)−Ay) ≤ CKγk(1+β), for any k ∈ N.
Now, to prove (A.5) we are going to show by induction that there exist universal constants
0 < γ << 1, C¯ > 0, α0 > 0 such that for β := min{α,α0} we can find a number Ak ∈ R for any
k ∈ N so that
(A.6) osc
Q+
γk
(u(X, t)−Aky) ≤ C¯Kγk(1+β)
and
(A.7) |Ak+1 −Ak| ≤ CKγkβ.
Note that the right constants will be deduced from the induction. The details follow.
First, for k = 0, take A0 = 0 and choose any C¯ ≥ 2. Next for the induction we assume that we
have found numbers A0, . . . , AN for which (A.6) and (A.7) are true.
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Now we consider a suitable problem with homogeneous Dirichlet data on the flat boundary in
order to use Theorem 30. Let v be the viscosity solution of


F (D2v)− vt = 0, in Q+r
v = 0, on Q∗r
v = u−By, on ∂pQ+r \Q∗r.
Then v satisfies maximum principle which gives
(A.8) osc
Q+r
v ≤ osc
Q+r
(u(X, t) −By) + Cr2|F (O)|.
From Lemma 30 we have that A := vy(0, 0) exists and
(A.9) osc
Q+r˜
(v(X, t) −Ay) ≤ C0
(
r˜
r
)1+α1 (
osc
Q+r
v + r2|F (O)|
)
for any r˜ ≤ r2 and also |A| ≤ C
(
1
r oscQ+r v + r
2|F (O)|
)
.
Next, we take r˜ = γr (note that γ is very small) in (A.9). Hence
(A.10) osc
Q+γr
(v(X, t) −Ay) ≤ C0γ1+α1 osc
Q+r
v + C0r
2γ|F (O)|
since γ1+α1 ≤ γ. Now take (universal) γ << 1 sufficiently small in order to have that C0γα1 < 1.
We denote by 1− θ := C0γα1 , where 0 < θ < 1 is a universal constant. Then combining (A.10) and
(A.8) we obtain
(A.11) osc
Q+γr
(v(X, t)−Ay) ≤ (1− θ)γ osc
Q+r
(u(X, t)−By) + Cr2|F (O)|.
Now to return to u we define w = u−By − v. Then


w ∈ Sp
(
λ
n ,Λ
)
, in Q+r
w = g, on Q∗r
w = 0, on ∂pQ
+
r \Q∗r.
Subsequently, applying again maximum principle we obtain oscQ+r w ≤ C||g||L∞(Q∗r). The reg-
ularity we have assumed for g will give the right decay for the oscillation of w. That is, (since
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g(0, 0) = 0,∇n−1g(0, 0) = 0)
|g(x, t)| = |g(x, t) − g(0, 0) −∇n−1g(0, 0) · x| for (x, t) ∈ Q∗r
≤ |g(x, t) − g(0, t) −∇n−1g(0, t) · x|+ |g(0, t) − g(0, 0)|
+ |x| |∇n−1g(0, t) −∇n−1g(0, 0)|
≤ C||g||H1+α(Q∗1/2)
(
|x|1+α + |t| 1+α2 + |t|α2 |x|
)
≤ C||g||H1+α(Q∗1/2)
(
max{|x|, |t|1/2}
)1+α
≤ C||g||H1+α(Q∗1/2)r
1+α.
Hence we obtain
(A.12) osc
Q+r
w ≤ Cr1+α||g||H1+α(Q∗1/2).
Adding (A.11) and (A.12) yields
osc
Q+γr
[u(X, t) − (A+B)y] ≤ (1− θ)γ osc
Q+r
(u(X, t)−By) + Cr2|F (O)| + C||g||H1+α(Q∗1/2)r
1+α.
Recalling that r = γN and using the hypotheses we get
(A.13) osc
Q+
γN+1
[u(X, t) − (A+B)y] ≤ K
[
(1− θ)C¯γγN(1+β) + C
(
γ2N + γN(1+α)
)]
.
We have to choose the right constants α0 and C¯. Take α0 so that γ
α0 = 1− θ2 and C¯ large enough
so that γθC¯4 ≥ C (note that our choices are independent of N). Then we return to (A.13) writing
1− θ as 1− θ2 − θ2 and recalling that β = min{α,α0},
osc
Q+
γN+1
[u(X, t) − (A+B)y] ≤ K
[(
1− θ
2
)
C¯γγN(1+β) + C
(
γ2N + γN(1+α)
)
− θ
2
C¯γγN(1+β)
]
≤ KC¯γ(N+1)(1+β).
Choosing AN+1 = AN +A the inductive proof is completed.
Then the limit limk→∞Ak is the number A of (A.5). 
Finally we prove a closedness result used in the text.
Proposition 31. (Closedness). Let {uk}k∈N ⊂ C(Q+1 ∪ Q∗1) are such that for every k ∈ N, uk
satisfies in the viscosity sense the following
F
(
D2v(X, t)
) − vt(X, t) ≥ 0, (X, t) ∈ Q+1
vy(x, 0, t) ≥ 0, (x, t) ∈ Q∗1
(A.14)
Assume that uk converges to u uniformly in any Q
+
ρ (x0, 0, t0) ⊂ Q+1 ∪Q∗1, then u satisfies (A.14)
in the viscosity sense.
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Proof. First note that proving that F
(
D2u
)− ut ≥ 0 in Q+1 in the viscosity sense is standard, see
for example Proposition 2.9 in [3]. So, it remains to study the Neumann sub-condition and the
proof is a suitable modification of the one for the equation.
Take any point P0 = (x0, 0, t0) ∈ Q∗1 and any test function φ that touches u by above at P0 in
Q
+
ρ (P0) ∈ Q+1 . We want to show that, φy(P0) ≥ 0.
We have for ǫ > 0 and any 0 < r < ρ, u(X, t) − φ(X, t) − ǫ2(|X − x0|2 − t + t0) < 0, for
(X, t) ∈ Q+r (P0) \ {P0}. Denoting by φ˜(X, t) := φ(X, t) + ǫ2(|X −X0|2 − t+ t0) and by Ar(P0) :=
∂pQ
+
r (P0) \Q∗r(P0) we consider,
c := max
(X,t)∈Ar(P0)
(
u(X, t)− φ˜(X, t)
)
< 0.
Then u− φ˜ ≤ c on Ar(P0).
Using the uniform convergence of uk to u and the definition of c, we have for large enough k,
uk(X, t)− φ˜(X, t) < uk(P0)− φ˜(P0) + c2 , for any (X, t) ∈ Ar(P0). Set
Ck := max
(X,t)∈Q+r (P0)
(uk(X, t)− φ˜(X, t))
which is achieved at some point (Xk, tk) ∈ Q+r (P0) ∪Q∗r(P0).
Therefore, for any large enough m ∈ N there exist points (Xkm , tkm) ∈ Q+1/m(P0) ∪Q∗1/m(P0) so
that (Xkm , tkm) → P0, as m→∞ and the test function ψkm := φ˜+ Ckm touches by above ukm at
(Xkm , tkm). Hence, we treat two cases:
1. If (Xkm , tkm) ∈ Q∗r(P0) we have that (ψkm)y (Xkm , tkm) ≥ 0, hence φy(Xkm , tkm) ≥ 0.
2. If (Xkm , tkm) ∈ Q+r (P0) we have that F (D2φ(Xkm , tkm) + ǫI)− φt(Xkm , tkm) + ǫ2 ≥ 0.
Now, if 1. is true for an infinite number of m’s then taking a suitable subsequence and passing
to the limit we derive, φy(P0) ≥ 0 as desired. Otherwise, 2. will be true for an infinite number of
m and so taking subsequences and limits we derive, F (D2φ(P0))− φt(P0)) ≥ 0.
To finish the proof we assume that φy(P0) < 0 (to get a contadiction). Then having in mind the
dichotomy above we conclude that F (D2φ(P0)) − φt(P0) ≥ 0 must be true. For small γ > 0, we
consider the perturbation of φ, φγ(X, t) = φ(X, t)+ γy− y
2
γ . Observe that if (X, t) ∈ Q+γ2(P0), then
γy − y2γ ≥ 0. Therefore, we obtain that φγ touches u by above at P0 and following the same steps
as we did for φ we conclude that
(φγ)y (P0) ≥ 0 or F (D2φγ(P0))− (φγ)t (P0) ≥ 0.
A direct computation of these quantities and choosing γ small enough (so that γ < −φy(P0),
2λ
γ > F
(
D2φ(P0)
)− φt(P0) + 1). 
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