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Abstract
This thesis explores survey responses in an attempt to uncover behavior that might
indicate that respondents are not exerting sufficient effort to ensure reliable responses.
By developing a rational choice theory about survey response behavior, new tests for
examining how respondents behave when answering opinion questions are established.
The first and most important problem addressed in this work is the identification of
respondents who shirk by providing responses that are not fully thought-out. Assum-
ing that shirking behavior is indicated by “no opinion” responses, this work explores
the frequency and sources of this behavior. The results from this analysis provide use-
ful recommendations for survey design. However, to further explore the implications
of shirking behavior a new measure of shirking is proposed. This measure, based on
survey response times, enables an examination of the implications of shirking behav-
ior and proposes possible ways by which shirking behavior might be accounted for
in the analysis of survey data. The results from this work suggest that if analysts
want to ensure that accurate results drawn from survey data, consideration should
be given to the likelihood that respondents shirk in answering survey questions.
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Chapter 1 Introduction to Shirking in Survey
Answers
Just as an experienced cook can tell how a large pot of soup will taste
by trying only a spoonful, it is possible to learn the opinions of a very
large group of people by talking to a small number of them (Groves 1989,
p. 239).
Surveys are based on the concept of obtaining information by asking questions (Tourangeau,
Rips & Rasinski 2000).1 But the data collected from questionnaires is “only as mean-
ingful as the answers the survey respondents provide” (Schwarz & Sudman 1996,
pg. 1). In other words, respondent behavior will determine the reliability or accuracy
of survey responses.
The potential that surveys might inaccurately measure beliefs or behaviors, intro-
duces doubt into the validity of survey data and the analytical results from this data.
To address this concern, this thesis considers how respondents deal with answering
survey questions. A formal rational choice model of survey behavior that accounts for
the cognitive costs and benefits of survey participation is proposed. Borrowing from
the labor economics literature, the behavior posited by this theory is called shirking.
By modeling respondents as rational agents who optimally select how much effort to
exert in answering survey questions, new insights into survey response behaviors are
obtained.
Four issues are of particular interest in the study of shirking behavior: (i) identify-
ing of behaviors that indicate when respondents are not providing carefully thought-
out responses, (ii) examining the factors that affect respondent behavior, (iii) deter-
mining whether shirking behavior has a significant effect on survey data, and (iv)
determining what can be done about shirking behavior among survey respondents.2
1For simplicity, the male pronoun will be used to refer to the respondent and the female pronoun
to refer to the researcher or interviewer.
2The first two of these issues are discussed extensively in this work although conclusive results
have not yet been obtained on the identification of shirking due to data limitations. The latter two
1
For surveys to achieve the goal of understanding the world a little better, a neces-
sary condition is that they collect accurate or reliable information (i.e., information
that truthfully represents what respondents know or believe), it is important that
appropriately selected respondents provide carefully thought-out responses to survey
questions. For factual or behavioral questions, it may be possible to validate survey
responses using auxiliary data but this is generally not an option in opinion studies.
As discussed below, identifying whether opinion expressions are reliable is compli-
cated by the possibility that opinions change. To address the identification problem,
this work draws on a variety of data sources to identify observable behaviors that
might be indicative of shirking.3
Assuming that shirking corresponds to observable behaviors, such as answering
questions quickly or providing a “no opinion” response, attention can be turned to
examining the factors which are likely to affect this behavior. Because the shirking
model has clear empirical implications, it is straightforward to test which factors
impact respondent behavior. Results from this analysis provide recommendations
about how to maximize the reliability of survey responses.
Given that shirking exists, the final question is what can be done about it? To
answer this question, measures of shirking are incorporated into several substantive
models of interest to test whether respondents who are identified as shirkers behave
differently than their non-shirking counterparts. Based on evidence from these tests,
empirical techniques are proposed to ensure that survey data is analyzed in an ap-
propriate fashion.
Survey researchers should be especially concerned about the possibility that re-
spondents shirk when answering survey questions; meaningful conclusions can only
be drawn from survey data if appropriately selected respondents provide carefully
issues are discussed briefly because the significance and correction of shirking cannot be resolved
without reliable measures of shirking. A discussion about the significance of shirking will depend on
the particular survey question under consideration and significance is defined.
3Although interview data is explored in an attempt to uncover behaviors that might be indicative
of shirking, no formal test of the identification problem are feasible because there is insufficient
information. Perhaps by asking respondents to indicate how much effort they exerted in answering
survey questions.
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thought-out answers. The issue of sample selection has been extensively discussed
by statisticians and survey methodologists (e.g., Cochran 1953, Brehm 1993) but the
question of obtaining reliable survey responses has primarily been viewed as “an art”
(Sudman, Bradburn & Schwarz 1995, Tourangeau, Rips & Rasinski 2000). Thus, very
few systematic and comprehensive studies have been done in the area of respondent
behavior. While a substantial literature exists in survey methodology concerning re-
spondent behaviors, most of this work involves the piecemeal examination of respon-
dents behaviors in specific settings. A unifying formal theory with clear empirical
implications is still missing.
By modeling survey response behavior as a function of effort, this thesis attempts
to provide a concrete environment within which to consider survey response behavior.
Assuming that respondents are able to assess costs and benefits from exerting effort to
answer survey questions, the shirking model proposes that rational respondents will
engage in answering survey questions only if the rewards outweigh the demands. Thus,
if the benefits from answering survey questions are not sufficient, some respondents
may choose to shirk by shortcutting their cognitive processes and providing responses
that are not fully thought-out.
This work draws upon ideas theories about comprehension, memory, judgment,
cognitive psychology, and rational choice behavior in order to model the cognitive
process of survey response.4 But
about what is happening in respondents minds when they answer survey questions
from in-depth interviews with survey respondents and from theories of comprehen-
sion, memory, and judgment. Given evidence that respondents recognize the costs
and benefits of answering survey questions, the effort exerted in answering these
questions will be affected by factors that determine respondents’ net benefits. These
factors, classified as task difficulty, respondent ability, and respondent motivation,
4Surveys of this survey methodology literature can be found in Jabine, Straf, Tanur & Tourangeau
(1984), Jobe & Loftus (1991), Hippler, Schwarz & Sudman (1987), Sudman, Bradburn & Schwarz
(1995), Schwarz & Sudman (1996). Sudman, Bradburn & Schwarz (1995), Zaller (1992), Krosnick
(1991), Tourangeau, Rips & Rasinski (2000), and Alvarez & Brehm (2002) summarize some of the
fundamental ideas about the cognitive and communicative processes involved in survey participation.
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will determine how diligently a respondent works at answering a question thereby
impacting the reliability of survey responses. Thus, with appropriate measures of
ability, motivation, and task difficulty, it is possible to evaluate the determinants of
shirking behavior.
The first topic confronted by this analysis is the identification of shirking. To
obtain insight into this issue, survey participants were interviewed to get an idea of
the ways in which people deal with answering complex survey questions.5
Since shirking cannot be observed directly, this thesis considers several different
means of identifying shirking. The first approach uses accuracy and response times for
factual questions to identify respondents who might be shirking. Next, “no opinion”
responses (indicated by the selection of the “don’t know” or “no opinion” response
options) are explored as indicators of shirking (Krosnick 1991).6 Because respondents
may choose a “no opinion” response despite exerting significant effort, response time
data is also explored as an alternative means of identifying shirking.
If shirking is demonstrated to be significant, its existence will yield important im-
plications for both survey design and data analysis. First, surveys should be designed
to collect data that enables researchers to identify when respondents are shirking. In
terms of data analysis, if shirking is perceived to be a significant problem, researchers
will need to account for this in any substantive analysis or face the possibility that
conclusions drawn from the data are invalid. Once responses are associated with
shirking, they should be treated differently from those coming from respondents who
are exerting enough effort to provide reliable responses.7
The first four chapters of this thesis explore the different components of the survey
response process. From interviews with survey respondents, discussed in Chapter 2,
and theories of comprehension, memory, and judgment, reviewed in Chapter 3, the
5The analysis of these interviews is contained in Chapter 2.
6Alternatively, “no opinion” responding might be viewed as a noisy signal of shirking since some
respondents might not be able to establish their opinions no matter how much effort they exert.
To proceed with this type of analysis some means of distinguishing which respondents really do not
have an opinion has to be developed. Current data sources do not contain sufficient information to
establish this distinction thus this type of analysis is beyond the scope of this thesis.
7In Chapter 7, different ways of accounting for shirking behavior are explored.
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foundations for the rational choice model of shirking are established. Observations of
response unreliability and instability are reviewed in Chapter 4, together with some
existing hypotheses explaining this behavior. Finally, the shirking model of survey
response behavior is developed in Chapter 5.
With the rational shirking framework in mind, the subsequent chapters in this
work explore the use of different indicators of shirking behavior, test the determinants
of shirking behavior, and determine the effect of this behavior on substantive survey
results. Beginning with the idea that shirking behavior is indicated by respondents
who quickly provide incorrect response to factual questions, Chapter 6 examines the
frequency and implications of this behavior. This chapter also implements an analysis
of shirking as indicated by the selection of “no opinion” responses in the 1980 and
1984 National Elections Studies (NES) Pre-Election Surveys. Given that objective
measures of question difficulty and measures of respondent ability and motivation
cannot fully explain “no opinion” response behavior, the analysis of “no opinion”
responding is extended to incorporate measures of question difficulty. Collecting
auxiliary difficulty data and using data available from the 1998 Multi-Investigator
Study, the effect of question difficulty on shirking behavior is explored. Chapter 7
extends the analysis of shirking, by implementing new measures of shirking which
rely on response times. With the measures of shirking identified from response times,
it is possible to examine the implications of shirking for the analysis of substantive
issues. Together with a summary of these new insights into respondent behavior,
the concluding chapter suggests what type of data would be useful for the further
exploration of shirking behavior in survey answers.
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Chapter 2 Talking about Answering Surveys
To speak with precision of public opinion is a task not unlike coming to
grips with the Holy Ghost (Key, V.O. Jr. 1966, p. 8).
2.1 Setting up the Conversation
Do people have well-established predispositions (Alvarez & Brehm 2000) on which
they base their responses to opinion questions or are survey responses derived from
considerations that are at “the top of their minds” (Zaller 1992)? Are survey responses
reliable, in the sense that they accurately represent what the respondent knows,
thinks, or believes? Do respondents behave in such a way as to ensure that their
answers do not change as a result of minor alterations to how questions are asked?
To try and address these questions and to better understand the factors that
determine survey respondent behavior, this chapter examines data collected through
in-depth interviews with subjects who completed the Caltech Internet Survey Project
(CISP) 2003 Attitudes Survey.1 These interviews provide a unique opportunity to
examine how much effort respondents exert in answering survey questions. From this
data, it is possible to identify different response behaviors that might be indicative
of survey answers that are not providing carefully thought-out or reliable.
2.2 The Pros and Cons of Interview Data
Although cognitive psychology has made inroads into understanding the processes
that respondents might use to understand and answer questions, data about what re-
1For simplicity respondents who participated in interviews will be referred to using the male
pronoun despite the fact that both men and women participated in the in-depth surveys. More
details about the Caltech Internet Survey Project (CISP) can be found in Appendix A.1 and Alvarez,
Sherman & VanBeselaere (2003).
6
spondents are really thinking about when they answer opinion questions is limited.2
To overcome this deficiency, eleven Caltech undergraduate students who participated
in the 2003 Attitudes Survey were selected to take part in one-on-one face-to-face
interviews. The data from these interviews provides new insights into the process of
answering questions about complex social policy issues. These in-depth interviews
offer a means of collecting data that cannot be easily uncovered through traditional
survey formats. The interviews, undertaken as part of this study, provided respon-
dents the opportunity to explain what they were thinking about when they answered
the survey and to describe how they established their opinions on the issues addressed
by the survey.
The interview setting allowed respondents to expand on their survey responses
and to describe their approach to answering survey questions. Since these one-on-one
interviews were undertaken face-to-face, both verbal and non-verbal communications
were collected.3 By facilitating an open discussion about the survey taking experience,
these interviews were able to uncover a new wealth of information concerning how
respondents form opinions and how they deal with answering survey questions.
Unfortunately in-depth interviews are not generally feasible. Interviewing all sur-
vey participants is likely to be prohibitively expensive when the subject pool is large.
In addition, because the analysis of the interview results depends on the interpreta-
tion of both verbal and non-verbal cues, it was important to provide a comparable
interview environment for all participants; maintaining this type of consistency is
particularly difficult if subjects are geographically dispersed and multiple interview-
ers are involved. As a result of these difficulties, in-depth interview data tends to be
2Survey questions designed to collect information about predispositions or core values have been
included in surveys, such as the General Social Survey (GSS), but this data does not reveal when
these predispositions influence survey responses. Another approach to collecting information on
how respondents form options has been through the use of open-ended questions; the NES has used
this approach by asking respondents to identify positive and negative aspects of candidates that
might influence candidate preference. Unfortunately, the structure of these questions encourages
respondents to justify their responses rather that explain how they would actually make a preference
judgment.
3Non-verbal cues were occasionally useful for determining the level of subject cooperation and
participation.
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limited in sample size and scope. In the use of interviews, the trade-off is between
the breadth of information obtainable and the sample size.
In the subsequent analysis, interview data was obtained from eleven subjects who
participated in the 2003 Attitudes Survey. Since interview participants were Cal-
tech students, it was possible to maintain a similar interview experience for each
participant—all participants were interviewed by the same interviewer in the same
setting.4 The small size also allowed the interviewer to collect as much information
as possible from each respondent. The trade-off is that the sample is not necessarily
representative of survey respondents in general. Of course the data does provide some
insights into how different respondents might deal with answering survey questions.
2.3 The 2003 Attitudes Survey
The 2003 Attitudes Survey, conducted in January 2003, was designed to capture gen-
eral attitudes towards social policy issues and the American government. The primary
focus of this survey was determining attitudes towards government policies concern-
ing medical marijuana and euthanasia. Additional information about respondents’
beliefs was collected in an attempt to establish the sources of the opinion expressed.
The questions asked in this survey were chosen to present topics that were both con-
troversial, complex, and currently debated by political elites. To capture respondents’
opinions about these issues the following questions were asked:
• Do you think the possession of small amounts of marijuana should or should
not be treated as a criminal offense?
• Regardless of what you think about the personal non-medical use of marijuana,
do you think doctors should or should not be allowed to prescribe marijuana
for:
– patients with terminal cancer?
– patients in the later stages of AIDS/HIV?
4The interviewer’s familiarity with Caltech also facilitated these interviews and ensured the in-
terview environment accommodated subjects’ needs.
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– patients with long-term chronic pain?
– patients with chronic migraine headaches?
• When a person has a disease that cannot be cured, do you think doctors should
be allowed by law to end a patient’s life by some painless means if the patient
and his family request it?
• Regardless of what you think about doctor assisted suicide, do you think a
person has a right to end his or her own life if this person:
– has an incurable disease?
– has gone bankrupt?
– is in chronic pain?
– has dishonored his or her family?
– is tired of living and ready to die?
In order to uncover the source of respondents’ opinions, a series of questions con-
cerning core values or predispositions relevant to medical marijuana and euthanasia
were also included in this survey. These questions were designed to help establish
respondents’ perceptions about society, laws, and God—values deemed to be relevant
to the discussion of marijuana policy and euthanasia/suicide.5 Responses from these
questions were used in the construction of social-trust, libertarianism, and fear-of-
God value scales. To encourage respondents to reflect on these issues when answering
questions about marijuana and euthanasia policies, the following questions about
society, laws, and God were asked at the beginning of the survey:
• Generally speaking, do you think that most people
– Can be trusted or you can’t be too careful?
– Try to take advantage or try to be fair?
– Try to be helpful or are just looking out for themselves?
– Work hard to get ahead or just get lucky?
• There are different ways of perceiving the role of laws in society. We would like
to know what principles you think should guide the application of laws.
5For a discussion about the values debated in reference to these issues, see, for example, Alvarez
& Brehm (2002) and Stein (Nov. 4, 2002).
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– Security or liberty?
– Prevention or punishment?
– Adherence to the law or flexibility in the law?
– Strict enforcement or liberal interpretation?
– Individual freedom or respect for authority?
• There are many different ways of picturing God (or The Divine Power). We
would like to know the kinds of images you are most likely to associate with
God (or The Divine Power). Below are some contrasting images, we would like
to know which most closely describes your image of God (or The Divine Power).
– Mother or father?
– Lover or judge?
– Creator or healer?
– King or friend?
Furthermore, to capture measures of how politically informed respondents were,
several factual knowledge questions were included. Data from these questions was
used to measure levels of respondent informedness about both the specific issues
under consideration and politics in general. The following questions were geared
towards respondents’ levels of political informedness:
• Approximately what proportion of marijuana users have also used “harder”
drugs such as cocaine and heroin?
• When did the U.S. outlaw possession of marijuana?
• Please identify the job or political office held by the following:
– Tom Ridge
– Kofi Annan
– John Walters
– Wolf Blitzer
This survey was available on the Caltech Internet Survey Project (CISP) website
and subjects who registered to become members for the Caltech Internet survey panel
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were directed to complete this survey.6 In addition, subjects were recruited from
among Caltech undergraduate students enrolled in political science classes. These
students were also encouraged to participate in in-depth interviews. In total 1,176
responses were provided to the 2003 Attitudes survey, including the eleven Caltech
students who were involved in the in-depth interviews.7
2.4 Interviews about Answering Surveys
Immediately following the completion of the CISP 2002 Attitudes Survey, eleven Cal-
tech students participated in in-depth interviews designed to supplement data avail-
able from survey responses.8 During these interviews, the participant and interviewer
reviewed the survey and discussed what the respondent was thinking about when
answering each of the above mentioned survey questions. Discussions during these
interviews were intended to uncover how respondents perceive survey questions, what
they think about when providing answers, and how they feel about the overall survey
experience. The goals of the in-depth interviews were to obtain more insight into how
people behave when they are asked to provide their opinions on complex issues, ways
of identifying respondent behaviors, and factors that influence respondent behavior.
Since standard survey questionnaires do not provide respondents sufficient oppor-
tunity to explain in detail how they feel about different issues nor do they provide
researchers the breadth of information necessary to fully understand how respondents
perceive different questions, interviews were determined to be the most appropriate
means of uncovering information useful for studying the amount of effort respondents
exert when answering survey questions. Results from these surveys provide insights
the identification of shirking behavior.
6See Appendix A.1 and Alvarez, Sherman & VanBeselaere (2003) for a further discussion of the
Caltech Internet Survey Project and the recruitment of panel members.
7Attention in this work will focus only on the responses from the eleven Caltech students who
participated in the in-depth interviews.
8These subjects were not randomly selected and thus their data is only intended to be illustrative
and not representative. To ensure anonymity of respondents, each was assigned a randomly generated
subject number between one and ninety-nine. These subject numbers allowed interview data to be
linked with survey responses and will be used in the discussion to identify the respondents.
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During the interviews, respondents were asked to describe their survey response
process. The interviewers reviewed the questions (as presented in the survey) with
the respondents and asked them to explain what they were thinking about when they
answered each question. Subjects were encouraged to pursue their stream-of-thought
about the survey taking experience during the interview. The following questions
were offered as guidelines for structuring the interviews:
• How do you feel about the survey?
• How do you feel about (specific questions)?
• What were you thinking about when you answered (specific questions)?
• Why do you think you were thinking this way?
• Did you think about pros and cons?
• Can you list some pros and cons you were thinking about concerning (mari-
juana/euthenasia)?
Interview subjects completed the survey in approximately 15 minutes and the
interviews lasted between ten and fifteen minutes. To ensure accurate reporting of
interview results, the interviews were recorded.9 Independent reviewers listened to
these tapes to assess the nature of subjects’ behaviors and to categorize respondent
behaviors.
Although the interviews allowed the subjects to respond to questions as they
wished, a basic format was followed by the interviewer. The first questions asked
for subjects’ general reaction to the survey and then the specific survey questions
were discussed individually. The interviewer probed subjects a number of times to
focus respondents on what they were thinking as they tried to express their opinion—
occasionally it was impossible to elicit this information because the subject spent the
interview trying to justify his answers or he had forgotten how he arrived at his
opinion.
9Tapes of these interviews will be maintained by the Caltech Internet Survey Project staff for no
more than ten years upon which time they will be disposed of appropriately.
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The information available from the interviews helps to illuminate different respon-
dent behaviors and identify factors that might influence these behaviors. By reviewing
the information from these interviews, it was possible to categorize subjects accord-
ing to how much effort they appear to have exerted. Based on the evidence from
interviews, respondents were assigned to one of three categories: those who exerted
sufficient effort to express their opinions reliably, those who did not exert enough
effort, and those who fell somewhere in between.10 The classification of respon-
dents into these categories was determined primarily by the nature of respondents’
discussions during the interviews. Respondents who were unable to explain their re-
sponses, who constantly indicated that they did not know the basis of their survey
responses, and who did not participate fully in the interviews, were determined to
not have exerted enough effort. At the other extreme, respondents who expressed a
clear understanding of the issues and demonstrated that their responses were based
on careful consideration were found to have exerted exerting significant amounts of
effort. The remaining subjects, who had some ideas of how they determined their
opinions but were unable to clearly explain the source of their survey responses were
classified in the middle category. Subject behavior was considered separately for the
two sets of questions about marijuana policy and euthanasia/suicide. Table 2.1 in-
dicates how respondent effort levels were distributed across both the marijuana and
euthanasia/suicide questions.
Table 2.1: Effort Exerted by Subjects on the Marijuana and Euthanasia Questions
Marijuana Questions Euthanasia/Suicide Questions
Categories of Effort Level Frequency Percent Frequency Percent
Sufficient Effort 6 54.54 5 45.45
In Between 3 27.27 4 36.36
Not Enough Effort 2 18.18 2 18.18
10It should be noted, however, that interview subjects may have exerted more effort because they
knew they were being observed, i.e., a Hawthorne effect (Mayo 1933).
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The data in Table 2.1 suggests that most of the interview participants appear to
have exerted a fair amount of effort in answering the survey questions. Only in about
eighteen percent of the responses was it obvious that respondents were not exerting
much effort.
Different indicators were used to categorize respondents according to the effort
they exerted. For example, subject 16 was classified as exerting sufficient effort on
both these questions because, despite indicating that he provided responses “off the
top of the head,” he was able to clearly explain the source of his beliefs on medi-
cal marijuana and euthanasia/suicide.11 The interview discussions with subject 26
also indicated that he had thought about medical marijuana extensively, but, when
asked about euthanasia/suicide, subject 26 vacillated on the responses he provided.
This subject was therefore classified as having exerted sufficient effort on the medi-
cal marijuana questions but placed in the middle category on the euthanasia/suicide
questions. At the other extreme was subject 42, who spent most of the interview say-
ing “don’t know,” avoiding the discussion of how his survey responses were attained,
and refusing to look directly at the interviewer. Subject 96, despite mentioning that
the survey was not difficult to answer, also said “don’t know” frequently during the
interview and was easily swayed from his opinion expressions. Thus, these latter two
subjects were classified as not having exerted much effort on both sets of questions.
In order to identify different response behaviors that might be indicative of un-
reliable responses, it is useful to look at the survey responses of interview subjects
determined to have not exerted much effort. Subjects 96 and 42, for example, pro-
vided mainly “no opinion” responses to the medical marijuana and euthanasia/suicide
questions. However, other subjects, such as subject 37, who vacillated during the in-
terview and thus was classified as having exerted a medium amount of effort, selected
substantive responses rather than “no opinion” responses. Taken together, the be-
havior of these three subjects suggests that, in an attempt to minimize the effort
11To ensure anonymity of respondents, each was assigned a randomly generated subject number
between one and ninety-nine. These subject numbers allowed interview data to be linked with survey
responses.
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exerted, a subject may say that he has “no opinion”or he may select a response op-
tion that does not really reflect his opinions. Furthermore, the fact that these three
respondents did not take significantly longer than other subjects to answer the sur-
vey suggests that these respondents did not take enough time to carefully answer the
survey questions.12 Given that some respondents appear to have answered quickly
without careful consideration, short response times can provide an alternative means
of identifying respondents who do not exert enough effort to provide reliable answers
to survey questions.
In order to determine when respondents are likely to provide unreliable survey
responses, it is useful to examine the factors that might influence how much effort
respondents choose to exert. Evidence from the interviews suggests that both ques-
tion and respondent characteristics are likely to affect how much effort a respondent
chooses to exert. For example, interview participants who indicated that they were
interested in politics or for whom these specific issues were of particular interest were
more likely to clearly explain the source of their opinions and did not vacillate in their
responses. Also, some respondents were unable to reconcile their opinions about one
particular issue but had no difficulty with the others. This suggests that certain
questions may be more difficult for some respondents.
These in-depth interviews also provided evidence that respondents recognize the
rewards of survey participation. For example, subject 29 indicated that he “ap-
preciated the opportunity to take part in this type of survey.” Other respondents,
including subject 21, thought that the survey questions were particularly important.
In the interviews, these respondents demonstrated real enthusiasm for the survey and
the issues under consideration; these respondents were also able to speak extensively
about their opinions and the sources of their opinions. This supports the idea that
respondents who find surveys rewarding will be more motivated to answer survey
questions. On the other hand, respondents indicated that answering some of the
questions was demanding; several subjects mentioned that they found many of the
12Unfortunately, response times were not collected during the 2003 Attitude Survey so it is im-
possible to establish the relationship between effort and response time using this interview data.
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survey questions difficult to answer. For example, subject 72 indicated that the ques-
tion about euthanasia was difficult because it required him to consider his religious
beliefs, how he would feel if a family member’s suffering was so acute that the only
respite was suicide, as well as recent media reports about cases of euthanasia. To-
gether this evidence suggests that respondents consider both the costs and benefits
of survey participation.
Insight from these interviews provides context for the analysis of survey respondent
behavior. First, the evidence here suggests that some people may provide unreliable
survey responses because they do not exert much effort. Second, respondents may
display this behavior by selecting the “no opinion” response option or by providing
answers quickly and without careful consideration. Furthermore, the amount of effort
respondents exert in answering questions appears to depend on both respondent and
question characteristics. This evidence, together with theories of comprehension,
memory, and judgment, reviewed in the next chapter, provide a justification for the
shirking model developed in Chapter 5.
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Chapter 3 Demands and Rewards from
Answering Surveys
I know [patriotism] exists, and I know it has done much in the present
contest. But a great and lasting war can never be supported on this
principle alone. It must be aided by a prospect of interest, or some reward
(Washington April 21, 1778).
Surveys, with “a stranger on your doorstep or in your living room” carefully record-
ing answers to a wide variety of questions, have been described as an “odd social
experience” that many people “may find flattering” (Mueller 1973, p. 1).1 An alter-
native view is that surveys are just a different form of social exchange (Dillman 2000,
Tourangeau, Rips & Rasinski 2000). Both of these views, however, emphasize the
importance of the social interaction between a surveyor and a respondent. As with
most social exchanges, individuals will be motivated by the rewards of their actions
(Blau 1964, Gallegos 1974, Dillman 1978, Goyder 1987). This chapter reviews the-
ories of comprehension, memory, and judgment to establish the potential demands
and rewards from answering survey questions.2
Answering questions places cognitive demands on respondents. The descrip-
tive model of the survey response process identifies four cognitive steps of answer-
ing a survey question: comprehension, retrieval, judgment, and response selection
(Tourangeau, Rips & Rasinski 2000). Comprehension encompasses such processes as
attending to the question, accompanying instructions, and identifying the informa-
tion sought (Clark 1985, Graesser, Singer & Trabsso 1994, Lehnert 1978). Retrieval
and judgment involve recalling relevant information or ideas from memory and filling
1The survey taking experience may be more familiar today since the use of survey research is
extremely widespread. Modern surveys are also more likely to be administered over the telephone.
2A related issue is how the demands and rewards of surveys affect the decision to participate
in the survey. Individuals who expect a survey not to be sufficiently rewarding are likely to refuse
to participate in the survey. This behavior is described as unit non-response and is distinct from
the “no opinion” response behavior, often referred to as item non-response, examined in this work.
For a discussion of how the costs and benefits of survey participation affect unit non-response, see
Brehm (1993).
17
in incomplete memories or opinions (Tourangeau, Rips & Rasinski 2000, Tourangeau
& Rasinski 1988a, Tourangeau, Rasinski, Bradburn & D’Andrade 1989). Finally,
answering requires that a respondent edit his retrieved judgments and, if response
options are provided, map these judgments into the provided response categories
(Tourangeau & Rasinski 1988b). Effort is required to carefully perform these various
stages of answering questions. The effort required to reliably answer questions will
depend on how the question is worded, the type of information being requested, how
the respondent has stored information in his memory, and his ability to draw infor-
mation from his memory. Different types of questions will place different demands on
respondents. For example, if asked how many times he visited the doctor last year,
the respondent must identify the one-year time period under consideration, recall his
behavior, and then map these behaviors into responses. However, if asked how he
feels about abortion, a respondent has to evaluate his thoughts, beliefs, and feelings
about abortion (possibly including the specifics of what abortion entails, his religious
or moral values, and his feelings about the rights of the women and the unborn fetus
involved) in order to determine how to express an opinion. Given the various compo-
nents to answering surveys, respondents “may, quite reasonably, view the interview
as a task” (Brehm 1993, p. 59).
Despite the demands or costs of survey participation, some people do agree to par-
ticipate. For these individuals, perceived rewards must outweigh the costs (Brehm
1993). Although the rewards or benefits from participating in surveys are rarely
pecuniary in nature, respondents might derive benefits from the opportunity for self-
expression, for interpersonal exchange, for intellectual challenge, for self-understanding,
or for emotional catharsis (Dillman 2000). People might also participate in sur-
veys because they feel it is their civic duty or because they think their responses
might help governments and businesses make better-informed decisions (Riker &
Ordeshook 1968, Krosnick 1991). When asked why they participated in the 1989
Detroit Area Studies (DAS), almost half of the respondents talked about the useful-
ness of surveys or their personal enjoyment from survey participation. The decision to
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participate in a survey, however, is only the first step in the survey response process.
Conditional on participation, respondents still have the opportunity to determine
how much effort they will exert when answering individual questions. However, if
the perceived demands and rewards of survey participation are a function of how
much effort respondents anticipate exerting in answering the survey questions, these
demands and rewards will affect both the survey participation decision and response
behavior on each question. Hence both the decision to participate and the choice of
how much effort to exert in answering each question will depend on the same factors.
By conceptualizing survey response behavior as a function of the demands and
rewards from answering survey questions, it is possible to obtain specific predictions
about survey respondent behavior. For example, if a question places significant de-
mands on respondents, a cost-benefit model of survey response behavior would predict
that responses to this question will be less reliable. Assuming that, as discussed in
Section 5.5, respondents who choose the “no opinion” response option or who an-
swer questions quickly are not exerting sufficient effort to provide reliable responses,
it is possible to test which respondent and survey characteristics affect respondent
behavior and response reliability. These results provide new insights into why survey
responses might not be reliable and offer suggestions on how to ensure that survey
results are meaningful.
The various cognitive components of the question-answer process are examined
below to help determine the demands placed on respondents during surveys. Subse-
quently, the rewards from survey participation are considered in an effort to establish
why respondents would be motivated to answer survey questions. The factors that
affect the demands and rewards of survey participation are examined closely in an
attempt to uncover possible causes of unreliable survey responses.
3.1 Costs or Demands
The costs of survey participation are primarily a function of the survey questionnaire
and respondents’ interest or ability. As discussed above, the demands of any particular
19
survey question will depend on the type of information requested, whether or not the
respondent has acquired relevant information, how this information has been stored
in memory, and the respondent’s ability to use recalled information in answering
the survey question. Researchers, recognizing these limitations, have tried to piece
together cognitive theories in order to explain how people answer different types of
questions.
As mentioned in the introduction to this chapter, the accepted view of the sur-
vey response process involves four steps: understanding, retrieval, assessment and
integration, and response selection. Cognitive psychology provides insights into the
demands these steps place on respondents. Unifying ideas about comprehension,
memory, judgment, and communication, survey behaviorists have developed various
explanations for different types of respondent behavior. Although these behavioral
interpretations are primarily descriptive, they provide insights that are incorporated
into the shirking model of survey response. In particular, this work helps establish
a better understanding of the demands and costs associated with different types of
survey questions.
3.1.1 Understanding
The first requirement for social exchange, such as survey participation, is understand-
ing. To answer questions accurately, a respondent must pay attention to the instruc-
tions and questions in order to identify the information sought (Clark 1985, Graesser,
Singer & Trabsso 1994, Lehnert 1978). Many reporting problems in survey responses
arise because respondents misunderstand the questions (Tourangeau, Rips & Rasinski
2000). Research on the pragmatics of language and conversation emphasizes the rea-
soning involved in the comprehension of questions (Grice 1989, Lewis 1975, Sperber
& Wilson 1986, Clark & Schober 1992).
After interpreting the instructions, a respondent must determine what the ques-
tion is asking. The grammatical and phonological structure of questions or inter-
rogative sentences is different from that of typical declarative statements—the gram-
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matical structure of a question is usually such that emphasis is placed on the con-
struct for which information is being sought. This often occurs by inverted word
order: “What is your opinion on abortion?” rather than “Your opinion on abortion
is what?” Theories about the semantics of questions suggest that questions can be
viewed as a set of possible answers (Tourangeau, Rips & Rasinski 2000, Groenendijk
& Stokhof 1997, Higginbotham 1996). In this context, the objective of survey method-
ologists is to ensure that questions are worded so that respondents can link the key
terms and relevant concepts to provide the correct response from the set of possible
answers.
According to current generative theories of grammar, interrogative statements
contain an unpronounced grammatical marker or trace that identifies what the ques-
tion is seeking (Radford 1997). The understood trace in yes/no questions like “Do
you approve of George Bush?” is the yes/no response. In questions beginning with
wh-words (i.e., who, where, when, why, what, which, and how), identifying the trace
can be more complicated, especially when there are several modifiers in the question
(Tourangeau, Rips & Rasinski 2000). For example, the question “When did you last
visit the doctor?” requires the respondent to indicate the date of his most recent doc-
tors visit. However, the question “When did you last speak with your doctor?” might
include both doctor’s visits and telephone conversations. Ambiguity and complexity
introduce syntactical difficulties that make answering questions harder. Furthermore
the resolution of ambiguity or complexity may vary across respondents.
Semantic effects such as presupposition, unfamiliarity, and vagueness are also
likely to complicate the determination of the appropriate set of possible answers
(Tourangeau, Rips & Rasinski 2000). For example, the question about visiting the
doctor assumes that the respondent actually does visit a doctor. If, instead, the
primary health provider is not a doctor, the correct response set may be difficult to
determine. Unfamiliar or vague terms may also complicate the response process; even
terms that are commonly used may introduce uncertainty. For example, in questions
that ask respondents to rate their feelings (i.e., “Would you say that you and your
21
family are much better off, better off, just about the same, worse off, or much worse
off financially as you were a year ago?”), the interpretation of the response scales may
vary across respondents (Aldrich & McKelvey 1977).
The demands that comprehension places on respondents are a component of the
cost incurred if respondents choose to answer questions carefully. Understanding
how different respondents perceive this source of difficulty enable the identification of
different respondent behaviors.
3.1.2 Memory and Recall
The demands placed on respondents are not limited to simply understanding the
question. Once a question has been interpreted (correctly or not), respondents must
retrieve relevant information. Memory consists of various kinds of information—
details specific to events or issues, event tallies, generic knowledge or stereotypes, and
feelings or impressions (Rosch & Lloyd 1978, Schank & Abelson 1977, Schank 1982,
Smith 1991, Smith, Jobe & Mingay 1991, Pillemer, Goldsmith, Krensky, Kleinman
& White 1991, Tulving 1983, Kolodner 1985, Conway 1996, Lodge, McGraw & Stroh
1989). But memories are not always completely accurate, especially as they fade over
time, nor are they always organized in a fashion that is amenable to answering survey
questions.
Contemporary theories of forgetting suggest that the experience of similar events
combined with the passage of time will interfere with memory about a specific event.
Repetition and lack of distinction are likely to result in a person encoding multiple
memories in the same index (Kolodner 1985). Studies of very-long-term memory
demonstrate that the rate of forgetting varies with the type of information (Bradburn,
Rips & Shevell 1987). Further studies have demonstrated that things that occur close
to significant life events or temporal landmarks (i.e., the first day of college) are easier
to recall (Kurbat, Shevell & Rips 1994). These differences are attributed to the way
in which respondents store and retrieve different memories and thoughts.
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The process of recalling information is likely to be somewhat circular (Tourangeau,
Rips & Rasinski 2000). For example, if asked when he last visited the doctor, a
respondent might take various approaches to recalling relevant information or ideas.
Figure 3.1 demonstrates some possible steps. The respondent might remember that
on his 40th birthday in April he did not feel very well. He might then remember that a
few days after his birthday he went on a golf vacation and had to cancel a few rounds
of golf. From this he might recall that he waited several months to see a doctor.
Alternatively, he might remember that his new job, which started in July, provided
him with a new insurance policy through which he found a new doctor. These results
combine to provide an estimate concerning the date when the doctor was visited. The
figure emphasizes that there may be multiple routes to recalling memories and that
linkages between references need not be linear in time (Friedman & Wilkins 1985).
When memories or thoughts are indistinct or non-unique, respondents will have to
make judgments or inferences and this will require additional effort.
Figure 3.1: Memory and Recall for Doctor Visit Event
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When asked to provide opinions, respondents are unlikely to have specific memo-
ries concerning the issue under consideration. Instead, respondents are likely to base
their attitude expressions on a variety of components including general feelings, likes
and dislikes, overall political leanings, and tallies of events.3 For example, in deter-
mining voting intentions a voter might “canvas his likes and dislikes of the leading
candidates and major parties involved in an election” (Kelley & Mirer 1974, p. 574).
Alternatively, voters may draw on a summary tally to inform their evaluations when
asked to indicate their candidate preferences (Lodge, McGraw & Stroh 1989).
Information relevant to opinions will be stored and accessed the same way as other
memories and effort will be required to retrieve this information. Unlike factual or
event recall questions, however, opinions are likely to be based on many different types
of memories. The way in which these are retrieved and related to the question will be
affected by the interview process and characteristics of the respondent. For example,
one respondent may be motivated by the interviewer to exert significant amounts
of effort to remember all his ideas about medical marijuana, a second respondent
may already have a crystalized opinion on this issue, while a third might not wish to
consider the issue in enough depth to express his opinion accurately. Differences across
respondents and questions must be examined in order to establish the likelihood the
a respondent will provide a reliable response.
3.1.3 Retrieval and Judgment for “Factual” Questions
Because searching memory for information is an imperfect process, respondents may
retrieve different types of information and make judgments based on multiple pieces
of information. For example, when asked to answer a factual question about the
date of the most recent doctor’s visit, the respondent must try to retrieve any mental
record related to this event. In the best case, the respondent will be able to recall
their last doctor’s visit directly but, as suggested by Figure 3.1, in many situations
he may have to rely on circumstantial or indirect evidence.
3These components on which opinions are based will subsequently be referred to as belief con-
structs.
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Factors that affect individuals’ ability to retrieve information about events include
how important the event was, temporal landmarks related to the event, and the
distinctiveness of the event (Kolodner 1985, Bradburn, Rips & Shevell 1987, Kurbat,
Shevell & Rips 1994, Tourangeau, Rips & Rasinski 2000). Question design issues, such
as the length of period under consideration and the pace of the interview, are also
likely to affect retrieval. Finally, characteristics of the respondent will affect how much
effort would be required to retrieve information about events accurately. Respondents
who are adept at performing complex mental operations will be better able to retrieve
information from their memories (Krosnick 1991, Krosnick & Alwin 1987, Schuman &
Presser 1981).4 The amount of cognitive practice a respondent has with the topic of a
particular survey may also facilitate answering questions, i.e., the more an individual
has thought about a topic, the easier it should be to retrieve the relevant information
(Zaller 1992).
After remembering relevant information, a respondent may have to “tote up, av-
erage, combine, or summarize information” before being able to answer the question
(Tourangeau, Rips & Rasinski 2000, pg 136). This suggests that a resulting survey
response might best be represented by a weighted average of judgments,
∑
J
Weightj ∗
Judgmentj
J
with
∑
J
Weightj = 1, (3.1)
where the weights are determined based on factors such as the strength or reliabil-
ity of the judgment.5 This weighting procedure offers a mathematical summary of
how respondents might determine their responses even if judgments are conflicting.6
Respondents will have to exert different amounts of effort depending on how many
judgments they retrieve and how complicated these judgements are to reconcile.
4This aptitude has been referred to as cognitive sophistication in the survey methodology litera-
ture.
5If only one judgment is determined to be relevant then the weight on this judgment would be 1.
6The multiplicity of judgments is also relevant for attitudinal questions. Section 3.1.4 discusses
the possibility of coincidence of ideas in relation to opinion formation and expression.
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3.1.4 Retrieval and Judgment for Attitude Questions
Attitude questions, like many factual or behavioral questions, will require respondents
to judge the information they recall in order to respond to a question. As part of
this process respondents must “form” an opinion.7 Whether respondents form their
opinions “on the door-step” (Converse 1964, Zaller 1992, Zaller & Feldman 1992) or
from underlying predispositions (Alvarez & Brehm 2002), the retrieval and judgment
process for attitude questions can be quite involved. In fact, on average, self-relevant
factual questions generally take less than one second to answer while typical response
times for attitude questions are between two and three seconds (Bassili & Fletcher
1991, Fazio & Williams 1986).
Retrieval and judgment for attitude questions requires respondents to undertake
a multistage process. First they must evaluate and incorporate information. This
information can then used to form considerations, beliefs, predispositions, and values.
Then these considerations, beliefs, predispositions, and values must be reconciled in
the formation of opinions. And finally, all the thoughts identified during the retrieval
process have to be evaluated in the expression of opinions.
Information
Information plays a very important role because it enables respondents to shape their
beliefs by persuading or cueing (Zaller 1992). A persuasive message provides informa-
tion that can induce a person to change or solidify his opinions. “Medical marijuana
has alleviated the suffering of patients with AIDS, cancer, and glaucoma” is an ex-
ample of a persuasive message. A cueing message consists of contextual information
that activates existing beliefs. For example, in the 1987 NES pilot study, respon-
dents were asked about their opinions concerning U.S. support for the Contra rebels
in Nicaragua; when questions contained cues about the Contras association with the
fight against communism in Central America, different beliefs were triggered than
7Respondents might have pre-existing opinions on certain issues, in which case they “form” their
opinions by simply calling to mind their pre-established opinions.
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when respondents were simply asked whether they supported increasing aid to the
Contras (Zaller 1992). Persuasion is a direct effect of information on opinions, while
belief activation, as a result of cueing, represents an indirect effect of information. An-
other way that information might influence a person is by reducing their uncertainty
(Alvarez & Brehm 2002) thereby making the response selection easier.
According to Zaller (1992, p. 6), opinions arise from the marriage of information
and predispositions.8 In other words, new information will be integrated with an
individual’s existing belief structures.9 Although much of the existing literature on
opinion formation is ambiguous with regards to the way in which this integration
occurs.10
Opinion Formation and Expression
That people do not walk around with fully articulated opinions on every issue is ac-
knowledged (Achen 1975). Instead, researchers search for underlying structures that
8In Zaller (1992) predispositions appear to describe individuals’ inclinations or leanings while
Alvarez & Brehm (2002) define predispositions as moderately durable belief constructs.
9The term belief structures is used to denote fundamental components of respondents beliefs.
These might include predispositions, considerations, or attitudes. This terminology is used to dis-
tinguish these constructs from the reported beliefs that respondents provide in response to opinion
survey questions.
10Whether belief updating takes place as a result of simple averaging (Tourangeau, Rips & Rasinski
2000), as a result of filtered elite messages (Zaller 1992), or by incorporation of elite information
based on the degree of reliability or certainty (Alvarez 1998, Alvarez & Brehm 2002), the formation
of opinions is likely to be quite involved. According to Zaller (1992), people resist arguments that
are inconsistent with their predispositions, thus only certain types of messages will be received.
If respondents perfectly filtered information based on their predispositions, their opinion would
not change since they would only receive messages that support their current opinion. However,
if filtering is less than perfect, information that contradicts predispositions will be received but
at a lower rate than confirmatory information. These rates of information inflow together with
the volume of both contradictory and confirmatory information will affect the probability that an
individual will change his opinion. Although both Zaller (1992) and Alvarez & Brehm (2002) agree
that predispositions are likely to derive from elite discourse, there appears to be relatively little
discussion about how these predispositions develop over time. The in-depth interviews, for example,
suggested that predispositions or values were determined from upbringing and past experiences.
This suggests that these predispositions are learned early in life and are not easily updated since
predispositions affect the information received. A fully developed model of information filtering
and opinion change would have to take into account the history of an individual. In such a model,
opinions will be path dependent in such a model. While this idea has merit, the objective here is
simply to recognize the potential complexity of opinion formation.
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enable respondents to render judgment on opinion questions.11 Proposed sources
of opinions include: considerations (Zaller 1992) and predispositions (Alvarez &
Brehm 2002). Zaller (1992, p. 40), defines considerations as “any reason that might
induce an individual to decide a political issue one way or the other.” This necessar-
ily admits the possibility that preferences may be based on temporary assessments.
Tourangeau, Rips & Rasinski (2000), building on Zaller’s idea, identify three sources
of attitudes: specific beliefs or feelings, general attitudes or values, and impressions
or stereotypes. While this insight does not eliminate the possibility that opinion
expressions are malleable, some of these sources of opinions are of a more enduring
nature. On the other hand, in Alvarez & Brehm (2002), predispositions are defined as
durable moderately specific belief structures with object-relevant contents, like iden-
tities, classifications, and standards; they include values, group attachments, affective
judgments, and expectations.
While disagreement remains concerning the cognitive structures underlying the
expression of opinions, the consensus is that opinions are pieced together from various
elements. For example, when asked whether he approves or disapproves of President
Clinton, a respondent is likely to consider many things, such as knowledge about
the economic conditions during the Clinton administration, core values concerning
morality, feelings about the Middle East Peace Process, or expectations concerning
Clinton’s trustworthiness. As with judgments on factual questions, the process by
which considerations or predispositions are combined is poorly understood. However,
it is clear that the demands placed on a respondent will depend on the number of
considerations or predispositions activated by a survey question and the relationship
among these belief constructs.12
The coincidence of predispositions can induce three possible states of mind: un-
certainty, equivocation and ambivalence (Alvarez & Brehm 2002, p. 58). Uncertainty
11See, for example, Zaller (1992), Zaller & Feldman (1992), Tourangeau, Rips & Rasinski (2000),
Lippmann (1922), and Alvarez & Brehm (2002). Lippmann (1922, p. 59) summarized this idea when
he said that opinions are “to be pieced together out of what others have reported and what we can
imagine.”
12A belief construct is activated if a respondent identifies it as relevant to the issue under consid-
eration.
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is described as a situation where multiple predispositions do not affect response vari-
ability and additional information reduces response variability. Equivocation occurs
when multiple predispositions are reinforcing—response variability is reduced by both
coincidence of predispositions and the level of information. Finally, respondents are
deemed ambivalent if both information and the coincidence of predispositions increase
response variability.
Returning to the Clinton approval question, respondents may have difficulty de-
termining their feelings because they are ambivalent—they may, for example, be torn
between their concerns over Clinton’s Middle East policy and their support for his
economic policies. On the other hand, in cases of equivocation (when respondents
have reinforcing beliefs or feelings concerning Clinton), respondents will be more easily
able to express their opinions ceteris paribus. Additional information is also likely to
affect respondents’ feelings concerning Clinton. More information may make it easier
for individuals who were uncertain to provide reliable opinion expressions but more
information (particularly contradictory information) can also increase ambivalence
thereby making the response process more difficult. In other words, the difficulty of a
question will depend on the situation and the specific respondent involved. Because a
multiplicity of belief constructs (i.e., considerations, predispositions, core values, etc.)
may be activated by a survey question, respondents will have to carefully combine
and access these belief constructs in order to provide reliable answer.s For exam-
ple, in determining for whom to vote, a voter must retrieve relevant memories or
ideas about the candidates and parties. Whether a respondent’s belief constructs are
pre-formulated tallies or itemized likes and dislikes will affect how much effort the
respondent will be required to exert in order to provide a reliable opinion expression.
Wilson & Hodges (1992) describe the process of answering an opinion question
as a matter of consulting appropriate mental files. But memory has been shown to
be systematically biased (Lodge, McGraw & Stroh 1989); anecdotal evidence also
indicates that information is not conveniently organized in files that can be eas-
ily retrieved when asked to express opinions (Tourangeau, Rips & Rasinski 2000).
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Instead, opinion expressions will be determined by the accessibility of belief con-
structs (Zaller 1992, Tourangeau, Rips & Rasinski 2000). The activation of be-
lief constructs is likely to be affected by both elite discourse and survey design
(Gamson & Modigliani 1987, Kinder & Sanders 1990). Furthermore, people might
arrive at their responses using a “high-road” or a “low road” (Cannell, Miller &
Oksenberg 1981, Krosnick 1991, Krosnick & Alwin 1991, Stack & Martin 1987).
For example, Krosnick (1991) proposes that respondents “satisfice” by shortcutting
their cognitive processes and providing responses that are not carefully thought-out.13
None of these models, however, contains an explicit explanation of why certain belief
constructs are more likely to be activated.
Examining considerations and predispositions activated by questions is important
to interpreting respondent behaviors. As with factual questions, both individual char-
acteristics and question design will affect how opinions are formed and expressed. A
better understanding of the demands respondents identify relative to specific ques-
tions can provide insight into the response process and help explain why respondents
report unreliable opinions.
3.1.5 Reporting Responses
“Even when respondents have a clear answer to report, it may not be clear to them
how to report it” (Tourangeau, Rips & Rasinski 2000, p. 13). Once a respondent has
determined his answer to a particular question, be it a factual, behavioral, or attitude
question, this answer has to be reported. When faced with questions containing fixed
response options, respondents must map their judgments into the scale provided.
As discussed in Section 3.1.1, response options may be vague or unclear. For
example, when asked to identify their position on a scale, different respondents use
different anchors to identify the endpoints of the scale (Aldrich & McKelvey 1977).
Also, more than one response option may be appropriate and forcing respondents
to choose can introduce unreliability of responses. Even if the question offers an
13See Section 4.2.2 for a more thorough discussion of the satisficing model.
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open-ended response, respondents are likely to edit their answers for consistency or
acceptability. Again, the demands of the survey, which depend on the structure of the
survey and respondent characteristics, will determine how respondents behave when
reporting their responses.
3.2 Benefits or Rewards
Having identified the possible demands of survey participation, the next stage to
understanding respondent behavior is to recognize the benefits derived from survey
participation.
As discussed at the beginning of this chapter, respondents will be encouraged to
incur the cognitive costs of survey participation if they view the survey process as
rewarding. Given that survey researchers ask participants to exert effort and incur
the costs of answering questions, it is important to compensate respondents for their
efforts. If survey researchers are concerned about the reliability of survey responses,
compensation for survey participation should ideally be contingent upon the cognitive
effort exerted by the respondent.
3.2.1 Financial Rewards
Financial rewards have been discussed as a means of compensating respondents for
participating in surveys.14. The debate over how much and when to pay respondents
has focused primarily on ensuring higher response rates (Dillman 2000, James &
Bolstein 1992, Johnson & McLaughlin 1990) but appropriately designed financial
rewards may also have an affect on the amount of effort respondents exert in answering
individual questions—recall that the factors influencing the decision to participate are
directly linked with those that affect response behavior on individual questions. Thus,
a consideration of how to compensate respondents for exerting effort in answering
questions will have direct implications for encouraging higher survey response rates.
14see, for example,, Church (1992)
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Typically, financial compensation for survey participation entails some form of
lump sum payment but this will not guarantee that respondents exert enough effort
to provide reliable responses. Payments contingent upon effort would encourage re-
spondents to more exert effort but this may not be an option as it is difficult, if not
impossible, to directly measure effort and link it to payments.
3.2.2 Non-Pecuniary Rewards
Non-pecuniary rewards, such as contributing to policy discussions, however, may
be more closely tied to effort. For example, if a respondent considers the issue of
medical marijuana very important and thinks that his survey responses are likely to
affect policy, he should be willing to exert enough effort to provide reliable responses
to questions about medical marijuana. However, if a respondent views an issue as
irrelevant or thinks that his responses are unlikely to have any effect on relevant
policy outcomes, he may prefer not to exert much effort. Thus, these forms of non-
pecuniary rewards will play an important role in determining the effort respondents
exert in answering survey questions and, ultimately, the reliability of their survey
responses.
Unfortunately, the understanding of the non-pecuniary rewards derived from sur-
vey participation is limited. As mentioned above, it has been proposed that respon-
dents might derive benefits from the opportunity for self-expression, for interpersonal
exchange, for intellectual challenge, for self-understanding, or for emotional catharsis
(Brehm 1993, Dillman 2000).15 Rewards may also be incurred because people feel
that they are “performing their civic duty” or “informing government and business
decisions” (Riker & Ordeshook 1968, Krosnick 1991).
15Dillman (2000) identifies “best-practices” in survey design and as a component of this he outlines
several ways of minimizing the demands on respondents and offering appropriate non-pecuniary
compensation and encouragement. In particular, Dillman (2000, pp. 15-21) provides a list of possible
ways to “reward” respondents.
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3.2.3 Some Evidence of Rewards
In an attempt to understand what motivates survey participation, the 1989 Detroit
Area Study (DAS) asked respondents why they agreed to be interviewed. The factors
that influence survey participation have been categorized as functions of the respon-
dent’s relationship to the interview, relationship to interviewer, and relationship to
self (Brehm 1993). The top four reasons for participating in the survey were as follows:
(1) curious about/interested in surveys, (2) believe surveys help solve problems and
let government know what people want, (3) the respondent sees himself as a helpful
or nice person, and (4) the respondent enjoys expressing opinions. Since almost half
of the respondents talked about the usefulness of surveys and their personal enjoy-
ment of the survey participation process, this indicates that the rewards from survey
participation are related to emotional catharsis and easing of social conscience.
Chapter 2 also identified some preliminary evidence suggesting that respondents
are aware of the rewards from survey participation. Several of the interview partici-
pants who completed the 2003 Attitudes Surveys mentioned that they valued the op-
portunity to express their opinions on the issues of abortion and euthanasia. Subjects
who viewed these issues as particularly important were also more likely demonstrate
that they had exerted a significant amount of effort in determining their opinions on
these issues and providing responses to the survey questions.
3.3 The Net Benefits
The theories about comprehension, memory, and judgment discussed above suggest
that respondents will be required to exert effort in order to provide reliable responses.
In fact the evidence discussed above suggests that carefully interpreting questions,
retrieving relevant memories, accessing judgments, and selecting responses may be
quite demanding. Also, as discussed above, survey participants may receive non-
pecuniary rewards from survey participation—respondents might enjoy expressing
their opinions and contributing to government and corporate policy. Together with
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the evidence from in-depth interviews discussed in Chapter 2, this evidence suggests
that modeling survey response behavior in a rational choice framework that accounts
respondents’ choice of effort may be appropriate.
By examining survey responses in the rational choice framework, appropriate em-
pirical tests can be developed to determine the factors that influence the reliability of
survey responses. With this in mind, the next chapter reviews evidence concerning
the lack of reliability and stability in survey responses and explores some existing hy-
pothesis explaining this behavior. Chapter 5 expands existing theories of respondent
behavior by developing a rational choice model that explicitly incorporates effort.
Using this model, Chapters 6 and 7 implement tests of how the costs and benefits of
survey participation affect respondent behavior.
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Chapter 4 Instability and Reliability of Opinion
Survey Answers
It is widely documented that question alterations can produce changes in
responses (Krosnick 1991, p. 213).
Determining when survey responses are reliable should be of particular interest to
survey researchers who wish to ensure that results from their surveys are meaningful
and predictive of behavior. Fortunately, the accuracy of factual or behavioral re-
sponses can been established by supplementing survey data with secondary sources
of information such as diaries, doctors’ records, or voting records.1 Discussing the
reliability of opinion questions, however, is much more complicated since there is no
way to verify the accuracy of respondents’ opinions. Researchers have pointed to data
indicating that “even slight variations in the way an attitude question is asked can
significantly change answers” (Krosnick 1991, p. 213).
The first step to answering this question is to identify when survey responses
appear to vary. Survey methodologists have undertaken extensive studies of re-
sponse instabilities (Achen 1975, Bradburn, Rips & Shevell 1987, Clark & Schober
1992, Converse 1964, Dillman, Brown, Carlson, Carpenter, Lorenz, Mason, Saltiel
& Sangster 1995, Fletcher & Chalmers 1991, Kinder & Sanders 1990, Krosnick &
Alwin 1991, Krosnick & Alwin 1987, Krosnick 1991, Narayan & Krosnick 1996,
Schuman 1992, Schuman & Presser 1981, Tourangeau, Rips & Rasinski 2000, Wilson,
Kraft & Dunn 1989, Zaller 1992). Having identified situations where survey responses
vary with the wording of questions, researchers have sought to explain and account
for these instabilities. Unfortunately, the explanations for these behaviors tend to
1Researchers have documented many different sources of inaccuracy in behavioral recall questions.
For example, when asked to recall events during a certain period of time, respondents often omit some
events and include others from outside the reference period; such behaviors are called telescoping
errors. For an extensive discussion of the different sources of inaccuracies induced by different types
of factual or behavioral question questions see, for example, Tourangeau, Rips & Rasinski (2000).
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be ad hoc and limited in scope. Belief constructs such as considerations and predis-
positions provide potential avenues to understanding such behaviors but work still
needs to be done to fully integrate these ideas into a comprehensive model of survey
response behavior. The following review of some of the studies in which response
instability was observed along with a critical examination of proposed explanations,
demonstrates how little is understood concerning respondent behavior.
4.1 Observed Attitude Instability
In his seminal work on attitudes among mass publics and elites, Converse discovered
high levels of respondent opinion variability across both time and across related topics
(Converse 1964).2 He found rank-order correlations of approximately 0.30 between
individuals’ positions on foreign aid in 1958 and in 1960; similarly weak results were
obtained for isolationism, federal support for employment and education, and school
desegregation (Converse 1964, p. 240). Comparing pairs of attitudinal questions asked
on related issues in the same survey, extremely low rank-order correlations were also
found (Converse 1964, p. 228). These observations were inconsistent with Converse’s
idea of cohesive attitudes, thus, he concluded that large proportions of the electorate
did not have meaningful beliefs, even on significant issues.
Survey researchers have also demonstrated that the same questions often produce
quite different answers depending on the “context” in which they are asked.3. Context
effects have been extensively examined through survey experiments. By changing the
order in which questions are presented, several studies have found high levels of
response variability. For example, the level of support expressed for legal abortion
when the “woman is married and does not want any more children” is lower when this
2The data used in by (Converse 1964) was from the 1956, 1958, and 1960 University of Michigan
Survey Research Center (SRC) election studies. In 1958 and 1960 SRC re-interviewed respondents
from the original 1956 sample, providing repeated observations for the same individuals.
3See, for example,, Bradburn, Rips & Shevell (1987), Schuman & Presser (1981), Tourangeau,
Rips & Rasinski (2000)
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question follows a question concerning support for abortion “when there is a strong
chance of serious defect in the baby” (Schuman 1992, Schuman & Presser 1981).
Survey experiments in which question frames (organizing ideas or stories that pro-
vide meaning by identifying the essence of issues) are varied have also been used to
study how responses change in different contexts.4 Kinder & Sanders (1990) report
that the question frames determines whether racial resentment attitudes or equal op-
portunity preferences are active in the opinion expression. Different question frames,
however, do not always induce different responses; Alvarez & Brehm (2000) found
only marginal impacts on survey responses when they varied question frames on so-
cial policy questions in the 1998–1999 Multi-Investigator Study.
4.2 Non-Attitudes vs. Durable Belief Constructs
Many explanations have been proposed to account for the observed instability of
opinion survey responses. The first, and ever present, explanation is that respondents
do not have meaningful attitudes. This view, attributed to Converse (1964), has
instigated much of the current research in survey response behavior.
As discussed in Chapter 3, most researchers agree that respondents do not possess
fully formed opinions on every topic. Instead, the opinions expressed on surveys
are predicted to derive from fundamental belief constructs such as considerations,
predispositions, or core values (Alvarez & Brehm 2002, Zaller 1992). Whether these
belief constructs are temporary or durable has not been conclusively established but
it is clear that how these constructs are activated and accessed will influence the
response provided. As information, considerations, and predispositions vary so will
survey responses. Thus survey response instability may result from changes in the
respondent’s environment.5
4(Gosnell 1927) is attributed as having introduced experimental methods into political process
analysis by assigning Chicago residents to receive postcards reminding them of their sacred right to
vote; come election day, about eight percent more of the experimental group than the control group
made it to the polls.
5Given this variable nature of opinion expressions, it may be difficult to distinguish real opinion
change from response variability that results because survey answers do not accurately capture
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4.2.1 Belief Construct Pluralism
While there remains some dispute concerning the nature of belief structures under-
lying responses to opinion questions (Alvarez & Brehm 2002, Zaller 1992, Zaller &
Feldman 1992, Tourangeau, Rips & Rasinski 2000), most researchers agree that re-
spondents may consider many things when answering a question. If respondents iden-
tify several relevant belief constructs, conflicts are likely to arise and thus judging and
reconciling these conflicts will be a necessary component of the survey response pro-
cess.6 For example, in examining support for affirmative action quotas, conflict may
arise between values of equality and individual merit. Confronting respondents with
arguments running counter to the view they expressed in their initial response has
been shown to induce respondents to change their opinion expressions (Fletcher &
Chalmers 1991).7 However, attempts by Alvarez & Brehm (2000) to trigger conflict-
ing belief constructs through the use of question frames did not confirm the sensitivity
of responses.8 This evidence suggests that belief construct pluralism may offer some
insight into the variability of survey responses.9
Conflicting considerations, predispositions, or core values are likely to increase the
demands placed on respondents who try to resolve these conflicts. How respondents
deal with these demands will determine the quality of the response that they provide.
opinions using inter-temporal studies. By using “no opinion” responding and response times as
indicators of shirking, this work avoids this issue.
6Evidence indicates that respondents are capable of simultaneously maintaining both positive and
negative evaluations of an object (Cacioppo & Gardner 1999, Holbrook, Krosnick, Visser, Gardner
& Cacioppo 2001).
7Respondents who supported quotas were asked if they would feel the same way even if this
meant not hiring the best person for the job, whereas respondents who opposed quotas were asked
if they would feel the same even if it meant that women remained economically unequal. Fletcher &
Chalmers (1991) found that over fifty percent of respondents (movers) changed their opinions when
the countervailing argument was introduced.
8Alvarez & Brehm (2002) used seven different question stems in attempt to induce egalitarian, in-
dividualism, and anti-black values. Comparing results across the different treatments, no conclusive
evidence was found about how responses depend on how questions were framed. A difficulty with this
approach is that inducing values, considerations, or predispositions may not be as straightforward
as changing the way in which questions are asked.
9Unfortunately, it is difficult to identify when conflicting predispositions are triggered. The in-
depth interviews discussed in Chapter 2 offered some evidence that conflict induced respondents to
provide neutral or unreliable responses. But this sample is relatively limited and the subjects were
not re-interviewed so it is impossible to make definitive statements about how predisposition conflict
affects response stability or how conflict can be distinguished from shirking.
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If respondents shortcut their cognitive processes by incompletely evaluating their
belief constructs, respondents are less likely to provide reliable, cohesive, and stable
answers.
4.2.2 Shortcutting Cognitive Processes
Respondents may choose to shortcut their cognitive processes when they are tired,
uninterested, or distracted Krosnick (1991).10 Unfortunately, it is difficult to directly
determine when respondents are shortcutting their cognitive process. Krosnick (1991)
lists behaviors that he claims are “typical” of different degrees of satisficing but very
little evidence is given to support the use of these measures indicators of cognitive
shortcutting.11 Using these indicators as measures of satisficing does not distinguish
respondents who are exerting significant effort from those who are shortcutting their
cognitive processes.
Krosnick (1991, p. 221) describes three conditions that foster this behavior: the
difficulty of the task, the respondent’s ability to perform the task, and the respon-
dent’s motivation. These effects are combined and the probability of satisficing is
defined as (Krosnick 1991, p. 225):
Pr[Satisficing] =
a1(Task Difficulty)
a2(Ability) ∗ a3(Motivation) . (4.1)
This equation suggests, for example, that if a task is especially difficult and the re-
spondent is not very motivated or able, the likelihood of observing satisficing behavior
is high. While this relationship amongst these factors is reasonable, there is no theo-
retical foundation for the specification proposed. In Chapter 5 a model that produces
10Borrowing from the economic literature, Krosnick (1991) termed this behavior shirking. The
term satisficing was coined by Simon (1957) who suggested, that, when faced with demanding
information-processing or decision-making tasks, individuals expend only the effort necessary to
make a satisfactory or acceptable decision. The shirking model has concepts similar to those in the
satisficing model but in the shirking model cognitive shortcutting is fully rational and this makes it
inappropriate to refer to this as satisficing.
11Krosnick (1991) suggests that the following behaviors are indicative of satisficing: selecting
the first reasonable response, acquiescence, endorsing the status quo, non-differentiation among
questions with the same rating scales, and saying don’t know.
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behavior similar to that suggested by Krosnick (1991) is developed. By explicitly
modeling respondents as rational agents who optimally determine how much effort
to exert in answering survey questions, the shirking model has testable implications
about how ability, motivation, and task difficulty will affect respondent behavior.
But before developing this model, it is important to understand that all researchers
interested in analyzing the reliability opinion expressions struggle to identify when
responses are likely to be unreliable.
4.3 Identifying Reliable Responses
Because it is difficult to identify when a respondent has reliably answered an opinion
question, much of the existing work on opinion reliability has focused the correlation
of opinion expressions across time, across related issues, and across similarly worded
questions. But as discussed above, changes in opinion expressions cannot necessarily
be attributed to a lack of reliability of survey responses. If, as a result of uncertainty,
opinions might best be expressed as distribution over a policy space, then repeated
questioning will generate a certain amount of variation in responses (Achen 1975, Al-
varez & Brehm 2002). The coincidence of relevant predispositions or considerations
may also induce response variability; responses might vary because different predispo-
sitions or considerations are activated in different settings. The fundamental problem
is to distinguish unreliable opinions from those which have been established after
thorough contemplation.
Unfortunately, formal tests of whether respondents are reliably expressing their
opinions on survey questions is not possible given the available data. Instead, using an
approach similar to that of Krosnick (1991), certain observable behaviors are assumed
to correspond with responses that are provided without sufficient consideration—
evidence supporting the use of these indicators is drawn from the in-depth interviews
discussed in Chapter 2.
Assuming that respondents who do not exert enough effort to provide reliable
responses can be identified by observable behaviors, Chapters 6 and 7 test the factors
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that influence this behavior. Because this work does not use inter-temporal measures
to identify responses that are unreliable, confounding effects from opinion changes
over time or across different question wordings are avoided. Instead, this work at-
tempts to directly address the issue of reliability.12
12This work does not resolve issue of identification although the evidence from the in-depth inter-
views provides some indication that “no opinion” responding and response times might be used to
identify respondents who are not providing reliable responses.
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Chapter 5 The Shirking Model of Answering
Surveys
It is hard enough to remember my opinions, without also remembering
my reasons for them! (Nietzsche 1883)
Taken together, the above discussion about the demands and rewards of survey
participation, the observation that survey responses are unstable and unreliable, and
the lack of a unified model which can explain respondent behavior, suggest a need
for a formal theory of the survey response behavior which explicitly incorporates
effort. Drawing from foundations in rational choice theory, this chapter proposes
such a formal model—the shirking model. In Chapters 6 and 7, the implications of
this model are tested. The fundamental problems confronted in this analysis are as
follows:
• Identification of respondents who are shirking,
• Establishing whether shirking is a significant problem or not, and
• Determining the implications of shirking behavior for survey design and data
analysis.
Because the shirking model is based on some basic assumptions, a concrete frame-
work within which to examine respondent behavior is established. The shirking model
also has direct implications for the specification of empirical tests.
5.1 Deriving the Shirking Model
As discussed in Chapter 3, answering surveys requires respondents to exert effort but
they receive non-pecuniary rewards for this effort.
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Assumption 1 Effort is costly but surveys reward respondents for this effort.
Given these costs and rewards to answering survey questions, respondents must be
able to evaluate their optimal survey response behavior.
Assumption 2 Respondents rationally select an effort level to maximize the differ-
ence between their costs and benefits (i.e., their net benefits).
Assuming that respondents are rational allows us to predict how respondents will
behave when faced with different costs and benefits to survey participation.
As outlined in Section 3.1, respondents incur costs from survey participation be-
cause accurately answering questions requires that they understand the question, re-
trieve relevant concepts from memory, make judgments, and finally select responses.
Hence, the demands of different survey questions will depend on the question diffi-
culty and respondent ability. Rewards for answering questions, on the other hand,
will be affected by respondent motivation. Since rational respondents consider the
demands and rewards of survey participation, the effort respondents choose to exert
in answering survey questions will depend on ability, motivation, and difficulty.
The concept of shirking is based on the idea that the effort level chosen by rational
respondents does not necessarily correspond with the amount of effort that would be
required to provide reliable responses. The discrepancy arises because respondents
will not necessarily incorporate the social benefits from survey participation into their
net benefit evaluation.1 Since this work is based on the assumption that respondents
behave rationally, it is useful to fully describe rational behavior in the context of
survey participation.
1Surveys may be viewed as producing externalities. This raises the idea that respondents may be
encouraged to provide sufficient effort if they incorporated these externalities into their net benefit
function. An examination of this possibility is deferred to future research.
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5.2 Preferences and Rationality in the Survey Set-
ting
Individual decision-making behavior can be represented by a binary preference rela-
tion, usually denoted by , on the set of choice alternatives. In the survey behavior
setting, the decision set is the amount of effort the respondent could choose to exert.
Standard behavioral theory assumes that individual preferences are rational.
Definition 1 Rational Preferences: complete and transitive preferences.
Definition 2 Completeness: for all x, y ∈ X, we have that x  y, y  x or both.
Definition 3 Transitivity: for all x, y, z ∈ X, if x  y and y  z, then x  z.
The completeness assumption says that individuals have well-defined preferences
between any two different levels of effort.2 Transitivity, on the other hand, implies
that no sequence of pairwise choices will cycle. In the context of choosing how much
effort to exert, if exerting little effort is preferred to exerting a moderate amount of
effort and exerting a moderate amount of effort is preferred to exerting a lot of effort,
then transitivity implies that exerting a lot of effort cannot be preferred to exerting
little effort (Mas-Colell, Whinston & Green 1995). The rational choice framework
used in the survey setting implies that respondents can calculate the benefits and
costs of exerting effort and choose effort to maximize their personal net benefits.
To enable an examination of behavior that is not primarily predicated on finan-
cial interactions, the inclusion of non-pecuniary rewards is essential. By admitting all
factors that might influence actions, the rationality definition becomes almost tauto-
logical in that all behavior can be described as rational (Riker & Ordeshook 1968).
The shirking model attempts to limit the scope of the rationality description by in-
cluding only factors relating to ability, motivation, and difficulty.3
2This assumption implies that respondents can compare all possible levels of effort.
3By explicitly expressing factors that influence behavior, I hope to restrict the debate to sub-
stantive issues.
44
5.3 Choosing Effort
In taking a survey, respondents determine their preferences based on perceptions
about the demands/costs and rewards/benefits from exerting effort in answering ques-
tions. Assuming that both costs and benefits are increasing in the effort exerted by
respondents, benefits and costs to respondent i ∈ N from answering a survey question
q ∈ Q can be expressed as non-decreasing functions of a continuous measure of effort,
e.
Assumption 3 Benefits: B(eiq) with B
′(eiq) ≥ 0.
Assumption 4 Costs: C(eiq) with C
′(eiq) ≥ 0.
Net benefits, or utility, from each question can then be expressed as a function of
effort.4
Assumption 5 Utility: Uiq = B(eiq)− C(eiq).
The rational respondent i, will choose an effort level er∗iq to maximize Uiq.
5
5.4 Defining Shirking
In order to draw valid conclusions about beliefs and opinions, researchers need re-
spondents to provide reliable expressions of their opinions.6 To provide a reliable
opinion on question q, respondent i would be required to exert an effort level of at
least es∗iq .
7 However, a respondent i, who maximizes utility by choosing er∗iq , may exert
4This utility may be oversimplified but it is only intended as a sketch to illustrate how effort
levels are chosen. While a thorough development of this rational choice model of survey response
would be useful, the purpose of this analysis is to explicitly introduce the concept of effort into a
formal model of survey response behavior.
5The superscript r indicates that this is the optimal level of effort for respondent i to exert on
question q.
6Most research to date has focused on how responses change as a result of variations in how
questions are asked.
7The s superscript is used to indicate that this effort is optimal from the surveyor’s perspective.
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less effort than what is optimal from the surveyor’s perspective, i.e., er∗iq < e
s∗
iq . By
construction, this results in responses that are not be reliable.8
Definition 4 Shirking: if er∗iq < e
s∗
iq respondent i is shirking on question q.
By construction, a respondent can provide either too little effort or more than
enough effort, thus respondent i either shirks on a question q, denoted Siq = 1, or
not, Siq = 0.
9 Given the above definition of shirking, the probability that a respondent
i shirks on question q can be expressed as
Pr[Siq = 1] = Pr[e
s∗
iq − er∗iq > 0]. (5.1)
Unfortunately neither the effort level exerted by a respondent, er∗iq , nor the surveyor’s
optimal effort level, es∗iq , can be observed directly.
10 Instead efforts levels must be ex-
pressed as functions of observable respondent characteristics, Xi, and question charac-
teristics, Zq, affect optimal effort levels, e
r∗
iq and e
s∗
iq . As suggested by (Krosnick 1991),
factors affecting respondents’ choice over effort levels might best be classified under
three headings: ability, motivation, and difficulty. Similarly, the optimal effort level
from the surveyors perspective will also depend on question difficulty and respondent
ability.11 Individual characteristics, Xi, and survey characteristics, Zq, attempt to
capture these components.
If it is assumed that the optimal effort levels can be expressed as linear functions
of the observable characteristics plus stochastic (unobserved) components, riq and 
s
iq,
8The surveyor’s optimum may be greater than the respondent’s because respondents do not
internalize the benefits of reliable survey results and because the surveyor does not have to incur
the costs of effort.
9For the purpose of the subsequent analysis shirking is assumed to be a binary variable but it is
possible to extend the definition of shirking to admit different levels of shirking.
10The time that respondents take in answering a question has been proposed as a proxy for the
effort level exerted. See below for a discussion of response times as a means of measuring respon-
dent effort (er∗iq ). Approximating the surveyor’s optimal effort level, however, is more complicated.
Establishing the reliability of survey responses requires the collection of auxiliary data for validation
purposes but collecting such data for opinion questions is complicated; for example, if different belief
structures are activated, then different opinion expressions cannot be compared to determine their
reliability.
11Of course the surveyor cannot control respondent ability but it is possible to design questions
that are less difficulty.
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Assumption 6 Respondent’s optimal effort: es∗iq = X
′
iβ
s + Z ′qγ
s + siq
Assumption 7 Surveyor’s optimal effort: er∗iq = X
′
iβ
r + Z ′qγ
r + riq
then the probability a respondent i will shirk on question q, given X and Z, can be
expressed as
Pr[Siq = 1 | X,Z] = Pr[X ′iβ + Z ′qγ + rsiq > 0 | X,Z]. (5.2)
Where β = βs−βr, γ = γs−γr, and rsiq = siq−riq. If the distribution of the error term,
F (rsiq ), is normal, then a binary probit model is appropriate (Greene 2000). However,
if siq and 
r
iq are identically and independently distributed in accordance with the
extreme value distribution then a binary logit model is implied (McFadden 1973).
The definition of shirking can be extended to admit different degrees of shirking.12
In this case Siq could be expressed as taking on ordinal values 0, 1, 2, ..., g indicating
the levels of shirking. A simple extension of the probability model expressed above
would suggest either an ordered logit or ordered probit model.
Unfortunately, the implications of this model can only be tested if shirking can
be identified. As discussed above, to undertake the analysis of respondent behavior,
this work identifies certain behaviors that correspond with shirking.
5.5 Indicators of Shirking
5.5.1 Survey Level Indicators of Shirking
The shirking model described above is designed to examine respondent behavior on
each question separately but it may not always be feasible to identify whether a
respondent is shirking on a particular question. Instead, survey level indicators of
shirking might be implemented. These measures would identify respondents who do
12Degrees of shirking might be indicated by the frequency that respondents employ strategies
indicative of shirking. For example, a respondent that provides “no opinion” responses on all survey
questions might be coded as a strong shirker while someone who provides “no opinion” responses
only occasionally might be perceived as a weak shirker.
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not exert enough effort to provide reliable responses to the survey questions in general.
One example of a respondent who might be identified as a shirker at the survey level
is the person who provided “no opinion” responses on ninety-eight percent of the
opinion questions in the 1984 NES Pre-Election Survey.
Since it is possible to establish the accuracy of factual responses, one definition
of shirking would be to identify shirkers as those who quickly provided incorrect
responses to these questions. Assuming that response time is positively correlated
with effort and that with enough effort a respondent would be able to provide accurate
responses to factual questions, respondents who provide wrong answer quickly are
unlikely to be exerting sufficient effort. If behavior on factual questions is consistent
with overall survey response behavior, then “quick-wrong” factual respondents can
be taken as an indicator of shirking at the survey level. Unfortunately, to uncover
shirking behavior at the question level, a different approach is necessary.
5.5.2 No Opinion Responding
As suggested by Krosnick (1991), if respondents do not wish to engage in the complex
cognitive process of answering an opinion question they can simply indicate that
they do not have an opinion.13 Evidence from the in-depth interviews discussed in
Chapter 2 suggests that respondents who are not exerting much effort may display “no
opinion” response behavior. Furthermore, if it is assumed that, with enough effort,
everyone is able to accurately express opinions, then a respondent who provides a “no
opinion” response must be shirking.
The “no opinion” response measure can be implemented both at the survey and
question level. Given the above assumptions, the proportion of “no opinion” responses
provided through-out a survey provides another indicator of shirking at the survey
level. Alternatively, the binary variable indicating whether respondents provided a
“no opinion” response on a particular question offers a way of identifying respondents
13In this analysis, “no opinion” responses will include the selection of either the “no opinion” or
“don’t know” response option on an attitude question.
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who might not be exerting enough effort to provide a reliable response to the question
under consideration.14
5.5.3 Response Times
As mentioned above, the time that it takes respondents to answer a question provides
an alternative way of trying to gage whether respondents are exerting enough effort to
provide reliable responses. If longer response times are associated with more reliable
responses, then responses provided relatively quickly would be indicative of shirking
at the question level.
According to (Bassili & Fletcher 1991), response times (response latencies) pro-
vide new insights into survey respondent behavior. Studies have found that average
response time is directly related to how much effort would be required to accurately
answer questions. For example, respondents take less than one second on average to
answer self-relevant factual questions while attitude questions have typical response
times between two and three seconds (Bassili & Fletcher 1991, Fazio &Williams 1986).
Also, questions that activate multiple conflicting considerations or predispositions
take longer to answer (Fletcher & Chalmers 1991, Bassili & Fletcher 1991). In terms
of ability and motivation, studies have found that education, days into a campaign,
and partisan extremity are all negatively correlated with the time it takes respondents
to answer a question about their party identification (Mulligan, Grant, Mockabee &
Monson 2003). This evidence suggest that it might be reasonable to assume that
respondents who answer questions relatively quickly are shirking.
5.6 Ability, Motivation, and Difficulty
To implement the model of shirking described above, respondent characteristics, Xi,
and survey attributes, Zq, need to be quantified. As mentioned previously, these
14Again, this is assuming that the “no opinion” response option is provided when respondents
do not want to exert much effort. It is possible, however, that respondents select the “no opinion”
response option only after careful contemplation. In this case the “no opinion” responses will likely
be reliable and as such should not be used as an indicator of shirking.
49
characteristics can be described as respondent ability, respondent motivation, and
task difficulty. These factors are related to respondents optimal effort, er∗iq , through
the cost and benefit functions, C(·) and B(·). Respondent ability will affect the cost
function; more able respondents will have lower survey participation costs and hence
will be more likely to exert enough effort to provide reliable responses. Motivation, on
the other hand, will affect the benefit function; respondents who are more motivated
will obtain larger benefits from survey participation. Finally, both respondent ability
and task difficulty will affect the amount of effort that would be required to provide
a reliable response, es∗iq ; able respondents faced with relatively easy questions will not
have to exert much effort in order to provide reliable responses.
To understand how ability, motivation, and difficulty might affect survey response
behavior, it is useful to define and describe these factors. With this understanding,
determining appropriate measures for ability, motivation, and difficulty will be possi-
ble. Given these measures, empirical analysis of shirking behavior can be undertaken.
5.6.1 Defining Ability, Motivation, and Difficulty
Respondent ability concerns more than intelligence. It refers more broadly to how
adept a respondent is at performing the four cognitive steps involved in answering
survey questions (Krosnick 1991). The first component of ability is simple language
skills; respondents able to understand the question and response options are more
likely to provide accurate responses. Another component of ability involves the ca-
pacity to retrieve information and make judgments. Respondents adept at performing
complex mental operations, i.e., respondents who are cognitively sophisticated, will
be better able to retrieve and judge relevant information and ideas.15 The amount
of practice a respondent has at thinking about the topic under consideration will
also affect his ability to answer the survey questions—the more an individual has
thought about a topic, the easier it should be to retrieve the relevant considerations
and express an opinion (Zaller 1992). Furthermore, the more crystalized a respon-
15The term cognitive sophistication is used prominently in the survey methodology literature. See,
for example, Krosnick & Alwin (1987) and Schuman & Presser (1981).
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dent’s attitude towards the question the easier the cognitive process should be (Fazio
& Williams 1986).
The next component determining how respondents behave when answering survey
questions is motivation. Motivation is likely to result from an interaction of survey
and individual characteristics. Respondents who enjoy confronting difficult cognitive
tasks, for whom the topic is of interest, and who have a positive relationship with the
interviewer or researcher are more likely to be motivated (Krosnick 1991). One way of
viewing the components that affect respondent motivation is in terms of the following
relationships: relationship to interview, relationship to interviewer, and relationship
to self (Brehm 1993).16
Many features of the survey are likely to affect motivation. In determining how
much effort to exert, respondents are likely to consider whether questions are useful
and relevant or a waste of time—questions that are important to respondents will
probably encourage more effort. The way in which interviewers ask survey questions
may also affect motivation. For example, allowing extra time to formulate answers
can influence the respondent’s level of engagement in the survey and hence affect their
motivation (Green, Krosnick & Holbrook 2002). Issues about the credibility of the
survey, confidentiality of information, and anonymity can also influence respondents’
motivation levels.
In addition, respondents will be motivated by factors internal to themselves, such
as a need for self-expression, a sense of civic duty, or a desire for intellectual challenge.
The Roper Organization Poll on Polls found that people who reported having been
interviewed previously were more active in politics (Roper 1986). Respondents who
reluctantly answered surveys also tended to be less politically interested and informed
(Brehm 1993). Individuals who perceive themselves as helpful may also be more
motivated to exert significant effort when answering survey questions—about fourteen
percent of the 1989 Detroit Area Study (DAS) respondents indicated that they agreed
16Brehm (1993) discusses these factors in relation to survey response rates but, as mentioned
previously, factors that affect the participation decision will influence behavior during the response
stage.
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to be interviewed because they considered themselves helpful. Brehm (1993) also
found that respondents who did not have enough time, who were not interested in
the survey, or who had negative previous experiences were reluctant to participate in
surveys.
In his re-examination of the NES data used by Converse (1964), Achen (1975,
p. 1229) concluded that response instability was “primarily the fault of the instru-
ments.”17 Within the shirking framework, this problem is captured by the difficulty
of the survey questions—the final factor that affects response behavior. Since the
evidence from the in-depth interviews reviewed in Chapter 2 suggests that different
respondents will find different questions difficult, a subjective measure of question
difficulty may be most appropriate.
5.6.2 Measuring Ability, Motivation, and Difficulty
Having defined ability, motivation, and difficulty, the next task is to determine appro-
priate means of measuring these factors. As suggested by Green, Krosnick & Holbrook
(2002) and Krosnick (1991), individual traits, such as educational attainment, polit-
ical informedness, party membership, and level of party identification, provide useful
proxies for respondent ability and motivation. Establishing appropriate measures of
difficulty, however, is particularly complicated because difficulty tends to be extremely
subjective. The search for appropriate measures of difficulty are further hampered
by the fact that most surveys only supplement opinion questions with basic demo-
graphic questions. However, using newly collected data from third parties or survey
participants, Chapter 7 explores alternative ways of measuring difficulty.
As discussed above, ability includes such things as cognitive sophistication, knowl-
edge about political issues, and opinion crystallization. In examining cognitive so-
phistication, Krosnick & Alwin (1987) conclude that educational attainment is a good
proxy. Since respondents’ ability to answer factual political information questions,
17Achen (1975) proposed that opinion expressions are actually distributions around a central
point—participants may answer the same question differently even if their underlying beliefs do not
change because questions are vague.
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called political informedness, has been shown to be highly correlated with awareness
about political issues (Zaller 1992), measures of political informedness will also be
used to capture ability.18
Motivation, on the other hand, will be affected by the interaction of respondent
and survey characteristics. For example, political informedness, which captures re-
spondent ability, is also an indicator of political involvement and, as such, offers some
insight into respondent motivation; topic specific knowledge provides a similar mea-
sure of political involvement at the narrower topic specific level. Motivation might
also be captured by other measures of a respondent’s political involvement, includ-
ing party membership and level of party identification. Politically disenfranchised
people, such as racial minorities, women, and low income families, might also have
different levels of motivation.19 From the survey design perspective, issues such as
the length of the survey and the relevance of the issues under consideration will affect
respondent motivation. By combining these factors, it will be possible to test which
characteristics of respondents affect shirking in surveys.
Until recently difficulty has not been conceptualized from an individual perspec-
tive. Most of the work on how task difficulty affects respondent behavior has focused
on how different survey presentations affect the general behavior of respondents—the
analysis of different survey modes (i.e., face-to-face, telephone, and self-completion)
is a prominent example of this type of analysis (Green, Krosnick & Holbrook 2002).
Unfortunately, question level difficulty measures are scarce and subjective measure of
difficulty are even less available. To obtain subjective measures of difficulty, recent
surveys have asked respondents to indicate how difficult they found certain ques-
tions to answer. This provides a new avenue through which to examine difficulty
(Albertson, Brehm & Alvarez Forthcoming, 2004). Since this type of data is not
18Political opinion surveys often include factual knowledge questions designed to establish how
familiar respondents are with politics.
19The direction of this effect is unclear since those who do not have much political influence
through the standard political venues might view surveys as an alternative means of affecting political
outcomes or they might simply accept their political marginalization and therefore have very little
interest in politics.
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available for most surveys, similar difficulty measures may be collected from auxiliary
or third-party samples.
Assuming appropriate indicators of shirking can be identified, it is possible to
test how ability, motivation, and difficult are related to the probability of shirking.
The next two chapters use data collected in the 1996–1997 Indianapolis–St. Louis
Election Study (Indianapolis 1996), the 1980 and 1984 National Elections Studies
(NES) Pre-Election Surveys, and the 1998–1999 Multi-Investigator Study (MI1998)
to explore different means of identifying shirking. Once shirking is identified, factors
that influence this behavior can be examined. In Chapter 7, when response times are
used to identify shirking, the impact that this type of shirking behavior has on ana-
lytic results is explored. In addition, different approaches to accounting for shirking
behavior in empirical analysis are considered. Finally, the comparison in Chapter 8,
of shirking behavior across survey modes, using data from the Caltech Internet Sur-
vey Project, provides another look at how different survey design factors might affect
shirking behavior. This work culminates with a discussion the implications that ob-
servation of shirking behavior has for the design of surveys and for the analysis of
survey data.
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Chapter 6 Two Behaviors that Might be
Indicative of Shirking
If you choose not to decide, you still have made a choice (Rush 1990).
As suggested above, two alternative indicators of shirking are explored: respon-
dents who provide incorrect answers quickly on factual questions and the proportion
of “no opinion” responses. Using these measures, it is feasible to test the effect of
respondent characteristics on shirking behavior but measuring difficulty at the survey
level is complicated unless the survey was administered using multiple modes.1
Question level difficulty measures are explored as a means of explaining “no opin-
ion” responding. Because difficulty measures were not collected in the 1980 and
1984 NES Pre-Election Surveys, auxiliary or third-party difficulty data was collected
to supplement the existing data. These difficulty reports are explored below as is
the correlation between these difficulty measures and “no opinion” response behav-
ior. Unfortunately, these third-party difficulty reports do not appear to be very
closely correlated with “no opinion” response rates. Hence, attention is turned to
“no opinion” response behavior in the 1998–1999 Multi-Investigator Study (MI1998);
the MI1998 collected respondent-reported difficulty measures for six policy questions.
Aggregating respondent-reported difficulty across questions provides a measure of
subjective survey difficulty that may be implemented with the survey level data from
the MI1998.
6.1 The Quick and the Wrong
In many situations it may be impossible to identify shirking at the question level. If
there is insufficient data or if it is impossible to determine what question level behavior
1Chapter 8 explores the differences in shirking behavior across telephone and Internet survey
modes.
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is associated as shirking, it may be easier to examine shirking at the survey level.
Hence the first approach to identifying shirking explored here involves examining
respondent behavior on factual question—respondents who answer factual questions
quickly and provide incorrect responses will be identified with shirking. Assuming
that response time is positively correlated with effort, that with enough effort a
respondent would be able to provide accurate responses to factual questions, and
that behavior on factual questions is indicative of overall survey response behavior,
this “quick-wrong” measure provides a simple way to identify shirkers at the survey
level. All that is needed is a survey that collected response times for factual questions.
Fortunately the 1996–1997 Indianapolis–St. Louis Election Study (Indianapolis
1996) collected extensive response time data.2 In particular, latent timers, measured
in hundredths of seconds, were collected for the three following political knowledge
questions: Whose responsibility is it to determine if a law is constitutional or not?
What are the first 10 amendments to the constitution called? How much of a majority
is required for the U.S. Senate and House to override a presidential veto?3
The raw data indicated latent response times between zero seconds and over three
minutes but, as mentioned above, many problems may occur with the coding of re-
sponse times. Huckfeldt, Sprague & Levine (2000) recommend excluding from the
analysis respondents with response times of less than one second (the minimum time
that would be required to read the question) and more than three standard devia-
tions above the sample mean.4 Having considered several different transformations
of response times, it appears that the distribution of the log of response times most
closely resembles a normal distribution.5
2See Mulligan et al. (2003) for a discussion of latent and active response timers.
3See Appendix A.4 for a description of the data used from the Indianapolis–St. Louis Election
Study, 1996–1997.
4This trimming process amounts to excluding 383 respondents, or fifteen percent of the sam-
ple, from the analysis. As long as timer inaccuracies are not correlated with responses, dropping
respondents with inaccurate timer data should not affect consistency but may affect efficiency.
5Transformation considered include: the cubic, identify, square, square-root, natural log, inverse,
inverse of the square, inverse of the cubic, inverse of the square-root.
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Figure 6.1 contains distributional graphs for the log of the trimmed response times
for three political knowledge questions.6 Even after trimming of outliers, the response
time data appears to be slightly skewed to the right but perhaps this can be explained
by examining how response times correspond with accuracy.7
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Figure 6.1: Histograms of Trimmed Latent Response Times for Factual Questions
6.1.1 The “quick-wrong” Indicator of Shirking
As indicated above, the Indianapolis 1996 survey contained three factual questions
for which response times were obtained. There are a variety of ways that the “quick-
wrong” indicator of shirking can be developed from this data. In an attempt to
6This analysis was also performed on the untrimmed data and the data with zeros recoded as 0.5
100ths of a second. The results were very similar to those presented here.
7The lack of symmetry of the timers suggest that perhaps timers are not linearly related to effort.
Several different transformations or response times have been considered and it appears that the log
of response times has a distribution that more closely matches the normal distribution.
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obtain a reasonable indication of respondents who answered these factual questions
incorrectly, all respondents who were unable to answer at least one question correctly
were classified as having incorrectly answered these questions.8
To identify the appropriate indicator of a quick responses, it is useful to examine
the distribution of the log of the trimmed response times summed across all three
factual questions. As indicated by the lower right histogram in Figure 6.1, these to-
tal responses times for all three factual questions range from 16.87 to 94.25 seconds
(corresponding to logged values of 7.43 and 9.15). Because the variance of this distri-
bution is relatively low, all responses time that were less than one standard deviation
below the mean of the log of the trimmed sum of response times were identified as
quick responses.9
Combining the above measures of quick and wrong, thirty-two respondents, or
1.47 percent of the sample, are identified as shirkers according to the “quick-wrong”
measure of shirking. Table 6.1 indicates that respondents who are female and have
a low level of education are more likely to be identified as shirking based on the
“quick-wrong” measure. Republican party membership and long response times in
answering demographic questions, on the other hand, are associated with statistically
significantly lower probabilities of being identified as a “quick-wrong” shirker.
8Only 341 respondents got the wrong answer on all the factual questions. Combining this measure
of wrong with alternative measures of quick identifies only between one and four respondents as
“quick-wrong” shirkers.
9Other measures of quick, such as 1.96 standard deviations below the mean, were explored but
they identified as few as fifteen respondents as quick.
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Table 6.1: Logit Analysis of the “quick-wrong” Identifier of Shirking
Coef. Std. Err. P-Value
Female 0.82+ 0.44 0.06
Working -0.02 0.38 0.96
College or Beyond Education Level -1.68* 0.44 0.00
White -0.23 0.45 0.61
Log of Time to Answer Demographic Questions -0.51+ 0.27 0.06
Interviewer Reported Resp. Knowledge 0.00* 0.00 0.01
Interested in Politics 0.12 0.12 0.31
Democrat 0.04 0.42 0.93
Republican -1.11+ 0.61 0.07
Constant 4.06 2.69 0.13
Number of Observations 2139
Pseudo R-Squared 0.14
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
6.1.2 Substantive Behavior of the “quick-wrong” Shirkers
Given the “quick-wrong” indicator of shirking, it is possible to explore how the be-
havior of these shirkers differs from their non-shirking counterparts. Table 6.2 con-
tains a comparison of responses to a question asking respondents whether they favor
or oppose the death penalty. According to this table, “quick-wrong” shirkers were
more likely to provide neutral responses, strongly favor, and “no opinion” responses
(don’t know or refused). According to the Pearson Chi-Squared test comparing the
response distribution between the “quick-wrong” and everyone, the null hypothesis
that the distribution of responses is the same can be rejected. The distribution of
responses provided by shirkers does appear to agree with the standard assumptions
that shirkers are more likely to provide neutral responses or “no opinion” responses
(Krosnick 1991).
This “quick-wrong” measure of shirking suggests that shirking is not a significant
problem. But it is possible that this measure does not accurately identify respondents
who are not exerting enough effort on the survey as a whole. It is possible that the
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assumptions underlying this measure of shirking are not satisfied.10 To take another
approach in identifying shirking, the next section explores an alternative measure of
shirking—“no opinion” responding.
Table 6.2: Comparing Support for the Death Penalty for “quick-wrong” Shirkers
Percentages
“quick-wrong” Shirkers Not “quick-wrong” Shirkers
Strongly Opposed 0 14.36
Opposed 0.00 8.30
Neutral 25.00 16.90
Favor 15.00 16.75
Strongly Favor 45.00 39.42
Don’t Know 10.00 3.66
Refused 5.00 0.60
6.2 No Opinion Responding
Before embarking on an examination of shirking behavior as identified by “no opinion”
responding, it is useful to consider the prevalence of this behavior. Using this measure
of shirking suggests that shirking behavior is fairly prominent in certain types of
questions. Focusing attention solely on opinion questions administered to all 1980 and
1984 NES Pre-Election Survey respondents, different levels of “no opinion” responses
are observed both across questions and respondents. As mentioned in Section 5.5.2,
the 1980 NES Pre-Election Survey, had “no opinion” responses rates ranging from
less than one percent to over forty-two percent on different questions. There are
even higher amounts of variation across individuals; in the 1980 NES Pre-Election
Survey, some respondents provided opinions on all the questions while one respondent
provided “no opinion” responses in ninety-two percent of the questions.
Figures 6.2 and 6.3 demonstrate how “no opinion” responses vary during the
course of both the 1980 and 1984 NES Pre-Election Surveys. The height of each bar
10As mentioned previously, it is unfortunate that there no data available to validate the assump-
tions used to enable the identification of shirking.
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Figure 6.2: No Opinion Responses—NES 1980 Pre-Election Survey
indicates the fraction of respondents providing “no opinion” responses to each opinion
question and questions are ordered as they were presented in the survey.11 Thus the
bars on the left end of the graph present the fraction of respondents who provided
“no opinion” responses to opinion questions presented early in the survey while the
right end contains “no opinion” response rates for opinion questions asked towards
the end of the survey.12
11The 1980 and 1984 NES Pre-Election Surveys contained a mixture of opinion and factual knowl-
edge question. Only opinion questions administered to all respondents are included in this graph.
Thermometer score questions that ask respondents to rate their feelings towards various political
figures and organization have been excluded from this analysis since the response options provided
in these questions is very different from that of the other close-ended questions which usually have a
maximum of 7 response options. A few questions that appear to be outliers in terms of “no opinion”
response rate are noted on these tables. See the NES 1980 Codebook for a full description of these
variables and their corresponding survey questions.
12On average, the 1980 and 1984 NES Pre-Election Surveys took over an hour to complete.
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The trend line in both figures suggests that “no opinion” response rates are in-
creasing as the survey progresses.13 These results are consistent with those found
in other research that considered “no opinion” response rates or item non-response
as a function the question position.14 Unfortunately, the order of questions in these
surveys was not randomized; certain types of questions appear at different stages of
the survey. In fact, if the questions pertaining to character traits that describe John
Anderson, an independent presidential candidate in the 1980 election, are excluded
the apparent trend of increasing “no opinion” response disappears for the 1980 NES
Pre-Election Survey.15
Figures 6.2 and 6.3 highlight questions for which the “no opinion” response rates
are striking. For example, a relatively high number of respondents provided “no opin-
ion”answers to questions asking how different traits, such as religiosity, describe the
various presidential candidates; this is particularly true for candidates, such as An-
derson and Mondale, who are not as well known. The 1984 NES Pre-Election Survey
also has high “no opinion” response rates for questions asking respondents to place
themselves and other political figures or organizations on a liberal-conservative scale.
This occurs despite the fact that these questions are asked early in the survey and in-
terviewers were required to probe for more information from respondents who refused
to place themselves on this scale. In the 1980 NES Pre-Election Survey, the question
asking respondents to indicate how they feel about the unemployment-inflation trade-
off also received an exceptionally high number of “no opinion” responses. However, it
should be noted that this question involved a seven point response scale and explicitly
offered respondents the opportunity to indicate that they had “not thought much”
about this issue. Questions concerning respondent support for presidential candidates
13The slope of the trend line for the 1980 NES Pre-Election Survey non-responses is 0.001 (Stan-
dard Deviation = 0.0003). For the 1984 data the slope of the trend line is 0.001 (Standard Deviation
= 0.0001).
14see, for example,, Dickinson & Kirzner (1985).
15If the questions about Anderson are excluded from the analysis of the 1980 NES data, the slope
is 0.0002 (Standard Deviation = 0.0002) which is not statistically significantly different from 0 at
conventional levels.
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and approval ratings of the current president also tend to display relatively high levels
of “no opinion” responses.
Of equal note are the survey questions towards the end of the survey that received
a very low proportion of “no opinion” responses. In the 1980 NES survey, for example,
most respondents provided opinions to questions about their feelings concerning the
government. The lowest “no opinion” response rate in this survey was for a question
asking respondents how often they thought the government in Washington could
be trusted to do what was right. Similarly, despite the fact a question concerning
abortion policy was placed near the end of the 1984 NES survey, only three percent
of respondents provided a “no opinion” response. This suggests that the position of
a question in a survey is not the only factor that will affect the frequency of “no
opinion” responses.
These patterns support the hypothesis that question characteristics affect respon-
dent behavior. An attempt to examine how these factors affect “no opinion” respond-
ing is contained in Section 6.2.4. However, before trying to undertake this analysis,
it is useful to consider how respondent characteristics affect survey level measures
of “no opinion” responding. As mentioned in Section 5.5.2, one respondent provided
non-opinions answers in ninety-two percent of the questions while, in the 1984 survey,
one respondent indicated that he had “no opinion”on over ninety-eight percent of the
opinion questions. This strongly supports the hypothesis that respondent character-
istics affect shirking as identified by “no opinion” responding.
6.2.1 Proportion of No Opinion Responses as an Indicator
of Shirking
Before beginning the analysis of respondent characteristics and their effects on shirk-
ing, it is useful to consider the fact that individual shirking behavior is observed
across multiple questions. In this analysis, the proportion of questions for which
each respondent provided a “no opinion” response will be used as an indicator of
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shirking—the ith (i ∈ N) respondent’s proportion of “no opinion” responses to the Q
opinion questions is denoted by Pi.
Since the observed proportions of “no opinion” response, P1, ..., PN , provide an
estimate of the population distribution, this problem can be treated as a simple one
of sampling from a Bernoulli population.16 Thus,
Pi = G(X
′
iζ) + εi, (6.1)
where G(·) is the cumulative distribution function of rsiq in Equation (5.2) and εi is
the measurement error between the observed Pi and the true distribution at X
′
iζ.
17
Since the cumulative density function G(X ′iζ) is strictly monotonic, it has an
inverse. Let g(t) = G′(t)∀t ∈ R. Taking the inverse and a Taylor series expansion
around t = G(X ′iζ),
G−1(Pi) = G−1(G(X ′iζ) + εi) ≈ X ′iζ +
εi
g(X ′iζ)
. (6.2)
Recalling that Q is the number of questions respondent i is asked, this produces a
heteroscedastic linear regression,
G−1(Pi) = X ′iζ + ui, (6.3)
where
E[ui|Xi] = 0 and V ar[ui|Xi] = G(X
′
iζ)(1−G(X ′iζ)
Qg2(X ′iζ)
. (6.4)
If the distribution G is assumed to be logistic, then the log-odds are linear in the
parameters,
ln
(
Pi
1− Pi
)
= X ′iζ. (6.5)
16See Greene (2000, pp. 834–836) for a thorough development of the ordered logit and weighted
least-squares regression on log-odds ratios.
17Since εi measures the error for individual i across several questions it will be independent of εj
which is the error of individual j.
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Letting Λi =
eX
′
iζ
1+eX
′
i
ζ
, Equation (6.3) can be estimated by a weighted least-squares
regression on the log-odds ratios with the weights
wi = QΛi(1− Λi). (6.6)
6.2.2 Empirical Analysis using the No Opinion Measure of
Shirking
As discussed in Section 5.6, the traits that affect shirking may be classified as ability,
motivation, and difficulty. Respondent characteristics, including educational attain-
ment, political informedness, party membership, and level of party identification pro-
vide proxies for ability and motivation. Incorporating these characteristics into the
analysis of shirking behavior enables tests of the factors that are likely to influence
this behavior.
The 1980 and 1984 NES surveys collected a significant amount of demographic
and behavioral information about respondents. In addition to typical demographic
variable such as region of residence, education level, employment status, religion,
gender, age, and income, the NES surveys collected information about respondents’
political leanings, their party membership, their levels of interest in politics, and their
attentiveness to media coverage of government issues and the presidential campaign.18
These individual characteristics are captured by Xi in Equation (5.2).
Tables 6.3 and 6.4 indicate the proportion of “no opinion” responses in the 1980
and 1984 NES Pre-Election Surveys. The bold rows in both tables contain the overall
average proportion of “no opinion” responses. Subsequent rows consider subsets of
the full population.
18See Appendix A.2 for a description of the NES variables included in this analysis.
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Table 6.3: No Opinion Responding in the 1980 NES Pre-Election Sur-
vey
Demographic Average Non- Standard Sample
Group† Response Rate Deviation Size
Full Sample 0.10 0.15 1614
Low Education 0.13 0.15 1018
High Education 0.07 0.13 592
Low Poll Attentiveness 0.47 0.28 76
High Poll Attentiveness 0.14 0.14 484
Low Candidate Awareness 0.12 0.16 1229
High Candidate Awareness 0.07 0.10 385
Low TV Attention to Gov’t 0.31 0.30 148
High TV Attention to Gov’t 0.08 0.10 1466
Not Interested in Politics 0.10 0.12 1099
Interested in Politics 0.06 0.08 466
† See Appendix A.2 for a description of the variables used in this analysis.
Table 6.4: No Opinion Responding in the 1984 NES Pre-Election Survey
Demographic Average Non- Standard Sample
Group† Response Rate Deviation Size
Full Sample 0.09 0.14 2257
Low Education 0.12 0.15 1315
High Education 0.05 0.07 928
Low Candidate Awareness 0.11 0.15 1798
High Candidate Awareness 0.03 0.06 459
Don’t Discuss Politics Frequently 0.09 0.12 511
Discuss Politics Frequently 0.05 0.08 999
Low TV Attention to Gov’t 0.10 0.14 927
High TV Attention to Gov’t 0.05 0.09 914
Not Interested in Politics 0.11 0.14 1612
Interested in Politics 0.05 0.10 638
† See Appendix A.2 for a description of the variables used in this analysis.
From these tables, it appears that demographic and behavioral characteristics af-
fect the likelihood of providing “no opinion” responses. Less educated, less politically
informed, and less politically attentive respondents select the “no opinion” response
options more often than their highly educated, very politically informed, and politi-
cally attentive counterparts. These averages, however, provide only a partial picture.
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To test which factors affect “no opinion” responding, it is useful to undertake a mul-
tivariate analysis.
The best approach to testing which variables affect respondent behavior is to
regress the proportion of “no opinion” responses provided by the survey participants,
Pi, on the characteristics that affect respondent behavior. The naive approach, and
that employed in much of the survey response literature, involves running an ordinary
least-squares (OLS) regression of the proportion of “no opinion” responses on the
demographic characteristics (Green, Krosnick & Holbrook 2002). But, if the error
terms have Type II extreme value distributions, as outlined above, the shirking model
implies a weighted least-squares regression of the log-odds ratio on the exogenous
variables.19 Thus, if a weighted least squares regression of the log-odds is used, the
estimates will be consistent. However, if the relationship between the proportion of
“no opinion” responses and ability, motivation and difficulty is estimated using an
OLS regression, the model is misspecified and the estimated coefficients will biased.20
Tables 6.5 and 6.7 contain the results for both a simple OLS regression and a
weighted least-squares regression of the log-odds ratio.21 In the OLS analysis, the de-
pendent variable is the proportion of times that a respondent provided a “no opinion”
response on the opinion questions that were administered to every survey participant.
Since these models have different dependent variables, the estimated coefficients are
not comparable. Instead, to compare the results from these two models, it is useful to
examine the first differences, calculated as the change in predicted probability given
a change in one of the explanatory variables. These first differences are provided in
Table 6.6 and 6.8.
19The odds-ratio is calculated as ln( Pi1−Pi ) where Pi is the proportion of times respondent i provided
“no opinion” responses on the Q questions under consideration.
20See Green, Krosnick & Holbrook (2002) for an example in which an OLS analysis of “no opinion”
response behavior is undertaken.
21Probit, Poisson, and negative binomial models were also estimated for comparison. The results
were very similar across these other models thus they are not included in this discussion.
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Table 6.5: Multivariate Analysis of No Opinion Responding in the 1980 NES
OLS Results WLS Results†
“no opinion”Prop. Coefficient Standard Error Coefficient Standard Error
South 0.03* 0.01 0.23* 0.07
West 0.00 0.01 -0.07 0.09
North Central 0.01+ 0.01 0.16* 0.08
High Education -0.04* 0.01 -0.50* 0.07
Female 0.02* 0.00 0.27* 0.05
White -0.02* 0.01 -0.17* 0.07
Over 75 Years Old 0.08* 0.01 0.61* 0.081
Have Child(ren) 0.00 0.01 -0.13* 0.06
Republican -0.01+ 0.01 -0.19* 0.08
Democrat -0.01 0.01 -0.06 0.06
Other Party Member 0.08+ 0.05 0.23 0.32
Strength of Party Affiliation 0.00 0.01 -0.05 0.07
Candidate Awareness -0.01* 0.01 -0.26* 0.07
TV Attention to Gov’t -0.03* 0.01 -0.27* 0.06
Social Class 0.00 0.00 -0.04* 0.01
Interested in Politics -0.01* 0.01 -0.16* 0.07
Constant 0.12* 0.01 -1.52*
Number of Observations 1413 1413
Adjusted R-squared 0.19 0.20
† Since the log of zero is undefined, Pi = 0 has been replaced by Pi = 0.0001.
* Statistically significantly different from zero at the p ≤ 0.05 level.
 This coefficient is actually equal to -.004 and the standard error is .001 thus this coefficient is
actually significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
69
Table 6.6: First Differences from the No Opinion Responding Analysis of the 1980
NES
OLS Results WLS Results†
“no opinion”Prop. Mean‡ Standard Error Mean‡ Standard Error
South 0.026* 0.007 0.035* 0.011
West 0.004 0.008 -0.010 0.016
North Central 0.013 0.007 0.023 0.012
High Education -0.037* 0.006 -0.063* 0.009
Female 0.023* 0.005 0.043* 0.009
White -0.022* 0.008 -0.024* 0.011
Over 75 Years Old 0.084* 0.010 0.109* 0.019
Have Child(ren) 0.000 0.005 -0.018 0.009
Republican -0.014* 0.007 -0.026* 0.010
Democrat -0.008 0.006 -0.008 0.010
Other Party Member 0.076 0.046 0.040 0.054
Strength of Party Affiliation -0.005 0.006 -0.007 0.010
Candidate Awareness -0.012* 0.006 -0.036* 0.009
TV Attention to Gov’t -0.026* 0.005 -0.036* 0.008
Social Class -0.033* 0.011 -0.044* 0.016
Interested in Politics -0.014* 0.006 -0.022* 0.009
Constant · ·
Number of Observations 1413 1413
Adjusted R-squared 0.19 0.20
† Since the log of zero is undefined, Pi = 0 has been replaced by Pi = 0.0001.
‡ First differences are calculated as the difference between the predicted probability if
all the explanatory variables set at their minimum and the predicted probability if the
variable under consideration is increased to its maximum all else the same. Standard
errors of the first differences are estimated using Monte Carlo simulation techniques
similar to those suggested by King, Tomz & Wittenberg (1999) and King, Tomz &
Wittenberg (2000).
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
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Table 6.7: Multivariate Analysis of No Opinion Responding in the 1984 NES
OLS Results WLS Results†
No Opinion Prop. Coefficient Standard Error Coefficient Standard Error
South 0.02* 0.01 0.22* 0.07
West -0.01 0.01 0.06 0.08
North Central -0.01 0.01-0.03 0.07
High Education -0.04* 0.01 -0.49* 0.06
Female 0.02* 0.00 0.20* 0.05
White -0.03* 0.01 -0.35* 0.07
Over 75 Years Old 0.08* 0.01 0.54* 0.08
Social Class 0.00 0.00 0.00 0.01
Child(ren) in House -0.01* 0.00 -0.21* 0.05
Republican -0.02* 0.01 -0.13+ 0.07
Democrat -0.02* 0.01 -0.14* 0.06
Other Party Member 0.00 0.06 -0.46 0.56
Strength of Party Affiliation -0.01 0.01 -0.12+ 0.06
Candidate Awareness -0.03* 0.01 -0.54* 0.07
TV Attention to Gov’t -0.02* 0.01 -0.27* 0.06
Interested in Politics -0.02* 0.01 -0.23* 0.07
Constant 0.14* 0.01 -1.23 0.10
Number of Observations 2054 2054
Adjusted R-squared 0.18 0.18
† Since the log of zero is undefined, Pi = 0 has been replaced by Pi = 0.0001.
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
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Table 6.8: First Differences from the No Opinion Responding Analysis of the 1984
NES
OLS Results WLS Results†
No Opinion Prop. Mean † Standard Error Mean‡ Standard Error
South 0.016 0.007 0.040 0.013
West -0.006 0.007 0.011 0.018
North Central -0.010 0.007 -0.006 0.013
High Education -0.044 0.005 -0.074 0.009
Female 0.022 0.005 0.037 0.009
White -0.033 0.007 -0.056 0.012
Over 75 Years Old 0.080 0.009 0.108 0.018
Child(ren) in House -0.011 0.005 0.001 0.003
Republican -0.017 0.006 -0.033 0.009
Democrat -0.018 0.006 -0.021 0.012
Other Party Member -0.002 0.059 -0.024 0.010
Strength of Party Affiliation -0.006 0.006 -0.056 0.075
Candidate Informedness -0.030 0.006 -0.020 0.011
TV Attention to Gov’t -0.020 0.005 -0.080 0.011
Social Class 0.005 0.011 -0.191 0.024
Interested in Politics -0.018 0.006 -0.037 0.011
Constant · ·
Number of Observations 2054 2054
Adjusted R-squared 0.18 0.18
† Since the log of zero is undefined, Pi = 0 has been replaced by Pi = 0.0001.
‡ First differences are calculated as G(X1j , X
0
−j , βˆ −G(X0, βˆ where G(X0, βˆ is the pre-
dicted probability from the model with all the explanatory variables set at their mini-
mum and G(X1j , X
0
−j , βˆ is the predicted probability if Xj , the j
th of the K explanatory
variables, is increased to its maximum while the other K − 1 variables, X−j , remain
at their minimum.
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
From the models in Tables 6.5 and 6.7, it appears that respondents who are from
the south, female and over 75 years old are more likely to provide “no opinion”
responses. Both models also indicate that the more educated, politically active, and
politically informed the less likely the respondent is to shirk. This supports the
hypothesis that the more able (i.e., highly educated) and motivated (i.e., politically
involved and interested) the respondent the less likely they are to shirk. Somewhat
surprisingly, strength of party affiliation only appears marginally significant in the
WLS regression on the 1984 NES data; this supports the claims by Zaller (1992) that
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the best measures of political awareness are factual knowledge questions like those
used to create the candidate awareness measure used in this analysis.
Although the two models indicate similar signs and levels of significance there
are some notable differences. For example, in the 1980 NES sample, having children
was not significant according to the OLS regression but was significant in the WLS
model. Looking at the first differences, however, indicates that the two models have
quite different predictions about shirking behavior. According to the WLS results,
most of the variables have significantly larger impacts on the probability of shirking
than those predicted by the OLS results. For example, according to the WLS results,
increasing the level of political informedness from zero (unable to correctly identify
any of the local congressional candidates) to one (able to correctly identify at least
one candidate and the candidates’ party) reduces the probability of shirking by 0.08
in the 1984 NES data—this is more than double the effect estimated by the OLS
regression. In the 1980 NES data, the effect of candidate awareness as estimated by
the WLS model is three times larger than that of the OLS model.
While these results support the idea that ability and motivation influence the
probability of shirking in the form of “no opinion” responding in a predictable fashion,
it is important to note that the maximum adjusted R-squared across all these models
is 0.2. The R-squared results from the OLS regressions correspond with the following
correlations between predicted and actual probabilities of shirking: 0.44 (1980) and
0.43 (1984). This compares with correlations of 0.45 (1980) and 0.45 (1984) for the
weighted least-squares predictions. Thus the weighted least-squares model appears to
be marginally better at predicting the probability of shirking.22 But these relatively
low levels of correlation suggest that respondent characteristics alone cannot fully
explain “no opinion” response behavior.
22Also, the WLS estimates will ensure that Pˆi ∈ [0.1] which is not guaranteed in a standard OLS
model.
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6.2.3 Measuring Question Difficulty
As discussed in Section 5.6.2 shirking is likely to be affected by respondent as well
as question characteristics such as question difficulty. Having concluded above that
respondent characteristics alone cannot explain shirking behavior in the form of “no
opinion” responding, it is useful to consider how one might obtain measures of ques-
tion difficulty to be incorporated in the analysis of “no opinion” responding.
According to the discussion in Chapter 3, task difficulty will be influenced by how
questions are worded. However, much of the existing analysis involving task difficulty
has focused on survey level measures, such as survey mode, to capture difficulty since
there is relatively little data about difficulty at the question level.23 The recent use
of questions asking respondents how difficult they found other questions provides an
innovative way to measure difficulty at the question level. As mentioned previously,
these direct measures attempt to capture respondents’ perceptions of task difficulty
which will be useful since the question difficulty is likely to be subjective (Albertson,
Brehm & Alvarez Forthcoming, 2004). Unfortunately, these types of questions were
not included in the 1980 and 1984 NES surveys. Instead, for the 1980 and 1984 NES
Pre-Election Surveys, a small sample of subjects who did not answer the original
survey were asked to indicate the difficulty of the opinion questions in the 1980 an
d1984 NES surveys. Since this data was collected from individuals who did not
participate in the original survey, hence this data will be referred to as third-party
difficulty measures.
To obtain this data, participants were asked to rate questions in the 1980 and
1984 NES surveys on a scale from one (easy) to three (difficulty). In total, nine
people provided difficulty ratings for each of the 1980 NES Pre-Election survey and
four people provided difficulty ratings for each of the questions from the 1984 NES
Pre-Election Survey. Participants were primarily Caltech undergraduate students.24
23See, for example,, Green, Krosnick & Holbrook (2002).
24A few volunteers were obtained from the outside the academic community. This sample was not
designed to be random but only to provide an illustration of how difficulty might be collected for
survey questions administered without respondent-reported difficulty measures.
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This data was collected in January 2004, thus subjects were required to reflect on
questions originally asked over 20 years ago.25 Participants were told to “indicate how
difficult” the questions were. To facilitate this process, participants were instructed to
consider “how much effort would be required to answer” each question. Furthermore,
respondents were specifically told that they did “NOT have to answer any of these
questions.”
With this difficulty rating data, it is possible to test which factors influence per-
ceived response difficulty. Tables 6.9 and 6.10 contain the results from ordered logit
regressions of the difficulty measures on different question characteristics and indi-
cator variables for the different people who provided these difficulty ratings.26 From
these results, it is apparent that some people had significantly different difficulty rat-
ings. For the 1980 NES data, Person 3 and Person 8 had statistically higher difficulty
ratings than Person 1, while Person 5 and Person 9 had significantly lower difficulty
ratings. In the 1984 NES data, Person 1 and Person 2 did not have statistically
significantly different difficulty ratings but Person 3 and Person 4 had significantly
higher difficulty ratings.
Characteristics of the questions also affected the difficulty ratings. Relative to
questions with discrete choice options, questions with three point response scales and
seven point response scales were rated as being significantly more difficult. In the
1980 NES data, long questions and questions with long explanations were rated as
significantly more difficult, but in the 1984 data, long questions received lower diffi-
culty ratings and questions with long explanations were not identified as statistically
more difficult. However, the pseudo R-squared for the 1980 data, which is only 0.13,
suggests that this model does not explain the variation in difficulty ratings very well.
The model does a little better in 1984, where the pseudo R-squared is 0.32, but taken
25Some third-party subjects had difficulty with this task because they were unfamiliar with many
of the issues and political figures discussed in these surveys from approximately twenty years ago.
More recent data was not appropriate for this analysis, however, because the complex survey designs
currently implemented by the NES do not allow a simple comparison of “no opinion” responding
across subjects.
26The ordered logit model is used because the difficulty ratings are discrete ordering from one to
three. The results are all relative to Person 1 whose dummy variable is excluded.
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together the results from both these ordered logit regressions suggest that perceived
difficulty cannot be entirely captured by identifiable question traits.27
Table 6.9: Ordered Logit Analysis of Difficulty Ratings in the 1980 NES
Estimated Coefficient Standard Error. P-Value
Person 2 -0.11 0.29 0.72
Person 3 0.99* 0.29 0.00
Person 4 -0.02 0.29 0.94
Person 5 -0.62* 0.29 0.03
Person 6 -0.50+ 0.29 0.09
Person 7 -0.10 0.28 0.72
Person 8 0.60* 0.29 0.04
Person 9 -1.25* 0.30 0.00
Long Question 0.87* 0.22 0.00
Long Explanation 2.05* 0.21 0.00
Two Point Resp. Scale 0.45 0.28 0.11
Three Point Resp. Scale 1.59* 0.34 0.00
Four/Five Point Resp Scale 0.51+ 0.30 0.09
Seven Point Resp Scale† 2.99* 0.38 0.00
Cut 1 0.22 0.35
Cut 2 3.45 0.37
Number of Observations 900
Pseudo R-squared 0.13
† The excluded response scale type is discrete non-continuous response options.
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
27The higher R-squared statistic in the 1984 data in undoubtedly a reflection of the fact that only
four subjects provided this data
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Table 6.10: Ordered Logit Analysis of Difficulty Ratings in the 1984 NES
Estimated Coefficient Standard Error. P-Value
Person 2 -0.53 0.40 0.18
Person 3 4.07* 0.35 0.00
Person 4 1.12* 0.31 0.00
Long Question -1.24* 0.56 0.03
Long Explanation -0.66 0.47 0.16
Two Point Resp. Scale 0.89 0.69 0.20
Three Point Resp Scale 2.89* 0.81 0.00
Four/Five Point Resp Scale 0.85 0.71 0.23
Seven Point Resp Scale† 1.69* 0.79 0.03
Cut 1 2.17 0.71
Cut 2 3.92 0.74
Number of Observations 520
Pseudo R2 0.32
† The excluded response scale type is discrete non-continuous response options.
* Statistically significantly different from zero at the p ≤ 0.05 level.
6.2.4 Incorporating Difficulty Measures into the Analysis of
the No Opinion form of Shirking
Since this analysis indicates that difficulty cannot be entirely captured by measurable
question traits, the direct inclusion of third-party difficulty ratings into the analysis
of “no opinion” response behavior might provide some additional explanatory power.
Figures 6.4 and 6.5 combine third-party difficulty ratings with the “no opinion” re-
sponse rates for survey participants. The bars represent the proportion of survey
respondents who provided a “no opinion” response to each question, the dots indi-
cate the average question difficulty rating, and the vertical lines associated with each
dot provide the ninety-five percent confidence interval for the difficulty ratings. Dots
that are between the two horizontal lines correspond to questions whose average dif-
ficulty ratings were between 2.5 and 3 (i.e., difficult questions). With the exception
of the inflation/unemployment trade-off question asked in the 1980 NES survey, high
“no opinion” response rates do not appear to correspond very closely with high aver-
age difficulty ratings. In fact, correlation between the average difficulty ratings and
the “no opinion” response rate was 0.17 in 1980 and only 0.03 in 1984. This suggests
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that these third-party difficulty measures are not very closely related to “no opinion”
response rates. It is not clear, however, whether the low correlation between these
measures can be attributed to the fact that the third-party samples were very small
and the fact that these subjects were required to reflect on survey questions adminis-
tered approximately twenty years ago. Furthermore, it is not clear that the average
of third-party difficulty is the appropriate correlate or that “no opinion” responding
is really indicative of shirking.
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Figure 6.4: Combining Difficulty and Non-Response—NES 1980 Survey
According to Tables 6.9 and 6.10, respondents reported significantly different dif-
ficulty ratings. This suggest that difficulty ratings may be subjective, however, us-
ing third-party difficulty ratings provides an objective measure of difficulty however.
Perhaps a better measure of difficulty can be obtained by asking each respondent to
rate the difficulty of the opinion questions which they answer.28 These respondent-
28An other alternative might be to randomly sample people to provide difficulty ratings at the
same time as the survey is administered. Alternatively, difficulty ratings could be obtained from a
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Figure 6.5: Combining Difficulty and Non-Response—NES 1984 Survey
reported difficulty measures would be able to capture variances of the perceived dif-
ficulty across survey participants.29
6.2.5 New Measures of Question Difficulty
The analysis in the above sub-sections suggests that respondent characteristics such
as education and political informedness affect “no opinion” response behavior. These
characteristics, however, are not fully able to explain the variance in “no opinion”
response behavior suggesting that it might be important to include difficulty measures
into the analysis. Because difficulty measures were not collected with the original NES
completely separate sample from those who answer the survey (third-party measure) or a subset of
the survey participants might be asked to provide difficulty ratings in addition to answering opinion
questions. There is a clear trade-off between the cost of asking all respondents to provide difficulty
ratings on each opinion question and the power of the data provided by respondent-reported difficulty
measures.
29Of course this is based on the assumption that respondents are able to assess the difficulty of
questions. In Chapter 7, respondents’ relatively high levels of variance in difficulty rating are used
to support the idea that respondents are actually capable of assessing difficulty.
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surveys, third-party difficulty ratings are analyzed. The results from this analysis
suggest that there is not a very close relationship between third-party difficulty ratings
and “no opinion” response behavior. However, the fact that difficulty ratings varied
significantly across subject, even after controlling for objectively measurable question
characteristics, suggests that objective measures of difficulty may not be appropriate.
Instead, it may be useful to obtain objective measures of difficulty. With this in mind,
attention is now turned to the 1998–1999 Multi-Investigator Study (MI1998) survey
in which respondent-reported difficulty measures and response times were collected.
These two measures provide alternative ways of capturing respondent perceptions of
question difficulty. Assuming that “no opinion” responding is an indicator of shirking,
by combining these new measures of question difficulty with respondent characteristics
a better understanding of the causes of shirking can be established.
Difficulty Measures in the 1998–1999 Multi-Investigator Study
The 1998–1999 Multi-Investigator Study (MI1998) attempted to collect data about
how people form their opinions.30 As part of this effort, a series of six policy ques-
tions concerning affirmative action, welfare, and immigrant rights were paired with
questions asking respondents to indicate how difficult these questions were to answer.
For example, after answering the question “When it comes to setting aside a certain
number of government construction contracts for businesses that are owned and op-
erated by minorities, are you for or against this?” respondents were asked “How hard
was it for you to make up your mind on that last question—not hard at all, not very
hard, somewhat hard, or very hard?”
Table 6.11 indicates the distribution of difficulty ratings for these six policy ques-
tions. Respondents who answered “don’t know” or who refused to provide a response
to the opinion question were not asked for their difficulty ratings, thus their data is
coded as missing. It appears that most respondents did not find it very difficult to
30See Appendix A.3 for a further discussion of the 1998–1999 Multi-Investigator survey. This
survey was designed such that each of the questions examined in this section were only administered
to two-thirds of the sample.
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answer these questions.31 Even if respondents who said “don’t know” on the opinion
question have their difficulty ratings coded as very hard, the percent of very hard
ratings would, on average, be less that ten percent. At the other end of the spec-
trum, approximately fifty percent of respondents thought the questions were not hard
at all. In fact, assuming that missing difficulty ratings should be set at the maxi-
mum, the average difficulty ratings for the questions were all around 1.8 (Standard
Deviation = 1.0) corresponding to a difficulty of just below not very hard.32
Table 6.11: Tabulation of Difficulty Ratings by Question
Percent Percent Percent Percent
Not hard Not very Somewhat Very Percent Sample
Question at all hard hard hard Missing Size
Set-Asides 49.51 20.17 22.99 4.65 2.68 709
Flexible Admit. Stand. 51.06 22.57 15.94 7.05 3.38 709
Workfare 53.97 17.56 18.41 8.36 1.70 706
Welfare Limits 50.99 18.84 22.24 7.22 0.71 706
Welfare for Legal Immig. 52.85 21.70 19.05 5.70 0.70 719
Edu. for Illegal Immig. 57.02 21.00 14.88 6.40 0.70 719
Although overall averages are very similar across questions, it is possible that
individual respondents find some questions easier to answer than others. To deter-
mine if respondents’ difficulty perceptions vary, difficulty ratings provided by each
respondent were compared across the questions.33 In total, 145 respondents provided
the same difficulty for all four questions, 187 respondents provided ratings that were
within one point of each other (i.e., rated all of them as not hard at all and not very
31It is important to note that this analysis assumes that the difficulty questions provide a good
way of assessing how difficult respondents perceive each question to be. Evidence explored below
concerning individual level variance in these difficulty ratings suggests that respondents do not
usually provide the same difficulty rating for all six questions. While this is not concrete evidence
that these difficulty measures are meaningful, it does indicate that respondents are considering these
questions differently.
32For this analysis difficulty ratings are coded from 1, not hard at all, to 4, very hard. See
Table A.5 for a summary of the difficulty ratings for these questions.
33As discussed in A.3, questions were randomized across the full sample, thus, each respondent
was only asked four out of six of the questions.
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hard), 303 respondents provided difficulty ratings that differed by two points (i.e.,
not hard at all and somewhat hard), and 432 respondents rated at least one of the
questions as not hard at all and another as very hard. This suggests that most re-
spondents’ difficulty perceptions vary across questions even though average difficulty
ratings were very similar.
Response Times in the 1998–1999 Multi-Investigator Study
The 1998–1999 Multi-Investigator Study also collected information about how long
respondents took to answer the six policy questions about affirmative action, welfare,
and immigrant rights mentioned above.34 The active response times (length of time
between when the interviewer finishes asking the question and the respondent begins
answering) for these questions ranged between zero seconds and over two minutes.35
Most respondents were able to answer the questions in less than twenty seconds but
there are a few outliers who took significantly longer to answer questions.36 Huckfeldt,
Sprague & Levine (2000) suggest that many problems may occur in the coding of
activated timers and recommend that response times of zero seconds and response
times that were more than three standard deviations above the sample mean be coded
as missing.37
34There are two main types of response timers: active and latent timers. Active response timers
measure the time between when the interviewer finished asking a question and when the respondent
began answering the question. Latent response timers measure the time between the beginning of one
question and the beginning of the next. Thus latent response timers measures include not only how
long the respondent takes to answer but also the length of time interviewers take to read the question
and to provide explanations possibly introducing confounding effects from interviewers. However,
as discussed in Mulligan et al. (2003), latent and active response timers are highly correlated.
35Response times of zero seconds suggest that participants provided responses before the inter-
viewer finished asking the question.
36Over ninety-five percent of respondents answered each of these question in less than twenty
seconds.
37Only a few response times of zero seconds were recorded for these questions: 4 for the question
about set-asides, 2 for the flexible admission question, 2 for the workfare question, and 2 for the
welfare limits questions; the response times for the welfare for legal immigrants and education for
illegal immigrants were all positive. Slightly more response times were recorded that were more than
three standard deviations above the sample mean: 18 for the question about set-asides, 21 for the
flexible admission question, 12 for the workfare question, 6 for the welfare limits questions, and 15
for both questions related to immigrants. Trimming these respondents from the dataset amounts to
losing less than three percent of the response times for each question. Analysis which included these
response but re-coded zeros as 0.5. provided similar results.
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Figure 6.6 contains histograms of the trimmed response times, in hundredths of
seconds, for answers to each of these questions. The first thing to note is that, de-
spite the trimming procedure, response times are highly skewed to the right. Having
considered several different transformations of response times, it appears that the dis-
tribution of the log of response times most closely resembles a normal distribution.38
Thus, subsequent analysis will incorporate the log of the trimmed response times.
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Figure 6.6: Histogram of Response Times for Questions in MI1998
Since in some of the following analysis, response times will be used as a measure of
how difficult respondents found the question to answer, Figure 6.7 contains the distri-
bution of response times by respondent-reported difficulty measures for the question
about government set-asides for minority owned businesses.39 This figure suggests
38Transformation considered include: the cubic, identify, square, square-root, natural log, inverse,
inverse of the square, inverse of the cubic, inverse of the square-root.
39Respondents who take longer to answer the question are assumed to perceive the question as
more difficult. For a similar interpretation of response timers, see Albertson, Brehm & Alvarez
(Forthcoming, 2004).
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Figure 6.7: Histogram of Response Times by Difficulty
that response times and reported question difficulties are positively correlated. The
same relationship is evident for each of the other five public policy questions under
consideration. In fact, simple correlations between response times and reported ques-
tion difficulty ratings were between 0.22 and 0.39. Hence, it appears reasonable to
include response times together with the difficulty measures in the analysis of shirking
as identified by “no opinion” response behavior.
6.2.6 Incorporating New Difficulty Measures into the Anal-
ysis of No Opinion Responding
Maintaining the assumption that shirking is indicated by “no opinion” responding,
this chapter extends the analysis by incorporating both respondent-reported difficulty
measures and response times in an attempt to better understand the factors that
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influence survey response behavior. For the six policy questions in the MI1998 survey,
respondents were not explicitly given a “no opinion” response option but a small
fraction of respondents still indicated that they did not have an opinion on each
question. Given the randomization design implemented in MI1998, each respondent
was only asked four of the six policy questions. Thus the maximum number of times
that they could express a “no opinion” response is four. Table 6.12 indicates how
frequently respondents provided “no opinion” responses—almost ninety-five percent
of respondents always provided an opinion in response to these policy questions. This
low “no opinion” response rate is undoubtedly partly attributable to the lack of an
explicit “no opinion” response option.40
Table 6.12: No Opinion Response Rates for the Six MI1998 Policy Questions
Count
Non-Responses Frequency Percent
Zero 1010 94.66
One 47 4.40
Two 9 0.84
Four 1 0.09
Since this data has such a small fraction of “no opinion” responses and because
those who indicated they did not have an opinion on a question were not asked the
follow-up question about difficulty, it is not feasible to examine shirking behavior
separately for each question.41 Instead, the dependent variable in the subsequent
analysis is the number of times a respondent provided a “no opinion” response on the
policy questions that they were asked. Respondents who did not provide a difficulty
rating for the questions they were asked are re-coded as having rated them as very
40For a discussion of how the inclusion of “no opinion” response options affects response selection
see, for example, Krosnick, Holbrook, Berent, Carson, Hanemann, Kopp, Mitchell, Presser, Ruud,
Smith, Moody, Green & Conaway (2002).
41Attempts to estimate a logit model of shirking using the stacked “no opinion” response data
(one observation for each respondent-question pair) was unsuccessful because there was not enough
variation in the “no opinion” response indicator and the difficulty measures.
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hard. As suggested in Section 5.4, this type of ordinal data may be viewed as indi-
cating different levels of shirking. Thus a simple extension to the probability model
expressed in Equation (5.2) implies that an ordered logit is appropriate for testing
what factors affect “no opinion” response rates.
Table 6.13 contains the results from several ordered logit regressions of the number
of times each respondent indicated that they did not have an opinion. The first
model in this table, contained in columns two and three, reports the results from
running an ordered logit regression of the number of times respondents indicated
“no opinion”on a variety of demographic characteristics. These results indicate that
the only variables that have a significant effect on “no opinion” responding behavior
are dummy variables for ages over sixty-five and residence in the northeast or south.
Notice, however, that this model does not do very well at explaining the variance in
the “no opinion”count data—the pseudo R-squared is only 0.07. The second model
in this table augments the first by adding a subjective difficulty measure. Since this
analysis is being done across questions, the difficulty measure included here is the sum
of the difficulty measures provided by respondents for each of the questions they were
asked.42 This measure of difficulty has a statistically significant positive effect on “no
opinion” response behavior across these questions. In other words, the more difficult
the respondent finds the questions the more likely he is to provide “no opinion”
responses. Also, the measure of political informedness (developed from responses to
seven factual questions) becomes marginally significant in the second model. The
final columns in this table contain the results from further expanding the model to
include a measure of how long it took respondents to answer these questions. Since
this analysis looks at “no opinion” response behavior across all the policy questions,
the measure of response time is the log of the sum of the active timers for these
questions. This variable also has a significant positive effect on the probability of
providing “no opinion” responses. None of the models in Table 6.13 explain the
42Recall that respondents were only asked four out of six of the questions and corresponding
difficulty ratings. Including indicators for which policy questions respondents received did not have
a significant effect on the analysis.
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variance in “no opinion” responding very well, although the pseudo R-squared of the
third model is almost three times that of the first model. This may occur because
there are relatively few cases in which respondents provided “no opinion” responses.43
Table 6.13: Ordered Logit Analysis of No Opinion Response in the MI1998 Policy
Questions
Model 1 Model 2 Model 3
Count Coef. Std. Err. Coef. Std. Err. Coef. Std. Err.
Over 65 Years Old 1.22* 0.32 1.25* 0.33 1.24* 0.33
Some High School 1.20 1.12 0.79 1.13 0.85 1.14
High school Grad 0.64 1.10 0.29 1.11 0.30 1.12
Some College 0.26 1.14 0.08 1.15 0.08 1.16
College Graduate 0.38 1.17 0.12 1.19 0.16 1.20
Graduate Work 1.32 1.17 1.09 1.19 1.16 1.19
Political Informedness -0.14 0.09 -0.15+ 0.09 -0.15 0.09
Northeast -0.99* 0.49 -1.00* 0.49 -1.03* 0.50
Midwest -0.36 0.36 -0.30 0.37 -0.37 0.37
South -0.64+ 0.38 -0.64+ 0.38 -0.69+ 0.38
Democrat -0.89 0.35 -0.94 0.36 -0.95 0.36
Republican -0.43 0.36 -0.36 0.36 -0.39 0.36
Sum of Difficulty Measures · · 0.13* 0.03 0.13* 0.03
Log Trimmed Timer · · · · 0.52* 0.26
Cut 1 2.43 1.11 3.61 1.17 7.40 2.25
Cut 2 4.24 1.15 5.46 1.21 9.25 2.27
Cut 3 6.57 1.49 7.82 1.54 11.61 2.46
Number of Observations 1056 1056 1056
Pseudo R-squared 0.07 0.11 0.12
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
Unfortunately, if “no opinion” responding is used to identify shirking, there is no
way to extend the analysis beyond tests for the impact of respondent and question
characteristics on this form of shirking behavior. Also, because “no opinion” respond-
ing behavior is so rare in MI1998 policy questions, it is possible that respondents who
did not want to exert much effort used some other response strategy when they were
43The infrequency of “no opinion” responding in this data suggest perhaps a more appropriate
model for this analysis would be a rare-events logit as suggested by King & Zeng (2001).
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shirking. It has been suggested that behaviors such as choosing the first response
or randomly selecting response options might be indicative of cognitive shortcutting
(Krosnick 1991). Although it may be fruitful to consider how these different behaviors
are manifest in surveys, the MI1998 policy questions do not provide the ideal situ-
ation for examining these behaviors since they only offer two response options: for
or against. Instead, the next section turns attention to identifying shirking behavior
through direct measures of response times.
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Chapter 7 Response Times as Indicators of
Shirking
In the middle of difficulty lies opportunity (Einstein 1989).1
Since the results from in-depth interviews in Chapter 2 suggest that not all shirkers
will choose the “no opinion” response option (and vica versa), this chapter explores
the use of response times to identify shirking behavior. As discussed in Section 5.5.3,
response may provide an alternative means of identifying shirking behavior. Assuming
that respondents who carefully contemplate their answers take relatively longer to
answer survey questions, it is possible to establish criteria to identify shirking based
on responses times. As with the “quick-wrong” shirking behavior described above,
this response time measure of shirking can be incorporated into substantive analysis
to account for differences between shirkers and their non-shirking counterparts.
In this chapter, two different approaches to identifying shirkers based on their
response times. The first approach identifies shirkers using outlier analysis; respon-
dents who answer surveys in significantly less time than is predicted by a model of
response time are determined to be shirking. The second measure of shirking based
on response times classifies respondents based on demographic characteristics and
difficulty reports and identifies shirking behavior within these group classification.
Using group level estimates of the amount of time that should be sufficient to ensure
reliable responses, respondents are identified as shirking if they take less time than is
sufficient for they type. But before undertaking this analysis, however, it is important
to consider the relationship between response times, effort, and response reliability.
1Authorities from the Albert Einstein Archives at the Hebrew University of Jerusalem were unable
to authenticate the attribution of this quotation and believe the original source might be one of the
Kalendersprueche which is famous only for its association with Einstein.
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7.1 Response Times, Effort, and Accuracy
To relate response times, effort, and accuracy, it is useful to revise Equation 5.1 which
specifies the probability of shirking as a function of respondent optimal effort, er∗iq ,
and surveyor optimal effort, es∗iq . To convert this equation into a function of response
times, the relationship between effort and time must be explored.
As discussed in Section 5.5.3, studies indicate that response times are positively
correlated with effort (Bassili & Fletcher 1991, Fazio & Williams 1986, Fletcher &
Chalmers 1991, Fletcher & Chalmers 1991). Thus, response times may viewed as
proxy for er∗ with
er∗iq = θ(Tiq), (7.1)
where Tiq is the time respondent i takes to answer question q and θ is the appropriate
positive functional relation between time and effort.2 Given this relationship between
respondents’ optimal effort and time, it only remains to determine when respondents
have exerted enough effort to provide reliable responses.
If the surveyor’s optimal effort level, es∗iq , were constant across respondents, i.e.,
es∗iq = e
s∗
q ∀i, then shirkers could be identified any respondent, i, whose response times
on question q were such that θ(Tiq) <= e
s∗
q .
3
The above discussions, however, suggest that es∗iq varies with respondent charac-
teristics and the perceived question difficulty. To help establish when respondents
are exerting sufficient effort to provide reliable responses, it is useful to return to
the examination of factual opinion responses. Because the reliability or accuracy of
factual responses can be established from auxiliary data, it is possible to analyze
the relationship between response times and accuracy in this data. Assuming that
the relationship between accuracy or reliability and response times is the same across
2Having compared several transformations of response times (including the cubic, identify, square,
square-root, natural log, inverse, inverse of the square, inverse of the cubic, inverse of the square-
root) the log-linear transformation of time was found to provide a sample distribution that most
closely resembled a continuous normal distribution. Furthermore the residuals from the log-linear
regression appeared to satisfy the Gauss-Markov assumptions.
3Error will be introduced in this model because es∗q will have to be estimated.
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both opinion and factual information questions, results obtained from the relationship
between factual response accuracy and time can be generalized to opinion questions.
To examine all the factors that might affect the time needed to provide an accu-
rate factual response, this work again uses the Indianapolis 1996 data to test which
demographic characteristics affect the response times required to provide accurate an-
swers. Results regressing the log of response times for accurate answers on a variety
of individual characteristics are contained in Table 7.1.4 According to these results,
the amount of time respondents take to answer factual questions accurately is related
to overall political knowledge (measured by correct responses on other factual ques-
tions), age, and education. Baseline speed, measured by the time respondents took
to answer the demographic questions, also has a positive effect on the amount of time
respondents take to correctly answer questions. Because the time data examined in
this analysis is from latent response times, average interviewer times were also in-
cluded in this analysis as suggested by Mulligan et al. (2003). The results suggest
that, when using latent response times, interviewer behavior has a significant effect
on how much time respondents take to provide reliable answers.5 However, Mulligan
et al. (2003) found that there are no interviewer effects evident in active response
timers.
4In addition to the log-linear regressions considered here, OLS regression and Poisson regressions
were estimated. Plots of the residuals from the OLS regression versus the fitted value suggest that
the linear model violated the Gauss-Markov assumptions. Plots of the residuals from the log-linear
model, on the other hand, do not display any pattern. Comparisons of first differences between the
log-linear and poisson models suggest the two models produce similar results thus only the log-linear
model is considered in this analysis.
5Analysis that included interviewer dummies effects only indicated that a few of the interviewers
has significantly different latent timers.
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Table 7.1: Analysis of Response Times for Accurate Factual Responses
Const. Question B of Rights Question Veto Question
Coef. Std. Err. Coef. Std. Err Coef. Std. Err.
Other Fact Q’s Correct -0.07* 0.01 -0.06* 0.02 -0.06* 0.02
Married 0.00 0.02 -0.01 0.03 0.02 0.03
Female 0.05* 0.02 0.00 0.02 0.05* 0.02
Working -0.02 0.02 -0.02 0.03 -0.03 0.03
Age 18 to 25 -0.15 0.11 -0.18 0.11 -0.28* 0.13
Age 25 to 35 -0.08+ 0.04 0.00 0.05 -0.09+ 0.05
Age 35 to 45 -0.05 0.04 -0.06 0.05 -0.10* 0.05
Age 45 to 55 -0.09* 0.04 -0.03 0.05 -0.08 0.05
Age 55 to 65 -0.10* 0.04 -0.08+ 0.05 -0.12* 0.05
Age 65 to 75 -0.04 0.03 -0.03 0.04 -0.09* 0.04
Grades 1 to 11 0.07 0.05 0.27* 0.10 0.06 0.08
High School 0.10* 0.03 0.18* 0.04 0.12* 0.04
Some College 0.10* 0.03 0.12* 0.03 0.07* 0.03
Vocational. or Tech. Degree 0.01 0.05 0.09 0.07 0.09 0.07
College Degree 0.05* 0.02 0.12* 0.03 0.08* 0.03
White -0.11* 0.03 -0.06+ 0.03 0.01 0.03
Income less than $15K 0.09 0.05 0.01 0.06 0.07 0.06
Income $15-25K 0.06+ 0.04 0.01 0.05 0.00 0.05
Income $25-35K 0.03 0.03 0.01 0.04 0.00 0.04
Income $35-50K 0.01 0.03 -0.01 0.03 0.05 0.03
Income $50-75K 0.03 0.02 -0.01 0.03 -0.01 0.03
Log Resp Time for Demog Q’s† 0.05* 0.02 0.09* 0.03 0.10* 0.03
Log Intrv. Av. Fact Q Times‡ 0.00 0.00 0.00 0.00 0.00 0.00
Interested in Politics -0.01 0.01 0.00 0.01 0.01 0.01
Party Membership 0.00 0.01 0.01 0.01 0.00 0.01
Constant 6.66* 0.19 5.64* 0.24 5.69* 0.24
Number of Observations 1512 1168 1010
Adj. R-squared 0.13 0.09 0.14
† The time to answer demographic questions is measured as the sum of the amount of time
respondents took to answer questions about marrital status, employment status, education
level, race and birth year. These questions were chosen as a bseline since the are straight-
forward to answer and this information should be easy to recall.
‡ This is the average response times by interviewer. This variable has been included to control
for possible interviewere effects.
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
 These values are statistically significant but very small. The estimated coefficients (standard
errors) for each model are 0.00007 (0.00002), 0.00009 (0.00002), and 0.0001 (0.00002).
These regression results suggest that relationship between reliability and response
time appears to be mediated by demographic characteristics such as age, education
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and political informedness. This supports the conclusion that es∗iq is not constant,
thus, identification of shirking is only feasible if we can establish when respondents
are exerting sufficient effort to provide reliable responses. In order to achieve this goal,
response times will be analyzed using both the outlier and classification approaches
described above.
The first approach identifies shirkers using outlier analysis; respondents who an-
swer surveys in significantly less time than is predicted by a model of response time are
determined to be shirking. The second measure of shirking based on response times
classifies respondents based on demographic characteristics and difficulty reports and
identifies shirking behavior within these group classifications. Using group level es-
timates of the amount of time that should be sufficient to ensure reliable responses,
respondents are identified as shirking if they take less time than is sufficient for they
type. But before undertaking this analysis, however, it is important to consider the
relationship between response times, effort, and response reliability.
7.2 Response Times and Shirking—Outliers Anal-
ysis
The outlier approach to identifying shirkers involves establishing which respondents
provided answers in significantly less time than would be predicted by a model of
response time. Since the above analysis of accuracy in factual response questions
suggests that demographic characteristics such as age, education, and political in-
formedness affect the amount of time respondents take to correctly answer factual
question, these same variables deserve to be included in the analysis of response
times for opinion questions.
To undertake an analysis of shirking as identified by response times, data from
the six MI1998 policy questions will be used again. Table A.6 contains the results
from regressing the log of response times for the question about government set-asides
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Table 7.2: Shirking as Determined by Outlier Measure of Response Times
Not Shirking Shirking
Question Frequency Percent Frequency Percent
Set-Asides 670 95.77 26 4.23
Flex. Admit 605 98.09 12 1.94
Workfare 598 96.92 19 3.08
Welfare Limits 600 96.00 25 4.00
Welfare for Legal Immigrants 609 97.13 18 2.87
Education for Illegal Immigrants 612 97.30 17 2.70
for minority businesses on several respondent and survey characteristics.6 Using the
results from this analysis, it is possible to identify outliers. Table 7.2 contains the
number and proportion of respondents who were determined to be outliers on each
question. For the purpose of this analysis respondents were determined to be outliers
if their response time residuals were more than 1.65 standard deviations below the
average residual.
These results suggest that between 1.94 and 4.23 percent of the respondents are
identified as shirkers when shirking is defined based on the outliers measure described
above. These shirking rates are lower than those indicated by “no opinion” responding
in the 1980 and 1984 NES Pre-Election Surveys but this may result because these
questions offered only a two-point response scale.7
As with the “quick-wrong” shirking behavior described above, it is possible to
incorporate this outlier measure of shirking into substantive analyses of survey data.
Since the highest level of shirking was observed in the question about government
set-asides, a variety of analyses were undertaken on this variable. For example, a
logit analysis of this is contained in Table A.7. In this model, measure of ability,
motivation, and difficulty do not appear to have any affect on this measure of shirking.
Since this may indicate that this measure of shirking is not ideal, this work turns next
6Similar results were obtained for all six of the MI1998 policy questions.
7The analysis of difficulty ratings indicated that questions with only two response options were
rated as significantly easier to answer compared to other types of questions.
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Table 7.3: Shirking as Determined by Group Classification Measure of Response
Times
Not Shirking Shirking
Question Frequency Percent Frequency Percent
Set-Asides 670 97.53 17 2.47
Flex. Admit 612 89.21 74 10.79
Workfare 680 98.27 12 1.73
Welfare Limits 673 96.42 25 3.58
Welfare for Legal Immigrants 694 98.58 10 1.42
Education for Illegal Immigrants 701 99.57 3 0.43
to consider an alternate method for identifying shirking based on response times—the
group classification method.
7.3 Response Times and Shirking—Analysis Based
on Group Classification
To account for the fact that the surveyor’s optimal effort level, es∗iq , is not constant
across respondents, respondents are classified based on their demographic character-
istics and their reported difficulty ratings. Assuming that within each group, g, the
surveyor’s optimal effort is constant, i.e., assuming that es∗iq = e
s∗
gq∀i ∈ g, respondents
will be determined to be shirking if their response times less than the appropriate
group level cut-point, es∗gq. In the subsequent analysis, group level cut-points, e
s∗
gq,
were set at 1.75 standard deviations below the mean of the log of response times for
all the respondents in group g.8 Table 7.3 contains the number and proportion of
respondents who were determined to be shirking based on this measure.
Tables 7.3 shows that between 0.4 and 10.79 percent of the respondents are iden-
tified as shirkers when shirking is defined by the group classification method for
8This cut-point is used because it represents the one-tailed ninety-five percent confidence interval.
Other cut-points including two standard deviations below the mean of the group level log response
times was also considered but at this level no respondents were identified as shirking.
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response times; between three and seventy-four of the response times were indicative
of shirking. Again, these shirking rates are lower than those indicated by “no opin-
ion” responding in the 1980 and 1984 NES Pre-Election Surveys but this may result
because these questions offered only a two-point response scale.9 Another notable
fact in this data is that shirking appears to vary significantly across questions.
The question asking respondents how they feel about flexible admissions standards
at universities appears to have received the highest percent of shirking responses.10
One possible reason for these differences is that these questions are more or less likely
to trigger conflicting predispositions. Analyzing the randomized question frames used
in this survey, Alvarez & Brehm (2000) tested the hypothesis that conflicting predis-
positions, activated by the different question frames, affected response reliability. Un-
fortunately, the tests of this hypothesis were inconclusive. The alternative inferential
measure of ambivalence, the average difficulty measure, does not provide much more
explanatory power since it does not vary significantly across questions—the aver-
age difficulty rating for the flexible admission standards question was 1.79 (Standard
Deviation = 1.01) compared to 1.88 (Standard Deviation = 1.00) on the set-asides
question and 1.72 (Standard Deviation = 0.96) on the question about education for
illegal immigrants.
Before proceeding with the analysis of shirking as identified by response times, it
is important to recall that the relationship between effort and time is assumed to be
positive and mediated only by demographic characteristics (age, education and po-
litical informedness levels) and question difficulty perceptions. Since the relationship
between reliability and response times was established by examining factual questions
administered in the Indianapolis 1996 survey, it is appropriate to verify the relation-
ship between shirking behavior and other variables that we expect to be correlated
with shirking.
9The analysis of difficulty ratings indicated that questions with only two response options were
rated as significantly easier to answer compared to other types of questions.
10It has been suggested that this may result from the fact that this question is vague (Kiewiet N.d.).
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Table 7.4 contains the results from a logit analysis of shirking on the question
about flexible university admission standards as measured by group level cut-points.11
The dependent variable is an indicator of whether a response was determined to
be associated with shirking. According to these results the only variable that is
strongly correlated with shirking behavior is the reported question difficulty ratings—
respondents who indicated that questions were difficult have response times that were
indicative of shirking.12 Although only marginally significant, respondents who self-
identify as being Democrats are slightly less likely to shirk while respondents who took
longer to answer a question about world affairs are slightly more likely to be identified
as shirkers. Variables such as education and political informedness, however, do not
appear to have a significant effect on shirking behavior.
11This question is examined because it has the highest level of shirking as identified from the
response times.
12Recall that respondents are identified as shirking if their response times were less than 1.75
standard deviations below their group mean response time where groups were determined based on
groups demographic characteristics and respondent-reported difficulty.
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Table 7.4: Logit Analysis of Shirking Measured from Response Times for the Flexible
Admission Question
Coef. Std. Err. F. Diff† F.D. Std. Err.
Political Informedness 0.03 0.22 0.03 0.12
Female 0.42 0.71 0.01 0.05
Democrat -1.49+ 0.85 -0.03 0.06
Republican -1.57 1.14 -0.03 0.07
Education - Categorical -0.24 0.33 -0.02 0.10
Working 1.81 1.36 0.06 0.10
Married -1.17 0.76 -0.03 0.06
Age 0.00 0.03 -0.01 0.11
Difficulty Rating for Flex. Admin Q 0.88* 0.29 0.20* 0.19
Time to answer Gov’t Trust Q 0.00 0.00 0.01 0.25
Time to answer World Affairs Q 0.00 0.00 0.46 0.33
Time to answer Trustworthiness Q 0.00 0.00 0.00 0.21
Constant -4.68 2.45 · ·
Number of Observations 675
Pseudo R-squared 0.24
† First differences are calculated as the difference between the predicted probability
if all the explanatory variables set at their minimum and the predicted probability
if the variable under consideration is increased to its maximum all else the same.
Standard errors of the first differences are estimated using Monte Carlo simula-
tion techniques similar to those suggested by (King, Tomz & Wittenberg 1999)
and (King, Tomz & Wittenberg 2000).
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
 The actual value of this coefficient is 0.009 (Standard Deviation = 0.0005), which
is statistically significant at the p ≤ 0.10 level.
Despite the fact that most of the dependent variables on the logit analysis of
shirking behavior identified from response times are not significant, this model is
capable of accounting for almost 25 percent of the variation in shirking which is
striking considering that in previous models of shirking in the form of “no opinion”
responding, presented in Table 6.13, only about ten percent of the variation was
accounted for by the exogenous variables. It is also possible that the lack of statistical
significance for most of the coefficients in this regression indicates that these variables
have been accounted for appropriately in the establishment of the shirking indicator.
Since shirking was determined for groups identified by their age, education, political
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Table 7.5: Comparing Frequency of Shirking from Different Measures
Question NR Shirking Timer Shirking Both Neither Total
Set-Asides 19 17 0 651 687
Flex. Admit 21 74 1 591 686
Workfare 11 12 0 669 692
Welfare Limits 4 25 1 669 698
Welfare for Legal Immigrants 5 10 0 689 704
Education for Illegal Immigrants 5 3 0 696 704
informedness, and difficulty ratings, it is possible that the effect of these variables has
been completely accounted for in the development of the shirking estimates.
An alternative way of examining shirking behavior as identified by response times
is to compare this measure of shirking with shirking as identified by respondents who
provided “no opinion” responses. Table 7.5 contains a comparison of the frequency of
shirking as defined by these two measures. The first thing to note is that, as mentioned
previously, shirking rates on these questions are relatively low, independent of which
measure is considered. On the questions about set-asides for minority businesses,
workfare, and education for illegal immigrants, the shirking rates are comparable
across the two different measures while, for the remaining questions, the rate of
shirking identified from response times is several orders of magnitude higher than that
identified by “no opinion” responding. In fact, for the question about welfare limits
the shirking rate as identified by response times is six times that identified from “no
opinion” responses. Still the response timer measure only identifies 24 respondents,
or 3.5 percent of the respondents, as shirking on the welfare limit question. As
mentioned previously the highest shirking rate is identified by response timers on the
flexible admission standards question.
In addition to comparing the shirking rates defined by these two measure, it is
possible to compare how many respondents are identified as shirking by both mea-
sures. This data is contained in the third column of Table 7.5. These results suggest
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that these two measures of shirking are orthogonal; across all six questions, only two
cases are identified as shirking according to both measures. Response time measures
actually suggest that respondents who indicate that they do not have an opinion
are doing so after careful contemplation.13 Assuming that the response times mea-
sure accurately captures shirking, these results suggest that “no opinion” responding
may not be a good measure of shirking. This may result because respondents are
ambivalent concerning this issue. Unfortunately, determining what predispositions
are activated when respondents are asked to answer these questions is difficult. As
mentioned previously, Alvarez & Brehm (2000) were unable to uncover any evidence
that conflicting predispositions were triggered in these questions through the use of
randomized question frames.
Of course the results concerning shirking from timer measures depend on the as-
sumed relationship between effort and response times. Assuming that respondents
who take less time relative to other respondents within the same group implies that,
once different demographic and difficulty characteristics that are used to define the
groups are controlled for, the relationship between response times and effort is posi-
tive.14
One advantage to using response times as indicators of shirking is that it is possible
to compare the response behavior of shirkers with that of non-shirkers.15 Assuming
that shirkers have been correctly identified, it is possible to consider how the existence
of this behavior affects substantive measures of interest. Of course the effect of
shirking on analytical predictions will depend on the percent of respondents in the
sample who are identified as shirking. As Table 7.5 suggests, the level of shirking as
measured by response times is likely to vary across questions. Since the highest level
13This may partly be attributed to the fact that these questions did not explicitly offer a “no
opinion” response. Thus the “no opinion” response may only have been provided after serious
contemplation.
14Identified difficulty measures attempts to control for this possibility but it is not entirely clear
that this measure accurately captures how hard respondents found the question. A significant
problem is the fact that respondents who provided “no opinion”were not asked the difficulty question
and thus have been assumed to have the highest difficulty rating.
15Shirking as identified by “no opinion” responding depends on the response outcome so there is
no variation in response behavior for these shirkers.
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of shirking was observed in the question concerning flexible admission standards, the
following analysis will focus on how analytic results concerning support for flexible
admission standards are affected by shirking behavior.
Table 7.6 contains simple tabulations of the responses to the flexible admissions
standard question. From these results it appears that shirkers are less likely to support
flexible admission standards than their non-shirking counterparts. Although at first
there is no reason to expect shirkers not to support flexible admission standards, it is
important to note that this question was worded such that the “for” response option
was provided first followed by the “against” option. Thus, it is possible that the
higher fraction of shirkers indicating lack of support for flexible admissions standards
is simply an artifact of the order in which these response options were provided.16
It is possible that respondents who did not wish to exert much effort in answering a
question opted for the latter response option.17
Table 7.6: Tabulations of Support for Flexible Admissions Standards and Shirking
Non-Shirkers Shirkers
Percent For Flex. Admit. 48.73 38.36
Percent Against Flex. Admit. 51.27 61.64
Pearson Chi-Squared 2.80
P-Value 0.09
The Pearson Chi-Squared results in Table 7.6 indicate that the distribution of
responses provided by shirkers is statistically different from that of their non-shirking
counterparts. However, the question remains as to how this difference in response
selection translates into behavioral parameters of interest. To examine this issue,
Table 7.7 contains the results from a regression of support for flexible admission
16For a discussion of these response types of response order effects, see, for example, (Becker 1954,
Krosnick & Alwin 1987, Dillman et al. 1995, Narayan & Krosnick 1996).
17Studies of short-term memory suggest that when presented arguments orally, objects presented
at the end are more likely to be active in memory (Henson 1998, Baddeley 1994, Lewandowsky &
Murdock 1989). Since this survey was administered over the telephone, it is possible that many of
the shirking respondents simply chose the “against” option because this response was still active in
their memory.
101
standards on several independent variables that are likely to affect this outcome.
Since the dependent variable is a binary outcome (for or against), a probit analysis
was implemented.
Table 7.7: Probit Analysis of Support for Flexible Admission Standards
Coef. Std. Err. F. Diff† F.D. Std. Err.
Political Informedness -0.03 0.03 -0.08 0.08
Female 0.18+ 0.11 0.07 0.04
White -0.16 0.14 -0.06 0.05
Democrat 0.19 0.12 0.07 0.05
Republican -0.18 0.14 -0.07 0.05
Have Children 0.05 0.12 0.02 0.04
Support Women’s Rights 0.07 0.07 0.05 0.05
Support Reducing Wealth Gap 0.07 0.06 0.05 0.04
Support Gov’t Help for Blacks 0.30* 0.06 0.24* 0.05
Indicator of Shirking -0.32+ 0.17 -0.11 0.06
Constant -0.27 0.22 · ·
Number of Observations 647
Pseudo R-squared 0.09
† First differences are calculated as the difference between the predicted prob-
ability if all the explanatory variables set at their minimum and the pre-
dicted probability if the variable under consideration is increased to its
maximum all else the same. Standard errors of the first differences are esti-
mated using Monte Carlo simulation techniques similar to those suggested
by (King, Tomz & Wittenberg 1999) and (King, Tomz & Wittenberg 2000).
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
Table 7.7 suggests that only gender and a measure of whether respondents agree
that the government in Washington should make a major effort to improve the social
and economic position of blacks are significant determinants of support for flexible
admission standards; women are more likely to support flexible admissions standards
as are those who agree that government should help blacks. Also notable in this
analysis is the fact that the indicator for shirking is statistically significantly different
from zero at the p ≤ 0.10 level. This confirms the finding in Table 7.6 that shirk-
ers are less likely to support flexible admission standards even after controlling for
other factors that might influence attitudes towards flexible admissions standards. In
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other words, the behavior of shirking respondents appears to be shifted towards not
supporting flexible admissions standards, ceteris paribus.
In addition to affecting the intercept, shirkers might also be influenced differ-
ently by exogenous variables. This would translate into parameters that differ across
shirkers and non-shirkers. To verify this hypothesis, a probit analysis, like that in
Table 7.7, that included terms interacting the indicator of shirking with each of the
dependent variables was performed. The results from this analysis are contained in
Table A.8. This nested model provides the basis for testing the joint significance of
the parameters associated with shirkers. The likelihood-ratio Chi-Squared statistic
for this test is 11.04 (DF=10) and the associated p-value was 0.35. Thus at standard
significance levels we can not reject the null hypothesis that shirkers do not have
statistically significantly different parameters than their non-shirking counterparts.
An alternative way that shirking might affect responses is by affecting the esti-
mated response variability. This implies that a heteroskedastic probit analysis might
be appropriate. Results from this analysis are contained in Table 7.8. In this analysis
the variance was assumed to depend on both an indicator of shirking and the level
of respondent political informedness. Looking at the log of the estimated variance,
more politically informed respondents appear to have significantly less variance as do
respondents who are shirking. Again, this supports the hypothesis that shirkers are
displaying response behavior that is different from their non-shirking counterparts.
The lower variance suggest that perhaps many of the shirkers are applying the same
rule for choosing responses. As suggested above, one possibility is that most shirkers
are simply choosing the response option that is most active in their mind.
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Table 7.8: Heteroskedastic Probit Estimates of Support for Flexible Admissions Standards
Coef. Std. Err. Mean First Diff.† First Diff. Std. Err.
Political Informedness -0.01 0.01 -0.015 0.028
Female 0.05 0.03 0.018 0.022
White -0.10+ 0.06-0.037 0.022
Democrat 0.05 0.04 0.018 0.014
Republican -0.03 0.04 -0.010 0.014
Have Children 0.01 0.03 0.003 0.011
Support Women’s Rights 0.02 0.02 0.016 0.015
Support Reducing Wealth Gap 0.02 0.02 0.020 0.013
Support Gov’t Help for Blacks 0.06+ 0.04 0.050 0.030
Constant -0.03 0.07 ·
Log of Variance
Indicator of Shirking -0.68*
Political Informedness -0.27*
hline Number of Observations 647
Wald Chi-Squared 4.34
† First differences are calculated as the difference between the predicted probability if all the ex-
planatory variables set at their minimum and the predicted probability if the variable under con-
sideration is increased to its maximum all else the same. Standard errors of the first differences
are estimated using Monte Carlo simulation techniques similar to those suggested by King, Tomz
& Wittenberg (1999) and King, Tomz & Wittenberg (2000).
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
Another factor to note about the heteroskedastic probit results is that support
for government assistance to blacks remains a marginally significant determinant of
support for flexible admissions standards.18However, this effect is slightly smaller
given that the variance introduced by shirking has been controlled for by using a
heteroskedastic estimator. In these results, the coefficient on the indicator for gender,
female, is no longer statistically significant. This undoubtedly arises because women
were more likely to have low political informedness measures. Also, the indicator for
whether respondents are white is now statistically significant at conventional levels.
The negative coefficient on white indicates that respondents who are white are less
likely to support flexible admissions standards. This result is reasonable since it is
18Notice though, that none of the first differences in this table are statistically significantly different
from zero.
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possible that white respondents would be negatively impacted by such admissions
policies.
Since respondents identified as shirkers are defined to be those who do not exert
enough effort to provide reliable responses, it is appropriate to perceive of these
responses as unreliable. Given that these responses are questionable, several different
approaches might be appropriate: ignore the problem, throw out shirkers, or impute
behavior for shirkers. The choice between these three approaches will depend on the
severity of the shirking problem and the behavior of shirkers. For example, if shirkers
randomly select a response option then excluding them from the analysis will affect
the efficiency of estimates but not the consistency. However, if shirkers are displaying
some systematic behavior, such as a recency effect, if these responses are not omitted
or corrected, the estimates will be inconsistent.
Table 7.9 examines how support for flexible admissions standards varies as the pro-
cedure to account for shirking is altered. The first two columns indicate the support
for flexible admissions standards if we assume that shirkers are providing legitimate
responses. As a comparison the next few columns indicate the support for flexible
admissions policies changing how the shirkers are measured. For example, if we as-
sume that all the shirkers really do not support this policy then only 47.02 percent
of the sample appear to support flexible admissions standards. On the other hand,
if we assume that respondents who are shirking actually should have indicated that
they support flexible admissions standards, then this percentage increases to 49.49
percent—this is almost two percent more support for flexible admissions standards
that indicated if shirking behavior is ignored. The final pair of columns indicates the
support for flexible admissions standards if shirking respondents are omitted from
the analysis. According to the results, the support for flexible admissions standards
is higher than would be predicted if we simply ignored shirking as suggested by the
results in Table 7.6. However, it is important to recall that these estimates will be in-
efficient and may be biased if shirkers are inherently different from their non-shirking
counterparts.
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Table 7.9: Different Approaches to Accounting for Shirking
Ignore Shirking Set Shirkers=0 Set Shirkers=1 Omit Shirkers
Freq. Percent Freq. Percent Freq. Percent Freq. Percent
For 329 47.81 323 47.02 340 49.49 300 48.94
Against 358 52.19 364 52.98 347 50.51 313 51.06
Total 687 100.00 687 100.00 687 100.00 613 100.00
7.4 Asking Questions about Difficulty and Timing
Answers
The new data on difficulty and response times explored in this chapter improves the
ability to explain “no opinion” response behavior. But the analysis of “no opinion”
responding is of limited use because, other than identifying that perceptive measures
of question difficulty are positively correlated with this behavior, this analysis does
not contribute much more than standard unit non-response analysis. Response times
provide an alternative means of identifying shirking but, in the MI1998, these mea-
sures appear to be orthogonal to measures of shirking based on “no opinion” response.
This suggests that “no opinion” response behavior may not be a perfect indicator of
shirking as assumed in Chapter 6.19 The results from shirking as identified by re-
sponse times indicate that shirking behavior can have a significant impact on the
substantive conclusions drawn from survey data. In this situation, analytical meth-
ods need to be established to account for respondents who display behavior indicative
of shirking. One possibility, explored above is the use of estimators that explicitly
model the heteroskedastic as a function of whether respondents are shirking or not.
Before further exploring the suggestions from this analysis, it is useful to establish
whether the prevalence of shirking varies across survey modes. With this in mind,
19Of course it is also possible that the approach to using response times established in this paper
does not fully capture shirking.
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the next chapter compares shirking behavior in telephone and Internet surveys to
determine whether one mode is less likely to produce shirking behavior.
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Chapter 8 Shirking in Answers to Telephone and
Internet Surveys
We are now witnessing another development in survey methodology, the
consequences of which may prove to be even more profound [than the
introduction of random sampling and interviewing by telephone]. It is the
collection of survey data through self-administered electronic survey by
email [and] the World Wide Web (Dillman 2000, p. 352).
The Internet has recently been recognized as a valuable instrument for the collec-
tion of opinion data (Schillewaert, Langerak & Duhamel 1998). Collection of survey
data over the Internet has also attracted a lot of attention because telephone and face-
to-face surveys are becoming increasingly difficult to conduct—Americans are increas-
ingly difficult to contact at home or on the phone and increasingly are unwilling to
participate in traditional surveys (Remington 1992).1 Low costs, rapid turn around,
and the ability to present complex graphical material are well recognized strengths of
this new survey mode (Dillman 2000, Krosnick & Chang 2000, Couper, Traugott &
Lamias 2001, Couper 2000, Alvarez, Sherman & VanBeselaere 2003, Berrens, Bahora,
Jenkins-Smith & Weimer 2003). However, skepticism remains concerning the ability
to obtain useful information through web-based surveys.
Although the primary concern with Internet surveys remains the issue of sam-
pling, it is also important to determine whether reliable responses can be obtained
through Internet surveys.2 The shirking model described above provides a new way
1Available data suggests that response rates for both phone and face-to-face surveys are declining.
For example, responses rates for the NES face-to-face surveys have declined from approximately 77
percent in 1952 to 64.3 percent in 2000. The 2002 NES was administered over the telephone and had
a response rate of 66 percent; the NES telephone surveys have tended to have lower response rates –
the 2000 Pilot Pre-Election telephone survey response rate was only 56.5 percent (National Election
Studies (NES) 1995). The current Population Survey (CPS)—conducted by the U.S. Census Bureau
and the U.S. Bureau of Labor Statistics—shows non-interview rates of between 4-5 percent from
1964 through 1994, but an increasing non-interview rate thereafter, reaching almost eight percent in
2003; the refusal rate in 1964 was barely over one percent in the CPS monthly surveys, but stands
around four percent in 2003 (Bureau of Labor Statistics 2002).
2For other recent comparisons of Internet and Phone surveys see (Krosnick & Chang 2000) and
(Berrens et al. 2003).
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of comparing telephone and Internet survey responses. Using extensive matched tele-
phone and Internet survey data available from the Internet survey project at Caltech,
this chapter compares shirking behavior between Internet and telephone survey re-
spondents.3
In March 2001, matched telephone and Internet surveys were administered as
part of the Caltech Internet Survey Project (CISP).4 Despite slight differences in
administration, these surveys provide an excellent opportunity to compare shirking
behavior across the survey modes since they contained identical opinion questions
with the same response options.5
8.1 Comparing Caltech Internet Survey Respon-
dents
8.1.1 Demographics Characteristics
Table 8.1 shows the distribution of several demographic characteristics of the Caltech
Internet and phone survey respondents. As a comparison, demographic data from the
August 2000 Current Population Survey (CPS) is also included.6 From this table it
appears that the distribution of demographic characteristics varies quite dramatically
across the samples. Tests comparing the distribution of the respondent characteristics
indicate that, relative to the telephone survey, Internet respondents were less likely
to be married and have children. Internet respondents were more likely to have some
3See Alvarez, Sherman & VanBeselaere (2003) for a thorough discussion of this Internet survey
project.
4See Appendix A.1 for a more discussion about this particular survey.
5Given the differences in the telephone and Internet mediums, it is impossible to implement
identical survey administration procedures. However, there were a few unforseen differences, such
as the ability to skip questions on the Internet survey, that are likely to impact the comparison of
respondent behavior across the two survey modes.
6The CPS is a household survey conducted monthly by the U.S. Census Bureau (Bureau of
Labor Statistics 2002). Because this is a household survey the data is not directly comparable to the
individual level data collected by the Caltech surveys. In order to account for this difference, only
the primary family members are considered and this data is weighted using the household weight
provided with the CPS data. The Aug. 2000 CPS data is used because this survey included the
computer and internet usage supplement.
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college eduction or a vocational degree. The apparent difference in age of the two
groups, however, disappears when attention is restricted to phone survey respondents
who have Internet access.7 Other comparisons indicate that the Internet respondents
differ from the CPS respondents on all the demographic characteristics while the
telephone respondents have significantly different race, education, region and number
of children. These results suggest that the Internet and telephone samples differ on
several dimensions and neither of them appear to be drawn from the same distribution
as the CPS.8
In addition to the above mentioned demographic characteristics, the Caltech In-
ternet and telephone survey respondents were also asked about political party identi-
fication and religious beliefs. Table 8.2 contains a tabulation of these characteristics
for the Internet respondents, the phone respondents, and the phone respondents with
Internet access. It is clear that the Internet sample differs significantly from both
telephone survey samples in terms of these characteristics. Even when restricting
the comparison to phone survey respondents with Internet access, the Internet re-
spondents are more likely to be Democrats or independents and they tend to identify
less with political parties. Internet respondents also tend to have weaker religious
affiliations.
7Pearson Chi-Squared tests for differences between the telephone and Internet respondents are
contained in the Table A.1 and the same statistics for a comparison of the Internet and CPS respon-
dents is contained in Table A.2.
8This raises the question of whether the Caltech survey samples are representative. This is a
serious concern if the analysis is to be generalized to the American population as a whole but by
focusing only on internal comparisons we can put aside the discussion of sample representativeness.
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Table 8.1: Demographic Comparison—Internet, Telephone, and CPS
Internet Phone Phone Weighted Weighed
Survey Survey Respondents CPS CPS
Characteristic Respondents Respondents w/ Net w/ Net
Gender
Male 31.60 47.00 51.64 47.44 48.28
Female 68.40 53.00 48.36 52.56 51.75
Sample Size 2332 1500 978 89888 48829
Age
18 to 29 26.76 20.93 25.15 21.42 24.57
30 to 39 21.61 19.13 22.60 20.70 23.93
40 to 49 25.13 21.00 24.85 24.07 24.90
50 to 59 17.84 17.40 16.67 15.22 15.82
60 to 69 5.87 10.67 7.57 9.91 6.77
Over 69 2.79 10.87 3.17 11.68 4.01
Sample Size 2332 1500 978 89888 48829
Race
Non-white 12.65 21.07 20.35 26.80 19.65
White 87.35 78.93 79.65 73.20 80.35
Sample Size 2332 1500 978 89888 48829
Education
No High School 5.27 7.42 2.20 16.38 5.68
High School 23.71 32.36 26.13 32.84 25.89
Some Coll.-Voc. 37.05 23.01 26.23 26.81 32.29
Coll. Graduate 20.84 23.35 28.54 16.27 25.04
Post-Graduate 13.12 13.86 16.89 7.76 12.10
Sample Size 2332 1443 953 89888 48829
Marital Status
Other 50.81 43.10 40.08 43.34 37.96
Married 49.19 56.90 69.92 56.66 62.04
Sample Size 2340 1443 953 89888 48829
Number of Children
Zero 37.14 27.07 30.64 68.45 62.19
One 15.27 16.34 16.06 13.25 15.71
Two 22.36 25.81 26.06 12.14 15.25
Three or More 25.34 30.79 27.23 6.16 6.85
Sample Size 2332 1426 940 89888 48829
Region
North East 18.01 16.49 17.09 19.10 19.61
Midwest 23.93 24.88 23.52 22.87 23.30
South 34.95 34.03 32.81 35.53 32.90
West 23.11 24.60 26.58 22.50 24.19
Sample Size 2332 1443 948 89888 48829
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Table 8.2: Other Respondent Demographic Characteristics
Internet Phone Phone
Survey Survey Respondents
Characteristic Respondents Respondents w/ Net
Party Identification
Republican 24.4 0 32.30 32.98
Democrat 35.42 34.27 32.56
Other 3.30 2.25 2.76
Independent or no party reg 23.89 21.28 22.80
Not Reg to Vote 12.99 9.90 8.91
N 2332 1424 943
χ2† 33.66* 30.44*
Strength of Partisan identification
Strong 17.41 31.67 28.69
Moderately strong 19.98 15.95 18.42
Moderate 21.10 26.35 28.22
Weak 5.45 6.43 6.38
Not at all or Independent 28.17 17.86 16.53
Not Reg to Vote 7.89 1.75 1.77
N 2332 1260 847
χ2† 181.84* 124.91*
Religion
Protestant 28.90 33.40 32.92
Catholic 17.92 23.93 24.34
Jewish 2.87 1.80 2.35
Islamic 0.43 0.47 0.61
Other 24.44 20.13 19.63
None 16.21 12.47 14.01
Don’t Care to Respond 9.22 7.80 6.13
N 2332 1500 978
χ2† 44.84* 36.13*
Strength of religious affiliation
Strong 36.11 50.00 47.85
Moderately strong 19.13 14.67 15.64
Moderate 21.87 16.07 17.69
Weak 7.80 5.53 6.34
Not Applicable 9.22 5.87 6.65
Don’t Care to Respond 5.87 7.87 5.83
N 2332 1500 978
χ2† 93.77* 41.87*
† χ2 statistics are from the comparison of the different phone samples with the Internet
sample.
* Denotes a χ2 statistic that is statistically significant at the 0.05 level.
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From the above results it is clear that these two samples differ on many dimensions
that will likely affect shirking behavior. Thus differences will be considered in the
analysis of shirking behaviors across survey modes.
8.1.2 Knowledge and Behavior
In addition to comparing demographic characteristics, it is possible to compare re-
sponses to “core” knowledge and behavioral questions.9 Table 8.3 presents data on
post-election reports of turnout for the 2000 election and a measure of political in-
formedness.10 As often noted in political opinion surveys, reported turn-out rates are
higher than actual voter turnout.11 However, the Internet respondents were less likely
to report that they voted in the 2000 election than the phone survey respondents.12
It is also interesting to note that the Internet survey respondents are more politically
informed when political information is measured by an ability to recognize four polit-
ical figures.13 This difference in political informedness is particularly important since
this attribute has been shown to be correlated with shirking behavior. As a result,
it will be important to consider the different levels of political informedness between
the two samples when analyzing shirking behavior.
9Core questions were determined to be those that were similar to those asked every year by the
National Election Study (NES).
10Political informedness is calculated from respondents’ ability to identify the jobs or political
offices held by Dick Cheney, William Rehnquist, Trent Lott, and Colin Powell. Respondents able to
correctly identify more political figures received a higher political informedness score.
11The reported turn-out rate for Internet survey respondents was 68 percent while 75 percent of
phone survey respondents indicated that they voted. According to the Federal Election Commission
(www.fec.gov/pages/2000turnout/reg&to00.htm), the actual turnout rate for the 2000 election was
51.3 percent of the voting age population.
12This may be evidence that Internet respondents are more likely to answer sensitive questions
honestly. However, there is insufficient data in this survey to conclusively test this hypothesis.
13It has been suggested that this discrepancy may occur because Internet survey respondents can
easily obtain answers from the Internet. Anecdotal evidence, such as survey completion times, email
feedback from respondents, and differential political informedness levels by recruitment method
suggests that respondents are not in fact searching for information about these people while simul-
taneously completing the survey.
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Table 8.3: Behavior and Knowledge Questions
Internet Phone Phone
Survey Survey Respondents
Item Respondents Respondents w/ Net
Voted in 2000 Election
Yes 68.43 73.00 74.95
No 30.71 27.00 25.05
Don’t Know 0.86 0.00 0.00
N 2327 1500 978
χ2‡ 19.90* 20.17*
Political Informedness†
Identify 0 of 4 positions 12.14 15.73 12.47
Identify 1 of 4 positions 9.73 15.80 14.83
Identify 2 of 4 positions 26.33 27.93 27.81
Identify 3 of 4 positions 4.29 9.53 9.10
Identify 4 of 4 positions 47.51 31.00 35.79
N 2327 1500 978
χ2‡ 137.57* 65.98*
† Political informedness is generated from respondents’ ability to identify
the jobs or political offices held by Dick Cheney, William Rehnquist,
Trent Lott, and Colin Powell.
‡ The Pearson statistic is χ2p = n
∑
r
∑
c
(prc−p20rc
p0rc
where n is the total
number of observations, prc is the estimated proportion for the cell
in the rth row and cth column of the table, and p0rc is the estimated
proportion under the null hypothesis of independence. χ2 statistics are
from the comparison of the different phone samples with the Internet
sample.
* Denotes a χ2 statistic that is statistically significant at the 0.05 level.
8.1.3 Feelings and Opinions
Another interesting set of questions frequently included in political opinion surveys
asks respondents to provide “feeling thermometers” for the different presidential can-
didates; these questions require respondents to indicate how they feel about presiden-
tial candidates on a “thermometer” scale from zero (cold/negative) to one-hundred
(warm/positive). These questions, included in the telephone and Internet surveys
administered in March 2001, provide a succinct summary measure of respondents
feelings toward the 2000 presidential candidates. Figure 8.1 contains graphical pre-
sentations of Bush’s and Gore’s thermometer scores for Internet and phone survey
114
0
.
02
.
04
.
06
.
08
D
en
si
ty
−100 −50 0 50 100
 
Thermometer Score for Gore − Internet Respondents
0
.
02
.
04
.
06
.
08
D
en
si
ty
−100 −50 0 50 100
 
Thermometer Score for Gore − Phone Respondents
0
.
02
.
04
.
06
.
08
D
en
si
ty
−100 −50 0 50 100
 
Thermometer Score for Bush − Internet Respondents
0
.
02
.
04
.
06
.
08
D
en
si
ty
−100 −50 0 50 100
 
Thermometer Score for Bush − Phone Respondents
fi
Figure 8.1: Histograms of Thermometer Scores for Bush and Gore
respondents.14 The first obvious fact is that all four figures indicate a distribution of
thermometer scores that are tri-modal with modes at zero, fifty and one-hundred. In
comparing the Internet and phone respondents, it appears that Internet respondents
are “colder” towards both Bush and Gore.
Another interesting feature of these questions is that the Internet respondents
were very likely to skip this question—only seventy-three percent of Internet respon-
dents provided a thermometer score for Bush and Gore. In comparison, the telephone
survey obtained responses from all 1,500 respondents. This might suggest that these
questions were more difficult for Internet respondents to answer—Internet respon-
dents had to type in a numerical response for these questions while other questions
only required respondents to select among the available response options. However,
low response rates to thermometer questions are also evident in the NES surveys.
14An unforseen design issue also allowed Internet respondents to provide numbers between negative
ninety-nine and zero.
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In 1980 the “no opinion” response rate to the thermometer ratings for Carter and
Reagan were 19.0 and 16.5 percent, respectively. In 1984, 13.8 and 21.5 percent
of respondents refused to provide thermometer rating for Carter and Reagan. This
suggest that perhaps the telephone survey obtained unusually high response rates.
Since this question did not provide a “don’t know” response option, interviewers were
required to obtain a numerical response to this question and thus the high response
rates may be an artifact of interviewer probing.15
Among the other “core” questions in most political opinion surveys are questions
concerning institutional approval and vote choice. Included in the March 2001 Cal-
tech Internet and telephone surveys were questions asking respondents whether they
approved of George Bush, the Congress, and the Supreme Court. Table 8.4 contains
the χ2 results from tests comparing the distributions of these question across the two
different samples. It is clear from this data that the telephone and Internet respon-
dents differ in terms of their sentiments concerning how politicians are handling their
jobs.
15Interviewers are usually paid for each completed survey they obtain. Since a “don’t know”
response option was not explicitly provided for this question, interviewers had incentives to probe
respondents to provide a numerical rating in response to the thermometer questions. It is not clear
what behavior to expect from respondents who are obliged to provide a response but do not know
how to rate their feelings about candidates on this thermometer score. Random selection of responses
or selection of the “first” response option are both feasible strategies for respondents who do not
know how to express their opinions. However, to analyze this behavior, it would be necessary to
make assumptions concerning the indicators of these different behavior choices.
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Table 8.4: Political Opinions Questions—Chi-Squared
Tests
Net vs. Net vs.
Question Phone Phone w/Net
Approve of George Bush 84.08* 881.49*
Approve of Congress 137.00* 137.18*
Approve of Supreme Court 108.41* 135.39*
* The χ2p = n
∑
r
∑
c
(prc−p20rc
p0rc
where n is the total
number of observations, prc is the estimated pro-
portion for the cell in the rth row and cth column
of the table, and p0rc is the estimated proportion
under the null hypothesis of independence. All of
these χ2 statistic are statistically significant at the
0.05 level.
8.2 Shirking—No Opinion Responding Across Modes
Given the model of shirking as described in Chapter 5, it is possible to compare
shirking behavior across both telephone and Internet survey modes. Assuming that
“no opinion” responding is indicative of shirking, a comparative analysis is possible
using the matched telephone and Internet surveys; examining “no opinion” response
behavior provides a useful test of the hypothesis that Internet respondents exert less
effort than their telephone counterparts because the relationship between Internet
respondents and the surveyor is weaker (Green, Krosnick & Holbrook 2002).
In comparing respondent behavior across identically worded telephone and In-
ternet surveys, the analysis need not worry about question characteristics because
the questions were identical in both survey modes. Individual level characteristics,
however, are still likely to be important.
The March 2001 survey contained several questions asking respondents for their
opinion on political issues varying from election reform to congressional approval.
This section examines responses to the eighteen opinion questions in this survey that
explicitly allowed a “don’t know” option.16 Using the responses to these eighteen
16Attention is restricted to these questions because phone survey respondents were only allowed
to choose answers that were among the provided response options. The Internet survey respondents
on the other hand were able to skip a question resulting in a missing response. The questions
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questions, a “no opinion” response rate can be established for each individual. Un-
fortunately the fact that Internet respondents were able to skip questions complicates
the analysis of “no opinion” responding. In the phone survey, we can only measure
“no opinion” responding when respondents chose the “don’t know” option. In the
Internet survey data, “no opinion”behavior may be displayed either by the choice of
the “don’t know” option or by the submission of an empty response.17 In order to
account for these discrepancies, the subsequent analysis considers two different ap-
proaches to measuring “no opinion” responses. The first compares the choice of the
“don’t know” response option by telephone respondents with the same behavior for
the Internet respondents who completed all survey questions.18 The second compari-
son includes all phone and Internet respondents but counts empty responses as a “no
opinion” responses.
Table 8.5 contains the mean, standard deviation, and skewness of “no opin-
ion”behavior for the two samples. The mean number of “don’t know” responses
for the phone survey was 1.49 (Standard Deviation = 2.06, skewness=2.34); for the
Internet respondents who completed all questions the mean number of “don’t know”
responses was 1.36 (Standard Deviation = 1.86, skewness=2.51); if a missing answer
is counted as a “no opinion” response, the mean number of “no opinion” responses
for the Internet respondents is 2.28 (Standard Deviation=2.25, skewness=2.27). Sim-
ple t-test comparing these means indicate that there is no statistically significant
difference in “no opinion” responding behavior across the survey modes. However,
since, as suggested by the theory outlined in Chapter 5, respondent characteristics
affect shirking behavior, it is useful to test how different demographic sub-sets of re-
spondents behaved. From Table 8.5 it appears that less educated and less politically
considered correspond to the phone survey questions 2, 4, 5, 6, 14, 15, 23, 24 26, 27a-i. These
questions represent just under half the total questions in this survey; the Internet survey had a total
of 40 questions and the phone survey contained 44 questions in addition to the eleven demographic
questions.
17It is not entirely clear that providing an empty response is the same as choosing the “don’t know”
option; it is possible that respondents unintentionally skipped questions and thus this behavior would
not correspond to “no opinion” responding.
18Only the 408 Internet respondents who completed all of these questions are included in this
sample.
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informed respondents are slightly more likely to provide “no opinion” responses but
again these differences are not statistically significant. However, these demographic
characteristics alone may not fully capture respondent motivation and ability. In
order to control for all the factors that will affect shirking behavior, it is useful un-
dertake a multivariate analysis. As discussed in Section 3.1.1, if we assume that the
proportion of “no opinion” responses has a logistic distribution, it is appropriate to
run weighted least-squares regressions on the log-odds ratio.
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Table 8.5: No Opinion Responding
Phone Resp. Net - Excl. Resp Net Resp.
Statistic DK w/ Missing DK & Missing
Full Sample
Mean 1.49 1.36 2.28
Standard Deviation 2.06 1.80 2.25
Skewness 2.34 2.63 2.27
N 1500 408 2332
Low Education†
Mean 1.84 2.15 3.11
Standard Deviation 2.41 2.64 2.78
Skewness 1.92 2.56 1.96
N 574 80 676
Low Education‡
Mean 1.16 1.16 1.94
Standard Deviation 1.52 1.47 1.88
Skewness 1.88 1.55 2.19
N 869 328 1650
Low Political Informedness*
Mean 0.98 0.91 1.53
Standard Deviation 1.36 1.20 1.41
Skewness 2.04 1.47 1.70
N 508 244 1208
Low Political Informedness
Mean 1.84 2.02 3.09
Standard Deviation 2.360 2.28 2.66
Skewness 2.05 2.25 1.91
N 892 164 1124
† No High school or High school.
‡ Some College, College, Vocational, Graduate or Professional.
* ID two or less politicians or not answer these questions.
 ID three or more politicians.
Table 8.6 contains the results from these regressions. When the sample includes
only the 408 Internet respondents who completed all questions, the coefficient on the
dummy for the Internet survey is not statistically significant. This suggests that In-
ternet respondents who answered all questions are not more likely to provide “don’t
know” responses than phone survey respondents. However, if the measure of “no
opinion” responding includes missing responses, then this coefficient is positive and
significant—Internet respondents are more likely to give “no opinion”when skipped
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questions are included. It is also interesting to note that increased political informed-
ness results in reduced levels of “no opinion” responding as expected. The same is
true for education and strength of party identification.19 Being white, having children,
and supporting either Bush or Gore also decrease “no opinion” responding. On the
other hand, being female is associated with an increase in “no opinion” responding.
Table 8.6: No Opinion Responding—WLS Regression on the Log-Odds†
Net & Phone Net & Phone
Excl.Resp. w/Miss. DK and Missing
Variable Coefficient Std. Err Coefficient Standard Error
Internet Survey -0.02 0.05 0.27* 0.03
Political Informedness -0.54* 0.06 -0.56* 0.04
Age 0.16* 0.07 -0.03 0.05
Education -0.44* 0.07 -0.29* 0.05
White -0.11* 0.05 -0.07* 0.03
Female 0.14* 0.04 0.15* 0.03
Have children -0.18* 0.05 -0.06* 0.03
Married 0.03 0.04 -0.07* 0.03
Republican -0.16 0.10 -0.11* 0.05
Democrat -0.09 0.09 -0.05 0.05
Independent -0.13 0.09 -0.06+ 0.04
Strength of Party Ident. 0.28* 0.07 0.17* 0.05
Protestant -0.05 0.05 0.02 0.03
Catholic -0.06 0.05 0.00 0.03
Jewish 0.06 0.14 0.21* 0.09
No Religion -0.16* 0.06 -0.07+ 0.04
Strength of Religious Ident. 0.00 0.06 0.02 0.04
Support Bush -0.26* 0.06 -0.23* 0.04
Support Gore -0.17* 0.05 -0.33* 0.04
Support Nader 0.01 0.11 -0.27* 0.06
Intercept -1.10* 0.13 -1.16* 0.08
N Internet 408 2327
N Phone 1232 1232
Adjusted R-squared 0.18 0.22
† Since the log of zero is undefined, Pi = 0 has been replaced by Pi = 0.0001.
* Statistically significantly different from zero at the p ≤ 0.05 level.
+ Statistically significantly different from zero at the p ≤ 0.10 level.
19Strength of party identification is measured from zero to one where zero corresponds to strong
partisan identification and one to no partisan identification.
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8.3 Stacking up Internet Survey Responses
Taken together these results provide somewhat mixed support for the hypothesis that
Internet survey respondents exert less effort than their telephone counterparts. While
it does appear that when missing responses are considered “no opinion” responses,
Internet respondents are more likely to display behavior suggestive of shirking, this
may say more about how surveys are administered than the effort levels exerted by
respondents since it is quite possible that some of the skipped questions resulted
from unintentional mistakes. Also, requiring respondents to answer every questions
may encourage random selection of responses or, worse yet, encourage respondents to
break-off from answering the survey. The lack of data from the partially completed
telephone surveys may be confounding these results. As in the analysis contained
in Chapters 6 and 7, demographic characteristics, such as education and political
informedness, appear to affect the “no opinion” response measure of shirking in a
predictable fashion.
It does appear that characteristics such as education, political knowledge or in-
formedness, gender, and race have predictable affects on the use of the “no opinion”
response strategy.
122
Chapter 9 Conclusions about Shirking on Survey
Answers
USA Today has come out with a new survey: Apparently three out of
four people make up seventy-five percent of the population (Letterman
September 27, 2002).
Since survey data is only as meaningful as the response provided by survey par-
ticipants, everyone who uses survey data should be concerned about how respondents
answer survey questions. By proposing a rational choice model of respondent behav-
ior, this work attempts to provide a new framework within which to examine survey
response behavior. Unlike previous literature, the shirking model has clearly testable
empirical implications concerning the determinants of respondent behavior.
Before analyzing shirking behavior among survey respondents, the issue of identifi-
cation must be addressed. Unfortunately, most readily available opinion data cannot
easily distinguish respondents who are shortcutting their cognitive processes from
those who provide reliable responses. Results from in-depth interviews and evidence
from existing research in this area suggest that “no opinion” responding and answer-
ing survey questions relatively quickly might be indicative of shirking. However, much
work remains to be done to establish a reliable means of identifying shirkers. By ob-
taining more interview data and by asking respondents to discuss how they behaved
when answering survey questions, it should be feasible to better identify responses
that will be unreliable.
Given that shirking can be identified, the next issue addressed in this work is the
determination of factors which affect shirking behavior. Assuming that it takes effort
to provide reliable responses and that rational agents optimally select their effort
levels, it is possible to establish clear tests for how ability, motivation, and difficulty
affect respondent behavior. Since there are no direct measures of shirking, several
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different indicators are explored in this work. From this analysis many different
conclusions about shirking are derived.
First, this work suggests that the inclusion of subjective measures of question diffi-
culty improves our ability to explain “no opinion” response behavior. Supplementing
existing data with measures of task difficulty, this work also concludes that respon-
dents are more likely to shirk when they perceive questions to be difficult. Results
from the 1980 and 1984 NES surveys also suggest that “no opinion” responding may
be more prevalent towards the end of long surveys. A clear recommendation from this
observation is that long surveys should be avoided. If long surveys are unavoidable,
randomizing the order in which questions are presented should minimize “no opinion”
response rates for questions that would otherwise have appeared at the end of the
survey.
Assuming that time and effort are positively correlated, response times offer an-
other means of identifying respondents who are not are shirking. After having es-
tablished factors that determine how much effort respondents would have to exert in
order to provide reliable responses, response times are analyzed to establish which
respondents are shirking. Again, the results indicate that respondents who are more
able, motivated, who find questions easy to answer, and are less conflicted are less
likely to display shirking behavior.
If shirking can be identified based on response times, it is possible to measure
the frequency oconsider the impact that this behavior has on analysis of substantive
survey data. The first thing to note is that the impact of shirking will be related
to the prevalence of this behavior. If a significant fraction of respondents display
shirking behavior, evidence explored in Chapters 6 and 7 suggests that shirking might
impact the reliability of even the simple summary statistics derived from survey data.
Preliminary analysis does, however, indicates that it may be possible to account for
shirking behavior in multivariate analysis through the use of empirical tools such as
heteroskedastic estimators.
124
Of course the discussion of shirking is far from over. With better data, shirking
behavior could be more reliably established and a better insight into the determinants
and effects of this behavior could be established. As mentioned above, by collecting
more interview data in which respondents have the opportunity to discuss how they
behaved when answering survey questions, will provide better means of identify shirk-
ing. It may even be expedient to simply ask respondents to indicate how much effort
they exerted in answering a question.
As suggested by the MI1998 analysis which includes subjective difficulty measures,
the collection of more extensive data concerning perceptions of question difficulty are
likely to provide researchers with a better understanding of respondent behavior.
Given that difficulty may be introduced at any of the four cognitive stages of survey
response, it may be expedient to ask respondents to identify the different components
or sources that make a question difficult. Third-party difficulty reports might also
prove more useful if they are collected concurrently with survey responses. Alter-
natively, interviewers might be able provide insight from their experiences into when
responses are less likely to be reliable.1 Since interviewers are familiar with the survey
questions and have information about how respondents perceive questions, they may
also be able to report question difficulty measures. A comparison of these different
measures of difficulty deserves attention.
Another approach to establishing whether respondents provide reliable responses
might be to obtain repeated measures from the same respondents. Using more mod-
ern survey approaches than those implemented by Converse (1964), it may be possible
to identify when respondents are providing legitimate responses. This type of analy-
sis might also attempt to obtain better measure of predispositions and predisposition
activation to help distinguish respondents who are shirking from those who are am-
bivalent.
1At one point the National Elections Study obtained debriefings from interviews. This data or
other similar data might provide new insights into respondent behavior.
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By collecting and analyzing data about respondent behavior, survey researchers
will be better equipped to ensure that the conclusions drawn from survey data are
meaningful and reliable.
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Appendix A Data Appendix
A.1 The Caltech Internet Survey Project (CISP)
In January 2000, the California Institute of Technology (Caltech) Internet survey
project, a project designed to study the use of the Internet for public opinion sur-
veying, began recruiting respondents for an Internet survey panel.1 After completing
a demographic survey, registered panel members were notified by email about new
surveys. Between January 2000 and April 2003, seven different surveys were imple-
mented with respondents drawn from the existing pool of registered subjects and
newly recruited subjects. See Alvarez, Sherman & VanBeselaere (2003), for a com-
plete discussion of this survey project and the process by which respondents were
recruited to participate in this survey.
A.1.1 March 2001 Matched Internet and Telephone Surveys
In March 2001, matched Internet and telephone surveys were conducted as part of the
Caltech Internet Survey Project.2 The Internet survey began on March 22, 2001, when
registered respondents were sent an email asking them to visit the survey website and
complete a new survey.3 At the same time, new respondents were recruited using a
subscription method.4 The telephone survey was conducted by Interviewing Services
of America (ISA).5
1The Principal Investigators of the project are R. Michael Alvarez and Robert Sherman. The
survey website is available at http://survey.caltech.edu/.
2A codebook for this Internet and matched telephone survey can be obtained from
http://survey.caltech.edu/research.html under 2001 Winter Telephone Survey and 2001 Winter In-
ternet Survey.
3Initial emails were sent starting March 22, 2001. Registered participants who had not respondent
by April 2, 2001, were sent a reminder email.
4The subscription recruitment was provided by ValueClicks’ UltraLeadstm model. See (Alvarez,
Sherman & VanBeselaere 2003), for a detailed discussion of this recruitment method.
5The ISA used Random Digit Dialling (RDD) to obtain their survey sample. While this should
help ensure that the initial sampling frame is representative, selection bias may be introduced when
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The March 2001 Internet survey received 2,815 unique responses. Of these re-
spondents 2,444 could be matched with demographic information.6 Since this study
focused on survey questions related to voting behavior and preferences, we will re-
strict attention only to the 2,340 respondents who were eligible to vote.7 Omitting
those who did not answer any questions or stopped answering half-way through, the
sample size reduces to 2,332. Only 408 of the Internet survey respondents provided
responses to ALL the questions in the March 2001 survey. The ISA provided 1,500
completed telephone survey responses.8 All 1,500 phone survey respondents answered
every opinion question but some refused to respond to demographic questions and
will thus be excluded from the analysis.9
Table A.1 contains the Pearson-χ2 statistics comparing the distributions of demo-
graphic characteristics between the phone and Internet respondents.10 These results,
together with those in Table 8.1, suggest that the Internet sample contains more fe-
males and whites. The Internet respondents were less likely to be married and had
fewer children. Internet respondents were more likely to have some college eduction
or vocational degree. Comparing phone and Internet respondents directly, it appears
potential respondents refuse to participate. It took approximately two weeks for ISA to obtain 1500
completed survey responses.
6Email addresses were used to match survey responses with demographic data provided during
registration. If respondents did not provide identical email addresses on both the registration form
and the March 2001 survey they could not be matched. In addition, there appear to be several
survey respondents who never registered with the Caltech Internet survey panel.
7For the purpose of this study, respondents are considered to be eligible to vote if they are over
18.
8For a discussion of the response rate for this survey see (Alvarez, Sherman & VanBeselaere 2003).
Also, in the administration of the phone survey, there were 199 suspended interviews for which no
data was maintained. In an attempt to match the telephone and Internet survey, the Internet
respondents who stopped (or never started) answering the opinion questions are omitted from the
analysis.
9Over 200 respondents refused to answer a question asking them to indicate how strongly they
identified with the party with which they are registered. Refusal rates were also high for questions
about educational attainment, marital status, region of residency, and number of children. It is also
important to note that Internet respondents were asked to provide demographic information prior to
answering the opinion questions while phone survey respondents received the demographic questions
at the end of the survey.
10The Pearson statistic is χ2p = n
∑
r
∑
c
(prc−p20rc
p0rc
where n is the total number of observations,
prc is the estimated proportion for the cell in the rth row and cth column of the table, and p0rc is
the estimated proportion under the null hypothesis of independence.
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that Internet respondents are younger, but when we restrict attention to phone survey
respondents with Internet access this difference disappears.
Table A.1: Compare Distribution of Demographic Variables - Phone vs. Net
Phone Phone Phone w/Net Phone w/Net
vs. Net. vs. Net vs. Net. vs. Net
Category χ2-value p-value χ2-value p-value
Gender 93.20 0.00 117.95 0.00
Age 149.28 0.00 4.98 0.42
White 48.25 0.00 32.15 0.00
Education 89.81 0.00 63.67 0.00
Marital Status 21.23 0.00 31.23 0.00
Kids 41.86 0.00 13.38 0.00
Region 2.56 0.46 4.63 0.20
Table A.2 contains similar test statistics comparing the telephone and Internet
respondents with the CPS respondents.11 The phone survey respondents appear to
differ from the CPS in terms of race, education, number of children, and region of
residency. The phone survey consisted of a larger proportion of white and more
highly educated respondents. These respondents also had more children and were
less likely to reside in the Northeast. The Internet sample has a significantly different
distribution for all the demographic characteristics even if we restrict attention to CPS
respondents with Internet access.12 The Caltech Internet sample has more female,
young, white and unmarried respondents than the CPS sample. The fact that the
Caltech Internet sample is not representative suggests that it is not a random sample
from the population of interest.13 The same, however, may be said about the Caltech
telephone survey.
11The CPS data is weighted by probability of sample inclusion. To account for the survey design,
the Pearson-χ2 statistic is converted to an F statistic with non-integer degrees of freedom.
12The p-value for region is only marginally significant at seven percent.
13These results suggest that it would be inappropriate to use the Caltech Internet survey data
to make substantive statements about the population of interest without accounting for selection
bias. See (VanBeselaere 2001) for an analysis of sample selection in the Caltech Internet surveys
and methods for correcting these biases. For a general discussion of the sampling issues related to
Internet surveys, see (Alvarez, Sherman & VanBeselaere 2003) and (Couper 2000).
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Table A.2: Compare Distribution of Demographic Variables - CISP vs. CPS
Phone Phone Net Net
CISP vs. CPS vs. CPS vs. CPS w/Net vs. CPS w/Net
Category F -value p-value F -value p-value
Gender 0.12 0.73 245.86 0.00
Age 1.64 0.15 5.17 0.00
White 24.66 0.00 69.28 0.00
Education 47.28 0.00 7.85 0.00
Marital Status 0.03 0.86 153.64 0.00
Kids 636.62 0.00 446.29 0.00
Region 3.74 0.01 2.37 0.07
A.1.2 2003 Attitudes Survey
In January 2003, the Internet Survey Project began the collection of responses to the
2003 Attitudes Survey. This survey focused primarily on collecting attitudes towards
marijuana and euthanasia policy. In an attempt to understand the determinants of
opinion expressions, additional questions that tried to measure respondents’ values
and predispositions were incorporated.
To supplement the survey data, Caltech students were selected to participate in
in-depth interviews after having completed the survey. In total, eleven students were
interviewed during this process and their survey data was supplemented with the
interview results.
A.2 1980 and 1984 NES Variables
A.2.1 The 1980 NES Pre-Election Survey Variables
The following demographic variables were used form the 1980 NES Pre-Election Sur-
vey:
• Census region (V800023)
• Education (V800436)
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• Respondent’s gender (V800720)
• Respondent’s race (V800720)
• Respondent’s age (V800408)
• Respondent’s party identification (V800225)
• Social class (V800691)
• Parental status (does respondent have children) (V800410)
• Strength of party affiliation (v800226)
Several of the respondent characteristics included in the analysis were created
based on the above demographic information. Below is an outline of how some of
these variables were created.
• High Education is a dummy variable indicating that respondents’s education
level was either Some College, Junior College, B.A., or Advanced Degree;
• High Poll Attention is a dummy indicating whether a respondent has read or
heard results from any national elections polls (v800219);
• Candidate Awareness was derived from questions asking respondents to identify
congressional candidates in their district (V800826). The following values were
assigned to this variable:
1 if the respondent was able to correctly identify at least one congressional
candidate and this candidate’s party affiliation;
1
2
if respondent was able to correctly identify at least one congressional can-
didate but unable to determine this candidate’s party affiliation;
0 if the respondent was unable to correctly identify even one congressional
candidate
• TV Attention to Gov’t is a dummy variable indicating that respondents self-
reported paying a great deal of attention to television news about government
or politics (V800218)
• Interested in Politics is a dummy variable capturing respondents who self-
reported that they were very much interested in the campaign (V800053)
Table A.3 contains some summary statistics for the demographic variables from
the 1980 NES Pre-Election Survey used in the analysis contained in Chapter 6.
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Table A.3: Summary Statistics for Variables in the NES 1980 NR Analysis
Variable Name Sample Size Mean Standard Deviation Min Max
Region 1614 2.48 1.01 1 4
Northeast 1614 0.21 0.41 0 1
North Central 1614 0.27 0.44 0 1
South 1614 0.35 0.48 0 1
West 1614 0.17 0.38 0 1
Education 1610 5.59 2.49 1 10
Higher Education 1610 0.37 0.48 0 1
Female 1614 0.57 0.50 0 1
White 1611 0.87 0.33 0 1
Age 1612 44.54 18.06 18 96
Over 75 1612 0.06 0.24 0 1
Have kids 1614 0.71 0.45 0 1
Party Identification 1613 3.13 1.66 1 5
Republican 1613 0.22 0.42 0 1
Independent 1613 0.24 0.43 0 1
No Party Affiliation 1613 0.12 0.32 0 1
Other Party 1613 0.00 0.07 0 1
Democrat 1613 0.41 0.49 0 1
Candidate Awareness 1614 0.24 0.43 0 1
TV Attention to Gov’t 1466 0.46 0.50 0 1
Interested in Politics 1565 0.30 0.46 0 1
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A.2.2 The 1984 NES Pre-Election Survey Variables
The following demographic variables were used form the 1984 NES Pre-Election Sur-
vey:
• Census region (V840009)
• Education (V840438)
• Respondent’s gender (V840707)
• Respondent’s race (V840708)
• Respondent’s age (V840429)
• Respondent’s party identification (V840315)
• Social class (V840685)
• Strength of party affiliation (V840316)
Several of the respondent characteristics included in the analysis were created
based on the above demographic information. Below is an outline of how some of
these variables were created.
• High Education is a dummy variable indicating that respondents’s education
level was either Some College, Junior College, B.A., or Advanced Degree;
• Child(ren) in house is an indicator of the presence of children in the house
derived from questions asking respondents to identify the number of children in
the house within a variety of different age ranges (V840071, V840072, v840073,
V840074);
• Candidate Awareness was derived from questions asking respondents to identify
congressional candidates in their district (V840741). The following values were
assigned to this variable:
1 if the respondent was able to correctly identify at least one congressional
candidate and this candidate’s party affiliation;
1
2
if respondent was able to correctly identify at least one congressional can-
didate but unable to determine this candidate’s party affiliation;
0 if the respondent was unable to correctly identify even one congressional
candidate;
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• Discuss Politics Frequently is a dummy variable indicating that the respondent
self-reports discussing politics more than once a week (v840106)
• TV Attention to Gov’t is a dummy variable indicating that respondents self-
reports paying a great deal of attention to television news about government or
politics (V840109);
• Interested in Politics is a dummy variable capturing respondents who self-
reported that they were very much interested in the campaign (V840075)
Table A.4 contains some summary statistics for the demographic variables from
the 1984 NES Pre-Election Survey used in the analysis contained in Chapter 6.
Table A.4: Summary Statistics for Variables in NES 1984 NR Analysis
Variable Name Sample Size Mean Standard Deviation Min Max
Region 2257 2.56 1.02 1 4
Northeast 2257 0.18 0.39 0 1
North Central 2257 0.27 0.45 0 1
South 2257 0.33 0.47 0 1
West 2257 0.21 0.41 0 1
Education 2243 5.78 2.44 1 10
Higher Education 2243 0.41 0.49 0 1
Female 2257 0.56 0.50 0 1
White 2245 0.87 0.34 0 1
Age 2237 44.41 18.08 17 94
Over 75 2237 0.07 0.26 0 1
Child in House 2257 0.42 0.49 0 1
Party 2236 2.95 1.68 1 5
Republican 2236 0.27 0.44 0 1
Independent 2236 0.25 0.43 0 1
No Party Affiliation 2236 0.10 0.31 0 1
Other Party 2236 0.00 0.04 0 1
Democratic 2236 0.37 0.48 0 1
Strength of Partisanship 2257 0.29 0.45 0 1
Social Class 2191 2.87 1.76 0 8
TV Attention to Gov’t 2164 0.35 0.48 0 1
Political Informedness 2257 0.24 0.41 0 1
Interested in Politics 2250 0.28 0.45 0 1
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A.3 1998–1999 Multi-Investigator Data
The 1998–1999 Multi-Investigator Study was a national random-digit telephone sur-
vey administered by the Survey Research Center of the University of California, Berke-
ley that attempted to collect data about how people form their opinions. As part
of this effort, a series of six policy questions concerning affirmative action, welfare,
and immigrant rights were followed by questions asking respondents to indicate how
difficult these questions were to answer. Active response times were also collected
with each of these questions.
Variables used from the 1998–1999 Multi-Investigator Study:
al1b When it comes to setting aside a certain number of government construction
contracts for businesses that are owned and operated by minorities, are you for
or against this?
al1d How do you feel about allowing state universities to have flexible admissions
standards in order to promote racial diversity? Are you for or against this?
al2b How do you feel about requiring women with children to work at a job in order
to stay on welfare? Are you for or against this?
al2d Are you for or against limiting the number of months a woman with children
can stay on welfare?
al3b How do you feel about allowing legal immigrants from other countries, who are
here legally, to receive welfare in the U.S.? Are you for or against this?
al3d How do you feel about providing public education to the children of illegal
immigrants who are in this country illegally? Are you for or against this?
In the MI1998 survey respondents were randomly assigned to one of three groups.
Group one was asked the questions about set-asides, flexible admission standards,
workfare, and welfare limits; group two: set-asides, flexible admission standards, wel-
fare for legal immigrants, and education for illegal immigrants; group three: workfare,
welfare limits, welfare for legal immigrants, and education for illegal immigrants.
Table A.5 contains summary measures of the difficulty ratings provided for these
questions.
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Table A.5: Summary of Difficulty Ratings by Question
Question Observations Mean Standard Deviation Min Max
Set-Asides 709 1.88 1.00 1 4
Flex. Admit 709 1.86 1.03 1 4
Workfare 706 1.85 1.05 1 4
Welfare Limits 706 1.87 1.02 1 4
Welfare for Legal Immigrants 719 1.80 0.97 1 4
Education for Illegal Immigrants 719 1.72 0.96 1 4
Table A.6 contains the results from regressing the log of response times for the
question about minority set-asides on a variety of variables that might affect response
times (Number of observations = 614 and Adjusted R-squared = 0.22).
Table A.6: Regression on Log of Response Times for the Minority Set-Asides Question
Coef. Std.Err. P-Value
time to answer all other issue questions 0.19 0.05 0.00
time to answer question about trusting gov’t 0.00 0.00 0.58
time to answer question about global politics 0.00 0.00 0.56
time to answer trust question 0.00 0.00 0.36
versional1b 0.25 0.11 0.03
versional1c 0.02 0.11 0.88
versional1d -0.05 0.11 0.64
versional1e 0.01 0.11 0.91
versional1f 0.03 0.11 0.80
versional1g 0.18 0.11 0.10
question difficulty 0.30 0.03 0.00
political informedness -0.02 0.02 0.32
education - categorical -0.10 0.03 0.00
working -0.03 0.08 0.72
ideology 0.01 0.01 0.45
party identification 0.00 0.02 0.85
strength of party identification 0.03 0.07 0.69
age 0.00 0.00 0.98
female 0.07 0.06 0.25
white 0.01 0.08 0.88
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Table A.6 (Continued)
Coef. Std.Err. P-Value
married 0.01 0.07 0.91
have kids 0.09 0.08 0.30
income summary 0.00 0.00 0.61
urban 0.01 0.02 0.52
religion 0.02 0.01 0.09
northeast 0.13 0.09 0.17
south 0.09 0.08 0.28
midwest 0.11 0.09 0.18
authoritarian measure 0.03 0.08 0.70
support women’s rights -0.04 0.04 0.41
fear of god measure -0.03 0.04 0.47
support reducing wealth gap -0.05 0.03 0.12
support gov’t assistance to blacks -0.02 0.03 0.56
interviewer2 -1.02 0.88 0.25
interviewer3 -0.20 0.54 0.71
interviewer4 -0.13 0.56 0.82
interviewer5 -0.20 0.60 0.74
interviewer6 0.06 0.55 0.91
interviewer7 -0.36 0.54 0.51
interviewer8 0.00 0.61 1.00
interviewer9 -0.35 0.54 0.52
interviewer10 -0.21 0.53 0.70
interviewer11 -0.34 0.55 0.54
interviewer12 -0.39 0.54 0.46
interviewer13 -0.42 0.55 0.45
interviewer report—respondent could hear 0.01 0.09 0.91
interviewer report—respondent was able 0.02 0.06 0.72
interviewer report—confidence in report 0.08 0.15 0.60
interviewer report—number of refusal 0.04 0.05 0.35
Constant 4.17 0.80 0.00
Table A.7 contains the results from a logit analysis of shirking on the question
about minority set-asides as measured by the outlier response timer measure.14 The
dependent variable is an indicator of whether a response was determined to be asso-
ciated with shirking.
14This question is examined because it has the highest level of shirking as identified by this measure
of shirking.
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Table A.7: Logit Analysis of Outlier Shirking on the Ques-
tion about Government Set-Asides for Minorities
Coef. Std. Err.
High Political Informedness 0.56 0.52
Female 0.42 0.71
Education - Categorical -0.22 0.19
Age -0.000.01
Difficulty Rating for Set-Asides Q 0.04 0.21
Constant -2.68* 1.05
Number of Observations 607
Pseudo R-squared 0.01
* Statistically significantly different from zero at the p ≤
0.05 level.
Table A.8 contains the estimates from a nested probit analysis of support for
flexible university admissions standards which includes the group level measure of
shirking.
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Table A.8: Nested Probit Analysis of Support for Flexible Admissions
Coef. Std. Err. P-Value
Political Informedness -0.04 0.03 0.29
Female 0.19 0.11 0.10
White -0.10 0.15 0.51
Democrat 0.23 0.13 0.08
Republican -0.10 0.14 0.50
Have Children 0.09 0.13 0.50
Support Women’s Rights 0.07 0.08 0.37
Support Reducing Wealth Gap 0.07 0.06 0.26
Support Gov’t Help for Blacks 0.30 0.06 0.00
Shirking*Political Informedness -0.02 0.10 0.85
Shirking*Female -0.03 0.41 0.94
Shirking*White -0.51 0.55 0.35
Shirking*Democrat -0.44 0.42 0.29
Shirking*Republican -1.06 0.57 0.06
Shirking*Have Children -0.39 0.41 0.33
Shirking*Support Women’s Rights -0.01 0.25 0.98
Shirking*Support Reducing Wealth Gap -0.03 0.20 0.89
Shirking*Support Gov’t Help for Blacks 0.10 0.23 0.66
Indicator of Shirking 0.81 0.78 0.30
Constant -0.36 0.23 0.12
Number of Observations 647
Pseudo R-Squared 0.10
A.4 Indianapolis–St. Louis Election Study, 1996–
1997
The Indianapolis–St. Louis Election Study, 1996–1997, was conducted by the Indiana
University Center for Survey Research and is primarily concerned with patterns of
social communication and influence over the course of the 1996 United States presi-
dential election campaign. This research, which began in March of 1996 and ended in
early January of 1997, involved computer-assisted telephone interviewing (CATI). In
addition to collecting demographic and political opinion data, latent response times
were collected for each of the following questions:
• Whose responsibility is it to determine if a law is constitutional or not?
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• What are the first ten amendments to the constitution called?
• How much of a majority is required for the U.S. Senate and House to override
a presidential veto?
147
