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WETTING AND LAYERING FOR SOLID-ON-SOLID II: LAYERING
TRANSITIONS, GIBBS STATES, AND REGULARITY OF THE FREE
ENERGY
HUBERT LACOIN
Abstract. We consider the Solid-On-Solid model interacting with a wall, which is the
statistical mechanics model associated with the integer-valued field (φ(x))x∈Z2 , and the
energy functional
V (φ) = β
∑
x∼y
|φ(x)− φ(y)| −
∑
x
(
h1{φ(x)=0} −∞1{φ(x)<0}
)
.
We prove that for β sufficiently large, there exists a decreasing sequence (h∗n(β))n≥0,
satisfying limn→∞ h
∗
n(β) = hw(β), and such that: (A) The free energy associated with
the system is infinitely differentiable on R \ ({h∗n}n≥1 ∪ hw(β)), and not differentiable
on {h∗n}n≥1. (B) For each n ≥ 0 within the interval (h
∗
n+1, h
∗
n) (with the convention
h∗0 = ∞), there exists a unique translation invariant Gibbs state which is localized
around height n, while at a point of non-differentiability, at least two ergodic Gibbs
state coexist. The respective typical heights of these two Gibbs states are n− 1 and n.
The value h∗n corresponds thus to a first order layering transition from level n to level
n−1. These results combined with those obtained in [26] provide a complete description
of the wetting and layering transition for SOS.
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2 HUBERT LACOIN
1. Introduction
The Solid-On-Solid model (SOS) introduced in [8, 28] provides a simplified framework
to study the behavior of two dimensional interfaces in three dimensional systems which
display phase coexistence, such as the Ising model with mixed boundary condition [16].
The SOS interfaces have a simpler description than the ones that appear in most three
dimensional lattice models: they are graphs of functions from a subset of Z2 to Z and
thus have the simplest possible topological structure. The Gibbs weight associated with
each possible interface realization also have a simple expression. This makes the SOS
model considerably easier to analyze than, say, Ising interfaces. On the other hand, as
the simplification performed to obtain the SOS description starting from a lattice model
with phase coexistence, such as the low temperature Ising or Potts model, are not too
drastic, it is believed that results obtained for Solid-On-Solid model may have a predictive
value for a large class of interfaces [8, 28, 29]. For this reason, a particular attention has
been given to results obtained for SOS concerning the transition from to rigid interfaces
at low temperature to rough ones at high temperature [9, 18, 27], and to the study of
layering and wetting transitions in presence of an interaction with a wall (in a wetting or
pre-wetting setup) [4, 5, 7, 11, 12, 14, 15] . We refer to the recent review [24] for a richer
introduction to effective interface models as well to the introduction of [26] for additional
motivation and references.
Our objective is to give a full description of the transitions occurring for the wetting
problem, when an interface interacts with a solid wall which occupies a full half-space.
The problem has been investigated in [14] where it was shown that the wetting transition
occurs for a positive value hw(β) of the intensity of the interaction with the wall: When
h > hw(β) the interface is typically localized in a neighborhood of the wall, while for
h < hw(β) is is repulsed away from it. In [5], a heuristic analysis of the interface stability
yielded the prediction that besides this wetting transition, the system should undergo
countably many layering transitions which corresponds to discrete change of the typical
height of the interface. This analysis also provided a low temperature expansion for the
value of first layering critical points. The first rigorous results concerning these conjectured
layering phenomenon were obtained in [4] (results were obtained earlier for the related and
more tractable pre-wetting problem, see for instance [11, 15]): For any given n ≥ 0, the
existence of a regime where interfaces are localized at height n was evidenced, analyticity
of the free energy and results concerning uniqueness of Gibbs states in that regime were
also proved. The results in [4] nonetheless leave some challenging questions open:
(A) The existence of a regime with localization at height n is only proved under the
assumption that β ≥ c log n (with our notation) for some constant c > 0 (cf. [4,
Remark (4) pp 528]). This limitation obstructs the understanding of how the
layering transition accumulate on the right of hw(β) when n tends to infinity.
(B) The layering transitions corresponding to the changes of typical height, say from
n to n − 1 cannot be analyzed, as the intervals on which localization is shown to
occur are not adjacent. This is because the perturbative approach used in [4] does
not allow to come close to the layering critical points.
The present paper overcomes these limitations and proves that for β sufficiently large
the free energy is infinitely differentiable everywhere except on a countable set which
corresponds to the layering critical points. On this set, the first derivative of the free
energy is shown to be discontinuous. The existence of Gibbs states when the free energy is
also proved, together with uniqueness on intervals where the free energy is differentiable,
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and non-uniqueness at points of non differentiability. Combined with the results obtained
in [26] concerning the value critical point hw(β) and the sharp asymptotics for the free
energy, this yields a complete picture of the systems behavior.
2. Model and results
2.1. The Solid on Solid Model on Zd. Consider Λ a finite subset of Z2 (equipped with
its usual lattice structure) and let ∂Λ denote its external boundary
∂Λ := {x ∈ Zd \ Λ : ∃y ∈ Λ, x ∼ y}.
Given ψ ∈ ZZ, we define the Hamiltonian for SOS in the domain Λ with boundary condi-
tion ψ on the set ΩΛ := Z
Λ by
HψΛ(φ) :=
1
2
∑
x,y∈Λ
x∼y
|φ(x)− φ(y)|+
∑
x∈Λ,y∈∂Λ
x∼y
|φ(x)− ψ(y)|, ∀φ ∈ ΩΛ. (2.1)
Given β > 0, we define the SOS measure with boundary condition ψ, PψΛ,β on ΩΛ by
P
ψ
Λ,β(φ) :=
1
ZψΛ,β
e−βH
ψ
Λ(φ) where ZψΛ,β :=
∑
φ∈ΩΛ
e−βH
ψ
Λ(φ). (2.2)
For most purposes, we only have to consider the constant boundary conditions ψ ≡ n for
n ≥ 0. In that case we simply write PnΛ,β and ZnΛ,β. We drop the superscript n in the
notation in the special case n = 0. Note that by translation invariance ZnΛ,β = ZΛ,β does
not depend on n. We also define the free energy (sometimes also referred to as pressure)
for the SOS model by
f(β) := lim
|Λ|→∞
|∂Λ|/|Λ|→0
1
|Λ| logZΛ,β, (2.3)
where the limit can be taken over any sequence of finite sets (ΛN )N≥0 such such ratio
between the cardinality of ΛN and that of its boundary vanishes. A justification of the
existence of the limit is given in the introduction of [26]. We used | · | to denote the
cardinality of a set, and we keep this notation in the remainder of the paper.
When β is sufficiently large, it is known [9, Theorem 2] that PΛ,β converges (in the
sense of finite dimensional marginal) to an infinite volume measure Pβ or Gibbs state (see
Definition 2.4). We introduce a quantitative version of the statement which requires the
introduction of some classic terminology.
We say that a function f : Ω∞ := (Z)
Z2 → R is local if there exists (x1, . . . , xk) and
f˜ : (Z)k → R such that f(φ) = f˜(φ(x1), . . . , φ(xk)). The minimal choice (for the inclusion)
for the set of indices {x1, . . . , xk} is called the support of f (Supp(f)). With some abuse
of notation, whenever Λ contains the support of f , we extend f to ΩΛ in the obvious way.
An event is called local if its indicator function is a local function.
Given PΛ a sequence a measure on ΩΛ and P a measure on Ω∞. We say that PΛ
converges locally to P when Λ exhausts Z2 if for any sequence ΛN exhausting Z
2, and any
local function f we have
lim
N→∞
PΛN [f(φ)] = P[f(φ)].
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For A and B two finite subsets of Z2 we set
d(A,B) := min
x∈A,y∈B
|x− y|, (2.4)
where | · | denote the ℓ1 distance. The proofs in [9] imply that PΛ,β converges exponentially
fast in some sense to some measure on Ω∞. The statement below can also be proved using
the techniques introduced in Section 3.2 (see Remark 3.2).
Theorem A. There exists β0 > 1 and c such that for any β > β0, there exists a measure
Pβ defined on Ω∞ such that that for every local function f : Ω∞ → [0, 1] with Supp(f) = A,
and every Λ which contains A
|EΛ,β[f(φ)]−Eβ[f(φ)]| ≤ Cβ|A|e−cβd(∂Λ,A). (2.5)
2.2. The wetting problem for the SOS model. For φ ∈ ΩΛ and A ⊂ Z (or R), we set
φ−1(A) := {x ∈ Λ : φ(x) ∈ A}.
We write also φ−1A when more convenient. Using the notation Z+ := Z∩ [0,∞), we define
Ω+Λ := (Z+)
Λ = {φ ∈ ΩΛ : x ∈ Λ, φ(x) ≥ 0}. (2.6)
This convention of adding the superscript + to indicate a restriction to the set of positive
functions is used in other contexts throughout the paper.
Given h ∈ R we consider Pψ,hΛ,β which is a modification of PψΛ,β where the interface φ is
constrained to remain positive and gets an energetic reward h for each contact with 0. It
is defined as follows
P
ψ,h
Λ,β(φ) :=
1
Zψ,hΛ,β
e−βH
ψ
Λ(φ)+h|φ
−1{0}| where Zψ,hΛ,β :=
∑
φ∈Ω+Λ
e−βH
ψ
Λ(φ)+h|φ
−1{0}|. (2.7)
In this case also, we replace ψ by n in the notation for the special case ψ ≡ n. The aim of
our study is to investigate the localization transition in h for Pn,hΛ,β which appears in the
limit when Λ exhausts Z2. A key quantity to study the phenomenon is the corresponding
free energy
f(β, h) := lim
|Λ|→∞
|∂Λ|/|Λ|→0
1
|Λ| logZ
n,h
Λ,β. (2.8)
The reader can check that as a consequence of the inequality
|HnΛ(φ)−HmΛ (φ)| ≤ 4|m− n||∂Λ|
the quantity f(β, h) indeed does not depend on n.
To clarify notation, in the remainder of the paper, we often consider the limit along the
sequence ΛN := J1, NK
2 (using the notation Ja, bK = [a, b] ∩ Z ). We write ZN,β for ZΛN ,β
and adopt a similar convention for other quantities.
The function h 7→ f(β, h) is non-decreasing and convex in h (as a limit of non-decreasing
convex function). At points where f(β, h) is differentiable, convexity allows to exchange
the positions of limit and derivative thus ∂hf(β, h) corresponds to the asymptotic contact
fraction. Thus for every n ∈ N we have
∂hf(β, h) = lim
N→∞
1
N2
E
n,h
N,β[|φ−1(0)|], (2.9)
wherever ∂hf is defined (by convexity this is everywhere except possibly on a countable
set).
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We define hw(β) to be the value of h which marks the wetting transition between a
localized phase (where the asymptotic contact fraction is positive) and a delocalized phase
hw(β) := inf{h ∈ R : ∂hf(β, h) exists and is positive }
= sup{h ∈ R : f(β, h) = f(β)}. (2.10)
2.3. The asymptotic behavior for the free energy. In previous work [26], we es-
tablished the value of hw(β) answering a question left open since the pioneering work of
Chalker [14], and we were able to describe the asymptotic behavior of f(β, h) close to the
critical point. To state this result we need to introduce a few quantities. Letting 0 and 1
denote the vertices (0, 0) and (1, 0) respectively, we define, for β > β0
α1(β) := lim
n→∞
e4βPβ [φ(0) ≥ n] ,
α2(β) := lim
n→∞
e6βPβ [min(φ(0), φ(1)) ≥ n] .
(2.11)
For a proof of the existence of these quantity, we refer to [26, Proposition 4.6]. We also
set J := e−2β and for u ∈ R
f(β, u) = f
(
β, log
(
e4β
e4β − 1
)
+ u
)
− f(β). (2.12)
Theorem B. If β > β0 (of Theorem A), we have
hw(β) = log
(
e4β
e4β − 1
)
.
Furthermore
f(β, u)
u→0+∼ F (β, u), (2.13)
where
F (β, u) := max
n∈Z+
(
α1J
2nu− 2α2(J
3 − J4)
1− J3 J
3n
)
. (2.14)
Note that the function F (β, u) is piecewise affine on R+, and present angular points at
u = un :=
2α2
α1(1 + J)
Jn+2, (2.15)
for n ≥ 1. While Theorem B does not imply the convergence of ∂uf(β, u) and thus, the
presence of angular points on the free energy curves, convexity implies that for large values
of n the contact fraction changes abruptly around un.
A possible explanation for this phenomenon which is corroborated by the proof of
Theorem B is that the typical behavior of φ changes radically around un: when u ≤
un + o(J
n) the surface φ tends to localize at height n, meaning that φ(x) = n for a
majority of points and that connected components of the set {x : φ(x) 6= n} are all of
small diameters, while when u ≥ un + o(Jn) the typical height should be n− 1.
This indicates that there should exist a value u∗n which delimits a phase transition
between these two kinds of behavior. Moreover it should satisfy, asymptotically for large
values of n, u∗n = un + o(J
n). The change of behavior around u∗n should provoke a
discontinuity in the contact fraction, so that these sequences of phase transition should be
manifested by discontinuities for ∂uf(β, u). This prediction can be interpreted as a refined
version of the conjecture presented in [4, Statement p 228]. Earlier version of the same
conjecture is found in [5] and [7, Section 4.3].
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2.4. Main results. In the present paper, we bring the above stated conjecture on a
rigorous ground by showing the existence of an infinite sequence of point of discontinuity
for ∂uf(β, u). We complement this result by relevant information concerning the regularity
of f(β, u) between these transition points, and a statement concerning uniqueness of Gibbs
states.
Theorem 2.1. For β ≥ β1 sufficiently large, there exists a decreasing sequence (u∗n(β))n≥1,
which satisfies
1
200
Jn+2 ≤ u∗n ≤ 200Jn+2
and
lim
n→∞
e2βnu∗n =
2α2J
2
α1(1 + J)
. (2.16)
which is such that
(i) The function u 7→ f(β, u) is infinitely differentiable on (u∗n+1(β), u∗n(β)) for any
n ≥ 1 and also on (u∗1(β),∞).
(ii) For any n ≥ 1, f(β, u) is not differentiable at u∗n(β), meaning that that the left
and right derivative at u∗n do not coincide
∂−u f(β, u
∗
n) < ∂
+
u f(β, u
∗
n). (2.17)
Remark 2.2. We believe that the free energy is in fact analytic in u on the domain where
it is differentiable. While such a statement could in principle be directly deduced from the
convergence of the cluster expansion, it would require to be able to obtain a convergence
result for complex values of u, more precisely for each n one should prove convergence of
the expansion on an open subset of C which contains the real interval (u∗n+1, u
∗
n).
Remark 2.3. Note that the main result in [4] includes a statement about analyticity.
While this is not explicitly stated in the proofs, it appears that the cluster expansion con-
sidered in [4] also converges when the parameter u considered in [4, Equation (1.15)] is
allowed to have a small imaginary part [3]. It seems plausible that with some (signifi-
cant) efforts, our proof of Proposition 4.4 could be adapted to handle also small imaginary
perturbation of u, which would yield analyticity of f(β, u) in the intervals of the type
[200Jn+2, 1200J
n+1], n ≥ 1 and on [200J2,∞). However monotonicity plays a too cen-
tral role in Proposition 4.6 to extend this kind of argument. For this reason the proof of
analyticity in the neighborhood of u∗n appears like a more challenging task.
To state our second result about convergence for the measure Pn,hΛ,β we need to recall
some terminology.
Definition 2.4. An infinite volume measure or Gibbs state for parameter (β, h) is a
measure νβ,h on (Z+)
Z2 such that for any finite Λ ⊂ Z2, we have for νβ,h-almost all ψ,
νβ,h
[
φ↾Λ∈ · | φ↾Λ∁= ψ↾Λ∁
]
= Pψ,hΛ,β [φ ∈ ·] . (2.18)
It is not difficult to check that the relation (2.18), often referred to as the Dobrushin-
Lanford-Ruelle (DLR) Equation, is valid if one replaces νβ,h by a measure P
Ψ,h
β,Λ′ defined on
a domain Λ′ which includes Λ and with arbitrary boundary condition Ψ. As a consequence,
the measures obtained as local limits of Pψ,hN,β for ψ ∈ ZZ
2
+ are Gibbs state.
For technical purpose we define ⋆-connectivity, as the connectivity associated with the
network Zd were diagonal edges of the type {x, x + (1, 1)} have been added (but not the
other diagonals).
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Definition 2.5. A Gibbs state νβ,h is said to :
(i) Be translation invariant if under νβ,h, the distribution of φ and θz(φ) := (φ(z +
x))x∈Z2 are the same.
(ii) Have finite mean if for all x ∈ Z2
νβ,h [φ(x)] <∞. (2.19)
(iii) Percolate at level n if νβ,h almost surely, φ
−1(n) has unique infinite connected
component in Z2 and all connected component of φ−1[n+1,∞) and φ−1(−∞, n−1]
are finite.
Setting h∗n = hw(β) + u
∗
n, our second result essentially claims that translation invari-
ant Gibbs states are unique for h ∈ (hw(β),∞) \ {h∗n}n≥1 and that multiple translation
invariant Gibbs states coexist at the layering points (h∗n)n≥1.
Theorem 2.6. For β sufficiently large, the following holds true.
(i) For h ≤ hw(β), there exists no Gibbs state for (β, h).
(ii) When n ≥ 0, h ∈ (h∗n−1, h∗n) then there exists a unique finite mean translation
invariant Gibbs state which we call Pn,hβ . Moreover P
n,h
β percolate at level n.
(iii) When h = h∗n, n ≥ 1, then there exists several finite mean translation invariant
Gibbs states. In particular we can identify two extremal states P
n−1,h∗n
β and P
n,h∗n
β
which satisfy:
(A)
P
n,h∗n
β [φ(x) = 0] = ∂
−
h f(β, h
∗
n),
P
n−1,h∗n
β [φ(x) = 0] = ∂
+
h f(β, h
∗
n).
(2.20)
(B) P
n−1,h∗n
β and P
n,h∗n
β respectively percolate at level n− 1 and n.
(C) We have P
n−1,h∗n
β 4 P
n,h∗n
β . Any other finite mean translation invariant Gibbs
state ν for parameters (β, h∗n) satisfies
P
n−1,h∗n
β 4 ν 4 P
n,h∗n
β . (2.21)
Remark 2.7. We believe that there are no infinite mean translation invariant Gibbs state
for h > hw(β) and that the finite mean assumption is present only for technical reasons.
We would also tend to believe that in analogy with low temperature two dimensional Ising
model (see [2, 13, 22] for results and proofs) P
n−1,h∗n
β and P
n,h∗n
β are in fact the only ergodic
Gibbs states when h = h∗n, but proving such a statement is out of the scope of this paper.
Finally we conclude the exposition with a result showing that our Gibbs states exhibit
exponential decay of correlation.
Proposition 2.8. For β sufficiently large, there exists constants c and C such that for
every n ≥ 0 and any h ∈ [h∗n+1, h∗n], we have for any pair of local functions f : Ω∞ → [0, 1]
and g : Ω∞ → [0, 1] with respective supports A and B we have∣∣∣En,hβ [f(φ)g(φ)] −En,hβ [f(φ)]En,hβ [g(φ)]∣∣∣ ≤ C|A|e−cβd(A,B), (2.22)
and thus in particular using the notation δx := 1{φ(x)=0}.
|En,hβ [δxδy]−En,hβ [δx]En,hβ [δy] | ≤ Ce−cβ|x−y|. (2.23)
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2.5. Organization of the proof. All the results exposed in the previous section are
going to be derived as consequences of the convergence of a cluster expansion associated
with a certain contour representation of the partition functions (see the introduction of
[6] and mentioned references for a review of cluster expansion techniques). To prove the
convergence, we need to obtain very fine estimates on finite size partition functions: these
are obtained by combining various ingredients such as asymptotic properties of the SOS
model (Proposition 3.10),
Therefore our first task is to introduce the necessary framework for the exposition of
this result. This is the purpose of Section 3, in which we introduce various technical tools,
including contour representations, cluster expansion methods, and FKG inequalities.
In Section 4, we introduce the main technical result of the paper Theorem 4.1, which
implies the convergence of a cluster expansion associated with the measures Pn,hΛ,β and give
the main steps of its proof. We also explain how Theorem 2.1 can be deduced from this
convergence result.
In Section 5, which is the technical core of the paper, we perform the proof of Theo-
rem 4.1 in full details. For better readability, the proof of the more technical estimates
presented in Section 5 are performed separately, in Section 6.
In Section 7, we explore the consequences of Theorem 4.1 on the measure PhΛ,β and prove
in particular Proposition 2.8. Finally in Section 8 we prove the remaining statements of
Theorem 2.6.
3. Technical preliminaries
3.1. Contour representation. We recall briefly how to describe a function φ ∈ ΩΛ using
only its level lines. The formalism of this section is identical to the one used in [26], and
close to the one displayed in e.g. [4, 11, 10].
We let (Z2)∗ denote the dual lattice of Z2 (dual edges cross that of Z2 orthogonally in
their midpoints). Two adjacent edges (Z2)∗ meeting at x∗ of are said to be linked if they
both lie on the same side of the line making an angle π/4 with the horizontal and passing
through x. (see Figure 1).
We define a contour sequence to be a finite sequence (e1, . . . , en) of distinct edges of
(Z2)∗ which satisfies:
(i) For any i = J1, n− 1K, ei and ei+1 have a common end point (Z2)∗, e1 and e|γ| also
have a common end point.
(ii) If for i 6= j, if ei, ei+1, ej and ej+1 meet at a common end point then ei, ei+1 are
linked and so are ej and ej+1 (with the convention that n+ 1 = 1).
A geometric contour γ˜ := {e1, . . . , e|γ˜|} is a set of edges that forms a contour sequence
when displayed in the right order. The cardinality |γ˜| of γ˜ is called the length of the
contour. A signed contour or simply contour γ = (γ˜, ε) is a pair composed of a geometric
contour and a sign ε ∈ {+1,−1}. We let ε(γ) denote the sign associated with a contour γ,
while with a small abuse of notation, γ˜ will be used for the geometric contour associated
to γ when needed. For x∗ ∈ (Z2)∗ we write x∗ ∈ γ or x∗ ∈ γ˜ when the point x∗ is visited
by one edge of the geometric contour.
We let γ denote the set of vertices of Z2 enclosed by γ˜. We refer to γ as the interior of
γ and say that |γ| is the volume enclosed in the contour γ. We let ∆γ , the neighborhood
of γ, be the set of vertices of Z2 located either at a (Euclidean) distance 1/2 from γ˜
(when considered as a subset of R2) or at a distance 1/
√
2 from the meeting point of two
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Figure 1. The rule for splitting a four edges meeting at one points into two pairs
of linked edges. To obtain the set of contours that separates {x : φ(x) ≥ h} from
{x : φ(x) < h} for h ∈ Z, we draw all dual edges separating two sites x, y such that
φ(x) ≥ h > φ(y) and apply the above graphic rule for every dual vertex where four
edges meet. When several sets of level lines include the same contour, it corresponds to
a cylinder of intensity 2 or more for φ.
non-linked edges. We split the ∆γ into two disjoint sets, the internal and the external
neighborhoods of γ (see Figure 2)
∆−γ := ∆γ ∩ γ and ∆+γ := ∆γ ∩ γ∁.
Given a finite set Λ ⊂ Z2 a contour γ is said to be in Λ is if γ ⊂ Λ. We let C denote
the set of contours in Z2 and CΛ that of contours in Λ.
Given φ ∈ ΩΛ, we say that γ ∈ CΛ is a contour for φ with boundary condition n, if there
exists k ≥ 1 such that
min
x∈∆−γ
φ(x) = max
x∈∆+γ
φ(x) + kε(γ). (3.1)
where in the above equation by convention we consider that
φ(x) = n if x ∈ Λ∁.
The quantity k appearing in (3.1) is called the intensity of the contour and the triplet
(γ, k) = (γ˜, ε(γ), k) with γ ∈ C and k ∈ N an intensity, is called a cylinder. We say that
(γ, k) is a cylinder for φ (with boundary condition n) if γ is a contour of intensity k. The
cylinder function associated to (γ, k) is defined on Z2 by
ϕ(γ,k)(x) = ε(γ)k1γ(x). (3.2)
We use γ̂ to denote a generic cylinder associated with the contour γ (we use the notation
k(γ̂) to denote its intensity). We let Υ̂n(φ) denote the set of cylinders for φ with boundary
condition n and Υn(φ) the associated set of contours.
We say that Λ is a simply connected subset of Z2, if it can be expressed as the interior
of a contour, that is, if
∃γΛ ∈ C, γΛ = Λ. (3.3)
Note that, when Λ is simply connected, an element φ ∈ ΩΛ is uniquely characterized by
its cylinders. More precisely, we have
∀x ∈ Λ, φ(x) := n+
∑
γ̂∈Υ̂n(φ)
ϕγ̂(x). (3.4)
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Furthermore, the reader can check that
HnΛ(φ) =
∑
γ̂∈Υ̂n(φ)
k(γ̂)|γ˜|. (3.5)
Of course not every set of cylinder is of the form Υ̂n(φ) and we must introduce a notion
of compatibility which characterizes the “right” sets of cylinder.
Two cylinders γ̂ and γ̂′ are said to be compatible if they are cylinders for the function
ϕγ̂ + ϕγ̂′ . This is equivalent to the three following conditions being satisfied : (see Figure
2)
(i) γ˜ 6= γ˜′ and γ ∩ γ′ ∈ {∅, γ, γ′}.
(ii) If ε = ε′ and γ ∩ γ′ = ∅, then then γ′ ∩∆+γ = ∅ .
(iii) If ε 6= ε′ and γ′ ⊂ γ (resp. γ ⊂ γ′) then γ′ ∩∆−γ = ∅ (resp. γ ∩∆−γ′ = ∅).
This first condition simply states that compatible contours do not cross each-other. The
conditions γ′∩∆+γ = ∅ and γ′∩∆−γ = ∅ in (ii) and (iii) can be reformulated as: γ˜ and γ˜′ do
not share edges, and if both γ˜ and γ˜′ possess two edges adjacent to one vertex x∗ ∈ (Z2)∗
then the two edges in γ are linked and so are those in γ′.
Figure 2. A contour γ represented with its internal (circles) and external (squares)
neighborhood. To be compatible with γ, a contour γ′ of the same sign such that γ′∩γ = ∅
cannot enclose any squares. A compatible contour of opposite sign enclosed in γ (such
that γ′ ⊂ γ) cannot enclose any circles.
Note that the compatibility of two cylinders does not depend on their respective inten-
sity, so that the notion can naturally be extended to signed contours: The contours γ and
γ′ are said to be compatible (we write γ | γ′) if the cylinders (γ, 1) and (γ′, 1) are. Two
distinct non-compatible contours are said to be connected (we write γ ⊥ γ′).
If C1 and C2 are two finite collections of contours (compatible or not) we say that C1
is compatible with C2 and write C1 | C2 if
∀γ1 ∈ C1,∀γ2 ∈ C2, γ1 | γ2. (3.6)
If (3.6) does not holds we say that C1 and C2 are connected and write C1 ⊥ C2. For a
contour γ and a collection C with use the notation γ ⊥ C and γ | C for {γ} ⊥ C and
{γ} | C
A (finite or countable) collection of cylinders (or of signed contours) is said to be a
compatible collection if its elements are pairwise compatible (see Figure 3). The reader
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can check by inspection that the following result holds. In particular it establishes that
the set of compatible collections of cylinders is in bijection with ΩΛ (simple connectivity
is required to avoid having level lines enclosing holes).
Lemma 3.1. If Λ is simply connected, then for any φ ∈ ΩΛ, Υ̂n(φ) is a compatible
collection of cylinders and reciprocally, if Γ̂ ⊂ ĈΛ is a compatible collection of cylinder in
Λ then its elements are the cylinders of the function
∑
γ̂∈Γ̂ ϕγ̂ .
Using (3.5) and the contour representation above, we can rewrite the partition function
ZΛ,β in a new form. We let K(Λ) and K̂(Λ) denote the set of compatible collections of
contour and cylinders in Λ. We have
ZΛ,β =
∑
Γ̂∈K̂(Λ)
∏
γ̂∈Γ̂
e−k(γ̂)β|γ˜|. (3.7)
Summing over all the possible intensities, we obtain
ZΛ,β =
∑
Γ∈K(Λ)
∏
γ∈Γ
1
eβ|γ˜| − 1 . (3.8)
This last representation of the partition function is suitable to apply the cluster expansion
techniques which we introduce in the next section.
Figure 3. A compatible collection of contour on the dual lattice (the primal lattice
is displayed is dotted lines). Contours of different signs are displayed in different colors
(red-dotted/blue-solid). The primal lattice is represented in dotted line.
We end this section by introducing a notion which will be of fundamental use in our
proofs, and a few notation. Given Γ a compatible collection of contour and γ ∈ Γ, we say
that γ is an external contour in Γ if γ is maximal in Γ for the inclusion, that is
∀γ′ ∈ Γ, γ′ ⊂ γ or γ′ ∩ γ = ∅. (3.9)
We say that Γ is a compatible collection of external contours if it is a compatible collec-
tion and every contour of Γ is external in Γ. Given L a finite set of contour, we let K(L)
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denote the set of compatible collections of contours included in L and Kext(L) denote the
set of compatible collection of external contours (we use the notation Kext(Λ) for L = CΛ).
Given φ ∈ ΩΛ, we define
Υextn (φ) := {γ ∈ Υn(φ) : γ is external in Υn(φ)}. (3.10)
Obviously Υextn (φ) ∈ Kext(Λ). We say that two contours γ1 and γ2 are externally compatible
if they are compatible and γ1 ∩ γ2 = ∅. We use the notation γ1 ‖ γ2. We say that two
collections Γ1, Γ2 ∈ Kext(L) are externally compatible if
∀γ1 ∈ Γ1, ∀γ2 ∈ Γ2, γ1 ‖ γ2, (3.11)
or equivalently if Γ1 ∩Γ2 = ∅ and Γ1 ∪Γ2 ∈ Kext(L). We also use the notation Γ1 ‖ Γ2 for
external compatibility between contour collections, and also γ ‖ Γ for {γ} ‖ Γ.
3.2. Cluster expansion. Partition functions which can be written as a sum over collec-
tions of compatible geometric objects such as (3.8) appears in a variety of situation in
statistical mechanics. A powerful method called cluster expansion has been engineered to
analyze the associated systems in the low temperature regime (that corresponds to large
β) . We introduce it here as it appears in [25], with a set of notation adapted to our
context.
Recall that C is the set of contours in Z2 and let w : C → R+ be an arbitrary function
(in full generality w could assume complex values, cf. [25]). Recall that K(L) denote the
set of compatible collections of contours in L. Given a finite subset L of C, the partition
function associated to w and L, Z[L, w] is defined by
Z[L, w] :=
∑
Γ∈K(L)
∏
γ∈Γ
w(γ). (3.12)
For Λ a subset of Z2 we write Z[Λ, w] for Z[CΛ, w].
We consider consider also Pw
L
the probability measure on K(L) corresponding to Z[L, w]
and call Υ the associated random variable. The distribution Pw
L
has its support in K(L)
and we have for Γ ∈ K(L),
PwL(Υ = Γ) :=
1
Z[L, w]
∏
γ∈Γ
w(γ), (3.13)
We use the notation PwΛ when L := CΛ for Λ a finite subset of Z.
Remark 3.2. Going back to (3.8), the reader can check that the distribution of Υ(φ)
under PΛ,β, Λ simply connected, is given by P
wβ
Λ where
wβ(γ) :=
1
eβ|γ˜| − 1 . (3.14)
3.2.1. The key result. The starting point of cluster expansion is the observe that the log
of a partition function can be expressed as sum over geometric objects called clusters. A
cluster of contour C in L is a finite non-empty subset of L which cannot be split into two
compatible parts (recall (3.6)) or more formally which satisfies
∀B ⊂ C, B ⊥ (C \B). (3.15)
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We let Q(L) denote the set of clusters in L and Q the set of all clusters (finite subsets
of C). The starting point of cluster expansion is the observation that logZ[L, w] can be
written as a sum over clusters
logZ[L, w] :=
∑
C∈Q(L)
wT (C), (3.16)
where the modified weights wT are given by
wT (C) :=
∑
B∈P(C)
(−1)|B|+|C| logZ[B, w], (3.17)
where P stands for the set of parts. In fact (3.16) is almost immediate if we consider the
sum over all subsets of L. Then one can check that wT (C) = 0 if C is not a cluster (we
refer to the first lines in [25, Section 3] for full details).
The reason why the expansion (3.16) is relevant is that if the original weights w are
small in a certain sense, and in particular decay exponentially with the length of the
contours, then the modified weights wT (C) are also small and decay exponentially fast
with the total length of the cluster L(C), defined as follows
L(C) =
∑
γ∈C
|γ˜|. (3.18)
The powerful estimate displayed below is the main result of [25].
Theorem C. If there exists two functions a and d, C → R+, such that for every γ∑
{γ′∈C : γ′⊥γ}
ea(γ
′)+d(γ′)w(γ′) ≤ a(γ) (3.19)
then ∑
{C∈Q : C⊥γ}
|wT (C)| exp
∑
γ′∈C
d(γ′)
 ≤ a(γ). (3.20)
Remark 3.3. For simplicity we introduced the result for the notion of contour compati-
bility/connectedness defined in Section 3.1. However the result is purely algebraic and is
remains valid if compatibility is replaced by another symmetric relation on contours and
an the notion of cluster is defined using this other relation. In the present paper we use
the result with compatibility replaced by external compatibility in the proof of Lemma 5.9.
For all practical purpose, in the remainder of the paper, we use the criterion (3.19) for
a pair of simple functions
a0(γ) = |γ˜| and d0(γ) := (β − 5) |γ˜|,
with β > 5. A simple and practical way of verifying condition (3.19) in that case is to
check for every x∗ ∈ (Z2)∗ ∑
γ∈C : x∗∈γ
e(β−4)|γ˜|w(γ) ≤ 1. (3.21)
Given C a set of contour, let us use the notation x∗ ∈ C for
∃γ ∈ C, x∗ ∈ γ. (3.22)
We let the reader check that that for x∗ ∈ (Z2)∗, any clusters which satisfies x∗ ∈ C
is incompatible with a contour of length 4 which displays x∗ in its top right corner (the
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choice for the sign being left open). Applying (3.20) for these two contours of length 4,
provided that (3.19) holds for (3.21) we obtain thus that∑
C∈Q :x∗∈C
|wT (C)|e(β−5)L(C) ≤ 8. (3.23)
For the Solid-On-Solid model without constraint, which corresponds to the the weight
function (3.14), one can check that (3.21) holds provided β > 5.
The results mentioned in the rest of the section are classical consequences of Theorem
C, but are sometimes exposed in the literature in a way that does not exactly fit the needs
of our paper. For the sake of completeness, we prove these corollaries in Appendix A.
3.2.2. Free Energy and boundary effects. In our analysis we will be only interested in the
case of translation invariant weight functions w, meaning that w(γ+x) = w(γ) for x ∈ Z2
where γ+x is defined as the contour with the same sign as γ, with the set of edges obtained
by translating every edges of γ˜ by x.
If the partition function of a statistical mechanics model has an expression of the form
(3.12), with translation invariant weights, the cluster expansion yields a simple expression
for the free energy of the associated model. Assuming that w is a translation invariant
weight function which satisfies (3.21), the following limit exists
lim
|Λ|→∞
|∂Λ|/|Λ|→0
1
|Λ| logZ[Λ, w] = f(w). (3.24)
More precisely we have for x∗ an arbitrary point in the dual lattice (Z2)∗
f(w) =
∑
C∈Q(L) : x∗∈C
1
|C|w
T (C), (3.25)
where |C| := {y∗ ∈ (Z2)∗ : y∗ ∈ C} is the number of points in the dual lattice which are
visited by a contour in C (note that |C| ≤ L(C) and that the inequality can be strict).
The above expression does not depend on x∗ by translation invariance.
The fact that the sum in (3.25) converges is a consequence of (3.23). This convergence
result can simply be obtained by controlling the difference between the expression given
for |Λ|f(w) and logZ[Λ, w] using (3.20). This difference can be shown to be proportional
to the size of the boundary.
We do not prove (3.24) but present instead a very similar result for another kind of
partition function. Given γ ∈ C, we let Z[γ,w] denote the partition function corresponding
to the set of contours in the domain γ which are compatible with γ,
Cγ := {γ′ ∈ C : γ′ ⊂ γ and γ′ | γ} (3.26)
Lemma 3.4. If w is a translation invariant weight function which satisfies Equation
(3.21) for β sufficiently large we have∣∣∣ logZ[γ,w]− |γ|f(w)∣∣∣ ≤ 1
4
|γ˜|. (3.27)
The proof of Lemma 3.4 is displayed in Appendix A.1, and (3.24) can be obtained with
only minor modifications.
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3.2.3. Correlation decay and infinite volume limits. We say that a countable collection of
contours Γ ⊂ C is locally finite if
∀x ∈ Z2, #{γ ∈ Γ : x ∈ γ} <∞. (3.28)
We let K denote the set of locally finite compatible collection of contours on Z2. We say
that a function f : K → R is a local function if there exists a finite set A ⊂ Z2 such that
f(Γ) is entirely determined by Γ ∩ C′A, where
C′A := {γ ∈ C : γ ∩A 6= ∅}.
This is equivalent to say that there exists f̂ : K[C′A]→ R such that
f(Γ) = f̂(Γ ∩ C′A).
Given Γ ∈ K[C′A] we obtain as a consequence of (3.16) that
PwL[Υ ∩ C′A = Γ] = wL(Γ)
Z[L′A,Γ]
Z[L]
= wL(Γ) exp
− ∑
C∈Q(L,A,Γ)
wT (C)
 . (3.29)
where
wL(Γ) := 1{Γ⊂L}
∏
γ∈Γ
w(γ),
L′A,Γ :=
{
γ ∈ L \ C′A : γ is compatible with Γ
} (3.30)
and Q(L, A,Γ) is the set of clusters that either intersect A or are connected with Γ
Q(L, A,Γ) := {C ∈ Q(L) : C ∩ (L′A,Γ)∁ 6= ∅}
= {C ∈ Q(L) : ∃γ ∈ C, γ ∈ C′A or γ ⊥ Γ},
(3.31)
When (3.21) holds, using Equation (3.29), we can prove two important consequences:
Firstly, Pw
L
converges to an infinite volume Pw limit when L exhaust C with the convergence
holding in the local sense (the expectation of every local function converges). Secondly,
the correlation between two local functions decays exponentially with the distance of their
support.
The infinite volume limit Pw is defined via its finite dimensional projection (using Kol-
mogorov extension Theorem). It is the unique probability on K which satisfies for every
finite subset A
Pw[Υ ∩ C′A = Γ] = w(Γ) exp
− ∑
C∈Q(A,Γ)
wT (C)
 . (3.32)
where w(Γ) :=
∏
γ∈Γ w(γ) and
Q(A,Γ) := {C ∈ Q : ∃γ ∈ C, γ ∈ C′A or γ ⊥ Γ}. (3.33)
The convergence of the sum in the exponential in (3.32) is ensured by (3.23). We show
that the convergence occurs in an exponential fashion and that spatial correlation decay
exponentially. To state the result, we need to introduce the following notion of distance
between finite subset of Zd and the complement of a finite set of contours.
d(A,L∁) := min{x ∈ A, γ ∈ C \ L, max
y∈γ
|x− y|}. (3.34)
Note that when A is fixed, this distance grows to infinity when L exhausts C.
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Proposition 3.5. If w is a translation invariant weight function which satisfies (3.21),
Then for every pair of local functions f and g, K → [0, 1] with respective supports A and
B and every L, L′ such that d(A,L∁) ≤ d(A, (L′)∁) we have
|PwL[f(Γ)]− PwL′ [f(Γ)]| ≤|A|e−(β/100)d(A,L
∁),
|PwL[f(Γ)]− Pw[f(Γ)]| ≤|A|e−(β/100)d(A,L) ,
(3.35)
and also
|PwL [f(Γ)g(Γ)]− PwL[f(Γ)]PwL [g(Γ)]| ≤ |A|e−(β/100)d(A,B) . (3.36)
The proof of this result is displayed in Appendix A.2 for completeness.
Remark 3.6. Let us remark that the result can be applied to the weights given by (3.14) in
order to obtain the convergence of the distribution of contours associated with the measure
PΛ,β when Λ is simply connected. A proof of Theorem A can then be deduced from this
result by noticing that conditioned to the set of contour, the heights of the cylinders are
independent geometric variables (see e.g. [26, Lemma 4.3]). The reader can refer to the
proof of Proposition 7.1 to see how results on the distribution of the field φ can be deduced
from a result about the contour distribution.
3.3. Contour decomposition for the wetting problem. We face various obstacles
when trying to obtain a decomposition similar to (3.8), for Zn,hΛ,β. First because the func-
tion φ cannot be expressed directly from the contour collection Υn(φ). Opting for a rep-
resentation using cylinders does not fully solve the problem, since the quantities 1{φ(x)≥0}
and 1{φ(x)=0} which appear in the Hamiltonian cannot be fitted in the expansion, because
they depend on the set of contours in a highly non-local way.
The way out is to opt for a more abstract representation, where the contours in the
sum do not correspond to the level line of φ. We obtain one such representation for each
choice of boundary condition n
Zn,hΛ,β =
∑
Γ∈K(Λ)
∏
γ∈Γ
whn(γ). (3.37)
Let us stress that using this type of contour decomposition is not a new idea, and that
our weight function is very similar to the ones used e.g. in [4, 11].
In order to provide the expression of the weights whn (displayed in (3.41)) we need to
introduce a few notation. Given γ a contour, n ∈ Z+, we let Ω[γ, n] and Ω[γ, n] denote
the sets of functions in γ defined as follows
Ω[γ, n] := {φ, γ → Z : ∀x ∈ ∆−γ , ε(γ)(φ(x) − n) ≥ 0},
Ω[γ, n] := Ω[γ, n] \ Ω[γ, n+ ε(γ)]
= {φ ∈ Ω[γ, n] : ∃x ∈ ∆−γ , φ(x) = n}.
(3.38)
We define Ω+[γ, n], Ω
+
[γ, n] as the restrictions of Ω[γ, n] and Ω[γ, n] to the set of non-
negative functions (recall the convention adopted in (2.6)). The set Ω[γ, n] and Ω[γ, n]
can respectively be described as the sets of functions φ such that Υn(φ) resp. Υn(φ) \ {γ}
is compatible with γ.
Given γ, n and h > 0, we define zhn(γ) and z
h
n(γ) to be the two partition functions asso-
ciated with the sets Ω+[γ, n] and Ω
+
[γ, n] and the energy functional βHnγ (φ)− h|φ−1{0}|
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(recall (2.1))
zhn(γ) :=
∑
φ∈Ω+[γ,n]
e−βH
n
γ (φ)+h|φ
−1{0}|,
zhn(γ) :=
∑
φ∈Ω
+
[γ,n]
e−βH
n
γ (φ)+h|φ
−1{0}|.
(3.39)
We extend the definition to the case of negative n by setting zhn = z
h
n = 0 for n < 0. The
reader can check that Ω+[γ, n] :=
⋃
k≥0Ω
+
[γ, n + ε(γ)k] and thus that
zhn(γ) =
∑
k≥0
e−kβ|γ˜|zhn+ε(γ)k(γ). (3.40)
We are now ready to define our contour weight whn(γ) (for n ≥ 0) as follows
whn(γ) =
e−β|γ˜|zhn+ε(γ)(γ)
zhn(γ)
. (3.41)
Note that, with our convention, negative contours have weight zero for n = 0. This
definition turns out to be the most natural to obtain a contour representation for the
partition function.
Proposition 3.7. The contour representation (3.37) of the partition Zn,hΛ,β holds true for
the weights defined in (3.41) when Λ is simply connected (recall (3.3)).
While it involves some notation, the proof is not conceptually difficult. The idea is to
process recursively starting with external contours of the field φ (3.9) and iterating the
procedure.
Proof. The starting point of our proof is the observation that the complete description of
φ ∈ Ω+Λ can be obtained by knowing the set of external contours Υextn (φ) together with the
associated intensity, and the value of the restriction φ↾γ for every γ ∈ Υextn (φ). When γ is
an external contour associated with boundary condition n we have φ↾γ∈ Ω+[γ, n + ε(n)]
(recall (3.38)), and this is the only requirement that φ↾γ must satisfy. Hence we obtain
directly from (3.39)
Zn,hΛ,β =
∑
Γ∈Kext(Λ)
∏
γ∈Γ
e−β|γ˜|zhn+ε(γ)(γ). (3.42)
Using the definition (3.41) we can rewrite the sum as
Zn,hΛ,β =
∑
Γ∈Kext(Λ)
∏
γ∈Γ
wun(γ)z
h
n(γ). (3.43)
Now let us introduce Kext(γ) which is the space in which the set of external contours
associated to an element of Ω
+
[n, γ] lies
Kext(γ) := {Γ ∈ Kext(γ) : Γ | γ}. (3.44)
Decomposing according to the external contours of φ↾γ we obtain similarly to (3.39) that
zhn(γ) =
∑
Γ1∈Kext(γ)
∏
γ1∈Γ1
whn(γ1)z
h
n(γ1). (3.45)
Injecting (3.45) in (3.43) and iterating the procedure, we obtain (3.37). 
18 HUBERT LACOIN
3.4. Rewriting partition functions. In order to obtain bounds on the contour weights
whn(γ1) which are sufficient to prove (3.21), we have to use alternative expressions for the
partition functions in order to facilitate the comparison between zhn+ε(γ)(γ) and z
h
n(γ).
One of the objective is to get rid the positivity constraint for φ. Let us define for Γ a finite
subset of Z2,
Z+Γ := Z0Γ,β =
∑
φ∈Ω+Γ
exp (−βHΛ(φ)) , (3.46)
and set
H(Γ) := logZ+Γ − |Γ| log
(
e4β
e4β − 1
)
. (3.47)
We introduce the partition functions z(γ), z(γ) which corresponds to the model without
positivity constraint or interaction at level zero
z(γ) :=
∑
φ∈Ω[γ,n]
e−βH
n
γ (φ), z(γ) :=
∑
φ∈Ω[γ,n]
e−βH
n
γ (φ), (3.48)
which, by translation invariance, do not depend on n. We consider Pnγ and P
n
γ the asso-
ciated probability distributions on Ω[γ, n] and Ω[γ, n].
Lemma 3.8. We have for any n ≥ 1
zhn(γ) =
∑
φ∈Ω[γ,n]
e−βH
n
γ (φ)+u|φ
−1(Z−)|−H(φ−1(Z−)),
zhn(γ) =
∑
φ∈Ω[γ,n]
e−βH
n
γ (φ)+u|φ
−1(Z−)|−H(φ−1(Z−)),
(3.49)
where in the formula above u = uh := h− log
(
e4β
e4β−1
)
. Alternatively we can write
zhn(γ) = z(γ)E
n
γ
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
,
zhn(γ) = z(γ)E
n
γ
[
eu|φ
−1(Z−)|−H(φ−1(Z−))1{∃x∈∆−γ ,φ(x)=n}
]
,
= z(γ)E
n
γ
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
.
(3.50)
Proof. The statement (3.49) can be proved in the same manner as [26, Lemma 3.1 and
Lemma 3.2], and (3.50) is an obvious consequence of it. 
It follows from the definition of H that if Γ =
⋃
i∈J1,mK Γi is the decomposition of Γ into
maximal connected components (in Z2) then
H(Γ) =
∑
i∈J1,mK
H(Γi). (3.51)
For our purpose we need in fact to estimate sharply the value of H only for connected
components of size one and two, and to have a rougher estimate for other connected sets.
Lemma 3.9. We have for any two neighboring points x ∼ y in Z2
H{x} = 0 and H{x, y} = log
(
1− J4
1− J3
)
. (3.52)
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For β sufficiently large, for all |Γ| connected and larger than 2 we have
0 ≤ H(Γ) ≤ 2J2|Γ|. (3.53)
Proof. The equalities in (3.52) are the result of a direct computation whose details are
given in the proof of [26, Lemma 3.2]. For (3.53) the lower bound is a consequence of
the super-additivity of H (see also [26, Lemma 3.2]). For the upper bound we use the
expansion (3.16) to evaluate the partition function of SOS which correspond to weight
function wβ given in (3.14). We have
logZ+Γ ≤ logZΓ,β :=
∑
C∈Q(Γ)
wTβ (C). (3.54)
As (3.21) is valid for wβ if β is sufficiently large, (3.23) implies that∑
C∈Q(Γ)
wTβ (C) ≤ |Γ|
[
2e−4β +O(e−6β)
]
, (3.55)
which is sufficient to conclude. 
3.5. Peak probabilities. We recall here a result concerning the asymptotic probability
of observing “peaks” of a given shape for φ under the measure PΛ,β . We provide a result
which is slightly more general than the one proposed in [26, Proposition 4.5]. Given L a
finite set of contour included in LΛ, and β > 0, we define PL,Λ,β to be a measure on ΩΛ
which can be sampled as follows
(A) Sample a set of contour Υ according to the measure P
wβ
L
(recall (3.14)).
(B) For each contour γ ∈ Υ sample independently a geometric variable k(γ) satisfying
P[k(γ) = i] = [wβ(γ)]
−1e−β|γ˜|i.
(C) Set (recall (3.2))
φ :=
∑
γ∈Υ
ϕ(γ,k(γ)).
Note that when L = CΛ we have PL,Λ,β = PΛ,β. The probability distribution P0γ and P0γ
defined below Equation (3.48) are also of the form PL,γ,β for adequate choices of L. This
definition thus allows us to treat measures which include special boundary condition or
contour restriction.
Proposition 3.10. If β is sufficiently large, then such for any choice Λ, L and n and any
triple of distinct vertices (x, y, z) ∈ Λ3 such that x ∼ y ∼ z we have
PL,Λ,β[φ(x) ≥ n] ≤ 2e−4βn,
PL,Λ,β[min(φ(x), φ(y)) ≥ n] ≤ 2e−6βn,
PL,Λ,β[min(φ(x), φ(y), φ(z)) ≥ n] ≤ 2ne−8βn.
(3.56)
If we assume in addition that L contains the positive contour of length 4 enclosing x, then
PL,Λ,β[φ(x) ≥ n] ≥ 1
2
e−4βn. (3.57)
If we assume that L contains the positive contour of length 6 enclosing x and y, then
PL,Λ,β[φ(x) ≥ n] ≥ 1
2
e−6βn. (3.58)
The proof of (3.56) is identical to that of [26, Proposition 4.5]. The proofs of (3.57)
and (3.58) are detailed in Appendix A.3.
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3.6. Monotonicity and the FKG inequality. The set ΩΛ as well as its variants (Ω
+
Λ
and others introduced later in the paper) are naturally equipped with an order defined as
follows
φ ≤ φ′ ⇔ ∀x ∈ Λ, φ(x) ≤ φ′(x).
Using this order we can define a notion of increasing function (f is increasing if φ ≤ φ′ ⇒
f(φ) ≤ f(φ′)) and of increasing event (A is increasing if the function 1A is). We say that
a probability measure µ on ΩΛ stochastically dominates another one µ
′ (we write µ < µ′)
if for any increasing function f
µ(f(φ)) ≥ µ′(f(φ))
The FKG inequality allows to say that if a probability measure µ supported on a subset
of ΩΛ satisfies a certain condition, increasing functions are positively correlated. For the
inequality to be satisfied [23], we need the support of µ to be a distributive lattice, that is,
to be stable over the operations ∨ and ∧ defined by
(φ1 ∨ φ2)(x) := max(φ1(x), φ2(x)), and (φ1 ∧ φ2)(x) := min(φ1(x), φ2(x)).
Moreover the probability considered needs to verify Holley’s condition [23, Equation (7)],
µ(φ1 ∨ φ2)µ(φ1 ∧ φ2) ≥ µ(φ1)µ(φ2). (3.59)
If this is satisfied then for any pair of increasing functions f and g we have
µ(f(φ)g(φ)) ≥ µ(f(φ))µ(g(φ)). (3.60)
We obtain as immediate consequences of the FKG inequality, several stochastic dom-
ination results. Given ψ ∈ Ω∞ and Λ ⊂ Z2, β > 0 and h ∈ R, we let P˜ψ,hβ,Λ denote a
measure defined on a subset Ω˜Λ ⊂ ΩΛ which is a distributive lattice, with the probability
of each state proportional to the Gibbs weight exp
(
−βHψΛ(φ) + h|φ−1{0}|
)
.
Corollary 3.11. The following holds,
(i) For any increasing event A
P˜
ψ,h
β,Λ[ · | A] < P˜ψ,hβ,Λ. (3.61)
(ii) For any h′ > h
P˜
ψ,h′
β,Λ 4 P˜
ψ,h
β,Λ. (3.62)
(iii) For any ψ′ ≥ ψ
P˜
ψ′,h
β,Λ < P˜
ψ,h
β,Λ. (3.63)
Proof. The first point is immediate, for the other ones we simply have to notice that
exp((h− h′)|φ−1{0}|) and exp
(
β
(
HψΛ(φ)−Hψ
′
Λ (φ)
))
are increasing functions. 
4. Organization of the proof of Theorem 2.1
We start with a small notational remark. As our main result concerns the behavior of
the free energy close to hw(β), it is more convenient for us to work as in the statement
of Theorem 2.1 with the parameter u = h − hw(β) than with h. Therefore in most cases
we work with all quantities defined as functions of u rather than h. When h appear in a
computation, we always assume that
h = hu =: hw(β) + u.
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4.1. Contour stability and consequences. If we want (3.37) to yield information about
the free energy, we need the contour weights wun(γ) to be small, or more precisely we want
(3.21) to be satisfied. We say that a contour is n-stable for u if
wun(γ) ≤ e−(β−1)|γ˜|. (4.1)
The most important part of our proof is to show that we can partition R+ into intervals
([u∗n+1, u
∗
n])n≥0 (with the convention than u
∗
0 =∞) in which all the contours are n-stable.
This result also plays a central role in our proof of Theorem 2.6.
Theorem 4.1. When β is sufficiently large. There exists a decreasing sequence (u∗n)n≥1
satisfying
u∗n ∈
[
1
200
Jn+2, 200Jn+2
]
such that all contours are n stable for u ∈ [u∗n+1, u∗n].
We give a road-map for the proof of Theorem 4.1 in Section 4.2, by presenting the main
steps. The detailed proof is then given in Section 5.
Note that the n-stability of all contour implies that (3.21) is satisfied for wun. Indeed a
classical counting argument shows that for k ∈ N even and x∗ ∈ (Z2)∗
#{γ ∈ C : |γ˜| = k, x∗ ∈ γ} ≤ 8.3k−2 ≤ 3k, (4.2)
(starting from x∗ we have 2 choices for the sign, 4 choices for the first step, at most 3 for
the other steps, and the last step is determined by the fact that γ is a loop).
Thus combining Theorem 4.1 with the results introduced in Sections 3.2.2 and 3.2.3 we
can derive consequences for the free energy and the measure Pn,hΛ,β. These consequences
are detailed in Section 7. We state here two statements which are of interest in the proof
of Theorem 2.1 which are respectively proved in Section 7.2 and 7.3. First, we obtain a
result concerning the regularity of the free energy.
Proposition 4.2. The free energy u 7→ f(β, u) is infinitely differentiable on (u∗n+1, u∗n)
for n ≥ 0 for all n ≥ 0. Moreover all derivatives of f(β, h) are uniformly bounded on
(u∗n+1, u
∗
n).
Secondly, we obtain a priori bound on the derivative which together with Theorem B
allows a sharp asymptotic estimates on the layering transition points u∗n.
Proposition 4.3. Given β > β0 sufficiently large, there exists a constant such that for
every n and every u ∈ (u∗n+1, u∗n) (where by convention u∗0 = +∞) we have
1
10
J2n ≤ ∂uf(β, u) ≤ 10J2n. (4.3)
In particular f(β, u) is not differentiable at u∗n.
To conclude the proof of Theorem 2.1, we provide a proof of (2.16).
Proof of (2.16). We make use of Theorem B. Recalling (2.15), Equation (2.13) implies
that for every u, v ∈ [un+1, un]
f(β, v) − f(β, u) = α1J2n(v − u) + o(J3n). (4.4)
By convexity, this implies that for δ > 0, for all n sufficiently large we have
∀u ∈ (un+1(1 + δ), un(1− δ)),
∣∣∂uf(β, u)− α1J2n∣∣ ≤ 2δJ2n. (4.5)
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In view of Proposition 4.3 and the of the fact that α1, α2 ∈ [1/2, 2] (cf. Proposition 3.10),
we can conclude that for n sufficiently large
u∗n ∈ [un(1− δ), un(1 + δ)].

4.2. Truncated weights and road map to Theorem 4.1. Our first step is to prove
n-stability in a reduced intervals. We define for n ≥ 1,
u+n := 200J
n+2, u−n :=
1
200
Jn+2, (4.6)
and also u±0 =∞. And we prove the following.
Proposition 4.4. For all β sufficiently large every contour is n-stable for u ∈ [u+n+1, u−n ].
Using this partial result, we can obtain a characterization of u∗n. This requires intro-
ducing the notion of truncated weights and free energy (we follow here ideas which were
developed in [11]). We define the truncated weights wu,trn by
wu,trn (γ) := max
(
e−(β−1)|γ˜|, wun(γ)
)
. (4.7)
We define in the same manner
Zn,u,trΛ,β :=
∑
Γ∈K(Λ)
∏
γ∈Γ
wtr,un (γ), (4.8)
and the corresponding free energy
ftrn (β, u) := lim
|Λ|→∞
|∂Λ|/|Λ|→0
1
|Λ| logZ
n,u,tr
Λ,β − f(β). (4.9)
In view of (3.37), we have for every n and u
ftrn (β, u) ≤ f(β, u), (4.10)
and equality is achieved if and only if all contours are stable (the only if part of the
statement may appear less obvious, but as we do not use that fact in our proof, we leave it
as an exercise to the interested reader). In particular a simple consequence of Proposition
4.4 is the following.
Corollary 4.5. For every n ≥ 0 u ∈ [u+n+1, u−n ],
ftrn (β, u) = f(β, u).
Another important observation, that as the weights wu,trn (γ) are continuous in u, so are
the weights wT (C) associated to clusters. Thus as the convergence (3.25) is uniform, the
function u 7→ ftrn (β, u) is continuous for every n. Now from Corollary 4.5, we have for any
n ≥ 1
ftrn (β, u
−
n ) = f(β, u
−
n ) ≥ ftrn−1(β, u−n ),
ftrn−1(β, u
+
n ) = f(β, u
+
n ) ≥ ftrn (β, u+n ).
(4.11)
Using the continuity of [ftrn−1 − ftrn ](β, u) we define
u∗n := min
{
v ∈ [u−n , u+n ] : ftrn−1(β, u) = ftrn (β, u)
}
. (4.12)
To complete the proof of Theorem 4.1, we need to extend the stability result to the interval
[u∗n, u
∗
n+1].
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Proposition 4.6. For all β sufficiently large, every contour is n-stable for u ∈ [u∗n+1, u∗n].
Remark 4.7. The characterization of u∗n as a min in (4.12), is a bit arbitrary in the
sense that the only requirements of the proof are u ∈ [u−n , u+n ] and ftrn−1(β, u) = ftrn (β, u).
It does not mean however that there is any freedom in the choice of u∗n, as further results
implies that {
v ∈ [u−n , u+n ] : ftrn−1(β, u) = ftrn (β, u)
}
= {u∗n}. (4.13)
While the definition of the truncated potential also offers some degree of freedom, a con-
sequence of latter results is that the value of u∗n does not depend on the particular choice
which is made for truncation.
Proposition 4.4 turns out to be the more difficult statement as it requires quantitative
estimates which proves to be quite technical. Its extension, Proposition 4.6 is proved using
softer arguments combining a monotonicity statement (Lemma 4.8 below) together with
Lemma 3.4. For the proof of both Proposition 4.4 and Proposition 4.6, an important
building brick is the following monotonicity consideration.
Lemma 4.8. For any n ∈ N, we have:
(i) For any positive contour, u 7→ wun(γ) is decreasing in u.
(ii) For any negative contour u 7→ wun(γ) is increasing in u.
Remark 4.9. A consequence the above statement for each contour, the proof of Propo-
sitions 4.4 and 4.6 reduces to checking stability for one value of u which is chosen at an
extremity of the interval (the right extremity for negative contour, the left one for positive
contour).
5. Proof of Theorem 4.1
In this section, we prove all the statements exposed in Section 4.1. We prove Lemma
4.8 first in Section 5.1, while the other subsections are devoted to the proof of Propositions
4.4 and 4.6. Our proof for the contour’s stability depends on the size of the contour. This
gives a utility to the following definition. Here and in the remainder of the paper, Diam(γ)
denotes the Euclidean diameter of the geometric contour γ˜ considered as a subset of R2.
Definition 5.1. A contour is said to be n-small if Diam(γ) ≤ ⌊max(β, βn)2⌋. A contour
which is not small is said to be large.
The stability of small contours can relatively is proved directly “by hand” in Section
5.2, using directly the estimates we have for the Solid-On-Solid measures. The stability of
large contours is proved in two steps, first we restrict our proof to the interval [u+n+1, u
−
n ]
to prove Proposition 4.4, this is the most delicate part and it spreads from Section 5.3 do
Section 5.6 with the more technical computation postponed to Section 6. The last step
of the proof of large contour stability is the extension to the full interval [u∗n+1, u
∗
n] to
complete the proof of Proposition 4.6. This is done is Section 5.7.
Note that whenever a contour is n-small we also have a bound on the enclosed area,
which we are to use in most computations
|γ| ≤ Diam(γ)2 ≤ max(β, βn)4. (5.1)
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5.1. Proof of Lemma 4.8. Let us assume for simplicity that γ is a positive contour
(the proof for the negative case being identical). We let Pn,uγ and P
n,u
γ be the respective
probability on Ω+[γ, n], and Ω
+
[γ, n] corresponding to the partition functions zun(γ) and
zun(γ), that is (recall h = u+ hw(β))
P
n,u
γ (φ) :=
1
zun
e−βH
n
γ (φ)+h|φ
−1{0}|, ∀φ ∈ Ω+[γ, n],
Pn,uγ (φ) :=
1
zun
e−βH
n
γ (φ)+h|φ
−1{0}|, ∀φ ∈ Ω+[γ, n]
(5.2)
Using these definitions, the reader can check that the logarithmic derivative of wun(γ) can
be expressed in the following manner.
∂u logw
u
n(γ) = E
n+1,u
γ [|φ−1(0)|] −En,uγ [|φ−1(0)|]. (5.3)
As |φ−1(0)| is a decreasing function of φ, if we show that Pn+1,uγ stochastically dominates
P
n,u
γ , then it implies that the r.h.s. of (5.3) is negative which concludes the proof. Let us
introduce the events.
A := {∃x ∈ ∆−γ , φ(x) ≤ n},
B := {∀x ∈ ∆−γ , φ(x) ≥ n+ 1}.
(5.4)
Observe that P
n,u
γ and P
n+1,u
γ can both be defined as a conditioned variant of Pn,u. We
have
P
n,u
γ = P
n,u
γ [ · | A] and Pn+1,uγ = Pn,uγ [ · | B]. (5.5)
Noting that Ω+[γ, n] is a distributive lattice, that A is a decreasing event and that B is
an increasing event we deduce from Corollary 3.11 that
P
n,u
γ 4 P
n,u
γ and P
n,u
γ 4 P
n+1,u
γ , (5.6)
which is sufficient to conclude.
5.2. Stability of n-Small contours. We prove the stability directly on a larger interval
for the parameter u, so that it can be used for both Propositions 4.4 and 4.6. More
precisely the main statement proved in this section is the following.
Proposition 5.2. For β sufficiently large, we have:
(i) Every positive n-small contour is n-stable for u = u−n+1.
(ii) Every negative n-small contour is n-stable for u = u+n .
This proposition combined with Lemma 4.8 implies stability of positive and negative
contours on the intervals [u−n+1,∞) and (−∞, u−n ] respectively. Both intervals include
[u∗n+1, u
∗
n], which is sufficient for Proposition 4.6 and a fortiori for Proposition 4.4.
Proof. Here and a few other instances, we have to treat separately the cases where level
zero is involved: n = 0, γ positive, and n = 1, γ negative. We need to show that when
Diam(γ) ≤ β2 and γ is positive we have
z
u−1
1 (γ)
z
u−1
0 (γ)
≤ e|γ˜|. (5.7)
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Considering the contribution of the ground state φ ≡ 1, we have zu
−
1
0 (γ) ≥ eh|γ| ≥ 1. On
the other hand, setting h−1 = u
−
1 +hw(β), we have for β sufficiently large (recall J = e
−2β)
z
u−1
1 (γ) ≤
∑
φ∈Ωγ
e−βH
1
n(φ)+h
−
1 |φ
−1(0)|
≤ eh−1 |γ|Zγ,β ≤
(
eh
−
1 (1 + 3J2)
)|γ| ≤ eJ |γ| ≤ eJβ4 ≤ e. (5.8)
The third inequality is obtained by using (3.55). The fourth and fifth inequality use (5.1)
and are valid for β sufficiently large (note that h−1 , like hw(β) is of order J
2). Similar
computations can be used to prove that z
u+1
0 (γ) ≤ e and zu
+
1
1 (γ) ≥ 1.
In all other cases (n ≥ 1, γ positive and n ≥ 2, γ negative) we can rewrite the ratio of
partition function, using (3.50) from Lemma 3.8. We obtain
zun+ε(γ)(γ)
zun(γ)
=
E
n+ε(γ)
γ
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
Enβ,γ
[
eu|φ−1(Z−))−H(φ−1(Z−))1{∃x∈∆−γ ,φ(x)=n}
] . (5.9)
As H is positive (recall (3.53)), using (5.1), we see that the numerator of the r.h.s. satisfies
En+ε(γ)γ
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
≤ eu|γ| ≤ euβ4n4 , (5.10)
where n-smallness of γ is used in the last inequality. Considering u being either equal to
u−n+1 or u
+
n (depending on the value of ε(γ)) we conclude that provided β is sufficiently
large
En+ε(γ)γ
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
≤ e. (5.11)
For the denominator, considering only the contribution of the event
{φ ∈ Ω[n, γ] : ∀x ∈ γ, φ(x) ≥ 1},
we obtain that
Enγ
[
eu|φ
−1(Z−))−H(φ−1(Z−))1{∃x∈∆−γ ,φ(x)=n}
]
≤ Pnγ
[{∃x ∈ ∆−γ , φ(x) = n} ∩ {∀x ∈ γ, φ(x) ≥ 1] . (5.12)
Using (3.56) we obtain that for any x0 ∈ ∆−γ
Pnγ
[∃x ∈ ∆−γ , φ(x) = n] ≥ Pnγ [φ(x0) = n] ≥ 1− 4e−4β . (5.13)
Using (3.57) we have
Pnγ [∃x ∈ γ, φ(x) ≤ 0] ≤
∑
x∈γ
Pnγ [φ(x) ≤ 0] ≤ 2|γ|e−4nβ ≤ 4n4β4e−4nβ. (5.14)
Combining (5.12),(5.13) and (5.14), we obtain that for β sufficiently large
Enγ
[
eu|φ
−1(Z−)|−H(φ−1(Z−))1{∃x∈∆−γ ,φ(x)=n}
]
≥ e−1, (5.15)
and thus we conclude from (5.9), (5.11) and (5.15) that
zun+ε(γ)(γ)
zun(γ)
≤ e2.

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5.3. Larger contours: presenting the induction. To prove the stability of larger
contour, we proceed with a double induction. A first induction based on the inclusion
order for contours, and a second one on the level n for which stability is tested. To avoid
any confusion, before going into the details of the proof, we provide the structure of this
inductive reasoning. For n ≥ 0 and γ a contour, we define the property
P(n, γ) :=
{[
the contour γ is stable at level n for u ≥ u+n+1
]
if ε(γ) = +,[
the contour γ is stable at level n for u ≤ u−n
]
if ε(γ) = −, (5.16)
and
P(γ) := [ P(n, γ) is satisfied for all n ≥ 0]. (5.17)
We are going to prove that P(γ) holds for every contour using an induction on γ: From
Proposition 5.2, we know that P(γ) hold true when Diam(γ) ≤ β2. Thus we only need
to perform the induction step, which is proving P(γ) assuming that P(γ′) holds for all
contours γ′ “included in γ” i.e. such that γ′ ⊂ γ, γ′ 6= γ.
To prove P(γ) itself we use an induction on n. The direction of the induction depends
on the sign of γ:
• If ε(γ) = − then we prove P(n, γ) assuming that P(m,γ) holds for all m ≤ n− 1,
for all n ≥ 1,
• If ε(γ) = + then we prove P(n, γ) assuming that P(m,γ) holds for all m ≥ n+ 1,
for all n ≥ 0.
The descending induction for positive contours works for positive contours because we
already know from Proposition 5.2 that P(γ, n) holds for n ≥ β−1√Diam(γ). The as-
cending induction for negative contours is initiated for n = 1 (for which the induction
hypothesis “P(m,γ) holds for all m ≤ 0” is empty).
In the remainder of the proof we always assume that n ≥ 0 for γ positive and n ≥ 1 for γ
negative. For readability we also adopt the following convention within the proof
u = u(n, γ) :=
{
u+n+1 = 200J
n+3 if ε(γ) = +,
u−n =
1
200J
n+2 if ε(γ) = −. (5.18)
By Lemma 4.8 it is indeed sufficient to check stability for this value of u. It turns out that
the ratio zun+ε(γ)/z
u
n is easier to work with than the quantity z
u
n+ε(γ)/z
u
n which appears in
the definition of wun. Thus our first task is to prove the following estimate.
Lemma 5.3. If P(n + 1, γ) holds then we have, for u defined in (5.18)
wun(γ) ≤ 2e−β|γ˜|
zun+ε(γ)(γ)
znu(γ)
. (5.19)
A consequence of this result is that to prove the n-stability of γ we only need to show
that
zun+ε(γ)(γ)
zun(γ)
≤ 1
2
e|γ˜|. (5.20)
Proof of Lemma 5.3. Let us assume for simplicity that γ is a positive contour (the adap-
tation for the negative case is straight-forward). From the definition (3.38) of Ω+[γ, n]
and Ω
+
[γ, n] we have
zun+1(γ) = z
u
n+1(γ) + e
−β|γ˜|zun+2(γ).
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Thus using P(n + 1, γ) and the fact that u+n+1 ≥ u+n+2, we have
wun(γ) = e
−β|γ˜| z
u
n+1
znu
(γ)
[
1 + wun+1(γ)
] ≤ (1 + e−(β−1)|γ˜|) e−β|γ˜| zun+1
znu
(γ). (5.21)

The strategy to prove (5.20) is to decompose zun+ε(γ)(γ) according to the set of large
external contours present in the field φ ∈ Ω(n+ ε(γ), γ). Here and in the remainder of the
proof, large means n-large (diameter larger than β2n2). Let us introduce some notation
to perform this decomposition: We let Klargeext (γ, n) be the set of compatible collections
of large external contours and Ksmallext (γ, n) be the set of compatible collections of small
external contours (recall (3.44))
Klargeext (γ, n) := {Γ1 ∈ Kext(γ) : ∀γ1 ∈ Γ1, Diam(γ1) > n2β2},
Ksmallext (γ, n) := {Γ2 ∈ Kext(γ) : ∀γ2 ∈ Γ2, Diam(γ2) ≤ n2β2},
(5.22)
where n2β2 is replaced by β2 when n = 0. We let Klarge,+ext (γ, n) and Ksmall,+ext (γ, n) the
subsets of Klargeext (γ, n) and Ksmallext (γ, n) respectively which contains only positive contours.
For Γ1 ∈ Kext(γ), we let Γ1 and L(Γ1) denote respectively the the set of Z2 sites enclosed
by contours in Γ1 and the total length of the contours in Γ1
Γ1 :=
⋃
γ1∈Γ1
γ1, and L(Γ1) :=
∑
γ1∈Γ1
|γ˜1|. (5.23)
Finally, we define Zu,smallm [γ,Γ1, n] which corresponds to a partition function on the domain
γ \ Γ1, which displays only n-small contours which are compatible with Γ1 ∪ {γ},
Zu,smallm [γ,Γ1, n] :=
∑
{Γ2∈Ksmallext (γ,n) : Γ2‖Γ1}
∏
γ2∈Γ2
e−β|γ˜2|zum+ε(γ2)(γ2). (5.24)
Note that when m = 0, the contribution of Γ2 is non-zero only if Γ2 ∈ Ksmall,+ext (γ, n). The
aim of our decomposition procedure is to prove the following result.
Lemma 5.4. Assuming that P(γ′) holds when γ′ ⊂ γ, γ′ 6= γ, we have, for u defined in
(5.18)
zun+ε(γ)(γ)
zun(γ)
≤
∑
Γ1∈K
large
ext (γ,n)
e−(β−2)L(Γ1)
Zu,smalln+ε(γ) [γ,Γ1, n]
Zu,smalln [γ,Γ1, n]
. (5.25)
To conclude the proof of the result we need two technical estimates to control the sum
in the r.h.s. of (5.25). The first allows to bounds the ratio (Zu,smalln+ε(γ)/Z
u,small
n )[γ,Γ1, n] by a
simpler quantity for which one can have a geometric intuition. It is proved in Section 5.5.
Proposition 5.5. For β sufficiently large, we have, for any Γ1 ∈ Klargeext (γ, n) and u defined
in (5.18)
Zu,smalln+ε(γ)[γ,Γ1, n]
Zu,smalln [γ,Γ1, n]
≤ 1
2
exp
(−J3n+3|γ \ Γ1|+ (L(Γ1) + |γ˜|)) . (5.26)
The second estimate which allows to conclude is a control of the simplified sum. We
prove it in Section 5.6.
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Proposition 5.6. We have for β sufficiently large for every n ≥ 0∑
Γ1∈K
large
ext (γ,n)
exp
(−J3n+3|γ \ Γ1| − (β − 3)L(Γ1)) ≤ 1. (5.27)
Combining (5.25), (5.26)and (5.27) , we deduce that
zun+ε(γ)(γ)
zun(γ)
≤ 1
2
e|γ˜|
∑
Γ1∈K
large
ext (γ)
e−J
3n+3|γ\Γ1|+(β−3)L(Γ1) ≤ 1
2
e|γ˜|, (5.28)
which ends our proof by induction (cf. (5.20)).
5.4. Proof of Lemma 5.4. We split our reasoning into two lemmas, one providing an
upper bound on zun+ε(γ)(γ) and the other providing a lower bound on z
u
n(γ).
Lemma 5.7. Assuming that P(γ′) holds whenever γ′ ⊂ γ and γ′ 6= γ, for u defined in
(5.18) we have, when n+ ε(γ) ≥ 1
zun+ε(γ)(γ) ≤
∑
Γ1∈K
large
ext (γ)
 ∏
γ1∈Γ1
e−(β−2)|γ˜1|zun(γ1)
Zu,smalln+ε(γ)[γ,Γ1, n]. (5.29)
Furthermore for n = 1, ε(γ) = −1 we have
zu0(γ) =
∑
Γ1∈K
large,+
ext (γ)
 ∏
γ1∈Γ1
e−β|γ˜1|zun(γ1)
Zu,smalln+ε(γ)[γ,Γ1, n]. (5.30)
To conclude the proof of (5.25) we also need a lower bound for zun(γ), which is provided
by the following lemma.
Lemma 5.8. For any Γ1 ∈ Klargeext (γ), we have
zun(γ) ≥
∏
γ1∈Γ1
zun(γ1)Z
u,small
n [γ,Γ1, n]. (5.31)
The inequality (5.25) is obtained combining (5.29) and (5.31).
Proof of Lemma 5.7. We assume for notational simplicity that γ is a positive contour.
Recalling Equation (3.45) and splitting the set Γ′ of external contour between large (Γ1)
and small (Γ2) contours we obtain
zun+1(γ) =
∑
Γ′∈Kext(γ)
∏
γ′∈Γ′
e−β|γ˜
′|zhn+1+ε(γ′)(γ
′)
=
∑
Γ1∈K
large
ext (γ,n)
∏
γ1∈Γ1
e−β|γ˜1|zun+1+ε(γ1)(γ1)
∑
{Γ2∈Ksmallext (γ,n) : Γ2‖Γ1}
∏
γ2∈Γ2
e−β|γ˜2|zun+ε(γ2)(γ2)
=
∏
γ1∈Γ1
e−β|γ˜1|zun+1+ε(γ1)(γ1)Z
u,small
n [γ,Γ1]. (5.32)
To conclude, we need to check that
zun+1+ε(γ1)(γ1) ≤ e2|γ˜1|zun(γ1). (5.33)
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This is of course obvious when ε(γ1) = −1. For positive contours on the other hand we
have
zun+2(γ1) = e
β|γ˜1|wun+1(γ1)z
u
n+1(γ1)
≤ eβ|γ˜1|wun+1(γ1)zun+1(γ1) = e2β|γ˜1|wun+1(γ1)wun(γ1)zun(γ1). (5.34)
Using the induction hypothesis, or more precisely P(n+1, γ1) (recall that u ≥ u+n+2) and
P(n, γ1), we deduce from (5.34) that
zun+2(γ1) ≤ e2|γ˜1|zun(γ1). (5.35)
The same proof goes when ε(γ) = −1, if we restrict the sum to the set of positive contours
in the special case n = 1. 
Proof of Lemma 5.8. Instead of proving (5.31), we prove a stricter inequality where the
contours in Γ2 are not required to be small, and which is valid for all Γ1 ∈ Kext(γ) (recall
(3.44))
zun(γ) ≥
∏
γ1∈Γ1
zun(γ1)
∑
{Γ2∈Kext(γ) : Γ1‖Γ2}
∏
γ2∈Γ2
e−β|γ˜2|zun+ε(γ2)(γ2), (5.36)
(in the case n = 0 only Γ2 with all contour positive give a contribution to the sum). We
shall show that the l.h.s. in (5.36) corresponds to the contribution to the sum (3.39) of
the set of φs whose external contours are either in Γ1 or compatible with Γ1
A :=
{
φ ∈ Ω+[γ, n] : ∀γ′ ∈ Υextn (φ), γ′ | Γ1 or γ′ ∈ Γ1
}
.
To make our decomposition we use the notation
Γ1,1(γ1) = {γ1,1 ∈ Υextn (φ) \ {γ1} : γ1,1 ⊂ γ1},
Γ2 = Υ
ext
n (φ) \
⋃
γ1∈Γ1
Γ1,1(γ1).
(5.37)
Note that for φ ∈ A we have Γ1,1(γ1) ⊂ Kext(γ1). In analogy with (3.45), we can thus
write∑
φ∈A
e−βH
n(φ)+h|φ−1(0)|
=
∏
γ1∈Γ1
e−β|γ˜1|zun+ε(γ1)(γ1) + ∑
Γ1,1∈Kext(γ1)
∏
γ1,1∈Γ1,1
e−β|γ˜1,1|zun+ε(γ1,1)

×
∑
{Γ2∈Kext(γ) : Γ1‖Γ2}
∏
γ2∈Γ2
e−β|γ˜2|zun+ε(γ2)(γ2). (5.38)
In each factor of the product over γ1, the first term corresponds to the contribution of φs
for which γ1 is a contour. Finally recalling Equations (3.40) and (3.45) and
e−β|γ˜1|zun+ε(γ1)(γ1) +
∑
Γ1∈K
ext
(γ1)
∏
γ1,1∈Γ1
e−β|γ˜1,1|zun+ε(γ1,1)
= e−β|γ˜1|zun+ε(γ1)(γ1) + z
u
n(γ1) = z
u
n(γ1), (5.39)
which yields (5.36). 
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5.5. Proof of Propoposition 5.5. To prove the inequality (5.26), we prove separately
bounds for the numerator and for the denominator. As for Proposition 5.2 we have to
treat separately the cases n = 1, γ negative and n = 0, γ positive, which we do in Lemma
5.9. The general case is dealt with using Lemma 5.12. The proof of these two results is
technically involved, and for that reason, postponed to Section 6,
Lemma 5.9. There exists a constant C (independent of β) such that for all β sufficiently
large for every every γ with Diam(γ) > β2, and every Γ1 ∈ Klargeext (γ, 1), h ∈
[
0, 2J2
]
, we
have
logZu,small0 [γ,Γ1, 1] ≤ |γ \ Γ1|
(
h+ J2 + 2J3 + CJ4
)
,
logZu,small0 [γ,Γ1, 1] ≥ |γ \ Γ1|
(
h+ 2J2 + 2J3 − CJ4)+ 1
2
(|γ˜|+ L(Γ1)),
logZu,small1 [γ,Γ1, 1] ≤ |γ \ Γ1|
(
2J2 + 4J3 − CJ4) ,
logZu,small1 [γ,Γ1, 1] ≥ |γ \ Γ1|
(
2J2 + 4J3 − CJ4)− 1
2
(|γ˜|+ L(Γ1)).
(5.40)
Remark 5.10. Note that the inequalities of (5.40) also hold if [γ,Γ1, 1] is replaced by
[γ,Γ1, 0] because the associated notions of small contour are the same. The range we have
chosen for h is sufficient to treat the case of u = u±1 for β sufficiently large as for these
value we have h = J2 +O(J3).
To treat the other cases, we define Ω+[m,γ,Γ1, n] to be the set of trajectories naturally
associated with the partition function Zu,smallm [γ,Γ1, n]. We define first C[γ,Γ1, n] the set
of contour which can appear in Υm(φ)
C[γ,Γ1, n] := {γ2 ∈ C : γ2 ⊂ γ \ Γ1, Diam(γ2) ≤ (nβ)2 and γ2 | ({γ} ∪ Γ1)} (5.41)
We set
Ω[m,γ,Γ1, n] :=
{
φ, γ \ Γ1 → Z : Υextm (φ) ⊂ C[γ,Γ1, n]
and φ = m+
∑
γ̂2∈Υ̂m(φ)
ϕγ̂2 .
}
. (5.42)
and as usual
Ω+[m,γ,Γ1, n] :=
{
φ ∈ Ω[m,γ,Γ1, n] : ∀x ∈ γ \ Γ1, φ(x) ≥ 0
}
. (5.43)
The condition φ = m+
∑
γ̂2∈Υ̂m(φ)
ϕγ̂2 corresponds to (3.4), and is violated when φ presents
some level lines which which surrounds hole in γ \Γ1. With this definition, the reader can
check that (recall our convention h = u+ hw(β))
Zu,smallm [γ,Γ1, n] =
∑
φ∈Ω+[m,γ,Γ1,n]
e
−βHm
γ\Γ1
(φ)+h|φ−1{0}|
. (5.44)
We let Pm,small,nγ,Γ1 be the SOS measure restricted to Ω[m,γ,Γ1, n]
P
n,small
γ,Γ1
(φ) :=
1
Zsmall[γ,Γ1, n]
e
−βHm
γ\Γ1
(φ)
(5.45)
where
Zsmall[γ,Γ1, n] :=
∑
φ∈Ω[m,γ,Γ1,n]
e
−βHm
γ\Γ1
(φ)
, (5.46)
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(again by translation invariance, the partition function does not depend on the boundary
condition m). We state a result which is similar to Lemma 3.8 and is useful in our proofs.
Lemma 5.11. For any m ≥ 1 and any γ ∈ C and Γ1 ∈ Klargeext (γ)
Zu,smallm [γ,Γ1, n] = Z
small[γ,Γ1, n]E
m,small,n
γ,Γ1
[
eu|φ
−1(Z−)|−H(φ−1)(Z−)
]
. (5.47)
Proof. We have to show that
Zu,smallm [γ,Γ1, n] =
∑
φ∈Ω+[m,γ,Γ1,n]
e
−βHm
γ\Γ1
(φ)+u|φ−1(Z−)|−H(φ−1(Z−)).
(5.48)
The proof can be adapted from that of [26, Lemma 3.1]: The sum over all the possible
options for the negative parts of φ cancels the term H and changes u into h so that one
recovers (5.44). The key observation to check that the proof adapts is that the contour
restriction does not bring any constraint on the choice of φ− = max(0,−φ) once φ−1(Z−)
is fixed. This is the case because the contour restriction forces the diameter of maximal
connected components of φ−1(Z−) are smaller than (βn)
2. 
As a consequence of Lemma 5.11, when neither n nor n + ε(γ) are zero, the log of the
estimated ratio can be rewritten in the following form
log
Zu,smalln+ε(γ) [γ,Γ1, n]
Zu,smalln [γ,Γ1, n]
 ≤ logEn+ε(γ),small,nγ,Γ1 [eu|φ−1(Z−)|−H(φ−1)(Z−)]
− logEn+ε(γ),small,nγ,Γ1
[
eu|φ
−1(Z−)|−H(φ−1)(Z−)
]
. (5.49)
We need the following statements
Lemma 5.12. The following estimates hold:
(i) For positive γ and u as in (5.18)
logEn+1,small,nγ,Γ1
[
eu|φ
−1(Z−)|−H(φ−1)(Z−)
]
≤ |γ \ Γ1|2uJ2n+2. (5.50)
(ii) For arbitrary γ and u as in (5.18)
logEn,small,nγ,Γ1
[
eu|φ
−1(Z−)|−H(φ−1)(Z−)
]
≥ |γ \ Γ1|
(
1
2
uJ2n − 40J3n+3
)
− 1
4
(|γ˜|+ L(Γ1)) . (5.51)
(iii) For negative γ and u as in (5.18)
logEn−1,small,nγ,Γ1
[
eu|φ
−1(Z−)|−H(φ−1)(Z−)
]
≤ |γ \ Γ1|
(
4uJ2(n−1) − 1
4
J3n
)
+
1
4
(|γ˜|+ L(Γ1)) . (5.52)
Proof of Proposition 5.5. . We start with the case of positive contour with n = 0. Using
Lemma 5.9 we have
log
(
Zu,small1 [γ,Γ1, 1]
Zu,small0 [γ,Γ1, 1]
)
≤ |γ \ Γ1|(J2 + 2J3 + 2CJ4 − h) + 1
2
(|γ˜|+ L(Γ1)) . (5.53)
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Now recall (cf. (5.18)) that we are interested in the case
h = hw(β) + u
+
1 = log
(
e4β
e4β − 1
)
+ 200J3, (5.54)
hence we obtain
log
(
Zu,small1 [γ,Γ1, 1]
Zu,small0 [γ,Γ1, 1]
)
≤ −|γ \ Γ1|J3 + 1
2
(|γ˜|+ L(Γ1)) . (5.55)
We let the reader check that similarly for negative contours and u = u−1 we have
log
(
Zu,small0 [γ,Γ1, 1]
Zu,small1 [γ,Γ1, 1]
)
≤ −|γ \ Γ1|J3 + 1
2
(|γ˜|+ L(Γ1)) . (5.56)
Let us now treat the case of positive contour for n ≥ 1. Using (5.49) and Lemma 5.12, we
have for u = u+n+1 (recall(5.18))
log
(
Zu,smalln+1 [γ,Γ1, n]
Zu,smalln [γ,Γ1, n]
)
≤ |γ \ Γ1|
[
u
(
2J2n+2 − 1
2
J2n
)
+ 40J3n+3
]
+
1
2
(|γ˜|+ L(Γ1))
≤ |γ \ Γ1|(40J3n+3 − 1
4
uJ2n) +
1
2
(|γ˜|+ L(Γ1)). (5.57)
Now recalling (5.18), we obtain the result by observing that
40J3n+3 − 1
4
u+n+1J
2n ≤ −J3n+3. (5.58)
In a similar manner in the case of negative contour and n ≥ 2 we have as a consequence
of Lemma 5.12 (ii)-(iii), for β sufficiently large
log
(
Zu,smalln−1 [γ,Γ1, n]
Zu,smalln [γ,Γ1, n]
)
≤ |γ \ Γ1|
(
4uJ2(n−1) − 1
5
J3n
)
+
1
2
(|γ˜|+ L(Γ1)) (5.59)
and we conclude by observing that
4u−n J
2(n−1) − 1
5
J3n ≤ −J3n+3, (5.60)
so that (5.26) is satisfied in all cases. 
5.6. Proof of Proposition 5.6. We can relax for this proof the notion of compatibility,
meaning we consider the sum over a superset of Klargeext (γ, n). We consider in this section
only that two contours are externally compatible if γ ∩ γ′ = ∅. Adding a factor 2 to take
the sign into account (that is replacing each factor e−(β−3)|γ˜1| by 2e−(β−3)|γ˜1| in (5.27)),
we choose to consider geometric contours instead of signed contours (and use γ1 to denote
the interior of γ˜1).
Our proof works by induction and leads us to consider sets of external contour in a
general domain Λ ⊂ Z2 which are not necessarily simply connected. We use in this section
only the notation Γ and γ instead of Γ1 and γ1. We maintain that all contours must satisfy
γ ⊂ Λ and thus cannot surround holes.
We let K˜largeext (Λ, n) denote the set of collections of externally compatible n-large geo-
metric contours with the above mentioned notion of compatibility. The result (5.27) will
follow (provided that e−4(β/2) ≥ 2e−4(β−3)) if we can prove that for every Λ ⊂ Z2
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∑
Γ˜∈K˜largeext (Λ)
e−J
3n+3|Λ\Γ|−(β/2)L(Γ˜) ≤ 1, (5.61)
where L(Γ˜) and Γ are the length and perimeter associated with Γ˜ defined in analogy with
(5.23). We prove a more general version of the statement.
Proposition 5.13. For any finite domain in Λ and any ℓ ≥ 4 we have∑
Γ˜∈K˜ℓ+ext(Λ)
e−2
−ℓ|Λ\Γ|e−(β/2)L(Γ˜) ≤ 1. (5.62)
where K˜ℓ+ext(Λ) denote the set of collections of externally compatible geometric contours
with length larger than 2ℓ.
If we apply this proposition for ℓ = n2β2, (5.62) implies (5.61) provided that 2−n
2β2 ≤
J3n+3, which is valid for every n ≥ 1 provided that β is sufficiently large (we have also
2−β
2 ≤ J3 to cover the case n = 0).
Proof. We prove the result by induction on ℓ. We let K˜ℓext(Λ) be the set of collection
externally compatible of geometric contours with length equal to 2ℓ. The key step is
proving that ∑
Γ˜∈K˜ℓext(Λ)
e−2
−ℓ|Λ\Γ|−(β/2)L(Γ˜) ≤ e−2−(ℓ+1)|Λ\Γ|. (5.63)
Let us show how (5.62) is deduced from (5.63). First let us observe that (5.62) is obviously
satisfied when ℓ is larger than the total number of edges in Λ. Hence we can proceed by
descending induction, assuming that the statement is valid for ℓ+ 1 and proving it for ℓ.
Obviously Γ˜ ∈ K˜ℓ+ext(Λ) can be written in the form Γ˜1 ∪ Γ˜2 where Γ˜1 ∈ K˜(ℓ+1)+ext (Λ) and
Γ˜2 ∈ K˜ℓext(Λ \ Γ1). Hence∑
Γ˜∈K˜ℓ+ext(Λ)
e−2
−ℓ|Λ\Γ|e−(β/2)L(Γ˜1)
=
∑
Γ˜1∈K˜
(ℓ+1)+
ext (Λ)
e−(β/2)L(Γ˜1)
∑
Γ˜2∈K˜ℓext(Λ\Γ1)
e−2
−ℓ|(Λ\Γ1)\Γ2|e−(β/2)L(Γ˜2)
≤
∑
Γ˜1∈K˜
(ℓ+1)+
ext (Λ)
e−(β/2)|Γ˜|e−2
−(ℓ+1)|Λ\Γ1| ≤ 1, (5.64)
where in the first inequality uses (5.63) for the domain Λ \ Γ1 and in the second one the
induction hypothesis.
Let us now prove (5.63). We have to distinguish between two sorts of contributions,
according to the number of contours. Let us first consider the contribution where the num-
ber of contour is smaller than m := ⌊|Λ|ℓ−2⌋. Keeping in mind that, from isoperimetrical
inequalities, a contour encloses at most (ℓ/2)2 sites, we have
|Λ \ Γ| ≥ |Λ| − (ℓ/2)2m ≥ 3
4
|Λ|
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and hence ∑
{Γ˜∈K˜ℓext(Λ) : #Γ˜≤m}
e−2
−ℓ|Λ\Γ|−(β/2)L(Γ˜) ≤ exp
(
−3
2
2−(ℓ+1)|Λ|
) ∑
Γ˜∈K˜ℓext(Λ)
e−(β/2)L(Γ˜).
(5.65)
Now for each site x ∈ Z2, we let C˜ℓ(x,Λ) denote the set of geometric contour longer than
2ℓ such that γ ⊂ Λ, for which x is the smallest vertex in γ for the lexicographical order.
We write C˜ℓ(x) for the set corresponding to Λ = Z2. We have
∑
Γ˜∈K˜ℓext(Λ)
e−(β/2)L(Γ˜) ≤
∏
x∈Λ
1 + ∑
γ˜∈C˜ℓ(x,Λ)
e−βℓ
 ≤ (1 + #C˜ℓ(0)e−βℓ)|Λ| . (5.66)
where the first inequality is obtained by summing over all collections of contours instead
instead of externally compatible ones and the second one by extending the sum to C˜ℓ(x)
and using translation invariance. Using the fact that, by a classic counting argument, we
have that for β sufficiently large
#C˜ℓ(0)e−βℓ ≤ 9ℓe−βℓ ≤ e−β/2,
which implies in particular that, provided β is sufficiently large,
∑
{Γ˜∈K˜ℓext(Λ) : #Γ˜≤m}
e−2
−ℓ|Λ\Γ|e−(β/2)L(Γ˜)
≤ exp
(
|Λ|
(
e−(β/2)ℓ − 3
2
2−(ℓ+1)
))
≤ exp
(
−5
4
2−(ℓ+1)|Λ|
)
. (5.67)
Now concerning the contribution of collections of cardinality larger than m, we neglect
the penalty for uncovered area∑
{Γ˜∈K˜ℓext(Λ) : #Γ˜>m}
e−2
−ℓ|Λ\Γ|e−(β/2)L(Γ˜) ≤
∑
{Γ˜∈K˜ℓext(Λ) : #Γ˜>m}
e−(β/2)L(Γ˜). (5.68)
To estimate the sum in the r.h.s. we consider that if #Γ˜ = k then to select k contours,
we must first chose k vertices to be the minimal (for the lexicographical order) vertices
enclosed by each contour (there are
(|Λ|
k
) ≤ ( e|Λ|k )k ways to do this) and then ignoring
further compatibility condition, consider that for each vertex, there are at most 9ℓ eligible
contours of length ℓ. Thus we obtain that for β sufficiently large we have
∑
{Γ˜∈K˜ℓext(Λ) : #Γ˜>m}
e−(β/2)L(Γ˜) ≤
∑
k>m
e−βℓ
(|Λ|
k
)
9kℓ ≤
∑
k>m
e−
βkℓ
2
(
e|Λ|
k
)k
≤
∑
k>m
(
e−
βℓ
2
+1ℓ2
)k
≤
∑
k>m
e−
βkℓ
4 ≤ 2e−βℓ(m+1)4 ≤ 2e−β4 min(ℓ,|Λ|/ℓ). (5.69)
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Overall combining (5.67) and (5.69) we obtain that∑
Γ˜∈K˜ℓext(Λ)
e−(β/2)L(Γ˜)−2
−ℓ|Λ\Γ|
≤ exp
(
−5
4
2−(ℓ+1)|Λ|
)
1{m≥1} + 2e
−β
4
min(ℓ,|Λ|/ℓ) ≤ e−2−(ℓ+1)|Λ|, (5.70)
where to check the last inequality we have to check separately the cases m ≥ 1 and
m = 0. 
5.7. The large contour case for Proposition 4.6. We conclude this section by ex-
tending the stability result on a larger interval. This can be treated in a relatively simple
fashion by induction if we rely on cluster expansion estimates (Lemma 3.4).
We only have to check the stability for large contour since that of small contour has been
checked in Proposition 5.2. The proof works using the same induction as for Proposition
4.4 We define the property
P(n, γ) :=
{[
the contour γ is stable at level n for u ≥ u∗n+1
]
if ε(γ) = +,[
the contour γ is stable at level n for u ≤ u∗n
]
if ε(γ) = −. (5.71)
and
P(γ) := [ P(n, γ) is satisfied for all n ≥ 0]. (5.72)
As for Proposition 4.4, we need to prove P(n, γ) assuming P(n + ε(γ), γ) and P(γ′) for
γ′ ⊂ γ, γ ′ 6= γ. After fixing n and γ we assume below that
u = u(n, γ) :=
{
u∗n+1 if ε(γ) = +,
u∗n if ε(γ) = −.
(5.73)
Using Lemma 5.3 (or rather its proof) we can reduce ourselves to proving
zun+ε(γ)
zun
(γ) ≤ 1
2
e|γ˜|. (5.74)
By induction hypothesis, all contours involved in the partition function zun+ε(γ)(γ), z
u
n(γ)
are stable for u as in (5.73). Recalling the definition for the truncated potential (4.7) and
the definitions of Section 3.2.2, this stability implies that
zun+ε(γ)(γ) = Z
[
γ,wu,trn+ε(γ)
]
and zun(γ) = Z
[
γ,wu,trn
]
. (5.75)
As the truncated potentials satisfy (3.21), Lemma 3.4 allows to deduce that
| log zun+ε(γ)(γ)− |γ|ftrn+ε(γ)(β, u)| ≤ |γ˜|/4,
| log zun(γ)− |γ|ftrn (β, u)| ≤ |γ˜|/4.
(5.76)
Using the definition of u∗n+1 or u
∗
n (depending on the sign of the contour) we have
ftrn+ε(γ)(β, u) = f
tr
n (β, u) and thus we can deduce that
zun+ε(γ)
zun
(γ) ≤ exp (|γ˜|/2) . (5.77)
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6. Estimates for restricted partition functions: the proof of Lemma 5.9
and 5.12
In this section we prove the two remaining technical lemmas from Section 5.5, and fully
complete the proof of Theorem 4.1.
6.1. Proof of Lemma 5.9. We first prove upper bound results which are easier. The
idea is to write a contour decomposition and to relax the compatibility assumption in the
sum to obtain an upper bound. Let us start with the case of zero boundary condition.
Recall that
Zu,small0 [γ,Γ1, 1] :=
∑
{Γ2∈K
small,+
ext (γ,1) : Γ2‖Γ1}
eh|γ\Γ1∪Γ2|
∏
γ2∈Γ2
e−β|γ˜2|zu1 (γ2) (6.1)
where (recall (5.22))
Ksmall,+ext (γ, 1) = {Γ2 ∈ Ksmallext (γ, 1) : ∀γ ∈ Γ2, ε(γ2) = +}.
To obtain an upper bound, we replace the first exponential term by eh|γ\Γ1|, and we
let the sum range over all collections of small positive 1-small contours Csmall,+,1
γ\Γ1
without
imposing any compatibility condition. The sum factorizes and we obtain
Zu,small0 [γ,Γ1, 1] ≤ eh|γ\Γ1|
∏
γ2∈C
small,+,1
γ\Γ1
(
1 + e−β|γ˜2|zu1 (γ2)
)
. (6.2)
Now given x ∈ Z2, we let Csmall,+,1x be the set of positive small contours γ2 for which x is
the minimal point in γ2 for the lexicographical order. We have∑
γ2∈C
small,+,1
γ\Γ1
log
(
1 + e−β|γ˜2|zu1 (γ2)
)
≤
∑
x∈|γ\Γ1|
∑
γ2∈C
small,+,1
x
log
(
1 + e−β|γ˜2|zu1 (γ2)
)
= |γ \ Γ1|
∑
γ2∈C
small,+,1
0
log
(
1 + e−β|γ˜2|zu1 (γ2)
)
, (6.3)
because the right hand side includes all the term of the left hand side, plus a few extra
contours that are not contained in γ \ Γ1. We observe that
zu1 (γ2) = (1− J2)−1 when γ2 = {x},
zu1 (γ2) = (1− J3)−1(1 + J2)(1− J2) when γ2 = {x, y} with x ∼ y,
zu1 (γ2) ≤ e for other small contours .
(6.4)
For the two first line, the full computation is performed in [26, Proof of Lemma 3.2] and
the last one can be derived like (5.8). Noting that in Csmall,+,1
0
there is one contour of
length 4 and two of length 6, we obtained that∑
γ2∈C
small,+,1
x
log
(
1 + e−β|γ˜2|zu1 (γ2)
)
≤ J2 + 2J3 +CJ4, (6.5)
where the term CJ4 includes the contribution of all contours of length 8 or more.
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For the case of boundary condition equal to one we observe similarly that
Zu,small1 [γ,Γ1, 1] ≤
∏
γ2∈C
small,1
γ\Γ1
(
1 + e−β|γ˜2|zu1+ε(γ2)(γ2)
)
, (6.6)
where Csmall,1
γ\Γ1
denote the set of 1-small contours in γ \Γ1. Similarly to (6.4), one can check
that (recall h ≤ 2J2){
zu1+ε(γ2)(γ2) ≤ 1 +CJ2 when L(γ˜2) ≤ 6,
zu1 (γ2) ≤ e for other small contours ,
(6.7)
and the results follows as for zero boundary condition case.
We obtain the lower bound results by restricting our sums to contours of length 4 and 6.
We set
C∗,+(γ,Γ1) := {γ2 : ε(γ2) = +, |γ˜2| ≤ 6, γ2 ⊂ γ \ Γ1, d(γ2, {γ} ∪ Γ1) > 0}, (6.8)
where d(γ2, {γ}∩Γ1) denotes the minimal distance between the geometric contours γ˜2 and
those in the set {γ} ∪ Γ1. This condition ensures in particular compatibility. We set
v(γ2) := e
−β|γ˜2|−h|γ2|zu1 (γ2).
we obtain
Zu,small0 [γ,Γ1, 1] ≥ eh|γ\Γ1|
∑
{Γ2∈K
small,+,1
ext (γ) : Γ2‖Γ1}
∏
γ2∈Γ2
v(γ2)1{γ2∈C∗,+(γ,Γ1)}
=: eh|γ\Γ1|Z[v, C∗,+(γ,Γ1)]. (6.9)
We can apply cluster expansion results for the relation of external compatibility with the
weights being given by v (see Remark 3.3). We set for C ⊂ C∗,+(γ,Γ1)
vR(C) :=
∑
B⊂C
(−1)|B|+|C| logZ[v,B] (6.10)
where Z[v,B] is defined as Z[v, C∗,+(γ,Γ1)] in (6.9) but with the indicator 1{γ2∈B}. We let
R+(γ,Γ1) denotes the set of clusters associated with external compatibility in C∗,+(γ,Γ1)
that is C ⊂ C∗,+(γ,Γ1) is in R+(γ \ Γ1) if (recall 3.15)
∀B ⊂ C, B ∦ C \B. (6.11)
where B ∦ C is the negation of B ‖ C. After observing that vR(C) = 0 for C /∈ R+(γ \Γ1)
we obtain
logZ[v, C∗,+γ,Γ1)] =
∑
{C∈R+(γ\Γ1)}
vR(C)
≥
∑
{C∈R+(γ,Γ1) : L(C)≤6}
vR(C)−
∑
{C∈R+(γ,Γ1) : L(C)≥8}
∣∣vR(C)∣∣ . (6.12)
Note that the clusters in the first sum in (6.12) consist in only one contour. Using (6.4)
again, and the assumption h ≤ J2, the reader can check that for some appropriate constant
C we haves
vR({γ2}) = log (1 + v(γ2)) ≥
{
J2 − CJ4, if γ2 = {x},
J3 − CJ4, if γ2 = {x, y} with x ∼ y.
(6.13)
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We let the reader check that number of contours of length 4 and 6 in C∗,+(γ,Γ1) satisfies
#{γ2 ∈ C∗,+(γ,Γ1) : |γ˜2| = 4} ≥ |γ \ Γ1| − (|γ˜|+ L(Γ1)),
#{γ2 ∈ C∗,+(γ,Γ1) : |γ˜2| = 6} ≥ 2|γ \ Γ1| − 6(|γ˜|+ L(Γ1)).
(6.14)
the second term being caused by boundary effects. Hence we have for β sufficiently large∑
{C∈R+(γ,Γ1) : L(C)≤6}
vR(C) ≥ |γ \ Γ1|(J2 + 2J3 − CJ4)− 1
2
(L(Γ1) + |γ|), (6.15)
where the second term is present to account for the fact that the number of contour is not
exactly proportional to the volume |γ \ Γ1|.
To control the second term in (6.12), we use Theorem C for external compatibility with
a(γ2) = |γ˜2| and d(γ2) = (β − 5)|γ˜2|.
In that case (3.19) holds and one deduces from (3.20) that∑
{C∈R+(γ,Γ1) : L(C)≥8}
∣∣vR(C)∣∣ ≤ CJ4|γ \ Γ1|, (6.16)
which together with (6.15) yields
logZ[v, C∗,+(γ,Γ1)] ≥ |γ \ Γ1|(J2 + 2J3 − C ′J4)− 1
2
(L(Γ1) + |γ|), (6.17)
and allows to conclude (recall (6.9)).
For the case with boundary condition equal to one, we have
Zu,small1 [γ,Γ1, 1] :=
∑
{Γ2∈Ksmallext (γ,1) : Γ1‖Γ2}
∏
γ2∈Γ2
e−β|γ˜2|zu1+ε(γ2)(γ2). (6.18)
The same argument as the one used at level 0 allows to obtain a lower bound. Restricting
the sum to γ2 ∈ C∗(γ,Γ1) where
C∗(γ,Γ1) := {γ2 : |γ˜2| ≤ 6, γ2 ⊂ γ \ Γ1, d(γ2, {γ} ∪ Γ1) > 0}
and setting
v′(γ2) := e
−β|γ˜2|zu1+ε(γ2)(γ2),
we have
Zu,small1 [γ,Γ1, 1] ≥
∑
{Γ2∈K
small,+,1
ext (γ) : Γ2‖Γ1}
∏
γ2∈Γ2
v′(γ2)1{γ2∈C∗(γ,Γ1)}. (6.19)
We can then check (using the fact that h ≤ 2J2) that (6.13) is satisfied for (v′)R defined
as in Equation 6.10 and conclude in a similar manner (the coefficient are multiplied by
two because C∗(γ,Γ1) contains twice as many contours).

6.2. Proof of Lemma 5.12. We start our proof with the lower bound which are easier
to achieve since they are a consequence of Jensen’s inequality. The upper bound results
require a more delicate analysis and are treated afterwards.
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6.2.1. Lower bounds, the proof of (ii). From Jensen’s inequality, we have
E
n,small,n
γ,Γ1
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]
≥ En,small,nγ,Γ1
[
u|φ−1(Z−)| −H(φ−1(Z−))
]
, (6.20)
and thus Equation (5.51) can be deduced from the following inequality
E
n,small,n
γ,Γ1
[
u|φ−1(Z−)| −H(φ−1(Z−))
]
≥ |γ \ Γ1|
(
1
2
uJ2n − 40J3n+3
)
− 1
2
(|γ˜|+ L(Γ1)). (6.21)
We are going to bound terms separately and show that
E
n,small,n
γ,Γ1
[|φ−1(Z−)|] ≥ 1
2
J2n
(|γ \ Γ1| − 3(|γ˜|+ L(Γ1))) ,
E
n,small,n
γ,Γ1
[
H(φ−1(Z−))
] ≤ 40J3n+3|γ \ Γ1|. (6.22)
The first inequality can directly be deduced from (3.57): the equality is valid as soon as x
is not constrained by the boundary condition, which might happen only if x lies in ∆−γ or
in ∆+γ1 for γ1 ∈ Γ1, hence the number of x such that (3.57) does not apply is proportional
to |γ˜|+ L(Γ1).
Concerning the second line in (6.22), we let fi(φ) denote the number of points which
lie in a connected component of φ−1(0) of size i or larger,
fi(φ) := {x ∈ γ \ Γ1 : ∃Λ ⊂ γ \ Γ1, Λ connected ; x ∈ Λ ; ∀z ∈ Λ, φ(z) ≤ 0}. (6.23)
Using Lemma 3.9, (we observe (3.52) implies that H{x, y} ≤ J3 for β large ) we obtain
that
H(φ−1(Z−)) ≤ J
3
2
f2(φ) + 2J
2f3(φ). (6.24)
From Proposition 3.10, we have
E
n,small,n
γ,Γ1
[f2(φ)] ≤ |γ \ Γ1|4 max
{x,y∈γ\Γ1 : x∼y}
E
n,small,n
γ,Γ1
[max(φ(x), φ(y)) ≤ 0] ≤ 8J3n. (6.25)
Similarly we obtain also using Proposition 3.10
E
n,small,n
γ,Γ1
[f3(φ)] ≤ 18|γ \ Γ1| max
{x∼y∼z}
E
n,small,n
γ,Γ1
[max(φ(x), φ(y), φ(z)) ≤ 0]
≤ 36nJ4n ≤ 36J3n+1. (6.26)
The coefficient 18 corresponds to the number of ways of choosing a connected set of size
three which contains a given x. Combining (6.24)-(6.26) we conclude that the second
inequality in (6.22) holds.

6.2.2. Upper bounds-Proof of (i) and (iii). The upper bound is a bit more delicate since
the proof relies on some decorrelation property of the measure Pm,small,nγ,Γ1 . We are going
to use the following technical statement, which ensures that the bounds from Proposition
3.10 remain valid after conditioning to the realization of field outside a large ball. For the
rest of the proof one sets r = 3n2β2.
Lemma 6.1. We have for any m ≥ 1, for all of φ, and any x ∈ γ \ Γ1|, we have
P
m,small,n
γ,Γ1
[φ(x) ≤ 0 | φ(z), |z − x| ≥ r] ≤ 2J2m. (6.27)
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If moreover
{x, y} ∩
[
∆−γ ∪
( ⋃
γ1∈Γ1
∆+γ1
)]
= ∅, (6.28)
then
P
m,small,n
γ,Γ1
[
min(φ(x), φ(y)) ≤ 0 ; ∀w ∈ ∂{x, y}, φ(w) > 0
| φ(z), |z − x| ≥ r] ≥ 1
2
J3m. (6.29)
The condition (6.28) is present to ensure that both φ(x) and φ(y) are allowed to take
negative value under Pm,small,nγ,Γ1 . The condition is sufficient but not always necessary since
only positive contours might forbid to have φ(x) ≤ m.
Let us now prove (i), which we choose to replace by a slightly more general statement.
For β sufficiently large one, for every n ≥ 1, m ≥ max(n− 1, 1) and v ≤ Jn we show that
logEm,small,nγ,Γ1
[
ev|φ
−1(Z−)|
]
≤ |γ \ Γ1|3vJ2m. (6.30)
Recall that δx := 1{φx≤0}. In order to control the effect of correlation we choose to split
Λ according to the value of ⌊x/r⌋ modulo 2, by setting for i ∈ J1, 4K, z ∈ Z2
Bi(z) := {x ∈ γ \ Γ1 : ⌊xj/r⌋ = αj(i) + 2zj , j = 1, 2 }, (6.31)
where αj(i) is the j-th digit in the dyadic development if i − 1. We have from Ho¨lder’s
inequality (
E
m,small,n
γ,Γ1
[
ev|φ
−1(Z−)|
])4 ≤ 4∑
i=1
E
m,small,n
γ,Γ1
[
e
4v
∑
z∈Z
∑
x∈Bi(z)
δx
]
. (6.32)
Using the fact that ex ≤ 1 + eKx for x ∈ [0,K] and Lemma 6.1, we obtain that for each
z ∈ Z
E
m,small,n
γ,Γ1
e4v∑x∈Bi(z) δx | φ(y), y ∈ ⋃
z′ 6=z
Bi(z′)

≤ 1 + 4ve4vr2Em,small,nγ,Γ1
 ∑
x∈Bi(z)
δx | φ(y), y ∈
⋃
z′ 6=z
Bi(z′)

≤ 1 + 8ve4vr2J2m|Bi(z)|. (6.33)
Using this inequality iteratively and combining it with (6.32) we obtain that
logEm,small,nγ,Γ1
[
ev|φ
−1(Z−)|
]
≤ 2ve4vr2J2m|γ \ Γ1|. (6.34)
The inequality (6.30) follows provided e4vr
2 ≤ 3/2, which is the case under our assumption
provided β is sufficiently large.
Let us now turn to the more delicate case (iii). Using Cauchy Schwartz inequality we
have
E
n−1,small
γ,Γ1
[
eu|φ
−1(Z−)|−H(φ−1(Z−))
]2
≤ En−1,smallγ,Γ1
[
e2u|φ
−1(Z−)|
]
E
n−1,small
γ,Γ1
[
e−2H(φ
−1(Z−))
]
. (6.35)
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To evaluate the first term we can rely on (6.30) and conclude that
logEn−1,smallγ,Γ1
[
e2u|φ
−1(Z−)|
]
≤ 6uJ2(n−1). (6.36)
The final step is to prove that
logEn−1,smallγ,Γ1
[
e−H(φ
−1(Z−))
]
≤ −1
4
J3n
(|γ \ Γ1| − 10 (|γ˜|+ L(Γ1))) . (6.37)
As H is positive, this yields the same upper bound for the expectation of e−2H(φ
−1(Z−)).
We set for Λ ⊂ Z2 finite
Gk(Λ) := logE+Λ,β
[
e−H(φ
−1[k,∞))
]
. (6.38)
Conditioning to the level set at level n− 1 we obtain
E
n−1,small,n
γ,Γ1
[
e−H(φ
−1(Z−))
]
= En−1,small,nγ,Γ1
[
e−G
n−2(φ−1(−∞,n−2])
]
= E1,small,nγ,Γ1
[
eG
n−2(φ−1(Z−))
]
. (6.39)
We refer to [26, Equation (6.7)] for details concerning the first equality, the second one
is simply using vertical translation invariance. Note that as this is the case for H (recall
(3.51)), Gk(Λ) =
∑
I G
k(Λi) where (Λi)i∈I is the decomposition into maximal connected
components of Λ. Note that we have, according to [26, Lemma 6.2], for β sufficiently large,
for any pair of neighbors {x, y} in Z2
Gn−2({x, y}) = log
(
1− J
3 − J4
1− J4 J
3(n−2)
)
≤ −1
2
J3n−3. (6.40)
Hence setting
δ2(x) := 1{φ(x) ≤ 0 and the connected component of x in φ−1(Z−) has size two},
(6.41)
and ignoring the contribution to Gn−2 of connected components of larger size (for single-
tons, not that Gk{x} = 0) we have
Gn−2(φ−1(Z−)) ≤ −1
8
J3n−3
∑
x∈γ\Γ1
δ2(x). (6.42)
As we are going to use Lemma (6.1), we are going to consider the sum restricted to
Λ(γ,Λ1) :=
{
x ∈ γ \ Γ1 : d
(
x,∆−γ ∪
(
∪γ1∈Γ1 ∆+γ1
))
≥ 2
}
. (6.43)
Note that
Λ(γ,Λ1) ≥ |γ \ Γ1| − 10 (|γ˜|+ L(Γ1)) . (6.44)
To conclude we thus need to prove that
logE1,small,nγ,Γ1
[
e−
1
2
J3n−3
∑
x∈Λ δ2(x)
]
≤ 1
4
J3n|Λ|. (6.45)
Now we choose to proceed as in the proof of (6.30) to deal with the correlation between
the variables δ2(x). We set with the same notation as in (6.46) for i ∈ J1, 4K, z ∈ Z2
Bi(z) := {x ∈ Λ : ⌊xj/r⌋ = αj(i) + 2zj , j = 1, 2 }. (6.46)
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Note that from Lemma 6.1 (note that to have δ2(x) there are four ways to chose a neighbor
of x for which the field is negative) we have
E
1,small,n
γ,Γ1
 ∑
x∈Bi(z)
δ2(x) | φ(y), y ∈
⋃
z′ 6=z
Bi(z′)
 ≥ 2J3. (6.47)
Like for (6.32) we have from Ho¨lder’s inequalities(
E
1,small,n
γ,Γ1
[
e−
1
4
J3n−3
∑
x∈Λ δ2(x)
])4 ≤ 4∏
i=1
E
1,small,n
γ,Γ1
[
e
−J3n−3
∑
z∈Z
∑
x∈Bi(z)
δ2(x)
]
. (6.48)
Using e−x ≤ 1− e−Kx for x ∈ [0,K] and (6.47), we obtain that for any z and i
E
1,small,n
γ,Γ1
e−J3n−3∑x∈Bi(z) δ2(x) | φ(y), y ∈ ⋃
z′ 6=z
Bi(z′)

≤ 1− e−J3n−3r2J3n−3E1,small,nγ,Γ1
 ∑
x∈Bi(z)
δ2(x) | φ(y), y ∈
⋃
z′ 6=z
Bi(z′)

≤ 1− J3n|Bi(z)|. (6.49)
Using this inequality to evaluate each term factor in the l.h.s of (6.48)
4∏
i=1
E
1,small,n
γ,Γ1
[
e
−J3n−3
∑
z∈Z
∑
x∈Bi(z)
δ2(x)
]
≤ (1− J3n)|Λ| . (6.50)
which in view of (6.48) concludes the proof of (6.45). 
Proof of Lemma 6.1. We are going to show that the inequalities are valid when a stronger
conditioning is considered. We set
C[r, x] := {γ ∈ C[γ,Γ1,m] : γ ∩B(x, r/2) 6= ∅}
where B(z, l) the Euclidean ball of center z radius l. We let Ĉ[r, x] be the corresponding
set of cylinders.
Conditioned to Υ̂m(φ) ∩ (Ĉ[r, x])∁ (the set of cylinders of φ which do not intersect
B(x, r/2)), which, due to smallness of contours, is a stronger conditioning than (φ(z), |z−
x| ≥ r), the distribution of φ restricted to B(x, r/2) is of the type PL,Λ,β described at the
beginning of Section 3.5, where
L := {γ3 ∈ C[r, x] : ∀γ2 ∈ Υ̂m(φ) ∩ (Ĉ[r, x])∁, γ3 | γ2}.
The results follows then by applying Proposition 3.10.

7. First consequences of the cluster expansion convergence
In this section, we exploit contour stability to obtain the convergence of Gibbs measure
P
n,h
Λ,β for appropriate values of h in Section 7.1. We also exploit the decay of correlation
to prove the regularity of the free energy in Section 7.2. Finally we close the proof of
Theorem 2.1 in Section 7.3 where we prove Proposition 4.3.
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7.1. Convergence of the Gibbs measure. In view of the results of Section 3.2, the
stability of the contour implies the convergence of some measure when the size of the box
grows. We need however some work to convert this result into a convergence result for
the SOS measure. The proof relies on the following observation: the distribution of the
set of external contour Υextn (φ) under P
n,h
Λ,β is the same that the distribution of external
contour for the measure P
whn
Λ (this is simply a by-product of the proof of Proposition 3.7,
recall Equation 3.43). The second observation is that, conditioned to the set of external
contours, the distribution of the field inside each contour is independent from the rest and
with an explicit distribution.
Proposition 7.1. Let f and g be local functions Ω∞ → [0, 1] with respective supports A
and B. For n ≥ 0 and h ∈ [h∗n+1, h∗n], we have for any simply connected Λ,Λ′ ⊂ Z2 which
satisfies A ⊂ Λ∩Λ′ and d(A,Λ) ≤ d(A,Λ′), there exist a positive constant C such that for
all β sufficiently large ∣∣∣Pn,hΛ,β[f(φ)]−Pn,hΛ′,β[f(φ)]∣∣∣ ≤ C|A|e β100 d(A,Λ). (7.1)
As a consequence the sequence of measure Pn,hΛ,β converges when Λ exhausts Z
2 to a limit
P
n,h
β which satisfies ∣∣∣En,hΛ,β[f(φ)]−En,hβ [f(φ)]∣∣∣ ≤ C|A|e β100 d(A,Λ). (7.2)
Moreover for we have for all Λ and h ∈ [h∗n+1, h∗n],∣∣∣En,hΛ,β[f(φ)g(φ)] −En,hΛ,β[f(φ)]En,hΛ,β[g(φ)]∣∣∣ ≤ C|A|e β100d(A,B). (7.3)
Note that a consequence of (7.2) is that the measure En,hβ is translation invariant. Note
that (7.1) ensures that the convergence of Pn,hΛ,β [f(φ)] (which is a sequence of continuous
functions in h) is uniform in h ∈ [h∗n+1, h∗n] and thus it implies that Pn,hβ [f(φ)] is continuous
on that interval.
Proof. Similarly to Proposition 3.5, the proof of (7.2) amounts to evaluating total variation
distances for the distribution of φ↾A. We are going to show that in fact the result can be
deduced as a consequence of Proposition 3.5 and Theorem 4.1.
Firstly, we notice that conditionally on the set of external contour Υextn (φ), the condi-
tional distribution of the field in γ for γ ∈ Υextn (φ) is independent of that in Λ \ γ and
given by Pn,hγ (recall (5.2)). Hence the distribution of φ↾A is completely determined by
the set of external contours which intersects A (recall the definition of C′A below (3.28)).
For this reason one has
‖Pn,hΛ,β(φ↾A∈ ·)−Pn,hΛ′,β(φ↾A∈ ·)‖TV
≤ ‖Pn,hΛ,β(Υextn (φ) ∩ C′A ∈ ·)−Pn,hΛ′,β(Υextn (φ) ∩ C′A ∈ ·)‖TV
≤ PwhnΛ (Υ ∩ C′A ∈ ·)− Pw
h
n
Λ (Υ ∩ C′A ∈ ·)‖TV . (7.4)
The second inequality is due to the fact that the Υextn is the same as that of Υ
ext the set
of external contours associated with Υ under P
whn
Λ . We can conclude using Proposition
3.5 and Theorem 4.1. For the proof of (7.3), we condition the expectation according
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to the realization of the set of external contour. Let us start by observing that when
Υextn (φ) ∩ C′A ∩ C′B = ∅, we have
E
n,h
Λ,β[f(φ)g(φ) | Υextn (φ)] = En,hΛ,β[f(φ) |Υextn (φ)]En,hΛ,β [g(φ) |Υextn (φ)]. (7.5)
Now applying Proposition 3.5 for the distribution of Υextn (φ) (which is distributed like the
set of external contour under P
whn
Λ ) and for the functions f˜ and g˜ which are the conditional
expectation of f and g given the external set of contour, we obtain that∣∣∣En,hΛ,β [En,hΛ,β[f(φ) |Υextn (φ)]En,hΛ,β [g(φ) | Υextn (φ)]] −En,hΛ,β[f(φ)]En,hΛ,β[g(φ)]∣∣∣
≤ C|A|e−(β/100)d(A,B). (7.6)
And we conclude by noticing that from (7.5) we have
∣∣∣En,hΛ,β[f(φ)g(φ)] −En,hΛ,β [En,hΛ,β[f(φ) |Υextn (φ)]En,hΛ,β [g(φ) | Υextn (φ)]]∣∣∣
≤ Pn,hΛ,β[Υextn (φ) ∩ C′A ∩ C′B = ∅] ≤ |A|e−(β/2)d(A,B). (7.7)
where in the last inequality we used (A.5).

7.2. Exponential decay for Ursell function and proof of Proposition 4.2. The fact
that exponential decay of correlation implies differentiability relies on a well established
theory exposed e.g. in [17] in the case of the Ising model. The argument displayed in [17]
adapts verbatim to our problem. For the sake of completeness, we provide here the main
steps.
In order to prove Proposition 4.2 we are going to show that for every h ∈ [h∗n+1, h∗n],
Λ ⊂ Z2, k ≥ 1, there exists a constant Ck such that∣∣∣∂kh (logZn,hΛ,β)∣∣∣ ≤ Ck|Λ| (7.8)
Then using Arzela-Ascoli’s Theorem, we can deduce from (7.8) that f(β, h) is infinitely
differentiable on (h∗n+1, h
∗
n) and that
lim
N→∞
1
N2
∂kh
(
logZn,hN,β
)
= ∂khf(β, h). (7.9)
To prove (7.8), setting δx := 1{φ(x)=0}, we use the fact that
∂hh
(
logZn,hΛ,β
)
=
∑
(x1,...,xk)∈Λk
E
n,h
Λ,β [δx1 ; . . . ; δxk ] (7.10)
where En,hΛ,β [δx1 ; . . . ; δxk ] denotes the k point truncated correlation function (or Ursell
function) defined by
E
n,h
Λ,β [δx1 ; . . . ; δxk ] :=
∑
P
(−1)|P|+1(|P| + 1)!
∏
P∈P
E
n,h
Λ,β
[∏
i∈P
δxi
]
, (7.11)
where the sum in P ranges over the set of partitions of J0, kK, and |P| denotes the cardinal
of the partition.
The identity (7.10) can be obtained by induction on k and is a particular case of [17,
Equation (1.9)]. We can conclude by using some decay estimates for these correlation
functions.
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Proposition 7.2. For any k there exists a positive constant mk such that for every h ∈
(h∗n+1, h
∗
n) and x1, . . . , xk ∈ Λ
E
n,h
Λ,β [δx1 ; . . . ; δxk ] ≤ Cke−mkd(x1,...,xk) (7.12)
where d(x1, . . . , xk) is the smallest cardinal of a connected Z
2 set containing {x1, . . . , xk}.
To deduce that (7.8) holds, one only needs to check that we have∑
x2,...,xk∈Zd
e−mkd(x1,...,xk) <∞. (7.13)
This is an obvious consequence of
d(x1, . . . , xk) ≥ max
i∈J2,kK
|x1 − xi| ≥ 1
k − 1
k∑
i=2
|x1 − xi|. (7.14)
Proof of Proposition 7.2. We can follow line by line the proof of [17, Lemma 3.1] where
we replace [17, Assumption (3.2)] by (7.3). 
7.3. Proof of Proposition 4.3. Recalling Equation (7.9)-(7.10) for k = 1, we only need
to prove that for h ∈ [h∗n+1, h∗n] we have
1
2
J2n ≤ 1
N
E
n,h
N,β
 ∑
x∈J1,NK
δx
 ≤ 2J2n. (7.15)
We can in fact prove the inequality holds for Pn,hΛ,β [φ(x) = 0], uniformly in Λ and x. Let
us start with the special case n = 0, for which the upper bound is trivial. For the lower
bound we apply (3.29) to whn and A = {x}, we obtain that
P
n,h
Λ,β[φ(x) = 0] ≥ Pn,hΛ,β[ No contour in Υn(φ) encloses x] = Pw
h
n
Λ
[
Υ ∩ C′{x} = ∅
]
= exp
− ∑
C∈Q(Λ,x,∅)
(whn)
T (C)
 , (7.16)
where
Q(Λ, {x}, ∅) := {C ∈ Q(CΛ) : ∃γ ∈ C, x ∈ γ}. (7.17)
The estimate (3.23) is then sufficient to conclude that∑
C∈Q(Λ,x,∅)
|(whn)T (C)| ≤ 1/2, (7.18)
which is sufficient for our purpose.
When n ≥ 1, we let gx be the unique external contour enclosing x whenever it exists.
As a vertex not enclose in any contour is by definition at level n we have
E
n,u
N,β[φ(x) = 0] =
∑
γ∈CN :x∈γ
P
n,u
N,β [φ(x) = 0 ; gx = γ]
=
∑
γ∈CN :x∈γ
P
n,u
N,β [gx = γ]P
n,u
γ [φ(x) = 0] , (7.19)
where in the last equality, we used that the conditional distribution of φ restricted to γ
is given by Pn,uγ defined in (5.2). We are going to show that most of the contribution to
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the sum is given by he negative contour γx,− which satisfies γx,− = {x} (there are two
contours of length 4 such that x ∈ γ but γx,− is the only one which contributes to the
sum). More precisely we are going to show that for β sufficiently large and u satisfying
the assumption we have∣∣∣Pn,uN,β [φ(x) = 0 ; gx = γx,−]− e−4βn∣∣∣ ≤ Ce−4βn (u+ e−4β) . (7.20)
and ∑
γ∈CN :x∈γ, |γ˜|≥6
P
n,u
N,β [φ(x) = 0 ; gx = γ] ≤ Ce−(4n+2)β , (7.21)
which yields a sharper result than required. For (7.20) using (3.29) for A = {x} again, we
obtain that
P
n,u
N,β
[
gx = γ
x,−
]
= P
whn
Λ [Υ ∩ C′{x} = γx,−]
= whn(γ
x,−) exp
− ∑
C∈Q(Λ,x,{γx,−})
(whn)
T (C)
 , (7.22)
where
Q(Λ, {x}, {γx,−}) := {C ∈ Q(CΛ \ γx,−) : ∃γ ∈ C, x ∈ γ or C ⊥ γx,−}. (7.23)
We have
whn(γ
x,−) = e−4β
1 + (eu−1)e−4βn
1 + (eu−1)e−4βn−1
, (7.24)
and as a consequence of (3.23),∣∣∣∣∣∣
∑
C∈Q(Λ,x,{γx,−})
(whn)
T (C)
∣∣∣∣∣∣ ≤ Ce−4β, (7.25)
which is sufficient to yield (7.20).
For (7.21) first, let us notice that we can discard the contribution of contours longer
than 100n, because using a union bound and (A.5) we have
P
n,u
N,β [Diam(gx) ≥ 100n] ≤ e−(4n+2)β . (7.26)
For smaller contours, we need an estimate Pn,uγ [φ(x) = 0]. Recalling the definition of Pnγ
below (3.48) we have
Pn,uγ [φ(x) = 0] =
E
n+ε(γ)
γ
[
δxe
u|φ−1(0)|−H(φ−1(Z−))
]
E
n+ε(γ)
γ
[
eu|φ−1(0)|−H(φ−1(Z−))
]
≤ e
|γ|uE
n+ε(γ)
γ [δx]
P
n+ε(γ)
γ [∀x ∈ γ, φ(x) ≥ 1]
,≤ 4e−4β(n+ε(γ)). (7.27)
where in the last inequality, we used Proposition 3.10 to estimate both the numerator and
the denominator. Now using (A.5), one has
P
n,u
N,β [gx = γ] ≤ whn(γ) ≤ e−(β−1)|γ˜|, (7.28)
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where the last inequality is a consequence of Proposition 5.2. Combining (7.27) and (7.28)
as well a standard bound for the number of contour of a given length enclosing x we find
that ∑
γ∈CN : x∈γ, |γ˜|≥6, Diam(γ)≤100n
P
n,u
N,β [gx = γ]P
n,u
γ [φ(x) = 0]
≤ 4e−4β(n−1)
∑
γ∈CN :x∈γ, |γ˜|≥6
e−(β−1)|γ˜| ≤ Ce−4β(n+2), (7.29)
which is sufficient to conclude the proof of (7.21). 
8. Properties of Gibbs measure: the proof for Theorem 2.6
In this final section, we prove the remaining unproved statements from Theorem 2.6.
First in Section 8.1, we prove our statement concerning ⋆-connectivity of the level sets.
Then in Section 8.2 we prove that there exists no Gibbs states for h ≤ hw(β). In Section
8.3, we identify the contact fraction for each Gibbs states which has been obtained in
Proposition 7.1. This yields in particular (2.20). In Section 8.4 we identify the minimal
Gibbs states, which is the one obtained by taking the limit of zero boundary condition. In
Section 8.5 we prove uniqueness of Gibbs states at differentiability points, and in Section
8.6, we prove that at P
n,h∗n
β and P
n−1,h∗n
β are respectively the maximal and minimal Gibbs
states corresponding to h∗n proving (2.21).
8.1. Percolative properties of level sets. Let us check that for all h ∈ [h∗n, h∗n+1], the
random field φ percolates at level n under Pn,hβ . The external contour lines of φ under
P
n,h
β can be obtained by considering the set of external contour of a sample of P
ωhn . In
particular, this implies that almost surely there are no infinite contour lines.
As each maximal connected components of φ−1[n + 1,∞) resp. φ−1(−∞, n − 1] is
enclosed in a positive contour resp. negative contour, this implies that they are all finite.
We can even prove using a union bound argument and Theorem 4.1 that the diameter of
the largest such component in a box of side-length N is of order logN).
Proving the existence of an infinite component for φ−1(n) is more tricky as some points
which are not enclosed by any contour can belong to finite clusters of φ−1(n). Now our
result will hold if we can prove that
R2 \
⋃
γ∈Υextn (φ)
γ has a unique unbounded connected component , (8.1)
where in the equation above, with a small abuse of notation, γ denotes the closed subset
of R2 enclosed by γ.
Our idea is to compare the set
⋃
γ∈Υextn (φ)
γ with the occupied set of a Poisson Boolean
percolation process [1, 21, 20]. We know that the set of external contour under Pn,hβ can be
obtained as a subset of a sample of Pω
h
n which itself is dominated (e.g. by [26, Lemma 4.4])
by by a random collection of contours χ where each contour γ is present independently
with probability ω
h
n(γ)
1+ωhn(γ)
≤ e(1−β)|γ˜| (the inequality being a consequence of Theorem 4.1).
We let the reader check that for β sufficiently small
⋃
γ∈χ γ is stochastically dominated
by a continuum percolation process, where obstacles are balls whose centers are distributed
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according to a Poisson point process with intensity λ(β) = e−β and whose radius are IID
with standard exponential distribution (see e.g. [1, 21, 20] for a more formal definition).
It has been proved that for λ sufficiently small the vacant set for such a Boolean percola-
tion process percolates, and that the occupied set is only composed of bounded connected
components (a much stronger result is displayed in [1, Theorem 1] with optimal assump-
tions, but the statement we need can also be extracted from earlier work e.g. [20, 21]) .
This proves (8.1) and conclude our reasoning.

8.2. Absence of Gibbs state for h ≤ hw(β). As by the DLR relation a Gibbs states can
always be obtained as a limit of finite volume measures with random boundary condition,
we know that the limit obtained with zero boundary condition, is, if finite, the minimal
Gibbs state. We are going to prove the following result which implies divergence of the
distribution of φ.
Proposition 8.1. For β sufficiently large, for h ≤ hw(β) we have for any x ∈ Zd and
any K > 0
lim
Λ→Z2
PhΛ,β(φ(x) ≤ K) = 0. (8.2)
Note that by monotonicity in h (Corollary 3.11), it is sufficient to check the statement
for h = hw(β).
Proof. Now using the DLR relation for the neighborhood of x, and the definition of the
measure one obtains that for any k ≥ 0 one has
P
hw(β)
N,β (φ(x) = k + 1 | φ(y), y ∼ x) ≤ e4βPhw(β)N,β (φ(x) = k + 1 | φ(y), y ∼ x). (8.3)
This readily implies that for an explicit constant C(β,K) one has
P
hw(β)
Λ,β (φ(x) ≤ K) ≤ C(β,K)Phw(β)Λ,β (φ(x) = 0). (8.4)
To conclude we just need to show that
lim
Λ→Z2
P
hw(β)
Λ,β (φ(x) = 0) = 0. (8.5)
As a consequence of Theorem B and (2.9), we have
lim
N→∞
1
N2
∑
x∈J1,NK
P
hw(β)
N,β (φ(x) = 0) = ∂hf(β, hw(β)) = 0. (8.6)
As by monotonicity (Corollary 3.11), each term in the sum is larger than the limit one
wants to compute, we obtain (8.5).

8.3. Identifying the contact fraction: the proof of (2.20). Let us prove that for any
h ∈ [h∗n+1, h∗n] we have
P
n,h
β [φ(x) = 0] = ∂hf(β, h), (8.7)
where the derivative as to be understood as the derivative on the right for h = h∗n+1 and
on the left for h = h∗n. We already know as a consequence of (7.9) that for h ∈ (h∗n+1, h∗n)
we have
lim
N→∞
1
N2
∑
x∈J1,NK2
P
n,h
N,β[φ(x) = 0] = ∂hf(β, h). (8.8)
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Note that the statement can be extended to the boundary of the interval h ∈ {h∗n+1, h∗n}
using that the second derivative ∂2h logZ
n,h
N,β is uniformly bounded on the interval [h
∗
n+1, h
∗
n]
(recall (7.9)).
A consequence of the exponential decay of correlation (7.2) is that∣∣∣∣∣∣
∑
x∈J0,NK2
P
n,h
β,N [φ(x) = 0]−N2Pn,hβ [φ(x) = 0]
∣∣∣∣∣∣ ≤ CN, (8.9)
and thus (8.7) is deduced from the combination of (8.8) and (8.9).
8.4. Limit with zero boundary condition. So far we have only shown the existence
of translation invariant Gibbs measure and non-uniqueness at the phase transition points.
To conclude we need an argument to show that they are the only one.
A first step is to show convergence of the measure when having zero boundary condition
to a translation invariant limit which has the right contact fraction. The proof uses
essentially the same idea as those to prove a similar result for wetting of the harmonic
crystal [19, Section 5].
Proposition 8.2. For any h > hw(β) the sequence of measure P
h,0
Λ,β converge to an infinite
volume limit which we call P˜hβ. We have for every x ∈ 0
P˜hβ[φ(x) = 0] = ∂
+
h f(β, h). (8.10)
Proof. A first observation is that Ph,0Λ,β restricted to A ⊂ Λ increases stochastically when
Λ increases. This is a consequence of the DLR property (recall (2.18)) and Corollary
3.11: for Λ′ ⊃ Λ the restriction Ph,0Λ′,β to Λ corresponds to Ph,ΨΛ,β with a random boundary
condition Ψ ≥ 0 which thus dominates Ph,0Λ,β.
The sequence of measure is tight because, from Corollary 3.11, Ph,0Λ,β is dominated by
P
n,h
Λ,β which converges. Hence we obtain the existence of the limit.
To prove the statement about the contact fraction, let us set η := P˜hN,β[φ(0) = 0]. Note
that by monotonicity for any Λ and x ∈ Λ we have
P˜
h,0
Λ,β[φ(x) = 0] ≥ η, (8.11)
and hence (2.9) implies that when the derivative exists
∂hf(β, h) ≥ η. (8.12)
Given ε > 0, using the definition of η we can choose K = Kε sufficiently large which
satisfies
PhJ−K,KK,β[φ(x) = 0] ≤ η + ε.
By monotonicity we have also
P
h,0
N,β[φ(x) = 0] ≤ η + ε
for all x such that d(x, ∂ΛN ) ≥ K + 1. Hence we have∑
x∈ΛN
P˜hN,β[φ(x) = 0] ≤ 4(K + 1)N +N2(η + ε). (8.13)
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Using (2.9) again, we conclude that ∂hf(β, h) ≤ η+ ε and thus obtain that (8.10) holds at
all differentiability points. To conclude, we remark that PhN,β[φ(0) = 0] being the infimum
(in N) of continuous non-decreasing function, its limit has to be right-continuous on the at
every point, from which we deduce that the results also holds where f is not differentiable
.

The next step is to show that the limit found above coincides with Pn,hβ .
Proposition 8.3. For any h ∈ [h∗n+1, h∗n), we have
P˜hβ = P
n,h
β . (8.14)
Proof. The proof relies on the fact that, by (8.7) and (8.10) the two measures have the
same contact fractions, while Pn,hβ stochastically dominates P˜
h
β, because of the stochastic
ordering induced by the boundary condition before taking the limit.
Given x ∈ Z2, using the DLR equation for the neighborhood of x we have
En,h[φ(x) = 0] = Eh,0[φ(x) = 0] = Eh,0
[
eh−β
∑
y∼x φ(y)
eh−β
∑
y∼x φ(y) +
∑
k≥1 e
−β
∑
y∼x |φ(y)−k|
]
= En,h
[
eh−β
∑
y∼x φ(y)
eh−β
∑
y∼x φ(y) +
∑
k≥1 e
−β
∑
y∼x |φ(y)−k|
]
. (8.15)
Now the reader can check that the function on the right hand side is strictly decreas-
ing in φ(y) for all y neighboring x. As Pn,h dominates Ph,0, the equality implies thus
that (φ(y))y∼x must have the same distribution under the two measures. By stochastic
domination and translation invariance we conclude that the two measures are equal.

8.5. Uniqueness of Gibbs states. The key point is to prove the following
Lemma 8.4. If h is a differentiability point of f(β, h) then there is only one translation
invariant, finite mean Gibbs state.
Proof. Let νh be a translation invariant, finite mean Gibbs state. Let φ̂ be a boundary
condition sampled according to νh (but for practical reason we write ν̂h for the distribu-
tion). Then the DLR equation implies that the law of φ↾Λ under P
h,φ̂
Λ,β corresponds to the
restriction of νh. In particular this implies that for any increasing local function
νh(f(φ)) = ν̂h
(
E
h,φ̂
Λ,βf(φ)
)
≥ Eh,0Λ,β[f(φ)]. (8.16)
Passing to the limit we conclude that νh dominates the limit obtained with zero boundary
condition which has been identified in Lemma 8.3. Now from translation invariance we
have
νh(φ(x) = 0) =
1
N2
ν̂hEh,φ̂N,β
 ∑
x∈ΛN
φ(x) = 0
 . (8.17)
Now we are going to prove that for every h′ ∈ R we have
lim
N→∞
1
N2
ν̂h
(
logZh′,φ̂N,β
)
= f(β, h′). (8.18)
WETTING AND LAYERING FOR SOS II 51
This follows from the fact that convergence holds with zero boundary condition and that
the effect boundary conditions can be controlled via the following observation
| logZh,φ̂N,β − logZhN,β| ≤ βmaxφ |H
φ̂
N (φ)−HN (φ)|,
|Hφ̂N (φ)−HN (φ)| ≤
∑
x∈∂ΛN
φ̂(x). (8.19)
and we can conclude using the fact that from our assumptions ν̂h
(∑
x∈∂ΛN
φ̂(x)
)
≤ CN .
Now we observe that (8.18) and convexity imply that the right hand side of (8.17)
converges to ∂hf(β, h), and thus that ν̂
h and P˜hβ have the same contact fraction. Using
the same trick as in the proof of Lemma 8.3 (recall (8.15)) we prove that the two measures
coincide. 
8.6. Stochastic sandwich at angular points: the proof of (2.21). Assume now that
h = h∗n. While the derivative of the free energy does not exists the proof of Lemma 8.4
still implies that
νh(φ(x) = 0) ∈ [∂−h f(β, h), ∂+h f(β, h)]
and that νh stochastically dominates the Gibbs states obtained in the limit with 0 bound-
ary condition which we know to be Pn−1,hβ .
A last thing to prove is that νh is dominated by Pn,hβ . Consider φ̂ being distributed
according to the measure νh (we write ν̂h) and consider the finite volume measure corre-
sponding to boundary condition n ∨ φ̂ = max(n, φ̂).
If we allow φ(x) =∞ and make the set Z+∪{∞} compact, then any sequence of measure
is tight and thus admits a limit point. We consider ν ′ a limit point of the following sequence
of probability on ΩN
ν ′N (·) :=
1
(2N2 − 2N + 1)2
∑
y∈JN−N2,N2−NK2
ν̂hPh,φ̂∨n
J−N2,N2K2,β
[
(φ(x+ y))x∈JN,NK ∈ ·
]
.
(8.20)
Note that by construction ν ′ is translation invariant and dominates both νh and Pn,hβ .
Moreover ν ′ also satisfies the following version of the DLR equation (recall (2.18)): For
every finite subset Λ of Z2 and for every local bounded continuous g : (Z+ ∪ {∞})Zd → R
- in particular, the limit of g(φ), when minx∈Λ φ(x) → ∞ , exists and we call it g(∞) -
then we have ν ′ almost surely
ν ′ [g(φ) | φ(x) = ψ(x),∀x ∈ ∂Λ]
=

1
Zψ,hΛ,β
∑
φ∈Ω+Λ
e−βH
ψ
Λ(φ)+h|φ
−1(0)|, if ψ(y) <∞ for all y ∈ ∂Λ,
g(∞) if ψ(y) =∞ for some y ∈ ∂Λ.
(8.21)
The statement is valid for every measure in the sequence for N sufficiently large and passes
to the limit by continuity (see [19, Equation (5.3)] for a similar argument).
Similarly to (8.18) we have
lim
N→∞
1
N2
ν̂h
(
logZh′,n∨φ̂N,β
)
≤ f(β, h′). (8.22)
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and thus (2.9) implies readily that ν ′(φ(0) = 0) ≥ ∂−h f(β, h) and hence as from stochastic
comparison ν ′(φ(0) = 0) ≤ Pn,hβ (φ(0) = 0), we conclude from (2.20) that
ν ′(φ(0) = 0) ≥ ∂−h f(β, h).
To conclude we need to prove that ν ′ = Pn,hβ . By stochastic domination, there exists
a coupling (φ1, φ2) of the measures ν
′ and Pn,hβ , such that almost surely φ1(x) ≥ φ2(x)
for all x. As we have {φ1(x) = 0} ⊂ {φ2(x) = 0}, the fact that the two event have equal
probability implies that almost surely
φ−11 {0} = φ−12 {0}.
In particular we have
ν ′(∃x ∈ Z2, φ(x) = 0) = Pn,hβ (∃x ∈ Z2, φ(x) = 0) = 1. (8.23)
Then replicating the argument in [19, Section 5], we deduce that
ν ′(∀x ∈ Z2, φ(x) <∞) = 1. (8.24)
To conclude we use the DLR relation in a neighborhood of x for ν ′ and Pn,hβ like in
Equation (8.15) to prove that the two measures coincide.
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Appendix A. Cluster Expansion estimates
A.1. Proof of Lemma 3.4. From the expression (3.25) and translation invariance we
have
|γ|f(w) =
∑
x∈γ
∑
{C∈Q : x−(1/2,1/2)∈C}
1
|C|w
T (|C|). (A.1)
In this sum, the coefficient of wT (|C|) for a cluster in Q(Cγ) is 1 while the other clusters
have a coefficient between zero and one. thus we have
|Z[γ,w] − |γ|f(w)|| ≤
∑
{C∈Q\Q(Cγ) : C∩[γ−(1/2,1/2)] 6=∅}
wT (|C|). (A.2)
Now note that for all clusters in the right hand side, there is at least one site in γ˜ that
belongs to C. Thus using translation invariance, given a fixed x∗0 ∈ (Z2)∗ we have
|Z[γ,w]− |γ∗|f(w)|| ≤ |γ˜|
∑
C∈Q : x∗0∈C
wT (|C|) ≤ 1
4
|γ˜|, (A.3)
where the last inequality is valid for β sufficiently large as a consequence of (3.23). 
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A.2. Proof of Proposition 3.5. The second line of (3.35) can be deduced from the first,
by considering a sequence L′ that exhausts C. The first result corresponds to evaluating
the total variation distance between the respective distribution of Υ ∩ C′A under PwL and
Pw, which is equal to ∑
Γ∈K(C′A)
(
PwL
(
Υ ∩ C′A = Γ
)−Pw
L′
(
Υ ∩ C′A = Γ
))
+
(A.4)
We set for this proof d := d(A,L∁). We consider first the contribution to the above sum
of Γ which contains a contour γ of large diameter , that is such that |Diam(γ)| ≥ d/3.
Simply using the fact that by Peierls argument (see e.g. [26, Lemma 4.4]) we have for
every γ
PwL [γ ∈ Υ] ≤
w(γ)
1 + w(γ)
. (A.5)
We deduce from the assumption (3.21), summing over all possible such contours that for
β sufficiently large
PwL
(
∃γ ∈ Υ, γ ∩A 6= ∅, |γ˜| ≥ 2d
3
)
≤ |A|e−β d2 . (A.6)
Now from the definition of d(A,L∁), if Γ does not contain a contour of large diameter then
all contours in it belongs to L and L′. In that case we have, from (3.29)(
PwL
(
Υ ∩ C′A = Γ
)−PwL′ (Υ ∩ C′A = Γ))+
= PwL
(
Υ ∩ C′A = Γ
) [
e
(
∑
C′∈Q(L′,A,Γ)w
T (C′)−
∑
C∈Q(L,A,Γ) w
T (C))
+ − 1
]
. (A.7)
And we can conclude provided that we can show that the difference in the exponential is
small. We notice that under the assumption that Diam(γ) ≤ d/3 for γ ∈ Γ we have
Q(L, A,Γ)△Q(L′, A,Γ) ⊂ Q1. (A.8)
where △ stands for the symmetric difference between sets and
Q1 := {C : ∃γ1, γ2 ∈ C, min
x∈A,y∈γ1
|x− y| ≤ d/3, max
x∈A,y∗∈γ2
|x− y∗| ≥ d} (A.9)
where the existence of γ1 is justified by the fact that C must contain a contour that either
is connected to Γ (and the inequality follows from the assumption that contours in Γ have
diameter smaller than d/3), or belong to C′A and that of γ2 by the fact that it must contain
a contour in L△L′. This implies in any case that the diameter of C is larger than d/2/
so that L(C) ≥ d and one can conclude using (3.23) that∑
C∈Q1
|wT (C)| ≤ Cd2|A|e−βd/2 ≤ C|A|e−βd/4, (A.10)
were |A|d2 gives a bound for the number of points at distance d/3 or less from A.
Let us now move to the proof of (3.36). This is simply a bound on the total variation
distance between the distribution Υ∩C′A∪B and what we obtain by considering the product
distribution of Υ ∩ C′A and Υ ∩ C′B. We must prove∑
Γ∈K(C′A∪B)
(
PwL(C′A∪B ∩Υ = Γ)− PwL(C′A ∩Υ = C′A ∩ Γ)PwL(C′B ∩Υ = C′B ∩ Γ)
)
+
≤ |A|e−cβd(A,B). (A.11)
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A first step is to discard the possibility of having contour that comes to the neighborhood
in the two regions. More precisely using (A.5) one can check that if (3.21) holds we have
PwL
(∃γ ∈ Υ ∩ C′A, Diam(γ) ≥ d/4) ≤ |A|eβd(A,B)/8,
PwL
(
∃γ ∈ Υ ∩ C′B , min
x∈A,y∗∈γ
|x− y∗| ≤ d/4
)
≤ |A|e−cβd(A,B)/8.
(A.12)
Now if Γ is such that Γ1 := C′A ∩ Γ and Γ2 := C′B ∩ Γ are disjoint, using (3.29), and
observing that Q(L, A,Γ1) ∪Q(L, B,Γ2) = Q(L, A ∪B,Γ)(
PwL(C′A∪B ∩Υ = Γ)− PwL(C′A ∩Υ = Γ1)PwL(C′B ∩Υ = Γ2)
)
+
= PwL(C′A∪B ∩Υ = Γ)
[
e
(∑
C∈Q(L,A,Γ1)∩Q(L,B,Γ2)
wT (C)
)
+ − 1
]
. (A.13)
Now if Γ does not include any contours of the type considered in (A.12),
Q(L, A,Γ1) ∩ Q(L, B,Γ1) ⊂ Q2 (A.14)
where, using the notation d := d(A,B), we define
Q2 := {C ∈ Q : ∃γ1, γ2 ∈ C, min
x∈A,y∈γ1
|x − y| ≤ d/4, max
x∈A,y∈γ2
≥ 3d/4}. (A.15)
The existence of γ1 is justified by the fact that some contour in C must either be connected
with Γ1 or intersect A and that of γ2 by the fact that some contour in C must either be
connected with Γ2 or intersect B. This implies in particular that the diameter of C is
larger then d/2, so that one must have L(C) ≥ d and we can also conclude using (3.23)
that ∑
C∈Q2
|wT (C)| ≤ Cd2|A|e−βd/2 ≤ C|A|e−βd. (A.16)

A.3. Proof of (3.57) and (3.58). The proof is very similar to the one of the lower bound
for Proposition 4.3 displayed in Section 7.3. Let us treat only the case of (3.58) as (3.57)
is very similar.
We need to consider only the contribution of configuration for which the only contour
in C′{x,y} is given by γ+x,y the positive contour of length 6 which enclose x and y. Using the
definition of PL,Λ,β we obtain that
PL,Λ,β[minφ(x), φ(y)) ≥ n] ≥ PwβL
[
Υ ∩ C′{x,y} = γ+x,y
]
e−6β(n−1). (A.17)
Applying (3.29) for the contour weight (3.14)
P
wβ
L
[
Υ ∩ C′{x,y} = γ+x,y
]
=
1
e6β − 1 exp
− ∑
C∈Q(L,{x,y},{γ+x,y})
wT (C)
 . (A.18)
The sum in the exponential can be seen to be small as a consequence of (3.23), and this
allows to conclude by choosing β sufficiently large.
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