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Using Neural Network with Self-Feedback to Solve the 
Four-Coloring Problem本
Wei-Dong SUNt， Hiroki TAMURAt ， Zheng TANG↑and Masahiro ISHII↑ 
Takef吋i et al.[14] proposed a method to the four-colorin g problem usin g the McCulloch-Pitts 
neuron type neural network and obtained good results. Howe ver， the method is always difficult to 
conver ge on the minimum value (correct answer). In this paper we propose a method to sol ve the 
four-colorin g problem by the neural network usin g the McCulloch-Pitts neuron with self- feedback. 
Moreover， we rewrite the motion equation by addin g the selιfeedback term of neuron so that the 
state of neuron before updatin g can be held in the network. We apply the method to the four-colorin g 
problemぅ and perform the simulations to three kinds of maps: 48，110，210 re gions. The results show 
that the minimum value (correct answer) can be obtained at hi gh speed and hi gh success rate 
Moreover， the simulation results show that the proposed method is better than other methods. 
1. はじめに
組合せ最適化問題は， 与えられた条件を満たすよう
な組合せや順番を選択するとき無数の組合せの中から
一番 良いものを見つけ出すという問題である. 組合せ
最適化問題は 極めて難解な問題で， 最先端のスーパー
コンビュータを用いても一つの最適解を得るのに非常
に時間がかかることがある[1-4]. 組合せ最適化問題が
難解となるのは， 問題が複数の制約と目的関数で構成
されているためである. 複数の制約と目的関数が互い
に干渉しあい， 最適解でない局所的最小値( 極小値)
に陥ってしまい， 最適解が得られないという事態が起
こる. このような場合， 別の組合せを 探すために再度
計算を行わなくてはならない. 最適解を導き出すのに
膨大な手続きを踏む必要があり， 結果最適解を得るの
に時間がかかってしまう.
四色問題は組合せ最適化問題の一つである. Appel 
らにより， 平面上に描かれた任意の地図は 4 色以下で
塗り分けられることが証明されている[5]. しかし与え
られた地図を決まった数の色で彩色するのは計算困難
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な問題であることが知られている[ 6 ]. 従来の組合せ論
的な四色問題のアルゴ、リズムは次の二つに大別される.
(a) : 領域を一つずつ順に彩色する. その際， 領域の
彩色順次を工夫して高速化を図る[7]. (b): 地図と等
価な平面グラフを考え， そのグラフから独立集合を順
次取り除き， 各独立集合に異なる色を割り当てる. 後
者の方法では， 並列化が可能である[8] が， 必ずしも四
色以下で彩色できるとは限 らない[9].
一方， 従来の組合せ論的手法とは異なるとして， ホッ
プフィールドネッ トワークを用いた四色問題の並列ア
ルゴリズムが提案されている[10][14]. この手法は四色
を四つのニューロンで表現する. 四色， 例えば赤， 黄，
青， 緑はそれぞれ 1000， 0100う 0010う 0001で表現され，
一つの領域の色を表すには四つのニューロンが必要で
ある. 更に， Takefujiらは， McCulloch-Pittsニューロ
ン[11] を用いた離散的ニューラルネッ トワークに勾配
降下法を適用することにより， 制約充足問題の解法を
試みている[12]-[14]. 制約充足問題とは， 組合せ最適
化問題の一種で， 目的関数がなく制約のみで構成され
ている問題のことである. Takefujiらの解法は， 問題
に含まれる解の状態をニューロンの出力状態で表現し，
最適解に対応する状態で、最小となるエネルギ一関数を
定義している. そして勾配降下法により， エネルギ一
関数の値が減少する方向にニューロンの状態を更新し
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ていき， 極小状態に収束させる. この解法は様々な制
約充足問題に適用され， 良好な結果を示している. し
かし， Takefujiらの解法でも最小値 (正解 )に必ずしも
収束する保証はない.
本論文では， 自己フィードパックを持つMcCu lloch­
Pittsニューロンを用いたニューラルネットワークによ
る四色問題の一解法を提案する. 本解法では， Takefuji 
らと同様に， 問題に含まれる解の状態をニューロンの
出力状態で表現し， 最適解に対応する状態で最小とな
るエネルギ一関数を定義している. 更に， 本論文では，
ニューロンの動作式に自己フィードバックを持たせる
ことで、更新前のニューロンの状態を保持し， かつ， 特
定の条件の制約だけは満たすようにニューロンの状態
を更新する解法を提案する. シミュレーション結果よ
り， 四色問題は本論文で提案する解法を用いることで，
極小値に陥ることがほとんどなく， 高い成功率で高速
に最小値 (正解 )を得ることができることを示す.
2. 四色問題
2.1 四色問題 と は
四色問題は， ある平面のいくつかに区取られた領域
を四色のうち一色を割り当てて， 隣り合わせの領域に
は同じ色を塗らないようにする問題である[15].
現在のところどのような平面地図も最低四色あれば
塗りわけが可能であることがわかっている. 図 1は四
色問題の一例で， 隣り合う領域には同じ色をおかない
よう塗り分けられている.
Fig. 1 An example for the four-coloring problem 
2.2 四色 問題のニューロ ン表現
McCu lloch と Pittsは， 1 943年に生物計算を基礎と
して数学的なニューロンモデ、ルを提案した [ 1 1]. この
ニューロンモデ、ルを用いて， 四色問題の ith ニューロ
ン表現が次のように記述する.
地図上の各領域に 4 つのニューロンを割り当てて，
次の関数f によって， 0 が 1を出力させる.
I 1 ( Uxc > 0) 
九c= f ( Uxc) = < 
1 0 ( Uxc <= 0) 
( 1 ) 
ここで， x = 1うえ…ぅN; c=lう2ヲ3う4， Ux1，Ux2ぅUx3，Ux4
はz番目の領域に割り当てられた 4 つのニューロンの
入力値(膜電位)を表し， 九1，九2，九3ぅ九4はそれぞれ
の出力値を表す. 九c=lの場合 x番目の領域を c番
-10 
Fig. 2 A neuron with self-feedback 
日の色で塗りつぶすこととする.
3. 自己フィードバックを持つニューラル
ネットワークに よる四色問題の解法
本節では， 本論文で提案する自己フィード、パックを
持つニューラルネットワークによる四色問題の解法仁
その動作原理を説明する.
3.1 自 己 フ ィ ー ド パ ッ ク を 考慮したニューラ
ルネ ッ トワーク
本論文では， McCulloch と Pitts のニューロンモデ
ルを用いるうえに， 図 2のように， ニューロンは自己
フィードパックを持ち， ニューロンの制約条件ごとに
図 3に示すようなネットワークを構成すると考えられ
る. 図 3のネットワークの各ニューロンは自己フィー
ドパックを持ち， ニューロンの出力状態が関係ある制
約条件で構成されるネットワークに結合している. ま
た， 各ニューロンの処理を逐次的に行う. ここで， 逐
次的とは， 各ニューロンの処理をした後， 直ちに出力
状態を更新し， それを順番に行うことを意味する.
Fig. 3 Neural network with self-feedback 
なお， 提案するニューラルネットワークで、は，ニュー
ロンの出力状態は， Takefuji らと同様に McCulloch­
Pittsニューロンを用いて， ニューロンが発火するかど
うかをそのニューロンの出力状態で判断する.各ニュー
ロンの出力は "0"とヲヨ "の二値であり "0"の場合で発
火しないとし "1 "の場合で発火とする. しかし， 本
論文で扱うニューロンは， Takefujiらが使用している
ニューロンとは異なり， 内部状態の履歴は持たないも
のとし， 変わりに図 2に示すように自己フィードパッ
クを持っている. あるニューロンの出力状態がエネノレ
ギ一関数を増加させる要因になっていればう出力状態
を反転させる方向に持っていく信号をニューロンに与
え る.あるニューロンの出力状態がエネルギ一関数を
自己フィードバッグを考慮したこューラルネットワークによる四色問題のー解法
増加させる要因になければヲそのニューロンを現状維
持させるようにする.(ニューロンの安定状態 ).この
ときのニューロンを現状維持させるためにはニューロ
ンの出力状態を何らかの形でニューロンに保存させな
ければ成らない.この状態保存のために本論文では各
ニューロンに自己フィールドパックを持たせたニュー
ラルネットワークを使用する.
このことによってう最小値が明確な組合せ最適化問題
(エネノレギ一関数= 0)ではうニューラルネットワ」ク
を最小値の状態で安定させることが可能となる.また，
ニューラルネットワークが最小値の状態でないときは，
全てのニューロンの状態が安定状態にはなっていない.
3.2 提案法
ここでは， 本論文で提案する自己フィードパックを
持つニューラルネットワークによる四色問題の解法を
説明する. 四色問題の制約条件は， 単純に
[制約 1] それぞれの領域に必ず4色のうち1色を割り
当てる.
[制約 2] 隣り合わせの領域は同じ色を塗らないように
する.
この二つであらわすことができる. これをデジタルな
ニューラル表現に落としていく.
3.2.1 動作方程式
四色問題のそれぞれの領域に色ニューロン 九cを割
り当てる. 色ニューロンとは用意された四色のうちど
の色で領域を塗りつぶすかを決定するニューロンであ
る. よって平面地図がお領域に区切られていたら色
ニューロンの数は " xx c(c=4)" のニューロンを用意す
ればよし\
また， それぞれの領域のが 隣接しているかを表すた
めに xxυ( xぅy:領域数)の配列D仰を用意する. たと
えば領域zと領域yが 隣当ていればDxy=Dyxニ1， 隣
り合つてなければDxy=D抑= 0 となる. なお，Dxx 
とD聞は便宜上Oとする. これで領域zと領域νが 隣
接しているかどうかはD却を調べればわかるように
なる.
また， ニューロン 九cが構成する制約のネットワー
クを図4に示す. 垂直な平面は制約条件1を表し， 水
平な平面は、 制約条件 2を表す. 図4のネットワーク
を構成するc色ニューロン状態 変化についての動作式
を立てると次のようになる.
/ 4 \ N 
九(t+ 1)=-A ( LVXk- 1 )-BLDxyVyc 
\k =l / y=l 
十九c(t)+Cxc ( 2) 
式 (2)では， AうBは正の定数とする. 第一項は各領
域に1色しか色を置けないようにする制約1にあたる.
例えば，z;=1 九k はどの色も発火していない場合には
Oとなるので， 一(L!=lにk- 1)= +1 となり， Uが正
Restriction 2 
(area 1: adjacency information) 
Restriction 2 
(a町a 1: adjacency inform油on))
Restriction 2 
(area 1: adjacency in品mlation))
Restriction 2 
(area 1: adjacen町m品rmation))
Restrictiòri 1 (area 1 : color information) 
a問a 1 
FÌg. 4 The neural network for four四coloring pro blem 
の方向， つまり Vが発火の方向に導かれる. 1色だけ
発火している場合にはその値はOとなり 変化しないが，
2色以上発火している場合には， Uが負の方向， つま
り V が鎮火の方向に導かれる.
第二項は 隣り合った領域に同じ色を置けないように
する制約 2にあたる.DxyVycは x領域に対してν領
域が 隣接していて尚且つ同じ色(c色)が発火してい
る場合にのみ， 十 1の値を持つ. なぜなら， 隣接してい
ないときは，Dxy=O， 同じ色の時は 九c=Oとなるか
らである. よって第二項は x領域に隣接している領
域の中で c色が発火している数の総計ということにな
る. 結局， この総計が多ければ多いほどV が鎮火の方
向に導かれるのである. 第一項， 第二項より， ニュー
ロンの 九cは， 制約 1，制約2を満たすようにニューロ
ンの出力状態が 変化していくことがわかる.
第三項は状態 変化が起きる前の色ニューロンの状態
を表し， これにより自己フィードパックを実現してい
る. なお， 本提案i去の状態変化はニューロンごとに逐
次的に行っているため， 時刻( t)と時刻(t十 1)の九cの
値が混在している. 式( 2)の第一項と第二項より， 各制
約条件を満たしたときは， 第一項 0， 第二項はOまたは
0 以下となる. 第一項， 第二項とも 0 で制約条件を満
たしているとき， かっ， 九cが発火して制約条件を満
たしていたときには， 前の状態を保持するためには自
己フィールドパックがないと成り立たないことがわか
る. また， 式(2)より， 制約2を満たしていないときに
は， 制約 1を満たしている状態(第一項=0)でニュー
ロンの九cが発火していてもニューロンの 九cは制約2
を満たすようにニューロンの九cを鎮火する. つまり，
制約 2は常に満たした状態になるようにニューロンの
出力状態が決定される. このことより， このニューラ
ルネットワークが収束する状態は， 正解の状態か制約
1 が満たされていない状態であることがわかる. 制約
1 が満たされていない状態を回避するために第四項を
用いる.
第四項Cxc は 特殊な項で， 図 5 のように自分自身
(図 5で真中の丸い領域)の周りの領域が四色すべての
色で塗られてしまいどの色も置けなくなってしまった
ときニューロンを無理矢理発火させる動きを持ってい
る. つまり， ニューラルネットワークは収束した状態
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である領域に色がなかったときは， Cxc tこ大きな正の
値を与えて， ニューロンを無理やり発火させる.
Fig. 5 An example for a colorless state 
式(2)で得られた Uxcをもとに， 式(3)を用いて九c
を決定する.
TT f 1 (Uxc>O) 
'xc - lO (Uxc <= 0) 
3.2.2 エネルギ一関数
エネルギ一関数は次 式のように与える.
ベ会 (む 1)
'
� N N 4 
十 � 2二乞LD町九c九c
(3) 
(4 ) 
ここで， 第一項は一つの領域に色を置けるのは一色
のみであるという制約で， その条件を満たせば値は "0"
になりうそれ以外の場合には正の値をとる. 第二項は 隣
接している領域に同じ色を置くことはできないという
制約で， 条件を満たせば値は"0"になりうそれ以外の場
合には正の値をとる. 全体的に見るとこのエネルギ一
関数は正か"0"の値しかとらず， 制約が満たされない
ほど値は増加する. よってニューラルネットワークの
状態が変化し， エネルギーが "0"になったとき最適解
が得られたことになる.
4. アルゴリズム
ここでは， 前節で提案した解法のアルゴリズムを
以下に示す. 以下， 記号 tをステップ数と呼ぶことに
する.
Step 1 : t =0，ムt= 1，A = 1，B = 1とする.
Step 2 :各ニューロンの膜電位Uxc( x=i，'・' ，N; c= 
1，'"ぅ4.)を乱数によって初期化する.
Step 3:式(3)より出力凡c ( xニif-- ，N;c=If--A)
を求める.
Step 4 :もし， tが指定した回数(=1000回)に達すれ
ば， 処理を終了する.
Step 5 : Uxc(t+ 1)←Uxc(t)ぅ 膜電位Uxcを更新する.
ここで， t < 10の場合， Cxc =0とする; t さ10の
場合， Cxc = 100とする.
Step 6 : 式(4)より， エネルギ-Eを計算する.
Ste p 7 :システムをチェックする. もし， エネルギー
Eと制約1と制約2と同時に0になったら， 最適
解とする.
Ste p 8 : t ←t+1として， Step 3へ戻る.
5. シミュレーション
提案した解法を用いて， 48領域(図6:アメリカ合
衆国の地図 )， 110領域(図7 :マクレガーの問題 )， 
210領域の地図に対してシミュレーションを行って， そ
の有効性を示す. 48領域， 210領域の地図は Ta kefu ji
らの論文[14]の問題を使用した.
Fig.6 48 Regions (American Map) 
Fig. 7 110 Regions (McGregor's problem) 
5.1 エネ ルギ一変化の様子
初期状態 (ニューラノレネットワークの状態を 変化さ
せる前に地図 内の各領域において色ニューロンが発火
している状態で， 数式的には九cを "0"か"1"で初期化
すること)として九cがすべてOの初期状態からシミュ
レーションをしたときのエネルギ一関数の値とエネル
ギ一関数の制約 1部分の値と制約 2部分の値の移り 変
わりの様子を， 図 8， 9， 10に示す. この初期状態では
制約 2は満たした状態になっている• Cxcの初期状態
は"0"で， 10ステップ目以降(ニューラルネットワー
クが収束した状態と判断 )よりCxcニ100とした. 図 8
より， 九cがすべてOの初期状態からでは， 48領域の
問題では， 1ステッブρで、最小値を求めることができる.
また， 図 9， 10の 110領域， 210領域の問題では， エ
ネルギーが 変化して， 最終的に最小値を導き出してい
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シマムニューラルネットを用いたYamadaの解法[16]
との比較を行う. 本論文で用いる Takefuji の解法と
Yamadaの解法のデータは論文[16] に掲載されている
デー タの中で最も成功率の高いデータを使用している.
比較できる領域は4 8領域と 210領域の地図で， 比較
のためのデー タとして， それぞれの解法の成功率と平
均ステップ数を用いる. 成功時の平均ステップ数とは，
収束に要したステップ数の平均値であ るが， この値は，
最適化に収束した試行のみを対象とした. 成功率とは，
100回の試行中， 最適解に収束した試行回数の割合を
表す. シミュレーション結果を表1に示す.
表1より， すべての解法におし〕て 100%の成功率を得
ることがわかる. 表1の 48領域のシミュレーション結
果では，Yamadaの解法が最も少ないステップ数で最
小値を求めることができていることがわかる. しかし，
図 8で示したように， ニューロンの初期状態によって
は本提案法を用いると 1ステップで最小値を求めるこ
ともできる.
210領域のシミュレーション結果では， 本解法が最も
少ないステップ数で、最小値を求めることができている.
表1より，本提案法は， 四色問題に関しては Takefuji
の解法より少ないステップ数で解を求めるニとができ，
Yamadaの解法と比べて問題によって異なるが， 同等
程度の性能をもって四色問題を解くことを示している.
また， 本解法で得られた成功時の平均 CPU時間を
示している. 表1の成功時の平均 CPU時間より， 本論
文で扱った四色問題はコンマ数秒で、解くことができて
いる.
また， 表 1 から， 110領域のマクレガーの地図が最
も平均ステップ数が多くなっており， 48領域と210領
域では平均ステップ数にそれほどの違いがない. この
ことは， 本解法での四色問題の解きにくさは， 領域の
数に 単純に比例するのではなく， 領域の隣接条件の複
雑さも大きく関係していることがいえる.
なお， 本論文でのシミュレーションは， CPUは Pen 町
tium III 800H z， 08はWinodws2000， コンパイラは
V C++6.0の環境で、行っている.
自己フィードパックを考慮したニューラルネットワークによる四色問題のー解法
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本論文では，自己フィールド、パックを持つMcCulloch ­
Pittsニューロンを用いたニューラルネットワークによ
り， 四色問題を試みた. ニューロンの動作方程式に自
己フィールドパックを持たせることで， 48，110，210領
域の 3種類の地図に対して， シミュレーションを行っ
た. シミュレーションの比較では， 本提案法が少ない
平均ステップ数で収束し， 優れた求解性能を示した.
本論文で提案した解法を用いて， 四色問題に対して
シミュレーションを行った結果， 成功率は， 100%で比
較的少ないステップ数で解くことができている. この
ことは， 特定の制約を常に満たしながら状態を推移
まとめ6. " 8 10 
Number ofSleps 
。 。
The situation of energy change (210 Regions) 
ることがわかる. 図8， 9， 10より， ニューラルネット
ワークが収束するまで， 制約 1 は減少しているが， そ
の間制約2は常に満たした状態になっている. これは，
3.2節で説明したことと一致することがわかる.
Fig. 10 
5.2 従来の解法の比較
次に
， 従来の解法と提案した解法の比較を行うため
に， 異なる初期状態からシミュレーションを 100回実
行した. 従来の解法として Takef吋i の解法[14]， マキ
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Table 1 The comparison of simulation results between three methods 
Methods 48 Re gion 
Success Ave ra ge Ave ra ge 
Rate Steps CPU 
(%) Time 
(sec. ) 
Takefuji 's Method[8] 100 89 
Yamada 's Method[10] 100 6 
Proposed Method 100 12.91 0.0176 
させ， 極小値 に陥っても 効率よく 別の 極小値 を 探索す
るこ とができた結果で あると考 えられる. 自己フィー
ドパック を 持つMcCulloch -Pitts ニューロン を用いた
ニューラルネッ トワークによる四色問題の解法が 効果
的 であるとい える. 本論文でのシミュレー ション では
全 てのシミュレー ション 結果で最小値 (正 解) を導 き出
す ことはできた. そ れはニューラルネッ トワークの処
理 を逐次的に行った結果， 効率よく 別の 極小値 を 探 索
しているからであると考 えられる.
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