Abstract. In this paper, extending our previous joint work with Y. Zhang [Math. Nachr. 291 (2018), 343-373], we initiate the study of Hopf hypersurfaces in the homogeneous NK (nearly Kähler) manifold S 3 × S 3 . First, we show that any Hopf hypersurface of the homogeneous NK S 3 × S 3 does not admit two distinct principal curvatures. Then, for the important class of Hopf hypersurfaces with three distinct principal curvatures, we establish a complete classification under the additional condition that their holomorphic distributions {U } ⊥ are preserved by the almost product structure P of the homogeneous NK S 3 × S 3 .
Introduction
LetM be an almost Hermitian manifold with almost complex structure J. Given a connected orientable real hypersurface M ofM , there appears an important notion the structure vector field defined by U := −Jξ, where ξ is the unit normal vector field. M is called a Hopf hypersurface if U is a principal vector. During the last four decades, Hopfsurfaces in [7, 11, 18] , about Lagrangian and CR submanifolds in [1, 2, 3, 12, 19, 26] . Nevertheless, about hypersurfaces the results are few that appear only in [16, 17] .
The goal of this paper is to study Hopf hypersurfaces in the homogeneous NK S 3 × S 3 .
Our first concern is Hopf hypersurfaces with two distinct principal curvatures. The result we obtain is the following: Theorem 1.1. Any Hopf hypersurface in the homogeneous NK S 3 × S 3 does not admit two distinct principal curvatures.
Our next concern is Hopf hypersurfaces with three distinct principal curvatures. It turns out that hypersurfaces of this class are quite complicated and examples of at least three families appear. As the second main result of this paper, we obtain a classification of them under the additional/natural condition that their holomorphic distributions {U } ⊥ are preserved by the almost product structure P of the homogeneous NK S 3 × S 3 . This result can be stated as follows. (1) f 1 : S 3 × S 2 → S 3 × S 3 def ined by (x, y) → (x, √ 1 − r 2 + ry), (2) f 2 : S 3 × S 2 → S 3 × S 3 def ined by (x, y) → ( √ 1 − r 2 + ry, x), (3) f 3 : S 3 × S 2 → S 3 × S 3 def ined by (x, y) → (x, ( √ 1 − r 2 + ry)x), where 0 < r ≤ 1, x ∈ S 3 , y ∈ S 2 ⊂ R 3 , and as usual S 3 (resp. S 2 ) is regarded as the set of the unitary (resp. imaginary) quaternions in the quaternion space H.
Remark 1.1. Theorem 1.2 is an extension of the previous result in [16] , where the hypersurfaces f 1 , f 2 and f 3 corresponding to r = 1 were characterized by the property of satisfying Aφ = φA, where A is the shape operator of the hypersurfaces and φ is the almost contact structure induced from J. Moreover, it is worthy to mention that each of the hypersurfaces f 1 , f 2 , f 3 is minimal if and only if r = 1.
On S 3 × S 3 we can define a Hermitian metric g compatible with J by
where Z = (U, V ) and Z ′ = (U ′ , V ′ ) are tangent vectors, and ·, · is the standard product metric on S 3 × S 3 . Then {g, J} give the homogeneous NK structure on S 3 × S 3 .
Let∇ be the Levi-Civita connection with respect to g, and as usual we define a An almost product structure P on S 3 × S 3 is introduced by (2.7) P Z = (pq −1 V, qp
It is easily seen that P is compatible with the metric g, i.e., P is symmetric with respect to g. Also P is anti-commutative with J. Moreover, with respect to G and P , we further have Note also that in terms of P the usual product structure Q, defined by Q(Z) = (−U, V ) for Z = (U, V ), can be expressed by (2P JZ − JZ).
For the NK S 3 × S 3 , we also need the useful relation between the NK connection∇ and the usual Euclidean connection ∇ E (cf. Lemma 2.2 of [11] and Remark 2.5 of [12] ):
later's purpose, we shall make some remarks about dim D:
holds in an open set. Then there exists a unit tangent vector field e 1 ∈ {U } ⊥ and functions a, b, c with c > 0 such that
Put e 2 = Je 1 . Moreover, from the fact dim D ⊥ = 2 and that D ⊥ is invariant under the action of both J and P , we can choose a local unit vector field e 3 ∈ D ⊥ such that P e 3 = e 3 . Now, putting e 4 = Je 3 and e 5 = U , then
is a well-defined orthonormal basis of T M and, acting by P , it has the following properties:
P e 2 = ce 5 − be 1 + ae 2 , P e 3 = e 3 , P e 4 = −e 4 , P e 5 = bξ + ce 2 − ae 5 .
(2) If dim D = 2 holds in an open set. Then P {U } ⊥ = {U } ⊥ and we can write (2.23)
Now, D ⊥ is a 4-dimensional distribution that is invariant under the action of both J and P . Hence, we can choose unit vector fields e 1 , e 3 ∈ D ⊥ such that P e 1 = e 1 , P e 3 = e 3 .
Put e 2 = Je 1 , e 4 = Je 3 and e 5 = U . In this way, we obtain an orthonormal basis
of T M . However, we would remark that such choice of {e 1 , e 3 } (resp. {e 2 , e 4 }) is unique up to an orthogonal transformation.
3. The proof of Theorem 1.1
Suppose on the contrary that M is a Hopf hypersurface in the NK S 3 × S 3 which has two distinct principal curvatures, say α and λ, with AU = αU . We denote by V α and V λ the corresponding eigen-distributions. By the continuity of the principal curvature functions, we know that the dimensions (dim V α , dim V λ ) of the two eigen-distributions have to be one of the four possibilities: (1,4), (2, 3) , (3, 2) and (4,1). Next, we separate the proof of Theorem 1.1 into the proofs of two lemmas, depending on the dimension of D. Proof. To argue by contradiction we assume that dim D = 4 does hold on an open set. Now we check each possibility of (dim V α , dim V λ ).
In this case, it is easy to see that Aφ = φA holds. This is impossible because, according to Theorem 4.1 of [16] , hypersurfaces satisfying Aφ = φA must have three distinct principal curvatures.
In this case, we can take a local orthonormal frame field
where X 2 = JX 1 , X 4 = JX 3 , X 5 = U . Then by using (2.3)-(2.6) we get
From (3.4) and (3.5), and respectively (3.3) and (3.6), we deduce that
This combining with (3.1) implies that G(X 1 , X 3 ) = 0, a contradiction to (3.2) .
which is obvious independent of the choice of {X 1 , X 2 }, thus gives a well-defined function θ := |g(JX 1 , X 2 )| on M , with 0 ≤ θ ≤ 1. Since our concern is in local, in order to prove that Case (iii) does not occur, we are sufficient to show that the following three subcases do not occur on M .
(iii)-(1). 0 < θ < 1.
In this subcase, we can take a local orthonormal frame field
of M such that
where
Moreover, direct calculations give the following relations:
be the orthonormal basis as described in (2.22) and assume that
Then, by the definition of X 3 and X 4 , we can derive (3.11) and that g(X 1 , X 2 ) = 0, we have g(G(X 1 , X 2 ), U ) = 0, a 11 a 21 + a 12 a 22 = 0, a 13 a 23 + a 14 a 24 = 0.
From (3.9), (3.12), (3.13) and g(X 1 , X 1 ) = g(X 2 , X 2 ) = 1, we have 1−2c 2 . Next, from the fact g(G(X 1 , X 2 ), X i ) = 0 for 1 ≤ i ≤ 5 and that, by (2.6),
Since the discussion is totally similar, we are sufficient to consider the case G(X 1 , X 2 ) = (1 − θ 2 )/3 ξ. Now, we come to calculate the connections {∇ Xi X j } so that we can apply for the Codazzi equations.
Then, on the one hand, by definition and the Gauss-Weingarten formulas, we have
On the other hand, using G(X 1 , ξ) = i g(G(X 1 , ξ), X i )X i , we easily get
From the above calculations and (3.7), it follows that 
Now, we are ready to calculate (∇
On the one hand, using e i = 4 j=1 a ji X j and the preceding results (3.15) and (3.16), a direct calculations give the {U } ⊥ -components of (∇ U A)e i − (∇ ei A)U :
On the other hand, using the Codazzi equation (2.18), e i = 4 j=1 a ji X j and (2.22), another calculation for the {U } ⊥ -components of (∇ U A)e i − (∇ ei A)U can be carried out 
In this way, we obtain the equation BC = D + E. This can be written in equivalent form:
Then, the following obvious fact 
If det F = 0, then c = 1 and this contradicts to θ =
, then L = 0 and thus a 11 = a 12 = a 13 = a 14 = 0, which is also a contradiction.
In summary, we have shown that (iii)- (1) does not occur.
In this case, we have J{V α ∩ {U } ⊥ } = V λ . Take a local orthonormal frame field
Assume that
, we can still get the equations from (3.9) up to (3.14) but with θ = 0. From (3.9) and (3.14) corresponding to θ = 0, we get g(G(X 1 , X 2 ), ξ) = 0. Then, by (3.10) and (3.11), we obtain g(G(X 1 , X 2 ), U ) = 0.
It follows that G(
In this case, both V α ∩ {U } ⊥ and V λ are J-invariant. Then, it is easily seen that M satisfies Aφ = φA, and according to Theorem 4.1 of [16] once more we get as desired a contradiction.
In this case, we can take an local orthonormal basis
such that
where X 2 = JX 1 , X 4 = JX 3 , X 5 = U . Then as preceding we have
be the orthonormal basis as described in (2.22) and assume, for some functions m, n, u, v that X 1 = me 1 + ne 2 + ue 3 + ve 4 , X 3 = −ue 1 + ve 2 + me 3 − ne 4 . Then, by definition, we have Proof. Suppose on the contrary that dim D = 2 does hold on M .
Then, we consider each possibilities of the dimensions (dim V α , dim V λ ).
In this case, we can easily show that M satisfies Aφ = φA. As before this is impossible.
In this case, we take a local orthonormal frame field
Notice that g(X 2 , X 3 ) = g(X 2 , X 4 ) = 0 and α = λ, so (3.22) implies that G(X 1 , ξ) = 0. However, by (2.6) we have |G(
However, by (2.6) we have |G(X 2 , ξ)
. This is also a contradiction.
Then, similar as in case (ii), from (3.23), the fact g(X 2 , X 3 ) = g(X 2 , X 4 ) = 0 and α = λ, we obtain G(X 1 , ξ) = 0.
However, by (2.6) we have |G(
. This is a contradiction.
Examples of Hopf hypersurfaces in S
As usual we denote S 3 (resp. S 2 ) the set of the unitary (resp. imaginary) quaternions in the quaternion space H. Then, in this short section, we can describe several of the simplest examples of Hopf hypersurfaces in the NK S 3 × S 3 .
Example 4.1. For each 0 < r ≤ 1, we define a hypersurface M have been carefully discussed, respectively, in Examples 5.1, 5.2 and 5.3 of [16] . As a matter of fact, all of them are Hopf hypersurfaces with three distinct constant principal curvatures: α = 0 (i.e. AU = 0) of multiplicity 1,
of multiplicity 2, and β = √ 1−r 2 2r
of multiplicity 2. The holomorphic distributions {U } ⊥ of these hypersurfaces are all preserved by the almost product structure P of the NK S 3 ×S 3 . According to Moruz-Vrancken [22] , though M in the NK S 3 × S 3 as below:
Remark 4.2. Direct calculations show that all of these three families of hypersurfaces are Hopf ones, and they have five distinct constant principal curvatures: α = 0 (i.e. AU = 0),
. The holomorphic distributions {U } ⊥ of these hypersurfaces are all preserved by the almost product structure P of the NK S 3 × S 3 . Moreover, according to Moruz-Vrancken
and M (k,l) 6
are in fact congruent to each other by isometries of the NK S 3 × S 3 , but the almost product structure tensor P of the NK S 3 × S 3 induces different actions on them. in the NK S 3 × S 3 should be given, but at the moment it is still not achieved.
The proof of Theorem 1.2
This last section is devoted to the proof of Theorem 1.2, which is given in three steps. In sequel, we assume that M is a Hopf hypersurface of the NK S 3 × S 3 with three distinct principal curvatures α, λ and β such that AU = αU , and moreover, the holomorphic distribution {U } ⊥ of M is assumed to be preserved by the almost product structure P of the NK S 3 × S 3 , i.e., P {U } ⊥ = {U } ⊥ . Therefore, (2.23) is assumed in this section.
The principal curvatures and their multiplicities.
Let V α , V λ and V β denote the eigenspaces corresponding to the principal curvatures α, λ and β, respectively. Then the multiplicities of α, λ and β remains unchanged on M , which, without loss of generality, have four possibilities: (3, 1, 1), (2, 2, 1), (1, 3, 1) and (1, 2, 2) . First of all, we shall determine the multiplicities of the principal curvatures.
Lemma 5.1. The multiplicities of the three distinct principal curvature functions α, λ, β can only be 1, 2 and 2, respectively.
Proof. Suppose on the contrary that, for the multiplicities of the principal curvatures α, λ and β, one of the three possibilities (3, 1, 1), (2, 2, 1), (1, 3, 1 ) does occur. Then, for each possible case, we shall derive a contradiction by using Lemma 2.1.
We take a local orthonormal frame field
Taking in (2.19) (X, Y ) = (X 3 , X 4 ), we get g(φX 3 , X 4 ) = 0, which implies that
So we can further choose X 3 = JX 1 and X 4 = JX 2 . Then, we easily show that G(X 1 , X 2 ) ∈ Span{ξ, U }, and by (2.6), we have |G(
, respectively, we obtain
From (5.2), α − β = 0 and the preceding results, we see that g(G(X 1 , X 2 ), ξ) = 0 and λ + β = 2α. On the other hand, from (5.1) we get 2α
. But this is a contradiction to λ + β = 2α.
In this case, we can define a function θ := |g(JX, Y )| on M for unit vectors X ∈ V α ∩ {U } ⊥ and Y ∈ V β . Since 0 ≤ θ ≤ 1 and that our concern is in local, in order to prove that Case (ii) does not occur, we are sufficient to show that the following three subcases do not occur on M .
(ii)-(a). 0 < θ < 1.
In this subcase, we have the decomposition JX = W + g(JX, Y )Y and 0 = W ∈ V λ . Then, we can take a local orthonormal frame field
Moreover, it is easily seen that with respect to the frame field
, all relations of (3.7) hold.
Then, taking in (2.19) (X, Y ) = (X 1 , X 4 ) and apply for (3.7), we get
It follows that g(G(X 1 , X 2 ), U ) = 0 and G(X 1 , X 2 ) = ± (1 − θ 2 )/3 ξ. In case G(X 1 , X 2 ) = − (1 − θ 2 )/3 ξ, with respect to the normal vectorξ = −ξ, we have G(X 1 , X 2 ) = (1 − θ 2 )/3ξ, and the principal curvatures becomeα = −α,λ = −λ, β = −β, and X 1 , X 5 ∈ Vα, X 2 ∈ Vβ , X 3 , X 4 ∈ Vλ. So we are sufficient to assume that
, respectively, and applying for (3.7), we have
From these equations, we can derive a contradiction. Indeed, from (5.4) and (5.6), we have
. Then, from (5.4), (5.6) and (5.3) we get
. Now, substituting α, λ and β into (5.5), we get the contradiction
In this subcase, both (V α ∩ {U } ⊥ ) ⊕ V β and V λ are J-invariant. We take a local orthonormal frame field
where X 2 = JX 1 and X 4 = JX 3 . Then G(X 1 , X 3 ) ∈ Span{ξ, U }, and by (2.6), we have |G(
(ii)-(c). θ = 0. In this subcase, J{(V α ∩ {U } ⊥ ) ⊕ V β } = V λ . Then, we can take a local orthonormal
where X 2 = JX 1 and X 4 = JX 3 . Then G(X 1 , X 3 ) ∈ Span{ξ, U } and |G(X 1 , X 3 )| 2 = 1 3 . Taking in (2.19) (X, Y ) = (X 1 , X 3 ) and (X 1 , X 4 ), respectively, we get
Then similar as the last subcase we get G(X 1 , X 3 ) = 0, which is a contradiction.
. Taking in (2.19) (X, Y ) = (X 1 , X 2 ), (X 1 , X 3 ) and (X 1 , X 4 ), respectively, we have
Then, by (5.9) and the fact g(G(X 1 , X 4 ), ξ) = g(−JG(X 1 , X 3 ), ξ) = −g(G(X 1 , X 3 ), U ), we get 2α − λ − β = 0. This together with (5.8) gives the contradiction (λ − β) 2 = − Next, we shall determine the principal curvatures and show that they are constants. Since we have the fact dim V α = 1 and dim V λ = dim V β = 2, without loss of generality, we shall assume that λ > β. Then, we can state our result as follows: Lemma 5.2. All the three distinct principal curvatures α, λ and β are constants. More specifically, we have α = 0, λ =
for some 0 < θ ≤ 1.
Proof. It is easily seen that |g(JX, Y )|, for an orthonormal basis {X, Y } of V λ , defines a well-defined function θ on M satisfying 0 ≤ θ ≤ 1. Since our concern is in local, in order to prove Lemma 5.2, by using the continuity of the principal curvature functions and θ, we are sufficient to consider the following three cases:
In this case, we see that JV λ = V β and V λ is not J-invariant. Then, we can take a local orthonormal frame field
, all relations of (3.7) hold. Taking, in (2.19), (X, Y ) = (X 3 , X 4 ) and (X, Y ) = (X 1 , X i ) for 2 ≤ i ≤ 4, respectively, and apply for (3.7), we have
(5.14) . Hence 2α − λ − β = 0. Then from (5.13) we get g(G(X 1 , X 2 ), U ) = 0, and therefore we obtain G(X 1 , X 2 ) = ± (1 − θ 2 )/3 ξ. Without loss of generality, we shall assume that
Actually, if it occurs G(X 1 , X 2 ) = (1 − θ 2 )/3 ξ, then G(X 3 , X 4 ) = − (1 − θ 2 )/3 ξ and g(JX 3 , X 4 ) = −θ < 0. Now, with respect to the normal vector fieldξ = −ξ, the principal curvatures becomesα = −α,λ = −β andβ = −λ,λ >β.
, as assumed we have G(X 1 ,X 2 ) = − (1 − θ 2 )/3ξ and g(JX 1 ,X 2 ) = θ > 0.
Having the assumption G(X 1 , X 2 ) = − (1 − θ 2 )/3 ξ, the equations (5.11), (5.12) and (5.14) become
Then, solving λ and β from (5.15) and (5.17), we obtain
. This combining with (5.16) gives α(α
In conclusion, we can solve the above equations to obtain two possibilities:
.
Before dealing with these two subcases in more details, we need some preparations.
First of all, we have
On the other hand, the fact g(G(
Hence, we obtain 
Now, we calculate g((∇
First, by using (2.18) we easily see that g((
On the other hand, by using (5.10) we can calculate 0 = g((∇ Xi A)X j −(∇ Xj A)X i , X k ) to conclude that X 1 λ = X 2 λ = X 3 β = X 4 β = 0 that is X i θ = 0 for 1 ≤ i ≤ 4, and Γ k ij = Γ j ik = 0 for i ∈ {1, 2, 3, 4}, j ∈ {1, 2} and k ∈ {3, 4}. Next, by definition, the above information of {Γ k ij } and (3.7), we can get
It follows that Γ Finally, from now on we assume that P X i = 4 j=1 p ij X j for 1 ≤ i ≤ 4, where p ij = p ji and, by the definition of X 3 and X 4 , we have the following relations:
. Now, we come to discuss Case (1)-(i) and show that in this subcase θ is constant. For that purpose, we apply for the Codazzi equation (2.18) with (X, Y ) = (U, X i ) for 1 ≤ i ≤ 4, and then checking the results we obtain the following equations:
Calculating (5.22) -(5.26) and (5.29)+(5.31), respectively, we obtain and 0 < θ < 1, we get U θ = 0 and thus U λ = U β = p 11 = 0. From (5.34), we have p 11 = p 12 = p 22 = p 14 = 0.
Finally, we apply for 0 = g(G(P X 1 , P X 2 ) + P G(X 1 , X 2 ), U ). By direct calculation of the right hand side, making use the fact G(X 1 , X 2 ) = − 
The fact det B = 
then implies that U θ = 0. This combining with X i λ = X i β = 0 for 1 ≤ i ≤ 4 shows that θ and so that λ and β are constants on M .
Moreover, from (5.22) up to (5.31), we can finally obtain:
Then, by
Now, we calculate the curvature tensor, by definition, and obtain
On the other hand, by Gauss equation (2.17) and the fact a 2 + b 2 = 1, we have
Comparing these two calculations, we get
Then, by using ( Next, we will show that Case (1)-(ii) occurs only if θ = √ 2/2. But this implies that Case (1)-(ii) is actually a special situation of Case (1)-(i) with θ = √ 2/2. For the sake of brevity, we shall defer the proof of this assertion to Lemma 5.3. (3). θ = 0 on M . In this case, we choose a local orthonormal frame field
where X 2 = JX 1 and
. Now, taking in (2.19) (X, Y ) = (X 1 , X 2 ), (X 1 , X 3 ) and (X 1 , X 4 ), respectively, we obtain (5.39)
From ( 
It follows that (5.32) and (5.33) are still valid. Then, similar discussions as in dealing with Case (1)-(i), we have 
On the other hand, by the Gauss equation (2.17) and the fact a 2 + b 2 = 1, we have
. Comparing these two calculations, respectively, we can obtain
Now the calculation (5.45)-(5.46) gives that
and, by using the fact (
2 . This completes the proof of Lemma 5.3.
The determination of P ξ.
Based on Lemma 5.2, we can prove the following result for Hopf hypersurfaces which is an interesting counterpart of Proposition 5.8 in [16] .
Proposition 5.1. Let M be a Hopf hypersurface of the NK S 3 × S 3 with three distinct principal curvatures and assume that the almost product structure P of M preserves the holomorphic distribution, i.e., P {U } ⊥ = {U } ⊥ . Then, P has the further properties that
2 Jξ, or P ξ = −ξ. Proof. We first assume that 0 < θ < 1. Let {X i } 5 i=1 be as described by (5.10). Then, by using (3.7), (5.38) and the fact G(X 1 , X 2 ) = − (1 − θ 2 )/3 ξ, we can show that the equation 0 = g(G(P X 1 , P X 2 ) + P G(X 1 , X 2 ), ξ) becomes equivalently
This implies the assertion that we have three possibilities for P ξ, namely,
(1) a = For the sake of later's purpose, we summarize the following conclusion that we have established.
, the vector P ξ has three possibilities: Proof. We first assume that 0 < θ < 1 and let {X i } 5 i=1 be as described by (5.10). Put (5.48)
Then {ē i } δ ij for i, j = 1, 2.
So we have∇ē iēj ∈ T M 1 for i, j = 3, 4, 5; and∇ē iēj =∇ē iēj +ĥ(ē i ,ē j ) for i, j = 1, 2, where∇ is the Levi-Civita connection of M 2 , andĥ is the second fundamental form of the submanifold M 2 ֒→ S 3 × S 3 . Moreover, by direct calculations we can show thatĥ(ē i ,ē j ) = (
ξ)δ ij , i, j = 1, 2. Hence M 1 is a totally geodesic submanifold of S 3 × S 3 , whereas M 2 is a totally umbilical submanifold of S 3 × S 3 .
Applying for (2.12), we further see that M 1 and M 2 have constant sectional curvature 4θ 2 , respectively. Thus, M 1 (resp. M 2 ) is locally isometric to S 3 (resp. S 2 )
equipped with metric , where g 0 denotes the standard metric of constant sectional curvature 1 on S 3 (resp. S 2 ). In particular, M is locally diffeomorphic to the product manifold S 3 × S 2 .
By the identification of M with S 3 × S 2 , we can express the hypersurface M by an immersion f = (p, q) with the parametrization (x, y) of S 3 × S 2 such that f : S 3 × S 2 −→ S 3 × S 3 , (x, y) → (p(x, y), q(x, y)).
Then, the same arguments as in Case (i) show that we can assumeq(y) = √ 1 − r 2 +ry, where r = √ 3θ √ 1+2θ 2 and y ∈ Im H. Therefore, we have p(x, y) = hx −1 h −1 and q(x, y) = ( 1 − r 2 + ry)hx
This clearly proves that, up to a reparametrization of S 3 , M is an open part of the immersion f 3 as described in Theorem 1.2.
Next, for the case θ = 1, as in the proof of Theorem 5.1, we deduce that M is locally given by the immersion f 3 , corresponding to r = 1, as described in Theorem 1.2.
We have completed the proof of Theorem 5.3.
Finally, combining Proposition 5.1 and Theorems 5.1-5.3, we have completed the proof of Theorem 1.2.
