The goal of graph clustering is to partition vertices in a large graph into different clusters based on various criteria such as vertex connectivity or neighborhood similarity. Graph clustering techniques are very useful for detecting densely connected groups in a large graph. Many existing graph clustering methods mainly focus on the topological structure for clustering, but largely ignore the vertex properties which are often heterogenous. In this paper, we propose a novel graph clustering algorithm, SA-Cluster, based on both structural and attribute similarities through a unified distance measure. Our method partitions a large graph associated with attributes into k clusters so that each cluster contains a densely connected subgraph with homogeneous attribute values. An effective method is proposed to automatically learn the degree of contributions of structural similarity and attribute similarity. Theoretical analysis is provided to show that SA-Cluster is converging. Extensive experimental results demonstrate the effectiveness of SA-Cluster through comparison with the state-of-the-art graph clustering and summarization methods.
INTRODUCTION
Clustering is a useful and important unsupervised learning technique widely studied in literature [1, 6, 9, 17] . The general goal of clustering is to group similar objects into one cluster while partitioning dissimilar objects into different clusters. Clustering has broad applications including the analysis of business and financial data, biological data, time series data, spatial data, and so on.
Graph as an expressive data structure is popularly used to model structural relationship between objects in many application domains such as web, social networks, sensor networks and telecommunication, etc.. Graph clustering is an interesting and challenging research problem which has received much attention recently [16, 19, 26] . Clustering on a large graph aims to partition the graph into several densely connected components. Typical applications of graph clustering include community detection in social networks, identification of functional related protein modules in large protein-protein interaction networks, etc.. Many existing graph clustering methods mainly focus on the topological structure of a graph so that each Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the VLDB copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Very Large Data Base Endowment. To copy otherwise, or to republish, to post on servers or to redistribute to lists, requires a fee and/or special permission from the publisher, ACM. VLDB '09, August 24-28, 2009 , Lyon, France Copyright 2009 VLDB Endowment, ACM 000-0-00000-000-0/00/00. partition achieves a cohesive internal structure. Such methods include clustering based on normalized cut [19] , modularity [16] or structural density [26] . On the other hand, one recent graph summarization method [22] aims to partition the graph according to attribute similarity, so that nodes with the same attribute values are grouped into one partition.
A major difference between graph clustering and traditional relational data clustering is that, graph clustering measures vertex closeness based on connectivity (e.g., the number of possible paths between two vertices) and structural similarity (e.g., the number of common neighbors of two vertices); while relational data clustering measures distance mainly based on attribute similarity (e.g., Euclidian distance between two attribute vectors).
In many real applications, both the graph topological structure and the vertex properties are important. For example, in a social network, vertex properties describe roles of a person while the topological structure represents relationships among a group of people. The graph clustering and summarization approaches mentioned above consider only one aspect of the graph properties but ignore the other. As a result, the clusters thus generated would either have a rather random distribution of vertex properties within clusters, or have a rather loose intra-cluster structure. An ideal graph clustering should generate clusters which have a cohesive intra-cluster structure with homogeneous vertex properties, by balancing the structural and attribute similarities. Let us look at an example as follows.
Figure 1 (a) shows an illustrating example of a coauthor graph where a vertex represents an author and an edge represents the coauthor relationship between two authors. In addition, there are an author ID and primary topic(s) associated with each author. The research topic is considered as an attribute to describe the vertex property. As we can see, authors r 1 -r 7 work on XML, authors r 9 -r 11 work on S kyline and r 8 works on both. Given a cluster number k = 2, we could partition the graph into 2 clusters in several possible ways depending on the clustering criteria:
• Structure-based Clustering. Figure 1 (b) shows a clustering result based on vertex connectivity, i.e., coauthor relationship. Authors within clusters are closely connected; however, they could have quite different topics, e.g., half work on XML and the other half work on S kyline in one of the clusters.
• Attribute-based Clustering. Figure 1 (c) shows another clustering result based on attribute similarity, i.e., topics. Authors within clusters work on the same topics; however, the coauthor relationship may be lost due to the partitioning so that authors are quite isolated in one of the clusters.
• Structural/Attribute Clustering. clustering result based on both structure and attribute information. This clustering result balances the structural and attribute similarities: authors within one cluster are closely connected; meanwhile, they are homogeneous on research topics. This is the result we want to achieve in this work.
The problem we study in this paper is to cluster a large-scale graph associated with attributes based on both structural and attribute similarities. The goal is to partition the graph into k clusters with cohesive intra-cluster structures and homogeneous attribute values. The problem is quite challenging because structural and attribute similarities are two seemingly independent, or even conflicting goals -in our example, authors who collaborate with each other may have different properties, such as research topics, positions held, and prolific values; while authors who work on the same topics may come from different groups, so they never collaborate and may even compete. It is not clear how to balance these two objectives. A possible solution is to design a distance function between two vertices v i and v j as
where d S (v i , v j ) and d A (v i , v j ) measure the structural distance and attribute distance respectively, while α and β are the weighting factors. Although this method is simple, it is hard to set/tune the parameters as well as interpret the weighted distance function. For our example in Figure 1 (a), it is not clear to a user whether the weight of coauthor relationship should be larger or smaller than the weight of research topic similarity. It is even harder for the user to decide the weights quantitatively. In this paper, we seek to integrate the structural and attribute similarities into a unified framework through graph augmentation. We insert a set of attribute vertices to a graph G. An attribute vertex v jk represents an attribute-value pair (a j , a jk ). If a vertex v i has the value a jk on attribute a j , an attribute edge is added between v i and v jk . To avoid confusion, original vertices are called structure vertices and original edges are called structure edges. With such graph augmentation, we express the attribute similarity as vertex vicinity in the graph: two vertices which share an attribute value are connected by a common attribute vertex. In the augmented graph, two structure vertices v i and v j are close either if they are connected through many other structure vertices, or if they share many common attribute vertices as neighbors, or both. Then we are able to design a distance measure which estimates the pairwise vertex closeness in the graph through both structure and attribute edges. In this paper, we propose to use the neighborhood random walk model to estimate the vertex closeness on the augmented graph. We could then perform graph clustering based on the random walk distance. In this problem formulation, we identify the following challenges. To model the degree of contributions of attributes, we assign a weight to each attribute. Then we need a mechanism to differentiate the weights of different attribute edges and need a learning algorithm to automatically adjust the weights as we partition the graph.
2. Guarantee clustering convergence. We will design a clustering objective function and aim to improve it towards convergence. But as the attribute edge weights are adjusted, the random walk distances are affected. So if we interleave the graph clustering process and attribute edge weight adjustment for progressive refinement of the cluster quality, will the clustering process converge?
We will address the challenges listed above and propose our graph clustering algorithm based on a unified neighborhood random walk distance. The main contributions of this paper are summarized below.
1. We study the problem of clustering attributed graphs. We propose a unified distance measure to combine structural and attribute similarities. Attribute vertices and edges are added to the original graph to connect vertices which share attribute values. A neighborhood random walk model is used to measure the vertex closeness on the augmented graph through structure edges and attribute edges.
2. Theoretical analysis is provided to quantify the contribution of attribute similarity to the unified random walk distances for measuring vertex closeness.
The rest of this paper is organized as follows. Section 2 introduces the preliminary concepts and formulates the attributed graph clustering problem. Section 3 presents a unified framework based on neighborhood random walk to integrate structural and attribute similarities. We propose an adaptive clustering algorithm for the attributed graph in Section 4. Section 5 presents extensive experimental results, followed by related work on graph clustering and graph mining in Section 6. Finally, Section 7 concludes the paper.
PROBLEM STATEMENT
An attributed graph is denoted as G = (V, E, Λ), where V is the set of vertices, E is the set of edges, and Λ = {a 1 , ..., a m } is the set of m attributes associated with vertices in V for describing vertex properties. Each vertex v i ∈ V is associated with an attribute vector [a 1 (v i ), ..., a m (v i )] where a j (v i ) is the attribute value of vertex v i on attribute a j . We denote the size of the vertex set as |V| = N.
Attributed graph clustering is to partition an attributed graph
A desired clustering of attributed graph should achieve a good balance between the following two properties: (1) vertices within one cluster are close to each other in terms of structure, while vertices between clusters are distant from each other; and (2) vertices within one cluster have similar attribute values, while vertices between clusters could have quite different attribute values.
In the attributed graph clustering problem, there are two main issues: (1) a distance measure, and (2) a clustering algorithm. We will discuss these two issues in the following sections.
DISTANCE IN AN ATTRIBUTED GRAPH

Structural Closeness Measure
In a large graph G, some vertices are close to each other while some other vertices are far apart based on connectivity. If there are multiple paths connecting two vertices v i and v j , then they are close. On the other hand, if there are very few or no paths between v i and v j , then they are far apart. In this paper, we use neighborhood random walk distances to measure vertex closeness.
Definition 1.
[Neighborhood Random Walk Distance] Let P be the N × N transition probability matrix of a graph G. Given l as the length that a random walk can go, c ∈ (0, 1) as the restart probability, the neighborhood random walk distance d (v 
where τ is a path from v i to v j whose length is length(τ) with transition probability p(τ).
The matrix form of the neighborhood random walk distance is
Here, P is the transition probability matrix for graph G, and R is the neighborhood random walk distance matrix. According to Eq.(3), the recursive form of the random walk distance matrix is 
A Unified Distance Measure
In an attributed graph, each vertex is associated with a set of attributes Λ = {a 1 , ..., a m }, which describe the properties of the vertex. A straightforward way to combine structural and attribute similarities is to to use a weighted distance function as in Eq.(1) with two weighting factors α and β. Although this method is very simple, it is not easy to set the parameters and interpret the weighted distance function. Instead of modeling structural similarity and attribute similarity separately, we propose to use a unified distance measure based on the neighborhood random walk model to combine the structural closeness and attribute similarity. Before defining the distance measure, we define an attribute augmented graph. value. An edge (v i , v jk ) ∈ E a iff a j (v i ) = a jk , i.e., the structure vertex v i takes a value of a jk on attribute a j . An edge (v i , v j ) ∈ E is called a structure edge and an edge (v i , v jk ) ∈ E a is called an attribute edge.
In the attribute augmented graph, we add a set of "dummy" vertices V a where each dummy vertex represents an < attribute, value > pair. An edge is added between a vertex v i ∈ V and a vertex v jk ∈ V a if vertex v i takes the k th value on attribute j. Since each vertex v i ∈ V has m attribute values, there are totally |V| · m attribute edges added to the original graph G. Figure 2 is an attribute augmented graph on the author-topic example. Two attribute vertices v 11 and v 12 representing the topics "XML" and "Skyline" are added. Authors with corresponding topics are connected to the two vertices respectively in dashed lines. With the attribute edges, authors who are originally isolated become much closer if they share a common topic, e.g., r 1 and r 5 .
We propose to use the neighborhood random walk model on the attribute augmented graph G a to compute a unified distance between vertices in V. One important difference between the random walk on the attribute augmented graph G a and that on the original graph G is that, if two vertices v i , v j ∈ V have the same attribute value a kp on attribute a k , they will have a new common 
The m attributes may also have different importance. Therefore, they may have different degree of contributions in random walk distance. Without loss of generality, we assume that a structure edge has a weight of ω 0 , attribute edges corresponding to a 1 , a 2 , . . ., a m have an edge weight of ω 1 , ω 2 , . . ., ω m , respectively. Therefore, the transition probability from vertex v i to vertex v j through a structure edge is
where N(v i ) represents the set of neighbors of vertex v i . Similarly, the transition probability from v i to v jk through an attribute edge is
The transition probability from v ik to v j through an attribute edge is
Finally, the transition probability between two attribute vertices v ip and v jq is 0 since there is no edge between two attribute vertices.
Since every vertex has a value on attribute a i , the following constraint should be satisfied as well.
Combining Eqs. (5)- (8), the transition probability matrix P A of an attribute augmented graph G a can be computed. A transition probability matrix is shown in Figure 3 on the set of structure vertices (author) r 1 -r 11 and attribute vertices (topic) v 11 -v 12 for our example in Figure 2 . We initialize ω 0 = ω 1 = 1.0 as the initial values. A mechanism on how to automatically adjust these edge weights will be introduced in Section 4.4.
Definition 3.
[Unified Neighborhood Random Walk Distance] Let P A be the transition probability matrix of an attribute augmented graph G a . Given l as the length that a random walk can go, c ∈ (0, 1) as the restart probability, the unified neighborhood random walk (10) where τ is a path from v i to v j whose length is length(τ) with transition probability p A (τ).
Here, P A is the transition probability matrix for graph G a , and R A is the neighborhood random walk distance matrix. For the authortopic example, given P A in Figure 3 , c = 0.2 and l = 2, then R 2 A (r 1 , r 5 ) = 0.005, which means authors r 1 and r 5 are reachable within 2 steps with 0.005 probability through the topic vertex XML. On the other hand, without attribute edges based on topic, the random walk distance on the original graph G is R l (r 1 , r 5 ) = 0 for an arbitrary l because r 1 and r 5 are not reachable from each other in G.
For ease of presentation, we simplify the representation of P A as
where P V is an N × N matrix representing the transition probabilities defined by Eq. (5);
T is a |V| × |V a | matrix representing the transition probabilities defined by Eq. (6);
] is a |V a | × |V| matrix representing the transition probabilities defined by Eq. (7); and O is a |V a | × |V a | matrix with all 0s. We can get an N × N matrix C as the product of A and B where
v kp is the value taken by vertex v i on attribute
C reflects the probability of random walk paths from one structure vertex to another in two steps by going through attribute vertices. For two arbitrary structure vertices v i and v j , the more attribute vertices they share as neighbors, the larger C(i, j) is. When v i and v j have no common values on any attribute, C(i, j) = 0 is minimum. On the other hand, C(i, j) is maximum if v i and v j share the same value for each attribute.
L 1. Given P A and a positive integer l, P l
A can be represented as
Proof. We will prove it by induction. When l = 1,
and T 1 = P V . When l = 2,
According to the recursive definition of T l , T l can be rewritten in the form of 
Proof. According to Theorem 1, we have
Theorem 2 demonstrates that attribute similarity increases the closeness between two vertices in an attribute augmented graph through neighborhood random walks. Based on this neighborhood random walk model in an attribute augmented graph, we unify the structural and attribute similarities into one random walk distance measure effectively.
CLUSTERING ALGORITHM
Our clustering framework is to partition an attributed graph G based on both structural and attribute similarities through a unified neighborhood random walk model on the attribute-augmented graph G a of G. In this section, we will address the challenges in the clustering process by answering the following questions. Based on our answers to the questions, we propose an adaptive clustering algorithm on an attributed graph.
1. Given the unified random walk distances to measure the similarity between vertices, what kind of clustering approach shall we use?
2. We assign a weight ω 0 to structure edges and ω i to attribute edges on attribute a i . Different types of edges may have different degree of contributions in calculating the unified random walk distances, thus we can assume ω 0 ω 1 ... ω m . Then the question is, can we learn the weights adaptively in the clustering process and how 1 ? 1 We fix ω 0 = 1.0 and adjust {ω 1 , ..., ω m } relative to ω 0 .
3. What should be the objective function for clustering? Since the random walk distances are affected as the weights are updated, will the objective function converge as we iteratively adjust the weights {ω 1 , ..., ω m }?
Many existing graph clustering/partitioning methods focused only on either topological structures [16, 19, 26] or vertex attributes [22] . In our problem of clustering an attributed graph, the unified neighborhood random walks consider all possible paths through both structure edges and attribute edges. Due to the attribute edges, the attribute similarity between two vertices will bring them closer in attribute augmented graph, causing an increased random walk distance. According to the unified random walk model, two vertices are assigned to the same cluster if the random walk distance is very large 2 ; while two vertices belong to different clusters if the random walk distance is very small or 0, i.e., there does not exist a neighborhood random walk between them.
With the random walk distance as a pairwise similarity measure, we could ignore the original graph topological structure in the clustering process. Our clustering framework follows the K-Medoids clustering method [13] : we select the most centrally located point in a cluster as a centroid, and assign the rest of points to their closest centroids. In each iteration, the edge weights {ω 1 , ..., ω m } are adjusted to reflect the clustering tendencies of attributes. This process is repeated until convergence. We will discuss each step in the clustering process separately.
Cluster Centroid Initialization
Good initial centroids are essential for the success of partitioning clustering algorithms such as K-Means and K-Medoids. Instead of selecting initial centroids randomly, we follow the motivation of identifying good initial centroids from the density point of view [10] . If the l-step neighborhood of a vertex v i is dense, it means many vertices are reachable from v i within l steps. Then v i has a high probability of being in a dense cluster. First, we define an influence function as follows. 
If one vertex v i has a large density value, it means that, either v i connects to many vertices through multiple random walk paths, or v i shares attribute values with many vertices.
According to the density function, we sort all vertices in the descending order of their density values. Then select the densest k vertices from the sorted list as the initial centroids {c When all vertices are assigned to some cluster, the centroid will be updated with the most centrally located vertex in each cluster. To find such a vertex, we first compute the "average point" v i of a cluster V i in terms of random walk distance as
Clustering Process
Thus we find the new centroid c t+1 i
in the (t + 1) th iteration whose random walk distance vector is the closest to the cluster average. The clustering process iterates until the clustering objective function converges.
Clustering Objective Function
The objective of clustering is to maximize intra-cluster similarity and minimize inter-cluster similarity. We design our clustering objective function according to this general goal. As our distance measure is the unified random walk distance, we will maximize the intra-cluster random walk distances. 
where
is the unified neighborhood random walk distance between v i and v j . This formula is designed to quantitatively measure the extent of similarity between two vertex sets in a graph. When vertices from V 1 and V 2 are distant or isolated, the vertex set distance measure would be very small.
Definition 7. [Graph Clustering
Objective Function] Given an attributed graph G = (V, E, Λ), the weights W = {ω 1 , ..., ω m } on attribute edges, a random walk length limit l, and the cluster number k, the goal of a graph clustering is to find k partitions {V i } k i=1 of the graph, where V i corresponds to the i th cluster, V i V j = φ and
subject to
The clustering problem can be reduced to three subproblems of (1) cluster assignment, (2) centroid update, and (3) weight adjustment, with the goal of maximizing the objective function. The first two problems have been discussed in Section 4.2 and the third one will be investigated in Section 4.4. We will first study the relationship between the weights W = {ω 1 , ..., ω m } and the objective function in Eq. (18) . 
, W, λ), W * and λ * are the solutions of the following two equations.
may generate a constant term, to illustrate this explicitly, we use g i (ω i ) + c to represent
∂ f i (ω i ) ∂ω i
in Eq.(20). g i (ω i ) is a polynomial function of ω i with non-negative real coefficients.
Gauss' Fundamental Theorem of Algebra [8] 
Weight Self-Adjustment
The graph clustering problem through maximizing objective function with constraints in Definition 7 is a linear programming problem. An adaptive weight adjustment method is proposed to iteratively improve the objective function.
We fix ω 0 = 1.0 which is the structure edge weight and iteratively adjust the attribute weights {ω 1 , ..., ω m } relative to ω 0 . Let W t = {ω th iteration is computed as
To accurately determine the extent of weight increment ω i , we design a majority vote mechanism: if a large portion of vertices within clusters share the same value of a certain attribute a i , it means that a i has a good clustering tendency. Then the weight ω i of a i is increased; on the other hand, if vertices within clusters have a very random distribution on values of a certain attribute a i , then a i is not a good clustering attribute. The weight ω i should be decreased. We define a vote measure which determines whether two vertices share an attribute value.
Then ω t i is estimated by counting the number of vertices within clusters which share attribute values with the centroids on a i . The larger number of vertices which share attribute values, the larger ω t i is.
The denominator in Eq. (24) ensures that the constraint
= m is still satisfied after weight adjustment. Then the adjusted weight is calculated as
The adjusted weights may be increasing, decreasing, or unchanged depending on the value of ω An important property of the weight self-adjustment mechanism is that the weights are adjusted towards the direction of increasing the clustering objective function value. The detailed proof is omitted due to space limit. We will briefly illustrate this property qualitatively: if a large number of vertices within clusters share an attribute value on a i , then the weight is increased, i.e., ω Update the cluster centroids with the most centrally located point in each cluster according to Eqs. (15)- (16) i , the random walk distances between vertices which share the same attribute value on a i will be further increased. As a result, these vertices tend to be clustered into the same cluster, thus increasing the objective function which is the sum of intra-cluster random walk distances. We have proven in Theorem 3 that there exists a unique solution W * = {ω * 1 , ..., ω * m } which maximizes the objective function, thus we can conclude that the weight self-adjustment strategy increases the objective function towards convergence.
Clustering Algorithm
By assembling different parts, our clustering algorithm SA-Cluster is presented in Algorithm 1.
T 4. The objective function in Algorithm 1 converges to a local maximum in a finite number of iterations.
Proof. Existing work has studied the convergence properties of the partitioning approach to clustering, such as K-Means [3] . Our clustering follows a similar clustering approach. So the cluster assignment and centroid update steps improve the objective function value. In addition, we have explained that weight adjustment also improves the objective function value. Therefore, the objective function keeps increasing and converges to a local maximum in a finite number of iterations.
In Section 5, we will demonstrate through experiments that our clustering algorithm converges very quickly on real datasets.
Another issue on the SA-Cluster algorithm is the computational complexity. We need to compute N 2 pairs of random walk distances between vertices in V through matrix multiplication. As W = {ω 1 , ..., ω n } is updated, the random walk distances need to be recalculated. This computational complexity can be reduced with the recent research result on fast random walk computation [24] .
EXPERIMENTAL STUDY
In this section, we performed extensive experiments to evaluate the performance of our algorithm SA-Cluster on real graph datasets. All experiments were done on a 2.8GHz Intel Pentium IV PC with 1GB main memory, running Windows XP. All algorithms were implemented in C++ and compiled using Visual C++ 6.0 compiler, except that random walk was computed by Matlab.
Experimental Datasets
We use two real graph datasets for evaluation in our experiments. Political Blogs Dataset The political blogs network dataset can be downloaded from http://www-personal.umich.edu/ mejn/netdata/. This dataset is a network of 1, 490 webblogs on US politics with 19, 090 hyperlinks between these webblogs. Each blog in the dataset has an attribute describing its political leaning as either liberal or conservative.
DBLP Dataset We use the DBLP Bibliography data from four research areas of database (DB), data mining (DM), information retrieval (IR) and artificial intelligence (AI) 3 . We build a coauthor graph with top 5, 000 authors and their coauthor relationships. In addition, we use two relevant attributes: prolific and primary topic. For attribute "prolific", authors with ≥ 20 papers are labeled as highly prolific; authors with ≥ 10 and < 20 papers are labeled as prolific and authors with < 10 papers are labeled as low prolific. For attribute "primary topic", we use a topic modeling approach [11, 27] to extract 100 research topics from a document collection composed of paper titles from the selected authors. Each extracted topic consists of a probability distribution of keywords which are most representative of the topic. Then each author will have one out of 100 topics as his/her primary topic.
Comparison Methods and Evaluation
• k-SNAP We implemented k-SNAP Top-Down [22] that groups vertices with the same attribute values into one cluster.
• S-Cluster This baseline clustering algorithm only considers topological structure. Random walk distance is used to measure vertex closeness according to Definition 1. Attribute similarity is ignored by setting ω 1 = ... = ω m = 0.
• W-Cluster This is a fictitious clustering algorithm which combines structural and attribute similarities through a weighted function in Eq. • SA-Cluster This is our proposed algorithm which considers both structural and attribute similarities.
Evaluation Measures
We use two measures of density and entropy to evaluate the quality of clusters {V i } k i=1 generated by different methods. The definitions are as follows.
and p i jn is the percentage of vertices in cluster j which have value a in on attribute a i . entropy(
) measures the weighted entropy from all attributes over k clusters.
In the experiments, we set the random walk length l = 20 and the restart probability c = 0.15.
Cluster Quality Evaluation
Figure 4 (a) shows the density comparison between the four methods on Political Blogs when we set the cluster number k = 3, 5, 7, 9.
The density values by SA-Cluster and S-Cluster are close. They remain around 0.6 or above even when k is increasing. This demonstrates that both methods can find densely connected components. On the other hand, k-SNAP has a low density, and the density value decreases quickly when k increases. This is because k-SNAP partitions a graph without considering connectivity. The density by W-Cluster stands in between. It also gradually decreases as k increases. Figure 4 (b) shows the entropy comparison between the four methods on Political Blogs when we set k = 3, 5, 7, 9. The entropy measure is always 0 for k-SNAP, since it partitions a graph where each partition contains nodes with the same attribute value. Besides, SA-Cluster achieves a much lower entropy than S-Cluster. When k = 5, 7 or 9, entropy by SA-Cluster is as low as less than 0.1 while entropy by S-Cluster is still around 0.4 − 0.8. The entropy by W-Cluster is similar to that of S-Cluster, but not as good as that of SA-Cluster or k-SNAP. As shown in Figures 4 (a) and (b) , the performance of W-Cluster stands in between in terms of both density and entropy. This is because its distance function combines (or compromises) both structural and attribute similarities through a weighted function, thus it achieves a reasonable result on both criteria. On the other hand, as it is hard to set or tune the weighting factors α and β to achieve an optimal result, the performance is inferior to that of SA-Cluster.
Figures 5 (a) and (b) show density and entropy on DBLP with different k values by SA-Cluster, S-Cluster and W-Cluster. As shown in the figures, SA-Cluster achieves a much lower entropy than S-Cluster, with slightly lower density. W-Cluster achieves an even lower entropy around 0.27 − 0.40, which is better than SACluster and S-Cluster. But the density value of W-Cluster is also much lower than that of SA-Cluster and S-Cluster. We can infer that the weighted distance function in W-Cluster compromises attribute similarity and structural similarity. Since k-SNAP strictly enforces the attribute homogeneity in each cluster, with 3 values on attribute prolific and 100 different topics, the minimum possible number of clusters for k-SNAP is 300 in this experiment. So we ran k-SNAP with k = 300 and achieved a density value of 0.1244 (much lower than that of the other three methods) and an entropy of 0.
To further test the effect of attribute weights on random walk distance and on clustering quality in SA-Cluster, we manually set different weights of the attribute political leaning with ω = 0, 1, 2, 3 on Political Blogs. Figures 6 (a) and (b) show the density and entropy respectively. ω = 0 corresponds to S-Cluster. When the weight increases, the contribution of attribute similarity in random walk distance is also increasing. The clusters thus generated achieve a much lower entropy on attribute value, while the density is not sacrificed. This experiment demonstrates that introducing the attribute similarity into the clustering objective will not downgrade the intra-cluster cohesiveness. Figure 8 shows the trend of weight updates on DBLP with different k values. Here we only show the weights of attribute prolific since the sum of the two attribute weights is a constant. As shown in the figure, the weights are converging as the clustering process converges. Another interesting finding is that the prolific weight is decreasing as k increases. A reasonable explanation is that, when k is small, e.g., k = 10, a cluster with many authors mixed up has a very diverse topic distribution. Thus, topic is not a good clustering attribute when k is small. Then the prolific weight increases for higher contribution. On the other hand, when k is large, authors with different topics can be separated more clearly. Therefore, the dependence on the prolific weight is reduced significantly. Tables 1 and 2 show the cluster quality of SA-Cluster in terms of density (D) and entropy (E) iteration by iteration on Political Blogs and DBLP respectively, to show the effectiveness of attribute weight self-adjustment. As we can see on Political Blogs, in most cases, both density and entropy improve as the weights and clusters are computed iteratively. The biggest improvement is usually achieved at iteration 2. Similar effects can be observed in Table 2 , although entropy gains more improvements while density sacrifices a little bit iteratively.
Clustering Convergence
Clustering Efficiency Evaluation
In this experiment, we compare the efficiency of different clus- ) show the runtime by different methods on Political Blogs and DBLP, respectively. As we can observe, k-SNAP is the most efficient. SA-Cluster is usually several times (≤ 4) slower than S-Cluster and W-Cluster, as it iteratively computes the random walk distance and performs clustering, while S-Cluster and W-Cluster compute random walk only once. Although SA-Cluster is more expensive, the iterative refinement improves the clustering quality a lot, as demonstrated in Tables 1  and 2 .
DBLP Case Study
In this experiment, we examine some details of our clustering results on DBLP data when we set k = 70. Table 3 shows 5 clusters of authors from database, data mining, machine learning and information retrieval areas. In each cluster, we only select the most prolific authors for ease of presentation. Actually we omit many other authors who are closely connected with the selected authors in each cluster due to their close collaborations. Table 4 shows the keywords and their probabilities of the primary topic for each cluster.
Clusters 0−4 contain five groups of authors who work on "stream data management", "database systems", "frequent pattern mining", "graphical model learning", and "information retrieval and relevance feedback", respectively. Interestingly, each cluster not only contains authors who have close coauthor relationships, it also contains authors who work on the same topic but never collaborate. For example, both Jiawei Han and Mohammed Javeed Zaki are experts on frequent pattern mining, but they have never collaborated. As a result, S-Cluster assigns these two authors into two different clusters, since they are not reachable from each other based on random walks on coauthor relationship only. On the other hand, SA-Cluster can correctly assign these two researchers into the same cluster because they are connected with the same topic attribute. Similar cases can be found in other clusters as well, for example, Rajeev Motwani and Nick Koudas, David J. DeWitt and Won Kim, Michael I. Jordan and Lise Getoor, James Allan and Justin Zobel. They work on the same topics though they have never collaborated. SCluster fails to put any of these author pairs into the same cluster due to the lack of coauthor connectivity.
RELATED WORK
In literature, many graph clustering techniques have been proposed which mainly focused on the topological structures based on various criteria including normalized cut [19] , modularity [16] or structural density [26] . The clustering results usually contain densely connected components within clusters. However, such methods largely ignore vertex attributes in the clustering process. On the other hand, Tian et al. [22] proposed OLAP-style aggregation approaches to summarize large graphs by grouping nodes based on user-selected attributes and relationships. Vertices in one group share the same attribute values and relate to vertices in another group through the same type of relationship. This method achieves homogeneous attribute values within clusters, but ignores the intracluster topological structures. As shown in our experiments, the generated partitions tend to have very low connectivity.
Other recent studies on graph clustering include the following. Sun et al. [20] proposed GraphScope which is able to discover communities in large and dynamic graphs, as well as to detect the changing time of communities. Sun et al. [21] proposed an algorithm, RankClus, which integrates clustering with ranking in large-scale information network analysis. The final results contain a set of clusters with a ranking of objects within each cluster. Navlakha et al. [15] proposed a graph summarization method using the MDL principle. Tsai and Chiu [25] developed a feature weight self-adjustment mechanism for K-Means clustering on relational datasets. In that study, finding feature weights is modeled as an optimization problem to simultaneously minimize the separations within clusters and maximize the separations between clusters. The adjustment margin of a feature weight is estimated by the importance of the feature in clustering. [4] proposed an algo- Table 4 : Primary Topic of Each Cluster rithm for mining communities on heterogeneous social networks. A method was designed for learning an optimal linear combination of different relations to meet users' expectation. The concept of random walk has been widely used to measure vertex distances and similarities. Jeh and Widom [12] designed a measure called SimRank, which defines the similarity between two vertices in a graph by their neighborhood similarity. Pons and Latapy [18] proposed to use short random walks of length l to measure the similarity between two vertices in a graph for community detection. Other studies which use random walk with restarts include connection subgraph discovery [7] and center-piece subgraph discovery [23] . Liu et al. [14] proposed to use random walk with restart to discover subgraphs that exhibit significant changes in evolving networks.
CONCLUSIONS
In this paper, we solve the problem of graph clustering based on structural and attribute similarities. A unified neighborhood random walk distance measure is designed to measure vertex closeness on an attribute augmented graph. Based on this distance measure, we take a K-Medoids clustering approach to partition the graph into k clusters which have both cohesive intra-cluster structures and homogeneous attribute values. We provide theoretical analysis to quantitatively estimate the contributions of attribute similarity in the random walk distance measure. We further design a learning algorithm to adjust the degree of contributions of different attributes in the random walk model as we iteratively refine the clusters, and prove that the weights are adjusted towards the direction of clustering convergence. Experimental results on two real graphs demonstrate that our method achieves a very good balance between structural and attribute similarities.
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APPENDIX: PROOF OF THEOREM 1
Proof. Firstly, we will prove that P l V (v j , v p ) = P l V (v j , v q ), ∀v j ∈ V and an arbitrary length l by induction. Since v p and v q have the same connectivity in G, we know that when l = 1,
Secondly, we will prove that 
