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[1] Discharge is often strongly correlated to the temporal variability of dissolved organic
carbon concentrations ([DOC]) in watercourses. One recently proposed way to model this is
the riparian flow-concentration integration model (RIM) concept that accounts for the role
of flow pathway control on [DOC] dynamics in streams. However, in boreal systems, there
is also commonly a seasonal pattern, which cannot be explained by variability in discharge
alone. The objectives with this study were to (1) demonstrate RIM as a tool for studying
variability in stream water chemistry, (2) investigate factors related to stream water DOC
variability, and (3) modify RIM to account for these factors. RIM was used with 14 years of
daily discharge and almost 500 stream measurements of [DOC] from a forested boreal
headwater stream. We used the calibrated RIM to account for discharge influences and then
investigated variables that could be related to DOC variability (air and soil temperature, soil
moisture, precipitation, antecedent flow and stream sulfate). Five alternative formulations of
RIM, with temporally varying soil concentration profiles based on the variability in soil
temperature and/or antecedent flow, were evaluated. The model where only the effects of
riparian soil temperature on dynamics in DOC depth profiles were included performed best
overall. This dynamic RIM improved the Nash-Sutcliffe to 0.58 compared to 0.42 for the
flow-only formulation and reduced the median absolute error from 3.0 to 2.1 mg L1. This
study demonstrates that RIM is a simple way of modeling stream DOC and exploring
controls on stream water chemistry.
Citation: Winterdahl, M., M. Futter, S. Ko¨hler, H. Laudon, J. Seibert, and K. Bishop (2011), Riparian soil temperature modification of
the relationship between flow and dissolved organic carbon concentration in a boreal stream, Water Resour. Res., 47, W08532,
doi:10.1029/2010WR010235.
1. Introduction
[2] Natural organic matter (NOM) influences the dynam-
ics of many chemical species and properties, e.g., transport
and toxicity of metals [Ravichandran, 2004; Tipping,
2002] and organic pollutants [Latch and McNeill, 2006;
Yang et al., 2006], acidity [Eshleman and Hemond, 1985;
Hruska et al., 2001], light penetration in lakes and streams
[Bertilsson and Tranvik, 2000; Karlsson et al., 2009], and
energy mobilization in natural waters [Jansson et al., 2007].
Organic carbon in the form of dissolved organic carbon
(DOC, defined as the fraction of the organic carbon that
passes through a filter with a pore size of about 0.2–0.7 m)
or total organic carbon (TOC, defined as the sum of
DOC and particulate organic carbon (POC)) is commonly
used as a proxy for NOM, which usually contains about
50%–66% carbon [Schulten and Schnitzer, 1993]. Several
factors have been proposed as controls on surface water
DOC concentrations ([DOC]), including hydrology, wetland
area, climate, and atmospheric deposition [Christ and David,
1996; Hope et al., 1994; Kalbitz et al., 2000; Monteith
et al., 2007; Roulet and Moore, 2006]. Perhaps the most im-
portant mechanism for controlling DOC dynamics in many
streams and rivers is discharge. A substantial part of the total
annual export of organic carbon is transported during high-
flow events such as storms and snowmelt [Eimers et al.,
2008; Finlay et al., 2006; Laudon et al., 2004a]. The
response to discharge differs depending on dominant land-
scape characteristics. Many forest-dominated catchments
respond to an increase in runoff with increasing [DOC],
while some wetland-dominated catchments display a nega-
tive flow-[DOC] relationship [Laudon et al., 2004a; Finlay
et al., 2006; Eimers et al., 2008]. The [DOC] response to
discharge has also been shown to vary across seasons, with
summer and fall concentrations being higher than spring
concentrations during similar discharge conditions [Dawson
et al., 2008; Köhler et al., 2008; Seibert et al., 2009]. Ågren
et al. [2008b] hypothesized that higher [DOC] were due to
higher temperatures during summer and fall.
[3] While discharge often is the first-order control on
daily variability in [DOC] in forested catchments, a number
of other potential drivers of the temporal variability have
been suggested. Long-term variability has been hypothesized
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to depend on mean temperature [Freeman et al., 2001],
atmospheric deposition of acidifying anions such as sulfate
and chloride [Evans et al., 2006; Monteith et al., 2007] or
different nitrogen compounds [Evans et al., 2008; Findlay,
2005], and increasing atmospheric concentration of CO2
[Freeman et al., 2004]. In addition, drought-induced acidifi-
cation along with variability in soil temperature, soil mois-
ture, and extent of winter soil frost have been shown to
cause short-term variability in [DOC] [Christ and David,
1996; Clark et al., 2005; Fröberg et al., 2006; Haei et al.,
2010; Ågren et al., 2010]. A common observation is that the
peak in [DOC], e.g., in spring melt, precedes the discharge
peak [Hornberger et al., 1994; Laudon et al., 2004a], some-
times by as much as a month. This has been hypothesized to
be a result of the flushing of DOC stored in the soil [Boyer
et al., 2000; Hornberger et al., 1994; Ågren et al., 2008a],
indicating that antecedent flow can be an important driver
for [DOC] dynamics.
[4] There are numerous models for carbon and DOC dy-
namics in soils [Currie and Aber, 1997; Neff and Asner,
2001; Michalzik et al., 2003], but there is a rather limited
number of models for simulating DOC variations in streams
and watercourses [Boyer et al., 2000; Futter et al., 2007;
Grieve, 1991; Seibert et al., 2009; Yurova et al., 2008], de-
spite the importance of DOC in natural aquatic chemistry.
With the recent interest in the observed [DOC] increase in
rivers, streams, and lakes in both North America and Europe
during the last several decades [Erlandsson et al., 2008;
Monteith et al., 2007; Worrall et al., 2004], models should
be a way of testing different hypotheses about the causes of
this increase as well as identifying the sensitivity of DOC
dynamics to variation in climate and weather.
[5] Several studies have identified the riparian zone as
where key processes controlling the short-term hydrogeo-
chemical variability of runoff from forested catchments is
localized [Dosskey and Bertsch, 1994; Fiebig et al., 1990;
Hinton et al., 1998; Vidon et al., 2010]. On the basis of em-
pirical results from boreal forests [Bishop, 1991; Bishop
et al., 1995], Bishop et al. [2004] proposed a relatively sim-
ple perceptual model for how riparian soils control DOC
and some other solutes in boreal headwater streams. This
model is a combination of the soil solution chemical con-
centration profile in the riparian zone with the transmissiv-
ity feedback hypothesis of runoff generation [Bishop,
1991; Kendall et al., 1999; Weiler and McDonnell, 2006].
It was proposed as a resolution to the double paradox
[Kirchner, 2003], i.e., how catchments, on one hand, can
mobilize large quantities of preevent water at storm events,
while on the other hand, the chemistry of this preevent
water can vary with discharge. The perceptual model intro-
duced by Bishop et al. [2004] and mathematically formal-
ized by Seibert et al. [2009] is a semiempirical modeling
framework for simulating stream water chemistry dynamics.
In the original formulation of the riparian flow-concentration
integration model (RIM) the riparian soil behaves as a ver-
tically differentiated array of chemostats [Seibert et al.,
2009]. These chemostats instantaneously impose a vertical
concentration profile on groundwater passing laterally
through a one-dimensional representation of the riparian
zone (Figure 1). Superimposing the vertical profile of lat-
eral water flow upon this ‘‘template’’ of the vertical soil so-
lution concentration profile yields the chemistry of runoff
water leaving the riparian zone, hillslope, or catchment at
any given point in time.
[6] Seibert et al. [2009] used RIM ‘‘backward’’ by calcu-
lating soil solution concentration profiles from separate
occasions of observed discharge and stream [DOC]. This
identified a seasonal variability in the soil solution [DOC]
profile. However, no attempt was made to parameterize this
temporal variation. When using RIM to continuously
model the temporal [DOC] dynamics in streams [Köhler
et al., 2009], it is possible to capture most of the variability
driven by discharge. However, with a time-invariant soil
solution concentration profile, RIM is not able to reproduce
the seasonal variability in [DOC] discussed above. Several
studies have shown that the [DOC] in soil solution varies
during the year [Clark et al., 2005; Fröberg et al., 2006;
Lumsdon et al., 2005; Seibert et al., 2009]. Possible causes
of this seasonality include variable DOC production due to
variations in biological activity associated with soil temper-
atures and/or soil moisture during different seasons, soil
frost during winter, or antecedent flow effects [Christ and
David, 1996; Haei et al., 2010; Kalbitz et al., 2000;
Köhler et al., 2009]. Seasonal changes in the concentration
profile of the riparian zone are of particular importance for
climate change effects.
[7] This paper has three objectives. The first is to demon-
strate the potential of RIM as a ‘‘parameter-parsimonious’’
modeling approach for exploring chemical dynamics in
streams where the riparian zone or some other interface
between the terrestrial and aquatic system is important for
what enters aquatic systems. The second objective is to
investigate possible correlates to changes in the temporal
variability in [DOC] in a forested boreal stream. Third, we
propose changes, based on the potential correlates, in the
structure of RIM for modeling DOC in forested boreal
headwater streams that will better capture the temporal dy-
namics of [DOC] driven by factors in addition to flow.
2. Materials and Methods
2.1. Study Area
[8] The data used for conditioning and testing of the
models in this study are from the 13 ha Västrabäcken head-
water catchment, a subcatchment of the 50 ha Svartberget
catchment in the Krycklan drainage basin. Both catchments
are part of the Svartberget Long Term Ecological Research
(6414
0
N, 1946
0
E) 50 km west of the Baltic Sea coast in
northern Sweden. The catchment is forested with a typical
mix of species for the Swedish boreal region, with Norway
spruce (Picea abies) in lower, moister areas and Scots pine
(Pinus sylvestris) in upper, drier areas. Riparian areas are
often covered with extensive mats of Sphagnum sp. mosses.
The bedrock is granitic and gneissic and overlain by glacial
till with thicknesses up to 10–15 m. The upslope soils are
primarily well-developed iron podzols, with 0.5 m thick
organic-rich soils in the riparian areas. The elevation of the
catchment ranges between 235 and 310 m, with gentle
slopes inclining up to between 5% and 10%.
[9] Mean air temperature for the period 1981–2007 at the
Svartberget Research Station (1 km from the Västrabäcken
catchment) is close to 2C, and mean annual precipitation is
640 mm (period 1981–2007), of which 35% falls as snow
[Löfvenius et al., 2003]. Annual discharge in Västrabäcken
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is around 323 mm, and 43% of the total annual discharge is
during spring flood (April and May, 1981–2007). Isotope
hydrograph separations have shown that about 60%–80%
of the discharge during spring flood is preevent water
[Laudon et al., 2002, 2007; Rodhe, 1987, 1989], while more
than 80% of discharge in rain-driven events is preevent
water [Bishop, 1991; Bishop et al., 1990]. The stream was
straightened and deepened during the 1920s to improve
drainage and forest productivity, a common practice for
Fenno-Scandian forest streams at the time. More detailed
descriptions of the catchment have been given by Bishop
et al. [1994] and Köhler et al. [2008].
2.2. Field Instrumentation and Sampling
[10] Discharge has been measured continuously since
1981. Hourly stream discharge was calculated from contin-
uous measurements of stream water height at a 90 V notch
weir, calibrated with bucket measurements and salt dilu-
tion. The water level behind the weir was measured contin-
uously with a pressure transducer (Druck PDCR 1830), and
depth data were recorded every 15 min with a Campbell
Scientific data logger (model CR10x). The location of the
weir is at the outlet from the Svartberget catchment and
slightly downstream from the location of stream water
chemistry sampling on the Västrabäcken tributary. Mean
daily discharge for Västrabäcken was calculated assuming
that the specific discharge was the same in the two catch-
ments. There are differences in specific discharge between
the two catchments, but earlier studies have shown that
these are on the order of 610%, mainly during high-flow
events [Bishop, 1991]. A transect with four soil profile
monitoring sites along the local groundwater flow gradient
and at different distances from the stream (4, 12, 22, and 28
m) is located within the Västrabäcken catchment. Each pro-
file is instrumented with porous ceramic suction lysimeters
(P80) at six different soil depths to monitor soil water
chemistry and a pressure transducer for continuous (since
2004) monitoring of the groundwater level [Laudon et al.,
2004b; Nyberg et al., 2001]. In this study we used soil data
from the S4 profile, which is in the riparian zone, 4 m from
the stream. Soil water was sampled within the riparian soil
at six different depths (10, 25, 35, 45, 55, and 65 cm below
the ground surface). Soil temperature was measured every
fourth hour with thermistors (at 5, 10, 15, 30, 50, and
70 cm below the ground surface), and soil moisture was
measured every fourth hour using time domain reflectome-
try (TDR, Campbell Scientific, at 5, 15, 30, 40, 50, and
60 cm below the ground surface) connected to a Campbell
Scientific data logger. Both soil temperature and soil mois-
ture data used in this study were mean daily values. The
highest monthly mean soil temperatures were observed in
August (mean soil temperature was 8C at 30 cm depth),
and the lowest was observed in April (0.3C at 30 cm
depth). The variation in monthly mean soil moisture (TDR)
was low. The highest monthly mean values were observed
in December (48% at 30 cm depth), while the lowest were
Figure 1. (a–c) Conceptual diagram of the riparian flow-concentration integration model (RIM) where
the dynamics in stream dissolved organic carbon (DOC) concentration are the result of a combination of
the soil solution concentration profile in the riparian soil (Figure 1b) and lateral flow across that profile
at different depths in the soil (Figure 1c). Black block arrows indicate water flow and are sized relative
to the volume of flow. The different symbols in Figure 1b indicate different soil temperature regimes,
where blue squares indicate soil temperature 1C, black circles indicate 1C < soil temperature 6C,
and black triangles indicate soil temperature >6C. The gray area in Figure 1c demonstrates the range of
soil solution concentration profiles simulated by the RIMtemp model in this study.
W08532 WINTERDAHL ET AL.: MODELING STREAM DISSOLVED ORGANIC CARBON W08532
3 of 17
observed in August (41% at 30 cm depth). The median
groundwater table position during the study period was at
46 cm below the ground surface (10th percentile was
52 cm, and 90th percentile was 41 cm).
[11] Stream water was sampled with grab samples
weekly to biweekly during summer and fall, with more
intense sampling during spring flood and some heavy rain-
fall events. The frequency went down to monthly during
some winter months. Samples were frozen immediately
after collection and were then analyzed on a Dohrmann car-
bon analyzer (1993–1994) or a Shimadzu TOC-5000 (after
1994). Both stream and soil water were usually analyzed for
TOC, but in these systems, there are often no statistically
significant differences between TOC and DOC, indicating
that the dissolved phase is the dominant fraction [Gadmar
et al., 2002; Laudon et al., 2004a]. Hence, we will use the
term DOC in this study. For more information about field
sampling and chemical analyses, see Köhler et al. [2008].
[12] The record of stream DOC samples stretches from
1993 to 2006 (n ¼ 485, mean [DOC] ¼ 14.9 mg L1, median
[DOC] ¼ 14 mg L1, and standard deviation is 6.7 mg L1).
A linear regression between the logarithm of [DOC] and the
logarithm of discharge showed that discharge explained 49%
of the variance in [DOC] (Figure 1b). Discharge, precipita-
tion, and air temperature data were available on a daily reso-
lution for the entire study period, with the exception of short
gaps caused by malfunctioning equipment. Soil temperature
and soil moisture have been measured daily for more than
half of the period 1995–2002.
2.3. Model Description
[13] RIM is based on the assumption that the export of
chemical substances in the stream is an integrated measure
of the total riparian export in the catchment. (In this study
we used DOC, but a range of chemical elements or com-
pounds is possible.) This is accomplished by superimposing
lateral groundwater flow in the riparian zone on soil solu-
tion concentrations (Figure 1). By dividing the riparian soil
vertically into a number of imaginary ‘‘boxes’’ it is possible
to allow different concentrations and/or water fluxes at dif-
ferent levels in the soil profile. Letting the number of
‘‘boxes’’ approach infinity and by observing that the total
export from the riparian zone is the sum of the export at ev-
ery soil layer, we have
E ¼ QCstream ¼
Z
z
dQ
dz
CripðzÞ dz ¼
Z
z
qðzÞCripðzÞ dz; ð1Þ
where E is the total export (M T1) from the catchment,
Q is the total water flow in the stream (L3 T1), Cstream is
the concentration in the stream (M L3), q(z) is the function
describing water flow at every level in the riparian soil,
Crip(z) is the function describing soil solution chemistry
profile with depth in the riparian zone, and z is depth (L)
below the soil surface (depth in RIM is defined as increas-
ing negatively downward in the soil [Seibert et al., 2009]).
[14] Consistent with observations from other studies,
empirical results from the transect in the Västrabäcken
catchment have revealed that stream discharge is correlated
with groundwater level (equation (2); Figure 2a) [Bishop,
1991; Kendall et al., 1999; Nyberg et al., 2001; Seibert
et al., 2003]. Data from the transect also show that
[DOC] measured in the riparian soil follow a clear pattern
with decreasing concentrations with depth (equation (3);
Figure 2b) [Bishop et al., 2004], which is found at other
sites as well [Grabs, 2010; Hagedorn et al., 2001; Lajtha
et al., 2005]. Regression analysis of the empirical field
results showed that both flow and concentration can be
described by an exponential function of depth [Bishop,
1991; Seibert et al., 2003; Weiler and McDonnell, 2006]:
QðzÞ ¼ kebz; ð2Þ
CripðzÞ ¼ c0efz; ð3Þ
where k and c0 are boundary values of flow and concentra-
tion at the zero level (ground surface) and b and f are pa-
rameters describing the shape of the exponential function.
(Note that the RIM framework allows the profiles to be
described by other types of functions besides the exponen-
tial function.) The k and b parameters can be estimated by a
regression of the natural logarithm of discharge against
depth to the groundwater table in the riparian zone. The
slope of that relationship is the b parameter, and the inter-
cept is ln(k). In a similar way it is possible to estimate c0
and f by a regression of the natural logarithm of soil solu-
tion [DOC] measured at different depths against depth in
the soil. However, the preferred way to estimate the c0 pa-
rameter is to calculate it from an estimated (fixed) base
concentration cd (Figure 1c) at an appropriately chosen
base depth d [Seibert et al., 2009]:
c0 ¼ cdefd : ð4Þ
[15] By differentiating equation (2) we get
qðzÞ ¼ d
dz
QðzÞ ¼ bkebz ¼ aebz; ð5Þ
Figure 2. Observed relationships (a) between discharge
in the Västrabäcken stream and depth to the groundwater
table in the riparian zone 4 m from the stream (R2 ¼ 0.56,
p ¼ 0.002) and (b) between riparian soil solution DOC con-
centrations and depth in the soil (R2 ¼ 0.71, p ¼ 0.008).
Circles indicate observations, and the lines are best fit
regressions to the data.
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where a is a new parameter defined by a ¼ bk. It is now
possible to rewrite equation (1):
E ¼
Z
z
qðzÞCripðzÞ dz ¼
Zz1
z0
aebzc0 e
fzdz; ð6Þ
where z1 and z0 are the upper (the groundwater table) and
lower limits, respectively. The groundwater table depth
at every time step was calculated under the assumption
that all runoff in the stream is routed through the riparian
soil :
z1 ¼ b1 ln b Qa
 
: ð7Þ
[16] This representation of flow neglects overland flow
or other mechanisms where water is bypassing the riparian
zone, direct precipitation input in the stream, and any other
water input between the riparian zone and the stream. In
this study we have used RIM in a lumped approach, assum-
ing that one riparian soil solution profile represents the
entire catchment, to focus on seasonality.
[17] Equation (6) is solved analytically [Seibert et al.,
2009] with discharge in the stream as input data:
Cstream ¼ c0 a=bð Þ
1

Q1; ð8Þ
where  ¼ b þ fð Þ=b.
2.4. Correlation Analysis
[18] The first applications of RIM for modeling [DOC]
in Västrabäcken revealed that there was a need for more
dynamics in the model, thereby addressing the temporal
variability in the flow-[DOC] relationship [Köhler et al.,
2009; Seibert et al., 2009]. We used a residual analysis of
the calibrated original RIM (hereafter called RIMstatic) to
investigate potential correlates to the temporal variability
in [DOC]. The purpose of using RIMstatic was to remove
any discharge effects on the [DOC] variability, thereby
allowing identification of other potential correlates. On the
basis of the residual analysis we decided on possible candi-
date functions for a dynamic RIM (equation (9)). A concep-
tually attractive way of modifying RIM for modeling
[DOC] would be to allow the shape of the soil solution con-
centration profile to vary in time; that is, the f parameter
would vary in time:
Cstream ¼ Q1
Zz1
z0
aebzc0e
f tð Þzdz: ð9Þ
[19] One could also conceive a structure where the cd pa-
rameter as well is dependent on time (cd(t)), i.e., a shift of
the entire profile (or depth-averaged concentration) to
higher or lower concentrations. Both approaches were
investigated in this study, but with consideration given to
keeping the number of extra parameters to a minimum.
[20] The residuals of RIMstatic were defined as the differ-
ence between the observed concentrations Oi in the stream
and the concentrations predicted by RIMstatic Mi at every
time step i :
resRIMstaticðiÞ ¼ Oi  Mi: ð10Þ
[21] Residual analysis was conducted by correlating
model residuals with different possible variables thought to
cause temporal variability in [DOC]. In this study we used
both the Pearson’s correlation r and the Spearman’s rank
correlation . Potential controls on residual variability were
analyzed by attempting to correlate unexplained variability
in DOC to discharge, antecedent flow (the cumulative flow,
AQ, during the preceding n number of days, i.e., AQ ¼Pn
i¼1 Qi, where Qi is specific discharge at time i and we
tried n from 1 to 365 days), sulfate concentration in the
stream, air temperature, precipitation, and observed riparian
soil temperature and soil moisture at six different depths
(soil temperature and moisture data are from the riparian
S4 plot). The variables included in the analysis were chosen
on the basis of their potential effect on DOC dynamics. One
could imagine other potential variables to include, but the
list of variables was limited by the amount of available data.
[22] With the residual analysis approach we assumed that
RIM was a ‘‘correct’’ representation of the system and that
the unexplained variability in concentrations could be mod-
eled with a temporally variable f and/or cd. To investigate
the possibility of modeling the [DOC] variability in
Västrabäcken with RIM, we back calculated the f parame-
ters of RIMstatic from observed stream concentrations at
every sampling occasion [Seibert et al., 2009]. It is not
possible to analytically solve for f in equation (8), so a nu-
merical approach was adopted using a combination of the
bisection, secant, and quadratic interpolation methods
[Press et al., 2007]. The time series of these back-calculated
f parameters (fback) was then correlated with the residuals of
RIMstatic.
[23] Further, we tried a forward selection stepwise
regression with model residuals as the response variable
and discharge, antecedent flow, sulfate concentration in the
stream, air temperature, precipitation, and observed soil
temperature and soil moisture as explanatory variables.
This was done as an indication of possible variables to
include in the dynamic version of RIM.
2.5. Dynamic RIM Candidates
[24] On the basis of the correlation analysis, new possible
model structures for a modified, dynamic version of RIM
were proposed (equation (9)). All the new model structures
where f and/or cd were allowed to vary included multiple
linear regressions according to the general formula
 tð Þ ¼ 0 þ
Xm
i¼1
i xi tð Þ; ð11Þ
where ðtÞ is the model describing the temporal variability
in f or cd, xi are possible predictor variables from the corre-
lation analysis, i are parameters, and m is the number of
predictor variables included in the model. The function
ðtÞ (equation (11)) was then incorporated into the RIM
structure instead of f and/or cd. The performance of the
dynamic RIM candidates was compared with RIMstatic.
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2.6. Soil Temperature Modeling
[25] Since the measured soil temperature record from
Västrabäcken contains gaps and does not span the entire
study period, soil temperature was modeled (Nash-Sutcliffe
efficiency was 0.90 between measured and modeled soil
temperature at 30 cm depth; median absolute error was
0.5C) for the entire period 1993–2006 using the soil tem-
perature model by Rankinen et al. [2004]. The modeled
soil temperature was not used in the correlation analysis
but only in model simulations when applying the different
dynamic RIM models.
2.7. Parameter and Uncertainty Estimation
[26] The parameters in RIM could be estimated from
observed data in the riparian zone and in the stream
(Figure 2) [Seibert et al., 2009]. However, when modeling
an entire catchment, the effective parameters, i.e., the pa-
rameters that are valid at the modeling scale (in this case
catchment scale), are needed. In order to optimize the
performance of the model and to estimate the combined
modeling uncertainty we therefore used the generalized
likelihood uncertainty estimation (GLUE) [Beven, 2008;
Beven and Binley, 1992]. We used observed stream dis-
charge and, for some of the dynamic RIM models, modeled
soil temperature as input data and observed [DOC] data in
the Västrabäcken stream as conditioning data.
[27] GLUE is based on Monte Carlo simulations where a
large number of parameter values are sampled randomly
from predefined distributions. Since the distributions of the
parameters and model residuals were unknown, we chose
continuous uniform distributions for all parameters within
the predefined parameter limits shown in Tables 1 and 2.
The parameter limits were decided from what seemed to be
reasonable limits judged from the physical meaning of the
parameters (when there were any) and from preliminary
tests. For example, cd, which is the base concentration at a
predefined depth d in the soil, cannot be negative, and val-
ues above 15 mg L1 are unlikely. The model was not
sensitive to the depth of the lower boundary d, and it was
therefore set to 2 m.
[28] We used two approaches in the conditioning of the
models. The first was to use an automatic GLUE estimation
of all parameters, i.e., both parameters controlling the flow
profile (a and b) and parameters controlling the [DOC] soil
solution profile (e.g., f and cd). The second approach was to
fix the flow parameters a and b to empirically estimated val-
ues and then to automatically condition the parameters con-
trolling the soil solution [DOC] profile. In the second
approach we estimated the a (1163 L s1m1) and b
(8.8 m1) parameters by applying a nonlinear regression
between discharge in the Västrabäcken stream and ground-
water table position in the riparian soil (Figure 2a) [Bishop,
1991; Nyberg et al., 2001; Seibert et al., 2003, 2009].
When the a and b parameters were included in the automatic
GLUE conditioning, we used a ‘‘soft calibration’’ [Seibert
and McDonnell, 2002] to constrain the mean groundwater
table position to reasonable depths on the basis of observa-
tions [Nyberg et al., 2001; Seibert et al., 2003].
[29] One common practice within the GLUE methodol-
ogy is to use informal likelihood measures to estimate
model performance [Beven, 2008; Beven and Binley,
1992]. It has been recognized that different likelihood (or
performance) measures focus on different aspects of the
model performance and hence indicate different behavioral
parameter sets [Choi and Beven, 2007; Gupta et al., 1998].
Therefore, we used four different informal likelihood meas-
ures in this study: the maximum absolute error (MaxAE;
equation (12)), the bias (BIAS; equation (13)), the adjusted
Nash-Sutcliffe efficiency index (NSadj ; equation (15)), and
the adjusted E1 efficiency index (E1,adj ; equation (17)). The
maximum absolute error was calculated according to
MaxAE ¼ max Oi  Mij j; 1  i  nf g; ð12Þ
where n is the number of observations, Oi is the observed
concentration at time i, and Mi is the modeled concentra-
tion at time i. The BIAS, which indicates if the model has a
general tendency to overpredict or underpredict, was calcu-
lated according to
BIAS ¼ 1
n
Xn
i¼1
Oi  Mið Þ: ð13Þ
[30] The Nash-Sutcliffe efficiency index (NS) compares
the squared errors between observed data and model results
with the squared errors between observed data and the
whole period average of observations at every time step i
[Nash and Sutcliffe, 1970]:
NS ¼ 1 
Pn
i¼1
Oi  Mið Þ2
Pn
i¼1
Oi  Oð Þ2
0
BB@
1
CCA; ð14Þ
where O is the mean of the observed data. The NS varies
between –1 and 1, where a model with a perfect fit to the
observed data would have a NS equal to 1. A model with a
negative NS performs worse than the observed mean, while
a model with a NS equal to 0 performs just as good as the
Table 1. Model Parameters, Parameter Units, Parameter Descrip-
tions, and Parameter Ranges Used in Model Conditioning of the
RIMstatic Model
a
Parameter Unit Description Parameter Range
a L s1 m1 Change in flow at soil surface 320–45,000
b m1 Slope of Q-GWb relationship 4–15
cd mg L
1 [DOC] at base level 0–6
f m1 Slope of soil solution [DOC] profile 0.5–4
d m Base level 2
aRIM, riparian flow-concentration integration model; [DOC], dissolved
organic carbon concentration.
bQ, stream discharge; GW, groundwater table position.
Table 2. Parameter Ranges Used in Model Conditioning for the
Parameters in the Dynamic Versions of RIMa
Model cd 0 1 2 0 1
RIMtemp 0–5 0.5–4 0.05–0.12 X X X
RIMant 0–5 0–4 0.001–0.0025 X X X
RIMf 0–5 0–4 0.05–0.15 0.002–0.002 X X
RIMcf1 X 0–3 0.05–0.1 X 0–6 0–0.4
RIMcf2 X 0–3.5 0.002–0.002 X 0–6 0.1–0.3
aParameters not used in the model are indicated by a cross.
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observed mean. Clarke [2008b] proposed an adjusted ver-
sion of the NS for use in model intercomparisons. The ra-
tionale for using the adjusted version would be to account
for the different number of parameters used in different
models:
NSadj ¼ 1 
1
np
Pn
i¼1
Oi  Mið Þ2
1
n1
Pn
i¼1
Oi  Oð Þ2
0
BB@
1
CCA; ð15Þ
where p is the number of parameters in the model under
study. The NS has been criticized as being sensitive to out-
liers [Legates and McCabe, 1999], and Legates and
McCabe [1999] proposed a modified efficiency index,
which they called the E1 index:
E1 ¼ 1 
Pn
i¼1
Oi  Mij j
Pn
i¼1
Oi  O
 
0
BB@
1
CCA: ð16Þ
[31] We have modified the E1 index according to the
method used by Clarke [2008b] for the adjustment of the
NS to account for the number of parameters used in differ-
ent models:
E1;adj ¼ 1 
1
np
Pn
i¼1
Oi  Mij j
1
n1
Pn
i¼1
Oi  O
 
0
BB@
1
CCA: ð17Þ
[32] The different likelihood measures were sequentially
combined with repeated use of Bayesian updating. Bayes’
equation can be stated in the form
P M ið ÞjOT½  ¼ P M ið Þ½  P OT jM ið Þ½ Pm
i¼1
P M ið Þ½  P OT jM ið Þ½ 
; ð18Þ
where P MðiÞjOT½  is the posterior likelihood for model M
with the ith parameter set i, conditioned on the observed
data O during time period T, P MðiÞ½  is the prior likeli-
hood, P OT jMðiÞ½  is the likelihood (the performance of
any of the likelihood measures) of simulating OT given
model M with the ith parameter set i, and m is the number
of parameter sets. The denominator in equation (18) is a
normalization factor that ensures that the cumulative poste-
rior likelihood is unity. Bayesian updating will adjust the
posterior likelihood of the different parameter sets accord-
ing to the performance of the parameter sets measured with
the four likelihood measures. The advantage of using a
multiplicative combination of likelihood measures is that
the posterior likelihood will be zero if any of the four likeli-
hood measures is zero.
[33] The BIAS and MaxAE likelihoods were slightly
modified before the Bayesian updating. We used the abso-
lute value of the BIAS likelihoods, and all parameter sets
with values larger than 2 were considered to be nonbehavio-
ral in the continued analysis. The MaxAE was modified by
taking its inverse. In addition, all parameter sets with NSadj
or E1,adj less than 0 were considered to be nonbehavioral.
All likelihood measures were normalized to the total range
of the population before the Bayesian updating to ensure
that the cumulative likelihood was unity.
[34] One common practice in GLUE is to set a behav-
ioral acceptance threshold to judge which parameter sets
should be considered behavioral. Instead of using a thresh-
old, we selected the 200 top-performing parameter sets on
the basis of the four likelihood measures combined with the
Bayesian updating in evaluation of each model. The popu-
lation of behavioral parameter sets would then be of the
same size for all considered models while still retaining an
estimation of the combined modeling uncertainty. The
model sensitivity to the different parameters was investi-
gated with the Hornberger-Spear-Young global sensitivity
analysis (GSA) [Spear and Hornberger, 1980].
[35] For the residual analysis, RIMstatic was conditioned
on the basis of the entire data record (1993–2006). The
model with the best fit to observed [DOC] on the basis of
the values of the likelihood measures employed was used
in the correlation analysis. In addition, we studied what
could be called the GLUE residuals, i.e., the occasions
when the observed concentrations were outside the uncer-
tainty limits of the 200 top-performing models. For the
investigation of the dynamic versions of RIM and the com-
parison with RIMstatic, a split sample calibration scheme
was employed [Klemes, 1986]. We used the [DOC] data
from 2000–2006 in conditioning and data from 1993–1999
for testing the models.
[36] Comparing different models requires caution
[Clarke, 2008a]. To test for differences in the performance
of the 200 top-performing parameter sets for the different
models, we used the Kruskal-Wallis one-way analysis of
variance by ranks [Kruskal and Wallis, 1952]. Pairwise
comparisons were done with Scheffe’s method [Scheffe,
1953]. In order to investigate the absolute and relative
errors in model-predicted concentrations we calculated the
median absolute error (MedAE) and the median absolute
percent error (PE) in DOC concentrations:
MedAE ¼ median Oi  Mij j; 1  i  nf g; ð19Þ
PE ¼ median 100 Oi  Mi
Oi

; 1  i  n
 
: ð20Þ
[37] We also controlled possible parameter correlations
in the different models, both visually and with the Spear-
man’s rank correlation.
[38] To test that the models simulated [DOC] for the
‘‘right reasons’’ and not just because of a suitable number of
parameters, we compared simulated soil solution concentra-
tions with measured concentrations in S4. We calculated the
mean absolute error between simulated and observed soil so-
lution concentrations at the six different depths where obser-
vations were available. However, we expected that the
simulated concentrations would deviate from the observed
concentrations in absolute numbers since the model simulates
flow weighted average riparian soil solution concentrations
for the entire catchment, while observed concentrations are
from a single profile. Consequently, we also wanted to com-
pare the relative dynamics of observed and simulated con-
centrations alone. The standard scores (Student’s t statistic)
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of simulated concentrations were compared to the standard
scores of observed concentrations:
ti ¼ xi  xs ; ð21Þ
where ti is the standard score of simulated or observed
[DOC] at time i, xi is observed or simulated [DOC] at time i,
x is the sample mean of observed or simulated [DOC], and s
is the sample standard deviation of observed or simulated
[DOC]. Though this procedure will corrupt differences in
mean and variance of observed and simulated concentra-
tions, it will retain the dynamics of the time series.
3. Results
3.1. Conditioning of RIMSTATIC
[39] RIMstatic predicted the general [DOC] variability for
1993–2006, but the model had a tendency to underestimate
during summer and fall, while it generally overestimated
during spring flood. Hence, it did not simulate the observed
seasonality in [DOC] variability. The BIAS of the 200 be-
havioral parameter sets was close to zero (0.21 to 0.26 mg
L1), while the mean E1,adj was 0.30 (standard deviation of
0.01) and the mean NSadj was 0.44 (standard deviation of
0.01). The distribution of NSadj was strongly skewed toward
higher values. The seasonal pattern was also visible when
investigating the residuals of the model with the highest per-
formance (Figure 3b). The GLUE residuals revealed the
same pattern, but they differed slightly in absolute numbers.
The results did not improve when the a and b parameters,
controlling the simulated lateral flow paths through the ri-
parian soil, were included in model conditioning.
[40] The performance within specific years was variable.
The E1,adj and NSadj of individual years did not reveal any
particular pattern over time or any correlation with, e.g.,
weather data. There was, however, a relationship between
the BIAS (R2 ¼ 0.45) and the MaxAE (R2 ¼ 0.31) with
total annual runoff. High runoff tended to result in large
positive bias and large maximum errors, while low runoff
resulted in smaller maximum errors and slightly negative
bias. All the behavioral parameter sets displayed a clear,
albeit nonlinear, correlation between the f and cd parame-
ters ( ¼ 0:99, p < 0.001).
3.2. Correlation Analysis
[41] In order to find possible drivers for the temporal
[DOC] variability we correlated RIMstatic residuals with a
Figure 3. Scatterplots of RIMstatic residuals against (a) back-calculated f parameters, (b) day of year,
(c) observed soil temperature at 30 cm below ground surface, and (d) antecedent flow (total flow in the
preceding 159 days). Red diamonds indicate a low-flow situation (low flow is defined as <25th percen-
tile), blue circles indicate high flow (high flow is defined as >75th percentile), and green squares indicate
medium flow (between the 25th and 75th percentiles).
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range of potential predictors. The highest correlations were
obtained for soil temperature and antecedent flow accumu-
lated over 159–168 days (Table 3 and Figures 3c and 3d).
Most of the explanatory variables correlated significantly
using both correlation methods. When applying RIMstatic,
the purpose was to filter out the discharge effect on [DOC]
variability, and indeed, discharge did not correlate signifi-
cantly with model residuals. The correlation between
model residuals and soil moisture was only significant at
5 cm (p < 0.05 for Spearman’s correlation), 30 cm (p <
0.05 for both Pearson’s and Spearman’s correlation), and
40 cm (p < 0.01 for Spearman’s correlation). However,
the distributions for soil moisture were nearly bimodal. In
addition, soil moisture (when the correlation was signifi-
cant) and sulfate were the only variables to correlate nega-
tively with the residuals. Soil temperature correlated
significantly at all depths, but the highest correlations were
obtained at different depths for different correlation meth-
ods. The highest Pearson’s correlation was achieved at
15 cm, while the highest Spearman’s  was obtained at
70 cm. The correlation between antecedent flow and
model residuals were similar for the two methods. The
total flow during 159 preceding days displayed the highest
r, while the highest  was obtained for the total flow dur-
ing 168 preceding days. Antecedent flow for the preceding
7 or 14 days correlated weakly with the residuals. Sulfate
has been hypothesized to affect both long-term and short-
term DOC concentrations [Clark et al., 2005; Evans et al.,
2006; Monteith et al., 2007], and we found sulfate to cor-
relate significantly with the model residuals. However, the
correlation was weaker than for soil temperature or ante-
cedent flow and seemed to be controlled by a few outliers
(not shown).
[42] The stepwise regression indicated a model where
only soil temperature, soil moisture, and antecedent flow,
in that order, could be considered to be significant predic-
tors. However there was considerable covariation between
some of the predictor variables (Table 4). Antecedent flow
(159 days) correlated with both soil moisture (r ¼ 0.31–
0.66, p < 0.001) and soil temperature (r ¼ 0.69–0.74, p <
0.001). Soil temperature (at all levels) only correlated with
soil moisture at 5 cm.
[43] The correlation between model residuals and fback
was high (r ¼ 0.88,  ¼ 0:97, p < 0.001), and there was a
clear linear relationship between the residuals and fback
(Figure 3a). The relationship was, however, heteroscedas-
tic; that is, the variance was not constant across the range
of values. This heteroscedasticity could explain why the
Spearman’s  revealed a higher correlation than the Pear-
son’s correlation method.
3.3. Dynamic RIM Candidates
[44] On the basis of the correlation analysis, only soil
temperature and antecedent flow could be considered to
be important variables. We proposed five dynamic RIM
structures based on these. The different models, which
could be considered to be different hypotheses about the
functioning of the system, are outlined as follows:
[45] 1. The RIMtemp model simulates a change in the
shape of the soil solution profile on the basis of variability
in soil temperature alone. Hence, the hypothesis is that soil
temperature is the sole driver of differentiated concentra-
tion changes in the riparian soil solution, which is reflected
as DOC variability in the stream. This is modeled as f being
dependent on soil temperature at 30 cm depth; that is,
f(t) in equation (9) takes the form f tð Þ ¼ 1;tempTsoil tð Þþ
0;temp.
[46] 2. The RIMant model is similar to RIMtemp, but the
variability is solely dependent on antecedent flow instead
of soil temperature. Hence, f is modeled as being dependent
on antecedent flow during the preceding 159 days (chosen
because it was the lag that gave the highest correlation to
the residuals) ; that is, f(t) takes the form f tð Þ ¼ 1;antPt159
i¼t Qi þ 0;ant.
[47] 3. As in previous two models, RIMf simulates vari-
ability only by changing the shape of the soil solution pro-
file. The variability is driven by changes in both soil
temperature and antecedent flow. This is modeled as f
being dependent on antecedent flow during the preceding
159 days and soil temperature at 30 cm depth; that is, f(t)
takes the form f tð Þ ¼ 2;f
Pt159
i¼t Qi þ 1;f Tsoil tð Þ þ 0;f .
[48] 4. In the RIM, short-term variability can be simu-
lated by varying only the shape of the soil solution profile
(the f parameter) as in the first three models. It is, however,
also plausible that the base concentration (the cd parameter)
could vary in time, resulting in a change in depth-averaged
[DOC]. RIMcf1 simulates temporal variability by varying
both the shape of the soil solution profile and the base con-
centration. The hypothesis is that the change in profile
shape is driven solely by soil temperature and that the
change in depth-averaged [DOC] is driven by antecedent
flow. This is simulated as f being dependent on soil temper-
ature at 30 cm depth and cd being dependent on antecedent
flow during the preceding 159 days; that is, f(t) takes the
form f tð Þ ¼ 1;cf1Tsoil tð Þ þ 0;cf1, and cd(t) takes the form
cd tð Þ ¼ 1;cf1
Pt159
i¼t Qi þ 0;cf1.
[49] 5. RIMcf2 is similar to RIMcf1, but the shape of the
soil solution profile varies as a function of antecedent flow,
and the base concentration varies as a function of soil tem-
perature. This is modeled as f being dependent on anteced-
ent flow during the preceding 159 days and cd being
Table 3. Correlation Statistics Between RIMstatic Model Resid-
uals and Predictor Variablesa
Variable Pearson Spearman
fback 0.88 0.97
Air temperature 0.27 0.32
Precipitation 0.11 0.09
Discharge 0.09 0.02
Antecedent flowb 0.51 0.53
Soil temperaturec 0.54 0.46
Soil moistured 0.15 0.19
Sulfate concentration 0.33 0.34
aModel residuals are the differences between observed and RIMstatic-
predicted [DOC]. All values have significant correlation (p < 0.05) except
those for discharge.
bThe number is the highest correlation, which for the Pearson correlation
was for the accumulated flow over 159 days. The highest Spearman corre-
lation was for the accumulated flow over 168 days.
cNumbers indicate the highest correlation, which was at 15 cm for the
Pearson correlation and at 70 cm for the Spearman correlation.
dOnly significant at 5, 30, and 40 cm. Numbers indicate the highest cor-
relations, which was at 30 cm for the Pearson correlation and at 40 cm for
the Spearman correlation.
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dependent on soil temperature at 30 cm depth; that is, f(t)
takes the form f tð Þ ¼ 1;cf 2
Pt159
i¼t
Qi þ 0;cf 2, and cd(t) takes
the form cd tð Þ ¼ 1;cf2Tsoil tð Þ þ 0;cf2.
[50] Other models are, of course, possible, but faced
with so many possible model combinations, we made a
judgment of models that we felt most likely to improve per-
formance. Since we used linear functions in the models, we
chose soil temperature measured in the upper soil, which
correlated most strongly with the model residuals using
Pearson’s correlation. We did not use the soil temperature
at 5, 10, or 15 cm since these levels are always above the
groundwater table and are not hydrologically connected
with the stream. Instead, we used modeled soil temperature
at 30 cm.
3.3.1. Model Conditioning
[51] RIMstatic displayed the same residual pattern in
model conditioning for the period 2000–2006 as in the
whole period evaluation with overestimation during spring
flood and underestimation during summer and early fall.
Maximum E1,adj was 0.22, while the maximum NSadj was
0.42. The correlation between the f and the cd parameters
was high ( ¼ 0:99, p < 0.001), and the model was sensi-
tive to both parameters judging from the GSA.
[52] All dynamic versions of RIM performed better than
RIMstatic (Table 5 and Figure 4a), but there were differen-
ces among the different versions, with RIMtemp performing
best overall on average. All dynamic models both under-
predicted and overpredicted during spring flood. In the rest
of the year, there was no clear pattern judging from model
Table 4. Correlation Matrix for the Predictor Variables Used in the Correlation Analysisa
Q AQ (159) AQ (7) AQ (30) SO24 Air Temperature Precipitation
Q 1 0.33 0.85 0.46 20.43 0.46 0.01
AQ (159) 1 0.42 0.57 20.79 0.55 0.26
AQ (7) 1 0.62 20.45 0.48 0.15
AQ (30) 1 20.51 0.54 0.04
SO24 1 20.45 0.16
Air temperature 1 0.09
Precipitation 1
Soil Temperature
5 cm 10 cm 15 cm 30 cm 50 cm 70 cm
Q 0.21 0.21 0.21 0.22 0.22 0.24
AQ (159) 0.74 0.73 0.72 0.70 0.71 0.69
AQ (7) 0.25 0.25 0.25 0.26 0.26 0.26
AQ (30) 0.26 0.24 0.23 0.2 0.19 0.16
SO24 20.38 20.36 20.34 20.33 20.35 20.34
Air temperature 0.50 0.47 0.45 0.42 0.41 0.36
Precipitation 0.30 0.30 0.31 0.31 0.32 0.33
Soil temperature (5 cm) 1 1 0.99 0.98 0.98 0.95
Soil temperature (10 cm) 1 1 0.99 0.99 0.97
Soil temperature (15 cm) 1 1 0.99 0.97
Soil temperature (30 cm) 1 1 0.99
Soil temperature (50 cm) 1 0.99
Soil temperature (70 cm) 1
Soil Moisture
5 cm 15 cm 30 cm 40 cm 50 cm 60 cm
Q 0.60 0.45 0.53 0.68 0.38 0.19
AQ (159) 0.66 0.49 0.62 0.49 0.59 0.31
AQ (7) 0.60 0.42 0.53 0.66 0.38 0.16
AQ (30) 0.72 0.33 0.56 0.60 0.46 0.13
SO24 20.48 20.75 20.84 20.75 20.87 20.65
Air temperature 0.62 0.23 0.46 0.49 0.51 0.09
Precipitation 0.16 0.11 0.06 0.03 0.06 0.16
Soil temperature (5 cm) 0.63 0.13 0.2 0.14 0.23 0.05
Soil temperature (10 cm) 0.62 0.12 0.18 0.13 0.19 0.07
Soil temperature (15 cm) 0.61 0.11 0.16 0.13 0.17 0.07
Soil temperature (30 cm) 0.59 0.11 0.15 0.13 0.14 0.07
Soil temperature (50 cm) 0.58 0.15 0.18 0.15 0.15 0.02
Soil temperature (70 cm) 0.56 0.18 0.19 0.17 0.13 0.01
Soil moisture (5 cm) 1 0.33 0.46 0.55 0.36 0.02
Soil moisture (15 cm) 1 0.90 0.76 0.63 0.86
Soil moisture (30 cm) 1 0.83 0.77 0.82
Soil moisture (40 cm) 1 0.65 0.60
Soil moisture (50 cm) 1 0.60
Soil moisture (60 cm) 1
aThe correlation method is the Pearson’s method. Numbers in bold indicate significant correlation (p < 0.05). AQ means antecedent flow and is the
total flow during the preceding 159, 7, and 30 days, as indicated.
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residuals, except for RIMant, which tended to underpredict
during summer and fall. Both E1,adj and NSadj for RIMtemp
were higher than for RIMstatic. The highest E1,adj was 0.46,
while the maximum NSadj was 0.73. The median absolute
error (1.9 mg L1) and the percent error (13%) were sub-
stantially lower than for RIMstatic (2.6 mg L
1 and 18%).
All RIMtemp model parameters correlated with each other,
but the highest correlation was between the cd and 0 pa-
rameters ( ¼ 0:99, p < 0.001). In addition, the results of
the GSA indicated that the model was sensitive to all pa-
rameters, especially to the 0 parameter, i.e., the main de-
terminant of the shape of the soil solution profile.
[53] RIMant also performed better than RIMstatic but not
as well as RIMtemp. The maximum E1,adj was 0.40, while
the maximum NSadj was 0.61. The cd and 0 parameters
correlated strongly ( ¼ 0:98, p < 0.001), while the other
parameter combinations correlated weakly. RIMant was
sensitive to all the parameters, with the 0 parameter being
the most sensitive and 1 being the least sensitive.
[54] The maximum E1,adj for RIMf was 0.47, while the
maximum NSadj was 0.73. The highest parameter correla-
tions was between the cd and the 0 parameters ( ¼ 0:99,
p < 0.001) and between the 1 and the 2 parameters
( ¼ 0:76, p < 0.001). Results from the GSA indicated
that the model was sensitive to all the parameters, with the
0 parameter being the most sensitive.
[55] The RIMcf1 and RIMcf2 models had similar dynam-
ics in the conditioning period. The maximum E1,adj for
RIMcf1 was 0.46, and the maximum NSadj was 0.71. RIMcf2
had slightly higher maximum (E1,adj ¼ 0.47, NSadj ¼ 0.72)
and mean values (Table 5). All parameters for both models
correlated significantly, but the highest correlation was
between the 0 parameter and the 0 parameter for both
models ( ¼ 0:98, p < 0.001). According to the GSA,
RIMcf1 was sensitive to all the parameters. RIMcf2 was
insensitive to the 1 parameter but was sensitive to the
other parameters. Both models turned out to be most sensi-
tive to the 0 parameter, i.e., the main determinant of the
shape of the soil solution profile.
[56] None of the models performed better if the a and b
parameters for hydrology were included in the model con-
ditioning. The parameters of the different models were gen-
erally well constrained when the a and b parameters were
not included in the conditioning, indicating limited equifin-
ality (Figure 5).
3.3.2. Model Testing
[57] The results of testing the different RIM models for
the period 1993–1999 were similar to the results in the con-
ditioning period (Figure 4 and Table 6), with the exception
of the RIMant model, which performed relatively better in
the testing period. RIMtemp still had the highest average
performance (p < 0.05), and RIMstatic had the lowest
Figure 4. Model performance measured with the E1,adj
performance measure in (a) the conditioning period (2000–
2006) and (b) the test period (1993–1999).
Table 5. Performance of Different Versions of RIM in Model Conditioning Measured With the E1,adj and NSadj Performance Measures,
Maximum Absolute Error (MaxAE), Bias (BIAS), Median Absolute Error (MedAE), and Median Absolute Percent Error (PE)a
Model E1adj NSadj MaxAE BIAS MedAE PE
RIMstatic 0.20 (0.01) 0.41 (0.01) 21.5 (1.0) 0.03 (0.12) 2.63 (0.07) 17.6 (0.7)
RIMtemp 0.42 (0.03) 0.69 (0.03) 11.4 (1.3) 0.03 (0.32) 1.88 (0.16) 12.9 (1.2)
RIMant 0.36 (0.03) 0.57 (0.03) 16.9 (1.9) 0.05 (0.27) 1.95 (0.17) 13.1 (1.0)
RIMf 0.38 (0.05) 0.65 (0.04) 12.9 (2.2) 0.04 (0.39) 2.06 (0.28) 13.9 (1.8)
RIMcf1 0.34 (0.05) 0.58 (0.06) 16.0 (2.8) 0.01 (0.48) 2.12 (0.28) 14.4 (1.7)
RIMcf2 0.38 (0.04) 0.64 (0.04) 14.6 (2.6) 0.02 (0.33) 2.06 (0.27) 13.9 (1.6)
aAll values are averages of the performance of the 200 behavioral parameter sets with standard deviation give in parentheses. The unit for MaxAE,
MedAE, and BIAS is mg L1.
Figure 5. Model response to different parameter sets, so-
called dotty plots in generalized likelihood uncertainty esti-
mation (GLUE) terminology, for RIMtemp using perform-
ance measure E1,adj.
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average performance measured with the E1,adj, NSadj, and
MaxAE likelihood measures (p < 0.05) and according to
the median absolute error and the percent error. RIMant had
almost identical mean performance to RIMtemp on the basis
of E1,adj (Figure 4b), but it had lower performance when
measured with the other measures (p < 0.05). In addition,
RIMtemp and RIMant had mean BIAS closest to zero.
[58] The differences in E1,adj, NSadj, and MaxAE
between RIMf and RIMcf2 were not significantly different,
but the performance for both models was significantly
lower than for RIMtemp. It was also lower than RIMant for
E1,adj, but the differences in NSadj were not significant.
RIMcf1 did not perform as well as the other models, except
for RIMstatic, measured with E1,adj or NSadj (p < 0.05). The
difference in BIAS between RIMtemp and RIMant or RIMf
was not significant. In addition, BIAS for RIMf did not
reveal a significant difference to RIMtemp, RIMcf1, or
RIMcf2. RIMstatic had the most negative BIAS on average.
[59] Although RIMf, RIMcf1, and RIMcf2 did not perform
as well as RIMtemp on the basis of likelihood distribution
statistics, they had higher maximum performance measured
with E1,adj and NSadj (Figure 4b). Time series plots of
model predictions based on the RIMstatic and RIMtemp mod-
els are shown in Figure 6.
[60] All dynamic versions of RIM simulated soil solution
concentration profiles similar to observed data, as shown
for RIMtemp in Figure 7, and had lower mean absolute error
than RIMstatic (Table 7). RIMf and RIMtemp had the lowest
mean absolute error between observed and simulated soil
solution concentrations.
4. Discussion
[61] Seasonal variability of [DOC] in soils and streams is
commonly observed [Dawson et al., 2008; Fröberg et al.,
2006; Köhler et al., 2008; Lumsdon et al., 2005; Seibert
et al., 2009; Ågren et al., 2008b]. While much of the short-
term variability in [DOC] is dependent on discharge [Hope
et al., 1994; Laudon et al., 2004a], it is clear that there are
other important processes affecting the intra-annual DOC
dynamics. Unraveling the causes of this short-term vari-
ability is crucial to accurate simulation of [DOC] variability,
for example, under different climatic conditions.
[62] The results clearly show (Figure 6) that the effect
of flow pathways on DOC dynamics alone, as conceptual-
ized in RIMstatic, is insufficient to explain the observed var-
iability in DOC concentrations in the Västrabäcken stream.
Although the model could simulate much of the dynamics,
it missed the magnitude of the concentration increase of
many of the large-flow peaks during summer and fall
(Figure 3b). Many of the largest deviations occurred during
high-flow events such as spring flood or summer and fall
storms. These large residuals were consistent with the model
assumption that soil solution [DOC] increases exponentially
toward the soil surface. A deviation in the modeled soil so-
lution profile from the ‘‘real’’ profile will have a relatively
larger effect at high flow and high groundwater table posi-
tion than at low flow. Köhler et al. [2009] also showed that
a vertical shift of the flow paths in the riparian soil would
have significant effects on the DOC dynamics in the stream.
[63] The strong relationship between the back-calculated
f parameters, fback, and the RIMstatic residuals (Figure 3a)
indicated that if one could describe the variability in f, it
would be possible to reduce the residuals and improve the
simulation of stream DOC. Hence, it would seem realistic
to improve DOC modeling by varying f, i.e., the riparian
soil solution concentration profile, if one could identify the
underlying processes responsible for the variability in ripar-
ian soil solution [DOC]. The highest correlations between
RIMstatic residuals and our candidate drivers for [DOC] var-
iability were obtained for soil temperature and antecedent
flow. The stepwise regression also indicated that soil tem-
perature and antecedent flow were significant predictors of
the RIMstatic residuals. Incorporating functions of these
drivers in a dynamic RIM model structure improved model
performance substantially (Table 6 and Figure 4).
[64] Antecedent flow could have an effect on DOC dy-
namics through flushing of DOC stored in the soil [Boyer
et al., 2000; Hornberger et al., 1994]. However, one would
then expect antecedent flow during a short term (for
instance, 14 days) to be the most influential. On the con-
trary, we found that the cumulative flow during the preced-
ing 5 months (159–168 days) had the largest effect on
[DOC] variability, while the 14 day antecedent flow corre-
lated weakly. This could indicate a long-term moisture
effect on the production or mobilization of DOC [Christ
and David, 1996; Kalbitz et al., 2000]. The 159 day ante-
cedent flow also correlated with observed soil moisture
(r ¼ 0.66–0.31, p < 0.05). It is, however, known that, e.g.,
primary productivity in these systems is generally not lim-
ited by water availability [Bergh et al., 1999; Phillips et al.,
2001]. In addition, the antecedent flow covaried strongly
with soil temperature as well (Table 4). The antecedent
flow effect we found could thus have been an artifact
caused by a seasonal signal in the discharge data that coin-
cided with the soil temperature variability.
[65] Soil moisture has commonly been assumed to be an
important driver for DOC variability [Christ and David,
Table 6. Performance of Different Versions of RIM in Model Testing Measured With the E1,adj and NSadj Performance Measures, Max-
imum Absolute Error (MaxAE), Bias (BIAS), Median Absolute Error (MedAE), and Median Absolute Percent Error (PE)a
Model E1adj NSadj MaxAE BIAS MedAE PE
RIMstatic 0.27 (0.02) 0.42 (0.01) 30.8 (0.6) 0.59 (0.18) 2.99 (0.16) 23.6 (1.5)
RIMtemp 0.40 (0.03) 0.58 (0.03) 25.4 (1.2) 0.06 (0.37) 2.14 (0.23) 17.4 (2.0)
RIMant 0.40 (0.02) 0.56 (0.02) 27.6 (1.2) 0.07 (0.34) 2.18 (0.23) 18.1 (1.6)
RIMf 0.37 (0.05) 0.54 (0.05) 26.2 (1.6) 0.16 (0.48) 2.30 (0.31) 18.6 (2.4)
RIMcf1 0.33 (0.07) 0.51 (0.06) 27.7 (1.9) 0.28 (0.58) 2.61 (0.51) 21.5 (4.0)
RIMcf2 0.36 (0.05) 0.54 (0.05) 26.7 (1.8) 0.22 (0.42) 2.41 (0.33) 19.2 (2.6)
aAll values are averages of the performance of the 200 behavioral parameter sets with standard deviation given in parentheses. The unit for MaxAE,
MedAE and BIAS is mg L1.
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1996], and it was also indicated by the stepwise regression
analysis to be a significant predictor. However, it was not
incorporated in any of the models since the correlation with
model residuals was weak and often not significant. In
addition, the distribution of soil moisture was bimodal,
which artificially can give the impression of a strong corre-
lation, although the factual relationship is weak, especially
if using the Pearson’s correlation. The persistence of the
soil moisture could be even more important than the soil
moisture as such [Köhler et al., 2009].
[66] Recently, sulfate has been hypothesized to cause
both short-term [Clark et al., 2005] and long-term [Evans
et al., 2006; Monteith et al., 2007] variability in DOC con-
centrations. We found a weak negative correlation between
sulfate concentrations in the stream and model residuals,
which could support the sulfate influence on [DOC] vari-
ability. The relationship was, however, weak and controlled
by a few outliers, which makes further interpretation diffi-
cult. Additional exploration revealed that when soil temper-
ature is accounted for, no significant effect of sulfate on
[DOC] variability remained (data not shown). This could
be a result of sulfate correlating with both discharge and
soil temperature (Table 4).
[67] Although all the dynamic versions of RIM per-
formed better than RIMstatic, there were differences among
the models. The results revealed that models where only
the shape of the soil solution profile varied had, on average,
higher performance than models where both the shape and
the depth-averaged soil [DOC] varied (Figure 4). The high-
est average performance was achieved with RIMtemp,
where variability in the modeled soil solution profile was
only dependent on soil temperature. The variability in
RIMtemp-simulated soil solution concentrations was also
more similar than RIMstatic-simulated concentrations to
observed variability in riparian soil [DOC] (Figure 7).
Since the soil solution data were not used in conditioning
the models, this could be taken as evidence for the model
simulating stream [DOC] for the right reasons. RIMant (in
which the variability in soil solution profile was dependent
on the 159 day antecedent flow) performed considerably
better than the static model but not as well as RIMtemp.
These results suggest that soil temperature is the main
driver for the variability in soil solution [DOC]. Allowing
the soil solution profile to vary on the basis of both soil
temperature and antecedent flow (RIMf) did not improve
model results, which is expected given the correlation of
soil temperature with the 159 day antecedent flow. Allow-
ing the base concentration, i.e., the depth-averaged soil so-
lution concentration, to vary (RIMcf1 and RIMcf2) did not
improve model results on average either. This could be a
Figure 6. Time series plot of observed and simulated DOC concentrations in Västrabäcken using
(a) RIMstatic and (b) RIMtemp. (c) Time series plot of observed discharge in Västrabäcken. The solid line
in Figures 6a and 6b is the median of all 200 top-performing parameter sets, the gray area is the uncer-
tainty bounds using the same parameter sets, and circles are observed concentrations. The flat-looking
area in the beginning of 1996 is caused by a lack of discharge data because of malfunctioning equipment.
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result of the observed covariation between soil temperature
and antecedent flow, but the results also indicate that the ri-
parian soil [DOC] variability is sufficiently captured by
modeling the shape of the profile alone (Figure 7). That
said, it is interesting to see that the performance differences
among the dynamic models are small. Since RIMtemp has
the highest performance on average and with just one pa-
rameter more than RIMstatic, it is the most parsimonious
hypothesis for the functioning of the system.
[68] RIMf, RIMcf1, and RIMcf2 had higher maximum val-
ues for E1,adj (Figure 4b), indicating that those models could
perform better than RIMtemp if only the parameter space
were covered in finer detail. Also, the variance in the likeli-
hood measures was higher for the models with more param-
eters. This could be a result of the higher dimensionality of
the parameter spaces of these models compared to models
with fewer parameters. Adding an extra parameter, say from
n to n þ 1 parameters, would actually require an i1/n (i being
the number of iterations for n parameters) increase in the
number of iterations in the Monte Carlo simulation to cover
the parameter space in equal detail. However, changing the
number of iterations by an order of magnitude (from 20,000
to 200,000) increased the maximum NSadj for RIMf by
about 1%, so we believe that the results in Figure 4 are a
fair summary of the performance of the different models.
[69] There would be an advantage to use a model with
fewer parameters if computer resources are scarce or costly
besides the problem with overparameterization. The strong
correlation between some of the parameters in the different
models indicated that a more efficient sampling scheme than
random sampling could be employed in the Monte Carlo
simulation. One method could be to use a copula approach
[Beven, 2008], which probably would be computationally
Figure 7. Standard scores of observed (circles), RIMstatic-simulated (dashed line), and RIMtemp-simu-
lated (solid line) DOC concentrations in riparian soil solution at (a) 10, (b) 25, (c) 35, (d) 45, (e) 55, and
(f) 65 cm depth.
Table 7. Mean Absolute Error (MAE) Between Observed and
Simulated Soil Solution Concentrations for the Different Versions
of RIMa
Model MAE
RIMstatic 16.9
RIMtemp 13.4
RIMant 15.2
RIMf 13.1
RIMcf1 16.6
RIMcf2 15.6
aAll values are mean values for all sampling occasions at all depths. The
unit for MAE is mg L1.
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more efficient. It remains to be shown, however, if the pa-
rameter correlations are dependent on the time periods and
catchment used in conditioning and testing of the models.
[70] Although the performance improved with the addi-
tion of a function of soil temperature to RIM, the models
still did not perform well in some periods (Figure 6b). This
could be due to large uncertainties in observed and mod-
eled input data or evaluation data. It could also be a timing
issue where the time resolution of input data (daily) is too
coarse to fully correspond to the short-term temporal vari-
ability in [DOC] revealed by the ‘‘snapshots’’ in time repre-
sented by the grab samples. However, a more conceivable
explanation would be shortcomings in the model structure.
RIM is a simplified model ignoring many of the processes
that are thought to be important for DOC dynamics. These
include, for example, ionic strength and pH effects on or-
ganic carbon solubility [Evans et al., 2008; Monteith et al.,
2007], sorption dynamics in the soil [Jardine et al., 1989],
microbial degradation [Berggren et al., 2007], and topo-
graphic effects on the [DOC] variation in the stream. We
also used the effective model parameter values and there-
fore assumed a homogeneous distribution of riparian con-
centrations of organic carbon and groundwater flow in the
catchment. In doing this we ignored the spatial variability
and any possible ‘‘hot spots’’ for organic carbon export
[Vidon et al., 2010]. Temporal changes in the dominant
source area have previously been suggested as explanations
for temporal [DOC] variability [Laudon et al., 2004a;
Ågren et al., 2008a]. We used RIM as a lumped model, but
it is possible to use RIM as a distributed model to account
for spatial variability [Grabs, 2010]. Future development of
the RIM concept would probably benefit from a representa-
tion of spatial heterogeneity in riparian soil solution con-
centrations and a representation of ionic strength effects on
organic carbon dynamics. It is also of uttermost importance
to test the RIM concept in more catchments with different
landscape characteristics and climate.
[71] We see the major value of the RIM approach in effi-
ciently accounting for flow effects with a physically mean-
ingful conceptual structure to facilitate more refined analyses
of the data. An excellent example of this is the analysis by
Ågren et al. [2010], who calibrated RIMstatic to a decade of
spring floods to remove flow effects. They then used multi-
variate analysis on the residuals to identify how the weather
conditions during the preceding winter and growing season
influenced the interannual variability in spring flood DOC.
This control on what happens during a few weeks of the year
would be difficult to identify when working with overall per-
formance for the entire year. However, we think that this
study has shown that RIM is a useful tool to explore controls
on stream water chemistry also at longer time scales.
[72] One should, of course, be careful about drawing too
large conclusions about mechanistic causes from a modeling
study. However, considering the different models as hypoth-
eses about the system, one could speculate about the mecha-
nisms behind the soil temperature effect on [DOC] in the
soil and stream water. Soil temperature has been shown to
affect the production as well as the degradation of DOC
[Christ and David, 1996; Kalbitz et al., 2000]. However,
laboratory experiments have also indicated that there is no
temperature effect on the extraction of DOC from soil sam-
ples [Jones and Willett, 2006]. This suggests that there may
be some other processes, which are either sensitive to or just
correlated in time with soil temperature variability, that are
responsible for the seasonal signal in the [DOC] dynamics
and not soil temperature as such. DOC production in soils
has been hypothesized to be controlled by photosynthesis
[Giesler et al., 2007] as well as microbial degradation of or-
ganic matter [Kalbitz et al., 2000], both of which are
affected by temperature. In addition, the results in this study
indicated that there is substantial variation in model per-
formance in winter months (Figure 3c). This variability can-
not be attributed to soil temperature variability because soil
temperature is nearly constant during that period of the
year. The largest residuals in winter months are probably
during the spring flood, as indicated by the flow regimes
(high and medium flows; see Figure 3). A possible cause of
these deviations could be the severity of the winter, as
shown by Ågren et al. [2010].
[73] Air temperature and runoff are expected to increase
in many boreal areas in the future [Andreasson et al., 2004;
Kjellström et al., 2011]. However, having this temperature
rise be reflected in the soil temperature conditions is depend-
ent on other factors such as snow cover extent. Increased
future runoff has been hypothesized to lead to higher DOC
concentrations in boreal surface waters [Erlandsson et al.,
2008], but should the future bring higher soil temperatures,
the results from this study indicate that [DOC] could increase
more than predicted from changes in discharge alone.
5. Conclusions
[74] Here we show how the riparian flow-concentration
integration model (RIM), a simple dynamic model of ripar-
ian zone flows and concentrations, can be used to simulate
first- and second-order controls on stream water DOC. The
static RIM satisfactorily simulated the first-order hydrolog-
ical controls on stream water DOC but was unable to repro-
duce the seasonality in the DOC-discharge relationship that
is commonly observed in boreal systems. Adding a func-
tion of soil temperature in a dynamic RIM improved the
performance substantially, providing good simulations with
the first-order control of hydrology and second-order effect
of soil temperature on stream water DOC. While discharge
is the first-order control on organic carbon variability in
many streams and rivers, the results from this study indi-
cated that riparian soil temperature can serve as a proxy for
the seasonality of DOC-flow patterns in this boreal stream.
The RIM approach efficiently incorporates this second-
order effect and lays the groundwork for further elucidation
of the processes influencing the DOC dynamics. The
approach used in this study, the use of RIM to control for
flow-related changes in stream chemistry in order to reveal
other factors, may be a simple method to analyze and
model different constituents of stream water chemistry in
different types of catchments.
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