Abstract. The number F (h) of imaginary quadratic fields with class number h is of classical interest: Gauss' class number problem asks for a determination of those fields counted by F (h). The unconditional computation of F (h) for h ≤ 100 was completed by M. Watkins, using ideas of Goldfeld and Gross-Zagier; Soundararajan has more recently made conjectures about the order of magnitude of F (h) as h → ∞ and determined its average order. In the present paper, we refine Soundararajan's conjecture to a conjectural asymptotic formula and also consider the subtler problem of determining the number F (G) of imaginary quadratic fields with class group isomorphic to a given finite abelian group G. Using Watkins' tables, one can show that some abelian groups do not occur as the class group of any imaginary quadratic field (for instance (Z/3Z) 3 does not). This observation is explained in part by the Cohen-Lenstra heuristics, which have often been used to study the distribution of the p-part of an imaginary quadratic class group. We combine heuristics of Cohen-Lenstra together with our refinement of Soundararajan's conjecture to make precise predictions about the asymptotic nature of the entire imaginary quadratic class group, in particular addressing the above-mentioned phenomenon of "missing" class groups, for the case of p-groups as p tends to infinity. Furthermore, conditionally on the Generalized Riemann Hypothesis, we extend Watkins' data, tabulating F (h) for odd h ≤ 10 6 and F (G) for G a p-group of odd order with |G| ≤ 10 6 . The numerical evidence matches quite well with our conjectures.
Introduction
Equivalently, which finite abelian groups G do not occur as H(d) ? The case where G (Z/2Z) r has classical connections via genus theory to Euler's "idoneal numbers," and it follows from work of Chowla [6] that for every r 1, the group (Z/2Z) r does not occur as the class group of any imaginary quadratic field. Later work of various authors ( [5] , [40] , [15] ) has shown that (Z/nZ) r does not occur as an imaginary quadratic class group for r 1 and 2 ≤ n ≤ 6 (in fact, Heath-Brown showed that groups with exponent 2 a or 3 · 2 a occur only finitely many times.) Moreover, (Z/nZ) r does not occur for n > 6 and r n 1 assuming the Generalized Riemann Hypothesis (cf. [5, 40] ); in fact they show that the exponent of H(d) tends to infinity as d → −∞.
Due to the possible existence of Siegel zeroes, the unconditional results mentioned above are ineffective. To find explicit examples of missing class groups, one can undertake a brute-force search using tables of M. Watkins [39] , who used the ideas of Goldfeld and Gross-Zagier to give an unconditional resolution of Gauss' class number problem for class numbers h ≤ 100. Such a search reveals that none of the groups Question 1.3. Given an integer h > 0, for how many fundamental discriminants d < 0 is |H(d)| = h? Questions 1.1, 1.2, and 1.3 appear to be beyond the realm of what one can provably answer in full with current technology. In this paper, we combine the heuristics of Cohen-Lenstra with results on the distribution of special values of Dirichlet L-functions to give a conjectural asymptotic answer to Question 1.3, for h odd. (For this we only use the Cohen-Lenstra heuristic to predict divisibility properties of class numbers.) Further, using this conjectured asymptotic answer, we use the Cohen-Lenstra heuristic to predict the p-group decomposition of H(d) and obtain a conjectured asymptotic answer to Question 1.2 in the case where G is a p-group for an odd prime p. (We believe that similar results hold for composite class number, though here one must be careful in how limits are taken; for instance with some groups of order p n1 1 p n2 2 , p 1 fixed and p 2 tending to infinity is very different from p 1 and p 2 both tending to infinity.) In particular, regarding Question 1.1, we establish a precise condition on the shape of an abelian p-group which governs whether or not it should occur as an imaginary quadratic class group for infinitely many primes p. For instance, our conjecture predicts that the group Z pZ 3 should appear as a class group for only finitely many primes p (in fact, quite likely for no primes p at all; cf. Conjecture 1.10 in Section 1.1.1), whereas the two groups Z p 3 Z , Z p 2 Z × Z pZ should occur as a class group for infinitely many primes p.
Given a positive integer h we set Thus for instance F(1) = 9, which is the statement of the Baker-Stark-Heegner theorem on Gauss' class number 1 problem for imaginary quadratic fields. Given a fixed finite abelian group G, we consider the refined counting function F(G) := |{fundamental discriminants d < 0 : H(d) G}|, so that F(h) = |G|=h F(G), where the sum runs over isomorphism classes of finite abelian groups of order h. The Cohen-Lenstra heuristics suggest that, for any finite abelian group G of odd order h, the expected number of imaginary quadratic fields with class group G is given by ( 1.3)
The first factor P (G) may be evaluated explicitly, whereas the second factor F(h) is more delicate. K. Soundararajan has conjectured (see [36, p. 2] ) that
We refine Soundararajan's heuristic, sharpening (1.4) to a conjectural asymptotic formula, which involves certain constants associated to a random Euler product. Let Y = {Y(p) : p prime} denote a collection of independent identically distributed random variables satisfying Y(p) := 1 with probability 1/2 −1 with probability 1/2 and let
denote the corresponding random Euler product, which converges with probability one. Define the constant
as well as the factor (defined for odd h)
as h −→ ∞ through odd values. (Here E denotes expected value.) Conjecture 1.4 is developed from the Cohen-Lenstra heuristics together with large-scale distributional considerations of the special value L(1, χ d ). The former can be viewed as a product over non-archimedean primes; the latter as an archimedean factor -in a sense our prediction is a "global" (or adelic) generalization of the Cohen-Lenstra heuristic, somewhat similar to the Siegel mass formula.
More precisely, motivated by the Cohen-Lenstra heuristic we introduce a correction factor that considers divisibility of h by a random odd positive integer (for instance a random class number is divisible by 3 with conjectural probability
and this suggests a correction factor of 1 −
/(1/3) whenever 3 divides h). We remark that the Cohen-Lenstra heuristics have often been applied to give a probabilistic model governing the p-part of a class group, for a fixed prime p (see for instance [8, Section 9] ). By contrast, the precise asymptotic predicted by Conjecture 1.4 involves applying these considerations for all primes p (including the archimedean prime).
The relevant information about the distribution of L(1, χ d ) is implicit in the following theorem, which gives the analogue of [36, Theorem 1] averaged over odd values of h. Theorem 1.5. Assume the Generalized Riemann Hypothesis. Then for any ε > 0, we have
Remark 1.6. In fact, our analysis (cf. Section 4) yields the more accurate approximation
where
(1.8)
Without this higher order expansion we have a relative error of size O(1/ log h); since we only have data for odd h ≤ 10 6 , the higher order expansion is essential to get a convincing fit to the observed data.
With the aid of a supercomputer and assuming GRH, we have computed F(h) and F(G) for all odd h < 10 6 and all p-groups G of odd size at most 10 6 . (For more details, see Section 6.) This provides us with numerical evidence in support of Conjecture 1.4. Below we give some samples 1 of computed values F(h) (conditional on the GRH) compared to the values predicted by Conjecture 1.4, rounded to the nearest integer. We also list the relative error (F(h) − pred(h))/ pred(h) given as a percentage, where For large h the prediction seems fairly good as the relative error very often is smaller than 1%. To gain further insight, we study the fluctuations in the difference between the observed data and the predictions, normalized by dividing by the square root of the prediction (it is perhaps not a priori obvious, but with this normalization the resulting standard deviation is close to one in many circumstances). More precisely, we make a histogram of the values of
pred(h) for various subsets of the (odd) integers. For notational convenience, we shall let µ and σ denote the mean and standard deviation, respectively, of the observed data in each plot. Interestingly, the probability distribution appears to be bimodal. A closer inspection of the table above indicates a small positive bias for h that are divisible by three. Separating out (odd) h according to divisibility by three, or not, results in the following two histograms: The curve (red in color printouts and online) in the first plot is a Gaussian probability density function with mean and standard deviation fitted to the data -the first plot appears to be Gaussian, whereas the second clearly is not.
Also note that (after our normalization), the effect of three divisibility is quite pronounced -the shift in the mean value is of order of magnitude a standard deviation.
By further separating h ≡ 0 mod 3 into subsets according to the exact power of three that divides h, we obtain distributions that appear Gaussian; for comparison, we again plot a (red) curve giving the probability density function for a Gaussian random variable with the same mean and standard deviation as the observed data. (Note that there is a significant shift in the mean, whereas the standard deviation is close to one.) The exact nature of this "three divisibility bias" is unclear, but inspired by the slow convergence in the Davenport-Heilbronn asymptotic
(here H(d) [3] denotes the 3-torsion subgroup of H(d)) we can slightly adjust c(h) to remove most of this bias and obtain a more accurate prediction pred (h). (Essentially we examine the exact power of three divisibility of h and adjust to the data, see Section 4.2 for more details.) With this adjustment, the fluctuations for
(for the full set of odd h) is quite close to a Gaussian.
2 In fact, a negative second order correction to (1.10) of size X 5/6 was recently obtained by T. Taniguchi and F. Thorne [37] and also independently by M. Bhargava, A. Shankar and J. Tsimmerman [4] . However, compared to the fitted Gaussian, the histogram is slightly more peaked, and has less mass in the tails. If we remove integers being divisible by 3 4 this effect is reduced and we get an improved fit to a Gaussian. We now return to our discussion of the quantity F(G).
To make precise what we mean by the shape of an abelian p-group, recall the bijection
Using (1.2) in conjunction with Conjecture 1.4, and evaluating each factor asymptotically, we are led to the following conjecture. Given a partition
is cyclic if and only if c(λ) = n; thus c(λ) provides a measure of how much G λ (p) deviates from being cyclic. Conjecture 1.7. Fix n ∈ N and a partition λ of n. Then F(G λ (p)) > 0 for infinitely many primes p if and only if c(λ) ≥ 0. More precisely, if c(λ) > 0 then as p → ∞ we have
where C is as in (1.5). If c(λ) = 0 then as x → ∞ we have 
In particular, lim n→∞ #{attainable partitions of n} #{partitions of n} = 0.
1.1. Numerical investigations of attainable groups. For families of p-groups with c(λ) > 0, we expect that many (if not all) groups should occur; in fact F(G λ (p)) should grow with p. On the other hand, there should be very few (if any at all) in case c(λ) < 0 -we call these groups "sporadic".
In this section, we present numerical evidence supporting Conjecture 1.7 based on our computer computation of F(G), conditional on GRH, for all p-groups G of odd size at most 10 6 . (See Section 6 for details regarding the computation.) 1.1.1. Numerics on F(G λ (p)). We give in the tables below 3 the value of F(G λ (p)) (conditional on GRH) for each odd prime p and each partition λ of some n ≥ 3, such that |G λ (p)| < 10 6 . To be precise: The second column in each table contains all partitions of n for some fixed n, ordered by decreasing cyclicity index c(λ), which itself is given in the leftmost column. The top row contains a list of all primes p such that p n < 10 6 , and under each p we list the values of F(G λ (p)) corresponding to the partition λ in the same row. Whenever a partition is omitted from a table, then it is implied that all omitted values of F(G λ (p)) are zero. Groups occuring in rows corresponding to negative cyclicity index ("sporadic groups") are star/bold-marked for emphasis (also see Section 1. 
3881 86038 711865 5 (6, 1) 571 4259 17057 3 (5, 2) 58 177 372 1 (5, 1, 1) 7 7 6 1 (4, 3) Below we plot, for p ranging over odd primes, observed values We remark that each vanishing entry in the tables above corresponds to a "missing" group. In particular we see that the group (Z/pZ) 3 does not appear as the class group of a quadratic imaginary field for any prime 2 < p < 100. Based on a combination of heuristics and numerics, it is reasonable to conjecture that (Z/pZ) n does not occur for any odd prime p and any n ≥ 3.
Conjecture 1.10. For p odd, there are no elementary abelian p-groups of rank at least 3 which occur as the class group of an imaginary quadratic field.
Indeed, by (1.2) and Conjecture 1.4, together with the observed (GRH-conditional) fact that no (Z/pZ) n occurs as an imaginary quadratic class group for p n ≤ 10 6 , we may bound the expected number of counterexamples by
Since the right-hand sum can then be bounded by 10 −4 , Conjecture 1.10 is heuristically justified. Finally, we observe that none of the groups G λ (p) of odd size < 10 6 with c(λ) > 0 are missing.
1.1.2. Sporadic groups in negative cyclicity index case. As just indicated with bold/star-marks in the tables, each of the groups
occurs exactly once as an imaginary quadratic class group, even though c(λ) < 0 for each corresponding partition λ. From the point of view of Conjecture 1.7, these examples may be regarded as "sporadic," since conjecturally they do not belong to an infinite family. 13 The limited data seems to support intermediate behaviour.
One may ask how well our prediction of F(G), using equation ( 
(this is essentially genus theory together with Siegel's lower bound on the class number; if H(d) has two rank r, then d has at least r − 1 distinct prime factors). In particular, for any fixed > 0 there are only finitely many imaginary quadratic class groups
Weaker bounds are known for the size of the three torsion part; in [11] Venkatesh and Ellenberg (improving on Helfgott and Venkatesh [16] and Pierce [29] ) show that
From this and the (GRH-conditional) lower bound d The problem of realizing a given abelian group as an imaginary quadratic class group may be viewed in the context of the following broader questions. Question 1.11. Given a finite abelian group G, does there exist a number field K for which the ideal class group of K is isomorphic to G?
The answer to this problem is believed to be yes (one ought to be able to take K to be a real quadratic extension of Q) but the problem is open in general, in spite of various partial results. G. Cornell [9] proved that every finite abelian group occurs as a subgroup of the ideal class group of some cyclotomic field, and Y. Yamamoto [42] proved that, for any n ≥ 1, there are infinitely many imaginary quadratic fields whose class group contains (Z/nZ) 2 as a subgroup. We note that Ozaki [26] has shown that any (possibly non-abelian) p-group occurs as the maximal unramified p-extension of some number field F .
Further broadening our perspective, we may also ask: Question 1.12. Given an abelian group G, does there exist a Dedekind domain D for which the ideal class group of D is isomorphic to G?
In [7] , Claborn answered this question in the affirmative; Leedham-Green subsequently showed that the Dedekind domain D can be taken to be a quadratic extension of a principal ideal ring.
Finally, we remark that the Cohen-Lenstra heuristics apply to a broader class of situations where finite abelian groups arise as co-kernels of random sub-lattices of Z n . For instance, [10] contains average results on the group of Z/pZ-rational points of an elliptic curve which are consistent with the Cohen-Lenstra heuristics (of course the rank can be at most two in this setting), and (in much the same spirit as our present consideration of missing class groups) [2] considers the question of which finite rank 2 abelian groups occur as the group of Z/pZ-rational points of some elliptic curve E over Z/pZ.
1.3.
Outline of the paper. The organization is as follows: Section 2 covers the preliminary material on Cohen-Lenstra heuristics and the distribution of L (1, χ d ) . In Section 3, we prove Theorem 1.5. In Section 4, we develop heuristics which lead to Conjectures 1.4 and 1.7. In Section 5, we discuss partition generating functions and give a proof of Theorem 1.9. In Section 6, we sketch the techniques used to obtain the numerical evidence. We would like to thank Andrew Booker, Pete Clark, Henri Cohen, Noam Elkies, Farshid Hajir, Hendrik W. Lenstra, Steve Lester and Peter Sarnak for enlightening conversations on the topic.
Preliminaries
In this section, we briefly review relevant background material.
2.1. Cohen-Lenstra heuristics. When a finite abelian p-group G occurs in nature, its likelihood of occurrence is often found to be proportional to 1/| Aut(G)|. This suggests constructing a discrete probability measure µ on shows that this indeed the case, and is also useful for evaluating c.
Lemma 2.1. We have that
Proof. The first equation is [8, Cor 3.8, p. 40]; the second follows from the first by induction on n.
Let us set
By taking n −→ ∞ in Lemma 2.1, we see that one must take c = η ∞ (p) in order for µ(G p ) = 1. In the Cohen-Lenstra model, the probability of G occurring as the p-part of a class group is thus given by
Lemma 2.1 also has the following useful corollary. Here and later in the paper, we will also make use of the notation
Recall that by genus theory, we have
This observation explains the following notation, wherein P denotes any property of positive odd integers.
Prob(h satisfies P : h is an odd class number) := lim
Corollary 2.2. Assuming the Cohen-Lenstra heuristics, for any n ≥ 0 we have
Proof. The Cohen-Lenstra heuristics specify that Prob(p n h : h is an odd class number) = µ({G ∈ G p : |G| ≤ p n−1 }).
Together with Lemma 2.1, this gives the first equation, and the second equation follows from the first since Prob(p n h : h is an odd class number) is equal to Prob(p n | h : h is an odd class number) − Prob(p n+1 | h : h is an odd class number).
The class number formula and special values of L-functions.
Recall the class number formula, which in our context reads [36, p. 4] ) implies that, for |z| ≤ log x/(500(log log x) 2 ) and Re(z) > −1, we have
where E denotes the expected value. This leads to the average result
for any ε > 0 (see [36, Theorem 1] ). In the interest of establishing the appropriate constant in Conjecture 1.4, we will next prove Theorem 1.5, which is an analogue of (2.6) averaged over odd values of h.
The average of F(h) over odd values of h
In this section we prove Theorem 1.5, that is we develop an asymptotic formula for h≤H h odd F(h). By genus theory, the restriction for h ≥ 3 to be odd is equivalent to the condition that the associated discriminant d be prime. As an auxiliary result, we begin by proving the analogue of (2.5) over prime discriminants.
3.1. The distribution of L(1, χ) over prime discriminants. We now prove an asymptotic formula for the general moment of L(1, χ q ) averaged over q ∈ D (x). Our proof generally follows the methods used in [13, Theorem 2] , but the restriction to prime discriminants demands that we use a different probabilistic model than the model X introduced earlier. Indeed, Prob(X(p) = 0) = 1/(p + 1) corresponds to the probability that a random fundamental discriminant d ∈ D is divisible by the prime p, and one computes
On the other hand, the event p | q can happen at most once for q ∈ D , and so we replace X with Y, where we recall that Y(p) := 1 with probability 1/2 −1 with probability 1/2.
(3.1)
The corresponding random Euler product is then
We will also make use of the following estimate for the remainder term in the Chebotarev density theorem for quadratic fields. As an immediate corollary, one deduces the following analogue of the Polya-Vinogradov Theorem, which gives square-root cancellation of characters sums over prime values.
Corollary 3.2. Assume the Generalized Riemann Hypothesis for Dedekind Zeta functions of quadratic number fields. Then for n ∈ N which is not a square, we have
with an absolute implied constant.
The next theorem follows from Corollary 3.2, together with some technical lemmas from [13] . In particular, its proof will utilize several properties of the z-th divisor function d z (n) for z ∈ C, which is characterized by the equation
Further note that d z (n) is a multiplicative function, and for prime powers n = p a we have that
Theorem 3.3. Assume the Generalized Riemann Hypothesis and let ε > 0. Then, uniformly for |z| ≤ log x/(500(log log x) 2 ), we have
Proof. By Lemma 2.3 of [13] , for any Z ∈ R with Z ≥ exp (log q) 10 ) we have
(Note that, since we are assuming GRH, we may ignore any possible exceptional discriminants.) Thus we have
3)
The main term in our asymptotic comes from the subsequence n = m 2 ; the other values of n contribute to the remainder term. Indeed, for n = m 2 , we have
and the contribution of these terms to (3.3) is thus
(see [13, p. 1014] ), one finds that the contribution of the n = m 2 terms to (3.3) is thus
where we have used (3.2) together with the binomial series expansions of 1 + 1 p
. In order to handle the terms n = , we begin by inserting the result of Corollary 3.2 into the right-hand side of (3.3), obtaining
where we have used
n e −n/Z ≤ (log 3Z) k for any positive integer k and real number Z ≥ 2. One may adapt that argument to obtain a similar bound for
n e −n/Z log n by introducing the function log(t) := 2 if t < e 2 log t if t ≥ e 2 .
Note that, for any a 1 , a 2 , . . . , a k ∈ N we have
Furthermore, by estimating a discrete sum by a continuous integral we may see that, for Z large enough,
Using these facts together with the inequality
for Z large enough. Inserting this into (3.4) and taking Z = exp (log x) 10 , we obtain
This completes the proof of Theorem 3.3.
3.2. The proof of Theorem 1.5. We will largely follow the proof of [36, Theorem 1] with critical modifications in appropriate places; we include the details here for completeness. We make use of the smooth cut-off function
where the parameters c, δ > 0 will be specified soon. For any c, δ > 0 we have
Just as in [36] , by using [13, Theorem 4] , one obtains that
for any A > 0, where X := H 2 log log H. By the class number formula, (3.6) and (3.5), it follows that
We will now work with the main term in the middle above, which is
We will put c := 1/ log H and δ := 1/(log H) 1/2 . We furthermore set S := log X/(10 4 (log log X) 2 ) and decompose the above interval into
The second term is easily seen to be
For the integral over |s| ≤ S, we will use Theorem 3.3 to re-write the integrand in terms of the appropriate moment of L(1, Y) and then reinterpret H c,δ as a smooth cut-off function as in (3.5) . First note that the following equation follows immediately from Theorem 3.3 by partial summation:
Thus, (3.7) is equal to
Extending the integral to c+i∞ c−i∞
and managing the error, we find that
Inserting this into (3.8), we find that (3.7) is equal to
(3.9)
Now using [13, Proposition 1], we find that min
for any A > 0, and so we find that (3.9) becomes
Finally, using the asymptotic Li(x) ∼ x log x together with the calculation 
We find that the main term in the above expression fits the numerical data much better than the asymptotically equivalent formula given in Theorem 1.5, though it must be stressed that the corrections are of lower order than the error term. In the tables presented in Sections 1 and 6, the number listed under "predicted" refers to the higher order expansion of
given in (1.7). 
Denote the right-hand side by G(H). An average order of F is given by
With a high probability, we have log L(1, Y)/ log(πh) < 1 for large h, so the above can be approximated with
We will approximate this by keeping the first few terms in the innermost parentheses. In this regard, define
, and c 3 :
. Recall from (3.10) that c 0 = 15/π 2 . The constants c 1 , c 2 and c 3 may be calculated to arbitrary precision as follows.
where E L
. One may similarly show that Thus, taking the first four terms of (4.1), an approximation of F(h) for odd h is
However, this assumes that each number h occurs as h(d) with equal frequency, which is inconsistent with Corollary 2.2. We thus introduce the correction factor
In the above, in addition to using (2.3), we are also using Prob(h satisfies P : h is an odd integer) := lim
We emphasize that n = 0 is allowed in (4.7), and so the expression definingc(h) is an infinite product. Note that, heuristically at least, we have
Prob(p n h : h is an odd class number) = 1.
Noting thatc
we get Conjecture 1.4 by multiplying the average order (4.6) with the local correction factor (4.7).
Dampening the three divisibility bias.
Given an odd natural number h, let k ≤ 11 and n ≤ k − 3 be such that h ∈ [3 k , 3 k+1 ) and 3 
using our computed values of F(h) (see Section 6). As mentioned earlier, this three divisibility bias is connected to other recent work: Belabas [3] noted rather slow convergence in the Davenport-Heilbronn asymptotic average of H(d) [3] ; Roberts [31] later conjectured that this was due to a negative second order term of size X 5/6 (here the main term is of order X). Robert's conjecture was recently proved in [4, 37] .
4.3.
Heuristics for Conjecture 1.7. We now give heuristics supporting Conjecture 1.7. Let λ = (n 1 , n 2 , . . . , n r ) be a partition of n, so that n 1 ≥ n 2 ≥ · · · ≥ n r ≥ 1 (4.10) and n 1 + n 2 + · · · + n r = n, and let G λ (p) := r i=1 Z/p ni Z be the corresponding abelian group. By the assumption (1.2), the expected value of F(G λ (p)) is
The following proposition evaluates P (G λ (p)) explicitly. Let k be the number of distinct parts of λ, and let m 1 , m 2 , . . . , m k be the multiplicity of each distinct part. Thus, (4.10) reads
Proposition 4.1. With the notation just given, we have 12) where c(λ) is given by (1.11). In particular, as p −→ ∞, we have that This formula is classical, having appeared in a 1907 paper of A. Ranum [30] . For a more modern exposition, see [17] or [24] .
Inserting (4.13) together with Conjecture 1.4 into the right-hand side of (4.11), and observing that c(p n ) −→ 1 as p −→ ∞, we see that Conjecture 1.7 follows. In the case c(λ) = 0 we write
log(p n ) and use partial summation.
Attainable partitions are very rare
We now prove Theorem 1.9. To this end, let c n,r denote the number of attainable partitions of n into r parts. Work of Sellers ([33] , [34] ) leads to a generating function for the number of partitions of n which satisfy a certain type of linear inequality amongst their parts:
Theorem 5.1 ([33] , [34] ). The number of partitions λ = (n 1 , n 2 , . . . , n r ) of n into r non-negative parts satisfying the inequality n 1 ≥ r i=2 b i n i , for some non-negative integers b i with b 2 > 0, has generating function 1 (1 − x)(1 − x b2+1 )(1 − x b2+b3+2 )(1 − x b2+b3+b4+3 ) · · · (1 − x b2+b3+···+br+r−1 ) .
Applying this result to our context requires a slight modification, and leads to the following generating function for the attainable partitions. .
Proof. First, observe that by definition we require our partitions to be comprised of positive (rather than non-negative) parts. To accommodate this change, we use the easily-verified bijection between partitions of n into r non-negative parts satisfying the inequality b 1 ≥ r i=2 b i n i and partitions of n + r i=2 b i + (r − 1) into r positive parts satisfying the same inequality, given by (n 1 , . . . , n r ) → (n 1 + r i=2 b i , n 2 + 1, ..., n r + 1)
Thus the analogous generating function to Seller's above for partitions into positive parts is simply a shift of indices away, given by (1 − x)(1 − x b2+1 )(1 − x b2+b3+2 )(1 − x b2+b3+b4+3 ) · · · (1 − x b2+b3+···+br+r−1 )
.
