Abstract We establish a general theory of strong error estimation for numerical ap- 
Introduction
The case of multiplicative noise is more subtile and challengeable. For the d = 1, 2, 3-dimensional stochastic Allen-Cahn equation under periodic boundary condition driven by a multiplicative K ∈ N + -dimensional Wiener process β = (β 1 , · · · , β K ): and sharpened to h 1−ε for d ≤ 2 with an infinitesimal factor ε, under certain smooth and bounded assumptions on g : R → R (g(0) = 0) and the assumption that u 0 ∈ H 2 x . When g ∈ C 2 b (in the case K = 1), this convergence rate was improved to ) 2 ).
54
It is an interesting and difficult problem to generalize strong error estimations for 
Main Motivations

63
The proposed Question 1.1 is one of our main motivations for this study. In the finite dimensional case, provided that the drift function f satisfies one-sided Lipschitz continuity and polynomial growth conditions and the diffusion function g satisfies global Lipschitz condition (see Remark 2.5), it was shown in [15] that the drift-implicit
Euler scheme (i.e., the so-called backward Euler scheme) applied to the stochastic ordinary differential equation (SODE) du(t) = f (u(t))dt + g(u(t))dβ (t), (1.5) is stable and possesses the standard strong order 1/2. A general result for the infinite-64 dimensional case under the aforementioned conditions is still unknown and remains an open problem. This problem forms our second motivation for this study.
66
Our main purpose in the present paper is giving a general theory of strong error estimations for numerical approximations of SPDEs with a monotone drift which grows at most polynomially such that a similarity of the one-sided Lipschitz condition (1.2) holds. We focus on the following second order parabolic SPDE: du(t, x) = (∆ u(t, x) + f (u(t, x)))dt + g(u(t, x))dW (t, x), (1.6) on the physical time-space domain (t, x) ∈ R + × O, where O ⊂ R d (d = 1, 2, 3) is a bounded domain with smooth boundary. Eq. (1.6) is subject to the following initial value and homogeneous Dirichlet boundary condition:
(1.7)
Here the drift function f is only assumed to be of monotone-type with polynomial 67 growth which includes the case f (x) = x − x 3 for x ∈ R, g satisfies the usual Lipschitz 68 condition in infinite dimensional setting (see Assumptions 2.1-2.2), and {W (t) : t ≥
69
0} is an infinite dimensional Q-Wiener process in a stochastic basis (Ω , F , F t , P).
70
To study Eq. (1.6), we consider an equivalent infinite dimensional stochastic evolution equation (SEE) 
du(t) = (Au(t) + F(u(t)))dt + G(u(t))dW(t); u(0)
where A is the Dirichlet Laplacian, F and G are Nemytskiii operators associated to f and g, respectively; see Section 2.2 for details. We will use different settings for solutions of Eq. (1.8) taking advantage of these conveniences and show that they are essentially equivalent (see Lemma 3.2). Our first main purpose is to derive the optimal strong convergence rate of the drift-implicit Euler-Galerkin finite element scheme 
71
Besides the optimality of spatial Galerkin approximations, the last motivation is to construct a temporal higher order scheme for Eq. (1.8). To construct a higher order scheme for an SODE (1.5), a popular and impressively effective numerical scheme is the Milstein scheme based on Itô-Taylor expansion on the diffusion term. Recently, such infinite-dimensional analog of Milstein scheme had been investigated by [19] , [23] for SPDEs with Lipschitz coefficients which fulfill a certain commutativity type condition. Our second main purpose is to derive the sharp strong convergence rate of the Milstein-Galerkin finite element scheme 
Main Ideas and Results
73
The main aim in the present paper is to derive the optimal strong convergence rates 
81
To overcome the first difficulty, we combine semigroup framework and factor- Burkholder-Davis-Gundy-type inequalities are given in the last part.
144
Notations
145
Let T ∈ R * + = (0, ∞) be a fixed terminal time. For an integer M ∈ N + = {1, 2, · · · }, we 
) for s ∈ N + to denote the usual Lebesgue and Sobolev spaces, respectively; when q = 2, L 2 x is denoted by H. We will use Id to denote the identity operator on various finite dimensional or infinite dimensional Hilbert spaces such as R K×K for some K ∈ N + and H if there is no confusion. For convenience, sometimes we use the temporal, sample path and spatial mixed norm
) is used to denote the Banach space of bounded functions together with 150 its derivatives up to order s.
151
Denote by A : Dom(A) ⊂ H → H the Dirichlet Laplacian on H. Then A is the infinitesimal generator of an analytic C 0 -semigroup S(·) = e A· on H, and thus one can define the fractional powers (−A) θ for θ ∈ R of the self-adjoint and positive operator −A. LetḢ θ x be the domain of (−A) θ /2 equipped with the norm · θ (related inner product is denoted by ·, · θ ):
(2.1)
In particular, one hasḢ 0
The inner products (and related norms) of H and V are denoted by · (and ·, · ) and · 1 (and ·, · 1 ), respectively. In the case z ∈ V , the · H 1 x -norm and · 1 -norm of z are equivalent. Let V * =Ḣ −1
x . Then V * is the dual space of V (with respect to ·, · ); the dualization between V and V * is denoted by −1 ·, · 1 . We will need the following ultracontractive and smooth properties of the analytic C 0 -semigroup S for any t ∈ (0, T ], µ ≥ 0 and ρ ∈ [0, 1] (see, e.g., [33, Theorem 6.13 in Chapter 2]):
) denotes the space of bounded linear operators from
Let U be another separable Hilbert space and Q ∈ L (U) be a self-adjoint and nonnegative definite operator on U. Denote by
) the space of Hilbert-Schmidt operators from U 0 toḢ θ x for θ ∈ R + . The spaces U, U 0 and L θ 2 are equipped with Borel σ -algebras B(U), B(U 0 ) and B(L θ 2 ), respectively. Let W := {W (t) : t ∈ [0, T ]} be a U-valued Q-Wiener process in the stochastic basis (Ω , F , F t , P), i.e., there exists an orthonormal basis {g k } ∞ k=1 of U which forms the eigenvectors of Q subject to the eigenvalues {λ
and a sequence of mutually independent Brownian motions {β k } ∞ k=1 such that (see [12, Chapter 4]) 
Main Assumptions
3)
Throughout, we assume that
and thus the following frequently used Sobolev embedding holds (see Remark 3.2 for the source of this technique restriction):
R is perhaps the most important one in that a function f satisfying (2.3) with L f = 0
158
could be reduced to a monotone function by adding a linear perturbation.
159
From the one-sided Lipschitz condition (2.3) and the differentiability of f , we get
and
Here and what follows we use C to denote a generic constant independent of various discrete parameters which may be different in each appearance. By mean value theorem and the growth condition (2.4), it is clear that f grows as most polynomially of order (q − 1), i.e., 
160
Denote by q ′ the conjugation of q (i.e., 1/q ′ + 1/q = 1) and
x the Nemytskii operator associated with f , i.e.,
Denote by 
for some L f ∈ R and c ∈ R 
is also an Hilbert-Schmidt operator from H to U for any z ∈ H. Moreover, Cauchy-Schwarz inequality, in conjunction with the conditions (2.15) and (2.16), respectively, implies that 
for some constant C depending only on g 
the authors in [15, Theorem 5.3] proved that the backward Euler scheme deed, the assumption that f ∈ C 1 (R r ; R r ) which satisfies (2.21)
for any x ∈ R, from which we get (2.4) with q = 2 + l/2 ≥ 2. 
Formulations of Solutions
174
We recall the following definitions of the variational and mild solutions of Eq. (1.8).
175
The relation of these two types of solutions is given in [28, Appendix G]. We mainly 176 focus on a solution which is anḢ 1 x -valued, F t -adapted process. 
where S * F(u) and S ⋄ G(u) denote the deterministic and stochastic convolutions, respectively: martingale. In our applications, we will always take either H = R or H = H.
Then for any p ≥ 1 and any F -stopping time τ F there holds that
i.e., there exists two constants
Moreover, if N is continuous, then (2.24) also holds for p ∈ (0, 1).
A direct consequence of Lemma 2.1 applied to an H-valued continuous F tmartingale with N(0) = 0 is that for any p > 0 there holds that
If we take N(·) := · 0 Φ(r)dW (r) for certain integrand Φ, we get the following type of Burkholder-Davis-Gundy inequality for stochastic integral (see, e.g., [12, Theorem 4.36]):
for any p > 0 and any F t -adapted process Φ such that 
Then there exists a constant C = C(p) such that
E m ∑ i=0 Z i p 1 p ≤ C m ∑ i=0 E Z i p 2 p 1 2 .(2.
209
To apply the variational method, let us introduce the following Gelfand triple:
Then the embedding (2.6) yields that
being an increasing order. Let N ∈ N + and V N := Span{e 1 , · · · , e N }.
211
By the classical stochastic variational theory, see, e.g., [25] , one can prove that the equation
whose coefficients satisfy certain monotone and coercive conditions is well-posedness 212 in V ; see [27, Theorem 1.1] for similar result of Eq. (3.1) with more general data.
.
215
The following result shows that the above five conditions hold for 
Proof We first check that (3.2)-(3.6) hold true with
and p ≥ q. The first statement (3.2) follows from (2.11) and the embedding (2.6); (3.3) and (3.6) follow from the monotonicity (2.12) and the Lipschitz continuity (2.15). Indeed, we have
Similarly, (3.4) follows from (2.13) and (2.8):
To show (3.5), we use the dual argument and the embedding (2.6) to get
and thus Au + F(u)
which shows (3.5) with p ≥ q. Applying Lemma 3.1 and the assumption that u 0 ∈ 221 L p (Ω ;Ḣ 1 x ), we conclude that Eq. (1.8) exists a unique variational solution u which
223
It remains to show that the solution u is indeed continuous inḢ 1 x a.s. such that (3.7) holds. Let t ∈ (0, T ]. To lighten the notations, here and after we omit the temporal variable when an integral appears. Applying Itô formula to
By Assumptions 2.1-2.2 and the inequality (2.18), we have
Thus by Young inequality we get
is a real-valued continuous martingale, by the Burkholder-Davis-Gundy inequality (2.25), the inequality (2.18), Young and Hölder inequalities and the condition (2.16), we get an estimation of the stochastic integral in inequality (3.11):
Now taking L 1 ω L ∞ t -norm on both sides of inequality (3.11), we obtain 
On the other hand, by the embedding (2.6) and Young inequality, we get
which is bounded by (3.7) in Theorem 3. 
Proof Without less of generality, let 0 ≤ s < t ≤ T . By the mild formulation (2.23) and Minkovskii inequality, we get
where
The smooth property (2.2) and the estimation (3.7) yield that
(3.14)
For the second term II, by Minkovskii inequality, the ultracontractive and smooth properties (2.2), the embedding (2.6) and estimation (3.7) we have
For the last term III, by the Burkholder-Davis-Gundy inequality (2.26), the conditions (2.15)-(2.16), the smooth property (2.2) and the estimation (3.7), we get
Combining the above estimations (3.14)-(3.16), we conclude (3.13).
Next, we study the trajectory Sobolev regularity for the solution u of Eq. (1.8). there is no illustration to avoid tedious calculations; a similar argument can handle the 257 case of random initial data which possess finite, sufficiently large p-order moments.
258
The main tool is the following factorization formulas for deterministic and stochastic convolutions:
where α ∈ (0, 1) and 
259
To this purpose, we need the following characterization about the convolution operator R α defined by
It is a natural generalization of [12, Proposition 5.14] and thus we omit the details. 
(3.20)
Proof Let p > 2 and α ∈ (1/p, 1/2). For any γ ∈ [0, 1), Minkovskii and Young inequalities yield that
Then we get by the growth condition (2.4), the embedding (2.6) and the estimation (3.7) that
For the stochastic convolution, we use the factorization formula (3.18). By the growth condition (2.16), we have
Thus Lemma 3.3 with ρ = 1 and
Combining the estimations (3.21)-(3.22) with the standard estimation for S(·)u 0 that 
Proof The proof of Proposition 3.1 and the embeddingḢ
Combining the estimation (3.25) with the estimation (3.7), we derive (3.24). 
(3.26)
Proof We assume that β ∈ (0, 1/2), while the inequality (3.26) for β = 0 is trivial.
Recall that for β ∈ (0, 1/2) the spaceḢ β coincides with the Sobolev-Slobodeckij space W β ,2 whose norm is defined by
Then by mean value theorem, the growth condition (2.4), the embedding (2.6) and Young inequality, we get
This completes the proof of (3.26). 
(3.27)
Then the solution u of Eq.
Proof By Young inequality, the factorization formula (3.17) and Lemma 3.4, we get for p > 1, 1/p < α < 1 and β ∈ (0, 1/2) that
As a result of Lemma 3.3 with ρ = β = 5/p (let p > 10) and
For the stochastic convolution S ⋄ G(u), let α ∈ (1/p, 1/2). The condition (3.27) and the estimation (3.20) yield that
Taking for example p > 4/θ > 4 and α = 1/2 − 1/p such that α ∈ (1/p, 1/2) and 2α − 2/p + 1 + θ > 2, we obtain by Lemma 3.
The above inequality, in combination with (3.29) and (3.23) with γ = 1 shows (3.28).
276
Remark 3.3 One could not expect that u
2. This is due to the restriction of the regularity for the stochastic convolution. For the additive noise case the equivalent assumption (−A) 1/2 Q 1/2
HS(H,H) < ∞ in Remark 2.4 is not sufficient to ensure that
In fact, one can find a counterexample that Q = (−A) −α for some α ∈ R. Then
which is convergent for t ∈ (0, T ] if and only if
However, the assumption (−A) 
Proof Without less of generality, let 0 ≤ s < t ≤ T . We use similar idea from Theorem 3.2 to show (3.30):
The smooth property (2.2) and the estimation (3.20) imply that
For the second term II 1 , by the ultracontractive property (2.2), the embedding (2.6) and the estimation (3.7) we have
(3.32)
For the last term III 1 , by the Burkholder-Davis-Gundy inequality (2.26), the conditions (2.15)-(2.16) and (3.27), the smooth property (2.2) and the estimations (3.7) and (3.20), we get
Combining the above estimations (3.31)-(3.33), we conclude (3.30).
4 Euler-Galerkin Scheme
284
Our main aim in this section is to give a Galerkin finite element based fully discrete 285 scheme and derive its optimal strong convergence rate. The proof of Theorem 1.1 is 286 given at the end of Section 4.2.
Drift-implicit Euler-Galerkin Finite Element Scheme
288
In this part, we use a Galerkin finite element based fully discrete scheme to discretize 289 Eq. (1.8) and show its solvability and a uniform a priori estimation of the approximate 290 solutions.
291
Let h ∈ (0, 1), T h be a regular family of partitions of O with maximal length h, and V h ⊂ V be the space of continuous functions onŌ which are piecewise linear over the triangulation T h and vanish on the boundary ∂ O. Let A h : V h → V h and P h : V * → V h be the discrete Laplacian and the generalized orthogonal projection operator, respectively, defined by
Taking u ∈ H and v h = P h u in (4.2) and using Cauchy-Schwarz inequality implies the following H-contraction property of P h :
The finite element approximation for Eq. (1.8) is to find an F t -adapted V h -valued process {u h (t) : t ∈ [0, T ]} such that the following variational equality holds for any
To complement (4.4), we set the initial datum to be u h (0) = P h u 0 . Then the finite element approximation (4.4) is equivalent to
Let M ∈ N + and {(t m ,t m+1 ] : m ∈ Z M−1 } be an equal length subdivision of (0, T ] with temporal step-size τ = t m+1 − t m for each m ∈ Z M−1 . The drift-implicit Euler (DIE) scheme of the finite element approximation (4.5) is to find a V h -valued discrete process {u m h : m ∈ Z M } such that 
294
It is clear that the DIEG scheme (DIEG) is equivalent to the following compact scheme:
with initial datum u 0 h = P h u 0 , where S h,τ := (Id − τA h ) −1 is a space-time approximation of the continuous semigroup S in one step. Iterating (4.6) for m-times, we obtain
Throughout we take τ ∈ (0, 1) when L f ≤ 0 and τ < 1/(4L f ) when L f ∈ R * + . We 295 begin with the solvability of the fully discrete scheme (DIEG) and a uniform a priori 296 estimation for the DIEG scheme (DIEG). 
DIEG). Then there exists a constant C = C(T, p) such that
(4.8)
on (DIEG), we obtain by integration by parts, the condition (2.13)
Taking expectation on both sides of the above inequality and using the independence between G(u m h )δW m and u m h , Cauchy-Schwarz inequality and Itô isometry, we get
The elementary identity
Substituting the above equality into (4.9), we get by the condition (2.15) that
Summing over m ∈ Z l−1 with l ∈ Z M , and using the properties of the L 2 -projection, we obtain
We conclude (4.8) by discrete Grönwall inequality.
Strong Convergence Rate of DIEG Scheme
299
In this part, we give the optimal strong convergence rate of the DIEG scheme (DIEG).
300
Denote by E h,τ (t) = S(t) − S 
(4.14)
To estimate the solution u of Eq. (1.8) and u m h , we introduce the auxiliary process
for m ∈ Z M−1 , where the terms u i+1 h and u i h in the discrete deterministic and stochastic convolutions of (4.7) are replaced by u(t i+1 ) and u(t i ), respectively. We start with the following uniform boundedness of
x , which can be shown in view of the boundedness (3.7) and Lemma 4.3: 
S(t m+1 − r)F(u(r))d(r)
we get
In the sequel we treat the above three terms one by one.
311
The estimation (4.10) with µ = ν = 1 + γ yields that
To deal with the second term, we decompose it into the following two terms:
Similarly to (3.9), we have by the embedding (2.6) that
By Minkovskii inequality, the uniform boundedness (2.2), the dual estimation (4.20) and the Hölder estimate (3.13), we get
Applying Minkovskii inequality and using (4.10) with µ = 1 + γ with γ ∈ [0, 1) and ν = 0, the embedding (2.6) and the estimations (3.7), we derive
Combining the above two estimations implies that
The last term J m+1 3
can be decomposed as
Applying both the discrete and continuous Burkholder-Davis-Gundy inequalities (2.27) and (2.26), respectively, and using the uniform boundedness (4.13) with µ = 0, the conditions (2.15)-(2.16) and the estimations (3.7), (3.13) and (4.10) with (µ, ν) = (1 + γ, 1) for γ ∈ [0, 1), we get
(4.23)
Putting the estimations (4.19)-(4.23) together results in
This inequality in combination with estimation on J 0 that
completes the proof of (4.17) with γ ∈ [0, 1).
312
To show (4.17) for γ = 1, we just need to give refined estimations for the second inequality of J m+1 22 in (4.21) and J m+1 32 provided u 0 ∈Ḣ 2 x and (3.27) holds. Applying Minkovskii inequality and using (4.10) with µ = 2 and ν = β ∈ (0, 1), the embeddinġ
, and the estimations (3.7), (3.20) and (3.26), we derive
On the other hand, (4.10) with µ = 2 and ν = 1 + θ , the condition (3.27) and the estimation (3.20) imply that and thus prove (4.17) for γ = 1.
314
Remark 4.1 The assumption (3.27) will not needed in the additive noise case G(u) ≡ G for any u ∈ H (when γ = 1). In fact, the Burkholder-Davis-Gundy inequality (2.26) and the estimation (4.12) with µ = 1 show the following sharp estimation of
Combining Lemma 4.4 with a variational approach under the monotone Assump- 
Proof (Proof of Theorem 1.1)
Let m ∈ Z M−1 . By Minkovskii inequality, we get
In terms of (4.17), it suffices to prove that
. Then e m+1 h ∈ V h with vanishing initial datum e 0 h = 0. In terms of Eq. (4.6) and (4.15), it is not difficult to show that
Consequently,
Multiplying e m+1 h on both sides of the above equation, we obtain
(4.27)
By the dual estimation (4.20), the one-sided Lipschitz condition (2.12), CauchySchwarz inequality and the embedding (2.6), the right-hand side term of the above equation can be controlled by To deal with the stochastic term in (4.27), we use the martingale property of the stochastic integral, Cauchy-Schwarz inequality and Itô isometry to deduce that
Now taking expectation in (4.27), we use (4.28)-(4.30) to get
Then by (4.15) and (4.17), we obtain
Summing over m = 0, 1, · · · , l − 1 with 1 ≤ l ≤ M, and using the properties of the L 2 -projection, we obtain
We conclude by the classical discrete Grönwall inequality that
This shows (4.26) and thus completes the proof. 
Drift-implicit Euler-Spectral Galerkin Scheme
320
The parallel result, Theorem 1.1, for DIEG scheme (DIEG) in Section 4.1 is also 321 valid for the spectral Galerkin-based Euler scheme of Eq. (1.8).
322
Let us first recall and introduce more related notations in Section 3.1. Given a N ∈ N + , let V N be the linear space spanned by the first N eigenvectors of Dirichlet Laplacian, P N : H → V N be the orthogonal projection operator in H, i.e.,
u, e k e k , u ∈ H, and A N = AP N be the finite dimensional Laplacian restricted in V N . It is clear that the operator P N is both H-and V -contracted, i.e.,
(4.32)
The spectral Galerkin approximation for Eq. (1.8) is to find a sequence of
with initial datum u N (0) = P N u 0 . By the arguments in the proof of Theorem 1.1, one can show the similar solvability and convergence results for the DIE spectral Galerkin (DIESG) scheme 
(4.35)
Assume furthermore that u 0 ∈Ḣ 
328
The Milstein scheme of the finite element approximation (4.5) is to find a V hvalued discrete process {U
with initial datum U 0 h = P h u 0 . This scheme is derived by adding the last term in
329
(DIEMG) to the DIEG scheme (DIEG) followed from an Itô formula to G(u It is clear that the DIEMG scheme (DIEG) is equivalent to the following compact scheme for m ∈ Z M−1 :
with initial datum U 0 h = P h u 0 , where S h,τ is given in previous section. Iterating (5.1) for m-times, we obtain
( 5.2)
It should be noted that in the case of additive noise, the last term with a double 
Additive Noise
340
In the additive noise case, for simplicity, G is a time independent constant opera- 
(5.7)
The last estimation (5.7) have been handled by the Burkholder-Davis-Gundy inequality (2.26) and (4.12) with µ = γ:
To show the first estimation (5.6), note that
Then using the Taylor formula leads to the splitting of
where R F denotes the remainder term
We shall estimate J m+1 21i , i = 1, 2, 3, 4, successively.
Since for δ ∈ (3/2, 2),Ḣ δ x ֒→ C , it follows by dual argument that
This inequality, in conjunction with Minkovskii and Cauchy-Schwarz inequalities, the condition (2.4), the embedding (2.6), the estimations (2.2), (3.7), (3.20) and (3.28), yields that
γ ∈ (0, 1);
(5.9) Similar argument implies that
To estimate the third term J m+1 213 , we apply stochastic Fubini theorem and the discrete and continous Burkholder-Davis-Gundy inequalities (2.26) and (2.27), respectively, to derive
Then by Cauchy-Schwarz inequality, the condition (2.4) and the estimation (3.7), we obtain 
It follows from the condition (5.3), the embeddings (2.6) andḢ 1/2 x ֒→ L 3 x , the moments' estimation (3.7) and the Hölder estimation (3.30) that
Collecting the above four estimations (5.9)-(5.12) together, we obtain (5.6) and com- 
(5.14)
Example 5.1 Assume that g : R → R a twice continuously differentiable function such that 
which show Assumption 2.2. On the other hand, for any z given by (4.15) in consistent with the DIEMG scheme (4.6), which is defined as u(r) − u(t i ), u(r) − u(t i ) (1 − λ )dλ , r ∈ [t 1 ,t i+1 ).
As a consequence of the discrete and continuous Burkholder-Davis-Gundy inequalities (2.27) and (2.26), respectively, we have The conditions (2.9) and (2.15), the embedding (2.6) and the estimations (2.2), (3.7), (3.20), (3.28) and (3.13) imply that 
Milstein-Spectral Galerkin Scheme
372
Similarly to Section 4.3, the parallel result in Theorem 1.2 for DIEMG scheme (DIEMG)
373
is also valid for the spectral Galerkin-based Milstein scheme of Eq. (1.8).
374
The DIE Milstein spectral Galerkin (DIEMSG) scheme of Eq. 
