Abstract. This paper presents an integration of chamfer metrics into mathematical morphology. Because chamfer metrics can approximate the Euclidean metric accurately, morphological operations based on chamfer metrics give a good approximation to morphological operations that use Euclidean discs as structuring elements. First, a formal definition of chamfer metrics is presented and some properties are discussed. Then, a number of morphological operations based on chamfer metrics are defined. These include the medial axis, the medial line, size and antisize distributions, and the opening transform. A theoretical analysis of some properties of these operators is provided. This analysis concentrates on the relation between distance transformations and reconstructions and the morphological operators just mentioned. This leads to a number of efficient algorithms !for the computation of the morphological operators. All algorithms (except for the opening transform) require a fixed number of image scans and are based on local operations only. An algorithm for the opening transform that is 50-100 times as fast as the brute-force algorithm is presented.
Introduction
This paper treats the relation between mathematical morphology [9] , [16] and chamfer metrics [3] . It contains the analysis of properties of chamfer metrics and derives a description of morphological operators in terms of metrics and distance transforms. From this description a number of algorithms for morphological operators are derived. This paper is restricted to morphology for binary images.
The definition of morphological operators requires the choice of a structuring element, a small set that is used as a probe. In many cases mathematical morphology uses families of operators constructed by applying a simple operation, such as the opening, with structuring elements of increasing size. In the continuous case, for which images are subsets of the Euclidean plane, discs of increasing size are an appropriate choice for a family of structuring elements. In practical situations image-processing systems perform their operations on images defined on a discrete square grid. A common choice for a family of structuring elements on the discrete grid is a family of the form nB = B (9 . .. (9 B, where B is a square or a diamond. The disadvantage of this choice is that such a family of structuring elements is quite dissimilar from the family of Euclidean discs. Because chamfer metrics are a good approximation of the Euclidean metric, spheres in the chamfer metric seem to be a suitable choice as a family of structuring elements. Such a choice, however, poses some other problems, for example, those caused by the fact that larger spheres are in general not invariant under an opening by smaller spheres.
The goal of this paper is the integration of chamfer metrics into mathematical morphology. Both the theoretical and practical aspects of such integration are discussed. The theoretical part consists of the construction of a number of morphological operators based on chamfer metrics and the analysis of such operators in terms of the metric. From this analysis a number of efficient algorithms are derived, providing the practical part of the integration.
The paper starts with the description of some properties of general discrete metrics, a formal definition of the chamfer metric, and a discussion of some of its properties. Then, several morphological transformations, such as size distributions, antisize distributions, the medial axis, and the opening transform, are defined by using the chamfer metric and their properties are analyzed. This analysis leads to a number of efficient algorithms for performing these operators.
Efficient algorithms for morphological operations have been described by a number of authors. Groen and Foster [5] use lookup tables to speed up decisions based on inspection of the neighborhood of a pixel. Schmitt and Vincent [15] , [20] use queues in which only pixels that must be processed are stored and pixels that do not need to be processed are ignored. Van den Boomgaard and van Balen [18] use a decomposition of the structuring element combined with a bit-mapped storage structure for the image to construct efficient algorithms. The algorithms described by these authors are not applicable to operations based on the chamfer metric.
The chamfer metric has also been used for the construction of skeletons of objects [4] , [11] , [13] . (Here, the phrase skeleton of an object refers to a thin set with the same homotopy as that of the object. In section 4 the different ways in which the terms skeleton and medial axis are used in literature will be discussed.) Authors using the chamfer metric for constructing skeletons usually compute skeletons by detecting ridges in the distance transform of an object or by a thinning algorithm in which pixels are scanned in order of increasing distance-transform value. Another approach of skeletonization is oriented more towards mathematical morphology and defines a skeleton as the locus of centers of maximal spheres in an object [16] . In this paper the detection of centers of maximal spheres and thinning are combined.
The organization of the rest of this paper is as follows. In section 2 discrete metrics are introduced and some other definitions are presented. Section 3 presents chamfer metrics and some of their properties. This section also provides algorithms for distance transforms and reconstructions for the chamfer metric, which are the building blocks for the algorithms to be presented in sections [4] [5] [6] . Section 4 presents the medial axis and the construction of a homotopypreserving medial line from the medial axis. Section 5 presents size distributions and antisize distributions. Section 6 presents the opening transform. Section 7 sums up the conclusions of this paper.
Discrete Metrics
In this section discrete metrics are defined and some of their properties are described.
A metric on a set E is a function d : E x E [0, oc] satisfying the following conditions:
Note that in this paper metrics are allowed to assume the value c~. This is necessary because later on metrics will be constructed for which the distance between two points is defined as the length of a shortest path between them. If there is no path between two points, the distance between these points is ~. For chamfer metrics, which are a special case of shortest-path metrics, all distances are finite.
Let d be a metric on a set E. 
B(~, r) = {y E E ld(x, y) < z}.
The rest of this paper will be concerned only with metrics that have a discrete range. Such metrics will be called discrete metrics. DEFINITION 2.3. A metric d on a set E is called a discrete metric if its range {d(x, y) I x, y E E} has no limiting points.
Thus for each value r > 0 in the range D of a discrete metric d there is a value s E D that is the largest value in D smaller than r, and for each r ¢ D there is a value t e D that is the smallest value in D larger than r. Therefore for a discrete metric each closed sphere of radius r is also an open sphere of some larger radius s, which is the smallest number in D larger than r. Each open sphere of radius r > 0 is also a closed sphere of some smaller radius 8, which is the largest number in D such that s < r. In the rest of the paper we will sometimes write B(r) for B((0, 0), r) and B(r) for B((0, 0), r).
If X is a subset of a discrete metric space E, it is possible to calculate for each point the shortest distance to a point outside the set. The definition implies B(x, p~t(x)) C X for all x E X. By the definition of a metric it can be seen that p~t(x) ~ p.~t(y) + d(x, y) for all x, y E E. For a function f:E ~ IR the support Supp(f) of f is defined as the set {x E E I f(x) # 0}. The support Supp(p~ t) of p.~t is the set X itself.
For each point x in a bounded subset X of a discrete metric space E, it is possible to determine the largest closed sphere centered at z and contained in X. This leads to the notion of the internal distance transform. The internal distance transform can be calculated from the external distance transform. The value of int Px (x) for an x G X is the largest number r E D such that r < p~t(x). Such a number exists because d is a discrete metric.
The external distance transform can be computed by using a two-pass algorithm, whereas computing the internal distance transform requires an extra step. Therefore the external distance transform can be handled more easily; it is used in section 5. The algorithms in sections 4 and 6 use the values of p~t(x) -p~t(y) for point pairs x, y. This value is in general not equal to p~t(x)-p~t(y), and the external distance transform cannot be used here. Note that the terms internal distance transform and external distance transform are used sometimes in the literature to denote the distance transforms of X and X c, respectively.
Another ingredient for the algorithms to be presented later is the reconstruction. A reconstruction is the computation of a set as a union of spheres; this computation can be performed if the centers and radii of these spheres are given. If d is a metric on a set E, a point g E E is said to lie between two points x, z E E if
metric, y lies between x and z if y lies on the line segment from x to z, which is the intuitive meaning of "between." Later, we will need metrics for which, given two points x and g and a value r in the range of d, a third point z can be found at a distance v from y, such that y lies between x and z. 
Chamfer Metrics
The chamfer metric was introduced by Borgefors [3] . Her goal was the construction of a metric on the square grid that is a good approximation of the Euclidean metric and allows efficient computation. The chamfer metric is a metric defined on the square grid {p(1, 0) + q(0, 1) [ p, q E Z} or on the hexagonal grid {p(1, 0) + q(1/2, 1/2x/3) [ p, q E Z}. These grids, illustrated in figure 1, are invariant under rotations and reflections. The group of symmetries of the square grid (leaving the origin fixed) contains four rotations, including the identity, and four line reflections. The symmetry group of the hexagonal grid contains six rotations, including the identity, and six reflections. Both the square grid and the hexagonal grid are representations of Z 2. The only difference is in the different symmetries of the two types of grids. It is also possible to use real numbers as weights, but that is not done in this paper. This is not a real restriction because if rational weights are to be used, they can be multiplied by a suitable scaling factor, yielding integer values. In practice, operations will be performed on a bounded grid and real numbers can be approximated with sufficient accuracy by rational numbers.
If x and y are two points in Z 2, a path from x to y is defined as a sequence p0, pl, ..., pk of points such that p0 = x and pk = y and such that pi -Pi-1 E V for i = 1... k. The length of this path is defined as
Ifx=y, we allowp0=x=yas apathfromx to y. The length of this path is O.
Let x = p0, ..., pk = y be a path from x to y. The differences ul = p~-pi-x are called the steps in the path. Any permutation a of the steps ui yields another path p~, ..., p~ from x to y given by p~ = P'i-1 + (T(ui). Note that permutations do not affect the length of the path. Any sequence ul, ..., uk of prime vectors n such that ~i=1 ui = y-x defines a path from x to y: take pj = x + ~i=1 uj. The proof of this theorem is simple: the first two properties of a metric are satisfied by construction, and the third property can be verified by using concatenation of paths. Note that d(x, y) = oo if there is no path between x and y.
The described construction defines a metric, but the chamfer metrics to be investigated in this paper will have some additional properties. Before these properties can be formulated, some definitions have to be made. Note that the normalized prime vectors are in general not points on the grid. Let IR + denote the set of nonnegative reals. The wedge between two vectors is indeed a wedge-shaped set bounded by two half lines in the directions of the vectors (see figure 1) .
Let V = {vl, ..., vn} be a set of prime vectors. Two independent vectors u, w E V are adjacent if W~, w contains no prime vectors other than u and w.
An adjacency relation is defined for normalized prime vectors in the same way as for prime vectors. Note that ~ and 9 are adjacent if and only if u and v are adjacent. on the boundary of a convex polygon.
Condition (3) in Definition 3.6 implies that each grid point that lies in a wedge can be written as an integer combination of the prime vectors generating the wedge. LEMMA 3.7. Let u and w be two adjacent prime vectors, and let p = Au + #w E Z 2 for some A,/z E R +. Then det(u, w) = 4-1 implies and /z are integer.
Proof. From the equality

Uy Wy py it follows immediately that det(u, w) \ uup, u,py /"
Both wyp~-w~py and uupx-u~p:j are integer, and so A and # are integer if det(u, w) = 4-1.
Because there is a pair of independent prime vectors, it follows from Lemma 3.5 that each grid point lies in some wedge. Lemma 3.7 implies that each grid point in a wedge can be written as an integer combination of the two prime vectors generating this wedge. This also immediately produces a path from 0 to each point in which only two prime vectors occur as steps. Because of translation invariance, it follows that for each x, y E Z 2 there is a path from x to y that contains at most two different prime vectors as steps. From property (4) in Definition 3.6 it follows that such a path is a shortest path. Proof. The proof of this lemma is illustrated in figure 2 for the 2-3 metric, with p = (2, 1). It is clear that a path P of length roll(u1) + m21(u2) from 0 to p exists. Now let Q be a path from 0 to p that contains each prime vector vi nl times.
Then the length of Q is }]i~a nd(vl
is a convex combination of prime vectors 9;. We also have where
is a convex combination of two adjacent normalized prime vectors ~1 and ~2. These are two ways of writing p as a multiple of a convex combination of normalized prime vectors, so that
L(Q)vQ = L(P)vv.
Therefore the two convex combinations of normalized unit vectors point in the same direction.
The convex combination ve lies in the polygon. Because @1 and ~2 are adjacent vectors and lie on the boundary of a convex polygon, the convex combination vp for ~1 and ~z lies on the boundary of the polygon. The point vQ lies on the line segment between the origin and vv, so that the length of ve is at least as large as the length of vQ. Because
as large as L(P).
There are many different sets of prime vectors and weights that generate the same metric. If u and w are adjacent prime vectors, the addition of u + w and -u-w with weight l(u)+ I(w) to the set of prime vectors produces the same chamfer metric as the one generated by the original set of prime vectors. The number of shortest paths between two points is, however, increased by enlarging the set of prime vectors, because two steps u and w in a path can be replaced by a single step u + w. There is, however, the following theorem. THEOREM 3.9. Suppose V is a set of prime vectors provided with weights, generating a chamfer metric such that the normalized prime vectors are the corners of a convex polygon. Suppose p = mlUl + m2u2, where u s and u2 are two adjacent prime vectors and ml, m2 e N. Then a shortest path from 0 to p contains only steps us and u2.
Proof. Let P and Q be paths as described in the proof of Lemma 3.8. Suppose that L(P) = L(Q), i.e., that ve = VQ. It must be shown that the only ni that have nonzero values are those corresponding to ul and u2. The line segment between the normalized prime vectors ~I and @2 is an edge of the convex hull of the set of normalized prime vectors, and they are the only normalized prime vectors on this edge of the polygon. The equality vv = VQ can be written as
Because there is only one way of writing a point on an edge of a convex polygon as a convex combination of the corners of the polygon, it follows that the preceding two convex combinations are the same and that the only nonzero rig'S are those corresponding to u and w. pie, the adjacency relation is defined for triples of vectors and the determinant is replaced by a 3 x 3 determinant.
Some often-used chamfer metrics are represented in figure 3 . Each square containing a number corresponds to a prime vector. The position of the square relative to the center square is the prime vector, and the number in the square is the weight of this prime vector. For the 5-7 metric, for example, there are eight prime vectors. The prime vectors (1, 0), (0, 1), (-1, 0), and (0, -1) have weight 5; the prime vectors (1, 1), (-1, 1), (-1, -1), and (1, -1) have weight 7.
Verwer [19] has analyzed the accuracy of chamfer metrics on a square grid as an approximation to the Euclidean metric. The city-block metric and the chessboard metric are accurate to within 17.16%. The 5-7 metric is accurate to within 4.21%, and the 5-7-11 metric is accurate to within 1.79%.
The examples in the rest of this paper will discuss the 5-7 metric, although similar results can be obtained for other metrics. The reasons for this choice are the following. The city-block metric and the chessboard metric are not good approximations of the Euclidean metric. The chamfer metrics on the hexagonal grid have the disadvantage that there are no imaging devices producing images on a hexagonal grid. Both the 5-7 metric and the 5-7-11 metric are good approximations of the Euclidean metric. In this paper the 5-7 metric is used because the 5-7-11 metric is not extending; therefore the algorithm presented in section 5 for computing the medial axis cannot handle the 5-7-11 metric. This restriction is not too much of a problem because the gain in accuracy from the 5-7 metric to the 5-7-11 metric is small compared to the gain in accuracy from the city-block or chessboard metric to the 5-7 metric.
Because the distance between two points in a chamfer metric is always an integer, every chamfer metric is a discrete metric. If the weights of adjacent prime vectors in the definition of a chamfer metric have greatest common divisor (god) 1, something more can be said. In that case, the range of the metric is the set of all but a finite number of natural numbers. Proof Suppose la is the weight of va and 12 is the weight of v 2. For each nl, n2 E 1~ the vector x = nlVl +n2v2 E Wvl,v2 satisfies d(0, x) = hill+n212. Therefore D contains every number that can be written as nil 1 + n212 with nl, nl E N. Because gcd(ll,/2) = 1, there are integers mt and m 2 such that any integer t can be written as an integer combination of l~ and 12 in exactly the following ways [17] : If it is known that all integers above a known bound are contained in the range, the range can be determined by checking the natural numbers below this bound. The range of the 5-7 metric, for example, is N-{1, 2, 3, 4, 6, 8, 9, 11, 13, 16, 18, 23}. This structure of the range of a chamfer metric permits the computation of the internal distance transform from the external distance transform. For each point, the internal-distance-transform value of a point with external-distance-transform value r is the smallest s~D such that s<r. For r larger than a certain bound this value is r-1; for other values a lookup table can be constructed to facilitate easy computation.
Not all chamfer metrics are extending, but the p-q metrics are. This can be seen from the fact that if v 1 and v2 are two adjacent vectors, one of them has weight p and the other one has weight q. Now let two points x and y be given, and let r be a value in the range of the p-q metric. We must find a point z such that Distance transforms and reconstructions can be computed efficiently for chamfer metrics. Both can be computed in two image scans: a forward scan, in which pixels are scanned from top to bottom and from left to right, and a backward scan, in which pixels are scanned from bottom to top and from right to left. In the forward scan, pixels values are updated by using information from so-called backward neighbors; in the backward scan, pixel values are updated by using information from forward neighbors.
The forward and backward masks associated with the 5-7 metric are shown in figure 4 . This figure should be interpreted as follows: if (xl, X2) are the coordinates of a pixel, its backwards neighbors are na = (xl, z2 -1) and n3 = @1-1, z2) at distance dl = d3 = 5 and n2 = (xl-1, x2-1) and n4 =(xl+l, xl-1) at distance d2 = d4 = 7. The forward-neighbor mask should be interpreted in the same way.
The algorithms for the distance trasnformation and the reconstruction are well known from the literature [3] and are described here only for the sake of completeness. They use a rectangular grid on which the pixels are denoted by x~, and their values are dentoed by vi. 
The Medial Axis and the Medial Line
The literature shows great confusion concerning the terms medial axis and skeleton. There are two types of sets denoted by these terms. One is the locus of centers of maximal spheres in an object; the other one is a thin subset of an object that lies in the middle of the object and has the same homotopy as the object. In the continuous case this does not lead to great difficulties, because usually the differences between these two sets are very small [10] .
In the discrete case this confusion is more serious because the locus of centers of maximal spheres often is a set with much more connected components than the object itself. In general, it can be said that authors from the field of mathematical morphology [8] , [16] use the term skeleton for the locus of centers of maximal spheres, whereas others [2] , [4] , [13] call this set the medial axis and use the term skeleton for a thin set having the same homotopy as the object. There are, however, exceptions to this rule [11] . Other names occurring in the literature for the different types of sets are medial line, symmetric axis, and homotopic thinning.
In this paper the term medial axis will denote the locus of centers of maximal spheres, and the term medial line will denote a thin set of the same homotopy as the object. This section presents an algorithm that calculates the medial axis defined by families of spheres corresponding with several chamfer metrics. DEFINITION 4.1. Let d be a discrete metric on a set E, and let X be a bounded subset of E. A
sphere B(x, r) C_. X is called a maximal sphere if for each sphere B(y, s) the inclusion B(x, r) C_ B(y, s) C X implies B(x, r) = B(y, s).
DEFINITION 4.2. Let d be a discrete metric on a set E, and let X be a bounded subset of E.
The medial axis Mx of X is the set of centers of maximal spheres in X.
If the medial axis of an object is given, together with the value of the external distance transform at the medial-axis points, the object can be reconstructed by using the equality
x = U {x • z 2 l a(x, < sEMx
The restriction of the distance transform to the medial axis is sometimes called the quench function [16] . The reconstruction property can be seen as follows: for each x c X the set of spheres B(y, s) containing x and contained in X is not empty because B(x, 0) = {x), which
is also an open sphere of some radius (d is discrete), is such a sphere. The set of all such spheres is partially ordered by inclusion. Because X is bounded, it has a finite number of elements. Hence there is a maximal ball B(y, R) containing x, where y is included in the medial axis. Therefore x e {z C Z 2 [ d(z, y) < p2t(y)} c_ U~o.f~{z e Z21d(z, s) < p2t(s)}.
The inclusion in the other direction can easily be verified by using the definition of the distance transform.
For a general metric it can be difficult to compute the medial axis, but for extending metrics we can use the following result. 
p~t(y)--p~t(x) > d(z, y)-p~t(x)
= d(z, y) -d(x, z) = d(x, y).
If this theorem is to be used for the computation of the medial axis of a set, it is necessary to check every pair of points to see if one point is the upstream of the other. In the case of the p-q metric, however, the search can be limited by using the following result. There exists an 8-connected shortest path (not necessarily unique) from x to y. Let z be the neighbor of x in such a path. It is now sufficient to prove that
B(x, p~t(x)) C_ B(z, p~t(x) -I-d(x, z)) c
The first inclusion follows from
The second inclusion follows from
d(z, p) < p~t(x) + d(x, z) :=> d(y, p) <_ d(y, z) + d(z, p) <_ d(x, z) + d(z, y) + p~t(x)
= d(x, y) + p t(x)
p~t(y).
Here we use d(x, z) + d(z, y) = d(x, y), which
is true because z lies on a shortest path from xto y.
The previous theorems suggest the following algorithm for the detection of the centers of maximal spheres of the p-q metric in an object X. The picture represents an object X, which is a closed sphere of radius 25. The numbers indicate the values of the internal distance transform. The only maximal sphere that occurs is the complete set X. Yet all points having a distance transform value marked in the example satisfy the no-upstream condition, even if not just neighboring pairs are considered. The detection of the medial axis associated with the 5-7-11 metric is a subject of ongoing research. If the 5-7 metric were used in the example, the distance-transform value of 11 would be replaced by 12 and the marked points with distance transform value 5 would have an indirect neighbor as an upstream.
In general, the medial axis of an object has more connected components than does the object itself. Therefore it is interesting to look at medial lines. A medial line Sx of a bounded subset X of 7/. 2 is a subset of X that is thin, has the same homotopy as X, and lies in the middle of X. The medial line can be used as a description or a compact representation of shape. A medial line of a subset of I~ 2 can be defined without too much trouble [10] , but the definition of a medial line for discrete sets is much more intricate.
Many authors have worked on the problem of defining a medial line for discrete sets. One approach [1] , [4] , [11] - [13] starts with choosing some special-configuration points as a subset of the medial line. In general, this set will not have the correct homotopy. This is repaired by computing arcs between the points already selected in such a way that the resulting set has the correct homotopy. The difficult part is to prove that the resulting set indeed has the correct topology. Some authors provide complete correctness proofs [11] - [13] , and some [1] , [4] do not.
Another approach [6] , [16] is based on thinning. All object pixels are scanned in some order, and they are removed if this can be done without changing the homotopy of the object. At the end a set of pixels remains from which none of the pixels can be removed without changing the homotopy of the set. This set is a medial line.
We present a medial line that contains the medial axis. Knowledge of the medial line, together with knowledge of the value of the distance transform on the points in the medial line, suffices for the reconstruction of the object.
Our medial-line algorithm is based on the work Hilditch [6] , whose algorithm is based on thinning. In the present situation thinning is performed under the condition that a medial axis point can never be removed, even if this removal would not change the homotopy. The resulting set is sometimes called an anchor skeleton. An example of a medial line of this type is shown in figure 5 . The difference between the medial axis and the medial line is not very large, but it can be seen that the gaps in, e.g., the lower left-and right-hand corners of the medial axis, are closed in the medial line.
The author conjectures that a homotopypreserving medial line can also be derived from the medial axis by using a path-climbing algorithm, 1 but he has not been able to prove the correctness of his algorithm.
Size and Antisize Distributions
In this section size distributions and antisize distributions based on the chamfer metric are constructed and efficient algorithms for performing these operations are presented.
DEFINITION 5.1. Let E be some set, and let A be some totally ordered set. A size distribution [8] , [16] is family {O~}TeA of operators mapping subsets of E to subsets of E such that for all X, Y C E, r, s E A Conditions (1)- (3) are exactly those used to define o~T as being an opening [16] . Condition (4) describes the composition behavior of these openings. Note that condition (3) is a consequence of condition (4), it is written down to clarify that each o~r is an opening. In what follows, the index set A will be D. The goal is to define a size distribution based on spheres in a discrete metric. A first attempt could be to let each aT be a structural opening [14] with the sphere B(r). This opening is defined by
The structural opening is illustrated in figure 6 . If X is the image and B is the structuring element, X o B is defined as the union of all translates Bh of B that fit in to X. This family of structural openings satisfies conditions (1)-(3) but not condition (4). This can be seen from a simple example using the 5-7 metric. Let X = B(7); because B(7)o B(5) = B(5), we obtain (X o B (7)) o B(5) = 9(5) # X = X o B(7).
However, it can be seen [9] that the following function family is indeed a size distribution: ,(x) = U x o-&,) . s>r Because each ar is an opening, size distributions can be used in the analysis of sizes and the individual operations can also be used as an alternative for the structural opening with a single sphere.
An algorithm for the calculation of at(X) is suggested by the following theorem. THEOREM 5.2. Let d be a discrete metric on a set E, and let D be its range. Let X be a bounded subset of E and r E D. Then
Proof. First suppose that x E at(X). Then x E XoB(s) for some s >_ r. Thus there is a g E X such that x E B(y) C X. The second inclusion implies p~t(y) > s > r, so that x E B(y, s) C B(y, p~t(y)) C X. Therefore
e U~;~,(~)>~ B(u, o~(u)).
Now suppose that x E UpT,(.)> r B(y, p~t(y)). Then x e B(y, p~t(y)) C X for some y. Because p~t(y) > r, it holds that B(y, p~t(y)~ = ~(y, r0) for some ro >_ r. We now have x E B(y, to) C X for some r0 >__ d, so that X E XoB(ro) C
u,>_rx o~(~) = ~(x).
The second part can be proven in the same way. It can also be deduced from the first part by observing that p~:t(x) > r ¢~ p~t(x) > r and B(x, p~t(x)) = B(x, p~t(x)).
From Theorem 5.2 an algorithm for computing size distributions can be derived. The algorithm can be used for chamfer metrics or any other metric for which distance transforms and reconstructions can be computed. Let Or be the function defined by
Computation of the size distribution a~ of a bounded subset X of Z 2 with respect to a chamfer metric:
(1) Calculate the external distance transform p~t.
(2) Remove values smaller than or equal to r from the distance transform: let fSc be the function 0r o p~t. This algorithm requires five image scans: two for the calculation of the distance transform, one for the removal of small values, and two for the reconstruction. Figure 7 shows an example of the calculation of the opening transform. DEFINITION 5.4. Let E be some set, and let A be a totally ordered set. An antisize distribution [8] , [16] is a family {¢a}AeA of operators mapping subsets of E to subsets of E such that for all X, Y C E, r,
s).
Conditions (1)- (3) are exactly the conditions used for defining that each ¢~ is a closing [16] . Condition (4) describes the composition behavior of these closings. As with the definition of the size distribution, condition (3) follows from condition (4). The index set A will be D.
The goal is to construct an antisize distribution based on spheres in the chamfer metric. Conceptually, size distributions and antisize distributions are very related, because the antisize distribution of an object is equivalent to the size distribution of its complement. This observation, however, does not lead to useful algorithms because the complement of a bounded set is not bounded. Therefore the antisize distribution is treated here separately.
Structural closings [14] are defined by N This operation is illustrated in figure 6 . The structural closing of X with structuring element B is found by fitting the structuring element in the background. If a point x is contained in a translate Bh of the structuring element that does not intersect X, x is not a point of X • B; otherwise, it is.
As was the case with the structural opening and the size distribution, the structural closing satisfies conditions (1)-(3) but not condition (4) . Analogously to the case of size distributions, an antisize distribution can be defined by
s>_r Again, the antisize distribution is useful in the analysis of sizes, and it also provides an alternative for the structural closing. The operation ~br is the dual of the opening just discussed: ¢~(X) = [a~(XC)] c. This duality suggests a way of calculating 4~(X): calculate the complement of X; calculate the opening of this set with the algorithm just presented; take the complement of the result. The problem is that X e is not a bounded set. Therefore this algorithm cannot be performed.
Fortunately, the algorithm can be adapted in such a way that the computation becomes finite. The algorithm for the p-q metric will be discussed. Analogous algorithms exist for other chamfer metrics. In the rest of the paper it is assumed that peXt f x~ xct ) -< r +q.
It will be shown that x er(X) =~ x ~ ¢(X) and that x ~ ¢(X) => x Or(x). Suppose x ~¢~(X). Then there is a y~X and an s _> r such that x • B(y,s) C X c. From the second inclusion it follows that r _< s < pe~tc(y). Two cases must be discerned: pe~tc(y) < r + q and ¢xt The execution of this algorithm requires five scans of a somewhat enlarged region because the region must be large enough to contain V.
Theorem 5.5 can also be interpreted in the following way: to compute the antisize distribution, which is defined as an intersection of an infinite number of sets, it is sufficient to perform finitely many-at most q-structural closings and to compute their intersection. Likewise, it can be seen that size distributions can be computed as the union of at most q structural openings. This observation, however, does not provide an efficient algorithm because there is no fast algorithm for performing structural openings with spheres as structuring elements. Figure 7 shows an example of the calculation of the antisize distribution.
The Opening Transform
In this section the size distribution ar is presented. In multiscale analysis it is often necessary to calculate c~ for all possible values of r. The fact that at(X) C a~(X) for r > s makes it possible to define the opening transform. DEFINITION 6.1. Let d be a discrete metric on a set E, and let D be its range. Let X be a bounded subset of E. The opening transform Ax is the function E --* D such that
The sets c~r(X) can be calculated for different values of r by a simple thresholding of Ax. The object X can be analyzed by comparing the images at(X) for subsequent values of r. For example, the function that maps r to the number of pixels in o~r(X)\o~r+l(X) is called the pattern spectrum [8] . Note that the pattern spectrum of X is equal to the histogram of Ax.
The straightforward way of computing the opening transform would be to calculate at(X) for all values of r up to the largest value of the internal distance transform of X. If one starts with the distance transform of X, this requires three image scans per level: one for the removal of small values of the distance transform and two for the reconstruction. The information from all ~r(X) is combined in order to find the opening transform. In most cases, the costs of this algorithm are prohibitively large. By using the medial axis and an alternative way at performing reconstructions, a more efficient algorithm can be constructed. f. This algorithm requires computation of distance transforms and reconstructions.
Step (3) requires the computation of the medial axis. Therefore the algorithm is suited only for p-q metrics. Because the medial-axis points have integer distance-transform values and the number of occurring distance-transform values is in general smaller than the number of medial axis points, the sorting in step (3) can be accomplished quickly by using distribution sorting [7] .
Step (4) is performed by using a precalculated table of offsets of pixels in a sphere with respect to the center of this sphere. Thus it is not necessary to access the whole image for each iteration in step (4) . Each pixel in a sphere can be accessed directly. This method of addressing, together with the fact that the number of medial axis points is small compared to the total number of pixels in the image, accounts for the efficiency of this algorithm. The addressing technique is described in detail in the appendix.
The run time of this algorithm depends on the shape of the image because the number of point insertions to be performed varies. It can be seen that reconstruction on ordered medial axis points is 50-100 times as fast as the brute-force algorithm.
Conclusions
This paper has presented an integration of chamfer metrics and mathematical morphology. Both theoretical aspects and efficient algorithms have been discussed. Because chamfer metrics on a square grid can approximate the Euclidean metric within an error of a few percent, morphological operations based on chamfer metrics such as the 5-7 metric and the 5-7-11 metric are good approximations of morphological operations using Euclidean discs. They perform much better than the conventional operators using square or diamond-shaped structuring elements. The use of operations based on chamfer metrics also gives better rotation invariance than do conventional methods.
First some properties of chamfer metrics were derived. Which values can be assumed by a chamfer metric and which paths can occur as a shortest path between two points were determined. For this purpose, the notions of adja-cent prime vectors, normalized prime vectors, and wedges were defined.
The medial axis is defined as the center of maximal spheres with respect to a chamfer metric. From this medial axis, the original object can be reconstructed when the values of the distance transform in the medial-axis points are given. It was shown how the centers of maximal spheres for the p-q metric can be computed efficiently by using the distance transform. An algorithm that requires only three image scans and is based on local operations only was presented. The computation of the medial axis associated with the p-q metric is a subject of ongoing research.
From the medial axis, a medial line was derived. This medial line can be derived from the medial axis by using thinning, as described by Hilditch; such a thinning provably yields a homotopy-preserving medial line. It is conjectured that a second algorithm using path climbing also computes a homotopy-preserving medial line.
A size distribution and an antisize distribution were defined by using chamfer metrics. The investigation of the relation between size and antisize distributions, distance transformations, and reconstruction led to an efficient algorithm for the computation of these operators. The algorithm requires four image scans and is based on local operation only.
On the basis of size distributions associated with chamfer metrics, the opening transform was defined. An investigation of the relation between the opening transform, the medial axis, distance transform, and reconstructions led to an algorithm for the computation of the opening transform that is 50-100 times as fast as the brute-force method. If the 5-7 chamfer metric is used in this algorithm, the resulting opening transform yields an accurate approximation of the opening transform based on the Euclidean metric. The pattern spectrum of an object can be derived from the opening transform by histogramming. The medial-axis algorithm presented in this paper does not work for the 5-7-11 metric because this metric is not extending. A medial-axis algorithm for this metric is a subject of ongoing research.
In summary, the integration of chamfer metrics into mathematical morphology presented in this paper has led to a number of morphological operators that accurately approximate morphological operations based on Euclidean discs and that can be calculated efficiently.
Appendix
This appendix describes the addressing technique used in the fast-opening-transform algorithm described in section 7. In this algorithm all pixels in a sphere B(x, r) must be accessed and their value must be set to r. If a precalculated offset table is used, this can be done very efficiently. The examples in this appendix are based on the 5-7 metric, but the technique illustrated here can be used for all chamfer metrics.
The image is stored in an array image of length w x h, where w and h are the image width and height, respectively. If the upper-left-hand corner of the image has coordinates (0, 0) and the x and y coordinates increase towards the right and downwards, respectively, the value of pixel (x, y) is stored in the (x + w x y)-th entry of image.
Let (x, y) be a pixel with offset i. Then the pixel (x + 5x, y + 5y) has offset i + (Sx + w × 5y). The number 8x + w x 6y is called the relative offset of (x + 5x, y + 5y) with respect to (x, y).
The algorithm uses a precaiculated offset table offset to store the relative offsets of the points in a sphere with respect to the center of the sphere, as illustrated in figure 9 . The first entry in offset is 0, the relative offset of the center of the sphere with respect to itself. The next four entries are the relative offsets of the points at distance 5 from the center. The relative coordinates of these points are (1, 0), (0, 1), (-1, 0), and (0, -1), and the corresponding relative offsets are +1,-w,-1, and +w. The next four entries are the relative offsets of the points at distance 7 from the center, etc. The array last-offset contains as its rth entry the index of the last relative offset in offset that corresponds to a pixel at distance r from the center of the sphere. Now let i be the offset of some point x in the The actual program written by the author is written in the computer language C, which has pointer arithmetic and thus permits some further optimizations of the addressing scheme.
Niblack et al. [13] . It is a steepest-path climbing type of algorithm. Our algorithm differs from those of Dorst and Niblack et al. in the choice of starting points for the paths: the starting points in our algorithm are the medial-axis points and points that form a one-or twopixel-wide connection between larger parts of the object. Although this algorithm seems to produce medial lines of the correct homotopy, the author has not been able to find a proof for this. The problem lies in necks of an object, which are narrow connections between two wider parts of the object. It must be shown that there are centers of maximal spheres in such a narrow part and that paths of steepest ascent leave in both directions to the wider parts of the object.
