Abstract-In emerging network technologies designed to support a variety of services, it is common to find that the packet switching service is implemented on top of a facility network. For example, in typical narrowband ISDN architectures, the packet switches installed a t some of the central offices (CO's) a r e interconnected with trunks derived from an underlying channelized facility network. Likewise, in future broadband ISDN's, the ATM switches will he connected with trunks obtained from a n underlying "pool" of fiber facilities interconnected by digital cross connect systems (DCS).
I. INTRODUCTION N emerging network technologies designed to support I a variety of services, it is common to find that the packet switching service is implemented on top of a facility network. For example, in typical narrowband ISDN architectures, the packet switches installed at some of the CO's are interconnected with trunks derived from an underlying channelized facility network. The same trend is observed in some private networks (e.g., Netrix) which combine transparent (i.e., U S ) and packet services on T1 facilities: here, the packet channels are multiplexed on the T1 trunks together with the other services [l] . Finally, in future broadband ISDN's, the ATM switches will be connected with multiples of DS3 trunks. These trunks will be obtained from an underlying "pool" of fiber facilities interconnected by digital cross connect systems (DCS) [2] .
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cally is a well-known advantage of digital cross connect systems and has been reported extensively in the published literature [3] , [4] . Most of the previous studies, however, have been based on transparent networks providing circuit-switched channels of various rates (from voice grade to DS3) between pairs of user sites. The main goals in the design of such systems were the dynamic network reconfiguration following trunk failures, and the reassignment of trunks to applications following a predefined time schedule, or on a reservation basis, or in response to sudden traffic changes.
In this study, we are not concerned with the configuration of the transparent, circuit-switched type network. Rather, we are interested in the packet-switched network built on top of the facility network. We want to exploit the flexibility of DCS in order to obtain a more efficient design and operation of the packet network.
Starting with the design, one notices that channel assignment and topology optimization in "embedded" packet-switched networks differs from that of traditional PIS networks. In traditional designs, we minimize total trunk cost subject to delay constraints. Here, the facility network is given, and therefore trunk cost is fixed (at least for the short term). The problem thus becomes one of optimally configuring the P/S network topology and capacities, within the constraints set by the underlying facility network. Furthermore, this reconfiguration can be carried out dynamically, and can be "tuned" to traffic fluctuations.
To illustrate the point, consider the network shown in Fig. 1 . From the original (backbone) topology, several embedded topologies can be derived. The embedded topology of Fig. 2(a) is identical to the backbone topology, whereas the topology of Fig. 2 (b) has introduced a number of "express pipes" between remote nodes. Express pipes reduce the number of intermediate hops along the path, and thus reduce store and forward delay and nodal processing overhead.
Express pipes also reduce the number of packet switch terminations. Note that topology 2(a) requires 192 packet switch terminations, while topology 2(b) (which has more express pipes) requires 180 terminations. Using a fully piped network with a direct pipe (of capacity 4, say) also between nodes B and D will further reduce the number of terminations to 172. This is a very important point since current trends in transmission and processing costs indi- cate that terminations costs will soon dominate the cost of fiber trunks. Thus, adding more express pipes will imply reducing overall costs.
Another important advantage of express pipes is that of simplifying the congestion control problem. In fact, when a pipe becomes congested, the offending source(s) can be immediately identified and slowed down. In contrast, in a purely meshed packet network, it is often very difficult to trace the sources that cause internal congestion, let alone control them.
There are also drawbacks in the configuration of fully piped (i.e., fully connected) embedded topologies. For example, in networks with a large number of nodes, the 150 Mbit/s pipes may become underutilized when dedicated to individual node pairs, and the advantages of statistically multiplexing several sessions on the same trunk (or trunk group) may be lost. On the other hand, the efficient use of groups of 150 Mbit/s channels in parallel requires the development of complex, multilink protocols [ 5 ] . Thus, a good balance must be sought between express pipes and large trunks.
From the network management point of view, the DCS provides added flexibility in that it permits us to dynamically tailor the topology to traffic demands. This "topology tuning" is of particular interest in broadband packet networks implemented using ATM techniques. In fact, ATM nets are stripped of most of the congestion and flow control procedures found in conventional networks in order to improve switch throughput. If there is a mismatch between offered traffic pattern and network topology, congestion would be inevitable. The problem can be alleviated by dynamically tuning the topology to traffic pattern.
In this paper, we address the design of a PIS network embedded into a facility network structure. We formulate the problem as a network optimization problem where a congestion measure based on the average packet delay is minimized, subject to capacity constraints posed by the underlying fiber trunks. The variables in this problem are the routing on the express pipes (i.e., the channels that interconnect the PIS nodes) and the allocation of bandwidth to such pipes.
We present an efficient algorithm for the solution of the above problem and apply it to some representative examples. We show that for some test cases, the performance measure is substantially reduced with respect to the values obtained when the embedded topology is kept identical to the backbone topology.
We also discuss dynamic reconfiguration schemes where the embedded topology is periodically adjusted to track the fluctuations in traffic requirements.
STATIC OPTIMIZATION
We assume that the backbone facility network has already been defined (i.e., number and location of DCS switches, interoffice fiber trunks, etc.). Generally, this facility will be partitioned among many services, public and private, operational and experimental (e.g., telephony, video distribution, private PIS nets, ISDN, B-ISDN, etc.). In particular, one may envision the presence of several ATM nets (public and private) sharing these facilities.
In our study, we will assume that for the ATM net under consideration, a number of interoffice trunk facilities have been reserved a priori. Also, the number and location of the ATM switches has been defined (the ATM switches may or may not be colocated with DCS switches). We refer to the reserved set of interoffice fiber trunks and associated DCS's as the backbone topology, as opposed to the embedded topology which is derived from the backbone one using DCS switching (see Figs. 1 and 2 for an example).
The first step in the design of an ATM net is the design of the backbone topology. This will be carried out at network installation. It will take into account current and future traffic demands, availability of fiber facilities, charges for such facilities, fairness in the allocation of fiber resources among various services and user subnets, etc. This design problem is very complex since it must account for many factors, some of which are not known very accurately a priori (e.g., traffic demands are difficult to forecast before network implementation). Thus, this design cannot be expected to be very accurate and should be periodically reviewed. However, corrections to the backbone topology design require reallocation of facilities from one service to another and, possibly, installation of new fiber facilities, all of which involve substantial lead times. Thus, we may refer to this design phase as longterm planning.
In this paper, we assume that the backbone topology is given, and thus a set of trunks is reserved to a particular ATM net. We concern ourselves with the problem of mapping the embedded topology into the backbone topology. This mapping may need to be revised very frequently, in part to correct the imprecisions inherent in the long-term plan, and in part to overcome traffic fluctuations. As pointed out before, the embedded topology design is very different from the conventional P/S net topology design in that we have a new set of capacity constraints stating that the sum of the capacities of the embedded links multiplexed on a backbone trunk cannot exceed the capacity of the trunk itself. This new feature makes it necessary to develop new network design tools, as reported in this paper.
We will distinguish between two types of reconfiguration procedures: medium-term reconjiguration and topology tuning. We envision that medium-term reconfigurations may involve a major change in embedded network topology, and may not be transparent to users (i.e., some connections may get interrupted and later resumed). Medium-term reconfiguration may take place with a frequency of months or weeks.
Topology tuning, on the other hand, should involve only minor perturbations in the embedded topology, and should be user transparent. It could be carried out on an hourly basis, or even more frequently, to overcome shortterm traffic imbalances and in general render the network more robust to congestion.
The basic methodology that we propose for embedded network design is the same for both medium-term configuration and topology tuning. The latter, in fact, can be viewed as an incremental implementation of the basic algorithm.
In the sequel, we first introduce the notation and terminology and define the delay model. Then, we formulate the static (i.e., medium-term) design problem, define the optimality conditions, and propose an algorithm for its solution. We illustrate the static design algorithm with some simple examples. Finally, we discuss the topology tuning problem.
NOTATION A N D MODELS A. Model for the Backbone Network
The backbone network will be modeled using a graph
where V = { v I , u 2 , * , v N } is the set of , aM } is the set of vertices (nodes) and A = { a l , a * , arcs (edges). Each DCS or ATM node is represented by one vertex, and each fiber trunk is represented by one arc (for each direction of transmission).
If arc a,,, is incident out of 21, and into u J , it is denoted by a, ( i , j ) or simply a (i, j ). Each arc a,,, has a capacity -C,,, (bits/second). Similarly, each vertex U , has a capacity K, (bits/second) equal to the switching capacity of the switch node represented by U , . Typically, in an ATM switch, the capacity is equal to the sum of the input trunk speeds. DCS nodes are assumed to have infinite capacity. The graph G associated with the backbone net will be calledjrst-order graph (or simply, graph), and each of its arcs will be calledJirst-order arc (or simply, arc). G, the first-order arc capacities, and the node capacities fully describe the original backbone network. Paths can be defined on G in the usual way [ 6 , pp. 2-31 and will be called jirst-order paths (or simply, paths).
B. Model for the Embedded Network
Recall that an embedded link is a concatenation of channels on several trunks. This "act suggests the use of paths for representing embedded links. Therefore, let us consider all the possible paths from U , to U , :
, a ( i , j ; M I J ) , where a ( i , j ; n ) denotes the nth path from i t o j .
Each path a( i, j ; n ) defines an arc on another graph G = ( V , A); this arc will be denoted by a( i, j ; 1 2 ) . Notice that G is a fully connected graph and a( i, j ; 1 ), a( i , j ;
2), . . , a ( i , j ; MI, ) define multiple arcs from i to j . If a( i, j ; n ) is the pth element of 2, it may be denoted -simply by Zip; and a ( i , j ; n ) may be denoted by ap. M will denote the number of elements of A (i.e., the number of links). Each arc Zi p has a capacity, which will be denoted G will be called second-order graph, and each arc a,,
will be called second-order arc. When there is no possibility for confusion, they will be called simply graph and arc. G and the second-order arc capacities fully describe the embedded network.
C. Delay Analysis
In conventional packet-switched networks, average packet delay is the key performance measure (to be minimized) when the total budget is fixed. In ATM networks, average packet delay is not a very meaningful optimization variable since packet delays (transmission, queueing, switching) are extremely small. For example, for a 69 byte packet size (the proposed B-ISDN standard) and for 150 Mbit/s trunk speeds, the sum of transmission, queueing, and switching delays at an ATM node will be on the order of 10-20 ps, much less than the propagation delay (about 20 ms on a cross-country connection). If anything, propagation delays should be minimized; unfortunately, propbY<p.
agation delays depend on the geographical distribution of user sites, and are only marginally affected by network topology layout.
More important than delay in ATM nets is the buffer overflow probability at switching nodes. Very strict requirements on packet loss (on the order of 10-6-10-9) are often imposed since some applications (e.g., compressed video) are extremely sensitive to packet loss and cannot rely on end-to-end retransmissions. Accurate models for buffer overflow in typical switching fabrics (buffered and/ or unbuffered) under general traffic patterns are very complex and do not yield closed form results.
Given the complexity of the switch models on the one hand, and the need for a simple formulation to use in our network optimization model on the other, we have resorted to approximations. Since buffer overflow probability is related to average trunk queue lengths, and the latter are related to average delay, we have chosen average delay as the indirect measure of buffer overflow probability (to be minimized). To further simplify things, we have used an M / M / l model for trunk queueing delays (although packet length is fixed rather than exponentially distributed). The validity of these approximations is supported by experimental evidence (in the design and optimization of conventional packet-switched networks) that the optimal routing and topology solution is rather insensitive to the particular shape of the delay versus trunk load curve, and is only affected by its asymptotic value, i.e., the trunk capacity (which is generally the same for all models) [7] .
As for the ATM switches, these have finite capacity (e.g., for a banyan fabric, the capacity is proportional to the number of input trunks). Thus, switch capacity constraints must be introduced in the model. Furthermore, some switches (e.g., buffered banyan fabrics) are subject to internal buffer overflow (in addition to output trunk buffer overflow). This internal buffer overflow probability is a function of the aggregate traffic transiting through the switch. In order to account for internal buffer overflow, we have chosen to model the switch as a single M / M / l queue. Note that this model also incorporates the finite switch capacity constraint as a penalty function.
In carrying out the overall average delay analysis, the usual assumptions for P/S networks are made [8]. These assumptions permit us to model ATM nets as a network of independent M/M/ 1 queues. One should mention that the proposed approach could actually handle more complex models for both trunks and nodes (e.g., the node could be represented by a multiserver queue or by a network of queues). The additional complexity of the model, however, would make the overall solution approach more time consuming. In order to complete the picture, we also need to describe the offered traffic. For each source i and each sink j , there is a flow of packets offered to i and destined for j . This flow defines a commodity com ( i , j ), which is considered distinguishable from the flow of any other sourcesink pair. Usually, the commodities have an order; if com (i, j ) is the kth element in such an ordering, com, will be equivalent to corn (i, j ).
The average arrival rate of packets offered to i and destined for j will be denoted by 7,. The average packet length (in bits) will be denoted by 1 / p , and it is assumed to be the same for all the source-sink pairs. Thus, the average offered flow of commodity k is rk = X,/p. (Its units are bits/second.)
Using the results from [9], the average packet delay excluding propagation delay is given by where is the number of embedded links, c,, is the capacity of link m,f,,, is the aggregate flow on link m , Q is the number of commodities, X = pCf= I r,, S is the number of ATM switches, E,, is the throughput capacity of switch n , andf,, is the aggregate flow through switch n. The capacity c,, of an embedded link is generally a discrete variable (e.g., multiples of 150 Mbit/s). To simplify the optimization problem, we assume that c,, is a continuous variable. This implies that at the end, the continuous solution must be "discretized. " In practice, this approximation does not seem to be too restrictive, however, since each embedded link will typically consist of several channels in parallel (i.e., fine granularity).
IV. PROBLEM DEFINITION A N D FORMULATION A . Dejinition
Let us consider an embedded network like the one in Fig. 2(b) , which is defined on the backbone network also reported in Fig. 1 . Let us assume that the topology and the trunk capacities of the backbone network are known. Suppose also that an initial embedded topology is defined. This is clearly a major assumption which will be later relaxed. The external traffic offered to the embedded network is known and will be routed according to some routing policy, which defines the distribution of the flow among the existing pipes.
Since the initial embedded topology has been already defined, the key design variables are bandwidth allocation and routing. More precisely, in the bandwidth allocation and routing problem, we want to choose embedded link bandwidths and packet routing such that the average packet delay is minimized, the capacity of each trunk (of the backbone network) is not exceeded by the aggregate bandwidth of all pipes using the trunk, and all the traffic requirements are satisfied without exceeding pipe bandwidths.
B. Formulation
Let us consider a first-order path 7rlf in the backbone network; its arc-path vector is defined as p u = ( pul, p u 2 , Let us now consider the graph G associated with the embedded network. Although G is not a graph in a strict sense (since it contains multiple arcs), we can still define paths on it. These paths (called second-order paths) are defined in a way similar to that of the first-order paths.
For each commodity k , there are, in general, several second-order paths from its source sL to its sink tl;. Let , ~( k ; N L ) denote these paths. These paths can be described using arc-path vectors. For example, second-order path T ( k ; n ) corresponds to the following arc-path vector expression:
and If our network is to move commodities correctly from sources to sinks, for each commodity k there must be some flow of this commodity on the paths T ( k ; 1 ), T ( k ; 2 ) , . . . , 7r ( k ; N k ) . Then let X( k ; n ) denote the flow of comk on % ( k ; n ) .
With the preceding definitions, we can state concisely the bandwidth allocation and routing problem as follows.
Given: Topology and arc capacities of first-order graph, topology of second-order graph, and offered traffic.
Objective: Minimize average packet delay, i.e., is the number of second-order arcs.
x 11 = I Clf -fl,
Variables: Capacities of second-order arcs and routing
Constraints:
on the second-order graph.
where C = ( C l , C 2 , * * , CM)' is the -vector of firstorder capacities,
is the vector of second-order arc flows, and X = ( X ( 1; 1 ), X( 1; 2), * . . , X( Q; N Q ) ) T is the vector of second-order path flows. Constraint (2) expresses the condition that the capacity of each first-order arc must not be exceeded by the aggregate capacity of all the second-order arcs that use the firstorder arc. Equation (3) expresses the condition that the flow of each commodity k carried on all the paths F ( k ; I ) , T ( k ; 2 ) , . * * , a ( k ; N k ) must be equal to the flow r, of commodity k offered to its source.
Equation (4) states that the aggregate flow on each second-order arc must be equal to the sum of all commodity flows on all the second-order paths that use the arc. Constraint ( 5 ) states that the aggregate flow on each secondorder arc must not exceed its capacity.
Notice that z + 03 when cIl -f, + 0'. This means that if we are in the region wheref I c, the objective function will prevent us from getting out of this region. In this case, we say that constraint ( 5 ) is included in the objective function as a penalty function, and therefore, it can be removed from the formulation. 1) c* a n d f * are feasible, i.e., they satisfy (2)-(6). 2) There are no feasible directions of descent at (e*, f * ) , i.e., a) there do not exist c and f such that V z ( C * , f * ) . [(C,f) -(C*,f*)] < 0 (7) subject to (2)- (4) and (6) where Vz (c *, f * ) is the gradient of z with respect to (e, f ) evaluated at (c *, f * ), and (e, f ) denotes the column [lo, p. lo], andy is a column vector whose number of elements equals the number of elements of (e, was sacrificed in favor of simplicity. The formal description can be found in [ l o , pp. 28-51] .)
Conditions 1) and 2a) are first-order conditions (i.e., they guarantee that the solution is feasible and corresponds to a stationary point). 2b) is a second-order condition, and guarantees that the solution is indeed a local minimum (rather than a maximum or a saddle point).
VI. ALGORITHM Because of the reason mentioned in the first paragraph of Section V, there is no efficient algorithm that guarantees convergence to global minimum. Therefore, we propose the following algorithm, which finds good local minima.
First, a random initial solution is found, whence a local minimum is obtained (using Algorithm 1, which will be described later). This process is repeated several times with different random initial feasible solutions. Finally, the local minimum with the lowest objective value is chosen as the final solution.
The local minima required by this algorithm can be obtained using the first-order conditions 1) and 2a). Condition 2b) was not included in Algorithm 1 because it is extremely time consuming for large-scale networks.
The first-order conditions suggest the use of FrankWolfe's steepest descent method [12] for finding a local minimum for problem (1)-(6). In this method, given a feasible solution ( C K -' , f " -' ) , we can find a feasible direction of descent by solving the following problem:
min ~z ( C~-l , f~-I ) . ( C , f ) (8) subject to (2)-(4) and (6).
Observe that this problem can be separated into the following two problems: min vCz(CK-',jK-') C It can be shown [13] that problem (12)- (15) can be transformed into min y = c j ( k ; n ) Z ( k ; n )
where is the cost of transporting one unit of commodity k on the second-order path F ( k ; n ) .
Finally, problem (16)- (18) can be decomposed into Q problems:
Problem (19)- (21) is a minimum path problem on a second-order graph. Dijkstra's minimum path algorithm ([14] , [15], and [6, pp. 11-13] ) cannot be applied directly to this problem because the graph contains multiple arcs. Thus, we must first reduce the second-order graph by replacing each multiple arc by a simple arc, and then apply Dijkstra's algorithm. (Details of the modified algorithm can be found in [ l l , pp. 146-1471.) Before presenting the algorithm, it is convenient to introduce the following.
Dejinition: A minimum path solution is one in which the requirement of each commodity is routed on the shortest path. More formally, for each commodity comk, let K ( k ; n -k ) denote the shortest second-order path from the source to the sink of comk. The minimum path solution is ( j', 3') where , Q ) .
andf' = i ( k ; n k ) # p ( k ; n k ) .
Algorithm 1 (Algorithm for Bandwidth Allocation and Routing in the Logical Network)
Input: Topology and arc capacities of first-order graph, arc-path vectors of second-order arcs, traffic requirements, initial feasible solution (CO, To)>, and tolerance t .
Objective Function: Equation (1).
Step 0: Set K = 0 and z0ld = 00.
Step 1: Set K = K + 1. Find the vector C' that minimizes (9) Step 2 : Find the value a* that minimizes z [ (Y (C', f') + ( 1 -a ) ( C K -I , f K -' ) ] . This optimum may be obtained by any convenient line search method (such as the golden section technique [ 171).
go to 4, a potential local minimum has been found; otherwise, go to 1.
Step 4: If zold -z ( C K , f " ) 2 f , go to 5 . Otherwise,
f " ) , and stop; a local minimum has been obtained.
Step 5 -C" can be found using Algorithm 1, described in [18], with C K -' as initial feasible solution). Set (C", 7") = ( C " , f " -' ) and go to 1.
Output:
The local minimum is (C *, f *, X * ) where X * is such that ( f * , X*) satisfies (3), (4), and (6).
VII. RANDOM INITIAL SOLUTIONS
As mentioned before, the optimization problem is nonconvex and, therefore, a downhill technique like the one proposed in this paper cannot guarantee that the global optimum is reached starting from an arbitrary initial solution. Our approach to finding a cost-effective, suboptimal solution consists of applying the algorithm to several, randomly chosen initial solutions, and generating several local minima. The overall best local minimum represents our suboptimal solution.
Two choices must be made to generate a starting point: the embedded topology and a feasible flow and bandwidth assignment.
For the initial embedded topology, an obvious choice would be to include all possible M ( M -1 ) links (fully connected graph), and then let the optimization procedure pick the most cost-effective ones. This approach, however, would be computationally too cumbersome. An alternate approach (which is easy to automate) consists of inserting direct links between node pairs with highest throughput requirements. Thus, traffic between such nodes will not burden intermediate store and forward processors. Traffic between minor node pairs, on the other hand, will be required to cover multiple store-and-forward --hops.
As for the selection of a random, feasible (C, f ) solution, there exist many possibilities. One approach, described below, consists of using a few iterations of the algorithm itself, with randomly chosen cost parameters. More precisely, consider the following problem:
Since the objective function and all the constraints are linear functions, this is a linear programming problem. Therefore, a feasible solution for this problem can be obtained using Phase I of the revised simplex method [ 161.
Let ( ci, 7,) denote a feasible solution to this problem.
Notice that ( ci, f i ) is also a feasible solution for problem (1)-(6), and consequently, it can be used as an initial feasible solution for Algorithm 1.
So far, we have a method for obtaining one initial solution for problem (1)-(6), but we need several random feasible solutions. Starting with the feasible solution (C,, y,), we can obtain a random feasible solution (c,, f , ) by solving the following problem: (2)- (6) where the 3's are parameters whose values are selected randomly. This problem can be solved using Algorithm 1. A more extensive discussion of random feasible solutions can be found in [ 11, pp. 155-1571. VIII. TOPOLOGY TUNING Topology tuning refers to the adjustment of bandwidth allocation and routes in the embedded network in order to overcome congestion caused by an unfavorable traffic pattern or by a failure. This activity is carried out on line and is closely related to network monitoring and traffic measurement functions. Since topology tuning may be carried out fairly frequently, user transparency is an important consideration.
Our proposed approach is to use an incremental version of the previous algorithm. To illustrate the procedure, assume that there is a sudden surge of traffic between nodes i andj, which creates congestion at some of the intermediate switches. Let us further assume that there is no current direct embedded link between i a n d j . Prompted by network congestion alarms, the topology tuning procedure is run at the NCC (Network Control Center). First, the NCC will examine the current topology and traffic to identify the "pressure points" ( i and j ). Then, the topology tuning algorithm is run using as a starting solution the current traffic flows, and a topology augmented by one or more embedded links between pressure points. The algorithm will iterate and will redistribute bandwidth and traffic from the existing links to the newly introduced link(s) in order to reduce delays and thus eliminate congestion.
Ideally, one would like to immediately open the new links and reassign bandwidth from the old to the new links. However, for transparency, a gradual expansion is required. This can be accomplished by opening initially a link of small capacity and adding new calls to this link. As calls are cleared on the old path, bandwidth is reallocated to the new path.
The entire procedure could be automated and in fact run as part of Network Management. It should be clear in fact that in a large network, the dynamic adjustment of bandwidth is far too complex to be carried out manually. The incremental application of the bandwidth and routing algorithm appears to be a very effective solution to the problem.
IX. EXPERIMENTAL RESULTS
The bandwidth and routing algorithm was implemented and tested on several representative cases. The implementation can handle problems with 60 nodes, 100 trunks, 200 embedded links, and 1000 commodities.
The execution times (on a VAX 11/780) and the number of iterations for 5 different problems are listed in Ta where NI represents the number of iterations needed to obtain the initial feasible solution, and N2 represents the number of iterations for getting the optimal solution. The number of local minima requested for each problem was five. Thus, the time and number of iterations listed in Table I are the aggregate quantities for the five minima.
In Table 11 , we compare the delays of the embedded, optimized topology to those of the original topology (which is identical to the backbone topology). For this experiment, five different backbone topologies ( i = 1, 2, . . . , 5 ) each with 6 nodes and 16 links were generated.
Each network had 18 commodities, and the traffic requirements of two commodities were p times larger than those of the other commodities. Several values of the requirements ratio ( p = 1, 2, 5 , . , 100) were explored. The purpose of this experiment was to investigate the relationship between the requirement imbalance (which is reflected in the ratio p ) and the improvement that can be obtained with an optimized embedded topology. One intuitively expects that the larger the imbalance, the more cost-effective it will be to introduce direct pipes between the heavy producing node pairs. In this experiment, the packet processing power of the switches (i.e., the value E, in Subsection C) was set to infinity in order to focus on the input traffic imbalance effect.
At the beginning of the experiment, for each network i , the initial embedded topology was generated by adding eight carefully chosen pipes to the original topology. Most pipes were chosen so as to connect directly the sources and sinks of the two commodities with higher requirements. Theoretically, we could have added all the possible links (i.e., fully connected topology). The algorithm would then have kept the good ones and discarded the bad ones. However, in order to reduce processing time, only the most promising links were added. Finally, for each network i and each value of p , the delay T,, of a good local minimum (the best among five local minima) was generated. 
__
The values of p are listed on the first column of Table  11 , and the ratios T . , / T , , are listed on the other columns. Networks 2-5 were generated randomly, and the sources and sinks of the commodities of all the five networks were generated randomly.
The experiment shows that when traffic requirements are unbalanced, packet delays can be drastically reduced by optimizing the embedded topology.
Topology Tuning Example: Now we want to illustrate the proposed topology tuning procedure applied to a simple example. Let us consider the backbone network of Fig.  1 . The labels attached to each trunk or switch node correspond to their capacities. We can assume that these capacities are multiples of a basic data rate channel such as 150 Mbit/s. The DCS nodes are assumed to be able to connect the input channels to any permutation of output channels.
For this example, a total of 28 candidate pipes and 102 distinct paths that use these pipes were taken into account. For example, to directly connect switches A and C we considered 3 pipes described by the following paths: A-F-G-H-C, A-F-J-G-H-C, and A-F-J-I-H-C. Fig. 3 shows the best pipe capacities and flows for the traffic pattern of Table 111 . This embedded network has a delay of 1.373 and was obtained from a set of 5 local minima, for an aggregated 30 min processing time on a SUN 3/280. Each pipe and switch is labeled with its capacity and flow (in parentheses), while pipe widths are proportional to their capacities. Note that while pipe flows are unidirectional, switch flows are bidirectional (i.e., incoming and outcoming flows). Now, suppose that the traffic between nodes B and D is increased from 0.0 to 3.0 while the remaining traffic is kept fixed. Simply routing the resulting traffic through the existing pipes would increase the delay to 2.364 (or a 72 percent increase).
A complete optimization for the new traffic pattern produced the embedded network of Fig. 4 Fig. 4 . Best network after traffic change cost. This cost represents a 27 percent improvement over the nonreconfigured one, or only a 25 percent increase from the cost before the traffic change. Note that in this solution, the A-D pipe was eliminated and the A-D traffic was rerouted through switch C . In addition, a direct pipe between B-D was created and all the new B-D traffic was routed through it.
Finally, Fig. 5 illustrates the topology tuning procedure presented in Section VIII. Since there was no direct connection between nodes B and D, we introduced one, following path B-G-J-I-D (see Fig. 1 ) with capacity 4 [ Fig.  5(a) ]. In order to create this pipe, we removed 4 capacity units from each one of the B-E and D-E pipes.
Next, an initial routing for the new traffic is found, using the newly introduced pipe. The resulting configu- ration has a 1.924 delay. After one iteration of the bandwidth and routing algorithm, followed by a pipe discretization, the network of Fig. 5(b) was obtained. It has a delay of 1.725 (or a 10 percent improvement over the initial solution) which is just 0.5 percent higher than the suboptimal solution of Fig. 4 . Again, our experiment confirms our initial intuition that logical "pipes" are particularly cost effective in unbalanced traffic patterns.
X . CONCLUSIONS
In future B-ISDN's, the network manager will have the ability to reconfigure the ATM network topology fairly dynamically and to "tune" it to time varying traffic patterns by using DCS switches and relying on an existing fiber trunk infrastructure. This reconfiguration is particularly important in ATM nets in order to compensate for the lack of efficient internal flow control mechanisms. Network reconfiguration implies the definition of a embedded topology, the assignment of bandwidth to embedded links, and the choice of routing. These decisions cannot be carried out manually in a large net; thus, appropriate network design tools are required.
In this paper, we have presented an efficient algorithm for network reconfiguration. This algorithm can be run off line (medium term planning); or it can be run on line to overcome short term traffic fluctuations (topology tuning). Since the underlying mathematical programming problem is very complex, yielding several minima, the algorithm incorporates several heuristics (generation of initial embedded topology; random generation of starting bandwidth and flow solutions, etc.) that render the solution numerically tractable. The experimental results show that the proposed technique can lead to substantial delay improvements over nonoptimized topologies.
There is opportunity to extend this work in many directions. First, since the solutions are suboptimal, it would be of interest to establish lower bounds on delay, so that we know how far (or how close) we are to the optimal solution, and therefore can decide when to stop exploring more local minima. Other optimization techniques such as simulated annealing [19] could also be considered. As for the objective function, we have used delay in our method. However, more accurate measures which reflect buffer overflow and account for the particular characteristics of the integrated traffic (voice, data, video) should be investigated. Regarding the "topology tuning" version of the algorithm, more work is required in the development of the interface between the network monitoring facility and the network optimization program (e.g., how to measure traffic requirements; how to measure node/trunk congestion, etc.). Also, more work is needed on the transparent implementation of the solution (i.e., bandwidth allocation and routing). Finally, if several ATM subnets (public and/or private) are embedded in the same fiber facility, the issue of how to fairly partition (and, perhaps, dynamically share) the common facility among subnets must be investigated.
In this paper, we have dealt only with bandwidth allocation and routing. It should be clear, however, that these problems are the first step toward more complex design problems involving the optimal sizing and location of ATM switches.
