In a 29-year study of 6203 individuals with ages ranging 41-96 years at initial assessment, we evaluated the relative and combined influence of 65 mortality risk factorswhich included socio-demographic variables, lifestyle attributes, medical indices, and multiple cognitive abilities. Reductions in mortality risk were most associated with higher self-rated health, being female, fewer years smoking, and smaller life span decrements in processing speed. Thus, two psychological variables-subjective health status and processing speed-were among the top survival predictors. We suggest that these psychological attributes, unlike more narrowly defined risk factors, are indicative of (and influenced by) a broad range of healthrelated behaviors and characteristics. Information about these attributes can be obtained with relatively little effort or cost and-given the tractability of these measures in different cultural contexts-may prove expedient for prevention, diagnosis, and treatment of conditions related to increased mortality risk in diverse human populations.
Introduction
well-known risk factors-an important starting point in coming to better understand the pathways linking cognition and survival.
This was the aim of the present work, which stems from the Manchester Longitudinal Study of Cognition (MLSC)-an investigation of changes in cognition, lifestyle, and health in 6203 individuals with ages 41-96 years at initial assessment . MLSC data span a period of 29 years (i.e., from study inception in 1983 to most recently updated survival information in 2012). Cognitive abilities were assessed on four occasions spaced at 4-year intervals. Previous MLSC analyses have examined cognition-survival relations (see Aichele et al., 2015) , but this is the first MLSC study to combine demographic, lifestyle, medical, and cognitive variables (65 in total) to predict mortality risk.
We used random forest survival analysis (RFSA) to compare mortality risk factors. RFSA is a nonparametric statistical technique related to classification and regression trees (Breiman, 2001; Strobl, Malley, & Tutz, 2009) . Regression trees recursively partition observations according to predictor/threshold criteria that best discriminate differences in an outcome (e.g., mortality risk). Thus, the "root node" of a regression tree represents the strongest predictor (and associated cut point) using all observations, whereas subsequent nodes represent the best predictors within nested, increasingly smaller sub-samples of observations. RFSA extends this single tree approach (hence "forest") by providing built-in cross-validation: Results are pooled across multiple trees, where each tree is derived from randomly sampled subsets of observations and predictors.
THINK FAST FEEL FINE LIVE LONG 5 RFSA has distinct advantages over traditional multivariate methods. First, because predictor selection occurs within a recursive branching structure, and because a given predictor can be re-selected at multiple nodes in that structure, RFSA estimation implicitly adjusts for all possible linear, non-linear, and higher-order interaction effects between variables. Second, builtin cross-validation protects against multicollinearity (i.e., strongly overlapping predictive information) and model over-fit (i.e., spurious variable selection). However, RFSA was not developed within a standard probabilistic framework. Therefore, we also examined a subset of the strongest risk predictors using Cox Proportional Hazards analysis (Cox PH [Cox, 1972] )-which is better-suited to effect size interpretation based on a known statistical distribution. This combined methodology thus allowed us to assess the relative importance of numerous, interrelated mortality risk factors and also to estimate effect sizes for the strongest predictors.
We hypothesized that metabolic pathways underlying both cognitive function and mortality risk would most strongly influence predictor-outcome relations. Specifically, we expected risk factors related to respiratory and cardiovascular health (e.g., symptoms such as blood pressure, chest pain, difficulty breathing) to be of primary importance. Of the cognitive variables, we previously found that processing speed decrements were most indicative of increased mortality risk (Aichele, 2015) . Processing speed decrements have also been linked to declining cardiovascular health (Bosworth & Siegler, 2002) . Therefore, given overlapping predictive information in processing speed and cardiovascular variables, we hypothesized that Cox PH analysis would favor cardiovascular health (the stronger risk factor)-whereas RFSA results would present a more balanced picture, with both processing speed and cardiovascular variables among the top predictors that we could consider.
Methods

Participants
These analyses used data from MLSC participants who completed one or more cognitive assessments (N = 6203). Demographic variables were (a) chronological age at induction into the study, (b) sex, (c) city of residence (Newcastle upon Tyne or Manchester, U.K.), (d) study cohort by year of entry (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) , (e) socio-economic advantage (SEA, graded according to the Registrar General's Scale of Occupational Categories [Office-of-Population-Censuses-andSurveys, 1980] ), (f) marital status, (g) number of persons living in the home, and (h) number of children. Tobacco and alcohol use (i.e., current status, years of use, and units of alcohol consumed per day) were also recorded. These variables are summarized in Table 1 .
Participants were recruited by advertisements placed in magazines or broadcast on television and radio . None had severe visual or auditory handicaps, and those with mild, correctable sensory handicaps were assessed with their spectacles or hearing aids in place. Mortality information was obtained from Her Majesty's Registry Office U.K. for dates and proximate causes for all deaths between 1983 (when the study began) and August, 2012 (the most recent update). .
Cognitive Abilities
Cognitive performance variables were baseline levels (intercepts) and life span changes (linear slopes) in five domains of ability: crystallized intelligence, fluid intelligence, verbal memory, visual memory, and processing speed. These variables were previously derived by aggregating data from 15 cognitive tasks (three per domain) administered up to four times, at four-year intervals during a twelve-year period. Detailed descriptions of these tasks, task selection rationale, and corresponding testing procedures are provided in .
Analyses by which we obtained domain-specific performance scores (i.e., intercepts centered at age 70, slopes spanning participant ages of 42-97 years) are described at length in Aichele et al. (2015) . We thus only provide a short description here.
Cognitive tasks were selected on the basis that they (a) are appropriate for assessment of cognitive change in adult and older samples according to life span developmental theory (Baltes, Lindenberger, & Staudinger, 2006) , (b) are well-known and documented in the empirical literature, and (c) could be administered by pencil-and-paper. Crystallized intelligence was measured by the Raven (1965) Mill Hill Vocabulary A and B (synonyms and word definitions) tests and by the Wechsler Adult Intelligence Scale-Revised (WAIS-R) vocabulary scale (Wechsler, 1986 
Daily Life Attributes (DLA)
When first recruited into the study, and on two subsequent occasions separated by intervals of approximately three and nine years, participants provided subjective ratings of ( Preparatory analyses. As described in sections S1 and S2 of the supplemental material available online, we used factor analysis to reduce the 26 variables subsumed by (e) and (f) to three latent variables: "Difficulty Performing Housework," "Impaired Physical Mobility," and "Leisure Activity." In total then, DLA variables spanned 11 attributes across categories (a)-(g).
We used multilevel growth models (see section S3 of the supplemental material available online) to derive individual scores of baseline performance (intercepts at age 70) and life span changes (linear slopes across participant ages at DLA assessments, 41-95 years) in each of these attributes.
These scores are summarized in Table 3 . On average, subjective health, sleep per night, and number of hobbies decreased across the life span (negative linear slopes). Use of prescribed medications, difficulty performing housework, and leisure activity increased across the life span. Given the relatively older participant pool (mean age ~ 70 years), increases in leisure activity may reflect decreased work commitments and re-orientation of daily activities toward increased personal errands, social visitations, and light exercise. Between-person variation (random effects) in linear slopes was significant for five attributes: subjective health, use of prescribed medications, sleep per night, Difficulty Performing Housework, and Leisure Activity. Sections A-L relate to physical disorders, and sections M-R correspond to psychiatric or psychological problems. Note that data from CMI index "D" is here sub-divided into D1 (Teeth) and D2 (Gastrointestinal, Liver).
In a previously published analysis of two sub-groups of MLSC participants (n = 101, 88), Pendleton et al. (2004) validated diagnostic outcomes based on CMI scores against corresponding diagnostic outcomes from structured medical assessments conducted by two experienced physicians. Structured medical evaluation was based on a modified version of the SENIUR protocol (Ligthart et al., 1984) . The identified medical conditions included hypertension, diabetes, ischemic heart disease, stroke, myocardial infarction, epilepsy, and
Parkinson's disease. Predictive accuracy of the CMI was found to be excellent, ranging 89-99% across conditions. Preparatory analyses. We converted CMI scores at each measurement occasion from sums (i.e., total positive symptoms within each category) to percentages (i.e., positive symptoms divided by total possible symptoms within a given category, multiplied by 100). We then estimated baseline performance (intercept at age 70) and life span change (across participant ages at CMI assessments, 47-98 years) in each CMI domain using multilevel growth models (see section S3 of the supplemental material available online).
Summary statistics for these variables are shown in Table 4 
Attrition and Missing Data
No data collection "stopping rule" was defined a priori; rather, data were gathered at repeated assessments as permitted by available funding. Except for possible survival status updates, data collection has now ceased. Number of participants, average age, and age range at each assessment are shown in Table 5 . Participant attrition due to death or dropout from the study appears to have been the primary source of missing data, indicated by rapidly declining values of n across subsequent assessments. MLSC participants who voluntarily withdrew between 1983 and 1994 were retrospectively identified as older, from less advantaged socioeconomic groups, and had lower scores on all cognitive tests than individuals who continued to participate. Additionally, participants first recruited in 1983 who died within the first 11 years of the study were found to perform relatively worse on all cognitive tests and to have elevated levels of depression in comparison to survivors .
Non-ignorable missingness due to attrition is a common occurrence in longitudinal, epidemiological studies (Diggle, P. J., Heagerty, P., Liang, K-Y, & Zeger, S. L., 2002). Missing data methods that exclude incomplete observations (e.g., list-wise deletion) are ill-suited to such studies because outcomes based only on complete observations will likely be biased toward healthier, higher-performing individuals. Therefore, we used multiple imputation (MI) to account for missing data (Schafer & Graham, 2002) . MI derives estimates for missing values based on individuals' observed data, adding random noise to preserve a statistically reasonable degree of variability. To reduce bias in the estimates of missing values, we took an "inclusive" approach as proposed by Spratt et al. (2010) : All predictor and outcome variables were included in data imputation. We used the package mice (Van Buuren, 2011) within R statistical computing software (R Development Core Team, 2014) to impute 30 "complete" data sets using all available information from all variables included in the current study. Subsequent analyses were conducted independently for each of these datasets, and results were then aggregated across these analyses to derive final summary statistics as recommended by Rubin (1987) . a. The timing of assessments differed by measure (e.g., for the first study cohort, the first DLA assessment occurred in 1983-1984, whereas the first CMI assessment occurred in 1993).
Thus, differences in n across measures (i.e., within columns, across rows) reflect timingdependent differences in participant availability. Testing intervals for each measure are described in the corresponding Methods sub-sections. 
Survival Analyses
Our aims were to examine the relative and combined influence of multiple predictors of mortality risk. In total, the set of predictors included 65 variables: demographic attributes (8), tobacco and alcohol use (5), intercepts and slopes of cognitive abilities (10), intercepts and slopes of daily life attributes (16), and intercepts and slopes for each of the pathological domains in the Cornell Medical Index (26). Survival analyses were conducted independently for each of the 30 imputed data sets (see Methods), and results were combined by standard procedures (Rubin, 1987) . Individuals with missing survival information prior to data imputation (n = 245, or 4% of participants) were removed from the survival analyses. With respect to longitudinal variables (cognitive performance, daily life attributes, CMI indices), linear slopes were included as predictors in survival models only when corresponding estimates of between-person variation (random effects) were significant. Two survival analyses were conducted: random forest survival analysis, and Cox Proportional Hazards survival analysis. The data were randomly divided into two sub-samples so that each of the survival analyses could be conducted independently.
Random forest survival analysis (RFSA).
A "survival tree" is a nonparametric regression method that recursively partitions observations by sequences of decision criteria that maximally discriminate mortality risk within increasingly smaller, nested subsets of observations. The resulting tree is thus composed of bifurcating "nodes" (predictor variables and corresponding split values) and "branches" (pathways linking nodes). Nodes closer to the root (start point) of the tree represent variables with stronger predictive influence (i.e., they are effective within a larger sample of observations).
The branching, recursive algorithm used in regression trees makes them more effective than traditional step-wise approaches in accounting for all possible linear and non-linear associations and higher-order interactions among covariates and in estimating predictor importance (Strobl et al., 2009 ). Indeed, a standard regression model tests only the predictors (and possible interactions) explicitly specified by the analyst, whereas the regression tree algorithm tests all possible interactions (linear and nonlinear) between independent variables. However, as noted by Ghisletta, Aichele, & Rabbitt (2014) , a single survival tree may also over-fit the available data: That is, observations may be classified with respect not only to their survival information (signal) but also as a function of sampled randomness (noise).Thus, Breiman (2001) proposed the use of "random forests," in which regression trees are repeatedly generated from (a) randomly-sampled subsets of observations and (b) with predictors at a given node selected from a randomly sampled (with replacement) subset of the total variables. This procedure provides a "built-in" method for cross-validation (using bootstrapping or "bagging") and is robust to the problem of over-fitting, both to the sample and to the variables.
The relative influence of each predictor, or variable importance, in a random forest can be derived by aggregating estimates of predictor-outcome strength across all individual trees.
Permutation accuracy, a statistic frequently used for this purpose, is a measure of the difference in prediction accuracy before and after randomly permuting a variable (to break its association with the outcome), averaged over all trees (Strobl et al., 2009) . In other words, this method compares observed vs. randomized associations between predictors and the given outcome across multiple trees to ascertain change in predictive accuracy.
We used the randomForestSRC package (Ishwaran & Kogalur, 2013) within the R statistical software framework (R Development Core Team, 2014) to examine the relative influence on mortality risk of the 65 predictor variables. We generated 160 trees per random forest and computed predictors' importance by the method of permutation accuracy, rescaled as a percentage of the maximum importance observed across variables. Results obtained from the 30 imputed data sets were then aggregated (Rubin, 1987) .
Cox proportional hazards survival models (Cox PH).
We also conducted a more conventional survival analysis (Cox Proportional Hazards [Cox, 1972] ), incorporating data from only the most important predictor variables; i.e., those with estimated RFSA relative importance ≥ .25. Here we examined the predictive influence of each of these variables via likelihood ratio tests (LRT), or change in model fit (∆ 2 ) per change in degrees of freedom (∆df). LRT were applied sequentially, starting with the "full" model (i.e., all predictors included) and removing variables in descending order according to their relative importance determined from the RFSA.
We calculated standardized effect size estimates for each predictor (i.e., percent change in mortality risk per standard unit change in the given predictor). This analysis was carried out using the survival package (Therneau, 2014) in R statistical software.
Results
Random forest survival analyses. Predictive error rates for the random forests converged to minimum values (ranging from .35-.36 mean-squared error) after approximately .25 are listed in Table 6 . Thirteen of the original 65 predictors met this criterion. Of these variables, subjective health (intercept, Irel = .77) was the strongest predictor, followed by sex (Irel = .76), years smoking (Irel = .68), and Processing Speed (linear slope, Irel =.59). Note that Irel of the strongest predictor would be expected to equal 1.00 in a single RFSA, but because we aggregated results from 30 analyses (i.e., conducted across the multiply imputed data sets), the estimated maximum Irel after aggregation was .77 (i.e., for subjective health), which indicates that subjective health was the top predictor in most, but not all, of the imputed data sets.
Of the remaining demographic and smoking/alcohol variables, only age at induction into the study and current smoking status made the list of top predictors. Other cognitive variables with Irel ≥ .25 were Fluid Intelligence (linear slope) and Processing Speed (intercept).
Verbal Memory, Visual Memory, and Crystallized Intelligence were of low importance in predicting mortality risk in the presence of lifestyle and medical risk factors. Other influential DLA and CMI predictors included frequency of illness (linear slope), Difficulty Performing Housework (intercept and linear slope), Leisure Activity (intercept), and number of prescribed medications (intercept).
Cox proportional hazards survival models. Cox PH outcomes are also shown in Table   6 . Results were mostly consistent with those from the RFSA; however, only five predictors produced notable changes in model fit (∆ 2 ) and also significant changes in hazard ratios (i.e., 95% CIs for % Hazard Ratio did not include 0). These variables, in descending order of importance (∆ 2 ), were subjective health (intercept), sex, Processing Speed (linear slope), age at induction into the study, and years smoking. Of these variables, only years smoking was related to increased mortality risk (+1SD lifetime smoking = +11.4% risk). Better overall subjective health (+1SD health = -16.2% risk), being a woman (-33.0% risk), and smaller life span decrements (more positive slopes) in Processing Speed (+1SD = -10.9% risk) were all predictive of reduced mortality risk. Age at induction into the study was also negatively related to mortality risk (i.e., being older at the start of the study was predictive of being older at time of death); this is a well-known selection effect (Lindenberger, Singer, & Baltes, 2002) . With the exception of age at induction into the study, these top predictors had RFSA relative importance estimates ≥ .59. More years smoking (tobacco) was most predictive of increased mortality risk. Thus, these analyses showed that two psychological variables-subjective health status and life span changes in Processing Speed-were among the top survival predictors ( Figure 1 ) and that they accounted for substantial variation in mortality risk even in the presence of well-established risk factors (e.g., male sex, smoking). Subjective health status has previously been shown to be a reliable, valid, and relatively sensitive indicator of mortality risk (e.g., Idler & Benyamini, 1997) . However, some studies have demonstrated strong attenuation in the strength of association between subjective health status and mortality risk after adjusting for health and lifestyle factors (e.g., Murata, Kondo, Tamakoshi, Yatsuya, & Toyoshima, 2006) , whereas others have found this not to be the case (e.g., Heistaro, Jousilahti, Lahelma, Vartiainen, & Puska, 2001 ). Also, severe (but not mild or moderate) cognitive impairment has been shown to reduce the predictive influence of self-rated health on mortality risk (Walker, Maxwell, Hogan, & Ebly, 2004) . The current findings show that subjective health is a powerful risk indicator even in the presence of socio-demographic, lifestyle, medical, and cognitive variables. noted that self-rated health reflects complex interrelations among biological, mental, social, and functional aspects of an individual:
This higher-order integration (vis-à-vis more narrowly defined risk factors) may be especially important for predicting mortality risk in middle-aged and older adults.
Processing speed has been shown to be more sensitive than other cognitive abilities to the effects of aging (Salthouse, 1993) , so processing speed may also signal variation in multiple underlying processes linked to mortality risk. Notably, decrements in processing speed have been linked to cardiovascular disease (Bosworth & Siegler, 2002) and, in a sub-sample of participants from the present study, to cerebral white matter lesion prevalence (Rabbitt et al., 2007) . Superior psychometric properties of processing speed (e.g., reliability and accuracy of measurement) may also contribute to its predictive efficacy (Bäckman & MacDonald, 2006) .
We are aware of only one other survival study comparing processing speed to established demographic, lifestyle, and medical risk factors: Roberts et al. (2009) found that, after adjustment for age and sex, processing speed (choice reaction time) predicted mortality risk more strongly than physical activity, resting heart rate, psychological distress, waist/hip ratio, weekly alcohol consumption, body-mass index, and socio-economic advantage. Only smoking status and systolic blood pressure were stronger predictors than processing speed. We used a broader range of risk factors (including multiple measures of cognitive ability) and stateof-the-art analyses (multiple imputation, RFSA, and Cox PH analysis)-and, importantly, we mutually-adjusted all risk factors. We similarly found processing speed to be a stronger predictor than all but three of the 65 risk factors examined (i.e., only subjective health, sex, and smoking were stronger).
We further note that smaller life span decrements in processing speed, rather than higher baseline levels of processing speed, were most telling of reduced mortality risk. This suggests that relations between processing speed and mortality risk mainly hinge on pathologies that develop in mid-to-late adulthood (i.e., rather than genetic precursors or earlylife events)-though we cannot state this definitively as we did not assess risk factors during youth. More broadly, both subjective health status and processing speed likely mediate relations between other risk factors and mortality outcomes: These associations merit further investigation given that causal pathways linking psychological variables to mortality risk remain ambiguous.
An important caveat to the current results concerns the Cornell Medical Index, which for most participants was administered several years following initial assessment of cognitive and lifestyle variables. Individuals with CMI data therefore likely represented a slightly healthier population than those who left the study prior to CMI assessment, as confirmed by median age at death in each sub-sample (85.4 years vs. 83.6 years, respectively). Though we used all available information to impute missing CMI values (see Methods), accuracy of CMI variables may have been adversely affected by the comparatively large degree of missing data.
As a further check against this possibility, we conducted a follow-up sensitivity analysis to predict survival in individuals who provided CMI data on at least one occasion. Results
(reported in section S4 of the online supplemental materials) showed that risk factors identified as most influential in the original analysis remained so, with only minor changes in order of
importance. An exception to this outcome was that years smoking dropped in importance from position three in the full sample to position nine in the CMI sample-probably because smokers were more likely to drop out of the study early-on (smokers comprised 13.5% of CMI participants vs. 16.2% in the broader participant pool).
In short, processing speed and subjective health status appeared as key risk factors in both analyses. Specific medical risk factors-in particular cardiovascular symptoms (which we hypothesized to be key to risk prediction)-appeared to play less of a role than expected. It may be that these specific health markers (e.g., difficulty breathing, blood pressure, chest pain) are of greater importance for predicting mortality risk in populations with more sharply declining health (e.g., smokers). Further research is needed to explore this possibility.
Conclusions
To address the needs of an aging global population, it will be necessary to account for numerous morbidity and mortality risk factors, such as demographic variables, health conditions, functional capacities, mental abilities, and social support . To our knowledge, the current work represents the most comprehensive account to date, in terms of both the life spheres investigated and the statistical procedures adopted, of the comparative and combined influence of these diverse risk factors (65 in total) on mortality outcomes in middleaged and older adults. Our findings showed that two psychological variables, subjective health and processing speed, were better indicators of mortality risk than nearly all of the other included predictors. This information can be obtained with relatively little effort or cost andgiven the tractability of these measures in different cultural contexts (e.g., Cores et al., 2015; French et al., 2012 )-may prove expedient in screening for elevated mortality risk in diverse human populations.
