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Abstract 
The calcium-catalysed intermolecular hydrophosphination reaction is an atom efficient 
synthetic route to organophosphines.  Early experimental studies indicated a 
correspondence between the hydroamination and hydrophosphination reactions.  
However, we recognise a need for a theoretical investigation of the intermolecular 
hydrophosphination reaction particularly as many aspects of the mechanism remain 
poorly understood.   
The work within this thesis describes a theoretical investigation of the intermolecular 
hydrophosphination reaction catalysed by the β-diketiminate stabilised Ca complex, 
[{HC(C(Me)N-2,6-iPr2C6H3)2}Ca{PPh2}(THF)].  Preliminary DFT calculations were 
performed on a simplified model of the experimental system.  The intermolecular 
hydrophosphination of ethene is a stepwise mechanism involving alkene insertion and 
protonolysis, consistent with experimental results. Calculations demonstrate the 
importance of secondary stabilising interactions, particularly the Ca–π interaction, which 
coordinates preferentially over a Ca←P interaction.  
Calculations involving the substitution of ethene for styrene and vinylpyridine were also 
performed (Chapter 4).  Stabilisation of the alkylphosphine fragment through the arene 
ring allowed for considerably more interchange between important secondary bonding 
interactions.  During the styrene hydrophosphination reaction the kinetically most 
favourable protonolysis pathway proceeded from an alkylphosphine fragment that 
exhibited no secondary stabilising interaction.  Such a coordination mode has not been 
considered previously in previous hydroamination reaction studies. 
Calculations were also performed to investigate the hydrophosphination reaction 
mechanism for an experimentally representative catalyst (Chapter 5).  A ligand-based 
proton-assisted mechanism was identified involving a multi-centre transition state.  In 
the ligand-based mechanism the alkylphosphine product was generated alongside the 
active catalyst in a single step.  The single step, ligand-based mechanism was a 
kinetically more favourable pathway and thermodynamically representative of 
experiment.  To the best of the author’s knowledge, this is the first example of the Ae 
catalysed heterofunctionalisation reaction, which demonstrates preference for a ligand-
based mechanism.    
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Chapter 1 Literature Review 
Following the definition of heterofunctionalisation reactions and some mechanistic 
insight into non-alkaline earth (Ae) metal-catalysed reactions, this chapter will 
examine the inherent difficulties in utilising Ae metal catalysts and methods used to 
stabilise such complexes.  This will be followed by a brief overview of Ae metal-
catalysed hydroamination and hydrophosphination reactions and an examination of 
factors, which influence the reaction pathway to provide mechanistic insight into the 
catalytic processes. This chapter is concluded with a summary of the main points 
from this literature review in order to justify the scope of this thesis. 
1.1 Heterofunctionalisation Reactions  
In current economic climes, the chemical industry is under increasing pressure to 
develop more environmentally friendly and cost effective synthetic protocols.  There 
is significant economic incentive to substitute toxic reagents with less harmful 
variants as well as replace expensive rare metal catalysts with more cost-effective 
and abundant metals.1, 2 The heterofunctionalisation of unsaturated compounds 
describes the addition of H—X or X—X' (where X and X' are heteroatoms) over 
unsaturated C—C (such as alkenes and alkynes) or C—X (X = O, N, S) bonds and is 
an atom-efficient route to yield value-added products, which have a significant role 
in industrial and academic settings.3-5 
1.2 Late TM-catalysed Heterofunctionalisation Reactions 
Transition metals (TM) are synonymous with catalysis.  Numerous late TM 
complexes including Pt, Pd, Ir and Rh have been identified which are applicable in 
various heterofunctionalisation reactions.5    
Mechanistic studies have demonstrated that late-TM catalysed reactions involving 
the addition of H—N, H—P, H—C and H—O across C=C bonds generally proceed 
via one of two pathways (Scheme 1-1).6, 7  In mechanism A, the 
heterofunctionalisation reaction is initiated by olefin coordination at the electrophilic 
TM centre and is followed by outersphere nucleophilic attack.  Conversely, in 
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mechanism B, coordination of the nucleophile at the TM centre occurs first through a 
ligand exchange process.  This is followed by an alkene insertion step, whereby the 
olefin inserts into the TM—Nu bond.   In both cases, the newly formed TM—C bond 
is cleaved by protonolysis to give the regenerated catalyst.   
 
Scheme 1-1: Competing heterofunctionalisation reaction pathways catalysed by late-TM complexes. 
A third reaction mechanism (Mechanism C, Scheme 1-2), corresponding to the 
preferred route for electron rich TM catalysts such as Ir and Rh, commences with the 
oxidative addition of Nu—H to TM0.7-9  This is followed by insertion of ethylene 
into the TM—Nu bond.  Unlike mechanisms A and B, the newly formed TM—C 
bond in mechanism C is cleaved by a reductive elimination step rather than 
protonolysis.  Heterofunctionalisation reactions involving the addition of H—H and 
H—Si across C—C unsaturated bonds also proceed via mechanism C. 
 
Scheme 1-2: Preferred heterofunctionalisation reaction mechanism for electron rich TM catalysts. 
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While late TM-catalysts exhibit a high polar functional group tolerance and require 
relatively mild reaction conditions, the accessibility of numerous reaction pathways 
can result in the formation of unwanted side products.  Indeed, for many late TM-
catalysed heterofunctionalisation reactions, the preferential formation of the 
Markovnikov product from 1,2-migratory insertion coincides with the formation of 
anti-Markovnikov side product resulting in decreased regioselectivity.6-8  
A broader consideration when utilizing late TM catalysts is their associated impact 
both economically and environmentally.  Late-TMs based on the reactive platinum 
metals, including Ru, Os, Rh, Ir, Pd and Pt, have a high associated cost and toxicity, 
as well as being difficult and environmentally damaging to extract.3 
1.3 d0 Metal Catalysts 
Pioneering work conducted within the Marks group, and subsequent work of others 
has demonstrated a plethora of heterofunctionalisation reactions, which can be 
catalysed by various organolanthanide complexes.10-34  Lanthanides (Ln) easily form 
3+ oxidation states as a result of the contracted 4f shell shielding the high-energy 5d 
and 6s electrons from the nucleus.35  Moreover, unlike late-TM catalysts, 
organolanthanide-based species are electron deficient (d0) metals, wherein the metal 
oxidation state remains unperturbed during the reaction.  Unwanted 
oxidation/reduction pathways typically associated with transition metals can be 
avoided. 
Instead, experimental and theoretical research has indicated that organolanthanide-
catalysed heterofunctionalisation reactions involve a combination of two 
fundamental steps: (a) insertion of an unsaturated C—C or C—X moiety into the 
Ln—X σ-bond (Figure 1-1a) and (b) σ -bond metathesis (Figure 1-1b).36 37  
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Figure 1-1: Reaction behaviour of lanthanide catalysts;  (a) represents alkene insertion and (b) 
represents σ-bond metathesis. 
An additional benefit of lanthanide catalysts is they exhibit reactivity towards simple 
conjugated substrates.  However lanthanides tend to be air sensitive and require very 
dry conditions.  Furthermore lanthanide catalysts can be expensive, hard to synthesis 
and difficult to recover from the reaction medium.38 
1.4 Pursuing Alkaline Earths Catalysts 
Heavy alkaline earth (Ae) metals (calcium (Ca), barium (Ba) and strontium (Sr)) are 
well known elements however their reaction chemistry remains relatively unexplored 
in contrast to the lighter congener, magnesium (Mg).3   Mg-based compounds, such 
as Grignard reagents, have been used extensively in organic and organometallic 
syntheses for many years.  In contrast however, development of heavier alkaline 
earth Grignard reagents has been unsuccessful (until relatively recently) and as such 
researchers have shown minimal interest in these elements. 3  The advent of chemical 
vapour deposition (CVD) reinvigorated interest in the heavier Ae metals as potential 
CVD-precursors.3  Heavy group 2 elements provide an attractive alternative to 
transition metals and lanthanides particularly as they are some of the most abundant 
metals on the planet.  For example, it is estimated that calcium comprises 3.4 % (by 
weight) of the Earth’s crust.1, 2 Furthermore, calcium is regarded as being 
biocompatible and has no known toxicity regardless of the concentration.1, 2 
The success of organolanthanide-catalysed heterofunctionalisation reactions has 
played a significant role in the development of Ae metal catalysis. 39, 40 Both 
lanthanides and group 2 metals have predominantly one oxidation state (3+ and 2+ 
respectively) whereas the d0 character limits oxidation/reduction side reactions 
associated with TM catalysts.1-3, 41 Moreover, organolanthanide and heavier Ae 
Ln X
Y Z Ln X
Y Z
Ln X
Y Z
Ln X
Ln
X (a)
(b)
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cations (Ca, Sr and Ba) demonstrate non-directional, ionic interactions between the 
metal and ancillary ligands. 2, 3, 42-44 Consequently, heavier Ae-based catalysts 
demonstrate similar reactivity to organolanthanide complexes however, owing to the 
relative abundance of Ae metals and in particular, the biocompatibility of calcium, 
researchers are actively pursuing Ae metals as potential alternatives to expensive, 
rare metal catalysts.    
1.5 Caveats of Ae-metal complexes 
The ionic radii of Ae cations increase significantly descending down group 2 
whereas their associated electronegativity decreases (Figure 1-2).3   
 
Figure 1-2: Ionic radii45 cited for 6-coordinate ions and electronegativites46 of the heavier Ae cations. 
Mg has a large charge/size ratio than the heavier Ae metals, which demonstrates 
covalent bonding character between the metal and coordinating ligands.  In contrast, 
the decreasing charge/size ratio with increasing atomic number, results in greater 
ionic bonding character and non-directional interactions occurring between the 
heavier Ae metals and ancillary ligands.  The increasing ionic bonding character and 
reduced bond strength between the Ae metal—ligand increases the complex 
reactivity, which can also lead to complex deactivation through ligand redistribution 
pathways.   
The problem of ligand redistribution associated with heavier Ae-metals is arguably 
the greatest challenge in the development of Ae metal catalysts.47  Ligand 
redistribution of heteroleptic Ae catalysts is illustrated in Equation (1.1).  
Mg2+ Ca2+ Sr2+ Ba2+
Decreasing Electronegativity (Pauling)
1.00 1.18 1.35
1.0 0.95 0.89
0.72
1.31
Increasing Ionic Radius (Å)
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  2[{L
x}AeXx ]! ⇀!↽ !! [Ae{Lx}2 ]+[Ae{Xx}2 ]   (1.1) 
Heteroleptic complexes of the form {Lx}AeXx (where {Lx} represents a bulky 
spectator ligand and Xx represents a stabilising anion such as an alkyl (CH(SiMe3)2− ) 
or amide ( N(SiMe3)2− ) co-ligand can undergo basic Schlenk-like ligand 
redistribution to yield homoleptic compounds of the form Ae{Lx}2 and Ae(Xx)2.  The 
latter complex can undergo further reaction to form polymeric products.  The 
resulting structures may exhibit reduced catalytic activity as well as a loss of any 
ligand control over the stereochemistry of the products.   
Early Ae-catalysts, used in ring-opening polymerization of lactides, employed bulky 
monoanionic chelating ligands, based on the β-diketiminate ({L1} = CH{(CMe)(2,6-
iPr2C6H3N)}2) ({L1}CaX1, Figure 1-3(a)) and tris-(pyrazolyl)borate ({L2}CaX1, 
Figure 1-3(b))  ligand scaffolds, to stabilise Mg and Ca metal centres against ligand 
redistribution.48-53  
 
Figure 1-3: Calcium β-diketimidato ({L1}CaX1(THF), (a)) and tris-(pyrazolylborate) ({L2}CaX1, (b)) 
complexes reported by Chisholm et al.. 
Subsequent work, conducted by Avent and co-workers, reported on the kinetic 
stability of heavier Ae{L1}-complexes.54  Whilst the heteroleptic calcium complex, 
{L1}CaX1(THF) ( Figure 1-4(a)), was easily isolated, synthesis of the heavier Sr and 
Ba congeners was less straightforward.  The heteroleptic Sr and Ba complexes 
({L1}SrX1(THF)2 and {L1}BaX1(THF)2 respectively, Figure 1-4(a)) were produced 
alongside their homoleptic counterparts {L1}2Sr and {L1}2Ba whereas no evidence of 
the equivalent homoleptic calcium complex, {L1}2Ca, was observed (Figure 1-4(b)).   
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This was in contrast to earlier work by Chisholm et al. who reported ligand 
redistribution with {L1}CaX1(THF).50  
 
Figure 1-4: Heavier Ae {L1}-stabilised complexes (where Ae is Ca, Sr or Ba). 
Analysis of a mixture consisting of calcium complexes, {L1}CaX1(THF), [Ca{X1}2 
(THF)2] and the homoleptic species, {L1}2Ca, showed no evidence of ligand 
interconversion.  This implied that {L1} provided sufficient kinetic stability to 
maintain the coordination environment about Ca in solution and suppress ligand 
redistribution. In contrast, analysis of a mixture of the barium complexes 
{L1}BaX1(THF)2, Ba{X1}2(THF)x and the homoleptic complex, {L1}2Ba, revealed 
the {L1} ligands experienced redistribution suggesting that the three species exist in 
dynamic equilibrium.54 
The divergence between the solution behaviour of {L1}CaX1(THF) and 
{L1}BaX1(THF)2 was attributed to a number of factors contributing to the relative 
activation barriers of ligand redistribution.  Although this included the reduced 
charge/size ratio of Ba and subsequent weaker ligand binding in comparison to Ca, 
closer examination of the coordination environment in {L1}BaX1(THF)2 revealed the 
internal angles within the {L1} underwent considerable distortion to accommodate 
the larger Ba metal.   
Authors intimated that Ba protruded from the {L1} backbone plane, resulting in 
reduced steric protection.  In comparison, the smaller, more Lewis acidic calcium 
cation demonstrated less facile ligand exchange. Moreover the homoleptic calcium 
dimer exhibited greater stability to ligand exchange as a result of greater steric 
crowding at the metal centre. 
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1.6 Stabilising Ae metal complexes 
For clarity, the various spectator ligands {Lx} and stabilising anions {Xx} that are 
discussed within this chapter have been collated in Table 1-1 and Table 1-2 
respectively. 
Table 1-1: Range of spectator ligands {Lx} discussed in this chapter.   
    
{L1} {L2} {L3} {L4} 
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Table 1-2: Range of stabilising anions{Xx} discussed in this chapter.   
   
X1 X2 X3 
   
X4 X5 X6 
   
X7 X8 X9 
There has been considerable advancement in bulky spectator ligand design as a result 
of Ae-catalyst application in heterofunctionalisation reactions.  Refinement of ligand 
capacity for polydentate coordination, steric bulk and strong donor abilities provides 
increased kinetic stabilisation.  These ligands provide a saturated coordination 
environment at the Ae metal centre.  The overall goal is to maintain catalytic activity 
and prevent against the formation of unreactive oligomeric/polymeric species from 
ligand redistribution. 
1.6.1 Coordinative saturation through clever ligand design 
 
Figure 1-5: Ae metal catalysts exhibiting hemilabile ligand arms (red). 
Methods to stabilise the Ae metal centre through coordinative saturation can be 
achieved in a number of ways.  In the absence of coordinating substrates, bulky 
spectator ligands can stabilise low coordinate Ae metal centres through flexible 
coordinating ligand fragments.  For example, in the Mg-tris(4,4-dimethyl-2-
oxazolinyl)phenylborate ({L3}MgX2, Figure 1-5(a)) and Ca-tridentate amidinate 
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complexes ({L4}CaX1(THF), Figure 1-5(b))  both exhibit hemilabile ligand arms, 
which can dissociate to allow coordination of reaction substrates at the metal 
centre.55, 56 
1.6.2 Coordinative saturation through secondary interactions 
Alternatively, prevention of ligand dissociation can be facilitated by coordinative 
saturation of the metal centre involving secondary bonding interactions.  The term 
secondary bonding interactions describes interactions other than those occurring 
between metal-ligands and metal-neutral donor ligand. Unlike the primary metal-
ligand interactions, secondary bonding motifs are significantly longer and weaker, 
nevertheless they are crucial in providing additional sources of stabilisation.  Some 
examples of relevant secondary bonding interactions observed in Ae metal 
complexes include Ae··· π, Ae···agostic, and CH···π bonding.57 The secondary 
interactions are discussed in more detail in the following sections. 
Ae···π  Interactions 
The most well documented secondary bonding motif is the cation···π interaction.  
Cation···π interactions are a fundamental feature of a biomolecular structure as well 
as playing a significant role in materials chemistry.  The cation···π interaction is 
highly dependent on the metal centre, which manifests as a strong electrostatic 
interaction. In Ae2+···π  systems, decreasing the size of the Ae metal significantly 
enhances the interaction energy between the Ae cation and π system, which is 
evidenced by the smaller Ae···Cπ distances.58, 59 Buchanan et al. reported the upper 
bound limit of Ae···Cπ interactions where Ca···Cπ	≤	3.13 Å , Sr···Cπ	≤	3.30 Å  
and Br···Cπ	≤	3.48 Å. 57 
Despite the short distances between Ca···Cπ, the larger Ae metals exhibit a greater 
preference for Ae···Cπ interactions. The 4-coordinate pentafluorophenylcalcium 
complex with THF solvation ({L5}Ca(THF), Figure 1-6(a)), exhibits a single Ca···π 
interaction between the mesityl ring of the triazenide ligand.  The distances between 
the Cπ atoms of the mesityl ring and Ca lie within a narrow range (3.02—3.13 Å).  
Unlike {L5}Ca(THF), the heavier Ae complexes of Sr and Ba ({L5}Sr and {L5}Ba 
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respectively, Figure 1-6(b)), do not exhibit THF coordination.  Instead, {L5}Sr and 
{L5}Ba demonstrate two Ae—π interactions involving the mesityl ring (Sr···π 
3.17—3.31 Å; Ba···π, 3.33—3.43 Å) and the triisopropylphenyl ring (Sr···π = 
3.08—3.28 Å, Ba···π = 3.29—3.41 Å). 60 
 
Figure 1-6: Ae-pentaflourophenyl complexes demonstrating metal directed cation—π interactions. 
Loh et al. have also reported competitive binding between Ae···π and Ae—donor 
interactions.  In the Ca complex stabilised by a 1,3-diazaallyl ligand ({L6}2Ca, 
Figure 1-7(a))  formation of Ca···π interaction involving a diisopropylphenyl (Dipp) 
ligand was unable to be displaced by THF despite being crystallised from a solution 
of THF.  Authors attributed the lack of THF coordination to the steric shielding 
originating from the bulky spectator ligand.  The preferential intramolecular 
coordination of the phenyl ring (Ca···π, 2.61 Å) restricts access to the metal centre. 
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Figure 1-7: 1,3-diazaallyl-stabilised Ca complexes with and without DME coordination.  
Although monodentate THF was unable to displace the Ca···π interaction in 
{L6}2Ca, the addition of bidentate 1,2-dimethoxyethane (DME) however resulted in 
the irreversible formation of hexacoordinate adduct ({L6}2Ca(DME), Figure 1-7(b))   
involving dissociation of the Ca···π interaction.  
The competitive binding between Dipp and the THF donor interaction at Ca can be 
rationalised through computational calculations.   Numerous studies using various 
computational methods and basis sets have determined the binding energy associated 
with Ca2+⋅⋅⋅η6-C6H6 interaction is within the range of 292.3—340.2 kJ/mol.61-64  
Coordination of an anionic Lewis base (X) at calcium complex [(η6-C6H6)CaX]+ 
significantly reduces the Ca—π  interaction energy  to within the region of 130—170 
kJ/mol.61  
The binding energies associated with Ca—O interactions are of a similar magnitude.  
In Ca complexes [(THF)4CaI2],  [(THF)Ca(Cp)I] and [(THF)2Ca(Cp)I] (where Cp = 
cyclopentadienide), the Ca—O binding energy was calculated as 108.7, 114.6 and 
104.0 kJ/mol respectively.58, 59   
Thus the formation of the Ca···π interaction would appear to be marginally more 
favourable than a single Ca—O interaction.  However, as Ca is particularly 
oxophilic, should the opportunity present itself to generate two Ca—O interactions 
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upon addition of a small bidentate ether such as DME, the complex will rearrange to 
accommodate the DME molecule. 
Ae···agostic interactions 
Another type of secondary interaction exploited to stabilise Ae metal complexes is 
the Ae···H agostic interaction.  Agostic interactions, at one stage, were widely 
ignored as they were considered too weak to be of significant importance.57  The 
energy associated with agostic interactions is estimated between 4—40 kJ/mol, 
which lies within the range of hydrogen bonding and intermolecular solvent effects.65 
Identification of agostic interactions was made difficult when using crystallographic 
techniques as a result of the high degree of uncertainty when locating hydrogen 
atoms particularly at long M···H distances.  Shorter M···H distances can be resolved 
more easily whereby the strength of the M···H interactions are estimated based on 
hindered bond rotations.  The difficulty in accurately describing M···H interactions 
meant that M···C agostic interactions were frequently reported instead.57  
 
Figure 1-8: 1,3-diazaallyl-stabilised Ca compex exhibiting Ca···H—C agostic interactions. 
In Figure 1-8, for example, a closer examination of {L6}2Ca  reveals that a tert-butyl 
group provides additional stabilization and saturation of the metal coordination 
sphere through multiple Ca···H—C agostic interactions. In {L6}2Ca, the average 
Ca···H—C interaction distance is 2.56 Å whereas the Ca···C(H) distance is 2.94 Å. 
The latter distance is comparable to the Ca···C(H) distances reported for Ca···π 
interactions.58, 59   
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Figure 1-9: Monomeric Sr complex, {L1}SrX3(THF)2, stabilised by Ae···H—Si agostic interaction. 
Although the energy associated with individual Ae···H agostic interactions are not as 
large as Ae···π interactions, agostic interactions can play a significant role in 
complex stabilisation.   This is best exemplified by the isolation and characterisation 
of {L1}-stabilised Sr and Ba complexes such as {L1}SrX3(THF)2 (where X3 = 
N(SiMe2H)2-) in Figure 1-9.66  The successful synthesis of the heteroleptic Sr and Ba 
catalysts bearing the {L1} ligand were attributed to the use of the amido group, 
N(SiMe2H)2-.  The use of X3 σ-bonded moiety stabilized against ligand redistribution 
through internal Ae···H—Si interactions as indicated by the red dashed line in Figure 
1-9.  This is in stark contrast to the work conducted within the Hill group who 
observed ligand scrambling when attempting to synthesise equivalent Sr and Ba 
complexes using the bulky silylamide N(SiMe3)2- (X1). 
 
Figure 1-10: Ae complex stabilised by bulky chelating phenolate ligand and N(SiMe2H)2- anion, 
exhibiting Ae···H—Si agostic interaction. 
The inherent difficulties in experimentally characterising agostic interactions present 
an opportunity for theoretical methods.  In order to determine the strength of the 
Ae···H—Si agostic interactions, DFT calculations were performed on the heavier Ae 
metal complex [{L7}AeN(SiMe2H)2] (Figure 1-10).  Authors used the B3PW91 
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hybrid exchange-correlation functional with an effective core potential for Ba, Sr, Ca 
and Si whereas a polarized double-ζ basis set was used for C, H, O and N (see 
Chapter 2 for definitions).   
Two stable structures for each Ae metal complex (Ca, Sr and Ba) were identified; 
one of which exhibited a β-Si—H agostic interaction whereas the second geometry 
was without agostic interactions.  Rotating about the N—Si bond to dissociate the 
agostic interaction, identified the latter structure.  The relative energy difference 
between the two calcium conformers corresponded to 2.5 kJ/mol, which signified the 
complexes were isoenergetic and that the β-Si—H agostic interaction was dynamic.67 
As with calcium, the strontium and barium complexes exhibiting the agostic 
interaction were more stable than without, however the relative energy difference 
was significantly greater.  The difference between the strontium complexes was 
calculated as 15.5 kJ/mol and barium was 13.0 kJ/mol. Although the relative 
energies are greater than calcium, the difference is still within the error of the 
method.  Nevertheless, good correlation was observed between the experimental and 
computational IR spectra.  Thus the small values for the energies were consistent 
with the weak stabilizing nature of agostic interaction. 67 
CH···π  Interactions 
Secondary bonding interactions, which directly involve the metal centre play a 
significant role in complex stabilisation.  However, alternative interactions exist 
which can also help to stabilise the complex through intramolecular interactions 
between ligands.  The large bulky spectator ligands, which help to stabilise the Ae 
metal centres are typically comprised of numerous CH units and aromatic π-systems.  
This creates many potential opportunities to form CH···π  interactions. 
CH···π interactions are an example of weak hydrogen bonding (H-bonding) 
however, their existence is at loggerheads with the more conventional description of 
H-bonding.  A traditional hydrogen bond is formed between Xδ - −Hδ + ⋅⋅⋅Y δ - , where 
X (H-bond donor) and Y (H-bond acceptor) are electronegative atoms such as N and 
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O. The prototypical H-bonding system is characterised by two water molecules (
Oδ - −Hδ + ⋅⋅⋅Oδ - ).68, 69 
Since the advent of this conventional bonding description considerable evidence has 
emerged which has further developed the concept of H-bonding.  The H-bond 
acceptor, Y, is no longer considered a traditional base, which contributes an electron 
lone pair.  Instead Y can represent an area that has an associated electron density 
accumulation such as aromatic electron density within π-systems.  Moreover, where 
X was traditionally considered as N or O, now X can be a less electronegative 
element such as S, C, Se or Si.69  
The revised, non-conventional H-bonding description includes systems such as  
CH···lp (lp, lone pair of electrons), CH···X , XH···π (where X is O, N etc.) and 
CH···π interactions.69-71   
As one might expect, in the H-bond energy range of 1—170 kJ/mol, CH···π 
interactions lie toward the lower end of the spectrum.  The interaction energy of a 
typical CH···π interaction is estimated between 6.3—10.5 kJ/mol.70, 71  The total 
energy associated with H-bonding interactions is a combination of contributions 
from electrostatics (Ees), polarization (Epol), charge transfer (Ect), dispersion (Edis) 
and exchange repulsion (Eer) interactions.  The contribution from each energy 
component is highly dependent on the donor/acceptor comprising the H-bond 
interaction.68   
The major contributing component to the energy of a typical CH···π bond (between 
CH4 and benzene), originates from dispersion whereas the contributions from charge 
transfer, polarization and electrostatics are relatively minor.70-72  This is in contrast to 
the conventional H-bond in which the major energy component originates from the 
electrostatic interaction whereas the dispersion contribution is relatively minor. 
However, as the proton donating ability of CH, in CH···π, increases so too does the 
stabilising effect of the interaction.  This increase in stabilisation is attributed to the 
increase in contribution from the electrostatic energy term.  Thus the proportion of 
electrostatic energy increases moving from an aliphatic (sp3) CH to aromatic (sp2) 
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CH to acetylenic (sp) CH.70-72  A similar trend is also observed in CH···π 
interactions involving X3C—H groups, where X is an electron withdrawing group.  
The net effect is that, with sufficient contribution from the electrostatic energy term, 
the CH···π interaction energy can approach the lower limit of conventional H-bond 
energies (12.6—29.3 kJ/mol).71   
Interactions between the numerous potential CH donors and aromatic acceptors of 
the bulky spectator ligands can manifest in a large cumulative stabilising effect.   
One particular attribute associated with H-bonding interactions, including CH···π 
interactions, is the σ-bond cooperative effect.  σ-Bond co-operativity is a synergistic 
effect, which drives the clustering of polar groups. As a chain or network of H-bonds 
form, the net flow of charge through the chain strengthens the H-bonding 
interactions.  The net result is an increased stabilisation effect relative to the 
equivalent isolated interactions thus the presence of CH···π interactions should not 
be disregarded.68  
The accumulative stabilisation of CH···π interactions was demonstrated by the all-Z-
hexabenzo(24)annulene complex (Figure 1-11(a)).73  The complex adopts an internal 
geometry, which is comprised of three benzene rings exhibiting three CH··· π 
interactions.  Computational calculations were performed at the CCSD(T)/cc-pVDZ+ 
method,  to model the σ-bond cooperative effect in all-Z-hexabenzo(24)annulene by 
using a smaller benzene trimer system (Figure 1-11(b)). Calculations revealed that 
the stabilisation energy of the three CH··· π interactions in the benzene trimer was 
approximately 20 kJ/mol.74 Despite the small difference between the energy 
associated with the three CH··· π interactions in the benzene trimer the sum of three 
individual CH··· π interactions, authors suggested that the σ-bond cooperative effect 
was the likely source of the stability associated with the larger C3 symmetric crystal 
structure (Figure 1-11(a)).71  
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Figure 1-11: All-Z-hexabenzo(24)annulene and smaller benzene trimer model system demonstrating 
the σ-bond cooperative effect. 
CH··· π interactions have also been observed in heavy Ae complexes.  The crystal 
structure of the homoleptic β-diketiminate-stabilised Ae complex,  {L1}2Ae,  (where 
Ae = Mg, Ca, Sr and Ba) demonstrated several CH···π interactions between the 
isopropyl groups and the phenyl rings (defined as Ph) of the spectator ligands (Figure 
1-12).75  Interestingly, while Ca (Figure 1-12) and Sr exhibited four CH··· π 
interactions, substitution with Mg and Ba disrupted the CH···π network and 
subsequently, only three CH··· π interactions were observed.  This disruption was 
attributed to the poor fit of the Mg and Ba within the cavity created by the two {L1} 
ligands.   
(a) (b)
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Figure 1-12: Homoleptic β-diketiminate-stabilised Ae complex,  [{L1}2Ae],  demonstrating  
intramolecular CH···π network.  Ca (yellow), N (blue), C (grey), H (white) and ring centroids 
(purple).  Key atoms are represented by VdW spheres, the remaining ligand framework is represented 
by a tubular arrangement.  Dashed lines represent CH··· π interactions. 
Within the crystal structure of the complexes, the CH··· π interactions occur within 
different ligand environments.  In Figure 1-12 Ph1 and Ph1’ are almost parallel and 
interact with H1’ and H1 respectively (CH1/1’···Ph1/1’, 2.74 Å) in a network 
configuration that is reminiscent of a H-bonding chain. The aryl rings at the 
periphery of the molecule (Ph2 and Ph2’) act only as H-bond acceptors in the CH··· π 
interactions (CH2/2’···Ph2/2’, 2.65 Å). 
Examination of the {L1}2Ae complexes in benzene solution revealed that the CH··· π 
interactions remained present, however, heating resulted in coalescence of the iPr 
signals, which was attributed to structural reorganization. This geometric 
redistribution disrupted the CH··· π network such that Ph2 and Ph2’ moved closer 
together and exhibited mutual CH···π interactions whereas Ph1 and Ph1’ moved to 
the periphery of the molecule.   Consequently, the complete exchange of the Dipp 
ligands resulted in scrambling of the iPr signals. 
Overall, the stability of the monomeric homoleptic Ae complexes in solution and 
under heating was attributed, in part, to the long range CH···π interactions occurring 
between the {L1} ligands.   
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1.6.3 Coordinative saturation involving co-ligands 
When bulky spectator ligands fail to provide sufficient coordinative saturation, either 
directly or through secondary bonding interactions, stabilisation of the Ae metal 
centre can still be achieved through coordination of neutral co-ligands.  
THF is frequently observed coordinated to Ae metal centres and is a likely 
contaminant from the Ae-complex synthetic procedure.  1H NMR studies conducted 
on complexes {L4}AeX1(THF)n and {L4}AeX4(THF)n (where X4 is CH(SiMe3)2) 
indicated that THF dissociates from the metal centre in solution.76  Computational 
studies by Tobisch, corroborated this observation.  The presence of THF in 
{L4}BaX1(THF)2 serves to stabilise the complex however, the co-ligand exists in an 
association/dissociation equilibrium with amine substrates.77   
The work of Avent et al. is most notable in this respect who examined the effect of a 
range of coordinating amines at {L1}CaX1(THF).54  The addition of stoichiometric 
quantities of cyclohexamine and tert-butylamine to {L1}CaX1(THF) resulted in the 
displacement of THF and the formation of the amine adducted products (A) and (B) 
(Figure 1-13(b)).  
 
Figure 1-13:  Reaction scheme for THF substitution involving amines (A) and (B) at 
{L1}CaX1(THF).   
Attempts to isolate products (A) and (B) were made difficult as ligand redistribution 
was observed as evidenced by the formation of the homoleptic product ({L1}2Ca).  
The poor stability of the amine-coordinated products was in stark contrast to the 
parent complex, {L1}CaX1(THF), where ligand redistribution was not observed.54     
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In a similar reaction, the addition of aniline (H2NPh) to {L1}CaX1(THF), resulted in 
the selective protonolysis of hexamethyldisilazane to form the primary anilide 
complex, {L1}CaX5(THF) (where X5 is NHPh-) alongside the homoleptic complex, 
({L1}2Ca), and protonated free {L1} ligand, (H{L1}) (red pathway, Scheme 1-3).  
Displacement of the σ-bonded hexamethyldisilazane substituent in such a manner is 
known as transamination.  Transamination is a well-known synthetic method, which 
exploits a substrate with a lower pKa than, in this case, the hexamethyldisilazane 
(pKa ~ 30) to encourage its displacement.  
 
Scheme 1-3:  Transamination at {L1}CaX1(THF) involving aniline (X5) denoted by red pathway and 
2,6–diisopropyllaniline (X6) denoted by black pathway. 
A range of substituted anilines was investigated, including 2,6–dimethylaniline and 
2,4,6–trimethylaniline, which produced similar results as observed with aniline, 
including the formation of insoluble homoleptic calcium anilide derivatives (red 
pathway, Scheme 1-3).  A reaction involving the more sterically demanding 2,6–
diisopropyllaniline with {L1}CaX1(THF) (black pathway, Scheme 1-3) also resulted 
in the elimination of hexamethylsilazane and gave the product, {L1}Ca{X6}(THF), 
where X6 = NH(2,6-iPr2C6H3) (Figure 1-14).  
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Figure 1-14: Ca complex,  {L1}Ca{X6}(THF), exhibiting Ae···H—C agostic interaction. Ca 
(yellow), O (red), N (blue), C (grey) and H (white).  Key atoms are represented by VdW spheres, the 
Dipp fragments and methyl groups of {L1} are represented as lines.  The remaining ligand framework 
is represented by a tubular arrangement. Red dashed lines represent secondary interactions between 
2,6–diisopropyllaniline and Ca.  
Complex {L1}Ca{X6}(THF), exhibited greater stability than the complexes 
involving the less sterically demanding aniline derivatives.  This was attributed to the 
pseudo-five-coordination environment at calcium as a result of an Ae···H—C agostic 
interaction (2.58 Å) involving a methine group of a Dipp substituent at the aniline 
moiety (Figure 1-14).  Despite the increased stability, {L1}Ca{X6}(THF) was not 
resistant to ligand redistribution as samples slowly decomposed to yield the 
homoleptic calcium dimer, {L1}2Ca.  Overall, Avent et al. demonstrated that subtle 
changes in co-ligand characteristics can significantly impact on the ability of the 
complex to withstand ligand redistribution.   
Substitution of hexamethyldisilazane with diisopropylanilide generated the 
monomeric {L1}Ca{X6}(THF) which exhibited some, albeit reduced, stability 
against ligand redistribution through coordinative saturation involving secondary 
bonding interactions.  However, greater stabilisation of Ae-complexes can be 
achieved through complex dimerization.   
Work by Ruspic and Harder, as well as work performed within the Hill research 
group, has synthesized numerous dimeric Ae-metal complexes, which show 
considerable stability against ligand redistribution (Figure 1-15). 47, 54, 78   
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Figure 1-15: Dimeric Ca complexes with various bridging σ-bonded fragments. 
In the reaction involving the addition of benzylamine to {L1}CaX1(THF), a mixture 
of {L1}CaX1(THF)  and dimeric species, Figure 1-15(a).  Variable temperature NMR 
indicated the preferential formation of the dimeric species at lower temperatures.  
The overall free energy (ΔG°) corresponding to the benzylamine dimer formation 
was estimated as -11.4 kJ/mol (298 K), which is consistent with the favourable yet 
reversible formation of the dimer from {L1}CaX1(THF). 
1.7 Features of Ae metal catalysed heterofunctionalisation reactions 
In spite of the inherent difficulties in stabilising Ae metal complexes, there have been 
a number of Ae-based complexes, which have been shown to catalyse various 
heterofunctionalisation reactions.  The following sections will discuss the related 
hydroamination and hydrophosphination reactions catalysed by various Ae-metal 
complexes. 
1.7.1 Hydroamination 
The direct hydroamination of olefins is thermodynamically feasible.  The free energy 
associated with the addition of NH3 to ethene is approximately -16 kJ/mol (298 K).  
However, high activation energy barriers as a result of repulsive interactions between 
the π-bond of the unsaturated substrate and the amine lone pair prevent this reaction 
from occurring under normal reaction conditions.  Moreover, the large negative 
entropy associated with this reaction means that performing the hydroamination 
reaction at a high temperature will shift the equilibrium towards the reactants.  For 
these reasons the use of a catalyst in the hydroamination reactions is desirable. The 
first example of a TM-catalysed hydroamination of an alkene was documented in 
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1929.  Since then, numerous catalysts including TMs, acids, bases and Lns have been 
discovered.79 
Intramolecular Hydroamination 
Intramolecular hydroamination involves the addition of N—H to an unsaturated C—
C moiety within the same substrate and culminates in the formation of a cyclic amine 
product.  In 2005, the Hill group reported on the intramolecular hydroamination of 
many aminoalkenes using {L1}-stabilised Ae complexes.  Since then there has been 
an explosion in Ae catalyst development.80, 81  The intramolecular hydroamination 
reaction is the possibly the most well studied Ae-catalysed heterofunctionalisation 
reaction.  
Evolution of Ln- and Ae-catalysed intramolecular hydroamination reactions has seen 
the emergence of two distinct mechanistic pathways in which the fundamental key 
steps of d0 reactivity, alkene insertion and σ-bond metathesis, are combined in 
different ways (Scheme 1-4).  
Both cycles in Scheme 1-4 share a common initiator step in which the active catalyst 
is generated from the pre-catalyst ({Lx}AeXx) by the process of σ-bond metathesis 
between the metal complex and the aminoalkene substrate which displaces HXx.  
From here the two mechanistic scenarios diverge.   
Cycle A represents the traditionally upheld reaction mechanism which is thought to 
proceed in a stepwise manner facilitated by the activation of the unsaturated C—C 
bond by the electropositive metal centre towards nucleophilic amido attack.  This 
culminates in the formation of a C—N bond and subsequent ring closure through 
1,2-insertion of the unsaturated C—C moiety into the M—N σ-bond via a 4-
membered alkene insertion transition state.  An additional aminoalkene then 
coordinates to the metal centre and the complex undergoes σ-bond metathesis (or 
protonolysis) to form a new C—H bond before the functionalised product dissociates 
to regenerate the starting active catalyst.  
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Scheme 1-4: Catalytic cycles proposed for the intramolecular hydroamination reaction. Cycle A 
refers to the σ-insertive pathway involving alkene insertion and protonolysis whereas cycle B 
describes the single step proton-assisted concerted mechanism. 
A wealth of evidence derived from both experiment and theory indicated that the 
rate-limiting step associated with Ln-catalysed cycle A was alkene insertion and that 
aminolysis occurred at a significantly faster rate.11, 14 However, in both lanthanide 
and Ae catalysed cycles, the proposed reaction mechanism and rate limiting step 
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made it difficult to justify the significant kinetic isotope effects observed 
experimentally.   
The kinetic isotope effect (KIE) is the change in reaction rate observed upon 
substitution of a particular atom with a heavier isotope.  Isotopic rate changes are 
most pronounced when the change in relative mass is greatest.  This is best 
exemplified when hydrogen is replaced with deuterium.  
The change in the reaction rate arises from the change in the zero point vibrational 
energy of a reactant.   As deuterium is heavier than hydrogen, the vibrational zero 
point energy is lower thus the energy barrier for a bond forming/breaking reaction 
involving deuterium is greater than for hydrogen.   
There are several different classifications of KIEs.  A primary isotope effect is 
observed when a bond involving the labeled atom is either formed or cleaved during 
the rate-determining step of a reaction.  The maximum theoretical value of the 
kinetic isotope effect (KIE) for proton transfer during an N-H bond homolysis step is 
8.5.82 
The presence of a significant KIE was suggestive of H—N bond activation during 
the rate-limiting step of intramolecular hydroamination.  Thus a second pathway, 
cycle B, was proposed by Sadow and co workers, which featured amine assistance 
during the alkene insertion step.55  This proton-assisted pathway proceeds via a 
multi-centred TS involving a single concerted N—C / C—H bond formation step 
which occurred out with the vicinity of the metal centre.  Evidence for the proton-
assisted mechanism originated during a stoichiometric reaction, whereby the isolable 
active catalyst of {L3}Mg (Figure 1-16(a)) and coordinated amidoalkene would not 
cyclise ((b), Scheme 1-5) until additional aminoalkene was added ((b), Scheme 
1-5).55  Cycle B has been intimated by many experimentalists as the preferred route 
for intramolecular hydroamination.55   
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Scheme 1-5: Stoichiometric reaction demonstrating the prevention of amidoalkene cyclisation at 
{L3}Mg (a) until the addition of aminoalkene (b).  
Potentially competing reaction pathways is an enticing prospect for computational 
chemists.   It provides the opportunity to increase the mechanistic understanding of 
various reactions by characterizing experimentally short lived or unobservable 
intermediates and transition states.  Computational studies using DFT were 
conducted on various Ae-catalysts (Figure 1-16(a–c)) involving 
tris(oxazolinyl)phenylborate83 ({L3}MgX2), iminoanilide84 ({L8}CaX1(THF)) and 
phenyoxyamine85 ({L9}MgX7) ligand systems.   
 
Figure 1-16: Computationally studied Ae-complexes that have successfully catalysed the 
intramolecular hydroamination reaction. 
In all cases, DFT studies found the concerted proton-assisted pathway to be 
energetically prohibitive.83-85  The intramolecular hydroamination reactions were 
thought to proceed in stepwise manner as proposed in cycle A (Scheme 1-4). 
However, the initial olefin insertion step was not rate limiting but instead was facile, 
reversible and in most cases was endergonic.  Instead, the rate-limiting step was 
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attributed to protonolysis, which was in accord with the significant KIEs observed 
experimentally.  Moreover, the rate limiting barriers corresponding to 
cyclohydroamination with Ae complexes, {L8}CaX1(THF), {L8}BaX1(THF)2 and 
{L9}MgX7, were in close agreement with the empirically determined Eyring 
parameters (Table 1-3).39, 85 
Table 1-3:  Free energy barriers associated with the rate limiting step of intramolecular 
hydroamination at catalysts {L8}CaX1(THF), {L8}BaX1(THF)2 and {L9}MgX7 derived from both 
experiment and theory. Values in parenthesis represent the standard deviation. 
Catalyst {L8}CaX1(THF) {L8}BaX1(THF)2 {L9}MgX7 
ΔG (kJ/mol) 
Experiment 81.3 (± 8.6) 99.3 (± 8.6) 100.8 (± 2.5) 
Theory 81.2 107.9 96.7 
Across the series of Ae-catalysts, a number of general trends have emerged during 
the intramolecular hydroamination reaction.  Assessment of the catalysts 
performance was based on their ability to cyclise substituted 1-aminopent-4-ene 
substrates (Figure 1-17 and Figure 1-18).  In all cases the reactions observed 
Baldwin’s guidelines for ring closure, leading to the formation of pyrrolidine-based 
products.  In certain cases, synthesis of larger ring systems required more forcing 
conditions such as higher reaction temperatures and higher catalyst loadings.1, 2, 86 
Substituents at specific locations on the aminoalkene skeleton had very distinct 
influences on the catalytic activity.  An initial study conducted within the Hill 
research group identified substituents located at the terminal alkene carbon (Figure 
1-17(b)) inhibited the intramolecular hydroamination reaction despite forcing 
conditions (60 oC), longer reaction time, (18 h) and high catalytic loading (20 mol 
%).  The lack of conversion may be due to steric hindrance as well as the generation 
of an energetically unfavourable transition state.87   This trend has also been 
observed in organolanthanide-catalysed hydroamination reactions.12, 13, 88 
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Figure 1-17: Varying degrees of substitution and its effect on intramolecular hydroamination. 
The Hill group also observed that while substitution at the alkene moiety may have 
hindered the reaction progress, substitution at the geminal positions of the alkyl 
chain had a more favourable effect.  Typically, large geminal substituents at the 
alkane bridge gave faster conversion rates, consistent with the Thorpe—Ingold effect 
(Figure 1-18).86  This increase in conversion rate to yield the corresponding cyclic 
amine was attributed to the bulky ligands restricting the conformational freedom of 
the alkyl chain and making ring formation easier.86   
 
Figure 1-18: Thorpe—Ingold effect on intramolecular hydroamination. 
Advancing their initial study, the Hill group conducted a comprehensive mechanistic 
evaluation of the general activity of various Ae metals using heteroleptic catalysts in 
Figure 1-19 and the homoleptic complexes, [Ae(X1)2]2, Ae(X1)2(THF)2 and 
Ae(CH(SiMe3)2)2(THF)2 (where Ae = Mg, Ca, Sr and Ba, while CH(SiMe3)2 is 
denoted as X6 throughout).  The study revealed that all of the Ba homoleptic 
catalysts exhibited short-lived catalytic activity and quickly underwent ligand 
redistribution.89 This observation was concurrent with previous studies involving 
{L1}-stabilised and aminotroponiminate Ba-amides. 22, 90, 91  This was attributed to 
large size and diffuse nature of Ba as well as its insufficiently polarising capabilities. 
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Figure 1-19:  Heteroleptic Ae-complexes, involved in the intramolecular hydroamination reaction, 
examined by the Hill research group.89 
The CH(SiMe3)2- ({X6}) σ-bonded ligand in [Ae(X6)2(THF)2] was exploited as a 
leaving group as its conjugate acid, CH2(SiMe3)2, was less acidic than HN(SiMe3)2, 
thus would prevent against inhibition pathways occurring as a result from re-
coordination of the amido species ({X1}).89   However, the homoleptic alkyl 
complexes, [Ae(X6)2(THF)2], exhibited instability at relatively low temperatures and 
underwent ligand redistribution at temperatures above 40 oC.  
The THF-free homoleptic species, [Ae(X1)2]2, exhibited lower catalytic activity 
towards the cyclisation of primary amines in comparison to their THF-coordinated 
counterparts, [Ae(X1)2(THF)2].  The unsolvated bis-amides were thought to exist as 
dimers in non-coordinating solution as corroborated by kinetic studies, which 
revealed a second order dependence with respect to the catalyst. 
The reactivity trend of the homoleptic species was reversed when a secondary amine 
substrate was used.  THF coordination in Ae(X1)2(THF)2 may have allowed the 
complex to exist as a monomer in solution however, the increased coordinative 
saturation at the metal centre was concomitant with increased steric congestion. 
Consequently, this reduced the efficacy of sterically encumbering substrates, such as 
the secondary amines, to coordinate at the catalysts.  
Unlike the homoleptic catalysts, the heteroleptic {L1}-stabilised Ca complexes 
exhibited higher catalytic activity towards primary amines in the absence of THF 
coordination.  The bulky nature of the {L1} ligand is likely to provide the steric 
protection to prevent against Schlenk redistribution and facilitate the existence of the 
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highly unsaturated metal centre in {L1}CaX1 which is thought to account for its 
elevated reactivity.   
With few exceptions,91 the general activity trend for the intramolecular 
hydroamination reaction, across a range of studies, was determined as Ca > Sr > 
Ba.80, 90, 92  The study conducted by Arrowsmith et al. eloquently highlights the 
balance between sterics and coordinative saturation, which influences the reactivity 
of Ae metal catalysts.   
Asymmetric Hydroamination 
One particular issue with the intramolecular hydroamination reaction is the creation 
of chiral centres at the carbon atoms. Control of the diastereoselectivity and 
regiochemistry would be commercially advantageous in order to make 
heterofunctionalisation reactions a truly atom–efficient processes.  Asymmetric 
hydroamination remains an issue for transition metal, lanthanide and group-2-
catalysed reactions.  In the case of the latter, the advent of more kinetically stable 
ligands, has allowed for greater focus on enantioselectivity and researchers are 
beginning to make some headway.  
Early studies conducted by Ward and Wixey investigated the efficiency of chiral 
calcium complexes ((a) and (b) in Figure 1-20) as catalysts in the asymmetric 
intramolecular hydroamination of various aminoalkenes.93, 94   Although  the catalysts 
demonstrated reasonable catalytic activity, there was little stereocontrol.  Complex 
{Lc1}CaX1(py)n catalysed 2,2-diphenyl-4-penten-1-amine to give the corresponding 
chiral pyrrolidine in 26 % ee.  This was an improvement on {Lc2}CaX1(py) which 
formed the cyclic product in 12 % ee.  The authors concluded that although this was 
a significant advance on previously reported enantioselectivities from stereoselective 
hydroamination catalysis, in order to improve, Schlenk-like redistribution should be 
completely suppressed.93, 94 
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Figure 1-20: Calcium bisimidazoline complexes involved in asymmetric hydroamination catalysis. 
Experimental work conducted by Sadow and co-workers demonstrated improved 
enantioselectivity using catalysts {Lc3}MgX2 and {Lc3}CaX8 (Figure 1-21(a) and (b) 
respectively).  Sadow employed an achiral monoanionic tris(4-S-tertbutyl-2-
oxazolinyl)phenylborate spectator ligand ({Lc3}) The tridentate ligand is 
electronically similar to tris(pyrazolyl)borato ligands which have been shown, in the 
literature, to withstand Schlenk-like redistribution.25   
 
Figure 1-21: Magnesium (a) and calcium (b) monoanionic tris(4-S-tertbutyl-2-
oxazolinyl)phenylborate complexes. 
Sadow investigated the ability of both {Lc3}MgX2 and {Lc3}CaX8 to catalyse the 
intramolecular hydroamination of three aminopentene test species ((a)—(c), Figure 
1-18).95  Both complexes were efficient in the catalysis of the three substrates.  The 
calcium-based catalyst demonstrated near quantitative conversions under mild 
conditions (room temperature) and a short reaction time (5 mins).  The magnesium 
congener (a), on the other hand, required longer reaction times (days) and elevated 
temperatures (60—80 oC).95   
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Neither catalyst produced the corresponding cyclised products in significant 
enantiomeric excess.  The intramolecular hydroamination of 1-amino-2-diphenyl-
pent-4-ene ((a), Figure 1-18) by either complex gave racemic mixtures of product).95  
Cyclisation of aminoalkenes in (b) and (c) (Figure 1-18), catalysed by {Lc3}MgX2, 
yielded products of the R-configuration in 36 % and 27 % enantiomeric excess 
respectively.  The calcium-based complex catalysed the same substrates to give 
products of the S-configuration in 18 % enantiomeric excess.   The difference in 
configuration, dependent on the catalyst used, has also been reported with rare-earth 
metal-based complexes.  The reason for this has yet to be determined.95   
Hultzsch et al. demonstrated significant advances in the asymmetric intramolecular 
hydroamination of aminoalkenes.96 Hultzsch employed achiral magnesium catalysts 
with bulky phenoxyamine spectator ligands, originally used in lactide polymerisation 
reactions (Figure 1-22).  Inclusion of the triphenylsilyl substituent on the bulky 
ligand helped to prevent against Schlenk-like redistribution due to steric hindrance.96    
 
Figure 1-22: Achiral magnesium catalysts, {Lc4R}MgX7 and {Lc4S}MgX7.  
Intramolecular hydroamination of selected aminoalkenes, catalysed by the 
magnesium complex gave yields of ≥ 95 %, comparable to those obtained by within 
the Hill research group.89  Unlike previous reactions involving achiral Ae complexes, 
Hultzsch’s reaction proceeded with excellent selectivity and cyclic products were 
obtained ranging from 51—93 % ee.  Although the magnesium catalyst existed as 
two diastereoisomers, Hultzsch was unable to identify a significant difference in 
selectivity when using a diastereomerically pure {Lc4R}MgX7 or 5 : 1 diastereomeric 
mixture.96    
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The research investigating the Ae-catalysed asymmetric hydroamination reaction has 
demonstrated the importance of spectator ligand design and its influence on directing 
the reaction outcome as well as supressing the Schlenk redistribution side reaction. 
Intermolecular hydroamination 
Intermolecular hydroamination reactions are more entropically demanding than the 
intramolecular hydroamination reaction as the unsaturated substrate is no longer 
tethered to the amine moiety.  Consequently, the intermolecular hydroamination 
reaction poses a greater challenge.  
Collaborative work between the Hill and Hunt research groups explored the 
intermolecular hydroamination reaction, catalysed by Ae complexes.  DFT 
calculations performed within the Hunt research group modelled the intermolecular 
reaction pathway based on the heteroleptic {L1}-stabilised complex used in Hill’s 
previous experimental studies.80, 90  As the experimental {L1}-stabilised Ae complex 
is rather large owing to the bulky diisopropylphenyl ligands, the computational 
model was simplified by replacing the aryl substituents with hydrogen atoms. This 
drastically reduced the computational resources required to model the catalyst. 
Further difficulty would have arisen from the conformational issues from using an 
unsymmetrical alkene substrate therefore ethene and ammonia were used instead.97 
Calculations at the B3LYP/6-311G(d,p) level revealed that the intermolecular 
hydroamination reaction, in Scheme 1-6, proceeds in an analogous manner to that 
proposed for intramolecular hydroamination mechanism (cycle A, Scheme 1-4).  The 
reaction is initiated by alkene insertion into the metal—N via a four centred 
transition state to generate new Ae—C and C—N bonds.  Upon coordination of 
amine substrate at the metal centre, the complex underwent protonolysis involving 
N—H bond cleavage and C—H bond formation to generate the alkylamine product 
and regenerated the active catalyst. The rate-limiting step corresponded to alkene 
insertion, which was concurrent with Hill’s earlier proposal for the intramolecular 
hydroamination pathway.80, 90   
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Scheme 1-6: Relative free energy profile corresponding to the calcium intermolecular catalysed 
hydroamination reaction. 
Computational analysis revealed that during alkene insertion, the transition state was 
highly polarised whereby electron density localised at the carbon atom adjacent to 
the metal centre. The positive metal centre helped to stabilise the negative charge 
accumulation at the adjacent carbon atom whereas electron density from the nitrogen 
electron lone pair was redirected to form the C—N bond.97  
Exclusive formation of the anti-Markovnikov product in experiment was attributed to 
the ability of the functional group at the unsaturated species to stabilise the negative 
charge build up, lowering the activation energy during the insertion step.39  This 
observed regioselectivity was also consistent with the organo(III)lanthanide-
catalysed mechanism.35   
As observed with the intramolecular hydroamination reaction, calculations revealed 
that alkene insertion into the Ca—N bond was more favourable than insertion into an 
Mg—N bond.  The relative energy barrier (ΔGL) for alkene insertion at Ca was 69.9 
kJ/mol whereas the barrier for the equivalent step involving an analogous Mg 
catalyst was 87.9 kJ/mol.  This observation was attributed to the greater polarity of 
the Ca—N bond, facilitating the induction of a dipole in the non-polarised alkene, in 
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comparison to the Mg—N species as well as the has a larger polarizability of the 
Ca2+ cation.97 
The computational investigation was also attempted to determine relative energy 
barriers for the intermolecular hydroamination reaction catalysed by analogous Sr 
and Ba complexes.81, 97  The relative energy associated with alkene insertion at the Sr 
complex was calculated as 64.9 kJ/mol,  which equated to a difference of 5.0 kJ/mol 
relative to the equivalent Ca catalyst.  This very minor difference in relative energy 
is less than error of the DFT method.  This would suggest that no significant 
difference would be observed experimentally upon substitution of one Ae metal for 
the other.  A similar observation was observed during kinetic studies of the same 
reaction involving Ca(X1)2 and Sr(X1)2 homoleptic catalysts.  Erying analysis of 
kinetic data revealed activation energies (ΔG) of 101.1(±8.7) and 98.4(±8.2) kJ/mol 
for calcium and strontium catalysts respectively.97  
The relative energy barrier to alkene insertion at Ba increased to 77.8 kJ/mol, which 
authors attributed to the weakly polarising nature of Ba.81   Furthermore its diffuse 
size meant it was unable to stabilise the negative charge generated at the adjacent 
carbon atom in the transition state. 97    
To determine the effect of substituents at the styrene ring, comparisons between 
para-substituted vinylarenes catalysed by Ca(X1)2 and Sr(X1)2 homoleptic catalysts 
were also explored and the results of which are summarised in Table 1-4.  Although 
quantitatively it may appear that the Sr catalyst exhibited higher activity than Ca, the 
inherent inaccuracy of single point reaction times does not allow for a valid 
comparison of the relative catalyst activities.  
As shown for both Ca(X1)2 and Sr(X1)2 catalysts, the presence of an electron 
donating substituent on the styrene phenyl ring such as methyl or methoxy had a 
negative impact on the functionalization of the alkene as a result of an increase in 
electron density at the benzylic C atom. 
 57 
Table 1-4: The time (h) and conversion (%) of various para-substituted styrene substituents during the 
intermolecular hydroamination reaction. 
 
R Amine 
Ca Sr 
Time (h) Conv. (%) Time (h) Conv. (%) 
OMe PhCH2NH2 168 17 144 63 
Me PhCH2NH2 60 70 28 84 
H PhCH2NH2 48 92 24 78 
In a follow up to their preliminary findings the Hill group examined the 
intermolecular hydroamination of various unsaturated substrates including vinyl 
arenes, dienes and alkynes.  The reactivity of homoleptic Ca and Sr diamides 
([Ae(X1)2]2) and dialkyl [Ae{X4}2(THF)2] catalysts was first examined.  Although 
the metal dialkyl catalysts exhibited superior reaction rates by almost three orders of 
magnitude they were more susceptible to unwanted alkene oligomerisation side 
reactions.98 
Intermolecular hydroamination was also investigated by Hultzsch using the achiral 
magnesium-based catalyst ({Lc4}MgX7, Figure 1-22).96  Hultzsch found the 
magnesium-based complex could efficiently catalyse the intermolecular 
hydroamination of alkenes.  Although Hultzsch investigated the 
heterofunctionalisation of a selection of styrene-based alkenes in all cases exclusive 
formation of anti-Markovnikov products was observed.  Moreover, the addition of 
more electron withdrawing substituents at the styrene phenyl ring leads to an 
increase in the reaction rate. 96, 98 
Liu et al. continued to advance this area using three Ae-ligand systems that 
demonstrate varying levels of proficiency in catalysing the intermolecular 
hydroamination reaction (Figure 1-23).99   
R
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60 oC, neat
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Figure 1-23:  Ae complexes which have shown proficiency in catalysing the intermolecular 
hydroamination reaction. 
Complexes utilising the amido ligand, X2, rather than X1, can exhibit secondary 
Ae⋅⋅⋅H—Si agostic interactions which would stabilise heteroleptic heavy Ae 
catalysts.  Crucially, where Hill reported difficulty in synthesising solution stable Sr- 
and Ba-{L1}AeX1(THF)2 complexes, Sarazin and Carpentier were successful.  
Without exception, all catalysts followed the general reaction trend Ba > Sr > Ca > 
Mg.  The activation parameters from Arrhenius and Eyring analyses of the kinetic 
data from both Hill and Sarazin are collated in Table 1-5.98, 99  Despite the different 
ligand environments used by the two groups, the general reactivity trend (Ba > Sr > 
Ca) can be observed under ΔG‡. Descending the ΔG‡ column, the relative free energy 
decreases as the ionic radius increases.  
Table 1-5:  Activation parameters from Arrhenius and Eyring analyses of the kinetic data from Hill 
and Sarazin.98, 99  Values in parenthesis represent the standard deviation. 
Catalyst Ae 
ΔH‡ 
(kJ/mol) 
ΔS‡ 
(J/K mol) 
ΔG‡ 
(kJ/mol) 
KIE 
T 
(oC) 
Ae(X1)2 
Ca 50.9 (±4.6) -167.6 (±13.7) 101.1 (±8.7) 4.1 / 4.3 70 / 55 
Sr 70.7 (±4.2) -92.2 (±13.3) 98.4 (±8.2) 7.9 55 
{L8}AeX1(THF)2 Ba 76.6 (±3.3) -54.8 (±11.3) 92.9 (±6.7) 6.8 / 7.3 40 / 60 
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Although Ca is enthalpically favourable (ΔH‡) relative to Sr and Ba, the increased 
activity of the Sr catalyst was attributed to an influential entropic advantage arising 
from the ‘looser’ alkene insertion transition state as a consequence of the larger Sr 
cation.98  This is reflected in the significantly smaller value of ΔS‡ associated with Sr 
when compared to that of Ca.  Gratifyingly, this trend continues with the inclusion of 
data from Sarazin whereby ΔS‡ for the Ba-complex is almost half the value 
associated with Sr.99     
The kinetic studies conducted within both groups independently identified the 
intermolecular hydroamination reaction was first order with respect to the catalyst, 
amine and unsaturated substrate (Equation (1.2)).    
 ν  = k[styrene]1[amine]1[catalyst]1   (1.2) 
Moreover, the large KIEs (Table 1-5) associated with the intermolecular 
hydroamination reaction were reminiscent of those observed with the intramolecular 
hydroamination mechanism. This was highly indicative of N—H bond disruption 
occurring during the rate determining transition state.  As the earlier DFT 
calculations did not identify such a step in the reaction mechanism, researchers 
proposed an alternative reaction pathway akin to the intramolecular hydroamination 
reaction in which alkene insertion occurred alongside protonolysis in a single 
concerted step  (cycle B, Scheme 1-4).98, 99 
A comprehensive theoretical study was conducted by Tobisch, who built upon the 
work of Sarazin and Carpentier, exploring the intermolecular hydroamination 
reaction of vinylarenes with the barium catalyst ({L8}BaX1(THF)2).77  Mirroring 
previous computational work on the intramolecular hydroamination reaction, 
Tobisch explored the possibility of both stepwise and concerted mechanisms 
proposed by experiment.  The energy profile for the reaction is found in Scheme 1-7. 
In striking similarity to the previous intramolecular reaction mechanisms, the 
‘classical’ two step pathway involves coordination of styrene at the active catalyst, 
followed by alkene insertion into the Ba—N bond via the 4 coordinate transition 
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state.  Transfer of a proton from a coordinated amine substrate (in this case 
pyrrolidine) then proceeds via the protonolysis transition state to yield the 
alkylamine product, which can then dissociate to regenerate the active catalyst.     
 
Scheme 1-7:  The relative free energy profile (ΔG, kJ/mol) for the intermolecular hydroamination 
reaction catalysed by {L8}BaX1(THF)2 .  Both stepwise and concerted mechanisms proposed by 
experiment are displayed. 
The intermolecular hydroamination reaction involves a facile and reversible 
migratory C—C bond insertion into the Ba—N bond although the activated catalyst 
is favoured relative to the alkene insertion product.  Strict 2,1-regioselectivity was 
observed as calculations indicated that the corresponding 1,2-insertion pathway was 
prohibitively high in energy (124.3 kJ/mol).  The rate-determining step for the σ-
insertive pathway corresponded to protonolysis, which exhibits a total activation 
barrier of 85.8 kJ/mol relative to the starting active catalyst.   
In contrast, the concerted proton-assisted insertion mechanism (Scheme 1-7, 
‘dashed’ pathway) involves an asynchronous single step whereby C—N bond 
formation is initiated upon proton transfer from a coordinated amino group.   The 
large Ba—olefin distance (> 4 Å) during the transition state indicates that formation 
of the C—N bond proceeds via an outer sphere reaction mechanism. Activation of 
ΔG
 (k
J/m
ol)
{L8}Ba
alkene insertion protonolysis
N
HN 2
0.00
42.68
62.34
35.15
85.77
18.83
42.68
103.34
18.83
{L8}Ba
N
HN 2
Ph
{L8}Ba
N
HN 2
Ph
{L8}Ba
N
HN 2
Ph
{L8}Ba
N
NH
Ph
N
H
{L8}Ba
N
HN
Ph
N
{L8}Ba
N
NH
Ph
N
H
{L8}Ba
N
HN
Ph
N
concerted pathway
 61 
the vinyl moiety is facilitated by proton transfer and not the electropositive Ae metal 
centre as observed in the σ-insertive stepwise pathway. 
The total activation barrier corresponding to the 6-coordinate transition state of the 
concerted pathway was 103.3 kJ/mol.  Overall Tobisch determined that as the 
“classical” two-step pathway was 17.5 kJ/mol lower in energy than the concerted 
mechanism thus was likely to prevail for intermolecular hydroamination.77 
The role of the Ae metal centre in inner and outer sphere heterofunctionalisation 
reaction mechanisms was examined in a recent publication by Penafiel et al.100  
Authors questioned whether the Ae metal was necessary in order to catalyse 
heterofunctionalisation reactions.  This investigation was encouraged by the fact that 
Ae⋅⋅⋅alkene interactions are rather weak in comparison to Ae⋅⋅⋅π and Ae←lp dative 
interactions.  For example, the energies presented in Table 1-6, calculated at the 
MP2/6-31+G* level, demonstrate that for heavier alkali metals (which demonstrate 
similar reactivity to heavy Ae metals) the Na⋅⋅⋅ethylene interaction is half the energy 
of a Na←O and Na⋅⋅⋅π interactions.101  Thus Ae⋅⋅⋅π and Ae←lp dative interactions 
would be expected to occur in preference to Ae⋅⋅⋅alkene interactions and therefore 
perhaps, alkene activation occurs via another mechanism which does not directly 
involve the metal centre.100   
Table 1-6: Relative energies calculated at MP2/6-31+G* for Na ethylene, water and benzene 
interactions.  ΔE in kJ/mol.101 
Interaction ΔE (kJ/mol) 
CpNa⋅⋅⋅η2 ethylene 33.05 
CpNa⋅⋅⋅OH2 63.60 
CpNa⋅⋅⋅η6 benzene 58.58 
The intramolecular hydroamination reaction was explored involving the unactivated 
alkene, H2C=CHCH2CPh2CH2NH2, as well as the intermolecular hydroamination of 
activated double bonds (isocyanates (C=O) and carbodiimides (C=N)) using the 
homoleptic calcium catalyst Ca(X1)2(THF)2 and metal free catalyst [Ph2N-][Me4N+].  
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The involvement of Ae metal catalysts of the form Ae(X1)2(THF)2 in the 
intermolecular hydroamination of isocyanates and carbodiimides has been 
demonstrated previously within the Hill research group.102, 103  Results from the 
experiment suggested that metal participation in double bond activation of 
unactivated C=C bonds is crucial, which is concurrent with the results from 
Tobisch.77  
Tobisch also conducted a comparative study in which the Ba catalyst was replaced 
with the equivalent Ca and Sr variants.   The relative energy barriers for the three 
transition states involving Ca, Sr and Ba are collated in Table 1-7.   
Table 1-7:  Relative free energy barriers corresponding to transition states involved in stepwise and 
concerted mechanisms proposed for the intermolecular hydroamination reaction catalysed by 
{L8}AeX1(THF)2 complex (where Ae = Ca, Sr and Ba).  
 
ΔG (kJ/mol) 
Ca Sr Ba 
2 Step Pathway 
Alkene 
Insertion TS 96.2 72.0 62.3 
σ-Bond 
Metathesis TS 111.3 92.5 85.8 
Concerted 
Pathway Concerted TS 123.4 110.9 103.3 
Consistent with experimental observations, the relative energy barriers for all 
transition states follows the general reactivity trend Ba < Sr < Ca and that the barrier 
to σ-bond metathesis is greater than alkene insertion.  Interestingly, while the gap 
between σ-bond metathesis and the concerted proton-assisted mechanism is 
sufficient to discriminate against the latter pathway in the Sr and Ba catalysed 
reactions (ΔΔG = 18.4 and 17.5 kJ/mol respectively), the more effective shielding of 
Ca by the iminoanilide ligand potentially increases the viability of a less sterically 
demanding concerted reaction mechanism.  Steric protection of the Ae metal would 
appear not only to govern the performance of the catalyst but also influence the 
pathway traversed during the reaction. 
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1.7.2 Hydrophosphination 
Hydrophosphination (addition of P—H to an unsaturated species) is a relatively 
understudied heterofunctionalisation reaction when compared to the analogous 
hydroamination process, yet is an atom-efficient route to yield organophosphines, 
which have a significant role in organic synthesis and transition metal catalysis.3-5 
The hydrophosphination reaction can occur in the absence of a catalyst.104  The 
homolytic cleavage of P—H bonds can be induced by light, thermally or through the 
addition of a radical initiator, whereas heterolytic cleavage can be mediated by acids 
and bases.4, 5, 9  Such techniques however, are plagued by low selectivities and can 
form undesirable side products thus reducing the process efficiency therefore, the use 
of a catalyst is desirable.   
  
Figure 1-24: Range of Ae complexes reported for the intermolecular hydrophosphination reaction. 
One of the earliest catalysts was demonstrated by the Hill group, where the 
intermolecular hydrophosphination of moderately activated alkenes, dienes and 
alkynes were catalysed by {L1}CaX1(THF) (Figure 1-24).2, 36  The Hill group 
attempted to catalyse the hydrophosphination of styrene using an alternative 
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homoleptic calcium-based catalyst, Ca(X1)2(THF)2, however, this was met with 
limited success.  The reaction required longer reaction times and higher temperatures 
to proceed to near completion.  Furthermore the reaction also resulted in the 
precipitation of a small quantity of yellow solid attributed to Ca(X9)2(THF)4 (Figure 
1-24) from the C6D6 solution.36  This demonstrated the importance of the sterically 
demanding monoanionic β-diketiminate ligand to confer kinetic stability thus 
slowing the rate of Schlenk-like ligand redistribution and helping to increase the 
complex solubility.2, 36, 47  Subsequent work by Al-Shboul et al. circumvented this 
issue and successfully demonstrated intermolecular hydrophosphination of various 
alkynes with Ca(X9)2(THF)4 by conducting the reaction in a more coordinating 
solvent, THF.   
The hydrophosphination of styrene is also dependent on the nature of the unsaturated 
substrate.  Concurrent with the intermolecular hydroamination reaction, products 
yielded from all catalysts in Figure 1-24 were of anti-Markovnikov regioselectivity 
associated with 2,1-addition.36, 76, 105  
Very hindered substrates such as α-methyl styrene and stilbene did not undergo 
hydrophosphination with {L1}CaX1(THF).36 Work conducted by Hu and Cui 
however, demonstrated enhanced reaction selectivity when using a calcium catalyst 
stabilised by a tridentate amidinate ligand with a flexible imine arm 
({L4}CaX1(THF), Figure 1-24).  Complete conversion of styrene at {L4}CaX1(THF) 
was obtained in three hours at 25 oC, whereas the equivalent reaction performed with 
Hill’s catalyst, {L1}CaX1(THF), required an elevated temperature and longer 
reaction time to obtain 95% conversion (entries 1 and 2, Table 1-8).  Despite using a 
larger spectator ligand, {L4}CaX1(THF) was capable of facilitating the 
hydrophosphination of a greater range of unsaturated substrates, including stilbene 
and α-methyl styrene.106 
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Table 1-8: The time (h) and conversion (%) of styrene substituents at various Ae catalysts during the 
intermolecular hydrophosphination reaction. 
 
Entry Catalyst Temperature Time (min) Conversion (%) 
1 {L1}CaX1(THF) 75 20 h 95 
2 {L4}CaX1(THF) 25 3 h 100 
3 {L8}CaX1(THF) 60 15 min 42 
4 {L8}SrX1(THF)2 60 15 min 92 
5 {L8}BaX1(THF)2 60 15 min > 96 
6 
{L8}CaX5(THF) 
60 15 min 76 
7 60 3 min 20 
8 {L8}SrX5(THF)2 60 3 min 55 
9 {L8}BaX5(THF)2 60 3 min 95 
Work by Sarazin and Carpentier, evaluated the efficiency of the iminoanilide 
stabilised Ae metal catalysts {L1}AeX2(THF)n and {L8}AeXx(THF)n, Figure 1-24) in 
the intermolecular hydrophosphination reaction.76  Concurrent with the 
intermolecular hydroamination reaction, the general reactivity trend, Ba > Sr > Ca, 
was observed (entries 3—5 and 7—9, Table 1-8).  As with the intermolecular 
hydroamination reaction Liu et al. identified that heteroleptic alkyl catalysts (entries 
7—9, Table 1-8) exhibited greater reactivity than their amide counterparts (entries 
3—5, Table 1-8). 
Sarazin and Carpentier also explored the effect of substitution at the para position of 
the styrene ring (Table 1-9).  Concurrent with the intermolecular hydroamination 
reaction, increasing electron donating substituents resulted in decreasing reaction rate 
in accordance with CF3 > Cl > H > Me > tBu > OMe.  Conversely, the electron 
withdrawing inductive effect of Cl and the even more electron withdrawing CF3 
moiety resulted in an increased reaction rate.76    
PPh2
+ HPPh2
cat.
temp., no solvent
 66 
Table 1-9: The time (h) and conversion (%) of various para-substituted styrene substituents at 
{L8}BaX1(THF)2 during the intermolecular hydrophosphination reaction. 
 
R Temperature Time (min) Conversion (%) 
CF3 60 5 min 80 
Cl 60 < 10 min 95 
Me 60 15 min 79 
tBu 60 30 min 44 
OMe 60 30 min 27 
 
Figure 1-25: Experimental reaction conditions for the polymerisation of vinylpyridine at 
{L1}CaPPh2(THF). 
The dependency of the hydrophosphination reaction on the unsaturated substrate was 
also highlighted, at first by Hill and then Sarazin and Carpentier, when styrene was 
replaced with isoelectronic 2-vinylpyridine. Unlike styrene, 2-vinylpyridine did not 
undergo hydrophosphination and instead, the formation of phosphine-capped 
poly(vinylpyridine) was observed at a much lower temperature and reduced reaction 
time (Figure 1-25).  Researchers intimated that the difference in reaction outcome 
between styrene and 2-vinylpyridine was most likely a consequence of alkene 
insertion into the Ca—C bond competing with the final protonolysis step in the 
catalytic cycle.36   
PPh2
+ HPPh2
{L8}BaX1(THF)2
R R60 oC, no solvent
N
Ca
N
PPh2
dipp
dipp
THF
N
PPh2H
N
n
n
r.t., benzene, 1 hr
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It is noteworthy that the polymerisation of unsaturated substrates at Ae catalysts is 
well known.107  Moreover, attempts at performing the intermolecular 
hydrophosphination of ethylene at organolanthanide catalysts also resulted in the 
formation of phosphine-capped poly(ethylene).108  
Table 1-10:  Activation parameters from Arrhenius and Eyring analyses of the kinetic data 
obtained from the intermolecular hydrophosphination reaction involving {L8}AeX1(THF)n 
catalysts. 
Entry 
Catalyst 
ΔH‡ 
(kJ/mol) 
ΔS‡ 
(J/K mol) 
ΔG‡ 
(kJ/mol) 
1 {L8}CaX1(THF) 67.7 (±5.4) -101.8 (±16.5) 98.1 (±10.3) 
2 {L8}SrX1(THF)2 40.6 (±6.0) -180.7 (±18.4) 94.5 (±11.5) 
3 {L8}BaX1(THF)2 31.5 (±2.4) -212.1 (±7.3) 94.7 (±4.6) 
Although the intermolecular hydroamination and hydrophosphination reactions 
demonstrated the same trends in terms of Ae reactivity and para-substitution effects 
at the styrene ring, the reactions are not necessarily analogous.  Thermodynamic data 
extracted from Arrhenius analysis and Eyring plots demonstrated that the 
intermolecular hydrophosphination reaction is not dependent on the concentration of 
phosphine substrate whereas the hydroamination reaction is first order with respect 
to the amine substrate.  Moreover, unlike the hydroamination reaction, no KIE is 
observed during the intermolecular hydrophosphination reaction.  Thus researchers 
proposed the rate limiting step of hydrophosphination reaction corresponds to alkene 
insertion.76  This difference in rate limiting step perhaps, reflects why the trend in 
both ΔH‡ and ΔS‡ values for the hydrophosphination reaction (Table 1-10) is 
opposite to the same parameters in the intermolecular hydroamination reaction 
(Table 1-5). 
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1.8 Summary and scope of thesis 
As experimental interest in the Ae-catalysed hydrophosphination reaction continues 
to develop, certain aspects of the reaction mechanism remain poorly understood.  
This includes the influence of the Ae-metal centre on catalytic activity, the 
stabilising effect of the Ae-bound ancillary ligands, the impact of the ancillary 
ligands on reactivity and the effect of activated vinylarenes.36, 76, 106   
Initial assumptions were of correspondence between the hydroamination and 
hydrophosphination reactions however, as this literature review has identified, the 
hydrophosphination reaction is not hydroamination-mimetic.  The 
hydrophosphination reaction system is abundant with phenyl ring-containing 
substrates, alkenyl groups and electron lone pair donors, which may give rise to a 
plethora of interesting complex stabilizing interactions and a multitude of potentially 
viable reaction pathways.  Such bonding interactions have been less prevalent in 
other computational studies, particularly involving the related hydroamination 
reaction.  This has been as a consequence of (a) the computational model having 
employed structural simplifications, which have removed such functional groups or 
(b), the experimental system itself lacking such functional groups.77, 97 Therefore, the 
hydrophosphination reaction mechanism warrants its own theoretical investigation  
The aim of this thesis is to investigate, as comprehensively as possible, the 
intermolecular hydrophosphination reaction catalysed by alkaline earth complexes, 
inspired by the experimental research of Crimmin et al.36  Computational chemistry 
methods will be used to gain a greater understanding of the reaction mechanisms, by 
observing short-lived and experimentally unobservable intermediates involved in the 
hydrophosphination reaction.  The complexity of our computational system will 
gradually increase, from a very simple testing model in Chapter 3 and progressing to 
an experimentally representative system in Chapter 5. This will allow for secondary 
bonding interactions to switch on and off in the system and demonstrate the balance 
between electronic and steric effects, which governs the chemistry of Ae metal 
complexes. 
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Chapter 2 Theoretical Methods 
2.1 Introduction 
This chapter will provide a brief description of the background theory underpinning 
the work described in this thesis.  Fundamental concepts and approximations will 
first be introduced, which will lead to Hartree-Fock (HF) theory and then to the 
evolution of Density Functional Theory (DFT). 
2.2 Schrödinger Equation 
The fundamental equation, which many computational chemistry methods have been 
developed to address, is the time-independent, non-relativistic Schrödinger equation 
(Equation (2.1)).  
 HˆΨ(r1, r2,..., rN ) = EΨ(r1, r2,..., rN )   (2.1) 
The Schrödinger equation is an example of an eigenvalue equation whereby the 
Hamiltonian operator ( Hˆ ), acts upon the wave function, or eigenfunction, of the 
system (Ψ ) and returns both the wave function and the energy (eigenvalue) of the 
system (E ). 
 Hˆ = − 12 ∇i
2 − 12
1
MAA=1
M
∑ ∇A2 −
i=1
N
∑ ZAriA
+
A=1
M
∑
i=1
N
∑ 1rij
+
j>i
N
∑
i=1
N
∑ ZAZBRABB>A
M
∑
A=1
M
∑   (2.2) 
The Hamiltonian operator from equation (2.1) is comprised of five individual energy 
terms expressed in equation (2.2).  The first two terms represent the kinetic energies 
of the N electrons and M nuclei respectively.  The third term corresponds to potential 
energy originating from the attractive electrostatic interaction between the electrons 
and nuclei, whereas the fourth and fifth terms represent the potential energy from 
repulsive electron-electron and nucleus-nucleus interactions respectively. 
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2.3 Born-Oppenheimer Approximation 
The Hamiltonian is very rarely used in current computational methods.  Instead, the 
Hamiltonian can be simplified through the application of the Born-Oppenheimer 
(BO) approximation.  This approximation originates from the fact that atomic nuclei 
are many thousand times heavier than electrons.  Consequently, electrons respond 
almost instantaneously to any change in position of the nuclei therefore the electrons 
‘perceive’ the nuclei as clamped in space. The motion of the two particles can be 
considered as uncoupled. 
When we consider the nuclei as fixed this reduces the nuclear kinetic energy term in 
equation (2.2) to zero.  Moreover the potential energy term originating from nuclear-
nuclear repulsion is reduced to a constant.  Application of this convenient 
simplification reduces the Hamiltonian in Equation (2.2) to the electronic 
Hamiltonian in Equation (2.3) 
 Hˆelec = −
1
2 ∇i
2 − ZAriAA=1
M
∑
i=1
N
∑
i=1
N
∑ + 1rijj>i
N
∑
i=1
N
∑   (2.3) 
Solving the Schrödinger equation with Hˆelec  gives the electronic wave function (
Ψelec ) and the electronic energy (E elec ).  Without the latter term we would not have 
the concept of the potential energy surface. The potential energy surface is defined as 
the electronic energy over all possible nuclear coordinates.  
2.4 The Wave Function 
A benefit of the BO approximation is that it helps to simplify the wave function.  In 
equation (2.1) the wave function is a function of the both nuclear and electron 
coordinates.  However, whilst treating the nuclei as fixed, the electronic wave 
function becomes dependent on the spatial and spin coordinates of the electrons. 
The electronic wave function describes the electronic structure and properties of a 
system where x is the collective term used to describe the spatial and spin 
coordinates of the electrons.  Typically we could consider the electronic wave 
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function as the product of the single one-electron functions or orbitals.  While this is 
convenient, this would involve the arbitrary assignment of electrons to individual 
orbitals however, the concept of electron ‘labelling’ in such a manner violates the 
fact that electrons are also indistinguishable from one another.  The caveat continues, 
as fermions, electrons must fulfil the Pauli exclusion principle, which specifies that 
no two fermions can occupy the same quantum state.  Thus the N-electron wave 
function must follow the antisymmetry principle whereby any interchange of 
electrons, coinciding with a change in spatial and spin coordinates (represented by 
elements  
!x1,
!x2,...,
!xN ) results in a change of its sign (equation (2.4)).    
 
 
Ψ !x1,
!x2,...,
!xi
!x j ,...,
!xN( ) = −Ψ !x1, !x2,..., !x j !xi ,..., !xN( )   (2.4) 
Despite providing a set of solutions to the Hamiltonian, the electronic wave function 
is physically unobservable.  The square of the wave function however is physically 
more useful as it provides the probability of finding electrons 1,2,…,N in their 
volume elements,  d
!x1,d
!x2,...,d
!xN .  As electrons are indistinguishable from one 
another the square of the wave function (and the probability) remains unchanged by 
the interchange of two electrons (change in sign).  
  |Ψ
!x1,
!x2,...,
!xN( ) |2 d!x1d!x2...d!xN   (2.5) 
When the integral of equation (2.5) over all volume elements (equation (2.6)) is 
equal to 1, the wave function is considered as normalised.  This corresponds to the 
probability of finding the N electrons in all space being equal to 1, as expected.  
 
 
... |Ψ !x1,
!x2,...,
!xN( ) |2 d!x1 d!x2...d!xN = 1∫∫   (2.6) 
2.5 Variational Principle 
In principle we are equipped to solve the Schrodinger equation however, the exact 
solution of the Schrodinger equation is not known beyond the simplest, H2+ and 
related one-electron systems.  The exact solution can be approximated using the 
variational principle.  The variational principle states that the exact ground state 
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wave function of a chemical system, Ψ0 , must provide the lowest energy, E0  
(equation (2.7)) 
 
 
E0 =
Ψ0 |H! |Ψ0
Ψ0Ψ0
  (2.7) 
As the true wave function is unknown, an approximate, ‘guess’ wave function can be 
constructed, Ψ trial .  Under the variational principle, substitution of Ψ0  for Ψ trial  in 
equation (2.7) will give an expectation value of the Hamiltonian,  H! , that is greater 
than or equal to the exact energy, E0 . 
 
 
Ψ trial |H! |Ψ trial = Etrial ≥ E0 = Ψ0 |H! |Ψ0   (2.8) 
Equation (2.8) summarises the aim of quantum chemical methods, which is to 
generate the best wave function possible for a particular system by minimising the 
energy, Etrial .   
2.6 Slater Determinant 
There are an infinite number of possible wave functions that can be used as Ψ trial  
therefore, a robust method of approximating Ψ0  is required.  This can be achieved 
by approximating the many (N) electron wave function (Ψ0 ) as the product of N 
one-electron wave functions,  χ i (
!xi )  (spin orbitals), which collectively is known as 
the Hartree product (Equation(2.9)). 
  ΨHP (
!x1,
!x2,...,
!xN ) = χ1(
!x1),χ2 (
!x2 ),...,χN (
!xN )   (2.9) 
Spin orbitals are comprised of a spatial orbital component,  φ(
!r ) , a vector of 
coordinates relating to the position of the electron, and a spin component, σ 
(Equation (2.10)). 
  χ(
!x) = φ(!r )σ     σ  = α  or β   (2.10) 
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While the Hartree product may appear to be a convenient approximation of Ψ0  it 
fails to meet the physical requirements of the wave function.  Each spin orbital is 
associated with a particular electron, therefore violating the fact that electrons are 
indistinguishable from one another.  Moreover, the Hartree product is not 
antisymmetric upon the interchange of electrons, which fails to fulfil the 
antisymmetry principle (equation (2.4)).  
The antisymmetry principle can however be resolved if the wave function is 
expressed as a Slater determinant, ΦSD : 
 
 
ΦSD =
1
N!
χ1(
!x1) χ2 (
!x1) " χN (
!x1)
χ1(
!x2 ) χ2 (
!x2 ) " χN (
!x2 )
# # $ #
χ1(
!xN ) χ2 (
!xN ) " χN (
!xN )
  (2.11) 
Where the coefficient, 1N! , ensures that the wave function is normalised.  The 
determinant represents every electron (rows) in every spin orbital (columns), which 
fulfils the requirement that electrons are indistinguishable.  A fundamental advantage 
of the determinant is that it changes sign when two rows are swapped (equating to 
two electrons being exchanged), thus enforcing the antisymmetry principle. 
Moreover, the determinant is reduced to zero when two columns (or rows) are equal, 
(corresponding to two electrons occupying the same orbital) thus satisfying the Pauli 
exclusion principle.   
2.7 Hartree-Fock Approximation 
Hartree-Fock (HF) theory is the simplest ab initio method to approximate the 
solution to the Schrödinger equation by using a single Slater determinant to represent 
the electronic wave function of a system (equation (2.12)).  Under the variation 
principle, the spin orbitals of the Slater determinant can be varied in a self-consistent 
manner to achieve the lowest energy, EHF.   
  H!ΦSD = EHFΦSD   (2.12) 
 79 
Rearranging equation (2.12) to obtain the energy (EHF) gives equation (2.13) in 
which the Hamiltonian is expanded as follows: 
 
 
EHF = ΦSD |H! |ΦSD = i | h" | i( )
i
N
∑ + 12 ii | jj( )− ij | ji( )j
N
∑
i
N
∑   (2.13) 
The first term on the right hand side represents a one-electron integral incorporating 
the kinetic energy and the electron-nucleus attraction terms.  The second term on the 
right hand side of equation (2.13) can be expanded further: 
 
 
(ii | jj) = χ i (
!x1)∫∫
2 1
r12
χ i (
!x2 )
2 d!x1d
!x2   (2.14) 
 
 
(ij | ji) = χ i (
!x1)χ j*(
!x1)∫∫
1
r12
χ j (
!x2 )χ i*(
!x2 )d
!x1d
!x2   (2.15) 
Equation (2.14) corresponds to the Coulomb integral, which describes the repulsive 
interaction between all pairs of electrons.  Equation (2.15) represents the exchange 
integral, which originates from the antisymmetry principle whereby two electrons 
can swap orbitals.   
Equations (2.14) and (2.15) are complicated two electron integrals which require 
considerable computational resources to solve consequently, impeding the solution to 
equation (2.13).  However, equation (2.12) can be simplified to the sum of a series of 
one-electron eigenvalue equations (equation (2.16)) where  f!  represents the Fock 
operator, χ i  represents the one electron orbital and ε i  corresponds to the orbital 
energy. 
  f
!
iχ i = ε iχ i ,  i = 1,2,...,N   (2.16) 
Equation (2.16) represents the typical form of the Hartree-Fock equations, in which 
the Fock operator is defined as: 
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f! i = −
1
2∇i
2 − ZAriAA
M
∑ +V! HF (i )   (2.17) 
The first two terms correspond to the kinetic energy and the electron-nucleus 
attraction potential energy term.   V! HF (i)  (expressed in equation (2.18)) represents 
the Hartree-Fock potential, which describes the potential associated with the average 
repulsive interaction experienced by the i’th electron from the remaining N-1 
electrons.   V! HF (i)  is a one electron integral comprised of two terms: 
 
 
V! HF ("x1) = J# j (
"x1)− K! j (
"x1)( )
j
N
∑   (2.18) 
 
 
J! j ("x1) = χ j (
"x2 )
2 1
r12∫
d"x2   (2.19) 
 
 
K! j ("x1)χ i (
"x1) = χ j*(
"x2 )
1
r12∫
χ i (
"x2 )d
"x2χ j (
"x1)   (2.20) 
 V! HF (i)  replaces the more complex two-electron integrals in equation (2.13) and 
accounts for electron repulsion in an average way.  The first term on the right hand 
side and expanded in equation (2.19) is the Coulomb operator.  This represents the 
potential experienced by an electron at  
!x1 , exerted by the average charge distribution 
of an electron in spin orbital χ j and is weighted by the probability,  d
!x2 χ j (
!x2 )
2
, that 
electron 2 occupies the spin orbital χ j . Application of the Coulomb operator,  J j
!x1( )  
on spin orbital  χ i
!x1( )  is dependent on the value of χ i  at position  
!x1  only, thus the 
operator and corresponding potential are referred to as local terms. 
Equation (2.20) represents the exchange operator,  K
! j
"x1( ) , which unlike the 
Coulomb operator, does not have a simple classical interpretation.   The exchange 
operator describes the potential experienced as a result of exchanging electrons 
between two spin orbitals.  Thus, as the application of  K
! j
"x1( )  on  χ i
!x1( )  is 
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dependent on the value of χ i  on all points in space as χ i  is related to  
!x2 , both 
 K
! j
"x1( )  and the resulting potential is referred to as a non-local term. 
In a situation where i=j, corresponding to a one electron system, application of the 
Coulomb operator returns a non-zero result signifying the electron experiencing 
electron-repulsion with itself.    In HF theory however, this unphysical phenomenon 
of self-interaction is accounted for through the exchange term.  When i=j, the 
exchange operator equals the Coulomb operator thus equation (2.18) reduces to zero. 
2.8 Density Functional Theory 
2.8.1 Electron Density 
The electron density of a chemical system corresponds to an experimentally 
observable property through techniques including X-ray crystallography.  Quantum 
mechanics defines the electron density ( ρ
!r1( ) ) as the probability of finding any one 
of the N-electrons, of arbitrary spin, at a particular point in space define by  d
!r1
(equation (2.21)).  The remaining electrons have arbitrary positions defined by Ψ .    
 
 
ρ !r1( ) = N … Ψ(!x1, !x2,…, !xN 2∫∫ d!s1,d!x2,…,d!xN   (2.21) 
Crucially, this functional is dependent on the position of only one electron thus the 
electron density can be described by 3 variables regardless of the number of 
electrons or system size.  
2.8.2 Hohenberg – Kohn Theorems 
Modern day DFT evolved from two fundamental theorems established by Hohenberg 
and Kohn in 1964.1  The first theorem states an external potential, Vext, originating 
from the position of the nuclei in a molecule, is a unique functional of the electron 
density ( ρ(
!r ) ).  Therefore, two different external potentials cannot give the same 
ground state electron density.  The Hamiltonian,  H! , is also a unique functional of 
the electron density as: 
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  H! = T! +V! ee +Vext   (2.22) 
The ground state energy is therefore generated from the ground state electron density 
  E0 = E ρ(
!r )[ ]   (2.23) 
and its components can be expressed as functionals of  ρ(
!r ) :  
 E0 ρ0[ ] = T ρ0[ ]+ Eee ρ0[ ]+ ENe ρ0[ ] .  (2.24) 
ENe ρ0[ ]  represents the potential energy due to nuclei-electron attraction and is 
referred to as being ‘system dependent’ (dependent on the nuclei) whereas T ρ0[ ]  
and Eee ρ0[ ]  are ‘system independent’ as they are dependent on the electron density 
only. 
The system independent terms can be collated to give the Hohenberg-Kohn function, 
FHK ρ0[ ] , which describes the kinetic energy ( T ρ0[ ] ) and electron-electron 
repulsion term, Eee ρ0[ ] . The electron-electron repulsion term incorporates all terms 
corresponding to self-interaction, electron correlation, exchange and Coulomb 
repulsion.  If the Hohenberg-Kohn functional was known, in theory, it would provide 
all of the information required to describe a system from the electron density,  ρ(
!r ) .  
The second Hohenberg-Kohn theorem essentially restates the variational principle in 
the context of DFT.  The ground state energy, E0, of a system is generated from 
FHK ρ[ ]  when the ground state electron density, ρ0 , is provided.  Therefore, for any 
guess electron density, ρtrial , associated with an external potential the energy 
obtained, Etrial , will be an upper bound of the ground state energy. 
 E ρtrial[ ] = T ρtrial[ ]+ ENe ρtrial[ ]+ Eee ρtrial[ ]≥ E0   (2.25) 
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2.8.3 The Kohn Sham approach 
One particular problem associated with the Hohenberg-Kohn functional is that the 
kinetic energy expression, which contributes greatest to the total energy was poorly 
represented.  Application of DFT under the Hohenberg-Kohn formalism failed 
completely as demonstrated by the fact that a molecular system was less stable than 
its fragments. 
In 1965, Kohn and Sham recognised from HF theory that the Slater determinant, 
although an approximation to the N-electron wave function, corresponds to the true 
wave function for a system of non-interacting electrons.2  The kinetic energy 
expression for such a system is given by: 
 THF = −
1
2 χ i |∇
2 | χ i
i
N
∑   (2.26) 
where χ i  represents the spin orbitals. 
Kohn and Sham exploited the kinetic energy expression in equation (2.26) and 
introduced an equivalent non-interacting reference system in DFT (equation (2.27)) 
whereby the electrons experience an average repulsion potential ( Vs (
!ri ) ) from the 
remaining electrons 
 
 
H! = − 12 ∇i
2 + Vs (
"ri )
i
N
∑
i
N
∑   (2.27) 
The ground state wave function can therefore be represented by a Slater determinant 
 
 
ΘS =
1
N!
ϕ1(
!x1) ϕ2 (
!x1) " ϕN (
!x1)
ϕ1(
!x2 ) ϕ2 (
!x2 ) " ϕN (
!x2 )
# # $ #
ϕ1(
!xN ) ϕ2 (
!xN ) " ϕN (
!xN )
  (2.28) 
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where the spin orbitals or Kohn Sham (KS) orbitals (represented as ϕi ) are 
analogous to those in equation (2.11).  In further analogy with HF theory, the KS 
orbitals are determined by the eigenvalue equation: 
  f!
KS
ϕi = ε iϕi   (2.29) 
where  f!
KS
 represents the Kohn Sham operator and is defined by: 
 
 
f! KS = − 12∇
2 +Vs (
"r )   (2.30) 
The Kohn Sham approach allows the exact calculation of the majority of the kinetic 
energy, derived from the non-interacting electrons.  This is expressed as: 
 Ts = −
1
2 ϕi |∇
2 |ϕi
i
N
∑  where Ts ≤ T   (2.31) 
The remaining kinetic energy and its relationship to the kinetic energy of the real 
system (T) is recovered by the effective potential,  Vs (
!r ) .  The Hohenberg-Kohn 
functional, FHK ρ[ ] , can be expressed as: 
  F ρ(
!r )[ ] = Ts ρ(!r )[ ]+ J ρ(!r )[ ]+ EXC ρ(!r )[ ]   (2.32) 
 where  Ts ρ(
!r )[ ]  corresponds to the kinetic energy of the non-interacting electrons, 
 J ρ(
!r )[ ]  is the Coulomb interaction and  EXC ρ(
!r )[ ]  represents the exchange-
correlation energy term, which is represents: 
  EXC ρ(
!r )[ ] = (T ρ[ ]−Ts ρ[ ])+ (Eee ρ[ ]− J ρ[ ]) = Ts ρ[ ]+ Encl ρ[ ]   (2.33) 
The  EXC ρ(
!r )[ ]  term is essentially a blanket term to describe all of the remaining 
unknown components including  Tc ρ(
!r )[ ] , which represents the kinetic energy 
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arising from electron correlation and  Encl ρ(
!r )[ ]  which is the energy of the non-
classical terms of exchange energy, self interaction correction and correlation 
potential energy. 
No exact solution to EXC  exists therefore accurate DFT calculations are dependent 
on the way in which EXC  is approximated using exchange-correlation density 
functionals. 
2.8.4 Local Density Approximations (LDA) 
The local density approximation represents the basis for most exchange-correlation 
functionals.  LDA treats the system of electrons as a uniform electron gas (UEG) 
which move within a field of positive charges.  Under the LDA, the value of EXC  can 
be computed from the value of ρ  at any position  
!r . 
Although a UEG does not represent a real chemical system as it does not reflect the 
variation of electron density in a molecule, it is the only functional for the exchange 
and correlation energy is known almost exactly.  The EXC  term for an LDA is 
presented as follows: 
 
 
EXCLDA ρ[ ] = ρ !r( )∫ ε XC ρ !r( )( )d!r   (2.34) 
The ε XC  term corresponds to the single electron exchange correlation energy, which 
can be partitioned into exchange and correlation contributions:  
  ε XC ρ
!r( )( ) = ε X ρ !r( )( ) + εC ρ !r( )( )   (2.35) 
The exchange energy term is known explicitly and referred to as the Slater exchange 
(equation (2.36)) 
 
 
ε X = −
3
4
3ρ !r( )
π
3   (2.36) 
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No equivalent expression is available for εC  however, it has been determined 
through accurate numerical calculations. 
The LDA has demonstrated equal if not better results in comparison to HF for 
molecular properties including equilibrium structures and vibrational frequencies.  
However, it demonstrates much poorer performance in recovering accurate, 
energetic-related attributes including bond energies and energy barriers for chemical 
reactions.   
2.8.5 Generalised Gradient Approximation (GGA) 
An improved category of functionals evolved from the LDA by incorporating the 
electron density ( ρ
!r( ) ) and the gradient or first derivative ( ∇ρ
!r( ) ).  These 
functionals are referred to as using the generalised gradient approximation whereby 
the term for a GGA is given by: 
 
 
EXCGGA ρα ,ρβ⎡⎣ ⎤⎦ = f∫ ρα ,ρβ ,∇ρα ,∇ρβ( )d!r   (2.37) 
An advantage of GGA functionals over LDA functionals is that with the 
incorporation of the electron density gradient, some measure of how the electron 
density changes locally is provided. 
As with LDA functionals, EXCGGA  can be subdivided into the exchange and correlation 
terms: 
 EXCGGA = EXGGA + ECGGA   (2.38) 
both of which are determined individually.  In HF theory self-interaction arising in 
the Coulomb operator is exactly cancelled by the exchange component.  The separate 
development of the exchange/correlation terms in DFT means that this cancellation 
is not guaranteed thus incurring error. 
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The exchange component of a GGA functional is based upon the LDA functional 
with an added correction term as displayed in equation (2.39). 
 
 
EXGGA = EXLDA − F sσ( )∫
σ
∑ ρσ4/3 !r( )d!r   (2.39) 
where sσ  is the dimensionless reduced density gradient for spin σ   
 
 
sσ
!r( ) = ∇ρσ
!r( )
ρσ
4/3 !r( )   (2.40) 
Arguably, the most popular GGA exchange functional was published by Becke in 
1988.3  The Becke (B) functional is expressed as: 
 FB = βsσ
2
1+ 6βsσ sinh−1 sσ
  (2.41) 
where the empirical parameter β = 0.0042 originates from fitting to the exact 
exchange energies of rare gas atoms, He to Rn.  
A number of correlation functionals are available including the 1986 Perdew 
functional, P86, which includes an empirical parameter fitted to Ne.4  Another 
popular correlation functional is Lee, Parr and Yang’s 1988 LYP functional.5  Unlike 
other correlation functionals, LYP is not based on the UEG but is instead derived 
from the correlation energy computed for the helium atom by incorporating four 
empirical parameters.   
2.8.6 Meta GGA (mGGA) 
The next logical step to improve on the existing GGA functionals would be involve 
the addition of a higher order derivative of the electron density.  The second 
derivative of the electron density gives rise to the Laplacian of the density ( ).  
The Laplacian measures the local increase or decrease of in the electron density 
about a defined point however, it is a rather difficult term to employ in quantum 
∇2ρ
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chemical calculations.  Therefore the related kinetic energy density (τ ) is more 
frequently used as they both essentially carry the same information but is easier to 
compute. 
The kinetic energy density is given by the following equation (2.42): 
 τ = 12 ∇χ i
2
i
occupied
∑   (2.42) 
where  χ i  represents the occupied Kohn Sham orbitals. 
Inclusion of this additional derivative is, in theory, an improvement over GGA 
functionals as the kinetic energy density term provides more semi-local information 
than the electron density gradient alone.  Consequently this improvement should 
equate to a better description of long distance asymptotic conditions. 
The TPSS exchange-correlation functional, developed by Tao, Perdew, Staroverov 
and Scuseria, is an example of a popular mGGA.6  TPSS has shown great success in 
attaining accurate atomization energies, surface energies for solids and obtaining 
accurate geometries for first row transition metal complexes. 
Unfortunately mGGA functionals emerged around the same time as the hybrid GGA 
density functionals (see proceeding section), which offered an alternative strategy to 
improve upon the original GGA functionals.  The hybrid functional were breaking 
ground, providing high quality numerical results at a slightly higher computational 
cost in comparison to other GGA functionals.  Such was the success of the hybrid 
density functionals that the mGGA functionals became somewhat overshadowed.   
2.8.7 Hybrid functionals 
Exchange energy contributes more to the energy of a system than correlation thus a 
logical step in the improvement of the exchange correlation functional would involve 
the incorporation of a more accurate expression for the exchange energy term.  Early 
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hybrid functionals were developed to incorporate the exact exchange term from HF 
theory alongside a DFT approximation for the correlation term thus  
 EXC = EXexact + ECKS   (2.43) 
Unfortunately this resulted in significant errors in relation to experiment and 
performance that was poorer that GGA functionals.  This can be attributed to the lack 
of cancellation between the delocalised exchange and localised correlation terms.  
Instead a percentage of HF exchange has been incorporated into exchange 
correlation functionals.  This partitioning of exact exchange can be augmented by 
some weighted contribution of exchange energy derived from Hartree Fock theory.  
These GGA based functionals, known as hybrid-GGA functionals, are considered 
more accurate than LDA and GGA and are subsequently very popular functionals 
used in DFT. 
The most popular DFT hybrid functional is the B3LYP functional combining the 
exchange energy functional developed by Becke with the correlation-energy 
functional developed by Lee, Yang and Parr.5 , 7, 8  The B3LYP exchange-correlation 
functional is defined as;  
 EXCB3LYP = EXCLDA + aEXexact + bEXB88 + cΔECLYP   (2.44) 
In this expression, a, b and c are semi-empirical parameters whereby a determines 
the contribution of exact exchange, while b and c control the contributions from the 
exchange and correlation gradient corrections to the local density approximation.  
The semi-empirical parameters were determined by fitting to experimental data for 
atomisation and ionisation energies, proton affinities and total atomic energies.  This 
gave the values a = 0.20, b = 0.72 and c = 0.81.  
Becke also proposed an additional type of exchange-correlation functional in 1997, 
which is expressed as follows: 
 EXCB97 = EXαα + EXββ + ECαα + ECββ + ECαβ + cXHFEXHF   (2.45) 
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where α and β denote the electron spin.9  EXCB97  is expanded as a power series 
involving the local spin density approximation and the reduced density gradient.  
Coefficients within the expansions were fit to experimentally derived data. 
2.9 Long-range corrected DFT 
Density functionals are rather good at accurately predicting short-range interactions 
however, this begins to break down at longer ranges (consistently adding in more 
non-local information to increase the accuracy).  Addition of 100 % HF exact 
exchange accurately predicts the asymptotic conditions (at distances far from the 
atom) of the exchange-correlation potential accurately however, this cannot simply 
be added into a density functional as error cancellations between the exchange and 
correlation functionals will be lost.  This explains (in part) why exchange and 
correlation functionals must be matched up carefully and HF exact exchange is 
generally added in small percentages.   
In an attempt to address this problem, many groups are actively looking at ways of 
introducing 100 % HF exact exchange (or a large fraction) to describe the long-range 
electron interactions without sacrificing accuracy.  This series of approximations are 
known as long-range corrected hybrid density functionals. 
Essentially, the exchange energy term is partitioned into short-range (SR) and long-
range (LR) contributions whereby the long-range electron-electron interactions in the 
asymptotic region are described by full HF exact exchange  ( ) and the short-
range exchange ( ) and correlation  ( ) terms are approximated using the 
density functional (equation (2.46)). 
 EXCLC−DFA = EXLR−HF + EXSR−DFA + ECDFA   (2.46) 
One such example of a long-range corrected functional is the ωB97X functional 
developed by Chai and Head-Gordon.10  ωB97X is constructed around Becke’s B97 
hybrid exchange-correlation functional and is expressed as follows: 
E
x
LR−HF
E
x
SR−DFA
E
c
DFA
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 EXCωB97X = EXLR−HF + cXEXSR−HF + EXSR−B97 + ECB97   (2.47) 
where 
 
 
EXLR−HF = −
1
2 χ iσ
* !r1( )∫∫
i, j
occ.
∑
σ
∑ χ jσ* !r1( ) erf ωr12( )r12
χ iσ
!r2( )χ jσ !r2( )d!r1d!r2   (2.48) 
 
 
EXSR−HF = −
1
2 χ iσ
* !r1( )∫∫
i, j
occ.
∑
σ
∑ χ jσ* !r1( ) erfc ωr12( )r12
χ iσ
!r2( )χ jσ !r2( )d!r1d!r2   (2.49) 
 EXSR−B97 = eXσSR−LSDA ρσ( )∫
σ
∑ gXσ sσ2( )dr   (2.50) 
As EXSR−DFA  operates locally, despite exchange being a non-local term (see Section 
2.7), some short-range HF exchange (dictated by the coefficient, cx in equation (2.47)
) is also included in ωB97X and its removal reduces the functional to ωB97.   Both 
SR-HF and LR-HF are analogous to the exchange energy expression in equation 
(2.15) however, the range at which each operates is dictated by the flexible 
enhancement factor (ω).  This is derived from a common splitting operator as 
expressed in equation (2.51). 
 1r12
=
erf ωr12( )
r12
+
erfc ωr12( )
r12
  (2.51) 
The inter-electronic distance is represented by r12 whereas erf denotes a standard 
error function.  The first term on the right hand side of equation (2.51) corresponds 
to the long-range exchange component whereas the second term corresponds to the 
short-range partition thus the smaller the value of ω, the longer the range of the SR-
HF operator.   When ω = 0, the SR-B97 functional (equation (2.50)) reduces to the 
B97 exchange functional.  The optimal value for ω in ωB97X was identified as 0.3 
Bohr-1, which was determined by fitting to experimental data.   
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In spite of what the name suggests long range-corrected hybrid functionals still only 
describe medium-range interactions.  The categories of exchange-correlation 
functional that have been encountered so far have one significant limitation, which is 
their inability to accurately account for long-range non-covalent (dispersion) 
interactions such as dispersion are not accurately described (if at all).  
2.10 Dispersion correction in DFT 
Dispersion interactions describe the long-range attractive forces, which occur 
between separate molecules even in the absence of a charge.  Consequently, 
dispersion interactions are very important in determining structure and properties of 
chemical systems, particularly within supramolecular chemistry, materials science, 
and biochemistry.   
Dispersion originates from the correlated motion of electrons in two atoms or 
molecules, which induces the formation of instantaneous dipole moments within the 
electron distributions. The dispersion energy (Edisp ) associated with this favourable 
interaction between two atoms or molecules at large separation is expressed as a 
series expansion in equation (2.52). 
 
 
Edisp =
−C6
R6 +
−C8
R8 +
−C10
R10 +!  (2.52) 
The dispersion energy expression is dependent on the dispersion coefficients (Cn), 
which are determined experimentally or theoretically, and the distance between 
species (R).  Most common exchange-correlation functionals are capable of 
accurately describing non-covalent interactions such as hydrogen bonding, which 
operate at short length scales (<2 Å) however, proper treatment of dispersive 
interactions, which tend to operate medium- (~2-5 Å) and long-range (>5 Å) 
distances is poor.  This failure stems from the fact that the even with the 
incorporation of non-local HF exact exchange in hybrid and LC-corrected 
functionals, dispersion is related to electron-correlation and not exchange therefore 
are inherently unable to describe the R-6 asymptotic distance dependence of 
dispersion forces.  
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2.10.1 Grimme’s D correction 
One method to implement dispersion correction in DFT is to use a semi-empirical 
dispersion correction, which can be added to existing exchange correlation 
functionals.  This method of dispersion correction is referred to as DFT-D,11 which 
compute energies as 
 EDFT −D = EKS−DFT + Edisp   (2.53) 
where EKS−DFT  represents the total energy from the particular exchange-correlation 
functional and Edisp  is the empirical dispersion correction term which can be 
expressed as  
 EdispD2 = −s6
C6ij
Rij6
fdamp Rij( )
j=i+1
Nat
∑
i=1
Nat−1
∑   (2.54) 
The dispersion energy expression in equation (2.54) is referred to as a second 
generation dispersion correction (D2) developed by Grimme, where s6  is a 
functional-dependent scaling factor, Nat  is the number of atoms and Rij  is the 
interatomic distance.12  The dispersion coefficient, C6ij , is derived from calculations 
of ionisation potentials and dipole polarizabilities using PBE0, a parameter free 
exchange-correlation functional.13  The dampening function, fdamp , determines the 
short range behaviour of the dispersion correction which is required to avoid near-
singularities at small R as well as prevent double counting of electron correlation at 
medium distances.  A third generation dispersion correction term has also been 
developed by Grimme, which improves upon DFT-D2 by incorporating an R-8 
term.14 
As dispersion correction is added to the existing exchange-correlation functional 
energy term, it has no direct influence on the wave function.  However, geometry 
optimisations with a DFT-D method can give a different structure to the parent 
functional as dispersion contributes to the forces acting on the atoms.   
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2.10.2 Truhlar’s M functionals 
Another popular strategy to account for dispersion interactions was developed by 
Zhao and Truhlar using their non-dispersion corrected functionals; the Minnesota 
functionals.  The Minnesota series, (denoted as M## where the ## relates to the year 
they were made available) is comprised of a wide range of varying functionals built 
around a meta-GGA functional.  Taking the M06 series as an example, M06-L15 is a 
mGGA functional whereas M06-HF, which incorporates 100 % HF exchange is a 
hybrid meta GGA.16, 17  There are also two additional hybrid-meta-GGA functionals 
in this series; M06 and M06-2X, which have smaller contributions of HF exact 
exchange (M06-2X having twice that of M06).18  In addition Zhao and Truhlar have 
also developed a long-range corrected Minnesota functional, M11.19   In all cases, the 
Minnesota class of functionals are heavily parameterized using experimental data.  
The Minnesota functionals are not corrected for dispersion in the same way as DFT-
D, they still give relatively accurate results and have shown improvement over other 
popular functionals describing non-covalent interactions between molecules in 
relatively close proximity to one another.   
One flaw with highly parameterised functionals such as the Minnesota functionals is 
that although they may be optimised for a particular data set (eg main group, small 
organic molecules or transition metals), there is no guarantee they will be suitable 
outside of this parameterisation. 
2.11 Functional Selection 
The popularity of density functional theory and the lack of a systematic optimisation 
procedure to improve the exchange-correlation approximation has resulted in the 
establishment of veritable ‘zoo’ of density functionals.20  To ensure that an 
appropriate density functional is selected for the system being studied, an 
understanding of the attributes, which are important to system and limitations of the 
density functionals are required. 
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As the work within this thesis is centred on the investigation of the calcium-catalysed 
intermolecular hydrophosphination reaction, a density functional is required that will 
ensure the accurate recovery of thermochemistry and modelling of intermediates 
involved in the reaction mechanism.  In addition, the suitable density functional must 
recover Ae···π, Ae···H–C and C–H···π interactions, which play a prominent role in 
Ae-complex stabilisation (Chapter 1, Section 1-6).21-25 
This study reports DFT calculations carried out using the ωB97X-D functional, 
which is a combination of Chai and Head-Gordon’s long-range corrected hybrid 
functional, ωB97X, and Grimme’s D2 empirical dispersion correction formalism.10, 
12, 26 Implementation of the dispersion correction term requires modification of the 
original ωB97X damping function (ω) to avoid long range self interaction error.26 
The long-range corrected ωB97X-D functional has demonstrated superior 
performance against other dispersion-corrected density functionals including those 
typically used in the computational evaluation of heterofunctionalisation reactions, 
such as B97-D.12  ωB97X-D has a well-established ability for recovering long-range 
dispersion interactions and is known for the accurate calculation of 
thermochemistry.27-30  Both attributes are crucial to ensure accurate modelling of 
geometries and relative energies of intermediates involved in the hydrophosphination 
reaction.  
2.12 Basis Sets 
In order to solve the Schrödinger equation, a method to approximate the orbitals is 
also required.  The orbitals in the HF and KS equations (equations (2.16) and (2.29)) 
can be expanded by a linear combination of mathematical (or basis) functions known 
collectively as a basis set. 
Single electron hydrogenic orbitals can be used as basis functions however 
considerable computational resources are required to compute such functionals due 
to the complexity of the mathematical descriptions of the orbitals.   Slater-type 
orbitals (STO) expressed in equation (2.55) resemble hydrogenic orbitals very 
closely and are a good approximation to the atomic wavefunction.   
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 ηSTO = Nrn−1 exp −ζ r[ ]Ylm Θ,φ( )   (2.55) 
N corresponds to the normalisation factor, n, l and m are quantum numbers, ζ is the 
spatial extent of the orbital and Y is the function that describes the angular shape of 
the orbital.  Two electron integrals corresponding to the Coulomb contribution, as an 
example, are computationally expensive to calculate using STOs as they must be 
solved numerically.  The mathematical functions that are used most frequently in 
basis sets are Gaussian-type orbitals (GTO). 
 GTOs are expressed as : 
 ηGTO = Nxlymzn exp −αr2⎡⎣ ⎤⎦   (2.56) 
where x, y and z are Cartesian coordinates, and represents the orbital exponent which 
defines its size.  The popularity of GTO basis sets derives from the fact that they are 
computationally more convenient to use as the problematic two electron integrals can 
be solved analytically.31   
Individually, GTOs inaccurately describe the electron density close to the nucleus (r 
= 0) and decays too rapidly at longer distances of r.  Instead, a linear combination of 
n primitive GTOs (where n is usually 3 or 6) can be used to form a single basis 
function or contracted Gaussian function (CGF, equation (2.57)), which mimics a 
single STO function.  This is computationally convenient as the contraction of GTOs 
reduces the number of functions that require calculation.  
 ητ
CGF = daτηaGTO
a
A
∑   (2.57) 
The simplest type of basis set is known as a minimal basis set which uses a single 
basis function or contracted function for each atomic orbital.  A common example of 
a minimal basis set is STO-3G where 3 GTO functions are contracted to give a single 
CGF.   A minimal basis set is relatively inflexible as the approximated orbitals 
remain fixed following the initial GTO contraction.  This type of basis set 
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approximation is appropriate for orbitals that remain relatively constant during a 
chemical reaction, such as the core orbitals.  However, the valence orbitals, which 
are involved in chemical bonding would be expected to change as a reaction 
proceeds and thus could benefit from a more accurate approximation through the 
addition of more basis functions. 
A split valence basis set improves upon the minimal basis sets by using two or three 
functions to describe each valence orbital (known as double or triple zeta basis sets 
respectively) whereas the core electrons are still treated by a single contracted GTO. 
An example of a split valence, double zeta basis set is 6-31G, developed by Pople 
and co-workers.32  In this basis set, six GTOs are contracted to give a single GCF 
whereas the valence orbitals are approximated using two GCFs, contracted from 
three and one GTOs respectively. 
The accuracy of the split valence basis sets can be further improved upon the 
addition of polarisation or diffuse functions.  Polarization functions include functions 
of higher angular momentum to approximate the valence orbitals e.g. p-orbitals at 
hydrogen and d-orbitals for heavier elements such as carbon.  Addition of 
polarisation functions with higher angular momentum allows for an anisotropic 
electron distribution leading to better orbital overlap.  
Diffuse functions, which are designated by a ‘+’ sign are basis functions with small 
α (or ζ) values which extend the length of the orbital tail region.  Inclusion of such a 
function allows orbitals to occupy a larger region of space by allowing ρ(r) to spread 
out further from the atom.  Diffuse functions are generally important for calculating 
properties such as energetics, electron affinities, barrier heights and non-covalent 
interactions.33-35  They are also important, albeit to a lesser extent,33 for obtaining 
accurate geometries.  
2.13 Pseudopotentials 
As previously defined, any change in the core electrons during a reaction is marginal, 
as chemical bonding is typically associated with valence electrons, yet to 
approximate each orbital within the core region is computationally expensive.  
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Instead a one-electron operator can be added to the Fock operator to take into 
account the effect of the core electrons on the valence electrons.  Thus the core 
electrons can be approximated using an effective potential, referred to as an effective 
core potential (ECP) or pseudopotential whereas the valence electrons are described 
by the basis set optimized specifically for the particular ECP. 
Relativistic effects are prominent in heavier atoms (third row elements and beyond) 
as the core electrons velocities can approach the speed of light, which can influence 
properties including geometries and energies.  Basis sets (including the Pople basis 
sets) do not account for such effects however, ECPs can incorporate relativistic 
effects if they have been fit to relativistic atomic calculations. 
2.14 Computational Procedure 
All calculations presented in this thesis were performed using the Gaussian 09 
Revision B.01 software suite and the ωB97X-D exchange correlation density 
functional.26, 30, 36   
The 6-31G(d,p) Pople basis set was used for H and C atoms whereas the larger 6-
311G(d,p) basis set was used for P and N.37, 38  The effective core potential (ECP) 
and corresponding basis set, developed by the Stuttgart/Dresden group 
(ECP10MWB), was used for Ca.39  An additional diffuse function was used to 
augment the corresponding basis set for the Ca atom.  The combination of basis sets 
and pseudo potential is discussed at length in Chapter 3. 
Geometry optimisation calculations were performed without symmetry constraints in 
the gas phase.  The Gaussian 09 default optimisation criteria was tightened to 10-9 on 
the density matrix and 10-7 on the energy matrix.  The default numerical integration 
grid was also improved using a pruned grid with 99 radial shells and 590 angular 
points per shell.  Frequency analyses, for all stationary points, were performed using 
the enhanced criteria to confirm the nature of the structures as either minima (no 
imaginary frequency) or transition states (only one imaginary frequency).  Intrinsic 
reaction coordinate (IRC) calculations were used to connect transition states and 
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minima located on the potential energy surface allowing a full energy profile of the 
reaction to be constructed.40, 41  
To better represent the reaction environment and effects of the deuterated benzene 
solvent, all intermediates were re-optimised and confirmed via vibrational analysis 
using the conductor-like polarisable continuum (C-PCM) model.42, 43.  This is 
discussed in more detail in the proceeding section.  The work reported in Chapter 4 
and 5 correspond to solvent-corrected calculations. 
Natural Bond Orbital analysis was carried out using NBO 5.9.44  This method was 
selected over others, such as Mulliken, as it is the least sensitive method to the 
choice of basis set.    
The topology of the electron density for selected systems within the QTAIM 
framework was carried out using the AIMALL software.45 QTAIM examines the 
topology of the electron density, ρ(r) , which can then be rationalised in terms of 
chemical bonding.  A chemical bond between two atoms is indicated by the presence 
of a bond critical point (BCP).  A BCP indicates that ρ(r)  is at a minimum along the 
atomic interaction line or bond path between two nuclei and maximum in the two 
perpendicular directions.  The Laplacian of ρ(r) , ∇2ρ , gives the curvature of the 
electron density, which corresponds to a measure of the local concentration or 
depletion of the electron density at the BCP.  The magnitude of both ρ(r)  and ∇2ρ  
provide some indication of strength of interaction between the two nuclei whereas 
the sign of ∇2ρ  provides information relating to the type of interaction.  At the 
extreme ends of the scale, ∇2ρ > 0 at the BCP indicates a local minimum and hence 
depletion of ρ(r) .  This is typically associated with a closed shell interactions 
including ionic and hydrogen bonding as well dispersion interactions.  Conversely, 
∇2ρ  < 0 is consistent with the local maximum and hence increased concentration of 
ρ(r) , which is attributed to shared interactions such as covalent bonding.   
Electron density difference maps (EDDM) were performed by partitioning each 
transition state into two fragments corresponding to the active catalyst and the 
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inserting alkene.  The individual electron densities were calculated for each fragment 
and subtracted from the complete transition state complex.  The graphical user 
interface used to visualise the various properties of the intermediates and transition 
states was GaussView 5.0.9.46 
2.14.1 Polarizable Continuum Models 
Many chemical reactions including the calcium-catalysed intermolecular 
hydrophosphination reaction occur in a solvent as opposed to the gas phase.  Thus a 
suitable computational method for modelling the solvent phase is required to ensure 
that accurate reaction barriers and energetics are described accurately. 
Solvent effects can be described through explicit solvent calculations involving 
numerous solvent molecules surrounding the solute, however, this method is highly 
demanding and computationally inefficient.   Instead, an implicit continuum model 
can be used, whereby the average effect of numerous solvent molecules is 
represented by a continuous dielectric, which surrounds a cavity containing a solute 
molecule. 47   
A solute in solvent will induce a dipole moment in the surrounding solvent 
molecules, altering their orientation through inductive effects.  Through this 
reorientation, the solvent acquires a bulk polarisation, which generates an electric 
field, or reaction field.  This field will distort the wave function of the solute, thus the 
solute in the solvent phase may differ from the solute in the gas phase.47  The 
interaction between the solute and the surrounding continuum is represented by the 
potential energy of the electrostatic interaction,  V! int , which is added to the electronic 
Hamiltonian (equation (2.3)). 
A change in the energy of a molecule observed upon leaving the gas phase and 
entering the solvent phase, corresponds to the free energy of solvation (ΔGsol ) which 
is expressed as: 
 ΔGsolv = ΔGes + ΔGdr + ΔGcav   (2.58) 
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ΔGes  corresponds to the free energy associated with electrostatic interactions, ΔGdr  
represents the energy associated with the change in dispersion interactions and ΔGcav  
is the change in energy associated with the formation of a cavity within the solvent 
medium.   
The most popular polarisable continuum models (PCM) used to calculate ΔGsol  is 
the Conductor-like polarisable continuum model (C-PCM).  A number of other 
PCMs are available however, C-PCM is widely regarded as the most 
computationally efficient method.47   
In order to represent a molecule in solvent, a solute-shaped cavity must be created 
within the continuum.  This is achieved by superimposing scaled van der Waals 
spheres on the individual atoms within the solute.  The boundary of the cavity, or 
molecular surface, is then modified through a process known as tessellation, which 
corresponds to the surface being partitioned into tesserae (small geometric shapes) 
with a defined surface area (a) and a representative point (r) at each tessera centre.  
Point charges, which are dependent on the dielectric constant, are placed at each 
tesserae to simulate the polarised dielectric at the molecular surface.   V! int is 
determined from the sum of  the electric potential contributions at each r between the 
solute and the solvent. 
Overall, PCM techniques are an effective method for simulating bulk solvent effects 
without incurring the computational cost of introducing explicit solvent molecules 
into the system.  
2.14.2 A Note of Caution 
In general, the accurate calculation of Gibbs free energies can be difficult.48-50  Large 
diffuse structures such as bulky spectator ligands as well as methyl-containing 
groups can have many low frequency modes corresponding to small internal 
rotations.  These hindered rotations are approximated as simple harmonic vibrations 
which can introduce significant errors particularly when calculating entropy.51  
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Dispersion and solvent models can strongly influence low frequency modes as well 
as increase their occurrence.  In particular, translational and rotational motions of a 
molecular system, which contribute significantly to entropy are hindered in solution 
and effectively become vibrations as a result of the reduced volume occupied by the 
solute in the solvent medium as well as solute/solvent intermolecular interactions.52, 
53  Solvent continuum models have difficulty in accurately describing this conversion 
of gas phase rotational degrees of freedom into solution-phase low frequency 
modes.48, 50  Consequently, solvent corrected entropy and subsequently Gibbs free 
energy of a system in solution can be overestimated and therefore, ΔH and TΔS 
values are provided along with ΔG in Chapters 4 and 5.54  
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Chapter 3 Computational Chemistry Techniques 
The overarching theme of this chapter is to establish a viable computational 
methodology, which balances accuracy and computational cost.  Chapter 3 begins by 
outlining the structural simplifications imposed on the experimental 
hydrophosphination system in order to reduce the computational cost of the 
calculations.  Validation of the computational methodology used throughout this 
thesis will then be provided and this chapter will close following an examination of 
preliminary results obtained from calculations performed on the simplified model 
system using the selected methodology.  In relation to the discussion of the ethene 
hydrophosphination reaction, the relative energy barriers corresponding to the steps 
involved in the mechanism will be referred to as either ΔGG or ΔGL.  ΔGG represents 
the ‘global’ energy barrier relative to the starting reactants, whereas ΔGL corresponds 
to the ‘local’ energy barrier originating between the transition state and the precursor 
intermediate, or between two conformers.  This notation will also be applied to 
enthalpy (ΔH) and entropy (TΔS).  To distinguish individual intermediates and 
transition states throughout the proceeding chapters, all energies are reported to two 
decimal places.    We are aware however, that reporting energies in such a manner 
may indicate accuracy that is beyond the current calculations. 
3.1 Introduction 
The goal of most electronic structure calculations is to achieve as high an accuracy as 
possible while retaining a reasonable computational cost.  This accuracy is 
influenced, by the system size and the computational methodology.  In spite of the 
enormous development in computational methods and computing resources, realistic 
modelling of experimental reactions remains a demanding task.   
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Figure 3-1: Active catalyst, {L1}CaPPh2(THF). {L1} = β-diketiminate ligand, Dipp = 2,6-
diisopropylphenyl. 
This computational investigation of the calcium-catalysed intermolecular 
hydrophosphination reaction is based upon the experimental work conducted within 
the Hill research group.1  The experimentally active catalyst (Figure 3-1) presents a 
challenge to model accurately using computational methods as it is a moderately 
large complex, consisting of 109 atoms.  Furthermore, exploration of the reaction 
mechanism from {L1}CaPPh2(THF) would naturally mean the system size would 
increase further from coordination of additional substrates.  Therefore, to reduce the 
number of atoms without (ideally) compromising the reaction mechanism, structural 
simplifications were made.   
3.2 Structural Simplifications 
The first structural simplification made to the active catalyst involved the 
replacement of the isopropyl groups of the {L1} spectator ligand with H atoms.  This 
maintains a degree of steric bulk associated with the remaining phenyl rings but 
avoids conformational issues resulting from the orientation of the isopropyl ligands.  
Isopropyl groups are present in the experimental system to add further steric bulk 
and prevent against ligand redistribution, which is an experimental problem as 
opposed to a computational one.  The simplified spectator ligand will be identified as 
{L1m} (Figure 3-2).  The THF co-ligand was also removed from the computational 
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model as there no experimental evidence to indicate its involvement in the reaction 
mechanism (See Chapter 1, Section 1-6 for further details). 
N
Ca
N
Ph2P
iPr
iPr
iPr
iPr N
Ca
N
PPh2THF
Experimental Catalyst Computational Model
{L1}CaPPh2(THF) {L1m}CaPPh2  
Figure 3-2: Contrasting experimental {L1}CaPPh2(THF) and computational catalysts {L1m}CaPPh2. 
In many of the intermolecular heterofunctionalisation reactions detailed in Chapter 1, 
styrene was used as the prototypical unsaturated substrate. However, the 
unsymmetrical substitution as a result of the arene ring would give rise to 
conformational issues.  As the calculations for this initial work were part of a 
preliminary testing phase ethene was used in place of styrene.  
Overall, the structural simplifications made to the experimental catalyst coincide 
with the removal of 49 atoms.  Thus the computational model is more suitable for a 
preliminary assessment of the intermolecular hydrophosphination reaction 
mechanism. 
3.3 Basis Set Testing  
The reliability of a calculation and its cost is highly dependent on the choice of basis 
set.2  Larger basis sets are generally recommended for greater accuracy and help 
prevent against basis set superposition error (BSSE) however, application of larger 
basis sets is dependent on the system size.3  
3.4 Initial Computational Methodology 
Initial calculations were performed employing a 10 valence electron effective core 
potential (10-ve-ECP) for Ca, developed by the Stuttgart/Dresden group 
(ECP10MWB).4  The ECP replaces 10 core electrons with an effective potential 
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whereas the remaining 10 valence electrons are described by the corresponding basis 
set.  This is comprised of 6 s-type primitive GTOs contracted to form 4 s-type 
contractions, 6 p-type primitive GTOs contracted to form 4 p-type contractions and 5 
d-type primitive GTOs contracted to form 2 d-type contractions.  Previous work 
conducted within our research group also demonstrated that the geometries of related 
Ca-based complexes benefited from the addition of a diffuse function (α = 0.071) to 
the complimentary ECP basis set. 
Extending this research to the larger Ae metals of strontium and barium complexes 
(as was the intention) would require the use of an ECP (see Chapter 2, Section 2.13).  
Therefore to enable comparisons to be made between future work and the work 
presented within this thesis, the ECP was employed for Ca as opposed to an all-
electron basis set. 
A split valence polarised triple-ζ basis set, 6-311+G(d,p) was used to describe the 
remaining atoms.5, 6  This basis set included polarization functions for both non-
hydrogenic and hydrogenic atoms as well as a diffuse function for non-hydrogenic 
atoms only.  Diffuse functions were not added to the hydrogen atoms as it has been 
shown previously not to improve upon the calculation but require additional 
computational resources.7 
The Pople basis set (6-311+G(d,p)) was selected in preference to other basis sets 
such as the Dunning correlation-consistent polarized basis set (cc-pVXZ where X= 
D, T, etc.).  This is due to the reduced cost associated with the Pople basis sets. 
3.4.1 Initial Methodology Application 
The reaction cycle for the hydrophosphination of ethene catalysed by {L1m}CaPPh2 
is outlined in Scheme 3-1.  This mechanism was based on the hypothesis that the 
calcium catalysed hydrophosphination reaction was a two-step process, involving 
alkene insertion and protonolysis, analogous to the intermolecular hydroamination 
reaction.8, 9  
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Scheme 3-1: Intermediates and transition states involved in the calcium-catalysed hydrophosphination 
of ethene. 
The optimised geometries of the intermediates involved in Scheme 3-1 correspond to 
stationary points on the potential energy surface.  The nature of the stationary point 
can be characterised by calculating the second derivative of the energy surface (or 
Hessian) with respect to the nuclear coordinates of the optimised intermediate during 
a frequency calculation.  The Hessian, which is the most costly aspect of a frequency 
calculation, is also used to predict vibrational frequencies and their associated 
properties including zero point energy and thermochemistry.10  A minimum on the 
potential energy surface is signified by a positive Hessian and vibrational frequencies 
whereas a negative Hessian and a single imaginary frequency is indicative of a 
transition state.  
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Calculation of the Hessian, during the frequency calculation, can be performed either 
analytically or numerically although analytical Hessians are generally more accurate 
and the default method in the Gaussian software package.11   
The analytically derived frequency calculation performed on the active catalyst (1) 
completed successfully within a reasonable time frame (4.25 days, Table 3-1).  
Unfortunately there were difficulties in performing the corresponding analytical 
frequency calculations for the subsequent intermediates that followed (Scheme 3-1) 
as they exceeded available resources. 
Table 3-1: Number of atoms, electrons and basis functions associated with intermediates involved in 
the hydrophosphination of ethene. 
Cycle Step Active Catalyst Alkene Insertion Protonolysis 
Intermediate(s) 1 e2 — e3 e3•P 
No. of atoms 60 66 90 
No. of electrons 240 256 354 
No. of basis 
functions 
904 972 1332 
Time of calculation a 4.25 days b 15.5 days c 48 days d 
a Values are approximated 
b 12 processors, 43 Gb memory, optimisation and frequency calculation. 
c 12 processors, 43 Gb memory, frequency only. 
d 16 processors, 280 Gb memory, frequency only. 
As a consequence, the frequency calculations for the intermediates involved in 
alkene insertion and protonolysis were performed numerically.  The benefit of a 
numerical calculation is that the calculation can be restarted should it terminate 
prematurely whereas an analytical calculation cannot be restarted.  The information 
required to restart such a calculation is not written when conducting an analytical 
frequency until the end of the calculation.  A disadvantage of numerical frequency 
calculations however, is they take considerably more time to compute than their 
analytical counterparts.   
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The frequency calculations for complexes e2, TSe2—e3Ph and e3Ph took, on average 
15.5 days to complete (Table 3-1) however, coordination of diphenylphosphine at 
e3Ph to give e3Ph•P resulted in further cause for concern.  The time required to 
perform the numerical frequency calculation increased three fold (48 days, Table 
3-1) and required additional computational resources (16 processors, 280 Gb 
memory).  At this point exploration of the hydrophosphination catalytic cycle at this 
level was terminated, as the initial methodology was unviable in terms of 
computational cost.  Further investigation of the reaction mechanism involving an 
increase in system size, such as the substitution of ethene for styrene, would be too 
expensive to perform therefore an alternative strategy was required. 
3.4.2 Revised Computational Methodology 
Triple-ζ basis sets can be prohibitively expensive, even in systems as small as 20 
atoms whereas diffuse functions significantly increase the computational cost of 
calculations and are also associated with SCF convergence problems.3, 12  Therefore a 
revised computational methodology was devised which retained the ECP and 
augmented basis set was for Ca and a smaller polarized double-ζ basis set, 6-
31G(d,p), without a diffuse function, was used for H and C atoms.13  
The larger polarized triple-ζ basis set, 6-311G(d,p), was used for the lone pair 
donating elements, P and N (and O in the later calculations performed in Chapter 
5).5, 6  The additional valence basis function would serve as compromise for the lack 
of diffuse function.  For example, the coefficient (α) for the most diffuse valence 
basis function of the 6-311G basis set for P is 0.0685 whereas the diffuse function 
(+) in the 6-311+G basis set for P is 0.0348.  Despite the gap between the exponents, 
the diffuse valence basis function of 6-311G is still an improvement upon the most 
diffuse valence basis function in the 6-31G basis set for P, which corresponds to 
0.0998.  Similar basis set and pseudopotential combinations have been utilised for 
calculations investigating the Ae-metal catalysed intermolecular hydroamination 
reaction.14   
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A general recommendation in the literature is to use a diffuse function for species 
involved in transition states to accurately describe weakly bound electrons.2, 7  By 
this definition, the larger triple-ζ basis set should also have been used to describe the 
carbon atoms of the inserting ethene substrate.  However, this was not conducted and 
the smaller double-ζ basis set was used instead.  This decision was undertaken as 
preliminary calculations exploring the styrene insertion mechanism, which were 
conducted alongside the ethene insertion investigation, had demonstrated the 
preferential coordination of styrene at Ca through the styrene phenyl ring as opposed 
to the vinyl moiety.  This observation indicated that a larger basis set would also be 
required to describe the carbon atoms of the styrene phenyl ring. 
The styrene calculations also identified numerous important CH–π interactions 
occurring between the ligand scaffold of the β-diketiminate ligand and the styrene 
substrate during the insertion transition state.   Thus the selective use of a large basis 
set for a single phenyl ring was difficult to justify as numerous phenyl rings 
demonstrated important interactions whereas the use of a large basis set for all C 
atoms was prohibitively expensive.  
3.4.3 Revised Methodology Application 
In order to determine whether the smaller basis set impacted on the accuracy of the 
calculations, particularly the thermochemistry, the relative energy profiles (∆G) for 
the first five steps in the hydrophosphination reaction, performed using the initial 
(solid black line) and revised (dashed black line) computational methodologies were 
compared (Scheme 3-2).  The corresponding relative enthalpy (∆H), entropy (T∆S) 
and free energy (∆G) are represented in Table 3-2. 
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Scheme 3-2: Relative energy profiles for the first five intermediates using the initial (black) and 
revised (red) computational methodologies. Values in italics correspond to energy difference of 
intermediates using different methods.  ΔG values in kJ/mol. 
 
Table 3-2: Relative enthalpy (ΔH), entropy (TΔS) and free energy (ΔG) for the first five intermediates 
involved in the hydrophosphination of ethene using the initial and revised computational 
methodologies. 
Methodology Intermediate 
∆H T∆S ∆G 
kJ/mol 
ωB97X-D, 
6-311+G(d,p), 
ECP 
(Initial) 
1 0.00 0.00 0.00 
e2 -56.86 -44.59 -12.27 
TSe2—e3Ph 37.84 -50.31 88.15 
e3Ph -38.73 -59.04 20.31 
e3Ph•P -107.01 -118.22 11.21 
ωB97X-D, 
6-311G(d,p), 
6-31G(d,p), 
ECP 
(Revised) 
1 0.00 0.00 0.00 
e2 -64.05 -42.54 -21.52 
TSe2—e3Ph 30.68 -48.51 79.19 
e3Ph -48.00 -57.10 9.10 
e3Ph•P -118.86 -117.31 -1.55 
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As observed in Scheme 3-2 a systematic reduction of approximately 10 kJ/mol 
occurs for each intermediate when calculated using the revised methodology.  This 
trend is also reflected in the enthalpy whereas the entropy remains relatively 
consistent (a difference of 1—2 kJ/mol) between the two theoretical methods (Table 
3-3).  Although the remaining reaction mechanism was not completed with the initial 
methodology, the systematic 10 kJ/mol lowering of intermediates would be expected 
to extend to the protonolysis transition state and product. 
Despite the lowering of the relative energy profile crucially, the barrier to alkene 
insertion (from e2 to TSe2—e3Ph) remains constant between methods.  The relative 
energy barrier (∆Glocal) for alkene insertion is 100.41 kJ/mol and 100.71 kJ/mol for 
the initial and revised theoretical methods respectively.  The reduced basis employed 
in the revised methodology does not appear to impact significantly on the relative 
energy barrier. 
The effect of the smaller basis set on the geometry of intermediates involved in the 
hydrophosphination of ethene was also investigated.  Figure 3-3 illustrates an overlay 
of the optimised geometries of the active catalyst, 1, performed using the initial (red) 
and the revised (yellow) methodologies (Figure 3-3).  Pertinent bond lengths within 
1 using the initial and revised methodologies are recorded in Table 3-3. 
Ca
Ca
PC1
C2
PhP1
PhP2
N N
Ph
Ph
PhP1
PhP2
P  
Figure 3-3: Overlays of optimised geometries of 1 using initial (red) and revised (yellow) 
methodologies. 
 116 
Table 3-3: Pertinent bond lengths within intermediate 1 calculated using initial and revised 
methodologies. 
Bond Length (Å) 
ωB97X-D, 6-311+G(d,p), 
ECP, (Initial) 
ωB97X-D, 6-311G(d,p), 
6-31G(d,p), ECP (Revised) 
Ca—N 2.31 2.31/2.30 
Ca—P 2.84 2.89 
Ca—C1 3.14 3.21 
Ca—C2 2.64 2.58 
Ca—PhP1 4.02 4.07 
Ca—	PhP2 3.10 2.90 
Generally good agreement is observed between the overlays of the two active 
catalyst structures with the exception of PhP2 (Figure 3-3).  Tighter binding between 
Ca and PhP2 is observed when using the revised basis set method and reflected in the 
distance between Ca and PhP2 ring centroid (2.90 Å) when compared to 3.10 Å for 
the initial basis set calculation.  
Having evaluated the accuracy of the revised computational methodology, the 
suitability of the method would be determined by the efficiency.  A combined 
optimisation and frequency calculation performed on intermediate (1) using the intial 
basis set methodology required 4.25 days (12 processors and 43 Gb memory).  The 
revised basis set method however, completed the same task in considerably less time 
(5 hrs 10 mins) using less computing power (8 processors  and 15 Gb memory).  
On this basis, we consider that the revised methodology is the best compromise 
between accuracy and efficiency.  This basis set and pseudopotential combination 
allows accurate calculations to be performed on our largest intermediate involved in 
the simplified hydrophosphination system (90 atoms, 354 electrons) within a timely 
manner.   
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3.5 Hydrophosphination of ethene at {L1m}CaPPh2. 
As a suitable computational methodology had been established the ethene 
hydrophosphination reaction cycle could be investigated.  All calculations reported 
in this section were performed in the gas phase.  The relative energy profile 
corresponding to the calcium-catalysed intermolecular hydrophosphination of ethene 
is depicted in Scheme 3-3 and enthalpy (ΔH), entropy (TΔS) and free energy (ΔG) 
values are reported in Table 3-4. 
∆G
 kJ
/m
ol
0.00
-21.52
79.19
9.10
-1.55
{L1m}Ca PPh2
{L1m}Ca PPh2
{L1m}Ca
P
1
e2
TSe2–e3Ph
e3Ph
e3Ph•P
61.67
-99.20
Ph Ph
TSe3Ph•P–e4Ph
{L1m}Ca
PPh Ph
{L1m}Ca
PPh Ph
P HPh
Ph
{L1m}Ca
PPh Ph
P HPh
Ph
{L1m}Ca
PPh Ph
PPh
Ph
e4Ph
-80.38
{L1m}Ca PPh2
1 PPh2+
+
+ HPPh2
 
Scheme 3-3: Relative energy profile for the hydrophosphination of ethene.  ΔG values in kJ/mol. 
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Table 3-4: Relative enthalpy (ΔH), entropy (TΔS) and free energy (ΔG) for the hydrophosphination of 
ethene. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
1 0.00 0.00 0.00 
e2 -64.05 -42.54 -21.52 
TSe2—e3Ph 30.68 -48.51 79.19 
e3Ph -48.00 -57.10 9.10 
e3Ph•P -118.86 -117.31 -1.55 
TSe3Ph•P—e4Ph -55.16 -116.84 61.67 
e4Ph -221.01 -121.81 -99.20 
1 + 
alkylphosphine -130.90 -50.52 -80.38 
  
3.5.1 Ethene Insertion 
The intermolecular hydrophosphination of ethene proceeds via a σ-insertive 
mechanism, initiated upon coordination of the alkene at the activated calcium 
catalyst (1) to give the alkene insertion precursor, e2 (Figure 3-4(a)).  This is an 
enthalpically favourable step presumably as a result of the alkene π-system 
interacting with the electrophilic Ca metal centre.  The increased ordering of the 
system renders this association entropically unfavourable (T∆S = -42.54 kJ/mol), 
nevertheless, coordination of ethene at 1 remains favourable (ΔGG = -21.52 kJ/mol).  
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Figure 3-4: Intermediates and transition state involved in ethene insertion. 
Alkene insertion into the Ca—P bond proceeds via the insertion transition state, 
TSe2—e3Ph (Figure 3-4(b)).  The Ca–P distance in TSe2—e3Ph is 4.02 Å, which is 
significantly larger than in e2 (2.84 Å) and is beyond the sum of the constituent ionic 
radii (3.26 Å).  The phosphanide remains coordinated at Ca however, through a 
Ca···π interaction involving PhP1 (2.52 Å).  The presence of the Ca···π interaction 
involving PhP1 indicates that TSe2—e3Ph is significantly more complex than the basic 
4-coordinate system suggested previously for the analogous hydroamination 
reaction.8, 9  The barrier to ethene insertion (ΔGL) from e2 is 100.71 kJ/mol. 
Table 3-5: Pertinent bond lengths (Å) corresponding to ethene insertion intermediates and transition 
state. 
 Bond Lengths (Å) 
Intermediate e2 TSe2—e3Ph e3Ph 
Ca—Cα 2.88 2.56 2.46 
Ca—Cβ 3.05 3.48 3.48 
Cα—Cβ 1.34 1.39 1.54 
Ca—P 2.84 4.02 3.98 
Cβ—P 4.79 2.51 1.87 
Ca—	PhP1 3.90 2.52 2.64 
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The first step of the cycle is completed with the formation of the alkene insertion 
product, e3Ph (Figure 3-4(c)), in which the secondary stabilisation, observed through 
the Ca···PhP1 interaction is maintained.  Formation of e3Ph is less favourable than e2 
(ΔGL = 30.62 kJ/mol) despite the formation of a new Cβ–P bond. 
3.5.2 Protonolysis 
Coordination of a second molecule of HPPh2 to the metal centre in e3Ph•P (Figure 
3-5(a)) initiates the later half of the cycle.  Formation of the protonolysis precursor, 
e3Ph•P, is enthalpically favourable (∆HG = -118.86 kJ/mol) however, the increased 
ordering of the system renders this association entropically unfavourable (T∆SG = -
117.31 kJ/mol). Nevertheless coordination of HPPh2 at e3Ph remains mildly 
favourable (∆GG = -1.55 kJ/mol).  
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Figure 3-5: Intermediates and transition state involved in protonolysis. 
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Table 3-6: Pertinent bond lengths (Å) corresponding to protonolysis intermediates and transition 
state. 
 Bond Lengths (Å) 
Intermediate e3Ph•P TSe3Ph•P—e4Ph e4Ph 
Ca—Cα 2.47 2.59 3.59 
Ca—P’ 3.09 3.04 2.88 
P’—H 1.41 1.60 3.34 
H—Cα 4.26 1.70 1.10 
Ca···PhP1 2.87 2.72 2.78 
Protonolysis occurs via σ-bond metathesis during TSe3Ph•P—e4Ph, whereby a proton is 
transferred from the coordinated diphenylphosphine molecule to Cα (Figure 3-5).  
The local barrier (ΔGL) associated with this step is 63.22 kJ/mol relative to the 
protonolysis precursor, e3Ph•P.  
Decay from TSe3Ph•P—e4Ph leads to the formation of the phosphide-phosphine 
complex, e4Ph, whereby the alkylphosphine remains coordinated to the metal centre 
through a Ca···PhP2 interaction (2.78 Å, Table 3-6).   Formation of the protonolysis 
product, e4Ph, is very favourable (∆GG = -99.20 kJ/mol) and will account for the 
thermodynamic driving force for the reaction. 
e4Ph corresponds to the lowest energy intermediate in Scheme 3-3, which would 
signify that product inhibition could occur as the concentration of alkylphosphine 
increases. While such an occurrence was not acknowledged by the Hill group, 
product inhibition has been observed by the Marks’ group exploring the 
lanthanocene-catalysed intramolecular hydrophosphination reaction.1, 15 
3.5.3 Ethene Insertion Product Conformers 
Throughout the hydrophosphination reaction mechanism in Scheme 3-3, a secondary 
stabilising intramolecular Ca···π interaction involving a phenyl ring at phosphorus is 
maintained.   Secondary stabilisation could also occur through a P→Ca dative bond, 
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in analogy with the intermolecular hydroamination reaction.  To determine whether 
the Ca···π interaction occurs in preference to a P→Ca dative bond and the effect of 
switching off the secondary stabilising intramolecular interaction, the alkene 
insertion product conformers, e3P and e3NA (Figure 3-6(b) and (c)), were constructed.   
Cα Cβ
e3Ph
(0.00)
e3NA
(75.06)
e3P
(30.00)
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CαCβ
(a) (b) (c)
 
Figure 3-6: Ethene insertion product conformers, e3Ph, e3P and e3NA.  Values in parenthesis are free 
energies (∆G) relative to e3Ph. 
Although substitution of the secondary Ca···π interaction for a more directional lone 
pair interaction in e3P, is entropically favourable this is enthalpically unfavourable 
and consequently, formation of e3P leads to an increase in free energy (∆GL = 30.00 
kJ/mol) relative to e3Ph.  This is possibly due to the creation of a strained 4 
membered ring system involving Ca, Cα, Cβ and P in e3P.  The lack of an additional 
stabilising interaction for the Ca–Cα bond means e3NA is not favoured (∆G = 75.06 
kJ/mol) relative to e3Ph. 
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Table 3-7: Relative enthalpy (ΔH), entropy (TΔS) and free energy (ΔG) corresponding to the ethene 
insertion product conformers, e3Ph, e3P and e3NA. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
e3Ph 0.00 0.00 0.00 
e3P 43.96 13.97 30.00 
e3NA 84.09 9.04 75.06 
 
3.5.4 Alternative Protonolysis Mechanisms 
Protonolysis from alkene insertion product conformers, e3P and e3NA, was explored 
as shown in Scheme 3-4 and enthalpy (ΔH), entropy (TΔS) and free energy (ΔG) 
values are reported in Table 3-8.   
Both e3P and e3NA are destabilised relative to e3Ph, where e3NA represents the highest 
energy intermediate in the reaction mechanism.  The disparity in energy between 
e3Ph and e3P and the preferential coordination of the Ca–π interaction is concurrent 
with previous studies.16-21  Although coordination of diphenylphosphine is 
entropically unfavourable, it significantly stabilises e3P and e3NA to give protonolysis 
precursors e3P•P and e3NA•P (Figure 3-7(a) and (b) respectively), whereby all of the 
protonolysis precursor conformers are thermally accessible.   The narrowing of the 
relative energy upon coordination of the additional HPPh2 substrate is also consistent 
with previous studies.16-21  Crucially, e3P•P is now only 6.65 kJ/mol (ΔGL) higher in 
energy than e3Ph•P. 
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Scheme 3-4:  The relative energy profiles corresponding to intermediates and transition states 
involved in the hydrophosphination of ethene.  
 
Table 3-8: Relative enthalpy (ΔH), entropy (TΔS) and free energy (ΔG) corresponding to protonolysis 
intermediates and transition state from ethene insertion product conformers, e3P and e3NA. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
e3P -4.04 -43.14 39.10 
e3P•P -90.64 -95.65 5.01 
TSe3P•P-e4P -39.56 -106.52 66.96 
e4P -250.76 -115.39 -135.37 
e3NA 36.09 -48.07 84.16 
e3NA•P -75.61 -106.49 30.87 
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Figure 3-7: Protonolysis precursor conformers e3P•P (a) and e3NA•P (b). 
Attempts to identify a protonolysis transition state from intermediate e3NA•P proved 
unsuccessful.  Transition state calculations lead to the alkylphosphine product or 
regenerated the protonolysis precursor exhibiting a secondary Ca···π interaction.  
The lack of transition state from e3NA•P may be attributed to cleavage of the only 
stabilising interaction between the alkylphosphine fragment and the metal centre 
(Ca—Cα), which would occur during the transition state.  
An alternative protonolysis pathway was identified leading from e3P•P.  Protonolysis 
at e3P•P proceeds via the transition state TSe3P•P—e4P (Figure 3-8(a)), whereby H 
migrates from diphenylphosphine to Cα of the alkylphosphine fragment.  The local 
free energy barrier to protonolysis from e3P•P is 61.86 kJ/mol (ΔGL), which is 
comparable in magnitude to the equivalent insertion step from e3Ph•P, whereby the 
local barrier is 63.22 kJ/mol.   TSe3P•P—e4P is enthalpically less favourable (ΔHG = -
39.56 kJ/mol) than TSe3Ph•P—e4Ph, which has a relative enthalpy of -55.16 kJ/mol.  
This can be attributed to the more favourable Ca–PhP1 interaction in TSe3Ph•P—e4Ph as 
opposed to the Ca←P dative interaction in TSe3P•P—e4P.  A consequence of the Ca –
PhP1 interaction is increased ordering and thus entropy is larger for TSe3Ph•P—e4Ph 
(TΔSG = -116.84 kJ/mol) than for TSe3P•P—e4P (TΔSG = -106.52 kJ/mol). 
 126 
Cα
Cβ
Cα
Cβ
e4PTSe3P•P–e4P
P' P'
(a) (b)  
Figure 3-8: Transition state, TSe3P•P-e4P (a) and protonolysis product e4P (b).   
 
Table 3-9: Pertinent bond lengths (Å) corresponding to protonolysis intermediates and transition state 
from e3P•P. 
 Bond Lengths (Å) 
Intermediate e3P•P TSe3P•P—e4P e4P 
Ca–P 2.98 2.91 2.98 
Ca—Cα 2.51 2.66 4.16 
Ca—P’ 3.01 2.99 2.87 
P’—H 1.41 1.59 3.94 
H—Cα 4.20 1.71 1.09 
Decay from the transition state, TSe3P•P-e4P, leads to the protonolysis product e4P 
(Figure 3-8(b)) whereby the organophosphine product coordinates to the regenerated 
active catalyst through a Ca←P dative bond.  As observed with e4Ph, formation of 
e4P is very favourable (∆G = -135.37 kJ/mol).  The similarity in free energies 
corresponding to protonolysis from e3Ph•P and e3P•P indicates that both mechanisms 
are viable reaction pathways. 
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3.6 Concluding remarks 
Simplification of the experimental system provides a low computational cost strategy 
to gain useful insight into the intermediates and transition states involved in the 
intermolecular hydrophosphination reaction mechanism.  A simplified computational 
model also allows the identification of relevant interactions as well as provides an 
estimate of reaction energy barriers.  Calculations identified two potentially 
competing protonolysis pathways from e3Ph•P and e3P•P, both of which are 
accessible under reaction conditions providing the energy barrier associated with the 
interconversion of e3Ph•P and e3P•P is not prohibitively high.  
The alkene insertion transition state, TSe2—e3Ph, was identified as the rate-limiting 
step, which is consistent with previous experimental observations.1, 22  The resting 
state of the catalytic cycle was identified as the protonolysis product, e4Ph, although 
this could conceivably correspond to e4P.  This would suggest the intermolecular 
hydrophosphination reaction might experience product inhibition during experiment 
although this occurrence was not reported.1 
The results within this chapter have demonstrated the significance of Ca···π and 
Ca←P dative bonding interactions in the stabilisation of reaction intermediates.  This 
is relevant with respect to the protonolysis step of the hydrophosphination pathway 
whereby the absence of either interaction may deactivate the catalytic cycle.  
Crucially, preliminary calculations provided a measure of the error incurred with our 
computational methodology as well as allowing for the fine-tuning of the method to 
ensure its applicability in larger, more experimentally mimetic systems.  This is 
particularly relevant as the simple computational system is unable to provide an 
explanation for experimental observations such as product regioselectivity and 
substrate-directed reaction outcomes.1   
In the following chapter, ethene is substituted for styrene and vinylpyridine as used 
in experiment in order to address such experimental observations.1  The additional 
arene ring at the unsaturated substrate introduces a new level of complexity as a 
result of additional dative bonding and Ca···π interactions. Consequently, this allows 
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access to new reaction pathways as well as a surprising reorganisation of the current 
hydrophosphination mechanism. 
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Chapter 4 Substrate-directed Reaction Outcomes 
4.1 Introduction 
When styrene is used as the unsaturated substrate in the hydrophosphination reaction 
an alkylphosphine product is generated.  The reaction has been proposed to follow 
the classic σ-insertive route, analogous to the intermolecular hydroamination 
reaction.  However, substitution of styrene with vinylpyridine results in the 
formation of a phosphine-capped polymer.1  In the following chapter the underlying 
mechanism of the hydrophosphination reaction involving styrene and vinylpyridine 
will be examined.  First, the general catalytic cycle will be introduced, highlighting 
the relative energies of key intermediates and transition states involved in the σ-
insertive stepwise mechanisms.  This will be followed by a detailed examination of 
the initial alkene insertion step of the catalytic cycle, common for both styrene and 
vinylpyridine, to investigate the role of the arene ring in the rate-limiting step.  The 
relative energy profiles of protonolysis and polymerisation mechanisms for both 
unsaturated species will then be examined in detail.  These alternative pathways will 
be compared and contrasted to identify key factors, which may contribute to the 
differing outcomes observed experimentally.  As introduced in Chapter 3, the 
notation to describe the global (ΔGG) and local (ΔGL) energy barriers will again be 
used throughout this chapter.  All calculations reported in this chapter were 
performed using C-PCM solvent model to represent benzene at 298.15 K.   
4.2 General Catalytic Cycle 
Scheme 4-1 outlines the general catalytic pathways for the transformation of styrene 
and vinylpyridine.  The intermediates involved in both the hydrophosphination of 
styrene and polymerisation of vinylpyridine pathways, associated with Scheme 4-1, 
are presented in Figure 4-1 and Figure 4-2 respectively.  ∆H, T∆S and ∆G values for 
hydrophosphination of styrene and vinylpyridine polymerisation are given in Table 
4-1 and Table 4-2 respectively.   
The intermolecular hydrophosphination of styrene and the polymerisation of 
vinylpyridine both proceed via σ-insertive mechanisms, initiated upon coordination 
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of the alkene at 1endo (conformational preferences will be discussed shortly) to give 
the alkene insertion precursors s2 and v2 respectively. 
 
Scheme 4-1: The relative energy profiles for styrene hydrophosphination (solid line) and 
vinylpyridine polymerisation (dashed line) mechanisms.  ∆G in kJ/mol (wB97X-D/6-31G(d,p) for H 
and C/6-311G(d,p) for N and P/ECP for Ca). 
Surprisingly, alkene activation through transition states TSs2-s3P and TSv2-v3Ph does 
not proceed via the traditional alkene insertion step as proposed by experimental and 
theoretical research related to the intermolecular hydroamination reaction catalysed 
by Ae and lanthanides complexes.2, 3  Instead, alkene activation proceeds via a 
conjugative insertion reaction mechanism, which is comparable to the transition state 
involved in the hydrophosphination of 1,3-butadiene.4  The alkene insertion 
transition states will be explored in greater detail in the sections to follow.   
The relative energy barrier (ΔGL) associated with alkene insertion is 75.96 kJ/mol for 
styrene and the 67.78 kJ/mol for vinylpyridine.  Both alkene insertion transition 
states correspond to the rate-limiting step in both pathways and are consistent with 
experiment.1, 5 
∆G
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TSs2-s3P
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-114.97
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s3P
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TSv3NA•V-v4
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s3NA•P
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v3Ph•V
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75.96
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67.78
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28.61
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40.97
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Decay from TSs2-s3P and TSv2-v3Ph leads to the respective intermediates s3P and v3Ph, 
which both exhibit a secondary stabilising interaction.  In s3P a dative Ca←P 
interaction is prevalent whereas in v3Ph a Ca···π  interaction exists between Ca and a 
phenyl ring of the phosphine moiety. 
 
Figure 4-1: Pictorial representations of the intermediates and transition states involved in the 
calcium-catalysed hydrophosphination of styrene shown in Scheme 4-1 (dashed line). ∆G in kJ/mol. 
 
Table 4-1: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of styrene insertion 
intermediates and transition states shown in Scheme 4-1 (dashed line). 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
1endo 0.00 0.00 0.00 
s2 -61.73 -59.06 -2.67 
TSs2-s3P 8.20 -65.08 73.28 
s3P -55.62 -66.31 10.68 
s3P•P -127.64 -116.81 -10.83 
s3NA•P -110.99 -122.58 11.59 
TSs3NA•P-s4 -76.86 -117.06 40.20 
s4 -214.43 -129.78 -84.65 
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Figure 4-2: Pictorial representations of the intermediates and transition states involved in the 
calcium-catalysed vinylpyridine polymerisation shown in Scheme 4-1 (solid line). ∆G in kJ/mol. 
 
Table 4-2: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of vinylpyridine insertion 
intermediates and transition states shown in Scheme 4-1 (dashed line). 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
1endo 0.00 0.00 0.00 
v2 -103.03 -58.12 -44.91 
TSv2-v3 -42.15 -65.01 22.86 
v3Ph -99.92 -69.58 -30.33 
v3Ph•V -163.03 -123.60 -39.43 
v3NA•V -181.58 -116.79 -64.79 
TSv3NA•V-v4 -150.25 -126.44 -23.82 
v4 -248.35 -133.38 -114.97 
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Continuation of the styrene hydrophosphination mechanism proceeds upon the 
favourable coordination of diphenylphosphine (HPPh2) at s3P to give the 
protonolysis precursor, s3P•P. From here, the complex undergoes an internal 
structural reorganisation involving dissociation of the dative Ca←P interaction to 
give the less stable s3NA•P (ΔGL = 22.42 kJ/mol).   
Transfer of the proton from HPPh2 to the organophosphine by σ-bond metathesis 
occurs during TSs3NA•P-s4NA and the barrier (ΔGL) associated with this step is 28.60 
kJ/mol. Decay from TSs3NA•P-s4NA leads to the very favourable formation of the 
organophosphine product and regenerated active catalyst in s4NA, whereby the 
alkylphosphine is coordinated to the metal centre through a Ca–π interaction 
involving the original styrene phenyl ring, Phsty. 
In contrast, the vinylpyridine polymerisation mechanism involves coordination of a 
second vinylpyridine molecule at v3Ph to give the polymerisation precursor v3Ph•V. 
Unlike the styrene hydrophosphination pathway, dissociation of the secondary 
Ca···π interaction in v3Ph•V generates the more favourable intermediate, v3NA•V 
(∆GL = -25.36 kJ/mol relative to v3Ph•V).  Vinylpyridine insertion proceeds via the 
transition state TSv3NA•V-v4, overcoming a barrier of 40.97 kJ/mol to generate the 
polymeric product coordinated to Ca via the N lone pair in v4. 
Overall the considerable thermodynamic stability of the products s4NA (-84.65 
kJ/mol) and v4 (-114.97 kJ/mol) provides the necessary driving force to overcome 
the initial alkene insertion rate limiting step and accounts for the ready experimental 
observation of reaction products. 
The ensuing sections will explore, in detail, the individual steps and the considerable 
variability in the structural coordination of species along the reaction pathways 
outlined in the generalised mechanism.  In particular, the significance of competing 
secondary Ca···π and Ca–donor interactions, as well as the influence of weaker 
CH···π interactions involved in stabilising the catalyst complex and coordinating 
substrate will be investigated. The influence of the aryl ring on the insertion 
transition states will be examined by contrasting against the equivalent ethene 
insertion step.   
 135 
4.3 Active Catalyst 
First however, the active catalyst will be examined in more detail.  Two 
conformations of the active catalyst have been identified and are denoted as 1endo and 
1exo (Figure 4-3).  The 1endo conformation has a Ca–P bond that is essentially 
perpendicular relative to the NCCCN plane of the β-diketiminate ligand, {L1m} (C’–
Ca–P = 110.1◦, solid red line in inset of Figure 4-3(a)).  In contrast, the Ca–P bond 
lies parallel to the NCCCN plane in 1exo (174.3◦, inset of Figure 4-3(b)). Similar 
bonding motifs have previously been observed in β-diketiminate-stabilised group 14 
metal phosphides as well as transition metal and lanthanide complexes.6-8 
 
Figure 4-3: Conformers of the active catalyst 1endo and 1exo.  Ca (yellow), P (orange), N (blue), C 
(grey) and H (white).  Key atoms are represented by VdW spheres.  Phenyl rings and methyl groups 
of the {L1m} ligand are represented as lines for clarity.  The remaining ligand framework is 
represented by the tubular arrangement.  Red dashed lines represent secondary interactions between 
phenyl rings at P and {L1m} ligand. 
A key feature of the active catalysts is the presence of numerous weak secondary 
interactions between the {L1m} ligand and the phenyl rings at P.  Key C atoms of the 
phenyl groups are C1 and C2 and the associated Ph rings are denoted as PhP1 and PhP2 
respectively (see the insets of Figure 4-3). The predominant CH···π interactions in 
1endo occur between the {L1m} backbone and PhP1, which is positioned under the 
{L1m} ring. A smaller contribution also arises between PhP2 and a {L1m}-phenyl ring. 
This is in contrast to 1exo, where both PhP1 and PhP2 interact considerably with the 
{L1m}-phenyl rings. 
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Closer examination of the active catalyst conformers reveals short distances between 
Ca–C2 in 1endo (2.72 Å) and Ca–C1 in 1exo (2.66 Å), which are less than the threshold 
of a Ca–Cπ interaction (< 3.13 Å).9  The effect of secondary bonding motifs such as 
the Ca···π interactions are known to manifest in internal geometry distortions.9  The 
active catalyst conformers exhibit strong distortion of the phosphine geometry, 
relative to the trigonal pyramidal configuration typically observed in 
diphenylphosphine (Table 4-3).  Thus, the geometric distortion observed here could 
be the result of the electron deficient Ca centre interacting with PhP2 in 1endo and PhP1 
in 1exo. 
Table 4-3: Pertinent bond angles (o) corresponding to diphenylphosphine and active catalyst 
conformers 1endo and 1exo (X = H, Ca). 
  Angles (o) 
X–P–C1  C1–P–C2 X–P–C2  
 
Diphenylphosphine 98.2 101.7 96.6 
 
1endo 86.5 102.5 66.2 
1exo 63.6 103.0 96.1 
QTAIM analysis of 1endo and 1exo (Figure 4-4(a) and (b) respectively) supports the 
presence of long-range dispersive interactions through numerous bond critical points 
(BCP).  No line path (LP) or BCP is observed, however, between Ca–C2 in 1endo and 
Ca–C1 in 1exo.  The lack of a LP does not necessarily suggest that two atoms do not 
interact.10  The bonding in Ca complexes is predominantly ionic and examination of 
the NBO charges reveals a strongly cationic Ca (1.81e) and electron accumulation (-
0.41e) at C2  and C1 in 1endo and 1exo respectively.  These observations are consistent 
with the notion that the Ca···π interaction is electrostatic in nature and would not be 
observed in the QTAIM analysis. 9, 10 
H P C2C1
Ca P C2C1
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Figure 4-4: QTAIM analysis of active catalysts conformers, 1endo and 1exo.  Green spheres indicate 
BCPs along bond paths. 
Long-range dispersive (van der Waals) interactions such as a Ca···π	interaction are 
expected to be interchangeable and fluxional particularly given the small ∆G 
between the two conformers (3.05 kJ/mol).  Consequently, alkene insertion is 
feasible from both intermediates. 
4.4 Alkene Insertion Precursor 
4.4.1 Styrene Insertion Precursor  
The first step in the hydrophosphination of styrene requires the alkene coordination 
at the Ca complex. Numerous conformers of this styrene insertion precursor have 
been identified for both 1endo and 1exo structures and are presented in Figure 4-5 
whereas the relative ΔH, TΔS and ΔG are provided in Table 4-4.  
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Figure 4-5: Styrene insertion precursors, s2, s2ene, s21,2_ins, s2exo_Phsty and s2exo_ene. Energies relative to 
conformer s2 (kJ/mol). 
 
Table 4-4: Relative enthalpy (ΔH), entropy (TΔS) and energy (ΔG) of styrene insertion conformers 
referenced to s2. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
s2 0.00 0.00 0.00 
s2ene -2.44 -3.71 1.27 
s21,2_ins 26.93 6.35 20.59 
s2exo_Phsty 3.90 -1.12 5.02 
s2exo_ene 5.54 -0.03 5.58 
Styrene can coordinate to Ca via the phenyl ring (denoted as Phsty) to create s2, 
(Figure 4-5(a)).   The extended conjugation in styrene also allows for an alternative 
coordination mode at Ca involving the vinyl moiety as depicted in s2ene, (Figure 
4-5(b)).  This coordination mode leads to a negligible increase in relative free energy 
(∆GL = 1.27 kJ/mol, Table 4-4).  
0.00 kJ/mol 1.27 kJ/mol
s2 s2ene
PhP1
PhP2
Phsty
PhP1
PhP2
Phsty
PhP1
PhP2
Phsty
20.59 kJ/mol
s21,2_ins
potential 
repulsion
(a) (b) (c)
5.02 5.58
s2exo_enes2exo_phsty
PhP2
PhP1
Phsty
PhP2
PhP1
Phsty
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 139 
Reorientation of styrene gives the conformer, s21,2_ins, in which styrene remains 
coordinated at Ca via the vinyl moiety however, Phsty is now positioned away from 
{L1m} and Ca (Figure 4-5(c)).  Orientation of styrene in such a manner results in an 
increase in relative energy ∆GL = 20.59 kJ/mol, Table 4-4), possibly as a result of 
electron repulsion between Phsty and the phosphorus electron lone pair.  The higher 
energy associated with s21,2ins is perhaps an early indication of why 1,2-alkene 
insertion associated with the formation of the Markovnikov product is not observed 
experimentally.  Alkene insertion conformers, following coordination of styrene via 
Phsty and the vinyl moiety at 1exo (3.05 kJ/mol) give the intermediates s2exo_Phsty and 
s2endo_ene (Figure 4-5(d) and (e)), which coincides with a slight increase in free 
energy (∆GL = 5.02 kJ/mol and ∆GL = 5.58 kJ/mol respectively) relative to s2. 
Formation of the lowest styrene insertion precursor conformer, s2, is enthalpically 
favourable (∆HG = -63.95 kJ/mol, Table 4-1) however, the increased ordering of the 
system renders this association entropically unfavourable (T∆S = -58.45 kJ/mol).  
Nevertheless coordination of styrene at 1endo remains mildly favourable (∆GG = -5.50 
kJ/mol) and is consistent with the experimental observation that coordination of 
styrene at Ca is a reversible process.1, 5 
Styrene coordinates to Ca via Phsty as illustrated by the short distance (2.82 Å) 
between Ca and the Phsty ring centre. As the coordination number at Ca increases in 
s2, the significance of the secondary internal Ca–PhP1 interaction is diminished.  
Consequently, the Ca–PhP1 interaction, lengthens from 2.72 Å in 1endo to 3.36 Å in s2 
to accommodate the incoming styrene molecule (Table 4-5). The geometry about P 
in s2 (Figure 4-5(a)) is more consistent with isolated diphenylphosphine. 
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Table 4-5: Pertinent bond lengths (Å) corresponding to alkene insertion intermediates and transition 
state (where x = s or v, y =P or Ph). 
Alkene 1endo x2 TSx2_x3y x3y 
Styrene 
Ca–P 2.89 2.88 2.94 3.04 
Ca–Cα  3.72 3.55 3.24 
Cβ–P  4.40 2.42 1.86 
Cα–Cβ 1.33 1.33 1.39 1.50 
Ca–Phsty  2.75 2.61 2.42 
Vinylpyridine 
Ca–P 2.91 2.89 4.15 3.91 
Ca–Cα  3.33 3.96 2.70 
Cβ–P  3.99 2.57 1.87 
Cα–Cβ 1.33 1.34 1.37 1.51 
Ca–Npyr  2.48 2.46 2.41 
Ca–PhP1 3.10 4.07 2.55 2.73 
QTAIM analysis of s2 (Figure 4-6) identifies several bond critical points (BCP) 
between styrene and 1endo, representing numerous CH···π interactions.  A relatively 
strong Ca–Phsty interaction with a larger associated ρ (0.0123) and ∇2ρ (+0.050) is 
also evident.  The summation of a large number of weak van der Waals (VdW) 
interactions as well as the formation of the Ca–Phsty interaction is likely to contribute 
to the overall stabilisation of s2.11 
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Figure 4-6: QTAIM analysis of s2 highlighting the numerous CH–π interactions. ρ values in bold and 
▽2ρ values in parenthesis. Green spheres indicate BCPs along bond paths. Styrene C atoms in black 
for clarity. 
The very fluxional coordination of styrene at the active catalyst and the small relative 
free energy difference between the majority of the styrene insertion precursor 
conformers would indicate that they are all energetically accessible.  As s2 was the 
lowest energy styrene insertion precursor identified, the hydrophosphination of 
styrene was explored from this intermediate. 
4.4.2 Vinylpyridine Insertion Precursor 
Whereas styrene demonstrates weak and fluxional VdW interactions giving rise to 
numerous coordination modes at the active catalyst, in contrast vinylpyridine 
coordinates directly to Ca via a dative bond with Npyr  (Ca–N = 2.48 Å) to give the 
insertion precursor, v2 (Figure 4-7(a)). 
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Figure 4-7: Vinylpyridine insertion precursors, v2 and v2ene.  ΔG values in parenthesis (kJ/mol). 
Coordination of vinylpyridine is substantially more enthalpically favourable in 
comparison to styrene coordination (∆HG = -103.03 kJ/mol) as a consequence of the 
stronger Ca–Npyr donor interaction.  A second vinylpyridine insertion precursor, 
v2ene (Figure 4-7(b)), was identified which lacked the Ca–Npyr interaction.  In this 
case, vinylpyridine coordinates through the π-system of the vinyl moiety, in analogy 
with s2endo_ene, which is rationalised by the near identical Ca–Cα and Ca–Cβ bond 
distances (3.02 and 3.07 Å respectively).  This intermediate represents the traditional 
alkene insertion intermediate observed in analogous intermolecular hydroamination 
studies.  The lack of the Ca–N interaction renders this intermediate less favourable 
by approximately 40 kJ/mol.  
4.5 Alkene Insertion Transition State 
Scheme 4-2 outlines the alkene insertion step proceeding from s2 and v2 via 
transition states, TSs2-s3Ph and TSv2-v3 respectively.  The corresponding ΔH, TΔS and 
ΔG values are presented in Table 4-6. 
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Scheme 4-2: Relative energy profile corresponding to styrene (black) and vinylpyridine (red) 
insertion. ΔG values in kJ/mol. 
 
Table 4-6: Relative enthalpy (∆H), entropy (T∆S) and free energy at 298.15 K (∆G) of alkene 
insertion intermediates and transition states shown in Scheme 4-2. 
 
Intermediate 
∆H T∆S ∆G 
 kJ/mol 
Styrene 
1endo 0.00 0.00 0.00 
s2 -61.73 -59.06 -2.67 
TSs2-s3P 8.20 -65.08 73.28 
s3P -55.62 -66.31 10.68 
alt_s3P -18.81 -54.53 35.72 
Vinylpyridine 
1endo 0.00 0.00 0.00 
v2 -103.03 -58.12 -44.91 
TSv2-v3 -42.15 -65.01 22.86 
v3Ph -99.92 -69.58 -30.33 
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The inserting alkene fragment is stabilised at the metal centre by the arene ring.  
During the styrene mechanism, the phosphanide moiety remains coordinated to Ca in 
TSs2-s3P (Figure 4-8(a)) via a Ca←P dative interaction (2.94 Å, Table 4-5) however, 
in the vinylpyridine mechanism the Ca←P interaction increases to 4.15 Å in TSv2-v3 
(Figure 4-8(b)).  The Ca←P interaction is significantly larger than in v2 (2.89 Å) and 
is beyond the sum of the constituent ionic radii (3.26 Å).  However, the phosphanide 
remains coordinated at Ca through a Ca–π interaction involving PhP1 (2.55 Å).  The 
lack of Ca–Cα bond formation during TSs2-s3P and TSv2-v3 is more reminiscent of the 
1,4-alkene insertion transition state involved in the Eu-catalysed hydrophosphination 
of 1,3-butadiene than the alkene insertion transition state associated with the 
analogous hydroamination reaction.4  The formation of a bond between P and Cβ 
induces the formation of a double bond between Csty and Cα as evidenced by the 
decreasing bond distance from 1.48 Å in s2 and v2 to 1.43 Å (TSs2-s3Ph  and TSv2-v3. 
 
Figure 4-8: Alkene insertion transition states, TSs2-s3, TSv2-v3 and TS1,2 ins. ΔG values in parenthesis 
(kJ/mol). 
As a comparison, the styrene insertion pathway from s2exo_ene is included in Scheme 
4-3 as it represents an example of a σ-insertive mechanism.   
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Scheme 4-3:  Relative energy profile corresponding to alkene insertion from s2exo_ene involving a 
classic σ-insertive transition state.  ΔG values in kJ/mol. 
Unlike the conjugative addition mechanism associated with TSs2-s3P, styrene 
insertion from s2exo_ene is not stabilised through the arene ring.  Instead the reaction 
proceeds via the traditional σ-insertive alkene insertion transition state, 
TSs2exo_ene_s3exo, involving the formation of Ca–Cα interaction.  The local free energy 
barrier to insertion from s2exo_ene is 87.08 kJ/mol whereas the local free energy 
barrier to insertion from s2 is 75.95 kJ/mol.  The global free energy barrier (ΔGG) 
associated with TSs2exo_ene_s3exo is 89.23 kJ/mol, which is larger than TSs2-s3P (73.28 
kJ/mol) thus TSs2exo_ene_s3exo is disfavoured on kinetic grounds. 
Experimentally, the hydrophosphination of styrene proceeds to give exclusive 
formation of the anti-Markovnikov product from 2,1-syn addition. 1, 5, 12  Barrett et 
al. attributed this observation to the presence the aryl ring at the alkene substrate, 
which stabilises the accumulation of electron density at Cα during the insertion 
transition state, lowering the relative energy barrier.2  Indeed the relative energy 
barriers associated with styrene and vinylpyridine insertion are consistent with this 
hypothesis. Styrene and vinylpyridine insertion must overcome respective energy 
barriers (ΔGL) of 80.81 kJ/mol and 67.78 kJ/mol.  
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The equivalent Markovnikov pathway has been examined (Scheme 4-4) and the 
insertion TS is shown in Figure 4-8(c).  The styrene insertion transition state 
corresponding to 1,2-syn addition, has a relative energy barrier (∆GL) of 102.47 
kJ/mol calculated from s21,2_ins (∆GL, Scheme 4-4).   
The intermediates and transition state corresponding to ethene insertion from the gas 
phase calculations in Chapter 3, Section 3.5 were re-optimised to include the benzene 
solvent environment and are also presented in Scheme 4-4.  The ethene pathway was 
included to illustrate that the 1,2-syn addition mechanism is more akin to the 
equivalent insertion step involving ethene, which has an energy barrier (∆GL) of 
100.44 kJ/mol. 
 
Scheme 4-4: Contrasting Markovnikov (1,2-addition) styrene insertion (red) and solvent-corrected 
ethene insertion (black).  ΔG values in kJ/mol. 
To investigate why the styrene and vinylpyridine pathways (Scheme 4-2) have lower 
relative energy barriers associated with insertion when compared to the 1,2-addition 
and ethene insertion mechanisms (Scheme 4-4), an NBO charge analysis was 
conducted.  During TSs2-s3Ph and TSv2-v3, significant electron delocalisation occurs 
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between Cα and the arene ring as signified by the increase in negative charge at Phsty 
and Npyr (Table 4-7).  The charge at Phsty, in s2, is -0.05e whereas the charge 
increases to -0.18e during TSs2-s3.  A similar trend is observed in the vinylpyridine 
mechanism whereby the charge at the pyridine ring is -0.03e in v2 and increases to -
0.25e during TSv2-v3.  The increase in negative charge at the arene ring is 
concomitant with a decrease in charge at P moving from the precursors to transition 
states whereas Cβ exhibits a relatively static charge in both mechanisms (Table 4-7). 
Table 4-7: Pertinent NBO atomic charges (e) corresponding to alkene insertion intermediates and 
transition state (where x = s or v, y =P or Ph). 
Alkene Atom 
Intermediate 
1endo x2 TSx2_x3y x3y 
Styrene 
Ca 1.80 1.77 1.78 1.78 
Cα -0.24 -0.26 -0.41 -0.43 
Cβ -0.43 -0.40 -0.47 -0.78 
P -0.03 -0.05 0.26 0.79 
Phsty -0.03 -0.05 -0.28 -0.63 
Vinylpyridine 
Ca 1.80 1.77 1.81 1.76 
Cα -0.26 -0.28 -0.39 -0.65 
Cβ -0.42 -0.43 -0.46 -0.78 
P -0.03 -0.03 0.39 0.82 
Npyr -0.48 -0.59 -0.68 -0.72 
Pyridine ring -0.04 -0.03 -0.25 -0.43 
To serve as a comparison, the NBO charges of key atoms involved in the styrene 
(TSs2-s3P) and vinylpyridine (TSv2-v3) insertion transition states are compared to the 
ethene (TSe2-e3Ph) and 1,2 styrene insertion transition state, (TS1,2) in Figure 4-9.  The 
presence of the aryl ring reduces the negative charge accumulation at Cα in TSs2-s3P (-
0.41e, Figure 4-9(a)) and TSv2-v3 (-0.39e, Figure 4-9(b) by approximately half when 
compared to the Cα atom in TSe2-e3Ph (-0.92e, Figure 4-9(c)) and Cβ in TS1,2 (1.02e  
Figure 4-9(d)). 
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Figure 4-9: Pertinent NBO atomic charges (e) involved in the styrene (TSs2-s3P, (a)), vinylpyridine 
(TSv2-v3, (b)), ethene (TSe2-e3, (c)) and 1,2 addition of styrene (TS1,2, (d))  insertion transition states. 
 
 
Figure 4-10: Electron density difference maps for the insertion transition states of styrene (a) and 
vinylpyridine (b).  Red isosurface corresponds to areas of electron density accumulation and blue 
isosurface indicate areas of depletion. The contour interval is 0.004. 
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Electron density difference maps (EDDM) were also calculated to determine the 
impact of the aryl ring during alkene insertion.  The EDDMs in Figure 4-10(a) and 
(b) for TSs2-s3P and TSv2-v3Ph illustrate electron density accumulation (red) between 
Ca and the coordinating species, Phsty in styrene and Npyr in vinylpyridine. This 
coincides with the simultaneous depletion (blue) of electron density around the 
phosphorus lone pair. In both styrene and vinylpyridine insertion transition states, the 
EDDMs identify electron density delocalisation from Cα across the ring system. 
The observations from the EDDMs, NBO analysis and relative energy barriers 
support the hypothesis that ring systems in the unsaturated substrates serve to 
stabilise the negative charge accumulation at Cα, which in turn proceeds to stabilise 
the insertion transition state.  The secondary interactions involving Phsty and P (in 
styrene) and Npyr and PhP1 (in vinylpyridine) create pseudo 5-membered and 7-
membered ring structures in the transition states respectively (indicated by the 
presence of BCPs in the QTAIM analyses (Figure 4-11)).  Both transition states are 
significantly more complex than the basic 4-coordinate systems suggested previously 
for the analogous hydroamination reaction. 2, 3 
 150 
 
Figure 4-11: QTAIM analysis of TSs2–s3P and TSv2–v3Ph. Bond critical points (green circles) 
highlighting the interactions involved in the 5-membered and 7-membered styrene and vinylpyridine 
insertion transition states. ρ values in bold and ∇2ρ values in parenthesis. 
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4.5.1 Alkene Insertion Product 
Decay from transition states TSs2-s3P and TSv2-v3Ph leads to the products s3P and v3Ph 
(Figure 4-12(a) and (b) respectively).  In both styrene and vinylpyridine pathways, 
formation of alkene insertion products s3P and v3Ph is less favourable than alkene 
insertion precursors s2 and v2 (ΔGL =  13.35 kJ/mol and 14.58 kJ/mol respectively, 
Table 4-6).  
 
Figure 4-12: Alkene insertion products displaying secondary stabilisation interactions. ΔG values in 
parenthesis (kJ/mol). 
Both s3P and v3Ph maintain secondary stabilising interactions, observed through a 
Ca←P dative interaction and Ca–π interaction involving PhP1 (Figure 4-12).  In s3P, 
the alkylphosphine fragment is also stabilised at Ca through a Ca–Phsty interaction 
(2.40 Å) whereas v3Ph maintains the Ca–Npyr interaction (2.41 Å, Table 4-5).  In both 
intermediates, the bond distance between Csty–Cα exhibits considerable double bond 
character (1.37 Å in s3P and 1.41 Å in v3Ph). 
Participation of an arene ring in the stabilisation of an alkene substrate during a 
catalytic heterofunctionalisation reaction is a relatively rare occurrence as only one 
example has been observed previously.13    In the β-diketiminate-stabilised calcium-
catalysed hydrogenation of 1,1-diphenylethylene, Spielmann et al. isolated an 
important resting state of the cycle in which the vinylarene coordinated to the metal 
centre via a Ca–π interaction.13  Computational calculations revealed this 
coordination mode was preferential by 20 kJ/mol relative to an analogous conformer 
stabilised through an equivalent Ca–Cα  interaction.14 
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An alternative conformer to s3P, alt_s3P, was identified (Figure 4-12(c)) in which the 
Ca–Phsty is replaced by a Ca–Cα interaction whilst maintaining the Ca←P dative 
interaction.  Concurrent with Zeng and Li, this coincides with an increase in free 
energy (Figure 4-12).14  The difference in free energy between the two 
conformations is 25.04 kJ/mol (∆GL) indicating preferential coordination through the 
Ca–π interaction.  Thus in both reactions the ‘traditional’ alkene coordination is lost 
and the alkene moiety is instead activated in an outer sphere. 
Following alkene insertion, the catalytic cycle diverges and the alkene insertion 
product can undergo protonolysis to generate the organophosphine product and 
regenerate the active catalyst.  Alternatively, the alkene insertion product can 
undergo polymerisation involving a second alkene insertion step to generate a 
polymeric product at Ca.  As the mechanistic outcome is dependent on the alkene, 
we now investigate both scenarios to understand why protonolysis is the favoured 
outcome for styrene and polymerisation is the favoured outcome for vinylpyridine. 
4.6 Protonolysis Versus Styrene Polymerisation 
4.6.1 Protonolysis Precursor Conformers 
Coordination of HPPh2 at s3P to give s3P•P (Figure 4-13) is an enthalpically 
favourable process (ΔGL = -69.27 kJ/mol, Table 4-8) as a consequence of the 
formation of the Ca←P’ dative interaction.  Despite the increased ordering of the 
system, the formation of s3P•P is favourable (ΔGL = -15.86 kJ/mol) 
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Figure 4-13: Formation of protonolysis precursor s3P•P from coordination of HPPh2 at s3P.  ΔG 
values in parenthesis (kJ/mol). 
 
Table 4-8: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) corresponding to s3P and 
s3P•P.  Values in kJ/mol. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
s3P -55.62 -66.31 10.68 
s3Ph•P -124.89 -119.71 -5.18 
In Chapter 3, Section 1.4.3, a range of protonolysis precursor conformers, e3Ph, e3P 
and e3NA, were identified.  Following coordination of HPPh2 at e3Ph and e3P 
protonolysis was viable from both e3Ph•P and e3P•P as the associated relative energy 
barriers were comparable (ΔGL =  56.75 kJ/mol and 61.86 kJ/mol respectively).  No 
protonolysis transition state was identified following the formation of e3NA•P, which 
was attributed to the lack of stabilising interaction between the alkylphosphine and 
the Ca metal centre during the transition state.  The formation of e3P and e3NA from 
e3Ph, will however depend on the energy associated with the interconversion of these 
species.  In analogy with Chapter 3, calculations were performed to investigate 
equivalent protonolysis precursors, s3Ph•P (exhibiting secondary Ca⋅⋅⋅π interaction) 
and s3NA•P (exhibiting no secondary stabilising interaction) as well as determine the 
relative energy associated to the interconversion from s3P•P.   
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At this point the reader should be made aware that the alkene insertion mechanism 
leading to intermediate s3P (Scheme 4-2) was identified late in the PhD research.  
Instead much conformational searching had been performed at s3Ph (Figure 4-14(a)), 
which was identified earlier from a higher energy alkene insertion mechanism, 
involving a σ-insertive transition state, described in Scheme 4-3.  
 
Figure 4-14: Formation of protonolysis precursor s3Ph•P (a) from coordination of HPPh2 at s3Ph(b).  
Relaxed scan calculations were initially performed at s3Ph rotating about the Cβ–P 
bond to interchange the Ca⋅⋅⋅π interaction for a Ca←P dative interaction observed in 
s3P.  A second relaxed bond rotational scan was performed about the Cα–Cβ bond to 
dissociate the secondary bonding interaction as observed in s3NA.  In both cases the 
relaxed scan calculations using ωB97X-D proved unsuccessful.  The Ca⋅⋅⋅π 
interaction continually reassociated following each incremental step in the scan 
calculation.  As a consequence, the alkylphosphine fragment rotated about the Ca 
metal centre whilst the Ca⋅⋅⋅π   interaction was maintained.   
HPPh2 was added to s3Ph to give s3Ph•P (Figure 4-14(b)) as the presence of the 
coordinated diphenylphosphine would help to stabilise the Ca metal centre.  
Moreover, Ca, Cα and Cβ were constrained to prevent the alkylphosphine from 
rotating as observed in the relaxed energy scan.  Constraining the coordinates 
resulted in large changes in the structural geometry during the incremental steps in 
the Cα–Cβ and Cβ–P dihedral angles scan calculations.  Thus large energy changes 
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were observed between steps, as the structures could not optimise fully after each 
incremental change in the dihedral angle. 
To avoid any potential problems associated with the relaxed scan calculations using 
ωB97X-D, as identified with s3Ph and s3Ph•P, bond rotations at s3P•P were 
determined from relaxed scan calculations using the B3LYP exchange-correlation 
functional.  Relaxed scan calculations using B3LYP allowed the structure to optimise 
following each incremental change in the Cα–Cβ and Cβ–P dihedral angles and 
proceeded to give smooth bond rotation profiles. Single point energy calculations 
were then performed using ωB97X-D at each step along the rotational profile to 
provide an estimate of the barriers to rotation from s3P•P.  The difficulty in obtaining 
rotational energy profiles with ωB97X-D may indicate the presence of a significant 
long-range component to the secondary bonding interactions, which are not 
recovered by B3LYP.  Alternatively, the difficulty in dissociating the secondary 
interaction may be as a result of an overestimation of the interaction associated with 
the dispersion corrected functional.  
 
Scheme 4-5: Rotational energy profiles corresponding to Cα–Cβ (red) and Cβ–P (blue) bond rotations.  
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The rotational energy profiles corresponding to Cα–Cβ and Cβ–P bond rotations are 
presented in Scheme 4-5.  A rotation about the Cβ–P bond in s3P•P (Figure 4-15(a)) 
to give s3Ph•P (Figure 4-15(b)), has a modest energy barrier of 13.93 kJ/mol (∆E).  A 
low energy barrier associated with the interconversion of s3P•P and s3Ph•P is perhaps 
unsurprising given that the relative energy barriers associated with the formation of 
the parent structures s3P (Scheme 4-2) and s3Ph (Scheme 4-3) are comparable.  
Substitution of Ca–P in s3P•P for a Ca⋅⋅⋅π interaction in s3Ph•P, leads to a slight 
increase in free energy (∆GL = -5.18 kJ/mol).  The preferential coordination of the 
alkylphosphine fragment via a Ca⋅⋅⋅Phsty interaction in s3P•P is replaced in s3Ph•P 
with a Ca–Cα interaction to maintain a pseudo-5 membered ring system involving 
Ca–Cα–Cβ–P–PhP1. 
 
Figure 4-15: Protonolysis precursor conformers s3P•P (a), s3Ph•P (b) and s3NA•P (c).  Values in 
parenthesis are free energies (∆G) relative to the active catalyst (1endo) and relevant substrates. 
A separate scan calculation rotating about the Cα–Cβ bond in s3P•P gave the 
protonolysis precursor conformer, s3NA•P (Figure 4-15(c)).  The absence of a 
secondary stabilising interaction in s3NA•P, means coordination of the 
alkylphosphine fragment occurs exclusively via the Ca–Phsty interaction (2.38 Å). 
The rotational barrier to give s3NA•P is 49.29 kJ/mol (∆E), which is perhaps 
unsurprising as this coincides with the dissociation of a favourable secondary 
stabilising interaction and is also reflected in the less favourable relative energy of 
s3NA•P (∆GL = 11.59 kJ/mol). 
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The relative energy barriers associated with the interconversion from s3P•P to s3Ph•P 
and s3P•P to s3NA•P are both less than the energy associated with alkene insertion, 
which would suggest that protonolysis is feasible from all intermediates.  
4.6.2 Protonolysis Pathway 
Styrene protonolysis was explored from s3P•P, s3Ph•P and s3NA•P intermediates and 
the relative energy profiles are collated in Scheme 4-6 where as relative ΔH, TΔS 
and ΔG values are presented in Table 4-9.   
 
Scheme 4-6: The relative energy profile corresponding to intermediates and transition states involved 
in the styrene protonolysis from s3P•P, s3Ph•P and s3NA•P. ∆G in kJ/mol. 
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Table 4-9: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) for styrene protonolysis 
intermediates and transition states from s3P•P, s3Ph•P and s3NA•P. Energies are relative to the starting 
catalyst and isolated reactants (P and S). 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
s3Ph•P -124.89 -119.71 -5.18 
TSs3Ph•P -43.00 -127.84 84.84 
s4Ph -171.09 -120.29 -50.80 
s3P•P -127.64 -116.81 -10.83 
TSs3P•P-s4 -40.63 -125.62 85.00 
s4P -224.53 -128.18 -96.35 
s3NA•P -110.99 -122.58 11.59 
TSs3NA•P-s4 -76.86 -117.06 40.20 
s4NA -214.43 -129.78 -84.65 
Protonolysis at s3Ph•P, s3P•P and s3NA•P proceeds via the transition states TSs3Ph•P-
s4Ph, TSs3P•P-s4P and TSs3NA•P-s4NA (Figure 4-16(a-c)), involving H migration from 
diphenylphosphine to Cα of the alkylphosphine fragment. 
 
Figure 4-16:  Transition states involved in protonolysis from intermediates (left to right) s3Ph•P, 
s3P•P and s3NA•P. Values in parenthesis are free energies (∆G) relative to the active catalyst (1endo) 
and relevant substrates. 
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Maintaining the secondary stabilising interactions during TSs3Ph•P-s4Ph (Figure 
4-16(a)) and TSs3P•P-s4P (Figure 4-16(b)) results in more sterically congested 
transition state structures. Consequently, TSs3Ph•P-s4Ph and TSs3P•P-s4P have 
considerably higher relative energies (ΔGG) of 85.00 and 84.84 kJ/mol in comparison 
to TSs3NA•P-s4NA (Figure 4-16(c)), which has a low relative energy of 40.20 kJ/mol 
(ΔGG, Scheme 4-6). 
Decay from the transition states, TSs3Ph•P-s4Ph, TSs3P•P-s4P and TSs3NA•P-s4NA, leads to 
the protonolysis products, s4Ph, s4P and s4NA (Figure 4-17(a-c)).  In s4P and s4NA the 
organophosphine product coordinates to the regenerated active catalyst through the 
P→Ca dative interaction (3.01 Å) and Ca–π interaction involving Phsty (2.75 Å) 
respectively.  This is in contrast to s4Ph in which the distance between Ca and PhP1 
increases to 5.23 Å.  Instead, the organophosphine coordinates to the regenerated 
catalyst through numerous CH–π interactions. 
 
Figure 4-17: Styrene protonolysis products s4Ph, s4P and s4NA. Values in parenthesis are free energies 
(∆G) relative to the active catalyst (1endo) and relevant substrates. 
Formation of the protonolysis product conformers, s4Ph, s4P and s4NA is very 
favourable (∆GG = -50.80 kJ/mol, -96.35 kJ/mol and -84.65 kJ/mol respectively) and 
account for the thermodynamic driving force for the reaction. As observed in the 
preliminary ethene hydrophosphination calculations (Chapter 3), the overall relative 
stabilities of s4Ph, s4P and s4NA indicate that product inhibition may occur at high 
concentrations of alkylphosphine as product release is an unfavourable process. 
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s3P•P corresponds to the most stable alkene insertion product conformer and is likely 
a thermodynamic resting state of the hydrophosphination cycle.  However, 
protonolysis from s3P•P intermediate is kinetically retarded as TSs3P•P-s4P has the 
highest global free energy barrier of 85.00 kJ/mol (ΔGG).   The low energy barrier 
associated with rotation about Cβ–P bond indicates that s3Ph•P is easily accessible 
under experimental conditions.  However, as with s3P•P, protonolysis from s3Ph•P is 
also kinetically retarded as TSs3Ph•P-s4Ph has a global free energy barrier of 84.84 
kJ/mol (ΔGG).  
In contrast, s3NA•P is destabilised relative to s3P•P (ΔGL = 22.42 kJ/mol) and the 
rotational barrier associated with the formation of s3NA•P from s3P•P is 49.29 kJ/mol 
(ΔE).  However, the barrier to protonolysis from s3NA•P is significantly lower than 
from s3P•P and s3Ph•P (ΔGL = 28.60 kJ/mol) thus protonolysis through TSs3NA•P-s4NA 
is kinetically more favourable (ΔGG = 40.20 kJ/mol). The protonolysis transition 
state and rotational barrier are comparable in relative energy however the favourable 
formation of the protonolysis product s4NA would be anticipated to drive the reaction 
to completion. 
4.6.3 Styrene Polymerisation Pathway 
To assess whether styrene polymerisation is a potentially competitive pathway to 
protonolysis, the polymerisation mechanism involving a second styrene molecule 
will be discussed in this section.  To avoid performing numerous additional 
calculations, polymerisation was explored from intermediate s3NA•S to allow a direct 
comparison to be made to the lowest energy protonolysis pathway from s3NA•P. 
The relative energy profile of intermediates and transition state corresponding to the 
styrene polymerisation pathway is represented by Scheme 4-7 whereas the ΔH, TΔS 
and ΔG values are presented in Table 4-10. 
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Scheme 4-7: The relative energy profile corresponding to intermediates and transition states involved 
in the styrene polymerisation pathway (red). The lowest energy protonolysis pathway from s3NA•P 
(black) and intermediates s3P, s3P•P and s3P•S (grey) are included for comparison. 
 
Table 4-10: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of the styrene 
polymerisation intermediates and transition states. Energies are relative to the starting catalyst and 
relevant isolated reactants. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
s3P -55.62 -66.31 10.68 
s3P•S -80.70 -114.26 33.56 
s3NA•S -79.53 -117.23 37.70 
TSs3NA•S-s4poly -33.08 -130.32 97.23 
s4poly -153.35 -130.50 -22.85 
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Coordination of the second styrene substrate (distinguished from the first styrene 
substrate by prime notation) at s3P to give s3P•S (Figure 4-18(a)) is facilitated 
through the formation of a Ca–π interaction involving Ph’sty.  The coordination 
mode of the alkylphosphine fragment also undergoes a structural rearrangement from 
Ca–Phsty in s3P (Figure 4-12(a)) to Ca–Cα in s3P•S.   Overall coordination of styrene 
at s3P to give s3P•S is enthalpically favourable (Table 4-10) however, the increased 
ordering means s3P•S is less favourable than s3P (ΔGL = 22.88 kJ/mol). 
 
Figure 4-18: Intermediates s3P•S and s3P•P. ∆G values in parenthesis (kJ/mol) are relative to the 
active catalyst (1endo) and relevant substrates. 
The polymerisation precursor conformer, s3NA•S (Figure 4-18(b)) is energetically 
indistinguishable from s3P•S (ΔGL = 4.14 kJ/mol).  The lack of a secondary Ca←P 
dative interaction in s3NA•S is likely to be compensated by the formation of the Ca–
Phsty interaction (3.29 Å).  In addition, the different styrene coordination modes in 
s3P•S and s3NA•S are known from Section 4.4.1 to have negligible impact on the 
relative energy of the intermediates.   
Bond rotation scan calculations were not performed to identify the relative energy 
associated with the interconversion from s3P•S to s3NA•S.   It was presumed to be 
unlikely that dissociation of the secondary Ca←P lone pair donor interaction to give 
s3NA•S would deviate from previously identified rotational energy barriers.   
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Figure 4-19: Styrene polymerisation ttransition state, TSs3NA•S-s4poly, and product, s4poly.  ∆G values in 
parenthesis (kJ/mol) are relative to the active catalyst (1endo) and relevant substrates. 
Styrene insertion proceeds via TSs3NA•S-s4poly, (Figure 4-19(a)) in which insertion of 
the second styrene proceeds though a more ‘traditional’ insertion procedure 
involving the formation of a Ca—Cα bond rather than Ca–Phsty interaction as 
observed during the first styrene step.  TSs3NA•S-s4poly has a larger global energy (ΔGG 
= 97.23 kJ/mol) than the first styrene insertion transition state, TSs2–s3Ph (ΔGG = 
73.28 kJ/mol).  However, the second styrene insertion step proceeds from a higher 
energy intermediate, s3NA•S, thus the barrier to insertion is lower. 
The local relative energy barrier associated with the first alkene insertion transition 
state, TSs2–s3P, was 75.96 kJ/mol and corresponds to the conjugative addition 
mechanism.  From Scheme 4-3 however, the local relative energy barrier associated 
with σ-insertive transition state can estimated at approximately 85 kJ/mol.  Therefore 
the disparity in energy between the conjugative addition and σ-insertive alkene 
insertion transition states can be approximated to 10 kJ/mol.   
Although a conjugative addition mechanism, akin to TSs2-s3P (Figure 4-8(a)), for the 
second styrene insertion pathway from s3NA•S was not calculated, based upon the 
values obtained from the first alkene insertion step in the hydrophosphination profile, 
a conjugative addition mechanism would have a global relative energy barrier (ΔGG) 
of approximately 87 kJ/mol.  This assumes that the conjugative addition mechanism 
would be more favourable than the σ-insertive transition state, TSs3NA•S-s4poly, as 
based upon observations from the first alkene insertion pathway. 
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Proceeding down the potential energy surface from TSs3NA•S-s4poly leads to 
intermediate s4poly (Figure 4-19(b)), consisting of the product coordinated to the 
metal centre through Ca–Cα and Ca–π interactions. While formation of s4poly is still 
favourable relative to the intermediates involved in the polymerisation mechanism, 
overall it is less favourable than the protonolysis products, s4NA, (∆GL = 61.81 
kJ/mol). 
The relative free energy barrier to second styrene insertion from TSs3NA•S-s4poly is 
approximately twice the barrier to protonolysis. Styrene insertion from s3NA•S must 
overcome an energy barrier of 59.53 kJ/mol (ΔGL) whereas protonolysis from s3NA•P 
has a local energy barrier of 28.61 kJ/mol.  Styrene insertion involving an 
conjugative insertion mechanism may proceed via a lower energy transition state 
(ΔGG = 87 kJ/mol), which would coincide with a decrease in the local relative energy 
barrier (approximately 45 kJ/mol).  However, the polymerisation transition state 
would still be kinetically disfavoured relative to the protonolysis transition state.  
Moreover, the protonolysis precursor, s3NA•P, is a lower energy intermediate relative 
to s3NA•S (ΔGL = -26.11 kJ/mol).  Overall, the polymerisation of styrene is 
thermodynamically and kinetically disfavoured, thus is unlikely to be a rival 
mechanistic pathway to protonolysis. 
The rate-limiting step in the intermolecular hydrophosphination of styrene 
corresponds to the first step in the catalytic cycle, styrene insertion (∆G = 80.81 
kJ/mol).  This observation is consistent with experiment and is also consistent with 
the observations of others examining the analogous intermolecular hydroamination 
pathway.2  Moreover, the computed barrier to styrene insertion is comparable to 
experimentally derived values.5  Liu et al. who employed a related calcium catalyst 
determined the enthalpy (∆H‡) and free energy (∆G‡) of styrene hydrophosphination 
was 67.7 (±5.4) kJ/mol and 98.1 (±10.3) kJ/mol respectively.  Our calculations 
indicate that for the same step the enthalpy and free energy are 69.93 kJ/mol and 
75.96 kJ/mol respectively.  While there is a larger difference between the ∆G values 
(22.1 kJ/mol), which must be attributed to the overestimation of entropic 
contributions, good agreement is observed between ∆H (2.2 kJ/mol). 
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4.7 Protonolysis versus Vinylpyridine Polymerisation 
Having explored the protonolysis and polymerisation pathways of styrene, attention 
is now turned toward vinylpyridine.  When vinylpyridine is used as the unsaturated 
substrate during experiment, the polymerisation pathway is favoured over 
protonolysis, which is in stark contrast to styrene.  Thus in the following sections the 
polymerisation and protonolysis pathways for vinylpyridine will be explored in order 
to ascertain why vinylpyridine is not styrene mimetic.   
4.7.1 Vinylpyridine Polymerisation 
The relative energy profile of intermediates and transition state corresponding to the 
vinylpyridine polymerisation pathway is represented by Scheme 4-8 whereas the ΔH, 
TΔS and ΔG values are presented in Table 4-11. 
 
Scheme 4-8: The relative energy profile corresponding to intermediates and transition states involved 
in the vinylpyridine polymerisation from v3NA•V. ∆G in kJ/mol. 
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Table 4-11: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) for vinylpyridine 
polymerisation intermediates and transition state. Energies (kJ/mol) are relative to the starting catalyst 
and isolated reactants. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
v3Ph -99.92 -69.58 -30.33 
v3Ph•V -163.03 -123.60 -39.43 
v3P•V -163.81 -119.31 -44.50 
v3NA•V -181.58 -116.79 -64.79 
TSv3NA•V-v4 -150.25 -126.44 -23.82 
v4 -248.35 -133.38 -114.97 
The vinylpyridine polymerisation mechanism is initiated upon coordination of a 
second molecule of vinylpyridine to v3Ph, to give the polymerisation precursor, 
v3Ph•V (Figure 4-20(a)).  Coordination of vinylpyridine occurs opposite the Ca···π 
interaction, coinciding with an increase in the Ca···π interaction, increases from 2.73 
Å in to v3Ph to 4.28 Å in v3Ph•V.  The Ca···π distance in v3Ph•V is greater than the 
threshold value of Ca···Cπ	(≤	3.13 Å).9  v3Ph•V is more reminiscent of a isomer of 
v3NA•V.  Coordination of vinylpyridine is enthalpically favourable (∆H = -163.03 
kJ/mol) owing to the formation of a second N’→Ca interaction (2.53 Å).  Despite the 
increased ordering of the system (T∆S = -123.60 kJ/mol) coordination of 
vinylpyridine in v3Ph•V remains favourable (∆G = -39.43 kJ/mol). 
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Figure 4-20: Vinylpyridine polymerisation precursor conformers v3Ph•V, v3P•V and v3NA•V.  Values 
in parenthesis are free energies (∆G) relative to starting catalyst, 1endo and relevant substrates. 
Vinylpyridine polymerisation precursor, v3P•V (Figure 4-20(b)), was identified by 
manually rotating around the Cβ–P bond until an geometry was identified which 
resembled a Ca ←P dative interaction.  The geometry was then optimised using the 
determined level of theory.  Similarly, v3NA•V (Figure 4-20(c)) was identified from 
performing a manual dihedral rotation about Cα–Cβ bond before optimising the new 
geometry.  Bond rotation scan calculations were not performed from v3Ph•V to 
identify the interconversion energy associated with the formation of v3P•V and 
v3NA•V .  The problems associated with the bond rotational scan calculations for the 
styrene protonolysis precursors was, in some part, due to the flexibility from Cα–Cβ 
bond.  As the vinylpyridine precursor conformers coordinate through Npyr they 
exhibit a greater degree of flexibility, which would require more constrained 
variables (bond lengths, angles and dihedrals) and introduce greater error into the 
calculation.  Moreover it was considered unlikely that Cβ–P and Cα–Cβ bond rotation 
energy barriers would differ from those identified in the styrene pathway (Section 
4.6.1) as the Ca⋅⋅⋅π interactions was weakened upon coordination of a second 
vinylpyridine molecule.    
Coordination of vinylpyridine in v3P•V and v3NA•V is favourable in both cases.  The 
secondary intramolecular Ca←P interaction in v3P•V is less favourable than having 
no secondary stabilisation from the organophosphine fragment (∆GG = -44.50 kJ/mol 
and -64.79 kJ/mol respectively, Table 4-11) however, v3NA•V does exhibit a short 
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Ca–Cα  interaction (2.69 Å).  The unfavourable formation of the v3Ph•V and v3P•V 
precursors relative to v3NA•V may be attributed to an unfavourable electrostatic 
repulsion between the vinyl π−system of the second vinylpyridine and the pyridine 
ring of the alkylphosphine.  
As v3NA•V was identified as the lowest energy polymerisation precursor conformer 
(ΔGG = -64.79 kJ/mol), thus the polymerisation mechanism was probed from this 
intermediate. Vinylpyridine insertion proceeds through the transition state TSv3NA•V-
v4 (Figure 4-21(a)) whereby the bond distance between the C’β and Cα deceases from 
3.22 Å in v3NA•V to 2.31 Å in TSv3NA•V-v4.  The global free energy barrier of 
formation (ΔGG) for TSv3NA•V-v4 is -23.82 kJ/mol and the corresponding local free 
energy barrier (∆GL) to secondary vinylpyridine insertion from v3NA•V was 
calculated as 40.97 kJ/mol. 
 
Figure 4-21: Transition state and polymerisation product involved in vinylpyridine polymerisation. 
Values in parenthesis are free energies (∆G) relative to the active catalyst (1endo) and relevant 
substrates. 
As observed with the styrene protonolysis product, the formation of v4 is 
thermodynamically favourable (∆GG = -114.97 kJ/mol) and will act as the 
thermodynamic driving force for the reaction. The newly formed organophosphine 
compound coordinates to the Ca metal centre in v4 through two Ca–Npyr interactions 
(Figure 4-21(c)).   
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4.7.2 Vinylpyridine Protonolysis 
To determine whether the protonolysis mechanism was competitive with the 
vinylpyridine polymerisation mechanism, the protonolysis pathway was explored 
from v3NA•P (Scheme 4-9).  Values for ΔH, TΔS and ΔG are presented in Table 
4-12. 
Coordination of HPPh2 in v3Ph to give v3Ph•P (Figure 4-22(a)) occurs opposite the 
Ca···π interaction.  As observed in the polymerisation pathway, coordination of 
HPPh2 coincides with an increase in the Ca···π interaction, from 2.73 Å in to v3Ph to 
3.81 Å in v3Ph•P.  The shortest distance between Ca and any Cπ in v3Ph•P is 3.35 Å, 
which is greater than the threshold value of a Ca···Cπ interaction.9  v3Ph•P is also 
more reminiscent of an isomer of v3NA•P.   Coordination of HPPh2 is enthalpically 
favourable and despite the increased ordering, formation in v3Ph•P is marginally 
favourable (ΔG = -34.41 kJ/mol).   
v3NA•P was identified by substituting the second vinylpyridine molecule in v3NA•V  
for HPPh2.  In analogy with the polymerisation pathway, v3NA•P is the most stable 
protonolysis precursor conformer (Figure 4-22(b)) (ΔGG = -55.47 kJ/mol), which is 
comparative to that of v3NA•V (∆G = -64.79 kJ/mol).  The similarities in global free 
energies corresponding to v3NA•P and v3NA•V is unsurprising as one dative 
interaction has been replaced with another. 
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Scheme 4-9: The relative energy profile corresponding to intermediates and transition states involved 
in the protonolysis pathway (black).  The previous polymerisation pathaway (red) is included for 
reference. ∆G in kJ/mol. 
 
Table 4-12: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of intermediates and 
transition states involved in vinylpyridine protonolysis. Energies are relative to the starting catalyst 
and isolated reactants. 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
v3Ph -99.92 -69.58 -30.33 
v3Ph•P -156.93 -122.52 -34.41 
v3NA•P -174.54 -119.07 -55.47 
TSv3NA•S-v4prot -111.36 -121.80 10.44 
v4prot -248.55 -128.25 -120.30 
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Figure 4-22: Intermediates v3Ph•P and v3NA•P. ∆G values in parenthesis (kJ/mol) are relative to the 
active catalyst (1endo) and relevant substrates. 
Protonolysis proceeds through transition state TSv3NA•P-v4prot (Figure 4-23(a)) and has 
a higher energy (∆GG = 10.44 kJ/mol) than that of the polymerisation TS (∆GG = -
23.82 kJ/mol).  The local free energy barrier (∆GL) to protonolysis from v3NA•P was 
calculated as 65.91 kJ/mol, and therefore is larger than the barrier to polymerisation, 
which was calculated to be 40.97 kJ/mol.   
 
Figure 4-23: Transition state TSv3NA•P–v4prot and vinylpyridine protonolysis product, v4prot. Values in 
parenthesis are free energies (∆G) relative to the active catalyst (1endo) and relevant substrates. 
The protonolysis product, v4prot (Figure 4-23(b)), formed from TSv3NA•P-v4prot, 
consists of the organophosphine product coordinated to the regenerated active 
catalyst through a dative Ca–N bond.  As with the formation of v4, v4prot is also 
thermodynamically favourable (∆G = -120.30 kJ/mol). 
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Based on the model system, HPPh2 and vinylpyridine are likely to compete with one 
another for coordination at Ca.  The reaction outcome is instead influenced by the 
relative energy barrier heights associated with the vinylpyridine polymerisation and 
protonolysis transition states, TSv3NA•V-v4 and TSv3NA•P-v4prot.  In this system, the local 
free energy barrier (ΔGL) to polymerisation is 40.97 kJ/mol whereas ΔGL for 
protonolysis is 65.91 kJ/mol.  Thus polymerisation is kinetically favoured over 
protonolysis, which is consistent with the outcome observed experimentally.  
4.8 Regeneration of the Active Catalyst 
Dissociation of the vinylpyridine polymerisation product in v4 was investigated to 
ensure protonolysis was not rate limiting.  The relative energy profile corresponding 
to the regeneration of the active catalyst is represented in Scheme 4-10 whereas ΔH, 
TΔS and ΔG values are presented in Table 4-13. 
 
Scheme 4-10: The relative energy profile corresponding to active catalyst regeneration from 
vinylpyridine polymerisation product, v4.  ∆G in kJ/mol. 
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Table 4-13: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of intermediates and 
transition states involved in protonolysis, vinylpyridine polymerisation and regeneration of the active 
catalyst. Energies are relative to the starting catalyst and isolated reactants (P and V). 
Intermediate 
∆H T∆S ∆G 
kJ/mol 
v4 -248.35 -133.38 -114.97 
v4•P -290.25 -183.27 -106.98 
TSv4•P-v5 -254.30 -191.75 -62.55 
v5 -362.98 -186.85 -176.13 
The regeneration of the active catalyst was explored from v4.  v4 is sterically 
congested as a result of two Ca–Npyr interactions thus any additional coordination of 
HPPh2 would likely give an energetically unfavourable intermediate and lead to a 
high protonolysis energy barrier.   
Coordination of HPPh2 at v4 to give v4•P (Figure 4 24(a)) is enthalpically favourable 
(∆H = -290.25 kJ/mol) however, there is considerable steric congestion about Ca as a 
result of the coordination of the organophosphine via two Ca–Npyr interactions (Ca–
N and Ca–N’ = 2.52 and 2.60 Å).  Consequently, further ordering of the system from 
coordination of HPPh2 results in an increase in free energy moving from v4 to v4•P 
(∆∆G = 7.99 kJ/mol, Table 4-13) 
 
Figure 4-24: Intermediates and transition state involved in the regeneration of the active catalyst from 
the polymerisation product, v4. Values in parenthesis are free energies (∆G) relative to the active 
catalyst (1endo) and relevant substrates. 
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Consistent with the previous protonolysis transition states, H migrates from HPPh2 to 
Cα in TSv4•P-v5  (Figure 4-24(b)).  This step has a relative global free energy barrier 
(∆GG) of -62.55 kJ/mol, whereas the corresponding local energy barrier (∆GL) is 
44.43 kJ/mol. 
The protonolysis product, v5 (Figure 4-24(c)), formed from TSv4•P-v5, consists of the 
organophosphine product coordinated to the regenerated active catalyst through a 
dative Ca–Npyr bond.  As with the formation of v4 and v4prot, v5 is also 
thermodynamically favourable (∆GG = -176.13 kJ/mol).  Overall the relative energy 
barriers associated with the second vinylpyridine insertion and the protonolysis step 
involved in regenerating the active catalyst are lower (∆GL = 44.43 kJ/mol and 40.97 
kJ/mol respectively) than the first vinylpyridine insertion step (∆GL = 67.78 kJ/mol). 
4.9 Concluding Remarks 
The presence of Phsty and Npyr in styrene and vinylpyridine play pivotal roles during 
the hydrophosphination reactions. During the styrene and vinylpyridine pathways, 
the alkene substrate demonstrates preferential coordination at Ca through the arene 
ring as opposed to the vinyl moiety.  Consequently, styrene insertion is activated via 
a conjugative addition mechanism and proceeds through 5-centre, whereas 
vinylpyridine is activated via 1,4-addition mechanism akin to the transition state 
involved in the hydrophosphination of 1,3-butadiene and proceeds through a 7-centre 
transition state.  Both insertion transition states identified through computational 
calculations contradict the previous experimental hydrophosphination mechanisms.1, 
5 
The fluxional interchange of secondary stabilising interactions between Ca–π and 
Ca←P (ΔE = 13.93 kJ/mol) also play an important role in tethering the 
organophosphine to Ca during the alkene insertion step of the catalytic cycle.  This is 
in contrast to the intermolecular hydroamination reaction in which the alkylamine 
product is stabilised at Ca exclusively through a secondary N→Ca dative interaction, 
which is maintained throughout protonolysis.3, 15 
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Numerous protonolysis (and polymerisation) pathways for the styrene and 
vinylpyridine mechanisms were identified following the alkene insertion step.  In 
contrast to the intermolecular hydroamination reaction, the kinetically most 
favourable pathway for styrene protonolysis and vinylpyridine polymerisation 
proceeds from the least sterically hindered conformers s3NA•P and v3NA•V, which 
exhibit no secondary stabilisation.  The interchange and dissociation of secondary 
stabilising interactions has not been considered in previous mechanistic studies, and 
is an important novel insight provided by this study.  
Overall, calculations indicate that the turnover-limiting step for both styrene and 
vinylpyridine systems corresponds to olefin insertion. This is consistent with 
experimental findings related to hydrophosphination studies.  The intermolecular 
hydrophosphination reaction mechanism might share similarities with the 
hydroamination reaction, however the work conducted within this chapter identifies 
that the reaction pathways are quite distinct.   
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Chapter 5 Hydrophosphination of styrene at an experimentally 
representative catalytic system 
The work reported in Chapter 5 extends the results from Chapter 4 whereby the 
hydrophosphination of styrene is catalysed by a more experimentally representative 
catalytic complex with the inclusion of iPr groups at the β-diketiminate spectator 
ligand and THF coordination at the metal centre.  In this chapter the viability of the 
stepwise σ-insertive hydrophosphination reaction, catalysed by the active catalyst, 
{L1}CaPPh2(THF) is examined, and whether substrates such as THF are required to 
dissociate from the metal centre to allow the reaction to proceed.  An alternative 
ligand-based, proton-assisted hydrophosphination reaction mechanism is also 
proposed, which will be contrasted against the classic σ-insertive pathway.  
Concurrent with Chapter 4, all calculations performed for the work within this 
chapter were solvent-corrected at 298.15 K.  The notation ΔGG and ΔGL will also 
continue to be implemented. 
5.1 Catalyst Initiation  
Experimentally, the active catalyst was identified as the {L1}-stabilised calcium 
complex, {L1}CaPPh2(THF).  For simplicity, the active catalyst with coordinated 
THF will be denoted as 1•T throughout.  Support for the involvement of 1•T during 
the hydrophosphination cycle was demonstrated when 1•T was reacted with 
diphenylacetylene and HN(SiMe3)2 to generate the alkylphosphine product, (E)-
PhC(H)=C(PPh2)Ph, and regenerate the pre-catalyst, {L1}CaN(SiMe3)2(THF) 
(Figure 5-1), denoted as 0•T throughout.1 
 
Figure 5-1: Overall reaction demonstrating the involvement of the active calcium catalyst, 1•T. 
Previous computational calculations performed on the intra- and intermolecular 
hydroamination reactions demonstrate that for effective catalysis, transformation of 
N(SiMe3)2
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N
Dipp
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the pre-catalyst to active catalytic form is a necessary step in the reaction procedure.  
This step proceeds via a σ-bond metathesis transition state and does not correspond 
to the turnover-limiting step.2-5  
 
Figure 5-2:  The iminoanilide calcium precatalyst, 0•T.  Arrows indicate possible coordination sites 
of HPPh2.  
Transformation of 0•T to 1•T can initiate through coordination of HPPh2 at Ca 
however, the presence of THF at the metal centre means HPPh2 can occupy two 
distinct coordination sites.  An alternative dissociative mechanism involving THF 
was not explored.  The arrows in Figure 5-2 indicate possible axial and equatorial 
coordination sites of HPPh2 at 0•T.  HPPh2 can coordinate in the axial direction, 
opposite THF as indicated by the red arrow, forming 0ax•PT (Figure 5-3(a)).  
Alternatively, HPPh2 can approach from the equatorial direction, whereby HPPh2 
coordinates at Ca opposite {L1} (blue arrow), forming 0eq•PT (Figure 5-3(b)).  
The two coordination sites indicated in Figure 5-2 present the initiation of two 
competing pathways outlined in Scheme 5-1.  The corresponding ΔH, TΔS and ΔG 
values, in kJ/mol are presented in Table 4-1.  Pertinent geometric parameters are 
presented in Table 5-2. 
axial
equatorial
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Figure 5-3: : σ-Bond metathesis precursor conformers, 0ax•PT, 0eq•PT and alt_0ax•PT. 
 
Scheme 5-1: Relative energy profile of competing transformation pathways from coordination of 
HPPh2 at 0•T in axial (red) and equatorial (black) directions.  ΔG values in kJ/mol. 
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Table 5-1: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of pre catalyst, 0•T, 
transformation to active catalyst, 1•T. 
HPPh2 
coordination Intermediate 
∆H T∆S ∆G 
kJ/mol 
Axial 
 
0•T 0.00 0.00 0.00 
0ax•PT -35.76 -60.09 24.33 
TSax 14.15 -66.79 80.94 
1ax•SiT -51.85 -52.71 0.87 
1•T 1.94 7.30 -5.36 
alt_0ax•PT -68.21 -71.27 3.06 
Equatorial 
0•T 0.00 0.00 0.00 
0eq•PT -31.75 -55.84 24.09 
TSeq 25.39 -65.00 90.39 
1eq•SiT -49.29 -61.85 12.56 
1•T 1.94 7.30 -5.36 
 
Table 5-2: Pertinent interatomic distances for competing σ-bond metathesis pathways.  
Bond Lengths (Å) 0ax•PT TSax 1ax•SiT 0eq•PT TSeq 1eq•SiT 
P–H 1.41 1.66 2.85 1.42 1.67 2.69 
N–H 2.81 1.45 1.02 3.19 1.45 1.02 
Ca–P 3.62 3.12 2.83 5.05 3.48 2.92 
Ca–N 2.38 2.59 4.08 2.34 2.52 3.85 
Coordination of the HPPh2 requires reorganisation of the ligands at Ca.  In both 
0ax•PT and 0eq•PT, THF moves into the axial position, perpendicular to the NCCCN 
β-diketiminate backbone, and between the isopropyl ligands (Figure 5-3).  
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Intermediate 0ax•PT exhibits a long Ca–P interaction (3.62 Å), however in 0eq•PT no 
Ca—P interaction is present (5.05 Å). 
Silazide occupation of the equatorial site in 0ax•PT allows coordination of HPPh2 at 
Ca in the axial position (Ca–P = 3.62 Å).  HPPh2 is less bulky than the silazide, 
which is demonstrated by the OTHF–Ca–P angle (151.0o, Figure 5-4(a)) whereas 
steric repulsion between the bulkier (SiMe3)2 groups of the silazide and the iPr 
groups of {L1} in 0eq•PT is demonstrated by the OTHF–Ca–NSi angle (124.9o, Figure 
5-4(b)).  Consequently, rather than coordinate at Ca directly in 0eq•PT, HPPh2 
remains in the ligand sphere, interacting through a P—H⋅⋅⋅N non-covalent interaction 
as evidenced by the N—H distance of 3.19 Å.  Despite the lack of dative bond at Ca, 
0eq•PT is energetically indistinguishable from 0ax•PT (24.09 and 24.33 kJ/mol 
respectively, Table 4-1). 
 
Figure 5-4:  Angle between substrates occupying axial positions at Ca.  HPPh2 in 0eq•PT and –
N(SiMe3)2 in 0ax•PT removed for clarity. 
An alternative σ-bond metathesis conformer, alt_0•PT was identified in which THF 
occupies an equatorial position at Ca whereas HPPh2 is oriented between the iPr 
groups of the {L1} ligand (Figure 5-3(c)).  This orientation of HPPh2 allows for a 
shorter, stronger Ca—P interaction (3.31 Å) than in 0eq•PT and 0ax•PT, which 
corresponds to a more favourable conformation (ΔGG = 3.06 kJ/mol, Table 4-1).  As 
As alt_0•PT was identified late within the PhD research a σ-bond metathesis 
transition state originating from this starting intermediate was not investigated.   
However, it would be anticipated that the global energy barrier (ΔGG) associated 
with a transition state from alt_0•PT would be lower in energy relative to TSeq and 
TSax . 
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Proton transfer proceeds via transition states TSax and TSeq (Figure 5-5) coinciding 
with a decrease in the Ca—P distance (3.12 and 3.48 Å respectively), elongation of 
the P–H bond (1.66 Å) and formation of the N—H bond (1.45 Å).  Energetically, 
TSeq is less favourable (ΔGG = 90.39 kJ/mol) than TSax (ΔGG = 80.94 kJ/mol), which 
is perhaps a consequence of the longer Ca—P distance in TSeq.  The barrier to 
protonolysis is 56.61 kJ/mol and 66.30 kJ/mol (ΔGL) for TSax and TSeq respectively.  
Consistent with the intra- and intermolecular hydroamination reactions, the 
formation of the active catalyst does not correspond to the rate-limiting step in the 
intermolecular hydrophosphination reaction.2-5  
 
Figure 5-5:  σ-Bond metathesis transition state conformers, TSax and TSeq. 
Decay from TSax and TSeq gives the active catalyst conformers, 1ax•SiT and 1eq•SiT 
respectively (Figure 5-6).  Both intermediates demonstrate a lack of Ca—N dative 
bond.  Instead HN(SiMe3)2 has a geometry more akin to free substrate in which 
geometry about N is planar.  The silazane substrate remains coordinated to the active 
catalyst through a N—H⋅⋅⋅P bonding interaction (2.85 and 2.69 Å in 1ax•SiT and 
1eq•SiT respectively). 
TSax TSeq(a) (b)
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Figure 5-6:  σ-Bond metathesis product conformers, 1ax•SiT and 1eq•SiT. 
Formation of 1ax•SiT is essentially thermoneutral (0.87 kJ/mol) whereas 1eq•SiT is 
marginally unfavourable (12.56 kJ/mol).  This is a consequence of increased entropy 
in 1eq•SiT, possibly as a result of the increased ordering from the shorter N—H⋅⋅⋅P 
bonding interaction as both conformers are enthalpically indistinguishable (-51.85 
and -49.29 kJ/mol for 1ax•SiT and 1eq•SiT respectively, Table 4-1). 
Dissociation of HN(SiMe3)2 is enthalpically unfavourable, however the increase in 
disorder means this process is entropically favourable.  Calculations predict that 
coordination of HPPh2 at Ca in an axial direction provides a kinetically and 
thermodynamically more favourable route to the active catalyst as a result of the 
lower energy transition state and 1ax•SiT intermediate.  It is possible however, that 
an even lower energy pathway exists from alt_0•PT. 
Most importantly however, the mechanisms highlighted in Scheme 5-1 demonstrate 
that the σ-bond metathesis reaction of diphenylphosphine and calcium silazide does 
not necessarily require coordination of HPPh2 at Ca, in order proceed, as proposed 
previously.6 
1ax•SiT 1eq•SiT(a) (b)
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5.2 ‘Classic’ σ-insertive stepwise hydrophosphination reaction  
5.2.1 Active Catalyst 
The increase in active catalyst complexity resulting from the inclusion of iPr groups 
at {L1} and the coordination of THF coincides with increased steric congestion about 
the metal centre as demonstrated in Figure 5-7.  
 
Figure 5-7:  Space-filling representations of the simplified active catalyst from Chapter 4 (a) and the 
experimental catalyst used throughout this chapter (b).  Arrows indicate potential coordination sites. 
The absence of THF and iPr groups in the active catalyst employed in the 
calculations for Chapter 4 (Figure 5-7(a)) creates potential coordination sites above 
and below the NCCCN backbone plane (dashed line) of the β-diketiminate ligand as 
indicated by the green arrows.  The inclusion of the iPr groups and the THF co-
ligand, in the more experimentally representative catalyst, 1•T (Figure 5-7(b)), create 
a much more sterically hindered environment at Ca thus access to the metal centre in 
1•T is significantly reduced.  
In light of this observation, calculations at 1•T were performed to determine whether 
the hydrophosphination reaction proceeds in a ‘classic’ σ-insertive stepwise manner, 
in analogy with the results reported in Chapter 4, using a more experimentally 
accurate catalyst and whether THF remains coordinated throughout the process. 
(a) (b)
TOP
BOTTOM
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5.2.2 Styrene Insertion 
The relative energy profiles corresponding to styrene insertion are presented in 
Scheme 5-2.  For clarity the intermediates and transition states are presented in 
Figure 5-8 whereas the ΔH, TΔS and ΔG values are presented in Table 5-3.   
 
Scheme 5-2: Relative energy profiles corresponding to styrene insertion evolved from 2ax•T (black), 
2eq•T (blue) and in the absence of THF (red).  ΔG values in kJ/mol. 
 
Figure 5-8: Intermediates and transition states involved in styrene insertion from 1•T and 1.  ΔG 
values (kJ/mol) reported in parenthesis. 
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Table 5-3: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) for styrene insertion at 1•T 
and 1. 
Intermediate 
ΔH TΔS ΔG 
kJ/mol 
axial (with 
THF) 
1•T 0.00 0.00 0.00 
2ax•T -52.01 -57.75 5.74 
TS2ax•T–3Phax•T 69.32 -78.40 147.72 
3Phax•T -22.49 -72.62 50.12 
equatorial (with 
THF) 
2eq•T -19.40 -50.65 31.25 
TS2eq•T–3Pheq•T 76.87 -77.11 153.99 
3Pheq•T -26.27 -69.25 42.97 
axial (no THF) 
1 93.41 58.33 35.09 
2ax 44.36 -0.21 44.57 
TS2ax–3Phax 126.12 -12.27 138.39 
3Phax 37.35 -14.68 52.03 
1dim 7.83 33.79 -25.97 
Dissociation of THF from 1•T gives 1 in which the loss of the Ca←O dative 
interaction is very enthalpically unfavourable (ΔH = 93.41 kJ/mol).  Despite the 
favourable increase in disorder, formation of 1 is a thermodynamically unfavourable 
process (ΔG = 35.09 kJ/mol) however, is accessible under experimental conditions.   
Alkaline earth metal complexes are well known for forming dimeric species.7  Figure 
5-9 represents dimer, 1dim, comprised of two subunits of 1 and coincides with the 
liberation of two THF molecules.  The formation of 1dim is enthalpically 
unfavourable (ΔH = 7.83 kJ/mol) relative to 1•T, however the increase in disorder 
from the liberation of two THF molecules means 1dim is more favourable than two 
units of 1•T (ΔGG = -25.97 kJ/mol).  Dissociation of THF from 1•T could easily lead 
to the formation of 1dim. 
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Figure 5-9:  Dimeric species, 1dim. 
As observed during the active catalyst formation in Section 1-1, the presence of THF 
at Ca in 1•T creates different coordination environments for the incoming styrene 
substrate.  Coordination of styrene from an axial direction in 1•T and 1 gives 2ax•T 
and 2ax respectively (Figure 5-10(a) and (b)).  In both intermediates styrene 
coordinates at the catalyst between the iPr groups of {L1}.  The long Ca—Cα and 
Ca—Cβ distances, particularly in 2ax•T (3.95 Å and 3.46 Å respectively, Table 5-4), 
are indicative of a weak interaction between styrene and the metal centre.  Styrene 
coordination is likely to be facilitated by numerous CH—π interactions involving the 
β-diketiminate spectator ligand (See Chapter 4, Section 1.4).  Both 2ax•T and 2ax 
demonstrate a secondary bonding interaction between Ca and PhP2 (Figure 5-10).  
The absence of THF in 2ax, results in a shorter Ca—PhP2 interaction (2.79 Å) 
compared to 2ax•T (3.52 Å). 
 
Figure 5-10: Styrene insertion precursor conformers, 2ax•T, 2ax and 2eq•T. 
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As observed in analogous styrene insertion precursors in Chapter 4, Section 1.4, 
styrene coordination at 2ax•T is enthalpically favourable (ΔH = -52.01 kJ/mol), 
however the increased ordering means that 2ax•T is marginally unfavourable (ΔG = 
5.74 kJ/mol).  The absence of THF means overall 2ax is energetically destabilised 
(ΔGG = 44.57 kJ/mol), however relative to 1, coordination of styrene at 2ax is also 
only slightly energetically unfavourable  (ΔGL = 9.28 kJ/mol). 
Alternatively, styrene can coordinate at Ca from the equatorial direction.  To 
accommodate the coordinating styrene molecule, 1•T undergoes considerable ligand 
reorganisation at the metal centre whereby PPh2 occupies an axial position in 2eq•T 
and is oriented between the iPr groups of {L1} (Figure 5-10).  PhP2 is positioned over 
the {L1} backbone and likely to undertake CH–π interactions (See Chapter 4, Section 
1.3 for more details).   
Coordination of styrene in the equatorial position in 2eq•T is enthalpically favourable 
(ΔH = -19.40 kJ/mol) however not as favourable as styrene occupation of the axial 
position as in 2ax•T (ΔH = -52.01 kJ/mol).  This may be attributed to the less 
favourable orientation of ligands at Ca in 2eq•T required to facilitate styrene 
coordination. The equatorial orientation of styrene in 2eq•T is insufficient to 
overcome the unfavourable ordering of the system and 2eq•T is energetically 
destabilised (ΔGG = 31.25 kJ/mol).  Thus, we find that axial styrene coordination is 
more favourable.    
Alkene insertion proceeds via transition states TS2ax•T–3Phax•T, TS2ax–3Ph and TS2eq•T–
3Pheq•T (Figure 5-11(a-c) respectively), which correspond to the highest points on the 
relative energy profile (ΔGG = 147.72 kJ/mol, 138.39 kJ/mol and 153.99 kJ/mol 
respectively).  TS2ax•T–3Phax•T is enthalpically more favourable than TS2ax–3Ph, likely 
as a consequence of the additional stabilisation through THF coordination.  
Dissociation of THF is however entropically favourable and thus TS2ax–3Ph has the 
lowest Gibbs free energy (ΔGG = 138.39 kJ/mol). 
TS2eq•T–3Pheq•T is also less enthalpically favourable than TS2ax•T–3Phax•T as a result of 
the unfavourable equatorial orientation of styrene.  As the relative entropy is 
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identical between transition states, TS2eq•T–3Pheq•T is less favourable than TS2ax•T–
3Phax•T. 
The styrene insertion energy barriers for TS2ax•T–3Phax•T, TS2ax–3Ph and TS2eq•T–3Pheq•T 
are 141.98, 93.82 and 122.74 kJ/mol (ΔGL), relative to the insertion precursors, 
2ax•T, 2ax and 2eq•T.  The local energy barrier associated with TS2ax–3Ph is lower as 
the preceding intermediate, 2ax, is much higher in energy than 2ax•T and 2eq•T.  
 
Figure 5-11: Styrene insertion transition states, TS2ax•T–3Phax•T (a), TS2ax–3Ph (b) and TS2eq•T–3Pheq•T (c). 
The local energy barriers are higher than the equivalent step from Chapter 4, Section 
1.5 (80.81 kJ/mol).  Moreover the insertion energy barriers are also larger than the 
experimentally determined insertion barrier at a related Ca catalyst (ΔG = 104.2 
kJ/mol).8  This may be attributed to lack of steric bulk about Ca in the simplified 
catalytic model, facilitating the formation of the Ca—Phsty interaction and 
subsequent stabilisation of the insertion transition state.  No such interaction is 
observed during TS2ax•T–3Phax•T, TS2ax–3Ph and TS2eq•T–3Pheq•T as a consequence of the 
increased steric bulk surrounding Ca.   
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Table 5-4: Pertinent bond lengths corresponding to the intermediates involved in alkene insertion at 
1•T and 1. 
 
Decay from transition states TS2ax•T–3Phax•T, TS2ax–3Ph and TS2eq•T–3Pheq•T gives the 
styrene insertion products, 3Phax•T, 3Ph and 3Pheq•T (Figure 5-12(a-c) 
respectively), all of which exhibit weak secondary Ca—PhP2 interactions.  Formation 
of 3Phax•T and 3Pheq•T is enthalpically favourable resulting from the formation of a 
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new Cβ –P bond.  This is however, insufficient to compensate for the cleavage of the 
more favourable Ca–P interaction as the insertion precursors, 2ax•T and 2eq•T, are 
more enthalpically favoured (Table 5-3).  Moreover, the increased ordering of 
3Phax•T and 3Pheq•T mean that formation of the styrene insertion product is 
unfavourable (ΔGG = 50.12 kJ/mol and 42.97 kJ/mol respectively).  Formation of 
3Ph is also less favourable (ΔGG = 52.03 kJ/mol), when compared to the alkene 
insertion precursor 2ax (ΔGG = 44.57 kJ/mol). 
 
Figure 5-12:  Styrene insertion products 3Phax•T, 3Ph and 3Pheq•T exhibiting Ca–PhP2 interaction. 
Most notably, the relative energy difference between the three intermediates has 
narrowed considerably (< 10 kJ/mol) and even more poignant is the 2.09 kJ/mol 
(ΔGL) difference between 3Phax•T (50.12 kJ/mol) and 3Ph (52.03 kJ/mol).  This 
would suggest that following styrene insertion, THF dissociation is compensated by 
stabilisation through the secondary Ca—PhP2 interaction, which is indicated by the 
decrease from 3.96 Å in 3Phax•T to 2.68 Å in 3Ph.  Therefore it is conceivable that 
THF at this intermediate would exist in an association/dissociation equilibrium as 
indicated by experiment.8   
5.3 Alkene Insertion Product 
The three competing pathways for styrene insertion each yield unique alkene 
insertion products, 3Phax•T, 3Ph and 3Pheq•T.  Assuming that Cα–Cβ and Cβ–P bond 
rotation energies at these intermediates are comparable to the equivalent bond 
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rotation energies at s3Ph (Chapter 4, Section 1.6) a number of alkene insertion 
product conformers are identified from which protonolysis could occur (Figure 
5-13). 
 
Figure 5-13: Myriad of alkene insertion product conformers.  ΔG values in parenthesis (kJ/mol).  
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Figure 5-14: Space filling representations of 3Phax•T and 3Pheq•T demonstrating steric congestion 
about Ca metal centre. 
The alkylphosphine fragment and coordinated THF envelope the Ca metal centre in 
3Phax•T (Figure 5-14(a)) and 3Pheq•T (Figure 5-14(b)), which inhibits the 
coordination of HPPh2.  Successful coordination of HPPh2 must occur at a less 
sterically congested intermediate.  To limit the number of computations to a 
manageable size the reaction path will be followed from 3Peq•T and 3NAeq•T, which 
correspond to the lowest (Gibbs free) energy conformers.  In analogy with the results 
in Chapter 4, the protonolysis mechanism is also explored from 3P and 3NA to allow 
comparisons to made between the THF coordinated and non-coordinated systems. 
5.4 Protonolysis 
The following section will examine protonolysis at the styrene insertion product 
conformers, 3Peq•T and 3P and then at 3NAeq•T and 3NA.  This will be followed by 
an examination of HN(SiMe3)2 as an alternative proton source to compete with 
HPPh2.  Finally this section will conclude by comparing the various reaction 
mechanisms to determine the most favourable protonolysis pathway.  
5.4.1 Protonolysis from 3P•PT and 3P•P 
Protonolysis from styrene insertion product conformers, 3Peq•T and 3P, is presented 
in Scheme 5-3, whereas the ΔH, TΔS and ΔG values are presented in Table 5-5.   
3Phax•T 3Pheq•T(a) (b)
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Scheme 5-3: Relative energy profile corresponding to protonolysis from conformers, 3Peq•T (black) 
and 3P (red).  ΔG values in kJ/mol. 
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Table 5-5: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of intermediates involved in 
protonolysis from 3Peq•T and 3P. 
Intermediate 
ΔH TΔS ΔG 
kJ/mol 
3P•T -44.70 -60.26 15.57 
3P•PT -67.90 -136.36 68.46 
TS3P•PT–4P•T -23.81 -134.02 110.21 
4P•T -171.62 -128.47 -43.15 
3P 61.30 -13.17 74.47 
3P•P -16.53 -61.45 44.92 
TS3P•P–4P 61.84 -68.18 130.02 
4P -94.09 -65.04 -29.05 
Protonolysis is initiated upon coordination of HPPh2 at Ca in 3P•T to give 3P•PT 
(Figure 5-15(a)).  HPPh2 coordinates from an equatorial direction, which is 
facilitated by the reorganisation of THF at Ca, from an equatorial position in 3P•T to 
axial position between the iPr groups, opposite the secondary dative Ca←P 
interaction in 3P•PT.  The steric congestion at the metal centre upon coordination of 
HPPh2 is reflected in the increase in the Ca←P distance, from 3.05 Å to 3.54 Å and 
in Ca←O distance, from 2.33 Å to 2.49 Å, moving from 3P•T to 3P•PT (Table 5-6).  
Coordination of HPPh2 in 3P•PT is enthalpically favourable relative to 3P•T (ΔHL = 
-23.20 kJ/mol).  However, the increased ordering means overall the formation of 
3P•PT is unfavourable (ΔGG = 68.46 kJ/mol).   
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Figure 5-15: Protonolysis precursors, 3P•PT and 3P•P. 
 
Table 5-6: Pertinent bond distances observed in intermediates involved in protonolysis from 3P•T 
and 3P. 
Bond 
distances 
(Å) 
3P•T 3P•PT TS3P•PT–
4P•T 
4P•T 3P 3P•P TS3P•P–4P 4P 
Ca–P 3.05 3.54 3.82 3.74 3.15 3.24 3.05 3.24 
Ca–P’ – 3.13 2.88 2.92 – 3.07 2.92 2.93 
P’–H 1.41 1.41 1.60 4.00 1.41 1.41 1.67 3.20 
Ca–Cα 2.60 2.62 2.80 4.02 2.55 2.56 2.78 3.84 
H–Cα – 2.99 1.68 1.10 – 3.54 1.66 1.10 
Ca–O 2.33 2.49   – – – – 
Alternatively, HPPh2 coordinates at 3P in the axial direction to give 3P•P.  The 
absence of THF at Ca in 3P•P reduces the steric pressure at the metal centre, which 
is demonstrated by a shorter Ca–P’ distance (3.24 Å) when compared to 3P•PT (3.54 
Å).  
The formation of 3P•P is enthalpically favourable relative to 3P (ΔHL = -77.83 
kJ/mol) as a result of a stabilising Ca–P’ dative interaction, however the absence of 
Ca
P'
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Cβ
P
Ca
P'
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P
3P•P3P•PT(a) (b)
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THF means 3P•P is less enthalpically favourable than 3P•PT.  The lack of THF 
coordination in 3P•P also means it is less entropically demanding than 3P•PT and 
consequently is more energetically favourable  (ΔGL = -23.54 kJ/mol).   
Protonolysis from 3P•P and 3P•PT evolves through the 4-coordinate transition 
states, TS3P•PT–4P•T and TS3P•P–4P (Figure 5-16(a) and (b)), which have global 
energies of 110.21 kJ/mol and 130.02 kJ/mol respectively (ΔGG).  The local relative 
energy barrier to protonolysis from 3P•P is 85.10 kJ/mol (ΔGL) whereas the relative 
energy barrier from 3P•PT is significantly less (ΔGL = 41.75 kJ/mol).  The larger 
barrier associated with the THF-free mechanism is a result of the lower relative 
energy of 3P•P and the higher relative energy of TS3P•P–4P when compared to the 
THF-coordinated pathway. 
 
Figure 5-16: Protonolysis transition states, TS3P•PT–4P•T and TS3P•P–4P. 
Following the potential energy surface from TS3P•PT–4P•T and TS3P•P–4P leads to the 
protonolysis product conformers, 4P•T and 4P (Figure 5-17(a) and (b) respectively), 
in which the alkylphosphine remains coordinated at Ca through a Ca←P dative 
interaction (3.74 Å in 4P•T and 3.24 Å in 4P).  Overall, formation of the 
alkylphosphine product and regeneration of the active catalyst is favourable in both 
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cases, whereby the relative energy of 4P•T is -43.15 kJ/mol and 4P is -29.05 kJ/mol 
(ΔGG). 
 
Figure 5-17: Protonolysis products, 4P•T and 4P. 
The pathways from 3P•PT and 3P•P, summarised in Scheme 5-3, indicate that on 
initial appearances, the THF-coordinated protonolysis mechanism is likely to be 
favoured.  TS3P•PT–4P•T has a lower overall barrier of 110.21 kJ/mol and leads to the 
thermodynamically more favourable product, 4P•T.  However, coordination of 
HPPh2 at 3P•P to give 3P•PT is an unfavourable process (ΔGL = 52.89 kJ/mol) 
therefore protonolysis from 3P•T is uphill and has a relative energy barrier of 94.64 
kJ/mol.  
In contrast, coordination of HPPh2 at 3P is a favourable process leading to 3P•P 
(ΔGL = -29.55 kJ/mol).  Protonolysis from 3P•P is 85.10 kJ/mol (ΔGL), which would 
indicate that in actuality, both pathways are viable despite first impressions. 
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5.4.2 Protonolysis from 3NA•P and 3NA•PT 
Protonolysis from styrene insertion product conformers, 3NA•T and 3NA, are 
presented in Scheme 5-4, whereas the ΔH, TΔS and ΔG values are presented in Table 
5-7.   
 
Scheme 5-4: Relative energy profile corresponding to protonolysis from conformers, 3NA•T (black) 
and 3NA (red).  ΔG values in kJ/mol. 
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Table 5-7: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of intermediates involved in 
protonolysis from 3NA•T and 3NA. 
Intermediate 
ΔH TΔS ΔG 
kJ/mol 
3NA•T -23.74 -52.52 28.79 
3NA•PT -79.33 -116.95 37.62 
TS3NA•PT–4NA•T -37.15 -136.28 99.13 
4NA•T -184.12 -125.37 -58.75 
3NAax•T 9.50 -56.21 65.71 
alt_3NA•PT -69.69 -134.08 64.38 
3NA 68.77 -4.61 73.37 
3NA•P -37.67 -69.30 31.63 
TS3NA•P–4NA 31.77 -75.23 107.00 
4NA -117.25 -74.64 -42.61 
The absence of a secondary stabilising interaction such as a Ca←P dative or Ca—π 
interaction means 3NA•T (Scheme 5-4) is enthalpically unfavourable relative to 
3P•T (Scheme 5-3) (ΔHL = 20.96).  Although 3NA•T is more disordered than 3P•T, 
this is insufficient to compensate for the lack of a stabilising Ca←P dative 
interaction thus 3NA•T is less favourable than 3P•T but not significantly (ΔGL = 
13.22 kJ/mol).  3NA•T exhibits short Ca⋅⋅⋅HCβ (2.74/2.81 Å) interactions in the axial 
position, as shown in Figure 5-18(a), which help to stabilise the complex.  Moreover, 
the phenyl rings at P are positioned below the NCCCN backbone of {L1}, potentially 
resulting in stabilising CH⋅⋅⋅π interactions, concurrent with the active catalyst 
(Chapter 4, Section 4.3).   
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Figure 5-18: Alkene insertion precursors, 3NA•T, 3NAax•T and 3NA. 
An alternative styrene insertion product conformer, 3NAax•T (Figure 5-18(b)) was 
identified in which the phenyl rings at P are no longer positioned under the {L1} 
ligand.  Moreover, the Ca⋅⋅⋅HCβ interactions, while present, are longer (3.06/3.44 Å) 
and are in the equatorial position.  Formation of 3NAax•T could be envisioned 
through rotation of the alkylphosphine fragment about Ca–Cα, although this 
calculation was not explicitly carried out due to time constraints. 
3NAax•T is less favourable than 3NA•T (ΔGL = 36.92 kJ/mol, Table 5-7).  In order 
for protonolysis to occur via the THF-coordinated mechanism however, a 
rearrangement of the alkylphosphine substrate at 3NA•T to form 3NAax•T might be 
expected to create a vacant coordination site at Ca for HPPh2.  The Ca⋅⋅⋅HCβ  
interactions in 3NA•T occupy the axial position at Ca. whereas in 3NAax•T the axial 
site is vacant as the Ca⋅⋅⋅HCβ  interactions instead coordinate at Ca from an equatorial 
orientation.  The protonolysis pathway was pursued from 3NAax•T. 
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Coordination of HPPh2 at 3NAax•T, to give 3NA•PT (Figure 5-19(a)), is 
enthalpically favourable (ΔHG = -79.33 kJ/mol) and despite the increased ordering of 
the system overall, 3NA•PT is favourable relative to 3NAax•T (ΔGL = -28.09 
kJ/mol).  The lack of a secondary stabilising interaction at 3NA•PT does mean Ca is 
less sterically congested and this is reflected in the favourable formation of 3NA•PT 
relative to both 3P•PT (ΔGL = -30.84 kJ/mol) and 3P•P (ΔGL = -7.30 kJ/mol).   
 
Figure 5-19: Protonolysis precursors, 3NA•PT, 3NA•P and alt_3NA•PT. 
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In Chapter 4, Section 1.5, following alkene insertion, the alkylphosphine fragment 
was shown to coordinate at Ca through Cα or Phsty, although a preference was shown 
for the latter.  A similar preference for coordination was reported in the literature in a 
less sterically demanding reaction involving the hydrogenation of 1,1-
diphenylethylene using a β-diketiminate-stabilised calcium complex.9, 10 
An alternative conformer of 3NA•PT, alt_3NA•PT (Figure 5-19(b)) was identified 
in which the alkylphosphine fragment coordinates at Ca via Phsty (2.61 Å).  This 
coordination mode is enthalpically less favourable, relative to 3NA•PT perhaps as a 
result of the increased steric congestion at Ca (ΔHL = 9.64 kJ/mol).  In addition, 
coordination through Phsty significantly increases the relative entropy as a result of 
the increased ordering and therefore alt_3NA•PT is unfavourable, relative to 
3NA•PT (ΔGL = 26.76 kJ/mol). 
Coordination of HPPh2 at 3NA gives 3NA•P.  The formation of a favourable Ca–P 
dative interaction means 3NA•P is enthalpically favourable (ΔHG = -37.67 kJ/mol)  
The increased ordering upon coordination of HPPh2 means 3NA•P is energetically 
unfavourable (ΔGG =  31.63 kJ/mol) however, its formation is favourable relative to 
3NA  (ΔGL = -41.74 kJ/mol).  Notably, a small energy difference is observed 
between 3NA•PT and 3NA•P whereby the latter is marginally more favourable (ΔGL 
= 5.99 kJ/mol).  This would indicate that protonolysis is viable from either 
intermediate.   
Protonolysis proceeds from 3NA•PT and 3NA•P through 4-coordinate transition 
states, TS3NA•PT–4NA•T and TS3NA•P–4NA (Figure 5-20(a) and (b) respectively).  The 
relative energy barriers to protonolysis from 3NA•PT and 3NA•P are 61.50 kJ/mol 
and 75.37 kJ/mol respectively (ΔGL).  Interestingly, the energetic similarity of the 
two pathways continues, as the disparity in energy between the two transition states 
is merely 7.87 kJ/mol (ΔΔG). 
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Figure 5-20: Protonolysis transition states, TS3NA•PT–4NA•T and TS3NA•P–4NA. 
Decay from TS3NA•PT–4NA•T and TS3NA•P–4NA gives protonolysis products 4NA•T and 
4NA (Figure 5-21(a) and (b) respectively).  A lack of secondary stabilising 
interaction means the alkylphosphine product in both 4NA•T and 4NA likely 
remains coordinated at the active catalyst through weak VdW interactions.  As 
observed in the Ca←P stabilised protonolysis pathway, the presence of THF 
stabilises the product, as formation of 4NA•T is more favourable than 4NA (ΔGL = -
16.14 kJ/mol, Table 5-7). 
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Figure 5-21: Protonolysis products, 4NA•T and 4NA. 
The marginally lower relative energy barrier associated with TS3NA•PT–4NA•T as well 
as the more stable protonolysis product, 4NA•T suggests protonolysis would proceed 
via the THF-coordinated pathway.  However, the similarities in total barrier heights 
do not allow this conclusion to be made confidently as protonolysis via the THF-free 
mechanism could be a competitive alternative.  
5.4.3 Protonolysis with HN(SiMe3)2 
An alternative proton source, HN(SiMe3)2, present in the experimental system 
originates from the formation of the active catalyst in Section 5.1.  As demonstrated 
by Crimmin et al., HN(SiMe3)2 could be used to protonate alkylphosphine fragment 
and regenerate the pre-catalyst, 0•T.1 Calculations were performed to investigate the 
propensity of HN(SiMe3)2 to compete with HPPh2 during the protonolysis step of the 
hydrophosphination reaction.  Protonolysis involving HN(SiMe3)2 was investigated 
at 3P and 3NA only.  As observed previously throughout the protonolysis pathways 
involving HPPh2, THF dissociation is a facile process and as HN(SiMe3)2 is 
considerably bulkier than HPPh2, it likely that THF would be required to dissociate 
to allow interaction of HN(SiMe3)2 at Ca.  
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The relative energy profiles for the protonolysis mechanism from 3P and 3NA 
involving HN(SiMe3)2 are presented in Scheme 5-5, whereas the ΔH, TΔS and ΔG 
values are presented in Table 5-8.   
 
Scheme 5-5:  Relative energy profile for protonolysis from 3P (blue) and 3NA (black) involving 
HN(SiMe3)2.  ΔG values in kJ/mol. 
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Table 5-8: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of intermediates involved in 
protonolysis using HN(SiMe3)2 from 3P and 3NA. 
Intermediate 
ΔH TΔS ΔG 
kJ/mol 
3P 61.30 -13.17 74.47 
3P•Si 30.75 -64.92 95.67 
TS3P•Si–4P•Si 54.56 -95.29 149.85 
4P•Si -101.51 -75.11 -26.40 
3NA 68.77 -4.61 73.37 
3NA•Si 3.77 -68.43 72.20 
TS3NA•Si–4NA•Si 57.13 -85.45 142.58 
4NA•Si -66.81 -78.18 11.36 
Unlike HPPh2, coordination of HN(SiMe3)2 at the styrene insertion product, 3P and 
3NA to give 3P•Si and 3NA•Si (Figure 5-22(a) and (b) respectively), does not occur 
via the electron lone pair at nitrogen.  Instead, HN(SiMe3)2 is stabilised at Ca via 
CH⋅⋅⋅π interactions involving a Me group at Si and the NCCCN backbone of {L1} 
(2.8–3.2 Å).  The H moiety is positioned above C  demonstrating a N’H⋅⋅⋅C 
hydrogen bond as evidenced by a short H–C distance (2.38 Å in 3P•Si and 2.51 Å in 
3NA•Si, Table 5-9). 
Despite the lack of a stabilising dative bond interaction between Ca and N’ in 3P•Si 
and 3NA•Si, coordination of HN(SiMe3)2 is enthalpically favourable relative to the 
respective parent intermediates, 3P (ΔHL = -30.55 kJ/mol) and 3NA (ΔHL = -65.00 
kJ/mol).  Formation of 3NA•Si is enthalpically more favourable than 3P•Si most 
likely as a result of the reduced steric congestion at Ca in 3NA•Si.  Consequently the 
favourable coordination of HN(SiMe3)2 in 3NA•Si compensates for the increased 
ordering and is isoenergetic relative to 3NA (ΔGL = -1.17 kJ/mol). In contrast, 3P•Si 
is less favourable than 3P (ΔGL = 21.20 kJ/mol).  
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Figure 5-22:  Protonolysis precursors, 3P•Si and 3NA•Si. 
 
Table 5-9: Pertinent bond distances observed in intermediates involved in protonolysis using 
HN(SiMe3)2 from 3P and 3NA. 
Bond 
distances 
(Å) 
3P•Si TS3P•Si–
4P•Si 
4P•Si 3NA•Si TS3NA•Si–
4NA•Si 
4NA•Si 
Ca–N’ 3.89 2.60 2.31 4.13 2.76 2.34 
Ca–Cα 2.61 3.01 4.90 2.59 2.66 3.47 
N’–H 1.02 1.24 4.58 1.02 1.23 2.95 
H–Cα 2.38 1.54 1.09 2.51 1.49 1.09 
Ca–P 3.03 3.09 3.33 – – – 
Protonolysis proceeds via transition states, TS3P•Si–4P•Si and TS3NA•Si–4NA•Si (Figure 
5-23(a) and (b)) in which the Ca–N’ bond begins to form (2.60 Å in TS3P•Si–4P•Si and 
2.76 Å in TS3NA•Si–4NA•Si, Table 5-9).  The local barrier to protonolysis (ΔGL) from 
the styrene insertion products, 3P•Si and 3NA•Si are 54.18 kJ/mol and 70.38 kJ/mol 
respectively, which are comparable to those observed in HPPh2 mechanism.  
However, the global barriers (ΔGG) corresponding to TS3P•Si–4P•Si and TS3NA•Si–4NA•Si 
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are 149.85 kJ/mol and 142.58 kJ/mol, which are significantly higher in energy than 
the equivalent transition states involving HPPh2.  
 
Figure 5-23: Protonolysis transition states, TS3P•Si–4P•Si and TS3NA•Si–4NA•Si. 
Following the potential energy surface away from TS3P•Si–4P•Si and TS3NA•Si–4NA•Si 
leads to protonolysis products, 4P•Si and 4NA•Si (Figure 5-24(a) and (b)) in which 
the pre-catalyst, 0•T is regenerated.  The alkylphosphine product coordinates at Ca 
via a Ca←P dative interaction (3.33 Å) in 4P•Si and Ca—Cπ interaction (2.91/3.29 
Å, red dashed lines in Figure 5-24) in 4NA•Si. 
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Figure 5-24: Protonolysis products, 4P•Si and 4NA•Si. 
Formation of 4P•Si and 4NA•Si is significantly less favourable than the equivalent 
protonolysis products involving HPPh2.  The presence of the dative Ca←P 
interaction is sufficient to compensate for the increased ordering of the system thus 
formation of 4P•Si is favourable (ΔGG = -26.40 kJ/mol).  However, the weak Ca–π 
interaction means overall 4NA•Si is thermodynamically unfavourable (ΔGG = 11.36 
kJ/mol).  
5.4.4 Comparison of Protonolysis Mechanisms 
Scheme 5-6 collates the free energy profiles for the steps involved in the σ-insertive 
stepwise hydrophosphination reaction mechanism, including styrene insertion (grey) 
and protonolysis.  For clarity, the THF-coordinated protonolysis pathways, involving 
HPPh2, from 3P•T and 3NA•T are presented in black. As the protonolysis pathway 
from 3P and 3NA are comparable to both 3P•T and 3NA•T , they have also been 
incorporated (green and red respectively).  The alternative protonolysis pathways 
involving HN(SiMe3)2 have also been included for reference (blue).  
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Scheme 5-6: Comparison of the lowest free energy profiles involved in the σ-insertive stepwise 
styrene hydrophosphination reaction mechanism.  ΔG values in kJ/mol. 
The lowest energy protonolysis precursors correspond to 3NA•P and 3NA•PT, 
which exhibit no secondary stabilising interaction.  The relative energy barriers 
associated with protonolysis from 3NA•P and 3NA•PT are 75.37 kJ/mol and 61.50 
kJ/mol whereas the relative energy barriers to protonolysis from 3P•P and 3P•PT are 
85.10 kJ/mol and 41.75 kJ/mol respectively.  The barrier height is significantly 
reduced from 3P•PT as it corresponds to a higher and relatively unfavourable 
intermediate with respect to 3P•P, 3NA•P and 3NA•PT.  Moreover, TS3P•P–4P has a 
significantly higher global free energy (ΔGG = 130.02 kJ/mol) than TS3NA•PT–4NA•T, 
which has the lowest associated global free energy barrier (ΔGG = 99.13 kJ/mol).  
Therefore, protonolysis might be expected to proceed through pathways involving no 
secondary stabilisation.  This would however, depend on the energy associated with 
the interconversion of 3P•T to give 3NA•T, as 3P•T is a thermodynamic resting 
state of the mechanism.  
The local energy barriers associated with protonolysis involving HN(SiMe3)2 from 
3P•Si and 3NA•Si are 54.18 kJ/mol and 70.38 kJ/mol respectively, which are 
comparable to those observed involving HPPh2.  However, 3P•Si and 3NA•Si are 
higher in energy relative to HPPh2 protonolysis precursors (ΔGG = 95.67 kJ/mol and 
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72.20 kJ/mol respectively).  Moreover, the transition states involving HN(SiMe3)2 
have the highest global free energy barriers in the protonolysis step, (ΔGG = 142.58 
kJ/mol and 149.85 kJ/mol).  Therefore in the presence of HPPh2, the HN(SiMe3)2 
mechanisms are kinetically prohibited.  In the absence of HPPh2 however, the global 
free energy barrier heights are comparable to the alkene insertion transition states 
thus HN(SiMe3)2 could be used during the protonolysis step as corroborated by 
experiment.1  
 
Scheme 5-7: The lowest free energy protonolysis pathways involved in the σ-insertive stepwise 
styrene hydrophosphination reaction identified from Scheme 5-6.  ΔG values in kJ/mol. 
Scheme 5-7, which represents the lowest energy protonolysis pathways from Scheme 
5-6, does highlight a disparity between theory and experiment.  The global enthalpic 
barriers (ΔHG) for the rate-limiting styrene insertion step are 69.32 kJ/mol from 
TS2ax•T–3Phax•T and 76.87 kJ/mol from TS2eq•T–3Pheq•T, which are in good agreement 
with the experimentally determined value of 67.7 (±5.4) kJ/mol (ΔH‡).8  However, 
the theoretically determined global free energy barriers (ΔGG) to styrene insertion are 
147.72 kJ/mol for TS2ax•T–3Phax•T and 153.99 kJ/mol for TS2eq•T–3Pheq•T, whereas the 
experimentally derived free energy barrier was 98.1 (±10.3) kJ/mol (ΔG‡).  The 
calculation of entropy and Gibbs free energies can be overestimated (see Chapter 2) 
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however, the energy mismatch between theory and experiment observed here is too 
significant and casts doubt on the ‘classic’ σ-insertive reaction mechanism.  An 
alternative, ligand-based pathway was explored in which the transformation of 
styrene occurs in the outer sphere, via a proton-assisted hydrophosphination reaction 
mechanism.  Calculations were performed to determine whether this alternative 
hydrophosphination route was a more viable reaction mechanism than the classic σ-
insertive path. 
5.5 ‘Stepwise’ Proton-assisted Insertion Mechanism 
It is widely considered that during the σ-insertive reaction mechanism, alkene 
activation is facilitated through the electrostatic interaction involving the Lewis 
acidic Ca2+ metal centre.11  This leads to the polarisation of the π-electron density 
and therefore increases the propensity for nucleophilic attack.11  However, 
experimentally it has been shown that the intermolecular hydroamination reaction of 
activated double bonds such as C=O in isocyanates and C=N in carbodiimides can 
proceed in the absence of metal-based catalysts.11   
Theoretical studies previously performed on the intramolecular hydroamination 
reaction identified a proton-assisted mechanism in which a multicentre transition 
state facilitates cyclisation and protonolysis in one step to afford the cyclised amine 
product.2  Inspired by this transition state, we performed numerous calculations to 
identify a similar multicentre transition state in which alkene insertion and 
protonolysis proceed in a single step to afford the organophosphines product.  
Calculations performed by Tobisch, investigating the intermolecular hydroamination 
of styrene at a Ba catalyst (see Chapter 1, Scheme 1-7) also demonstrated an 
alternative proton-assisted insertion reaction mechanism to the classical σ-insertive 
stepwise pathway.3  This reaction mechanism provisionally involved the 
coordination of the unsaturated substrate at Ba, however the transformation of 
styrene proceeded in the outer sphere as indicated by the large Ba–olefin distance ( > 
4 Å).3  For this particular reaction, the activation of styrene via the ligand-based 
mechanism was prohibited as a result of the higher global energy barrier associated 
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with this pathway however, the author did indicate that this route could be viable for 
more sterically encumbered systems.3  In the following section a ligand-based, 
proton-assisted reaction mechanism is explored. 
5.5.1 General Cycle 
The mechanistic pathway in Scheme 5-8 describes the stepwise proton-assisted 
hydrophosphination of styrene reaction mechanism whereas ΔH, TΔS and ΔG values 
are presented in Table 5-10.   
 
Scheme 5-8: Relative energy profile for the ligand-based, proton-assisted hydrophosphination 
reaction mechanism.  ΔG values in kJ/mol. 
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Table 5-10: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of intermediates involved in 
the ligand-based, proton-assisted hydrophosphination reaction mechanism. 
Intermediate 
ΔH TΔS ΔG 
kJ/mol 
1•T 0.00 0.00 0.00 
1•PT -89.46 -71.32 -18.14 
2•PT -130.86 -111.76 -19.09 
TS2•PT–5•T -59.04 -129.49 70.46 
5•T -62.44 -128.98 66.53 
TS5•T–4•T -67.06 -133.91 66.84 
4•T -194.66 -131.66 -63.00 
The proton-assisted hydrophosphination reaction mechanism requires the initial 
coordination of HPPh2 at the vacant axial site in 1•T (see Figure 5-7) to give 1•PT.  
Coordination of HPPh2 at Ca is very enthalpically favourable (ΔH = -89.46 kJ/mol) 
and despite the increased ordering, the formation of 1•PT is favourable (ΔG = -18.14 
kJ/mol).   
 
Figure 5-25: Space-filling representation of 1•PT demonstrating crowded Ca metal centre. 
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The Ca metal centre in 1•PT is very sterically encumbered (Figure 5-25) and unlike 
the classic σ-insertive stepwise reaction mechanism in Scheme 5-6, in which styrene 
coordinates directly at the metal centre, coordination of styrene occurs at the 
periphery of the complex to give 2•PT (Figure 5-26(a)).  As observed in Chapter 4, 
Section 1.4, coordination of styrene at the catalytic complex is a facile process.  The 
relative energy difference (ΔGL) between 1•PT and 2•PT is -0.95 kJ/mol, which is 
concurrent with the experimental observation that styrene coordination is reversible. 
1, 8 
 
Figure 5-26:  Styrene coordination complex, 2•PT (a) and QTAIM analysis of 2•PT (b) highlighting 
the numerous CH–π interactions. ρ values in bold and ▽2ρ values in parenthesis. 
QTAIM analysis of 2•PT (Figure 5-26(b)) identifies several bond critical points 
(BCP) between styrene and the ligand architecture of the catalyst.  This supports the 
idea of numerous long-range dispersive interactions contributing to the stabilisation 
of styrene at the catalytic complex.   
Styrene transformation proceeds through the six-membered transition state, TS2•PT–
5•T (Figure 5-27), coinciding with the formation of the Cβ–P bond (2.16 Å, Table 
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5-11).  The large Ca–Cα and Ca–Cβ bonds (~5 Å) demonstrate the Cβ–P bond 
formation occurring via an outer sphere mechanism.  A short P–H···Cα distance 
(2.34 Å) indicates the likelihood of a stabilising hydrogen bond as a similar 
stabilising interaction was observed in the analogous intermolecular hydroamination 
reaction mechanism.3  The P’–H bond distance however, remains unchanged from 
1•PT and 2•PT (1.42 Å).   
 
Figure 5-27: Styrene transformation transition state, TS2•PT–5•T. 
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Table 5-11: Pertinent interatomic distances observed in intermediates involved in the ligand-based, 
proton-assisted hydrophosphination reaction mechanism. 
Bond distances (Å) 1•T 1•PT 2•PT TS2•PT–5•T 5•T TS5•T–4•T 4•T 
Ca–P’ – 3.13 3.21 3.10 3.06 3.02 2.97 
P’–H 1.41 1.41 1.41 1.42 1.44 1.50 3.06 
H–Cα – – 3.06 2.34 2.15 1.90 1.10 
Cα– Cβ 1.34 1.34 1.34 1.43 1.48 1.49 1.53 
Cβ–P – – 4.24 2.16 1.93 1.91 1.87 
Ca–P 2.93 2.92 2.97 3.04 3.12 3.12 3.32 
The barrier to styrene activation is 89.55 kJ/mol (ΔGL) relative to the catalytic 
resting state, 2•PT.  The global energy barrier is 70.46 kJ/mol (ΔGG), which is 
significantly less than the corresponding alkene insertion energy barriers reported for 
the classic σ-insertive reaction mechanism.   
Solvent-corrected IRC calculations performed from TS2•PT–5•T identified 5•T (Figure 
5-28(a)).  The similarity of 5•T to the transition state, TS2•PT–5•T, is indicated by the 
minor decrease in energy (ΔGL = -3.93 kJ/mol).  Proton transfer from 5•T proceeds 
via TS5•T–4•T  (Figure 5-28(b)) in which the P’–H distance increases to 1.50 Å and 
simultaneously the H–Cα distance decreases to 1.90 Å.  Protonolysis is a facile, 
barrierless process as indicated by the near identical relative energies of 5•T and 
TS5•T–4•T (ΔGG = 66.53 and 66.84 kJ/mol).   
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Figure 5-28: Intermediates 5•T, TS5•T–4•T and 4•T. 
The lack of a significant barrier to protonolysis, as indicated by flat potential energy 
surface around TS5•T–4•T (Scheme 5-8), would suggest the ligand-based reaction 
mechanism is not really stepwise, but an asynchronous, concerted mechanism in 
which the proton transfer step occurs downhill from the TS on the way to the 
hydrophosphination product, 4•T (Figure 5-28(c)). 
5.6 Comparison of mechanistic pathways 
Scheme 5-9 compiles the relative energy profiles for the stepwise σ-insertive (right) 
and proton-assisted reaction mechanisms (left).  The THF-free alkene insertion 
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mechanism and protonolysis pathway involving HN(SiMe3)2 have been removed for 
clarity. 
 
Scheme 5-9: Relative energy profile comparing σ-insertive and ligand-based hydrophosphination 
reaction mechanisms. 
Overall, the ligand-based, proton-assisted pathway is favoured both kinetically and 
thermodynamically.  The proton-assisted mechanism proceeds via a lower energy 
pathway by way of intermediates 1•PT and 2•PT.  Moreover the barrier to alkene 
insertion, corresponding to the rate-limiting step, is less (ΔGL = 89.55 kJ/mol) in the 
proton-assisted mechanism than the equivalent barrier in the σ-insertive reaction 
pathway (ΔGL = 147.72 kJ/mol from TS2ax•T–3Phax•T and 153.99 kJ/mol from TS2eq•T–
3Pheq•T).  
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Table 5-12: The relative enthalpies and energies corresponding to the rate-limiting step determined 
experimentally (T = 358.15 K) and theoretically (T = 298.15 K).  
Relative energy barriers 
ΔH ΔG 
kJ/mol 
Experiment 67.7 (±5.4) 
98.1 (±10.3) 
 
Classical σ-insertive 
mechanism 69.32/76.87 147.72/153.99 
Ligand-based proton-assisted 
pathway 71.82 89.55 
The relative energy barriers for the rate-limiting step determined experimentally and 
theoretically are summarised in Table 5-12.  The off-metal reaction mechanism 
shows good agreement with the experimentally derived relative enthalpy of the 
reaction.  The relative energy associated with the ligand-based mechanism (89.55 
kJ/mol) is in suitable agreement with experiment (98.1 (±10.3) kJ/mol), unlike the σ-
insertive pathway ((ΔGL = 147.72 kJ/mol from TS2ax•T–3Phax•T and 153.99 kJ/mol 
from TS2eq•T–3Pheq•T).  The disparity between the relative energy barrier for the off-
metal pathway and experimentally derived activation energy may be attributed to the 
different temperatures and spectator ligands that were used in theory and experiment.  
5.7 Influence of dispersion 
To determine whether the favourable ligand-based mechanism is strongly influenced 
by dispersion, the alkene insertion steps of the σ-insertion pathway, involving 1•T, 
2ax•T, 2eq•T, TS2ax•T–3Phax•T and TS2eq•T–3Pheq•T, as well as 1•PT, 2•PT and TS2•PT–
5•PT, from the ligand-based mechanism were re-optimised using ωB97X density 
functional.12  The energies (ΔG) of the re-optimised intermediates and transition 
states are presented in Scheme 5-10 whereas ΔH, TΔS and ΔG values are presented 
in Table 5-13. 
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Scheme 5-10: Relative energy (∆G) profile of intermediates and transition states involved in the rate 
determining steps of the ligand-based and σ-insertive pathways, re-optimised using ωB97X.  Values 
in kJ/mol. 
 
Table 5-13: Relative enthalpy (∆H), entropy (T∆S) and free energy (∆G) of intermediates and 
transition states re-optimised using ωB97X.  Values in kJ/mol.  
 
Intermediate 
ΔH TΔS ΔG 
kJ/mol 
σ-Insertive 
Pathway 
1•T 0.00 0.00 0.00 
2ax•T -25.40 -52.68 27.28 
TS2ax•T–3Phax•T 113.77 -75.54 189.31 
2eq•T -19.33 -48.73 29.40 
TS2eq•T–3Pheq•T 117.97 -71.71 189.68 
Ligand-based 
Pathway 
1•PT -59.88 -64.77 4.90 
2•PT -83.76 -109.92 26.16 
TS2•PT–5•T 3.98 -126.01 129.99 
The absence of dispersion correction raises the global and local energy barriers for 
both mechanisms.  Crucially however, the ligand-based transition state remains 
kinetically favourable.  The global relative energy barrier (ΔGG) associated with 
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TS2•PT–5•PT is 129.99 kJ/mol, which is approximately 60 kJ/mol lower than transition 
states TS2ax•T–3Phax•T and TS2eq•T–3Pheq•T involved in the σ-insertive stepwise 
mechanism.  Moreover, the local energy barrier (ΔGL) associated with the ligand-
based mechanism is 103.82 kJ/mol) and remains in good agreement with experiment 
(98.1 (± 10.3) kJ/mol).  The results presented in Scheme 5-10 demonstrate that the 
ligand-based reaction mechanism is not simply favoured as a consequence of 
dispersion correction. 
5.8 Concluding Remarks 
The work described in this chapter aimed to investigate the hydrophosphination of 
styrene at a more experimentally representative catalyst.  Two plausible mechanistic 
scenarios were investigated.  First the classic σ-insertive stepwise pathway involving 
styrene insertion into the Ca–P bond followed by protonolysis involving HPPh2.  
Secondly an off-metal proton-assisted mechanism was described, involving a 
multicentre transition state generating the alkylphosphine product and regenerated 
active catalyst in a single step.   
Numerous rival mechanistic pathways were identified for both styrene insertion and 
protonolysis steps during the classic σ-insertive route.  No discernable difference in 
energy was observed between the THF-coordinated and THF-free pathways, 
suggesting THF would exist in an association/dissociation equilibrium.  Consistent 
with experiment, alkene insertion for the stepwise mechanism was identified as the 
rate-limiting step. 
Protonolysis was also investigated using HN(SiMe3)2 as a proton source.  The 
relative global energies corresponding to the protonolysis transition states were 
comparable to those identified for alkene insertion however, in the presence of 
HPPh2, the HN(SiMe3)2 mechanism is kinetically unfavourable. 
Overall, the classic stepwise mechanism is rather complicated, involving numerous 
high-energy competing pathways and shows poor correlation between 
experimentally and theoretically determined relative energy barriers.  
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The ligand-based reaction mechanism was not a viable route for the intermolecular 
hydroamination of styrene catalysed by a Ba-based catalyst, but was potentially more 
favourable for a sterically congested system.3  As identified in Chapter 1, Ca2+ is 
significantly smaller than Ba2+ (see Chapter 1, Section 1.5, Figure 1–2).  Moreover, 
the favourable formation of 1•PT and 2•PT not only creates a more sterically 
congested metal centre, it also indicates the preferential coordination of lone pair 
donating substrates (THF, HPPh2) at Ca as opposed to the weaker coordination 
observed between Ca and styrene.  In this regard the Ca metal centre represents a 
template at which the -PPh2 and HPPh2 fragments are optimally positioned to be 
involved in alkene functionalization.  Ca therefore has no direct involvement in 
activating the alkene, which is in stark contrast to the classic σ-insertive route 
whereby the metal centre facilitates reactivity by polarising the olefin. 
Whether the ligand-based mechanism extends to the Sr- and Ba-catalysed 
intermolecular hydrophosphination reaction remains to be seen.  Enhanced reactivity 
observed experimentally, associated with Sr and Ba, is attributed to a ‘looser’ alkene 
insertion transition state as a consequence of the larger metal radii.  The larger metal 
centres may facilitate access to the classic σ-stepwise mechanism, concurrent with 
the intermolecular hydroamination reaction.3 
A ligand-based mechanism may account for the experimental observations from the 
hydrophosphination of substituted styrene substrates.8  Electron withdrawing 
substituents in the para-position of the arene ring are associated with an enhanced 
reactivity in comparison to styrene.  This is thought to be a consequence of the 
electron-withdrawing group helping to stabilise the negative charge accumulation at 
the benzylic carbon centre (denoted as Cα throughout this work).  In the classic σ-
insertive mechanism, large electron-withdrawing substituents such as CF3 (VdW 
volume = 42.6 Å3)13 would be expected to have a reduced reactivity when compared 
to smaller substituents, such as Cl (VdW volume = 22.5 Å3),14 as a result of greater 
steric repulsion between substituents at the metal centre.  Experimentally however, a 
faster conversion of the CF3-substituted styrene is observed than with Cl, which 
could be attributed to the greater flexibility and less steric hindrance afforded by a 
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ligand-based mechanism.  Further experimental investigation could expand on this 
observation by exploring a greater range of electron-withdrawing substituents.  
Taking all of these aspects from above into consideration, the mechanistic analysis of 
the various reaction pathways supports the off-metal reaction mechanism, as opposed 
to the previously proposed classic σ-insertive route.  To the best of the author’s 
knowledge, this is the first example of the heterofunctionalisation of an alkene 
catalysed by an Ae-metal complex, which demonstrates preference for a ligand-
based mechanism.   
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Chapter 6 Conclusions 
The Ae-catalysed intermolecular hydrophosphination reaction remains relatively 
understudied in comparison to the equivalent hydroamination reaction however, 
interest in this atom efficient synthetic route to organophosphines is steadily 
gathering pace.  Early experimental studies indicated a correspondence between the 
hydroamination and hydrophosphination reactions however, we recognise a need for 
a theoretical investigation of the intermolecular hydrophosphination reaction 
mechanism.  As indicated in the work within this thesis, the hydrophosphination 
reaction is not simply hydroamination-mimetic. 
The experimental catalyst, 2,6-diisopropylphenyl-β-diketiminato calcium 
diphenylphosphide (with coordinated THF) is challenging to model as a result of the 
large system size (109 atoms).  Preliminary DFT calculations were conducted on a 
small scale reduced catalytic model, involving the replacement of the isopropyl 
groups of the spectator ligand with H atoms and removal of THF.  The styrene 
phenyl ring would potentially have lead to conformational issues therefore ethene 
was substituted for styrene in the preliminary testing phase.  Overall, preliminary 
calculations provided an initial understanding of the steps and electronic effects 
involved in the hydrophosphination reaction.   
Initial calculations were performed using ωB97X-D dispersion-corrected density 
functional, which was selected as it is well established in the accurate recovery of 
thermochemistry and modelling of minima as well as describing important Ae···π, 
Ae···agostic and CH···π interactions.  A Stuttgart/Dresden pseudopotential and 
corresponding basis set, augmented with an additional diffuse function, was used to 
describe Ca.  A medium-large polarised triple-ζ basis set, 6-311+G, with diffuse 
function on non-hydrogenic elements, was used to describe all other atoms.   
Frequency calculations involving larger intermediates involved in the 
hydrophosphination reaction exceed computational resources, prompting revision of 
the computational methodology.  The density functional and pseudo potential were 
retained however, a smaller polarized double-ζ basis set, 6-31G(d,p), without a 
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diffuse function, was used for H and C atoms.  A larger polarized triple-ζ basis set, 
6-311G(d,p), was used for the lone pair donating elements, P, N and O as the 
additional valence basis function would serve as compromise for the lack of diffuse 
function.  The initial and revised methodologies demonstrated excellent agreement in 
structural geometries and relative energy barrier heights however, the revised method 
demonstrated greater efficiency.  
These calculations revealed that the intermolecular hydrophosphination of ethene 
proceeded by a σ-insertive stepwise mechanism involving alkene insertion and 
protonolysis, consistent with the results from previous experimental investigations.1  
However, the calculations undertaken here also demonstrated the importance of 
secondary stabilising interactions, particularly the Ca–π interaction, which exhibited 
preferential coordination over a Ca←P dative interaction following alkene insertion.  
There is considerable literature related to the importance of Ae-secondary bonding 
interactions, including Ae···π, Ae←lp and CH···π interactions.2-9  However, 
theoretical investigations of Ae-catalysed heterofunctionalisation reactions do not 
acknowledge or consider such interactions.  Thus the work within this thesis is 
unique in this regard as it combines reaction mechanism and bonding interaction 
investigations and demonstrates the interconnection of the two areas.  
The significance of the Ca···π interaction spurred us to conduct further 
computational research involving the intermolecular hydrophosphination of styrene 
and vinylpyridine.  Experimentally, while the hydrophosphination of styrene gave 
the anticipated alkylphosphine product, substitution of styrene with vinylpyridine 
lead to a phosphine-capped polymer.  Our calculations revealed in the vinylpyridine 
mechanism, coordination of a second vinylpyridine molecule at Ca was isoenergetic 
with the coordination of HPPh2.  However, we propose that the vinylpyridine 
polymeric product was favoured as polymerisation is kinetically a more favourable 
pathway than protonolysis.  This work is a distinct theoretical investigation of an Ae-
catalysed heterofunctionalisation reaction, which explores the reaction of two 
different substrates to enhance our understanding of the intricacies of the reaction 
mechanism.  
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In the intermolecular hydroamination reaction, the presence of the arene ring was 
considered to stabilize the insertion transition state by stabilising the negative charge 
accumulation at the benzylic Cα atom during alkene insertion into the Ca–N bond.
10, 
11  Experimental researchers also proposed the arene ring stabilised the alkene 
insertion transition state during the intermolecular hydrophosphination reaction as a 
result of the exclusive anti-Markovnikov product formation.1, 12  The calculations 
described in this thesis corroborate the observation that the arene ring stabilises the 
alkene insertion transition state, leading to the exclusive anti-Markovnikov product 
formation.  However, our calculations also indicate that the role of the arene ring in 
the hydrophosphination reaction is far more involved.   
Styrene can coordinate at Ca through a Ca···π interaction involving the phenyl ring 
whereas vinylpyridine coordinates favourably through a Ca←N dative interaction 
involving the pyridine ring.  Coordination through the arene ring in both substrates 
resulted in an unexpected outer sphere alkene insertion mechanism more akin to the 
1,4-addition transition state associated with dienes.13  An alternative σ-insertive 
mechanism, which proceeds via a 4-centred transition state as proposed for in the 
intermolecular hydroamination reaction, was also identified and was higher in energy 
than the outer sphere transition state.   
Stabilisation of the alkylphosphine fragment through the arene ring allowed for 
considerably more fluxional interchange between the secondary bonding 
interactions.  Following alkene insertion, coordination of the alkylphosphine 
fragment at Ca through the arene ring facilitates access to a number of protonolysis 
pathways.  Crucially however, the kinetically most favourable protonolysis pathway 
evolves from an alkylphosphine fragment that exhibits no secondary stabilizing 
interaction.  This may be attributed to the fact that the intermolecular 
hydrophosphination reaction is entropically demanding and dissociation of secondary 
bonding interactions, while enthalpically unfavourable, alleviates some entropic cost. 
Such a coordination mode has not been considered previously in analogous 
heterofunctionalisation reaction studies, such as the calculations of Tobisch 
investigating the intermolecular hydroamination reaction.14  
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The importance of the secondary bonding interactions and the significance of the 
Ca···π interaction highlighted so far demonstrates the importance of electronic 
effects in Ae reaction chemistry.  Steric effects are also considered to be important 
thus calculations were performed to investigate the hydrophosphination mechanism 
for an experimentally representative catalyst and to determine whether Ca···π 
interactions remain as significant. 
These calculations revealed the classic σ-insertive route was complicated by the 
presence of numerous high-energy mechanistic pathways.  Moreover, the relative 
energy barriers corresponding to the rate-limiting alkene insertion step for the σ-
insertive pathway were significantly larger than the experimentally derived values 
for a similar system.  An alternative ligand-based, proton-assisted mechanism was 
identified involving a multi-centre transition state.  In the ligand-based mechanism, 
the alkylphosphine product was generated alongside the active catalyst in a single 
step.  The single step, ligand-based mechanism was a kinetically more favourable 
pathway and thermodynamically representative of experiment.  Crucially, the 
favourable ligand-based mechanism for the hydrophosphination reaction is in stark 
contrast to the stepwise mechanism of the hydroamination reaction.  
The involvement of THF in the hydrophosphination reaction mechanism has 
previously come into question.12  Calculations in this thesis have shown that 
dissociation of THF (ΔGG = 35.09 kJ/mol) relative to the active catalyst, 1•T, is 
considerably less than the relative energy barrier associated with the ligand-based 
pathway (ΔGL = 89.55 kJ/mol).  Thus THF dissociation is possible under 
experimental conditions and would explain the observation from an experimental 
investigation that THF dissociates from the metal centre in solution.12  THF may not 
play a direct role in the σ-insertive reaction mechanism, however the coordination of 
THF at the metal centre is necessary for the ligand-based mechanism.  A previous 
theoretical study investigating the intermolecular hydroamination reaction indicated 
that the bulky spectator ligand might shield the smaller calcium centre more 
effectively therefore promoting the ligand-based reaction mechanism as opposed to 
the σ-insertive pathway.14  The calculations described in this work propose that the 
favourable ligand-based mechanism is a consequence of both the steric shielding of 
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the spectator ligand and coordinative saturation of Ca through the presence of HPPh2 
and THF.  However, the ligand-based hydrophosphination mechanism may only be 
relevant for a sterically hindered Ca metal centre therefore there is significant scope 
to expand this work to include the larger Sr and Ba metals, to investigate whether a 
stepwise or concerted mechanism prevails.   
The work of Hu and Cui demonstrated the hydrophosphination reaction catalysed by 
a Ca-tridentate amidinate complex.15  The reactivity of the Ca-tridentate amidinate 
complex displayed improved catalytic performance in comparison to the β-
diketiminate complex.  Moreover, the tridentate Ca catalyst was capable of 
functionalising bulky alkene substrates such as 1,2-diphenyl ethene and trans stilbene 
whereas the β-diketiminate ligand was not.  We propose that the improved reaction 
associated with the tridentate Ca complex can be rationalised by the decreased 
shielding of the Ca centre despite the larger size of the tridentate ligand.  The 
decreased shielding is a consequence of the increased distance between the 
diisopropylphenyl ligands as well as the presence of a detachable imine ligand arm.  
Therefore, there is considerable scope to expand the Ca-catalysed 
hydrophosphination reaction by exploring the tridentate amidinate Ca complex.  We 
hypothesise that a switch from the ligand-based mechanism associated with the β-
diketiminate Ca complex (as identified in this work) to a classic σ-insertive 
mechanism, more akin to the reactivity of larger Ae-metals would be observed. 
Electron withdrawing substituents in the para-position of the arene ring are 
associated with an enhanced reactivity in comparison to styrene, resulting from 
stabilisation of negative charge accumulation at the benzylic carbon centre.1  Faster 
conversion of CF3-substituted styrene is observed than with Cl, despite CF3 being 
larger than Cl.  We propose that the improved reaction rate associated with the larger 
CF3 substituent is a consequence of the ligand-based mechanism and would not be 
observed in a classic σ-insertive mechanism due to the increased steric repulsion 
between the bulky electron-withdrawing substituents and the spectator ligand.  A 
collaborative experimental and theoretical investigation could extend the range of 
bulky electron-withdrawing substituents to determine the balance between 
favourable charge stabilisation and unfavourable steric repulsion. 
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The experimental reaction scope is hindered by the phosphine.  Use of primary 
phosphines such as H2PPh, results in catalyst oligomerisation whereas bulky 
phosphines such as HPCy2 (where Cy = cyclohexyl) are associated with poor 
reaction performance when compared to the prototypical HPPh2.  Further 
computational investigation, based upon this research, could be conducted to extend 
the phosphine portfolio and gain a greater understanding of the influence of the 
phosphine on the hydrophosphination reaction mechanism. 
The work described in this thesis has demonstrated that the hydrophosphination 
reaction is unique and is not hydroamination-mimetic.  Our calculations have 
identified two plausible hydrophosphination reaction mechanisms.  The ligand-based 
mechanism is dominated by steric effects through the effective shielding of the β-
diketiminate spectator ligand and saturation of the metal centre involving substrate 
coordination.  In contrast, the secondary bonding interactions, particularly the Ca⋅⋅⋅π 
interaction plays a significant role in the σ-insertive mechanism.  Although the σ-
insertive pathway is less applicable to the specific β-diketiminate Ca complex 
discussed in this work, we propose that the results from the σ-insertive mechanism 
will be relevant for alternative Ca and heavier Ae-metal catalysts.  Therefore the 
importance of the secondary bonding interactions during Ae-catalysed reactions 
should not be overlooked.  This thesis serves as suitable platform to extend the 
investigation of the Ae-catalysed intermolecular hydrophosphination reaction, as 
there is much that remains to be discovered. 
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