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摘要:本文研究了 PCFG独立性假设的局限性 , 并针对这一局限性提出了句法结构共现的概念以引入上
下文信息 ,给出了计算方法;为了打破中文树库规模过小的局限性 ,对于句法规则参数的获取 ,本文利用 In-
side-Outside 算法进行迭代 ,最后提出了一个基于统计模型的自顶向下的汉语句法分析器。在封闭测试下 , 其




A Chinese Parser Based on Probabilistic Context Free Grammar
LIN Ying , SHI Xiao-dong , GUO Feng
(Computer Science Department of Xiamen University , Xiamen , Fujian 361005 , China)
Abstract:This paper studies the limitations of probabilistic context free grammar , and proposes a concept of co-occurrence in
syntax structure so as to use the context information.To address the limitation of the Chinese Treebank' s small scale , an In-
side-Outside algorithm to obtain the parameters of syntactic rules is given.At last , we present a probabilistic top-down Chi-
nese parser.In the closed test , we get the result that label precision and label recall are 88.1% and 86.8%, showing that
this method has potential to get a better performance in parsing and deserves further research.










法规则系统 。然而经典的 PCFG 实际上是建立在一些非常理想化的独立性假设的基础之上
的 ,而这些假设并不符合实际 ,于是造成了 PCFG的实际效果不理想 。目前的概率上下文无关









语的方法 ,再则 ,英语方面由于有一个较大规模的 UPenn树库 ,使得对英语的基于统计的句法




词的特点 ,引入句法结构共现的概念 ,最终提出一个基于 PCFG统计模型的自顶向下的汉语句
法分析器 。
2　概率模型
对于一个输入句子 s=w1 w2 …wn(以下我们简计为 w
n
1 ,为了下面算法描述的方便 ,假设这











因此可以通过计算句子 s在所有可能的分析 π中的概率值 p(π, s),然后选择出得到最大
值的 p(π, s)并将这个分析 π作为我们最终的分析结果 。
概率型上下文无关语法(PCFG)是对上下文无关文法的概率拓展 ,其通过为每条产生式规
则指派一个概率值 ,扩展了标准的上下文无关语法(CFG)描述体系 ,利用 PCFG ,可以通过计算





　　公式(1)是建立在 PCFG的三个无关性假设上的:上下文无关 、位置无关以及祖先无关 。
而自然语言有着很强的上下文相关性。许多上下文因素 ,比如词语的语序 ,词语所在的位置 ,
其前后关联的词等等都对句法分析的最终结果有着很大的影响 ,因此这种做法并不适用于实









过大的问题。特别是引入词汇信息以后 ,数据空间变得非常巨大 ,数据稀疏问题也极为严重 。






,例如对于规则 S ※NP VP 和 VP ※VP
NP 我们无法区别出作为主语的NP 和作为谓语的NP 。通过增加标记加入了父节点的信息后
规则变为 S※NP-S VP-S 和VP ※VP NP-VP 这样对于作为主语的NP 和作为谓语的NP 就可以











形式不变 ,例如对于短语“学习文件” , “学习”除了作为动词以外 ,在一些情况下也可以作为名
词 ,因而在语法分析时既可以理解为名词短语 NP ,也可以理解为动词短语 VP 。最终的分析
结果到底是 NP 还是VP ,人们在理解时通常会考虑其所处的上下文信息 ,如果在短语“我们的
学习文件”中“学习文件”则应该是作为 NP ,而“我们在学习文件” ,这里“学习文件”则显然应
该作为 VP 才正确。然而 ,在传统的 PCFG模型中 ,由于“学习”做动词的概率比做“名词”的概
率大得多 ,对于短语“我们的学习文件” ,“学习文件”也将很可能被认为为是 VP 。这种分析 ,实
际上忽略了“的”字作为“定语标志”的作用。因此对于“在学习”和“的学习” ,如果计算分析概










定义 2:句法分析中的向后共现概率 B(v , C)指一个词类 v 前面是一个句法范畴C的概










wp …wq ,即短语 wp …wq 由以非终结符A为起始节点的子树推导出 。再










这里 λ1 和 λ2 都是 0到 1之间的某个值。考虑极端化的情况 ,当 λ1 =1时就是最原始的
PCFG模型的计算方式 ,而 λ1 =0时则不考虑规则的概率而直接利用结构共现信息。对于 λ1
和 λ2 取值的确定 ,我们将通过实验在 0 ～ 1之间对 λ1 和 λ2 取不同的值进行测试 ,最后保留得
































设置一个阈值 γ,将规则分成高频规则集和低频规则集 HFR 和LFR ,分别如下:
HFR ={A※X  p(A※X)>γ}
LFR={A※X  p(A※X)≤γ}




 p(A※X)=α· p(A※X) N ,若 A※X ∈HFR
 p(A※X)=(1-α) M ,若 A※X ∈ LFR
这里 α取值范围为 0-1 ,是再次估计后 HFR 集合中所有规则的估计概率值的总和;同样
的 ,(1-α)为 LFR 集合中规则的概率值总和 ,在本文的实验中 α取值 0.9。
3.2　结构共现概率的计算方法










B(C , ε)= Count(C处于句尾)
Count(所有处于句尾的句法范畴)
(6)














数据结构:一个PCFG 文法 ,带优先权的队列序列 H1 , …Hi , …Hn , 队列 Hi 中放入的是部分分析 C=
(D , S , PD , F , wi), 其中 D 为一个推导序列 , 里面包含了推导中用过的规则 , S 为一个栈 ,存放当前为
分析的状态 , PD 为推导概率值 , F 为向前概率值和推导概率的乘积 , 用以作为判断是否剪枝的标准
初始化:
将部分分析 C=(<>, S S , 1 , 1 , w1)放入 H1 中
重复以下步骤:
1)对队列 H1 , …Hi , …Hn-1分别设置一个阈值ηi 从队列中选择出F>ηi 的部分分析
C=(D , S , PD , F , wi),对每个分析做 2)和 3)
2)若 S =S 并且 wi =̀ #' , 则退出
3)否则根据以下规则 ,由 C 得到所有可能的推导C′=(D′, S′, PD′, F′, wj)将 C′放入到队列Hj 中
Ⅰ .D′=D +A※X0 …XM
Ⅱ.S =AαS 
Ⅲ.S′=X 0…XMαS 且 j=i 　或者 k=0 , X 0=wi , j=i +1 且 S′=αS 
Ⅳ.PD′=PD·p(A※X0 …XM)
Ⅴ.F′=PD′·LAP(X 0 , wj)
　　由于规则数量较多 ,为了降低分析的复杂度 ,在这一步分析过程中设置了适当的阈值 ηi
用以将一些不必要的中间结果剪枝 。表中 LAP(A , w)表示一个向前概率 ,即对于下一个分析
的词 w ,由非终结符 A 推导得到的子串最左部词是w 的概率值 。其计算公式如下:
LAP(A ,w)=0若 w  FIRST(A)









p(A ※Xα)·LAP(X , w)若 w ∈ FIRST(A)
其中 FIRST(A)是一个集合 ,其元素由以非终结符 A 起始经过若干推导后得到的所有子
串中的第一个非终结符构成 ,即 FIRST(A)={w A 
·
wα,且 w ∈ VT}。
每次循环开始前 ηi 值都重新计算 ,这里考虑的计算方法是:假设队列 Hi 里现有M 个部




第一步结束时队列 Hn 中存放的是得到的若干个不同的句法分析树 ,接下来要进行的工
作就是从得到的这些分析树中取出一棵作为最后的结果。由于我们在分析过程中只考虑了向




用于训练的语料库有两部分 ,一部分是树库(大概 4000句)其中 3000句用于统计规则和
5
计算初始概率值 ,以及结构共现概率的计算 ,1000句作为测试数据。另一部分为 1998年 1月
《人民日报》语料 ,这些语料是经过分词和词类标注的 ,并且由人工进行了校正 ,有较高的可信








从公式(2)中可以看出 , λ1 、λ2 值的确对二次分析结果的好坏有着很大的影响 ,为了确定
一个较好的 λ1和 λ2 值 ,我们进行了如下测试:对 λ1 分别取值 0 ,0.1 , 0.2…1 ,对 λ1 的每个值




图 1　不同的λ1 和 λ2 值对结果的变化 ,左图是对应的 LR 变化曲线 ,右图是对 LR 的变化情况
图 2　不同的 λ1 取值对结果的影响






的帮助 。从图中也可以看出当 λ2 =0.5时无论
λ1 取值如何 ,对应的 LP 值和 LR 值都相对较
高 。因此 ,我们考虑设定 λ2 值为 0.5 ,图 2是
λ2 为 0.5 时 LP 和 LR 值相对于λ2 的变化情
况 ,根据对图 2的分析 ,我们最终对 λ1 取一个
6
 由于页面关系 ,我们没有把所有的结果图截取出来 ,仅给出对结果影响较大的几个数据图以供比较 , 即
只列出λ2 取 0、0.3 、0.5 、0.7 , 1 时 ,λ1 取 0～ 1 时 ,对应的 LP 和LR 的变化。
相对较好的值 0.65。至此 ,我们确定公式(2)中的 λ1 和 λ2 值分别为0.65和 0.5。
为了对结果进行评测 ,进行了如下测试:
1.相同的句法分析模型在不同的规则概率参数集中的结果比较 。即 ,使用相同的规则
集 ,分别使用最大似然估计方法 、本文对规则概率的初始化方法(未经训练)、本文提供的 EM
迭代方法(已训练)得到三个不同的规则集合 。在这三个规则集上采用相同的句法分析模型进
行测试。

















传统 PCFG 75.8 74.2 73.8 72.5
本　文 84.3 81.5 79.2 77.3
概率初始化处
理后未训练
传统 PCFG 75.2 73.9 72.3 70.1
本　文 85.0 82.2 78.3 76.1
已训练
传统 PCFG 84.2 82.7 81.5 80.3
本　文 88.1 86.8 83.8 81.0




从表 2可以看出 ,无论哪种模型 ,使用训练过的规则概率比起使用未经训练过的规则概率
或直接利用最大似然估计得到的规则概率 ,都能得到更高的标记精确率和标记召回率 。这表
明 ,利用 Inside-Outside 算法确实能够提高 PCFG规则集的概率参数值的精确度 ,从而提高分析
效率。引入结构共现概率的句法分析模型也确实提高了分析器的性能 。另外 ,从表 2第 2 、3
行的比较中发现 ,利用最大似然估计和本文提出的概率初始估计方法其得到的结果似乎差别
不大 ,原因在于文中采用的概率初始化方法是为了接下来的训练更规则更符合自然语法现象 ,直
接将其作为规则的概率是不可行的。另外 ,这两者的效果似乎差不多 ,但并不能表明目前 PCFG
的分布概率信息的适当调整对分析性能影响不大 ,只是在我们当前的试验情况下恰好如此。
表2中的结果是从整体上测试结构共现信息对句子分析的效果 ,为了进一步测试其对句
法分析排歧的作用 ,本文还进行了专门针对歧义句的测试 ,实验方法如下:给出包含了 v +n
(如“学习文件” , “生活习惯”等), v+v(如“救灾工作”),n+v(如“机构变动”)等含歧义短语的
200句测试句子集 。分别在经典的 PCFG模型和增加了结构共现信息的模型中测试这些句子 ,
比较能够正确排歧的句子个数 ,从该结果也可以看出 ,结构共现信息确实能够提高分析排歧的
精确率 ,特别是对于 v+n类型的歧义短语的排歧效果最好 。结果如表 3所示。
另外从表 2同 ICT 的比较结果中也可以看出 ,在封闭测试下我们的模型比 ICT 模型稍微
好一些 ,而在开放测试中 ICT 模型比我们的模型稍好一些 ,究其原因在于我们目前只考虑了结
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构共现信息 ,而忽略了其他的上下文信息 ,比如词间的依赖信息等等;还有就是 ,由于目前语料








v+n 70 42 63
v+v 50 33 36
n+v 50 31 40
其他歧义 30 21 22
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