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Deutsche Zusammenfassung
Thema dieser Dissertation sind vielfältige Phänomene des mesoskopischen Transports in topologi-
schen Isolatoren, Supraleitern und Halbmetallen. Die Arbeit ist unterteilt in einen Einführungsteil,
zwei Hauptteile und einen Schlussteil.
In der Einführung werden die wichtigsten physikalischen Konzepte vorgestellt, die in der Disser-
tation benutzt werden. Zuerst wird ein kurzer Überblick über mesoskopische Physik gegeben, dazu
gehören eine Präzisierung, welche Phänomene mesoskopische Physik umfasst, und eine Erläuterung
der wesentlichen Aspekte mesoskopischen Transports. Die Betonung liegt hierbei auf den Phäno-
menen, die für die weiteren Teile der Arbeit relevant sind, insbesondere schwache Lokalisierung,
Anderson-Lokalisierung, mesoskopische Fluktuationen der Leitfähigkeit und die vollständige Zähl-
statistik. Es folgt eine Einführung in die Physik der topologischen Isolatoren/Supraleiter, wobei das
Augenmerk auf zweidimensionalen Systemen liegt. Den Anfang macht der Quanten-Hall-Eﬀekt,
das älteste Beispiel eines topologischen Isolators, gefolgt von zweidimensionalen, zeitumkehrin-
varianten topologischen Isolatoren. Abschließend wird das allgemeine Klassiﬁzierungsschema von
topologischen Isolatoren und Supraleitern von beliebiger Dimensionalität und Symmetrieklasse
erläutert.
Der erste Hauptteil behandelt schwache Lokalisierung und Eigenschaften des Magnetotransport
in niederdimensionalen Systemen. In diesen Systemen spielt die Streuung an Grenzﬂächen eine
große Rolle, weshalb dieser Eﬀekt mit hoher Genauigkeit berücksichtigt werden muss. Besonders
wichtig ist Grenzﬂächenstreuung bei Experimenten mit Oberﬂächenzuständen von topologischen
Isolatoren [1, 2], Quantendrähten [3, 4] oder Kohlenstoﬀnanoröhren [5, 6]. Dieser Teil umfasst
Kapitel 2 und 3.
Kapitel 2 beginnt mit einer detaillierten Einführung der relevanten Experimente, bei denen
Grenzﬂächenstreuung eine große Rolle spielt. Danach erfolgt eine Beschreibung der theoretischen
Werkzeuge, die für die Berechnung der Eﬀekte der schwachen Lokalisierung und des Magneto-
transports gebraucht werden. Zwei komplementäre theoretische Zugänge sind hierbei wichtig: Die
kinematische Gleichung nach Boltzmann und die diagrammatische Methode. Es wird gezeigt, dass
beide Zugänge gleichwertig sind und sogar in der Anwesenheit von komplizierten Beiträgen der
Grenzﬂächenstreuung zu denselben Resultaten führen.
In Kapitel 3 werden explizite Ausdrücke für den Diﬀusionskoeﬃzient und die Leitfähigkeit in
Abhängigkeit von einem externen Magnetfeld hergeleitet. Die Ergebnisse sind anwendbar auf quasi-
eindimensionale Systeme (Kanal- oder Zylindergeometrie) und auf praktisch zweidimensionale Sys-
teme (dünne Schichten). Des Weiteren ist die Rechnung unter völlig allgemeinen Randbedingungen
gültig, die von einer perfekten Spiegelung zu komplett diﬀuser Streuung reichen. Als Hauptergeb-
nis wird herausgearbeitet, dass beide Grenzfälle, sowohl die perfekte Spiegelung, als auch die
komplett diﬀuse Streuung, keine realistische Beschreibung der Grenzﬂächenstreuung darstellen.
Damit werden eine Reihe von zuvor beobachteten Diskrepanzen aufgelöst, die beim Vergleich von
experimentellen Daten mit theoretischen Vorhersagen basierend auf den beiden Extremfällen der
Grenzﬂächenstreuung auftraten [4, 7].
Der zweite Teil widmet sich der Behandlung von Transport und Lokalisierung in einem quasi-
eindimensionalen System, in dem topologisch geschützte Kanäle vorliegen. Die Problemstellung
wird dabei mit größtmöglicher Allgemeinheit angegangen, insbesondere wird die Verteilungsfunk-
tion der Transmissionseigenwerte für all jene Symmetrieklassen exakt berechnet, die topologisch
geschützte Kanäle zulassen. Dieser Teil umfasst Kapitel 4 bis 9.
Kapitel 4 enthält eine ausführliche Darstellung der physikalischen Systeme, in denen das Zu-
sammenspiel von topologisch geschützten und nicht geschützten Moden wichtig ist. Der Fokus
liegt dabei ausschließlich auf quasi-eindimensionalen Systemen, in denen Lokalisierung starke Aus-
wirkungen hat und exakte analytische Resultate möglich sind. Die wichtigsten Beispiele solcher
Systeme sind das Interface von zwei Quanten-Hall-Systemen [8, 9], der Rand eines Quanten-Spin-
Hall-Systems [10, 11] oder ein Weyl-Halbmetall in einem magnetischen Feld [1215].
Kapitel 5 enthält eine Einführung der theoretischen Werkzeuge, die zur Behandlung des Trans-
ports in einem quasi-eindimensionalen System benötigt werden. Als erstes wird hierzu der Forma-
lismus mit Matrix-Green's-Funktionen vorgestellt. Dieser Formalismus erlaubt es, die vollständi-
ge Zählstatistik eines ungeordneten Systems in einer einzelnen, über die Unordnung gemittelten
Green's-Funktion auszudrücken. Danach wird eine detaillierte Herleitung der eﬀektiven feldtheo-
retischen Beschreibung des Problems gegeben. Die Feldtheorie hat die Form eines nichtlinearen
Sigmamodels mit supermatrixwertigem Feld. Topologisch geschützte Kanälen treten in der feld-
theoretischen Sprache als topologischer Term in der Wirkung auf. Die Herleitung wird für alle
relevanten Symmetrieklassen dargestellt, die topologisch geschützte Kanäle enthalten (A, C, D,
AII und DIII), wobei die Klassen A (unitär) und AII (symplektisch) besonders ausführlich behan-
delt werden, da diese die wichtigsten Klassen für das Experiment darstellen. Schließlich wird die
Transfermatrix-Methode vorgestellt, welche es erlaubt, die eindimensionale Feldtheorie in ein ent-
sprechendes Zeitentwicklungsproblem zu überführen. Diese Reformulierung wird in den Kapiteln 7,
8 und 9 benutzt um das Ausgangsproblem zu lösen.
In Kapitel 6 wird die vollständige Analyse des Grenzfalls eines kurzen Drahts präsentiert. Wir
betrachten hierbei die Eﬀekte topologisch geschützter Kanäle auf den Transport im diﬀusiven Re-
gime, in dem Lokalisierungseﬀekte schwach bleiben. Auf der Ebene der Sattelpunktsnäherung, das
heißt unter Vernachlässigung von Eﬀekten der Lokalisierung, wirkt sich die nichttriviale Topologie
dahingehend aus, dass sich eine Bandlücke in der Verteilungsfunktion der Transmissionseigenwerte
nahe vollständiger Transmission bildet. Physikalisch bedeutet dies, dass ungeschützte Kanäle in
Anwesenheit von topologisch geschützten stark unterdrückt werden.
Ein wichtiger Unterschied ist zwischen Klassen mit Z-Topologie (A, C und D) und Klassen mit
Z2-Topologie (AII und DIII) feststellbar. Klassen mit Z-Topologie können eine beliebige Anzahl
von topologisch geschützten Moden beherbergen, während Klassen mit Z2-Topologie höchstens
eine topologisch geschützte Mode besitzen können. Auf semiklassischer Ebene ist die Existenz
topologisch geschützter Moden nur im Fall mit Z-Topologie sichtbar. Um die Auswirkung der
Z2-Topologie zu charakterisieren und Korrekturen zum semiklassischen Resultat für Klassen mit
Z-Topologie zu berechnen, werden Fluktuationen um die Sattelpunktslösung betrachtet. Es stellt
sich heraus, dass es notwendig ist, manche sehr weichen Fluktuationsmoden exakt zu berücksich-
tigen, um die Eﬀekte der Fluktuationen nahe vollständiger Transmission zuverlässig zu erfassen.
Erstaunlicherweise können diese weichen Moden mit einem nulldimensionalen nichtlinearen Sig-
mamodel einer anderer Symmetrieklasse beschrieben werden. Dies führt zu einer exakten Korre-
spondenz zwischen der Verteilung der Transmissionseigenwerte im Grenzfall des kurzen Drahtes
und der Spektraldichte einer bestimmten Klasse von Zufallsmatrizen.
In Kapitel 7 wird die exakte Lösung des Problems für beliebige Systemgrößen für den Fall
gebrochener Zeitumkehrinvarianz (Klasse A) betrachtet. Für das Experiment ist Klasse A am
wichtigsten, sie beschreibt sowohl den Rand einer Quanten-Hall-Probe, als auch Magnetotrans-
port in einem Weyl-Halbmetall. Der technische Schwierigkeitsgrad des Problems kann mithilfe der
Sutherland-Transformation reduziert werden [16], welche es erlaubt, die Variablen in der Trans-
fermatrixgleichung zu entkoppeln. Auf diese Weise werden exakte analytische Ausdrücke für die
Leitfähigkeit und die Transmissionsverteilungsfunktion hergeleitet, die für alle Längenskalen gültig
sind. Die wichtigste Erkenntnis daraus ist, dass die von Unordnung verursachte Lokalisierung der
ungeschützten Moden durch die Anwesenheit der geschützten Moden deutlich erhöht ist.
In Kapitel 8 wird schließlich die exakte Lösung des Problems in größtmöglicher Allgemeinheit
präsentiert. Das heißt, es werden exakte, analytische Ausdrücke für die Leitfähigkeit und Trans-
missionsverteilungsfunktion hergeleitet, die für alle Längenskalen und für alle topologisch nicht-
trivialen Symmetrieklassen (A, C, D, AII und DIII) gültig sind. Technisch ist die Problemstellung
in dieser Allgemeinheit sehr viel schwieriger zu behandeln als noch der Spezialfall (Klasse A) in
Kapitel 7. Hierzu ist es notwendig, den bereits bekannten Formalismus der Zonalen Sphärischen-
funktionen [17, 18] zu erweitern, so dass auch topologische Eﬀekte berücksichtigt werden können.
Zuerst wird eine detaillierte Einführung in die mathematische Werkzeuge gegeben, gefolgt von
einer Beispielanwendung der Methoden auf die Klasse AI (orthogonal), eine Klasse in der keine
topologischen Eﬀekte auftreten. Dazu werden exakte, analytische Ausdrücke für die Verteilungs-
funktion der Transmissionseigenwerte, Leitfähigkeit und Fano-Faktor dieser Klasse angegeben.
Als nächstes wird die Erweiterung des Formalismus für Systeme mit Z2-Topologie diskutiert,
um einen möglichen topologisch geschützten Kanal in den Klassen AII und DIII beschreiben
zu können. Mithilfe dieser Erweiterung wird dann Verteilungsfunktion, Leitfähigkeit und Fano-
Faktor in diesen Klassen berechnet. Der Einﬂuss des topologisch geschützten Kanals entpuppt sich
als nichtperturbativ, weshalb eine Entwicklung in Störungstheorie ausgehend von einem kurzen
Draht diesen Eﬀekt nie reproduzieren kann. Für lange Distanzen sind die Auswirkungen eines
einzigen topologisch geschützten Kanals drastisch. Solange kein topologisch geschützter Kanal
auftritt, fällt die Leitfähigkeit exponentiell ab und der Fano-Faktor nähert sich einer Konstante.
Andererseits nähert sich die Leitfähigkeit in Anwesenheit eines einzigen geschützten Kanals einem
konstanten Wert an und der Fano-Faktor fällt auf null ab. Dies weist auf rauschfreien Transport
hin, der hauptsächlich von dem einzelnen, topologisch geschützten Kanal aufrechterhalten wird.
Die Lokalisierungslänge der übrigen Kanäle ist in diesem zweiten Fall kürzer, derselbe Eﬀekt der
zuvor schon für die Klassen mit Z- Topologie gefunden wurde, nun jedoch im nichtpertubativen
Regime starker Lokalisierung.
Anschließend wird die Erweiterung des Formalismus der Sphärischenfunktionen für Z-Topologie
diskutiert. Obwohl die Z-Topologie die Form des Transfermatrix Hamiltonian verändert, so kann
für die Sphärischenfunktionen dennoch eine Integraldarstellung gefunden werden, die diesen Um-
stand vollständig erfasst. Der generalisierte Formalismus wird benutzt, um die Ergebnisse von
Kapitel 7 für Klasse A zu reproduzieren und um Leitfähigkeit für die Klassen C und D zu be-
rechnen. Qualitativ stimmen die Ergebnisse von Klasse A, bei der das Auftreten von topologisch
geschützten Kanälen den Transport in ungeschützten Kanälen unterdrückt, mit den Ergebnissen
für die Klassen C und D überein. Dies bedeutet, dass diese Beobachtung generelle Gültigkeit be-
sitzt, da der Eﬀekt in allen jenen Klassen auftritt, die topologisch geschützte Kanäle aufweisen
können. Die Existenz topologisch geschützter Kanäle entspricht in dieser Sprache Eigenwerten, die
bei Transmission eins ﬁxiert sind und die die übrigen Eigenwerte abstoßen, ein Phänomen, das an
Levelabstoßung in der Theorie der Zufallsmatrizen erinnert.
Kapitel 9 behandelt dynamische Aspekte der Anderson-Lokalisierung in quasi-eindimensionalen
Systemen mit topologisch geschützten Kanälen. Diese Problemstellung wurde zuvor noch über-
haupt nicht behandelt, unabhängig von topologischen Eigenschaften, da der Transfermatrix Ha-
miltonian eine ausgesprochen komplizierte Form hat. Es wird eine erstaunlich einfache Identität
eingeführt, die die Berechnung jeglicher dynamischer Korrelation in allen drei Wigner-Dyson-
Klassen (A, AI und AII) in der Form einee nulldimensionalen Feldtheorie. Mit dieser Identität
werden dann Levelkorrelationen und die Rückkehrwahrscheinlichkeit in einem ungeordneten quasi-
eindimensionalen System berechnet.
Bei den Levelkorrelationen spielt für kleine Frequenzen die Symmetrie eine entscheidende Rolle,
was sich in der sehr unterschiedlichen Asymptotik der Frequenzabhängigkeit in den drei Klas-
sen äußert. Erstaunlicherweise führt die Anwesenheit von topologisch geschützten Kanälen bei
kleinen Frequenzen zu einer Umkehrung von Levelabstoßung in Levelanziehung. Bezüglich der
Rückkehrwahrscheinlichkeit ergibt sich aufgrund der topologisch geschützten Kanäle ein Abfall
der Rückkehrwahrscheinlichkeit für lange Zeiten, was Delokalisierung signalisiert. Aufgrund von
Lokalisierungseﬀekten folgt dieser Abfall einem Potenzgesetz anstatt einem exponentiellen Zerfall,
wie es klassisch zu erwarten wäre.
Der abschließende Teil enthält eine Zusammenfassung der vorhergehenden Kapitel, eine Dis-
kussion einiger genereller Implikationen der Resultate und einen Ausblick auf weiterführende For-
schungsrichtungen, bei denen die Ergebnisse und Ideen weiterverwendet werden können, die in
dieser Arbeit präsentiert wurden.
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1 Chapter 1Introduction
In this chapter, we review the basic background information for our work. The ﬁrst section is
an introduction to mesoscopic phenomena and quantum transport. The second section reviews
gapped non-interacting fermionic topological phases with emphasis on two dimensional systems.
An outline of the thesis is given at the end.
1.1 Brief introduction to mesoscopic physics
Mesoscopic physics is the discipline of condensed matter physics concerned with physical phenom-
ena happening at intermediate length scales between the microscopic (quantum) and macroscopice
(classical) length scales [19, 20]. This work will be dedicated to studying mesoscopic eﬀects in
transport phenomena. Hence, this introductory section will focus exclusively on transport aspects
of mesoscopic physics. In a mesoscopic system, despite the relatively large number of degrees
of freedom, one observes a multitude of eﬀects which are attributed to some persistent quantum
correlations. The reason for this is the intricate interplay between the diﬀerent mechanisms by
which a microscopic system loses its quantum mechanical correlations once its size is increased. At
microscopic scales, the state of a system is speciﬁed by a set of quantum numbers that are related
to its symmetries. When the system's size is increased, its quantum mechanical description in
terms of microscopic degrees of freedom is obscured due to two main types of processes: elastic
and inelastic.
The ﬁrst type of processes is related to the eﬀects of static disorder in the system. This is
represented, for example, by elastic scattering of electrons oﬀ impurities in a metal. Despite
destroying the symmetries of the clean system and thus leading to the original quantum numbers
being ill-deﬁned, static disorder does not introduce any irreversibility in the system and, hence,
does not cause a loss of the phase coherence. This means that, although observables in a system
with static disorder depend on the speciﬁc disorder realization, they still maintain some quantum
mechanical correlations that may persist even after averaging over many disorder realizations.
The distance scale which governs this type of phenomena is the static mean free path l, which is
the average distance between two static impurity collisions. This is an intrinsic scale that only
depends on the impurity concentration and is largely independent on other system parameters e.g.
temperature.
The second type of processes is related to coupling between the diﬀerent degrees of freedom
in the system which leads to irreversible loss of phase coherence. For example, the phase of the
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electron wavefunction in a metal is lost over a certain characteristic length lφ (the dephasing
length) due to inelastic processes such as thermal excitations, interaction with other degrees of
freedom, etc. This means that the phase of the wave function is uncorrelated for distances larger
than lφ and the system can be thought of as a classical ensemble of a large number of incoherent
systems of size lφ each. Averaging within this ensemble destroys quantum mechanical correlations.
As a result, the system obeys classical laws at scales exceeding lφ1.
Unlike the elastic mean free path, the dephasing length lφ depends on many details of the system
and, in particular, decreases with temperature [21]. As a consequence, we expect the two scales to
be separated l  lφ at low enough temperatures, where coherence eﬀects are observable despite
the fact that microscopic quantum degrees of freedom are inaccessible. Examples of mesoscopic
phenomena that occur at these intermediate length scales include weak localization, universal
conductance ﬂuctuations, Aharonov-Bohm eﬀect, etc. In the following, we are going to describe
these phenomena in some detail, but ﬁrst, we will give a brief introduction to the classical theory
of transport.
1.1.1 Drude model
The Drude model is the simplest and oldest microscopic model of electron transport in metals.
It was introduced by Paul Drude in 1900 [22, 23] as an application of the kinetic theory to the
behaviour of electrons in a solid. The electrons are assumed to be non-interacting and to move
freely except for occasionally scattering oﬀ impurities as shown in Fig. 1.1 (in the original model,
the scattering considered was oﬀ the positive ions rather than impurities which is incorrect since the
mean free path is typically much larger than the lattice constant). In modern terms, the Drude
model neglects all quantum interference eﬀects and deals with electrons as essentially classical
objects.
In order to derive the Drude formula, one considers the classical equation of motion for the
electron in an electric ﬁeld E which scatters randomly on impurities on average every τ seconds.
This is simply given by
p˙ = −eE− p
τ
, (1.1)
with the dot denoting the time derivative and τ denoting the momentum relaxation time or mean
free time. This is related to the elastic mean free path introduced previously by τ = l/v0 with v0
being the electron velocity (in a metal this would be the Fermi velocity). In steady state p˙ = 0,
we get the relation p = −eτE. Using the deﬁnition of the current density J = −env, with n
denoting the electron density we get Ohm's law
J = σE, σ =
e2nτ
m
. (1.2)
An important consequence of (1.2) is that the conductivity σ is proportional to the elastic mean
free path or alternatively inversely proportional to the density of impurities.
1.1.2 Weak localization
Weak localization is a quantum interference eﬀect that provides the leading correction to the
classical Drude result for weak disorder. To understand how it works, consider the probability
1There are some prominent exceptions when the coherence eﬀects extend to truly macroscopic length scale as in
the case of superconductors.
4
1.1 Brief introduction to mesoscopic physics
Figure 1.1: Schematic illustration of the Drude model. Electrons are assumed to be classical
objects which move ballistically and scatter oﬀ impurities on average every τ
seconds.
of an electron to travel between two points in a disordered medium. According to the rules of
quantum mechanics, this probability is given by the square of the quantum mechanical amplitude,
which in turn is the sum of the amplitudes of all possible paths connecting the two points
P =
∣∣∣∣ ∑
paths P
AP
∣∣∣∣2 = ∑
paths P,P ′
APA
∗
P ′ . (1.3)
For an electron in a typical metal, the Fermi wavelength λF is much shorter than the typical
distance between impurity collisions l. As a result, the electron moves quasiclassically, i.e., along
a straight line, between pairs of impurities with a phase that oscillates on the scale of λF . For
distances much larger than the mean free path l, we expect the electron to scatter many times oﬀ
impurities giving rise to a long trajectory with an arbitrary phase. As a result, the probability in
(1.3) is dominated by terms with P = P ′ since interference terms involving diﬀerent trajectories
have random phases and vanish upon performing the summation. This corresponds precisely to
the Drude approximation, where quantum interference is completely neglected.
In a system with time-reversal symmetry, i.e., no magnetic ﬁelds, there is, however, an im-
portant interference contribution corresponding to trajectories P and P ′ which are not identical
but time-reverse of each other, Fig. 1.2. Such terms are possible whenever the trajectory P is
self-intersecting. The interference term involving two such trajectories have a deﬁnite phase and
cannot be neglected. Moreover, it depends sensitively on the relation between the initial and ﬁnal
directions of the electron motion. In the absence of strong spin-orbit coupling in the system, this
contribution is maximized when the initial and ﬁnal momenta of the electron are opposite, Fig
1.2(left), leading to an enhanced probability of backscattering and hence reduced conductance.
This is a negative correction to conductance called weak localization. In the opposite case of spin-
orbit coupling, rotating the direction of the electron momentum by pi is accompanied by a similar
rotation of the spin leading to an extra negative sign, Fig. 1.2(right). As a result, backscattering in
this case is suppressed and conductance is enhanced. This is a positive correction to conductance
called weak antilocalization.
One important consequence of the picture we just explained for weak localization is that it is
strongly dependent on dimension. In one-dimensional (1D) and two-dimensional (2D) systems,
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Figure 1.2: Schematic illustration of a typical self-intersecting trajectory contributing to co-
herent backscattering leading to weak localization (left) or antilocalization (right)
in the absence (left) or presence (right) of strong spin-orbit coupling.
self-intersecting trajectories are unavoidable since a random walk in one and two dimensions has
probability unity of going back to the starting point, leading to a very large (divergent) eﬀect.
This can be seen as a precursor for the phenomenon of Anderson localization [24], which occurs
at arbitrarily weak disorder in one and two dimensions. In three dimensions on the other hand,
the probability of a random walk to self intersect is less than unity leading to smaller eﬀect and
a ﬁnite correction to conductance.
The emergence of the weak localization correction is intimately related to the time-reversal sym-
metry of the system. It is this symmetry that makes the phases of the two interfering trajectories
identical. When an external magnetic ﬁeld is applied, time-reversal symmetry is broken and the
interference is no longer perfect, hence the weak localization correction is suppressed. In this case,
an increase in conductivity with magnetic ﬁeld is observed with increasing magnetic ﬁeld. Thus,
magnetoresistance measurements at low temperatures provide a direct way to study quantum
interference in disordered metals. Like the weak localization correction, the magnetoresistance
signal is most pronounced in low dimensions (1D or 2D).
Weak localization can be understood by analyzing the soft modes of the disordered electron gas.
In the presence of disorder, the single particle Green's function of the electron decays a length
scale of the order of the mean free path l. There are, however, massless particle-hole excitations
that propagate over much longer distance and are only cutoﬀ by the dephasing length. These
excitations are called diﬀusons and Cooperons. A diﬀuson is an excitation of a particle-hole pair
moving with the same momentum and it corresponds to contributions in (1.3) with P = P ′. That
is, diﬀusons are not related to any interference eﬀects and they give rise to the classical diﬀusive
behavior in a disordered material. A Cooperon is a particle-hole excitation with the pair having
opposite momenta. It corresponds to interference terms in (1.3), where P ′ is the time-reverse of P
(see Fig. 1.2) and gives rise to the weak localization correction. In the presence of magnetic ﬁeld,
the diﬀuson remains massless while the Cooperon acquires a mass. As a result, its contribution to
transport decays at a ﬁeld dependent length scale that gets progressively shorter as the magnetic
ﬁeld is increased. This is responsible for the strong sensitivity of weak localization to magnetic
ﬁelds.
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1.1.3 Anderson localization
Anderson localization is the quantum mechanical interference phenomenon that leads to the ab-
sence of diﬀusion in some disordered systems [24]. In 1D and 2D system, Anderson localization
generally happens for any disorder strength, while in a three-dimensional (3D) system, it only hap-
pens for suﬃciently strong disorder [2427]. In the original paper by Anderson [24], he considered
a tight binding model on a 3D lattice with random on-site energies and constant nearest neighbor
hopping amplitude t. The on-site energies are drawn at random from the interval [−W/2,W/2],
therefore, the parameter W is a measure for the disorder strength. Anderson considered the prob-
ability that an electron initially at some site i will remain at the same site at long enough times.
He considered this probability of return as a perturbation series in t/W in the limit of W  t.
Localization of the electron at site i means that this probability remains ﬁnite in the limit of inﬁ-
nite time, which was shown to be equivalent to the convergence of the perturbation series in t/W .
A very careful analysis of both the average and the typical behavior of terms in this series led
to a condition for a critical disorder strength, above which the electron remains localized. Later
on, the same condition was derived by Abou Chacra, Thouless, and Anderson [28] who developed
a self-consistent theory for localization which neglects the presence of loops and hence becomes
exact on a Cayley tree.
The problem of localization in 1D systems was considered ﬁrst by Mott and Twose [26], who
showed that all states are localized in 1D for any disorder strength. This statement was proven
rigorously in Ref. [29, 30]. Landauer [31] gave an intuitive argument for 1D localization, where
he considered the resistance of a series of potential wells whose separation is varied in a random
fashion. Varying the distance between the barriers amounts for averaging over the phase an
electron acquires upon travelling between two barriers. Landauer showed that after averaging this
phase, the resistance of the series of barriers increases exponentially with the number of barriers,
in contrast with the linear (Drude-like) behaviour one would get when interference eﬀects are
neglected. The localization length, deﬁned as the length scale over which wave functions decay, is
of the same order as the mean free path in the 1D problem.
A more physically realistic model of a disordered wire is given by quasi-1D systems. These
are systems whose transverse dimensions are small but still large enough such that transverse-
quantization level spacing is much smaller than the inverse scattering time τ , i.e., τ  Sm with
m the electron mass and S the cross-section. As a result, a quasi 1D system hosts a large number
N  1 of transverse modes. Localization in 1D wires was considered in Refs. [30, 32, 33] and it
was shown that, similar to the strictly 1D case, all electronic states are localized. However, the
localization length in this case is given by ξ ∼ Nl, which is much larger than the mean free path.
A uniﬁed understanding of localization in one, two, and three dimensions was provided by the
seminal paper of Abrahams et al. [25] which proposed a scaling theory for conductance. The
idea of the scaling hypothesis is based on an earlier observation by Edwards and Thouless [34],
who proposed that sensitivity of the energy eigenvalues to changes in the boundary conditions
can be used as a criterion to distinguish localized and extended states. The change in the energy
eigenvalues when boundary conditions are changed from periodic to antiperiodic measured in units
of level spacing is known as the Thouless number and it is a direct measure of the conductance of
a ﬁnite sample.
The main idea of Ref. [25] is that the only relevant parameter to determine the conductance
of a large ﬁnite box composed by combining a number of smaller ﬁnite boxes is their boundary
sensitivity or Thouless number. Thus, the conductance of a large box is only a function of the
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Figure 1.3: The β-function for the one-parameter scaling of conductance proposed in Ref.
[25].
conductance of the small boxes forming it. The continuum version of this statement is that the
conductance of a system of size L+ ∆L only depends on the conductance of the system of size L,
which is captured by the β function deﬁned as
β =
d ln g(L)
d lnL
= β(g(L)). (1.4)
For large g, Ohm's law implies g(L) = σLd−2 leading to β(g) = d − 2, whereas for small g,
exponential localization implies β(g) = ln(g/g0), leading to the one-parameter scaling plot of Fig.
1.3.
In 1D, there is no true metallic behavior and one gets a smooth crossover to exponential local-
ization at large system sizes. In 3D, a metal-insulator transition occurs at the critical value deﬁned
by β(gc) = 0. In 2D, the β-function vanishes in the large g limit. In this case, one needs to look
at the leading correction to the β-function, which are given by weak localization discussed in Sec.
1.1.2. In the absence of spin-orbit coupling, the leading correction to conductance is logarithmic
and negative resuling in the behavior in Fig. 1.3, where no metal-insulator transition takes place.
In the presence of spin-orbit coupling, on the other hand, this leading correction switches sign,
and the curve for the β-function in 2D approaches 0 from above at large g implying the existence
of metal-insulator transition at some critical values g = gc.
Later on, the development of the eﬀective ﬁeld theory description by Wegner [35, 36], Efetov
and others [3739] enabled taking localization eﬀects into account more systematically. The idea
is to express transport quantities of interest in terms of the disorder average of products of Green's
functions and write an eﬀective ﬁeld theoretic description for this object. This approach proceeds
by ﬁrst performing the disorder average then deriving a mean ﬁeld theory for the resulting disorder
averaged ﬁeld theory with ﬂuctuations on top. The degrees of freedom of the new theory are the
soft modes of the disordered electron gas given by the Diﬀusons and the Cooperons. The eﬀective
ﬁeld theory describes the interaction between these soft modes and takes the form of a non-linear
sigma model. In this sense, it is analogous to the eﬀective description of spin waves in a magnetic
system.
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An important distinction between the types of sigma models appearing in disordered systems
and those in spin systems lies in the use of replica or supersymmetry tricks. The problem in
taking the disorder average of any correlation function in a ﬁeld theory lies in the normalization
denominator that also depends on disorder. In the replica trick, one gets rid of the denominator by
replicating the system n times, then taking the limit n→ 0 at the end of the calculation [40]. The
trick works in many cases, particularly in perturbative calculations, but it is not mathematically
rigorous and sometimes gives unphysical results [41]. A more rigourous approach to get rid of the
denominator is by the use of supersymmetry, where contributions from the bosonic and fermionic
parts of the theory cancel in the denominator.
The non-linear sigma model was used successfully to study the corrections to metallic con-
ductivity systematically. The renormalization group was used to compute the β-function in 2 + 
dimensions perturbatively in all symmetry classes [4245]. In addition, the non-linear sigma model
was used to obtain non-perturbative exact results that are not accessible using diagrammatic ex-
pansions. One notable example is the level correlation in small disordered metallic particles, where
the sigma model was used to conﬁrm the conjecture that it follows results from random matrix
theory [38, 39]. Another important achievement for the sigma model, that would be relevant in
this work, is the exact solution to the localization problem in a quasi 1D wire. In this case, the
non-linear sigma model is be solved exactly by means of the transfer matrix method which maps
the 1D ﬁeld theory described by the non-linear sigma model to a time-evolution problem. Such a
problem has the form of a Schrödinger equation whose spectrum can be obtained exactly. This en-
ables accessing the non-perturbative strong localization regime and gives rise to exact expressions
for the conductance and its ﬂuctuations as a function of the system size [17, 18].
1.1.4 Universal conductance fluctuations
Universal conductance ﬂuctuations (UCF) are aperiodic complicated patterns of oscillations in
conductance [4649]. They are observed as sample-to-sample ﬂuctuations of conductance or when
an external parameter such as magnetic ﬁeld or gate voltage is varied within the same sample.
This can be seen in Fig. 1.4 which shows sample-to-sample ﬂuctuations in conductance as well
as ﬂuctuations within the same sample as the magnetic ﬁeld or chemical potential are changed.
The most remarkable feature of these ﬂuctuations is their universal magnitude of the order of
e2/h which is independent of the strength of disorder and sample size, as can be seen in Fig. 1.5.
Fluctuations of the conductance are shown as a function of magnetic ﬁeld in three very diﬀerent
systems: (a) a mesoscopic gold ring [46, 47], (b) a Si-MOSFET sample [50] and (c) numerical
simulations for the Anderson model [51]. Although the conductance changes by several orders of
magnitude from one system to another, its ﬂuctuations remain of order e2/h.
UCF patterns are not noise in the usual sense since they are time-independent and reproducible
within the same sample and they represent a ﬁngerprint of the disorder realization in a given
sample. Their universal size-independent nature is to be contrasted to what one would expect
in a classical system, where ﬂuctuations are expected to decrease as the system size is increased
eventually vanishing in the thermodynamic limit [49]. Similar to weak localization, the underlying
reason for the universal and large value of the conductance ﬂuctuations is quantum interference
between diﬀerent trajectories that is neglected in the classical treatment of the system. The
universality of UCF means it is only sensitive to very few details of the system, e.g., its symmetry.
The universal values of the variance of the conductance was calculated for systems with time-
reversal symmetry in the presence (symplectic) or absence (orthogonal) of spin-orbit coupling as
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Figure 1.4: Comparison of sample to sample ﬂuctuations and ﬂuctuations of conductance as
a function of magnetic ﬁeld and Fermi energy within the same sample [49].
Figure 1.5: Observation of conductance ﬂuctuations in (a) a gold ring [46, 47], (b) a Si-
MOSFET sample [50] and (c) numerical simulations for the Anderson model
[51] showing the same universal magnitude of order e2/h [49].
well as systems with broken time-reversal symmetry (unitary) in one, two and three dimensions
in Refs. [48, 49].
1.1.5 Full counting statistics
Consider a conductor placed between two metallic leads. When a voltage is applied, the charge
transferred in a given time is expected to be completely determined by the value of the conductance.
However, due to the statistical nature of the charge transfer process and the quantization of electric
charge, the charge transfered in a given time could ﬂuctuate around the mean value controlled
by the conductance. In fact, a precise description of the charge transfer in a conductor is only
completely captured if we consider the distribution function P (n, t) that determines the probability
that n electrons are transferred in time t. This distribution function is known as the full counting
statistics of the conductor [52, 53].
For a macroscopic system or at high temperatures, this distribution function is sharply peaked
about its mean value which is determined by the conductance. On mesoscopic scales and at low
enough temperatures, on the other hand, ﬂuctuations in the transferred charge become important
and information about the full counting statistics becomes accessible. The most prominent infor-
mation encoded by the full counting statistics is captured by the shot noise [54], which is related
to the width of the distribution function P (n, t). At low temperatures, it is the main source of
current noise in a mesoscopic system and it has been measured in several experiments involving
mesoscopic devices at low temperatures [54]. Other information about the full counting statistics
can be experimentally accessed by measuring higher cumulants of charge transfer e.g. the third
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cumulant was measured in Ref. [55] for a tunnel junction.
The full counting statistics can be conveniently expressed within the Landauer-Büttiker formal-
ism of electrical transport [56, 57]. In this formalism, transport in a conductor placed between
two (or more) metallic leads is described in terms of a certain number of transport channels, each
having a certain probability of transmission. The full information about transport is captured by
the transmission eigenvalue distribution function ρ(T ) which speciﬁes the probability of having a
channel with a given transmission 0 ≤ T ≤ 1.
The moments of the transmission distribution function are related to the cumulants of the full
counting statistics. That is, its ﬁrst moment gives the conductance, while its second moment is
related to the shot noise, etc. This means that the distribution function of transmission eigen-
values contains the same information as the full counting statistics and represents an alternative
complete description of the electron transport. Apart from being directly related to experimen-
tally measurable quantities, the transmission distribution function has the advantage of showing
manifestly how transport is distributed among diﬀerent channels in the system. For this reason,
it will play a very important role in this work when we study how transport is distributed among
topologically protected and non-protected channels. It is worth noting that the distribution func-
tion has a universal form known as the Dorokhov distribution [58] in the diﬀusive metallic limit,
where all quantum interference eﬀects are neglected.
1.2 Topological insulators and superconductors
Topological insulators and superconductors are gapped states of non-interacting fermions which
host gapless excitations at their surface. Hamiltonians describing two distinct topological insula-
tor/superconductor phases with the same symmetry cannot be deformed into each other without
closing the bulk gap [59, 60]. As a consequence, the interface between two distinct topological
phases hosts gapless excitation which cannot be gapped out or removed by any small perturbation
that preserves the symmetry. The purpose of this section is to give a very brief introduction
to topological insulators (TI) and superconductors (TSC). This work is going to focus on the
1D edge physics and for this reason our presentation will mainly focus on the 2D topological
phases. We will start by discussing the ﬁrst discovered topological insulator, namely, the quan-
tum Hall eﬀect. We then consider its generalization to systems with time-reversal symmetry,
the quantum spin-Hall eﬀect. Afterwards, we will discuss the general classiﬁcation of topological
insulators/superconductors in any spatial dimension and symmetry class.
1.2.1 Quantum Hall effect
The integer quantum Hall (QH) eﬀect was discovered in 1980 by von Klitzing [61] in 2D electron
gas subject to strong magnetic ﬁeld. As shown in Fig. 1.6, the transverse resistance ρxy in a
QH sample exhibits plateaus, where its value is quantized as h/νe2 for integer ν with a precision
better than one part in 109 [62]. The longitudinal resistance ρxx vanishes everywhere except at the
narrow transition range between two plateaus indicating that, within the plateaus, the longitudinal
conductance σxx is zero.2
2It should be noted that conductance is obtained from resistance by inverting the resistance tensor, which im-
plies that for ρxy 6= 0, zero longitudinal resistance implies, surprisingly, zero rather than inﬁnite longitudinal
conductance
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Figure 1.6: Plot of the longitudinal resistivity ρxx and transverse resistivity ρxy in a 2D elec-
tron gas as a function of magnetic ﬁeld. ρxy exhibits plateaus where its values is
quantized to e2/νh, while ρxy vanishes everywhere except for the narrow transi-
tion region between diﬀerent plateaus [63].
Shortly after the discovery of the QH eﬀect, it was understood that its origin is topological
thanks to an ingenious argument by Laughlin [64]. Laughlin argued that, since the quantization
of the QH plateaus seems to be insensitive to small deformation, one can deform the sample as
shown in Fig. 1.7a. In the standard setting, one considers a sample where a current is driven
between two leads resulting in a Hall voltage in the perpendicular direction. Laughlin considered
instead a ring geometry, where the longitudinal current is driven by the electromotive force due
to a slowly increasing magnetic ﬂux inside the ring. Whenever the value of the ﬂux is an integer
multiple of the ﬂux quantum Φ0 = h/e, it can be gauged away and the Hamiltonian of the system
is equivalent to the one with no ﬂux at all. For non-integer values of the ﬂux, however, this is not
possible since the gauge transformation introduces non-trivial boundary conditions that alter the
Hamiltonian. As a result, changing the ﬂux slowly by one ﬂux quantum maps the Hamiltonian
to itself, but maps every individual eigenstate to a diﬀerent one. This phenomenon is known as
spectral ﬂow. In the QH problem, it results in the transfer of ν electrons from the inner to the
outer perimeter, with ν being the number of ﬁlled Landau levels. If this process takes time t, then
the current is given by eν/t, while the voltage is given by V = Φ˙ = Φ0/t, resulting in the Hall
conductance σxy = νe2/h.
Later on, it was realized by Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) [65] that
the Hall conductance is directly related to a quantized topological invariant. TKNN started by
considering a Bloch Hamiltonian H(k) describing electrons on a lattice subject to a magnetic
ﬁeld. Given the Bloch wavefunctions |um(k)〉, they considered the line integral of the Berry phase
Am = i〈um|∇k|um〉 acquired by the wavefunctions as k is transported along a closed loop in
the Brillouin zone. This line integral can be expressed as a surface integral of the Berry ﬂux
Fm = ∇ × Am. The integral of the Berry ﬂux over the whole Brillouin zone is a quantized
topological invariant known as the Chern number. TKNN showed that the Hall conductance
σxy computed from the Kubo formula is equal to the Chern number, thus explaining its precise
quantization.
An alternative understanding of the QH phenomena was worked out by Halperin [66], who
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Figure 1.7: (a) Deformation of the quantum Hall sample from the rectangular geometry to the
ring geometry in the Laughlin argument. (b) Illustration of the energy spectrum
close to the sample edge showing the appearance of a single edge mode for each
ﬁlled Landau level [63].
considered what happened at the edge of the QH sample. The electrons in a magnetic ﬁeld are
quantized in highly degenerate Landau levels separated by energy gaps ~ω. Within any plateau,
the chemical potential is tuned between two Landau levels and no states intersect the chemical
potential, hence the vanishing longitudinal conductance. Close to the boundaries of the sample,
however, the potential due to the edge causes the energy levels to bend upwards, Fig 1.7b. As
a result, a single conducting edge state appears at the edge for each ﬁlled Landau level. These
ν conducting channels at the edge can be thought as being responsible for the quantized Hall
conductance. It should be noted, however, that the appearance of conducting channels at the
edge is a consequence of a very intricate interplay between disorder and topology. In fact, it
can be shown that in a clean translationally invariant system, the Hall conductance cannot be
quantized [63].
Although states in a 2D system are generally expected to be localized, it can be shown that
in each Landau band, a single state exactly in the center of the band remains delocalized. Such
delocalized states are responsible for the transition between QH plateaus. The localization of the
remaining states is responsible for the insensitivity of the Hall conductance to perturbations. The
reason is that although perturbations will generally result in broadening the Landau levels leading
to non-vanishing density of states at the chemical potential, these states will all be localized and
will not contribute to transport.
An intuitive picture for the edge modes can be obtained by considering the semiclassical trajec-
tories of electrons subject to a strong magnetic ﬁeld. These trajectories form closed orbits with
radius equal to the cyclotron radius. Electrons close to the edge of the sample, however, will
not move in closed orbits but instead will form the skipping orbits shown in Fig. 1.8. Electrons
following such skipping orbits are chiral, i.e., they move in only one direction, hence, they cannot
backscatter when they encounter impurities. This immunity to backscattering is responsible for
the ability of the edge modes to evade Anderson localization.
The eﬀective ﬁeld theoretic description of the QH problem within the non-linear sigma model
approach was ﬁrst derived by Pruisken [67]. Pruisken showed that the sigma model describing
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Figure 1.8: A schematic illustration of the skipping orbits in the interface between a quantum
Hall sample and a trivial insulator [59].
the QH eﬀect has an additional topological θ-term whose coupling constant is related to the
transverse conductance σxy. Khmelnitskii [68] proposed a phenomenological ﬂow diagram shown
in Fig. 1.9 for such ﬁeld theory that captures all the aspects of the QH physics. Instead of the
single parameter scaling, Fig. 1.3, he proposed a two-parameter scaling where the RG ﬂow of
longitudinal and transverse conductance under scaling is considered.
For any value of the Hall conductance that is not half-integer multiple of e2/h, the system
at large enough length scales ﬂows to a stable ﬁxed point with Hall conductance quantized to
an integer multiple of e2/h and with zero longitudinal conductance. These stable ﬁxed points
correspond to the QH plateaus. For half-integer multiples of e2/h, the system ﬂows towards an
unstable ﬁxed point with ﬁnite longitudinal conductance of order e2/h describing the critical phase
between two QH plateaus. This phase transition is unusual since it is topological [6972]. That is,
phases at both sides of the transition have the same symmetry, hence this phase transition does
not ﬁt in the standard Landau paradigm of phase transitions in terms of symmetry breaking.
1.2.2 Quantum spin-Hall effect
In 1988, Haldane [73] made the brilliant observation that the quantum Hall eﬀect can also be
observed in a system where the magnetic ﬁeld is zero on average. He considered a model of
electrons on a honeycomb lattice (spinless graphene) shown in Fig. 1.10 with real nearest neighbor
hopping and complex second nearest neighbor hopping. The phases of the second nearest neighbor
hopping amplitudes were chosen such that the areas given by a, b and c in Fig. 1.10 include non-
zero ﬂux, but the ﬂux through the full unit cell is zero. Haldane showed that it is possible to
observe non-zero Hall conductance in such a system quantized to the values ±e2/h.
Later on, following the discovery of graphene [7476], whose dispersion is described by massless
Dirac fermions at two special points in the Brillouin zone, interest in the Haldane model was
revived. Kane and Mele [77, 78] observed that the addition of spin orbit coupling can turn graphene
into an insulating phase with quantized non-zero spin Hall conductance. The two massless points
in graphene are protected by inversion and time-reversal symmetries. In the presence of spin-orbit
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Figure 1.9: The two-parameter ﬂow of the longitudinal and transverse conductance in a QH
system [68].
Figure 1.10: Haldane model deﬁned on a Honeycomb lattice with complex nearest neighbor
hopping chosen such that the ﬂux in regions a, b and c is non-zero, but the
overall ﬂux in the unit cell vanishes [73].
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coupling, time-reversal symmetry is broken for every spin species separately, but is still preserved
for the system as a whole. As a result, Kane and Mele showed that their model is equivalent to two
copies of the Haldane model with opposite magnetic ﬁeld for the two diﬀerent spin orientations.
Consequently, the overall (charge) Hall conductance vanishes, whereas the spin Hall conductance
deﬁned as σxy,s = σxy,↑ − σxy,↓ does not. Similar to the TKNN formula, Kane and Mele showed
that the spin Hall conductance is related to a topological invariant that vanishes in the trivial
phase and equals one in the topological phase. The main diﬀerence from the TKNN invariant is
that the invariant describing the quantum spin-Hall state is a Z2 invariant taking only the values
0 and 1 and hence the name Z2 topological insulator was coined to describe such a phase.
Similar to the QH state, the quantum spin-Hall state is distinguished from the trivial insulating
state by the presence of gapless edge modes whose existence is topological in origin and thus
insensitive to small perturbations. An important distinction, though, is that the topological
protection relies on the presence of time-reversal symmetry. That is, these edge modes evade
Anderson localization only if the impurities in the system preserve time-reversal symmetry, i.e.,
are non-magnetic. Another distinction due to the Z2 nature of the topological invariant is that
at most one such edge mode can be truly protected against perturbations. The edge modes in
this case are helical spin-polarized modes, with spin up going in one direction and spin down
going in opposite direction. This explains their robustness against backscattering at impurities,
which is only possible if it is accompanied by a spin-ﬂip. This is, in turn, not possible as long as
time-reversal symmetry is preserved.
The observation of quantum spin-Hall eﬀect in graphene proved to be experimentally very
diﬃcult due to weak spin-orbit coupling resulting in a very small magnitude of the spin-orbit
induced gap. Based on this observation, Bernevig, Hughes and Zhang (BHZ) [10] had the idea of
looking for the same eﬀect in materials made from heavier elements leading to stronger spin-orbit
coupling. BHZ found that the quantum spin-Hall eﬀect can be observed in HgTe/CdTe quantum
well structures for certain values of the quantum well width. The underlying reason for this is the
band inversion resulting from strong spin-orbit coupling in HgTe compared to CdTe. A year later,
the experimental group lead by Molenkamp reported the ﬁrst observation of the quantum spin-Hall
eﬀect in HgTe/CdTe quantum wells [11, 79]. They measured a quantized value of conductance
equal to 2e2/h attributed to the spin-polarized edge currents, Fig. 1.11.
1.2.3 Classification of topological insulators/superconductors
The subject of classifying Hamiltonians using their fundamental symmetries was pioneered by
Dyson [8083], following earlier work by Wigner [84]. In order to understand the complex behavior
of nuclear spectra, Dyson proposed to consider the Hamiltonian of such systems as a random matrix
drawn from a certain ensemble of matrices with some probability distribution. The only restriction
on such ensemble of Hamiltonians is that they satisfy some fundamental symmetries that depend on
the physical system. Since unitary symmetries can be used to block-diagonalize the Hamiltonian,
one can focus on the symmetries of the blocks that can only be anti-unitary symmetries. The only
known anti-unitary symmetry in standard quantum mechanics is time-reversal symmetry [85].
A time-reversal symmetric Hamiltonian satisﬁes
H = T −1HT = U †TH∗UT , U †TUT = 1. (1.5)
Anti-unitarity follows from the fact that the symmetry relates the Hamiltonian and its complex
conjugate. It is clear that any individual block cannot have more than one symmetry of the type
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Figure 1.11: Measurement of the quantized conductance due to edge currents in the quantum
spin-Hall insulator phase (III-IV) [11].
(1.5) since in this case one can form the combination of the two (which will be unitary) and use it to
further block-diagonalize the Hamiltonian. It can be easily shown that the time-reversal symmetry
operator satisﬁes T 2 = ±1, with the plus sign for particles with integer spin and the minus for
half-integer spin. Classifying the Hamiltonian according to whether time-reversal symmetry is
absent, squares to +1 or squares to -1 gives the three so-called Wigner-Dyson symmetry classes:
Gaussian unitary ensemble, Gaussian orthogonal ensemble and Gaussian symplectic ensemble,
respectively.
Later on, it was realized by Altland and Zirnbauer [86] that an additional type of fundamental
symmetry exists in Hamiltonians that describe superconductors of the Bogoliubov-de Gennes form
[87]. This symmtry is called particle-hole symmetry and it is implemented as
H = C−1HC = −U †CH∗UC , U †CUC = 1. (1.6)
It should be noted that particle-hole symmetry is not a true symmetry, but rather a doubling of
the degrees of freedom that is an artifact of the so-called Nambu basis. This basis is necessary to
describe a Hamiltonian which contains the anomalous terms ψiψj in terms of the standard bilinear
form ψ†Hψ.
Similar to time-reversal symmetry, particle-hole symmetry squares to ±1. The plus sign is the
case for triplet superconductors, while the minus sign is for singlet superconductors. There can
be only one symmetry of the time-reversal type (1.5) and one of the particle-hole type (1.6) in
a given irreducible block of the Hamiltonian. We can, however, have a Hamiltonian that has
neither time-reversal nor particle-hole symmetry, but is symmetric under the combination of the
two. Such a symmetry is referred to as chiral symmetry S = T C. It is implemented as an operator
that anticommutes with the Hamiltonian
H = S−1HS = −U †SHUS , U †SUS = 1. (1.7)
Time-reversal, particle-hole, and chiral symmetries exhaust the class of fundamental or irreducible
symmetries. That is, symmetries that cannot be used to block-diagonalize the Hamiltonian any
further. An exhaustive list of all the diﬀerent cases where time-reversal and particle-hole are either
absent or square to ±1 gives a list of 10 diﬀerent symmetry classes [86], given in Table 1.1.
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Symmetry class Symmetry Spatial dimension
Cartan label T C S 1 2 3 4 5 6 7 8 9
A 0 0 0 0 Z 0 Z 0 Z 0 Z 0
AIII 0 0 1 Z 0 Z 0 Z 0 Z 0 Z
AI 1 0 1 0 0 0 Z 0 Z2 Z2 Z 0
BDI 1 1 1 Z 0 0 0 Z 0 Z2 Z2 Z
D 0 1 0 Z2 Z 0 0 0 Z 0 Z2 Z2
DIII -1 1 1 Z2 Z2 Z 0 0 0 Z 0 Z2
AII -1 0 0 0 Z2 Z2 Z 0 0 0 Z Z2
CII -1 -1 1 Z 0 Z2 Z2 Z 0 0 0 Z
C 0 -1 0 0 Z 0 Z2 Z2 Z 0 0 0
CI 1 -1 1 0 0 Z 0 Z2 Z2 Z 0 0
Table 1.1: Classiﬁcation of non-interacting gapped topological phases according to symmetry
and dimension. The ﬁrst column gives the Cartan label corresponding to each
symmetry class. The next three columns describe the behavior of time-reversal T ,
particle-hole C and chiral symmetry S in each class. An entry of zero implies the
symmetry is not there, while an entry of ±1 indicates the value of the square of
the symmetry operator. The next columns give the symmetry classiﬁcation in each
dimension showing a periodic pattern with period 2 for the complex classes A and
AIII and 8 for the real classes.
With the growing interest in topological phases of matter following the discovery of topological
insulators [10, 11, 59, 77, 78], the question of which symmetry classes in which dimension can host
a topological phase became very important. A complete and elegant answer to this question was
given in Refs. [8891] and it is summarized in Table 1.1. Distinct gapped topological phases are
deﬁned as equivalence classes of Hamiltonians that cannot be deformed into each other without
closing the bulk gap of the spectrum [59]. It follows that an interface between two topologically
distinct phases will host gapless modes whose existence is topological in origin and are thus robust
to small perturbations. In every dimension, there are exactly 3 symmetry classes which have Z
classiﬁcation and 2 classes which have Z2 classiﬁcation. For Z classes, the equivalence classes of
Hamiltonians are labeled by an integer number and the surface can host an arbitrary number of
gapless modes. For Z2 classes, there are two equivalence classes distinguished by a Z2 invariant.
The interface between two topologically distinct systems will host a single gapless edge mode.
The archetypal example of a Z topological insulator is the quantum Hall state described in Sec.
1.2.1. It belongs to symmetry class A (system with no symmetries at all) in two dimensions which,
according to Table 1.1, has Z classiﬁcation. The equivalence classes of Hamiltonians are labeled
by the integer TKNN invariant [65] discussed in Sec. 1.2.1. Its edge hosts ν gapless chiral modes,
with ν the number of ﬁlled Landau levels. The archetypal example of a Z2 topological insulator
is the quantum spin-Hall state described in Sec. 1.2.2. This state belongs to class AII which has
time-reversal symmetry for spinful fermions (it squares to -1) and has Z2 classiﬁcation in 2D. Its
edge hosts a single gapless helical spin-polarized mode.
Other notable entries of the table are time-reversal invariant 3D topological insulators repre-
sented by class AII in 3D, ﬁrst proposed in Refs. [92, 93] and experimentally realized in Bi1−xSbx
[94] and Bi2Se3 [95] shortly afterwards. The gapless surface Dirac fermions were directly observed
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using ARPES. Class DIII in 3D has Z classiﬁcation and represents the B phase of He3 [96, 97]
whose surface hosts 2D gapless Majorana modes. Examples of topologically non-trivial classes
with experimental realizations in 1D include classes AIII and D. Class AIII describes a system
with sublattice symmetry. It has Z topology in 1D and its physical realization is given by the
Su-Schrieﬀer-Heeger (SSH) model [98]. The SSH model is known to host gapless states at its ends
in the topological phase and it can be realized in conducting polymers. Class D describes a spinless
p-wave superconductor with broken time-reversal symmetry. It has received considerable interest
in the past years [99, 100], since its edge states are Majorana particles, which have non-Abelian
statistics and thus can be used as qubits for fault-tolerant quantum computation [101104]. In
recent years, there has been several proposals for the experimental realization of such a system
in semiconductor nanowires [105107] with several experimental groups later reporting the ob-
servation of a zero bias anomaly that was interpreted as a signal of the Majorana edge state
[108110].
The topological classiﬁcation in Table 1.1 shows a very distinct periodic pattern in spatial
dimension. For the complex classes A and AIII, the classiﬁcation is either 0 or Z and the pattern
repeats itself when dimension is increased by 2. In real classes, the classiﬁcation can be 0, Z2 or
Z and similar periodic pattern, which repeats itself when dimension is increased by 8, is observed.
The pattern is made clear by the way symmetry classes are arranged in Table 1.1, where each
symmetry class in d-dimension has the same topology as the class above it in (d− 1)-dimension.
This periodicity has a deep reason in the structure of the so-called classifying space and it is
referred to as Bott periodicity [91, 111].
While the classiﬁcation of Refs. [89, 91] relied on studying the homotopy groups of Hamiltonians
deﬁned on the Brillouin zone, i.e., systems with translational symmetry, the classiﬁcation can
also be derived within the sigma model approach describing a disordered system without any
translational symmetry [88, 112]. In this case, one ﬁnds that a non-trivial topological term can
be added to the sigma model in 5 of the 10 symmetry classes in each dimension. In 2 of these,
the coeﬃcient of the topological term is quantized to 0 or pi, while in the remaining 3 classes it
is quantized to integer values. This will be discussed in more detail for the 2D case which will be
the main focus of our work.
1.3 Outline
This work is subdivided into two main parts and a ﬁnal concluding part. The ﬁrst part discusses
weak localization and magnetoresistance in low dimensional systems with restricted geometry.
This part is motivated by recent transport experiments on systems including topological insula-
tors [1, 2, 113115], quantum wires [3, 3, 4, 7, 116122] and carbon nanotubes [5, 6, 123125],
where the standard theory of magnetotransport [126128] fails to adequately describe the system
in the relevant parameter regime. In chapter 2, a detailed exposition of the relevant experiments
is given, followed by formulation of the problem and description of the solution strategy using two
complementary theoretical approaches: the Boltzmann kinetic equation and the diagrammatic
technique. Chapter 3 includes the explicit expressions for the diﬀusion coeﬃcient and the magne-
toconductance in quasi 1D and 2D systems of diﬀerent geometries taking into account boundary
scattering. A discussion of the results in the diﬀerent asymptotic regimes is also given. This part is
based on the publication [129]. The analysis and presentation here follows this publication closely.
The second part discusses the general problem of transport in a quasi 1D system in the presence
19
1 Introduction
of topologically protected channels. On the conceptual level, our aim is to answer the fundamental
question: in a system where topologically protected and unprotected modes/channels coexists, is
Anderson localization by disorder for the unprotected modes weaker or stronger? The relevance
of this problem to many physical systems of interest is ﬁrst discussed in chapter 4. In the fol-
lowing chapter, the theoretical machinery required for computing diﬀerent transport quantities in
a disordered quasi 1D systems is explained in detail. Chapter 6 contains the complete solution
of the problem within the semiclassical approximation, where localization eﬀects are considered
weak. That is, conductance, its ﬂuctuations, shot noise and distribution function of transmission
eigenvalues are computed within the semiclassical short wire limit for all the classes which admit
topologically protcted channels (A, C, D, AII, and DIII). This chapter is based on the publication
[130]. The analysis and presentation here follows this publication closely.
The exact solution of the problem in the simplest case of broken time-reversal symmetry (class
A) is then discussed in detail in the following chapter. The main results of this chapter are the exact
expressions for conductance, shot noise and distribution function of transmission eigenvalues. On
a technical level, the problem in this class is simpler than other classes due to the existence of the
Sutherland transformation [16] which decouples the variables in the transfer matrix Hamiltonian
and hence, reduces the complexity of the problem signiﬁcantly. This chapter is based on the
publication [131].
In chapter 8, the problem of transport in the presence of topologically protected channels is
considered in full generality. That is, exact expressions for the conductance and transmission
distribution function are given for the ﬁve classes which can host topologically protected chan-
nels in 1D, in addition to class AI (orthogonal class). Technically, the problem is signiﬁcantly
more complicated and requires the extension of the theory of spherical functions of the Laplace-
Beltrami operator on supermanifold (Fourier analysis on supermanifolds) to include the eﬀects of
a topological term.
In the last chapter of this part, we discuss dynamical local correlations in quasi 1D wires in
the presence of topology. This oﬀers a complementary perspective on the problem of quasi-1D
localization. While chapters 6, 7 and 8 considered static DC transport quantities, i.e., non-
local static correlation functions, this chapter will focus on local dynamical correlations. Unlike
the problem of non-local static correlations, there is very few known exact results [132] about
dynamical correlations. The central result of this chapter is the discovery of a remarkable identity
that enables the explicit computation of any dynamical local correlation in any of the three Wigner-
Dyson classes (A, AI, AII) exactly as a 0D integral. The formalism allows for the inclusion of
topological eﬀects. It is used to compute correlations of density of states and probability of return
and to study the eﬀects of topology on them. The ﬁnal chapter presents a summary and discussion
of the results and an outlook of the directions in which they can be extended in the future.
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Boundary Scattering effects on weak
localization and magnetotransport
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2 Chapter 2Theoretical formalism: kinetic equationand diagrammatic technique
In this and the next chapter, we consider the problem of magnetotransport due to weak localization
in systems with restricted geometry, e.g., nanowires and thin ﬁlms. In these systems, boundary
scattering can have a very strong inﬂuence on transport properties and it has to be taken into
account accurately. In this chapter, we begin by giving an exposition of the relevant experiments
where boundary scattering is important to transport as well as an overview of the previous theoret-
ical work dealing with boundary scattering eﬀects. It is then explained how the Boltzmann kinetic
equation can be used to obtain weak localization corrections and magnetoconductance taking into
account eﬀects of boundary scattering. Next, the diagrammatic approach is used to derive the same
results, which proves the equivalence of the two approaches even when complicated boundaries are
taken into account. The next chapter will include the explicit solution of the problem and the
analysis of the solution in diﬀerent limiting cases.
2.1 Motivation
Quantum interference is crucial to the transport properties of metals at low temperatures (for a
review see Ref. [133]). The experimentally most relevant manifestation of the quantum nature of
transport is the low-ﬁeld magnetoresistance. This eﬀect is strongest in samples with restricted
geometry, especially, thin ﬁlms and wires. The origin of magnetoresistance is the interference
between diﬀerent trajectories of coherent electron propagation (see Sec. 1.1.2). Such interference
is particularly strong for self-intersecting trajectories, where an electron can traverse a closed loop
in either of two possible directions. When the interference is constructive, it enhances the proba-
bility of return to the same point and, thus, increases the resistivity leading to weak localization.
External magnetic ﬁeld, piercing the trajectory loop, destroys constructive interference and de-
creases the resistivity, leading to negative magnetoresistance. In the case of destructive electron
interference, that usually happens in materials with strong spin-orbit coupling, the sign of the
eﬀect is opposite, hence, leading to weak antilocalization and positive magnetoresistance.
The theory of weak localization was developed by Gor'kov et al. in Ref. [134] and Abrahams
et al. in Ref. [135], who realized that the leading quantum correction to the classical diﬀusive
conductivity is given by the sum of maximally crossed diagrams, which diverges in one and two
dimensions. It was later understood by Bergmann [136], Khmel'nitskii and Larkin [137], and
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Chakravarty and Smith [138], that the weak localization correction is related to the phenomenon
of coherent backscattering. Sensitivity of localization to the spin-orbit coupling and magnetic
ﬁeld and the emerging magnetoresistance was ﬁrst discussed by Hikami et al. in Ref. [139]. These
seminal works laid the foundation of a whole new branch of mesoscopic physics and have stimulated
extensive experimental and theoretical studies of coherent transport properties of metals and
semiconductors (for a review, see Ref. [140]).
Interference eﬀects are particularly pronounced in low-dimensional samples since electron trajec-
tories have much stronger tendency to self-intersection. When the transverse size of the sampleW
is particularly small (comparable or less than the electron mean free path l), transport properties
are sensitive to the boundary conditions and, in particular, to boundary scattering. Magnetoresis-
tance in parallel magnetic ﬁeld is also aﬀected by the properties of the sample boundary provided
the magnetic length lB =
√
~c/eB is larger or comparable to W . This situation is often realized
in semiconducting nanowires, exhibiting both negative [3, 4, 7, 116118] and positive [3, 119122]
magnetoresistance and multiwall carbon nanotubes [5, 6, 123125]. Recently, similar transport
regime was also encountered in the experiments on topological insulators, that are materials with
an extremely strong spin-orbit coupling, in thin ﬁlms of BiSe (see Refs. [1, 2, 113]), BiTe (see Ref.
[114]), and in the HgTe nanowires [115].
Parallel ﬁeld magnetoresistance in a relatively thick (lB &W  l) quasi-2D ﬁlm was ﬁrst consid-
ered theoretically by Altshuler and Aronov [126]. In such samples, transverse electron propagation
is of the diﬀusive character and magnetoresistance is insensitive to boundary scattering. Later,
Dugaev and Khmel'nitskii [127] studied the opposite (ballistic) limit W  l with diﬀuse bound-
ary and identiﬁed two qualitatively diﬀerent limits of weak (lB 
√
Wl) and strong (lB 
√
Wl)
magnetic ﬁeld. Beenakker and van Houten [128] further extended the theory including both the
wire (quasi-1D) and the ﬁlm (quasi-2D) geometries with either mirror or diﬀuse boundaries. They
obtained analytic expressions for the ballistic and diﬀusive limits and some numerical results for
the crossover between them. Samples of the nanotube geometry were considered in the work by
Takane [141], where analytic expressions for magnetoresistance were derived for the three asymp-
totic regimes (diﬀusive and ballistic in either weak or strong magnetic ﬁeld).
Existing theoretical results are however insuﬃcient to describe the variety of experimental sit-
uations, where it is quite common to have the width of the sample comparable to the electron
mean free path, so that the sample is in the crossover between diﬀusive and ballistic limits. In
particular, this is the case in experiments on semiconductor nanowires [4, 118121], carbon nan-
otubes [5, 6, 123125], and topological insulators [113115]. It was already noted in Refs. [5, 120]
that ﬁtting experimental data to the Beenakker-van Houten theory [128, 141] in the pure ballistic
or diﬀusive regime does not produce a good agreement due to the fact that W ∼ l. Crossover
from weak (lB 
√
Wl) to strong (lB 
√
Wl) magnetic ﬁeld in ballistic samples is also easily
accessible in the experiments. The lack of analytic results in the intermediate ﬁeld range is usually
circumvented by interpolation between the two asymptotic formulas [3, 4, 117]. Pure mirror or
diﬀuse boundary conditions are also not always an adequate description for experiments. The rea-
son is that in many cases [4, 7], the magnetotransport data can be ﬁtted relatively well within the
mirror boundary model while the diﬀusion coeﬃcient still depends on the sample width suggesting
a signiﬁcant randomness of the boundary scattering.
Here, we overcome the limitations of the previous studies by deriving the most general analytic
expressions for magnetoresistance suitable for all the experimentally relevant regimes. First, our
results fully cover the crossover between diﬀusive and ballistic limits allowing for an arbitrary ratio
between W and l. Second, we consider mixed boundary scattering [142] with the probabilities λ
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and 1−λ of specular and diﬀuse reﬂection, respectively. This allows us to ﬁll the gap between the
two idealized models and provides an additional parameter important for explaining experimental
data. We also discuss periodic boundary conditions and compute magnetoresistance of the nan-
otube in perpendicular magnetic ﬁeld in the whole range of W/l ratio. Thus our analytic results
cover all the limiting cases of both diﬀusive and ballistic samples in weak or strong magnetic
ﬁelds including possible crossovers between them and allowing for general boundary scattering.
In particular, we demonstrate that in a certain parameter range, the electron mobility can be
limited by the boundary scattering while the magnetoresistance is only weakly sensitive to the
edge roughness, thereby suggesting a resolution to the discrepancy observed in Refs. [4, 7].
There are two equivalent techniques to compute weak localization corrections and magnetoresis-
tance. The quantum correction to conductance can be represented as a sum of maximally crossed
diagrams [134, 135]. Such a diagrammatic calculation accurately accounts for all the microscopic
details of the system but is quite tedious in the presence of a complicated boundary. For this
reason, an alternative, and more intuitive, formalism of Boltzmann kinetic equation [127, 128] is
usually applied when boundary conditions are important. This approach is based on the relation
between the quantum correction to conductivity and the classical probability of return. Finally, a
third alternative method used by Beenakker and van Houten [128] is based on the analysis of clas-
sical trajectories. This method was ﬁrst proposed in an earlier work by de Gennes and Tinkham
[143].
In the following section, we explain the details of the kinetic equation technique with diﬀerent
boundary conditions. We then discuss the diagrammatic derivation of conductance and weak
localization correction in the presence of complicated boundaries and show that it is completely
equivalent to the kinetic equation approach. Our analysis will mainly focus on the case of a quasi
1D system, i.e., a model of nanowire. It will then be discussed at the end of next chapter, how
the results generalize to the quasi 2D case (thin ﬁlm).
2.2 Kinetic equation formalism
2.2.1 Model and parameters
We consider a disordered 2D electron system that is patterned in the shape of a long quasi-
1D channel along the x direction with width W along the y direction. Electron motion in the
y direction is restricted by the boundaries at y = ±W/2. The prototypes for our model are
semiconducting heterostructures hosting a conducting quasi-1D channel in a quantum well [3,
4, 7, 115122]. We assume metallic regime of electron transport with Fermi velocity v0 and
Fermi wavelength much shorter than all other length scales. The disorder is described within the
Gaussian white noise model with the mean free time τ and the mean free path l = v0τ . Additional
contribution to electron scattering is provided by the boundaries of the channel. An electron
incident at the edge of the channel is either reﬂected in a random direction with probability 1− λ
or experiences mirror reﬂection with probability λ. External magnetic ﬁeld B is applied in the
direction perpendicular to the 2D electron gas.
There are in total three relevant length scales in the problem: the channel width W , electron
mean free path l, and magnetic length lB =
√
~c/eB. The latter is the characteristic length at
which the electron wave function picks a signiﬁcant phase due to the magnetic ﬁeld. In addi-
tion, the temperature-dependent electron dephasing length lφ, which arises, e.g., due to Coulomb
interaction, limits the range of coherent transport and suppresses the weak localization eﬀects.
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Figure 2.1: The diﬀerent qualitative asymptotic regimes of diﬀusive transport (l W ), bal-
listic transport in weak ﬁeld (W  l2B/l  l) and ballistic transport in strong
ﬁeld (l2B/lW  l).
We assume the temperature is suﬃciently low and hence lφ is longer than the other three length
scales. In samples with strong spin-orbit coupling, an additional coherent spin relaxation length
lSO emerges. We consider only the two extreme cases of either negligible (lSO > lφ, weak localiza-
tion) or very strong (lSO < l, weak antilocalization) spin-orbit coupling.
The ratios of the main three length scales determine the regime of electron transport and the
magnetoresistance. We assume lB  W , that is the condition of quasi-1D magnetotransport.
This condition is always fulﬁlled at suﬃciently low magnetic ﬁelds. The ratio W/l distinguishes
between ballistic (W  l) and diﬀusive (W  l) transport regimes in the transverse direction.
We will consider arbitrary values of W/l and obtain a general expression for megnetoconductivity,
that reduces to earlier results in the diﬀusive [126] and ballistic [127, 128] limits. For ballistic
samples, W  l, the cases of relatively weak and strong magnetic ﬁeld are discriminated by the
ratio lB/
√
Wl. In a weak ﬁeld, lB 
√
Wl, quantum interference is dominated by the returning
trajectories with a large number of impurity scatterings while for W  lB 
√
Wl only loops
with a few impurities are important. A schematic illustration of the diﬀerent qualitative regimes
is shown in Fig. 2.1
2.2.2 Kinetic equation
Electron dynamics in a disordered system is governed by the diﬀusion equation at large scales.
This results in the classical Drude value of the conductivity σ0 = e2νD, where ν is the electron
density of states at the Fermi level and D is the diﬀusion coeﬃcient. Quantum correction to this
classical value arises due to interference between electron trajectories and is given by the Cooperon
at coincident points [126, 127]:
∆σ = η
σ0
piν~
〈C(r, r)〉. (2.1)
Here the factor η equals −2 for systems without spin-orbit coupling (weak localization) and +1
when the spin-orbit coupling is strong (weak antilocalization). The fact that the prefactor of Eq.
(2.1) is always given by the Drude conductivity regardless of the system geometry or boundary
scattering is justiﬁed by the semiclassical treatment of Refs. [128, 138]. In the next section, we
show that this is the case by explicitly performing the diagrammatic analysis.
The Cooperon C is the propagator of the Boltzmann kinetic equation. In a symbolic form it can
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be written as [
1
τφ
+ v
(
∇− 2ie
~c
A
)
+
1− |0〉〈0|
τ
]
C = 1. (2.2)
The propagator C is the operator inverse of the expression in brackets. This operator acts in the
phase space of position and momentum. Since in a metallic state, relevant momenta are restricted
to the Fermi surface, we use the velocity vector v (with the absolute value of Fermi velocity v0)
instead of momentum to label the position on the Fermi surface. Hence, when written explicitly, C
depends on two points in real space, r and r′, and two points on the Fermi surface v and v′. The
operator |0〉〈0| averages over directions of v or, equivalently, projects on to the constant function
|0〉 over the Fermi surface. In the case of a circular 2D Fermi surface, this is just an integral
operator |0〉〈0| = ∫ dφ/2pi and the right-hand side of Eq. (2.2) is 1 = 2piδ(φ − φ′)δ(r − r′) with
φ being the direction of velocity. We will compute the quantum correction to conductivity, Eq.
(2.1), at zero frequency, hence we have omitted the frequency term in Eq. (2.2). At the same time,
a ﬁnite dephasing rate 1/τφ is included to account for the coherence breaking eﬀects.
The quantum correction (2.1) is given by the Cooperon at coincident points averaged over
both directions v and v′. This is exactly the probability to return to the same point in space
(regardless of the velocity direction) during semiclassical motion described by the kinetic equation.
An external magnetic ﬁeld enters Eq. (2.2) via the vector potential A. This corresponds to a
relative phase acquired by two electrons following the same trajectory in opposite directions.
Hence the name Cooperon and the charge 2e in the vector potential coupling. It is this phase that
destroys coherence and leads to magnetoresistance.
2.2.3 Boundary conditions
Let us now discuss possible boundary conditions to the Boltzmann equation (2.2) at the edges of
the conducting channel y = ±W/2.
Mirror boundary. The simplest approximation is the ﬂat mirror boundary. In this case, an
electron approaching the edge of the sample with the velocity directed at an angle φ (relative to
the longitudinal x direction) is reﬂected at the angle −φ. Hence the Cooperon propagator obeys
C(y = ±W/2, φ) = C(y = ±W/2,−φ). (2.3)
For brevity, we show explicitly only the relevant arguments of the function C: the y component of
the position r and the direction of v. The condition (2.3) implies that the densities of electrons
with velocity directions ±φ are equal at y = ±W/2.
Diffuse boundary. In the opposite case of a rough disordered edge, the boundary conditions
acquire the diﬀuse form. Irrespective of the incidence angle, the electron is reﬂected in all directions
with equal probability. Such boundary conditions have the form
C(y = ±W/2,∓φ) =
pi∫
0
dφ1
sinφ1
2
C(y = ±W/2,±φ1). (2.4)
Here the angle φ is restricted to the range [0, pi]. The boundary conditions imply that the electron
ﬂow reﬂected from the edge at an angle ∓φ is proportional to the total incident ﬂow integrated over
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Cylinder
Mirror (λ = 1) Diﬀuse (λ = 0) Mixed (0 < λ < 1)
Figure 2.2: Schematic illustration of the diﬀerent types of boundary scattering.
all incident angles ±φ1. The sinφ1 factor in the integrand accounts for the angular dependence of
the incidence rate.
Mixed boundary. The boundaries of a real material are somewhere between the two idealized
limits of mirror and diﬀuse edge. The most general boundary condition, for which an analytic
solution is still feasible, is the mixture of the two cases discussed above [142]. In this general case,
an incident electron has probabilities λ and 1 − λ of mirror and diﬀuse reﬂection, respectively.
The boundary condition is the corresponding linear combination of Eqs. (2.3) and (2.4):
C(y = ±W/2,∓φ) = λ C(y = ±W/2,±φ) + 1− λ
2
pi∫
0
dφ1 sinφ1 C(y = ±W/2,±φ1). (2.5)
Periodic boundary conditions. If the quasi-1D system has the form of a cylinder, that is the
case for carbon nanotubes [5, 6, 123125], boundary conditions are periodic
C(y = W/2, φ) = C(y = −W/2, φ). (2.6)
Here we assume that y measures the distance along the nanotube circumference and the width
W = 2piR is determined by the tube radius R.
The diﬀerent types of boundary scattering we consider are schematically shown in Fig. 2.2.
Since we aim to solve Eq. (2.2) for a quasi-1D system, the Landau gauge for the vector potential
A is most convenient. In this gauge, only the longitudinal component Ax is nonzero. In a uniform
perpendicular magnetic ﬁeld B, the vector potential is Ax = By for a ﬂat quasi-1D conducting
channel and Ax = BR cos(y/R) in the case of a cylinder.
2.2.4 General solution
The kinetic equation for the Cooperon can be solved in two steps [127]. First, we disregard the
projection term |0〉〈0| in the left-hand side of Eq. (2.2) and introduce the operator C0 that solves
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the reduced equation:
C0 =
[
1
τ
+
1
τφ
+ v
(
∇− 2ie
~c
A
)]−1
. (2.7)
This operator acts in the same phase space of position and momentum as the full Cooperon C and
obeys the same boundary conditions at y = ±W/2. The right-hand side of Eq. (2.7) is diagonal
in momentum (velocity) subspace. However, boundary conditions violate the conservation of
momentum (except for the periodic conditions in case of a nanotube) and, hence, C0 is actually
not diagonal in velocity. At the second step, solution to the full equation (2.2) can be written in
terms of C0 as
C =
[
C−10 − τ−1|0〉〈0|
]−1
= C0 + C0|0〉
(
τ − 〈0|C0|0〉
)−1〈0|C0. (2.8)
Computation of C amounts to inverting the operator τ − 〈0|C0|0〉 in real space only. We note
that the expression (2.8) has the form of a geometric series corresponding to the ladder diagrams
with C0 being a single ladder rung. In the next section, we reproduce all the results within the
microscopic calculation of such ladder diagrams.
For a quasi-1D system, both Eqs. (2.2) and (2.7) are translationally invariant along x. Switch-
ing over to momentum representation C0(x, x′) = exp[iq(x − x′)]C0(q), we reduce Eq. (2.7) to a
diﬀerential equation in y only. Explicitly,{
1
τ
+
1
τφ
+ v0 sinφ
∂
∂y
+ iv0 cosφ
[
q − 2e
~c
Ax(y)
]}
C0 = 1. (2.9)
Quantum correction to quasi-1D conductivity is given by Eq. (2.1) integrated over y. With the
help of Eq. (2.8), we can express the result directly in terms of the angular average 〈0|C0|0〉:
∆σ1D = η
e2Dτ
pi~
∫
dq
2pi
W/2∫
−W/2
dy
W
[
1− τ−1〈0|C0|0〉
]−1
y,y
. (2.10)
Here, we have omitted a constant term in the integrand since it does not contribute to the magnetic
ﬁeld dependence of the quantum correction.
The main contribution to the magnetoconductance comes from the domain q  1/l where the
integrand in Eq. (2.10) is particularly large. To demonstrate this, let us for a moment neglect
the dephasing rate and magnetic ﬁeld, and assume q = 0. Under these assumptions, the operator
C0 has an eigenvalue τ . The corresponding eigenfunction is constant in both y and φ. The
angular averaged operator 〈0|C0|0〉 possesses the same eigenvalue, hence, the integrand in Eq.
(2.10) diverges. Such divergence is known as the diﬀusion pole; it is related to the conservation of
the total number of electrons. The pole appears in the Cooper channel due to the time-reversal
symmetry in the absence of magnetic ﬁeld.
The smallest nonzero eigenvalue of the denominator in Eq. (2.10) corresponds to an eigenfunction
varying in y on the scale W and can be estimated as l/W . The contribution of a ﬁnite magnetic
ﬁeld to the lowest (zero) eigenvalue is of the order eBlW/~c ∼ lW/l2B, where lB =
√
~c/eB is the
magnetic length. Hence magnetic ﬁeld produces a negligible eﬀect on all nonzero eigenvalues in
the quasi-1D limit lB  W . For the calculation of magnetoresistance it is thus suﬃcient to keep
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only the lowest eigenstate of 〈0|C0|0〉 and further simplify Eq. (2.10) by projecting on to constant
function in y.
∆σ1D = η
e2Dτ
pih
∫
dq
1− τ−1〈〈C0(q)〉〉 , (2.11)
〈〈C0(q)〉〉 =
W/2∫
−W/2
dy dy′
W 2
∫
dφ dφ′
(2pi)2
C0(q, y, φ, y′, φ′). (2.12)
We are now in the position to expand the averaged operator 〈〈C0(q)〉〉 in small momentum q and
dephasing rate 1/τφ. This expansion can be written in terms of the reduced operator
R =
[
1 + l sinφ
∂
∂y
]−1
(2.13)
that obeys the same boundary conditions as the operators C and C0; in the next chapter, we
compute R for diﬀerent boundary conditions explicitly. Dependence of the Cooperon on magnetic
ﬁeld can be singled out with the help of the following transformation:
C0 = eiα cotφ
(
R−1
τ
+
1
τφ
+ iv0q cosφ
)−1
e−iα cotφ, (2.14)
α(y) =
2e
~c
y∫
−W/2
Ax(y
′) dy′. (2.15)
We assume that a constant in the deﬁnition of the vector potential is ﬁxed such that α(y =
±W/2) = 0 and hence magnetic ﬁeld does not alter the boundary conditions.
In the absence of dephasing and at q = 0, the denominator of Eq. (2.11) determines the magnetic
scattering rate
1
τB
=
1− 〈〈eiα cotφRe−iα cotφ〉〉
τ
. (2.16)
Similar to C0, the operator R has an eigenvalue 1 corresponding to the constant eigenfunction.
Hence the magnetic scattering rate vanishes in the absence of magnetic ﬁeld and the diﬀusion pole
emerges. With the help of Eq. (2.14), we expand 〈〈C0(q)〉〉 to the second order in q and to the
ﬁrst order in 1/τφ. Magnetic ﬁeld is neglected (α is set to zero) in all but the lowest term of this
expansion. Higher terms contain averages of the form 〈〈R . . .R〉〉. Since the constant function is
invariant under the action of R, we can omit the ﬁrst and the last operators in these averages.
This yields the following expression for the denominator of Eq. (2.11):
1− τ−1〈〈C0(q)〉〉 = τ(Dq2 + τ−1φ + τ−1B ), (2.17)
where the diﬀusion coeﬃcient is given by
D = v0l〈〈cosφ R cosφ〉〉. (2.18)
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With the expansion (2.17), we carry out momentum integration in Eq. (2.11) and obtain mag-
netoconductivity in the form
∆σ1D(B) = η
e2
h
√ D
τ−1B + τ
−1
φ
−√Dτφ
 , (2.19)
where we have subtracted the zero ﬁeld contribution such that the magnetoconductance is mea-
sured relative to the value at zero ﬁeld. To summarize, the general result for magnetoconductance
is expressed in terms of the diﬀusion coeﬃcient D and the magnetic scattering rate 1/τB deﬁned
by Eqs. (2.18) and (2.16). Boundary properties are encoded in the operator R and inﬂuence the
values of both D and τB while magnetic ﬁeld enters only the latter quantity via the phase α
deﬁned by Eq. (2.15).
Thus, there are in total three limits of qualitatively diﬀerent magnetoresistance: diﬀusive sample
(lB W  l), ballistic sample in a weak magnetic ﬁeld (lB 
√
Wl W ), and ballistic sample
in a relatively strong magnetic ﬁeld (
√
Wl  lB  W ). The results in all these three cases are
summarized in the end of next chapter in Table 3.1.
2.2.5 Weak field limit
The calculation of magnetoconductance can be simpliﬁed in the limit of relatively weak magnetic
ﬁeld. The term with vector potential in Eq. (2.7) is small compared to 1/τ provided lB 
√
Wl.
In this case, perturbative expansion in magnetic ﬁeld is valid. Expanding the phase factors in
Eq. (2.16) in powers of α and using the fact that a constant is the eigenfunction of R with the
eigenvalue 1, we express the magnetic scattering rate as
1
τB
=
1
τ
〈〈α cotφ(1−R)α cotφ〉〉. (2.20)
This result can be simpliﬁed even further for a thick sample, W  l. The transverse motion of
electrons is of diﬀusive type in this case and the boundary conditions are unimportant. Technically,
this corresponds to the fact that the operator R is close to 1 and can be expanded in powers of
gradient. This yields the magnetic scattering rate in the form [126]
1
τB
= v0l
〈〈(
cosφ
∂α
∂y
)2〉〉
=
2e2l2
~2c2τ
〈〈A2x〉〉, (2.21)
while the diﬀusion coeﬃcient, Eq. (2.18), takes its standard value D = v0l/2. For the ﬂat and
cylinder samples, we have [126]
1
τB
=
l2W 2
τ l4B
1/6, ﬂat,1/4pi2, cylinder. (2.22)
2.3 Diagrammatic formalism
We now outline the derivation of the weak localization correction to the conductivity, Eq. (2.1),
for a ballistic system with mixed boundary conditions using the diagrammatic approach, thus
justifying the signiﬁcantly simpler kinetic equation treatment of the previous section.
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Figure 2.3: (a) Diagram for the Drude conductivity involving two current operators j, Eq.
(2.30), and a diﬀuson propagator (d), Eq. (2.25). Fully (b) and partially (c)
dressed current operators, Eqs. (2.30) and (2.33).
2.3.1 Classical conductivity
Conductivity of a disordered system is given by the Kubo formula in terms of the average product of
two Green functions and two current operators. The classical (Drude) result implies averaging the
two Green functions independently. When impurity scattering is anisotropic, the vertex correction
should be included to account for the diﬀerence between quantum and transport scattering rates.
Diagrammatic representation of the Drude conductivity is shown in Fig. 2.3a. Solid lines in the
diagrams represent disorder-averaged Green functions
GR,Ap =
[
− ξ(p)± i/2τ
]−1
(2.23)
at the Fermi energy  with ξ(p) being the underlying electron dispersion. The eﬀect of disorder on
the single particle Green's function is contained in the self-energy term 1/2τ . Dashed lines in the
diagrams stand for the disorder correlation functions. We will include the boundary scattering in
the deﬁnition of the dashed lines below.
The ladder diagrams of the vertex correction sum up to the diﬀuson propagator, Fig. 2.3d.
If the system possesses time-reversal symmetry (in the absence of magnetic ﬁeld) diﬀuson and
Cooperon propagators coincide. An individual ladder rung is given by the product of two Green
functions integrated over the absolute value of momentum. Using the quasiclassical approximation,
integration over |p| can be replaced by the integration over ξ yielding (throughout this chapter we
assume ~ = 1)
Pq(n) =
∫
dξ
2pi
GRp+qG
A
±p =
[
1
τ
+ iv0nq
]−1
. (2.24)
Here, n is the unit vector in the direction of p. The sign of momentum in GA(±p) distinguishes
between diﬀuson and Cooperon but the value of P (n,q) is manifestly independent of this sign.
We will regard P as an operator acting in position and velocity space similar to the treatment of
the Cooperon in the previous section. Dependence on q deﬁnes the real space structure of P while
n corresponds to the velocity direction on the Fermi surface. Thus P is diagonal in the velocity
space.
The diﬀuson propagator is given by the sum of the ladder diagrams in Fig. 2.3d. Using the
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operator notations, we can represent the corresponding Bethe-Salpeter equation as
D = P + PVD, V(r;n,n′) = 1
τ
+ Vb(r;n,n′). (2.25)
Here, the vertex part V is an operator in the same position-velocity space as P . The operator V is
diagonal in the real space and contains the isotropic bulk scattering term 1/τ and the boundary
scattering term Vb. The latter is introduced to impose the boundary conditions and is eﬀective
only near the sample edges. For a ﬂat 2D sample, we have
Vb(y;φ, φ′) = δ(y −W/2− 0)V+(φ, φ′) + δ(y +W/2 + 0)V−(φ, φ′). (2.26)
Here the angles φ and φ′ denote the directions of n and n′. The angular parts of the vertex V±
encode the scattering properties of the upper and lower boundaries of the sample.
To demonstrate the emergence of the boundary conditions from the vertex (2.26), we convert
the operator P to the real-space representation in the transverse y direction,
P (y, y′, q;φ) = e−
y−y′
l sinφ (1+iql cosφ)
θ
[
(y − y′)φ
]
v0| sinφ| . (2.27)
The conserved x component of the momentum is denoted by q. Upon substitution of the above
expression into the Bethe-Salpeter Eq. (2.25) and taking y = ±W/2 for φ ≶ 0, we obtain
D(±W/2, φ) =
∫
dφ′
2piv0| sinφ′|V±(φ, φ
′)D(±W/2, φ′). (2.28)
In this expression we suppress the arguments q, y′ and φ′ of the propagators. The mixed boundary
conditions (2.5) are reproduced with the scattering vertex of the following form:
V+(φ, φ′) = V−(φ, φ′) = piv0| sinφ|
[
2λδ(φ+ φ′) + (1− λ)| sinφ′|θ(−φφ′)
]
. (2.29)
In the absence of magnetic ﬁeld, the diﬀuson propagator D coincides with the Cooperon and
diﬀers by a factor of τ from the reduced propagator (2.13) when the longitudinal momentum is
q = 0. The classical Drude conductivity is given by the diagram in Fig. 2.3a involving one bare
and one dressed current operator, Fig. 2.3b:
jx = ev0nx = ev0 cosφ, Jx = Djx. (2.30)
With the diﬀuson propagator deﬁned above, this yields
σ0 = e
2νD = ν〈〈jxJx〉〉 = ν〈〈jxDjx〉〉. (2.31)
Let us recall that the double angular brackets 〈〈. . .〉〉 denote averaging with respect to both position
and direction, see Eq. (2.12). The last result is equivalent to the expression for the diﬀusion
constant (2.18) in terms of the reduced propagator (2.13).
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=
q1−q2−q3
q2
q1
q3 + +
r2 r2
r1 r1
rrr r
jΔσ         =  j
R
R
A
A
(a)
(b) (c) (d)
r2
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Figure 2.4: (a) Diagram for the quantum correction to the conductivity. The Hikami box (b)
contains one empty (c) and two equal crossed (d) diagrams. Momentum labels
in (b) correspond to Eqs. (2.32) and (2.36). Real space labels in (c) and (d) are
used in Eqs. (2.34) and (2.37).
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2.3.2 Quantum correction
Interference correction to the conductivity is due to the set of maximally crossed diagrams [134],
shown in Fig. 2.4a. These diagrams involve one loop of the Cooperon propagator closed by the
Hikami box. We outline the calculation of the Hikami box for arbitrary boundary conditions and
geometry of the sample.
An empty Hikami box, Fig. 2.4c, involves an integral of four Green functions. This integral
can be readily written in momentum representation (notations are explained in Fig. 2.4a)∫
dξ
2pi
GRpG
A
−p+q1G
R
−p+q1−q3G
A
p−q2 = Pq1(n)Pq1−q2−q3(−n)
[
Pq2(n) + Pq3(n)
]
. (2.32)
The current vertices attached to the Hikami box are either bare (if no disorder scattering lines are
inserted) or dressed by diﬀuson ladders that end with the impurity scattering see Fig. 2.3c. We
will denote such currents as
J˜ = j + jDV = j + JV = JP−1. (2.33)
The P operators in Eq. (2.32) complement one of the two current vertices attached to the Hikami
box to form the fully dressed current J . We convert Eq. (2.32) into the real space representation
(see labels in Fig. 2.4c) and obtain
H1 = −2
∫
dr Pr2,r(−n)Pr,r1(n)J˜r(n)Jr(n). (2.34)
The two remaining P operators in this expression represent the initial and ﬁnal step of the
Cooperon loop, see Fig. 2.4a. The quantum correction due to the empty Hikami box is thus
∆σ1 = − 1
pi
∫
dr dn J˜r(n)Jr(n) Cr,r(n,−n). (2.35)
Here the Cooperon propagator gives the probability of return to the same point with the opposite
velocity direction. Therefore ∆σ1 represents the backscattering interference correction [144].
The crossed Hikami box is presented in Fig. 2.4d. The two ways of crossing the square yield
identical contributions, therefore we compute the ﬁrst of the two crossed diagrams and double the
result. The crossed box contains two momentum integrals, each involving three Green functions,
and one disorder scattering vertex V. Similar to the case of the empty box discussed above, we
ﬁrst perform integration in the momentum space. The directions of the two momenta are labeled
by n and n′ ∫
dξ
2pi
GRpG
A
−p+q1G
R
−p+q1−q3 = −iPq1(n)Pq3(n), (2.36a)∫
dξ′
2pi
GR−p′+q1−q3G
A
p′−q2G
R
p′ = −iPq1−q2−q3(−n′)Pq2(n′). (2.36b)
Similar to the case of the empty box, the second P operators in Eqs. (2.36) complement the current
vertices J˜ to form the two fully dressed currents J . We convert the above integrals together with
currents to the real space representation and insert the single disorder scattering term. This yields
the crossed Hikami box in the form
H2 = 2
∫
dr Pr2,r(−n′)Pr,r1(n)Jr(n′)Vr(n′,n)Jr(n). (2.37)
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The two P operators in this expression are the ﬁrst and the last step of the Cooperon loop. The
quantum correction to the conductivity with the crossed box is
∆σ2 =
1
pi
∫
dr dn dn′ Jr(n′)Vr(n′,n)Jr(n) Cr,r(n,−n′). (2.38)
This term involves the Cooperon propagator with two diﬀerent velocity arguments and represents
the nonbackscattering correction [144].
In order to combine the two parts of the quantum correction ∆σ1,2, we recall that the leading
contribution to the Cooperon at coincident points is due to the soft mode discussed in detail in
Sec. 2.2.4. This soft mode is isotropic in the velocity space and constant in real space. Hence we
can replace the Cooperons in Eqs. (2.35) and (2.38) by their angular and spatial averages. This
leads to
∆σ = −〈Cr,r〉
pi
∫
dr dn [J˜ − JV]r(n)Jr(n). (2.39)
According to Eq. (2.33), the combination J˜ − JV equals the bare current operator j and the
integral in Eq. (2.39) reproduces the classical Drude conductivity σ0, see Eq. (2.31). This way we
have derived the quantum correction (2.1) with η = −1. Extra spin degeneracy doubles the above
result leading to η = −2.
In a sample with strong spin-orbit coupling, the Cooperon propagator becomes a non-trivial
operator in the spin space. The soft mode that determines the quantum correction has a structure
of the spin singlet [19]. Boundary scattering acts in a complicated way on the other three triplet
modes but does not mix them with the singlet [145, 146]. The derivation outlined in this section
can be generalized to account for the singlet Cooperon channel in the case of strong spin-orbit
coupling. The quantum correction has the same form of Eq. (2.39) but with an opposite sign
(weak antilocalization). This corresponds to the case η = +1 of Eq. (2.1).
If the system possesses some extra degeneracy, the factor η in Eq. (2.1) should be further
modiﬁed to take it into account. For instance, in a thick metallic carbon nanotube, electrons obey
linear dispersion law with a pseudospin degree of freedom strongly coupled to the momentum. This
leads to the positive quantum correction to the conductance. An extra valley and spin degeneracy
yield η = +4.
36
3 Chapter 3Results: diffusion coeffcient andmagnetic scattering rate
In the last chapter, we have seen that magnetotransport is determined from the diﬀusion constant,
Eq. (2.18), and the magnetic scattering rate, Eq. (2.16), which are both obtained from the reduced
Cooperon propagator R deﬁned in Eq. (2.13). In the ﬁrst section of this chapter, we present the
explicit expression for the reduced Cooperon for diﬀerent boundary conditions. In the subsequent
section, the results for the Drude conductivity and magnetotransport are given and analyzed in the
diﬀerent limiting cases. Extension of the results to the quasi-2D case (thin ﬁlm) is brieﬂy discussed
afterwards. The chapter is concluded by discussion and summary of the qualitative aspects of the
results.
3.1 Calculation of the Cooperon
In this section, we present the explicit expression for the reduced Cooperon R, Eq. (2.13). We
ﬁrst present the solution for the mixed boundary conditions Eq. (2.5). The limits of mirror and
diﬀuse boundaries are then deduced from this general result as special cases. We also give the
expression for the reduced Cooperon for a cylinder with periodic boundary conditions.
The reduced Boltzmann kinetic equation (2.13) can be written explicitly as[
1 + l sinφ
∂
∂y
]
R(y, y′, φ, φ′) = 2piWδ(φ− φ′)δ(y − y′). (3.1)
Note that we have normalized the unity operator in the right-hand side by the width of the sample.
The spatial and angular dependence of the reduced Cooperon can be separated in the following
way:
R(y, y′, φ, φ′) = e−
y
l sinφ+
y′
l sinφ′
M+(φ, φ′), y > y′,M−(φ, φ′), y < y′. (3.2)
Integrating Eq. (3.1) over an inﬁnitesimal interval around y = y′, we obtain a relation
M+(φ, φ
′)−M−(φ, φ′) = 2piW
l sinφ
δ(φ− φ′). (3.3)
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It is convenient to introduce an auxiliary matrix structure to discriminate between states with
positive and negative angle φ. We will write
Rˆ =
(
R(φ, φ′) R(φ,−φ′)
R(−φ, φ′) R(−φ,−φ′)
)
(3.4)
and assume both φ and φ′ positive. The same matrix notations also apply to Mˆ±. We also
introduce the Dirac notations |a} for functions a(φ) of the positive angle φ with the following
weighted scalar product:
{a|b} = 1
2
∫ pi
0
dφ sinφa(φ)b(φ). (3.5)
Such notations are particularly suitable for describing the boundary conditions. With these deﬁ-
nitions, the identity (3.3) can be rewritten as
Mˆ+ − Mˆ− = piW
l
(
1 0
0 −1
)
. (3.6)
The unity operators in the right-hand side absorb the denominator sinφ of Eq. (3.3) due to the
integration measure (3.5) in the φ space.
The reduced propagator R obeys the same boundary conditions as the full Cooperon C. With
the Dirac notations introduced above, we can rewrite the boundary conditions in the operator
form
R(y = ±W/2,∓φ) = KR(y = ±W/2,±φ), (3.7)
K = λ+ (1− λ)|1}{1|. (3.8)
The operator K corresponds to the general mixed boundary Eq. (2.5) with the probabilities λ
and 1 − λ of mirror and diﬀuse scattering, respectively. The representation (3.8) demonastrates
another advantage of the Dirac notations (3.5): the diﬀuse scattering has the form of a simple
projector on to the constant function |1}.
Using Eqs. (3.2) and (3.4), we can formulate the boundary conditions (3.7) in terms of Mˆ±,(
−K˜, 1
)
Mˆ+ = 0,
(
1, −K˜
)
Mˆ− = 0, (3.9)
K˜ = hKh, h = e
− W2l sinφ . (3.10)
Together with Eq. (3.6), this fully determines the matrices M±. Multiplying Eq. (3.6) by the row
(1,−K˜) from the left, we cancel M− and obtain an equation involving M+ only. This equation
can be combined with the ﬁrst identity of Eq. (3.9) into a single matrix condition(
1 −K˜
−K˜ 1
)
M+ =
piW
l
(
1 K˜
0 0
)
. (3.11)
The solution for M+ is now given by the matrix operator inverse. Similar manipulations lead to
the matrix equation for M−. Explicitly, the solution for Mˆ± can be written as
Mˆ+ =
piW
l
(
1
K˜
)(
1− K˜2
)−1 (
1, K˜
)
, (3.12)
Mˆ− =
piW
l
(
K˜
1
)(
1− K˜2
)−1 (
K˜, 1
)
. (3.13)
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Thus we have reduced the computation of the Cooperon to the calculation of the operator inverse
(1− K˜2)−1 = (1− K˜)
−1 + (1 + K˜)−1
2
. (3.14)
Using the Dirac notations (3.5) and the explicit form of the boundary operator Eq. (3.8), we have
the following expression for the two terms entering the above equation:
(1± K˜)−1 = 1
1± λh2 ∓
h|1}
1± λh2
1− λ
Γ±
{1|h
1± λh2 , (3.15)
Γ± = {1| 1± h
2
1± λh2 |1} =
1
2
∫ pi
0
dφ sinφ
1± h2
1± λh2 . (3.16)
Upon substitution of this result into Eqs. (3.12) and (3.13) and then into Eq. (3.2), we obtain
the following general expression for the reduced Cooperon propagator with the mixed boundary
conditions:
R(y, y′, φ, φ′) = e−
y
l sinφ+
y′
l sinφ′ W
l
pi2 (1−λ)
[
hh′
(1− λh2)Γ−(1− λh′2)
− sign(φφ
′)hh′
(1 + λh2)Γ+(1 + λh′2)
]
+
2piλh2
[
λh2δ(φ− φ′) + δ(φ+ φ′)
]
(1− λ2h4)| sinφ| +
2piδ(φ− φ′)
| sinφ| θ[(y − y
′)φ]
. (3.17)
Here we have also unfolded the matrix structure of Eq. (3.4). The function h has an implicit
argument φ as deﬁned in Eq. (3.10) while h′ = h(φ′).
The three terms in curly braces in Eq. (3.17) represent diﬀerent trajectories contributing to the
Cooperon. The ﬁrst term is proportional to 1− λ and corresponds to trajectories that experience
diﬀuse scattering at the boundary at least once. The second term ∼ λ describes trajectories
scattering only specularly hence initial and ﬁnal angles are perfectly correlated, φ = ±φ′. The
third term is independent of λ and represents the straight trajectory propagating directly from
the initial to the ﬁnal point.
In the case of cylinder geometry the calculation of the Cooperon is much simpler. Equation
(3.3) is supplemented by the periodic boundary condition that has the form h2M+ = M−. Solving
the two equations for M± and using Eq. (3.2) we obtain the result
R(y, y′, φ, φ′) = e−
y−y′
l sinφ
piWδ(φ− φ′) e
sign(y−y′)W
2l sinφ
l sinφ sinh
(
W
2l sinφ
) . (3.18)
Let us recall that W is the circumference of the cylinder in this case.
3.2 Magnetoconductivity of quasi-1D samples
In this Section, we compute the diﬀusion coeﬃcient D, Eq. (2.18), and the magnetic scattering rate
τ−1B , Eq. (2.16), in a quasi-1D sample with the particular boundary conditions discussed in Sec.
2.2.3. These two parameters determine the magnetoconductivity via Eq. (2.19). In the subsequent
calculations, we use the explicit expression for the reduced Cooperon R, Eqs. (3.17) and (3.18),
computed in the last section.
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Figure 3.1: Diﬀusion coeﬃcient in units of v0l as a function of W/l for diﬀerent values of λ
computed using Eq. (3.19).
3.2.1 Diffusion coefficient
The diﬀusion coeﬃcient is given by Eq. (2.18) where double angular brackets imply integration
with respect to transverse coordinates y and velocity directions φ on both sides of the reduced
Cooperon propagator R. In the cases of mirror or periodic boundaries, the diﬀusion coeﬃcient is
not inﬂuenced by the boundary scattering and is the same as in an inﬁnite two dimensional system
D = v0l/2. In the case of a planar quasi-1D channel with the general mixed boundary conditions
(2.5), we use the general expression (3.17). Spatial dependence of the reduced Cooperon is given
by the exponential factor as in Eq. (3.2). This allows us to integrate over y and y′ ﬁrst. Subsequent
angular integration cancels the ﬁrst term in Eq. (3.17) since it is invariant under φ 7→ pi − φ and
hence vanishes when integrated with the weight cosφ. The diﬀusion coeﬃcient is thus determined
by the last two terms of Eq. (3.17). Due to the factors δ(φ± φ′), we obtain the expression for the
diﬀusion coeﬃcient in the form of a single angular integral
D =
v0l
2
1− (1− λ) 2l
piW
∫ pi
0
dφ sinφ cos2 φ
1− e−
W
l sinφ
1− λe−
W
l sinφ
 . (3.19)
This expression reduces to v0l/2 in the case of mirror boundary, λ = 1, and reproduces the result
of Ref. [128] in the opposite case of purely diﬀuse boundaries, λ = 0. The dependence of the
diﬀusion coeﬃcient on W/l for a few values of λ is shown in Fig. 3.1. We notice that for any
λ < 1, the diﬀusion coeﬃcient decreases for suﬃciently small W . This means that deep in the
ballistic regime W  l, the pure mirror boundary is not a good approximation. The reason for
this is that in a very narrow sample the particle undergoes multiple boundary scatterings before it
is scattered by a bulk impurity. So even a small probability of diﬀuse scattering at the boundary
is eﬀectively enhanced.
Let us analyze the limiting behavior of the diﬀusion coeﬃcient. For a wide sample, W  l, we
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can neglect exponential terms in the integrand of Eq. (3.19) and obtain
D =
v0l
2
[
1− 4(1− λ)l
3piW
]
. (3.20)
The second term in the brackets provides a small correction to the diﬀusion coeﬃcient due to
scattering at the boundary. All higher order corrections are exponentially small in W/l. In the
opposite limit of a narrow sample, W  l, two qualitatively diﬀerent transport regimes arise
depending on the parameter
b =
2(1− λ)l
(1 + λ)W
. (3.21)
When b is large, the dominant scattering mechanism is due to diﬀuse scattering at the boundary
while for b  1 the mobility is limited by the bulk scattering. Exponential terms in Eq. (3.19)
can be expanded provided φ is not very close to 0 or pi yielding
D =
v0l
pi
∫ pi
0
dφ cos2 φ
1 + b sinφ
=
v0l
b2

1− 2
pi
(
b−
√
b2 − 1 arccosh b
)
, b > 1,
1− 2
pi
(
b+
√
1− b2 arccos b
)
, b < 1.
(3.22)
In the asymptotic regimes of predominantly boundary (b  1) or bulk (b  1) scattering this
crossover expression reduces to
D = v0l

(1 + λ)W
(1− λ)pil ln
(1− λ)l
(1 + λ)W
, W/l 1− λ,
1
2
− 2(1− λ)l
3piW
, 1− λW/l 1.
(3.23)
Remarkably, the result (3.20) for a wide sample coincides with the second case of the above
expression including the 1 − λ correction term. This suggests that we can consider the whole
range W/l  1 − λ as the single limit of wide sample at least with respect to the diﬀusion
coeﬃcient. In this limit, the mobility of electrons is limited by the bulk scattering.
For a narrow sample with almost mirror boundaries,W/l 1−λ 1, the integral in Eq. (3.22)
is mainly determined by small angles φ .W/[l(1−λ)]. Such shallow trajectories typically scatter
1/(1−λ) 1 times on the length l between two successive bulk scatterings. This explains the high
sensitivity of the diﬀusion constant to the roughness of sample edges in the ballistic limit W  l.
The crossover from specular to eﬀectively diﬀuse boundary scattering occurs for a parametrically
small roughness 1− λ ∼W/l.
Let us note that the electron mean free path, determined experimentally from the mobility
measurement, is diﬀerent from the parameter l of our theory in the case of ballistic sampleW  l.
The former quantiﬁes transport scattering rate both on the bulk and boundary imperfections while
the latter is related to bulk scattering only. If the measured diﬀusion constant is interpreted with
the use of the classical expression D = v0lexp/2 in a ballistic sample (W  l) with a boundary
roughness λ ∼ 1, it will yield lexp ∼ W ln(l/W ). This value of lexp diﬀers from W only by a
logarithmic factor. In many experiments [4, 113115, 118121], the observed mean free path is of
the order of the sample width suggesting the ballistic limit of electron transport limited by the
surface roughness.
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3.2.2 Magnetic scattering rate in a weak magnetic field
In the limit of weak magnetic ﬁeld lB 
√
Wl, the computation of the magnetic scattering rate is
simpliﬁed as explained in Sec. 2.2.5. The reason for this simpliﬁcation is that the phase acquired
by an electron due to the magnetic ﬁeld between two impurity scatterings is small. The magnetic
scattering rate is obtained by substituting the reduced Cooperon from Eqs. (3.17) or (3.18) into
Eq. (2.20). In both cases of cylinder and ﬂat sample, the result can be represented in the form
1
τB
=
W 2l2
τ l4B
g(W/l) (3.24)
where the function g(x) encodes all the information about the geometry of the sample and the
boundary conditions.
Cylinder sample
In the case of a cylinder sample with circumference W in transverse magnetic ﬁeld, the vector
potential is Ax = (BW/2pi) cos(2piy/W ). The corresponding phase factor is given by Eq. (2.15),
α(y) =
W 2
2pi2l2B
sin(2piy/W ). (3.25)
Substituting this result into Eq. (2.20) and using Eq. (3.18), we perform the integration over
transverse coordinates y and y′ and obtain the expression for g(x) in the form of the angular
integral
g(x) =
2pi∫
0
dφ
4pi3
x2 cos2 φ
x2 + 4pi2 sin2 φ
=
x2
8pi4
√4pi2
x2
+ 1− 1
 . (3.26)
This gives the following limiting values of the magnetic scattering rate (3.24) in diﬀusive and
ballistic regimes:
1
τB
=
W 2l2
τ l4B
1/4pi
2, W  l,
W/4pi3l, W  l. (3.27)
The former case reproduces Eq. (2.22). The asymptotic behavior of τB agrees with the results
obtained in Ref. [141], where the prefactor in the ballistic limit 1/4pi3 was computed approximately
as 1/124. The function g(x) given by Eq. (3.26) is plotted in Fig. 3.2 together with its two
asymptotics.
Flat sample
Let us now turn to the computation of the magnetic scattering rate for a ﬂat sample. We use the
gauge Ax = By which yields the phase factor (2.15)
α(y) = l−2B (y
2 −W 2/4). (3.28)
This factor is to be substituted into Eq. (2.20) together with the reduced Cooperon from Eq.
(3.17). Similar to the calculation of the diﬀusion constant in the previous section, the y and y′
dependence of the Cooperon is given by the exponential factor in Eq. (3.2) and, hence, is easy to
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Figure 3.2: The function g(x) that determines the magnetic scattering rate in Eq. (3.24) for
a cylinder sample, Eq. (3.26), with the circumference W . Dashed lines show the
asymptotic behavior in the diﬀusive W  l and ballistic W  l limits.
integrate. The angular integral over φ and φ′ cancels the ﬁrst term in Eq. (3.17) since the factor
cotφ is odd under φ 7→ pi − φ. The rest of the Cooperon involves the delta functions δ(φ ± φ′),
hence, the ﬁnal expression for the magnetic scattering rate can be written in terms of a single
angular integral. The result can be represented in the form (3.24) with1
g(x) =
1
6
− 2(1− λ)
3pix
− λ
2x2
+
16(1 + λ)
15pix3
−
pi∫
0
dφ
pix3
cos2 φ sinφ
[
(1− λ)x+ 2(1 + λ) sinφ]2
λ+ ex/ sinφ
. (3.29)
This function is plotted in Fig. 3.3 for several values of λ.
In the diﬀusive limit W  l, the parameter x is large and the function g(x) reduces to the
constant 1/6, which coincides with the result (2.22). The remaining terms in Eq. (3.29) provide
small corrections to the magnetic scattering rate due to the sample boundaries. The integral term
in Eq. (3.29) is exponentially small. The situation is similar to the diﬀusion coeﬃcient Eq. (3.20)
obtained in the same limit.
In the opposite case of a narrow sample W  l, the function g(x) can be expanded in a power
series in the variable x. The ﬁrst four terms of such an expansion in the integrand in Eq. (3.29)
exactly cancel the four terms in the same equation. The next term of this expansion is formally
proportional to x2 but multiplies a divergent angular integral. At the same time, numerical
computation (cf. Fig. 3.3) suggests linear asymtotics at small x. To extract this linear term, we
introduce the new integration variable t = x/ sinφ in Eq. (3.29) and obtain an integral over the
interval t ∈ (x,∞). By repeated partial integration, we eliminate the ﬁrst four terms in Eq. (3.29)
and then take the limit of small x. This yields g(x) = xc(λ) where the factor is given by
c(λ) =
∞∫
0
dt
12pi
ln t
(
d
dt
)5 [
(1− λ)t+ 2(1 + λ)]2
λ+ et
. (3.30)
1In the two limiting cases of diﬀuse and mirror boundaries, an equivalent integral representation of this result was
derived in Ref. [147].
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Figure 3.3: The function g(x) for a ﬂat sample, Eq. (3.29), at diﬀerent values of λ. In the
diﬀusive limit x = W/l 1, g(x) attains the value 1/6 shown by the dashed line.
At x 1, the function vanishes linearly according to Eq. (3.30).
This function is shown in Fig. 3.4.
In the limits of diﬀuse and mirror boundaries, the factor c(λ) equals
c(0) = 1/4pi, (diﬀuse), (3.31a)
c(1) = 31ζ(5)/pi5, (mirror). (3.31b)
These values agree with the results of Ref. [128] where c(1) was computed approximately as 1/9.5.
The magnetic scattering rate is given by Eq. (3.24),
1
τB
=
W 3l
τ l4B
c(λ), W  l. (3.32)
The diﬀerent dependence of the magnetic scattering rate τ−1B in the diﬀusive and ballistic regimes
can be qualitatively understood as follows. In the diﬀusive limit, W  l, electron mobility is
mainly governed by the bulk scattering. The eﬀect of the boundary is only to restrict the spatial
extent of the diﬀusion in the y direction as shown in Fig. 3.5. To estimate the magnetic scattering
time, we notice that a diﬀusive trajectory returning to the origin in time τB covers an area
∼ W√DτB. The magnetic scattering time is determined by comparing this area to the area l2B
pierced by a single ﬂux quantum. This yields the estimate 1/τB ∼ W 2D/l4B in accordance with
Eq. (2.22) and Ref. [126].
In the opposite ballistic limit W  l, the particle scatters predominantly at the edge of the
sample. This leads to the eﬀect of ﬂux cancellation ﬁrst pointed out in Ref. [127]. Any closed
trajectory that does not experience bulk scattering has exactly zero area and is hence insensitive
to the magnetic ﬁeld, see Fig. 3.5. Trajectories contributing to magnetoresistance have many
bulk scatterings but their area is eﬀectively reduced due to this geometric cancellation. Namely,
a typical area can be estimated as W 2 per each bulk scattering. However, as can be seen from
Eqs. (3.26) and (3.29), the main contribution comes from the shallow trajectories with angles
| sinφ| ∼ W/l  1. Such trajectories eﬀectively avoid ﬂux cancellation but their probability
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Figure 3.4: The function c(λ) [Eq. (3.30)] that determines the magnetic scattering rate in a
ﬂat ballistic sample in the weak ﬁeld limit, Eq. (3.32). The two limiting values
for diﬀuse (λ = 0) and mirror (λ = 1) boundaries are given by Eqs. (3.31). We
add the straight dashed line connecting the two endpoints to emphasize the small
deviation of c(λ) from the linear function.
has an extra small factor W/l. This factor appears in the magnetic scattering rate yielding
1/τB ∼W 3l/τ l4B in accordance with Eqs. (3.27) and (3.32).
We can estimate the number of impurities involved in a typical trajectory contributing to mag-
netoconductivity of a narrow sample W  l. Within the time τB, the number of bulk scattering
events is τB/τ ∼ l4B/W 3l  1. The phase accumulated between two consecutive bulk scatterings
for a typical shallow trajectory is of the order Wl/l2B. Throughout this Subsection we assumed
that this phase is small, which allowed us to expand exponential factors in Eq. (2.16) and use
the simpliﬁed expression (2.20). From the above estimate we see that such an approximation is
justiﬁed for a relatively weak magnetic ﬁelds lB 
√
Wl.
3.2.3 Magnetic scattering rate in a strong magnetic field
In a ballistic sample, W  l, a qualitatively diﬀerent regime of strong magnetic ﬁeld is possi-
ble. When the magnetic length lB drops below
√
Wl, the phase factors acquired with each bulk
scattering are no longer small. At the same time, the quasi-1D dynamics is still diﬀusive and the
magnetoresistance is determined by long trajectories involving many impurities provided lB W .
In this limit, the magnetic ﬁeld cannot be treated as a small perturbation and we should use the
general expression (2.16) for the magnetic scattering rate.
Angular integrals in Eq. (2.16) involve two types of exponential factors. First, the reduced
Cooperon propagator, Eqs. (3.17) and (3.18), contains the terms ∼ exp(−W/l| sinφ|). Due to
these terms, W/l acts as an eﬀective lower cutoﬀ for the angular integration in the calculation
of the diﬀusion coeﬃcient and magnetic scattering rate in a weak ﬁeld. Magnetic phase α [see
Eq. (2.15)] yields another exponential factor ∼ exp[i(W/lB)2 cotφ]. In the strong ﬁeld limit
lB 
√
Wl, this latter factor becomes more important and eﬀectively replaces the lower cutoﬀ
for the angular integral by (W/lB)2. This allows us to simplify the calculation of the magnetic
scattering rate by taking the formal limit W/l→ 0 while keeping (W/lB)2 small but nonzero.
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Diﬀusive limit W  l
⇒ l2B = W
√
DτB
Ballistic limit W  l, weak ﬁeld lB 
√
Wl
φ &W/l→ ﬂux cancellation
Figure 3.5: Schematic illustration of the trajectories providing the major contribution to the
magnetic scattering rate in the diﬀusive and ballistic regimes.
Cylinder sample
The reduced Cooperon propagator (3.18) for a cylinder sample takes a very simple form in the
limit W/l → 0. Neglecting the width of the sample we also completely disregard the dependence
on y and y′ thus having R = 2piδ(φ − φ′). With such a simple expression for the Cooperon, we
readily perform the angular integration in Eq. (2.16) and obtain
1
τB
=
∫
dy dy′
τW 2
[
1− e−|α(y)−α(y′)|
]
. (3.33)
Here the magnetic phase α(y) is given by Eq. (3.25). As was pointed out before, these phase factors
are of the order of (W/lB)2  1 and provide an eﬀective lower cutoﬀ for the angular integral. As
a result, the expression (3.33) is non-analytic in α. However, once angles are integrated out, it is
safe to expand Eq. (3.33) in small α. The remaining integral over y and y′ yields the magnetic
scattering rate
1
τB
=
∫
dy dy′
2pi2τ l2B
∣∣∣∣∣sin 2piyW − sin 2piy′W
∣∣∣∣∣ = 4W 2pi4τ l2B . (3.34)
This expression agrees with the result of Ref. [141]. Unlike the case of the weak magnetic ﬁeld,
the rate 1/τB is linear in magnetic ﬁeld.
Flat sample
In the case of a ﬂat sample, we will ﬁrst consider the two limits of mirror and diﬀuse boundaries
and then derive a general expression for arbitrary λ. For specular boundaries, the calculation is
very similar to the case of a cylinder sample discussed above. Taking the limit W/l → 0 in Eq.
(3.17) and setting λ = 1, we obtain the reduced Cooperon propagator R = pi[δ(φ+φ′)+δ(φ−φ′)].
After angular integration in Eq. (2.16), we obtain
1
τB
=
1
τ
[
1−
∫
dy dy′
2W 2
(
e−|α−α′| + e−|α+α′|
)]
. (3.35)
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Here, we use the short notations α = α(y) and α′ = α(y′) for the magnetic phase given by Eq.
(3.28). Since this phase contains a small factor (W/lB)2, we expand the exponential terms and
obtain the result
1
τB
=
∫
dy dy′
2τW 2
(∣∣∣α− α′∣∣∣+ ∣∣∣α+ α′∣∣∣) = 5W 2
24τ l2B
. (3.36)
This value of the magnetic scattering rate reproduces the result of Ref. [128].
Consider now the opposite case of diﬀuse boundary, λ = 0. The Cooperon propagator (3.17)
reduces to R = 1 in the limitW/l→ 0. This means that both the angles φ, φ′ and the coordinates
y, y′ are completely decoupled in Eq. (2.16). Magnetic scattering rate thus takes the form
1
τB
=
1− 〈〈eiα cotφ〉〉2
τ
=
1
τ
1−(∫ dy
W
e−|α|
)2 . (3.37)
Now we expand the integrand in small α. Since we are interested in the magnetic scattering rate
in the leading order in (W/lB)2, it suﬃces to expand only one of the two y integrals and replace
the other integral by 1. The result reads
1
τB
=
2
τ
∫
dy
W
|α| = W
2
3τ l2B
. (3.38)
This expression also agrees with the result of Ref. [128].
Let us now consider the general case of an arbitrary boundary. Our goal is to ﬁnd an expression
that interpolates between Eqs. (3.36) and (3.38) as λ changes from 1 to 0. The situation is similar
to the computation of the diﬀusion coeﬃcient (3.22) in narrow samples. The crossover from mirror
to diﬀuse boundary should happen at some value of λ close to 1 such that the probability of bulk
scattering is comparable to the probability of diﬀuse scattering at the boundary. We will take the
limit W/l→ 0 and simultaneously the limit λ→ 1 assuming that the parameter b, deﬁned in Eq.
(3.21), remains ﬁxed. This yields the following expression for the reduced Cooperon (3.17):
R = pi
[
b | sinφ sinφ′|
2Γ−(b| sinφ|+ 1)(b| sinφ′|+ 1) +
δ(φ− φ′) + δ(φ+ φ′)
b| sinφ|+ 1
]
, (3.39)
Γ− =
1
2
∫ pi
0
dφ sinφ
b sinφ+ 1
. (3.40)
The two terms in the propagator R have diﬀerent nature. In the ﬁrst term of Eq. (3.39), the
angles φ and φ′ are decoupled as in the case of diﬀuse boundary while the second term contains
delta functions analogous to the mirror boundary limit. Upon substitution of Eq. (3.39) into Eq.
(2.16), we obtain the magnetic scattering rate in the form
1
τB
=
1
τ
{
1− pib
2Γ−
[∫
dy
W
∫ pi
0
dφ sinφ cos(α cotφ)
pi(b sinφ+ 1)
]2
−
∫ pi
0
dφ
pi(b sinφ+ 1)
[∫
dy
W
cos(α cotφ)
]2}
.
(3.41)
We further simplify this expression using the small parameter (W/lB)2. The second term in curly
braces contains two identical integrals that involve cos(α cotφ) ≈ 1 for not very small angles φ.
We expand this term up to the linear order in cos(α cotφ) at the point 1. This leads to the
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cancellation of Γ− in the denominator and allows us to combine the terms in a single angular
integral
1
τB
=
4
τ
∫ pi
0
dφ
pi
∫
dy
W
sin2
(
α
2
cotφ
)1− ∫ dy′
W
sin2
(
α′
2 cotφ
)
b sinφ+ 1
 . (3.42)
Since the phases α and α′ are small, the main contribution to the angular integral comes from φ
close to 0 or pi. We can take advantage of this fact by introducing the new integration variable
t = 8(W/lB)
2 cotφ. Using Eq. (3.28) and rescaling y by W , we ﬁnally represent the magnetic
scattering rate in terms of a single parameter crossover function
1
τB
=
W 2
τ l2B
F
(
(1− λ)Wl
8l2B
)
, (3.43)
F (x) =
1
3
−
∫ ∞
0
dt
pit(x+ t)
(∫ 1
0
dy sin2
[
t(1− y2)
])2
. (3.44)
This function is plotted in Fig. 3.6.
Typical trajectories contributing to magnetoresistance in the strong ﬁeld limit have the angle
φ . (W/lB)2. Such trajectories scatter ∼ Wl/l2B  1 times at the boundary between two
successive bulk scatterings. This explains the strong sensitivity of τB to the boundary roughness
1− λ and the origin of the crossover parameter x in Eq. (3.43).
Remarkably, the crossover from the mirror to the diﬀuse boundary limit is governed by the
parameter x which depends on magnetic ﬁeld. For a narrow sample with almost specular bound-
aries (such that W/l  1 − λ  1), magnetic scattering rate will gradually change its behavior
from Eq. (3.32) to Eq. (3.36) and further to Eq. (3.38) with increasing magnetic ﬁeld. Moreover,
in the situation W/l  1 − λ  l2B/Wl  1, magnetic scattering rate is given by Eq. (3.36)
corresponding to mirror edges, while the diﬀusion constant [ﬁrst case of Eq. (3.23)] is dominated
by the randomized boundary scattering. This resolves the discrepancy observed in some previous
works [4, 7].
3.2.4 Magnetic scattering rate τ−1B in the general case
In the previous Sections, we have studied magnetic scattering rate in the two crossover regimes:
between ballistic and diﬀusive limit (W ∼ l  lB) or between weak and strong magnetic ﬁeld
in the ballistic case (W  √Wl ∼ lB). Here we will consider a general situation where, apart
from the quasi-1D condition lB  W , the parameters l, W , and lB are arbitrary. In the general
case, magnetic scattering rate is given by Eq. (2.16) with the Cooperon propagator Eq. (3.18) for
a cylinder sample or Eq. (3.17) for a ﬂat sample.
For cylinder geometry, the result contains two spatial integrals over y and y′ and a single angular
integral. Such expression can hardly be further simpliﬁed without extra assumptions about the
values of l, W and lB. We calculate the magnetic scattering rate in this case numerically and
plot the result in Fig. 3.7 as a function of disorder strength (quantiﬁed by the mean free path l)
at ﬁxed values of the magnetic ﬁeld and sample width. As l is increased, crossovers between the
three regimes of diﬀusive transport in weak ﬁeld, ballistic transport in weak ﬁeld, and ballistic
transport in strong ﬁeld can be observed. An alternative setting is considered in Fig. 3.8 where
the magnetic scattering rate is plotted as a function of magnetic ﬁeld for ﬁxed width and disorder
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Figure 3.6: Crossover function F (x) deﬁned in Eq. (3.44) for the magnetic scattering rate in
the ﬂat ballistic sample. Dashed lines show the limiting values for mirror (x = 0)
and diﬀuse (x =∞) boundaries.
Figure 3.7: Magnetic scattering rate in units of 1/τ as a function of the mean free path l
(in units of W/pi) for a cylinder sample with pilB/W = 10. The crossover from
weak ﬁeld diﬀusive to weak ﬁeld ballistic and further to strong ﬁeld ballistic limits
occurs as l is increased.
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Figure 3.8: Magnetic scattering rate (in units of W/pilτ) as a function of the magnetic ﬁeld
B (in units of B0 = h/eWl) for a cylinder sample with ﬁxed W/2pil = 10
−3.
The crossover from weak (quadratic) to strong (linear) ﬁeld behavior occurs at
B ∼ B0.
strength. The dependence of the magnetic scattering rate on the magnetic ﬁeld changes from
quadratic (τ−1B ∝ B2) to linear (τ−1B ∝ B) as the ballistic system undergoes the crossover from
weak to strong ﬁeld limit.
In the case of the ﬂat sample, the expression for the magnetic scattering rate (2.16) with the
Cooperon propagator (3.17) involves two spatial and two angular integrals. Numerical computation
of these integrals yields the result plotted in Fig. 3.9. Similarly to the cylinder case (cf. Fig. 3.8),
the system demonstrates a crossover from weak to strong ﬁeld limit with quadratic and linear
dependence of the magnetic scattering rate, respectively. The slope of the linear dependence in
strong ﬁelds changes between 5/24 and 1/3 depending on the value of the parameter λ, see Eq.
(3.43).
The contrasting dependence of the magnetic scattering rate on the parameters l, W and lB
in the diﬀerent regimes can be understood using the following simple argument: The magnetic
scattering time measured in units of the mean free time τB/τ counts the average number of
impurity scatterings experienced by an electron before it acquires a phase of order 1 in a magnetic
ﬁeld. To estimate it, we ﬁrst note that the phase acquired by the electron along a straight
trajectory joining two points with y-coordinates y0 and y1 at angle φ with the x-direction is
δ ∝ cotφ(y1 − y0)(y1 + y0)/l2B. As a result, the electron does not acquire any phase along a
straight trajectory from one boundary to the other due to the factor y1 + y0 [127]. On the other
hand, for a typical trajectory between two points in the sample this factor can be estimated as
y1+y0 ∼W . In this diﬀusive limitW  l, the length of a typical straight trajectory is constrained
by the mean free path l, so we can estimate y1−y0 = l sinφ, which implies that δ ∼ (Wl/l2B) cosφ,
suggesting that all trajectories with all angles acquire roughly the same phase. In this limit, the
ﬁeld is always weak (Wl  l2B) due to the quasi 1D condition W  lB which implies that the
phase δ is always small and the phases add in a random-walk fashion with each impurity scattering
adding a phase δ  1 with a random sign. The number of scatterings needed to get a phase of
unity can then be estimated as τB/τ ∼ 1/δ2 = (l2B/Wl)2. In the ballistic limit W  l, the width
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Figure 3.9: Magnetic scattering rate (in units of piW/lτ) as a function of the magnetic ﬁeld
B (in units of B0 = h/eWl) for a ﬂat sample with ﬁxed W/l = 10
−3 at diﬀerent
values of boundary roughness parameter λ.
of the sample is what constrains the length of a typical trajectory such that y1− y0 ∼W , leading
to the estimate δ ∼ (W/lB)2 cotφ. When the ﬁeld is weak, trajectories with angles larger than
W/l acquire a very small phase δ ∼ (W/lB)2, while trajectories with φ . W/l acquire the much
larger phase δ ∼ (Wl/lB)2  (W/lB)2 that is still much smaller than 1. The probability of having
such a trajectory is ∼W/l giving the estimate τB/τ ∼ l/Wδ2 = l4B/W 3l. When the ﬁeld is strong,
trajectories with φ . (W/lB)2 acquire a phase of order one between two bulk scatterings. The
probability of having such a trajectory is (W/lB)2 thus giving τB/τ ∼ (lB/W )2.
The above discussion can help us understand the distinctive dependence on the type of boundary
scattering in the three regimes. The main distinction between mirror and diﬀuse boundary is
whether the angle after an impurity scattering is correlated with the angle before the next impurity
scattering. The specularity parameter λ is a measure for this correlation. In the diﬀusive limit, it
is very unlikely to scatter at the boundary between two bulk impurity scatterings, which explains
the universal λ-independent value for the magnetic scattering rate in this limit. In the weak
ﬁeld ballistic limit, the relevant trajectories are those with an angle ∼ W/l which scatter at the
boundary ∼ O(1) times between two bulk impurity scatterings. As a consequence, the crossover
from diﬀuse to mirror boundary behavior happens at λ ≈ 1/2 and is governed by a universal
function of λ. This function is independent of the geometric parameters and is almost linear.
On the other hand, the strong ﬁeld magnetic scattering rate is dominated by trajectories with
angles ∼ (W/lB)2 which scatter ∼Wl/l2B  1 times at the boundary between two bulk impurity
scatterings. As a result, the crossover between mirror and diﬀuse behavior happens for λ very
close to 1, namely at 1− λ ∼ l2B/Wl. This contrasting λ-dependence in the weak and strong ﬁeld
limit is illustrated in Fig. 3.9 where the curves for diﬀerent λ evolve gradually from the diﬀuse to
the mirror boundary result for weak ﬁelds, while they all approach the diﬀuse boundary limit for
strong ﬁeld unless λ = 1. Consequently, the mirror boundary is not a feasible approximation in
the case of strong ﬁeld.
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3.3 Quasi-two-dimensional case
Let us brieﬂy discuss an extension of our results to the case of a quasi-2D system in a parallel
magnetic ﬁeld. The sample has the geometry of a thin ﬁlm with the thickness W much smaller
than the magnetic length lB. This situation was considered ﬁrst in Ref. [126] in the diﬀusive limit
(W  l) and later in Refs. [127, 128] also in the ballistic system with diﬀuse or mirror boundaries.
We will now present the results for a general boundary with the specularity parameter λ.
In order to keep notations coherent, we consider a thin ﬁlm of width W in the y direction
extended along x and z. We assume a spherical Fermi surface and denote the velocity direction
by the unit vectors n. The boundary conditions for a general case generalize Eq. (2.5) and have
the form
C(y = ±W/2,n∓) = λ C(y = ±W/2,n±) + 4(1− λ)
∫
n′y>0
dn′ n′y C(y = ±W/2,n′±). (3.45)
Here n denotes a unit vector with ny > 0 and the integration measure dn′ is normalized such
that the integral over the full sphere is unity. The notation n± denotes the vector (nx,±ny, nz).
We choose again the Landau gauge such that A = (By, 0, 0). The weak localization correction is
given by the Cooperon at coincident points averaged over space and angular directions, see Eq.
(2.1). Following the same argument presented in Sec. 2.2, we can show that only the angular
and spatial average of the reduced Cooperon C0 deﬁned in Eq. (2.7) is needed for computing the
magnetoconductance. We can also single out the dependence on the magnetic ﬁeld similar to Eq.
(2.14) and expand the Cooperon in the small 2D momentum q in the xz plane. The result for
magnetoconductivity reads
∆σ2D(B) = −η e
2
2pih
ln
(
1 +
τφ
τB
)
. (3.46)
The main diﬀerence from the quasi-1D case Eq. (2.19) is the logarithmic dependence on τB. The
diﬀusion coeﬃcient and the magnetic scattering rate are given by
D = v0l〈〈nxR nx〉〉 = v0l〈〈nzR nz〉〉, (3.47)
1
τB
=
1− 〈〈ei(nx/ny)αR e−i(nx/ny)α〉〉
τ
, (3.48)
with α deﬁned in Eq. (2.15).
A general expression for the reduced Cooperon R can be obtained following steps similar to Sec.
3.1. The ﬁnal result coincides with Eq. (3.17) with sinφ replaced everywhere by ny, 2piδ(φ ± φ′)
replaced by δ(n − n′±) and the prefactor of the (1 − λ) term changed from pi/2 to 2 (which is
1/〈|ny|〉). The results for the diﬀusion coeﬃcient and magnetic scattering rate are obtained from
Eqs. (3.47) and (3.48) using manipulations similar to those used in the quasi-1D case.
The diﬀusion constant is given by the following integral [cf. Eq. (3.19)]:
D =
v0l
3
1− (1− λ) 3l
2W
∫ pi/2
0
dφ sinφ cos3 φ
1− e−
W
l sinφ
1− λe−
W
l sinφ
 . (3.49)
It reproduces the known value v0l/3 in the diﬀusive limit W  l or in a system with the mirror
boundary (λ = 1) and the result of Ref. [128] for a sample with rough boundaries (λ = 0). In the
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ballistic limit W  l, we introduce the parameter b deﬁned by Eq. (3.21) and derive the result
[cf. Eq. (3.22)]
D =
v0l
3
∫ pi/2
0
dφ cos3 φ
1 + b sinφ
=
v0l
2b3
[
1− b
2
2
+ (b2 − 1) log(1 + b)
]
. (3.50)
This function describes the crossover between the regimes of predominantly bulk (b  1) or
boundary (b 1) scattering with the limiting values [cf. Eq. (3.23)]
D = v0l

(1 + λ)W
4(1− λ)l ln
(1− λ)l
(1 + λ)W
, W/l 1− λ,
1
3
− (1− λ)l
8W
, 1− λW/l 1.
(3.51)
In a weak parallel magnetic ﬁeld, lB 
√
Wl,W , the magnetic scattering rate is given by Eq.
(3.24) with the function g(x) of the form
g(x) =
1
9
− 1− λ
8x
− 4λ
15x2
+
1 + λ
6x3
−
pi/2∫
0
dφ
2x3
cos3 φ sinφ
[
(1− λ)x+ 2(1 + λ) sinφ]2
λ+ ex/ sinφ
. (3.52)
For a thick diﬀusive ﬁlm, x = W/l 1, this function attains the constant value 1/9 in agreement
with Refs. [126, 127]. In the opposite ballistic limit x  1, the result depends on the type of
the boundary [cf. Eq. (3.32)] with g(x) = (pix/4)c(λ). Here c(λ) is exactly the same universal
crossover function, deﬁned by Eq. (3.30) and shown in Fig. 3.4, as was found in the quasi-1D case.
In the strong ﬁeld limit, W  lB 
√
Wl, the magnetic scattering rate is given by
1
τB
=
W 2
2τ l2B
∫ pi
0
dθ sin θ F
(
(1− λ)Wl
8l2B
sin θ
)
, (3.53)
with the function F (x) deﬁned by Eq. (3.44). We thus conclude that τ−1B is proportional toW
2/τl2B
with the prefactor changing from 5/24 in the limit 1−λ l2B/Wl 1 (mirror boundaries) to 1/3
for 1− λ l2B/Wl (diﬀuse boundaries). This dependence is qualitatively similar to the quasi-1D
case. A summary of the results for the diﬀusion coeﬃcient and the magnetic scattering rate in
the quasi-2D case in the diﬀerent limiting regimes is given in Table 3.1.
3.4 Summary and discussion
In this chapter, we have studied magnetotransport in disordered metallic samples with restricted
quasi-1D or quasi-2D geometry. When the electron mean free path l becomes comparable or
less than the system width W , the result crucially depends on the type of the sample boundary.
We have considered the most general boundary condition, where an electron scattering is either
specular or random with the probabilities λ and 1 − λ, respectively. While the conductivity of
the material is given by the Drude formula σ0 = e2νD in terms of the diﬀusion constant D, its
magnetic ﬁeld dependence also involves the magnetic scattering time τB. In the case of a quasi-1D
sample in transverse ﬁeld, magnetoconductivity is given by Eq. (2.19). For the quasi-2D sample
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in parallel ﬁeld, an alternative expression (3.46) applies. Limiting values of the two relevant
parameters, D and τB, are summarized in Table 3.1 for diﬀerent geometries, boundary conditions,
and strength of magnetic ﬁeld.
The diﬀusion constant of a narrow sample (W  l) depends on the type of the edge via the
parameter b deﬁned in Eq. (3.21). The crossover between the mirror and diﬀuse boundary limits
occurs when b ∼ 1, i.e., 1 − λ ∼ W/l and is described by the functions (3.22) and (3.50) in the
quasi-1D and 2D cases, respectively. Note that a small randomness of the boundary scattering
may be suﬃcient to limit the electron mobility in a narrow sample.
The magnetic scattering rate 1/τB has three limiting values depending on the sample geometry
and the strength of the magnetic ﬁeld: (i) diﬀusive limit (l  W  lB), (ii) ballistic weak ﬁeld
limit (W  l and Wl  l2B), and (iii) ballistic strong ﬁeld limit (W  l and l2B  Wl). The
crossover between diﬀusive and ballistic limit in a weak ﬁeld is governed by the ratio x = W/l,
see Eq. (3.24). The function g(x) is given by Eqs. (3.26), (3.29), and (3.52) for a cylinder, ﬂat
quasi-1D channel, and thin quasi-2D ﬁlm, respectively. In the case of a ballistic sample W  l,
the function g(x) also depends on the boundary scattering parameter λ. For quasi-1D samples,
the corresponding functions are shown in Figs. 3.2 and 3.3.
In the limit of a relatively strong magnetic ﬁeld W  lB 
√
Wl, magnetic scattering rate is
sensitive to the boundary type. The crossover between mirror and diﬀuse boundary scattering is
governed by the parameter (1−λ)Wl/l2B, see Eqs. (3.43) and (3.53). The corresponding crossover
function F (x) is given by Eq. (3.6), see Fig. 3.44. Remarkably, in the same narrow sample (W  l)
electron mobility can be dominated by the surface scattering while magnetoconductance exhibits
the dependence characteristic for specular boundaries. This happens when W/l  1 − λ 
l2B/Wl  1 and suggests a resolution for the discrepancy observed in some previous works [4, 7],
where the behavior of the diﬀusion coeﬃcient was better described by the rough boundary model
while the magnetoconductance conforms better to mirror boundaries.
Our main qualitative conclusion is that the diﬀusion constant and magnetic scattering rate
exhibit qualitatively diﬀerent dependence on the quality of the sample boundary. The underlying
reason is that the two quantities are dominated by diﬀerent trajectories. In a narrow sample,
the diﬀusion constant is determined by trajectories that experience a large number l/W  1 of
boundary scatterings between two bulk scatterings. This results in a high sensitivity of the diﬀusion
constant to the boundary quality. Already at very small values of the parameter 1−λ ∼W/l 1,
a crossover from mirror to diﬀuse boundary limit occurs. On the contrary, the magnetic scattering
rate is governed by the contribution of shallow trajectories. In the weak ﬁeld limit, only a few
boundary scatterings occur between two consecutive bulk scatterings, hence, the crossover between
specular and diﬀuse boundary occurs at λ ∼ 1/2. In the strong ﬁeld limit, the dominating
trajectories scatter Wl/l2B  1 times at the boundary leading again to high sensitivity of the
magnetic scattering rate to the boundary roughness. The crossover in this case happens when
1− λ ∼ l2B/Wl 1.
Our results apply to a variety of semiconductor nanostructures with or without spin-orbit cou-
pling, including carbon nanotubes and edge states of topological insulators. For a system with a
negligible spin-orbit coupling, one should take the value η = −2 in Eqs. (2.19) and (3.46). This
corresponds to the conventional weak localization. In the presence of strong spin-orbit coupling,
the parameter η = 1 corresponds to weak antilocalization [139]. For multiwall carbon nanotubes,
where intervalley scattering is important [148], the parameter is η = −2. The edge states of topo-
logical insulators [149, 150] belong to the strong spin-orbit interaction limit with η = 1, but the
overall result should be doubled to account for the two conducting edge channels. This, however,
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applies only if the coupling between the edges is negligible. In some recent experiments [113], the
value of the degeneracy prefactor was observed to be between 1 and 2 showing some ﬁnite coupling
between the two conducting edges.
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Part III
Transport in disordered quasi
one-dimensional systems with
topologically protected channels
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4 Chapter 4Motivation and Physical Realizations
The topic of this and the four following chapters is transport in a quasi one-dimensional (1D)
system in the presence of topologically protected channels. In this chapter, the main setup of the
problem is explained together with the possible physical realizations.
The focus of this work will be on the interplay between Anderson localization and topology in
quasi 1D systems. In the absence of topology, localization in strictly 1D and quasi 1D systems is
relatively well-understood. In a strictly 1D system, transport is ballistic at very short distances
L l, with l the elastic mean free path, and localization happens at a length scale L ∼ l [26, 30].
This means, in particular, that there is no length scale, where transport is diﬀusive. Localization
in a quasi-1D system, on the contrary, occurs at the much larger scale ξ ∼ Nl  l [32], where
N is the number of transverse channels, which is assumed to be large N  1. Qualitatively,
ballistic transport at very short scales L  l crosses over to diﬀusive metallic (Drude) behavior
for l L ξ, which then crosses over to a localized insulating regime for L ξ.
Topological insulators and semimetals provide systems where the picture introduced above does
not hold. These materials host gapless modes at the edge (for topological insulators) or in the bulk
(for topological semimetal), whose gaplessness has a topological origin and hence is insensitive to
small perturbations to the system. As a consequence, these systems can host topologically pro-
tected transport mode at the edge or in the bulk that manage to evade Anderson localization. The
main question we consider in this part is what happens when a system hosts both topologically
protected modes and unprotected modes. More speciﬁcally, does the presence of topologically
protected modes enhance or suppress localization of the remaining unprotected modes by disor-
der? This question can be motivated in several ways. On a conceptual level, it is a simple and
fundamental question that elucidates how localization works in a system where topology plays a
non-trivial role. The advantage of quasi 1D systems in this regard is the possibility of obtaining
analytically exact results for the diﬀerent transport quantities, thus providing a quantitative un-
derstanding of the general behavior without resorting to any approximations. In addition, most
existing experiments on transport by topologically protected modes inevitably involve contribu-
tions from non-protected modes as well. This is particularly the case for short or clean enough
samples where the sample dimensions are small compared to the localization length. In the fol-
lowing section, we will mention the most prominent examples of physical systems exhibiting such
interplay between topologically protected and unprotected modes.
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1B 2B
Figure 4.1: Schematic setup of a junction between two quantum Hall systems with diﬀerent
ﬁlling factors.
4.1 Physical realizations
4.1.1 Z topology
The prototypical example of a quasi-1D system hosting both diﬀusive modes and an arbitrary
number of protected modes, thus implementing Z topology, is given by a junction of two quantum
Hall systems with diﬀerent ﬁlling factors shown schematically in Fig. 4.1. In this setup, the
boundary between the two parts of the sample hosts a diﬀerent number of right- and left-moving
modes, nR and nL respectively. This system belongs to the unitary symmetry class A. When
the two quantum Hall samples are decoupled, all the edge channels conduct perfectly and the
overall conductance is Gtot = Ne2/h with N = nR + nL [57]. Coupling at the interface between
the two parts of the sample gives rise to backscattering thus suppressing the conductance. The
backscattering eventually localizes all the channels at the interface except for m = nR − nL
topologically protected modes. The total conductance is then Gtot = max{nR, nL}e2/h. We will
separate it into two contributions:
Gtot =
e2
h
nR + nL
2
+G. (4.1)
The ﬁrst term is due to the outer edges averaged with respect to right-to-left and left-to-right
direction of the current. The second term is the conductance of the middle part averaged in the
same manner. Naturally, the total conductance Gtot is independent of the current direction. We
will generally consider the transport properties of the middle part only, which has the non-trivial
information about the unprotected modes.
A contact between two quantum Hall states with diﬀerent ﬁlling factors was realized in a series
of experiments [8, 9, 151, 152], where a 2D electron gas was conﬁned to the surface of a crystal
with an edge between two faces shown in Fig. 4.2. In this geometry, an applied ﬁeld can have a
diﬀerent component perpendicular to the two faces of the sample leading to diﬀerent ﬁlling factors
in the two adjacent quantum Hall systems. These ﬁlling factors can be tuned by changing the
orientation of the sample relative to the ﬁeld direction or by ﬁxing the direction and changing the
magnitude of the ﬁeld as shown in Fig. 4.3.
Another very prominent example of a system with unequal number of counter-propagating
chiral modes is a Weyl semimetal in magnetic ﬁeld, which received considerable interest in the
past few years [14, 15, 153, 154]. The Landau levels close to a Weyl point are localized in the plane
60
4.1 Physical realizations
Figure 4.2: Schematic illustration (left) and real image (right) of the setup used by Grayson
et al. [151] for the interface between two quantum Hall systems
Figure 4.3: Measured Hall resistance corresponding to diﬀerent values of left and right ﬁlling
factors for diﬀerent magnetic ﬁelds [151]
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Figure 4.4: Disperson close to a Weyl point along the direction of magnetic ﬁeld. The lowest
Landau level has a deﬁnite chirality, while the remaining bands are non-chiral.
All bands have a degeneracy equal to the total magnetic ﬂux in units of ﬂux
quantum.
perpendicular to the ﬁeld with each level having a degeneracy equal to the total ﬂux measured in
units of the ﬂux quantum m = Φ/Φ0. In the ﬁeld direction, the Landau levels have a dispersion
depicted in Fig. 4.4 with a single chiral band in addition to many non-chiral bands. Due to
the chiral band, the system is expected to exhibit chiral magnetic eﬀect with very large negative
magnetoresistance in the direction parallel to the applied ﬁeld [12, 13, 155, 156]. In realistic
materials, however, many non-chiral bands intersect the Fermi level and need to be taken into
account [14, 15].
On an abstract level, the problem eﬀectively maps to a quasi 1D quantum wire with broken
time-reversal symmetry (TRS) with m ∼ B chiral topologically protected channels (assuming
coupling between the Weyl nodes is neglected) and a number of unprotected channels [157], Fig.
4.5. With the coupling between Weyl nodes of opposite chirality neglected, we can focus on the
vicinity of a single Weyl node. We should note, however, that the total measured conductance
receives contribution from all the Weyl nodes in the system and there is at least two of them with
opposite chirality such that
Gtot = NWeylG. (4.2)
The previous two examples belong to the unitary class (A) with all symmetries broken. In
addition, topologically protected channels are possible in quasi 1D systems representing the edge of
a 2D superconductor with broken time-reversal symmetry and either preserved (class C) or broken
(class D) spin-rotation symmetry. These two cases, although not yet realized experimentally,
have the names of spin quantum Hall eﬀect (SQHE) and thermal quantum Hall eﬀect (TQHE),
respectively [103, 158], and they will also be considered in this work.
62
4.1 Physical realizations
Figure 4.5: Weyl semimetal in a magnetic ﬁeld as a quasi-1D system with a number of chiral
channels dispersing along the ﬁeld direction and some non-chiral channels [157]
HgTe/CdTe
Figure 4.6: Schematic setup of a relatively thick 2D quantum well exhibiting quantum spin
Hall eﬀect with a large number of edge channels.
4.1.2 Z2 toplogy
A possible realization of a Z2 topological insulator with both protected and unprotected edge
modes is given by a relatively thick HgTe/CdTe quantum well, see Fig. 4.6. Strong spin orbit
coupling leads to band inversion in HgTe compared to the bands in CdTe, Fig. 4.7. When the
width of the HgTe layer exceeds 6.3nm, a pair of counter-propagating topologically protected edge
modes appears and the system exhibits quantum spin-Hall eﬀect[10, 11, 79]. As the width of the
quantum well is increased further, additional edge modes become available as shown in Fig. 4.8.
Topology protects only a single edge channel in the case when their total number is odd.
Another realization of the same symmetry is given by a doped metallic carbon nanotube [159
161]. At each of the two valleys of the electron spectrum (K and K′) one protected channel coexists
with a number of ordinary channels depending on the electron concentration. The role of spin
in this case is played by the sublattice index (pseudospin) while the real electron spin remains
degenerate. The total conductance of the Z2 topological insulator includes the contribution of two
edges, cf. Fig. 4.6, or two valleys in the case of the nanotube,
Gtot = 2G. (4.3)
We will discuss only the half of this total conductance assuming the disorder does not couple
opposite edges/valleys.
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Figure 4.7: Band structure for HgTe and CdTe illustrating the band inversion in HgTe due
to strong spin-orbit coupling (A) and an illustration of the HgTe/CdTe quantum
well structure (B) [10]
Figure 4.8: Dependence of the electron and hole bands on the width of the quantum well [11]
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4.2 Setup of the problem
On the technical level, the problem of quantum transport is described by a ﬁeld theory that
takes the form of a 1D supersymmetric non-linear sigma model [33, 39, 162] as will be discussed
in detail in the next chapter. The presence of topologically protected channels manifests itself
as an additional topological term in the sigma-model action. Our purpose is to obtain the full
information about transport in this system. This includes conductance, shot noise as well as
higher moments of transport which are all encoded in the distribution function of transmission
eigenvalues. In addition, we also consider the mesoscopic conductance ﬂuctuations. All quantities
will be calculated as a function of the sample length L, disorder strength encoded in the elastic
mean free path l, and the number of left and right channels nL and nR respectively. In chapter
6, the problem will be studied in the short wire limit L  ξ, where localization eﬀects are weak.
The following two chapters will be dedicated to the exact solution to the problem for any wire
length. First, the technically simpler and more experimentally relevant case of the unitary class
will be solved in chapter 7. Then, the remaining classes will be addressed in chapter 8.
Throughout the next chapters, we will be discussing various transport properties. They represent
charge (electrical) transport for systems with electron number conservation (non-superconducting
classes A and AII), spin transport for superconductor with spin rotational symmetry (class C),
and thermal transport for superconductors without spin rotational symmetry (classes D and DIII).
The quantum of conductance in these three cases is [103, 158]
G0 =

e2/h, A, AII,
2e2/h, C,
pi2k2BT/3h, D, DIII.
(4.4)
All transport quantities obtained in the coming chapters will be expressed in units of quantum of
conductance G0 given in (4.4).
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In this chapter, we lay the theoretical foundations required to tackle the problem of quantum trans-
port in a quasi-1D system with topologically protected channels. We start by describing in some
detail the matrix Green's function formalism that enables us to express in a concise way all the
transport moments of the system, and thus the full counting statistics, in terms of a single matrix
Green's function. In the subsequent section, averaging over disorder conﬁgurations is performed
and the eﬀective ﬁeld theory for the matrix Green's function, which has the form of a non-linear
sigma model, is derived for all symmetry classes with non-trivial topology. In the last section, the
transfer matrix method, which maps the 1D ﬁeld theory to a quantum mechanical time evolution
problem, is explained. This includes a detailed derivation of the Hamiltonian operator correspond-
ing to the supersymmetric non-linear sigma model action with topological term.
5.1 Matrix Green’s function formalism
5.1.1 Moments of charge transport
We consider the problem of a disordered quasi-1D wire at zero temperature in the absence of
electron-electron interactions. The system is modeled by a disordered region connected to two
perfectly metallic leads, Fig. 5.1. Scattering in the disordered region is assumed to be elastic, thus
phase coherence is preserved throughout the system. Electronic states in the leads are given by
plane waves with quantized momentum in the transverse direction. For deﬁniteness, we consider
a wire along the x-axis, in which case the wave function for the electronic states in the leads is
ψ±,n(r) = φ±,n(y, z)e±iknx. (5.1)
Here ± denote right/left movers and n labels the transverse channels n± = 1, 2, . . . , nL,R. Mode
n has wave number kn and transverse wave function φn.
The incident waves from the left and right leads are described by the vectors of amplitudes BL
and AR multiplying φ±,n, respectively. The reﬂected and transmitted waves are described by AL
and BR which are related to BL and AR via the S-matrix(
AL
BR
)
= S
(
BL
AR
)
=
(
t r
r′ t′
)(
BL
AR
)
. (5.2)
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Figure 5.1: Schematic illustration of a system with nL left-moving channels and nr right-
moving channels between two metallic leads with the S-matrix containing all the
microscopic information
The S-matrix contains the full information about the microscopic details of the system. It splits
into the transmission matrices t and t′ with sizes nL × nL and nR × nR, respectively, and the
reﬂection matrices r and r′ with sizes nL × nR and nR × nL, respectively. Current conservation
implies that the S-matrix is unitary S†S = 1. This implies that the Hermitian matrices r†r, 1−t†t,
r′†r′, 1 − t′†t′ have the same non-zero eigenvalues. Since r†r is nR × nR while r′†r′ is nL × nL,
there are |nL − nR| zero eigenvalues whenever the number of right and left movers is diﬀerent,
regardless of the details of the matrices t, t′, r and r′. These eigenvalues correspond to channels
with perfect transmission and represent the topologically protected channels.
Transport properties of the system are fully determined by eigenvalues of the transmission
matrices t†t and t′†t′ which diﬀer only by |nL − nR| unity eigenvalues. In a system with an equal
number of left and right movers, the n-th transport moment is related to tr(t†t)n = tr(t′†t′)n.
The natural generalization for the imbalanced case nL 6= nR is then with the n-th transport
moment deﬁned as the average of the two. This means that a chiral channel contributes 1/2 to
any transport moment and eﬀectively represents half a channel. This is consistent with the fact
that a 1D system with an unequal number of left and right movers cannot exist independently.
It either describes the edge physics as in the interface between two quantum Hall systems, where
contributions of the opposite edge has to be added, or the vicinity of a single Weyl point where
the contribution of the Weyl point of opposite chirality has to be added (see Sec. 4.1.1). In both
cases, the overall contribution of each topologically protected channel to any transport moment
is unity. In what follows, we will write the transport moments in terms of the eigenvalues of the
transmission matrix t†t and it should be understood that we are always averaging over left-to-right
transmission t†t and right-to-left transmission t′†t′.
Diﬀerent transport quantities, such as conductance G and Fano factor F , can be expressed in
terms of the transmission matrix as [31, 57, 163]
G = G0 tr t
†t, F = 1− tr(t
†t)2
tr t†t
. (5.3)
The complete distribution of transmission probabilities is encoded in the generating function
F(z) =
∞∑
n=1
zn−1 tr(t†t)n = tr
(
t†t
1− zt†t
)
. (5.4)
This generating function yields all the moments of electron transport, including conductance and
noise, as its derivatives in z taken at z = 0. Hence, F(z) contains information about the full
counting statistics of the system [52, 53].
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An equivalent description of transport is given by the distribution function of transmission
probabilities
ρ(T ) = tr δ(T − t†t). (5.5)
This function gives the total number of channels with transmission probability T . The two func-
tions F(z) and ρ(T ) are related by the following identities:
F(z) =
∫ 1
0
ρ(T )T dT
1− zT , (5.6)
ρ(T ) =
1
piT 2
ImF(1/T + i0). (5.7)
Note that the function F(z) has singularities when z coincides with an inverse eigenvalue of t†t.
That is why Eq. (5.7) involves an inﬁnitesimal shift i0 in the argument of F(z).
It is often more convenient to use alternative variables θ and λ deﬁned as
z = sin2
θ
2
, T =
1
cosh2 λ
, (5.8)
and to work in terms of the new generating function F(θ) and distribution function ρ(λ):
F(θ) = F(z), ρ(λ) =
∣∣∣∣∣dTdλ
∣∣∣∣∣ ρ(T ). (5.9)
The parameter λ is referred to as the Lyapunov exponent. In terms of λ, the distribution function
ρ(λ) is constant for a diﬀusive wire [58]. The angle variable θ naturally appears in the sigma-model
description of a disordered system as will be discussed in the following section. In terms of θ and
λ, relation (5.7) can be written as
ρ(λ) =
sinh 2λ
pi
ImF(θ = pi + 2iλ− 0). (5.10)
5.1.2 Matrix Green’s function
A very convenient trick to capture all the moments of charge transport was introduced by Nazarov
[164]. First, the moments of transmission distribution can be rewritten in terms of the retarded
and advanced Green functions of the system with the help of the identity
tr(t†t)n = tr[vˆGA(xL, xR)vˆGR(xR, xL)]n, (5.11)
where vˆ is the velocity operator and xL and xR are points in the left and right leads respectively.
The relation (5.11) represents the correspondence between Landauer [31, 57, 163] and Kubo [23]
description of electron transport. It allows to express the generating function F(z) in terms of a
single matrix Green's function [164] deﬁned as(
− Hˆ + i0 √zvˆδ(x− xL)√
zvˆδ(x− xR) − Hˆ − i0
)
Gˇ(x, x′) = δ(x− x′)1ˇ. (5.12)
Here, the Hamiltonian Hˆ acts in both real space and channel space and 1ˇ in the right-hand side
is unity in the channel and matrix retarded-advanced (RA) spaces. The oﬀ-diagonal terms in Eq.
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(5.12) contain velocity operators and the parameter z. These two terms are located in the right
and left leads, which is ensured by the delta functions.
The generating function F(z) is related to the matrix Green's function Gˇ in the following way:
F(z) = ∂
∂z
lnZ, Z(z) = det Gˇ =
const
det(1− zt†t) . (5.13)
The numerator of the last expression contains an irrelevant constant independent of z.
We will calculate transport properties of the system averaged over disorder realizations. This
is most easily achieved with the help of a supersymmetric representation. A brief summary of
the basic mathematics of supersymmetry is given in Appendix A. Consider two matrix Green
functions (5.12) with diﬀerent source parameters zB and zF and deﬁne the partition function as
Z(zB, zF ) =
det Gˇ(zB)
det Gˇ(zF )
=
det(1− zF t†t)
det(1− zBt†t) . (5.14)
This quantity can be viewed as a superdeterminant if the Green function Gˇ is extended into a
superspace. The two parameters zB,F have the meaning of bosonic and fermionic source ﬁelds.
The generating function for transport characteristics can now be deﬁned as an ordinary rather
than logarithmic derivative
F(z) = − ∂Z(zB, zF )
∂zF
∣∣∣∣∣
zB=zF=z
. (5.15)
This is made possible due to the supersymmetry condition Z(z, z) = 1. Owing to the linear
relation between F and Z, we can directly average the supersymmetric partition function over
disorder. Such averaging is carried out within the non-linear sigma model as discussed in next
section.
Let us deﬁne the free energy corresponding to the disorder-averaged partition function as
Ω(zB, zF ) = − ln〈Z(zB, zF )〉. (5.16)
This free energy contains information on the full counting statistics of the electron transport in
the system [52, 53]. Similarly to Eq. (5.15), it yields the average generating function
〈F(z)〉 = ∂Ω(zB, zF )
∂zF
∣∣∣∣∣
zB=zF=z
. (5.17)
This function can be also written in terms of the bosonic and fermionic angular variables [cf. Eq.
(5.8)] deﬁned as
zF = sin
2 θF
2
, zB = − sinh2 θB
2
, (5.18)
F(θ) = 2
sin θ
∂Ω(θB, θF )
∂θF
∣∣∣∣∣
iθB=θF=θ
. (5.19)
The average distribution function ρ(λ), Eq. (5.10), can be expressed directly in terms of the free
energy Ω as
ρ(λ) =
2
pi
Re
∂Ω(θB, θF )
∂θF
∣∣∣∣∣
iθB=θF=pi+2iλ−0
. (5.20)
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The supersymmetric representation of the partition function Z, as well as the corresponding
free energy Ω, also allows us to access the mesoscopic ﬂuctuations of conductance [18, 48, 49]
varG = 〈G2〉 − 〈G〉2 = G20
∂2Ω(zB, zF )
∂zF∂zB
∣∣∣∣∣
zB=zF=0
= −4G20
∂4Ω(θB, θF )
∂2θB ∂2θF
∣∣∣∣∣
θB=θF=0
. (5.21)
Variance of conductance describes correlations between diﬀerent transmission channels. Hence,
this quantity provides an additional information on the electron transport not contained in the
average generating function F .
5.2 Supersymmetric non-linear sigma model
In this section, we derive the disorder-averaged supersymmetric partition function (5.14) within
the non-linear sigma model. We will provide detailed derivation for class A which is the simplest
class that can host an arbitrary number of topologically protected channels (Z topology) . We
then discuss class AII which can host at most one topologically protected channel (Z2 topology).
In the end, we give a brief derivation for the remaining classes with non-trivial topology.
5.2.1 Class A
The standard derivation of the sigma model can be found in Refs. [33, 39, 162]. There are two
main diﬀerences in our case. The ﬁrst one is the oﬀ-diagonal source terms in the deﬁnition of the
matrix Green's function (5.12) which was included in the treatment of Rejaei [165] and shown to
lead to twisted boundary conditions, as we will show below. The second diﬀerence is that we allow
for a diﬀerent number of right- and left-propagating modes nR 6= nL which will lead, as shown
below, to a topological term in the action. The Hamiltonian for a quasi-1D system with nL left
moving channels and nR right moving channels is given by
Hˆ = −ivˆ ∂
∂x
+ Vˆ (x), (5.22)
where Vˆ (x) is the disorder potential and vˆ is the velocity operator acting in the channel space,
vˆ = v
(
1nR 0
0 −1nL
)
. (5.23)
We assume for simplicity that all channels have the same Fermi velocity v. The disorder potential
Vˆ (x) is a random Hermitian matrix obeying Gaussian distribution with 〈Vˆ 〉 = 0 and
〈Vnm(x)Vmn(x′)〉 = 1
Nτ
δ(x− x′) = v
ξ
δ(x− x′). (5.24)
The localization length ξ is deﬁned as Nv/τ = Nl1 with l the mean free path, τ the scattering
time, and N = nL + nR the total number of channels.
1The actual localization length in diﬀerent classes may diﬀer by some numerical factor from ξ.
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The supersymmetric partition function Z(zB, zF ) is written as a Gaussian integral over super-
ﬁelds,
Z(zB, zF ) =
∫
Dψ†Dψ e−S[ψ
†,ψ], (5.25)
S = −i
∫
dxψ†Λ
(
ivˆ ∂x − Vˆ (x) + i0Λ +M
)
ψ. (5.26)
Here the supervector ψ contains 2N complex and 2N Grassmann variables and operates in
retarded-advanced (RA), Bose-Fermi (BF), and channel spaces. The matrix
Λ =
(
1 0
0 −1
)
RA
= τz, (5.27)
where τx,y,z are the Pauli matrices in the RA space. The matrix M deﬁned as
M = vˆ
(√
zB 0
0
√
zF
)
BF
⊗
(
0 δ(x)
δ(x− L) 0
)
RA
, (5.28)
represents the source terms in Eq. (5.12). Here, we considered a wire of length L with the left
lead at x = 0 and the right lead at x = L. The Gaussian integral in Eq. (5.25) yields the
superdeterminant of the corresponding matrix, that is exactly the ratio of usual determinants
from Eq. (5.14).
The oﬀ-diagonal terms in RA-space represented by the M matrix act as a vector potential that
can be removed using a proper gauge transformation which we introduce as
ψ = Γφ, ψ† = φ†ΛΓ−1Λ. (5.29)
Substituting in the action (5.26), we get
S = i
∫
dxφ†Λ(ivˆ∂x − V (x) + i0Γ−1ΛΓ + iΓ−1vˆ∂xΓ + Γ−1MΓ)φ. (5.30)
We now write the source ﬁelds zB,F in terms of the angles θB,F [see Eq. (5.18)] and arrange them
in a diagonal matrix
θˆ =
(
iθB 0
0 θF
)
BF
. (5.31)
Choosing Γ as
Γ =

i cos(θˆ/2) 0
0 1

RA
, x < 0,i cos(θˆ/2) i sin(θˆ/2)
0 1

RA
, 0 < x < L, i cos(θˆ/2) i sin(θˆ/2)
− sin(θˆ/2) cos(θˆ/2) cos2(θˆ/2)

RA
, x > L,
(5.32)
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FF BB
Figure 5.2: Compact (FF) and non-compact (BB) sectors of the sigma-model manifold in
the unitary symmetry class. The shortest geodesic trajectory connecting the two
boundary values (5.37) is shown.
we see that Γ satisﬁes vˆ∂xΓ = iMΓ, therefore the last two terms in (5.30) cancel.
Once the oﬀ-diagonal source terms in the action (5.26) are removed, we proceed with the deriva-
tion of the sigma model in the standard way [33, 39]. The next step is the averaging over disorder
〈. . . 〉 = ∫ dV e−Nτ2 V 2 by performing the Gaussian integral over V . The resulting quartic term
(φ†φ)2 is decoupled by a Hubbard-Stratonovich transformation introducing the supermatrix ﬁeld
Q that acts in RA and BF spaces but not in the channel space. The action is then integrated over
φ and φ† leading to
S[Q] =
N
8τ
StrQ2 + nR Str ln
(
iv
∂
∂x
+
iQ
2τ
)
+ nL Str ln
(
−iv ∂
∂x
+
iQ
2τ
)
. (5.33)
Here, Str is the full operator supertrace over all spaces (BF, RA) including integration in the
real space. We are using boson-dominated convention StrA = TrABB − TrAFF as in Ref. [162]
(See Appendix A).
In the limit of large number of channels N  1, we can treat the action (5.33) within the
saddle-point approximation [39]. Assuming the matrix Q is constant in space, we identify a
degenerate minimum of the action Q = T−1ΛT with any supermatrix T acting in BF and RA
spaces. Convergence of the Q integral at this saddle manifold is guaranteed by a suitable choice
of the structure of T in the complex plane [162]. This implies a compact group manifold U(2) for
the fermionic sector of the model (FF block of T ) and non-compact U(1, 1) group in the bosonic
sector (BB block of T ). Together with Grassmann variables (BF and FB blocks), this represents
the unitary supergroup U(1, 1|2). The matrix Q = T−1ΛT is invariant under rotations T 7→ KT
if the matrix K commutes with Λ. Thus, the actual conﬁguration space of the sigma model is the
coset U(1, 1|2)/U(1|1)×U(1|1). Its compact (FF) and non-compact (BB) parts have the form of
a sphere S2 and a hyperboloid H2, respectively, as illustrated in Fig. 5.2. This is the sigma-model
manifold for a system of the unitary symmetry class A. A detailed explanation of the properties of
symmetric superspaces that constitute the sigma model manifolds in all symmetry classes is given
in Appendix B
The eﬀective low-energy theory is derived by a gradient expansion of Eq. (5.33) assuming that
T (x) varies slowly in space. With a cyclic permutation of matrices under the supertrace, we recast
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the action in the form
S[Q] = nR Str ln
(
iv
∂
∂x
− iv∂xTT−1 + iΛ
2τ
)
+ nL Str ln
(
−iv ∂
∂x
+ iv∂xTT
−1 +
iΛ
2τ
)
. (5.34)
Permutation of matrices, which was used in deriving Eq. (5.34), is equivalent to the rotation of
the ﬁelds ψ 7→ T−1ψ, ψ† 7→ ψ†T in the original action (5.26). Such a rotation may give rise to
the chiral anomaly due to non-trivial Jacobian of the transformation [166168]. In the imbalanced
case nL 6= nR, the anomalous contributions from the two terms of Eq. (5.34) do not cancel. Hence,
in order to get rid of such contributions, we will assume sdetT = 1.
Expanding the logarithms in Eq. (5.34) up to the second order in small derivatives T˙ T−1, we
obtain the action of the sigma model,
S[Q] = −
∫ L
0
dx str
[
ξ
8
Q˙2 +
m
2
T−1ΛT˙
]
, (5.35)
ξ = Nvτ, m = nR − nL, Q = T−1ΛT. (5.36)
Here, ξ has the meaning of the localization length.
The second term in the action (5.35) is the 1D version of the topological Wess-Zumino-Witten
term [169171]. It can also be seen as a 1D version of a Chern-Simons term for the gauge ﬁeld
A = T−1T˙ . It appears due to the imbalance between right- and left-moving channels. Since the
topological term is written explicitly in terms of the matrix T rather than Q, we need to justify
its gauge symmetry. Any transformation T 7→ KT with [Λ,K] = 0 and sdetK = 1 leaves the
matrix Q invariant and maintains the condition sdetT = 1 (cf. discussion of the anomaly above).
The topological term changes under such transformation by the integral of the total x derivative
of (m/2) str ln(sRs
−1
A ) (here sR,A are the two diagonal blocks of the matrix K in RA space),
which equals m str ln sR due to the condition sdetK = 1. The value of this integral is an integer
multiple of 2pii for any closed trajectory T (0) = T (L) provided m is integer. Since the imbalance
m = nR − nL is an integer by construction, the weight e−S is a function of Q only for any closed
path Q(x) [and T (x)] on the sigma-model manifold.
Let us now establish the boundary conditions for the action (5.35). Since we have removed M
from Eq. (5.30), all the ﬁelds, including the matrix Q, are continuous at x = 0 and L. Inside
metallic leads, the matrix Q takes the value Q = Γ−1ΛΓ that results from the gauge rotation
(5.29). Using (5.35), we obtain
Q(0) = Λ, Q(L) =
(
cos θˆ sin θˆ
sin θˆ − cos θˆ
)
RA
. (5.37)
Thus, we see that the source parameters θB,F enter the sigma model only via the boundary
conditions. The partition function (5.14) is given by the path integral in the superspace of the
matrix Q with the action (5.35). All the paths connect the point Q = Λ, representing the north
pole of the sphere in the compact FF sector and the base of the hyperboloid in the non-compact
BB sector, with a point described by the polar angles θF and θB on the sphere and the hyperboloid,
respectively, as shown in Fig. 5.2.
The boundary conditions (5.37), however, do not represent a closed trajectory and thus the
ﬁeld theory deﬁned by (5.35) and (5.37) is not gauge invariant. The reason for this is that a 1D
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system with an unequal number of left and right movers cannot be terminated in space leading
to the ﬁeld theoretic description of the system containing an anomaly [111, 166, 167]. To obtain
a gauge invariant theory, one needs to add another contribution to the action that represents
the outer edges for the quantum Hall case or the Weyl node with opposite chirality for the Weyl
semimetal case (see Sec. 4.1.1), which yields −(m/2)∂x str ln(sRs−1A ) under gauge transformations
thus restoring the gauge symmetry of our theory. Here, we proceed working with the imbalanced
system and close the circuit by adding the contribution of a speciﬁc trajectory going from the
ﬁnal point back to the initial point in the path integral. Choosing this backward path to be the
shortest (geodesic) restores gauge invariance and guarantees that all transport moments do not
receive any unphysical contribution as we will see in the coming chapters.
5.2.2 Class AII
The derivation for class AII is similar to class A with the main diﬀerence being that the Hamilto-
nian is time-reversal symmetric and the channels are helical (up spin going to the left and down
spin going to the right). The Hamiltonian is also given by (5.22) but in this case, the velocity
operator is proportional to unity in the channel space and proportional to one of the Pauli matri-
ces in spin space sx,y,z that we choose to be diagonal, i.e., vˆ = v1Nsz. The Hamiltonian satisﬁes
time-reversal symmetry
(isy)H
∗(−isy) = H. (5.38)
Similar to the unitary class we write the superdeterminant as an integral over supervecor ψ as in
(5.25), but we can now exploit the extra symmetry to write the action
S = iψ†Λ(−H + i0Λ +M)ψ
=
i
2
[
ψ†τz(−H + i0Λ +M)ψ + ψT (−isy)kτz(−H + i0Λ−MT )(isy)ψ∗
]
= iΨ¯(−H + i0Λ +M ′)Ψ, (5.39)
where we introduced an additional 2×2 matrix structure (TR space) through doubling the vectors
and operators such that
Ψ =
1√
2
(
ψ
isyψ
∗
)
, Ψ¯ =
1√
2
(
ψ†τz −iψT sykτz
)
, (5.40)
with the matrix k deﬁned as [see Appendix A]
k =
(
1 0
0 −1
)
BF
, (5.41)
and the matrix M ′ as
M ′ =
(
M 0
0 −MT
)
TR
. (5.42)
The conjugation operator 'bar' is deﬁned such that Ψ¯ = (C˜Ψ)T with C˜ given by
C˜ = −isyτz
(
0 1
−k 0
)
TR
= −isyτz
(
iσy 0
0 σx
)
BF
, (5.43)
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where σx,y,z are the Pauli matrices in the TR space. Notice that, unlike ψ and ψ† in the unitary
class, Ψ and Ψ¯ are not independent since they are related by an equation that does not involve
complex conjugation. We can now introduce a gauge transformation to get rid of M ′ as
Ψ = Γ′Φ, Ψ¯ = Φ¯Γ¯′, Γ¯′ = C˜Γ′T C˜T = Γ′−1, (5.44)
where the matrix Γ′ satisﬁes an additional constraint due to the conjugation operation. It is easy
to show that by choosing Γ′ as
Γ′ =
(
Γ 0
0 τz(Γ
T )−1τz
)
TR
, (5.45)
with Γ deﬁned in (5.32), we have again vˆΓ˙′ = iM ′Γ′ and the term withM ′ cancels. The remaining
steps in the derivation are quite similar to the unitary class and the resulting action is similar to
Eq. (5.33):
S[Q] =
N
16τ
StrQ2 +N Str ln
(
iv
∂
∂x
+
iQ
2τ
)
. (5.46)
Q is now an 8× 8 supermatrix (RA, TR and BF spaces) that satisﬁes the additional constraint
Q = Q¯ = CQTCT , C = τ z ⊗
(
iσy 0
0 σx
)
BF
. (5.47)
In the limit N  1, the saddle-point analysis of the action (5.46) yields Q = T−1ΛT . The
condition (5.47) is fulﬁlled if
T−1 = T¯K, (5.48)
with some matrixK such that [K,Λ] = 0. The standard choice isK = 1 and T−1 = T¯ . In this case,
the matrix T belongs to Orthosymplectic group SpO(2, 2|4) whose compact sector is the orthogonal
group O(4) (FF block) and non-compact sector is the group Sp(2, 2) (BB block). The matrix Q
remains invariant under left rotations of T with any matrix that commutes with Λ. Thus, the
sigma model manifold is the coset space SpO(2, 2|4)/SpO(2|2)×SpO(2|2) whose compact sector is
given by O(4)/O(2)×O(2) and non-compact sector is given by Sp(2, 2)/Sp(2)×Sp(2). The former
is the four-dimensional manifold with the structure of a direct product of two spheres S2×S2/Z2
as shown in Fig. 5.3. Factorization by Z2 implies that simultaneous inversion of both spheres
yields the same value of Q. The non-compact sector of Q has the structure of a four-dimensional
hyperboloid H4. The sigma-model manifold for a system of the symplectic symmetry class AII
includes these compact and non-compact sectors along with Grassmann variables connecting them
(see also Appendix B).
Gradient expansion in Eq. (5.46) is carried out similarly to the case of the quantum Hall problem
and yields the action
S[Q] = −
∫ L
0
dx str
[
ξ
16
Q˙2 +
N
2
T−1ΛT˙
]
, (5.49)
with the same boundary conditions (5.37). However, the topological term in this action has
diﬀerent properties. As was argued above, gauge symmetry of the topological term is ensured
only for closed trajectories in terms of the matrix T . The continuity of T is not always compatible
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Figure 5.3: Compact sector of the sigma-model manifold in the symplectic class. The space
has the structure of a direct product of two spheres S2×S2/Z2. Factorization by
Z2 identiﬁes the opposite points. Two topologically distinct trajectories between
two ﬁxed points are shown.
with the standard convention T¯ T = 1. Therefore, considering the topological term, we will allow
for a non-trivial matrix K in Eq. (5.48), which also continuously changes along the trajectory with
sdetK = 1. The topological term can be transformed in the following way:
Stop = −N
2
∫
dx strT−1ΛT˙ = −N
2
∫
dx str ˙¯TΛT¯−1
=
N
2
∫
dx str[T−1ΛT˙ +K−1ΛK˙]
= −Stop +N
∫
dx
∂
∂x
ln sdet sR, (5.50)
where sR is the upper diagonal block of K in RA space. We thus see that possible values of the
topological term are integer multiples of ipiN . The Z2 topology can be understood by noticing
that the compact sector S2 × S2/Z2 is doubly connected and there are always two topologically
distinct paths joining every pair of points (Fig. 5.3).
We can see this explicitly by considering a simple loop going from the point represented by
the two north poles to the point represented by the two south poles (this is a loop since these two
points are identiﬁed). Explicitly T (x) can be written as (in the compact or FF-sector)
T (x) = ei
pix
2L
τz(1+σx)ei
pix
2L
τx(1+σx), (5.51)
which obviously satisﬁes T (0) = T (L) = 1. Substituting in (5.50), it is easy to see that Stop equals
ipiN . As a result, the topological term can be dropped from the action for a sample with an even
number of edge channels N . However, when N is odd, some trajectories will contribute to the
partition function with a negative sign. Since the topological term takes only discrete values, its
variation vanishes. Hence, only topologically distinct trajectories can yield diﬀerent values of Stop.
5.2.3 Other symmetry classes
Non-trivial topological terms may also arise in the sigma-model action of a system with other
symmetries [90, 91]. Z topology occurs in classes C and D that are superconducting analogs of the
unitary class A. Class C refers to a superconductor with broken time-reversal but preserved spin
symmetry, while class D implies both symmetries broken [86]. These classes describe the edge of
spin and thermal quantum Hall sample, respectively. The corresponding sigma-model action has
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the form of Eq. (5.35) with the boundary condition (5.37) and an additional constraint
Q¯ = CTQTC = −Q, (5.52)
that occurs due to the speciﬁc particle-hole symmetry of the superconductor. The matrix C is
skew symmetric in the FF sector and symmetric in the BB sector in class C and vice versa for
class D.
The analog of the quantum spin Hall system is provided by the symmetry class DIII. This is
a superconductor with preserved time-reversal but broken spin symmetry [86, 172]. The system
possesses Z2 topological properties and represents a possible topological superconductor in 2D
[90, 91]. The corresponding sigma model is deﬁned on the group manifold with the compact
sector being the group O(2). The derivation is quite similar to the case of the symplectic class
and the topological term emerges whenever the number of edge channels is odd.
5.3 Transfer matrix Hamiltonian
In this section, we introduce the transfer matrix method which is used to solve the path integral
(5.35) exactly. The transfer matrix method is based on the observation that a one-dimensional
ﬁeld theory can be reduced to a time-evolution Schrödinger problem [173] with the position x
playing the role of time. We will ﬁnd it convenient to deﬁne the time variable t as the length along
the wire measured in units of ξ. The derivation is a generalization of the standard derivation of
the Schödinger equation from the path integral in quantum mechanics [173]. The starting point
is the action
S = −
∫ L/ξ
0
dt str
[
1
8γ
Q˙2 +
m
2
T−1ΛT˙
]
(5.53)
Here γ is a factor chosen such that the conductance in the semiclassical limit is given by ξ/L for
all classes. In the parametrization of Appendix B, it is given by
γ =
1 : classes A and AIII.2 : otherwise, (5.54)
We start by choosing coordinates on the sigma model supermanifold, given in Table B.1 for
diﬀerent symmetry classes. All the supermanifolds are parametrized by an equal number of real
and Grassmann coordinates that we denote by yα. Commutation relations have the form yαyβ =
sαβy
βyα with sαβ deﬁned as
sαβ =
−1 : both α and β refer to Grassmann coordinates,1 : otherwise, (5.55)
In the following, we will assume that repeated indices are summed over, but that does not include
the indices of sαβ . In terms of the coordinates yα, the action (5.53) has the form
S =
∫ L/ξ
0
dt
[
sββ
2
y˙αgαβ y˙
β + sααAαy˙
α
]
, (5.56)
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where we used the dot to denote derivative with respect to the time variable t. By comparison to
(5.53), it is easy to see that the metric and the vector potential are given by the relations
sββdy
αgαβdy
β = − 1
2γ
str dQdQ, (5.57)
sααAαdy
α = −m
2
strT−1ΛdT. (5.58)
The symmetry properties of the metric can be seen from (5.57) and we can see it is not symmetric
in its two indices but satisﬁes instead the relation gαβ = sαβgβα.
Here, we note an important diﬀerence between classes with Z and Z2 topology. Z topology
leads to an extra term in the action that inﬂuences the physics locally thus changing the classical
equations of motion as well as the quantum mechanical time evolution (Schrödinger) equation
as we will see below. On the other hand, Z2 topology is only manifest through the existence
two topologically inequivalent trajectories connecting any pair of points (cf. Fig. 5.3), i.e., the
manifold is doubly connected. As a result, information about the topology of the manifold is global
and is not captured on any local or inﬁnitesmal level (locally, such manifolds are indistinguishable
from their double cover which is topologically trivial). Hence, the Z2 topology does not inﬂuence
the classical equations of motion or the inifnitesmal time evolution. Instead, the two topological
sectors can be diﬀerentiated by their behavior under a discrete Z2 symmetry operation (parity)
that commutes with the Hamiltonian and classify the eigenfunctions into even and odd ones
corresponding to the two topological sectors [174]. This will be explained in detail in chapter 8,
but for now we note that the vector potential Aα is only non-zero in classes with Z topology.
The details of the derivation of the transfer matrix Hamiltonian corresponding to the action
(5.56) are relagated to Appendix E and the ﬁnal expression for the Hamiltonian is
Hˆ = − 1√|g|(∂α −Aα)√|g|gαβ(∂β −Aβ), (5.59)
with gαβ and Aα deﬁned in (5.57) and (5.58), respectively.
The full problem can be solved by specifying the initial conditions for the wave function ψ
[18, 33, 39, 165]
ψ(Q, t→ 0) = δ(Q,Λ) = lim
t→0
e−
1
4t
strQΛ. (5.60)
Note that the delta function on a supermanifold vanishes everywhere and equals 1 rather than
∞ at a single point, which makes it diﬀerent from the delta function on a regular compact or
non-compact manifold. The reason for this is the peculiar property of integrals on supermanifolds,
where the integral of a function that is invariant with respect to rotations leaving a certain point
ﬁxed is given by the function at this point [39, 162, 175, 176]. This phenomenon is known as Parisi-
Sourlas-Efetov-Wegner theorem [39, 162, 175, 176] and the intuition behind it is that integration
with respect to Grassmann variables is the same as diﬀerentiation, hence, Grassmann dimensions
can be viewed as negative dimensions. As a result, integrals over a manifold with equal number
of real and Grassmann coordinates can reduce to simple function evaluation since integrals over
real and Grassmann coordinates cancel out. A more detailed explanation of this phenomenon will
be given in Chapter 8.
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6 Chapter 6Semiclassical limit: effects of topologyin the diffusive regime
In this chapter, we will solve the problem of transport in a quasi-1D system with topologically
protected channels in the limit of short wires L  ξ, where localization eﬀects are weak. We will
ﬁrst analyze the distribution function of transmission probabilites and the transport moments on
the saddle point level, with localization eﬀects completely neglected. Next, we consider ﬂuctuations
around the saddle point, where we will ﬁnd a non-trivial contribution coming from some soft modes.
The last section contains a discussion and a summary of the results.
6.1 Saddle point approximation
In this section, we consider the general transport characteristics of a quasi-1D system with topo-
logically protected channels within the saddle point approximation. We will ﬁrst consider the case
of Z topology, where an arbitrary number of topologically protected channels can exist. This is
represented by a quasi-1D wire with an unequal number of right and left movers, Fig. 5.1. The
main calculations will be carried out for class A, which describes a Weyl semimetal in a magnetic
ﬁeld or the interface between two quantum Hall systems with diﬀerent ﬁlling factors (see Sec.
4.1.1). The results for classes C and D will be discussed in the end of the section. For the case of
Z2 topology, where at most one channel is topologically protected and which describes the edge of
a quantum spin-Hall system (Sec. 4.1.2), no eﬀect is seen on the semiclassical level and we have
to consider corrections beyond the saddle point approximation which will be done in the next
section.
6.1.1 Distribution of transmission probabilities
The distribution of transmission probabilities in class A can be derived from the sigma model (5.35)
with twisted boundary conditions (5.37), as explained in chapter 5. For a short wire, L  ξ,
the path integral is dominated by the extrema of the action and we can use the quasiclassical
approximation to solve the problem. Classical trajectories do not involve Grassmann variables,
hence, the compact (FF) and noncompact (BB) sectors of the model decouple and we can derive
the results by working in either separately. We will choose to work in the compact sector.
Let us consider the classical action for the compact sector of the sigma model, which is a sphere
for class A (Fig. 5.2). Parametrizing the sphere by the polar angle θ and the azimuthal angle φ,
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we can write the action as
S =
ξ
2L
∫ 1
0
dx
[
1
2
(θ˙2 + sin2 θ φ˙2)− iα(1− cos θ)φ˙
]
, (6.1)
where we have rescaled x such that the integration interval extends up to x = 1, and the dimen-
sionless parameter α is deﬁned as
α =
mL
ξ
=
(nR − nL)L
(nR + nL)l
. (6.2)
The action (6.1) describes the motion of a particle on a sphere in the magnetic ﬁeld created by a
monopole located in the center of the sphere. The topological term can be also interpreted as the
Berry phase proportional to the solid angle encircled by the trajectory. In the absence of magnetic
ﬁeld, classical trajectories are arcs of great circles, i.e., geodesics on the sphere. Magnetic ﬁeld
exerts a Lorentz force on the moving particle, thus making its trajectory an arc of a smaller circle
(Fig. 6.1).
A classical solution minimizing the action (6.1) satisﬁes the Euler-Lagrange equations
d
dx
[
sin2 θφ˙+ iα cos θ
]
= 0, (6.3)
θ¨ − sin θ cos θφ˙2 + iα sin θφ˙ = 0. (6.4)
It is convenient to represent the classical trajectory in the rotated frame, as shown in Fig. 6.1.
For the path starting at the north pole, we select the polar axis tilted by the angle ψ. In such
coordinates the trajectory is
θ′ = ψ = const, φ′ = χx, χ =
iα
cosψ
. (6.5)
It represents a particle moving only in the azimuthal direction with a constant speed χ along a
smaller circle deﬁned by the constant value ψ. The polar angle θ(x) in the original frame can be
determined as the length along the arc of a great circle connecting the initial and current points
of the trajectory. Applying the law of cosines on the sphere, we obtain
sin
θ(x)
2
= sinψ sin
χx
2
. (6.6)
This solution should satisfy the ﬁnal condition θ(1) = θF . Eliminating the constant ψ with the
help of Eq. (6.5), we obtain a transcendental equation for the angular velocity χ(θF , α):
χ2 sin2
θF
2
= (χ2 + α2) sin2
χ
2
. (6.7)
In the absence of the topological term, α = 0, this equation yields χ = θF . For α 6= 0, we assume
that χ is an analytic function of θF in the region 0 < Re θF < pi, Im θF > 0 taking the value χ = iα
at θF = 0. This assumption will allow us to relate classical dynamics on the sphere (for real θF )
and on the hyperboloid (positive imaginary iθB) and to analytically continue both solutions to
the positive values of λ, cf. Eq. (5.20).
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Figure 6.1: Classical solution in the compact sector of the unitary sigma model in the presence
of the topological term (6.5). The trajectory starts at the north pole and ends
at the point with the polar angle θ. The solution can be thought of as a rotation
with a constant angular velocity around the tilted axis ψ.
In the framework of quasiclassical approximation, the partition function is Z = exp[Smin(iθB)−
Smin(θF )] with Smin being the minimized classical action on the sphere. For the trajectory (6.5),
this action takes the value (up to a constant)
Smin(θF ) =
ξ
L
χ2
4
+ α arctanh
(
α
χ
tan
χ
2
) , (6.8)
while χ is determined by Eq. (6.7).
To extract the transmission distribution and the diﬀerent moments, we need to compute the
generating function F(θ) which is related to the derivative of the action with respect to θF (Eq.
5.19), which is straightforward but tedious using (6.8) and (6.7). There is, however, an easier way
by using the Hamilton-Jacobi equation, which leads to gives
∂S
∂θF
=
∂L
∂θ˙
∣∣∣∣
x=1
=
ξ
2
θ˙
∣∣∣∣
x=1
=
ξ
2
√
χ2 + α2 sec2
θF
2
. (6.9)
This gives the generating function
F(θ) = ξ
L sin θ
√
χ2 +
α2
cos2(θ/2)
. (6.10)
The average distribution function is then given by Eq. (5.10),
ρ(λ) =
ξ
piL
Re
√
χ2 − α
2
sinh2(λ+ i0)
. (6.11)
In the limit α = 0, this yields a constant ρ(λ) = ξ/L corresponding to the celebrated Dorokhov
distribution [58] for disordered wires. For a ﬁnite number of protected channels α > 0, the resulting
distribution is shown in Fig. 6.2.
The main qualitative feature of the imbalance between right- and left-moving modes is the
appearance of a gap in the transmission probability distribution. This gap develops around T = 1
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Figure 6.2: Average distribution of transmission probabilities in the unitary class, Eq. (6.11)
in terms of λ (upper panel) and T (lower panel) for diﬀerent values of the pa-
rameter α. Topologically protected states yield a delta peak at λ = 0 (T = 1),
Eq. (6.12), and a semiclassical gap of the size λg or Tg, see Fig. 6.3.
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or, equivalently, λ = 0. Emergence of the gap can be explained within the mechanical picture
considered above. Transmissions close to T = 1 correspond to the value of the source angle close
to θ = pi. The probability to ﬁnd a channel with large transmission is related to the classical action
for a particle going from the north pole of the sphere almost to its south pole in a given time.
Since the left-right imbalance implies a magnetic monopole in the center of the sphere, all classical
trajectories are deviated by the Lorentz force and the south pole becomes classically unreachable.
Another qualitative feature of the distribution (6.11) is the delta peak at λ = 0. It appears due
to the inﬁnitesimal i0 term that becomes eﬀective at small λ and yields
ρ(λ→ 0) = −ξ|α|
piL
Im
1
λ+ i0
= |m| δ(λ). (6.12)
This delta peak describes |nR − nL| perfectly conducting topologically protected channels. The
gap in the distribution function is a result of the statistical repulsion of transmission probabilities
from the delta peak at T = 1.
The critical value λ = λg, that determines the size of the gap, can be calculated as follows.
Close to λg, the transcendental equation (6.7) has two almost degenerate solutions. This implies
that at the critical value of θF the derivative ∂θF /∂χ vanishes, which yields the equation for the
critical value χg(α):
tan
χg
2
=
χg
2
+
χ3g
2α2
. (6.13)
For α < 2
√
3, solution of this equation is real and lies in the interval 0 < χg < pi. At larger α, the
critical value χg is imaginary.
The dependence of the gap on α is shown in Fig. 6.3. The asymptotic behavior of λg for small
and large α can be obtained from the asymptotic of χg in (6.7).
χg =
pi − 4pi3α2 +O(α4) : α 1i(α− 1) +O(1/α) : α 1, (6.14)
which gives
λg =
αpi +
(
2
pi5
− 1
6pi3
)
α3 +O(α5) : α 1
1
2(α− lnα) : α 1.
(6.15)
Although the transmission-eigenvalue distribution cannot be computed analytically, we can
extract the behavior close to the gap by writing λ = λg + ∆λ and expanding to leading order in
∆λ. To do this, we have to express the deviation in χ in terms of ∆λ by expanding (6.7) around
χg and λg to leading order in ∆χ and ∆λ. Using (6.7) and (6.13), we get
ρ(λ) =
ξ
piL
f(α)
√
λ− λg λ > λg, (6.16)
with f(α) given by
f(α) =
∣∣∣∣∣∣ 2
√
χg(χg − sinχg)3/4√
2χg + χg cosχg − 3 sinχg sin1/4 χg
∣∣∣∣∣∣ . (6.17)
The function f(α) is plotted in Fig. 6.4. It is a real positive monotonically decreasing function of
α whose asymptotic behavior is given by
√
2pi3
α for small α and 2 for large α. It will be used in
the discussion of the universal crossover dependence of ρ(λ) in the vicinity of λg in next section.
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Figure 6.3: The value of the gap in the average distribution function in terms of T and λ
obtained by solving Eq. (6.13). The asymptotics of λg are given in Eq. (6.15).
Figure 6.4: Plot of the function f(α) that determines the prefactor of the square root close
to the gap, Eq. (6.16), deﬁned in (6.17).
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6.1.2 Transport moments
The distribution function of transmission probabilities allows to compute average conductance,
Fano factor, and higher moments of electron transport. However, the result (6.11) is written in
terms of the parameter χ that is determined by the complicated transcendental equation (6.7).
It is easier to compute the moments directly from the generating function (6.10) by taking its
derivatives at θ = 0. We solve Eq. (6.7) perturbatively in small θF with χ ≈ iα and then
substitute the solution into Eq. (6.10). This yields the following expressions for the conductance
and Fano factor:
G
G0
= F(0) = ξα
2L
coth
α
2
, (6.18)
F = 1− 2F
′′(θ)
F(θ)
∣∣∣∣∣
θ=0
=
sinhα− α
sinhα(coshα− 1) . (6.19)
They are plotted in Fig. 6.5.
In the limit α = 0, we recover the known values of conductance G/G0 = ξ/L and Fano factor
F = 1/3 for a diﬀusive wire [177]. In the limit of large α, topologically protected channels dominate
the transport giving the same value of |m|/2 to all moments. It should be noted here that the
conductance just computed is not the total conductance of the physical sample. We either have
to add the contribution of the Weyl point with opposite chirality in the case of a Weyl semimetal
leading to the total conductance |m| or the contribution of the outer edges in the quantum Hall
sample leading to the total conductance max{nL, nR} (see the discussion in Sec. 4.1.1).
The main qualitative conclusion of the analysis of this section is that diﬀusion in the unprotected
channels is exponentially suppressed at α 1. Remarkably, this non-perturbative localization-like
eﬀect occurs at scales parametrically shorter than the actual localization length, ξ/m  L  ξ,
and is accessible within the simple semiclassical treatment of the sigma model.
6.1.3 Mesoscopic conductance fluctuations
Conductance of a disordered sample exhibits universal reproducible random ﬂuctuations as a
function of some external parameters, e.g., weak magnetic ﬁeld or gate voltage [48, 49]. These
ﬂuctuations are attributed to changes of the eﬀective disorder potential and can be computed as
the variation of conductance around its average value in the given ensemble (5.21). This quantity
contains information about correlations of transmission probabilities of diﬀerent channels [178, 179]
and cannot be expressed in terms of the generating function F only.
In the quasiclassical limit L ξ, the partition function factorizes: Z = ZBZF . This approxima-
tion is insuﬃcient to compute conductance ﬂuctuations, since the parameters θB and θF are fully
decoupled on the level of the minimized action. A more accurate calculation taking into account
small ﬂuctuations around the optimal trajectory is required. This will also involve Grassmann
degrees of freedom of the sigma model.
In order to expand the action in small ﬂuctuations, we parametrize the classical solution as
Qc = T
−1
c ΛTc, T˙cT
−1
c = M = const. (6.20)
This representation is possible since the trajectory is a rotation with constant velocity around a
suitably chosen axis, [cf. Eq. (6.5) and Fig. 6.1]. More speciﬁcally, we can choose Tc in the form
Tc = cos(χˆx/2) + i sin(χˆx/2)(τz cos ψˆ + τy sin ψˆ). (6.21)
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Figure 6.5: Average conductance (upper panel) and Fano factor (lower panel) as a function
of α, Eqs. (6.18) and (6.19).
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Here, τx,y,z are Pauli matrices in the RA space and χˆ and ψˆ deﬁne the velocity and the axis of
rotation, respectively. They are both diagonal matrices in the BF space. Entries of χˆ are solutions
to Eq. (6.7) for angles iθB and θF , respectively. The matrix ψˆ satisﬁes χˆ cos ψˆ = iα [cf. Eq. (6.5)].
We also introduce the matrix
γˆ =
(
γB 0
0 γF
)
BF
= χˆ sin ψˆ =
√
χˆ2 + α2. (6.22)
With these deﬁnitions, we write the generator of rotation (6.20), as
M =
iχˆ
2
(τz cos ψˆ + τy sin ψˆ) =
iγˆτy − ατz
2
. (6.23)
Deviations from the optimal trajectory are parametrized by a matrix W , which anticommutes
with Λ:
T = eW/2 Tc, Q = T
−1
c Λe
WTc. (6.24)
We substitute these matrices into the action (5.35) and expand to the second order in W . This
expansion yields S = S0 + S1 + S2 with
S0 = Smin(θF )− Smin(iθB), (6.25a)
S1 =
ξ
2L
∫ 1
0
dx str
[
(ΛM)2 + αΛM
]
W, (6.25b)
S2 =
ξ
8L
∫ 1
0
dx str
[
W˙ 2 + 4MW˙W − {ΛM,W}2 + α
(
ΛW˙W − 2ΛMW 2
)]
. (6.25c)
The linear term S1 vanishes for the classical solution as can be checked directly by substituting
(6.40) in (6.25), while S0 yields the minimized action Smin deﬁned by Eq. (6.8).
The next step is the parametrization of the matrix W which is deﬁned to anticommute with
Λ = τz, so it can be written as W = wxτx + wyτy with wx,y matrices in the BF space only. The
quadratic action S2, Eq. (6.25c), now becomes
S2 =
ξ
4L
∫ 1
0
dx str
[
(w˙2x + w˙
2
y)− iα(w˙xwy − w˙ywx)−
γˆ2
2
(w2x +w
2
y)−
1
2
[(γˆwx)
2 − (γˆwy)2]
]
. (6.26)
Using explicit parametrization in the BF space
wx =
(
p σ
κ iq
)
BF
, wy =
(
m µ
η in
)
BF
, (6.27)
we recast the quadratic action in the form
S2 =
ξ
4L
∫ 1
0
dx
(p m)HB ( pm
)
+
(
q n
)
HF
(
q
n
)
+ 2
(
σ µ
)
HBF
(
κ
η
) (6.28)
with the operators
HB,F = −
[
∂2x +
1
2
γ2B,F
]
− ασy∂x − 1
2
γ2B,Fσ
z,
HBF = −
[
∂2x +
1
4
(γ2B + γ
2
F )
]
− ασy∂x − 1
2
γBγFσ
z. (6.29)
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Here, σx,y,z are the Pauli matrices in (τx, τy)-space.
The partition function of the sigma model can be written in terms of corresponding functional
determinants as
Z =
detHBF√
detHB detHF
e−S0 . (6.30)
This function obeys the supersymmetry condition since at γB = γF we have HB = HF = HBF
and hence Z = 1.
In order to calculate the variance of conductance, Eq. (5.21), we will take the mixed derivative
in both θB and θF . Hence, only the Grassmann determinant HBF contributes
varG
G20
= 4
∂4 ln detHBF
∂2θB ∂2θF
∣∣∣∣
θF=θB=0
. (6.31)
Diagonalizing the operator HBF under the boundary conditions W (0) = W (1) = 0 is a tedious
problem. However, for our purposes it is suﬃcient to carry out the calculation for small values
of θB,F . Approximately solving Eq. (6.7), we obtain the relation between γ and θ valid at small
angles,
γB,F =
α θB,F
2 sinh(α/2)
. (6.32)
To facilitate the calculation, we perform the gauge transformation H˜ = eαxσy/2HBF e−αxσy/2
that removes derivatives from the oﬀ-diagonal elements in Eq. (6.29). Expanding the determinant
in small γB,F , we arrive at the following expression for the variance of conductance:
varG
G20
=
α4
8 sinh4(α/2)
tr
[
H−20 + 2H
−1
0 e
αxH−10 e
−αx
]
. (6.33)
Here the Hamiltonian is H0 = −∂2/∂x2 + α2/4, and we can evaluate the traces by expanding in
the eigenfunctions
√
2 sin(pilx) for integer l ≥ 1. This yields
trH−20 =
1
α4
[
−8 + 2α coth α
2
+
α2
sinh2(α/2)
]
, (6.34)
tr
[
H−10 e
αxH−10 e
−αx
]
=
1
2α4
[
8− 5α coth α
2
+ α2 +
α2
2 sinh2(α/2)
]
. (6.35)
Substituting into Eq. (6.33), we get
varG
G20
=
α2(2 + coshα)− 3α sinhα
16 sinh6(α/2)
. (6.36)
Dependence of varG on α is shown in Fig. 6.6. In the limit α = 0, the known universal value 1/15
is reproduced [18, 48, 49, 180]. For a spin degenerate sample, the variance is four times larger.
In the presence of imbalance, α 6= 0, some channels are topologically protected and have perfect
transmission. Hence, the variance of conductance decreases with growing α.
90
6.2 Transmission distribution near λ = 0: mapping to random matrices
Figure 6.6: Variance of conductance, Eq. (6.36), due to mesoscopic ﬂuctuations as a function
of α.
6.1.4 Other symmetry classes
Results for other symmetry classes with Z topology (classes C and D) are very similar to the
results for the unitary class. The distribution function, conductance, and Fano factor are given by
exactly the same expressions (6.11), (6.18), and (6.19), respectively. The variance of conductance
also has the form (6.36) with an additional factor 2 in classes C and D to account for particle-hole
symmetry.
For the classes AII and DIII, the Z2 topology is not captured on the quasiclassical level. The
topological term in the action (5.49) is quantized and thus drops from the classical equations of
motion. Nevertheless, for ﬁxed boundary conditions there are always two topologically distinct
trajectories minimizing the action in each of the two homotopy classes, (cf. Fig. 5.3). The presence
of the topological term becomes crucial when both trajectories have approximately equal action.
This happens when the angle θF is close to pi. Hence, we conclude, that Z2 topology has an eﬀect
on the distribution function of transmission probabilities ρ(λ) for small values of λ (close to perfect
transmission). This limit will be discussed in the next section.
6.2 Transmission distribution near λ = 0: mapping to random
matrices
The quasiclassical consideration of the previous section is valid provided the action has a well-
deﬁned minimum given by the solution of the classical equations of motion. This is, however, not
true when the ﬁnal point of the trajectory is close to the south pole (the point with θ = pi).
Hence, our result for the distribution function (6.11) should be reﬁned for small values of λ.
Namely, we will demonstrate that the semiclassical gap in the distribution function is not exact
and will obtain a more accurate result in the gap region.
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Figure 6.7: Degenerate classical trajectories connecting the north pole to the south pole
on a sphere. The soft mode corresponds to the azimuthal angle. Each trajectory
is identiﬁed with a point on the equator.
6.2.1 Illustrative example: A sphere
Consideration of the distribution function at small λ is similar for all symmetry classes. We start
with the example of a particle moving on a sphere and then generalize the result to a general
sigma-model manifold.
Consider the mechanical problem of a particle going from the north pole θ = 0 to the south
pole θ = pi on a sphere. There are many equivalent solutions to this problem, since all the
meridians have exactly the same length (Fig. 6.7). This implies that the minimum of the classical
action is degenerate with respect to the azimuthal angle. If the ﬁnal point of the trajectory is
close to but not exactly at the south pole, the exact degeneracy is lifted. However, there is still
a soft mode approximately corresponding to the azimuthal angle.
Let us assume that the ﬁnal point of the trajectory is at θ = pi − ω and φ = 0. There are two
classical solutions yielding a minimum and a maximum value of the action: θ = (pi ∓ ω)x with
φ = 0 or pi. The two extremal values of the action are close provided ω  1. We can interpolate
between the two solutions by a family of trajectories parametrized by the angle φ, that labels the
point where the trajectory crosses the equator of the sphere. Using Eq. (6.1) and assuming α
small, we write eﬀective action for this soft mode as
S = const− piξω
2L
cosφ+ imφ. (6.37)
The last term appears due to α and is the relative magnetic ﬂux enclosed by the trajectory.
The expansion (6.37) is valid provided ω  √L/ξ, when higher terms can be safely neglected
in the weight function e−S . The partition function corresponding to the action (6.37) has the form
Z(ω) =
∫ 2pi
0
dφ
2pi
e(piξω/2L) cosφ−imφ = Im
(
piξω
2L
)
, (6.38)
where Im is the modiﬁed Bessel function. Thus we have eﬀectively mapped the classical problem
in one dimension to an eﬀective zero-dimensional (0D) quantum problem.
92
6.2 Transmission distribution near λ = 0: mapping to random matrices
6.2.2 Generalization to symmetric superspaces
We would now like to generalize this construction to the case of a symmetric superspace. First let
us consider the case of a compact symmetric space. To carry out the construction explicitly, we
consider a family of classical trajectories connecting the north pole Q = Λ to the south pole
Q = −Λ. Let us pick one particular geodesic connecting the two poles (we again rescale x by the
length of the sample L),
Q = T−10 ΛT0, T0 = exp(ipiM0x/2). (6.39)
The matrix M0 represents a point on the equator. Other possible trajectories are generated by
rotations from the small group K of the matrices that commute with Λ and leave the end points
±Λ invariant.
We can always choose the generator M0 such that it anticommutes with Λ. Since the trajectory
(6.39) ends at the point −Λ, we have eipiM0 = −1 and conclude that eigenvalues of M0 are ±1.
(Other odd integer eigenvalues correspond to longer trajectories and hence yield larger value of
the action). The whole equator is parametrized by the matrix M deﬁned as
M = K−1M0K, M2 = 1, (6.40a)
{M,Λ} = 0, [K,Λ] = 0. (6.40b)
Thus, the equator of a symmetric space is also a symmetric space of a diﬀerent class shown in
Table 6.1 as we argued earlier.
In more abstract terms, our construction starts by considering the classical trajectories con-
necting a certain point north pole to another with the same isotropy group south pole. This
means that the two points are invariant under the same set of rotations. The equator labels
the subset of rotations that keep the north pole and south pole ﬁxed, while not keeping any
geodesics between them ﬁxed. Mathematically, this means that to determine the equator of a
compact symmetric space G/K, we choose a maximal torus T in G (compact, maximally Abelian,
connected subgroup) and consider the centralizer M of T in K, i.e., the set of elements in K that
commute with every element in T . The equator is then given by the coset space K/M . This
mapping G/K → K/M is exactly the one shown in Table 6.1 and it corresponds to a shift of 1
when the classes are arranged according to the Bott periodicity.
The generalization to a symmetric superspace is more subtle, however, since the non-compact
sector does not really have a south pole. We have to remember, nevertheless, that when we
compute the moment generating function F [θ] in (5.19), we analytically continue the angular
variables on the non-compact sector to imaginary value so they 'look like' compact manifolds.
Based on this, we can then argue that the mapping in Table 6.1 works similarly in the case of
superspaces. In fact, for a given supermanifold, the supermanifold representing the equator shown
in Table 6.1 is the unique supermanifold of the type appearing in sigma models [see Appendix B]
with the correct mapping of the compact sector.
In order to derive an eﬀective action for the trajectories connecting the north pole to the
vicinity of the south pole, we parametrize the Q matrix as
Q = T−1Λ(1 +W )T, T = exp(ipiMx/2). (6.41)
The matrix W anticommutes with Λ and describes a deviation of the trajectory from the merid-
ian. The ﬁnal point of the trajectory is independent ofM . We choose it at Q(1) = −Λ(1− iωˆM0)
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H E QFF d=1 d=2
A AIII U(2n)/U(n)×U(n) 0 Z
AIII A U(n)×U(n)/U(n) Z 0
AI CI Sp(4n)/Sp(2n)× Sp(2n) 0 0
BDI AI U(2n)/Sp(2n) Z 0
D BDI O(2n)/U(n) Z2 Z
DIII D O(n)×O(n)/O(n) Z2 Z2
AII DIII O(2n)/O(n)×O(n) 0 Z2
CII AII U(n)/O(n) Z 0
C CII Sp(2n)/U(n) 0 Z
CI C Sp(2n)× Sp(2n)/Sp(2n) 0 0
Table 6.1: Symmetry classiﬁcation of the disordered systems [86, 90, 91]. Columns: Hamilto-
nian symmetry class, equator symmetry class, compact part of the sigma-model
manifold, possible topological insulators in 1D and 2D.
with the matrix M0 from Eq. (6.40a). The matrix ωˆ quantiﬁes the deviation of the ﬁnal point
from the south pole:
ωˆ =
(
iωB 0
0 ωF
)
BF
=
(
pi − iθB 0
0 pi − θF
)
BF
. (6.42)
The value of W at x = 1 satisﬁes
W (1) = −iMωˆM0M (6.43)
in order to ensure the correct ﬁnal point of the trajectory.
We insert Eq. (6.41) into the action (5.35), neglect for the moment the topological term, and
expand to linear order in W . Using the properties (6.40) and (6.43), we get the result
S = − ξ
8L
∫ 1
0
dx str Q˙2 =
ipiξ
4L
∫ 1
0
dx str
(
MW˙
)
=
piξ
4L
str
(
ωˆM0M
)
. (6.44)
In order to ﬁnd the contribution of the topological term, we neglect W and redeﬁne the matrix
T in Eq. (6.41) such that at the ﬁnal point T (1) is independent of M . This can be achieved by a
suitable x-dependent left rotation R from the group K:
T = R(x) exp(ipiMx/2), R(0) = 1, R(1) = M0M. (6.45)
With this deﬁnition, the expression for the topological term in Eq. (5.35) becomes
Stop = −m
2
∫ 1
0
dx strT−1ΛT˙ = −m
2
∫ 1
0
dx str ΛR˙R−1 = −m
2
str
[
Λ ln(M0M)
]
. (6.46)
Thus, we have successfully mapped the 1D sigma model, deﬁned in terms of the matrix Q, to the
0D sigma model in terms of M :
S =
1
4∆
str
(
ωˆM0M
)
− m
2
str
[
Λ ln(M0M)
]
. (6.47)
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The model (6.47) describes statistics of large random matrices with the average level spacing
∆ = L/piξ. The correspondence between the manifolds of Q and M (the latter is the equator
of the former) is detailed in Table 6.1. This correspondence conforms to the Bott periodicity [91].
Whenever the 1D model contains a topological term, the corresponding 0D model also acquires a
topological term of the same type.
6.2.3 Distribution of transmission probabilities
Let us now apply the correspondence derived above to the calculation of the transmission distri-
bution ρ(λ). We begin with the unitary symmetry class A. The matrix Λ is deﬁned in Eq. (5.27)
and the matrices M0 and M we represent as
M0 =
(
0 1
1 0
)
RA
, M =
(
0 P
P−1 0
)
RA
. (6.48)
This choice satisﬁes all the constraints (6.40). The unitary matrix P belongs to the manifold of
the sigma model in class AIII, (see Table 6.1). In terms of P , the 0D sigma-model action (6.47)
takes the form
S =
1
4∆
str
[
ωˆ(P + P−1)
]
+m str lnP. (6.49)
Such a sigma model was studied before in the context of random chiral matrices with zero
eigenvalues [181, 182]. We are interested in the distribution function of transmission probabilities
that is given by Eq. (5.20):
ρ(λ) =
2
pi
Re
∂
∂ωF
∫
DP e−S(P )
∣∣∣∣
iωB=ωF=−2iλ+0
, (6.50)
where ωB,F are the entries of ωˆ, cf. Eq. (6.42). This distribution function exactly coincides with
the spectral density of a random chiral matrix normalized to the average level spacing pi∆ = L/ξ.
For an illustration, we perform the calculation explicitly for class A [182]. The matrix P in Eq.
(6.49) can be written as a product of a usual and a Grassmann matrix:
P =
(
ea 0
0 eib
)(
1− µν ν
µ 1 + µν
)
. (6.51)
The measure on the superspace is especially simple in this parametrization:
dP =
da db dµ dν
4pi
. (6.52)
We compute the partition function with the action (6.49) and obtain the following expression:
Z =
∫
dP e−S(P ) =
(
ωF
∂
∂ωF
− ωB ∂
∂ωB
)
Km
(
iωB
2∆
)
Im
(
ωF
2∆
)
. (6.53)
To derive the distribution function, we use Eq. (6.50), where we ﬁrst take the derivative with
respect to ωF , then substitute ωF = −2iλ + 0 and ωB = 2λ + i0. We then use the relation for
the analytic continuation of the modiﬁed Bessel function Im(−iz + 0) = (−i)mJm(z) and for the
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McDonald function in terms of the Hankel function Km(iz − 0) = pi2 (−i)m+1H
(2)
m (z) [183] and
ﬁnally take the real part to get
ρA(u) =
u
2
[
J2m(u)− Jm+1(u)Jm−1(u)
]
+ |m|δ(u), (6.54a)
where we have rescaled the parameter by the level spacing: u = λ/∆, ρ(u) = ∆ρ(λ). To derive
(6.54a), we used the deﬁnition of the Hankel function in terms of the Bessel functions as H(2)(z) =
Jm(z)− iYm(z) and the recurrence relations for the Bessel functions [183].
The result (6.54a) is depicted in Fig. 6.8. In the limit λ  √L/ξ, it reﬁnes the quasiclassical
result (6.11). Indeed, instead of identically vanishing ρ(λ), suggested by the classical calculation
inside the gap, the true asymptotics is ρ ∼ λ2m+1. When the gap is not too large, m√ξ/L, the
function (6.54a) also describes smoothly the crossover from the subgap region, where ρ is strongly
suppressed, to the saturation ρ ≈ 1 above the gap. This crossover occurs at λ ≈ mL/piξ, which is
equivalent to λg ≈ α/pi found in the semiclassical calculation (6.15) for small α. The oscillations
in ρ(λ), emerging around λg, are caused by statistical repulsion between individual transmission
probabilities, in full analogy with level repulsion in random matrices.
6.2.4 Other symmetry classes
Exploiting the correspondence between the 1D transport problem and level statistics of random
matrices, we can directly apply the results of Ref. [181] to our problem. We introduce the normal-
ized parameter u = λ/∆ and quote the results in terms of ρ(u) = ∆ρ(λ). For classes C and D, we
have
ρC(u) = ρA(u)− 1
2
Jm(u)
∫ u
0
du′ Jm(u′), (6.54b)
ρD(u) = ρA(u) +
1
2
Jm(u)
∫ ∞
u
du′ Jm(u′). (6.54c)
In these expressions, m is any integer in class D and any even integer for class C.
All the above qualitative discussions of the results for the unitary class A apply to classes C and
D as well. The only diﬀerence is in the strength of the level repulsion. Classes C (spin quantum Hall
eﬀect) and D (thermal quantum Hall eﬀect) exhibit stronger and weaker oscillations as compared
to class A, respectively. We compare the distribution functions (6.54) and the semiclassical result
(6.11) in Fig. 6.9.
The classes with Z2 topology, AII (quantum spin-Hall eﬀect) and DIII, map to 0D models of
the classes DIII and D, respectively. The latter are the classes of random matrices with a possible
single zero eigenvalue. The average spectral density for such matrices [181] yields the following
result for transmission distributions in 1D:
ρAII(u) =
u
2
[
J21 (u) + J0(u)J
′
1(u)
]
+
σ
2
J1(u) + (1− σ)δ(u), (6.55a)
ρDIII(u) = 1 + σ
sinu
u
+ (1− σ)δ(u). (6.55b)
The parameter σ is either 1 or −1 for the even and odd number of channels, respectively.
The results (6.55) are depicted in Fig. 6.10. A single channel with perfect transmission (delta
function at λ = 0) emerges in the case of an odd number of channels. It suppresses ρ(λ) at small
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Figure 6.8: Average distribution function of transmission probabilities in class A, [Eq.
(6.54a)], at a ﬁxed value of ξ/L = 10 and diﬀerent m as a function of λ (upper
panel) and T (lower panel).
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Figure 6.9: Comparison of the average distribution function in classes A (quantum Hall
edge), C, and D, [Eqs. (6.54)], with the semiclassical result (6.11) in terms of λ
(upper panel) and T (lower panel).
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Figure 6.10: Average distribution of transmission probabilities in classes AII (quantum spin-
Hall edge) and DIII, Eqs. (6.55), with even and odd number of channels. In the
odd case, a delta peak at λ = 0 appears.
λ, similarly to other classes discussed earlier. The mutual repulsion of transmission probabilities
results in the oscillations in ρ(λ) also in an analogy to the previously discussed classes. However,
in the Z2 classes, the topological eﬀects are weaker; this is the reason why they were not captured
in the fully semiclassical analysis of the previous section.
6.2.5 Distribution function in the vicinity of the gap edge
As was shown above, the behavior of the distribution function ρ(λ) qualitatively changes from
oscillatory to decaying as λ is decreased below λg. In order to describe this crossover quantitatively,
let us introduce a suitably rescaled variable
x =
(
2
m
)1/3( λ
∆
−m
)
. (6.56)
In terms of this variable, we can extract the crossover dependence from Eqs. (6.54) by invoking
the asymptotic form of the Bessel function at m 1. This asymptotic expansion is given in terms
of the Airy function [183]:
Jm
m+ x(m
2
)1/3 = ( 2
m
)1/3
Ai(−x) +O(1/m). (6.57)
The crossover functions for the three classes with Z topology have the form:
ρA(x) = xAi
2(−x) + [Ai′(−x)]2, (6.58a)
ρC(x) = ρA(x)− 1
2
Ai(−x)
∫ x
−∞
Ai(−t) dt, (6.58b)
ρD(x) = ρA(x) +
1
2
Ai(−x)
∫ ∞
x
Ai(−t) dt. (6.58c)
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Figure 6.11: Universal crossover functions close to the semiclassical edge of the spectrum
(shown with dashed line) for classes A, C and D, Eqs. (6.58). The parameter
x is deﬁned in (6.60).
They are plotted in Fig. 6.11.
These functions coincide with the spectral densities of the large-size random matrices close to
the edge of the spectrum [184, 185] in the three standard Wigner-Dyson classes: orthogonal (AI),
unitary (A), and symplectic (AII). Such a coincidence is not accidental. As long as we have mapped
the 1D transport problem onto the suitable random-matrix ensemble, the statistical properties in
the vicinity of the spectral edge are universal.
At large positive x, all three functions (6.58) have the same square-root behavior
ρ(x) =
√
x
pi
, (6.59)
shown in Fig. 6.11 by the dashed line. This envelope represents the edge of the distribution gap
in the semiclassical solution (6.11).
It appears that the crossover functions (6.58) correctly describe the behavior of ρ(λ) near the
gap edge even in the limit m  √ξ/L. In this limit, the critical value λg is too large and the
mapping of Table 6.1 is not applicable for λ ' λg. On the semiclassical level, the appearance of
the gap can be attributed to the existence of an unreachable region around the south pole of
the sigma-model manifold, as was explained earlier. When quantum ﬂuctuations are taken into
account, we expect the possibility of tunneling into this forbidden region. For λ > λg, there are
always two classical solutions that represent a minimum and a maximum of the action. Exactly
at λ = λg, the two solutions merge. For smaller values of λ we again have two close classical
solutions that extend into the complex plane. Since the corresponding minimum and maximum
of the action are close, there is a soft mode interpolating between them. This means that the
problem can be again mapped onto an eﬀective 0D model taking into account only this soft mode.
In the limit 1 m√ξ/L, this mapping is equivalent to the mapping of Table 6.1, hence, the
universal crossover function can be derived from Eqs. (6.54).
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The calculation within the eﬀective 0D model, describing the gap edge in the limit m√ξ/L,
is presented in Appendix C. It yields the same crossover functions (6.58) provided the deﬁnition
of the variable x [Eq. (6.56)] is modiﬁed:
x =
(
ξ
L
f(α)
)2/3
(λ− λg), (6.60)
where the function f(α) is introduced in Eq. (6.17). The modiﬁed variable (6.60) is chosen such
that the semiclassical result maintains the form (6.59) in the vicinity of the gap edge. Thus the
single adjustable parameter in the universal dependence (6.58) is extracted from the perturbative
analysis of the semiclassical equations of motion.
6.3 Summary and discussion
In this chapter, we have studied transport in a quasi-1D system hosting both diﬀusive and topo-
logically protected channels in the short wire or diﬀusive limit L ξ. This means we considered
correction to classical diﬀusive behaviour mainly due to the existence of the topologically pro-
tected modes assuming localization eﬀects are weak. We considered all possible symmetry classes
which can host topologically protected channels. This includes classes A,C and D with Z topology,
where an arbitrary number of chiral topologically protected channels can exist. This scenario can
be realized in a Weyl semimetal in a magnetic ﬁeld or at the interface between two quantum Hall
systems (class A). We also analyzed classes AII and DIII with Z2 topology, which can host at most
one helical topologically protected channel and can be realized at the edge of a quantum spin-Hall
insulator (class AII).
The major qualitative result is a signiﬁcant suppression of diﬀusion for the unprotected modes
due to the presence of the protected modes. This manifests as a gap in the transmission distribution
function on the semiclassical level [ Eq. (6.11)] shown in Fig. 6.2, which increases with the increase
in the imbalance parameter α as shown in Fig. 6.3. The suppression of diﬀusion of the unprotected
channels can also be seen clearly in Fano factor which is related to shot noise, Eq. (6.19) and Fig.
6.5, and the mesoscopic conductance ﬂuctuations, Eq. (6.36) and Fig. 6.33, which both decay with
increasing the number of protected channels. Remarkeably, the suppression of diﬀusion by the
unprotected channels happens at relatively short scales ξ/|m|  L ξ and this non-perturbative
eﬀect is fully accessible within the semiclassical treatment of the non-linear sigma model. The
eﬀect also exists in the case of Z2 topology but it is much weaker since there can be at most one
topologically protected channel and one needs to go beyond the semiclassical treatment to capture
it.
Another major result of this chapter is that the transmission distribution close to unit trans-
mission is captured by mapping the 1D non-linear sigma model onto an equivalent 0D random
matrix theory. This mapping applies to all symmetry classes and is summarized in Table 6.1.
Speciﬁcally, the average distribution function ρ(λ) is equivalent to the average spectral density of
a certain random matrix ensemble. The latter is described by the 0D sigma model deﬁned on the
equator of the original 1D sigma-model manifold. This mapping yields detailed description of
the transmission eigenvalues statistics in the vicinity of λ = 0 both for Z [Eqs. (6.54), Fig. 6.9]
and Z2 [Eqs. (6.55), Fig. 6.10] topological insulators. In addition, the behavior of the tranmission
distribution close to the gap follows the distribution of large eigenvalues of a random matrix in
unitary, orthogonal or symplectic ensemble.
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It is worth noting that the derivation of the dimensional mapping only used the structure of the
manifold and the semiclassical approximation and there was no explicit reference to dimensionality
except when we computed spectral density of the 0D explicitly. This means that our mapping is
equally valid in any dimension, it maps a d-dimensional non-linear sigma model with a certain
boundary condition (ﬁnal point going almost to the south pole) in the semiclassical limit in a given
symmetry class to a (d − 1)-dimensional non-linear sigma model at ﬁnite frequency in a related
symmetry class.
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7 Chapter 7Exact solution for class A: Sutherlandtransformation
In this chapter, we present the exact solution for the problem of transport in a system hosting an
arbitrary number of topologically protected modes and a large number of unprotected modes when
time-reversal symmetry is broken (class A). This case is the simplest technically and most relevant
experimentally. It describes transport in a Weyl semimetal in magnetic ﬁeld or the interface
between two quantum Hall systems with diﬀerent ﬁlling factors (see Sec. 4.1.1). The remaining
classes that can host topologically protected channels will be discussed in the next chapter.
7.1 Hamiltonian
As shown in Sec. 5.3, the problem of quantum transport described by the path integral (5.35)
with boundary conditions (5.37) can be reduced to the following initial value problem
∂tψ(Q, t) = −Hˆψ(Q, t), ψ(Q, t→ 0) = δ(Q,Λ) = lim
t→0
e−
1
4t
strQΛ. (7.1)
Here, Hˆ is given by
Hˆ = − 1√|g|(∂α −Aα)√|g|gαβ(∂β −Aβ), (7.2)
where the metric gαβ and the gauge potential Aα are deﬁned in (5.57) and (5.58) respectively. In
the absence of the gauge potential Aα, the function ψ is known as the heat kernel since it describes
heat diﬀusion on the sigma model manifold with the source at the point Q = Λ at an initial time
t = 0. This is the name we will use to refer to the wavefunction ψ(Q, t) even in the presence of
the gauge potential.
The symmetries of the Hamiltonian (7.2) and the initial conditions (7.1) can be used to sig-
niﬁcantly simplify the problem. We ﬁrst note that in the absence of the vector potential, the
Hamiltonian (7.2) reduces to the Laplace-Beltrami operator on the supermanifold. This operator
is known to be invariant under rotating Q by any superunitary matrix T ∈ U(1, 1|2) [17, 18]. This
is obvious from the fact that the Laplace-Beltrami opeator generates the time evolution governed
by the action (5.35) without the topological term. The latter is manifestly invariant under any
T rotations. In particular, the Laplace-Beltrami operator is invariant under rotating Q by supe-
runitary matrices K that also commute with Λ, i.e., K ∈ U(1|1) × U(1|1). These rotations also
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preserve the initial condition (7.1). Using this rotational symmetry, we can label the eigenstates
of the Hamiltonian by the corresponding angular momentum. This is analogous to what happens
in the quantum mechanical problem of a particle on a sphere where the symmetry corresponding
to rotations about the z-axis enables us to label eigenstates by the z-component of the angular
momentum. The fact that the initial condition (7.1) is invariant under such rotations by K as well
means that we only need to consider the zero angular momentum sector. This corresponds to eigen-
functions of the Laplace-Beltrami operator invariant under K rotations, i.e., ψ(K−1QK) = ψ(Q).
In the presence of the vector potential, this symmetry can be preserved provided that we make a
particular gauge choice that is explained in detail below.
The matrix Q ∈ U(1, 1|2)/U(1|1) × U(1|1) is parametrized as Q = T−1ΛT with T ∈ U(1, 1|2).
Multiplying T from the left by any matrix that commutes with Λ does not changeQ and constitutes
a gauge transformation. That is, it changes the vector potential Aα → Aα + ∂αΓ but preserves all
observable quantities. We choose the parametrization for the T -matrix as
T = K−1e
i
2
θˆτxK, θˆ =
(
iθB 0
0 θF
)
BF
, K = eiφˆτz
(
u 0
0 v
)
RA
,
φˆ =
(
φB 0
0 φF
)
BF
, u = exp
(
0 µ
ν 0
)
BF
, v = exp
(
0 η
σ 0
)
BF
. (7.3)
Here, τ denotes the Pauli matrices in the RA space and Λ = τz (as in (5.27)). Note that (7.1)
ﬁxes the gauge by choosing the matrix K multiplying T from the left to be the inverse of the one
multiplying it from the right. This gauge is singular at the south pole of the sphere and represents
a Dirac string going through the south pole. Parametrization of Q follows from (7.1) through the
relation Q = T−1ΛT = ΛK−1eiθˆτxK. Any point on the coset space is described by coordinates
yα = (θB, θF , φB, φF , µ, ν, η, σ)
T and the metric g and vector potential can be computed using the
relations (5.57) and (5.58). Upon using the parametrization (7.1), we obtain the metric tensor in
the form
g =
(
12 0
0 gK
)
. (7.4)
The block gK together with the vector potential are given explicitly in (7.5). The main observation
here is that the metric decouples into a part in the radial variables (θB, θF ) that is just the identity
matrix and a part in the K-variables (φB, φF , µ, ν, η, σ) that has the complicated form (7.5), while
the radial components of the vector potential vanish AθB = AθF = 0.
The Jacobian is computed as the square root of the superdeterminant of the metric giving (up
to a constant multiplicative factor)
J =
√
|g| = | sin θF sinh θB|
(cosh θB − cos θF ) . (7.6)
Note that the Jacobian only depends on the radial variables θB and θF . It can be veriﬁed by
direct computation that with the gauge choice (7.1), the Hamiltonian (7.2) leaves the zero angular
momentum sector (relative to K rotations) invariant. This means that acting with the Hamilto-
nian on a K-invariant function ψ(K−1QK) = ψ(Q), we get another K-invariant function. The
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Hamiltonian (7.2) projected to the space of K-invariant functions has the form
Hˆ0 = − 1
J
∂θF J∂θF −
1
J
∂θBJ∂θB + V (θB, θF ),
J =
sin θF sinh θB
(cosh θB − cos θF )2 , V =
m2
4
 1
cos2 θF2
− 1
cosh2 θB2
 . (7.7)
7.2 Solution: spectral representation
7.2.1 Heat Kernel
In the previous section, our problem was reduced to the time evolution problem with the radial
Hamiltonian Hˆ0
∂tψ(θB, θF , t) = −Hˆ0ψ(θB, θF , t), ψ(θB, θF , t→ 0) = e− 12t (cosh θB−cos θF ). (7.8)
Similar to standard quantum mechanics, one can ﬁrst solve the time-independent eigenvalue prob-
lem
Hˆ0φν(θB, θF ) = νφν(θB, θF ), (7.9)
where ν labels the eigenvalues. We can then write the solution of (7.8) in the form of a spectral
expansion as [17, 18]
ψ(θB, θF , t) = φ0(θB, θF ) +
∑
ν
φν(θB, θF )e
−tν . (7.10)
Here the sum over ν indicates a sum whenever the spectrum is discrete and an integral whenever it
is continuous and the eigenfunctions are assumed to be normalized such that the initial condition
(7.8) is satisﬁed. This means it is possible expand the delta function in terms of eigenfunctions.
The special eigenfunction φ0 with eigenvalue 0 corresponds to contributions to transport that do
not decay with increasing length. In the topologically trivial case V = 0, φ0 is unity and does not
contribute to transport since all channels are localized [17, 18, 165]. For non-zero V , φ0 acquires a
non-trivial dependence on the angular variables reﬂecting the existence of delocalized channels. It
gives the main contribution to transport in the long wire limit where the contribution of all other
functions have decayed due to the factor e−tν . The zero eigenfunction, which is the ground state
of the Hamiltonian (7.1), can be guessed from the following considerations. First, note that the
potential V in (7.1) is singular and repulsive at the south pole in the compact sector, so we expect
the function to vanish at θF = pi, while it remains ﬁnite at the north pole θF = 0. It also has to
vanish stronger for larger m since the strength of the potential increases with m, which suggests
φ0 ∼ cosm θF2 . The last requirement is that it should be equal to unity in the supersymmetry limit
θB = iθF .This leads to
φ0 =
 cos θF2
cosh θB2
m , (7.11)
which is indeed a zero eigenfunction of the Hamiltonian (7.1). In the next chapter, a more
systematic way to construct the zero mode in the presence of the potential V for the general
case (arbitrary number of replicas) will be explained.
106
7.2 Solution: spectral representation
To obtain the full spectrum, we note following Ref. [165] that the Sutherland transformation
[16] decouples the variables θB and θF
H˜0 = J
1/2H0J
−1/2 = H˜B + H˜F , (7.12)
with H˜B and H˜F given by
H˜F = − ∂
2
∂θ2F
− 1
4 sin2 θF
+
m2
4 cos2 θF2
,
H˜B = − ∂
2
∂θ2B
− 1
4 sinh2 θB
− m
2
4 cosh2 θB2
. (7.13)
The eigenfunctions and eigenvalues for the operators H˜F,B can now be easily obtained. The
spectrum of the operator H˜F (compact sector) is discrete. The eigenfunctions and eigenvalues
given by
φ˜k(θF ) =
√
sin θF
(
cos
θF
2
)m
P
(0,m)
k (cos θF ), k =
(
k +
1 +m
2
)2
, (7.14a)
with k = 0, 1, . . . and P (α,β)z (x) the Jacobi polynomials. Notice that all the eigenfunctions have
the prefactor
(
cos θF2
)m
, hence, they vanish at the south pole where the potential is singular.
The operator H˜B (non-compact sector) has both continuous positive and discrete negative eigen-
values, since the potential is attractive and can host bound states. The discrete part is given by
φ˜k(θB) =
√
sinh θB
(
cosh
θB
2
)m
P
(0,m)
−k (cosh θB), k = −
(
−k + 1 +m
2
)2
, (7.14b)
with k = 1, . . . , bm/2c, while the continuous part is given by
φ˜r(θB) =
√
sinh θB
(
cosh
θB
2
)m
P
(0,m)
ir−m−1
2
(cosh θB), r =
r2
4
, (7.14c)
with r ≥ 0. The function P (α,β)z (x) is deﬁned for complex index using the hypergeometric function
as
P (α,β)z (x) =
Γ(1 + α+ z)
Γ(1 + z)Γ(1 + α)
2F1(−z, 1 + α+ β + z; 1 + α; 1− x
2
). (7.15)
The spectral expansion (7.10) can now be written using the eigenvalues and eigenfunctions (7.11)
and (7.14). The sum over eigenvalues ν in the non-compact sector involves both an integral over
a real parameter r and a sum over a discrete index 1 ≤ k < (m + 1)/2. These can be combined
into a single integral over a complex variable by proper shifting of the integration contour leading
to the expression
ψ(λB, λF , t) =
(
1 + λF
1 + λB
)m
2
− (1 + λB)
m
2 (1 + λF )
m
2
2m+1
(λB − λF )
×
∑
l∈2N+1+m
∞−im∫
−∞−im
dr clrP
(0,m)
ir−m−1
2
(λB)P
(0,m)
l−m−1
2
(λF ) e
−tlr . (7.16)
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Here N = {0, 1, . . . } and we have introduced the variables λB,F deﬁned as
λB = cosh θB, λF = cos θF . (7.17)
The eigenvalues lr and the normalization clr are given by
lr =
1
4
(l2 + r2), clr =
rl tanh pi2 (r − im)
l2 + r2
. (7.18)
The integration contour for the r variable is chosen such that both the continuous and discrete
parts of the spectrum are included in a single term.The measure of the integration clr is chosen
such that the initial condition (7.8) which represents the completeness relation (or resolution of
unity) of the eigenfunctions is fulﬁlled as shown below.
We want to show that in the limit of t→ 0, ψ(λB, λF , t) reduces to the RHS of (7.8)
e−
1
2t
(λB−λF )|t→0 ?=
(
1 + λF
1 + λB
)m
2
− (1 + λF )
m(1 + λB)
m
2m+1
× (λB − λF )
∑
k
∞−im∫
−∞−im
drc2k+1+m,rP
(0,m)
ir−m−1
2
(λB)P
(0,m)
k (λF ), (7.19)
with cl,r deﬁned in (7.16). To prove this, it is enough to show that the the action of the Hamiltonian
on the LHS and RHS yields the same answer and that they are equal when λB = λF = 1, since
the only normalizable zero eigenfunction of the Hamiltonian equals unity at this point. Acting
with the Hamiltonian (7.1) on both sides, we ﬁnd that the ﬁrst term on the RHS vanishes, while
the LHS term is proportional to λB − λF
He−
1
2t
(λB−λF ) = −(λB − λF )e− 12t (λB−λF )
[
λB + λF
4t2
− m
2
2
1
(1 + λB)(1 + λF )
]
. (7.20)
The factor λB − λF can now be canceled from both sides. To evaluate the RHS, we multiplying
both sides by
((1+λB)(1+λF ))
m/2
2m P
(0,m)
ir′−m−1
2
(λB)P
(0,m)
k′ (λF ) and integrate over λF from −1 to 1 and
λB for 1 to ∞. These integrals can be easily evaluated using the orthonormality of the Jacobi
polynomials [183]. As a result, we ﬁnd that the RHS equals -2. The integral in the LHS can be
easily evaluated in the limit t → 0 due to the factor e− 12t (λB−λF ), which restricts the integral to
the vicinity of the point λB = λF = 1 leading to
−
∫ 1
−1
dλF
∫ ∞
1
dλB
(
(1 + λB)(1 + λF )
)m/2
2m
e−
1
2t
(λB−λF )
× P (0,m)
ir′−m−1
2
(λB)P
(0,m)
k′ (λF )
[
λB + λF
4t2
− m
2
2
1
(1 + λB)(1 + λF )
]
t→0
= −2. (7.21)
This completes the proof of identity (7.19).
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7.2.2 Distribution function
The computation of the distribution function ρ(λ) using (5.20) is straightforward by taking the
derivative of the heat kernel (7.16) with respect to θF , setting θF and iθB to pi + 2iλ − 0, and
taking the imaginary part. The resulting distribution function has a singular component that
comes from the zero mode. It can be easily computed as
ρs(λ) =
|m| sinh 2λ
2pi
Im csch2
(
λ− i0) = |m|δ(λ). (7.22)
The remaining non-singular part of the distribution is then calculated as follows. We ﬁrst notice
that it only receives contribution from the second term in (7.16) (with the non-zero eigenfunctions)
since the non-singular component of the ﬁrst term is purely real. The factor cosh θB − cos θF in
the second term vanishes when θF = iθB so the derivative in θF has to act on this part. The
remaining information we need is the analytic continuation of the functions P (0,m)ir−m−1
2
(cosh θB) and
P
(0,m)
l−m−1
2
(cos θF ) to θF = iθB = pi + 2iλ− 0. Under this substitution cos θF → − cosh 2λ and using
the properties of Jacobi polynomials [183], we get
P
(0,m)
k (cos θF )→ P (0,m)k (− cosh 2λ) = (−1)kP (m,0)k (cosh 2λ). (7.23)
For P (0,m)ir−m−1
2
(cosh θB), we need only the imaginary part substituting cosh θB → − cosh 2λ + i0,
which is given by
ImP
(0,m)
ir−m−1
2
(− cosh 2λ− i0) = cosh pi
2
(r + im)(sinhλ)−2mP (−m,0)ir+m−1
2
(cosh 2λ). (7.24)
This can be derived using the relation for the jump in the hypergeometric function along the
branch cut and some elementary manipulations [183]. The non-singular part of the distribution
function can then be written as
ρn(λ) =
sinh 2λ
2pi
∑
l∈2N+1+m
∞∫
−∞
dr
lr(−1) l−m−12 sinh pi2 (r − im)
l2 + r2
× P (−m,0)ir+m−1
2
(cosh 2λ)P
(m,0)
l−m−1
2
(cosh 2λ)e
− L
4ξ
(l2+r2)
, (7.25)
where we have shifted the contour in r back to the real line since the measure no longer has any
poles for −m < Im r ≤ 0.
The non-singular part of the distribution function is plotted in Fig. 7.1 for diﬀerent values of
m and L/ξ. We can see the gradual evolution of the distribution function as the length of the
sample L is increased. For short samples L  ξ, the distribution is uniform apart from small
ﬂuctuations and the suppression near λ = 0, while for long samples L ξ, we see crystallization
of eigenvalues in well-separated peaks. The main observation eﬀect of the topologically protected
channels is a suppression in transmission close to λ = 0 (which corresponds to unit transmission).
This suppression gets stronger with the increase in the number of topologically protected channels
m and appears even in the short wire limit where localization eﬀects are weak as we already found
in the previous chapter. This phenomenon can be easily understood in terms of level repulsion.
The presence of topologically protected transmission eigenvalues pinned at λ = 0 pushes the
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remaining eigenvalues away from zero. This repulsion is proportional to L/ξ (note that the curves
are scaled diﬀerently for diﬀerent L/ξ for clariﬁcation) so that the space between two unprotected
channels away from λ = 0 is ∼ L/ξ, while the space between the protected channels at λ = 0 and
the ﬁrst unprotected channel ∼ (m+ 1)L/2ξ.
In the limit of long wire L  ξ, the rather complicated expression for ρ(λ) in (7.25) can be
signiﬁcantly simpliﬁed as follows. In this limit, the expression in (7.25) is exponentially small
unless λ 1 (see Fig. 7.1).To see this, we notice that P (m,0)l−m−1
2
(cosh 2λ) is a polynomial in cosh 2λ
of order (l −m − 1)/2, so for large λ it behaves as e(l−m−1)λ. This is of the same order as the
exponential e−
L
4ξ
l2 for λ = lL2ξ . These values of λ correspond precisely to the positions of the
peaks we see in Fig. 7.1 for L  ξ. In the non-compact part, we use the fact that the operator
H˜B given by (7.13) reduces to the ﬂat Laplace operator −∂2θB for large θB. This implies that
the eigenfunctions in the non-compact sector become plane waves φ˜r(2λ) ∼ e±irλ for large λ.
Comparing to the other exponential e−
L
ξ
l2 , we ﬁnd they are of the same order for r ∼ ±2iξλL . The
r-integral can then be evaluated by shifting the integration contour and evaluating the integral
using the saddle point.
In the limit λ 1, we use the asymptotics
P
(m,0)
q−m−1
2
(cosh 2λ) =
Γ( q+m+12 )
Γ( q−m+12 )
[
Γ(q)2−q+m+1eλ(q−m−1)
Γ( q+m+12 )
2
+ (q → −q)
]
. (7.26)
It can be easily using the relations for the hypergeometric function [183]. For q ∈ 2N+ 1 +m, the
second term in (7.26) vanishes due to the divergent Γ function in the denominator. For q ∈ iR,
both terms are non-zero, but the function is symmetric under q → −q when combined with the
factor from the measure r sinh pi2 (r− im), which means we can keep only one exponential factor in
the integral over r in (7.25). The sum over l receives the main contribution from l0 = 2k0 + 1 +m
with k0 being the closest integer to λξ/L− (1 +m)/2 given by k0 = bλξ/L−m/2c. The integral
over r can be computed by shifting the contour in the positive imaginary direction by r0 = 2ξλ/L.
The combination of the prefactor in (7.26) and the integration measure has no poles in the upper
half plane. The resulting integral over r is evaluated using the saddle point approximation. We
obtain an expression that has the form ∼ e− ξL (λ−λ0)2 , where λ0 = l0L2ξ . The ﬁnal simpliﬁcation can
be done by replacing λ by λ0 in the preexponent The ﬁnal result is given by a sum of Gaussian
peaks
ρn(λ) =
√
ξ
piL
∑
l∈2N+m+1
e
− ξ
L
(λ− lL
2ξ
)2
, (7.27)
which manifestly shows the level crystallization behavior [172, 186, 187].
The distribution function is a set of equidistant peaks at points separated by L/ξ with each peak
having the (much smaller) width
√
L/ξ and a weight 1. The position of the smallest Lyapunov
exponent determines the localization length for the typical conductance Gtyp = e〈lnG〉. It can be
computed as 〈
lnG
〉
= −2
∫
dλ ln coshλ ρn(λ) = −L
ξ
(m+ 1). (7.28)
This shows that localization is signiﬁcantly enhanced in the presence of delocalized channels with
ξtypm = ξ/(1 +m).
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Figure 7.1: Plot of the transmission distribution function ρ(λ) for diﬀerent values of m and
diﬀerent wire length L/ξ using Eq. (7.22) and (7.25). We see clearly that for
all wire lengths, m > 0 topologically protected channels lead to the appearance
of a delta function with weight m/2 and to a reduction in the probability of
transmission from the remaining channels that gets larger with larger m.
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7.2.3 Conductance and Fano factor
The length dependence of the average conductance can be derived from ψ in (7.16) by expanding
in small angles θF and θB. It is given by
G =
m
2
+
∑
l∈2N+1+m
∞−im∫
−∞−im
dr
lr tanh pi2 (r + im)
l2 + r2
e
− L
4ξ
(l2+r2)
. (7.29)
The conductance is plotted in Fig. 7.2 as a function of L/ξ for diﬀerent values of m. We see
a smooth crossover from the metallic behavior for small L/ξ to a regime where transport is
dominated by the topologically protected channels. The crossover happens at a shorter length as
the number of topologically protected channels m increases. Note that m topologically protected
channels contribute m/2 to the conductance since these are chiral unidirectional channels so in a
sense each one represents half a channel. This is also consistent with the singular contribution in
the distribution function (7.22) which has the form δ(λ) with λ > 0, thus contributing 1/2 to all
moments (see also the discussions in Sec. 4.1.1 and 5.1).
We will now compute the main contribution to the average conductance coming from the non-
protected channels in the long wire limit. The main contribution in the sum over l comes from
the smallest value l = m+ 1. For the r-integral, the saddle point is at r = 0 and we need to shift
the contour to this point. Now, unlike the discussion for the distribution function at L  ξ, we
get contributions from the poles unless m = 0. The pole giving the major contribution is the one
at r = −i(m− 1) for m > 1, while for m = 0 or 1, the major contribution comes from the saddle
point at r = 0. The ﬁnal result is
G−G∞ =

2
(
piξ
L
)3/2
e
− L
4ξ : m = 0,
2
pi
√
piξ
L e
−L
ξ : m = 1,
m2−1
m e
−L
ξ
m
: m > 1,
(7.30)
This again conﬁrms that the localization length of the unprotected channels is signiﬁcantly reduced
ξavm = ξ
av/4m for m > 0.
It should be noted that the discrepancy of the localization length for typical and average conduc-
tance is a well-known phenomenon [45]. The reason for this is that while the typical localization
length is determined by the position of the ﬁrst Lyapunov exponent, the integral giving the average
conductance which can be written as G ∼ ∫ dλρ(λ) sech2 λ receives contributions from small λ as
well.
Another quantity to consider is the Fano factor. It quantiﬁes the strength of the shot noise
given by (5.3). The second moment of charge transport is computed from (7.16) with the result
〈
tr(t†t)2
〉
=
m
2
+
1
4
∑
l∈2N+1+m
∞−im∫
−∞−im
dr
lr tanh pi2 (r + im)
l2 + r2
(r2 + 2m2 + 2− (2k+ 1 +m)2)e− L4ξ (l2+r2).
(7.31)
The Fano factor is plotted in Fig. 7.4. We observe that while it approaches the constant value 3/4
for m = 0, it decays at a length scale L ∼ ξ/m for non-zero m. Analyzing the leading contribution
to (7.31) similar to (7.29) in the limit of short wires, we ﬁnd that only the smallest values of
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Figure 7.2: Plot of the total conductance due to both topologically protected and non-protected
channels as a function of L/ξ for diﬀerent values of the number of topologically
protected channels m, Eq. (7.29). For L ξ, the behavior is metallic G ∼ L/ξ,
thus receiving contribution from all channels and the eﬀect of the topologically
protected channels is a small increase on top of the metallic result. For L  ξ,
the conductance is solely due to the topologically protected channels and its value
is m/2.
Figure 7.3: Plot of the contribution to the conductance from the non-protected channels as
a function of L/ξ for diﬀerent values of the number of topologically protected
channels m. The most pronounced feature is that this contribution decays to
zero faster with larger m indicating that the presence of topologically protected
channels makes localization by disorder for the rest of the channels more eﬀective.
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Figure 7.4: Plot of the Fano factor as a function of L/ξ for diﬀerent values of the number of
topologically protected channels m. While it approaches the constant value 4/3
when m = 0, it decays at L ∼ ξ/m for m 6= 0 signaling reduced contribution to
transport from the unprotected modes.
l = m+ 1 contributes. The main contribution to r-integral is expected to come from the vicinity
of r = 0 for m ≤ 1 and from the pole at r = −i(m − 1) but the residue of this pole is actually
zero and we have to take the next pole r = −i(m− 2) which only exists for m ≥ 4. This leads to
the following estimate for the second moment
〈
tr(t†t)2
〉
=
m
2
+

1
2
(
piξ
L
)3/2
e
− L
4ξ : m = 0,
∼ e− L4ξ (m+1)2 : 0 ≤ m < 4,
∼ e− 3L4ξ (2m−1) : m ≥ 4.
(7.32)
Thus, we obtain following estimates for the Fano factor
F =

3
4 : m = 0,
4
pim
√
piξ
L e
−L
ξ : m = 1,
m2−1
m2
e
−L
ξ
m
: m > 1.
(7.33)
7.3 Solution: dual (geodesic) representation
In this section, we are going to derive an alternative representation of the heat kernel. It is
completely equivalent to the spectral representation (7.16), but has the form of a sum over trajec-
tories. Hence, it simpliﬁes in the short wire limit L  ξ where the heat kernel is dominated by
the semiclassical trajectory. This will enable a comparison with results of the previous chapter.
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7.3.1 Heat kernel
To derive the dual representation, it is convenient to consider the quantity χ(θF , θB, t) = ∂tψ(θF , θB, t).
Once χ(θF , θB, t) is known, ψ(θF , θB, L/ξ) can be obtained using the relation
ψ(θF , θB, L/ξ) = lim
→0
[∫ L/ξ

dt χ(θF , θB, t)− e− 12 (cosh θB−cos θF )
]
. (7.34)
Using the expression for the heat kernel (7.16), we get
χ(θF , θB, t) =
1
2
(cosh θB − cos θF )ΞF (θF , t)ΞB(θB, t), (7.35)
with
ΞF (θF , t) =
(
cos
θF
2
)m ∞∑
k=0
(2k + 1 +m)P
(0,m)
k (cos θF )e
− t
4
(2k+1+m)2 , (7.36)
ΞB(θB, t) =
1
4
(
cosh
θB
2
)m∫ ∞−im
−∞−im
dr r tanh
pi
2
(r + im)P
(0,m)
ir−m−1
2
(cosh θB)e
− t
4
r2 , (7.37)
The advantage of considering χ(θF , θB, t) is that the sum over l and and integral over r completely
decouple.
The dual form of ΞF is obtained using the following integral representation of the Jacobi poly-
nomial [183]
P
(0,m)
k (cos θF ) =
i
2pi
∫
dφ
e−
i
2
(2k+1+m)φ
[
cos φ2 + i
√
cos θF−cosφ
2
]−m
√
2(cos θF − cosφ)
, (7.38)
with the integration contour chosen to encircle the branch cut for θF < φ < 2pi − θF . The square
root is chosen with positive/negative sign for Imφ = ±0. Next, we substitute (7.38) in (7.36),
change the order of the φ-integral and the sum over k and express the term (2k + 1 + m) as a
derivative in φ. The resulting k sum can be performed using Poisson resummation formula to get
ΞF (θF , t) =
(
cos θF2
)m
2
√
pit3
∫
CF
dφ
φ e−
1
4t
φ2
[
cos φ2 + i
√
cos θF−cosφ
2
]−m
√
2(cos θF − cosφ)
. (7.39)
The integration contour CF is shown in Fig. 7.5a. It covers the branch cuts of the square root
θF + 2pil < φ < 2pi(l+ 1)− θF for all integer l. A very similar manipulation can be performed for
ΞB leading to
ΞB(θB, t) =
(
cosh θB2
)m
2
√
pit3
∫
CB
dφ
φ e−
1
4t
φ2
[
cosh φ2 +
√
coshφ−cosh θB
2
]−m
√
2(coshφ− cosh θB)
, (7.40)
with the contour CB shown in Fig. 7.5b. It goes around the two branch cuts of the square root
|φ| > θB.
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(a)
(b)
Figure 7.5: The integration contour for the φF integrat (a) and φB integral (b) in the dual
heat kernel (7.41).
We can now substitute (7.36) and (7.37) in (7.35) to compute χ and then substitute in (7.34)
to get
ψ =
1
2pi
(cosh θB − cos θF )
∫
CF
dφF
∫
CB
dφB
φBφF
φ2B + φ
2
F
e−
ξ
4L
(φ2B+φ
2
F )
[
4
φ2B+φ
2
F
+ ξL
]
zmF z
m
B√
2(cos θF − cosφF )
√
2(coshφB − cosh θB)
,
(7.41)
with
zF =
cos θF2
cos φF2 + i
√
cos θF−cosφF
2
, zB =
cosh θB2
cosh φB2 +
√
coshφB−cosh θB
2
. (7.42)
Proving that the dual heat kernel (7.41) satisﬁes the initial condition (7.8) consists of two parts.
First, we show that whenever θB or θF is not zero and t→ 0, the function ψ vanishes and second,
we show that in the limit θB,F → 0 at t 6= 0, ψ = 1. To show the ﬁrst part, let us assume without
loss of generality that θB is not zero. In the limit t → 0, the integral over φB is determined by
φB ≈ θB and can be estimated as ∼ e−θ2B/4t. Thus ψ vanishes at t→ 0. To show the second part,
consider θB,F = B,F with B,F 
√
t 1. The factor in front of the integrals becomes ∼ 2B +2F .
The integral over φB,F is now eﬀectively between B,F and
√
t. In this range, we can set the
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factors φF /
√
2(cos θF − cosφF ) and φB/
√
2(coshφB − cosh θB) to 1 as well as zB and zF deﬁned
in (7.42). The remaining integral can be written by going to polar coordinates r =
√
φ2B + φ
2
F ,
φ = tan(φB/φF ) (with  deﬁned as
√
2F + 
2
B) as
ψ =
2
2
∫ ∞

dr
e−
r2
4t
r
[
4
r2
+
1
t
]
= −2
∫ ∞

dr∂r
e−
r2
4t
r2
= e−
2
4t
→0
= 1. (7.43)
7.3.2 Short wire limit
The formulae for conductance and distribution function can be extracted easily from the cumulant
generating function
F [θ] =
∫ L/ξ

dt ΞF (θ, t)ΞB(iθ, t)− 1

, (7.44)
and we will not write them explicitly. We will rather explain how to extract the conductance and
the distribution function in the short wire limit L  ξ, which is the motivation for writing the
dual representation (7.41). We ﬁnd it easier to perform the approximation on the functions ΞF
and ΞB and then extract the diﬀerent quantities by performing the t integral.
To compute the conductance, we consider θF = θB = 0. In this case, the branches of the
contour, Fig. 7.5, all merge and the resulting integrals for ΞF and ΞB simplify to
ΞF (0, t) =
1
4
√
pit3
∫ ∞
−∞
dφ
φ e−
1
4t
φ2− i
2
mφ
sin φ2
,
ΞB(0, t) =
1
4
√
pit3
∫ ∞
−∞
dφ
φ e−
1
4t
φ2− 1
2
mφ
sinh φ2
. (7.45)
In the limit t 1, we can expand the integrands in (7.45) in power of φ and perform the Gaussian
integral which gives terms of increasing powers of t. The result we get is
ΞF,B(0, t) =
1
t
±
(
1
12
− m
2
4
)
+
7− 30m2 + 15m4
480
t+O(t2). (7.46)
The conductance is obtained by integrating the product ΞBΞF over t:
G =
ξ
L
−
(
1
45
− m
2
12
)
L
ξ
+O((L/ξ)3). (7.47)
This reduces to the results of ref. [18] for m = 0. We notice that the eﬀect of the delocalized
channels in the metallic limit appears ﬁrst at O(L/ξ) and is positive, i.e., it increases conductance
as expected.
Next, we derive an expression for the distribution function ρ(λ) that is valid in the short wire
limit for relatively small λ. Such expression was derived in the previous chapter using the mapping
to a 0D model. We will now show that it can be obtained from the exact result (7.41).
The distribution function is obtained by taking the imaginary part of the moment generating
function F [θ] for a complex angle θF = iθB = pi − 2iλ. This means that the limit of small λ
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corresponds in the compact sector to angles θF close to pi such that ωF = pi−θF  1. This can be
used to simplify the function ΞF (θF , t) as follows: since t 1 and θF ≈ pi, only the two branches
θF < φ < 2pi − θF and −2pi + θF < φ < −θF contribute and their contribution is equal. Hence,
it suﬃces to compute the integral corresponding to only one of the two branches. For the right
branch, we make the substitution φ = pi−ωF cosχ where χ is integrated from 0 to pi for the upper
part of the branch and from pi to 2pi for the lower part. The terms in the integrand simplify to
leading order in ωF  1 as follows
cos
θF
2
→ ωF
2
, cos
φ
2
→ ωF
2
cosχ, ±
√
2(cos θF − cosφ)→ ±ωF | sinχ| = ωF sinχ.
(7.48)
Notice that the diﬀerent sign of the square root for the upper and lower branch is compensated by
the fact that sinχ is chosen to be positive along the upper branch and negative along the lower one.
The square in the exponent can be expanded to linear order in ωF leading to −pi24t + pi2tωF cosχ,
which gives
ΞF (ωF , t) =
pie−
pi2
4t
2
√
pit3
∫ 2pi
0
dχ e
pi
2t
ωF cosχ−imχ =
(
pi
t
)3/2
e−
pi2
4t Im
(
piωF
2t
)
, (7.49)
where Im(z) is the modiﬁed Bessel function [183].
For ΞB, we consider θB = −ipi + ωB with ωB  1 (we will assume ωB has an inﬁnitesimal
imaginary part for the convergence of integrals). Similar to the previous case, the two branches
are equal and we focus on the right one. We perform the substitution φ = −ipi + ωB coshχ with
χ going from 0 to ∞ for the upper part of the branch and −∞ to 0 for the lower part. The
exponent has the oscillatory term ipi4tωB coshχ which cuts oﬀ the integral at coshχ ∼ t/ωB and
the quadratic term − 14tω2B cosh2 χ which cuts oﬀ the integral at coshχ ∼
√
t/ωB which is much
larger than t/ωB for t  1, so the quadratic term can be neglected. This also implies that the
term ωB coshχ is small and we can expand the integrand in it. Hence, to leading order in ωB, the
terms in the integrand simplify to
cosh
θB
2
→ − iωB
2
, cosh
φ
2
→ − iωB
2
coshχ,
±
√
2(coshφ− cosh θB)→ ±iωB| sinhχ| = iωB sinhχ. (7.50)
The resulting expression for ΞB is then
ΞB(ωB, t) =
pie
pi2
4t
2
√
pit3
∫ ∞
−∞
dχ e
ipi
2t
ωB coshχ+mχ =
pi1/2
t3/2
e
pi2
4t Km
(
ipiωB
2t
)
, (7.51)
where Km(z) is the McDonald function [183].
We next substitute (7.49) and (7.51) in (7.35) to get
χ(ωF , ωB, t) = − pi
2
4t3
(ω2B + ω
2
F )Im
(
piωF
2t
)
Km
(
ipiωB
2t
)
=
∂
∂t
(ωF ∂
∂ωF
− ωB ∂
∂ωB
)
Im
(
piωF
2t
)
Km
(
ipiωB
2t
) . (7.52)
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Figure 7.6: Plot of the exact result for the distribution function for relatively short wire
L = 0.1ξ for diﬀerent values of m (thick, colored), together with the distribu-
tion function for the same value of m computed using the approximate formula
(6.54a) (dashed, black). We can see that the curves are practically the same.
ψ can now be computed by integrating (7.34) over t to get
ψ(ωB, ωF , L/ξ) =
(
ωF
∂
∂ωF
− ωB ∂
∂ωB
)
Im
(
ωF
2∆
)
Km
(
iωB
2∆
)
, ∆ =
L
piξ
. (7.53)
This is identical to the result (6.53) we obtained in the last chapter by mapping to a 0D model.
The distribution function is given by (6.54a) and plotted in Fig. 7.6, together with the exact result
(7.25). We see almost a perfect agreement for short wires L = 0.1ξ, which validates the analysis
of the previous chapter.
7.4 Summary and discussion
In this chapter, we presented an exact solution of the supersymmetric 1D non-linear sigma model in
class A with topological term of the WZW type, Eq. (5.35), and twisted boundary conditions, Eq.
(5.37). Physically, this model captures the full counting statistics of charge transport in a quasi-1D
quantum wire with broken time-reversal symmetry with an arbitrary number of chiral topologically
protected channels and a large number of non-chiral unprotected channels. The solution enables
writing an exact closed form for the cumulant generating function and the transmission distribution
function, Eq. (7.25). This yiealds all moments of charge transport including conductance, Eq.
(7.29) and Fig. 7.2 and Fano factor, Eq. (7.31) and Fig. 7.4. The exact solution enables studying
the cross-over from the metallic short wire regime, where transport is carried by all channels to
the noiseless long wire regime, where transport is carried only by the protected channels The
solutions (Heat kernel, transmission distribution function and conductance) are presented in two
complementary forms: a spectral expansion in terms of the eigenfunctions of the transfer matrix
Hamiltonian, Eq. (7.16), and a 'geodesic' expansion in terms of a certain class of trajectories,
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Eq. (7.41). The former is convenient for extracting the long wire asymptotics while the latter is
convenient for extracting the short wire asymptotics.
The main qualitative conclusion is that the unprotected channels get localized more eﬃciently
in the presence of protected channels. This phenomenon was observed in the previous chapter on
the semiclassical level where localization eﬀects are weak. Here we have shown how it manifests
itself when localization eﬀects are taken into account exactly.
The enhancement of localization of the unprotected modes in the presence of topologically
protected modes can be understood by noting that the transmission eigenvalues can be viewed
as the eigenvalues of a certain random matrix. The existence of some eigenvalues pinned at
unit transmission pushes the remaining eigenvalues away, thus diminishing their contribution to
transport. The picture becomes very clear when one looks at the long wire limit, where the level
repulsion is very strong and the distribution function of transmission eigenvalues has the form of
peaks each with spectral weight equal to unity (thus representing a single channel) separated by
distance L/ξ. The addition of m chiral channel shifts the positions of these peaks by mL/2ξ,
which is consistent with the interpretation of the chiral protected channel as half a channel (since
it goes in only one direction and has spectral weight of 1/2). As a result, the typical localization
length for the unprotected channels, which is deﬁned by the position of the ﬁrst peak, is reduced
by a factor of 1 +m.
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In this chapter, we consider the exact solution of the problem of transport in a quasi 1D system
with topologically protected channels in the most general setting. That is, we present an exact
solution valid for all length scales (unlike the analysis of chapter 6 which assumed relatively short
scales) and for all symmetry classes which admit a topological term.
It turns out that the exact solution for the remaining classes is much more technically involved
than in class A. The reason is that the Sutherland transformation, that was used in chapter 7
to decouple the variables in the transfer matrix Hamiltonian does not work in general. It only
works for the unitary class A in addition to classes AIII, CI, and DIII which are special because
their sigma model manifolds are also Lie (super)groups. The construction of the eigenfunctions
of the transfer matrix Hamiltonian required for the exact solution in the remaining classes is still
possible, but heavily relies on the formalism of the so-called radial spherical functions.
In the ﬁrst section of this chapter, we will review, in some detail, the necessary ingredients
of this formalism. We will then review the construction of eigenfunctions of the Hamiltonian in
the absence of any topologically protected channels following the pioneering works of Zirnbauer
[17, 188] and Mirlin et al. [18]. We will show how the formalism applies to class AI, which
describes a wire with no magnetic ﬁeld or spin-orbit coupling, and derive the exact expressions
for the conductance, Fano factor and transmission distribution function. This will go beyond the
results of Refs. [17, 18], where only the conductance and its variance were computed. We will then
explain how the eﬀect of the Z2 topology can be taken into account and obtain the exact results
for conductance, Fano factor and distribution function for classes AII and DIII, thus enabling a
complete description of transport at the edge of 2D Z2 topological insulators and superconductors,
respectively. In the last section, we will explain how the formalism of spherical functions can be
extended to include Z topology by deriving an integral representation for the spherical functions
in the presence of the topological term. The formalism will be used to reproduce the results of
the last chapter for class A, in addition to deriving an exact expression for the conductance for
the remaining two classes with Z topology (classes C and D), thus describing edge transport for
the quantum Hall (A), spin quantum Hall (C) and thermal quantum Hall (D) systems. The last
section discusses a uniﬁed mathematical framework to include both Z2 and Z topologies into the
formalism of spherical functions.
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8.1 Mathematical preliminaries
The purpose of this section is to give a brief introduction to the mathematical concepts that will
be used throughout this chapter. It is based on several sources discussing Lie groups and algebras
and their representation theory [189, 190], symmetric spaces [190192], root systems [190, 191, 193]
and their generalizations to include supersymmetry [194, 195].
8.1.1 Lie groups and Lie algebras
An n-dimensional manifold is a space that locally resembles the ﬂat n-dimensional space Rn at
each point. It can be thought as several pieces of Rn patched together. Within each patch, a
point is described by n real local coordinates. If the function relating two sets of coordinates in
the overlap region between the two patches is diﬀerentiable, we can move smoothly between the
diﬀerent set of coordinates and the manifold is called a diﬀerentiable manifold.
A Lie group is a group that is at the same time a diﬀerentiable manifold. This means that
both the group multiplication operation that send G,G′ ∈ G to G · G′ ∈ G and the inverse that
sends G to G−1 ∈ G are smooth mappings. Examples of Lie groups include the group of invertible
real or complex matrices under standard matrix multiplication as well as the groups of unitary,
orthogonal, or symplectic matrices.
A Lie algebra g is a vector space over a ﬁeld F with the Lie bracket [x, y] deﬁned for every x,
y in g such that the algebra is closed under Lie brackets. The Lie bracket satisﬁes the linearity
condition: [x, αy+βz] = α[x, y] +β[y, z] for α, β ∈ F , the antisymmetry condition [x, y] = −[y, x]
and the Jacobi identity [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for x, y, z ∈ g.
The tangent space of a diﬀerentiable manifold at a point is the set of tangent vectors at this
point. It is a linear vector space that captures the local structure of the manifold. The tangent
space of a Lie group is a Lie algebra. The advantage of working with Lie algebras is that they are
linear (ﬂat) vector spaces, hence they are much easier to manipulate and one can use all the tools
from linear algebra. Conversely, to construct a Lie group G out of a Lie algebra g, the exponential
map exp : g→ G is used.
Any element in the Lie group G can be constructed starting from the identity element via the
exponential map from the Lie algebra g provided that the element is reachable with a continuous
path from the identity which is unique up to smooth deformations. This means that the Lie group
G can be constructed from its Lie algebra g at unity if and only if the group G is simply connected,
i.e., every pair of points can be connected by a continuous path and all paths connecting a pair of
points are smoothly deformable into each other. As a result, the Lie algebra is only sensitive to
the local structure of the manifold but not its global topology. Two diﬀerent manifolds can have
the same Lie algebra but diﬀerent global topology (in which case, the two manifolds are said to
be locally isomorphic). A prominent example for this is given by the groups SO(3) and SU(2).
SO(3) is the group of proper (orientation-preserving) rotations in 3 spatial dimensions. Its Lie
algebra can be represented by antisymmetric 3×3 matrices which generate rotation about the x,
y and z axes respectively. The generators satisfy the commutation relations [Li, Lj ] = 12ijkLk.
The same commutation relations characterize the Lie algebra of SU(2) that is generated by 2× 2
traceless Hermitian matrices. This means that SO(3) and SU(2) are locally isomorphic but they
are actually not the same. In fact, a two-to-one mapping between the two groups can be found
such that every point in SO(3) is mapped to two points in SU(2), thus the relation between the
two groups is actually SO(3) ' SU(2)/Z2, i.e., SO(3) is isomorphic to SU(2) with two points
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identiﬁed. This subtlety will be important later when we discuss classes with Z2 topology.
8.1.2 Roots and root vectors
Root systems are fundamental objects in classifying Lie algebras and their representations. To
deﬁne a root system, we consider semisimple Lie algebras. A semisimple Lie algebra is a complex
Lie algebra corresponding to the complexiﬁcation of the Lie algebra of a compact simply-connected
Lie group. The complexiﬁcation of a real Lie algebra is simply obtained by taking linear com-
binations of its generators with complex coeﬃcients. All the algebras we will be concerned with
in our work are semisimple. To deﬁne roots and root vectors, we pick a maximal subalgebra of
commuting elements h (called a Cartan subalgebra). The choice of a Cartan subalgebra is not
unique but its size, which is known as the rank of the Lie algebra r, is unique.
Since the elements of the Cartan subalgebra all commute, we can ﬁnd a common set of eigen-
vectors for them in any representation of the algebra. A particular representation commonly
considered is the adjoint representation, where the elements of the algebra act on themselves via
the Lie bracket, i.e., an element x ∈ g acts on an element y ∈ g as adx y = [x, y]. This means that,
for any basis of the Cartan subalgebra (h1, . . . , hr), the operators adh1 , . . . , adhr have the common
set of eigenvectors Zα with eigenvalues α(h1), . . . , α(hr), i.e.,
adhi Z
α = [hi, Z
α] = α(hi)Z
α, i = 1, . . . , r. (8.1)
The eigenvectors Zα are called root vectors and their eigenvalues α(hi) are called roots. The roots
are linear functions on the Cartan subalgebra α(ah1 + bh2) = aα(h1) + bα(h2) since adah1+bh2 =
a adh1 +b adh2 . In introducing the roots, it is necessary to work in the complexiﬁed algebra since
the eigenvalues of a real matrix may not be real, but the eigenvalues of a complex matrix are
always compelx (in more technical terms, the ﬁeld of complex numbers is algebraically complete).
The simplest example of a root system is the one for the SU(2) algebra. The generators are
given by the Pauli matrices σ1,2,3 and satisfy the commutation relations
[σi, σj ] = 2iijkσk, i, j, k = x, y, z, (8.2)
with  the antisymmetric tensor. None of the generators commute with each other, therefore a
subalgebra of commuting elements will be one-dimensional. We choose its generator to be σ3. The
operators σ± = 12(σx± iσy) are raising/lowering operators since they satisfy [σz, σ±] = ±2σ± and,
as a result, the action of σ± increases/decreases the eigenvalue of the σz operator by 2. Comparing
with (8.1), we see that the raising/lowering operators σ± correspond exactly to root vectors for the
SU(2) algebra. Thus, one can think of the root vectors as a generalization of the raising/lowering
operators for a general semisimple Lie algebra.
Intuitively, a Lie algebra can be tought of as a matrix algebra. The Cartan subalgebra can
be chosen as the subalgebra of diagonal matrices, in which case, the root vectors are given by
strictly upper triangular or lower triangular matrices. Upper triangular matrices will correspond
to raising operators, while lower triangular matrices correspond to lowering operator.
It turns out that the roots of any semisimple Lie algebra satisfy the following relations:
1. The roots can be thought as vectors in a Euclidean r-dimensional space and they span it.
2. For every root α, −α is also a root and it is the only scalar multiple of α that is a root.
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3. The root system is invariant under reﬂection about the hyperplane perpendicular to any
root. This group of reﬂections is called the Weyl group.
4. The projection of any root on any other root is a half-integer.
Since root vectors represent the generalization of raising and lowering operators to more compli-
cated algebras , it is usually useful to divide the roots into positive and negative roots. This is
done by choosing some hyperplane in the Euclidean vector space and considering all the roots
above this hyperplane to be positive and all the roots below it to be negative. Diﬀerent choices of
the hyperplane lead to diﬀerent choices of positive roots, but any two such choices are related by
an element of the Weyl group.
8.1.3 Symmetric spaces
Consider a point x0 in a space V and consider the action of a group G on it. Denote by K the
set of elements of the group G that leave the point x0 invariant, i.e., K · x0 = x0 (this is called
the isotropy group of the point x0). The space generated by all the points x = G · x0 for G ∈ G
can then be identiﬁed with the coset space G/K. When G is a Lie group and K is a compact
subgroup of it, the coset space G/K is called a symmetric space. Symmetric spaces have many
interesting geometric properties e.g. their curvature tensor is covariantly constant and any pair
of points are related by a G-action. Intuitively, this means that all the points of a symmetric
space are equivalent. Examples of symmetric spaces include Lie groups that can be thought of as
quotient spaces via the identiﬁcation G ' G × G/G and spheres Sn in (n + 1)-dimensions which
are generated by (n+ 1)-dimensional rotations SO(n+ 1) modulo SO(n) rotations around a given
axis that leave a given point ﬁxed, i.e., Sn ' SO(n+ 1)/SO(n).
An alternative algebraic approach to deﬁning symmetric spaces, that will be more relevant to
our work, can be introduced. It starts by considering a Lie algebra g and a linear automorphism (a
linear map from the algebra to itself σ : g→ g that preserves its structure [σ(x), σ(y)] = σ([x, y]))
that satisﬁes σ2 = 1 but is not equal to the identity map. Such a map is called a Cartan involution.
It has eigenvalues ±1 and splits the algebra into two orthogonal subspaces k and p corresponding
to these eigenvalues. More explicitly, we have
σ(x) = x, for x ∈ k, σ(x) = −x, for x ∈ p. (8.3)
The subspaces k and p satisfy the relations
[k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k, (8.4)
which, in particular, means that k is a Lie subalgebra while p is not. If G is the Lie group
corresponding to the algebra g, and K is the Lie group corresponding to the algebra k, the space p
can be identiﬁed with the tangent space to the quotient G/K. As a result, every symmetric space
can be identiﬁed with a Lie algebra and a corresponding Cartan involution.
One thing to note is that starting with a compact Lie algebra with a Cartain decomposition
g = k ⊕ p, we can form the non-compact Lie algebra g∗ = k ⊕ ip. This implies that for every
compact symmetric space G/K, there is a corresponding or dual non-compact symmetric space
G∗/K. As an example, consider the Lie group SU(2) whose algebra is generated by Pauli matrices
σx,y,z. The Cartan involution can be deﬁned as conjugation by σz, i.e., σ(x) = σzxσz, which
splits the algebra into the even part generated by σz and the odd part generated by σx,y. The
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even part can be identiﬁed with the Lie algebra of U(1), while the odd part can be identiﬁed with
the tangent space to the sphere S2 ' SU(2)/U(1) via the exponential map, where the matrix
eiθ(σ
x cosφ+σy sinφ) represents a point on the sphere with polar angle θ and azimuthal angle φ. The
non-compact analog is constructed by considering the generators iσx,y for the odd part, which
lead to the space H2 ' SU(1, 1)/U(1) again via the exponential map eθ(σx cosφ+σy sinφ).
We now make a connection to the way sigma model manifolds are constructed in chapter 5 (see
also Appendix B). We always parametrize the sigma model manifold by a Q matrix that has the
form Q = T−1ΛT with T belonging to some matrix representation of the group G (later on, we
are not going to make distinction between the group and its matrix representation). The point
x0 can be identiﬁed with the matrix Λ and the group action on it G · x0, for G ∈ G, identiﬁed
with conjugating Λ by the matrix T ∈ G, i.e., T−1ΛT . The subgroup K of elements that leave x0
ﬁxed can be identiﬁed with the group of matrices commuting with Λ. In terms of the Lie algebra
g, the Cartan involution is deﬁned via conjugation by Λ, i.e., σ(x) = ΛxΛ, x ∈ g. The Cartan
decomposition splits the generators into those which commute with Λ forming the subalgebra k
and those which anticommute with Λ forming the space p.
Roots and root vectors can be deﬁned for a symmetric space in an analogous fashion to Lie
algebras. We start by choosing a maximal Abelian subalgebra h of p and then we look for the
eigenvectors of elements h in g. The resulting eigenvalues are called roots and they satisfy all the
conditions for root systems mentioned in the previous section except the second one which states
that the only multiple of a root α that is a root is −α. In root systems corresponding to symmetric
spaces, 2α can also be a root, in which case the root system is called a restricted root system. A
classiﬁcation of reduced root system gives rise to 10 classes which correspond to the 10 possible
classes of symmetric spaces.
There is a very natural coordinate system that can be deﬁned on any symmetric space called
spherical or Cartan" coordinates which is constructed as follows. The Cartan decomposition of
the Lie algebra g = p ⊕ k implies that we can write any element of the Lie group G ∈ G = exp g
as G = PK with K ∈ K = exp k and P ∈ exp(p). Furthermore, any element of P ∈ exp(p)
can written as P = K−1ehK with h in the Cartan subalgebra h. That is, any element of exp(p)
can be diagonalized using a similarity transformation belonging to the group K, since the Cartan
subalgebra is an algebra of commuting generators which can be thought of as diagonal matrices.
As a result, we can write G ∈ G as G = K1ehK−11 K = K1ehK2 with K1,2 ∈ K and h ∈ h, which
implies that any point x on the coset space G/K can be written as x = G · x0 = K1eh · x0 (since
K2 ·x0 = x0). Therefore, the variables (h(x),K1(x)) deﬁne a coordinate system on G/K known as
spherical coordinates. h is called the radial part, while K is called the angular part. In terms of
the Q matrix parametrized as Q = T−1ΛT , such a decomposition follows from the decomposition
T = K1e
h/2K which implies Q = K−1ΛehK. As an example, consider again the sphere where
each point can be described by a Q matrix Q = T−1σzT with T ∈ SU(2). T can be parametrized
as eiφ1σ
z
e
i
2
θσxeiφσ
z
which leads to Q = e−iφσzσzeiθσxeiφσz . This leads to the identiﬁcation of θ
with the radial spherical coordinate and φ with the angular spherical coordinate which coincides
with the deﬁnition of spherical coordinates on the sphere.
Another natural coordinate system which can be deﬁned on any non-compact symmetric space
is called horospheric or Iwasawa" coordinates. It follows from the Iwasawa decomposition of the
Lie algebra g deﬁned as
g = n+ ⊕ h⊕ k (8.5)
with h a Cartan subalgebra, k the even subalgebra of a Cartan involution and n+ the algebra
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generated by positive roots. Such a decomposition implies that any element G ∈ G can be written
as NeaK (or equivalently KeaN) for N ∈ N+, a ∈ h and K ∈ K. It follows that elements of the
space x = G · x0 = Neh · x0 are parametrized by (h(x), N(x)) which deﬁnes a coordinate system
called horospheric coordinates. In terms of the Q matrix, such a decomposition follows from the
decomposition T = Kea/2N which implies Q = N−1ΛeaN . A basis can always be chosen in which
the Cartan subalgebra h consists of diagonal matrices, while the algebra n+ consists of strictly
upper triangular matrices (since they are closed under commutation and commuting them with
a diagonal matrix still gives an upper triangular matrix). This leads to the interpretation of the
Iwasawa decomposition of ΛQ = (ΛN−1Λ)ehN as an LDU factorization. This implies that solving
for the elements of h and N in terms of the elements of Q is generally possible by solving a set
of linear equations. This fact will be crucial in our construction of the spherical functions in the
coming sections.
8.1.4 Laplace-Beltrami operator
The Laplace-Beltrami operator is one of the simplest diﬀerential operators that can be constructed
on a symmetric space. It has many symmetry properties that enable the complete determination
of its spectrum. It plays a central role in many problems in mathematical physics. As shown
in chapter 5, the solution of the 1D path integral whose action is given by the non-linear sigma
model maps to the time evolution problem with the Hamiltonian given by the Laplace-Beltrami
operator.
To deﬁne the Laplace-Beltrami operator, we ﬁrst consider the Casimir operators of a Lie algebra
g which are operators commuting with all elements of the algebra. The simplest is the quadratic
Casimir operator which is constructed as follows. Consider the generators of a compact Lie algebra
ti and deﬁne the metric on this linear space as
ηij = − tr titj . (8.6)
Then the quadratic Casimir operator is given by ηijtitj with ηij the inverse metric. This operator
manifestly commutes with all the generators ti. As an example, in the angular momentum algebra
generated by the operators Lˆx,y,z, the square of the total angular momentum Lˆ2 = Lˆ2x + Lˆ
2
y + Lˆ
2
z
is the quadratic Casimir operator.
Using the quadratic Casimir operator, one can construct a second order diﬀerential operator on
the Lie group manifold by identifying the generators of the algebra with vectors in the tangent
space at a given point. Every generator acts as a diﬀerential operator that diﬀerentiates along a
certain direction, thus acting on scalar functions on the group as
tˆif(T ) = ∂xf(e
xtiT )|x=0, T ∈ G. (8.7)
The diﬀerential operator constructed from the quadratic Casimir operator using this identiﬁcation
is then the Laplace-Beltrami operator on the group ∆ = ηij tˆitˆj .
Generalizing the previous construction to symmetric spaces is quite simple. We start with a
Cartan decomposition of the Lie algebra g = p ⊕ k and consider the metric on the space p given
by ηij = ± tr titj with the ± sign for non-compact/compact symmetric spaces respectively. The
quadratic Casimir operator is then ηijtitj with ti,j ∈ p. The generators ti act as diﬀerential
operators on functions deﬁned on the coset space G/K, i.e., satisfying
f(KT ) = f(T ), K ∈ K, T ∈ G, (8.8)
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as in (8.7) and the corresponding diﬀerential operator ∆G/K = ηij tˆitˆj is the Laplace-Beltrami
operator on the symmetric space. The Laplace-Beltrami operator on G/K manifestly commutes
with the action of the group G since it commutes with all the generators of the algebra g.
Of particular interest are functions on G/K that are invariant under the action of K, i.e.,
satisfying f(K · x) = f(x) for K ∈ K and x ∈ G/K. These are called K-invariant or spherical
functions. Since the Laplace-Beltrami operator commutes with the action of G (and consequently
K as well), it does not change this property. That is, the action of the Laplace-Beltrami operator
on a spherical function gives another spherical functions. Spherical functions have a particularly
simple form in spherical coordinates since f(x) = f(K(x)eh(x) · x0) = f(eh(x) · x0), i.e., these
functions depend only on the radial coordinates of a point h(x) and not the angular coordinates
K(x). In terms of the Q matrix, the radial spherical functions satisfy f(K−1QK) = f(Q) for
K ∈ K and consequently they have the form f(Q) = f(K−1ΛehK) = f(Λeh). The restriction
of the Laplace-Beltrami operator to the space of spherical functions is called the radial Laplace-
Beltrami operator and it will play a major role in our analysis.
Given any coordinate xµ on the manifold G/K, the Laplace-Beltrami operator is explicitly given
by
∆ =
1√|g|∂µgµν√|g|∂ν , |g| = det g. (8.9)
This has the same form as the transfer matrix Hamiltonian (5.59) when the vector potential Aµ
vanishes. If we choose the orthonormal coordinates θi on the Cartan subalgebra h, the radial
Laplace operator takes the simple form
∆0 =
∑
i
1
J
∂iJ∂i, J =
∏
α∈R+
[sinhα(h)]mα , (8.10)
where R+ denotes a set of positive roots. A proof of Eq. (8.10) (in the more general case of a
symmetric superspace) is given in Appendix E.
8.1.5 Heat kernel on a symmetric space
The heat kernel on a symmetric space describes heat propagation on the symmetric space starting
from a point x0 at some initial time t = 0, i.e., it takes the form
∂tψ(x, t) = ∆ψ(x, t), ψ(x, 0) = δ(x, x0). (8.11)
As we have seen in chapter 5, the path integral for the one dimensional non-linear sigma model
maps precisely to this problem (with the additional complications of supersymmetry and topology).
The general solution of Eq. (8.11) is obtained by ﬁrst solving the eigenvalue problem ∆φν(x) =
−νφν(x), then writing the general solution of (8.11) as a spectral expansion
ψ(x, t) =
∑
ν
φν(x)e
−tν . (8.12)
To satisfy the initial condition at t = 0, the functions φν(x) should be normalized∑
ν
φν(x) = δ(x, x0). (8.13)
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The problem can be signiﬁcantly simpliﬁed by noting that the action of the group K leaves the
initial condition invariant ψ(K · x, 0) = ψ(x, 0), i.e., ψ(x, 0) is a spherical function. Knowing
that the Laplace-Beltrami operator sends spherical functions to spherical functions, we conclude
that the heat kernel at any time is a spherical function ψ(K · x, t) = ψ(x, t). As a result, the
eigenfunctions φν(x) in the expansion (8.12) are also radial and we only need to solve eigenvalue
problem for the radial Laplace-Beltrami operator ∆0. This represents a huge simpliﬁcation since
the number of radial variables which is the size of the Cartan subalgebra h (known as the rank
of the symmetric space) is usually much smaller than the dimension of the symmetric space. For
example, the group U(n) is n2-dimensional but its rank is only n.
The eigenfunctions of the radial Laplace-Beltrami operator ∆0 on a non-compact symmetric
space have a surprisingly simple integral representation. To understand how this integral rep-
resentation is constructed, let us consider the full Laplace operator in horospheric Iwasawa"
coordinates, i.e., in terms of the coordinates (a(x), N(x)). In Appendix E, we show that it has
the following form
∆ = ∂2i + 2ρi∂i + ∆N , (8.14)
where ρ is the Weyl vector deﬁned in (E.35). Here, we have chosen orthonormal coordinates to
parametrize a ∈ h, with a = (a1, . . . , ar). ∆N is the non-radial part of the Laplace-Beltrami
operator with the property that it annihilates any function that depends on the radial coordinates
alone ∆Nf(a) = 0. It follows that planes waves in the horospheric radial coordinates (or Iwasawa
angles) ai are eigenfunctions of the full Laplace-Beltrami operator
∆eip(a) = −(p2 − 2iρ · p)eip(a) = −peip(a). (8.15)
Here p is a linear functional on h (similar to the roots). These eigenfunctions can be expressed back
in spherical coordinates but they are not radial spherical functions, i.e., they depend on both the
radial coordinate h and the angular coordinate K. To obtain a function of the radial coordinates
h only, we need to integrate the Iwasawa plane waves eip(a) over K. This results in a radial
spherical function that is still an eigenfunction of the Laplace-Beltrami operator. Consequently,
eigenfunctions of the radial Laplace-Beltrami operator have the form
φp(h) =
∫
K∈K
dKeip(a(h,K)). (8.16)
The requirement that the functions φp(h) are normalizable puts some constraints on the possible
values of p, which also guarantees that the eigenvalues p are non-negative real numbers. To
construct the spherical function using (8.16), one needs to perform the coordinate transformation
between radial and horospheric coordinates. To do this, we express the same point in terms of
both coordinates which can be done by equating
ΛQ = K−1ehK = ΛN−1ΛeaN. (8.17)
As mentioned earlier, if we choose the basis such that a are diagonal matrices and N upper
triangular (it would also follow that ΛN−1Λ are lower triangular), Eq. (8.17) is just the LDU
factorization of the matrix on the left hand side and it can be easily implemented by iteratively
solving linear equations to express a in terms of h and K.
The eigenfunctions given by (8.16) are however not properly normalized to satisfy the complete-
ness relation (8.13). The normalization is given by the so-called Plancherel measure 1|c(p)|2 with
128
8.1 Mathematical preliminaries
c(p) the Harish-Chandra c-function obtained from the asymptotics of the function φp(h) at large h
[190, 192]. Putting everything together, we ﬁnd that the heat kernel on a non-compact symmetric
space is given by
ψ(h, t) =
∫
dp
1
|c(p)|2 φp(h) e
−tp . (8.18)
8.1.6 Generalization to the supersymmetric case
Generalizing the previous concepts to the supersymmetric case is mostly straighforward. Although
the required mathematical machinery for the rigorous generalization is signiﬁcantly more compli-
cated for the supersymmetric case, most of the ﬁnal results are given by relatively straightforward
modiﬁcation of the corresponding formulas.
We ﬁrst start by introducing the notion of a supermanifold which locally resembles a ﬂat su-
perspace parametrized by n real coordinates and 2m anticommuting (or Grassmann) coordinates.
When the number of real and Grassmann variables n = 2m, the manifold is called perfectly graded.
We will focus exclusively on perfectly graded supermanifolds since they are the ones that appear
as sigma model manifolds in the context of disordered systems. Given a supermanifoldM, its base
manifold M0 is the regular manifold we obtain when we set all the anticommuting coordinates
to 0. The supermanifolds appearing in the sigma model always have the property that their base
manifold is a product of a compact and a non-compact manifold that we denote byMF andMB
respectively.
Next, we discuss the generalization of the notion of a Lie algebra to include supersymmetry.
Starting from a Lie algebra g, we deﬁne a Z2-grading or a parity operation that splits the algebra
into an even and odd parts g = ge ⊕ go. Denoting the generators of the even and odd parts by Zi
and Γi respectively, we consider the vector space g˜ of elements which has the form
x =
∑
i
ziZi +
∑
j
γjΓj , (8.19)
with zi real or commuting variables and γi anticommuting variables. An element of g˜ is called
homogenuous if it is either even or odd, i.e., it is generated by only even or only odd generators
and we denote the parity of a homogenuous element x ∈ g˜ by |x| which equals 0 for even elements
and 1 for odd ones. Since we are going to only consider matrix representations of Lie algebras, we
can deﬁne super Lie bracket simply as a commutator of the corresponding supermatrices.
Having deﬁned a Lie superalgebra g, we proceed by deﬁning a Cartan involution σ. It splits
the algebra as g = k ⊕ p with k and p denoting the even and odd parts of the Cartan involution
respectively (note that even and odd here refers to the action of the Cartan involution σ not the
Z2-grading comming from supersymmetry). The space p is identiﬁed with the tangent space of the
coset G/K with G the Lie supergroup corresponding to g and K the Lie supergroup corresponding
to k. The symmetric superspace G/K appearing as sigma model manifold always has the property
that their base manifold consists of a compact sector and a non-compact sector that are symmetric
spaces of the compact and non-compact type respectively. A table of the symmetric superspaces
appearing as sigma model manifolds together with their compact and non-compact sectors is given
in Appendix B.
A Cartan subalgebra is deﬁned analoguously as a maximal Abelian subalgebra of p. The Cartan
subalgebra consists entirely of even elements (in the supersymmetric sense), hence it does not make
a diﬀerence whether we consider the regular Lie bracket or the super Lie bracket in its deﬁnition.
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A Cartan subalgebra of a symmetric superspace has the form of a direct sum of a compact Cartan
subalgebra corresponding to the compact sector and a non-compact one corresponding to the non-
compact sector. The rank of the symmetric superspace is the dimension of any Cartan subalgebra
which is also the sum of the ranks of its compact and non-compact sectors.
Spherical coordinates can be deﬁned on a symmetric superspace analoguous to regular symmetric
spaces by making use of the decomposition T = K ′eh/2K. A point x on the supermanifold
is described by a matrix Q = T−1ΛT = K−1ΛehK, which is speciﬁed by its spherical radial
coordinates h and its angular coordinates K. Horospheric or Iwasawa coordinates can be deﬁned
in an analoguous fashion by using the decomposition T = Kea/2N . Any point on the manifold is
described by Q = T−1ΛT = N−1ΛeaN with a deﬁning the radial coordinates and N the remaining
(angular) coordinates.
There is a subtlety to be considered here: since the Iwasawa decomposition is only deﬁned for
non-compact symmetric spaces, the Iwasawa coordinates may not be well deﬁned on the super-
manifold. In particular, one may need to consider complex values of the coordinates if the Iwasawa
decomposition is to make sense. This subtlety will not be very important in our work where we
will only use the Iwasaw coordinates to construct spherical functions, Eq. (8.16), and we will
make sure in all our explicit constructions that the coordinates are well-deﬁned. This point is in
accordance with the early pioneering works [17, 18] where the same approach was used and it is
more convenient for the explicit computations we are going to perform. We would like to point
out that a more rigorous approach which uses the notion of highest weight representations was
employed recently in Ref. [196].
Roots and root vectors can be readily deﬁned analogously for the symmetric superspaces. We
consider a Cartan decomposition of the Lie superalgebra g = k⊕ p and a Cartan subalgebra h of
p. We look for the simultanuous eigenvectors of the elements of the Cartan subalgebra under the
adjoint action in the complexiﬁed superalgebra g satisfying (8.1). Note that, since the elements of
the Cartan subalgebra h are even, it does not make a diﬀerence whether we consider the regular
Lie bracket or the super Lie bracket. The roots α are linear functionals on the Cartan subalgebra
h. Even roots correspond to even root vectors and act within either the compact or the non-
compact sector, while odd roots correspond to odd root vectors and they couple the compact and
non-compact sectors. The resulting root system is a union of the root systems of the compact
and non-compact sectors in addition to the odd roots. Root systems corresponding to symmetric
superspaces satisfy the same conditions as regular root systems with the only exception being that
they are only symmetric under reﬂection about even roots (rather than any root), i.e., the Weyl
group consists of reﬂections about even roots only [196]. One pecularity of odd roots is that they
can be thought as having negative mutiplicity, i.e., the mutiplicity of a root is deﬁned as the size
of its eigenspace times -1 for odd roots and +1 for even roots. Root systems corresponding to the
sigma model manifolds in the 10 symmetry classes were obtained in Ref. [196].
Next, we consider the construction of the Laplace-Beltrami operator. We start by writing a
general element in the tangent space p. There is, in fact, two alternative ways to do this that we
explain now. For simplicity, we consider a matrix representation. An element of the tangent space
p is some supermatrix that we can expand in terms of supermatrix generators ti as x =
∑2n
i=1 x
iti
(here we consider a supermanifold with dimensions (n|n)) where xi are all real variables. In this
case, the scalar product between two elements x and y is simply given by 〈x, y〉 = strxy which
is symmetric 〈x, y〉 = 〈y, x〉 and positive deﬁnite. In the basis ti introduced here, this introduces
the metric ηij = str titj which is symmetric in its two indices. The action of the Laplace-Beltrami
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operator on a function f(T ) is then
∆f(T ) = ηij∂i∂jf(e
∑
i x
itiT ). (8.20)
This approach was used in Ref. [18]. Another possibility is to expand an element of p in terms
of the even and odd ordinary matrix generators Xi and Γi, respectively, as x =
∑n
i=1 x
iXi + γ
iΓi
with xi real and γi grassmann variables. In this case, the metric deﬁned as
ηij = str titj = tr ktitj , ti =
Xi i ≤ nΓi−n i > n , k =
(
1 0
0 −1
)
BF
(8.21)
is antisymmetric under exchanging i and j when they both correspond to Grassmann coordinates.
The reason for this is that the generators ti are ordinary matrices, hence, the supertrace is not
necessarily invariant under cyclic permutations. In fact, it is easy to see that it actually changes
sign if both matrices correspond to odd generators. This makes connection with how we deﬁned
the metric in chapter 5 and its symmetry under exchange of indices.
The Laplace-Beltrami operator in an arbitrary coordinate system is given by (8.9) with |g| =
sdet g. The radial Laplace operator and the Jacobian J are given by (8.10) provided that the
multiplicity of odd roots is taken to be negative as mentioned earlier.
The problem of heat kernel on a symmetric superspace is deﬁned similar to regular symmetric
spaces by (8.11). There is, however, a few subtleties related to the peculiar properties of inte-
grals on supermanifolds that we explain below. Let us for deﬁniteness consider class A whose
manifold is U(1, 1|2)/U(1|1)×U(1|1). Now consider the following integral over the supermanifold
parametrized by matrix Q
I =
∫
dQf(Q), (8.22)
where the function f(Q) satisﬁes f(K−1QK) = f(Q) forK ∈ K = U(1|1)×U(1|1), i.e., [K,Λ] = 0.
f(Q) is also assumed to be non-singular and to decay fast enough in the non-compact part of the
manifold so that the integral does not diverge for large values of the non-compact angle. Using the
parametrization of chapter 7 (which is nothing but spherical coordinates), the integral becomes
I =
∫
dK
∫ pi
0
dθF
∫ ∞
0
dθBJ(θB, θF )f(θB, θF ), J =
sin θF sinh θB
(cosh θB − cos θF )2 . (8.23)
Since the integrand does not depend on the Grassmann variables (contained inK), one may naively
think that the integral vanishes. However, this is not true since the integral over θ's is divergent
due to the singularity at θB = θF = 0. The reason for this singularity is the denominator in the
Jacobian, which can be traced back to the presence of odd roots whose multiplicity is negative,
and is a speciﬁc feature of superspaces. The integral I is actually ﬁnite which can be seen by
considering the following modiﬁed integral
I(γ) =
∫
dQ f(Q) e−γ str ΛQ
=
∫
dK
∫ pi
0
dθF
∫ ∞
0
dθB J(θB, θF ) f(θB, θF ) e
−2γ(cosh θB−cos θF ). (8.24)
Taking the derivative with respect to γ gives a factor of (cosh θB−cos θF ) in the preexponent which
cancels one of the two factors in the denominator. The integral over the θ's is now convergent
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and as a result the full integral vanishes due to the Grassmann integrals. This means that I(γ) is
independent of γ and can be evaluated easily by taking the limit γ →∞. In this limit, the integral
can be evaluated by expanding Q in the vicinity of Λ and performing the Gaussian integral to
ﬁnd the surprising result I = f(Λ). That is, the integral of a K-invariant function over the full
supermanifold is given by the function at a single point. This result can be generalized to integrals
over any symmetric superspace of the perfectly graded type and is known as Efetov-Wegner-Parisi-
Sourlas (EWPS) theorem [39, 162, 175, 176].
Due to the aforementioned result, the delta function on a supermanifold vanishes at every point
except one point where it equals unity rather than inﬁnity. This leads to some crucial diﬀerences
in the solution of the heat kernel problem on symmetric superspaces compared to the compact or
non-compact cases. To solve the heat kernel problem on a symmetric superspace, let us proceed,
as in the previous section, by ﬁrst considering the eigenvalue problem ∆φν = −νφν . We can again
simplify the problem by considering only functions of the radial spherical coordinate, for which
the Laplace-Beltrami operator reduces to its radial component (8.10). Switching to horospheric
coordinates, we again ﬁnd that plane waves in the horospheric radial variables (Iwasawa angles)
are eigenfunctions of the full Laplace-Beltrami operator. Hence, the eigenfunctions of the radial
Laplace-Beltrami operator have the same integral representaion (8.16). The requirement that the
eigenfunctions are normalizable and single-valued imposes a reality condition on the momenta
in the non-compact sector and a quantization condition on the momenta in the compact sector.
Due to the properties of integration on supermanifolds, though, the properties of the spherical
functions given by (8.16) on symmetric superspaces are diﬀerent from their counterparts on non-
compact symmetric spaces. Crucially, on a symmetric superspace, the functions (8.16) all vanish
at the point Q = Λ, where the coordinates a(x) all vanish and the integrand is independent on K.
Since the non grassmann part (base manifold) of the K group is compact, this integral vanishes
due to the integration over grassmann variables. The corresponding integral on a non-compact
symmetric space is ﬁnite and the spherical functions are normalized to equal unity at this point.
As a consequence, a spectral expansion of the form (8.12) will not satisfy the initial condition
ψ(Λ, t = 0) = 1.
It was realized in Refs. [17, 188] that (8.12) should be modiﬁed to
ψ(Q, t) = 1 +
∑
ν
φν(Q)e
−tν . (8.25)
A few comments are in place here regarding the extra unity on the RHS. Unity is a zero mode of
the radial Laplace-Beltrami operator (since it is manifestly anihilated by (8.10)) and cannot be
obtained from the integral formula for spherical functions (8.16) for any value of the momentum p.
It is actually the only eigenfunction of the radial Laplace-Belrami operator that does not vanish at
Q = Λ. The existence of such a zero mode is a feature of symmetric superspaces.It should be noted
that, although unity is annihilated by the Laplace-Beltrami operator also in the case of a non-
compact symmetric space, it is not normalizable in this case since the volume of a non-compact
space is inﬁnite. For symmetric superspaces, on the other hand, unity is manifestly normalizable
due to the EWPS theorem
∫
dQ = 1.
The ﬁnal point to mention is that the eigenfunctions should be normalized such that the relation
− 1 =
∑
ν
φν(Q), Q 6= Λ (8.26)
is satisﬁed in order to fulﬁll the condition ψ(Q, 0) = 0 for any Q 6= Λ. It was proposed in the
early works of Zirnbauer [17, 188] that the normalization is given by 1/|c(p)|2 where the c-function
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is obtained by taking the asymptotics of the function (8.16) in the non-compact directions. The
rigorous mathematical proof that using such a measure leads to (8.26) turned out to be a lot more
complicated in comparison to the classical case of non-compact symmetric space [190, 192], but
it is generally assumed to be true. In this work, we are going to construct the spherical functions
explicitly, which makes verifying the normalization possible by direct calculation. An example of
this is provided in Appendix F, where the normalization of class AI is explicitly veriﬁed.
8.2 Heat kernel without topology
In this section, we will apply the theory of spherical functions explained in the previous section
to compute the moment generating function (which captures the full transport information) in
class AI. This class describes a regular wire with unbroken time-reversal symmetry and without
spin-orbit coupling. On one hand, topology does not play a role in this class so it will be used
to explain the formalism before adding the complications due to topology. On the other hand,
the analysis in this class requires the full machinery explained in the previous section and thus
illustrates all the aspects mentioned before in a very concrete manner. Class AI was considered in
the pioneering works of Zirnbauer [17] and Mirlin et al. [18], where the spherical functions were
computed for small angles leading to exact expressions for the conductance and its variance. Here,
we will ﬁnd the exact form of the spherical functions. Hence, we will be able to go beyond the
results of Refs. [17, 18] by computing the Fano factor and full distribution function of transmission
eigenvalues.
The main quantities we will explicitly compute are the conductance, Fano factor, and the
distribution function of transmission eigenvalues. In fact, the distribution function also encodes
the information about conductance and Fano factor but we will compute them separately since
they are directly measurable quantities. The heat kernel ψ is identiﬁed with the partition function
Z[θB, θF ] deﬁned in chapter 5. In order to compute the distribution function, the sigma model
should have rank at least 1 in both the bosonic and fermionic sectors. If one of the sectors has
rank more than 1 we can simply set all but one of the θ angles to 0. We end up with a function
of one compact angle θF and one non-compact angle θB. The general formula for the partition
function is given by
Z(θF , θB) = ψ(θF , θB, t) = 1 +
∫
dp µp φp(θF , θB) e
−tp . (8.27)
Here the integral denotes a sum over discrete p (p is quantized in the compact sector) and an
integral over continuous p and µp is the Plancherel measure µp = 1|c(p)|2 with c(p) obtained from
the asymptotics of the spherical functions in the non-compact directions [17, 18]. The moment
generating function and the distribution function can then be written using (8.27), (5.19), and
(5.20) as
F [θ] = − 2
sin θ
∂
∂θF
∫
dp µp φp(θF , θB) e
−tp
∣∣∣∣
θF=iθB=θ
, (8.28)
ρ(λ) = − 2
pi
Re
∂
∂θF
∫
dp µp φp(θF , θB) e
−tp
∣∣∣∣
θF=iθB=pi+2iλ−0
. (8.29)
The conductance and the Fano factor are obtained from the moment generating function F [θ] by
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expanding it at small θ as
G/G0 = 〈t†t〉 = F [0], F = 1− 〈(t
†t)2〉
〈(t†t)〉 = 1−
2F ′′[0]
F [0] . (8.30)
8.2.1 Class AI
Class AI (orthogonal class) describes a system with time-reversal and spin symmetries (no spin-
orbit coupling). As explained in Appendix B, the sigma model manifold is given by the symmetric
superspaceM = OSp(n, n|2n)/OSp(n|n)×OSp(n|n). For the minimal model n = 2, the manifold
is M = OSp(2, 2|4)/OSp(2|2) × OSp(2|2). Its compact sector is the 4-dimensional manifold
MF = Sp(4)/Sp(2) × Sp(2) which is a rank 1 space that is isomprphic to the 4-sphere. Its non-
compact sector is a 4-dimensional rank 2 manifoldMB = O(2, 2)/O(2)×O(2) that is isomorphic
to a product of two hyperboloids.
The supermanifold is parametrized by 8 real coordinates and 8 Grassmann coordinates. As
described in Appendix B, the Q matrix is
Q = T−1ΛT, (8.31)
with T being superunitary and satisfying the additional charge conjugation constraint T¯ T = 1
with charge conjugation deﬁned as in (B.3). Λ satisﬁes the conditions Λ2 = 1 and Λ¯ = Λ. The
charge conjugation matrix C satisﬁes
C2 = diag(1,−1)BF = k. (8.32)
The superalgebra g consists of super anti-hermitian matrices that are odd under charge conjugation
g¯ = −g. Its Cartan decoposition is given by g = p⊕k with k and p even and odd under conjugation
by Λ respectively, i.e., ΛkΛ = k and ΛpΛ = −p.
First, we would like to construct the roots and root vectors. For this, it is convenient to choose
a basis in which the elements of the Cartan subalgebra h are diagonal, while positive root vectors
are upper triangular. We call this basis Iwasawa basis and denote it by the subscript I. The
requirement that Λ transforms positive root vectors (upper triangular matrices) into negative
ones (lower triangular matrices) implies that Λ has the form
ΛI =

0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0

. (8.33)
We choose the elements a ∈ h to have the form
a = diag(a1 + a2, a1 − a2, iaF , iaF ,−iaF ,−iaF ,−a1 + a2,−a1 − a2), (8.34)
which manifestly anticommutes with ΛI . The form (8.34) does not bear the BF block diagonal
form used throughout this work [see Eq. (A.7)], but it will be quite useful computationaly when
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we perform the coordinate transformation between spherical and horospheric coordinates. For
Iwasawa parametrization, we will use the following grading:
kI = diag(1, 1,−1,−1,−1,−1, 1, 1), (8.35)
and deﬁne supermatrix transposition accordingly
MT = M t − 1
2
(1− kI)M t(1 + kI). (8.36)
Here the transposition with small t on the right hand side is the regular matrix transposition.
The charge conjugation matrix CI should satisfy CTI = C
−1
I = kICI . It should also be chosen
such that matrices of the form (8.34) are odd a¯ = −a and Λ is even Λ¯ = Λ under charge conju-
gation. In addition, charge conjugation should preserve the structure of upper triangular matries.
These requirements can be satisﬁed by making the following choice
CI =

0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0
0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0
0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0

. (8.37)
A system of positive roots can be easily constructed from upper triangular matrices which are
odd under charge conjugation. Deﬁning Ξij to be the matrix with 1 at row i and column j and
zero everywhere else, the roots and root vectors are given explicitly by
α = 2a1, mα = 1, Zα,1 = Ξ28 + Ξ17,
α = 2a2, mα = 1, Zα,1 = Ξ78 + Ξ12,
α = 2iaF , mα = 3, Zα,1 = Ξ45 − Ξ36, Zα,2 = Ξ46, Zα,3 = Ξ35,
α = a1 + a2 + iaF , mα = −2, Zα,1 = Ξ16 + Ξ48, Zα,2 = Ξ15 − Ξ38,
α = a1 − a2 + iaF , mα = −2, Zα,1 = Ξ37 + Ξ25, Zα,2 = Ξ26 − Ξ47,
α = a1 + a2 − iaF , mα = −2, Zα,1 = Ξ13 + Ξ58, Zα,2 = Ξ15 − Ξ38,
α = a1 − a2 − iaF , mα = −2, Zα,1 = Ξ23 − Ξ57, Zα,2 = Ξ67 + Ξ24.
(8.38)
A point on the manifold is parametrized by a matrix Q as
Q = N−1ΛIeaN, (8.39)
where a has the form (8.34) and N is the exponential of a linear combination of the root vectors
(8.38).
In the Cartan parametrization, the Q matrix is written as
Q = K−1ΛehK, (8.40)
with h an element of a Cartan subalgebra h (ΛhΛ = −h) and K commuting with Λ. h is
characterized by two non-compact angles θ1 and θ2 and one compact angle θF . Radial spherical
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functions are functions which depend only on the variables θ1, θ2 and θF . The radial Laplace-
Beltrami operator is given by
∆0 =
1
J
∂θ1J∂θ1 +
1
J
∂θ2J∂θ2 +
1
J
∂θF J∂θF , (8.41)
with the Jacobian computed using (8.10) and the roots (8.38) as
J =
sinh θ1 sinh θ2 sin
3 θF
(1 + cosh 2θ1 + cosh 2θ2 + cos 2θF − 4 cosh θ1 cosh θ2 cos θF )2 . (8.42)
We choose the matrices in the Cartan parametrization according to the conventions of Ref. [39],
where the 8 × 8 matrices has a tensor product structure of 3 2 × 2 spaces denoted BF, RA and
TR respectively (see the derivation of chapter 5). Denoting the Pauli matrices in the RA and TR
spaces by τ and σ respectively, we can write
Λ = τz, C = diag(σx, iσy)BF ⊗ τz, h = diag(θ1 + θ2σx, iθF )BF ⊗ τx. (8.43)
Here, the supermatrices have the conventional BF structure (see Appendix A) which means that
k = diag(1,−1)BF. To construct the spherical functions, we have to relate the Iwasaw parametriza-
tion (8.39) to the Cartan parametrization (8.40). We will ﬁnd it easier to also consider the
parametrization (8.40) in a rotated basis where the matrices Λ, C and elements of h are related
by some similarity transformation R to the ones deﬁned earlier for the Iwasaw parametrization
such that
hI = R
−1hR, ΛI = R−1ΛR, C = R−1CIR (8.44)
The transformation matrix R is given by
R =

1 −1 0 0 0 0 −1 1
1 1 0 0 0 0 1 1
1 −1 0 0 0 0 1 −1
1 1 0 0 0 0 −1 −1
0 0 1 0 0 1 0 0
0 0 0 1 1 0 0 0
0 0 1 0 0 −1 0 0
0 0 0 1 −1 0 0 0

. (8.45)
The last remaining part is the parametrization of the matrix K in (8.40). K should commute
with Λ and satisfy the charge conjugation condition K¯K = 1. Thus, it is an element of the
supergroup OSp(2|2)×OSp(2|2) which has 8 real variables and 8 Grassmann variables. However,
any part that commutes with an arbitrary h drops from (8.40) and as a result, K in (8.40) is
parametrized using only 5 real variables and 8 Grassmanns. Following Efetov [39], we assume
K = UV, (8.46)
with U containing only the real variables and V containing only the Grassmann variables. We
write U = expu with u parametrized as
u = idiag([φ1 + φ2τz]⊗ σz, κτz ⊗ [σz cosχ+ sinχ(σx cosφ+ σy sinφ)])BF, (8.47)
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with 0 ≤ φ, φ1, φ2 < 2pi and 0 ≤ κ, χ ≤ pi. For V , we write
V = 1 + v +
1
2
v2 +
1
2
v3 +
3
8
v4, (8.48)
with v is parametrized as
v =
(
0 w
iσyw
Tσx 0
)
BF
, w =
(
w1 0
0 w2
)
RA
w1 =
(
µ ν
σ ρ
)
TR
, w2 =
(
δ ξ
λ η
)
TR
, (8.49)
with Grassmann variables µ ,ν, σ, ρ, δ, ξ, λ, and η. The integration measure can be computed
explicitly as
dK = sin2 κ sinχdφ1 dφ2 dκ dχ dµ dν dσ dρ dδ dξ dλ dη, (8.50)
up to a constant factor. The transformation from Cartan to Iwasawa coordinates is done by solving
the relation
R−1K−1ehKR = (ΛN−1Λ)eaN, (8.51)
for the Iwasawa angles a as a function of h and K. In the Iwasawa parametrization, N is an upper
triangular matrix with ones along the diagonal and ΛN−1Λ is lower triangular also with ones
along the diagonal. ea is a diagonal matrix with the ﬁrst three entries along the diagonal giving
the exponentials of the Iwasawa angles ea1+a2 , ea1−a2 , and eiaF . To solve for these angles, we can
employ the well-known LDU factorization algorithm which yields the entries of the matrices on
the RHS in terms of the parametrization of the LHS. Furthermore, since the LDU factorization
works blockwise starting from the left-upper part of the matrix, it suﬃces to perform it only
for the left-upper 3 × 3 block to obtain the Iwasawa angles. The procedure is implemented in
Mathematica and the expressions for the Iwasawa angles in terms of the parameters of the h and
K matrices are rather lengthy (mainly due to having up to 128 terms with diﬀerent combinations
of grassmann variables). The integrals over Grassmanns in (8.16) can be readily performed and
the integrals over the variables φ1 and φ2 in the bosonic sector and over φ, χ and κ in the fermionic
sector are decoupled (since the base manifold is a product of the bosonic and fermionic sectors).
In addition, the integrals over the variables φ1 and φ2 decouple due to the product structure of
the bosonic sector (which is isomorphic to O(2)×O(2)). To perform the remaining integrals, the
following relations are used
1
2pi
∫ 2pi
0
dφ(cos θ + i cosφ sin θ)ν = Pν(cos θ), (8.52)
1
pi
∫ pi
0
dκ sin2 κ(cos θ + i cosκ sin θ)ν =
P−1ν (cos θ)
sin θ
, (8.53)
where Pµν (x) is the associated Legendre function. For compact angles, the argument of the Legen-
dre function is cos θ which varies from -1 to 1. The requirement that the function is non-singular
at the θ = pi would force the index ν to be integer. For non-compact angles on the other hand, the
argument cosh θ goes from 1 to ∞. The requirement that the function decays fast enough at ∞
(which implies that the functions are normalizable with the volume element given by the Jacobian
(8.42)) implies that the index ν has real part −1/2. Introducing the function
Rµν (x) = (1− x2)µ/2Pµν (x), (8.54)
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and the variables
λ1 = cosh θ1, λ2 = cosh θ2, λF = cos θF . (8.55)
The eigenfunctions of the radial Laplace-Beltrami operator (8.41) are given explicitly by
φr1,r2,l(λ1, λ2, λF ) = R l−1
2
(λF )R
1
ir1−1
2
(λ1)R
1
ir2−1
2
(λ2)
− 1
8
(1 + l2 + r21 + r
2
2)(λ1λ2 − λF )R l−1
2
(λF )R ir1−1
2
(λ1)R ir2−1
2
(λ2)
+
1
8
(−1 + l2 + r21 − r22)(λ1 − λ2λF )R−1l−1
2
(λF )R
1
ir1−1
2
(λ1)R ir2−1
2
(λ2)
+
1
8
(−1 + l2 − r21 + r22)(λ2 − λ1λF )R−1l−1
2
(λF )R ir1−1
2
(λ1)R
1
ir2−1
2
(λ2)
+
1
64
(−3 + 2(l2 − r21 − r22 + l2r21 + l2r22 − r21r22) + l4 + r41 + r42)
× (−1 + λ21 + λ22 + λ2F − 2λ1λ2λF )R−1l−1
2
(λF )R ir1−1
2
(λ1)R ir2−1
2
(λ2), (8.56)
with l = 3, 5, 7, . . . and r1,2 positive real variables. The corresponding eigenvalues are
r1,r2,l =
1
4
(1 + r21 + r
2
2 + l
2). (8.57)
The Plancherel measure is given by
µr1,r2,l = 32l(l
2 − 1)r1r2 tanh pi
2
r1 tanh
pi
2
r2
∏
σ1,2,3=±
1
−1 + iσ1r1 + iσ2r2 + σ3l . (8.58)
In addition, there is a special series of eigenfunctions φ˜ corresponding to the poles of µ. These
are obtained from (8.56) by setting l = 1 and r1 = r2 = r leading to
φr = R ir−1
2
(λ1)R ir−1
2
(λ2)− 1
4
(1 + r2)(λ1λ2 − λF )R1ir−1
2
(λ1)R
1
ir−1
2
(λ2). (8.59)
The measure for these functions is obtained by taking the residue of the pole at r1 = r2 in the
limit l→ 1 yielding
µr =
pi
2
tanh2 pi2 r
1 + r2
. (8.60)
The proof that using the measure (8.58), the eigenfunctions (8.56) satisfy the resolution of unity
(8.26) is given in Appendix F.
Using (8.28), the generating function for transport moments is then given by
F [θ] = 1
16
∑
l=3,5,...
∫ ∞
−∞
dr1 dr2 µr1,r2,l e
− L
4ξ
(1+l2+r21+r
2
2)[(1 + l2 + r21 + r
2
2)P l−1
2
(cos θ)P ir1−1
2
(cos θ)
− (−1 + l2 + r21 − r22)P 1l−1
2
(cos θ)P−1ir1−1
2
(cos θ)] +
1
2
∫ ∞
−∞
dr µ˜r e
− L
2ξ
(1+r2)
P ir−1
2
(cos θ). (8.61)
From this, the ﬁrst two moments can be readily obtained using (8.30) as
〈(t†t)n〉 = 1
4
∑
l=3,5,...
∫ ∞
−∞
dr1dr2 µr1,r2,l Tn(l, r1, r2) e
− L
4ξ
(1+l2+r21+r
2
2) +
∫ ∞
−∞
dr µ˜r Tn(1, r, r) e
− L
2ξ
(1+r2)
,
(8.62)
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Figure 8.1: Conductance in class AI as a function of sample length L/ξ.
with T1,2 given by
T1 =
1
4
(1 + l2 + r21 + r
2
2), (8.63a)
T2 =
1
16
(3− l4 + 3r21 − l2r21 + 3r22 − l2r22 + 2r21r22). (8.63b)
The result for the conductance (Eqs. (8.62) and (8.63)) coincides with the expression obtained
previously in Refs. [17, 18], which serves as a veriﬁcation for the expression for the moment
generating function (8.61).
The conductance and the Fano factor are plotted in Figs. 8.1 and 8.2. The conductance shows
a crossover from the metallic Drude-like behavior G ∼ ξ/L at small distances, L  ξ, to the
insulating behavior G ∼ 18
√
pi7ξ3
2L3
e−L/2ξ at large distances, L ξ. The Fano factor monotonically
increases from the metallic value 1/3 for L ξ to 3/4 for L ξ.
The distribution function of transmission eigenvalues can be obtained using (8.29)
ρ(λ) =
sinh 2λ
16
∑
l=3,5,...
∫ ∞
−∞
dr1dr2 µr1,r2,l [(1 + l
2 + r21 + r
2
2)P l−1
2
(cosh 2λ)P ir1−1
2
(cosh 2λ)
− (−1 + l2 + r21 − r22)P 1l−1
2
(cosh 2λ)P−1ir1−1
2
(cosh 2λ)](−1) l−12 cosh pi
2
r1 e
− L
4ξ
(1+l2+r21+r
2
2)
+
1
2
sinh 2λ
∫ ∞
−∞
dr µ˜r cosh
pi
2
r e
− L
2ξ
(1+r2)
P ir−1
2
(cos 2λ), (8.64)
which is plotted in Fig. 8.3.1 We can see in the ﬁgure the evolution of the distribution function
of transmission eigenvalues from the metallic short wire limit L ξ to the long wire limit L ξ.
In the limit of short wires, the distribution is constant everywhere with weak oscillations on top
except for the vicinity of zero where it vanishes. In the limit of long wires, on the other hand,
transmission eigenvalues crystallize forming equidistant sharp peaks separated by ∆λ = L/ξ.
1A few comments about how the plot is constructed are in place here. Generally, the double integral in Eq. 8.64
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Figure 8.2: Fano factor in class AI as a function of sample length L/ξ. It grows monotoni-
cally from a value of 1/3 for short samples to a values of 3/4 for long samples.
Figure 8.3: Distribution function of transmission eigenvalues in class AI for diﬀerent values
of L/ξ. Evolution from the metallic (where the distribution function is almost a
constant away from zero) to the crystallization occurs with increasing L/ξ.
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8.3 Heat kernel with Z2 topology
The derivation of the non-linear sigma model for edge theory of classes with Z2 topology was
explained in detail in chapter 5. The Z2 topology, which leads to the topological protection
of a single edge mode, manifests itself in the sigma model via the existence of two topologically
inequivalent paths connecting any given pair of points. In mathemtical terms, the compact sectors
of such manifolds are doubly connected The prototypical class whose compact sector has this
property is class AII, which describes the edge of a quantum spin-Hall insulator. The compact
sector of the sigma model manifold is O(4)/O(2)×O(2) which can be thought of as a product of
two spheres with two points identiﬁed, i.e., S2 × S2/Z2 (see Fig. 5.3).
In general, a doubly connected manifoldM can be thought of as a simply connected manifold
M¯ with two points identiﬁed, i.e.,M' M¯/Z2. The manifold M¯ is known as the universal cover
(in this particular case it is a double cover) of M. The two manifolds have the same structure
locally but diﬀer only in the global topology. This means, in particular, that the Laplace-Beltrami
operator for both manifolds is identical and the spherical functions constructed via Eq. (8.16) are
the same. This is not the entire story however since the doubly connected manifold M has the
additional parity symmetry Pˆ that sends a point to its identiﬁed point (see Fig. 8.4). The Laplace-
Beltrami operator commutes with such an operation which means we can classify its eigenfunctions
into even and odd according to their behavior under parity. The crucial distinction between the
two manifolds M and M¯ lies then in the fact that for M both even and odd eigenfunctions
are valid, while for M¯ there is a selection rule that picks either even functions or odd functions
depending on the presence or absence of a topological term.
This can be illustrated by considering the compact group SO(3). As discussed earlier. this
group is doubly connected and its double cover SU(2) is related to it by a two-to-one mapping
SO(3) ' SU(2)/Z2. The algebra of SU(2) consists of 2×2 traceless Hermitian matrices and the
group itself is isomorphic to the 3-sphere. It can be parametrized in spherical coordinates as
U = K−1eiθτzK, K = e
i
2
ψ(τx cosφ+τy sinφ), 0 ≤ θ, ψ ≤ pi, 0 ≤ φ < 2pi. (8.65)
Notice that under sending θ → pi − θ, U changes to −U . The mapping between SU(2) and SO(3)
can be constructed by taking a point x in R3 and considering the object U †xaτaU for a = 1, 2, 3
which is a Hermitian traceless matrix that can be expanded in the basis of Pauli matrices τ
U †xaτaU = xaRbaτb. (8.66)
is not numerically very easy to evaluate since the function P ir−1
2
(cos 2λ) oscillates very rapidly for large λ as
a function of r. To generate the plots in Fig. 8.3, we have used the expression for the associated Legendre
function in terms of hypergeometric function
Pµir−1
2
(cosh 2λ) =
2µ sinh2µ 2λ e(−2µ+ir−1)λΓ(ir/2)√
piΓ(1/2 + ir/2− µ) 2F1
(
1/2 + µ,−1/2− ir/2 + µ, 1− ir/2, e−4λ
)
+ (r → −r),
where the oscillatory part appears only in the exponential prefactor, while the hypergeometric function has an
argument e−4λ which decays rapidly for large λ. The two terms in (8.65) give equal contribution to the r1,2
integrals since the measure is symmetric under r1,2 → −r1,2. As a result, we consider one of the two terms for
each r-integral. If we consider the r1-integral ﬁrst, we can shift the integration contour so that it goes through
the saddle point of the r1-integral at r1 = 2iλξ/L. Depending on the value of λ, we may pick some poles from
the denominator of the integration measure corresponding to r1 = ±r2 + i(l± 1) whose residues can be readily
computed. We perform a similar analysis for the r2-integral and for the second term in (8.64). The resulting
expression containing contributions from the shifted integration contour in addition to the residues of the poles
is numerically much more stable and gives the plots of Fig. 8.3
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Figure 8.4: Schematic illustration for the construction of a doubly connected manifoldM/Z2
by identifying to points x and x¯ in a simply connected manifold M through the
parity operation P . As we can see, there are always two topologically inequivalent
path to go from one point (x0) to another (x).
It is easy to show that R is an orhogonal matrix. In fact, every orthogonal 3×3 matrix can be
generated this way (such that Rab = trU †τaUτb). It follows from (8.66) that under changing
U → −U , R does not change. Thus every pair of unitary matrices (U,−U) corresponds to one
orthogonal matrix R. The manifold SO(3) is obtained from SU(2) by identifying the points with
θ and pi − θ in the parametrization (8.65). This amounts to identifying antinodal points on the
3-sphere, i.e., SO(3) ' S3/Z2.
The radial Laplace-Beltrami operator on SU(2) is given by (see Eq. (8.10))
∆0 =
1
sin2 θ
∂θ sin
2 θ∂θ. (8.67)
The eigenfunctions are
φSU(2)n (θ) =
sin(n+ 1)θ
sin θ
, n = 0, 1, 2, · · · (8.68)
On SO(3) on the other hand, the two points with θ and pi − θ are identiﬁed, so the single-valued
functions on SO(3) has to satisfy φSO(3)(pi−θ) = φSO(3)(θ). They can be constructed from φSU(2)n (θ)
as φSO(3)n (θ) = φ
SU(2)
n (θ) + φ
SU(2)
n (pi − θ) which vanishes for odd n, i.e., only the functions (8.68)
with n even are valid eigenfunctions of the Laplace-Beltrami operator on SO(3). In the presence of
a Z2 topological term, valid eigenfunctions have to satisfy φn,SO(3)(θ) = φn,SU(2)(θ)−φn,SU(2)(pi−θ)
instead which selects eigenfunctions with odd n.
In the following two subsections, we will illustrate explicitly how this subtlety leads to dramatic
consequences for transport in classes AII and DIII, where systems with even/odd number of
channels have very diﬀerent transport properties in the long wire limit stemming from the extra
Z2 topological term in the action.
8.3.1 Class AII
Class AII (symplectic class) describes a system with time-reversal symmetry but no spin symmetry.
This is the case for systems with strong spin-orbit coupling. The sigma model manifold for class
AII is given by the symmetric superspaceM = SpO(n, n|2n)/SpO(n|n)× SpO(n|n). This means
it is dual to the sigma model manifold of class AI, i.e., has the same structure with compact
and non-compact sectors switched. For the minimal model n = 2, the non-compact sector is the
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4-dimensional manifoldMB = Sp(2, 2)/Sp(2) × Sp(2) which is a rank 1 space isomprphic to the
4-hyperboloid. The compact sector is a 4-dimensional rank 2 manifoldMF = O(4)/O(2)×O(2)
isomorphic to the product of two spheres with two points identiﬁed S2×S2/Z2 (see the discussion
in chapter 5).
Similar to class AI, the Q matrix can be written as Q = T−1ΛT with T being superunitary and
satisfying the charge conjugation constraint T¯ T = 1 and with Λ satisfying Λ2 = 1 and Λ¯ = Λ.
The main diﬀerence from class AI is in the form of the charge conjugation matrix C which now
obeys
C2 = diag(−1, 1)BF = −k, (8.69)
in contrast to (8.32). The construction of the Iwasawa parametrization, roots, and root vectors
is the same as in class AI provided that we exchange the compact and the non-compact sectors.
To see where the eﬀect of the topology enters, let us look at the Cartan parametrization of the
matrix Q = K−1ΛehK with
Λ = τz, C = diag(iσy, σx)⊗ τz, h = diag(θB, iθ1 + iθ2σx)⊗ τx. (8.70)
We notice that the points (θ1, θ2) = (0, 0) and (θ1, θ2) = (pi, pi) correspond to the same Q matrix.
This is a manifestation of the fact that the sigma model manifold is a product of two spheres with
two points identiﬁed. As a result there is always two topologically distinct paths connecting a pair
of point, or equivalently, there is a non-contractible loop connecting the points (0, 0) and (pi, pi).
The diﬀerence between the even and odd cases is that in the former the two topologically distinct
classes of trajectories contribute to the path integral with the same sign, while in the latter they
contribute with opposite signs.
The construction of the spherical functions proceed in an identical fashion to class AI, provided
that we exchange the compact and non-compact sectors. At the end, we will implement the
parity selection rule that picks functions which are symmetric/antisymmetric under (θ1, θ2) =
(pi − θ1, pi − θ2) for the even/odd cases.
The radial Laplace-Beltrami operator for class AII is given by
∆0 =
1
J
∂θ1J∂θ1 +
1
J
∂θ2J∂θ2 +
1
J
∂θBJ∂θB , (8.71)
with J given by
J =
sin θ1 sin θ2 sinh
3 θB
(1 + cos 2θ1 + cos 2θ2 + cosh 2θB − 4 cos θ1 cos θ2 cosh θB)2 . (8.72)
Deﬁning the variables
λ1 = cos θ1, λ2 = cos θ2, λB = cosh θB, (8.73)
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the eigenfunctions of the radial Laplace-Beltrami operator are
φl1,l2,r(λ1, λ2, λB) = R ir−1
2
(λB)R
1
l1−1
2
(λ1)R
1
l2−1
2
(λ2)
− 1
8
(−1 + r2 + l21 + l22)(λ1λ2 − λB)R ir−1
2
(λB)R il1−1
2
(λ1)R il2−1
2
(λ2)
+
1
8
(−1− r2 − l21 + l22)(λ1 − λ2λB)R−1ir−1
2
(λB)R
1
il1−1
2
(λ1)R il2−1
2
(λ2)
+
1
8
(−1− l2 + r21 − r22)(λ2 − λ1λB)R−1ir−1
2
(λB)R l1−1
2
(λ1)R
1
l2−1
2
(λ2)
+
1
64
(−3 + 2(l21 + l22 − r2 + l21r2 + l22r2 − l21l22) + l41 + l42 + r4)
× (−1 + λ21 + λ22 + λ2B − 2λ1λ2λB)R−1ir−1
2
(λB)R l1−1
2
(λ1)R l2−1
2
(λ2) (8.74)
Here, r is a real positive variable and l1,2 = 1, 3, 5, . . . . The corresponding eigenvalues are
l1,l2,r =
1
4
(−1 + l21 + l22 + r2). (8.75)
The parity selection rule picks the momenta satisfying l1 + l2 = 2 mod 4 for the even case and
l1 + l2 = 0 mod 4 in the odd case.
The Plancherel measure is given by
µl1,l2,r = 128l1l2r(1 + r
2) tanh
pi
2
r
∏
σ1,σ2,σ3=±
1
−1 + σ1l1 + σ2l2 + iσ3r . (8.76)
In the odd case, there is the subsidiary series of eigenfunctions corresponding to the poles of µl1,l2,r.
They are obtained by taking the limit r → i when l2 = l + 2 and l1 = l, leading to
φl(λ1, λ2, λB) =
1
4(1 + λB)
[
(1 + l)2(λ1 + λ2)(λ1λ2 − λB)R il−1
2
(λ1)R il−1
2
(λ2)
+4(λ1 + λ2)R
1
l−1
2
(λ1)R
1
l−1
2
(λ2)− 2(1 + l)(1 + λB − λ21 − λ1λ2)R il−1
2
(λ1)R
1
il−1
2
(λ2)
−2(1 + l)(1 + λB − λ22 − λ1λ2)R1il−1
2
(λ1)R il−1
2
(λ2)
]
, (8.77)
The measure for these functions is given by the residue of µl1,l2,r at r → i when l2 = l+ 2, l1 = l:
µl =
4
(1 + l)2
. (8.78)
There is also the additional zero mode for the odd case given by [174]
φ0(λ1, λ2, λB) =
λ1 + λ2
1 + λB
, (8.79)
which represents the contribution of the topologically protected channel in the odd case.2
2It is worth noting that the importance of implementing the parity selection rule was ﬁrst observed by Brouwer
and Frahm [174], whereas the earlier works [17, 18] have overlooked it. As a result, the transport quantities
computed in Refs. [17, 18] were actually the average of the even and odd cases.
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The generating function for transport moments can now be computed using (8.28) as
Fe[θ] = 1
8
∑
l1,2=1,3,5,...
l1+l2=2 mod 4
∫ ∞
−∞
dr µl1,l2,r[(−1 + r2 + l21 + l22)P l1−1
2
(cos θ)P ir−1
2
(cos θ)
− (1 + r2 + l21 − l22)P 1l1−1
2
(cos θ)P−1ir−1
2
(cos θ)] e
− L
4ξ
(−1+r2+l21+l22), (8.80)
for the even case and
Fo[θ] = 1
8
∑
l1,2=1,3,...
l1+l2=0 mod 4
∫ ∞
−∞
dr µl1,l2,r[(−1 + r2 + l21 + l22)P l1−1
2
(cos θ)P ir−1
2
(cos θ)
− (1 + r2 + l21 − l22)P 1l1−1
2
(cos θ)P−1ir−1
2
(cos θ)] e
− L
4ξ
(−1+r2+l21+l22)
+ 2
∑
l=1,3,...
e
− L
2ξ
(1+l2)
[
P l−1
2
(cos θ) +
2 tan θ2
l + 1
P 1l−1
2
(cos θ)
]
+
1
cos2 θ2
, (8.81)
for the odd case. The last term in the odd case occurs due to the existence of a single topologically
protected channel, which gives a contribution of unity to all transport moments that does not decay
with distance.
From this, the ﬁrst two moments can be readily obtained using (8.30) as
〈(t†t)n〉e = 1
2
∑
l1,2=1,3,5,...
l1+l2=2 mod 4
∫ ∞
−∞
dr µl1,l2,r Tn(l1, l2, r) e
− L
4ξ
(−1+r2+l21+l22), (8.82)
〈(t†t)n〉o = 1
2
∑
l1,2=1,3,...
l1+l2=0 mod 4
∫ ∞
−∞
dr µl1,l2,r Tn(l1, l2, r) e
− L
4ξ
(−1+r2+l21+l22)
+ 4
∑
l=1,3,...
e
− L
2ξ
(1+l2)Tn(l, l + 2, r)
(l + 1)2
+ 1, (8.83)
with T1,2 given by
T1 =
1
4
(−1 + r2 + l21 + l22), (8.84a)
T2 =
1
16
(3− 3l21 − 3l22 + 2l21l22 − l21r2 − l22r2 − r4). (8.84b)
The conductance is plotted in Fig. 8.5 for the even and odd number of channels. We see that
for relatively short distances L ξ, the two cases match exactly since the Z2 topological term is
ineﬀective in the semiclassical short wire limit and gives exactly the same results. This statement
holds when expanding any transport moment in the small parameter L/ξ to all orders since the
eﬀect of the Z2 topological term is non-perturbative.
In the long wire limit L  ξ, we see very contrasting behavior in the conductance which
approaches the constant value 1, corresponding to transport from the topologically protected
channel alone, in the odd case, while it decays exponentially as 169
√
pi3ξ
L e
−L/4ξ in the even case.
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Figure 8.5: Conductance in class AII as a function of sample length L/ξ for even (blue)
and odd (red) number of channels. For an odd number of channels, one chan-
nel remains delocalized in the limit of large samples leading to the conductance
approaching a constant. The dashed red curve gives the contribution of the un-
protected channels to transport in the odd case and we see a suppression compared
to the even case due to the delocalized channel.
The inﬂuence of a single topologically protected channel on the remaining channels can be seen
from the dashed red curve. The conductance due to the unprotected channels is suppressed in
the odd case and decays as 2e−2L/ξ. This means that the average localization length for the
unprotected channels is reduced by a factor of 8 in a wire with an odd number of channels.
The Fano factor is plotted in Fig. 8.6 for the even and odd cases. Similar to the conductance,
the two curves match for relatively short wires, but diﬀer drastically in the long wire limit. In
the even case, the Fano factor approaches the constant value 3/4 similar to classes A and AI,
while in the odd case it decays to zero since transport in this case is only carried by the noiseless
topologically protected channel. One interesting feature that can be seen in Fig. 8.6 is that unlike
classes A and AI, the Fano factor in the even case (in the absence of any topological protection)
is non monotonic and exhibits a minimum at some intermediate values of L/ξ.
The distribution function of transmission eigenvalues is obtained using (8.29) leading to
ρe(λ) =
sinh 2λ
8
∑
l1,2=1,3,5,...
l1+l2=2 mod 4
∫ ∞
−∞
dr µl1,l2,r [(−1 + r2 + l21 + l22)P l1−1
2
(cosh 2λ)P ir−1
2
(cosh 2λ)
− (1 + r2 + l21 − l22)P 1l1−1
2
(cosh 2λ)P−1ir−1
2
(cosh 2λ)](−1) l1−12 cosh pi
2
r e
− L
4ξ
(−1+r2+l21+l22), (8.85)
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Figure 8.6: Fano factor in class AII as a function of sample length L/ξ for even (blue) and
odd (red) number of channels. The even and odd cases are indistinguishable in
the limit of short samples but they have very diﬀerent behavior in the limit of
large samples. For an even number of channels, the Fano factor approaches the
values 3/4, while in the odd case it approaches 0 since transport is mainly carried
through the noiseless topologically protected channel. Interestingly, we ﬁnd that
the Fano factor is non-monotonic in the even case and exhibits a minimum for
intermediate sample sizes.
for the even case and
ρo(λ) =
sinh 2λ
8
∑
l1,2=1,3,5,...
l1+l2=0 mod 4
∫ ∞
−∞
dr µl1,l2,r [(−1 + r2 + l21 + l22)P l1−1
2
(cosh 2λ)P ir−1
2
(cosh 2λ)
− (1 + r2 + l21 − l22)P 1l1−1
2
(cosh 2λ)P−1ir−1
2
(cosh 2λ)](−1) l1−12 cosh pi
2
r e
− L
4ξ
(−1+r2+l21+l22) + 2δ(λ).
(8.86)
for the odd case. The delta function in the odd case is due to the presence of a perfectly trans-
mitting channel.
The distribution function of transmission eigenvalues is plotted in Fig. 8.7 for the even and
odd cases. In both cases, we can see the gradual crossover from the short wire limit where the
distribution function is almost uniform with some small oscillations on top (here the oscillations
are signiﬁcantly stronger than in class AI due to stronger level repulsion), to the long wire limit
where, transmission eigenvalues crystallize into peaks separated by distance ∆λ = 2L/ξ. The
major diﬀerence between the even and the odd cases is that the positions of these peaks are
shifted by L/ξ int the presence of the delta function at λ = 0 in the odd case. As a result, the
typical localization length for the unprotected modes, which is determined by the position of the
ﬁrst peak, is given by ξtyp = 2ξ for the even case and ξtyp = 2ξ/3 for the odd case, i.e., the
typical localization length for the unprotected modes is reduced by a factor of 3 in the presence of
a topologically protected channel. This shows that the eﬀect observed in chapter 7 for a system
with Z topology also holds in the case of Z2 topology; the presence of topologically protected
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Figure 8.7: Distribution function of transmission eigenvalues in class AII for diﬀerent values
of L/ξ for even (upper panel) and odd (lower panel) number of channels. Due to
the presence of a topologically protected channel in the odd case, the transmission
distribution is suppressed near λ = 0 and the positions of the peaks in the odd
case are shifted by 1 (in units of L/ξ) compared to the even case.
channels makes localization of the remaining channels by disorder more eﬀective.
8.3.2 Class DIII
Class DIII represents a superconductor with preserved time-reversal symmetry and broken spin
symmetry. In this sense, it is the superconducting analog of class AII. Its sigma model manifold
has the compact sectorMF = O(n) and the non-compact sectorMB = Sp(n,C)/Sp(n). For the
minimal model n = 2, the compact sector is O(2) while the non-compact sector is Sp(2,C)/Sp(2)
which is isomorphic to the 3-hyperboloid.
There are a few subtle aspects related to the structure of the sigma model manifold in this class.
The ﬁrst one is related to the fact that the ﬁrst homotopy group of the O(n) group is Z2 for n > 2,
but it is Z for the minimal model with n = 2. Since one can always increase the number of replicas
in the sigma model manifold without inﬂuencing the physics, the enlarged homotopy group for
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the minimal model should not have any physical consequences. This is indeed the case since the
Z2 topological term only picks the parity of the Z winding number in the n = 2 case and only the
cases with even/odd winding are physically distinguished. This means that for even/odd number
of channels, we have a parity selection rule, similar to class AII, that pick even/odd functions
under changing the fermionic angle by θF → θF + 2pi.
The second subtlety is related to the fact that the manifold O(n) has two disconnected compo-
nents. In other words, its zeroth homotopy group is non-trivial. It is one of the 2 classes describing
topological insulators (superconductors) in one dimension with (Majorana) edge modes. The most
prominent physical consequence of this is that the model deﬁned on only one connected compo-
nent of the manifold does not exhibit exponential localization at long distances, but instead has
power law decay of the conductance [45, 197, 198]. This is due to the fact that this model actually
describes the critical phase between a trivial and a non-trivial topological phases in one dimen-
sion [198]. To get exponential localization, one needs to consider conﬁgurations of the Q matrix
that jump between the two components of the manifold. These are known as kinks and their
contribution to the action is determined by an additional parameter in the sigma model known
as kink fugacity [198]. Adding the kink contribution to the action results in a two-parameter ﬂow
diagram where exponential localization is achieved for any non-zero value of the kink fugacity
[198]. We consider the edge of a 2D topological superconductor and the contribution of kinks
to the action vanishes due to vanishing fugacity [198]. Therefore, we are not going to include
kinks in our treatment. Our results for the even and odd cases is to be physically understood as
comparing transport at the edge of a 2D topological superconductor in class DIII (with an odd
number of edge modes) vs. transport at the critical phase between two 1D (topological and trivial)
superconductors in the same class.
Another special property of class DIII is related to the fact that its sigma model is deﬁned on a
group manifold. It was ﬁrst observed in Ref. [172] that the heat kernel in classes AIII, DIII and CI
is semiclassically exact. That is, the full solution to the heat kernel is given exactly by considering
all the saddle points of the classical action plus Gaussian ﬂuctuations around them. This result also
applies for the heat kernel on a compact or non-compact group manifolds (it is not a consequence
of supersymmetry) and is related to a deeper mathematical structure [199]. What concerns us
in our treatment is that semiclassical exactness actually implies that the radial Laplace-Beltrami
operator transforms to the ﬂat Laplace operator after Sutherland transformation. On a compact
or non-compact group manifold, this result follows directly from the observation that all roots on
a group manifold have multiplicity 2 [193]. A similar proof can be given in the supersymmetric
case where all even roots have multiplicity 2 and all odd roots have multiplicity -2 and square
to 0, α2odd = 0 (see the table of roots in Ref. [196]). The main consequence of this is that the
eigenfunctions of the radial Laplace-Beltrami operator are plane waves (up to a factor coming from
the Sutherland transformation) and we do not really need to use the integral representation (8.16)
to construct them. In what follows, we will give the roots and root vectors and then construct the
eigenfunctions using a Sutherland transformation.
To ﬁnd the roots and root vectors, we proceed similar to Sec. 8.2.1. We use the parametrization
described in Appendix B with the Q matrix from (8.31) with T being superunitary and satisfying
the two additional constraints T¯ T = 1 and [T,Γ] = 0 with Λ and Γ satisfying Λ2 = Γ2 = 1, Λ¯ = Λ,
Γ¯ = Γ and {Λ,Γ} = 0. The charge conjugation matrix C satisﬁes (8.69). The superalgebra
g consists of super anti-Hermitian matrices that are odd under charge conjugation g¯ = −g and
commute with Γ. Its Cartan decoposition is given by g = p⊕ k with k and p even and odd under
conjugation by Λ respectively, i.e., ΛkΛ = k and ΛpΛ = −p.
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Similar to Sec. 8.2.1, we choose a basis in which the elements of the Cartan subalgebra h are
diagonal, while positive roots are upper triangular. We ﬁnd that the choice
k = diag(−1,−1, 1, 1, 1, 1,−1,−1),
h = diag(−iθF ,−iθF ,−θB, θB,−θB, θB, iθF , iθF ),
Λ =

0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0

,
Γ =

0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 −1
0 0 0 0 0 0 −1 0

,
C =

0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 −1 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0

, (8.87)
satisﬁes all the constraints. In particular h commutes with Γ, anticommutes with Λ and is odd
under charge conjugation. A system of positive roots is constructed from upper triangular matrices
which are odd under charge conjugation and commute with Γ. With Ξij deﬁned as in Sec. 8.2.1,
the roots and root vectors are given explicitly by
α = 2θB, mα = 2, Zα,1 = Ξ34, Zα,2 = Ξ56,
α = iθF + θB, mα = −2, Zα,1 = Ξ14 + Ξ24 + Ξ37 − Ξ38,
Zα,2 = Ξ16 − Ξ26 + Ξ57 − Ξ58,
α = iθF − θB, mα = −2, Zα,1 = Ξ13 + Ξ23 − Ξ47 + Ξ48,
Zα,2 = Ξ15 − Ξ25 − Ξ67 − Ξ68.
(8.88)
Using Eq. (8.10), we can now write the radial Laplace-Beltrami operator as
∆0 =
1
J
∂θF J∂θF +
1
J
∂θBJ∂θB , (8.89)
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with J given by
J =
sinh2 θB
(cos θ2F − cosh θB)2
. (8.90)
After Sutherland transformation, ∆0 becomes the ﬂat Laplace operator in θF and θB
∆˜0 = J
1/2∆0J
−1/2 = ∂2θF + ∂
2
θB
. (8.91)
Hence, the eigenfuctions of the radial Laplace-Beltrami operator (8.89) are given by
φr,l(θB, θF ) =
cosh θB − cos θF
sinh θB
e
i
2
(rθB+lθF ), (8.92)
with r a real variable and l even integer in the even sector (even number of channels) and odd in
the odd sector. The corresponding eigenvalues are
r,l =
1
4
(r2 + l2). (8.93)
The odd sector has in addition the zero mode
φ0 =
cos θF2
cosh θB2
, (8.94)
which changes sign under θF → θF + 2pi. This zero mode represents the topologically protected
channel and gives a contribution of 1/2 to all transport moments. The Plancherel measure is given
by
µr,l = −i r
l2 + r2
. (8.95)
The generating function for transport moments is given by
Fσ[θ] = σ
2
− 2
sin θ
∑
l=σ mod 2
∫ ∞
−∞
dr
r
l2 + r2
e
− L
4ξ
(l2+r2)+ i
2
(l+ir)θ
, (8.96)
with σ = 0, 1 for the even/odd cases respectively. The ﬁrst two moments can be readily obtained
as
〈(t†t)n〉σ = σ
2
−
∑
l=σ mod 2
∫ ∞
−∞
dr
ir
l2 + r2
Tn(l, r)e
− L
4ξ
(l2+r2)
, (8.97)
with
T1(l, r) = l + ir, (8.98a)
T2(l, r) = −1
3
(−2 + l + ir)(l + ir)(2 + l + ir). (8.98b)
The conductance is plotted in Fig. 8.8. Similar to class AII, we get identical behavior in the
short wire limit for the even and odd cases. The leading metallic conductance G ∼ ξ/L as well
as all weak localization corrections in the small parameter L/ξ are insensitive to the parity of the
number of channels. For long wires, on the other hand, the behavior is very diﬀerent in the two
cases. In the even case, the conductance decays to zero, while in the odd case it approaches the
constant values of 1/2. The conductance decays only as a power law G ∼ 2√piξ/L in the even case.
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Figure 8.8: Conductance in class DIII as a function of sample length L/ξ for even (blue)
and odd (red) number of channels. The contribution of the unprotected channels
to the conductance (indicated by the dashed line) is largely suppressed at long
distances in the odd case due to the presence of a single topologically protected
channel.
In the odd case, on the other hand, the convergence is exponentially fast G ∼ 4√ξ/piL e−L/4ξ. As
we argued for class AII, this means that the presence of a single topologically protected channel
makes localization of the remaining channels much stronger. In class DIII, it changes the behavior
from critical non-localized power law decay to truly localized exponential decay.
The Fano factor is plotted in Fig. 8.9. Similar to the conductance, we ﬁnd that the behavior in
the short wire limit is identical in the even and odd cases. In the long wire limit, the Fano factor
approaches the constant value 1/3 for the even case, while it decays to zero in the odd case since
transport is carried through the topologically protected noiseless channel.
The distribution function of transmission eigenvalues is plotted in Fig. 8.10. Similar to other
classes, we can clearly see the crossover from the metallic limit for L ξ to the crystallization limit
for L ξ. In the even case, the main distinguishing feature compared to other classes is that the
ﬁrst peak occurs at λ = 0. This feature is responsible for the absence of exponential localization
in this class [45, 172, 197] since the position of the ﬁrst peak (smallest Lypunov exponent) in
the long wire limit determines the typical localization length. In the odd case, a delta function
appears at λ = 0 due to the presence of a topologically protected channel. It repels the remaining
channels away from zero leading to a shift of 1/2 in units of L/ξ. As a result, the presence of
a single topologically protected channel leads to the localization of the remaining channels with
typical localization length of 2ξ.
8.4 Heat kernel with Z topology
In this section, we will discuss transport in classes that allow an arbitrary number of topologically
protected channels: A, C and D. The prototypical examples are the interface between two quantum
Hall systems (class A), two spin quantum Hall systems (class C) or two thermal quantum Hall
systems (class D). The presence of topologically protected channels appears in the non-linear
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Figure 8.9: Fano factor in class DIII as a function of sample length L/ξ for even (blue)
and odd (red) number of channels. The two curves agree in the limit of small
samples, but behave diﬀerently for large samples where the even curve approaches
the value 1/3, while the odd one decays to 0 since all transport is carried by the
noiseless protected channel.
sigma model as a topological term of the WZW type (See chapter 5) which changes the form
of the transfer matrix Hamiltonian. We will start by discussing how the formalism of spherical
functions can be extended to include the inﬂuence of this topological term. We will then rederive
the heat kernel including the topological term for class A, which was derived in chapter 7. We will
then present the results for the conductance in classes C and D.
8.4.1 Inclusion of Z topology
In chapter 5, we have seen that the inclusion of a topological term of the WZW type, which
represents the eﬀect of topologically protected channels, in the sigma model modiﬁes the Hamil-
tonian by adding a vector potential to the derivative terms in the Laplace-Beltrami operator. The
modiﬁed Hamiltonian has the form
Hˆ =
1√|g|(∂µ −Aµ)gµν√|g|(∂ν −Aν). (8.99)
We would like now to explain how the heat kernel problem (8.11) can be solved with the Hamil-
tonian (8.99) with the vector potential given by
Aµ =
m
2
str(∂µT )T
−1Λ. (8.100)
The vector potential transforms as Aµ → Aµ + m2 ∂µ str Λ lnK under the gauge transformation
T → KT for [K,Λ] = 0. As a result, the Hamiltonian (8.99) is not really gauge invariant. As was
already discussed in chapter 5, the reason for this is that the Hamiltonian (8.99) describes only
a part of the system that cannot exist independently. For computing any physical quantity, the
gauge dependent part eventually drops when combining contributions coming from all parts of the
153
8 Exact solution in all classes: spherical functions in the presence of topology
0 1 2 3 4
0
1
2
3
4
0 1 2 3 4
0
1
2
3
4
Figure 8.10: Plot of the distribution function of transmission eigenvalues in class DIII for
diﬀerent values of L/ξ for even (upper panel) and odd (lower panel) number of
channels. Due to the delta function at zero in the odd case, the positions of the
peaks are shifted by 1/2 (in units of L/ξ) compared to the even case.
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system. In fact, to make the gauge independence of the problem clearer, one can think of the ﬁeld
theory (5.35) to be deﬁned on a system with length L′ > L with periodic boundary conditions
Q(0) = Q(L′) = Λ and with the constraint that the Q matrix at x = L is equal to some ﬁxed
matrix Q(L) = QF . For the Weyl semimetal case L′ = 2L, while for the interface between two
quantum Hall systems L′  L. All physical observables can be represented as functions of the
ﬁxed matrix QF and its derivatives. They are manifestly gauge invariant. Since, we focus only on
the segment of the system from x = 0 to L, it is important to make a gauge choice to render the
problem as simple as possible.
The main feature of the Laplace-Beltrami operator that it sends radial spherical functions to
radial spherical functions enabled simplifying the heat kernel problem to ﬁnding the eigenvalues
of the much simpler radial Laplace-Beltrami operator was the property . That is, the angular
momentum corresponding to K-rotations is a conserved quantity. This can be expressed as
f(K−1QK) = f(Q), Hˆf(Q) = h(Q) ⇒ h(K−1QK) = h(Q). (8.101)
We would like to make the gauge choice such that the Hamiltonian retains this property after
including the gauge potential (8.100). Since gauge transformations multiply the matrix T from
the left by some matrix K ∈ K, a gauge choice represents a particular ﬁxed left matrix K1 in the
Cartan decomposition of T = K1eh/2K2. The gauge that guarantees that the Hamiltonian (8.99)
satisﬁes (8.101) is
K1 = K
−1
2 → T = K−1eh/2K. (8.102)
This is shown explicitly in appendix E.3. The radial part of the Hamiltonian (8.99) with the gauge
choice (8.102) is given by
Hˆ0 =
1
J
∂iJ∂i + V (h), (8.103)
with V (h) given by
V (h) =
m2
4
tanh2
αa(h)
4
ηab str ΛZa str ΛZb, (8.104)
where the indices a, b represent the combined index (α, i) for some root α and i = 1, 2, . . . , |mα|
and η is the metric on the space of roots deﬁned in (E.25).
In the case of class A, discussed in chapter 7, the eigenfunctions of the radial Hamiltonian where
obtained via a separation of variables using Sutherland transformation. This, however, does not
apply in general. More speciﬁcally, in classes C and D, where Sutherland transformation does
not lead to a separation of variables, one needs to generalize the formalism of spherical functions
to include the potential V (h). It does not seem very likely apriori, that it is possible to write
an integral representation of the eigenfunctions of (8.103) for a general potential, but we should
remember that the potential V (h) has a very speciﬁc form. It represents the generalization of the
potential of a magnetic monopole on a sphere in a particular gauge. The eigenfunctions in this
case are given by Jacobi polynomials and have a simple integral representation. The deep reason
for this is that the potential of a magnetic monopole can be removed locally almost everywhere
and it is only captured when one considers the manifold globally. This approach will be explored
in more detail in Sec. 8.5.
In this section, we will proceed by making the following surprising observation: If we consider
the same problem in horospheric coordinates and make the following gauge choice
T = ea/2N, (8.105)
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the potential part is just a constant and, hence, the Hamiltonian is just the Laplace-Beltrami
operator plus a constant. This is shown explicitly in Appendix E.3. As a result, the plane waves
in the Iwasawa angles eip(a) are still eigenfunctions of the Hamiltonian in this gauge. To construct
the eigenfunction in spherical coordinates in the original gauge (8.102), we need to perform the
gauge transformation from the gauge (8.105) to the original gauge (8.102), express the Iwasawa
variables in terms of the Cartan variables and integrate over K. Note that Iwasawa decomposition
implies that a general element T ∈ G can be written as T = Kea/2N , which means that the
relation between the gauge choices (8.105) and (8.102) is
K−1eh/2K = KIea/2N ⇒ KI = K−1eh/2KN−1e−a/2. (8.106)
This leads to the following form for the eigenfunctions of the radial Hamiltonian with potential
(8.103)
φp(h) =
∫
K
dK eip(a(e
hK))−m
2
str Λ lnKI(K
−1eh/2K). (8.107)
The normalization for these functions is also obtained by considering its asymptotics in the non-
compact directions.
8.4.2 Class A
Class A (unitary class) describes a system without any symmetry. Its complete solution was
considered in detail in chapter 7 and here we are going to reproduce these results using the
formalism of spherical functions that takes into account topology developed in this chapter. The
sigma model manifold has the compact sectorMF = U(2)/U(1)×U(1) ' S2 and the non-compact
sector MB = U(1, 1)/U(1) × U(1) ' H2, both being 2-dimensional rank 1 spaces. Thus, the
supermanifold can be parametrized by 4 real and 4 grassmann coordinates, with Q parametrized
as in (8.31) with T being superunitary. The superalgebra g is the algebra of the superunitary
group U(1, 1|2). Its Cartan decoposition is given by g = p ⊕ k with k and p even and odd under
conjugation by Λ respectively, i.e., ΛkΛ = k and ΛpΛ = −p.
In the Iwasawa basis, we choose
ΛI =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 , (8.108)
with elements a ∈ h having the form
a = diag(aB, iaF ,−iaF ,−aB). (8.109)
This leads to the BF structure matrix kI = diag(1,−1,−1, 1). Positive root vectors are given by
upper triangular matrices leading to the following root system
α = 2aB, mα = 1, Zα,1 = Ξ14,
α = 2iaF , mα = 1, Zα,1 = Ξ23,
α = aB − iaF , mα = −2, Zα,1 = Ξ12, Zα,2 = Ξ34,
α = aB + iaF , mα = −2, Zα,1 = Ξ13, Zα,2 = Ξ24.
(8.110)
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In the Cartan parametrization [39] used in chapter 7, Q is a 4×4 matrix with BF and RA
structures (8.40) with matrices Λ and h given by
Λ = τz, h = diag(θB, iθF )⊗ τx. (8.111)
Here, τ the Pauli matrices in the TR space. The matrix K is parametrized as in chapter 7 (and
also similar to class AI) as
K = UV, U = expu, V = exp v,
u = i
(
φ1 0
0 φ2
)
RA
⊗ τz, v =
(
v1 0
0 v2
)
RA
,
v1 =
(
0 µ
ν 0
)
BF
, v2 =
(
0 η
κ 0
)
BF
. (8.112)
The integration measure over the K group is ﬂat
dK = dφ1 dφ2 dµ dν dη dκ. (8.113)
The transformation from Cartan to Iwasawa parametrization is done by solving the relation
(8.51) with the rotation matrix R relating the Iwasawa basis (where elements of the Cartan
subalgerba are diagonal) and the Cartan basis. It has the form
R =

1 0 0 1
1 0 0 −1
0 1 1 0
0 1 −1 0
 . (8.114)
Until this point, the procedure is identical to the procedure described for class AI and AII. However,
one important diﬀerence at this step is that we do not only want to solve for the Iwasawa angles a
in (8.51) but also for the full matrix N , so the LDU factorization has to be employed for the full 4
× 4 matrix rather than the upper 2 × 2 block. Once a and N are known, the gauge transformation
matrix KI can be obtained via the relation
R−1K−1eh/2KR = KIea/2N. (8.115)
Using the integral representation for the spherical functions with topology (8.107), we can
construct the spherical functions by performing the integration over the K group. The Grassmann
integrals can be readily performed and the integrals over the angular variables φ1 and φ2 decouple.
To perform these integrals, we need the relations
1
2pi
∫ 2pi
0
dφ (cos θ + i sin θ cosφ)ν(cos(θ/2) + i sin(θ/2)eiφ)b = [cos(θ/2)]bP (0,b)ν (cos θ), (8.116)
with P (0,b)ν deﬁned in terms of the hypergeometric function as
P (0,b)ν (cos θ) = 2F1(−ν, 1 + b+ ν, 1, sin2(θ/2)), (8.117)
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which reduces to the Jacobi polynomials for integer index. For compact angles, the requirement
that the functions P (0,b)ν (cos θ) are non-singular at θ = pi implies that the index ν is an integer. For
non-compact angles, we require the functions to decay fast enough at θ = i∞ which implies that
ν = ir−m−12 with real r or z = −k with 0 < k ≤ bm/2c, which gives the continuous and discrete
parts of the spectrum in the non-compact sector we already found in chapter 7. Introducing the
variables
λB = cosh θB, λF = cos θF . (8.118)
The eigenfunctions obtained after the φ1,2 integration are
φr,l(λB, λF ) =
1
8
(l2 + r2)(λB − λF )
(
1 + λB
2
)m/2(
1 + λF
2
)m/2
P l−m−1
2
(λF )P ir−m−1
2
(λB),
(8.119)
with l = m + 1,m + 3, . . . and r positive real for the continuous part of the spectrum. For the
discrete part, we take r at the negative imaginary values −i(m−1),−i(m−3), . . . . The eigenvalues
are given by
r,l =
1
4
(r2 + l2). (8.120)
The Plancherel measure for the continuous part is given by
µr,l =
8lr tanh pi2 (r + im)
(l2 + r2)2
, (8.121)
and for the discrete part is obtained by taking the residue at r = −i(m − 1),−i(m − 3), . . . .
Together with the zero mode
φ0(λB, λF ) =
(
1 + λF
1 + λB
)m/2
, (8.122)
this reproduces exactly the heat kernel (7.16) obtained in chapter 7.
8.4.3 Class C
Class C describes a superconductor with unbroken spin symmetry and with broken time-reversal
symmetry. Its sigma model manifold is MF = Sp(2n)/U(n) in the compact sector and MB =
O(n, n)/U(n) in the non-compact sector. For the minimal model n = 1, the compact sector
Sp(2)/U(1) is a sphere (rank 1), while the non-compact sector O(1, 1)/U(1) is a point (rank
0). This model can be used to compute the conductance, but it is not enough to compute the
Fano factor or the distribution function. In order to compute the latter quantities, the rank of
both the compact and non-compact sector should be at least 1. The model with n = 2, whose
compact sector is Sp(4)/U(2) and non-compact sector is O(2, 2)/U(2) can be used to compute the
distribution function of transmission eigenvalues. However, the angular integrals over the K group
in (8.107) are very involved, hence, it is impossible to write a simple form for the eigenfunctions.
For this reason, we will restrict ourselves to the minimal model n = 1, where we can study the
eﬀect of the channel imbalance m on the conductance of the system.
The construction of the eigenfunctions with topological term for class C is technically very
similar to class A. The manifold is parametrized by 2 real and 2 Grassmann coordinates, with Q
from (8.31) with T satisfying the additional charge conjugation constraint T T¯ = 1. The charge
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conjugation matrix C satisﬁes (8.32), while Λ satisﬁes Λ¯ = −Λ. The superalgebra g is the algebra
of the super anti-Hermitian matrices which are odd under charge conjugation g¯ = −g. In the
Iwasawa basis, we choose the matrices ΛI as in (8.108). The matrices CI and kI are chosen as
CI =

0 0 0 1
0 1 0 0
0 0 −1 0
−1 0 0 0
 , kI = diag(−1, 1, 1,−1), (8.123)
with elements a ∈ h having the form
a = diag(iaF , 0, 0,−iaF ). (8.124)
Positive root vectors are given by upper triangular matrices which are odd under charge conjuga-
tion leading to the root system
α = 2iaF , mα = 1, Zα,1 = Ξ44,
α = iaF , mα = −2, Zα,1 = Ξ12 − Ξ24, Zα,2 = Ξ13 + Ξ34. (8.125)
Using (8.103), (8.10) and (8.104), the radial Hamiltonian can be written as
H0 =
1
J
∂θF J∂θF +
m2
4
tan2
θF
2
, J = coth
θF
2
. (8.126)
The Cartan parametrization of Q is given by (8.40) with the matrices Λ and h being
Λ = τz, h = diag(0,−iθF )⊗ τx. (8.127)
Here, τ are the Pauli matrices in the TR space. The matrix K is parametrized as in (8.4.2) with
u =

0 0 0 0
0 0 0 0
0 0 iφ 0
0 0 0 −iφ

RA,BF
, v =

0 0 µ 0
0 0 0 ν
ν 0 0 0
0 −µ 0 0

RA,BF
. (8.128)
The integration measure over the K group is ﬂat
dK = dφ dµ dν. (8.129)
The transformation from Cartan to Iwasawa parametrization is done by solving (8.51) with the
rotation matrix R given by
R =

0 0 1 −1
1 −1 0 0
1 1 0 0
0 0 1 1
 , (8.130)
which enables us to ﬁnd the Iwasawa variables a and N in terms of h and K. This is used to obtain
the gauge transformation matrix KI via the relation (8.115). Using the integral representation
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(8.107), we can then construct the spherical functions by performing the integration over the K
group with the help of (8.116). With λF deﬁned as in (8.118), the resulting eigenfunctions are
φl(λF ) =
l2 −m2
2l
(
1 + λF
2
)m/2 [
P
(0,m)
l−m−2
2
(λF )− P (0,m)l−m
2
(λF )
]
, (8.131)
with l = m+ 2,m+ 4, . . . and with eigenvalues given by
l =
1
4
(l2 −m2). (8.132)
The Plancherel measure is given by
µl =
2
l −m, (8.133)
and the zero mode is
φ0(λF ) =
(
1 + λF
2
)m/2
. (8.134)
The conductance can now be written as
G/G0 = m/2 +
∑
l=m+2,m+4,...
l e
− L
4ξ
(l2−m2)
. (8.135)
The total conductance G/G0 is plotted in Fig. 8.11, while the contribution of the unprotected
modes (G − G∞)/G0 is plotted in Fig. 8.12 for diﬀerent values of m. We see that in the long
wire limit, the curves for diﬀerent values of m approach the value m/2, which represents the
contribution of m topologically protected chiral channels. As the value of m gets larger, the
conductance approaches the asymptotic value m/2 faster: G−G∞ ∼ (m+2)e−
L
ξ
(m+1), indicating
that the presence of topologically protected channels suppresses transport from the remaining
channels. As a result, the average localization length of the unprotected channels is reduced
by a factor of m + 1. In the short wire limit, the eﬀect of the topologically protected channels
appears ﬁrst on the two-loop level despite the fact that the one-loop correction to conductance is
non-vanishing:
G/G0 =
ξ
L
− 1
6
+
[
m2
12
− 1
60
]
L
ξ
+O((L/ξ)2). (8.136)
8.4.4 Class D
Class D describes a superconductor with broken time-reversal and spin symmetries. Its sigma
model manifold has the compact sector MF = O(2n)/U(n) and the non-compact sector MB =
Sp(n, n)/U(n). This sigma model manifold is obtained from that of class C by switching the
compact and non-compact sectors. As a result, we ﬁnd that, similar to class C, the minimal
model n = 1 is enough to compute the conductance but not the distribution function, while the
n = 2 model is too complicated to perform the K integrals and obtain explicit expressions for the
eigenfunctions.
In the minimal model n = 1, the non-compact sector Sp(1, 1)/U(1) is a Hyperboloid, while the
compact sector O(2)/U(1) is a pair of points. As a result, the subtlety discussed for class DIII
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Figure 8.11: Conductance as a function of sample length L/ξ for diﬀerent values of the
channel imbalance m in class C. All curves approach the asymptotic value m/2.
Figure 8.12: Contribution of the unprotected channels to conductance as a function of sample
length L/ξ for diﬀerent values of the channel imbalance in class C. As m is
increased, the curves decay much faster indicating suppression of transport from
the unprotected channels in presence of the protected ones.
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also applies here since the manifold has two disconnected components and localization is only
achieved when one allows for kinks between the two components. As we argued in class DIII, once
topologically protected channels are added, kinks are suppressed so they will not be considered in
our analysis. Our results should be interpreted as comparing the critical theory between two 1D
topological phases for m = 0 to the edge theory of a 2D topological superconductor for m 6= 0.
Since the sigma model manifold for class D is dual to class C, all the intermediate steps in the
construction of the spherical functions are the same provided that we exchange the compact and
non-compact sectors. With λB deﬁned as in (8.118), the ﬁnal result for the spherical functions is
φr(λB) =
i
2r
(r2 +m2)
(
1 + λB
2
)m/2 [
P
(0,m)
ir−m−2
2
(λB)− P (0,m)ir−m
2
(λB)
]
. (8.137)
Here, similar to class A, the spectrum has both a continuous and discrete part, with r real and
positive for the continuous part and r equal to the positive imaginary values i(m−2), i(m−4), . . .
for the discrete part. The eigenvalues are
r =
1
4
(r2 +m2). (8.138)
The Plancherel measure is given by
µr =
r coth pi2 (r + im)
r2 +m2
, (8.139)
for the continuous part and by its residues at i(m − 2), i(m − 4), . . . for the discrete part. The
zero mode is
φ0(λB) =
(
2
1 + λB
)m/2
. (8.140)
The conductance is given by
G/G0 = m/2 +
1
4
∫
dr r coth
pi
2
(r + im) e
L
4ξ
(r2+m2)
. (8.141)
The r-integral goes from −∞+ ibm− 1 + 0c to ∞+ ibm− 1 + 0c. This choice of the integration
contour ensures that both the continuous and the discrete part of the spectrum are included in a
single expression.
The conductance G/G0 is plotted in Fig. 8.13, while the contribution of the unprotected chan-
nels alone (G − G∞)/G0 is plotted in Fig. 8.14 for diﬀerent values of m. In the long wire limit,
the conductance approaches the value m/2 representing transport due to the m chiral channels
alone. For m 6= 0, the conductance approaches the asymptotic value exponentially fast , whereas
for m = 0, it approaches zero as a power law. The exact asymptotic expression for L ξ is
G/G0 = m/2 +

1√
piL
, : m = 0,
1
4
√
pi3
L e
− L
4ξ , : m = 1,√
pi
L e
−L
ξ , : m = 2,
(m− 2) e−(m+1)Lξ , : m ≥ 3,
L ξ. (8.142)
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Figure 8.13: Conductance as a function of sample length L/ξ for diﬀerent values of the
channel imbalance m in class D. For m 6= 0, the curves approach the asymptotic
value m/2 exponentially, while for m = 0, it approaches 0 as a power law.
The average localization length is thus given by ξ/m2 for 0 < m ≤ 2 and ξ/(1 + m) for m > 2.
In the short wire limit L  ξ, we ﬁnd a similar behavior to class C, where the eﬀect of the
topologically proctected channels only appears on the two-loop level, with the conductance in this
limit given by
G/G0 =
ξ
L
+
1
6
+
[
m2
12
− 1
60
]
L
ξ
+O((L/ξ)2). (8.143)
8.5 General theory of spherical functions with topology
In the previous two sections, we considered the generalization of the heat kernel problem including
an additional topological term implementing either Z2 or Z topology. This takes into account
completely the inﬂuence of the topologically protected channels coexisting with the unprotected
channels in a quasi 1D wire. We found an integral representation (8.107) for the eigenfunctions
of the radial Hamiltonian despite the fact that the Z topology adds a non-trivial potential energy
term to the radial Laplace-Beltrami operator, enabling a complete solution to the problem.
There are, however, several unsatisfactory features of the analysis of the previous two sections.
First, the treatment of the cases of Z2 and Z topologies were quite diﬀerent despite the fact that
the action for the path integral in both cases has the same form
S = −
∫ T
0
dt str
[
1
8
Q˙2 +
m
2
TΛT˙
]
. (8.144)
Second, the eﬀective potential in the case of Z topology in horospheric coordinates and in a
special gauge is a constant, which seems like a lucky coincidence without a clear reason. Finally,
our method does not yield the zero mode, which was usually obtained by inspection. In this
section, we will present a general theory that uniﬁes the approaches for Z and Z2 topology and
enables us to obtain an integral representation for the zero mode.
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Figure 8.14: Contribution of the unprotected channels to conductance as a function of sample
length L/ξ for diﬀerent values of the channel imbalance in class D. As m is
increased the curves decay much faster indicating enhanced localization of the
unprotected channels in presence of the protected ones.
Consider the heat kernel ψ on the coset space G/K, the choice of a particular coset represents
a particular gauge choice. Now let us not consider a speciﬁc gauge, which amounts to considering
ψ as a function of T ∈ G rather than Q ∈ G/K. Under the gauge transformation T → KT for
T ∈ G and K ∈ K, the action (8.144) changes by ∆S = −m2 str Λ[lnK(T ) − lnK(0)]. The heat
kernel ψ then changes as
ψ(KT ) = e−
m
2
str Λ lnKψ(T ) =
(
sdetKA
sdetKR
)m/2
ψ(T ). (8.145)
Here, we used the fact that K commutes with Λ to write K = diag(KR,KA) in a basis where
Λ = diag(1,−1). Without refering to a particular choice of the matrix Λ, the superdeterminants
in (8.145) can be written as
sdetKR,A = sdet(P±K + P∓), P± =
1
2
(1± Λ) (8.146)
Eq. (8.145) implies that we are considering functions on G that transform under gauge transfor-
mations from K as one-dimensional representations of the group K.
The fact that we are not considering a particular gauge leads to great simpliﬁcation in the
Hamiltonian since we can always choose the gauge locally to cancel the topological (vector poten-
tial) term. This can be justiﬁed from the physical intuition that the topological term in (8.144)
represents the ﬁeld of a magnetic monopole. Consider the Laplace-Beltrami operator in locally
ﬂat coordinates by introducing the vielbein eiµ such that
∂µ = e
i
µ∂i, gµν = e
i
µe
j
νηij , ηij = str titj , (8.147)
where ti is some basis on the tangent space. The derivatives ∂i act on a function of T as
∂if(T ) = ∂xif(e
xitiT ). (8.148)
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The vector potential can be written in the new basis as
Aµ = strT
−1Λ∂µT = eiµ strT
−1ΛtiT = eiµ str Λti = 0 (8.149)
The last equality is due to the fact that the generators ti anticommute with Λ.
The full Hamiltonian in these coordinates is then given by just the Laplace-Beltrami operator
Hˆ = ηij∂i∂j . It is easy to check that acting on functions satisfying (8.145) with this operator gives
again a function satisfying (8.145). We now immediately see that for the Iwasawa decomposition
T = KI(T )e
a(T )N(T ), the modiﬁed Iwasawa plane waves
φp(T ) = e
ip(a(T ))−m
2
str Λ lnKI(T ) (8.150)
are eigenfunctions of the Laplace-Beltrami operator (since the operator does not depend on the
gauge K(T ) at all) which also satisfy the condition (8.145).
We can then write an integral representation for the spherical eigenfunctions of the Laplace-
Beltrami operator that depend only on the radial spherical coordinate h for an arbitrary gauge
K
φp,K(h) =
∫
K
dK ′eip(a(e
hK′))−m
2
str Λ lnKI(Ke
hK′) =
∫
K
dK ′
(
sdetKI,A
sdetKI,R
)m/2
eip(a(Ke
hK′)). (8.151)
In the radial gauge chosen in the previous section which enforces the Cartan decomposition to
have the form T = K−1ehK, the spherical functions have the form (8.107).
Notice that this approach applies to the case of Z2 topology in the same way. In this case, the
group K has two disconnected components and the term with the determinant ensures that they
are added with the same sign for the even case and with opposite signs for the odd case. This
results in the parity selection rule discussed in Sec. 8.3.
The previous discussion also implies there is a very simple way to construct the zero mode in the
presence of a topological term in general. The zero mode is an eigenfunction that is annihilated
by the local Laplace-Beltrami operator ηij∂i∂j and which satisﬁes the transformation law (8.145).
These conditions are satisﬁed by any function of the form
ψ0(T ) = lim
κ→0
∫
K˜
dKfκ(KT )e
−m
2
str Λ lnK , f0(T ) = 1 (8.152)
with the integral here performed not over the supergroup K with compact base, but over a related
supergroup K˜ of the type appearing as sigme model manifolds, i.e., with base which has both
compact and non-compact part (otherwise the integral would vanish). The function fκ(T ) is
assumed to vanish fast enough in the non-compact directions so that the integral over K converges
for any κ > 0. A convenient choice of the function fκ(T ) is e−κ(T+T
−1) which leads to the following
formula for the zero mode
ψ0(T ) = lim
κ→0
∫
K˜
dKe−κ str(KT+T
−1K−1)−m
2
str Λ lnK (8.153)
When m = 0, this is the integral over a constant which gives unity by virtue of the EWSP
theorem. When m is non-zero, it can be veriﬁed by direct calculation that it gives the zero modes
we previously obtained for the topologically non-trivial cases, Eqs. (8.79), (8.94), (8.122), (8.134)
and (8.140).
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8.6 Summary and discussion
In this chapter, we considered the problem of transport in a quasi 1D system with topologically
protected channels in the most general setting. That is, we studied all symmetry classes which can
host delocalized topologically protected modes in 1D (A, C, D, AII and DIII), obtaining analytic
expressions for conductance and other transport moments that take into account localization
eﬀects exactly. In addition, we obtained some new results, namely the full distribution function
of transmission eigenvalues for the orthogonal class (AI) which describes a wire with unbroken
time-reversal and spin symmetries.
Results for 1D transport in classes AII and DIII describe the edge of a 2D Z2 topological
insulator/superconductor. In these classes, at most one channel is topologically protected against
localization. The results for conductance, Fano factor, and distribution function for class AII are
given by Eqs. (8.82), (8.83),(8.84), (8.85) and (8.86), Figs. 8.5, 8.6 and 8.7, respectively. The
diﬀerence between an even number of channels, with no topological protection, and an odd number
of channels, when a single channel is protected, is not captured in the short wire weak localization
limit perturbatively at any order. This distinction between the even and odd cases is only visible
in the non-perturbative strong localization regime. where transport is dominated by the protected
channel in the odd case leading to the conductance approaching the constant value e2/h and the
noise (Fano factor) Remarkably, the presence of a single delocalized channel leads to a signiﬁcant
suppression of transport in the remaining channels, which appears as a reduction in the average
localization length by a factor of 8 and in the typical localization length by a factor of 3. This is
most visible in the distribution function of transmission eigenvalues, Fig. 8.7. The appearance of
a delta function due to the topologically protected channel suppresses the transmission probability
close to unit transmission (λ = 0), thereby shifting the positions of the Lyapunov exponent peaks
in the odd case compared to the even case and reducing the typical localization length for the
non-protected channels.
For class DIII, the results for conductance, Fano factor and distribution function are given by
Eqs. (8.97) and (8.98), Figs. 8.8, 8.9, and 8.10, respectively. They show very similar qualitative
features to class AII. The main diﬀerence lies in the fact that exponential localization is absent
in class DIII in the even case [197] since it physically describes the critical phase between two
1D topological superconducting phases [198]. As a result, the conductance decays in the long
wire limit as a power law and the transmission distribution function does not vanish at λ = 0.
The presence of a single topologically protected channel leads to exponential localization of the
remaining channels, which manifests itself as an exponential decay of the contribution of the
non-protected channels to conductance G − G∞ as well as a shift in the position of the minimal
Lyapunov exponenont to a ﬁnite value λ = 2L/ξ.
Results for 1D transport in classes A, C and D describe the edge of a 2D Z topological insu-
lator/superconductor. This means that an arbitrary number of chiral channels, which are topo-
logically protected against localization, can exist in these systems. Results for class A, which
were obtained in the previous chapter via a Sutherland transformation, were reproduced in this
chapter using the integral representation of spherical functions in presence of a topological term,
Eq. (8.107). In addition, results for the conductance in classes C and D were given in Eqs. (8.135)
and (8.141), Figs. 8.11 and 8.13, respectively. Unlike the case with Z2 insulators, the eﬀect of the
topologically protected channels appears here also in the weak localization metallic limit at the
two-loop level and leads to an increase of the conductance. In the long wire (strong localization
limit), transport is only due to the m topologically protected channels which give a contribution
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of m/2 to all transport moments. The presence of topologically protected channels results in a
suppression of transport in the remaining channels. This manifests itself as a reduction in the av-
erage localization length by a factor of ∼ 1/(1 +m). Similar to class DIII, class D does not really
localize in the absence of topologically protected modes m = 0 and exhibits instead a power-law
critical behavior in the limit of long wires. The presence of any number of topologically protected
channels m 6= 0, on the other hand, leads to exponential localization of the remaining channels.
On the technical level, the main achievement of this chapter is the extension of the formalism
of spherical functions to include the eﬀect of Z and Z2 topology leading to the integral represen-
tation (8.107). This integral representation was used to derive the moment generating function
including the eﬀects of topology in the 5 classes which host topologically protected channels. The
presence of topologically protected channels is captured in the ﬁeld theoretic description via the
existence of a topological term of the WZW-type, which leads to an additional gauge potential
term in the transfer matrix Hamiltonian. The latter preserves the K-spherical symmetry provided
that we make a particular gauge choice, in which case the gauge potential leads to the addition of
the potential term (8.104) to the Hamiltonian. The main observation that leads to the construc-
tion of the spherical functions is that in horospheric (Iwasawa) coordinates, there is a (diﬀerent)
special gauge in which the vector potential is a constant, thus enabling the construction of the
spherical eigenfunctions of the Hamiltonian from plane waves in the Iwasawa angles by a gauge
transformation followed by averaging over the K angular directions yielding (8.107).
It is worth noting that the transfer matrix Hamiltonian appearing in the non-linear sigma
model has the form of a Laplace-Beltrami operator on a symmetric space. This operator is related
to the so-called Calogero-Sutherland models [16, 200203], which are known to be integrable
both classically and quantum mechanically [193, 204]. The presence of an extra potential in the
Hamiltonian translates to an extra potential in such models as well. The existence of an integral
representation for the eigenfunctions in this case implies that this extra potential remarkably does
not break integrability.
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In this chapter, we consider the dynamical local correlations in a disorder quasi-1D wire in one of
the Wigner-Dyson classes (A, AI and AII) allowing for the presence of topologically protected chan-
nels. Solution to this problem requires ﬁnding the zero mode of the transfer matrix Hamiltonian
for the sigma model at ﬁnite frequency. We will show that the ground state of the transfer matrix
Hamiltonian has a surprisingly simple integral representation, leading to a remarkable identity that
expresses an arbitrary dynamical local correlation function as a 0D integral. This result is used
to derive an exact expression for the time-resolved quantum probability of return in the three classes.
In Anderson's original paper [24], he considered the probability of return as a diagnostic for
electron localization. That is, the probability that an electron initially at some ﬁxed site will
return to this site after some time t has elapsed. The inﬁnite time limit of this quantity is a direct
indication whether the states in the system are extended or localized. For extended states, the
electron leaks out, thus the probability of return decays to zero with time. For localized states, on
the other hand, it remains ﬁnite with its ﬁnal value indicating the magnitude of the localization
length. In later works, interest has shifted to more static quantities like DC conductance [25].
In recent years, however, there has been a resurgent interest in the dynamical aspects of An-
derson localization [205207]. This is driven, in part, by the growing interest in understanding
phenomena such as thermalization and relaxation after a quantum quench in disordered systems
[205, 206, 208, 209] as well as recent progress in simulating disordered systems in real time in cold
atom experiments [210212].
Quasi 1D systems are of particular interest since they exhibit strong localization eﬀect, are
experimentally accessible, and simple enough to allow for analytically exact result. A lot of
progress in understanding the diﬀerent features of Anderson localization have been achieved in
these systems on a quantitative level. As we discussed in chapter 8, the conductance and its
ﬂuctuations have been computed exactly in the three Wigner-Dyson symmetry classes [17, 18] and
later on in other classes as well [198]. Moreover, the wavefunction correlations at zero frequency
have also been computed exactly [162]. In addition to the results of chapter 8, where we derived
the moment generating function and the distribution function of transmission probabilities, this
constitutes an almost complete description of the static (zero frequency) spatial correlations in a
disordered quasi-1D wire.
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Surprisingly though, very little is known about dynamical correlations in quasi-1D systems.
Even the probability of return, which is the simplest local dynamical quantity, is not known
explicitly. A saddle point approximation in the large frequency (short time) limit provides an
understanding of the weak localization regime but fails in the non-perturbative strong localization
limit corresponding to small frequencies and long time. The analysis of the problem at small
frequencies turned out to be technically very intricate. The main reason for this is the complicated
form of the transfer matrix equation at ﬁnite frequency, Eq. (9.3). In the static case, the transfer
matrix Hamiltonian is given by the Laplace-Beltrami operator on some symmetric superspace,
whose eigenfunctions can be obtained exactly [18]. The procedure to obtain the eigenfuctions in
this case was explained in chapter 8 and represents a generalization of the corresponding formalism
of spherical function on compact/non-compact symmetric spaces to the supersymmetric case. The
transfer matrix Hamiltonian at ﬁnite frequency, on the other hand, does not seem to correspond to
any simple or natural operator on the symmetric space. Moreover, the corresponding Hamiltonian
on a compact or non-compact symmetric space is not known to have any simple solution.
In this chapter, we show that, very surprisingly, the ground state of the transfer matrix Hamil-
tonian in the Wigner-Dyson classes, has a remarkably simple integral representation. This leads to
a remarkable identity that expresses any local correlation function in a disordered quasi 1D system
as a zero dimensional integral. Having no analog on the corresponding compact or non-compact
symmetric space, these results are a consequence of supersymmetry (or equivalently the replica
limit). They probably point out to a deeper structure possessed by symmetric superspaces that is
not yet fully explored nor shared by their compact or non-compact counterparts.
The results will be used to compute explicitly the probability of return in the Wigner-Dyson
classes A, AI, and AII. In addition, the possibile presence of an arbitrary number of chiral topo-
logically protected channels in class A or of a single such channel in class AII will be completely
taken into account.
9.1 Formulation of the problem
9.1.1 Sigma model
The derivation of the non-linear sigma model at ﬁnite frequency goes along similar lines to the
derivation in Sec. 5.2. The sigma-model action at a Matsubara frequency ω+ i0 7→ iΩ is given by
S[Q] = −
∫
dt str
[
1
8γ
Q˙2 − κ
2
16γ
ΛQ+
m
2
T−1ΛT˙
]
, Q = T−1ΛT, (9.1)
with the dimensionless length t and energy parameter κ deﬁned as
t =
x
ξ
=
x
2piνD
, κ = 2N
√
Ωτe = 4piν
√
DΩ. (9.2)
Here, ν is the density of states at the Fermi energy, D the diﬀusion constant, N the total number
of channels and τe the mean free time.1 The factor γ is deﬁned as in (5.54).
1We use the notation τe in this chapter to distinguish it from the dimensionless time parameter τ to be deﬁned
later
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In this chapter, we will only consider Wigner-Dyson classes A, AI and AII. For these classes,
the supermatrix Q belongs to the coset space Q ∈ SG/SK and is written in terms of T ∈ SG.2
Here we have assumed the matrix T to have unit superdeterminant, which was required in the
derivation of the topological term (see Sec. 5.2).
The group G is the superunitary group U(n, n|2n) for class A and the orthosymplectic groups
OSp(2n, 2n|4n) and SpO(2n, 2n|4n) for classes AI and AII, respectively. The group K is the
product E × E with E being U(n|n), OSp(2n|2n) and SpO(2n|2n) for classes A, AI and AII
respectively (See Appendix B). Notice that the base manifold for G (the manifold obtained by
setting all Grassmann coordinates to zero) is a product of a compact and a non-compact manifold,
whereas the base manifold for E is a product of two compact manifolds.
The transfer matrix Hamiltonian for the time-evolution problem is given by
H = − 1√|g|(∂µ −Aµ)√|g|gµν(∂ν −Aν) + κ216γ str(ΛQ). (9.3)
Here the ﬁrst term is the Laplace-Beltrami operator with vector potential derived in Sec. 5.3.
In this chapter, we will compute local correlation functions at ﬁnite frequency. That is, we
consider an inﬁnite wire and study observables that are functions of the matrix Q at a single
point t = 0. The matrix Q should be equal to Λ at t = ±∞ to guarantee that the action (9.1) is
well-deﬁned. The imaginary time evolution operator from t = ±∞ to t = 0 can be written as a
spectral expansion similar to Eq. (7.10), where only the contribution of the ground state of the
transfer matrix Hamiltonian survives. As a result, any local correlation function can be obtained
from this ground state wavefunction as
〈F (Q)〉 =
∫
DQF [Q(t = 0)]e−S[Q] = 〈Ψ0|F |Ψ0〉. (9.4)
Here, |Ψ0〉 is the ground state of the transfer matrix Hamiltonian:
H|Ψ0〉 = 0. (9.5)
It has eigenvalue 0 due to supersymmetry and is normalized by the condition Ψ(Λ) = 1. Our main
task is to solve the transfer matrix equation for the zero mode |Ψ0〉 and compute the correlation
functions.
It should be noted that the existence of the zero mode |Ψ0〉 is only a consequence of super-
symmetry. It represents the generalization of the additional term unity in the heat kernel on a
supermanifold, Eq. (8.27), compared to the compact or non-compact cases. Zero mode exists for
any potential that preserves supersymmetry, although its form can be quite complicated. For this
reason, a description of such zero mode cannot be obtained from generalizing any similar construc-
tion on compact or non-compact symmetric spaces and relies fundamentally on the supersymmetry
of the underlying manifold.
Following the discussion of Sec. 8.5, the eﬀect of the topological term can in general be taken
into account by considering functions deﬁned on the full group SG rather than the coset space
SG/S(E × E) behaving under gauge transformations T → KT as
|Ψ(KT )〉 = (sdetKR)−m|Ψ(T )〉 = (sdetKA)m|Ψ(T )〉,
〈Ψ(KT )| = 〈Ψ(T )|(sdetKR)m = 〈Ψ(T )|(sdetKA)−m. (9.6)
2The letter S indicates special groups with matrices of unit determinant. This representation is always possible
for the Wigner-Dyson classes.
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Here, as in Sec. 8.5, KR,A is deﬁned such that K = diag(KR,KA) in a basis where Λ = diag(1,−1)
and we also have sdetK = 1. Under such a transformation, all the averages of the type (9.4) remain
gauge invariant. The kinetic part of the Hamiltonian Hκ=0 acts on these functions as
Hκ=0|Ψ(T )〉 = −ηij∂i∂j |Ψ(exitiT )〉|xi=0. (9.7)
Here, ηij is the inverse metric on the tangent space spanned by generators ti satisfying {Λ, ti} = 0
and ηij = str titj . The zero mode is thus the unique function |Ψ0(T )〉 satisfying
γ
2
ηij∂i∂j |Ψ0(exitiT )〉|xi=0 =
κ2
16γ
str(ΛQ)|Ψ0(T )〉, Ψ0(T = 1) = 1, (9.8)
|Ψ0(KT )〉 = (sdetKR)−m|Ψ0(T )〉 = (sdetKA)m|Ψ0(T )〉, for sdetK = 1. (9.9)
9.1.2 Correlation functions
We will consider the two simplest local correlation functions of the sigma model given by
A(iΩ) = −1
2
+
1
32s2
〈(
str kΛQ
)2 − (str kQ)2〉, B(iΩ) = 1
32s
〈
str(kΛQ)2 − str(kQ)2
〉
.
(9.10)
These functions can be related to the local correlations of the density of states and to the proba-
bility of return to the origin as will be shown below.
The minimal (one replica) sigma model of any Wigner-Dyson class is designed to compute the
average product of two Green functions [39]. The corresponding expression has slightly diﬀerent
form for class A and AI/AII:〈
GRE+ω(r1, r2) G
A
E(r3, r4)
〉
=
1
4
〈
str
(
kgRRr1,r2
)
str
(
kgAAr3,r4
)
+ str
(
kgRAr1,r4kg
AR
r3,r2
)〉
, A,
1
16
〈
str
(
kgRRr1,r2
)
str
(
kgAAr3,r4
)
+ str
(
kgRAr1,r4kg
AR
r3,r2
)
+ str
(
kgRAr1,r3kg
AR
r4,r2
)〉
, AI/AII.
(9.11)
Here, we use g for the electron Green function in the ﬁeld of matrix Q:
gr,r′ =
(
iQ
2τe
− ξ
)−1
r,r′
= Re〈GR(r, r′)〉+ iQ Im〈GR(r, r′)〉. (9.12)
This function decays exponentially on the scale of the mean free path, hence we can consider Q
as constant.
With the help of the above identity, we express the local correlation of the density of states as
[213]
R(ω, r1, r2) =
1
ν2
〈ρE(r1)ρE+ω(r2)〉 = 1
(piν)2
〈ImGRE(r1, r1) ImGRE+ω(r2, r2)〉
= 1 + ReA(ω) + k(r1, r2) ReB(ω). (9.13)
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Here, we assume the distance |r1 − r2| is small compared to the localization length. The function
k(r1, r2) = 〈ImGRE(r1, r2)〉2 oscillates with the Fermi wavelength and decays at the mean free
path. As a result, the correlation of density of states for distances l  |r1 − r2|  ξ is given by
the distance-independent expression
R(ω) = 1 + ReA(ω). (9.14)
Another quantity of major interest is the probability of return. Given an electron initially at
x = 0 in a quasi-1D disordered wire, we deﬁne W (0, t˜) as the probability of ﬁnding this electron
at x = 0 at a later time t˜.3 This quantity can be expressed in terms of B(ω) with the help of Eq.
(9.11):
W (0, t˜) =
∫
dω
4pi2ν
e−iωt˜
〈
GRE+ω(x, x
′)GAE(x
′, x)
〉∣∣∣∣
x′→x
=
ν
2γ
∫
dω e−iωt˜B(ω). (9.15)
Here we ﬁrst assume the distance |x− x′| is large compared to the mean free path. This allows us
to get rid of any ballistic propagation eﬀects. The subsequent limit x′ → x implies the distance is
much shorter than the localization length.
9.2 General result
9.2.1 Construction of the zero mode
The equation (9.3) and (9.5) for the zero mode is a coupled diﬀerential equation in many variables
when written in any particular parametrization. Even after making a gauge choice that leads to a
radial Hamiltonian, obtaining the zero mode requires solving a diﬀerential equation in a number
of variables that is equal to the rank of the manifold. Furthermore, even in cases when Sutherland
transformation succeeds in decoupling the variables, it turns out to be very diﬃcult to construct
a zero mode that satisﬁes the proper boundary conditions. That is, the conditions that it equals
to unity at Q = Λ, is single-valued in the compact angles, and decays fast enough for large values
of the non-compact angles.
The zero mode is only known for the minimal model in class A without topology [132]. The
approach used in Ref. [132] to construct the zero mode relies on the observation that the equation
for the zero mode, when written in particular coordinates, is identical to the equation of the
Green's function of the Coulomb problem in cylindrical coordinates, which has a known solution.
From this perspective, it seems like an accident that the zero mode in this case has a simple explicit
expression and the question of whether there is a simple procedure to construct the zero mode in
the general case (for larger number of replicas or in other symmetry classes) remains unclear.
We will now show that, very surprisingly, the zero mode at ﬁnite frequency in any of the three
Wigner-Dyson classes has a remarkably simple integral representation. Following the discussion
of Sec. 8.5 for the zero mode at zero frequency in the presence of topology, let us begin with the
following ansatz for the zero mode
Ψ0(T ) =
∫
S(E˜×E˜)
dK
(
sdetKR
)m
ψ(KT ) =
∫
S(E˜×E˜)
dK
(
sdetKA
)−m
ψ(KT ), (9.16)
3Here we denoted the real time by a tilde to distinguish it from the dimensionless ﬁctitious time parameter t
deﬁned in (9.2).
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for some function ψ. The function in (9.16) is guaranteed to satisfy the proper transformation law
(9.6) under gauge transformations T → KT . It is crucial here that the integral involves the group
E˜ that is related to E by some analytic continuation such that its base manifold has a compact
and a non-compact sector. This is necessary to guarantee that the function in (9.16) satisﬁes the
boundary condition Ψ0(1) = 1 due to the EWPS theorem. The manifold E˜ is precisely the equator
manifold discussed in chapter 6 and given in Table 6.1 for diﬀerent classes. For the Wigner-Dyson
classes that we consider in these chapter, the equator for classes A, AI, and AII corresponds to
the group manifold classes AIII, CI, and DIII, respectively.
The function ψ should approach unity as κ approaches zero, but such that for any positive κ
the integral over the E˜ group in the non-compact directions converge. We now choose the function
ψ to be
ψ(T ) = e
− κ
2γ
strP±(T+T−1). (9.17)
Here, P± are the projectors deﬁned as [cf. Eq. (8.146)]
P± =
1
2
(1± Λ). (9.18)
They satisfy
ΛP± = ±P±, P 2± = P±. (9.19)
It is easy to show that the function ψ given by (9.17) satisﬁes all the boundary conditions. In
addition, we will show below that it gives the required zero mode upon substituting in (9.16).
Acting with kinetic part of the Hamiltonian Hκ=0 from (9.7) on ψ(T ), we get
γ
2
ηij∂i∂je
− κ
2γ
strP±(ex
itiT+T−1ex
iti )|xi=0
= ηij
[
−κ
4
str titj(TP± + P±T−1) +
κ2
8γ
str ti(TP± − P±T−1) str tj(TP± − P±T−1)
]
ψ(T ).
(9.20)
The Fierz identities derived in Appendix G can be used to simplify the factor in front of ψ(T ).
For class A, the identities (G.6) are applied. The ﬁrst term in the square bracket gives
− κ
4
ηij str titj(TP± + P±T−1) = −κ
8
[
str 1 str(TP± + P±T−1)− str Λ str Λ(TP± + P±T−1)
]
= 0.
(9.21)
Here, we used the fact that str Λ = str 1 = 0. The second term gives
κ2
8
str ti(TP± − P±T−1) str tj(TP± − P±T−1) = κ
2
16
str
[
(TP± − P±T−1)2 − (ΛTP± − ΛP±T−1)2
]
=
κ2
16
str ΛTΛT−1 =
κ2
16
str ΛQ, (9.22)
where we used the properties of the projectors (9.19) to go from the ﬁrst to the second line. For
classes AI and AII, the slightly more complicated Fierz identities (G.7) lead to
−κ
4
ηij str titj(TP± + P±T−1) =− κ
16
[
str 1 str(TP± + P±T−1)− str Λ str Λ(TP± + P±T−1)
− strC2(TP± + P±T−1) + strC2(TP± + P±T−1)
]
= 0, (9.23)
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where we used the facts that Λ¯ = Λ and Λ2 = 1. The second term gives and
κ2
16
str ti(TP± − P±T−1) str tj(TP± − P±T−1) = κ
2
32
str
[
(TP± − P±T−1)2 − (ΛTP± − ΛP±T−1)2
]
=
κ2
32
str ΛTΛT−1 =
κ2
32
str ΛQ, (9.24)
where we used T¯ = T−1 and P¯± = P±. Substituting Eqs. (9.21)-(9.24) in (9.20), we get
γ
2
ηij∂i∂jψ(e
xitiT )|xi=0 =
κ2
16γ
str(ΛQ)ψ(T ). (9.25)
Crucially, the prefactor generated by the action of the kinetic part of the Hamiltonian on ψ(T )
depends only on Q = T−1ΛT . This factor can be pulled out of the K-integral in (9.16), leading
to the following form for the zero mode
Ψ0(T ) =
∫
E˜
dKR
(
sdetKR
)m
e
− κ
2γ
strP+(KRT+T
−1K−1R )
=
∫
E˜
dKA
(
sdetKA
)−m
e
− κ
2γ
strP−(KAT+T−1K−1A ). (9.26)
Here, the presence of the projector P± was used to reduce the integral over S(E˜ × E˜) to an integral
over E˜ . This surprisingly simple integral representation for the zero mode (9.26) is the central
result of this chapter. It is valid for all three Wigner-Dyson classes with any number of replicas n
(in addition to supersymmetry) and any topological index m.
A few notes about the integral representation of the zero mode are in place here. First, su-
persymmetry enters the derivation when we use the relation str 1 = 0. This was crucial to show
that the term proportional to κ, Eqs. (9.21) and (9.23), vanish. In the corresponding problem
on a compact or non-compact symmetric space, this term will be proportional to the number of
replicas n. It will, in general, be a complicated function of T rather than Q and thus cannot be
pulled out of the K-integral. As a result, the integral representation will not give the zero mode or
any non-zero eigenfunction for the Hamiltonian for any ﬁnite number of replicas. It will, however,
be a zero mode in the replica limit n → 0. This indicates that its existence is a feature of the
sigma models appearing in disordered systems and does not depend on whether supersymmetry
or replica methods are used.
Another note concerns the applicability of the result (9.26) for other symmetry classes. The
proof of (9.26) relies on the explicit form of the Fierz identities for the Wigner-Dyson classes.
Although similar identities exist for other classes, they do not result in the same simpliﬁcations
we encountered in the Wigner-Dyson classes. In addition, our derivation relies on the form of the
small group K being the square of the equator group E × E and using the projectors P± to pick
half of this group. Hence, while the existence of an integral representation analogous to (9.26)
could be possible in other classes, we have not succeeded in constructing such a representation.
9.2.2 Integral representation of correlation functions
The correlation functions are obtained from the square of the zero mode, Eq. (9.26). The resulting
expression has two integrals over the E˜ group that can be neatly combined into a single integral
175
9 Dynamical local correlations: Exact results in Wigner-Dyson classes
over the full K˜ group
〈Ψ0| ⊗ |Ψ0〉 =
∫
K˜=E˜×E˜
dK (sdetK)±m exp
[
− κ
2γ
str
(
KT + T−1K−1
)]
. (9.27)
Note that here the condition sdetK = 1 is now removed. The result is gauge invariant and
independent of the sign of m.
Any local correlation function can now be written as
〈F (Q)〉 =
∫
G/K
dQ
∫
K˜
dK (sdetK)±mF (Q) exp
[
− κ
2γ
str
(
KT + T−1K−1
)]
=
∫
G
dT (sdetT )±mF (T−1ΛT ) exp
[
− κ
2γ
str
(
T + T−1
)]
. (9.28)
Here the integrals over K and Q naturally combine into a single integral over T ∈ G, again without
the restriction sdetT = 1. This allows us to use any suitable parametrization of the group G to
compute the correlation functions directly.
Eq. (9.28) implies, quite remarkably, that any local correlation function of a disordered 1D wire
at ﬁnite frequency in Wigner-Dyson classes is given by a certain correlation function in the 0D
sigma model of a diﬀerent symmetry class (with a group manifold). The exact correspondence
between 1D and 0D correlation functions must have some profound physical signiﬁcance that
is yet to be studied. It is, at the moment, unclear whether such a correspondence extends to
other symmetry classes. We believe that the result for the local correlations, Eq. (9.28), can be
generalized to other symmetry classes, probably with some modiﬁcations.
9.3 A and B correlation functions
9.3.1 Class A (unitary)
The minimal model for the class A (one replica) has the sigma model manifold U(1, 1|2)/U(1|1)×
U(1, 1). The radial Laplace operator acts on functions with one non-compact angle θB > 0 and
one compact angle 0 < θF < pi. The gauge is chosen as in (8.102) to ensure that the eﬀective
potential depends only on these two variables. In this gauge, the transfer matrix Hamiltonian at
ﬁnite frequency is given by
H = − 1
J
∂θF J∂θF −
1
J
∂θBJ∂θB −
m2
4
[
1
cosh2(θB/2)
− 1
cos2(θF /2)
]
+
κ2
8
(cosh θB−cos θF ), (9.29)
with J given by (7.6).
The representation (9.26) for the zero mode involves an integral over the supergroup U˜(1|1),
which is a single replica 0D sigma model of class AIII [a 1-hyperboloid H1 = U(1,C)/U(1) in the
noncompact sector and a circle S1 = U(1) in the compact sector] with 2 real and 2 Grassmann
variables. The integral yields
|Ψ0〉 = κ
2
cosh(θB/2)Im[κ cos(θF /2)]
(
Km−1[κ cosh(θB/2)] +Km+1[κ cosh(θB/2)]
)
+
κ
2
cos(θF /2)
(
Im−1[κ cos(θF /2)] + Im+1[κ cos(θF /2)]
)
Km[κ cosh(θB/2)]. (9.30)
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It is easy to check that this function obeys the equation H|Ψ0〉 = 0 with the Hamiltonian (9.29)
and the boundary condition Ψ0(Λ) = Ψ0(θF = θB = 0) = 1 for all m. We can also check that in
the limit κ→ 0, we recover the zero mode at zero frequency, Eq. (7.11), for all m.
The correlation functions A and B are given by the integrals
Aunit =
1
2
∫
dθFdθB J(θF , θB) (cosh θB − cos θF )2 Ψ20(θF , θB), (9.31)
Bunit =
1
4
∫
dθFdθB J(θF , θB) (cosh 2θB − cos 2θF ) Ψ20(θF , θB). (9.32)
It is much more convenient, however, to use Eq. (9.28) directly to perform the explicit computation.
Eq. (9.28) involves an integral over the matrix T belonging to the superunitary group U(1, 1|2)
[two-replica 0D sigma model of class AIII]. T is a 4× 4 matrix in the replica (R) and Bose-Fermi
(BF) spaces parametrized by 8 real and 8 Grassmann variables.
To perform the integration, we write an explicit parametrization of the matrix T ∈ U(1, 1|2) as
T = TrTg. (9.33)
Here, Tr contains only the real variables and Tg contains only the Grassmann variables. It is
easy to show that the Jacobian of this parametrization is unity. That is, dT = dTrdTg. Tg can be
parametrized in terms of a general odd element of the algebraW ∈ u(1, 1|2) satisfying kWk = −W
as [214]
Tg = f(W ), f(−W )f(W ) = 1. (9.34)
It can be shown by direct calculation that the choice
f(W ) =
√
1 +W
1−W , (9.35)
leads to the parametrization (9.34) having unit jacobian dTg = dW . The integration overW , which
is parametrized by 8 Grassmann variables can be performed easily by expanding the exponential
and the pre-exponent in (9.28) in W up to 8th order. To perform the remaining integral over Tr,
we choose the parametrization
Tr = V
−1T0V. (9.36)
Here, T0 is a diagonal matrix parametrized by two compact and two non-compact angles
T0 = exp
[
diag(−θB1,−θB2, iθF1, iθF2)R,BF
]
, (9.37)
with −∞ < θB1,B2 < ∞ and 0 ≤ θF1,F2 < 2pi. The Jacobian of the parametrization (9.36) is
given by
dTr = sin
2
(
θF1 − θF2
2
)
sinh2
(
θB1 − θB2
2
)
dθB1dθB2dθF1dθF2dV. (9.38)
Denoting by σx,y,z the Pauli matrices in replica space, an explicit parametrization for V can be
written as
V = exp
[
i
2
diag
(
κ1[σx cos η1 + σy sin η1], κ2[σx cos η2 + σy sin η2]
)
BF
]
, (9.39)
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with 0 ≤ κ1,2 ≤ pi and 0 < η1,2 ≤ 2pi, leading to the Jacobian
dV = sinκ1 sinκ2 dκ1 dκ2 dη1 dη2. (9.40)
The advantage of the parametrization (9.36) is that the exponential (after performing the Grass-
mann integrals) does not depend on V . As a result, the integration over η1,2 and κ1,2 can be
readily performed. For the integral over the remaining θ angles, we notice that the exponential
has the very simple form of a sum of cosines of the four θ angles. As a result, the integral over
the compact angles θF1,F2 yields two modiﬁed Bessel functions I and over the non-compact angles
θB1,B2 two McDonald functions K. The resulting expression has the form of a sum of several
terms each containing the product of up to four Bessel functions.
After some straightforward but lengthy manipulations using the identities for the Bessel func-
tions, we get the results
Aunitm =
8
3κ2
− 4
3
Im−1Im+1Km−1Km+1 +
4m2
3
ImKm + 2κ
2
3
[
Im−1Km+1 + Im+1Km−1
]
, (9.41)
Bunitm =
2
3
[
Im−1Km−1 + 4ImKm + Im+1Km+1
]
+
8
3κ
[
ImKm−1 − Im+1Km
]
. (9.42)
Here we have omitted the arguments κ of the modiﬁed Bessel functions and introduced auxiliary
notations
Im = I2m − Im−1Im+1, Km = K2m −Km−1Km+1. (9.43)
9.3.2 Class AI (orthogonal)
The minimal model for class AI (one replica) has the sigma model manifold OSp(2, 2|4)/OSp(2|2)×
OSp(2|2). The radial Laplace-Beltrami operator acts on functions with two non-compact angles
θ1,2 > 0 and one compact angle 0 < θF < pi. The transfer matrix Hamiltonian at ﬁnite frequency
is
H = − 1
J
∂θF J∂θF −
1
J
∂θ1J∂θ1 −
1
J
∂θ2J∂θ2 +
κ2
8
(cosh θ1 cosh θ2 − cos θ). (9.44)
with J given by (8.42).
The representation (9.26) for the zero mode involves an integral over supergroup O˜Sp(2|2),
which is a single replica 0D sigma model of class CI [a 1-hyperboloid H1 = SO(2,C)/SO(2) in the
noncompact sector and a 3-sphere S3 = Sp(2) in the compact sector] with 4 real and 4 Grassmann
variables. The integral yields the following explicit expression for the zero mode:
|Ψ0〉 = κ cosh(θ1/2) cosh(θ2/2) I0[κ cos(θF /2)]K1[κ cosh(θ1/2) cosh(θ2/2)]
+
κ(1 + cosh θ1 + cosh θ2 + cos θF )
4 cos(θF /2)
I1[κ cos(θF /2)]K0[κ cosh(θ1/2) cosh(θ2/2)]. (9.45)
It is easy to check that this function indeed obeys the equation H|Ψ0〉 = 0 with the Hamiltonian
(9.44) and the boundary condition Ψ0(Λ) = Ψ0(θ1 = θ2 = θF = 0) = 1.
The correlation functions A and B are given by the integrals
Aorth =
∫
dθ1dθ2dθF J(θ1, θ2, θF ) (cosh θ1 cosh θ2 − cos θF )2 Ψ20(θ1, θ2, θF ), (9.46)
Borth =
1
2
∫
dθ1dθ2dθF J(θ1, θ2, θF ) (cosh 2θ1 cosh 2θ2 − cos 2θF ) Ψ20(θ1, θ2, θF ). (9.47)
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It is hard to calculate these integrals with the function Ψ0 from Eq. (9.45) due to strong variable
mixing in the denominator of J . However, using the integral representation (9.28), we can obtain
the correlation functions directly, without resorting to the zero mode.
The calculation involves an integral over the two-replica class CI sigma model manifold with
16 real and 16 Grassmann variables. A matrix T ∈ OSp(2, 2|4) is an 8 × 8 matrix in the replica
(R), time-reversal (TR) and Bose-Fermi (BF) spaces, satisfying the charge conjugation constraint
T¯ T = 1 with C2 = diag(1,−1)BF. Denoting by σx,y,z and τx,y,z the Pauli matrices in the TR and
R spaces respectively, the charge conjugation matrix C can be explicitly written as
C = τz ⊗ diag(σx, σy)BF, (9.48)
T is parametrized as in (9.33) with both Tr and Tg satisfying the charge conjugation condition
T¯r,gTr,g = 1. The Jacobian of this parametrization is again unity. Tg is parametrized using (9.34)
and (9.35) with W satisfying the additional condition W¯ = −W . The parametrization also has
unit Jacobian in this case and the integration over the 16 Grassmann variables can be easily
performed. Tr is parametrized using (9.36) with T0
T0 = exp
[
σz ⊗ diag(−θB1,−θB2, iθF1, iθF2)R,BF
]
, (9.49)
with −∞ < θB1,B2 <∞ and 0 ≤ θF1,F2 < 2pi. The Jacobian of this parametrization is given by
dTr = sin
2 θF1 sin
2 θF2(cosh θB1 − cosh θB2)2(cos θF1 − cos θF2)2dθB1dθB2dθF1dθF2dV. (9.50)
V is parametrized as
V = U1V0U2, (9.51)
with
U1 = exp
[
i
4
diag
(
0, κ1τz ⊗ [σx cos η1 + σy sin η1]
)
BF
]
, (9.52)
V0 = exp
[
i
2
diag
(
0, κ2[σx cos η2 + σy sin η2]
)
BF
]
, (9.53)
U2 = exp
[
i
2
diag
(
τx ⊗ (α1 + α2σx), αF τx
)
BF
]
× exp
[
i
2
diag
(
(φ2 + ρ2τz)⊗ σz, χ3τz ⊗ [σz cosκ3 + sinκ3(σx cos η3 + σy sin η3)]
)
BF
]
. (9.54)
Here, 0 ≤ κ1,2,3, χ3, α1,2,F ≤ pi and 0 < η1,2,3, φ2, ρ2 ≤ 2pi, leading to the Jacobian
J(V ) = sinα1 sinα2 sin
3 αF sin
2 χ3 sinκ1 sinκ2 sinκ3. (9.55)
Similar to the discussion of the previous section, the parametrization used here guarantees that
the result has the form of the sum of terms containing products of at most two modiﬁed Bessel
functions and two McDonald functions which can be simpliﬁed using the diﬀerent identities of
Bessel functions. The resulting expression has the surprisingly simple form
Aorth =
8
3κ2
[
1 + κI1(κ)K2(κ)
]
, (9.56)
Borth =
16
3κ2
[
1 + κI1(κ)K2(κ)
]
+ 4
[
I2(κ)K0(κ) + I1(κ)K1(κ)
]
. (9.57)
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9.3.3 Class AII (symplectic)
The minimal sigma model for class AII (with one replica) has the sigma model manifold given by
SpO(2, 2|4)/SpO(2|2)× SpO(2|2). The compact part of the sigma-model manifold is the product
of two spheres with two points identiﬁed S2 × S2/Z2. This identiﬁcation is responsible for the
Z2 topology where each pair of points can be connected by two topologically distinct trajectories
(see the discussion of Sec. 8.3). The radial Laplace-Beltrami operator acts on functions with
one non-compact angle θB > 0 and two compact angles θ1, θ2. If the two compact angles are
allowed to vary between 0 and pi, this will parametrize a full product of two sphere in the compact
sector, which is the double cover of the sigma model manifold. Functions deﬁned on the sigma
model manifold then have the additional restriction that they are invariant under the inversion
θ1,2 7→ pi − θ1,2. Functions belonging to the non-trivial topological sector, on the other hand, ﬂip
sign under such inversion which is a manifestation of their gauge dependence.
The transfer matrix Hamiltonian has the form
H = − 1
J
∂θBJ∂θB −
1
J
∂θ1J∂θ1 −
1
J
∂θ2J∂θ2 +
κ2
8
(cosh θB − cos θ1 cos θ2), (9.58)
with J given by (8.72).
There are two distinct zero mode functions in the symplectic class which are even/odd under
inversion corresponding to even/odd number of channels. The functions are given by the integral
(9.26) over the supergroup S˜pO(1, 1|2), which is a single replica 0D sigma model of class DIII [a 3-
hyperboloid H3 = Sp(2,C)/Sp(2) in the noncompact sector and O(2) in the compact sector] with
4 real and 4 Grassmann variables. The supergroup SpO(1, 1|2) has two disconnected components,
corresponding to the two components of the group O(2) in the compact sector. The zero mode in
the even/odd sector corresponds to the sum/diﬀerence of the integral over the two disconnected
components. We ﬁrst compute the integral (9.26) over one of the components taking SO(2) in the
compact sector. This yields the zero mode function averaged with respect to even/odd number of
channels:
Ψ0 = κ cos(θ1/2) cos(θ2/2) I1[κ cos(θ1/2) cos(θ2/2)]K0[κ cosh(θ/2)]
+
κ(1 + cos θ1 + cos θ2 + cosh θB)
4 cosh(θB/2)
I0[κ cos(θ1/2) cos(θ2/2)]K1[κ cosh(θB/2)]. (9.59)
The function Ψ0 is not deﬁned on the sigma model manifold, but rather on its double cover, since
it is not invariant under simultaneous inversion θ1,2 7→ pi − θ1,2. Following the discussion of Sec.
8.3, we construct the zero mode corresponding to the even/odd sectors simply by taking the linear
combinations
Ψe/o(θB, θ1, θ2) = Ψ0(θB, θ1, θ2)±Ψ0(θB, pi − θ1, pi − θ2). (9.60)
Indeed, both functions obey the equation H|Ψ0〉 = 0. The even function is invariant under
inversion in the compact sector and thus depends only on Q (as it should be for m = 0). The odd
function changes sign under inversion which is just a manifestation of its gauge dependence. The
squared function Ψ2e/o is gauge invariant in both cases.
The correlation functions A and B are given by the integrals
Asymp =
∫
dθ1dθ2dθB J(θ1, θ2, θB) (cosh θ − cosh θ1 cosh θ2)2 Ψ2(θ1, θ2, θB), (9.61)
Bsymp =
1
2
∫
dθ1dθ2dθB J(θ1, θ2, θB) (cosh 2θ − cos 2θ1 cos 2θ2) Ψ2(θ1, θ2, θB). (9.62)
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Similar to the previous sections, we calculate the correlation functions using the integral repre-
sentation (9.28). This is an integral over the supergroup SpO(2, 2|4) [two-replica 0D sigma model
of class DIII] with 16 real and 16 Grassmann variables. This group has two disconnected compo-
nents corresponding to the two components of O(4) in the compact sector. These two components
correspond to matrices T with sdetT = ±1.
The parametrization for the matrix T for the positive sector (corresponding to SO(4) in the
compact sector) proceeds in an identical fashion to class AI with switching the compact and the
non-compact sectors. That is, the charge conjugation operator satisﬁes C2 = diag(−1, 1)BF. The
parametrization in terms of real and Grassmann variables followed by performing the integrals
proceeds identically to class AI leading to
Asymp+ = −Aorth(κ) +
8
κ2
=
8
3κ2
[
2− κI1(κ)K2(κ)
]
, (9.63)
Bsymp+ = B
orth(κ)− 8
κ2
= − 8
3κ2
[
1− 2κI1(κ)K2(κ)
]
+ 4
[
I2(κ)K0(κ) + I1(κ)K1(κ)
]
. (9.64)
The parametrization for the negative sector sdetT = −1 is slightly diﬀerent. We again start by
writing T = TrTg, with the parametrization of Tg as before and the parametrization of Tr given
by (9.36), but in this case T0 is
T0 = diag(e
−θB1σz , e−θB2σz , eiθF σz , σy)R,BF, (9.65)
which guarantees sdetT0 = −1. The jacobian for the Tr parametrization in this case is
dTr = sin
2 θF sinh
2 θB1 sinh
2 θB2(cosh θB1 − cosh θB2)2dV. (9.66)
V is parametrized as in (9.51), with V0 and U2 given by the same expressions (9.53) and (9.54)
after exchanging the compact and the non-compact sectors. U1, on the other hand, is given by
U1 = exp
[
i
4
diag
(
κ1τz ⊗ [σx cos η1 + σy sin η1], φ1σz
)
BF
]
, (9.67)
leading to the the same Jacobian (9.55). The resulting expression from the integral over this sector
have the very simple form
Asymp− = B
symp
− =
4
3
K2(κ). (9.68)
The results for the even and odd number of channels are then given by combining (9.68) with
(9.63) and (9.64) to get
Asympe/o =
8
3κ2
[
2− κI1(κ)K2(κ)
]
± 4
3
K2(κ), (9.69)
Bsympe/o = −
8
3κ2
[
1− 2κI1(κ)K2(κ)
]
+ 4
[
I2(κ)K0(κ) + I1(κ)K1(κ)
]
± 4
3
K2(κ). (9.70)
9.4 Correlation of density of states
In this section, we consider the correlation of the density of states at nearby points, Eq. (9.14), in
a quasi 1D systems. In the limit of inﬁnite frequency, one expects the diﬀerent energy levels to be
uncorrelated leading to R(ω) = 1. Corrections to this value at large but ﬁnite frequencies include
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some level correlation eﬀects representing weak localization corrections. At small frequencies,
one generally expects R(ω) to fall below the uncorrelated value of 1 due to repulsion between the
diﬀerent levels. At zero frequency, R(ω) is not expected to go all the way to zero, unlike the perfect
level repulsion observed in 0D random matrix theory. The reason is that the one-dimensionality
of the system allows for the existence of eigenstates that are very close in energy, provided that
they have several peaks that are very well-separated in real space.
The correlation of density of states in the strictly 1D case was computed in Ref. [215]. It
approaches the value 2/3 at zero frequency. It was argued on phenomenological grounds that
R(ω) also approaches this value in a quasi 1D system regardless of the symmetry class [162].
We will now present exact results for R(ω) at any ω. In addition, we will show the the picture
mentioned above changes drastically in the presence of topologically protected channels.
The correlation of the density of states R(ω) is computed using the A-function given by (9.41),
(9.56) and (9.69) for classes A, AI and AII, respectively, by analytic continuation to real frequencies
κ =
√−iz, Eq. (9.14). The result is presented in Figs. 9.1-9.3. Expressed in terms of the
dimensionless real frequency parameter z = 4N2τeω = ω/∆ξ, R(ω) has the following asymptotic
expressions in the three classes
Runitm = 1 +

−1
3
+
z2
48
ln2 |z|+O(z2 ln |z|), z  1, m = 0,
− ln |z|+O(1), z  1, m = 1,
2
3
− pi|z|
12
− 7z
2
192
ln |z|+O(z2), z  1, m = 2,
1
4
+
5z2
576
ln |z|+O(z2), z  1, m = 3,
2
m2 − 1 −
(8m2 + 3)z2
4m2(m2 − 1)(m2 − 4)(m2 − 9) +O(z
3), z  1, m ≥ 4,
8m2 − 3
4z2
− (4m
2 − 1)(4m2 − 9)(4m2 − 25)
32z4
+O(z−4), z  1,
(9.71a)
Rorth = 1 +

−1
3
+
pi|z|
24
+
5z2
288
ln |z|+O(z2), z  1,
−
√
2
|z|3/2 +
5
4
√
2|z|5/2 +O(|z|
−7/2), z  1,
(9.71b)
Rsympeven/odd = 1 +

−1
3
− z
2
96
ln |z|+O(z2), z  1, even,
1− pi|z|
12
− 7z
2
288
ln |z|+O(z2), z  1, odd,
√
2
|z|3/2 −
5
4
√
2|z|5/2 +O(|z|
−7/2), z  1,
(9.71c)
R(ω) in the absence of topology is shown in Fig. 9.1. At large frequencies, all curves approach
unity, which represents the semiclassical limit with no level correlation. At small frequencies, all
three curves approach the universal value 2/3. This value is smaller than unity indicating level
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Figure 9.1: Plot of the correlation of density of states R(ω) as a function of frequency for
diﬀerent classes in the absence of topologically protected channels.
repulsion. Moreover, it is universal and identical to the value obtained in the strictly 1D case [215],
as we anticipated earlier. The behavior of the three curves as they approach the value at zero
frequency is nevertheless drastically diﬀerent. This can be seen from the asymptotic expressions
(9.71), with R(ω) approaching its values at zero as ω2 ln2 |ω| for class A (unitary), |ω| for class AI
(orthogonal) and as ω2 ln |ω| for class AII (symplectic).
In Fig. 9.2, R(ω) in class AII for even and odd number of channels is plotted. The two curves are
identical in the large frequency (semiclassical) limit to all orders in perturbation theory as can be
seen from Eq. (9.71c). At small frequencies, the most remarkable consequence of the topologically
protected channel is that the value of R(ω) at zero frequency is equal to 2. This value is greater
than 1 indicating that level repulsion turns into level attraction in the presence of a topologically
protected channel.
The correlation of the density of states in class A for diﬀerent values of channel imbalance m
is plotted in Fig. 9.3 and shows an astonishingly rich behavior. Similar to class AII, the addition
of topologically protected transport channels turns level repulsion into level attraction. At large
frequencies, the eﬀect appears in weak localization corrections and level attraction increases as
the number of topologically protected channels m is increased (see also Eq. (9.71a). At small
frequencies, however, the behavior is non-monotonic in m with m = 1 giving the largest value
of level attraction. In fact, we can see from (9.71a) that the behavior is qualitatively diﬀerent
for diﬀerent values of m. At m = 1, the density correlation diverges logarithmically at small
frequencies. For m = 2, it approaches the value 5/3 linearly. For m = 3, it approaches the smaller
value 5/4 as ω2 ln |ω|, while for larger values of m, the approach is quadratic and the value is given
by (m2 + 1)/(m2 − 1), which decreases with increasing m.
In the limit of large m, it is also possible to derive a uniform expansion assuming ω ∼ m 1,
leading to
Runitm = 1 +
2m2
m4 + z2
+O(m−4), (9.72)
These results can be also found within a semiclassical treatment of the sigma model.
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Figure 9.2: Plot of the correlation of density of states R(ω) as a function of frequency in
class AII for even/odd number of channels.
Figure 9.3: Plot of the correlation of density of states R(ω) as a function of frequency in
class A for diﬀerent values for the channel imbalance m.
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Let us now discuss electron diﬀusion in a disordered wire. On the classical level, electron dynamics
is described by the diﬀusion equation. If initially (at time t = 0) an electron is located at the
origin x = 0, at a later time t > 0 the probability distribution is given by the expression
W cl(x, t˜) =
e−x2/4Dt˜
2
√
piDt˜
. (9.73)
The classical probability of return to the origin after time t decays to zero as
W cl(0, t˜) =
1
2
√
piDt˜
. (9.74)
If quantum eﬀects are taken into account, the electron is localized and the above probability
saturates at a nonzero value at long times.
The probability of return can be computed using Eq. (9.15). The frequency integral (9.15) can
be taken by completing the contour in the lower half plane. The function B(ω) has a branch cut
along the negative imaginary axis hence we obtain an integral along this line. In addition, when
the topological term is absent, there is a pole at ω = −i0 that corresponds to the ﬁrst term of the
small frequency expansion of B. The residue at this pole determines the saturation of the function
at long times. We thus represent the probability of return as
W (0, t˜) =
1
8piνD
F
(
t˜
8pi2ν2D
)
=
1
4ξ
F
(
t˜
2N2τe
)
, (9.75)
F (τ) =
1
2γ
lim
κ→0
κ2B(κ)−
∫ ∞
0
dz
2piγ
e−τz/2 ImB(κ = i
√
z). (9.76)
The function F can be calculated directly for all the cases studied above. Explicit results and
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Figure 9.4: Plot of the probability of return F (τ) for the three Wigner-Dyson classes together
with the result
√
2/piτ from classical diﬀusion (dashed).
asymptotic expansions at short and long times are
F unitm (τ) =
2e−1/τ
3τ
[(
(m+ 2)τ + 2
)
Im(1/τ) + Im+1(1/τ)
]
=

√
2
piτ
+
(
5
4
−m2
)√
τ
2pi
+O(τ3/2), τ  1,
4
3
+
1
9τ3
+O(τ−4), τ  1, m = 0,
1
3m!(2τ)m
[
2m+ 4− 2m
τ
+O(τ−2)
]
, τ  1, m ≥ 0.
(9.77a)
F orth(τ) = 1 +
e−1/τ
3τ
[(
5τ + 3
)
I0(1/τ) +
(
4τ + 3
)
I1(1/τ)
]
=

√
2
piτ
+ 1 +
11
4
√
τ
2pi
+O(τ3/2), τ  1,
8
3
+
1
12τ2
+
1
36τ3
+O(τ−4), τ  1,
(9.77b)
F sympe/o (τ) = −1 +
e−1/τ
3τ
[(
5τ + 3
)
I0(1/τ) +
(
4τ + 3
)
I1(1/τ)
]
± e
−1/2τ
3τ
(
2τ + 1
)
=

√
2
piτ
− 1 + 11
4
√
τ
2pi
+O(τ3/2), τ  1,
4
3
+O(τ−5), τ  1, even,
1
6τ2
+
1
18τ3
+O(τ−4), τ  1, odd,
(9.77c)
The probability of return for the three classes in the absence of topologically protected channels
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Figure 9.5: Plot of the probability of return F (τ) in class AII for even and odd number of
channels.
is plotted in Fig. 9.4 together with the result for classical diﬀusion
√
2/piτ . At short times, all
three curves approach the classical result. Weak localization corrections are positive in class AI
indicating stronger tendency for localization and negative in class AII indicating tendency for
antilocalization. In class A, weak localization corrections only appear at the next order in 1/τ and
hence are much weaker. All curves saturate to a nonzero value at long times indicating localization.
This value is equal to 8/3 for class AI and 4/3 for classes A and AII. This is consistent with the
typical localization length computed earlier for these classes which is shorter by a factor of 2 in
class AI compared to classes A and AII (see chapter 8).
The eﬀect of Z2 topology on F (τ) in class AII is shown in Fig. 9.5. In the short time limit
τ  1, the probability of return shows identical behavior for even and odd number of channels.
As we can see from (9.77c), F (τ) for even and odd number of channels are the same to all orders
in perturbation theory in 1/τ . This is very similar to what we observed in Sec. 8.3, where the
conductance and Fano factor showed no sensitivity to the parity of the number of channels in the
short wire metallic limit to all orders in perturbation theory. The eﬀect of parity, which leads to
the appearance of a topologically protected channel, is non-perturbative and leads to a drastically
diﬀerent behavior of the probability of return in the even and odd cases in the limit of long times.
In this limit, F (τ) saturates to a non-zero value in the even case indicating localization, while it
decays to zero as 1/6τ2 in the odd case indicating delocalization due to the topologically protected
channel.
Figure 9.6 illustrates the eﬀect of Z topology in class A on the probability of return. Channel
imbalance m, leading to the appearance of m topologically protected channels, results in progres-
sively faster decay of F (τ) with time as m increases. Unlike the case with Z2 topology, the eﬀect
in this case is captured perturbatively on the weak localization level.
The behavior of F (τ) for macroscopic imbalance m 1 can be understood using a semiclassical
drift-diﬀusion picture. Classically, a wave packet drifting with velocity ml/Nτ while spreading
with diﬀusion constant D = l/t will have the following diﬀusion propagator:
W cl(x, t˜) =
e−(x+mlt˜/Nτ)2/4Dt˜
2
√
piDt˜
. (9.78)
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Figure 9.6: Plot of the probability of return F (τ) in class A for diﬀerent values of the channel
imbalance m.
The probability of return decays exponentially at the semiclassical level:
W cl(0, t˜) =
e−m2 t˜/4N2τ
2
√
piDt˜
⇒ F unitm (τ) =
√
2
piτ
e−m
2τ/2, (9.79)
This result can be also obtained from the exact quantum expression (9.77a) taking the uniform
asymptotic of the modiﬁed Bessel functions at 1/τ ∼ m2  1. The remarkable feature of the
exact result is that, due to localization corrections, the exponential decay expected at long times
is replaced by power law decay 1/τm (see Eq. (9.77a)). This suggests that localization eﬀects
alter the shape of the drifting wave packet leading to a relative fat tail left behind at x = 0 that
results in F (τ).
9.6 Summary and discussion
The central result of this chapter is the integral representation of the zero mode for the transfer
matrix Hamiltonian at ﬁnite frequency, Eq. (9.26). The existence of such an integral representation
relies crucially on the supersymmetry of the underlying sigma model and does not posses an analog
in sigma models deﬁned on regular non-supersymmetric manifolds. In this sense, we believe it
follows from a more profound structure possessed by symmetric superspaces that is not yet fully
explored. One major consequence of the integral representation of the zero mode is the remarkable
identity (9.28), which expresses an arbitrary local correlation in a disordered quasi 1D wire in any
of the Wigner-Dyson classes (A, AI and AII) as a correlation function in a 0D sigma model in one
of the group manifold classes (AIII, CI and DIII). In addition to its great utility in computing
correlation functions, this identity probably points out to some deeper equivalence between the
two diﬀerent theories that live in diﬀerent dimensions and symmetry classes.
The main physical observables considered in this chapter are the correlations of the local density
of states R(ω) and the probability of return F (τ). These quantities were only known in the strictly
1D case, where eﬀects of symmetry and topology are unimportant [215]. We have obtained explicit
expressions for the density correlations and the return probability in the quasi 1D case in the three
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Wigner-Dyson classes including the eﬀects of topology. Disordered quasi 1D systems represent a
more realistic model for 1D localization. In addition, they are sensitive to the eﬀects of symmetry
and topology.
The results for R(ω) for diﬀerent symmetry classes are given by Eq. (9.71). In the absence
of topology, the results are shown in Fig. 9.1. The main observation in this case is that R(ω)
approaches the same universal value of 2/3 at zero frequency, but in a very diﬀerent way depending
on symmetry. The eﬀect of Z2 topology on R(ω) in class AII is considered in Fig. 9.2, where
the presence of a single topologically protected channel turns level repulsion at small frequencies
into level attraction. Z topology in class A leads to a similar eﬀect shown in Fig. 9.3, where
topologically protected channels lead to level attraction. The dependence of this level attraction
on the number of topologically protected channels m is nevertheless remarkably rich in this case,
showing non-monotonous behavior with m at small frequencies.
Exact expressions for the probability of return F (τ) for the three diﬀerent classes are given in
(9.77). Fig. 9.4 compares the probability of return in the absence of protected channels. F (τ)
saturates to a non-zero value at long times τ  1 in all classes indicating localization. At short
times τ  1, weak localization corrections on top of the classical result√2/piτ equal ±1 for classes
AI and AII respectively. Figure 9.5 compares the cases of even and odd number of channels in
class AII. In the limit of short times, the behavior of F (τ) in the even and odd cases is identical
and the presence of the topologically protected channel is undetectable. At long times, on the
other hand, F (τ) saturates to a non-zero value only in the even case, whereas it decays to zero in
the odd case indicating delocalization. A similar behavior is observed in the presence of channel
imbalancem in class A, shown in Fig. 9.6. As the channel imbalancem gets larger, the probability
of return F (τ) decays to zero faster. The decay is however much slower than one would expect
classically from a drift-diﬀusion model, indicating that localization eﬀects lead to a long tail left
by the drifting wavepacket.
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10 Chapter 10Conclusion and outlook
In this chapter, we present a summary of the main results of this thesis as well as an outlook for
the future research based on these results.
10.1 Summary of the main results
This thesis is dedicated to the study of several mesoscopic transport phenomena in topological
insulators, superconductors, and semimetals. The main body of the thesis was subdivided into
two major parts.
The ﬁrst part was devoted to the study of weak localization and magnetotransport in low
dimensional systems. In these systems, eﬀects of boundary scattering are important and need
to be taken into account accurately. The work was particularly motivated by recent transport
experiments involving topological insulator surface states [113115], nanowires [7, 121], or carbon
nanotubes [124, 125]. The standard theory [127, 128] of magnetotransport in the presence of
boundary scattering is incapable of describing these experiments since the sample dimensions are
usually comparable to the mean free path. Moreover, the idealized mirror and diﬀuse boundaries
used in previous calculations [127, 128] are not appropriate for describing boundary scattering in
many experiments [4, 7]. In this part, the limitations of the previous studies were overcome by
deriving the most general analytic expression for magnetoconductance in quasi 1D and 2D systems
for the most general boundary condition that interpolates between mirror and diﬀuse boundaries.
This part includes chapters 2 and 3.
In chapter 2, a detailed exposition of the relevant experiments where boundary scattering plays
an important role was given. This was followed by a description of the main theoretical tools
used for computing weak localization and magnetotransport. Two complementary theoretical
approaches were used: the Boltzmann kinetic equation and the diagrammatic technique. The ad-
vantage of the Boltzmann kinetic equation is the simplicity of incorporating complicated boundary
conditions in the analysis. It is however, not easy to make connection to the microscopic theory of
weak localization in terms of maximally crossed diagrams. Diagrammatic analysis, on the other
hand, directly follows from a microscopic description of electron scattering at impurities, but in-
corporating complicated boundary scattering in the analysis can be tricky. It was shown that the
eﬀect of boundary scattering can be included within the diagrammatic approach via an additional
scattering vertex. This was in turn used to establish the equivalence of the two approaches in the
case of complicated boundary conditions.
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In chapter 3, explicit expressions for the magnetoconductance for quasi 1D (channel or cylin-
drical geometry) and quasi 2D (thin ﬁlms) systems for general boundary conditions were derived.
These results are summarized in Table 3.1 in the diﬀerent limiting cases. One of the main quali-
tative conclusions of this chapter is that idealized mirror or diﬀuse boundaries do not represent a
physically adequate description for boundary scattering, thereby resolving discrepancies observed
in ﬁtting some experiments to results with either boundary [4, 7].
The intricate dependence of the results on boundary scattering is understood by considering
the diﬀerent asymptotic limits. The ratio between the sample width W and the mean free path l
deﬁnes the limits of diﬀusive (W  l) and ballistic (W  l) transport in the transverse direction.
The ratio between the magnetic length lB and the length scale
√
Wl deﬁnes the limits of weak
lB 
√
Wl and strong lB 
√
Wl magnetic ﬁeld.
In the diﬀusive limitW  l, the only eﬀect of the sample boundary is restricting the diﬀusion in
the transverse direction. This leads to values for the diﬀusion coeﬃcient and magnetic scattering
rate that are independent of the type of boundary scattering. In the ballistic limit W  l, on the
other hand, boundary scattering plays a very important role. The diﬀusion coeﬃcient is dominated
in this limit by trajectories which scatter several times at the boundary, leading to a very strong
and non-uniform dependence on the specularity parameter λ close to the mirror boundary limit
λ = 1 shown in Fig. 3.1.
A similar behavior is observed for the magnetic scattering rate in the ballistic strong ﬁeld limit
W  l2B/W  l, where the major contribution to magnetic scattering comes from trajectories
scattering multiple times at the boundary. The resulting dependence of the magnetic scattering
rate on the specularity parameter λ is given by a universal function shown in Fig. 3.6, with the
crossover between mirror and diﬀuse boundary taking place at 1− λ ∼ l2B/Wl 1.
A very diﬀerent dependence on boundary specularity is, however, observed in the ballistic weak
ﬁeld limitW  l l2B/W . In this case, trajectories contributing to magnetic scattering rate scat-
ter a few times at the boundary leading to a very smooth dependence on the boundary specularity
parameter λ shown in Fig. 3.4.
The second part was devoted to the problem of transport and localization in a quasi 1D system in
the presence of topologically protected channels. We considered the problem in the most general
setting and computed the full distribution function of transmission eigenvalues exactly for all
symmetry classes which allow for topologically protected channels. This part includes chapters 4
to 9.
Chapter 4 presented a detailed exposition of experimentally relevant physical systems where
interplay between topologically protected and unprotected modes is relevant. One-dimensional
topologically protected channels generally appear at the edge of a 2D topological insulator. The
edge of a Z topological insulator can host an arbitrary number of protected channels whereas the
edge of a Z2 topological insulator can host at most a single protected channel.
The archetypal example for the Z case is provided by the interface between two quantum Hall
systems [8, 9]. When the ﬁlling factors of the two systems are diﬀerent, the interface hosts a
diﬀerent number of left nL and right nR moving modes leading to an imbalance m = |nL − nR|.
The archetypal example for the Z2 case is provided by a stack of quantum spin-Hall systems
[10, 11]. For an odd total number of edge modes, a single channel remains delocalized while for
an even number all channels are eventually localized by disorder. Another notable example for a
quasi 1D system with chiral topologically protected channels in addition to unprotected ones is
provided by a Weyl semimetal in a magnetic ﬁeld [1215]. Close to a Weyl node, the Landau levels
are only dispersing along the ﬁeld direction thus, the system is eﬀectively quasi 1D [157]. The
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lowest Landau level has deﬁnite chirality and gives rise to chiral topologically protected channels
while higher Landau levels are nonchiral and give rise to nonprotected channels.
In chapter 5, the main theoretical tools required to treat the problem of transport in quasi 1D
systems were introduced. The chapter began with an introduction to the matrix Green's function
formalism. It allows expressing the full counting statistics in a disordered system in terms of the
disorder average of a single Green's function. Afterwards, a detailed derivation for the eﬀective
ﬁeld theoretic description of the problem was given. The ﬁeld theory takes the form of a non-linear
sigma model with a supermatrix-valued ﬁeld.
The eﬀect of channel imbalance for Z topology or channel parity for Z2 topology appears on the
ﬁeld theoretic level as a topological term in the action. The topological term has the form of a 1D
WZW term which is not gauge invariant. This means it is not expressed in terms of the physical
degrees of freedom of the theory but also involves some redundant gauge degrees of freedom. Such
gauge freedom reﬂects the fact that the derived theory is anomalous, i.e., it describes a system
that cannot exist independently but only as a part of a bigger system. This is consistent with the
fact that the ﬁeld theory derives the physics at the edge of a 2D topological insulator or in the
vicinity of a Weyl point. The topological term for the Z2 case is quantized to 0 or pi and is only
sensitive to the parity of the number of channels.
The derivation was performed for all the relevant symmetry classes which can host topologically
protected channels (A, C, D, AII, and DIII) with a focus on classes A (unitary) and AII (symplec-
tic), which are the most experimentally relevant. At the end of this chapter, the transfer matrix
method was introduced. It maps the 1D ﬁeld theory to a corresponding Schrödinger problem with
time evolution generated by the transfer matrix Hamiltonian. The Hamiltonian corresponding to
the non-linear sigma model with topological term was then derived and was found to have the
form of a Laplace-Beltrami operator with an additional vector potential due to the topological
term.
In chapter 6, a complete analysis of the problem in the short wire limit was presented. The eﬀects
of topologically protected channels on transport were considered in the diﬀusive regime where
localization eﬀects are weak. On the mean ﬁeld level, with localization phenomena completely
ignored, the main eﬀect of topology is the development of a gap in the distribution function
of transmission eigenvalues near unit transmission, Fig. 6.2. Physically, the appearance of the
gap means that diﬀusion in the unprotected channels is strongly suppressed in the presence of
topologically protected ones.
An important distinction was noticed between classes with Z topology (A, C, and D) and classes
with Z2 topology (AII and DIII). On the mean ﬁeld level, the existence of topologically protected
channels is only visible in the Z case. In order to probe the eﬀect of Z2 topology and also to
capture corrections to the semiclassical result for Z classes, ﬂuctuations around the saddle point
solution were considered. We found that capturing the eﬀect of these ﬂuctuations close to unit
transmission requires considering some particular soft ﬂuctuation modes exactly. Remarkably, the
eﬀective ﬁeld theory describing these soft modes is described by a 0D non-linear sigma model in
a diﬀerent symmetry class (see Table 6.1). This resulted in an exact correspondence between the
distribution of the transmission eigenvalues in the short wire limit and the spectral density of a
certain class of random matrices, Eq. (6.50).
In chapter 7, the exact solution of the problem for arbitrary system sizes in the case of broken
time-reversal symmetry (class A) was given. Class A is most relevant experimentally since it is the
one which describes the edge physics of a quantum Hall sample as well as magnetotransport in a
Weyl semimetal. Using the transfer matrix method, the problem is transformed to an initial value
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problem describing heat propagation on a supermanifold starting from a source at a given initial
point. The major subtle aspect in solving the transfer matrix problem was ﬁnding a gauge in which
the time evolution is symmetric under rotations that keep the initial point ﬁxed. This symmetry
was later used to reduce the problem to ﬁnding the spectrum of a second order diﬀerential operator
in only two variables that are decoupled using the Sutherland transformation [16].
The solution was used to obtain exact analytic expressions for the conductance and transmission
distribution function valid for all length scales. Channel imbalance m results in the appearance of
m topologically protected modes leading to a delta function with weight m/2 at unit transmission.
This in turn pushes the remaining channels away from perfect transmission, thereby suppressing
their contribution to transport and reducing their localization length, Fig. 7.1.
In chapter 8, the exact solution to the problem in the most general setting was presented. Exact
analytic expressions for the conductance and transmission distribution function that are valid for
all length scales were obtained for all topologically non-trivial symmetry classes (A, C, D, AII, and
DIII). The problem in the most general case is technically much more involved compared to the
special case consider in chapter 7 (class A). It requires the extension of the formalism of spherical
functions developed previously [17, 18] to include the eﬀects of topology.
The chapter began with a detailed exposition of the mathematical machinery required for the
construction of spherical functions. These are eigenfunction of the Laplace-Beltrami operator on
a symmetric (super)space G/K which are invariant under K rotations. The main idea behind
the construction relies on the existence of a special coordinate system, horospheric or Iwasawa
coordinates, where the radial part of the Laplace-Beltrami operator is ﬂat and thus has plane waves
as its eigenfuctions. Spherical functions were then constructed via a coordinate transformation
followed by averaging over K rotations. The formalism was used to construct spherical functions in
class AI (orthogonal), where topology eﬀects are unimportant, leading to exact analytic expressions
for the distribution function of transmission eigenvalues, conductance, and Fano factor. The
transmission distribution function captures the crossover from the diﬀusive metallic limit to the
localized limit where transmission eigenvalues crystallize into well-separated peaks, Fig. 8.3.
The extension of the formalism to account for Z2 topology was then discussed. This is required
to consider the possible existence of a topologically protected channel in classes AII and DIII. In
these classes, the sigma model manifold is doubly connected and spherical functions obtained from
the Iwasawa construction are deﬁned on its double cover. The sigma model manifold is obtained
from its double cover by identifying two points. The spherical functions in the presence/absence
of a topological term are obtained by implementing a selection rule that picks functions which are
even/odd under this identiﬁcation.
The developed formalism was used to compute the distribution function, conductance, and Fano
factor in these classes. The eﬀect of the topologically protected channel on transport moments was
found to be non-perturbative, therefore not appearing in the short wire expansion of the transport
moments to any order of perturbation theory. At long distances, the existence of a single topologi-
cally protected channel changes the results drastically. In the absence of a topologically protected
channel, the conductance decays exponentially and the Fano factor approaches a constant value.
In the presence of a single protected channel, on the other hand, the conductance approaches
a constant value and the Fano factor decays to zero, Figs. 8.5 and 8.6. This indicates noiseless
transport carried mainly by the single topologically protected channel.
The presence of a single topologically protected channel appears in the transmission distribution
function as a delta function at unit transmission. It repels the remaining channels away by a
distance proportional to L/ξ, Fig. 8.7. As a result, the localization length for the remaining
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channels is found to be shorter in the presence of a topologically protected channel. This shows
that the same eﬀect observed in the Z classes is also found in Z2 classes, but only in the non-
perturbative strong localization regime.
Afterwards, the extension of the formalism of spherical functions to Z topology was discussed.
Despite the fact that Z topology leads to an additional vector potential term in the transfer matrix
Hamiltonian, we found that it is still possible to write an integral representation for the spherical
functions, Eq. (8.107). The construction relies on the somewhat surprising observation that a
special gauge can be chosen in Iwasawa coordinates such that the additional potential due to
the topological term is a constant. As a result, the spherical functions can be constructed by
combining a coordinate transformation with a gauge transformation then integrating over the K
group.
The developed formalism was used to reproduce the results of chapter 7 for class A, in addition
to computing the conductance for classes C and D. The same qualitative conclusions as in chap-
ter 7, where the presence of topologically protected channel enhances localization of the remaining
channels, were found to be also valid for classes C and D, Figs. 8.12 and 8.14.
The general qualitative conclusion of chapters 7 and 8 is that the presence of topologically
protected channels suppresses transport in the unprotected channels in all symmetry classes which
can host topologically protected channels. This eﬀect can be understood by viewing transmission
eigenvalues in a disordered system as the eigenvalues of some random matrix. The presence of
topologically protected channels leads to some eigenvalues being pinned at unit transmission,
pushing away the remaining eigenvalues in a phenomenon reminiscent of level repulsion in random
matrix theory. As the results of chapters 6, 7, 8 show, this picture is quite general and applies to
all symmetry classes both in the short wire weak localization and the long wire strong localization
limits.
In chapter 9, the dynamical aspects of Anderson localization in quasi 1D systems with topo-
logically protected channels were discussed. This problem was not considered before even in the
absence of topology due to the complicated form of the transfer matrix Hamiltonian at ﬁnite fre-
quency. We found a remarkably simple identity, Eq. (9.28), that enables the computation of any
dynamical local correlation in any of the three Wigner-Dyson classes (A, AI and AII) in terms
of a 0D ﬁeld theory. This identity was used to compute the level correlations and probability of
return in a disordered quasi 1D system.
For level correlations, our main ﬁnding is that the behavior at small frequencies is strongly
dependent on the symmetry class, with the three classes exhibiting very diﬀerent small frequency
asymptotic behavior, Eq. (9.71). The major eﬀect of topology on level correlations is turning
level repulsion at small frequencies into level attraction, Figs. 9.2 and 9.3. For the probability
of return, we ﬁnd that the main eﬀect of the topologically protected channels is a decay of the
return probability at long times indicating delocalization, Figs. 9.5 and 9.6. The decay is power
law rather than the exponential decay expected in the quasiclassical analysis.
10.2 Outlook
The current work can be extended in several directions. On the technical level, the most promising
direction is to understand the surprisingly simple result of the zero mode (9.26) and the identity
(9.28), which enable the computation of a 1D local correlation function in terms of a 0D ﬁeld
theory. These seem to point out to some deep structure possessed by symmetric superspaces but
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not by their nonsupersymmetric counterparts. In addition, it would be interesting to see whether
such results extend to other symmetry classes or maybe higher dimensions.
The other notable technical observation that can be explored further is the mapping of chapter 6.
This mapping was used to relate a 1D problem in the semiclassical limit to a fully quantum 0D
problem. The construction of the mapping however did not rely fundamentally on dimensionality
and it can be used to relate the semiclassical limit of any d-dimensional theory to a fully quantum
(d − 1)-dimensional theory. Whether such a mapping can be used to learn something about
transport properties in higher dimensional systems is however yet to be seen.
On the physical or conceptual level, one of the main questions raised is understanding the
behavior of the level correlation and return probability computed in chapter 9 on a more intuitive
level. In the absence of topology, the reason for the contrasting asymptotic behavior at small
frequencies in the diﬀerent symmetry classes is not entirely clear. When topologically protected
channels are added, the underlying reason for the change from level repulsion to level attractions is
also not well understood. Neither is the strange non-monotonic dependence of this level attraction
on the channel imbalance in the unitary class at small frequencies. One quantity which is in
principle easy to compute and which provides a complementary information to the one provided
by local level correlations is the distance resolved level correlations at zero frequency. This quantity
is already known in the absence of topology [162] and extending these results to include topological
eﬀects would provide some additional insights about our results.
Another question is related to the quantum diﬀusion in the presence of topologically protected
channels. We have seen that, by probing the return probability, the quantum behavior of the
diﬀusion propagator in the presence of topologically protected channels is very diﬀerent from
what one would expect from a classical drift-diﬀusion consideration. The full picture about how
the wave packet moves in the quantum case is still lacking.
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A Appendix ABrief introduction to supermathematics
In this appendix, we will give a very brief overview of supermathematics introducing the deﬁnition
of the diﬀerent concepts used throughout the work and establishing our conventions. The exposition
will be based mostly on Refs. [39] and [162], which present a more pragmatic and physically in-
clined approach to the topic. For a more mathematically rigorous treatment, the reader can consult
the book by Berezin [194].
We start by introducing the concept of a Grassmann algebra which is a linear vector space
generated by n Grassmann variables χi with i = 1, · · · , n (we will generally assume n to be even
unless otherwise stated) satisfying the anticommutation relations
{χi, χj} = χiχj + χjχi = 0. (A.1)
These imply, in particular, that the square of any Grassmann variable vanishes, χ2i = 0. A general
element of the Grassmann algebra has the form
a =
∑
ki=0,1
ak1,...,knχ
k1
1 · · ·χknn . (A.2)
An element that is a superposition of terms with only an even/odd number of Grassmanns is called
even/odd. An element that is even or odd is called homogeneous and we deﬁne its parity |a| to
be 0 for even elements and 1 for odd elements.
A complex conjugation operation can be deﬁned assigning to each Grassmann variable another
one called its conjugate, e.g., we can assign conjugates such that χ∗2k = χ2k−1 for k = 1, . . . , n/2. It
should be noted though that the two variables are independent and the assignment of conjugate is
arbitrary. It can sometimes, however, signiﬁcantly simplify the notation and enable writing uniﬁed
expressions for complex and Grassmann variables. The conjugation is chosen also to satisfy the
following conditions
(zχ)∗ = z∗χ∗, (χiχj)∗ = χ∗jχ
∗
i , (χ
∗)∗ = χ, (A.3)
for z complex. The conditions (A.3) ensure that the quantity χ∗χ is real", i.e., satisﬁes the
condition (χ∗χ)∗ = χ∗(χ∗)∗ = χ∗χ. Note that one could use a diﬀerent convention where χ
changes sign under double conjugation, but the order of variables in (A.3) does not change under
conjugation, which is the convention used in Ref. [39].
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Derivatives with respect to Grassmann variables can be deﬁned by noting that an arbitrary
function of a Grassmann variable χ has the form f(χ) = c + aχ. For a Grassmann, it makes a
diﬀerence whether one applies the derivative operator from the left or right. The left and right
derivatives of a constant vanish, while the derivatives of a linear term aχ can be deﬁned by ﬁrst
writing a as a sum of even and odd parts ae and ao, respectively, and deﬁning the left/right
derivatives via
∂Lχ (χa) = ∂
R
χ (aχ) = a, ∂
L
χ (aχ) = ∂
R
χ (χa) = ae − ao. (A.4)
This means that the derivative with respect to a Grassmann variable can be treated as an ob-
ject that anticommutes with other Grassmanns and other Grassmann derivatives as well (also
(∂
L/R
χ )2 = 0).
Integrals over Grassmann variables can be deﬁned via the relations∫
dχ 1 = 0,
∫
dχχ = 1, (A.5)
which implies Grassmann integration is identical to Grassmann (left) diﬀerentiation. Note that
the Grassmann diﬀerential dχ also anticommutes with Grassmann variables and other Grassmann
diﬀerentials.
A supervector is deﬁned as a vector with both commuting and anticommuting components.
Commuting/anticommuting components are general even/odd elements of the Grassmann algebra.
We will ﬁx the convention such that supervectors always have the commuting components ﬁrst.
This means that an (m+ n)-supervector ψ has the form
ψ =
(
S
χ
)
, (A.6)
with S an m-dimensional vector of commuting numbers and χ an n-dimensional vector of an-
ticommuting numbers. Transposition and Hermitian conjugation of supervectors can be deﬁned
similar to regular vectors.
Supermatrices are linear transformations on supervectors. A supermatrix has the structure
M =
(
a σ
ρ b
)
BF
, (A.7)
with a and b being matrices of commuting variables with dimensions m×m and n×n, respectively
and σ and ρ matrices of anticommuting variables with dimensions m× n and n×m, respectively.
Matrix multiplication for supermatrices is similar to regular matrices but transposition is deﬁned
diﬀerently
MT =
(
aT ρT
−σT bT
)
BF
. (A.8)
This guarantees that for any supervectors ψ
ψTMT = (Mψ)T , (A.9)
Supertransposition satisﬁes (M1M2)T = MT2 M
T
1 similar to regular transposition. However, (M
T )T
does not, in general, equal M , unlike regular transposition. Hermitian conjugation is deﬁned as
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transposition and complex conjugation. It satisﬁes similar relations to regular Hermitian conju-
gation
(M †)† = M, (M1M2)† = M
†
2M
†
1 . (A.10)
We ﬁnally introduce the generalization of trace to supermatrices which is called supertrace and
deﬁned for a supermatrix M with the form (A.7) as
strM = tr kM = tr a− tr b, k =
(
1 0
0 −1
)
BF
. (A.11)
Supertrace diﬀers from the regular trace in the relative sign of the a and b blocks (usually called
BB and FF blocks). Deﬁnition (A.11) guarantees that the supertrace satisﬁes the cyclic property
strM1M2 = strM2M1 for supermatrices M1 and M2. The superdeterminant of a supermatrix is
deﬁned via the relation sdetM = estr lnM , which has the explicit form
sdetM = det(a− σb−1ρ) det b−1, (A.12)
whenever the FF block b is invertible.
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B Appendix BSigma model manifolds
In this appendix, we present a brief description of the sigma model manifolds for diﬀerent symme-
try classes, their diﬀerent properties, and how they are parametrized. The sigma model manifolds
are supermanifolds consisting of a compact sector, a non-compact sector, and Grassmanns coupling
the two.
The 1D sigma model action (without any topological term) has the form
S = − ξ
8γ
∫ L
0
dx str ∂xQ∂xQ
−1. (B.1)
The derivation of the sigma model action was explained in detail for some symmetry classes in
Sec. 5.2. The main procedure starts with writing the Green's functions as Gaussian integrals over
some supervector-valued ﬁeld ψ. Averaging over disorder leads to a quartic term in the ψ-ﬁeld
which is then decoupled via a Hubbard-Stratonovich transformation introducing the Q-matrix in
the process. The ψ-ﬁeld is then integrated out and slow variations around the saddle points for
the resulting action are considered. The sigma model manifold consists of the saddle points with
non-negative action associated to spatially varying conﬁgurations within the manifold.
We will consider a speciﬁc parametrization for the matrix Q and show below that the sigma
model manifolds for all classes (Table B.1) can be expressed in such a parametrization. The
parametrization expresses Q as
Q = T−1ΛT, Λ = Λ˜⊗ 1BF, Λ2 = 1, tr Λ˜ = 0, (B.2)
which implies the non-linear constraint Q2 = 1. Depending on the symmetry of the starting
Hamiltonian, the matrix Q may satisfy an additional charge conjugation constraint Q¯ = ±Q or a
constraint of the form {Q,Γ} = 0. The charge conjugation operator is deﬁned as
Q¯ = CTQTC, CTC = 1, (B.3)
While, the Γ matrix should satisfy
Γ2 = 1, {Γ,Λ} = 0. (B.4)
The ﬁrst constraint implies that the matrix T can be chosen to satisfy T T¯ = 1, while the second
implies [T,Γ] = 0. Q is invariant under multiplying T from the left by any matrix K satisfying
[K,Λ] = 0. We will only consider matrices K that satisfy the same constraints as T .
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Sym. Compact Dim. Non-compact Dim.
class sectorMF ofMF sectorMB ofMB
A U(2n)/U(n)×U(n) 2n2 U(n, n)/U(n)×U(n) 2n2
AIII U(n) n2 GL(n,C)/U(n) n2
AI Sp(2n)/Sp(n)× Sp(n) n2 O(n, n)/O(n)×O(n) n2
BDI U(n)/Sp(n) n(n−1)2 GL(n,R)/O(n)
n(n+1)
2
D O(2n)/U(n) n(n− 1) Sp(n, n)/U(n) n(n+ 1)
DIII O(n) n(n−1)2 Sp(n,C)/Sp(n)
n(n+1)
2
AII O(2n)/O(n)×O(n) n2 Sp(n, n)/Sp(n)× Sp(n) n2
CII U(n)/O(n) n(n+1)2 GL(n/2,H)/Sp(n)
n(n−1)
2
C Sp(2n)/U(n) n(n+ 1) O(n, n)/U(n) n(n− 1)
CI Sp(n) n(n+1)2 O(n,C)/O(n)
n(n−1)
2
Table B.1: Compact MF and non-compact MB sectors of the sigma model manifolds in
diﬀerent symmetry classes [196], together with the dimension of each manifold
Without considering any additional constraint, the matrix T is a general complex invertible
matrix T ∈ GL(2n,C). The requirement that the path integral over Q matrices with the action
(B.1) acting as a weight converges imposes an additional constraint on the matrix T and basi-
cally corresponds to a particular choice of the integration contour for the complex coordinates
parametrizing T . To determine this choice, we can consider an inﬁnitesimal rotation T = eiW ,
with W anticommuting with Λ. It is easy to see that choosing the BB part of W to be antiher-
mitian and the FF part to be hermitian guarantees the action is positive. This means that T
satisﬁes
T †ηT = η, η =
(
Λ˜ 0
0 1
)
BF
. (B.5)
Considering the possible additional charge conjugation constraints, we ﬁnd that T belongs to some
Lie supergroup G ⊆ U(n, n|2n). Our convention here for supermanifolds is that the non-compact
BB sector is written ﬁrst followed by a "|" then the compact FF sector. The pseudounitary group
U(p, q) is deﬁned by the relation
U †
(
1p 0
0 −1q
)
U =
(
1p 0
0 −1q
)
. (B.6)
The group of matrices K ∈ G such that [K,Λ] = 0 is denoted by K. The sigma model manifold is
then parametrized by rotations T in G modulo rotations K in K leading to identiﬁcation of sigma
model manifoldM with the coset space G/K.
Below, we will present a detailed explanation of the parametrization and the structure of the
sigma model manifold for each symmetry class. A summary of the compact and non-compact
sectors for all classes is given in Table B.1, together with the dimension of each manifold.
B.1 Class A
The sigma model manifold for class A is described by (B.2) without any additional constraints on
the rotation matrix T . This means that the group G is the superunitary group U(n, n|2n). To
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determine the group K, we make the choice
Λ =
(
1 0
0 −1
)
, (B.7)
and ﬁnd that matrices K which commute with Λ has the form
K =
(
K1 0
0 K2
)
, (B.8)
with both K1 and K2 satisfying K
†
1,2 = K
−1
1,2 , thus belonging to U(n|n). This means that the
group K is U(n|n)×U(n|n) leading to the sigma model manifold U(n, n|2n)/U(n|n)×U(n|n) with
compact sectorMF = U(2n)/U(n)×U(n) and non-compact sectorMB = U(n, n)/U(n)×U(n).
B.2 Class AIII
The sigma model manifold for class AIII is described by (B.2) with the rotation matrix T satisfying
the additional constraint [T,Γ] = 0. Λ and Γ can be chosen as
Λ =
(
0 1
1 0
)
, Γ =
(
1 0
0 −1
)
. (B.9)
Commutation with Γ implies the T has the form
T =
(
T1 0
0 T2
)
. (B.10)
The matrices K of the group K has to commute with both Γ and Λ, which leads to
K =
(
K1 0
0 K1
)
. (B.11)
The condition of superunitarity (B.5) implies that T †1,2 = T
−1
1,2 and K
†
1 = K
−1
1 in the compact
sector leading to MF = U(n) × U(n)/U(n) ' U(n) and T †1,2 = T−12,1 and K†1 = K−11 in the
non-compact sector leading toMB = GL(n,C)/U(n).
B.3 Classes AI and AII
The sigma model manifold for class AII is described by (B.2) withQ satisfying the additional charge
conjugation constraint Q¯ = Q leading to T¯ T = 1. The charge conjugation matrix C is symmetric
in the compact sector and antisymmetric in the non-compact one. The charge conjugation acts
on Λ such that Λ¯ = Λ. Hence, we can choose
Λ =
(
1 0
0 −1
)
, C =
(
C0 0
0 C0
)
. (B.12)
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The condition T¯ T = 1, together with the superunitatiry condition (B.5), implies that T be-
longs to the orthogonal group O(2n) in the compact sector and the pseudosymplectic group
Sp(n, n) = Sp(2n,C) ∩ U(n, n) in the non-compact sector, leading to G = SpO(n, n|2n). Ma-
trices K commuting with Λ have the form (B.8) with charge conjugation acting separately on K1
and K2 such that CT0 K
T
1,2C0K1,2 = 1 and K
†
1,2 = K
−1
1,2 , leading to K = SpO(n|n)×SpO(n|n). The
resulting sigma model manifold is SpO(n, n|2n)/SpO(n|n) × SpO(n|n), with the compact sector
MF = O(2n)/O(n)×O(n) and the non-compact sectorMB = Sp(n, n)/Sp(n)× Sp(n).
The sigma model manifold for class AI is described by the same constraint as class AII with
the only diﬀerence being that the charge conjugation matrix C is antisymmetric in the compact
sector and symmetric in the non-compact one. The sigma model manifold is obtained from the
one for AII by exchanging the compact and non-compact sectors, thus, G = OSp(n, n|2n) and K =
OSp(n|n)×OSp(n|n). The resulting sigma model manifold is OSp(n, n|2n)/OSp(n|n)×OSp(n|n)
withMF = Sp(2n)/Sp(n)× Sp(n) andMB = O(n, n)/O(n)×O(n), with the pseudoorthogonal
group O(n, n) deﬁned as U(n, n) ∩O(2n,C).
B.4 Classes C and D
Classes C and D are quite similar to classes AI and AII with Q¯ = Q and thus T¯ T = 1. The main
diﬀerence is in the action of charge conjugation on Λ being Λ¯ = −Λ. In this case, we need to make
a diﬀerent choice for Λ and C than (B.12)
Λ =
(
1 0
0 −1
)
, C =
(
0 C0
C0 0
)
. (B.13)
For class D, the charge conjugation matrix is symmetric in the compact sector and antisymmetric
in the non-compact one. Similar to class AII, the T matrix belongs to the group G = SpO(n, n|2n).
The K matrix has the form (B.8) with the main diﬀerence now being that the charge conjugation
condition does not constraint K1 or K2 separately but relates the two through K
−1
1,2 = C
T
0 K
T
2,1C0
leading to K = U(n). The resulting sigma model manifold has MF = O(2n)/U(n) and MB =
Sp(n, n)/U(n). For class C, the charge conjugation matrix is antisymmetric in the compact sector
and symmetric in the non-compact one, thus we exchange the compact and non-compact sectors
to getMF = Sp(2n)/U(n) andMB = O(n, n)/U(n).
B.5 Classes CI and DIII
In classes CI and DIII, we have both a charge conjugation constraint T¯ T = 1 and a constraint
of the form[T,Γ] = 0. Charge conjugation acts on Γ and Λ as Γ¯ = Γ and Λ¯ = Λ. We make the
choice of Λ and Γ as in (B.9), while we choose C as in (B.12).
The charge conjugation matrix is symmetric in the compact sector and antisymmetric in the
non-compact one for class DIII. T has the form (B.10) with T¯1,2 = T
−1
1,2 in addition to the condition
T †1,2 = T
−1
1,2 in the compact sector and T
†
1,2 = T
−1
2,1 in the non-compact sector that follows from
(B.5). As a result, the compact sector of G is O(n) × O(n), while the non-compact sector is
Sp(n,C). K has the form (B.8) with K¯1 = K−11 = K
†
1 leading to K = OSp(n|n). The resulting
sigma model manifold has MF = O(n) × O(n)/O(n) ' O(n) and MB = Sp(n,C)/Sp(n). For
class CI, the charge conjugation matrix is antisymmetric in the compact sector and symmetric in
the non-compact one leading toMF = Sp(n)× Sp(n)/Sp(n) ' Sp(n) andMB = O(n,C)/O(n).
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B.6 Classes BDI and CII
Classes BDI and CII are similar to CI and DIII with both T¯ T = 1 and [T,Γ] = 0. The diﬀerence
is in the action of charge conjugation on Γ where Γ¯ = −Γ (while it is still true that Λ¯ = Λ). The
choice of Λ and Γ is made as in (B.9), while the choice of C as in (B.13).
The charge conjugation matrix is symmetric in the compact sector and antisymmetric in the
non-compact one for class CII. T has the form (B.10) with T¯1,2 = T
−1
2,1 in addition to the condition
T †1,2 = T
−1
1,2 in the compact sector and T
†
1,2 = T
−1
2,1 in the non-compact sector that follows from (B.5).
As a result, the compact sector of G is U(n), while the non-compact sector is GL(n/2,H) (here
H denotes quaternions). K has the form (B.11) with K¯1 = K−11 = K
†
1 leading to K = OSp(n|n).
The resulting sigma model manifold has MF = U(n)/O(n) and MB = GL(n/2,H)/Sp(n). For
class BDI, the charge conjugation matrix is antisymmetric in the compact sector and symmetric
in the non-compact one leading toMF = U(n)/Sp(n) andMB = GL(n,R)/O(n).
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C Appendix CFluctuations near λ = λg
In this Appendix, we consider the contribution of soft ﬂuctuation modes to the distribution function
ρ(λ) near the semiclassical threshold value λ = λg [cf. Eq. (6.16)].
The size of the semiclassical gap λg is determined by Eq. (6.7) with θF = pi + 2iλg and χg
is given by Eq. (6.13) as a function of α. At the critical value λ = λg, two classical solutions
(minimum and maximum of the action) merge, hence, a small deviation ∆λ = λ − λg scales as
the square of ∆χ = χ− χg. Expanding Eq. (6.7) near λg and χg and using Eq. (6.13), we derive
the relation
∆χ =
i
χg
√
∆λ+ i0
AB
, (C.1)
where we have introduced the following two constants:
A =
√
χ2g sinχg
χg − sinχg , B =
2χg + χg cosχg − 3 sinχg
4χ4g sinχg
. (C.2)
Such a separation of the factors will be convenient in the subsequent calculations.
We expand the minimized classical action on the sphere, Eq. (6.8), in powers of ∆λ. The ﬁrst
derivative of the action ∂Smin/∂θF provides the value of the generating function F(θ) in Eq.
(6.10). The next expansion term can be derived assuming a small deviation ∆χ in Eq. (6.10).
Using relation (C.1), we obtain
Smin =
ξ
L
[
const−A∆λ+ 2χg
3A
∆λ∆χ
]
=
ξ
L
const−A∆λ+ 2i
3
√
B
(
∆λ
A
)3/2 . (C.3)
This action correctly reproduces semiclassical square-root behavior of the density (6.16) with the
prefactor f(α) = A−3/2B−1/2 [cf. Eq. (6.17)]. The full supersymmetric minimized action is given
by Eq. (6.25a):
S0 =
ξ
L
str
[
A∆λˆ− 2χg
3A
∆λˆ∆χˆ
]
. (C.4)
Here, we use the notation λˆ = diag{λB, λF } and similar for χˆ.
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Let us consider small ﬂuctuations around the classical minimum of the action. These ﬂuctuations
are described by the matrix W [Eq. (6.24)], and the expansion of the action up to the second
order in W is given by Eqs. (6.25). The linear term S1 vanishes at the minimum of the action.
The quadratic term S2 can be written explicitly in components of W as in Eq. (6.25c) with the
Hamiltonian (6.29) and parameters γB,F deﬁned by Eq. (6.22). Exactly at the edge of the classical
gap, γB = γF = γg, all three Hamiltonians (6.29) coincide and possess a zero mode which signals
that two classical solutions merge at λg. The zero mode has the following two-component wave
function:
u(x) = cos
(
χgx− χg
2
)
− cos χg
2
, (C.5)
v(x) =
iγ2g
α
x cos
χg
2
− iα
χg
[
sin
(
χgx− χg
2
)
+ sin
χg
2
]
.
It manifestly satisﬁes the conditions u(0) = u(1) = v(0) = 0 while the condition v(1) = 0 follows
from the gap equation (6.13).
With small deviations ∆λB,F , the mode (C.5) acquires a small mass of the order of ∆χ ∼
√
∆λ.
We will retain only this soft mode in the action and parametrize relevant ﬂuctuations by
W =
[
u(x)τx + v(x)τy
]
c. (C.6)
Here, c is a constant 2×2 matrix in the BF space while the coordinate dependence is contained in
the functions u and v. Quadratic action can be now computed by assuming small perturbations
−2γg∆γ = −2χg∆χ in the operators (6.29). This yields
S2 =
ξX
L
str(χg∆χˆc
2). (C.7)
with the factor
X = −1
2
∫ 1
0
dxu2(x) = −χ3g sinχg B. (C.8)
and B from Eq. (C.2).
Since the quadratic term in the action (C.7) vanishes at λ = λg, we expand the action further
taking into account the cubic term,
S3 =
ξ
4L
∫ 1
0
dx str
[
M{W 2, W˙}+ΛMWΛMW 2 + 1
3
(ΛM)2W 3 +
α
3
ΛMW 3
]
= −ξY
3L
str c3. (C.9)
The factor Y can be computed directly at λ = λg and takes the value
Y = −3γg
4
∫ 1
0
dx(u2 + v2)(2iv˙ − αu) = (χ3g sinχg)3/2B. (C.10)
We have thus constructed the relevant expansion of the action both in ∆λ and in ﬂuctuations
c. Collecting together the terms (C.4), (C.7), and (C.9) we obtain
S =
ξ
L
str
[
A∆λˆ− 2χg
3A
∆λˆ∆χˆ+Xχg∆χˆc
2 − Y c
3
3
]
. (C.11)
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This action can be simpliﬁed in terms of a rescaled matrix ﬁeld h and parameters xˆ = diag{xB, xF }.
The new variables are introduced as
c =
h(ξB/L)−1/3 − χg∆χˆ√
χ3g sinχg
, ∆λˆ = AB1/3(ξ/L)−2/3xˆ. (C.12)
Note that the relation between xˆ and ∆ˆλ coincides with Eq. (6.60) due to the identity f(α) =
A−3/2B−1/2 [cf. Eq. (6.17)].
In the new variables (C.12), the action (C.11) acquires a universal cubic form:
S = str
[
A2(ξB/L)1/3xˆ− xˆh− h
3
3
]
. (C.13)
The matrix h and the corresponding integration measure dh can be written explicitly as
h =
(
p η
κ q
)
BF
, dh =
dp dq dη dκ
2pii
. (C.14)
Integration contours for the variables p and q should be chosen in accordance with the struc-
ture of the original sigma-model manifold and deformed in order to ensure convergence of the
integral with the action (C.13). This leads to the following choice of the integration contours:
p : (−∞, i∞+ 0), q : (−i∞− 0, i∞− 0). The partition function for the action (C.13) can be now
calculated in terms of the Airy functions
Z(xB, xF ) =
∫
dh e−S(h) = pieA
2(ξB/L)1/3(xF−xB)
(
∂
∂xF
− ∂
∂xB
)
Ai(−xF )[Bi(−xB)− iAi(−xB)].
(C.15)
This partition function obeys the supersymmetry relation Z(x, x) = 1.
The distribution of transmission probabilities follows from Eq. (5.20)
ρ(x) =
1
pi
Im
∂Z
∂xF
∣∣∣∣∣
xB=xF=x
. (C.16)
The exponential prefactor in the partition function (C.15) is purely real and hence does not
contribute to the distribution function. The resulting expression for ρ(x) reproduces Eq. (6.58a).
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D Appendix DProperties of root vectors
In this appendix, we will present some properties of the root vectors. These properties will be
needed in the derivations of Appendix E.
Given a complex Lie superalgebra g and a Cartan decomposition g = p⊕k, with p and k the odd
and even eigenspaces of a Cartan involution, respectively. Given a maximally Abelian subalgebra
(Cartan subalgebra) h ⊂ p, roots and root vectors are deﬁned as in chapter 8 via the relation
[h, Zα,i] = α(h)Zα,i, h ∈ h, i = 1, . . . , |mα|, (D.1)
with |mα| the root multiplicity denoting the dimension of the eigenspace of the root α. The
sign of mα is positive for even roots and negative for odd roots (in the supersymmetric sense).
Furthermore, |mα| always equals 2 for odd roots [196]. Even roots act only within the bosonic
(non-compact) or the fermionic (compact) sector, while odd ones couple the bosonic and fermionic
parts. For even roots, one can deﬁne the sign γα = ± which distinguishes roots acting within the
non-compact or compact sectors, respectively. That is, even roots satisfy
Zα,i =
1
2
(1 + γαk)Zα,i, (D.2)
with k the BF structure matrix deﬁned in (A.11).
The eigenspace spanned by root vectors corresponding to the root α is called its root space and
denoted by gα. gα satisfy the important property
[gα, gβ] ⊂ gα+β, (D.3)
which can be proven easily using the Jacobi identity
[h, [Zα,i, Zβ,j ]] = −[Zα,i, [Zβ,j , h]]− [Zβ,j , [h, Zα,i]] = (α(h) + β(h))[Zα,i, Zβ,j ]. (D.4)
In addition, it is easy to show that conjugation by Λ turns a positive root into the corresponding
negative root since
[h,ΛZα,iΛ] = Λ[ΛhΛ, Zα,i]Λ = −α(h)ΛZα,iΛ, (D.5)
which implies ΛgαΛ ⊂ g−α. We can always choose the basis in the root space gα such that
ΛZα,iΛ = Z−α,i. (D.6)
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We will ﬁnd it useful later to introduce the combined index a = (α, i) with i = 1, . . . , |mα|. The
normalization of the root vectors can be chosen such that
η˜ab = strZaZb = δαa,−αb
γαaδiaib , : αa even,iaib , : αa odd, (D.7)
where ij is the antisymmetric tensor with nonzero entries 12 = −21 = 1. Note that the root
vectors are ordinary matrices rather than supermatrices so the supertrace does not necessarily
satisfy the cyclic property strAB = strBA. In fact, using strAB = tr kAB (See Appendix A),
we can see that the cyclic property is only satisﬁed when A or B commute with k i.e. when one
or both roots are even. Otherwise, the supertrace actually changes sign when we exchange A and
B which is consistent with the fact that the ﬂat metric η˜ij is antisymmetric for odd roots.
One last point to mention is that the algebra g can always be decomposed into a sum of an
Abelian part h and the algebras of positive and negative roots which are orthogonal to it. This
decomposition is known as root space decomposition of the algebra. As a result, the overlap
between any element h ∈ h and any root vector is zero
strhZa = 0. (D.8)
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E Appendix ETransfer matrix Hamiltonian
In this appendix, we start by deriving the transfer matrix Hamiltonian corresponding to the sigma
model action with topological term, Eq. (5.56). We show that it has the form of Laplace-Beltrami
operator with vector potential. The radial part of the Laplace-Beltrami operator is then derived in
spherical and horospheric coordinates, Eqs. (8.10) and (8.14). Afterwards, we show that the gauge
choice (8.102) leads to a radial Hamiltonian in spherical coordinates and give the explicit form for
the resulting eﬀective potential. We additionally show that the gauge (8.105) in horospheric coor-
dinates yields a constant potential, leading to the integral representation of the spherical functions
with topology, Eq. (8.107).
E.1 Derivation of the transfer matrix Hamiltonian
The derivation of the transfer matrix Hamiltonian corresponding to the action (5.56) starts with
writing the imaginary time evolution equation
ψ(y, t) =
∫
dy′
∫ (y,t)
(y′,t′)
Dy e−S[y(t)]ψ(y′, t′). (E.1)
We consider the evolution for inﬁnitesmal time interval t′ = t −  and expand the initial wave
function ψ(y′, t− ) to second order in  as
ψ(y′, t′) = ψ(y − y˙ + 
2
2
y¨, t− ) =
[
1− (∂t + y˙α∂α) + 
2
2
(y¨α∂α + y˙
αy˙β∂β∂α)
]
ψ(y, t). (E.2)
The action is also expanded to second order in  as
S = L
(
y +

2
y˙, y˙ +

2
y¨
)
=

2
y˙αg˜αβ y˙
β + A˜αy˙
α +
2
4
y˙αy˙γ∂γ g˜αβ y˙
β +
2
2
y¨αg˜αβ y˙
β +
2
2
A˜αy¨
α +
2
2
y˙β∂βA˜αy˙
α. (E.3)
Here, we deﬁned g˜αβ and A˜α as
g˜αβ = sββgαβ, A˜α = sααAα. (E.4)
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The term 2 y˙
αg˜αβ y˙
β remains in the exponential and acts as the weight for the Gaussian integral
over y, while for the remaining terms of the action and the exponential are expanded to O(2). For
inﬁnitesmal time evolution, we can restrict ourselves to the classical (saddle point) trajectory for
the action. This means we can change the integration variable from the ﬁnal coordinate y′ to the
initial velocity y˙. The requirement that the resulting evolution equation holds at order O(1) ﬁxes
the integration measure as dy′ =
√|g|dy˙, with |g| denoting the superdeterminant of the metric
(here we assume the number of real and Grassmann variables is equal).
The time evolution equation has the form of an imaginary time Schrödinger equation
∂tψ = −Hˆψ, (E.5)
with the Hamiltonian
Hˆ = − 
2
[〈y˙αy˙β〉(∂β − sββA˜β)(∂α − sααA˜α) + 〈y¨α〉(∂α − sααA˜α)− 〈y¨αy˙β〉sαβsββ g˜αβ], (E.6)
where 〈. . . 〉 denotes the averaging operation
〈. . . 〉 =
∫ √
|g| dy˙ exp
(
− 
2
y˙αg˜αβ y˙
β
)
. . . (E.7)
The average 〈y˙αy˙β〉 can be easily evaluated as
〈y˙αy˙β〉 = 1

g˜αβ, (E.8)
where g˜αβ is the inverse metric g˜αβ g˜βγ = δ
γ
α. To evaluate averages involving y¨β , we observe that
along an inﬁnitesmal trajectory, the Euler-Lagrange equation is satisﬁed, so we can express y¨β as
y¨α = g˜αγ
(
1
2
sβγ y˙
β∂γ g˜βρy˙
ρ − y˙β∂β g˜γρy˙ρ + ∂γA˜β y˙β − sγγ y˙β∂βA˜γ
)
. (E.9)
The average 〈y¨α〉 can then be written as
〈y¨α〉 = sββ

√|g|∂β(g˜βα√|g|), (E.10)
where we have used the following relations in the simpliﬁcation
〈y˙αy˙β〉 = 1

g˜αβ, g˜βα = sαβ g˜
αβ, g˜βα = sααsββsαβ g˜αβ,
1√|g|∂γ√|g| = 12sαα(∂γ g˜αβ)g˜βα, ∂αg˜γβ = −sαγsαβ g˜γβ(∂αg˜βρ)g˜ρβ , (E.11)
Similarly, the average 〈y¨αy˙β〉 is computed as
〈y¨αy˙β〉 = 1

g˜αγ(∂γA˜ρ − sγγsρρsργ∂ρA˜γ)g˜ρβ, (E.12)
The last term in the Hamiltonian (E.6) becomes
sαβsββ〈y¨αy˙β〉g˜αβ = 1

g˜αγ(sαα∂γA˜α − sγγsαγ∂αA˜γ) = 1

g˜αγFγα = 0, (E.13)
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where we deﬁned the ﬁeld strength tensor Fγα as the quantity inside the bracket and used its
antisymmetry property Fαγ = −sαγFγα to show that the contribution vanishes.
Substituting (E.8) and (E.10) in (E.6), we ﬁnally get the Hamiltonian
Hˆ = − sαα
2
√|g|(∂α − sααA˜α)√|g|g˜αβ(∂β − sββA˜β), (E.14)
which is just the Laplace-Beltrami operator on the supermanifold with the substitution ∂α →
∂α−sααAα. Using (E.4) to write the Hamiltonian in terms of the original variables g and A yields
(5.59).
E.2 Radial Laplace-Beltrami operator
E.2.1 Spherical coordinates
We now derive the Laplace-Beltrami operator in spherical coordinates, where the matrix Q ∈ G/K
is parametrized as
Q = K−1ΛehK, (E.15)
Here, K ∈ K (i.e. [K,Λ] = 0) and h ∈ h with h a Cartan subalgebra of p, i.e., h is Abelian and
satisﬁes {h,Λ} = 0.
Given some coordinates yµ on the supermanifold, the metric is deﬁned via the relation
− 1
2γ
str dQdQ = sννdy
µgµνdy
ν . (E.16)
with sµν and γ deﬁned in (5.55) and (5.54), respectively. In the parametrization (E.15), dQ is
given by
dQ = K−1(Λehdh+ [Λeh, (dK)K−1])K. (E.17)
Here, we used the fact that h belongs to an Abelian subalgebra so [h, dh] = 0. Substituting (E.17)
in (E.16), we get
− str dQdQ = − str(Λehdh+ [Λeh, (dK)K−1])2. (E.18)
Expanding the square, we ﬁnd three contributions. The ﬁrst one can be simpliﬁed as
− str ΛehdhΛehdh = str(dh)2, (E.19)
where we used the fact that h anticommutes with Λ. The second term vanishes
− 2 str Λehdh[Λeh, (dK)K−1] = −2 str[Λehdh,Λeh](dK)K−1 = 0, (E.20)
Here, we used the relation strA[B,C] = str[A,B]C and the fact that K commutes with Λ. The
third term is given by
− str[Λeh, (dK)K−1]2 = −2 str eh(dK)K−1e−h(dK)K−1 + 2 str(dK)K−1(dK)K−1. (E.21)
This already shows that the metric has the form
g =
(
gh 0
0 gK
)
, (E.22)
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and thus its determinant factorizes sdet g = sdet gh sdet gK . Furthermore, it is clear from (E.19)
that the metric gh is ﬂat and we can choose orthonormal coordinates hi on h such that this part
of the metric is just unity and its determinant is one.
The last remaining part is to compute the determinant of gK . To do this, we express (∂µK)K−1
using local coordinates on the tangent space to K by introducing the vielbein matrices eaµ as
(dK)K−1 = dyµeaµXa. (E.23)
Here, eaµ contains the information about the complicated dependence of K on the coordinates,
while Xa are generators of the algebra k. We choose the generators in terms of the root vectors as
Xa =
1√
2
(Za + ΛZaΛ), (E.24)
with αa positive. Xa manifestly commutes with Λ and is therefore in k. The normalization of the
root vectors (Eq. D.7) together with their behavior under conjugation by Λ (Eq. D.6) lead to
ηab = strXaXb = strZaΛZbΛ = δαaαb
γαaδiaib , αa even,iaib , αa odd. . (E.25)
Note that in (E.23), the left hand side is a supermatrix (with the BF-structure (A.7)), while the
matrices Xa are regular matrices which implies that eaµ is also a supermatrix (so the element e
a
µ
is commuting when the indices a and µ both point to commuting or anticommuting variables and
anticommuting otherwise).
Substituting in (E.21) and comparing to (E.16), we ﬁnally get
gK,µν = −2γsνbeaµebνηab sinh2
αa(h)
2
, (E.26)
where we used the deﬁnition of the root vectors (D.1) to commute the term with eh through
the root vectors and used the normalization of the root vectors (E.25). The superdeterminant of
gK then factorizes into the square of the superdeterminant of eaµ and the superdeteminant of an
almost diagonal matrix with |mα| factors of sinh2 α(h)2 that contributes to the numerator of the
superdeteminant for even roots and the denominator for odd roots. This means that (up to an
irrelevant constant)
dQ = J(h)dh dK, J(h) =
∏
α∈R+
[
sinh
α(h)
2
]mα
, (E.27)
which leads to (8.10).
E.2.2 Horospheric (Iwasawa) coordinates
In horospheric coordinates, the matrix Q is parametrized as
Q = N−1ΛeaN, (E.28)
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where a is an element of a Cartan subalgebra and N ∈ N+, where N+ is the exponential of the
algebra of positive roots n+ =
∑
α∈R+ gα. Here, we use a diﬀerent letter than h to emphasize that,
for a given Q, the spherical radial part h is generally diﬀerent from the horospheric radial part a.
In this parametrization, dQ is given by
dQ = N−1(Λeada+ [Λea, (dN)N−1])N. (E.29)
Similar to the previous section, the metric can be written as a sum of three terms. The ﬁrst one is
− str ΛeadaΛeada = str(da)2. (E.30)
Here again we used the fact that a anticommutes with Λ. The second term is given by
− 2 str Λeada[Λea, (dN)N−1] = − str[Λeada,Λea](dN)N−1, (E.31)
which vanishes since the commutator belongs to the Cartan subalgebra h, while the term (∂νN)N−1
belongs to the algebra of positive roots n+ and the overlap between them is zero [see Eq. (D.8)].
The third term is given by
− str[Λea, (dN)N−1]2 = −2 str eaΛ(dN)N−1Λe−a(dN)N−1 + 2 str(dN)N−1(dN)N−1, (E.32)
which implies that the metric has the form
g =
(
ga 0
0 gN
)
. (E.33)
To proceed, we introduce the vielbein eiµ similar to the previous section and write (dN)N
−1 =
dyµebµZb, where b denotes a pair (α, i) with α being a positive root and Zb is just the corresponding
root vector. We can now evaluate the non-radial part of the metric given by (E.32). The second
term vanishes since the overlap of two positive roots is always zero, while the ﬁrst can be simpliﬁed
using (D.1) and (E.25) to give
gN,µν = −γsνcebµecνeαb(a)ηbc. (E.34)
The Jacobian of the parametrization can be easily obtained as
dQ = J(a)da dN, J(a) = eρ(a), ρ(a) =
1
2
∑
α∈R+
mαα(a). (E.35)
The vector ρ is simply given by half the sum of positive roots and it is known as the Weyl vector.
E.3 Form of the effective potential in spherical and horospheric
coordinates
E.3.1 Spherical coordinates
We are now going to show that in spherical coordinates and with the gauge choice
T = K−1eh/2K, (E.36)
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the Hamiltonian given by (8.99) satisﬁes (8.101) with its radial part given by (8.103).
First, let us write
A = dxµAµ. (E.37)
Using (E.36), we can simplify A as
A = m
2
strT−1ΛdT =
m
2
str Λ(dh/2 + eh/2[eh/2, (dK)K−1]). (E.38)
The components of the vector potential Aµ in the direction corresponding to radial variables h
vanish since Λ anticommutes with h thus str Λdh = 0. Using this knowledge, in addition to the
information that the metric in spherical coordinates splits into a radial part which is just unity
and an angular part [see Eq. (E.22)], we can simplify the action of the Hamiltonian operator on a
radial spherical function as
Hˆf(h) = −∆0f(h) + [AµgµνAν − ∂µ(gµνAν)]f(h). (E.39)
Here, ∆0 is the radial Laplace-Beltrami operator deﬁned in (8.10).
The next step is to show that the part in square brackets depends only on the radial variables h
and to ﬁnd its explicit form. We notice that it is equal to the action of the Hamiltonian on unity
(that we denote by V)
Hˆ1 = Aµg
µνAν − ∂µ(gµνAν) = V. (E.40)
Using the fact that the Hamiltonian (8.99) generates the time evolution governed by the action
S = −
∫ T
0
dt str
[
1
8γ
Q˙2 +
m
2
T−1ΛT˙
]
, (E.41)
we consider the inﬁnitesmal time evolution problem starting at unity ψ(Q, t = 0) = 1. We ﬁnd at
a later inﬁnitesimal time t = , the wave function to leading order in  is given by
ψ(Q, ) = (1 + Hˆ)ψ(Q, 0) = 1 + V (Q). (E.42)
Using the path integral representation, this can be expressed as
ψ(Q, ) =
∫
dQ0 e
−S[Q,Q0,]. (E.43)
We now use (E.36) to write the action (E.41) as
S = −
∫ 
0
dt str
[
1
8γ
h˙2 +
1
4γ
(ehK˙K−1e−hK˙K−1 − K˙K−1K˙K−1) + m
2
Λ(eh − 1)K˙K−1
]
.
(E.44)
The integration measure in (E.43) is given by
dQ0 = J(h0)dh0dK0. (E.45)
We now make the change of variables to the velocity variables v = h˙ and M = K˙K−1
h0 = h− v, K0 = K − MK. (E.46)
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The action (E.44) in terms of the velocity variables is
S = − str
[
1
8γ
v2 +
1
4γ
(ehMe−hM −M2) + m
2
Λ(eh − 1)M
]
. (E.47)
To perform the integrals over v and M , we observe that v belongs to the Cartan subalgebra h
and it can be expanded in terms of any orthonormal basis vi satisfying
str vivj = 4γδij , (E.48)
while M belongs to the even subalgebra k so it can be expanded in terms of the generators Xa
deﬁned in (E.24) as
M =
∑
a
xaXa =
1√
2
∑
a
xa(Za + ΛZaΛ). (E.49)
Using the deﬁning relation for the roots (D.1), we can simplify the action (E.47) to
S = −
[
1
2
viv
i +
1
2γ
ηab x
axb sinh2
αa(h)
2
+
√
2m sinh2
αa(h)
4
xa str ΛZa
]
. (E.50)
The Gaussian integral over vi and xa can now be performed to give
ψ(Q, ) = J(h)
∫
dvidxae
− 
2
viv
i− 
2γ
ηab x
axb sinh2
αa(h)
2
×
[
1 + 22m2 sinh2
αa(h)
4
sinh2
αb(h)
4
xbxa str ΛZa str ΛZb
]
= 1 + γ
m2
4
tanh2
αa(h)
4
ηab str ΛZa str ΛZb. (E.51)
Comparing with (E.42), we ﬁnd that the eﬀective potential V (Q) is given by
V (Q) = γ
m2
4
tanh2
αa(h)
4
ηab str ΛZa str ΛZb, (E.52)
which depends only on the radial part h of Q.
As a check, we now reproduce the form of the potential for class A, Eq. (7.1), using Eq. (E.52).
The minimal model for class A has two even and two odd roots (Eq. (8.110)). The odd roots
satisfy str ΛZα = 0 and thus do not contribute to the potential in (E.52). The even roots are one
bosonic root 2θB with str ΛZ = 1 and γ = +1, thus contributing m
2
4 tanh
2 θB
2 to the potential
and one fermionic root 2iθF with str ΛZ = −1 and γ = −1, thus contributing m24 tan2 θF2 to the
potential and leading to (7.1).
E.3.2 Horospheric coordinates
We now show that in horospheric (Iwasawa) coordinates and with the gauge choice
T = ea/2N, (E.53)
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the Hamiltonian (8.99) is N -radial (acting on functions that only depend on a gives a funciton
that only depend on a) and has the form (8.14) plus a constant potential.
The derivation goes very similar to the case of spherical coordinates. We start with writing
A = m
2
strT−1ΛdT =
m
2
str Λ(da/2 + eadNN−1), (E.54)
which implies that the components of the vector potential Aµ in the direction corresponding to
radial variables a vanish. It follows that the action of the Hamiltonian operator on a radial function
is
Hˆf(a) = −∆0f(a) + V f(a), (E.55)
where ∆0 is the N -radial Laplace-Beltrami operator. The potential is obtained using the inﬁnites-
imal time evolution, Eq. (E.43), with the action
S = −
∫ 
0
dt str
[
1
8γ
h˙2 +
1
4γ
(ehΛN˙N−1Λe−hN˙N−1 − N˙N−1N˙N−1) + m
2
ΛeaN˙N−1
]
. (E.56)
We introduce again the velocity variables v = a˙ and M = K˙K−1
a0 = a− v, K0 = K − MK. (E.57)
v can be expanded in an orthonormal basis of the Cartan subalgebra and M can be expanded in
terms of positive roots
M =
∑
αa>0
xaZa, (E.58)
leading to
S = −
[
1
2
viv
i +
1
4γ
ηab x
axbe−αa(h) +
m
2
e−αa(h)/2xa str ΛZa
]
. (E.59)
The Gaussian integral over vi and xa can be done now to give
ψ(Q, ) = 1 + γ
m2
2
ηab str ΛZa str ΛZb, (E.60)
leading to the eﬀective potential
V = γ
m2
2
ηab str ΛZa str ΛZb, (E.61)
which is a constant independent of any coordinates.
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In this Appendix, we show that the Plancherel measure given by (8.58) and (8.60) leads to the
proper normalization for the eigenfunctions of the Laplace-Beltrami opeator for class AI given by
(8.56) and (8.59).
The eigenfunctions of the Laplace-Belrami operator for class AI are given by (8.56) and (8.59).
The complete set of the eigenfunctions allows us to construct the expansion of unity (8.26). This
is achieved with the help of the Plancherel measure on the symmetric superspace,
δ(Q,Λ) = 1 +
∞∑
k=0
∫ ∞
0
dk1 dk2 tanh(pik1) tanh(pik2) µ˜k,k1,k2 Ψk,k1,k2(λF , λ1, λ2), (F.1)
µ˜k,k1,k2 =
8k(k + 1)(2l + 1)k1k2[
(k + 1)2 + (k1 + k2)2
][
(k + 1)2 + (k1 − k2)2
][
k2 + (k1 + k2)2
][
k2 + (k1 − k2)2
] .
(F.2)
Here, we have deﬁned the variables
k =
l − 1
2
, k1,2 =
r1,2
2
, (F.3)
and deﬁned the modiﬁed Plancherel measure µ˜ by extracting the factor with tanh(pik1) tanh(pik2).
The value k = 0 corresponds to the special subsidiary series of the eigenfunctions. It should be
understood as the limit k → +0 that yields
µ˜+0,k1,k2 =
piδ(k1 − k2)
2
(
1 + 4k21
) . (F.4)
Although we are not aware of any direct derivation of Eq. (F.2) in the superspace, we can
check the validity of the expansion (F.1) by the following explicit calculation. First, we recast the
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eigenfunction in the form involving only simple (not associated) Legendre functions:
Ψ = TˆPk(λF )P−1/2+ik1(λ1)P−1/2+ik2(λ2), (F.5)
Tˆ =
[
K2 + (K1 +K2)
2
][
K2 + (K1 −K2)2
]
K2
(λ2F + λ
2
1 + λ
2
2 − 2λFλ1λ2 − 1)
∂
∂λF
+ 2
[
K2 +K21 −K22
]
K2
(λ1 − λFλ2)(λ21 − 1)
∂2
∂λF ∂λ1
+ 2
[
K2 −K21 +K22
]
K2
(λ2 − λFλ1)(λ22 − 1)
∂2
∂λF ∂λ2
+ 2
[
K2 +K21 +K
2
2
]
(λF − λ1λ2) + 4(λ21 − 1)(λ22 − 1)
∂2
∂λ1 ∂λ2
,
(F.6)
where we used the notation
K2 = k(k + 1), K21,2 = k
2
1,2 +
1
4
. (F.7)
Second, we use the Mehler-Dirichlet integral representation for the Legendre functions:
Pl(λF ) =
1√
2pi
θF∫
−θF
dt ei(l+1/2)t√
cos t− λF
, −1 < λF = cos θF < 1, (F.8)
P−1/2+ik(λ1,2) =
√
2
pi
coth(pik1,2)
∞∫
θ1,2
dt sin(k1,2t1,2)√
cosh t1,2 − λ1,2
, λ1,2 = cosh θ1,2 > 1. (F.9)
Since the Plancherel measure (F.2) is odd under k1,2 7→ −k1,2, we can replace sin(k1,2t) 7→
(−i/2)eik1,2t in the integrand of Eq. (F.9) and integrate k1,2 in Eq. (F.1) over the whole real
axis. The coth(pik1,2) term in Eq. (F.9) cancels the tanh(pik1,2) factors in Eq. (F.1). Hence the
k1,2 integrals can be calculated by completing the integration contour in the complex plane and
taking the residues of the measure. The resulting expression is a simple geometric series in k that
can be readily summed up.
Selection of the poles depends on the diﬀerence t1 − t2,
∞∑
k=0
∫ ∞
−∞
dk1 dk2 µ˜k,k1,k2 e
i(k+1/2)t+ik1t1+ik2t2 Tˆ =

Pˆ>, t1 > t2,
Pˆ=, t1 = t2,
Pˆ<, t1 < t2.
(F.10)
Since t1 > 0, we complete the integration contour over k1 in the upper complex half-plane.
There are in total four residues in this region: k1 = ±k2 + ik and k1 = ±k2 + ik + i. The
subsidiary series of eigenstates is included automatically since we also take the poles at ±k2 + ik
with k = +0. After k1 is integrated out, we obtain an expression ∼ eik2(t2±t1) that does not decay
in the limit k2 → ∞. This means that the k2 integral, apart from residues in the k2 complex
plane, yields a term ∼ δ(t1 − t2). [Note that t1,2 > 0 hence a possible δ(t1 + t2) contribution is
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ineﬀective.] Subsequent summation over k yields the P= term:
Pˆ= = 4pi
2iδ(t1 − t2)
∞∑
k=0
lim
k2→∞
eik2(t1−t2)
[
res
k1=−k2+ik
+ res
k1=−k2+ik+i
]
µ˜k,k1,k2 e
i(k+1/2)t+ik1t1+ik2t2 Tˆ
= −pi2δ(t1 − t2)
[
cosh(t1/2)
sinh[(t1 − it)/2](λ
2
F + λ
2
1 + λ
2
2 − 2λFλ1λ2 − 1)
∂
∂λF
+
sinh(t1 − it/2)
2 sinh2[(t1 − it)/2]
(λF − λ1λ2)
]
. (F.11)
The relevant residues in k2 integral depend on the sign of t1 − t2. In the case t1 > t2, we have
Pˆ> = −4pi2
∞∑
k=0
[
res
k2=i/2
res
k1=k2+ik
− res
k2=−i/2
res
k1=−k2+ik
]
µ˜k,k1,k2 e
i(k+1/2)t+ik1t1+ik2t2 Tˆ
= − pi
2 sinh(t2/2)
sinh[(t1 − it)/2]
[
(λ21 − 1)
∂
∂λ1
+ (λ2 − λFλ1) ∂
∂λF
]
(λ22 − 1)
∂
∂λ2
. (F.12)
For the opposite case, t1 < t2, the result is the same up to interchanging the indices 1↔ 2,
Pˆ< = −4pi2
∞∑
k=0
[
res
k1=i/2
res
k2=k1+ik
− res
k1=−i/2
res
k2=−k1+ik
]
µ˜k,k1,k2 e
i(k+1/2)t+ik1t1+ik2t2 Tˆ
= − pi
2 sinh(t1/2)
sinh[(t2 − it)/2]
[
(λ22 − 1)
∂
∂λ2
+ (λ1 − λFλ2) ∂
∂λF
]
(λ21 − 1)
∂
∂λ1
. (F.13)
Now we can perform the integration over t ∈ [−θF , θF ] in all three terms as well as t2 ∈ [θ2, t1]
integral with the Pˆ> term and t1 ∈ [θ1, t2] integral with the Pˆ< term. For the latter integrals we
will use the fact that the operator Pˆ> (Pˆ<) has a factor ∂/∂λ2 (∂/∂λ1). All the t integrals reduce
to the following elementary identities:
θ∫
−θ
dt
sinh[(t1,2 − it)/2]
√
cos t− λF
=
2pi√
cosh t1,2 − λF
, (F.14)
θ∫
−θ
dt sinh(t1 − it/2)
sinh2[(t1 − it)/2]
√
cos t− λF
=
∂
∂λF
4pi(λF − 1) cosh(t1/2)√
cosh t1 − λF
, (F.15)
∂
∂λ1,2
t2,1∫
θ1,2
dt1,2 sinh(t1,2/2)√
cosh t1,2 − λ1,2
= − cosh(t2,1/2)
(λ1,2 + 1)
√
cosh t2,1 − λ1,2
. (F.16)
As a result, only single integral remains in the expression (F.1). We add up all the contributions
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and denote the integration variable by T :
∞∑
k=0
∫ ∞
0
dk1 dk2 tanh(pik1) tanh(pik2)µ˜k,k1,k2 Ψ
= Oˆ
∞∫
max{θ1,θ2}
dT cosh(T/2)√
2(coshT − λF )(coshT − λ1)(coshT − λ2)
, (F.17)
Oˆ = −(λ1 − 1)(λ2 − 1)
[
(λ1 + 1)
∂
∂λ1
+ (λ2 + 1)
∂
∂λ2
]
− (λF − 1)(λ1 + λ2 − 2λF + λ1λ2 − 1) ∂
∂λF
− λ1λ2 + λF . (F.18)
The expression in the right-hand side of Eq. (F.17) is an elliptic integral of the ﬁrst kind. For
deﬁniteness, we assume θ1 > θ2 and bring the integral to the standard form in terms of the new
integration variable φ:
coshT = 1 +
(1− λF )(λ1 − 1)
1− λF − (λ1 − λ) sin2 φ
, (F.19)
I =
∞∫
θ1
dT cosh(T/2)√
2(coshT − λF )(coshT − λ1)(coshT − λ2)
=
1
(1− λF )(λ1 − λ2)
arcsin
√
1−λF
λ1−λF∫
0
dφ√
1 + (λ2−1)(λ1−λF )(1−λF )(λ1−λ2) sin
2 φ
. (F.20)
The elliptic integral has a nontrivial dependence only on two parameters: modulus (coeﬃcient in
front of sin2 φ) and argument (upper integration limit). Thus the following ﬁrst order operator
annihilates it:
Oˆ0 = (λ1 − 1) ∂
∂λ1
+ (λ2 − 1) ∂
∂λ2
+ (λF − 1) ∂
∂λF
+ 1, Oˆ0I = 0. (F.21)
Another identity involves the derivative in the upper integration limit, that converts the elliptic
integral into an elementary function. For the integral (F.20), this leads to
Oˆ1 = −2(λ1−1)2 ∂
∂λ1
−2(λ2−1)2 ∂
∂λ2
−2(λF −1)2 ∂
∂λF
+ 3−λ1−λ2−λF , Oˆ1I = 1. (F.22)
Now we observe that the operator Oˆ from Eq. (F.18) can be represented as
Oˆ = −(λ1 + λ2 + λ1λ2 − 3)Oˆ0 − Oˆ1. (F.23)
Hence we ﬁnally obtain
∞∑
k=0
∫ ∞
0
dk1 dk2 tanh(pik1) tanh(pik2)µ˜k,k1,k2 Ψ = −1. (F.24)
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This identity holds for all points of the manifold except for the north pole λF = λ1 = λ2 = 1
and shows that δ(Q,Λ) from Eq. (F.1) indeed vanishes almost everywhere. At the north pole, all
the eigenfunctions Ψ vanish except for the special eigenfunction Ψ0 = 1. Hence δ(Λ,Λ) = 1 as it
should be. This completes the proof of the identity (F.1).
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G Appendix GFierz identities for Wigner-Dysonclasses
In this Appendix, we derive the explicit forms of the Fierz identities for the Wigner-Dyson classes.
These identities are used in Chapter 9 to show that the integral representation (9.26) is a zero
mode of the transfer matrix Hamiltonian at ﬁnite frequency.
The Fierz identities allow us to write expressions which has the form of a sum over generators
of a Lie (super) algebra in terms of (super)traces of operators. Our starting point will be the Lie
superalgebra of U(n, n|2n). An arbitrary element A in this superalgebra can be written in terms of
16n2 generators of the algebra tµ as A = aµtµ with µ summed from 1 to 2n, with a1,...,n commuting
variables and an+1,...,2n anticommuting variables. The generators tµ will be represented as regular
matrices (rather than supermatrices) satisfying
ktµk =
tµ : µ = 1, . . . , n,−tµ : µ = n+ 1, . . . , 2n, (G.1)
with k the BF-structure matrix deﬁned in Appendix A.
Now consider a matrix representation of this superalgebra with the generators given by m×m
matrices (tµ)ij and deﬁne the following operator
Mij,kl = η
µν(ktµ)ij(ktν)kl. (G.2)
Here, ηµν is the inverse of the metric on the algebra deﬁned as ηµν = str tµtν . The action of the
operator (G.2) on an arbitrary element Aij = aµ(tµ)ij is given by
Mij,klAlk = a
σηµν(ktµ)ij str tµtσ = a
µ(ktµ)ij . (G.3)
As a result Mij,kl is given by
Mij,kl = δkjkil. (G.4)
This can be used to show that
ηµν str tµA str tνB = Mij,klAjiBlk = strAB, (G.5a)
ηµν str tµAtνB = Mij,kl(Ak)jkBli = strA strB. (G.5b)
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Using (G.5), we can derive a similar relation for the generators of the tangent space in any
symmetric superspace by applying some additional constraints. For class A, the sigma model
manifold is U(n, n|2n)/U(n|n)×U(n|n). This means that the generators of the tangent space are
the generators of the algebra of U(n, n|2n) which anticommute with some matrix Λ with Λ2 = 1
and tr Λ = str Λ = 0. Using the condition ΛtµΛ = −tµ together with (G.5), we get the following
identities for class A
ηµν str tµA str tνB =
1
2
(strAB − str ΛAΛB), (G.6a)
ηµν str tµAtνB =
1
2
(strA strB − str ΛA str ΛB). (G.6b)
The corresponding identities for classes AI and AII can be easily obtained from (G.6) by impos-
ing the additional condition that the generators are odd under charge conjugation t¯µ = CT tTµC =
−tµ leading to
ηµν str tµA str tνB =
1
4
(strAB − str ΛAΛB − strAB¯ + str ΛAΛB¯), (G.7a)
ηµν str tµAtνB =
1
4
(strA strB − str ΛA str ΛB − strC2A¯B + strC2Λ¯A¯ΛB). (G.7b)
The corresponding identities for the remaining classes can be derived analogously. For the analysis
of chapter 9, however, we only need the identities for the Wigner-Dyson classes, Eqs. (G.6) and
(G.7).
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