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ABSTRACT

Topological superconductors (TSCs) in which superconductivity and topological properties are
combined are characterized by topologically protected gapless states in the superconducting gaps.
Realized in the gapless states of TSCs, Majorana fermions, which are particles and their own antiparticles, have crucial importance in quantum computation and spintronic device applications
because of the exotic nature. Despite extensive study for the confirmation of TSCs, the observation of Majorana fermions in bulk superconductors has not been settled yet. Recently, the binary
stannide semimetal CaSn3 with a cubic structure has been proposed to be a promising candidate
for realizing topological superconductivity. In this dissertation, to clarify whether CaSn3 is a TSC
or not, we investigated the superconducting and normal states of CaSn3 , based on two criteria proposed by Fu and Berg. In a detailed study of the superconducting state of CaSn3 , we find that
the anisotropy of the upper critical field shows two-fold symmetry about a C4 axis which can be
ascribed to an unconventional pairing state associated with nematic superconductivity. Besides the
anisotropy, the temperature dependence of upper critical fields strongly deviates from that of the
conventional depairing field described by Werthamer-Helfand-Hohenberg theory, consistent with
odd-parity pairing. The possible odd-parity nematic superconducting state in CaSn3 , together with
a fully-gapped state suggested by Muon spin rotation measurements, meets one of the proposed
prerequisites for topological superconductivity. We also present a detailed study of de Haas van
Alphen quantum oscillations in a single crystal of CaSn3 with torque magnetometry. In conjunction
with density functional theory-based calculations, the observed quantum oscillation frequencies indicate that the Fermi surfaces of CaSn3 enclose an odd number of time-reversal-invariant momenta,
satisfying one of the other proposed criteria to realize topological superconductivity. Our findings
will provide a new insight to identify topological superconductivity in quantum materials.
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CHAPTER 1: INTRODUCTION

Superconductivity, discovered by Heike Kamerlingh Onnes in 1911, has provided one of the most
fascinating and intriguing research areas in the field of condensed matter physics. A superconductor has zero electrical resistance, and it completely expels magnetic flux from the bulk (perfect
diamagnetism) below a superconducting transition temperature. In a conventional superconductor,
superconductivity is understood as a condensate of electron pairs, known as Cooper pairs, which
form due to an attractive interaction among electrons. A conventional superconductor can be explained by the Bardeen Cooper Schrieffer (BCS) theory [1, 2]. However, many superconducting
materials cannot be explained by the BCS theory, known as unconventional superconductors. Although there is no rigorous theory to explain unconventional superconductivity, discovery of these
classes of materials leads to the observation of novel quantum phenomena such as enhanced critical temperatures.
The word topology comes from mathematics, which is used to correlate shapes. Two shapes will
be part of an equivalent class if the continuous deformation of one leads to another and vice versa.
Likewise, if two quantum mechanical wavefunctions are adiabatically connected, they can be defined as topologically indistinguishable. A quantum state is considered topologically trivial in the
case of adiabatically connected wavefunctions up to the atomic limit. On the other hand, a state
can be defined as non-trivial, i.e., topological, if the wavefunction is adiabatically distinct from the
atomic limit [3]. The materials which consist of such topological states in their bulk can be defined
as topological materials [4]. The quantum Hall system is the first quantum mechanical system that
has been identified as topological [5]. The topological states of matter include a large number of
materials have extensively been identified after the discovery of topological insulators (TIs) [6–
16]. After that, the progress in recognizing the topological states of matter has been outstanding,
leading to the identification of new topological materials such as Weyl semimetals (WSMs) and
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Dirac semimetals (DSMs). For instance, in TIs, conduction bands remain conduction bands, s-like
states, and p-like states are inverted, induced by strong spin-orbit coupling, which gives metallic surface states, leading to a TI. The surface states of TIs are gapless, showing spin-momentum
locking energy dispersions [17]. WSMs are 3D materials that allow bulk gapless excitations. The
gapless nodes appear due to 2-fold bands touch in the close vicinity of the Fermi level. To realize
WSMs, broken time-reversal or inversion symmetry is required [3]. DSMs are 3D semimetals or
metals which allow spin-degenerate gapless bulk nodes. The gapless nodes appear due to 4-fold
degenerate bands touch close to the Fermi level.
Besides these topological materials, topological superconductors (TSCs), a new class of topological materials that are superconductors and adiabatically distinct from the Bose-Einstein condensate of Cooper pairs, have attracted great interest because of the unique properties [2]. Extensive
research has conducted on topological classification of superconductors [18, 19], including ReadGreen, and Kitaev works discussing non-trivial superconductivity in a 2D model and 1D model
respectively [20, 21]. The most important fact of these two models is that they are both based
on spinless, time-reversal breaking p-wave pairing for the superconducting states. This p-wave
pairing is responsible for non-Abelian Majorana zero mode in the vortex core in the 2D case or at
the edge in the 1D case. On the other hand, Sato has suggested a 2D model recognize a similar
non-Abelian Majorana zero mode even in the case of s-wave pairing [22]. All of these models play
an essential role in understanding the topologically-protected quantum systems. Cooper pairs collapse in the vicinity of a vortex core or a boundary, forming spatially-localized in-gap bound states,
defined as Andreev bound states. These states can be a gapless mode or zero-energy states [23].
The zero-energy states highly affect the transport properties through the edge [24]. The existence
of gapless boundary states is a characteristic property of TSCs. Usually, unconventional superconductors host few nodes in the bulk superconducting gap, defined as symmetry-imposed nodes
[3]. A time-reversal breaking topological superconductor (TRBTSC) can host point nodes, defining Weyl superconductors [25]. By contrast, conventional s-wave spin-singlet superconductors are
2

not topological because those superconductors show a smooth crossover from the weak-coupling
BCS limit to the strong-coupling Bose-Einstein condensation (BEC) limit without undergoing a
gap-closing phase transition [4]. The existence of unconventional pairing symmetry is one of the
crucial conditions to be a TSC. Majorana fermions are heavily bonded with gapless boundary
states in TSCs [26–28]. They obey the Dirac equation, and their excitations should be their own
antiparticles. Due to the existence of gapless boundary states, which obeys the Dirac equation and
particle-hole symmetry, the excitations of electrons and holes are indistinguishable and act like
Majorana fermions in TSCs.
According to a theory proposed by Fu and Berg [29], a time-reversal-invariant centrosymmetric
superconductor is a topological superconductor if it possesses the following properties: (1) oddparity pairing symmetry with a full superconducting gap and (2) an odd number of time-reversalinvariant momenta (TRIM) in the Brillouin zone, enclosed by its Fermi surfaces. Therefore, the
identification of superconducting pairing states and nailing down the Fermiology of the normal
states are crucial prerequisites in search of TSCs.
The binary stannide superconductor CaSn3 is suggested to be a promising candidate for understanding topological superconductivity, as it is predicted to be a topologically non-trivial semimetal
[30]. The non-trivial electronic band structure harbors topological nodal lines in the absence of
spin-orbit coupling (SOC). Upon turning on SOC, the nodal lines evolve into topological point
nodes [30]. In this dissertation, we studied superconducting and normal states of CaSn3 , to clarify
whether CaSn3 is a TSC or not via upper critical field, Muon spin rotation, and torque magnetometry measurements.

3

CHAPTER 2: THEORETICAL ASPECTS

2.1

Conventional superconductivity

2.1.1

BCS theory

The BCS theory of superconductivity was first developed in 1957 [1, 2]. It has provided a microscopic understanding of a macroscopic phenomenon where the interaction of uncountable electrons
is central. In a superconductor, pair of electrons form Cooper pairs. The formation of Cooper pair
is possible if electrons are attracted to each other by some potential. Pairs have a total momentum
equal to zero: one electron is in state k while the other is in -k. Cooper pairs are spin singlets. The
attractive potential Vkl is isotropic. Cooper pairs are condensed into a single state and are phase
coherent. The size of the Cooper pairs known as the BCS coherence length is defined as follows

ξBCS = ξ0 = α

~vF
kB Tc

(2.1)

where α = 0.15, vF is the Fermi velocity and Tc is the superconducting transition temperature.
Generally, the Cooper pair size is much larger than the distance between the two electrons. Now the
question in point is the source of the attractive potential. Indeed, in a vacuum, electrons will always
strongly repel each other due to the Coulomb force. In a material though, many other conditions
need to consider such as quanta of lattice vibrations (phonons). It appears that electrons can be
attracted to one another via an interaction with a phonon. A negatively charged electron creates a
displacement of the positively charged lattice, which is attracted to it. This interaction leads to a
region of net positive charge with respect to the rest of the lattice. This positively charged region
attracts another negatively charged electron. Effectively, the two electrons are attracted each other
and formed a Cooper pair via a retarded interaction with the lattice. In this way, a large number
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of Cooper pairs are formed. The notable achievement of the BCS theory was to figure out the
macroscopic wavefunction of the system of electrons. The wavefunction can be written as follows
within the framework of second quantization

|ΨBCS i =

Y

(uk + vk c∗k† c∗−k† ) |0i

(2.2)

all k

where uk and vk are coherence factors, c∗k† is the creation operator for a state of momentum k and
spin up, c∗−k† is the destruction operator for a state of momentum -k and spin down. |0i is the
vacuum state. The magnitude of the coherence factors are related by | uk |2 + | vk |2 = 1. The
probability of finding the Cooper pair state occupied is | vk |2 and empty is 1 - | vk |2 . These
parameters characterize the superconducting state.
The binding energy of electrons in a Cooper pair is Eg = 2∆, where ∆ is known as the energy
gap. Transition to the superconducting phase can only take place below Tc . The energy gap can be
expressed as
X
∆k = − Vkl ul vl

(2.3)

l

where Vkl is the attractive potential between two electrons. It can be expressed as

Vkl =




−V

if | k | and | l |≤ ~ωc



0

otherwise

(2.4)

The noticeable properties from the above relation are isotropic potential with no momentum dependence and sharp cutoff energy. Using euation 2.4 and 2.3 one can find the superconducting gap
at zero temperature as

∆BCS (T = 0) = 1.76kB Tc
5

(2.5)

The superconducting gap plays a vital role in explaining many physical properties of superconductors.

2.1.2

Types of superconductivity

Figure 2.1: The H-T phase diagram of superconductors

One of the prominent features of a superconductor is perfect diamagnetism. By observing the
nature of perfect diamagnetism, a superconductor can be classified into two types: Type I and
Type II. The magnetic field inside Type I superconductor is equal to zero. The magnetic field
can penetrate in Type II superconductor in the form of vortices [31]. Fig.2.1 shows the generic
phase diagram of superconductors. For a Type I superconductor, if the applied magnetic field H
< Hc (thermodynamic critical field), we observed perfect diamagnetism. For a Type II superconductor, if the applied magnetic field Hc1 (lower critical field) < H < Hc2 (upper critical field), the
magnetic field does penetrate in the form of vortices. Beyond Hc2 , the normal state of the system
is observed.
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2.1.3

Length scales of superconductivity

A Type II superconductor is classified as having κ >

√1 ,
2

where κ > λξ , λ is Ginzburg-Landau(GL)

penetration depth and ξ is GL coherence length. λ describes the spatial variation of the magnetic
field in a superconductor and can be expressed as

λ2 =

m
4µ0 e∗2 | ψ0 |2

(2.6)

ξ is the characteristic length over which the order parameter varries. Using GL equation it can be
expressed as

ξ 2 (T ) =

~2
2m∗ | α(T ) |

(2.7)

This quantity is very difficult to measure directly. It is usually measured in terms of Hc2 , the
relation is as follows

ξ 2 (T ) =

Φ0
2πHc2 (T )

(2.8)

where Φ0 is the flux quantum.
The GL penetration depth and coherence length can be measured by µSR measurement.

2.2

Unconventional superconductivity

Conventional and unconventional superconductors can be identified by counting the broken symmetry groups in the crystal’s full symmetry group. The full symmetry group of the crystal consists
of gauge group U (1), crystal point group G, spin point group SU (2), and time-reversal symmetry
group T [32]. In the case of conventional superconductors, only the U (1) symmetry is broken.
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For an unconventional superconductor, the U (1) symmetry with one other symmetry from the full
symmetry group is broken.
Now, I will review the basic assumptions of conventional superconductivity theories and point out
what modifications may occur to explain unconventional superconductivity using those.

2.2.1

Non s-wave superconducting gap

The attractive interaction between electrons in a Cooper pair in a conventional superconductor is
isotropic, which leads to an isotropic s-wave superconducting gap. If an electron-phonon mechanism mediates the attractive interaction, the symmetry must be this kind. Besides that, the superconducting gap represents the order parameter of the superconducting state, and symmetry defines
its nature. Non s-wave superconducting gap is one of the characteristic features of unconventional
superconductors. Here, gaps of lower symmetry and band-dependent gaps will be discussed.
In the case of spin-singlet superconductivity, the gap function symmetry must be even to obey the
Fermi-Dirac statistics. In a conventional superconductor, the even symmetry is s. The symmetry
of the gap in high Tc superconductors was claimed to be dx2 −y2 [33]. Other symmetry groups have
been proposed for other systems [34]. The important features of these symmetry groups are the
topological nodes that are associated with them. There are two main types of topological nodes:
line and point nodes, where the gap function will be zero in some parts of the Fermi surface.
Multi band superconductivity where the superconducting gap has a significantly different value on
different Fermi surface bands. When two bands of distinct character are responsible for two sets of
Fermi surfaces, it is possible that superconductivity arises from one band and is induced in another.
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2.2.2

Non spin-singlet superconductivity

According to BCS theory, the Cooper pair is formed in a spin-singlet state since its the lowest
energy state due to zero total angular momentum. However, it has been proposed that superconductors exhibit spin-triplet superconductivity. One of the possible scenarios for this case is an odd
superconducting gap where symmetry is p-wave.

2.2.3

Non electron phonon mechanism

Superconductivity could arise from a mechanism not mediated by phonons. In the case of superfluid 3 He, spin fluctuations are considered to be the attractive potential for forming pairs [35]. If the
gap function of a superconductor is observed to have topological nodes, it is most often ascribed
that the pairing is non-phononic.

Figure 2.2: Schematic of various known superconductivity and gap/spin nematic superconductivity, for the case of a tetragonal-lattice system [36].

9

2.2.4

Gap functions

ˆ must be an even function of k [37].
In the case of singlet pairing, the effective pairing potential ∆
ˆ
Hence ∆(k)
is an antisymmetric matrix, which can be expressed by a single even function ψ(k),




ψ(k)
 0
ˆ
∆(k)
= iσ̂y ψ(k) = 

−ψ(k)
0

(2.9)

ˆ
In contrast, triplet pairing demands odd k dependence. Therefore ∆(k)
is a symmetric matrix,
which can be expressed by an odd vectorial function d(k) [38],


dz (k)
−dx (k) + idy (k)

ˆ
∆(k)
= i(d(k).σ̂)σ̂y = 

dz(k)
dx (k) + idy (k)

(2.10)

where σ̂ indicates the Pauli matrices.
ˆ
The characteristic of ∆(k)
under transformation by the full symmetry group is settled by the timereversal symmetry group T invariance condition. Any component g of the crystal point group G
operates only on the k vector,
ˆ
ˆ D̂(−) (g)(k)
g ∆(k)
= ∆(
(G)

(2.11)

(−)

where D̂(G) (g) is the three-dimensional representation of G in k space.
In the case of spin point group SU (2),
τ
ˆ
ˆ
g ∆(k)
= D̂(S)
(g)∆(k)
D̂(S) (g)

(2.12)

where D̂τ denotes the transposition of matrix D̂ and D̂(S) is the representation of SU (2) in the spin
space.
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In the presence of a strong spin-orbit coupling, crystal point group transformation of k and the
spin transformations must be treated concurrently [37]. The spins need to be treated as fixed
in the lattice. Hence the spin point group is merged into crystal point group G. Therefore the
transformation properties of the triplet states can be written as
(+)

(−)

gd(k) = D̂(G) (g)d(D̂(G) (g)k)

(2.13)

(±)

where D̂(G) (g) is the representation in three-dimensional space with positive (spin-space) or negative (k-space) inversion operation, respectively.

2.3

de Haas van Alphen (dHvA) effect

Quantum oscillations are utilized to reveal Fermi surface geometry and explore the electronic properties of quantum materials. Quantum oscillations in magnetization are known as the de Haas van
Alphen (dHvA) effect. It arises from the quantization of the orbitals of charge carriers into Landau
levels leading to the oscillation of the density of states at the chemical potential. An applied magnetic field will quantize the electrons’ movement or other charge carriers in the plane normal to the
applied field. These quantized orbitals are specified as Landau levels. For a free electron, solving
the Schrödinger equation in a uniform magnetic field generates the following energy levels
2
1
~2 kH
Eν (kH ) = (ν + )~ωc +
2
2m0

(2.14)

where ν is the quantized orbital of the electron, ωc is the cyclotron frequency for a free electron,
m0 is the free electron mass, and kH is the component of the electron momentum parallel to the
external field, H . For a free electron, the orbitals quantized by ν are the Landau levels.
Implementing the correspondence principle, the energy difference between two Landau levels
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should be 2~ωc , where ωc is the classical cyclotron frequency given by

ωc =

eB
m∗

(2.15)

where m∗ is the cyclotron effective mass, which can be obtained from the semiclassical orbit of a
carrier in a uniform magnetic field [39] to be

m∗ (E, kz ) =

~2 ∂A(E, kz )
2π
∂E

(2.16)

In this equation, A(E, kz ) is the k-space area enclosed by an orbital of energy E. For a free electron,
m∗ = me , and for metal with isotropic effective mass, m∗ is the effective mass of the carriers.
The density of states from the Landau levels is a delta function at each Landau level since all
other energies are forbidden. Nevertheless, the carrier momentum parallel to the external magnetic
field is not quantized. This gives a one-dimensional density of states, which is proportional to
E 1/2 , at each Landau level. As a result, the density of states for a metal in an external magnetic
field appears like fig.2.3 where the energy of the ν th Landau level is given by Eν = ~ωc (ν + 21 )
as is the case for a free electron. As ωc ∝ B, the energy distance between the Landau levels
escalates as the magnetic field escalates. Hence, the peaks in the density of states will sweep
across the chemical potential, µ, as the magnetic field escalates. Therefore the density of states
at the chemical potential will oscillate as the chemical potential corresponds with the peaks and
troughs in the density of states. At low temperatures, the chemical potential is approximately
equal to the Fermi energy. Outlining the available energies in k-space will generate Landau tubes.
Fig.2.4 shows how an external field quantizes k-space into tubes of allowed states. Fig.2.4(a)
reveals Landau tubes for a spherical Fermi surface and Fig.2.4(b) for an ellipsoidal Fermi surface
with H pointing in an arbitrary direction. In both panels, the dashed line reveals the Fermi surface.
Only states within this line are occupied at zero temperature. Fig.2.5 reveals a Landau tube as it
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Figure 2.3: Density of states of a 3D metal in an applied magnetic field taken from ref. [39]. The
x-axis gives the energy of each Landau level where the energy of the ν th Landau levels are given
by Eν = ~ωc (ν + 21 ).

crosses a surface of constant energy, E . As the field, B , escalates, the tube broadens outward.
The number of orbits between the constant energy surfaces E and E + dE is maximized when an
extremal cross-section of the constant energy surface, E , corresponds to the cross-section of the
Landau tube perpendicular to B . Therefore, for the constant energy surface at E = EF (µ = EF
at zero temperature), the density of states at the Fermi level is maximized when the Landau tube
crosses an extremal cross-section of the Fermi surface. To figure out when this occurs, initially, we
must find the area of the cross-section of the Landau tube perpendicular to the magnetic field. This
quantity can be determined with the following argument. As mentioned above, the energy between
two successive energy levels is given by

E(ν + 1) − E(ν) = ∆E = ~ωc =

13

~eB
m∗

(2.17)

Figure 2.4: Landau tubes in k-space take from ref. [40] with (a) a spherical Fermi surface and (b)
and ellipsoidal Fermi surface. The direction of the external field, H , is indicated.

Figure 2.5: Landau tube crossing an constant energy surface in k-space, taken from ref. [39]. (a)
Landau tube with magnetic field pointed in the z-direction. (b) Orbits (i.e. states) on the Landau
tube lying between E and E + dE . (c) When the Landau tube’s cross-section is equal to an
extremal cross-section of the constant energy surface, E , the number of states between E and E +
dE is maximized.
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Replacing m∗ from equation 2.16 and reorganizing gives

∆E

∂A(E, kz )
2πeB
=
∂E
~

(2.18)

Near EF , the energy difference between adjacent levels is much smaller thanEF . Therefore
∂A(E, kz )
A(E(ν + 1), kz ) − A(E(ν), kz )
∆A(E, kz )
∼
=
∂E
E(ν + 1) − E(ν)
∆E

(2.19)

Substituting equation 2.19 into equation 2.18 gives the difference in the k-space cross-sectional
area of two successive Landau levels

∆A =

2πeB
~

(2.20)

Therefore, the k-space cross-sectional area of the ν th Landau tube is ν∆A plus some constant,
which can be written as

A = (ν + λ)∆A = (ν + λ)

2πeB
~

(2.21)

where λ is a constant. As stated above, the density of states at the Fermi level is maximized when
this k-space area is equal to an extrema of the Fermi surface. Therefore, the density of states at the
Fermi level will oscillate with a period of
1
2πe
∆( ) =
B
~Aext

(2.22)

where Aext is an extremal Fermi surface cross-section. Therefore it is clear that quantum oscillations are periodic in the inverse of the magnetic field. This is more frequently represented by the
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Onsager relation

Fs =

~
Aext
2πe

(2.23)

where Fs is the frequency of the quantum oscillation measured in units of Tesla. By determining
this frequency as a function of angle, the Fermi surface of a metal can be revealed.
The quantum oscillation amplitude also discloses a lot of useful properties of a metal such as the
effective mass, Fermi velocity and Berry phase. To take a closer look at the effective mass and
topological nature of each band, we utilize the Lifshitz-Kosevich (LK) model that explains the
oscillatory part of magnetic torque in metals [40],

∆τ osc = M⊥osc × B,

M⊥osc = −

Mkosc

∝ −B

1
2

2

∂ S(k)
∂kk2

(2.24)

1 dF osc
M ,
F dθ k

− 12

(2.25)


RT RD RS sin 2π




F
+φ .
B

(2.26)

Here, RT = x/ sinh x—with x = am∗ T /me B and a = 2π 2 kB me /e~ = 14.69 T/K—is the thermal damping factor, RD = exp(−am∗ TD /me B) is the Dingle damping factor, m∗ is the carrier
effective mass, me is the free electron mass, T is the metal temperature and TD is the Dingle temperature, RS = cos(πgm∗ /2me ) is the spin damping factor, F is the frequency of the oscillatory
magnetic torque. The phase shift is given by φ = −1/2 + φB /2π + φ3D , where φB is the Berry
phase. The phase shift determined by dimensionality of the Fermi surface, φ3D , is 1/8 for extreme
minima (maxima) for electron (hole) pockets and -1/8 for extreme maxima (minima) for electron
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(hole) pockets.
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CHAPTER 3: NEMATIC SUPERCONDUCTIVITY IN TOPOLOGICAL
SEMIMETAL CaSn3

Identification of superconducting pairing states is one of the basic requirements in the exploration
of topological superconductors. Here, we report a detailed study of the upper critical field’s in the
superconducting topological semimetal CaSn3 with the AuCu3 -type cubic structure (point group:
Oh ). We find that the upper critical field’s anisotropy shows a two-fold symmetry about a C4
axis, breaking the rotational symmetry of the underlying crystal lattice. The two-fold anisotropy
can be ascribed to the unconventional superconducting pairing state characterized by a multidimensional representation or nematic superconductivity. The results of this chapter are available
at arXiv:1901.02087(2019) [41].

3.1

Introduction

Topological superconductors (TSCs) hosting Majorana fermions on the boundary have recently
attracted much attention because of the potential application such as quantum computing [18].
Topological aspects of the topological superconducting states are closely linked with the pairing
symmetry and the Fermi surface topology. In time-reversal-invariant inversion-symmetric systems,
topological superconductivity requires odd-parity pairing with the superconducting gap described
by ∆(−k) = −∆(k) and Fermi surfaces that enclose an odd number of time-reversal invariant
momenta [29, 42, 43]. In spin-rotational-invariant systems, odd-parity superconductivity arises
from spin-triplet pairing, mediated by ferromagnetic instabilities as observed in UPt3 [44]. On the
other hand, in spin-orbit-coupled systems, odd-parity pairing can be stabilized even in the absence
of magnetic instabilities [29].
The most extensively studied candidate for TSCs is doped Bi-based topological insulator Mx Bi2 Se3
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(M = Cu, Sr, Nb) with strong spin-orbit coupling (SOC) [45–47]. Cux Bi2 Se3 is the material that
shows superconductivity upon doping charge carriers into a topological insulator [3]. Low doping induces its topological surface states, implying that the superconductivity in bulk leads to
proximity-induced superconductivity of the surface [29]. More notably, when a magnetic field
is rotated in the basal plane, two-fold symmetry has identified in specific heat measurement of
Cux Bi2 Se3 (see fig.3.1), breaking the hexagonal crystal symmetry [48]. Similar two-fold symmetry has also been found in the upper critical field Hc2 [3], suggesting the in plane anisotropy in
the gap amplitude. This is only consistent with ∆4 state - odd parity spin-triplet pairing state with
point node on equator (∆1 state - even parity spin-singlet with isotropic full gap, ∆2 state - odd
parity spin-triplet with anisotropic full gap, ∆3 state - odd parity spin-singlet pairing state with
point nodes at poles) [29, 49]. The observation of the ∆4 state and zero-bias conductance peak in

Figure 3.1: Change in the specific heat of Cu.30 Bi2 Se3 upon rotating the magnetic-field orientation
within the basal plane, measured at 0.3 T at 0.6 K; x and y axes are defined in the inset [48].

Cux Bi2 Se3 indicates the presence of Majorana fermions [3]. Moreover, a polar plot of the resistance of Sr.10 Bi2 Se3 shows two-fold symmetry (see fig.3.2). The two-fold in-plane anisotropy is
also observed in Hc2 for Srx Bi2 Se3 [50–52] and in magnetization hysteresis loops for Nbx Bi2 Se3
[53]. This anisotropy evinces the existence of ∆4 state in Sr and Nb-doped Bi2 Se3 . Confirmed
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by angle-resolved photoemission spectroscopy (ARPES) measurements, the topological nature of
the electronic structure remains unchanged upon doping [54]. In the superconducting state stabilized by doping in those materials, there is a discrepancy concerning the existence of Majorana
zero modes (MZMs): While point contact spectroscopy on Cux Bi2 Se3 shows a zero-bias conductance peak, suggestive of the presence of MZMs [55], Andreev reflection spectroscopy and STM
measurements demonstrate fully gapped superconductivity with no in-gap states, indicative of the
absence of MZMs [56, 57]. These differences between the conclusions drawn from two surface
sensitive measurements raise questions about the realization of topological superconductivity in
Mx Bi2 Se3 . Recent experimental observations, however, support the unconventional pairing state

Figure 3.2: Polar plot of the resistance of Sr.10 Bi2 Se3 [50].

associated with topological superconductivity. Several bulk probes, including nuclear magnetic
resonance (NMR) measurements [48], field-angle-resolved resistivity [50, 58], and heat capacity
[59], exhibit two-fold anisotropy in the basal plane, in spite of the three-fold symmetry of the lattice with point group D3h . Besides the bulk measurements, surface sensitive scanning tunneling
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microscopy (STM) measurements reveal the superconducting gap with two-fold symmetry pinned
by a mirror plane under in-plane magnetic fields [60]. The observation of two-fold anisotropy
of the superconducting gap indicates odd-parity superconductivity breaking the underlying lattices
rotational symmetry, or nematic superconductivity, analog to liquid crystals breaking the rotational
symmetry but preserving the translational symmetry [61]. The systematic investigation of nematic
superconductivity is an urgent demand for a comprehensive understanding of topological superconductivity.
Here we report a detailed study on the upper critical field Hc2 for superconducting topological
semimetal CaSn3 , revealing the remarkable two-fold anisotropy around a C4 axis in the crystal
structure with point group Oh . The two-fold anisotropy in the superconducting state cannot be
attributed to either anisotropic effective mass or flux flow depinning due to the Lorentz force.
Together with the peculiar temperature dependence of Hc2 , the observation of spontaneous rotational symmetry breaking in the superconducting state for CaSn3 clearly evidences the realization
of nematic superconductivity, opening up a promising pathway to the investigation of topological
superconductivity.

3.2

Previous reports on CaSn3

Superconductivity in CaSn3 has been experimentally confirmed by resistivity and heat capacity
measurements [62, 63]. Fig.3.3 shows the temperature dependence of the resistivity and heat capacity in 0 T and 5 T magnetic fields of CaSn3 single crystals obtained from ref. [62]. In both cases,
the superconducting transition temperature was 4.2 K. Fig.3.4 shows the temperature dependence
of the specific heat obtained from ref. [63]. They observed the superconducting transition at 1.178
K with a second transition at 3.72 K due to impurity phase of Sn present on the sample surface .
Although superconducting transition temperature for this material is not settled yet, a recent the-
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oretical study predicted CaSn3 as a topologically nontrivial semimetal [30]. According to theory,
time-reversal and mirror symmetries are preserved, leading to robust topological nodal lines in the
band structure of CaSn3 in the absence of spin-orbit coupling (SOC). By contrast, in the presence
of SOC, topological nodal lines evolve into topological point nodes. Fig.3.5 shows the bulk band
structure of CaSn3 without and with SOC.

a

b

Figure 3.3: (a) Main panel: Temperature dependence of the resistivity of CaSn3 single crystals.
Inset: Enlarged view of the plot in a low temperature range. (b) Heat capacity in 0 T and 5 T
magnetic fields of CaSn3 single crystals [62].

Figure 3.4: (a) Temperature dependence of specific heat for two CaSn3 single crystals. (b) Electronic specific heat as a function of temperature after subtracting γn [63].
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a

b

c

Figure 3.5: Bulk band structure of CaSn3 (a) without SOC (b) with SOC. (c) Brillouin zone of
CaSn3 [30].

3.3

3.3.1

a

Experimental details

Crystal growth and characterization

b

c

e

d

Figure 3.6: CaSn3 single crystal growth mechanism. (a) Elements in a quartz tube. (b) Sealing
station. (c) Furnace. (d). Centrifuge. (e) Single crystals of CaSn3 .
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Figure 3.7: Powder XRD patterns at room temperature for the ground CaSn3 single crystals. The
black solid line, red crosses, lower green bars and blue solid line represent the experimental data,
calculated pattern, expected peak positions and the difference between the experimental data and
calculated pattern, respectively. The inset depicts the crystal structure of CaSn3 . The refined lattice
parameter is a = 4.74453 Å.

Single crystals of CaSn3 were grown by a Sn self flux method. The starting elements with a
ratio of Ca:Sn = 1:9 were placed in an alumina crucible define as growth crucible, as shown in
fig.3.6(a). After that, growth and catch crucibles were put into a quartz tube. Subsequently, the
quartz tube had been neck down using hydrogen and oxygen torch, and then connected to a pump
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station (fig.3.6(b)). The quartz tube was evacuated for about 30 minutes before sealing. The sealed
quartz tube was placed into a muffle furnace (fig.3.6(c)). The mixture was heated up to 800◦ C,
kept for 24 hours, and cooled slowly down to 300◦ C at a rate of 2◦ C/h. The excess of Sn flux
was decanted by centrifugation (fig.3.6(d)). As reported previously [62, 63], CaSn3 is very airsensitive and decomposed into Sn on the surface. To avoid decomposition, we broke the quartz
tube in an N2 -filled glove box and finally found the shiny single crystals as shown in fig.3.6(e).
The samples were ground inside the glove box and sealed in a Kapton tube using 5 minutes epoxy
to measure powder x-ray diffraction (XRD). The 5 minutes epoxy was kept in the glove box antichamber and evacuated for 30 minutes before putting into the glove box to protect the powder from
decomposition due to moisture. Fig.3.7 shows the XRD pattern of ground CaSn3 single crystals
and the Rietveld refinement.We confirmed the cubic structure with space group P m3̄m with the
lattice constant of a = 4.74453 Å with Reliability factors: RP = 4.03%, RwP = 5.36% via Rietveld
refinement of powder XRD. No Sn impurities were observed unlike the previous reports [62, 63].
Cut from the same starting piece, bar-shaped samples #2a and #2b (∼ 1.5×0.50×0.075 mm3 ) were
used for the field-angle-dependent magnetotransport measurements with a four-wire configuration
in a dilution refrigerator with a Swedish rotator. We carefully aligned the applied current direction
to the crystal axis determined from the cubic facets so that applied magnetic fields rotate in the
crystallographic plane within several degrees of misalignment.

3.3.2

Electrical transport

Electrical transport measurements, for instance, resistivity, is a standard technique in experimental
condensed matter physics. Resistivity measurements are sensitive to phase transitions, such as the
superconducting transition, and they can be utilized to determine quantum oscillations. Standard
4-wire resistivity measurement was carried out on the samples, as shown in fig.3.8. The current
and voltage leads are thin gold wires, which were attached to the sample applying silver paste. The
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value of contact resistance was a few ohms, which was small enough to prevent Joule heating at low
temperatures. Samples were fixed on the sample holder (copper plate) using apiezon grease. To

Figure 3.8: Schematic of 4-wire resistivity measurement. A current is applied via the outer leads,
and the resulting voltage is measured on the inner leads. Contacts between gold wires and the
sample are made with silver paste.

prevent electrical contact between the samples and the sample holder, cigarette paper was placed
in between them. Lake Shore 372 AC resistance bridge and temperature controller have been used
to measure resistivity. The resistivity of the sample can be written as
RA
,
l
V
R= ,
I
VA
ρ=
Il
ρ=
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(3.1)

where R is the resistance measured across the sample, V is the voltage measured across the sample,
I is the current in the sample, A is the cross-sectional area of the sample perpendicular to the
current, and l is the distance between the voltage leads. To calculate the resistivity of the sample,
the geometric factors need to be measured carefully. These factors can be determined utilizing a
high-magnification microscope.

3.3.3

Muon spin rotation (µSR)

This procedure was first developed as a microscopic probe using the positive muon µ+ . By utilizing a spin-polarized muon, one at a time, into the bulk of a sample, the data obtained by detecting
the resulting decay positron consists of various spin-related physical properties of the investigated
sample. At present, it has become a handy tool to study the magnetic, and superconducting properties of heavy-fermion compounds [64, 65]. The µSR measurements were performed at the Dolly
spectrometer (πE1 beamline) of the Swiss Muon Source at the Paul Scherrer Institute, Villigen,
Switzerland. Since the 5-mm thick Ag sample holder stops all the muons missing the sample, the
µS experiments did not require the use of a veto system. This means that one has to account for
the sample-holder contribution in the time-domain fits.

3.3.4

AC-susceptibility

Fig.3.9 shows the schematics of the mutual-inductance susceptometer utilized for ac-susceptibility
measurement. The copper wire ensures good thermal contact between the sample holder copper
plate and the powder sample. The basic principle of operation is as follows: An ac current is
applied to the primary coil, which generates a tiny magnetic field. This magnetic field induced
voltage in the secondary coil. The induced voltage is then measured. When a sample is present in
the coils, the magnetic field induces a magnetization, and therefore the secondary coil signal after
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Figure 3.9: Schematic of the mutual-inductance susceptometer.

background subtraction is proportional to the ac-susceptibility. The ac-susceptibility measurement
has been done using the Lock-In Amplifier SR830 with an excitation frequency of 991 Hz and a
driving field up to 3 Oe.

3.3.5

4

He cryostat

We used 4 He cryostat, which can reach a temperature of ∼ 1.2 K using liquid helium. This equipment is suitable for transport and magnetic measurements, such as fast checking of superconductivity and magnetic transitions. The principle behind the 4 He cryostat is simple. The first step for
cooling to or below 4.2 K is to immerse the cryostat in liquid helium, which has a temperature
of 4.2 K at atmospheric pressure. Then, the base temperature can be reached rapidly by directly
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reducing the vapor pressure of liquid helium using a rotary pump.

3.3.6

3

He/ 4 He dilution refrigerator

A 3 He/ 4 He dilution refrigerator has a base temperature of ∼ 10 mK. The cooling mechanism of
the dilution refrigerator basically relies on the temperature-concentration phase diagram of a 3 He/
4

He mixture. Fig.3.10 shows the phase diagram for such a mixture. If we cool a 3 He/ 4 He mixture,

Figure 3.10: Phase diagram of liquid 3 He/ 4 He mixture at saturated vapour pressure from ref. [66].

where 3 He concentration is more than 6.6%, to temperatures below 0.87 K, it separates into two
distinct phases. The lighter ‘concentrated phase’ with almost pure liquid 3 He is floating on top of
the heavier ‘dilute phase’ of superfluid 4 He with about 6.6% 3 He. They correspond to points on
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the equilibrium line, respectively, to the right and to the left of the triple point. The concentration
of 3 He can never drop below 6.6% at any temperature in the dilute phase. The cooling process
involves diluting the 3 He dilute phase, i.e., reduce its concentration of 3 He by pumping on the 3 He
in the dilute phase. The system will then be out of equilibrium. To recover it, 3 He will have to
migrate from the rich to the dilute phase and across to the phase boundary. This will cost energy to
these 3 He particles. It will be taken from the walls of the container of the helium mixture known
as the mixing chamber. This method can produce a base temperature of ∼ 10 mK depending on
the heat load and the thermal isolation of the mixing chamber.

3.3.7

Superconducting magnet

The superconducting magnets are all very similar in principle. They are made by winding superconducting Nb3 Sn or NbTi coils into a solenoid. The superconducting magnet is placed directly
into the 4 He bath so that it can be cooled below its critical temperature. A power supply is then
used to place a voltage across the superconducting coil producing a magnetic field. One advantage
of superconducting magnets is that they can be run in persistent mode, where the supercurrent
continually flows through the magnet without any applied voltage. This allows for a high magnetic
field to continually be applied without expensive power consumption. In normal operation, a small
segment of the superconducting magnet is heated above Tc to allow a voltage to be applied. The
persistence heater provides the heat necessary to raise part of the magnet above Tc . Typically, the
persistence heater stays on during the whole operation of the magnet. However, to put the magnet
in persistent mode, the persistence heater is turned off, allowing for a continual flow of supercurrent. With the heater off, the power supply can also be turned off without changing the magnetic
field.
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3.4

3.4.1

Results and Discussion

Resistivity and dc magnetic susceptibility

Figure 3.11: Crystal structure and bulk superconductivity in CaSn3 . (a) Inset: CaSn3 crystallizes in
the cubic structure with four-fold-symmetry around the h100i-axes [67]. Main panel: Temperature
dependence of resistivity with the high residual resistivity ratio RRR ∼ 60. (b) Low temperature
resistivity of CaSn3 below 6 K, showing a superconducting transition at T = 4.15 K, consistent
with the previous reported value [62]. (c) The dc magnetic susceptibility of CaSn3 , showing the
full diamagnetic screening. Inset displays the superconducting transition in dc susceptibility at 10
Oe near Tc , distinct from the transition temperature of Sn TcSn = 3.72 K [68].

Upon cooling temperatures, the resistivity for CaSn3 (shown in figs.3.11(a) and (b)) shows metallic
behavior, followed by a sharp superconducting transition at Tc = 4.15 K, close to the previously
reported value. Explicated by the small residual resistivity ρ0 ∼ 0.5 µΩ cm and the high residual
resistivity ratio RRR ∼ 60, our single-crystalline sample has less disorder, in contrast to the high
residual resistivity for the doped topological insulator Mx Bi2 Se3 . Consistent with the resistive transition, the dc magnetic susceptibility shows large diamagnetic screening at ∼ 4.0 K (fig.3.11(c)),
corresponding to the full superconducting volume fraction within the margin of errors from the
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estimated demagnetizing factor. We note that the onset of Meissner screening matches the zeroresistance and is distinguishable from the superconducting transition temperature of Sn (Tc = 3.72
K [68]). The full volume fraction in CaSn3 accompanied by the normalized heat capacity jump
close to the Bardeen-Cooper-Schrieffer weak coupling limit [62] suggests bulk superconductivity
in CaSn3 .

3.4.2

Upper critical field study of CaSn3

Figure 3.12: Rotational symmetry breaking in the upper critical field for CaSn3 . (a) Resistivity
as a function of θ for CaSn3 at µ0 H = 0.4 T at several temperatures, where θ is an angle between
applied field H and applied current I k [001]. The upper critical field at θ = ±90◦ (H ⊥ I) is
higher than that at θ = 0◦ (H k I). (b) Polar plot highlights the prominent rotational symmetry
breaking in the upper critical field for CaSn3 .

Exotic superconductivity in CaSn3 is evidenced by the upper critical field Hc2 . Surprisingly, the
field-angle-dependent magnetoresistance of CaSn3 shows salient rotational symmetry breaking of
the underlying crystal lattice. Since the AuCu3 -type cubic structure with point group Oh has fourfold rotational symmetry about the h100i-axes, i.e., the C4 axes, we expect four-fold oscillations
in the angular variation of physical quantities such as the upper critical field. However, the ob32

tained angular variation of the resistivity ρ(θ), where θ is a relative angle between the applied
current I k [001] and the applied magnetic field H, reveals clear two-fold anisotropy at µ0 H =
0.4 T as plotted in fig.3.12(a). Whereas no distinct anisotropy of ρ(θ) is observed in the normal
state at T = 3.34 K, the two-fold anisotropy appears at lower temperatures. For instance, while
being resistive at θ = 0◦ (H k I k [001]) at T = 3.08 K, the sample is superconducting around
θ = ±90◦ (H k [010] ⊥ I), indicating Hc2 at θ = ±90◦ is notably higher than that at θ = 0◦ . The
spontaneous rotational symmetry breaking is more clear in the polar plot of ρ(θ), indicative of the
realization of nematic superconductivity (fig.3.12(b)).
This unusual anisotropy of Hc2 does not originate from lowering the crystallographic symmetry
associated with structural phase transitions. Indeed, we observe no discernible anomaly associated
with such phase transitions in the temperature dependence of resistivity (fig.3.11) as well as in
the previously reported heat capacity study above Tc [62]. In addition, temperature-independent
anisotropy of Hc2 (fig.3.14(c) inset) negates possible structural phase transitions at or indistinguishably close to Tc . If structural phase transitions occur at Tc , anisotropy of Hc2 should show
a steep increase below Tc , mimicking the temperature dependence of structural order parameter,
closely linked to the lattice distortion [69]. However, this is irreconcilable with the observed temperature dependence of anisotropy in CaSn3 , suggesting the crystallographic symmetry remains
the same point group Oh at low temperatures. In addition, the two-fold anisotropy of Hc2 does not
stems from misalignment of crystallographic axis neither.
The observed angular dependence of Hc2 cannot be explained by the anisotropic Ginzburg-Landau
(GL) model, attributed to the anisotropy of the effective mass. In the anisotropic GL model, the
angular dependence of upper critical field can be written by,

Hc2 (θ) = √

Hc2 (0◦ )
cos2 θ + Γ−2 sin2 θ

,

where the anisotropy ratio Γ is given by Γ = Hc2 (90◦ )/Hc2 (0◦ ) =
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(3.2)

p
m001 /m010 . Here m001 and

m010 are the effective masses for the energy dispersion along [001] and [010] directions, respectively. The extracted Γ from a fit to the measured angular variation of Hc2 (θ) is 1.17, yielding
unusually large mass anisotropy of Γ2 = m001 /m010 ∼ 1.36 (fig.3.13). However, in cubic systems with point group Oh , the effective masses along the main orthogonal axes are isotropic, i.e.,
m001 = m010 , incompatible with the extracted Γ of CaSn3 and excluding the anisotropy of Hc2
arising from the anisotropic effective mass.
Another possible explanation of the measured anisotropy in Hc2 of CaSn3 is lowering the sym-

Figure 3.13: Angular dependence of upper critical field in CaSn3 . Upper critical field Hc2 obtained
from the midpoints of resistive transitions as a function of θ. The error bars indicate Hc2 determined
by 10%-90% resistive transitions.
The blue line is the best fit to data using the anisotropic GL
√
◦
2
model, Hc2 (θ) = Hc2 (0 )/ cos θ + Γ−2 sin2 θ, with extracted effective mass anisotropy Γ2 =
(Hc2 (90◦ )/Hc2 (0◦ ))2 = m001 /m010 of 1.36 ± 0.03 and µ0 Hc2 (0◦ ) = 0.82 ± 0.01 T.

metry due to flux flow resistance. Because of the Lorenz force depending on the relative angle
between H and I, flux lines in type-II superconductors can be depinned from pinning centers. In
the longitudinal configuration (H k I), no Lorentz force is produced by the applying magnetic
field. By contrast, in the transverse configurations (H ⊥ I), applied field induces the Lorentz
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Figure 3.14: Unusual temperature dependence of upper critical field for CaSn3 . Resistivity as a
function of magnetic field in the configurations of (a) H k I (θ = 0◦ ) and (b) H ⊥ I (θ = 90◦ ) for
CaSn3 , where θ is an angle between applied field H and applied current I k [001] (upper inset).
Large magnetoresistance is observed in H ⊥ I configuration due to orbital effect. (c)Temperature
dependence of upper critical field for θ = 0◦ and θ = 90◦ , obtained from the midpoint of resistive transitions with error bars indicating 10%-90% values plotted in a and b. Clear rotational symmetry breaking is observed. The lower left inset shows normalized upper critical field
c2
) vs normalized temperature t = T /Tc . Solid lines are theoretical curves
h = −Hc2 /(Tc dH
dT T =Tc
based on the WHH theory (green) and on the calculations for the p-wave polar pairing state (blue).
The lower right inset depicts the anisotropy Γ = Hc2 (90◦ )/Hc2 (0◦ ) as a function of temperature.
(d) Temperature dependence of upper critical field for φ = 0◦ and φ = 90◦ , where φ is an angle
between H and [100] axis (upper inset). The lower inset illustrates sample #2a and #2b, cut from
the same starting piece.

force, leading to finite flux flow resistance that reduces Hc2 , accompanied by broadening of the
superconducting transition. While large orbital magnetoresistance caused by the Lorentz force
is observed in the normal state of CaSn3 in the transverse configuration (fig.3.14(b)), Hc2 (90◦ )
(H ⊥ I) is higher than Hc2 (0◦ ) (H k I), inconsistent with the flux flow depinning. Together with
the absence of broadening of the resistive transition in the transverse configuration as shown in
figs.3.14(a) and (b), we can exclude the flux flow scenario for the observed anisotropy. We note
that the observed anisotropy (Hc2 ⊥ I > Hc2 k I) is also in conflict with the anisotropy caused by
decomposed Sn on the surface, which exhibits the opposite anisotropy (Hc2 k I > Hc2 ⊥ I) [70].
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Excluding the GL anisotropic model and flux flow scenario, we attribute the unexpected rotational
symmetry breaking in the superconducting state of CaSn3 to the unconventional pairing symmetry. Indeed, very similar spontaneous rotational symmetry breaking in the superconducting state,
or nematic superconductivity, has previously been observed in putative TSC Mx Bi2 Se3 via fieldangle-resolved resistivity [50, 58]. The nematic symmetry involves the odd-parity pairing symmetry described by two dimensional Eu representation in the trigonal D3d point group of Mx Bi2 Se3
[71].
In CaSn3 , in addition to the nematic symmetry, peculiar temperature dependence of Hc2 supports
the realization of unconventional superconducting pairing. Regardless of the applied field configurations H k I or H ⊥ I, Hc2 for CaSn3 extracted from the midpoints of resistive transitions
(figs.3.14(a) and (b)) increases linearly with decreasing temperatures down to T ∼ 0.4Tc , deviating from the conventional orbital depairing field described by the Werthamer-Helfand-Hohenberg
(WHH) theory [72, 73]. According to the WHH theory, Hc2 (T ) at T = 0 K is given by Hc2 (0) =
−αTc

dHc2
,
dT T =Tc

where α is 0.69 for the dirty limit and 0.74 for the clean limit superconductors

(fig.3.14(c)) [72, 73]. However, the obtained values of Hc2 (0) = 1.4 T for θ = 0◦ (H k I k [001])
and 1.6 T for θ = 90◦ (H k [010] ⊥ I) correspond to α ∼ 0.85 independent of θ, substantially
exceeding the orbital limit of α = 0.74 for clean superconductors (fig.3.14(c) inset). The exceeding orbital limit can be ascribed to several reasons, such as Fermi surface topology [74, 75] and
multiband effects [76]. However, the enhancement of Hc2 due to Fermi surface topology should
have the same anisotropy as the crystal structure. In this situation, anisotropy of Hc2 would show
four-fold symmetry about C4 axes, conflicting with the observed nematicity in Hc2 of CaSn3 . The
multiband effect is also implausible in CaSn3 because Hc2 observed in CaSn3 lacks peculiar upward curvature in the temperature dependence as observed in the multiband superconductor MgB2
[77]. Instead, Hc2 of CaSn3 is in a good agreement with that of the polar p-wave pairing state that
can break the rotational symmetry of the lattice [76], plotted as the normalized upper critical field
h = −Hc2 /(Tc

dHc2
)
dT T =Tc

in the inset of fig.3.14(c), suggestive of the realization of odd-parity
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pairing states.
Intriguingly, upon rotating magnetic field in the C4 plane perpendicular to the applied current (φ
rotation) from [100] to [010], we observe no two-fold anisotropy, but instead, clear four-fold symmetry in the upper critical field of sample #2b, as manifested by Hc2 (φ = 0◦ ) k [100] overlapping
with Hc2 (φ = 90◦ ) k [010] (fig.3.14(d)). The four-fold symmetry in φ rotation indeed corroborates the two-fold anisotropy in θ rotation of sample #2a due to unconventional pairing, not due to
misalignment of crystallographic axis. Cut from the same starting piece as and almost identical to
sample #2a (fig.3.14 lower inset), sample #2b shares the crystallographic axes. If the anisotropy
observed in sample #2a stems from the crystallographic origin due to the misalignment, e.g. a rotation of magnetic field from [110] k I to [010] ⊥ I, the same anisotropy is expected to be observed
in sample #2b because the rotational plane in sample #2b is exactly orthogonal to the one in sample
#2a, meaning, the rotation in sample #2b is from [110] to [010]. Hence, the four-fold anisotropy
in φ rotation excludes the misalignment of crystallographic axis. Instead, the four-fold anisotropy
indicates the nematic director in CaSn3 is oriented along a crystallographic axis, i.e., [001], presumably caused by formation of a single domain or imbalance in multiple domains of the nematic
state due to uniaxial strain fields, such as slight lattice distortion. Evaluated from the GL relations,
the superconducting coherence lengths along [100], [010], and [001] are ξ100 = ξ010 = 153 Å and
ξ001 = 133 Å, implying anisotropic superconducting pairing interactions involving nematicity in
CaSn3 . In Mx Bi2 Se3 , the nematic director is irrespective of the presence or absence of applied current [48, 58–60, 78], but correlated with tiny distortion of the hexagonal lattice (∆a/a ∼ 0.02%)
[78]. In CaSn3 , the upper limit of structural distortion estimated from peak broadening in XRD
measurements is ∆a/a ∼ 0.06 %, possibly associated with the cause of pinning of the nematic
director.
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3.4.3

µSR measurements

Experimental setup

CaSn3 is a superconductor with Tc = 4.2 K, expected to display nematic features [30, 41, 63].To
evidence the nematic character of its superconductivity, we realized a special sample holder for
the muon-spin spectroscopy measurements (see Fig.3.15). It consists of a high-purity (99.99%)
Ag plate, where a series of 45◦ grooves are etched, covering an area of ca. 2 × 2 cm2 . Since
CaSn3 has a cubic structure, the groves allowed us to align its [110] direction (diagonal of the
face of cubes) either parallel or orthogonal to the applied magnetic field. As shown in Fig.3.15,
the incident muon momentum Pµ and the non-rotated muon spin Sµ were also parallel to the
[110] direction. In such configuration, the nematicity of CaSn3 can be probed by changing the
orientation of the applied magnetic field B with respect to the crystal axes. Two possibilities are
envisaged: (a) B parallel (Bk 6= 0), or (b) B orthogonal (B⊥ 6= 0) to the [110] direction. Hereafter,
we identify these configurations as “parallel” and “orthogonal”, respectively. The CaSn3 single
crystals, depicted in blue in Fig.3.15, were glued by GE-varnish into each groove. The resulting
mosaic-covered an area of about 6 × 6 mm2 . Due to the high reactivity of CaSn3 towards oxygen
and moisture, this operation was performed in a glove box under controlled atmosphere (very pure
argon). The sample holder with the oriented crystals was then sealed in a glass tube by using a
glass plug covered with silicone grease. Since the sealing, too, was performed in a glove box, the
samples reached the measuring site (PSI, Switzerland) without ever being exposed to air. The glass
tube was opened to air for only ca. 2 minutes in order to mount the sample holder to the 3 He lowtemperature insert, which was then immersed in pure He gas and cooled down. Note that, despite
the short exposure to air, the thin GE varnish layer covering the sample acts as a very effective
protection against oxygen and moisture.
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Figure 3.15: Transverse view of the sample holder and the relative positions of the muon beam,
positron counters, and applied magnetic fields (WEU magnet – Bk , WEV magnet – B⊥ ). The red
arrow indicates the sample’s (110) plane direction.

Experimental results

Zero-field (ZF) µSR data, collected above and below the critical temperature of CaSn3 , exhibit
very similar time-dependent polarization (see Fig.3.16). Such a result excludes the breaking of
time-reversal symmetry in the superconducting phase of CaSn3 ; otherwise, the appearance of spontaneous magnetic fields would have implied a stronger decay of polarization at low temperatures.
Transverse-field (TF) µSR measurements in the superconducting (SC) phase were used to follow
the evolution of the SC vortex lattice with temperature and applied magnetic field. Such experiments provide access to the electronic properties of CaSn3 , such as the superfluid density and its
temperature dependence, both of fundamental importance to understand the nature of pairing in
this exotic compound. In the following, we describe in detail the specific TF-µSR experiments and
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Figure 3.16: Time-domain ZF muon-spin polarization recorded at 0.27 K (open symbols) and at 5
K (full symbols). The line represents a simple exponential fit to the mostly overlapping datasets.

their outcome.

TF-µSR in parallel configuration

After considering the reported lower- and upper critical field values for CaSn3 ,Bc1 (2K) ∼ 1.25 mT
[62] and Bc2 (0) ∼ 1.5 T [41], a magnetic field Bk = 30 mT was chosen for the TFµSR measurements. These were performed after cooling the sample in an applied magnetic field (FC protocol),
a procedure which ensures that the sample is in the mixed SC state and that the magnetic flux lines
(vortices) penetrate homogeneously (i.e., unaffected by pinning) the sample volume. Generally,
the SC vortex lattice induces a modulation of the local magnetic field at the muon sites, resulting
in a measurable depolarization rate of the muon ensemble. Fig.3.17 shows the TF muon-spin pre-
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Figure 3.17: Short-time and long-time TF muon-spin polarization recorded at 0.27 K (after FC)
and at 5 K, in an applied magnetic field Bk = 30 mT, parallel to the [110] crystal direction.

Figure 3.18: Time-dependent TF-µSR polarization P(t) recorded with the applied field B⊥ = 14
mT at 0.27 K after ZFC (a), at 0.27 K after FC (b), and at 5 K (c).

cession recorded at 0.27 K and 5 K. Here, we compare the time-dependent depolarization of the
muon spins at short- and long times. In our case, we do not detect any additional depolarization
effects at 0.27 K, although at 30mT CaSn3 should have been well into the mixed state [41, 62].
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TF-µSR in an orthogonal configuration

The TF-µSR measurements with B⊥ 6= 0 were performed in two different situations. Firstly, we
used them to determine the superconducting volume fraction. To this aim, we cooled the sample
down to the base temperature (0.27 K) in zero field (ZFC) and then applied a transverse magnetic
field B⊥ = 14 mT. Because of the sudden application of the field, the SC vortices penetrate the
sample in a disordered way, accumulating mainly at the sample’s edges. Overall, this results in an
anomalously enhanced diamagnetic response: the very inhomogeneous local field at the muon sites
implies a depolarization rate that is significantly larger than that obtained in a homogeneous vortex lattice (achieved by following the FC protocol). Fig.3.18(a) shows the depolarization recorded
after such a procedure. Muons implanted in the superconducting phase probe a highly inhomogeneous local field, thus losing promptly (e.g., within ∼ 5 µs) their initial phase coherence. Muons
implanted in the Ag sample-holder, instead, do not undergo any appreciable depolarization, since
the external field penetrates uniformly a normal metal (the silver sampleholder in this case). Thus,
the long-time tail [beyond ∼ 5 µs in Fig.3.18(a)] is basically due to the sample-holder contribution
and to an eventual non-SC fraction of the sample. This allows us to determine a lower bound for
the effective superconducting fraction fsc :

fsc (0.27K) = 1 − fAg ' 0.53(2)

(3.3)

where fAg = Atail /Atot represents the fraction of muons implanted in the silver sample-holder.
Considering that muons are a bulk local probe, this result represents a lower bound for the superconducting volume fraction, thus unquestionably indicating that our CaSn3 sample is a bulk
superconductor.
To determine the superfluid density and its evolution with temperature, we set T to 5 K, i.e., above
Tc , and perform a first TF-µSR measurement there [Fig.3.18(c)]. Next, we cool down the sample to
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base temperature under the already applied magnetic field (FC protocol), a procedure that ensures
a homogeneous SC vortex lattice. The results of the second TF-µSR measurement, performed at
0.27 K, are shown in Fig.3.18(b). In this case, the muon spin polarization decays slightly faster
than in the T > Tc case, shown in Fig.3.18(c). In both cases, the real part of the Fourier transform
resembles a narrow Gaussian-like peak (not shown), practically centered at the applied field, with
minor differences between the superconducting and the normal state. Each time-dependent dataset
could, therefore, be fitted by using the following model:

P (t) = (1 − fAg ) cos(γµ Bµs t + φ) exp(−

2
σn2 + σsc
t2 ) + fAg cos(γµ BµAg t + φ) exp(−Λt)
2

(3.4)

Here, γµ = 2π × 135.53MHz/T is the muon gyromagnetic ratio, φ the initial phase, σn and σsc
are the Gaussian depolarization rates in the normal and in the superconducting state, respectively.
Usually, σn , the depolarization rate due to static dipolar fields of nuclear origin can be determined
in the normal state. In the present case, it is so small that it cannot be distinguished from Λ,
the relaxation rate of muons implanted in the silver sample holder and, hence, it can be grouped
with the latter. The relaxation rate Λ was determined at 5 K by fitting the long-time tail of the
polarization data shown in Fig.3.18(a), resulting in Λ = 0.005(2) µs−1 . Then, it was kept fixed
during the subsequent fits. Finally, Bµs and BµAg are the fields probed by the muons implanted in
the sample and the silver plate, respectively. It turned out that their values are so close that they
cannot be distinguished by a fit procedure. Therefore, in the following, we simply refer to a single
Bµ value. The temperature dependence of the depolarization rate σsc in the superconducting phase
was obtained by fitting the time-dependent polarization by means of Eq.(3.4). These data will be
presented and discussed in the next section.
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Discussion

Let us now summarize the main outcomes of the µSR measurements. When the applied field is
orthogonal in the [110] direction (B⊥ in Fig.3.15), there are clear indications of the presence of
a vortex lattice, which is able to depolarize the implanted muons. By inducing an inhomogenous
SC vortex lattice, we could determine a lower bound for the SC volume fraction (here, ca. 50%).
When, instead, the applied field is parallel to the [110] direction (Bk in Fig.3.15), no muon-spin
depolarization could be detected (see Fig.3.17), although the sample is fully in the mixed state
(since the applied field fulfills the condition Bc1 < Bk < Bc2 [41]). In the latter case, the system
behaves as if very elongated/deformed vortices develop in the sample volume, creating a rather
homogeneous local field at the muon stopping sites, thus accounting for the unchanged µSR depolarization rate above and below Tc .
The possibility that highly deformed vortices may be associated with nematic superconductivity
was directly confirmed by STM measurements in Cux Bi2 Se3 single crystals. These measurements
clearly evidenced that, for applied fields orthogonal to the selenium planes, a pseudohexagonal
vortex lattice sets in. Interestingly, each SC vortex appeared to be elongated in one direction,
thus exhibiting an ellipsoidal shape [60]. When, instead, the field was applied parallel to the Se
planes, no trivial evidence of SC vortices could be found, despite the sample being in the mixed SC
state and that it was possible to measure the in-plane SC-gap. The gap resulted is being strongly
anisotropic, consistent with specific-heat [59] and NMR [48] measurements. The absence of SC
vortices in the parallel-field configuration was justified by noting that, in a TSC, superconductivity
on the surface is more robust against orbital depairing from an in-plane field, hence the bulk vortex
lines are pushed away from the surface [60].
Unfortunately, we cannot apply this scenario directly to our B⊥ TF-measurements. Contrary to
STM, µSR spectroscopy is a bulk technique, thus insensitive to surface states. Moreover, the absence of vortices would mean that the lower critical field in bulk is higher than the applied field,
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thus resulting in a full diamagnetic effect. In such a case, the implanted muons do not sense
any local field, except for the small nuclear dipolar fields, almost negligible in CaSn3 . Hence, a
non-oscillating muon spin polarization should have been detected, at odds with our experimental
results. Therefore, the complete absence of any depolarization in the oscillating muon spin polarization for applied fields parallel to the [110] direction most likely suggests a picture of large and
deformed vortices, resulting in an almost homogeneous internal field at the muon sites.
Based on the above, we can draw the following important conclusion: in CaSn3 the superconductivity presents strong nematic features, here exemplified by the presence of a SC vortex lattice, only
when the applied magnetic field is orthogonal to the [110] direction. At the same time, the lack of
any muon polarization decay for B parallel to the [110] direction indicates that the measured sample consists of pure CaSn3 crystals. Indeed, should the sample degrade to form some Ca-diluted Sn
compound, either of these two scenarios would have occurred: (i) the sample is still a Type-I SC in
the intermediate state, or (ii) it is a Type-II SC in the mixed state. In the former case, the magnetic
field penetrates inhomogeneously the sample volume, and the intermediate state sets in [79]. In
the latter case, a pure Type-I superconductor turns into a dirty Type-II SC in the presence of dilute
impurities [80]. In either case, we expect a muon depolarization rate independent of the direction
of the applied magnetic field since the pure- and the impurity-diluted tin is isotropic Type-I and
Type II superconductors, respectively. Either scenario is, therefore, excluded by our µSR results,
whose outcome is strongly dependent on field direction.
In a nematic superconductor the vortex lattice most likely assumes structures different from the
ideal square or triangular lattice and even the shape of the single vortex can be different. Therefore,
at this stage, it is impossible to adopt a correct model for converting the µSR depolarization rate
into a London penetration depth λ. Still, we can estimate this important parameter by assuming
an ideal triangular vortex lattice, bearing in mind that any distortion and/or disorder of such lattice
increases the local field inhomogeneity, thus overestimating the depolarization rate [81, 82] and
underestimating the real London penetration depth. For this reason our λ value can only be con45

Figure 3.19: Temperature dependence of the normalized superfluid density in an applied field B⊥
= 14 mT. The line represents a calculation within the BCS model in the weak coupling limit. See
text for details.

sidered as a lower bound of the intrinsic London penetration depth in CaSn3 . With such proviso,
the London penetration depth can be determined from:
2
φ2o
σsc
=
0.00371
γµ2
λ4

(3.5)

with φo the quantum of magnetic flux and λ the London penetration depth. This equation gives
λ(0.26K) = 910.1 ± 0.4 nm. Next, we determine the normalized superfluid density ns and its
temperature dependence, by using the standard relation between σsc and ns :
ns (T )
λ2 (Tmin )
σsc (T )
=
=
2
ns (Tmin )
λ (T )
σsc (Tmin )
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(3.6)

In Fig.3.19 we show ns vs T, as obtained from TF-µSR measurements in an applied field B⊥ = 14
mT using a standard FC procedure. We note several important features: (i) at low temperatures ns
is fully saturated, suggesting a fully gapped Fermi surface; (ii) the superconducting depolarization
rate is quite small, resulting in scattered ns values. Consequently, a fit of the superfluid density is
not meaningful. In this case, we performed a simple calculation of the superfluid density based on
the standard BCS model in the weak coupling limit under the assumption of a fully-gapped Fermi
surface. A reasonable agreement with the experimental data is obtained for a SC gap ∆ ' 0.67
meV (full line in Fig.3.19).
In conclusion, the outcome of the µSR study of CaSn3 can be summarized into two main points: (i)
as shown in Fig.3.19, the superfluid density is fully saturated at low temperature, thus suggesting a
fully-gapped Fermi surface when the magnetic field is applied orthogonal to the [110] direction (or
equivalent). (ii) Although a precise determination of λ is currently not possible, by using Eq.(3.5),
we still can provide a lower bound for the London penetration depth, which, in the CaSn3 case,
turns out to be λo = 910.1 ± 0.4 nm. Our outcome is very similar to the TF-µSR experimental results in Cux Bi2 Se3 [83] and Srx Bi2 Se3 [84], both of which are predicted to be topological
superconductors (TSC), i.e., compounds whose superconductivity acquires a nematic character.

3.4.4

ac-susceptibility measurements

Fig.3.20(a) presents ac-susceptibility of ground CaSn3 single crystals sealed in a Kapton tube.
Clear superconducting transition was observed at ∼ 4.1 K for ground CaSn3 single crystals. Ground
CaSn3 single crystals sealed in a Kapton tube had no Sn impurity, confirmed by XRD as shown
in Fig.3.20(b). We assure Sn peaks do not show up as long as samples are sealed, even after one
month elapses. Therefore, the signal we observed comes from CaSn3 . Considering Sn superconducting volume fraction as 100%, we found that the CaSn3 superconducting volume fraction is ∼
90%. In summary, we claim that CaSn3 is an intrinsic bulk superconductor.
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b

a

Figure 3.20: (a) Susceptometer response (b) powder XRD pattern for the ground CaSn3 single
crystals sealed in a Kapton tube using epoxy.

3.4.5

Possible superconducting order parameter realized in CaSn3

Table 3.1: Stable superconducting states with D4h symmetry for point group Oh . The gap function
ψ(k)/ d-vector d(k) of the representation Γ with D4h and its zeros in the gap structure (P: point
nodes, L: line nodes, F: full gap) [37].
Γ
Eg
T2g
Eu
T1u
T2u

ψ(k)/ d(k)
kx2 − ky2
2kz2 − kx2 − ky2
ky kz
ky kz + ikx kz
x̂kx − ŷky
2ẑkz − x̂kx − ŷky
ŷkz − ẑky
x̂(ky + ikz ) − (ŷ + iẑ)kx
ŷkz + ẑky
x̂(ky + ikz ) + (ŷ + iẑ)kx

Zeros in the gap
L
L
L
L
P
F
P
P
P
P

Finally, we briefly comment on the possible superconducting order parameter realized in CaSn3 .
Armed with group theoretical classifications, we can determine possible pairing symmetry induc-
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ing spontaneous rotational symmetry breaking in the superconducting state of CaSn3 . Discarding
pairing states higher than f -wave out of ten irreducible representations of Oh , we tabulate the
possible superconducting pairing states with the lower symmetry of point group D4h , which is a
sub group of Oh and breaks the crystallographic rotational symmetry (table 4.1) [37]. Although
further parity-sensitive experiments, including NMR Knight shift, are required, together with the
observed Hc2 (T) close to the form of that of the polar p-wave pairing state and the fully-gapped
state unveiled by low-temperature µSR measurements dominated by a large hole pocket around
the Γ point [30, 62], the nematicity suggests that two-dimensional representation Eu symmetry
with the fully-gapped d-vector 2ẑkz − x̂kx − ŷky can possibly be stabilized in CaSn3 . The proposed unconventional pairing state satisfies a key gradient for topological superconductivity in
time-reversal-invariant inversion-symmetric systems, namely, the fully-gapped odd-parity pairing
state.
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CHAPTER 4: FERMI SURFACES OF THE TOPOLOGICAL
SEMIMETAL CaSn3 PROBED THROUGH DE HAAS VAN ALPHEN
OSCILLATIONS

In search of topological superconductors, nailing down the normal state Fermiology is as crucial
a prerequisite as unraveling the superconducting pairing symmetry. We report here a detailed
study of de Haas van Alphen quantum oscillations in single crystals of the topological semimetal
CaSn3 with torque magnetometry in high magnetic fields up to 35 T. In conjunction with density
functional theory-based calculations, the observed quantum oscillations frequencies indicate that
the Fermi surfaces of CaSn3 enclose an odd number of time-reversal-invariant momenta, satisfying
one of the proposed criteria to realize topological superconductivity. Our results are published in
Journal of Physics: Condensed Matter and available at K. Siddiquee et al., J. Phys.: Condens.
Matter 33, 17LT01 (2021) [85].

4.1

Introduction

Topological superconductors (TSCs) hosting Majorana fermions on the boundaries have recently
attracted much attention because of potential application in quantum computing and other areas
[45]. Although extensive studies to explore TSCs, such as metal-intercalated Bi2 Se3 [45–47, 86]
and half Heusler systems [87, 88], have been conducted, unambiguous experimental identification
of topological superconductivity is still lacking.
According to a theory proposed by Fu and Berg [29], a time-reversal-invariant centrosymmetric
superconductor is a topological superconductor if it possesses the following properties: (1) oddparity pairing symmetry with a full superconducting gap and (2) an odd number of time-reversal-
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invariant momenta (TRIM) in the Brillouin zone, enclosed by its Fermi surfaces. Together with
the study of the superconducting gap structure in the superconducting state, detailed investigation
of Fermiology in the normal state is crucial for identifying topological superconductivity in topological materials.
Recently, the binary stannide semimetal CaSn3 has been proposed to be a promising candidate for
realizing topological superconductivity, as it is predicted to be a topologically nontrivial semimetal
[30]. The nontrivial electronic band structure harbors topological nodal lines in the absence of spinorbit coupling (SOC). Upon turning on SOC, the nodal lines evolve into topological point nodes
[30]. More notably, superconductivity has experimentally been confirmed [62, 63], and the possible nontrivial Berry phase associated with the topological nature of CaSn3 has been obtained from
a recent quantum oscillation study in the normal state. However, it is still unclear that this system
satisfies the proposed criterion for topological superconductors, i.e., an odd number of Fermi surfaces enclosing TRIM in the Brillouin zone.
Here we present a detailed study of de Haas van Alphen (dHvA) oscillations in CaSn3 with torque
magnetometry in high magnetic fields up to 35 T. dHvA measurements provide comprehensive
information about Fermi surfaces, as does angle-resolved photoemission spectroscopy, which has
been used successfully to reveal band structures of topological materials [89]. In addition, from
dHvA oscillations, we can extract the topological properties of materials. In CaSn3 , we observe
four fundamental dHvA frequencies associated with the Fermi surfaces as well as strong Zeeman
splitting. With the aid of our band structure calculations, we assign the measured frequencies to
the Fermi surfaces of CaSn3 , unveiling that an odd number of TRIM is enclosed by the Fermi surfaces. Combined with the observation of nontrivial Berry phases, this finding suggests that CaSn3
is a promising material to realize topological superconductivity.
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4.2

4.2.1

Experimental details

Torque magnetometry

Torque magnetometry is a remarkably functional tool that is sensitive to magnetic properties. In
particular, capacitive torque magnetometry, which is described here, can be carried out at low temperatures down to 1.5 K and high magnetic fields up to 35 T. This makes it a perfect technique
for studying materials at low temperatures and high magnetic fields. Generally, quantum oscillation experiments are utilized to reveal topological materials and topological material candidates
electronic structures. These experiments are used to map the Fermi surface. They likewise can
be utilized to reveal many crucial material properties such as the effective mass, mean free path,
Fermi velocity, etc. In the search for topological superconductivity, the shape of the Fermi surface of a topological superconductor candidate is crucial in order to identify whether it contains an
odd number of TRI momentum. High magnetic fields are needed to resolve quantum oscillations.
To observe quantum oscillations, the broadening of the Landau levels due to impurity scattering
should be less than the distance between Landau levels, which can be expressed as ~ωc > ~/τ ,
leading to ωc τ > 1, i.e., we need clean samples, too. Furthermore, the distance between Landau
levels must be greater than the thermal broadening, which can be expressed as ~ωc > kB T . Therefore these measurements are performed at low temperatures. Torque magnetometry, which can
operate under these harsh conditions, is an ideal technique to search for quantum oscillations.
The samples are attached to the tip of a thin-film cantilever using GE varnish. The torque is then
measured by tracking the capacitance in between the thin metallic cantilever and a gold film, as
displayed in fig.4.1. The capacitance is recorded with a digital ultra-precision capacitance bridge.
The zero-field capacitance, C0 for the cantilever shown in fig.4.1 given by

C0 = 0
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A
d

(4.1)

Figure 4.1: Torque magnetometer with various components labeled. The torque is tracked by
measuring the capacitance between the metallic cantilever and the gold film.

where A is the area of the cantilever head and d is the gap between the metallic cantilever and gold
film. When a torque is applied to the cantilever, the deflection can be observed in the change in the
capacitance caused by a shortening or broadening gap. This is given by

C = 0

A
(d + ∆d)

(4.2)

where ∆d is the change in the gap size caused by the magnetic torque on the cantilever. For a small
∆d, this is approximately
A
∆d
C = 0 (1 +
)
d
d
∆d
= C0 (1 +
)
d

(4.3)

Using Hooke’s law, the oscillatory magnetic torque is given by ∆τ osc ∝ ∆φ. Where ∆φ is the
angular displacement of the cantilever, which is approximately equal to ∆d / L. ∆C = C0 ∆d
∼
d
C0 Ld ∆φ. Therefore, for a small deflection of the cantilever, the oscillatory magnetic torque is
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proportional to the change in capacitance.

∆τ osc ∝ ∆C

(4.4)

If ∆d is a large fraction of the gap, d, equation 4.3 is not valid. In this case, ∆d can be expressed
exactly as

∆

1
1
1
= −
C
C C0
(d + ∆d)
d
=
−
0 A
0 A
∆d
=
0 A

(4.5)

Thus ∆d ∝ ∆ C1 . Since ∆d ∝ ∆τ osc , ∆τ osc ∝ ∆ C1 . The absolute value of the torque is barely
of interest, and the physical information from quantum oscillations can be obtained directly from
the change in capacitance. The digital capacitance bridge can measure a capacitance down to 10−6
pF. A smaller signal can be detected by increasing C0 through shortening the gap. However, for
a cantilever with too small a gap, the magnetic torque can lead to the metallic film touching the
gold film, which will short the capacitor. So a small gap is advantageous for samples with a small
signal, and a larger gap is required for samples with a large signal. It should also be noted that
the weight of the sample can cause the cantilever to short if the gap is too small. Therefore, the
cantilever must be custom-made to fit the need for the sample weight and signal strength. The thin
metallic film is made from brass or beryllium copper.
The typical cantilever thickness is either 25 µm, 75 µm, or 125 µm. For brass and beryllium
copper, which has a higher Young’s modulus, 25 µm is most commonly used. The length of the
cantilever arm is typically kept to ∼ 3 mm, and the width is usually less than 1 mm.
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4.2.2

Resistive magnet

To achieve higher magnetic fields, a resistive magnet is needed. The National High Magnetic Field
Lab has numerous resistive magnets consisting of stacks of metal sheets. A large current is run
through the sheets producing a magnetic field as high as 35 T. To prevent the magnet from melting
due to resistive heating, chilled water is constantly run through holes in the metal sheets at 15,000
liters/min. The water is de-ionized and must maintain a high-level purity because conductive impurities can cause the magnet neighboring metal sheets to be shorted. The strong electric currents
and flow of the cooling water create substantial mechanical noise in resistive magnets. To combat
this effect, the cryostat is mechanically isolated from the magnet by hanging it from a concrete
platform above the magnet that is mechanically isolated from the magnet itself.

4.3

4.3.1

Results and Discussion

Quantum oscillations in CaSn3

Torque magnetometry of a CaSn3 single crystal was performed using a capacitive cantilever in a
35 T resistive magnet at the National High Magnetic Field Laboratory (NHMFL), Tallahassee, FL.
Our torque magnetometry data exhibit clear dHvA oscillations. Upon applying the magnetic field
at θ = 8.3◦ , where θ is the angle between the applied magnetic field and the [100] axis in the (001)
plane, the oscillations in the magnetic torque τ are discernible above ∼ 5 T at 1.5 K (fig.4.2 inset).
The magnitudes of the oscillatory part of the magnetic torque ∆τ decrease rapidly with increasing
temperature (fig.4.2). While the fast oscillations are completely suppressed above 20 K, the slow
oscillations can be observed up to at least 80 K.
Fast Fourier transform (FFT) allows us to determine the frequencies of oscillation components
measured at θ = -1.7◦ (fig.4.3(a)). We find four fundamental frequencies Fα , Fβ , Fγ , and Fδ . Each
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Figure 4.2: Temperature dependent oscillatory magnetic torque in CaSn3 . Oscillatory part of magnetic torque as a function of 1/B at θ = -1.7◦ , where θ is the angle between the magnetic field
and the [100] axis while rotating the field from [100] to [010] in the (001) plane as illustrated in
the lower inset. The oscillation amplitudes decrease with increasing temperatures. Upper inset:
Magnetic torque as a function of the magnetic field B for θ = 8.3◦ at T = 1.5 K.

of them in fact consists of two frequencies close to each other (fig.4.3(a) and the inset), identified
to be Fα1 = 56 T, Fα2 = 63 T, Fβ1 = 380 T, Fβ2 = 422 T, Fγ1 = 655 T, Fγ2 = 729 T, Fδ1 = 2845 T,
and Fδ2 = 2890 T. This pairing of close frequencies is corroborated by clear beating patterns in the
magnetic torque as a function of 1/B. As indicated by arrows in figs.4.3(b) and (c), nodes in the
beating patterns produce π phase shifts in the oscillations. While the frequencies of Fα , Fβ , and
Fγ are in good agreement with those previously reported [63], Fδ that is prominent above 30 T (or
1/B < 0.033 T−1 ) is newly identified by the present work.
The observed frequencies F are associated with extremal cross-sectional areas, S, of the Fermi
surfaces in the momentum space by the Onsager relation F = (~/2πe)S. Tracking the extremal
cross-sectional areas in rotating magnetic fields about the crystallographic axes, we can trace the
Fermi surface topology of CaSn3 . The angular dependence of dHvA oscillations in CaSn3 about
the [001] axis is plotted in fig.4.4(a). As expected for the cubic structure of CaSn3 , we observe
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Figure 4.3: Fast Fourier Transform (FFT) spectrum of oscillatory magnetic torque and peak splitting in CaSn3 . (a) FFT spectrum of oscillatory magnetic torque for θ = -1.7◦ at T = 1.5 K (field
range 5–35 T). Four fundamental frequencies, Fα , Fβ , Fγ , and Fδ , with splittings are observed.
Inset: Peak splitting in the α orbit at T = 1.5 K. We observe beating due to two oscillatory components associated with (b) the β orbit with the periodicity of 0.0027 T−1 (F ∼ 370 T) for θ = -1.7◦
at T = 1.5 K, and (c) the α orbit with the periodicity of 0.0195 T−1 (F ∼ 50 T) for θ = 38.3◦ at T
= 1.5 K. Arrows indicate nodes in the beating patterns. Plus and minus signs indicate the positions
of the maxima and minima of the oscillations, respectively.

symmetric behavior in the magnetic torque with respect to θ ∼ 45◦ , similar to the previous report
[63]. The dHvA frequencies extracted from the FFT analysis exhibit nearly isotropic angular
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dependence for the α, β, γ, and δ orbits, as shown in fig.4.4(b).

4.3.2

Fermi surfaces of CaSn3

The band structure and Fermi surfaces are calculated by means of density functional theory (DFT)
employing the projector-augmented wave (PAW) pseudopotential method [90, 91] and a planewave basis set as implemented in the Vienna Ab initio Simulation Package [92, 93]. Exchange
correlation effects are included via the generalized-gradient approximation (GGA) in the form of
Perdew-Berke-Enzerhoff (PBE) exchange-correlation functionals [94, 95]. We set cutoff energy
of 500 eV for plane-wave expansion and adopt the DFT+U approach [96] to mitigate the lack of
electron correlation in the PBE functionals. The effective Hubbard U parameter is chosen to be
2.55 eV to produce a lattice parameter 4.741 Å, close to a value of 4.742 Å that was determined
experimentally [62] and not far from our measured value, a = 4.7331(5) Å. All electronic iterations
converged with 0.01 meV threshold. We use Gaussian smearing of 0.1 eV and sample the Brillouin
Zone with a 15×15×15 Γ-centered grid. SOC is incorporated in the calculations of the electronic
band structure of the system. We calculate eigenvalues for all k-points of a 41×41×41 uniform
grid.
To compare with the experimental observations, we show the calculated band structure of CaSn3
in fig.4.5(a). The predicted bands consist of a hole band (band 25) and an electron band (band 26).
Band 25 comprises a large hole pocket around the Γ point in the Brillouin zone, surrounded by numerous small hole pockets (fig.4.5(b)), and band 26 has cross-shaped electron pockets around the
X points and triangle-shaped electron pockets located between the Γ and R points, along with tiny
electron pockets around the M points (fig.4.5(c)). The calculated band structure agrees with the
one previously reported in ref.[30]. Fig.4.4(c) shows theoretical quantum oscillation frequencies
generated from the DFT calculations using the supercell K-space extremal area finder (SKEAF)
code [97].
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On comparing the theoretical oscillation frequencies with the observed ones, we can allocate the

Figure 4.4: Angular dependence of dHvA oscillation frequencies. (a) Angular dependence of the
oscillatory part of magnetic torque as a function of 1/B. Reflecting the cubic crystal structure, the
oscillations are symmetric with respect to θ ∼ 45◦ . (b) Angular dependence of dHvA oscillation
frequencies. The observed frequencies Fα , Fβ , Fγ , and Fδ are nearly independent of angle θ. (c)
Theoretical results were obtained from DFT calculations using the SKEAF code for band 25 (blue)
and band 26 (red).

frequencies to corresponding Fermi surfaces of CaSn3 . The δ orbit with Fδ ∼ 2900 T corresponds
well to the large hole pocket around the Γ point (fig.4.5(d)). The β orbit with Fβ ∼ 400 T is close
to the frequency branch of triangle-shaped electron pockets as shown in fig.4.5(e), and the γ orbit
with Fγ ∼ 690 T is comparable to the frequency associated with the cross-shaped electron pockets
around the X points (fig.4.5(f)).
However, there are important discrepancies between the theoretical results and the measured dHvA
frequencies: angle-dependent branches and branches with frequencies less than about 40 T are absent in the measured data, and the measured frequencies exhibit slight splitting, which is absent in
the theoretical ones. We observe nearly isotropic angular dependence of dHvA frequencies, and
the splittings of frequencies are also isotropic. In the δ orbit, the observed splitting is ∆Fδobs ∼ 45
T, but the theoretical calculations predict no splitting in the branch near ∼2900 T. In the β and γ
orbits, the observed splittings are ∆Fβobs ∼ 40 T and ∆Fγobs ∼ 70 T. However, the theoretical cal59

Figure 4.5: Electronic band structure and Fermi surfaces of CaSn3 . (a) Band structure of CaSn3
calculated by DFT. The local minimum of the electron band (shown in orange) at the M point is
very close to the Fermi energy EF , suggesting that the sizes of Fermi pockets at the M points are
extremely sensitive to EF . Inset: high symmetry points in the Brillouin zone. (b) Fermi surfaces
of band 25 (hole). A large hole pocket is located around the Γ point, surrounded by numerous
tiny hole pockets. (c) Fermi surfaces of band 26 (electron), consisting of cross-shaped electron
pockets around the X points, triangle-shaped electron pockets between the Γ and R points, and
small electron pockets around the M points. Calculated dHvA orbits for (d) δ, (e) β, (f) γ, γ 0 , and
γ 00 . Corresponding frequencies are plotted in fig.5.3(c).

culations indicate that the frequencies for the β 0 and γ 0 orbits, stemming from the triangle-shaped
and cross-shaped electron pockets (figs.4.5(e) and (f)), respectively, depend strongly on the angle
θ as shown in fig.4.4(c), yielding angular dependent splitting in the oscillation frequencies. Moreover, the splittings of calculated frequencies ∆Fβcalc = Fβcalc
− Fβcalc = 150 T at θ = 45◦ and
0
∆Fγcalc = Fγcalc
− Fγcalc = 1200 T at θ = 0◦ and 90◦ are much larger than the observed ∆Fβobs
0
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and ∆Fγobs . We therefore conclude that the experimentally detected β and γ orbits represent only
parts of the corresponding theoretical orbits. The absence of these angle-dependent branches in our
measurements can be attributed to the suppression of oscillation amplitudes by the large curvature
factor ∆τ ∝ |∂ 2 S(k)/∂kk2 |−1/2 , suggested by the shape of calculated Fermi surfaces.
The slight splitting of oscillation frequencies observed in CaSn3 is reminiscent of the spin splitting

Figure 4.6: Spin-splitting of Fermi surface due to nonlinear Zeeman effect. (a) Magnetic field
dependence of the extremal cross-sectional areas for spin-up and down Fermi surfaces Sup and
Sdown due to the linear Zeeman effect. The observed extremal cross-sectional area S obs = S(B) −
obs
BdS(B)/dB is identical to the zero-field limit of cross-sectional area S(0), leading to Sup
=
obs
Sdown . (b) Magnetic field dependence of the extremal cross-sectional areas for spin-up and spindown Fermi surfaces due to the nonlinear Zeeman effect. The observed extremal cross-sectional
obs
obs
6= Sdown
.
area is given by the extrapolation of dS(B)/dB to B = 0, yielding Sup

of energy bands. For instance, in noncentrosymmetric systems with strong SOC, asymmetric SOC
can induce the splitting of Fermi surfaces even in the absence of a magnetic field [87, 98]. However,
since CaSn3 is a centrosymmetric system, asymmetric SOC is absent. Instead, the observed splitting in CaSn3 can be attributed to spin-up and down Fermi surfaces with field-dependent extremal
cross sectional areas S(B) due to the Zeeman effect. Taking the Zeeman effect into account, the
Onsager relation can be rewritten as F = ~(S(B) − BdS(B)/dB)/(2πe). Hence, the measured
F represents a back projection of field-dependent cross-sectional area S(B), i.e. an extrapolation
of the tangent at B to B = 0 (fig.4.6) [40, 99–101]. In the conventional linear Zeeman effect, the
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Figure 4.7: Comparison between experimental and calculated dHvA frequencies. Angular dependence of average dHvA frequencies for (a) the δ orbit, (b) the γ orbit, and (c) the α and β orbits.
Black and red dashed lines represent theoretical dHvA frequencies without and with Fermi-energy
shifts, respectively. Fermi surfaces with shifting the Fermi energy by (d) +40 meV for the hole
band around the Γ point, (e) +110 meV for electron pockets around the M points, (f) +15 meV for
electron pockets located between the R and Γ points, and -20 meV for electron pockets around the
X points. Green lines represent extremal orbits when the field is applied parallel to the [100] axis.

back projection provides field-independent S obs = S(0), or field-independent dHvA frequencies
F obs (fig.4.6(a)). In this case, the observed frequencies for spin-up and down Fermi surfaces are
obs
obs
= Fdown
). On the other hand, the nonlinear Zeeman effect can give rise to nonidentical (Fup

linear magnetic field dependence of extremal areas Sup (B) and Sdown (B), yielding the disparity
obs
obs
obs
obs
between the observed extremal areas Sup
and Sdown
, i.e. Fup
6= Fdown
(fig.4.6(b)). In this situa-

tion, averaging two splitting frequencies provides the zero-field limit for each orbit: Fαave = 60 T,
Fβave = 401 T, Fγave = 692 T, and Fδave = 2868 T. Shifting the Fermi energy upward by 15 meV for
the β orbit, downward by 20 meV for the γ and γ 0 orbits, and upward by 40 meV for the δ orbit
fully reproduce their absolute frequencies (figs.4.7(a)-(c)). Field-dependent dHvA frequencies for
spin-up and down Fermi surfaces have also been reported for PrPb3 with the same AuCu3 -type
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cubic structure [102].
Whereas the Fermi pockets corresponding to the measured orbits β, γ, and δ are uniquely identified, the α orbit with Fαave = 60 T remains unassigned. We note that the hole pocket around the
Γ point and triangle-shaped electron pockets between Γ and R points provide no extremal orbits
other than F ∼ 3000 T and ∼ 400 T at θ = 0, respectively (figs.4.5(d), 4.5(e), 4.7(d) and 4.7(f)).
On the other hand, the cross-shaped electron pockets around the X points has extra extremal orbits
γ 00 with the frequency of ∼ 190 T (150 T) for the unshifted (shifted) Fermi pockets (figs.4.5(f) and
4.7(g)) at θ = 0. Since the calculated frequencies for the γ 00 orbit, with or without the Fermi-energy
shift, are larger by a factor of ∼3 than the measured frequency of 60 T, the α orbit cannot be ascribed to the cross-shaped electron pockets.
Thus, we have two possible options to assign the α orbit: tiny hole pockets around the large Fermi
surface at the Γ point and tiny electron pockets at the M points. However, the isotropy of the dHvA
frequencies for the α orbit suggests that it is quite unlikely that the α orbit originates from the small
nonspherical hole pockets located off the high symmetry points in band 25. The absence of these
tiny hole pockets can be due to the sensitivity of the pocket sizes to the Fermi energy, as fig.4.5(a)
suggests.
We, therefore, attribute the α orbit to the electron pockets around the M points. In the band structure with the unshifted Fermi energy, however, the cross-sectional areas of the electron pockets
around the M points are very small (fig.4.5(c)). Nevertheless, as shown in the calculated band
structure (fig.4.5(a)), the sizes of the electron pockets are extremely sensitive to the Fermi energy
EF . Indeed, an upward shift of EF by 110 meV yields perfect agreement in the absolute frequency
and its angular dependence (fig.4.7(c)) just like the other Fermi pockets in CaSn3 . This assignment
to the α orbit, with a shifted Fermi energy, leads to the intriguing conclusion that three TRIM—
namely, the Γ, X, and M points—are surrounded by the Fermi pockets of CaSn3 , which satisfies
one of the criteria theoretically proposed for the realization of topological superconductivity.
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4.3.3

Effective masses and Berry phases

To take a closer look at the effective mass and topological nature of each band, we utilize the
Lifshitz-Kosevich (LK) model that explains the oscillatory part of magnetic torque in metals [40],

∆τ osc = M⊥osc × B,

M⊥osc = −

Mkosc

∝ −B

1
2

2

∂ S(k)
∂kk2

(4.6)

1 dF osc
M ,
F dθ k

− 21


RT RD sin 2π
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F
+ φσ
B


.

(4.8)

Here, RT = x/ sinh x—with x = am∗ T /me B and a = 2π 2 kB me /e~ = 14.69 T/K—is the thermal damping factor, RD = exp(−am∗ TD /me B) is the Dingle damping factor, m∗ is the carrier
effective mass, me is the free electron mass, T is the metal temperature and TD is the Dingle temperature, RS = cos(πgm∗ /2me ) is the spin damping factor, F is the frequency of the oscillatory
magnetic torque. The phase shift is given by φ = −1/2 + φB /2π + φ3D , where φB is the Berry
phase. The phase shift determined by dimensionality of the Fermi surface, φ3D , is 1/8 for extreme
minima (maxima) for electron (hole) pockets and -1/8 for extreme maxima (minima) for electron
(hole) pockets. Note here that instead of using the spin damping factor RS = cos(πgm∗ /2me ) in
the conventional LK formula, we adopt the Zeeman phase shift φσZ to describe the effect of spins
due to the spin-dependent dHvA frequencies (Fup 6= Fdown ). To extract a reliable Berry phase from
dHvA oscillations, φσZ , together with the sign of dF/dθ, should be considered in the LK analysis.
To this goal, we first determine the effective masses m∗ through the thermal damping factor RT by
fitting the observed FFT amplitudes to the LK formula [40]. We find the effective masses m∗ are
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0.040me , 0.042me , 0.10me , 0.10me , 0.21me , 0.25me , 0.17me , and 0.18me for the α1 , α2 , β1 , β2 ,
γ1 , γ2 , δ1 , and δ2 orbits, respectively (figs.4.8(a) and (b)). These light masses are consistent with
the previously reported values [63].
Nontrivial topological nature of CaSn3 is confirmed by the nonzero Berry phase. To determine

Figure 4.8: Effective masses and Berry phases of CaSn3 . Effective masses of (a) the α and β orbits
and (b) the γ and δ orbits in CaSn3 , obtained from temperature dependence of FFT amplitudes
at θ = -1.7◦ (fig.4.3(a)) using the Lifshitz-Kosevich model with the average inverse field 1/B̄ =
(1/Bmin + 1/Bmax )/2, where Bmin = 5 T and Bmax = 35 T. A two component LK fit to the bandpass filtered data for (c) the γ and (d) the δ orbits. The extracted Berry phase φB —0.7π for the γ
orbit and 1.0π for the δ orbit—indicate nontrivial topological nature of CaSn3 .

the Berry phase, we fit a two-component LK formula to band-pass filtered data for the γ and δ
orbits for θ = -1.7◦ at T = 1.5 K. We use the oscillation frequencies obtained from the FFT analysis
and the effective masses extracted from the temperature dependence of FFT amplitudes as fixed
parameters. We assume that the spin-up and down Fermi surfaces have the same Berry phase, i.e.
down
φB = φup
. Taking into account the signs of dF/dθ (< 0 around θ = 0) for the γ and
B = φB

δ orbits (figs.4.7(a) and (b)), we find the extracted Berry phases φB = 0.7π for the γ orbit and
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φB = 1.0π for the δ orbit, which indicate the nontrivial topological nature of these bands. The
lower limits of effective g-factors, obtained from the Zeeman phase shift, are 8.61 for the γ orbit
and 11.6 for the δ orbit. Similar, sizable enhancement of g has been observed in various topological
semimetals, including ZrSiS [103], ZrTe5 [104], Cd3 As2 [105], and PtBi2−x [106], all consistent
with the large Zeeman splitting.
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CHAPTER 5: CONCLUSION

In summary, we have investigated the anisotropy of upper critical field, µSR and quantum oscillations in the topological semimetal CaSn3 . We observed unusual two-fold symmetry of Hc2
about a four-fold symmetric axis, indicative of the realization of nematic superconductivity. We
also observed an anomalous temperature dependence of the upper critical field, reminiscent of
the polar p-pairing states. In µSR study of CaSn3 , the superfluid density is fully saturated at low
temperature, implied a full superconducting gap. These observations suggest that odd-parity pairing symmetry with a full superconducting gap is realized in CaSn3 , meets one of the proposed
theoretical prerequisites for topological superconductivity and provides a promising platform for
topological realization superconductivity. Moreover, we have observed four fundamental dHvA
oscillation frequencies in CaSn3 via torque magnetometry in magnetic fields up to 35 T, determined to be Fαave = 60 T, Fβave = 401 T, Fγave = 692 T, and Fδave = 2868 T. We have identified the
correspondence between the experimental quantum oscillation frequencies and theoretically calculated orbits in this topological superconductor candidate, revealing that an odd number of Fermi
pockets enclose the TRIM, prerequisite to one of the other theoretical proposed criteria for topological superconductivity. The nonzero Berry phases are also confirmed by using the LK model,
supporting this system’s nontrivial topological nature. These findings provide a new avenue to
investigate topological superconducting states stabilized in topological semimetals.
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