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Abstract
The tracer equations are part of the primitive equations used in ocean modeling and describe
the transport of tracers, such as temperature, salinity or chemicals, in the ocean. Depending on the
number of tracers considered, several equations may be added to and coupled to the dynamics system.
In many relevant situations, the time-step requirements of explicit methods imposed by the transport
and mixing in the vertical direction are more restrictive than those for the horizontal, and this may
cause the need to use very small time steps if a fully explicit method is employed. To overcome this
issue, we propose an exponential time differencing (ETD) solver where the vertical terms (transport
and diffusion) are treated with a matrix exponential, whereas the horizontal terms are dealt with in
an explicit way. We investigate numerically the computational speed-ups that can be obtained over
other semi-implicit methods, and we analyze the advantages of the method in the case of multiple
tracers.
1 Introduction
The primitive equations are the constitutive system of equations in ocean modeling. This system is
composed of a momentum equation, an equation for the ocean thickness, equations for the transport of
tracers, as well as an equation of state. The momentum and thickness equations describe the dynamics, i.e.
the change in time of the velocity and thickness of the water. The tracer equation describes the transport
of tracers, such as temperature, salinity or chemicals. Depending on the number of tracers considered,
several equations may be added to and coupled to the dynamics system. The coupling between the
tracers and the dynamics depends on the nature of tracers. Temperature and salinity impact the density
of the layers of ocean water, influencing the dynamics, and for this reason they are called active tracers.
Hence, between the dynamics and active tracers there is a two-way coupling. However, for most tracers
the coupling is only one-way, with such tracers being called passive [1].
To this day, the numerical solution of the primitive equations remains a challenging task. One of the
main issues is the presence of multiple time-scales, where different processes (e.g., external and internal
gravity waves, eddies, biochemical reactions) take different times to be completed. Since the primitive
equations arise from hyperbolic conservation laws ([2, 3]), explicit time integrators and Runge-Kutta
schemes would hypothetically be good choices for solving it. However, these schemes are not capable
of efficiently handling multiple time-scales, because the time-steps restrictions are too severe, resulting
in a significant degradation of performance. To better handle multiple time-scales, methods have been
developed with the help of mathematical and algorithmic techniques such as splitting strategies and semi-
implicit approaches. Due to the different properties of the dynamics and the tracer equations, schemes
have been created to separately deal with the two subsystems ([4, 5]). Methods for the dynamics need
to take into account the different wave speeds of the model, with the goal of having a model for which
time step sizes are governed by the slow wave speeds or the speed of advection and not by the fast wave
speeds as is the case for standard explicit schemes. Examples of time-stepping schemes for the dynamics
include implicit ([6]) and split-explicit ([7, 4]) methods. More recently, exponential time differencing
(ETD) methods, also known as exponential integrators, have gained attention in the ocean modeling
community due to their stability properties that allow time steps considerably larger than those dictated
by the CFL condition. In [8], an ETD scheme has been developed for the rotating shallow water equations
with multiple horizontal layers, which correspond to a vertical discretization of the primitive equations
∗Department of Scientific Computing, Florida State University, Tallahassee FL 32306, USA.
†Computer Science and Mathematics Division, Oak Ridge National Laboratory, One Bethel Valley Road, P.O. Box 2008,
MS-6211, Oak Ridge, TN 37831, USA.
1
ar
X
iv
:1
91
0.
02
18
9v
1 
 [m
ath
.N
A]
  5
 O
ct 
20
19
dynamics in an isopycnal vertical coordinate system. The main idea behind exponential integrators is a
splitting of the right-hand side term of an equation into a linear part and a remainder, i.e.
∂tθ = F (θ) = Aθ +R(θ) ,
with an appropriate choice of the linear operator A. For a review of exponential integrators we refer to
[9].
In this work, we devise an ETD method for the tracer equation. A tracer is supposed to satisfy a
conventional advection-diffusion equation of the form,
∂tθ +∇x · (uθ) +Dxθ = q(θ) (1)
where θ is the tracer studied, u = (u,w) ∈ R3 is the velocity of water, which is usually split in to
the horizontal velocity u ∈ R2 and the vertical velocity w, D is a diffusion term, and q(θ) represents
interior sources or sinks. The equation (1) has to be solved on a three-dimensional domain, split into a
two-dimensional horizontal and a vertical coordinate x = (x, z), and ∇x = (∇, ∂z). We note that, the
tracer equation can usually also be written as
∂tθ +∇x · (uθ) +Dxθ + ∂z(wθ)− ∂z(κz∂zθ) = q(θ), (2)
with the horizontal diffusion Dx, and the vertical diffusion coefficient κz. To avoid problems with shocks,
the velocity field u is usually chosen to be divergence free and tangential to the boundary.
When dealing with the tracer equation, a key point is appropriately including vertical mixing. Tracer
vertical mixing usually occurs on small time-scales and can be induced by density differences and/or by
turbulent motions. For explicit time stepping schemes, the time step requirement is usually set by the
horizontal advective CFL condition, hence very small time steps may need to be used with explicit time
stepping methods to include realistic vertical mixing of tracers. To avoid this issue, in the time-stepping
schemes used by popular ocean models, the vertical diffusion term ∂z(κz∂zθ) is treated implicitly. In POP
[5], the vertical tracer diffusion term is treated with an implicit Euler algorithm, whereas the remaining
terms of the equation are treated with a leapfrog algorithm. In MPAS-Ocean [4], tracer equations are
stepped forward with the mid-time velocity values and this process is repeated in a predictor-corrector
way. Implicit vertical mixing of tracers completes each time-step, where, as in POP, the vertical tracer
diffusion term is treated with an implicit Euler algorithm.
Another important phenomenon to deal with, besides vertical mixing, is when an inflow of cold water
near the coast leads to cold water on top, scenario that creates density and pressure variations and
downward motion. In an isopycnal configuration, there is no vertical transport, however, if a mostly
Eulerian coordinate system is employed (z-star, z-level), rapid variations in the pressure/density may
induce a fast vertical flow. This phenomenon is amplified by the usage of fine meshes in the vertical,
with much smaller vertical than horizontal spacing, for example [4] employs 1–15km horizontal, 10–250m
vertical. As we said, many ocean models treat the vertical advection explicitly and so, when a fast
transport of water among different layers occurs, the model may be unable to appropriately capture this
behavior. Consequently, instabilities in the simulation may occur, causing the need to decrease the time-
step. To resolve this issue, we propose an ETD solver where all the vertical terms, i.e. vertical advection
and diffusion, are treated with a matrix exponential, whereas the horizontal are dealt with in an explicit
way. This means that we are splitting the linear operator A into two parts: Az that accounts for all
vertical terms, and Ax that contains all horizontal terms. Ax is then incorporated in the remainder R(θ),
so the actual linear operator we are working with is Az. This operator splitting has two advantages.
First, by treating exponentially terms related to fast time-scales, bigger time steps can be taken, and so
computational speed-ups that can be obtained over other explicit methods. Compared to semi-implicit
methods, we expect higher accuracy due to an exact treatment of the fast scales. Second, by including
only the operator Az in the exponential, not the whole operator A, the computational cost is reduced,
effectively lowering the total computational cost and time of the whole method.
Another important challenge to face when dealing with tracer equations, and in general with primitive
equations, is in the numbers of tracers considered. The amount of tracers in an ocean simulation is usually
around 40, but may increase up to 70, causing a significant computational load. Hence, efficiently solving
multiple tracers equations is an important task in an ocean model. When an ETD scheme is used,
efficiency corresponds to a low-cost evaluation of ϕk-functions. For a given matrix B, assembling ϕk(B)
is generally prohibitive in the large scale context; iterative methods are used instead, i.e. Krylov subspace
algorithms ([10, 11]). Scaling and squaring is used usually for dense matrices ([12, 13, 14, 15, 16]) However,
it has also been used in the context of multiwavelet Galerkin methods, where a certain level of sparsity
can be maintained throughout the iterations of the method and the approximation of ϕk(B) ([17]). In
this work, together with the usage of a Krylov method, we pursue a second approach based on scaling
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and squaring relations, focusing on the fact that there is no communication in ocean due to the vertical
exponential, since the domain-decomposition is horizontal, and the exponential is vertical. The proposed
approximation scheme is based on polynomials of moderate degree that result in a consistent and stable
approximation of ϕk(B) with low bandwidth. To efficiently solve multiple tracer equations, we intend
to preassemble ϕk(B) instead of computing ϕk(B)f for every right hand side f . Additionally, since the
current ocean models use only 40-100 layers, even a full storage of exponential is feasible.
Finally, our solver is compared with existing ocean models, to make sure that it is able to reproduce
similar results under the same physical conditions. To do so, the whole primitive equations are solved
and two tests from [18] are performed. The tracer equations is coupled with the dynamics, and to solve
this latter system a second ETD solver (Exponential Rosenbrock Euler) is used. The results obtained
with our ETD solvers are compared with those obtained with three other codes: MPAS-Ocean, MITgcm
and MOM.
The paper is organized as follows. Section 2 describes the discretization of the tracer equation both in
the vertical and in the horizontal. Section 3 focuses on exponential integrators and their implementation.
For the computation of ϕk-functions, a restarted Krylov subspace method is described, and a scheme
based on scaling and squaring relations is proposed. For the latter scheme, an error analysis is provided.
In section 4, the proposed ETD solver for the tracer equation is presented, and the properties of the
operator splitting are described. The numerical tests are shown and discussed in section 5, while the
conclusions follow in section 7.
2 Discretization of the Tracer Equation
In this section, the discretization of the tracer equation (1) in the vertical and in the horizontal is
described. In most ocean models, an hydrostatic condition is assumed, leading to describing the primitive
equation by the incompressible Boussinesq equations in hydrostatic balance. Following this assumption,
the tracer equation in continuous form can be re-written as
∂(ρ˜T )
∂t
= −∇ · (ρ˜uT )− ∂(ρ˜Tw)
∂z
+DTx +D
T
z + FT , (3)
where T is the tracer, u is the horizontal velocity, w is the vertical velocity and ρ˜ is the pseudo-density.
The variable z represents the vertical coordinate and it defined positive upward. DTx and D
T
z indicate
the horizontal and vertical diffusion term, respectively. These terms are defined as
DTx = ∇ · (h κx∇T ) , (4)
DTz = h
∂
∂z
(
κz
∂T
∂z
)
, (5)
where κx and κz are the horizontal and vertical diffusion, respectively. Without loss of generality, we
assume that no forcing term is present, i.e. FT = 0. This assumption is equivalent to consider that no
external factors have an influence on the tracer behavior.
To discretize equation (3), we employ z-level coordinates in the vertical [19] and a finite-volume
method using a C-grid staggering in the horizontal [20]. For more details about the discretization of all
primitive equations, please refer to [4].
2.1 Tracer Equation with vertical discretization
As in MPAS-Ocean [4, 19], the vertical coordinate we use is Arbitrary Lagrangian-Eulerian (ALE). With
ALE, several coordinate systems can be specified depending on the application. Common choices for the
vertical coordinates include z-level, where all layers have a fixed thickness except for the top layer, z-star,
where all layer thicknesses vary in proportion to the sea surface height, and isopycnal, where there is no
vertical transport between layers.
The tracer equation with vertical discretization is
∂(hkTk)
∂t
= −∇ · (hkukTk)− Tkwk + Tk+1wk+1 + [DTx ]k + [DTz ]k , (6)
where k indicates the vertical layer, k = 1 is the top layer and k increases downward up to N ; z = 0 is
the mean elevation of the free surface, and the z coordinate is positive upward. The variable wk indicates
the transport of fluid from layer k to k − 1, i.e. across the top interface of layer k. The pseudo-density
ρ˜ has been replaced by the h, which is the layer-thickness. The operator (·), on a generic variable ψk, is
the vertical average between the layer k and the above layer k − 1, i.e.,
ψk =
ψk−1 + ψk
2
. (7)
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Finally, [DTx ]k and [D
T
z ]k indicate the discretized horizontal and vertical tracer diffusion terms, respec-
tively, and are defined as
[DTx ]k = ∇ · (hkκx∇Tk) , [DTz ]k = hkδzk(κzδzk(Tk)) . (8)
The discrete operators δzk(·) and δzk(·), on a generic variable ψk, are defined as
δzk(ψk) =
ψk−1 − ψk
hk
, (9)
δzk(ψk) =
ψk − ψk+1
hk
. (10)
The vertical tracer diffusion term can actually be rewritten without introducing the operator δzk as
[DTν ]k = κz(δzk(Tk)− δzk(Tk+1)).
The choice of the vertical coordinate system is enforced in the computation of the vertical transport.
wk can be found by solving the thickness equation for wk. The thickness equation discretized in the
vertical has the form
∂hk
∂t
+∇ · (hkuk) + wk − wk+1 = 0 . (11)
For a Boussinesq fluid, this equation represents the continuity equation for the pseudo-density ρ˜. To
obtain wk from (11), all variables at the previous time step must be known, in particular the time
derivative of h at layer k, ∂hk∂t , must be known. For this purpose, a new quantity, named h
ALE
k , is
introduced. hALEk represents the desired thickness for the new time, and it is used to compute
∂hk
∂t using
a first-order finite difference approximation. In this way, wk can be found as
wk = wk+1 −∇ · (hkuk)− h
ALE
k − hk
∆t
. (12)
For isopycnal simulations, the vertical transport is set to zero in (12). For other coordinate systems, like
z-level and z-star, the way hALEk is computed determines the type of coordinates chosen. For example,
for z-level vertical coordinates
hALE1 = h
rest
1 + ζ ,
hALEk = h
rest
k , for k > 1 ,
where hrestk is the layer thickness when the ocean is at rest, and ζ is the sea surface height defined as∑
k hk −
∑
k h
rest
k . For z-level coordinates (and for z-type coordinates in general) the resting thickness
is considered constant in each horizontal layer, but for other coordinate systems, like sigma coordinates,
hrestk varies horizontally in proportion to the column’s total depth. The simulations presented in section
5 use z-level vertical coordinates. Please refer to [19] for more details about the computation of hALEk for
other coordinate systems.
2.2 Tracer Equation with horizontal discretization
The horizontal discretization is a C-grid, finite-volume method applied to a spherical centroidal Voronoi
tessellation (SCVT) mesh. Height, tracers, pressure and kinetic energy are defined at centers of the
convex polygons, and the velocity is located at cell edges. Vorticity (curl of velocity) is defined at cell
vertices. In the following, the subscripts i and e indicate the discretized variables through cell centers
and edges, respectively. Since we are focusing on the discretization of the tracer equation only, we will
not work with variables and operators defined at cell vertices.
The tracer equation with horizontal discretization is
∂(hk,iTk,i)
∂t
=− [∇ · ((̂hk,:)euk,:(̂Tk,:)e)]i − Tk,iwk,i + Tk+1,iwk+1,i
+ [DTx ]k,i + [D
T
z ]k,i , (13)
[DTx ]k,i = [∇ ·
(
(̂hk,:)e κx [∇Tk,:]e
)
]i , [D
T
z ]k,i = hk,iδzk(κzδzk(Tk,i)) . (14)
Each variable now has two sub-scripted indices, the first indicating the vertical layer, and the second
indicating its position on the horizontal grid, namely either i or e. Colons in subscripts may be places as
second index to indicate that multiple edges or cell centers are used in computing the horizontal operator.
For a generic variable ψk, the symbol (̂ψk,:)e represents the averaging of the variable from two adjacent
centers to the corresponding edge. We would like to point out that the vertical transport through the sea
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surface and at the bottom surface is zero, i.e. w1,i = 0 and wN+1,i = 0. Moreover, we consider uk,e = 0
on all boundary edges.
For a generic vector field Yk and variable ψk, the discrete horizontal operators [∇·Yk,:]i and [∇ψk,:]e
are defined as
[∇ ·Yk,:]i = 1
Ai
∑
e∈E(i)
ne,iYk,ele , (15)
[∇ψk,:]e = 1
de
∑
i∈C(e)
−ne,iψk,i . (16)
Ai indicates the Voronoi cell area, de is the distance between cell centers, le is edge length and ne,i
represents the sign of the vector at edge e with respect to cell i. The sets E(i) are the edges about cell i,
and the sets C(e) are the cells neighboring edge e. Thus, the divergence moves from edges to cell-centered
quantity, while the gradient moves from cell centers to edges.
3 Exponential Time Integration
This section describes exponential time differencing methods, that later will be used to solve the tracer
equation. ETD methods have already been employed to solve the single layer ([21, 22, 23]) and multi-layer
([8]) shallow water equations.
3.1 Exponential Integrators
Let ∂tT = F (T ) be a system of partial differential equations (PDEs), where T = T (t) denotes the vector
of the solution variables for t ∈ [tn, tn+1], and F (T ) is the right-hand-side term. The interval [tn, tn+1]
refers to one time step. The main idea behind exponential integrators is a splitting of the right-hand-side
term into a linear part and a remainder, i.e.
∂tT = F (T ) = AnT +R(T ), (17)
where An represents a linear operator, and R(T ) := F (T ) − AnT denotes the remainder, which in
general is nonlinear. Applying the variation of constants formula to equation (17), the solution at time
tn+1 = tn + ∆t, i.e. Tn+1 = T (tn+1), is obtained as
Tn+1 = exp(∆tAn)Tn +
∫ ∆t
0
exp((∆t− τ)An)R(T (tn + τ))dτ . (18)
At this point, to build a concrete exponential integrator, an approximation of R(T (tn + τ)) must be
considered. By substituting R(T (tn + τ)) with its Taylor expansion truncated at s (s ∈ N), namely
R(T (tn + τ)) =
s∑
k=1
τk−1
(k − 1)!
dk−1R(v(tn + τ))
dτk−1
∣∣∣∣
τ=0
,
the solution Tn+1 can be approximated by
Tn+1 ≈ exp(∆tAn)Tn +
s∑
k=1
1
(k − 1)!
[ ∫ ∆t
0
exp((∆t− τ)An)τk−1dτ
] dk−1R(T (tn + τ))
dτk−1
∣∣∣∣
τ=0
.
The above expression can be rewritten as
Tn+1 ≈ exp(∆tAn)Tn +
s∑
k=1
∆tkϕk(∆tAn)
dk−1R(T (tn + τ))
dτk−1
∣∣∣∣
τ=0
, (19)
by introducing the, so called, ϕ-functions defined by
ϕk(∆tAn) =
1
∆tk(k − 1)!
∫ ∆t
0
exp((∆t− τ)An)τk−1dτ (20)
=
1
(k − 1)!
∫ 1
0
exp((1− σ)∆tAn)σk−1dσ, k = 1, 2, . . . , s . (21)
By performing the change of variable ∆t− τ = (1− σ)∆t, (21) can be obtained from (20). For k = 0, we
have that ϕ0(∆tAn) = exp(∆tAn).
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The parameter s in (19) indicates the number of stages of the method. By taking s = 1, the exponential
Euler method is obtained as
Tn+1 ≈ exp(∆tAn)Tn + ∆tϕ1(∆tAn)R(Tn) = Tn + ∆tϕ1(∆tAn)F (Tn) , (22)
where ϕ1(∆tAn) =
∫ 1
0
exp((1 − σ)∆tAn)dσ = (∆tA)−1(exp(∆tAn) − I), with I indicating the identity
matrix. For a generic linear operator An, this method is first-order accurate, but if An is the Jacobian
matrix of the system evaluated at tn, namely An = F
′(Tn), then the method becomes second-order
accurate [9, 23]. In this case, the scheme (22) is called Exponential Rosenbrock Euler. By taking s = 2,
a second-order single-step method with two stages is obtained as
T (1
st stage)
n = Tn + ∆tϕ1(∆tAn)F (Tn) , (23)
Tn+1 = T
(1st stage)
n + ∆tϕ2(∆tAn)(R(T
(1st stage)
n )−R(Tn)) , (24)
where the first derivative of N(Tn) is approximated with a first-order finite-difference approximation
dR(T (tn + τ))
dτ
∣∣∣∣
τ=0
≈ R(T
(1st stage)
n )−R(Tn)
∆t
,
and ϕ2(∆tAn) =
∫ 1
0
exp((1− σ)∆tAn)σ dσ = (∆tAn)−2(exp(∆tAn)−∆tAn − I). This scheme is known
as ETD2-RK ([24, 9]).
ETD2-RK fulfills the stiff order conditions of order two described in [24], section 5.1. However,
by relaxing some of these conditions, different schemes can be obtained that are more convenient for
computations. For instance, the following two-stage predictor-corrector scheme makes use only of the ϕ1
function.
T (1
st stage)
n = Tn + ∆tϕ1(∆tAn)F (Tn) , (25)
Tn+1 = T
(1st stage)
n +
1
2
∆tϕ1(∆tAn)(R(T
(1st stage)
n )−R(Tn)) . (26)
This scheme fulfills the nonstiff order conditions up to order two, and the stiff order conditions up to
order one. From an implementational point of view, it is simpler than ETD2-RK, since ϕ2 does not need
to be assembled, and a further advantage in terms of computational time can be obtained if the matrix
ϕ1(∆tAn) can be precomputed and stored efficiently.
3.2 Computation of the ϕ-functions
The computation of the ϕ-functions is of major relevance for ETD methods. Let us assume that A
is in Rn×n, where b ∈ Rn and k ∈ N is the index of the ϕ-function. Fist of all, let us consider the
special case k = 0, for which we have ϕ0(A) = exp(A). The most popular method for computing the
matrix exponential exp(A) is the scaling and squaring algorithm [25, 15]. In [14], the scaling and squaring
algorithm used by the MATLAB function expm is described, and a variation of this method that alleviates
overscaling problems is presented in [12]. The Expokit package [26] uses a scaling and squaring method
as well for computing matrix exponentials. An alternative to scaling and squaring methods is given by
Krylov subspace projections [27, 11]. Krylov schemes can be used for evaluating any ϕk-function with
index k ≥ 0. With Krylov schemes, matrix-vector products of the form ϕk(A)b are computed, without
the actual construction of the matrix ϕk(A). To overcome some memory issues associated with standard
Krylov methods, restarted schemes have been developed [10]. The C/C++ library SLEPc [28] uses the
restarted algorithm presented in [10].
In the following, a brief description of the algorithm presented in [10] is given, since this method is
used in the numerical results section, and scaling and squaring algorithm for indexes k ≥ 0 is presented,
for which an error estimate is derived.
3.2.1 Krylov subspace approximation
The Krylov subspace approximation has been found very efficient to compute matrix-vector products
ϕk(A)b due to the optimality of the matrix polynomials produced by Krylov methods. The idea behind
a Krylov subspace approach is to approximate the vector ϕk(A)b, which lives in Rn, in a smaller space
of dimension m. The Krylov approximation of ϕk(A)b is based on an Arnoldi decomposition of A
AVm = Vm+1H˜m = VmHm + ηm+1,mvm+1e
T
m , (27)
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where Vm is a m×n matrix whose columns form an orthogonal basis for the Krylov subspace of dimension
m
Km(A, b) = span{b, Ab, . . . , Am−1b} ,
H˜m = [ηi,j ] is an (m+ 1)×m upper Hessenberg matrix, Hm = [Im 0]H˜m and em denotes the mth vector
of the standard basis of Rm. The matrices Vm and Hm are such that
Hm = V
T
mAVm , (28)
therefore Hm can be seen as the projection of the action of A to the Krylov subspace Km(A, b).
Standard Krylov methods requires the storage of Vm, i.e. the storage of m vectors of size n, which
may be costly for moderate to large values of m. Therefore, a standard Krylov subspace method may
be impractical because of the storage requirements associated with Vm. To overcome this issue, the
Arnoldi approximation could be modified in a way that allows the construction of successively better
approximations of ϕk(A)b based on a sequence of Krylov spaces of small dimension. Methods based on
this approach are called restarted Krylov subspace methods, and they use an Arnoldi-like decomposition
where a sequence of ascending (not necessarily orthonormal) basis vectors is introduced. We now focus
on the restarted Krylov subspace algorithm presented in [10], which can be summarized as follows. An
Arnoldi-like decomposition of A is constructed
AV̂p = V̂pĤp + np+1vpm+1e
T
pm , (29)
where V̂p = [V1 V2 · · · Vp] ∈ Rn×pm, Ĥp =

H1
E2 H2
. . .
. . .
Ep Hp
 ∈ Rpm×pm, and
Ej = ηje1e
T
m ∈ Rm×m, j = 2, . . . , p. Since (29) is an Arnoldi-like decomposition, the columns of V̂k
are only blockwise orthonormal. The matrices V1, V2, . . . , Vp ∈ Rn×m, H1, H2, . . . ,Hp ∈ Rm×m and the
scalars η2, η3, . . . , ηp+1 are obtained from p proper Arnoldi decompositions. Setting
ϕk(Ĥp) =

ϕ1,1k
ϕ2,1k ϕ
2,2
k
...
...
. . .
ϕp,1k ϕ
p,2
k . . . ϕ
p,p
k
 , where ϕj,jk = ϕk(Hj), j = 1, 2, . . . , p ,
the approximation ϕpk of ϕk(A)b after p restart cycles is given by
ϕpk = V̂pϕk(Ĥp)e1 = [V1 V2 · · · Vp]ϕk(Ĥp)e1 =
p∑
j=1
Vjϕ
j,1
k e1 = ϕ
p−1
k + Vpϕ
p,1
k e1 . (30)
Therefore, the approximation ϕpk is obtained from the previous approximation ϕ
p−1
k plus a correction term.
Only ϕp−1k has to be stored from the previous cycle of the algorithm, and the matrix Vp−1 (together with
Vp−2, . . . , V1) can be discarded after computing ϕ
p−1
k . An efficient implementation of this algorithm can
be found in [29], where it is also shown how to stably compute the coefficient vector ϕp,1k e1.
3.2.2 Scaling and Squaring
We now present a scaling and squaring method for the computation of ϕk(A). We are going to base the
scaling and squaring method on the recursive relations for the ϕk-functions; cf. [30, 31, 32]. They are
given as (see [32, Lemma 3]):
2kϕk(2A) = exp(A)ϕk(A) +
k−1∑
j=0
ϕk−j(A)
j!
(31)
=
{
ϕk/2(A)
2 + 2
∑k/2
j=0
1
j!ϕk−j(A) for k even,
ϕ(k−1)/2(A)ϕ(k+1)/2(A) + 2
∑(k−1)/2
j=0
ϕk−j(A)
j! +
ϕ((k+1)/2)(A)
((k+1)/2)! for k odd.
(32)
Note that in both expressions the matrix function of the matrix 2A is expressed as a product of two matrix
functions of A plus some correction terms. The first identity is simpler, but the second one reduces the
number of correction terms, which is slightly more efficient for computations; however [32] mentions that
the first form is more stable in numerical experiments.
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The first formula follows from the definition (20) using ∆t = 2, and a splitting of the integral into the
intervals (0, 1) and (1, 2)
2kϕk(2A) =
∫ 1
0
exp((2− τ)A) τ
k−1
(k − 1)! dτ +
∫ 2
1
exp((2− τ)A) τ
k−1
(k − 1)! dτ
= exp(A)
∫ 1
0
exp((1− τ)A) τ
k−1
(k − 1)! +
∫ 1
0
exp((1− τ)A) (1 + τ)
k−1
(k − 1)! dτ,
where the second integral was shifted to (0, 1). Now, using the binomial identity (1 + τ)k−1/(k − 1)! =∑k−1
j=0 τ
k−j−1/((k− 1− j)! j!) in the second term and the definition of ϕk and ϕk−j shows (31). Now, to
derive the second identity, we use in a first step
exp(A)ϕk(A) = (I + ϕ1(A)A)ϕk(A) = ϕk(A) + ϕ1(A)(Aϕk(A))
= ϕk(A) + ϕ1(A)(ϕk−1(A)− I/(k − 1)!) = ϕ1(A)ϕk−1(A) + ϕk(A)− ϕ1(A)/(k − 1)!.
Proceeding iteratively m times with the first term, we obtain
exp(A)ϕk(A) = ϕm(A)ϕk−m(A) +
m∑
j=1
ϕk−j(A)
j!
−
k−1∑
j=k−m−1
ϕk−j(A)
j!
.
using this identity for m = k/2 and m = (k − 1)/2 respectively, we obtain (32).
In order to evaluate the matrix functions, we are going exploit these recursive relations to reduce the
computation to matrix functions of a scaled matrix A/2M . Then, we use a polynomial approximation
for this matrix. In order to ensure accuracy and stability, we do this in the following way: First, let
p00(z) = Tr(z) + z
r+1q(z) = exp(z) +O(|z|r+1)
be a polynomial of degree Np that approximates the exponential function up to order r. Here, Tr(z) =
1 + z + . . .+ zr/r! is the Taylor approximation to exp, and q(z) is a remainder. Then, for all k ≤ r + 1
we define the consistent polynomial approximations to the ϕk-functions as
p0k(z) = z
−k (pM0 (z)− Tk(z)) = r−k∑
j=0
zj
(j − k)! + z
r+1−kq(z) (33)
Now, we define the higher order recursive approximations for M > 0 to ϕk using (31) as
pMk (z) = 2
−k
pM−10 (z/2)pM−1k (z/2) + k−1∑
j=0
pM−1k−j (z/2)
j!
 . (34)
This definition ensures that the resulting pr,Mk functions have similar properties as the original ϕ functions.
Proposition 1. For any M ≥ 0 and 1 ≤ k ≤ r + 1 there holds
pMk (z) = z
−1 (pMk−1(z)− 1/(k − 1)!) , (35)
pMk (z) = z
−k (pM0 (z)− Tk−1(z)) . (36)
Proof. For M = 0 this holds according to definition. For higher M we follow an induction argument.
First, we show (35). We use the recursive definition (34) to obtain
zpMk (z) =
1
2k−1
pM−10 (z/2)(z/2)pM−1k (z/2) + k−1∑
j=0
(z/2)pM−1k−j (z/2)
j!

and use the induction hypothesis to obtain
2k−1zpMk (z) = p
M−1
0 (z/2)
(
pM−1k−1 (z/2)−
1
(k − 1)!
)
+
k−1∑
j=0
pM−1k−j−1(z/2)− 1/(k − j − 1)!
j!
= pM−10 (z/2)p
M−1
k−1 (z/2) +
k−2∑
j=0
pM−1k−1−j(z/2)
j!
−
k−1∑
j=0
1
j!(k − j − 1)!
= 2k−1pMk−1(z)− 2k−1/(k − 1)!,
using again the recursive definition (34) for k − 1 and the well-known summation formula of binomial
coefficients. Dividing by 2k−1z yields (35). Concerning (36), we note that is suffices to repeatedly
apply (35) for k, k − 1, ..., 1.
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Remark 1. The above result also implies that the recursion from (32) is equivalent for the construction
of pMk , since the equality (35) can be used to convert between both versions.
Remark 2. In (45)-(46), which is the ETD method we actually use to later solve the tracer equation,
the only ϕk-function needed is ϕ1. For this specific case, the recursion formula (31) looks like
ϕ1(A) =
1
2
(
exp
(1
2
A
)
+ I
)
ϕ1(
1
2
A) .
and
pM1 (z) = z
−1(pM0 (z)− 1) .
Using the above relations, the following algorithm computes ϕ1(A) from ϕ1(A/2
M ).
Algorithm 1 Computation of ϕ1(A)
Step 1. Define
p01(A) =
A−1
2M
(p00(A/2
M )− I) , p00(A/2M ) = exp(A/2M ) +O(|A/2M |r+1) .
Step 2. For 0 ≤ j ≤M , Given pj0( A2M+j−1 ) and pj1( A2M+j−1 ), compute pj1( A2M+j ) as
ps,j1
( A
2M+j
)
=
1
2
(
pj0
( A
2M+j−1
)
+ I
)
pj1
( A
2M+j−1
)
.
Step 3. Given pj0(
A
2M+j−1 ), compute p
j
0(
A
2M+j
) as
pj0(
A
2M+j
) = pj0(
A
2M+j−1
)) pj0(
A
2M+j−1
) .
Finally, we provide an error estimate for the approximation ϕk ≈ pMk . First, we consider the
polynomial approximation on a subset of the complex plane. To prepare for the general case, we let
Σ ⊂ C− + ρ0 ⊂ C be some compact subset of the negative complex plane shifted by ρ0 ≥ 0, and assume
that the underlying polynomial fulfills the stability assumption
|p00(z)| ≤ exp(τρ0) for all z ∈ τΣ, where 0 ≤ τ ≤ 1. (37)
Moreover, since Σ is compact, there exists cq > 0 such that
|p00(z)− exp(z)| ≤ cq|z|r+1 for all z ∈ Σ. (38)
This will be the basis of the error estimates.
Remark 3. There are many situations where this assumption is fulfilled. In the case that p00(z) is the
Taylor polynomial Tr(z) and ρ0 = 0, Σ can be chosen as the intersection of the negative half-plane C−
and the well-known stability region of a Runge-Kutta scheme of order r. In this case, due to the relation
Tr(z)− exp(z) = zr+1ϕr+1(z) and |ϕr+1(z)| ≤ ϕr+1(Re z) ≤ 1/(r + 1)! we have cq = 1/(r + 1)!. For an
overview over known results on polynomials with optimal stability properties for various forms of Σ and
a computational approach to determine them, we refer to Ketcheson [33].
We first investigate the case of the matrix exponential k = 0.
Proposition 2. Let the polynomial p00 fulfill (37). Then for all M ≥ 0 we have the stability and
approximation properties:
|pM0 (z)| ≤ exp(τρ0), (39)
|pM0 (z)− exp(z)| ≤ cq exp(τρ0)|z|r+12−Mr, (40)
which hold for all z ∈ τΣ, for the enlarged stability radii 0 ≤ τ ≤ 2M .
Proof. The first statement follows in a straightforward way from (37) since pM0 (z) = p
0
0(z/2
M )M . For the
second statement, we use an induction argument, noting that the case M = 0 follows directly from (38).
For M > 0, we let z ∈ τΣ be arbitrary we use (34) to obtain∣∣exp(z)− pM0 (z)∣∣ = ∣∣(exp(z/2) + pM−10 (z/2)) (exp(z/2)− pM−10 (z/2))∣∣
≤ 2 exp(τρ0/2) cq exp(τρ0/2)|z/2|r+12−(M−1)r
= exp(τρ0)|z|r+12−Mr,
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where we have used z/2 ∈ (τ/2)Σ and the induction hypothesis together with (39) and |exp(z/2)| =
exp(Re(z)/2) ≤ exp(τρ0/2) in the second step.
A similar estimate follows now also for the higher ϕ-functions.
Corollary 1. Let p00 fulfill (37). Then for k ≤ r + 1 we have
|pMk (z)− ϕk(z)| ≤ cq exp(τρ0)|z|r+1−k2−Mr.
for all z ∈ τΣ and 0 ≤ τ ≤ 2M .
Proof. It suffices to use (36) to write
pMk (z)− ϕk(z) = z−k(pM0 − exp(z)),
where we can apply Proposition 2.
For the case of a diagonalizable matrix, one can now obtain an error estimate in the standard way.
Corollary 2. Let A = V DV −1, where D is a diagonal matrix with the eigenvalues σ(A) ⊂ 2MΣ on the
diagonal. Then if (37) holds, we have∥∥ϕk(A)− pMk (A)∥∥2 ≤ cq cond(V ) exp(ρ0)|A|r+1−k 2−Mr,
where ‖·‖2 is the matrix norm induced by the Euclidean norm, |A| is the spectral radius of A, and
cond(V ) = ‖V ‖2‖V −1‖2 is the condition number of V .
4 ETD Solver with Operator Splitting for the Tracer Equation
In this section, the ETD solver developed for the tracer equation is presented. We focus on the description
of the linear operator chosen, whose structure strictly depends on the physics of the problem, i.e. processes
occurring at different time-scales. In the ocean, most processes occur at large scales, as forcing by the wind
or by currents in the upper layers of the ocean, but in many relevant situations (e.g., eddies, cold water
flowing over warm water and vice versa), the vertical transport and mixing of tracers follow much faster
time-scales. Hence, semi-implicit methods are needed for the appropriate inclusion of vertical transport
and mixing in the model using time-steps that are not excessively small. Using an ETD scheme where the
linear operator is split into a vertical and a horizontal part and the vertical part is treated exponentially,
larger time steps can be taken and still have an appropriate description of the processes happening in
the vertical. While models like MPAS-Ocean and POP treat only the tracer vertical diffusion implicitly,
we treat with a matrix exponential all vertical terms of the tracer equation, i.e. vertical advection and
diffusion.
4.1 Operator Splitting
Let us rewrite the tracer equation (13) as equation (17), that is
∂tT = F (T ) = JnT +R(T ), (41)
where T = T (t) denotes the vector of tracer values for t ∈ [tn, tn+1], and the linear operator is the
Jacobian of the system evaluated at tn. Since we are assuming a zero forcing term, the tracer equation
is linear in T , which implies that the nonlinear reminder R(T ) is zero, and so (41) becomes
∂tT = F (T ) = JnT . (42)
At this point, we split the Jacobian Jn into a vertical and a horizontal part, i.e.
Jn = J
z
n + J
x
n , (43)
where Jzn contains the derivatives of the vertical terms only, and J
x
n contains the derivatives of the
horizontal terms only. Thus,
∂tT = F (T ) = J
z
nT + J
x
nT . (44)
An exponential integrator can be applied to solve (44). Both terms JznT and J
x
nT are linear, so either
one of them can be considered as the linear part of the equation or the remainder. Since the vertical
processes are those occurring at fast time-scales, the vertical terms have to be treated with a matrix
10
exponential. For this reason, the term JznT is interpreted as the linear part, while J
x
nT is the remainder,
which is linear as well in this case. Thus, we construct an exponential time differencing solver where the
vertical terms are treated implicitly with a matrix exponential, whereas the horizontal are dealt with in
an explicit way. The scheme has the following form:
T 1st stagen = Tn + ∆tϕ1(∆tJ
z
n)F (Tn) , (45)
Tn+1 = T
1st stage
n +
1
2
∆tϕ1(∆tJ
z
n)(R
1st stage
n −Rn) , (46)
i.e. it is a two-stage ETD method following a predictor-corrector. The remainders are defined as Rn =
F (Tn)−JznTn = JxnTn and R1st stagen = F (T 1st stagen )−JznT 1st stagen = JxnT 1st stagen . Both Rn and R1st stagen
take into account only the contributions from the horizontal terms, but computationally Jxn is never built.
Rn is obtained for free from the construction of the right-hand side F (Tn), which is needed in the first
stage, and the construction of R1st stagen is cheap because we do not need to construct the full right-hand
side F (T 1st stagen ) but only its horizontal terms evaluated at T
1st stage
n .
Please note that we could have chosen to treat the full Jacobian Jn with a matrix exponential, and
this would have given us the exact solution (up to machine precision) of equation (13), since it is linear in
T . From a computational point of view, this strategy is not appealing since the construction of Jn might
be very expensive in terms of time and computational cost. Given that the fast vertical scales are those
responsible for the most restrictive advective CFL, one could use a domain decomposition approach in
the horizontal. However, the advantage given by the domain decomposition would be lost if the whole
Jacobian is treated with a matrix exponential, because all the domains would be coupled. We think that
the exponential Euler method would not have been a valid choice either, since it is likely too inaccurate
to be useful.
4.2 Structure of the matrix Jzn
Another advantage of the operator splitting (43) relies in the structure of the matrix Jzn. This matrix
contains the derivatives of the vertical terms only, and its dimension is Nz × Nx, where Nz indicates the
total number of vertical layers, and Nx is the total number of elements in the horizontal discretization, i.e.
the total number of Voronoi cells. The entries of Jzn can be ordered so that the derivatives associated with
the same horizontal element form a submatrix of dimension Nz × Nz . This is possible since, for every
layer, there is no interaction between the derivatives of the vertical terms associated with two different
Voronoi cells. Therefore, Jzn has a block diagonal structure,
Jzn =

Jz,1n 0 . . . 0
0 Jz,2n . . . 0
... . . . . . .
...
0 0 . . . Jz,Nxn
 (47)
where each block Jz,in represents the contributions (derivatives of the vertical terms) given by a single
element i in the horizontal discretization, and the dimension of each block depends on the number of
vertical layers. Figure 1 shows the structure of Jzn and each diagonal block in a simple case with 4
Voronoi cells and 4 vertical layers. Since we are dealing with a one dimensional domain in the horizontal,
the diagonal blocks are banded matrices; in particular they are tridiagonal matrices because we use
up-winding in the horizontal discretization.
This block diagonal structure gives several advantages. First, ϕ1(∆tJ
z
n) can be written as
ϕ1(∆tJ
z
n) =

ϕ1(∆tJ
z,1
n ) 0 . . . 0
0 ϕ1(∆tJ
z,2
n ) . . . 0
... . . . . . .
...
0 0 . . . ϕ1(∆tJ
z,Nh
n )
 . (48)
Hence, for every Voronoi cell i, the smaller matrices ϕ1(∆tJ
z,i
n ) can be constructed one at the time, and
the global matrix ϕ1(∆tJ
z
n) is never assembled. The evaluation of small matrices ϕ1(∆tJ
z,i
n ) instead
of a large one can significantly speed up the calculations, especially in a parallel setting. Expression
(48) makes indeed the computation of ϕ1(∆tJ
z
n) easy to implement in a parallel environment. Ideally,
each matrix ϕ1(∆tJ
z,i
n ) could be assigned to a different processor, if Nx processors were available. This
straightforward parallelization would be of great advantage to speed up the computational time, which
is one of the major concerns in ocean modeling.
Expression (48) holds for any ϕk with k ≥ 0 and for any block diagonal matrix, as shown in the
following proposition.
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elem 1
elem 2
elem 3
elem 4
Figure 1: Block diagonal structure of Jzn for a simplified case with 4 horizontal elements and 4 vertical
layers.
Proposition 3. Let D be a block diagonal matrix
D =

D1 0 . . . 0
0 D2
. . . 0
...
. . .
. . .
...
0 0 . . . Dm
 ,
and let ϕk be a ϕ-function of index k defined as in (20) (or equivalently (21)). Then,
ϕk(D) =

ϕk(D1) 0 . . . 0
0 ϕk(D2)
. . . 0
...
. . .
. . .
...
0 0 . . . ϕk(Dm)
 . (49)
Proof. Using definition (21) and the block diagonal structure of D, we have
ϕk(D) =
1
(k − 1)!
∫ 1
0
exp((1− σ)D)σk−1dσ
=
1
(k − 1)!
∫ 1
0

exp((1− σ)D1) 0 . . . 0
0 exp((1− σ)D2) . . . 0
...
. . .
. . .
...
0 0 . . . exp((1− σ)Dm)
σk−1 dσ.
Applying the integral to every entry of the matrix we have that the diagonal blocks become
1
(k − 1)!
∫ 1
0
exp((1− σ)Di)σk−1 dσ = ϕk(Di) ,
for all i = 1, . . . , Nh. Thus, (49) has been verified.
Another benefit given by (48) relies in the different accuracy that can be chosen in the approximation
of each matrix ϕ1(∆tJ
z,i
n ). If a Krylov scheme is used, the dimension of the Krylov space chosen to
approximate ϕ1(∆tJ
z,i
n )bi can vary for every i, depending on the physics of the problem. A higher
dimension (so more Krylov vectors) can be used for those horizontal elements that experience a great
vertical mixing or transport, while a lower dimension can be adopted to approximate ϕ1(∆tJ
z,i
n )bi for
the remaining elements i. In most regions of the ocean, mixing is relatively small, and considering
a lower subspace dimension for the cells that discretize those areas would considerably speed up the
computational time without jeopardizing the accuracy of the approximation. Using a restarted Krylov
method, the number of Krylov vectors can be significantly smaller than the dimension of Jz,in , i.e. Nx, this
number can change at each restart. Similarly, if the scaling and squaring method described in section
3.2.2 is adopted, a different value of M can be used for each matrix ∆tJz,in . For those Voronoi cells
experiencing great vertical mixing or transport, the spectral radius of the corresponding ∆tJz,in would
be larger than for those cells impacted by relatively small mixing or transport. Hence, smaller values of
M are needed for the elements not experiencing processes occurring at fast time-scales, and since such
elements are the great majority, significant speed ups can be obtained.
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4.3 Computational Complexity
We complete this section with a brief discussion of the computational cost depending on the approach
chosen for computing the ϕk-functions. For dense matrices, the scaling and squaring approach is O(N3z )
and probably expensive if Nz is too large. However, the discrete matrices arising from one dimensional
convection diffusion problems are banded, and tridiagonal for first and second order schemes, such as
upwinding and central flux approximations. Therefore, the matrices resulting from the scaling and
squaring approximation will also have a small bandwidth: for two banded matrices with bandwidth b,
the matrix product will be banded with bandwidth 2b, and the product will cost O((1 + b)2Nz). In the
context of the ETD method (45)-(46) we need to apply the same matrix function to two different right-
hand sides. Moreover, if many tracers have to be computed, the computation of the matrix function
has to be performed only once in each timestep. The cost of multiplying by the approximation of
ϕk(∆tJ
z,i
n ) is O((1 + 2Mb)2Nz), and the overall cost for the scaling and squaring method and application
to NRHS right-hand side is O(((1 + 2Mb) + NRHS)(1 + 2Mb)Nz). For the Krylov method from section
3.2.1, we need to recompute the Arnoldi like decomposition for every right-hand side, which results in
a minimum complexity of O(NRHS(1 + b)NKrylovNz), where NKrylov is the number of matrix-vector
products required. Theoretic considerations and practical observations suggest that both NKrylov and
(1 + 2Mb) have to be chosen proportional to the vertical CFL number to obtain sufficiently stable and
accurate results. Thus, for NRHS sufficiently large, the scaling and squaring method is competitive in
theory, and yields improved results in practice due to the high efficiency of multiplying by the precomputed
banded matrix.
The fact that we are dealing with tridiagonal matrices greatly reduces the overall computational cost.
Moreover, we note that Nz is typically of moderate size only. In [4], the authors choose Nz = 40, and
100 layers is a realistic value for present day ocean simulations. Even if this number will tend to grow
in the future, it is fair to assume that its value will not exceed a thousand in the next decade. This also
implies that the storage required for a single ϕk-function approximation is moderate.
5 Numerical Tests
In this section, numerical tests are presented to investigate the performances of our ETD solver and
compare it with other ocean models. The ETD time-stepping scheme is implemented using the two
approaches for the computation of the ϕ-functions described in section 3: the Krylov subspace scheme
presented in [10] and the scaling and squaring algorithm developed for ϕk with k ≥ 0. The performances
given by the two implementations are investigated numerically in the case of one and multiple tracers.
Comparisons with other semi-implicit schemes are also presented. Finally, the solver is applied in the
context of a simple ocean model and compared to existing models, to make sure that the proposed method
is able to reproduce similar results under the same physical conditions. To do so, the whole primitive
equation system is solved. All the tests in this section are 2D, namely one dimension in the horizontal
and one in the vertical. They have been implemented in the in-house the C++ library FEMuS ([34]),
and for the Krylov subspace scheme, the SLEPc library has been used.
Remark 4. For all the tests, up-winding is used to discretize the horizontal and vertical advection. For
the performance tests, first order up-winding is used for both the vertical and the horizontal, whereas
a third-order up-winding scheme for the horizontal advection and a first-order scheme for the vertical
are employed for the comparisons with other ocean models. In section 2, the discretization of the tracer
equation was presented using a central difference scheme, but in general it is always possible to move from
a central difference scheme to up-winding, either first order or higher, by making an appropriate choice
of the diffusion operators. Computationally, up-winding was necessary since central differences cause
instabilities in advection-diffusion problems ([35]). The advection schemes used by other ocean models
are discussed in section 5.2.
5.1 Performance
For the performance tests, the tracer equation is solved, considering u, w and h constant in time. The
domain is a 10 m ×10 m box discretized with 12 elements in the horizontal and 100 layers in the vertical,
hence ∆x = 0.83 m and ∆z = 0.1 m. The velocity field is a circular, divergence-free field, which is
tangential to the boundaries. It is defined as
(u,w) = (−ψ1(x)ψ′2(z), ψ′1(x)ψ2(z)) ,
where
ψ1(x) = 1−
(x− xmax2 )4
(xmax2 )
4
, ψ2(z) = 1−
(z − zmin2 )2
(−zmin2 )
2
,
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with xmax = 10 and zmin = −10. Figure 2 shows that, with this velocity field, the Voronoi cells close to
the boundaries experience more vertical transport and mixing than those in the center. The two CFL
numbers, CFLx and CFLz are defined as
CFLx =
maxu · dt
∆x
and CFLz =
maxw · dt
∆z
.
With the given velocity field and discretization, the ratio
CFLz
CFLx
is equal to 16.6. This implies that
the transport and mixing in the vertical are significantly bigger than those in the horizontal. For the
horizontal and vertical diffusion, the values chosen are κx = 10
−4 and κz = 2.5 · 10−5.
First, let us consider the case of a single tracer, and let us solve the equation with the second stage
ETD method (45)-(46) and a semi-implicit method that uses implicit Euler to treat the vertical diffusion
and RK4 for the rest of the terms. In the following, the latter scheme is denoted as RK4 + implicit Euler.
The initial condition given for the tracer, which we assume to be temperature, Θ(x, z), is
Θ(x, z) =
{
5, x < 5 m,
30, x ≥ 5 m.
This is the same initial condition given for the temperature in the lock exchange test case analyzed later.
Table 1 shows the times employed by the two time-stepping schemes to reach the steady state. For the
ETD method, both the restarted Krylov and the scaling and squaring algorithm have been used for the
evaluation of the ϕ1 functions. When the restarted Krylov algorithm is used, the method is denoted as
ETD2 Restarted Krylov, whereas ETD2 Scaling & Squaring indicates the scheme using the scaling and
squaring algorithm. With ETD2 Restarted Krylov, the vectors ϕ(∆tJz,in )bi are computed at each stage,
without ever storing ϕ1(∆tJ
z,i
n ). A naive implementation of ETD2 Scaling & Squaring would consist in
evaluating the matrices ϕ1(∆tJ
z,i
n ) at each stage, but this multiple evaluation is actually unnecessary,
since these matrices do not change from one stage to another. Therefore, as already mentioned in section
4.3, in our implementation of ETD2 Scaling & Squaring the matrices are computed only at the first stage,
stored, and then re-used at the second stage. Taking advantage of the physics of the problem, i.e. larger
vertical transport and mixing for the Voronoi cells close to the boundaries, 20 Krylov vectors have been
used for the six external elements and 10 vectors for the central six with ETD2 Restarted Krylov. The
highest possible dimension for the Krylov subspaces is 100, since the matrices ∆tJz,in are 100×100. When
the scaling and squaring method is applied, 24 is used as scaling factor for all the matrices ∆tJz,in . As
Table 1 shows, with the ETD methods larger time steps can be taken than with RK4 + implicit Euler.
The values of ∆t = 3 and ∆t = 0.25 were the largest values that could be taken for the two time-stepping
schemes without compromising stability. The simulations end after 2000 time steps. The time employed
by the ETD methods is, in all cases, smaller than the time required by RK4 + implicit Euler, because a
time step 12 times larger than that of RK4 + implicit Euler could be used. The computational time is
reduced by 5.29 times using ETD2 Restarted Krylov and 5.94 using ETD2 Scaling & Squaring. Another
advantage of such methods over RK4 + implicit Euler is in the order of accuracy of the time-stepping
scheme. The two-stage ETD method (45)-(46) is second order accurate, whereas RK4 + implicit Euler
is only first order.
The results in Table 1 are obtained computing the Jacobian Jn at every time step, since in a realistic
ocean model simulation, the values of u, w and h would change at every time step. Consequently, Jzn and
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Figure 2: Velocity field.
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1 tracer
scheme dt time steps computational time
ETD2 Restarted Krylov 3 2000 112.7933
ETD2 Scaling & Squaring 3 2000 100.3743
RK4 + implicit Euler 0.25 24000 596.6595
Table 1: Computational times considering one tracer. All times are in seconds (s).
Multiple tracers
ETD2 Scaling & Squaring ETD2 Restarted Krylov
n. of tracers time time for each tracer time time for each tracer
1 tracers 100.37 100.37 112.79 112.79
2 tracers 109.10 54.55 202.40 101.2
4 tracers 133.58 33.40 383.26 95.82
6 tracers 153.32 25.55 562.67 93.78
Table 2: Computational times (in seconds, s) for one, two, four and six tracers, using ETD2 Scaling &
Squaring where the ϕ1 functions are evaluated only for one tracer and ETD2 Restarted Krylov. The time
step used is ∆t = 3 and the total number of time steps is 2000.
Jxn would change. Let us recall that J
x
n is actually never built since in (46) Rn is obtained for free, and
R1st stagen can be constructed by evaluating only the horizontal terms of F (T
1st stage
n ).
Remark 5. If w does not change too much from one step to the other, we could actually fix Jzn at some
instant of time tm, and use J
z
m in the following iterations, adding the appropriate error terms to the
remainder. This choice might still give an advantage to the scaling and squaring method, since we would
having a constant in time linear operator starting from tm, without compromising accuracy. In section
7, we briefly discuss how this could be done as a future work.
Now, let us consider the case of multiple tracers. Having multiple tracers implies that multiple
equations of the form (13) need to be solved. The same test case as for the single tracer simulations is
used. For simplicity, the same initial condition is given but with different numerical values for each tracer,
so that the steady state changes for each tracer. In the upcoming tests, the time-stepping scheme RK4 +
implicit Euler is not considered. Having multiple tracers may seem a straightforward task to deal with,
but in ocean modeling the amount of tracers can be quite large, ranging from 1 to 70. The computational
time employed to solve these equations can then drag down the run time of the whole simulation. For
this reason, it is not ideal to just naively solve multiple tracer equations. When dealing with multiple
equations of the form (13), one can take advantage of the fact that the Jacobian Jn is the same for all of
them, no matter how many they are. Therefore, the matrices Jz,in and ϕ1(∆tJ
z,i
n ) can be computed only
for one tracer at every time step, and then used to solve all the tracer equations. What changes for each
equation is just the right hand side bi that multiples ϕ1(∆tJ
z,i
n ) for a given i. Combining this strategy
with ETD2 Scaling & Squaring, we simply compute the matrices ϕ1(∆tJ
z,i
n ) at the first stage for only
one tracer. Table 2 shows the computational times obtained with this approach in the case of 1, 2, 4
and 6 tracers and compares it with the performances obtained with ETD2 Restarted Krylov. From the
table, we see that an important advantage of computing the ϕ1-functions only for one tracer lies in the
increased time saving when more tracers are added. The numbers reported in column three scale rapidly,
meaning that, every time that a tracer is added, just a small amount of cost is dedicated for the solution
of the new equation. The majority of the time is devoted to the computation of the ϕ1 functions, whereas
the evaluation of the products ϕ1(∆tJ
z,i
n )bi is cheap. For example, the computational time moving from
one to six tracers increases only by a factor of 0.5, hence an even bigger advantage is expected when 40
or 50 tracers are present. Using ETD2 Restarted Krylov, the matrices ϕ1(∆tJ
z,i
n ) are re-computed for
every tracer and this causes the times to roughly double when the number of tracers is doubled. Thus,
every time a tracer is added to the system, the computational cost significantly increases. The speed-up
over the Restarted Krylov implementation is almost 50% with 2 tracers, and it keeps increasing up to
72.75% for 6 tracers. Therefore, a significant amount of time is saved by taking advantage of having the
same linear part for all tracers.
Remark 6. For this test, we consciously considered a small number of elements in the horizontal because
one of the biggest advantage of the ETD method (45)-(46) is to be heavily parallel, and so each process
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will have only a few numbers of Voronoi cells to deal with. Thus, using a fine grid in the horizontal is
not relevant for this performance comparison.
5.2 Comparison with other ocean models
We now compare the proposed ETD method to other ocean models under identical conditions (whenever
the data is available). Two benchmark tests from [18] are performed, addressing the solution of the
primitive equations. These tests show, for different initial conditions, the temperature distribution at a
given instant of time. Since hydrostaticity is assumed in this work, the primitive equations are described
by the incompressible Boussinesq equations in hydrostatic balance. For the tests, the tracer equation is
coupled to the dynamics. A second-order ETD solver is employed for the dynamics system, specifically
Exponential Rosenbrock Euler. The tests presented are two-dimensional in (x, z), namely one dimension
in the horizontal and one dimension in the vertical, and a linear equation of state is used. The equation
of state has the form
ρ = ρref − α(Θ −Θref ) ,
where ρref = 1000 kg m
3, α = 0.2 kg m3 C−1 and Θref = 5◦ C, so that density depends only on
temperature. For both tests, our solutions are compared with those obtained by MPAS-Ocean, and
for the second test, a comparison is made also with MITgcm and MOM. The advection schemes used
by these three codes and our ETD scheme are different. The tracer advection scheme we use is a
third-order upwinding scheme for the horizontal advection and a first-order upwinding scheme for the
vertical, whereas MPAS-Ocean computes high- and low-order estimate of the tracer flux which are then
blended using the flux-corrected transport scheme of Zalesak [36]. MITgcm uses a 7th-order monotonicity
preserving advection scheme [37], wheres MOM employs a third-order accurate scheme based on a multi-
dimensionsal piecewise parabolic method [38]. We remark that another different between the four solvers
relies in the treatment of the vertical advection, which is explicit for the three ocean models and implicit in
our method. The results shown in this section are obtained using the restarted Krylov subspace method
for computing the ϕ1 functions. Solutions obtained with the scaling and squaring method are nearly
identical. The comparisons made are only qualitative, to show that our tracer solver is able to reproduce
results comparable to those of other models.
5.2.1 Lock Exchange Test Case
The lock exchange test case may be thought of as two basins of water with different temperatures that
start interacting at time zero. The domain is a 64, 000× 20 rectangle, where 64, 000 is the x size and 20
is the z size. All dimensions are in meters (m). The cell sizes are ∆x = 500 and ∆z = 1, i.e. 128 elements
are considered in the horizontal, while twenty layers are considered in the vertical. The initial condition
for temperature is
Θ(x, z) =
{
5, x < 32, 000 m,
30, x ≥ 32, 000 m,
so, warm water flows over the cold water from right to left, and viceversa once the domain boundaries
are touched. The initial condition for velocity is u = 0 in every layer. The values for the horizontal and
vertical viscosity are 100 m2 s−1 and 0.0001 m2 s−1, respectively, while all tracer diffusions are turned
off. The simulation stops at 17 h, and the same dt used by MPAS-Ocean in [19] is adopted, i.e. dt = 60
s. Figure 3 shows the temperature distribution at 17 h obtained with our ETD solver and with MPAS-
Ocean. The simulation performed by MPAS-Ocean uses z-star vertical coordinates, while we use z-level.
This difference does not compromises the comparison between the two distributions, since, as reported
in [19], results for z-level and z-star vertical coordinate settings in MPAS-Ocean are nearly identical. As
Figure 3 shows, the two distributions are comparable. With z-type coordinates, the intermediate layers
are expected to have temperatures in between 5◦ C and 30◦ C, and this behavior is visible in both Figure
3 a) and Figure 3 b). The right front location at 17 h is very similar: with MPAS-Ocean the front is
at 62 km, while with our ETD solver is at 62.4 km. The location obtained with the proposed ETD
solver coincides with the theoretical prediction for this test based on the speed of a gravity current in a
rectangular channel [39]. A difference between the two temperature distributions is in the amplitude of
the mixing. The interface between the density layers is sharper in Figure 3 b), and this is probably due
to the different advection scheme used by MPAS-Ocean and to the exponential treatment of the vertical
advection in our ETD solver.
5.2.2 Internal Waves Test Case
Internal waves are waves that oscillate within the interior of the ocean, rather than on its surface.
They generate when the interface between layers of different water densities is disturbed. This test was
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(a)
(b)
Figure 3: Temperature distribution for the lock exchange test case with νh = 100: (a) proposed ETD
solver, (b) MPAS-Ocean ([19]).
(a) (b)
(c) (d)
Figure 4: Temperature distribution for the internal waves test case: (a) our ETD solver, (b) MPAS-Ocean
([19]), (c) MITgcm ([18]), (d) MOM ([18]).
chosen for further validation since linear internal waves tend to produce vertical mixing in ocean models,
especially when z-level and z-star coordinates are employed [40]. The domain is a 250, 000×500 rectangle,
where the dimensions are given in meters. The cell sizes are ∆x = 5000 and ∆z = 25, i.e. 50 elements are
considered in the horizontal, while twenty layers are considered in the vertical. The initial temperature
distribution is Θ0(z) +Θ
′(x, z), with
Θ0(z) = Θbot + (Θtop −Θbot)zbot − z
zbot
, and (50)
Θ′(x, z) = −A cos
( pi
2L
(x− x0)
)
sin
(
pi
z + 0.5∆z
zbot + 0.5∆z
)
, (51)
where Θbot = 10.1
◦ C, Θtop = 20.1◦ C, zbot = −487.5 m, L = 50 km, x0 = 125 km, x0 −L < x < x0 +L,
∆z = 25 m, and A = 2◦ C. This means that we initially have a small temperature perturbation in
each layer that induces wave propagation out from the center. This behavior is similar to that found
in realistic global simulations. The initial condition for velocity is u = 0 in every layer. The values for
the horizontal and vertical viscosity are 0.01 m2 s−1 and 0.0001 m2 s−1, respectively, while all tracer
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diffusions are, again, turned off. Unlike the previous test, this simulation may proceed indefinitely, but
we choose to stop it at 200 days. The time step used is dt = 300 s, which, again, is the same adopted by
MPAS-Ocean. Figure 4 shows the temperature distribution at 200 days obtained with our ETD solver and
three other models: MPAS-Ocean, MITgcm and MOM. In general, the four temperature distributions
are comparable. The mixing is visible in all models, despite is different among the four solutions. Again,
the four codes present four different advection schemes for the tracer equation, and this could explain
the discrepancies in the solutions.
6 Concluding Remarks
So far, in the analysis and in all tests performed, we assumed a zero forcing term for the tracer equations.
Now, the more general case of a non-zero forcing term is considered, and we show that the analysis made
above is still valid.
Forcing terms introduce the contributions given by external factors like penetrative solar radiation
and surface boundary conditions [41]. By treating these terms explicitly, i.e. excluding them from the
matrix exponential, we can still follow the operator splitting procedure shown in section 4.1. Let us
assume that the forcing term FT in (3) is non-zero. Let us define the Jacobian J as the Jacobian of the
associate equation with a zero forcing term. In this way, the matrices Jzn and J
x
n are the same as for the
zero forcing term case and the reminder is now given by FT plus JxnT . Hence, no matter the nature of
FT and no matter its form, we can still apply the method (45)-(46) with the same Jzn matrix as for the
zero forcing term case. In this way, when multiple tracers are present, they will all have the same linear
part, and so the matrices ϕ1(J
z,i
n ) just need to be computed for one tracer and re-used for the others, as
we did in the numerical tests. The possibility of re-using the matrices ϕ1(J
z,i
n ) even in the more general
case of a non-zero forcing term is a great feature of the method that gives a saving in computational
time that increases with the number of tracers. What changes in the scheme (45)-(46) is the difference
R1st stagen − Rn that appears in the second stage, since in both reminders there is now the contribution
of FT .
A possible issue that may occur with the introduction of forcing terms relies in the associated time-
scales. By adding a forcing term, new physical or chemical processes are taken into account, in particular
biochemical reaction terms may be included. If the time-scales associated with such processes are com-
parable with those associate with the vertical transport and mixing, then these terms must be included
in the matrix exponential to correctly account for them. This scenario may occur for some tracers, but
for many passive tracers the time-scales associated with their dissolution in the ocean are relatively long
[1]. The dissolution of gases, for example, could take a long time to reach equilibrium, from decades to
centuries.
7 Conclusions
In this work, we developed an ETD solver for the tracer equations appearing in ocean modeling. The
linear operator has been split in a vertical and horizontal part, the former was treated with a matrix
exponential, whereas the latter was handled explicitly. The need to treat the vertical terms exponentially
is due to the fast time scales that govern these terms for instance in the case of eddies or when two bodies
of water with different temperatures meet. The ETD scheme was implemented using two methods to
compute the ϕk-functions, i.e. the Krylov subspace method presented in [10], and a scaling and squaring
method that we developed to evaluate ϕk-functions with k ≥ 0. The proposed time-stepping scheme
has been compared with the semi-implicit scheme RK4 + implicit Euler and a significant speed-up were
observed for both implementations, due to much bigger time-step sizes that could be taken with the
ETD method. The case of multiple tracer equations was also addressed. Exploiting the fact that all
these equations have the same linear part, the matrices ϕ1(J
z,i
n ) could be computed for one tracer and
then re-used for the others. This approach resulted in a significant advantage in terms of computational
time, even up to a 82.04% gain over an implementation where the matrices were evaluated for every
tracer. Finally, we coupled the tracer equations with the dynamics system to make comparisons with
other ocean models. Two benchmark tests were performed and both showed that the results obtained
with the proposed ETD scheme were comparable with the ones obtained with existing ocean models.
Future work will be on developing a local ETD time-stepping scheme, where different time-steps are
used on different sub-domains, depending on their associated time-scales. As discussed in remark 5.1,
another interesting extension would be investigating another choice of the linear operator used in (45)-
(46), i.e. instead of having a time dependent Jzn, a fix J
z
m may be used starting at some instant of time
tm. A scaling and squaring method would particularly benefit from this choice, since in this context the
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assembly cost of matrices is not an issue and we can directly reuse the old propagator ϕ1(∆tJ
z
m). Then,
the term Jzn− Jzm is part of the remainder, which would be not stiff as long as ∆t < |w(tm)−w(tn)|/∆z.
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