Introduction
Texture provides very useful information for performing automatic interpretation and recognition of images by computer. Textural features can be crucial for the segmentation of an image and can serve as the basis for classifying image parts. Usually texture models are simulated and studied under the categories of pixel-based and region-based models. The texture recognition problem combines two troublesome characteristics. First, texture classes have prototypes which correlate highly with prototypes of different texture classes. Second, the texture examples (to be classified) are randomly distorted and noisy. Texture classification has been the focus of interest for a long time. Various investigations in pattern recognition have attempted to classify texture primarily at the image level. A number of approaches to texture analysis and classification problem have been developed over the years. Two fundamentally different approaches to texture analysis are the statistical approach and the structural approach. The statistical approach generates parameters to characterize the stochastic properties of the spatial distribution of gray levels in an image. The structural approach analyzes visual scenes in terms of the organization and relationships among its substructures. This paper describes a novel variation of the statistical approach. Our strategy for selecting useful texture features involves the use of an adaptive search technique, a genetic algorithm, to efficiently search the space of spatial feature detectors for a high performance feature set.
The Feature Selection Problem
Any object or pattern which can be recognized and classified possesses a number of discriminatory properties or features. The first step in any recognition process, performed either by a machine or by a human being, is to choose discriminatory features and to measure these features. Feature selection in pattern recognition concerns the extraction of characteristic features or attributes from received input data and the reduction of the dimensionality of pattern vectors. This is often referred to as the preprocessing and feature extraction problem.
It is evident that the number of features needed to successfully perform a given recognition task depends on the discriminatory qualities of the chosen features. However, the problem of feature selection is usually complicated by the fact that the most important features are either not easily measurable or, in many cases, their measurement is inhibited by economic considerations. The selection of an appropriate set of features, which support an acceptable performance in spite of difficulties encountered in the extraction and selection process, is one of the most difficult tasks in the design of pattern recognition system. Feature selection may be accomplished by using two different approaches. The first one selects features independently of the performance of the classification scheme. Such an approach may be referred to as absolute feature selection. An alternative approach is performancedependent feature selection, and its effectiveness is directly related to the performance of the classification system, usually in terms of the probability of correct recognition. This second approach of feature selection is addressed in this project.
The inclusion of the feature selection and extraction stage effectively partitions the pattern recognition problem into two subproblems, as illustrated in each individual is evaluated and recombined with others on the basis of its overall quality or fitness. The expected number of times an individual is selected for recombination is proportional to its fitness relative to the rest of population. The power of a genetic algorithm lies in its ability to exploit, in a highly efficient manner, information about a large number of individuals. By allocating more reproductive occurrences to above average individuals, the overall affect is an increase of the population's average fitness. New individuals are created using two main genetic recombination operators known as crossover and mutation. Crossover operates by selecting a random location in the genetic string of the parents (crossover point) and concatenating the initial segments of one parent with the final segment parent to create a new child. A second child is simultaneously generated using the remaining segments of the two parents. Mutation provides for occasional disturbance in the crossover operation by inverting one or more genetic elements during reproduction. This operation insures diversity in the genetic strings over long periods of time and prevents stagnation in the convergence of the optimization technique. The individuals in the population are typically represented using a binary notation to promote efficiency and application independence in the genetic operations.
We use genetic methods to generate the population of feature detectors. By using simple genetic operators (crossover, mutation, and selection), the population evolves and only the strongest elements (features) survive, thus contributing to the overall performance. Each detector contributes to textural class recognition and/or clustering. This contribution is used as an objective function to drive the machine learning procedures in its search for new, and useful feature detectors. Our method is illustrated in Figure 2 .
Binary String Coding and Genetic Operators
Many possibilities exist for computing features to recognize textures. The best features will be those which define an attribute space which most easily lends itself to partitioning by the classification algorithm. We use neighboring gray-level values as the feature attributes.
These attributes are the simplest attributes to characterize textures and the coding we use enables easy "manipulation" of this features by a genetic algorithm.
We use an N*N array centered on each pixel to define the neighborhood of interest. Each of the N*N-1 elements of the array are either zero or one, indicating which of the neighboring pixels are to be used to construct a feature vector. Selecting useful feature extraction templates of the type shown in Figure 4 is a different task. In order to use the genetic algorithms to search this space, it must be represented as a binary string. The spiral inside the template in Figure 4 represents the way we traverse the template's position to obtain a binary string representation for use with the genetic algorithm, resulting in a binary string of "1 0001 01 1001 01 01 001 000000".
Less significant bits of the extracted string (left side of the string) represent pixels located further from the centered pixel. More significant bits (right side of the string) represent close neighboring pixels to the center pixel. This coding method is very important in our algorithm. It reflects the way we describe textures, as statistical processes between neighboring pixels. The further the distances between the centered pixel and others in the window, the smaller the dependencies between pixels gray levels. By using this coding technique we are able to exchange important spatial discriminatory structures between different detectors in the population. The mutation operation in the initial phase of the system run is different than the standard one. Because our performance measure is the Euclidean distance (next section), the more 1s we have in the string, the more attributes the feature vector has, and the greater the distance between two vectors. This situation may cause instability in the system, where feature detectors with more attributes may dominate in the population. That is especially important during initial generations of the population. To aleviate this, the initial mutation operation (start-up mutation) is performed by shifting 1s
in the feature string randomly to the left or to the right. This type of operation preserves the extracted vector length (the total number of positions with 1s in the string is the same). After a few initial generations, the system is already tuned up to its input data (textures) so that the standard mutation can be introduced.
Feature Detector Performance Evaluation
The evaluation of the feature detector is based on its ability to "cluster" members of training examples. For each example of a given training set, the Euclidean distance to examples of other classes is computed. Pattern classification techniques based on distance functions are one of the earliest concepts in automatic pattem recognition.
This method can yields practical and satisfactory results when the pattern classes tend to have clustering properties. We have decided to use it for two reasons. First, it is less computationally expensive than other methods which is important for a genetic search algorithm where performance measure for each detector in the population is computed in each cycle of the population. Second, even if we are unable to correctly classify examples from the training sets for a given feature extraction method, we can still compare the performance of the detectors and assign an evaluation value.
Our measure of performance is the total similarity between classes which is represented as the sum of the similarity measures between each two classes. The similarity measure between two classes is the sum of the similarity measures between all possible different pairs of examples (one from the first class and the other from the second class). If the distance is below a predefined threshold value, these two examples are considered to be "close" and statistics for each of the two classes are Updated.
The measure we use for two examples is the square of The performance measure of the whole population P is denoted as:
which is an average performance value of the population of feature detectors.
Experimental Framework
The Figure 6 depicts the 9 by 9 detector that has been used in experiments. The total length of a string is 81 bit positions.
i Figure 6 . A large 9 by 9 window By using the larger window, we are able to tune up our feature extraction process to different resolutions of textures (windows 5 by 5 and 3 by 3 are subset of the 9 by 9 window). The point A represents the left most position of the encoded string, and the point B represents the right most position. The black dot is the central pixel, for which the feature detector is applied. The 9 by 9 window is scanned throughout all positions of a given textural area, and in each position an example of the class description is extracted with the number of attributes equal to the number of 1s in the encoded string. Examples extracted from different pixel positions of the textural area represent its class description. The method was tested on 15 textural images from Brodatz
[l] album of textures. The extraction area (learning area) for each texture was 50 by 50 pixels. 500 locations were chosen randomly inside these areas to extract 500 feature vectors for each texture. The results of testing this methods on four specific textures are presented in the next section. These textures are depicted below in Figure  7 .
7 Experimental Results Figure 8 shows the changes of similarity measure over 18 generations of the feature detectors population.This experiment was performed on the four textural images depicted in Figure 7 . There were 35 individuals in the population. The total similarity measure (the sum of similarity measures of each class) drops from 1000 to 200, thus yielding better clustering of these two classes.
Evolving Feature Sets
A similarity measure of 200 in the 18th generation means that there are 200 pairs of extracted feature vectors from different classes (500 vectors in each class) at the distance below the threshold value. Similar results have been obtained for all different textural images. Figure 9 shows the best detectors in the lst, 6h and the 18th generation of population. These detectors show spatial arrangement of pixels positions (filled squares) that are important and relevant for discriminatory characteristics of these four textures. Although we use these detectors directly to wtract attributes as the pixel gray levels values, it should be noticed that this higher level information obtained from these detectors (pixels structures) can be useful to "custom-design" standard extraction operators for specific needs (depending on The following example with nine attributes <I 6 0 4 6 4 5 6 9 r is covered by the third complex of the above decision rule. We can notice that x2=6 is satisfied by the first selector of this complex, x4=4 by the second selector, x6=4 by the third, and x9=9 by the last selector. Since there are no selectors for other attribute values (xl, x3, x5, x7, x8), they are satisfied by this complex.
For each complex the total number of examples covered by this complex and the number of unique examples covered only by this complex are presented. Feature sets which produce better clusters will result in simpler symbolic descriptions of the feature classes in the sense that fewer complexes are in the cover (more examples a are covered by the first complexes of the class description). The following is the decision class with three complexes: It has less complexes than the previous description and each complex covers more examples. The third complex of this decision covers the same example (cl 6 0 4 6 4 5 6 9 > ) .
During the second, the sixth, and the final generations of population, we select the best feature detector in the population to extract a set of feature vectors as to the AQ module for classification. We observe a significant improvement in the class description generated by AQ from one generation to the next. The number of complexes in the class cover drops by 12%. Also the number of total and unique vectors covered by the first complex of a given class cover is about 8-10% higher than that for the first cover generated during the initial generation of the population. Different experiments performed on numerous images clearly show that successive generations of the population produce a better degree of clustering for a given class description.
Conclusion
Preliminary work with an application of genetic algorithms to a texture feature selection has been described. The results obtained confirm the utility of the genetic algorithm in solving problems within the specified domahnext step would be to test usefulness of this genetic approach to more complex texture discrimination and general computer vision operators.
More complex operators should be tested. There is another aspect of the genetic approach which can be exploited. Namely, this approach enables the exploration of different feature vectors. The final class representation can be generated by using a few of the best operators of the population. These operators can be used to generate several descriptions of the same class. This "multi-view'' class representation encodes a more complete description of the class, that is of significant importance in the recognition phase of our system yielding better results than a single view representation of the class. This characteristic of the genetic approach to feature extraction is the subject of further research.
