Abstract. The classical Baker-Campbell-Hausdorff formula gives a recursive way to compute the Hausdorff series H = ln(e X e Y ) for noncommuting X, Y . Formally H lives in the graded completion of the free Lie algebra L generated by X, Y . We present a closed explicit formula for H = ln(e X e Y ) in a linear basis of the graded completion of the free metabelian
1. Introduction
Brief summary.
The Baker-Campbell-Hausdorff (BCH) formula arises naturally in the context of Lie groups and Lie algebras. Originally the series H = ln(e X e Y ) was used to define a multiplication law in a Lie group associated to a given Lie algebra. If the variables X, Y commute then ln(e X e Y ) = X + Y .
Let L be the free Lie algebra generated by X, Y . Then H = ln(e X e Y ) belongs to the graded completion of L, i.e. H contains commutators of all degrees (lengths). A linear basis of L contains exponentially many elements of a fixed degree. That is why the classical BCH formula is awkward for solving exponential equations in Lie algebras.
Author's interest in the BCH formula came from knot theory and number theory. The Kontsevich integral is a powerful knot invariant and can be computed combinatorially from a knot projection via a Drinfeld associator [5] . A Drinfeld associator is a non-commutative 2-variable series living in the graded completion of a Lie algebra and satisfying the pentagon and hexagon equations involving 5 and 6 exponential factors, respectively. An outstanding problem in quantum algebra is to compute explicitly a Drinfeld associator with rational coefficients.
The set of Drinfeld associators modulo commutators of commutators contains a specific transcedental solution expressed via the classical zeta values ζ(n) = ∞ k=1 1 k n . A closed metabelian version of the BCH formula was used to solve completely the pentagon and hexagon equations modulo commutators of commutators [10, Theorem 1.5c ]. It turned out that these equations do not contain polynomial relations between odd zeta values. Here we present an elementary proof of the explicit BCH formula for H = ln(e X e Y ) in the free metabelian
Definitions and results.
Classical notions of the Lie theory can be found in [12] . Lie algebras are considered over a field of characteristic 0. The free Lie algebra L generated by X, Y is graded by the degree : deg
The graded completionL of the Lie algebra L is the algebra of infinite series of elements of L.
The Hausdorff series is H = ln(e X e Y ), where the logarithm and exponential are considered as formal power series, i.e. e X = ∞ n=0 X n n! and 
Dynkin found a closed formula for H [6] , but not in a linear basis of the graded completionL, see Theorem 2.5. Also the series H can be expressed via associative monomials W in the variables X, Y as follows:
The generating function for the coefficients c W was computed explicitly by K. Goldberg [7] , see Theorem 2.6.
is sometimes called the free metabelian Lie algebra.
Let L be the free Lie algebra generated by X, Y . LetL be the graded completion of L. Introduce the adjoint operators x = ad X, y = ad Y , i.e.
, where the operator acting on [XY ] is considered as a commutative series in x, y.
The series in x, y is a genuine power series with non-negative powers. The key advantage of the above metabelian BCH formula is that H is written in a linear basis of the free metabelian Lie algebraL, see Here we recall the classical version of the BCH formula (Theorem 2.4) originally proved by H. Baker [3] , J. Campbell [4] and F. Hausdorff [8] .
Definition 2.1. The Bernoulli numbers B n are defined by the generating function:
, B 3 = 0.
One can verify that t e t − 1 + t 2 is an even function, hence B n = 0 for all odd n ≥ 3. The Bernoulli numbers can be easily computed from the recursive relation 
Due to the property B n = 0 for odd n ≥ 3, the series H 1 can be rewritten as follows: 
2.2. The BCH formulae in the forms of Dynkin and Goldberg.
Theorem 2.5.
[6] The Hausdorff series H = ln(e X e Y ) equals
The above Dynkin series is not written in a linear basis of the free Lie algebra generated by X, Y , e.g.
Let us express the Hausdorff series H = ln(e X e Y ) via associative monomials in X, Y , where the exponents s 1 , . . . , s m are positive:
Theorem 2.6. [7] The generating function for the coefficients c x is
One has c y (
For example, 
The metabelian Baker-Campbell-Hausdorff formula
Here we give an elementary proof of Theorem 1.1. After we interpret the resulting metabelian BCH formula as a linear part of a deeper formula via commutators of commutators, see Proposition 3.8.
An elementary proof of the metabelian BCH formula.
Firstly we describe a linear basis of the 
Proof. Put P = e X − 1 and Q = e Y − 1. The 'X before Y ' part of
To simplify the above sum we can consider P, Q as commuting variables. Claim 3.3 is a straightforward computation, multipy both sides by P −Q. 
In ( * ) replace P, Q by e u − 1, e v − 1, respectively, where u, v are commuting variables of the generating function ( * ). By Claim 3.3 we have 
Proof of Theorem 1.1. UnderL → L the Hausdorff series maps
By Lemma 3.4 the generating function c(u, v) of Goldberg's coefficients can be expressed via h(x, y) = k,l≥0
h kl x k y l as c(x, y) = xyh(x, −y). We consider these commutative series as formal Laurent ones, although the results always have non-negative powers. Lemma 3. 
x + y e x+y − 1 as required. 
Lemma 3.6 computes the action of x, y on long commutators. Proof. The first formula is trivial, the second one is obtained by induction on m. The base: y{0, n} = [Y n+2 X] = {0, n + 1}. The inductive step: 
It remains to apply Lemma 3.6. The case n ≥ 1 follows from the Leibnitz 
where 
. This metabelian part can be interpreted as an infinite linear combination of long commutators. All non-linear terms in the formula of Proposition 3.8 can be rewritten via commutators of long commutators due to Lemmas 3.6 and 3.7 Proposition 3.8 and Lemmas 3.6, 3.7 give a hope to extend Theorem 
Applications of the metabelian BCH formula
Here we show how powerful the metabelian BCH formula is for solving exponential equations in metabelian Lie algebras. We can rewrite both sides of a given equation in a linear basis and compare coefficients.
The metabelian Zassenhaus formula.
A linear combination C of commutators in a free Lie algebra is called a homogeneous Lie element of degree n if the length of all commutators in C is n. The standard definition is equivalent to the above one [12, Section 1.3]. According to W. Magnus [11, section IV], Zassenhaus proved, but didn't publish the following remarkable result. W. Magnus proved the above theorem and gave a recursive way to compute the elements C n in [11, section IV] . We describe explicitly the metabelian imagesC n of the elements C n in the quotientL. 
whereC n ∈L are homogeneous Lie elements of degree n = 2, 3, 4, . . .
Proof. Use Theorem 1.1 in the completion ofL : Z = ln(e −X e X+Y ) =
[XY ], where x = ad X, y = ad Y.
and, for z = ad Z, the operator z − y e z−y − 1 acts identically modulo commutators of commutators. We perform computations for commutative series in the algebra of Laurent series, though the result will be a genuine formal series with non-negative powers:
It remains to notice thatC n consist of commutators only, hence
n in L as required. 
Example 4.3. Proposition 4.2 allows us to calculate effectively
, where
f (x, y) is a commutative series with non-negative powers, a is a constant, g(x, y) is any genuine series satisfying g(x, y) = −g(−y, −x).
Proposition 4.4 will follow from Lemmas 4.5 and 4.6.
, where a is a constant and f (x, y ) is a commutative series with non-negative powers, satisfying
Proof. Claim 3.1 implies that any series F ∈ L can be written as F = aX + bY + f (x, y)[XY ] for some constants a, b and a commutative series f (x, y). By Theorem 1.1 the symmetrized equation is equivalent to
Since the left hand side starts with 1 2 , we get b = 1 4 and (4.5) holds.
Lemma 4.6. In the ring of formal series with non-negative powers, any solution to xf (x, y) = yf (−y, −x) has the form f (x, y) = yg(x, y), where g is any function verifying the symmetry g(−y, −x) = −g(x, y).
Proof. The given condition implies that f (x, y) = yg(x, y) for a genuine series g(x, y). The substitution gives g(−y, −x) = −g(x, y). 
