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Abstract: A key problem in seismology is assessing the similarity or difference
between events, and constructing categorisations based on these measures. Clus-
tering algorithms remain an active area of research, but many approaches are well
documented. This paper assesses the suitability of a selection of these approaches
to the problem of seismic waves, with reference to a data set taken from Tungu-
ruhua, Ecuador between 6–13 April 2015. In addition, approaches to modelling
the waves, both parametric and nonparametric are fitted and assessed, and the
suitability of certain data transformations are considered.
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1 Introduction
To better understand the processes occurring within volcanoes, seismolo-
gists study the seismic waves generated within — these are vibrations that
propagate through the earth, and are measured by seismometers located
near the volcano.
The raw seismic data is processed to identify distinct ‘seismic events’ where
the seismic activity rises above some level. There are many aspects to the
study of these events, however one key problem concerns their categorisa-
tion with the intention of identifying events that are similar and likely to
have arisen from a common source. Seismologists can then use this cate-
gorisation to trace the evolution of the number of events occurring before,
during, and after periods of activity, and make inferences about the nature
of the events giving rise to activity.
This process of categorisation is currently not well-defined, with a variety
of similarity measures and ad-hoc approaches to clustering in use. Plau-
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2 Modelling seismic waves
sible approaches exist and are in wide use, but these are computationally
expensive and have practical shortcomings we will discuss. The analysis
is further complicated by the presence of ambient vibrations arising from
natural and man-made sources, and any categorisation must allow for the
presence of significant noise in the event signals.
2 Data set and modelling
We study modelling seismic data for 4805 events between 06/04/2015 and
13/04/2015 recorded at the station next to the Tungurahua volcano. Each
event data item records the velocity of the vibration at 3001 distinct equally
spaced points in time over a period of 30 seconds.
Our attempts to fit flexible parametric models to the data proved very
challenging due to computational issues. An exhaustive search of suitable
models would be impossible, but whilst the failure of our efforts cannot
confirm the task is impossible. However, we have considered various possible
nonparametric models (Hastie et al, 2009). All appear to give reasonable
fits to the data, but wavelets appear to best capture the behaviour of the
model (Donoho and Johnstone, 1994), and lend themselves readily to the
smoothing of the wave (to remove ambient noise) and downsampling to
reduce the dimension of the problem.
3 Results
Figure 1 gives an example of an event. Note the noisy nature of the data
which leads to problems with parametric fits.
The gap statistic analysis provides useful summary information concerning
the clusters. For example, on Day One there is no strong evidence for more
than 6 groups. A typical example of a dendrogram (see Figure 2) for a day of
events is rather crowded (making it difficult to identify individual events).
However the high level structure is clearly visible and it is instructive to
compare the distance of the different numbers of clusters with the Gap
Statistic.
4 Conclusions
We started this work with the intention of investigating methods of cate-
gorising seismic waves. At the end, we have arrived at the following con-
clusions.
1. Seismic events are complex, and not readily modelled using a simple
parametric approach.
2. Smoothing of events can be performed through a variety of non-
parametric techniques, or by low-band pass.
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FIGURE 1. An event: example of the type of data being modelled.
FIGURE 2. Spectral data, Euclidean distance, Ward’s method on Day 1. This
suggests 2 to 6 groups.
4 Modelling seismic waves
3. Seismic events data require transformation before they can be com-
pared directly. Transformations include: (a) Scaling to match am-
plitude of events; (b) Translation to align events; (c) Windowing to
eliminate regions where the signal to noise ratio is too low to be
useful; (d) Smoothing to eliminate high frequency noise; (e) Fourier
Transform to shift the event from the time domain to the frequency
domain; (f) Principal Component Analysis to reduce the dimension
of the problem.
4. Scaling and translation are essential for clustering techniques using
conventional distance measures.
5. Windowing appear to stabilise the clustering under different cluster-
ing methods and distance measures.
6. Clustering methods give quite different groupings for smoothed sig-
nals. Relatedly, groupings are not invariant under decimation of the
wavelet smoothed signal (Donoho and Johnstone, 1994).
7. Principal Component Analysis can reduce the dimension of our data
from 3001 dimensions to 200 and retain over 80% of the observed
variance.
8. The existing technique of cross-correlation looks sensible and fit for
purpose, however we propose an alternative technique of carrying
our Gap Analysis on the Spectral Intensity Data (Tibshirani et al,
2001). The brief simulation study we carried out suggests the tech-
nique requires refinement, and that spectral intensity data may not be
the optimal choice, and applying Gap analysis on the raw data using
cross correlation as a similarity measure may be a superior technique.
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