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Объединение прогнозов является одним из наиболее эффективных методов повышения точности экономического прогнозиро-
вания, хорошо зарекомендовавшим себя на практике. Данный подход, по мнению авторов статьи, позволяет использовать всю 
доступную информацию о прогнозируемом явлении, содержащуюся в индивидуальных методах прогнозирования. Тем более что на 
сегодняшний день существует множество подходов для построения весовых коэффициентов, с помощью которых интегрируются 
частные прогнозы. 
В статье освещен ряд проблем, возникающих при большом разнообразии методов построения весовых коэффициентов, в пер-
вую очередь касающихся интерпретации полученных расчетных значений весовых коэффициентов которые влияют на точность 
прогнозов. Авторами проанализированы ранее предложенные подходы по модификации наиболее популярных методов построения 
весовых коэффициентов Грейнджера-Раманатхана и Бейтса-Грейнджера, которые позволяют решить проблему возможности 
получения отрицательных весов при объединении прогнозов. Кроме того, прокомментированы результаты сравнения на предмет 
точности прогнозных оценок при использовании модификаций данных методов объединения прогнозов с частными методами 
прогнозирования и с исходными методами объединения.
Все описанные в работе методы были использованы в прогнозировании некоторых отдельных видов продукции промышленного 
производства России, представленных в виде годовых данных за период с 1952 по 2018 г.: производства стали, кокса, фанеры и 
цемента. На основании разработанных прогнозов и проводилось сравнение точности полученных результатов.
Проведенный анализ показывает, что объединение прогнозов остается наиболее эффективным методом повышения точности 
прогнозирования, а предлагаемые авторами модификации методов построения весовых коэффициентов заслуживают дальнейшего 
их использования в экономической практике.
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прогноз.
JEL: С22, С 43, О11.
doi: https://doi.org/10.34023/2313638320192681427.
Для цитирования: Френкель А.А., Волкова Н.Н., Сурков А.А., Романюк Э.И.  Сравнительный анализ модифицированных 
методов ГрейнджераРаманатхана и БейтсаГрейнджера для построения объединенного  прогноза динамики экономических 
показателей. Вопросы статистики. 2019;26(8):1427.
СтатиСтичеСкие методы в экономичеСком 
прогнозировании
Статистические методы в экономическом прогнозировании
Вопросы статистики. 2019. Т. 26. № 8. C. 14-27 15
Comparative Analysis of Modified Granger-Ramanathan and Bates-Granger 
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Combining forecasts is one of the most effective and well-established methods for improving the accuracy of economic forecasting. This 
approach allows the use of all available information about the predicted phenomenon contained in individual forecasting methods. Moreover, 
today there are many approaches to construct weights, through which particular forecasts are combined.
But with a large variety of methods for constructing weight coefficients, there are a number of problems, primarily concerning the in-
terpretation of the weight coefficients that affect the accuracy of forecasts. The purpose of this paper is to analyze the previously proposed 
approaches to modify the most popular methods for constructing the weighting coefficients of Granger-Ramanathan and Bates-Granger, 
which allow to solve the problem of the possibility of obtaining negative weights when combining forecasts. As well as to compare the ac-
curacy of the results when using data modifications of the methods for combining forecasts with private forecasting methods and with the 
original methods of combining.
All the methods described in the work were used to predict some specific types of industrial products produced in Russia, presented as an-
nual data for the period from 1952 to 2018: steel, coke, plywood and cement. Based on the developed forecasts, the accuracy of the obtained 
results was compared.
As a result of the analysis, it was determined that the combination of forecasts remains the most effective method for improving the ac-
curacy of forecasting, and the modifications proposed by the authors to the methods for constructing weight coefficients deserve their further 
use in economic practice.
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В экономических исследованиях, а также при 
принятии управленческих решений часто ис
пользуются различные методы прогнозирования 
временных рядов. При этом обычно предпочтение 
отдается тому методу, который позволил получить 
более точный прогноз. Но такой подход не всегда 
является правильным, так как при использова
нии какогото одного метода прогнозирования 
исключается дополнительная информация об 
изучаемом процессе, которая содержится  в других 
методах.
Объединение прогнозов позволяет учесть зна
чительную часть информации, содержащуюся во 
временном ряде, и тем самым дает возможность 
повысить точность прогнозирования. Особенно 
это важно для прогнозирования в такой предмет
ной области, как экономика, в которой действуют 
разнонаправленные процессы, плохо поддающие
ся формализации. Объединение прогнозов, полу
ченных независимо, может способствовать более 
полному и точному их описанию. Существуют 
различные методы объединения прогнозов. Под
робное их описание  содержится в обзорах [13]. 
Целью данной статьи является проведение 
сравнительного анализа предложенных ранее 
авторами модифицированных методов для пос
троения объединенного прогноза динамики 
экономических показателей на основе наиболее 
популярных методов ГрейнджераРаманатхана и 
БейтсаГрейнджера.
Напомним суть методов ГрейнджераРа
манатхана [4]. Эти методы базируются на ми
нимизации ошибки прогнозирования, то есть 
весовые коэффициенты при частных прогнозах 
в объединенном подбираются таким образом, 
чтобы сделать ошибку минимальной. При этом 
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объединенный прогноз наиболее часто строится 
как линейная комбинация частных прогнозов. 
Выбор способа построения весовых коэффици
ентов как раз и определяет суть используемого 
метода. Существует несколько модификаций 
метода ГрейнджераРаманатхана.
Наряду с методом без ограничений и постоян
ных членов, был рассмотрен вариант с использо
ванием ограничений на весовые коэффициенты 
(сумма весовых коэффициентов равняется едини
цы), а также вариант с включением постоянного 
члена в формулу объединенного прогноза. 
Сущность первого метода заключается в сле
дующем. Пусть Fα  объединенный прогноз, где 
α  вектор весовых коэффициентов индивидуаль
ных прогнозов, а F является матрицей значений 
индивидуальных прогнозов. При этом варианте 
ограничения на сумму весовых коэффициентов не 
накладываются. В таком случае ошибка прогноза 
будет иметь вид: 
 e = x – Fα,  (1)
где x  вектор фактических значений прогнозируемого 
показателя. 
Необходимо определить α таким образом, 
чтобы минимизировать сумму квадратов оши
бок прогнозов, то есть следует минимизировать 
выражение: 
 (x – Fα)T(x – Fα). (2)
После проведения необходимых математи
ческих преобразований весовые коэффициенты 
вычисляются по формуле: 
 α̂  = (FTF)–1FTx.  (3)
При минимизации выражения (3) нулевое 
значение для него не будет достигнуто. Однако 
при таком построении весовых коэффициентов 
более точному методу прогнозирования будет 
придаваться больший вес.
Во втором методе дополнительно вводится 
ограничение на сумму весовых коэффициентов: 
 lTβ = 1, (4)
где l  единичный векторстрока, а β играет роль вектора 
весовых коэффициентов. 
В этом случае поиск весовых коэффициентов 
заключается в минимизации уже другого выра
жения: 
 min(x – Fβ)T(x – Fβ) + 2λB(l
Tβ – 1), (5)
где λB  множитель Лагранжа: 
 λB = (l
Tα – 1)/lT(FTF)–1l. (6)
Отсюда вектор весовых коэффициентов опре
деляется по формуле:
 β̂  = (FTF)–1FTx – λB (F
TF)–1l. (7)
Третий метод также не рассматривает ограниче
ние на весовые коэффициенты, но в объединенный 
прогноз вводится постоянный член, который необ
ходим для проверки его вклада в значение средне
квадратической ошибки объединенного прогноза.
Введение постоянного члена требует миними
зации уже другого выражения:
 min(x – δ0l – Fβ)
T(x – δ0l – Fδ), (8)
где δ0 - постоянный член, а δ служит для обозначения 
вектора весовых коэффициентов (также для отдельного 
выделения коэффициентов из третьего метода). 
Решение будет иметь следующий вид:
 δ = α – δ0(F
TF)–1FTx, (9)
 δ0 = l
TeA/(n – θ), (10)
 θ = lTF(FTF)–1FTl. (11)
В дальнейшем методика ГрейнджераРама
натхана была дополнительно проверена на прак
тике Р.Т. Клеменом [5], который провел экспе
риментальные расчеты и показал, что ненулевой 
постоянный член может привести к ухудшению 
точности прогнозирования по сравнению даже с 
индивидуальными прогнозами. 
Следует отметить, что указанные методы не 
учитывают фактор положительности весовых 
коэффициентов, хотя данное условие является 
важным. 
Из практики известно, что рассматриваемые 
методы могут давать отрицательные коэффици
енты при объединении прогнозов. В этом случае 
один из весовых коэффициентов будет превышать 
единицу, тогда для компенсации и выполнения 
ограничения на сумму весовых коэффициентов 
(сумма весовых коэффициентов должна равнять
ся единице) появляются отрицательные значения. 
С практической точки зрения, использование 
отрицательных коэффициентов допустимо. С 
теоретической же,  весовые коэффициенты не 
должны быть как отрицательными, так и превы
шать единицу. Это связано в первую очередь с 
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1 В дальнейшем будут использованы следующие обозначения: объединение (комбинация) первого и второго индивидуальных 
прогнозов  K(1;2), объединение более чем двух индивидуальных методов прогнозирования  K(1;2;3) и т. д.
интерпретацией весового коэффициента как доли 
информации, которая используется в индивиду
альном прогнозе и доле самого индивидуального 
прогноза в объединенном, его вкладом в общий 
прогноз. В этой связи логично, что доля не может 
быть отрицательной или превышать единицу. По 
этой причине на весовые коэффициенты при 
объединении прогнозов должно накладываться 
ограничение как на их сумму, так и на их неот
рицательность. 
Предлагаемые авторами модификации  
метода наименьших квадратов, 
использующегося для 
 объединения прогнозов
Авторами ранее были предложены различные 
модификации методов, использующих метод 
наименьших квадратов [6, 7]. В данной работе 
проводится сравнение предложенных авторами 
методов  объединения прогнозов с несколькими 
методами ГрейнджераРаманатхана. 
метод последовательного объединения прогнозов. 
Подробно этот метод описан в работе [6]. Кратко 
повторим здесь его основные положения. Итера
тивная схема метода приведена на рисунке.
Описание предлагаемой методики последо
вательного объединения прогнозов проведем 
на примере объединения1 четырех методов 
прогнозирования. Необходимо отметить, что с 
увеличением числа исходных частных прогнозов 
в объединении растет и вероятность появления 
отрицательных коэффициентов. 
На первом этапе предлагаемой модифициро
ванной методики объединения прогнозов про
исходит перебор всех объединений двух частных 
прогнозов: K(1;2), K(1,3), K(1,4), K(2,3), K(2,4), 
K(3,4) с целью поиска такой пары, при которой 
все коэффициенты  положительны. В первую 
очередь целесообразно проверять объединение 
наиболее точного индивидуального метода про
гнозирования с другими методами. В случае если 
имеется несколько пар с положительными коэф
фициентами, то следует в дальнейшем использо
вать ту, что дает меньшую среднеквадратическую 
ошибку.
Предположим, что пара K(1;2) является ис
комым объединением без отрицательных коэф
фициентов. В этом случае следует перейти ко 
второму этапу объединения прогнозов, на кото
ром происходят объединения вида: K(K(1;2);3) 
и K(K(1;2);4), то есть объединение пары, полу
ченной на первом этапе объединения прогнозов 
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с оставшимися индивидуальными методами. И в 
случае если одно из новых объединений второго 
этапа окажется подходящим, то есть даст положи
тельные коэффициенты,  то уже на третьем этапе 
объединение, полученное на втором этапе, объ
единяется с оставшимся частным прогнозом.
На рисунке приведен стандартный пример 
модифицированного последовательного объ
единения, но на практике могут встретиться 
случаи, когда, например, любые из пар частных 
прогнозов имеют отрицательные весовые коэф
фициенты. При этом все равно целесообразно 
провести еще одну итерацию объединения, так 
как на втором или третьем этапах отрицательные 
коэффициенты могут исчезнуть. Кроме того, 
можно использовать объединение объединений, 
полученные на предыдущей итерации, например 
K(K(1;2);K(3;4)) или K(K(1;2;3);K(3;4))  объ
единение результата объединения трех индиви
дуальных методов прогнозирования с результа
том объединения двух индивидуальных методов 
прогнозирования.
В случае пяти методов объединения прогнозов 
методология такая же, как и при объединении 
четырех методов. Более же пяти частных методов 
прогнозирования объединять нецелесообразно, 
так как показывает практика, суммарная ошибка 
прогнозирования перестает уменьшаться и/или 
остается примерно на том же уровне, или же даже 
снижает точность прогнозирования.
использование гребневой регрессии для нахож-
дения весовых коэффициентов. Подробно метод 
описан в [7]. Здесь напомним его основные по
ложения. Существует несколько модификаций 
этого метода, но основная их идея заключается 
в поиске таких весовых коэффициентов для 
частных прогнозов, чтобы ошибка полученного 
объединенного прогноза была минимальной. 
Для этих целей используется метод наименьших 
квадратов. 
Формально задача нахождения весовых коэф
фициентов при минимизации ошибки объеди
ненного прогноза похожа на задачу линейной 
регрессии:
 y = b1x1 +  b2x2 + ... +bj xj+ ... +bn xn. (12)
Здесь под xj понимаются прогнозные значения, 
полученные по индивидуальным методам про
гнозирования, а под y  объединенный прогноз. 
Задача линейной регрессии сводится к поиску ко
эффициентов bj. Решением этой задачи является 
использование метода наименьших квадратов при 
поиске минимума суммы квадратов отклонений 
зависимой переменной от независимых. 
Использование метода наименьших квадратов 
для целей построения весовых коэффициентов 
объединенного прогноза ранее было предло
жено Э.Б. Ершовым [8]. В работе содержались 
теоретические выкладки, но экспериментальная 
проверка так и не была проведена.
Проанализируем использование метода рег
рессионного анализа для построения объединен
ного прогноза и сравним его с методом Грейндже
раРаманатхана, в котором используются схожие 
принципы нахождения весовых коэффициентов. 
Вполне обоснованно можно предположить, что 
поскольку прогнозы, полученные с помощью 
разных методов прогнозирования, представля
ют различные аппроксимации одного и того же 
временного ряда, то они сильно коррелируют с 
исходным рядом, а также между собой. Вследствие 
этого возникает сильная мультиколлинеарность 
между «независимыми» факторами линейной 
регрессионной модели. 
В регрессионном анализе существуют отра
ботанные методы элиминирования мультикол
линеарности. Один из них  использование для 
оценки параметров регрессии метода гребневой 
регрессии (Ridge regression), который был разра
ботан А. Хоэрлом и Р. Кеннардом [13, 14]. Этот 
метод основан на модификации метода наимень
ших квадратов и позволяет оценивать параметры 
регрессии в условиях мультиколлинеарности с 
меньшими среднеквадратическими ошибками2. 
Основной целью его использования является 
исключение эффекта мультиколлинеарности, то 
есть сильной корреляции между независимыми 
переменными xj [14]. При этом могут измениться 
знаки при коэффициентах bj и появиться «пра
вильный» знак у соответствующего коэффици
ента bj. 
В связи с этим гребневая регрессия может стать 
еще одним возможным вариантом избежать отри
цательности весов при объединении прогнозов. 
Метод гребневой регрессии для определения ве
совых коэффициентов в объединении прогнозов 
стал достаточно часто обсуждаться в иностранной 
2 Более подробно о гребневой регрессии можно также найти в работе [15].
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литературе [10, 11]. Но так как коэффициенты 
в гребневой регрессии не будут давать в сумме 
единицу, то целесообразно использовать при 
объединении прогнозов непосредственно δко
эффициенты, доли переменных в регрессионном 
уравнении [12].
Как указывалось выше, метод Грейнджера
Раманатхана формально близок к поиску коэф
фициентов линейной многомерной регресси
онной модели (12). В обоих случаях для поиска 
параметров модели используется минимизация 
суммы квадратов отклонений точек исходно
го временного ряда от прогнозных значений. 
Это обстоятельство позволяет предположить, 
что подходы регрессионного анализа можно 
использовать для получения весовых коэф
фициентов объединенного прогноза. В этом 
случае роль независимых факторов выполняют 
прогнозные значения, полученные в результате 
прогнозирования временного ряда различными 
методами. 
Уравнение оценки параметров для гребневой 
регрессии выглядит следующим образом: 
 B(K) = (X´X + K)1 X´Y, (13)
где  B(K)  векторстолбец гребневых оценок; Y  вектор
столбец зависимой переменной; X  матрица независимых 
переменных; K  неотрицательная определенная диаго
нальная матрица. 
Выбор матрицы К определяет и конкретный 
метод гребневой регрессии. Нами был использо
ван метод «следа гребневой матрицы», описанный 
в работе А. Хоэрла и Р. Кеннарда [14], суть кото
рого заключается в том, что берется несколько 
значений k (обычно не более 1015 значений) 
коэффициентов регрессии, в том числе и для 
k = 0. По этой матрице строится график измене
ния величины коэффициентов в зависимости от 
значения k, который называется «след гребневой 
матрицы». Такой подход позволяет найти значе
ния, при которых система достигает стабильнос
ти, то есть с увеличением k не происходит изме
нения знака коэффициентов, и остаточная сумма 
квадратов меняется несущественно. При k = 0 
оценки соответствуют коэффициентам обычной 
регрессии, полученным по методу наименьших 
квадратов.
модификация методов Бейтса-грейнджера. 
Еще одним направлением работ авторов по совер
шенствованию методов объединения прогнозов 
была модификация методов БейтсаГрейнджера, 
которые были первопроходцами в этом направле
нии [1618]. Авторы представили и описали целый 
ряд методов вычисления весовых коэффициентов 
для объединения прогнозов на основе миними
зации дисперсии ошибок частных прогнозов. В 
работах объединение проводится на основании 
двух частных прогнозов. При этом авторы сдела
ли примечание, что методы могут быть распро
странены и на большее число частных методов 
прогнозирования. Однако обоснования этого в 
работах не приводится. В работе авторов [16] ме
тоды БейтсаГрейнджера были распространены 
на число частных прогнозов, равное n.
Следует отметить, что данные методы явля
ются ретроспективными относительно прошлых 
значений индивидуальных прогнозов. Будем 
считать, что их количество равно T – 1 (число 
наблюдений). Прогноз же будет определяться 
на один период вперед  для времени T. Все пять 
методов удовлетворяют условию на положитель
ность весовых коэффициентов, сумма весовых 
коэффициентов равна единице.
Далее при описании методов будут исполь
зованы следующие обозначения: wiT  - весовой 
коэффициент при iм частном прогнозе на год T; 
eit = (ei0, ei1, …, eiT1)  матрица ошибок индивиду
альных прогнозов (разница между фактическими 
данными и прогнозными), i  =  1, …, n  матрица 
размера n на T1  матрицу, где n  число индиви
дуальных прогнозов; v  количество точек, исполь
зуемое в методе экспоненциального сглаживания; 
βt  корректирующий коэффициент, определя
ющий каким ошибкам по времени придавать 
большее значение; при β > 0 большее значение 
будет придаваться последним значениям.
В левой части таблицы 1 сведены формулы 
расчета методов БейтсаГрейнджера с учетом 
модификаций, внесенных в работе [18] для объ
единения двух частных прогнозов. В правой части 
приведены формулы для объединения большего 
числа прогнозов. Подробное описание таблицы 
1 показано в [19]. В таблице приведены краткие 
характеристики методов и оптимальные значения 
используемых параметров.
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метод попарных предпочтений. В настоящее 
время метод попарных предпочтений является 
наиболее часто встречающимся на практике 
методом объединения прогнозов. Данный метод 
впервые был широко использован в работе С. Гуп
та и П. Вилтон, которые предложили собственный 
подход в определении матрицы попарных пред
почтений при объединении прогнозов [21, 22].






















 = … … … … 
 
 … … 
 
 (14)
где k изменяется от 1 до n. 
Каждый элемент матрицы oij = 
ai—aj
  представ
ляет шансы того, что iй прогноз будет более 
точным, чем jй. Расчет весовых коэффициентов 
для объединенного прогноза при таком подходе 
происходит через нахождение максимального 
собственного значения и соответствующего ему 
собственного вектора матрицы попарных пред
почтений. А указанные шансы можно определить 
через число случаев, когда тот или иной частный 
метод прогнозирования был точнее остальных. 
Более подробно о методе попарных предпочтений 
можно узнать в [23].
Практические расчеты
Для получения частных прогнозов были ис
пользованы следующие методы прогнозирования 
временных рядов: метод гармонических весов (да
лее MGV), метод адаптивного экспоненциального 
сглаживания с использованием трэкингсигнала 
(MAEKS), метод обычного экспоненциального 
сглаживания (MEKS) и модель БоксаДженкинса 
(ARIMA).
Для сопоставимости все расчеты проводились 
на временных рядах о годовом производстве в 
Российской Федерации ряда товаров, отражаю
щих разные виды производства,  в натуральном 
выражении: стали, кокса, фанеры и  цемента. Рас
четы охватывали временной промежуток с 1952 по 
2018 г. Для нахождения весовых коэффициентов 
при объединении прогнозов были использованы 
все указанные выше методы.
Проверка точности прогноза осуществлялась 
с использованием средней относительной ошиб
ки прогноза, которая не зависит от размерности 
исходных рядов и, по мнению авторов, наиболее 
подходит для указанной цели. 
В таблицах 25 приведены весовые коэффи
циенты при частных прогнозах для всех методов, 
участвующих в сравнении.
Таблица 2
Веса для объединения при частных прогнозах с использованием методов Грейнджера-Раманатхана.  
Производство стали
Методы MGV MEKS MAEKS ARIMA
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без ограничений 1,1584 0,0634 0,1089 0,2039
Метод ГрейнджераРаманатхана сумма весов=1 1,1584 0,0636 0,1090 0,2038
Метод ГрейнджераРаманатхана со свободным членом 1,1600 0,0627 0,1055 0,2020
Гребневая регрессия К=0,01 0,8584 0,0487 0,0634 0,0218
Метод последовательных приближений 
K(K(K(1;2);4)); K(K(3;4);2)) 0,9731 0,0036 0,0038 0,0196
Модифицированные методы Бейтса-Грейнджера*
1 0,8834 0,0285 0,0279 0,0602
2 0,8819 0,0367 0,0367 0,0447
3 0,8851 0,0358 0,0360 0,0431
4 0,7821 0,0715 0,0728 0,0735
5 0,5348 0,1635 0,1766 0,1250
Метод попарных предпочтений 0,7951 0,0735 0,0546 0,0768
* Здесь и далее в методах БэйтсаГрейнджера приведены последние весовые коэффициенты, используемые для расчета про
гноза.
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Таблица 3
Веса для объединения при частных прогнозах с использованием методов Грейнджера-Раманатхана.  
Производство кокса металлургического
Методы MGV MEKS MAEKS ARIMA
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без ограничений 1,1695 0,1315 0,1642 0,1365
Метод ГрейнджераРаманатхана сумма весов=1 1,1702 0,1331 0,1649 0,1383
Метод ГрейнджераРаманатхана со свободным членом 1,1754 0,0805 0,1220 0,1248
Гребневая регрессия К=0,02 0,8479 0,0602 0,0217 0,0630
Метод последовательных приближений K(K(K(K(1;4);2)3);K(K(2,4);3))) 0,9680 0,0042 0,0045 0,0233
Модифицированные методы Бейтса-Грейнджера
1 0,0602 0,8834 0,0285 0,0279
2 0,0447 0,8819 0,0367 0,0367
3 0,0431 0,8851 0,0358 0,0360
4 0,7631 0,0713 0,0789 0,0867
5 0,5348 0,1635 0,1766 0,1250
Метод попарных предпочтений 0,7368 0,1024 0,0799 0,0810
Таблица 4
Веса для объединения при частных прогнозах с использованием методов Грейнджера-Раманатхана.  
Производство фанеры
Методы MGV MEKS MAEKS ARIMA
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без ограничений 1,1071 0,0773 0,1284 0,0552
Метод ГрейнджераРаманатхана сумма весов=1 1,1069 0,0827 0,1291 0,0605
Метод ГрейнджераРаманатхана со свободным членом 1,1192 0,0309 0,0989 0,0446
Гребневая регрессия К=0,01 0,7640 0,0677 0,0249 0,1379
Метод последовательных приближений K(K(K(1;4);3);K(K(2;3);4) 0,9759 0,0066 0,0058 0,0117
Модифицированные методы Бейтса-Грейнджера
1 0,8834 0,0285 0,0279 0,0602
2 0,8819 0,0367 0,0367 0,0447
3 0,8851 0,0358 0,0360 0,0431
4 0,8587 0,0777 0,0323 0,0313
5 0,1251 0,0434 0,0374 0,0441
Метод попарных предпочтений 0,7452 0,0834 0,0996 0,0718
Таблица 5
Веса для объединения при частных прогнозах с использованием методов Грейнджера-Раманатхана.  
Производство цемента
Методы MGV MEKS MAEKS ARIMA
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без ограничений 1,0647 0,0167 0,0387 0,0431
Метод ГрейнджераРаманатхана сумма весов=1 1,0645 0,0117 0,0343 0,0419
Метод ГрейнджераРаманатхана со свободным членом 1,0660 0,0051 0,0272 0,0435
Гребневая регрессия К=0,01 0,7638 0,0314 0,0322 0,1674
Метод последовательных приближений K(K(K(1;3);4);K(K(2;4);3) 0,9685 0,0054 0,0034 0,0147
Модифицированные методы Бейтса-Грейнджера
1 0,8834 0,0285 0,0279 0,0602
2 0,8819 0,0367 0,0367 0,0447
3 0,8851 0,0358 0,0360 0,0431
4 0,9760 0,0030 0,0029 0,0182
5 0,5348 0,1635 0,1766 0,1250
Метод попарных предпочтений 0,8540 0,0429 0,0519 0,0512
Примечания к таблицам 2-5. Для метода последовательных приближений коэффициенты приведены для комбинации 
частных прогнозов, которая обозначена в первом столбце таблиц 25. В строке «Гребневая регрессия» в указанных таблицах 
приводятся �коэффициенты при соответствующих частных прогнозах.     
Поскольку в методах БейтсаГрейнджера величина весового коэффициента зависит от периода времени (см. табли
цу 1), то в сводных таблицах 25 для этих методов присутствуют последние из весов, которые использовались для расчета 
прогнозных значений.
Как следует из таблиц 25, для всех рядов наиболее точным из частных методов является метод гармонических весов. 
Весовой коэффициент при нем во всех уравнениях имеет максимальное значение. Более того, в традиционных методах 
ГрейнджераРаманатхана его значение превышает единицу, в то время как модель БоксаДженкинса и один из методов 
экспоненциального сглаживания имеют отрицательные веса.
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Представленные авторами преобразованные 
методы ГрейнджераРаманатхана и методы Бей
тсаГрейнджера имеют только положительные 
весовые коэффициенты. 
Критерием проверки качества прогнозиро
вания служит точность прогнозирования, для 
оценки которой могут быть использованы:
 среднеквадратическое отклонение;
 средняя абсолютная ошибка;
 средняя относительная ошибка.
Наиболее приемлемой оценкой точности, 
с нашей точки зрения, является средняя отно
сительная ошибка, которая не зависит от еди 
ницы измерения и масштаба признака. Ре 
зультаты расчетов и сравнение точности по вы
бранным оценкам для рассматриваемых рядов 
экономических показателей приведены в табли
цах 69.
Таблица 6







ошибка,  в процентах
Частные прогнозы
MGV 2,103 2,311 4,007
MEKS 5,059 3,211 6,223
MAEKS 5,298 3,485 6,780
ARIMA 4,286 2,622 4,400
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без ограничений 0,910 0,558 0,933
Метод ГрейнджераРаманатхана сумма весов=1 0,910 0,559 0,934
Метод ГрейнджераРаманатхана со свободным членом 0,908 0,557 0,932
Гребневая регрессия К=0,01 1,497 1,037 1,840
Метод последовательных приближений 
K(K(K(1;2);4)); K(K(3;4);2)) 0,919 0,570 1,023
Модифицированные методы Бейтса-Грейнджера
1 1,535 0,857 1,366
2 1,109 0,734 1,169
3 1,125 0,682 1,081
4 1,168 0,705 1,116
5 2,853 1,706 3,444
Метод попарных предпочтений 1,669 0,952 1,714
Таблица 7







ошибка,  в процентах
Частные прогнозы
MGV 1,399 1,267 1,944
MEKS 2,011 1,306 4,973
MAEKS 2,065 1,409 5,413
ARIMA 1,564 1,339 3,847
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без ограничений 0,328 0,230 0,800
Метод ГрейнджераРаманатхана сумма весов=1 0,328 0,228 0,797
Метод ГрейнджераРаманатхана со свободным членом 0,328 0,232 0,794
Гребневая регрессия К=0,02 0,757 0,610 2,130
Метод последовательных приближений  
K(K(K(K(1;4);2)3);K(K(2,4);3))) 0,334 0,229 0,812
Модифицированные методы Бейтса-Грейнджера
1 0,853 0,857 1,366
2 0,504 0,339 1,175
3 0,524 0,326 1,142
4 0,588 0,355 1,231
5 1,447 0,815 3,232
Метод попарных предпочтений 0,686 0,454 1,673
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Таблица �







ошибка,  в процентах
Частные прогнозы
MGV 0,127 0,066 1,894
MEKS 0,155 0,094 5,613
MAEKS 0,158 0,090 5,238
ARIMA 0,131 0,080 4,804
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без огр аничений 0,026 0,015 0,875
Метод ГрейнджераРаманатхана сумма весов=1 0,026 0,015 0,877
Метод ГрейнджераРаманатхана со свободным членом 0,027 0,016 0,934
Гребневая регрессия К=0,01 0,047 0,027 1,601
Метод последовательных приближений  
K(K(K(1;4);3); K(K(2;3);4) 0,024 0,015 0,871
Модифицированные методы Бейтса-Грейнджера
1 0,042 0,022 1,134
2 0,037 0,021 1,049
3 0,039 0,019 1,039
4 0,040 0,021 1,106
5 0,144 0,077 6,060
Метод попарных предпочтений 0,051 0,028 1,662
Таблица 9







ошибка,  в процентах
Частные прогнозы
MGV 2,613 2,362 1,859
MEKS 4,780 3,079 6,659
MAEKS 4,992 3,037 6,432
ARIMA 3,280 2,391 5,151
Методы Грейнджера-Раманатхана
Метод ГрейнджераРаманатхана без ограничений 0,566 0,363 0,788
Метод ГрейнджераРаманатхана сумма весов=1 0,566 0,367 0,794
Метод ГрейнджераРаманатхана со свободным членом 0,564 0,368 0,80
Гребневая регрессия К=0,01 1,191 0,869 1,842
Метод последовательных приближений 
K(K(K(1;3);4);K(K(2;4);3) 0,56 0,36 0,800
Модифицированные методы Бейтса-Грейнджера
1 1,047 0,604 1,279
2 0,786 0,512 1,056
3 0,977 0,536 1,152
4 1,069 0,598 1,408
5 2,163 1,274 3,555
Метод попарных предпочтений 0,954 0,598 1,310
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Какие выводы можно сделать из таблиц 69? 
Среди частных методов прогнозирования наилуч
шие результаты показывает метод гармонических 
весов. В ряде случаев он дает результаты даже 
лучше, чем некоторые из методов объединения 
прогнозов. Так, для всех продуктов MGV дает 
более точный прогноз, чем пятый метод Бейтса
Грейнджера. Для временного ряда «Производство 
металлургического кокса» такой метод объедине
ния, как использование гребневой регрессии, а 
также метод гармонических весов дают лучшие 
результаты, хотя и различия в точности прогнози
рования не столь велики (1,94%  средняя относи
тельная ошибка для MGV и 2,13%  для гребневой 
регрессии). Здесь необходимо указать, что еще 
в работе [17] отмечается, что объединенные ме
тоды прогнозирования не всегда дают наиболее 
точные прогнозы, хотя в большинстве случаев 
объединение прогнозов повышает качество про
гнозирования. Наши исследования подтверждают 
этот вывод.
Остальные частные методы прогнозирования 
имеют среднюю относительную ошибку прогно
зирования в интервале от 3,5 до 7%, причем мо
дель БоксаДженкинса (ARIMA) имеет эту ошиб
ку ближе к нижней границе диапазона, а методы 
экспоненциального сглаживания  к верхней.
Среди методов объединения прогнозов наилуч
шие результаты показывают методы Грейнджера
Раманатхана, особенно первые два, которые не 
включают свободный член, поскольку особен
ность методов как раз и состоит в минимизации 
ошибки прогнозирования. Предложенные авто
рами модификации методов ГрейнджераРама
натхана, особенно метод последовательных при
ближений, хотя и несколько ухудшают точность 
прогнозирования, но дают вполне приемлемый 
результат и гарантируют положительность весо
вых коэффициентов.
Модифицированные авторами методы Бейтса
Грейнджера также дают неплохие результаты, за 
исключением пятого метода, результаты которого 
даже хуже, чем при использовании отдельных 
частных методов прогнозирования. Это может 
быть объяснено особенностями метода, в котором 
вместо дисперсии ошибки используется модуль 
абсолютной ошибки. При этом в результате ве
совые коэффициенты при частных прогнозах, 
имеющих наименьшую точность, существенно 
больше по сравнению с другими методами. Ос
тальные методы объединения, принадлежащие к 
этой группе, дают близкие результаты, точность 
которых ниже, чем у методов ГрейнджераРама
натхана, но сопоставима с результатами объеди
нения с применением гребневой регрессии.
Таким образом, использование объединения 
прогнозов в большинстве случаев повышает 
точность прогнозирования временных  рядов, 
которая зависит от используемого метода. На
илучшие результаты с точки зрения минимизации 
средней относительной ошибки прогнозирования 
в зависимости от исходного ряда дают методы 
ГрейнджераРаманатхана без ограничений и с 
ограничением на сумму коэффициентов, равную 
единице. Предлагаемый авторами метод после
довательных приближений при незначительном 
ухудшении точности дает легко интерпретируе
мые весовые коэффициенты. Метод гребневой 
регрессии и модифицированные методы Бейт
саГрейнджера (за исключением пятого метода) 
дают близкие результаты более точные, чем 
индивидуальные прогнозы, и также могут быть 
рекомендованы к практическому использованию, 
особенно метод гребневой регрессии, поскольку 
он опирается на хорошо разработанный матема
тический и вычислительный аппарат.
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