This paper provides a generic, very fast method for computing exact density ratio class bounds on posterior expectations, given the output of a posterior simulator. It illustrates application of the method in an econometric model of typical complexity. In this model, the exact bounds for expectations of some functions of interest are well approximated by the established asymptotic approximation, but others are not. Software for the computations is publicly available in a variety of programming languages.
INTRODUCTION
Good Bayesian investigators seek to report results in a way that will be most useful to their clients, that is, to those who read their work and go on to modify their opinions on the basis of the reported results, or who incorporate them in public or private decision making.
Generally the investigator does not know what her clients' priors will be, or the posterior expectations that interest them. Indeed, the investigator often does not know exactly who her clients will be.
There are a number of approaches to this Bayesian communication problem. One approach is to provide an indication of the sensitivity of posterior expectations to changes in the prior distribution. This may be accomplished by reporting posterior expectations corresponding to alternative priors, but such an enumeration can become tiresome long before reasonable possibilities for prior distributions are exhausted. A more efficient approach is to report a range for each posterior expectation, corresponding to all possible prior distributions within a specified class of distributions. Several interesting classes of prior distributions have been proposed; a concise and informative review is provided by Wasserman (1992) . A thorough, recent overview of robust Bayesian analysis is given by Berger (1994) .
In this paper we consider the density ratio class of prior distributions. This class consists of all prior distributions over the parameter vector θ ∈Θ with a probability density kernel p θ ( ) that satisfies the inequalities a The practicality of the density ratio class is widely recognized (Wasserman 1992) . The objective of this paper is to show how bounds for posterior expectations over density ratio classes may be computed routinely and efficiently on the basis of output from posterior simulators, for example importance sampling (Geweke 1989) and Gibbs sampling (Gelfand and Smith 1990) . In meeting this first objective we build on the work of Lavine (1991a Lavine ( , 1991b and especially Wasserman and Kadane (1992) . The paper illustrates these methods in a substantial econometric model, addressing the call of Wasserman (1992) for applications of density ratio robustness analysis in high-dimensional problems where robustness concerns are likely to be greatest.
The paper is written to be as self-contained as possible. In doing this we recapitulate some results due to others, providing proofs that use a common notation and are new in some cases. The paper is organized as follows. The next section defines the problem and characterizes the solution. The main result here has been reported previously by DeRobertis and Hartigan (1981) and Lavine (1991a) . In Section 3 we extend the methods of Wasserman and Kadane (1992) for computing bounds on posterior expectations from posterior simulators: we allow density ratio classes that need not include the prior used in the analysis, do not require the simulator to produce i.i.d. draws, and cope with weighting functions of the kind employed in importance sampling. The resulting algorithm is generic and very fast. Section 4 motivates the basic asymptotic relationship between the bounds on posterior expectations over the density ratio class, and the posterior mean and standard deviation, first derived by DeRobertis and Hartigan (1981) . Section 5 shows that the asymptotic approximation is excellent in a leading situation, linear functions of coefficients in the normal linear regression model with a conventional improper prior. In Section 6 we illustrate the computation of bounds on posterior expectations over density ratio classes of priors in the probit model, and in a generalization of this model with weaker distributional assumptions. We find that the posterior expectations are quite sensitive to changes in the prior distribution within the density ratio class. The asymptotic approximation is quite good for some posterior expectations and poor for others. The paper concludes with suggestions of some extensions of this work.
BOUNDS ON POSTERIOR EXPECTATIONS
For a data set Y y Geweke (1996, Section 2) .) Examples of posterior simulators include importance sampling (Geweke 1989) and Markov chain Monte Carlo methods (Gelfand and Smith 1990; Tierney 1994) . Without loss of generality suppose the simulator output is ordered so that g m m = ( ) g θ is monotone nondecreasing. We wish to determine the bounds on g over a prior density ratio class S corresponding to the kernels a θ ( ) and b θ ( ). Consider
We first develop an efficient method for solution of this problem, and then
show that the solution provides an M-consistent approximation of E g θ ( ) [ ]
Solution of the discrete problem
The solution of the discrete problem has properties similar to the solution of the exact problem given in Proposition 1. 
Proof. Since the sign of 
E g
Proof. Simple algebra shows (4) and (5) (2) Using successive bisection find an index l such that g Q g
These results show that the more general procedures described by Lavine (1991a, Section 3) and Wasserman and Kadane (1992, Section 4) lead to a very efficient algorithm in the case of the density ratio class and a discrete distribution. The sufficiency result in Proposition 3 means that no further search is required once the condition in step 2 of Corollary 1 is satisfied. Computation time for step 2 is on the order log 2 M ( ) whereas computation time for step 1 is of the order M M log 2 ( ).
Step 1 is essential to any approach, so as M → ∞ Corollary 1 provides the most efficient algorithm possible. 
Proof. For any real c define p c θ ( ) as in Proposition 1 and let l l = ( ) M be the integer l of
. By assumption and
By the monotonicity properties of
A symmetric argument holds beginning with any c
Condition (6) The only other consistency result of this type of which we are aware is Wasserman and Kadane (1992, Theorem 5). Their paper also shows that the approximation is
BOUNDS ON POSTERIOR EXPECTATIONS IN LARGE SAMPLES
Given some standard regularity conditions, in large samples the distribution of g θ ( )Y T is approximately normal with variance proportional to T −1 2 . A good summary discussion of these conditions is provided by Bernardo and Smith (1994, 285 -297) ; for greater detail, see Heyde and Johnstone (1979) , Hartigan (1983, Chapter 4), and Chen (1985) .
The intuition is that as the posterior variance σ 2 becomes small the continuous function This leading case provides the behavior of the upper and lower bounds on g T
, under standard regularity conditions. We recapitulate a result due to DeRobertis and Hartigan (1981) . Let σ θ → ,
(ii) The functions a b θ θ ( ) ( ) and are continuous at θ θ = * ;
(ii) g θ ( ) is asymptotically normal under the prior with kernel b θ ( ).
Then except possibly for θ * on a set of b-measure zero,
Y 5. LINEAR REGRESSION
A common econometric model is the normal linear regression model,
Jeffreys' invariance principle motivates the commonly employed improper prior (Zellner 1971, 41-53) . The posterior distribution for β in this model is 
AN EXAMPLE: MIXTURE OF NORMALS PROBIT MODEL
In econometric dichotomous choice models the probit and logit specifications are commonly used. In the probit model
where d t is the choice indicator, x t is a vector of covariates, and ε t IID N , 0 1 ( ). The probit specification has the key advantage that it can be made free of the problem of independence of irrelevant alternatives (Hausman and McFadden 1984) when moving from dichotomous to polytomous choice. It has become and is likely to remain a mainstay in econometrics.
Yet, it is widely appreciated that any misspecification of functional form in a dichotomous choice model will lead to inconsistent estimates of conditional choice probabilities. In most applications of the probit model the normality specification is a convenient assumption rather than an implication of any economic theory. This has motivated a substantial literature that seeks to weaken the normality assumption, beginning with Cosslett and extending through Klein and Spady (1993) and Lewbel (1997) who provide relevant intermediate references.
One generalization of the probit model is defined by replacing the normal distribution in (7) with a mixture of normals distribution, motivated by the fact that a probability density can be approximated arbitrarily well -in several norms -by mixture of enough normal distributions (Ferguson 1983) . Mixtures of as few as three normal distributions provide a distribution family with a rich variety of features, including positive and negative skewness and excess kurtosis and multimodality (Marron and Wand 1992 ). Yet Bayesian inference in linear models with mixture of normals error distributions is straightforward using Markov chain Monte Carlo methods (Chib 1996; Geweke and Keane 1997) . In this section
we examine the sensitivity of some parameter estimates and choice probability estimates to the specification of prior distributions in the mixture of normals probit model set forth in
Geweke and Keane (in press). There are two objectives. The first is to compare actual bounds on posterior expectations over the density ratio class with their asymptotic approximations. We anticipate that the approximation may be poor, with actual intervals substantially wider than the asymptotic approximations, due to the complicated form of the likelihood function. The second objective is to compare the actual bounds, with changes in posterior expectations as the number of components in the mixture is changed. To the extent that the former are greater than the latter, then in application there is a premium on careful specification of the prior distribution of the many parameters in the mixture of normals specification.
The model and data
In the mixture of normals probit model ε α η α α α 
The random vectors ′ e t = e t1 ,K,e tm ( ) are i.i.d., each with a multinomial distribution with parameters p J = P e tj = 1
where S m is the unit simplex in ℜ m .
Without further restrictions, the model is clearly unidentified in the sense that more than one set of values of the parameters in (7) and (8)- (10) (ii) p j > 0 ∀ j ;
(iii) the support of ′ β x t is a set of positive Lebesgue measure; 
If (iv-b) is imposed, then the support is truncated accordingly, and the normalization constant must be adjusted.
Since the likelihood function
is bounded between zero and one,
is finitely integrable over its support, and, consequently, the posterior distribution p β,α,h,p d,X ( ), proportional to (15), exists. Since β, α , h, and p have prior moments of all orders, they also have posterior moments of all orders. And since for any specified 
The product of (16), (17), and (18) and the prior density kernels (11), (12), (13), and (14), is a kernel of the posterior distribution of the latent variables e (equivalently, L t
{ } t =1
T ) and ỹ and the parameter vectors β, α , h, and p. Posterior distributions for individual groups of latent variables and parameters, conditional on all the other latent variables and parameters and the data, are easily derived from these expressions as follows. The conditional kernel in ỹ is the product of (17) and (18), from which the ỹ t are conditionally independent with
The conditional kernel in L t
T is the product of (16) and (17), which shows that the L t are conditionally independent with
The conditional kernel in β is the product of (11) and (17), from which β β β β
The conditional kernel in α is the product of (12) and (17) for j ≠ j * and subject to h h m 1 < < K if the labeling restriction on h has been invoked. Whether or not this restriction applies, it is straightforward to draw the h j sequentially.
Finally, the conditional posterior kernel in p is the product of (14) and (16),
It is straightforward to verify that the lower semicontinuity and boundedness conditions of Roberts and Smith (1994) for ergodicity of the Gibbs samplers are satisfied by the posterior distribution.
Geweke and Keane (in press) show that given the evaluation of the prior density and the data density corresponding to each simulated value of the parameter vector, the marginal likelihood for the mixture of normals probit model can be approximated using the modified geometric mean of Gelfand and Dey (1994) . Posterior odds ratios can then be computed for various specifications of the model -for example, a full mixture of two normals probit model can be compared with a scale mixture of four normals probit model or a conventional probit model.
The application
To provide a substantive application of the mixture of normals probit model, we use an otherwise standard dichotomous choice model for women's labor force participation, employing data from the PSID. The data pertain to those women in the 1988 survey, observed since the time they became a household head or spouse, for whom an uninterrupted history of annual hours worked is available, whose parents' educational attainment is available, and for whom spouse income and number of children are known.
The sample size is 1,555. From the data, we construct 17 covariates, shown in Table 1 . If a woman reports positive hours of work for 1988, she is a labor force participant; 80% of the women in the sample are labor force participants.
For the purposes of this illustration, independent Gaussian priors were constructed for each of the 17 covariate coefficients. In each case, the prior distribution has mean zero.
The standard deviation is chosen by considering a large but reasonable effect of a change in the corresponding covariate on the probability of labor force participation, given that the probability of labor force participation is about one-half. This construction of the prior distribution for β is shown in Table 2 , which provides the prior standard deviation for each coefficient along with the reasoning about effects on probability of labor force participation that led to the choice. Table 2 also indicates the prior distribution of the parameters in one of the mixture of normals probit models. The labeling restriction (iv-b) is used in this scale mixture of four normals distribution. The prior distribution permits substantial differences in the precision of the normal distributions in the mixture. Ratios as high as 1000:1 between the largest and smallest precision are reasonable, but so are ratios close to 1:1. The multivariate beta prior distribution for p has the same information content as direct observation of six random draws of the latent vectors e t .
Using the posterior simulator described in Section 6.2, 12,000 draws were made, of which the first 2,000 were discarded. Using code written in Fortran 77 and a Sun Ultra 200 Sparcstation execution of the posterior simulator requires about 15 minutes for the conventional probit model and about 100 minutes for the mixture of normals probit model.
Given the output of the posterior simulator, the computation of a posterior moment, the exact lower and upper bounds over five density ratio classes of priors, and the corresponding asymptotic approximations to these bounds, requires about five seconds.
Computation time for the bounds depends only on the number of draws from the posterior simulator. In most econometric applications this computation time will be trivial compared with the time required to execute the posterior simulator itself, as is the case here. Software for computation of the lower and upper bounds is publicly available in Fortran, C+, Gauss, Matlab, Mathematica and S-plus at http://www.econ.umn.edu/~bacc. The software is described at this site, and in Chib and Geweke (1998) .
Prior density ratio class robustness
Geweke and Keane (in press) report marginal likelihoods corresponding to 13 Table 2 .) The full mixture of two normals model has the second lowest marginal likelihood, but when this model is compared with the most favored model the Bayes factor is only about 445:1 against it. Thus there is very strong evidence against the conventional probit specification, but only weak evidence in making comparisons across the other models. Table 3 provides bounds on posterior means and standard deviations of the precision parameters h 1 , h 2 and h 4 in the scale mixture of normals model. (The precision h 3 is normalized to 1.) It also provides bounds on these posterior means, for priors in the density ratio class corresponding to p θ ( ) and k p θ ( ), where k = 5 10 , or 50. Recall that 0 1 1 2 4 < < < < h h h . Given this constraint, posterior standard deviations are large: each parameter posterior mean is less than two posterior standard deviations from a constraint ( h 1 0 > , h 2 1 < , and h 4 1 > , respectively). In this situation the normal distribution cannot provide a good approximation to the posterior distribution of each parameter, and the asymptotic approximation to the bounds on posterior means described in Section 4 may be poor. Table 3 shows that the asymptotic approximation is poor for h 1 and h 4 , but good for
In this model, several functions of interest are motivated by the response of labor force participation to changes in eligibility levels in the two cash assistance programs, AFDC and food stamps. Geweke and Keane (in press) Tables 4 and 5 provide bounds on the posterior expectations of the probabilities of labor force participation given the maximum cash benefit eligibility, and no eligibility, respectively. Table 6 does the same for the difference in these two probabilities. The upper and lower kernels are again proportional to the prior density described in Table 2 , with ratios of k = 5 10 , , and 50. The results confirm that the range in posterior expectation of the probabilities, as the prior distribution is varied over the density ratio class of priors, is greater than the difference in the posterior means in the two models in every case, including k = 5. Thus the comparison of estimated probabilities (under a squared error loss function) of labor force participation could easily be reversed in sign given one investigator's prior distribution in the conventional probit model and another investigator's prior distribution in the mixture of normals probit model. For a single investigator, subjective priors in the two models would be closely related, and the results here do not speak to how the difference in probability estimates across models that might change as that investigator's prior for both models ranges over the density ratio class of priors.
The results in Tables 4 -6 also confirm that the asymptotic normal approximation to upper and lower bounds is excellent for these posterior expectations of probabilities of labor force participation. For k = 10, the endpoints of the exact intervals and the asymptotic approximation differ by only a few percent of the length of the interval itself.
While the asymptotic approximation is adequate in these cases, that is not known until the exact intervals are available. This fact, combined with the trivial computation time required for the exact intervals, argues for using the exact interval rather than the asymptotic approximation, as a routine matter.
CONCLUSION
The density ratio class provides a convenient expression of uncertainty about prior distributions Given the output of any posterior simulator, one can form upper and lower bounds for a posterior expectation. The computations involved are very fast, requiring a few seconds for 10,000 iterations. They are not specific to the problem at hand: that is, the same algorithm and code is applicable for all problems. This code is publicly available. .~. h χ ( )
Prior for p: p~Beta . , . , . , . 1 5 2 0 1 5 1 0 ( ) Table 3 Bounds on posterior means of mixture precisions Table 6 Bounds on posterior expectation of labor force participation probability with AFDC eligibility $633 per month, Food stamp eligibility $344 per month, less labor force participation probability with no AFDC or food stamp eligibility (Unmarried woman age 20, 2 children, 12 years of education, 6.25 years of work experience)
Conventional probit specification 
