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Abstract
No analytical expression has been found for the optimal exercise boundary of
finite maturity American put options. This thesis evaluates the performance of ap-
proximating the optimal boundary with a class of analytically tractable sub-optimal
exercise boundaries which admit known first passage time density functions. The
performance is evaluated in two steps, first by computing and comparing the value
of the put option under the sub-optimal exercise policy to existing numerical ap-
proximation methods such as the binomial price, then by examining the profit/loss
of a trader that would result from hedging and trading strategies based on the sub-
optimal exercise policy. We discovered that the valuation results from sub-optimal
boundary exercise is very close to the binomial price. A closed form expression
for the delta of the American put under sub-optimal exercise is derived, and the
formula is remarkably close to the true numerical delta at significantly reduced
computational time.
Keywords: American Put Options, Optimal Exercise Boundary, Sub-Optimal
Exercise Policies, First Passage Time, Daniels Boundary, Dividends, Delta Hedg-
ing.
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Chapter 1
Introduction
An option is a financial derivative contract, based on an underlying instrument,
that entitles the holder (buyer) the right, but not the obligation to buy or sell the
underlying to the writer (issuer, seller) for a pre-specified price regardless of the
underlying’s market trading price at the time of exercise, as defined in Hull (2012).
Options can be classified into two types, call and put options. A call option entitles
the holder the right to buy the underlying from the writer for the pre-specified price
known as the strike price, whereas a put option entitles the holder the right to sell
the underlying for the strike price. Furthermore, options can be distinguished ac-
cording to their exercise features. The two most commonly traded are European and
American options. European options only permits exercise at the time of expiration,
whereas American options allows the buyer to exercise at any point in time prior
to expiration. For example, a six month European call option on Goldman Sachs
stock struck at 100 dollars entitles the holder the right to purchase the stock for 100
dollars at the time of expiration. If the trading price at expiration is greater than 100
dollars, then the option will be exercised. In a revolutionary paper by Black and Sc-
holes (1973), the pricing of European equity options was analytically solved using a
hedging argument. Stock prices rise on average with theoretically infinite potential,
consequently American call options on non-dividend paying stocks are proven to
be non-optimal to exercise early, see Hull (2012), and thus its pricing is identical
to European call options. American put options rise in value when the stock price
falls, thus are of finite payoff with maximum profit equal to the strike price when
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the stock value has fallen to zero, are optimal to early exercise if the underlying
value has fallen sufficiently low. It can be shown there exists an optimal exercise
boundary at all times separating the exercise region from the holding region. This
optimal boundary is an input to a partial differential equation (PDE) problem which
solves the pricing of American put options. For finite maturity American put op-
tions, no analytical expression has been found for this boundary, and thus no closed
form expression has been discovered for the option’s pricing problem either. This
thesis addresses the valuation problem in a new approach by employing a class
of analytically tractable sub-optimal exercise boundaries which admit known first
passage time densities.
1.1 Model Setup
We begin our analysis in the standard Black-Scholes world consisting of a bank
account process of price denoted by Bt, and a risky stock process St, both defined
on a filtered probability space (Ω, F , F t, P ), with the filtration F t generated by the
standard Brownian motion Wt. We assume the bank account process Bt is risk free,
and the stock process St with non-zero volatility at all times evolves according to
a geometric Brownian motion. Both asset processes are therefore adapted to the
filtration F t, with local dynamics shown below (1.1). The model parameters µ, σ
and r denote the asset physical drift rate, the asset volatility, and the market interest
rate, respectively. We further assume that we live in a frictionless, liquid market,
with no transaction costs, leading to
dSt = µStdt+ σStdWt,
dBt = rBtdt. (1.1)
The analytic solutions to (1.1), can be easily derived by employing the one
dimensional Ito’s Lemma for the stock process St, and by direct integration for the
bank account process Bt, which are given below
3
St = S0e
(µ−σ2/2)t+σWt ,
Bt = B0e
rt. (1.2)
The above market model is complete, and hence by the Fundamental Theorem
of Asset Pricing there exists a unique risk neutral measure Q ∼ P with nume´raire
Bt such that the discounted values of all assets are martingales, see Bjork (2009).
The fair price of non-path dependant derivatives is uniquely determined at time t
once we know St = s, and it is given by P (s, t) for some deterministic function
P : [0, ∞ ) × [0, T ] 7→ [0, ∞ ). Under this risk neutral measure Q , all assets grow
at the risk free rate. Thus, the physical drift rate µ of the stock does not affect
the valuation of options on the stock, and the stochastic differential equation for
the stock is adjusted to the following dynamics under the risk neutral measure Q
according to Girsanov’s theorem, see Shreve (2005).
dSt = rStdt+ σStdW
Q
t . (1.3)
An European put option is a derivative contract based on the stock that entitles
the buyer the right, but not the obligation, to sell the underlying stock to the option
writer for the pre-specified price known as strike priceX , at and only at the maturity
date T of the option. Thus, its terminal payoff is solely a function of the terminal
asset value ST , given by h(ST ) = max[X − ST , 0]. The risk neutral valuation of
the European put option according to the Fundamental Theorem of Asset Pricing is
given by the following expectation under the risk neutral measure Q
PE(s, t) = EQ[e−r(T−t)h(ST ) | St = s].
Black and Scholes (1973) demonstrated the pricing function PE(s, t) can be
obtained as the solution of a parabolic partial differential equation via a hedging
argument, along with boundary conditions as shown below.
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∂PE
∂t
+
1
2
σ2s2
∂2PE
∂s2
+ rs
∂PE
∂s
− rPE = 0, (1.4)
PE(s, T ) = max[X − sT , 0] for t = T,
PE(0, t) = Xe
−r(T−t) ∀ t ∈ [0, T ],
PE(s, t) → 0 as s → ∞ .
The above PDE, with known boundary conditions can be solved through a
change of variables that reduces the equation to a heat equation, see Shreve (2005),
leading to the solution
PE(s, t) = Xe
−r(T−t)Φ(− d2(s,X, T − t)) − se−r(T−t)Φ(− d1(s,X, T − t)), (1.5)
where Φ denotes the cumulative distribution function for a standard normal random
variables, and the constants d1, and d2 are given by
d1 =
log( s
X
) + (r + σ
2
2
)(T − t)
σ
√
T − t , (1.6)
d2 = d1 − σ
√
T − t. (1.7)
An American put option is a derivative contract based on the underlying stock
similar to European put options in that it entitles the holder the right, but not the
obligation to sell the underlying to the issuer for the pre-specified strike price X
regardless of the underlying’s trading price at the time of exercise t, resulting in
profit of the option’s intrinsic valueX − St, but differs from its European counterpart
in that the exercise date may occur at any point in time during the life of the option
t ∈ [0, T ], as the holder chooses. Consequently, this extra early exercise feature
implies that the value of the American put option must at all times be no less than
its European counterpart. Letting PA(s, t) denote the fair price of the American put
option at time t given that St = s, we have
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PA(s, t) ≥ PE(s, t). (1.8)
A simple no arbitrage argument ensures that the option value at all times will
never fall below its intrinsic value:
PA(s, t) ≥ X − s. (1.9)
Consider if the option value does fall below its intrinsic value, then an arbitrageur
would be able to make a risk free profit by buying the option, and then immediately
exercise.
Put options have a finite payoff, with a maximum profit equal to the strike price
X when the stock value has dropped to zero. Thus, unlike American call options,
when the stock value has fallen sufficiently low then it becomes optimal to exercise
the option early.
Clearly, the valuation of the American put option will depend on the particu-
lar exercise strategy that is employed by the investor. Exercise strategies, that is the
determination of when to exercise the option, are essentially stopping times. Mathe-
matically, a stopping time is a random variable τ taking values in the interval [0, ∞ )
with the property that the event { τ ≤ t} is contained in F t, that is { τ ≤ t} ∈ F t.
The intuition behind this property is that knowing what has happened in the time
up to and including the present time t, and without looking into the future, we can
determine whether or not the stopping event has occurred. To correctly price the
option, the writer must price it according to an optimal strategy that maximizes the
value of the option. The determination of the correct price for the American put
option is then an optimal stopping problem as shown below , where the supremum
is performed over all admissible stopping strategies
PA(s, t) = sup
τ
EQ[e−r(τ−t)(X − Sτ )]. (1.10)
Let us denote the boundary associated with the optimal stopping strategy by
K∗(t). Mckean (1965) showed that the optimal stopping problem (1.10) can be
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transformed into the following free boundary problem involving a partial differ-
ential equation for the unknown pricing function along with the unknown optimal
exercise boundary.
∂PA
∂t
+
1
2
σ2s2
∂2PA
∂s2
+ rs
∂PA
∂s
− rPA = 0, (1.11)
PA(s, T ) = max[X − s, 0] for t = T,
PA(s, t) > X − s, s > K∗(t) for 0 ≤ t < T,
PA(s, t) = X − s, s = K∗(t),
∂PA
∂s
(K∗(t), t) = − 1.
Due to the lack of a closed form expression for the optimal boundary K∗t , the
above partial differential equation problem is much more challenging compared to
its European counterpart, and remains unsolved in closed form to this day.
1.2 Optimal Exercise Boundary
To numerically compute the optimal exercise boundary, we make use of the dis-
covery that the value of an American put option can be represented as the value
of its European counterpart plus an early exercise premium, to compensate for the
freedom to exercise at all times. An integral representation of this premium was
discovered in the early nineties independently by Kim (1990), Jacka (1991), Carr,
Jarrow, and Mynei (1992). It is given below, assuming the stock does not pay divi-
dends during the life of the option:
PA(St, t) = PE(St, t) +
∫ T
t
rXe−r(Γ−t)Φ(− d2(St, K∗Γ,Γ − t))dΓ. (1.12)
Since the stock price process St is assumed to be continuous, once it hits the op-
timal exercise boundary the price of the American put option is equal to its intrinsic
value
7
PA(K
∗
t , t) = X − K∗t . (1.13)
Substituting this into (1.12), we arrive at the following integral equation for the
optimal exercise boundary
X − K∗t = PE(K∗t , t) +
∫ T
t
rXe−r(T−t)Φ(− d2(K∗t , K∗Γ,Γ − t))dΓ.
(1.14)
It can be seen above that the optimal exercise boundary as a function of time
depends on the strike price of the option X , the time to maturity T , the market
interest rate r, and the asset volatility σ as input parameters. Changes in the model
parameters will cause the optimal boundary to either vertically shifts upwards or
downwards. For example, increasing volatility increases the likelihood of large
movements in the stock price, and the optimal exercise boundary shifts downwards
to take advantage of this probability, meaning each time point on the curve drops in
value from the previous boundary. The behaviour of the optimal exercise boundary
in response to changes in input parameters is summarized in Table 1.1 below, which
is based on our financial intuition, and confirmed by the results of our numerical
experimentation.
Optimal Exercise Boundary
Increasing Strike Price Optimal Boundary Shifts Upwards
Increasing Volatility Optimal Boundary Shifts Downwards
Decreasing Volatility Optimal Boundary Shifts Upwards
Increasing Interest Rate Optimal Boundary Shifts Upwards
Decreasing Interest Rate Optimal Boundary Shifts Downwards
Increasing Time to Maturity Optimal Boundary Flattens
Table 1.1: Behaviour of Optimal Exercise Boundary to Changes in Model
Parameters.
No explicit expression has been found for the optimal exercise boundary K∗t .
Various numerical algorithms to evaluate the integral equation (1.14) has been de-
signed with reasonable amounts of accuracy, however at the cost of significant com-
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putational time. The constant integrand method, proposed in the paper by Kim
(1990) , which we shall employ in this thesis, is an equally spaced discretization in
time of the interval [0, T ] into n sub-intervals [ti−1, ti]. The integral equation is then
replaced by the following systems of equations
X − K∗ti = PE(ti, K∗ti) +
n∑
j=i+1
[rXe−r(tj−ti)Φ(− d2(K∗ti , K∗tj , tj − ti))],
(1.15)
which is solved recursively backwards starting with the known property that the
optimal boundary meets up with the strike price at expiration K∗T = X , stated by
Kuske and Keller (1998) . A shape of this boundary with parameters r = 0.04, σ =
0.3, X = 40, T = 1 is shown in Figure 1.1.
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Optimal Exercise Boundary
Figure 1.1: Optimal Exercise Boundary of American Put Option with parameters
r = 0.04, σ = 0.3, X = 40, T = 1.
As we can see from Figure 1.1, the optimal boundary has very steep slope near
expiration. Indeed, a known property about the slope of the optimal boundary at ex-
piration is that it has a vertical tangent at expiration, according to Chen and Chadam
(2007). Mathematically, it is expressed below
9
lim
t→T
∂K∗t
∂t
= ∞ . (1.16)
In practice, this steep slope property near expiration implies that there is a strong
chance the holder will hold on to the option for exercise just before maturity.
A sample stock path illustrating early exercise according to the optimal exercise
boundary is shown below in Figure 1.2.
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Figure 1.2: Simulation of Stock Process S0 = 30 hitting Optimal Exercise
Boundary with parameters r = 0.04, σ = 0.3, T = 1, X = 40.
1.3 Valuation of American Put Options
The true price of the American put option is given by the optimal stopping problem
in (1.10), and also the free boundary PDE problem in (1.11). Both problems are
very challenging to solve analytically, and numerical solutions require significant
amount of computational time. Thus, the search for the analytical pricing function
of the American put option remains an ongoing area of research. In the meantime,
there are two known ways to approximate the true price, which we shall describe
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in Section 1.3.1. In Section 1.3.2 we suggest an alternative method based on sub-
optimal exercise policies.
1.3.1 Numerical Methods
Due to the lack of a closed form expression for the optimal boundaryK∗t , no analyt-
ical expression has been discovered for the pricing of American put options. How-
ever, various numerical algorithms exists to approximate the price. The two most
popular are the Binomial Cox-Ingersol Ross (CRR) method which directly models
the evolution of the stock price under the risk neutral measure Q , and the Finite
Difference method which numerically solves the free boundary problem (1.11).
Although the partial differential equation (1.11) cannot be solved analytically
due to the unknown optimal boundary, the partial differential equation can be solved
numerically quite easily by the finite difference method, shown in Hull (2012).
The method partitions the time-space domain of the pricing function into a grid of
points, and turns the partial differential equation into systems of linear equations
on these grid points which can be solved easily. At each point on the grid, if the
calculated price is less than the option’s intrinsic value, then the method simply
replaces the calculated value with the intrinsic value.
The Binomial CRR valuation procedure directly models the evolution of the
stock in discrete time over the life of the option under the risk neutral measure,
shown in Hull (2012). The algorithm works by partitioning the time interval [0, T ],
and generating a lattice tree that models the possible path of the stock. Starting
from the final node at time t = T , working backwards in time, the option values are
determined at each of the preceding nodes recursively. For our analysis, we will use
the Binomial CRR price as a reference to compare against our sub-optimal price.
1.3.2 Valuation By Sub-Optimal Exercise Policies
As mentioned previously, to correctly price the option the seller must assume the
buyer will exercise according to the optimal exercise policy K∗t . But the buyer
has the freedom to exercise according to his own strategy K(t), which may be
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and usually is different from K∗t . In the event the buyer deviates from the optimal
strategy, and exercise the option according to the sub-optimal policy K(t) with
stopping time τ = inf (t ∈ [0, T ] : St ≤ K(t)), the value of this exercise policy is
given by Pτ , where Pτ is defined as
Pτ = EQ[e−rτ (X − K(τ))], (1.17)
which can be translated to the following integrals
Pτ =
∫ T
0
e−rt[X − K(t)]q(t;S0)dt + e−rT
∫ X
KT
[X − S]+f(S;S0, T )dS. (1.18)
The symbol [X − S]+ in the above integral denotes max(X − S, 0). The func-
tions q(t;S0) and f(S;S0, T ) in the above integrals, where in the function notation
we have suppressed the dependence on the model parameters (r, σ), are the density
functions of first passage time τ of the stock process to the exercise boundary, and
the conditional density of terminal value of the stock process ST on no boundary
absorption prior to expiration, respectively. Mathematically, they are defined as
follows
P (τ ≤ t∗) =
∫ t∗
0
q(t;S0)dt, (1.19)
P (ST ≤ s, τ ≥ T ) =
∫ s
KT
f(S;S0, T )dS. (1.20)
The optimal boundary meets the strike price at expiration K∗T = X , and thus
an optimal holder will have either exercised the option by expiration or will let it
expire worthless. However, for a sub-optimal boundary we cannot for the moment
assume that it is also optimal for the sub-optimal boundary to meet the strike price
at expiration. Thus, we cannot eliminate the possibility of exercise at maturity,
and consequently the valuation of American put options under sub-optimal exercise
policies is given by the sum of an early exercise value, and exercising at maturity
value as shown in (1.18) by the two integrals.
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We note also that the probability of exercising at maturity is given by the fol-
lowing integral
∫ X
KT
f(S;S0, T )dS. (1.21)
Thus, if from K(t) we are able to obtain closed form expressions for q(t;S0)
and f(S;S0, T ), then the integral pricing equation (1.18) can be easily approxi-
mated with quadrature integration methods, and in some cases could even result in
analytic pricing functions. The use of sub-optimal exercise policies in the valuation
of American put options was first examined by Omberg (1987). Omberg examined
the usage of Exponential exercise policies in approximating the optimal boundary,
which does provide reasonably accurate results in comparison with the numerical
Binomial price. However, Omberg’s paper has numerous errors which are fixed
in this thesis, and his pricing algorithm has not been maximized to yield the best
results possible.
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Figure 1.3: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Sub-Optimal Exponential Boundary
K0 = K ∗ (0), KT = K∗(T ) = X
In Figure 1.3, we provide an example of a sub-optimal exponential exercise
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policy whose ends match with the optimal exercise policy. Any exercise strategy
that differs from the optimal exercise policy is a sub-optimal exercise policy. For
this particular example in Figure 1.3, the holder of this sub-optimal exercise policy
will be exercising the option too early, and would result in less profit on average.
Beyond exponential barriers, this paper examines the usage of more compli-
cated sub-optimal boundaries that yield closed form expressions for density func-
tions q(t;S0) and f(S;S0, T ), possess similar properties of the optimal boundary,
and evaluates the efficiencies of pricing with such boundaries. In addition to pric-
ing, we also examine hedging and trading strategies based on exponential barri-
ers, which yield remarkably accurate results at significantly reduced computational
time.
The organization of this thesis is as follows, we shall begin by providing the
reader with a review of the theory of first passage time density functions. In chapters
three to five, we consider the efficiency of three classes of functions as sub-optimal
boundaries in the pricing of options. In chapter six, we consider the effect of divi-
dends. In chapter seven, we consider the profit-loss of an investor who follows the
sub-optimal exercise policy.
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Chapter 2
First Passage Time Problem
In the valuation of American put options, we examine a special case of stopping
time known as First Passage Time. Let Xt be a stochastic process, and Bt be a
deterministic barrier. The first passage time of Xt to Bt from above is a random
variable defined as
τB = inf (t ≥ 0 | Xt ≤ Bt) . (2.1)
If the process started initially below or at the boundary X0 ≤ B0, then τB = 0.
In the event that the process never hits the boundary, τB = ∞ . Having considered
extreme cases, we immediately see that τB takes on values in [0, ∞ ).
In this section, we provide the reader with known results regarding the den-
sity functions of τB for particular stochastic processes to deterministic boundaries.
Closed form densities for τB are known only in very special cases. We start with
a simple standard Brownian motion Wt approaching a constant boundary b, and
move on to linear and arithmetic Brownian motions approaching constant and lin-
ear boundaries. Besides linear boundaries, for arithmetic Brownian motion we will
discuss a family of boundaries known as the Daniels boundary which also lead to
closed form expressions for the distribution of τB. In our applications, we require
the density of τB for the stock process which is undergoing geometric Brownian
motion to its sub-optimal exercise policy. For the sub-optimal exercise boundaries
we consider, the first passage time problem for the geometric Brownian motion can
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be transformed into the known results of an arithmetic Brownian motion, and the
answer can be determined via simple substitutions.
Throughout this section, we will let Xt = x0 + µt + σWt denote an arithmetic
Brownian motion of initial value x0, with drift µ, and volatility σ, and Wt is a
standard Brownian motion.
2.1 Transition Density and First Passage Time Den-
sity Functions
Let f(x, t : x0, µ, σ) be the time dependant transition density function of the stochas-
tic process Xt at time t, conditional on Xs > Bs for all s ∈ [0, t]. Intuitively, it is
helpful to think of this as representing the probability that the process X remains
above the barrier B over the entire interval [0, t], and terminates at Xt = x. And
let h(t : x0, µ, σ) denote the probability density function of τB. The functions f
and h will obviously depend on the particular barrier B, but for ease of notation we
will not explicit include this in our definitions. Mathematically, they are defined as
follows
P (τB ≤ t∗) =
∫ t∗
0
h(t : x0, µ, σ)dt, (2.2)
P (Xt < x
∗, τB > t) =
∫ x∗
−∞
f(x, t : x0, µ, σ)dx. (2.3)
Since the probability on the LHS of (2.3), that is the probability the process at
time t will be less than x∗ and does not hit the boundary in time up and including
t is clearly zero if x∗ ≤ Bt, one immediately sees that f(x, t : x0, µ, σ) = 0 for
x ≤ Bt.
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2.2 Relationship Between Transition Density and First
Passage Density for Standard Brownian Motion
In this section, we derive a relationship between the transition density function f
and the first passage density function h for the standard Brownian motionWt, that is
when µ = 0, σ = 1, x0 = 0. Throughout this section we shall let f(x, t) = f(x, t :
0, 0, 1), and h(t) = h(t : 0, 0, 1). A notable property about the transition density
function for the standard Brownian motion is that it satisfies the one dimensional
diffusion equation of diffusion coefficient 1
2
, along with boundary conditions as
shown below
∂f
∂t
=
1
2
∂2f
∂x2
, (2.4)
f(Bt, t) = 0, (2.5)
f(x, 0) = δ(x), (2.6)
∂f(∞ , t)
∂x
= 0. (2.7)
In equation (2.6), δ(x) denotes the Dirac delta function. The intuition behind
the condition (2.7) is that the density function f(x, t) flattens to zero as we approach
infinity in either direction, and thus its derivative must also approach zero. Now,
we proceed to derive the relationship between the transition density function f(x, t)
and the first passage density function h(t). We begin by noting that the first passage
density can be expressed as
h(t) = − d
dt
P (τB > t). (2.8)
And the probability statement P (τB > t) is given by
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P (τB > t) =
∫ ∞
Bt
f(x, t)dx. (2.9)
This equation is valid for lower boundaries, that is for boundaries the process
reaches from above. The reason why (2.9) is correct is because as previously men-
tioned the transition density f(x, t) is interpreted as the probability the process Xt
lands in a neighbourhood around the point x, where x > Bt, and no boundary
absorption in the time up to and including t. Thus, the total probability that the hit-
ting time is greater than t is given by the summation of the weights in the interval
[Bt, ∞ ), as represented by the integral.
Combining equations (2.8-2.9), we have
h(t) = − ∂
∂t
∫ ∞
Bt
f(x, t)dx. (2.10)
According to Liebniz’s rule for differentiation of an integral with variable limits
of integration, we can rewrite (2.10) as
h(t) = B′tf(Bt, t) −
∫ ∞
Bt
∂f
∂t
dx,
= − 1
2
∫ ∞
Bt
∂2f
∂x2
dx.
In the last step above, we made use of condition (2.5) where f(Bt, t) = 0.
And substituted the time derivative with the spatial derivative according to (2.4).
Carrying out the necessary integration, we have
h(t) = − 1
2
[
∂f(∞ , t)
∂x
− ∂f(Bt, t)
∂x
],
=
1
2
∂f(Bt, t)
∂x
. (2.11)
Above, we made use of the boundary condition (2.7) to eliminate ∂f(∞,t)
∂x
.
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2.2.1 Relationship Between First Passage Time Density Func-
tions of Linear Brownian Motion and Arithmetic Brown-
ian Motion
An important result provided by Daniels (1980) which relates the first passage den-
sity of a linear Brownian motion h(t : x0, 0, 1) to that of an arithmetic Brownian
motion with drift h(t : x0, µ, 1) is given by the following, which can be verified
easily by Girsanov’s theorem
h(t : x0, µ, 1) = e
µBt− 12µ2th(t : x0, 0, 1). (2.12)
2.3 Boundaries of Known First Passage Time Den-
sity
As previously mentioned, closed form expressions for the probability density func-
tion of τB are known only in very special cases. In this section, we present the
reader with a few examples of boundaries that lead to analytic expressions for the
first passage time density function. The boundaries that we present are constant
boundaries, linear boundaries, the Daniels boundary for a standard Brownian mo-
tion Wt, and piecewise linear boundaries for a standard Brownian motion.
2.3.1 Standard Brownian Motion to Constant Boundary
The simplest example is a standard Brownian motion Wt approaching a constant
boundary Bt = b for all t, in which the density function can be derived via the
Reflection Principle.
The Reflection Principle states that the process W¯t, defined by Wt in the time
up to and including the first hitting time, and then reflecting Wt about the boundary
b afterwards, remains a standard Brownian motion.
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W¯t =
Wt t ≤ τB2b − Wt t > τB
The intuitive argument here is that a standard Brownian motion is defined as the
limit of simple symmetric random walk, by symmetry if we switch up to down and
down to up, we end up with another random walk. Thus, starting from the hitting
time, when reflecting Wt, one is simply negating the movements, which occur in
equal probability with the observed Wt.
From the reflection principle, we can derive the following mathematical rela-
tionship
P (Wt ∈ dw) = P (Wt ∈ dw, τB > t) + P (Wt ∈ dw, τB ≤ t),
P (Wt ∈ dw, τB > t) + P (W¯t ∈ d(2b − w)).
By rearranging the above probability statement as shown below
P (Wt ∈ dw, τB > t) = P (Wt ∈ dw) − P (W¯t ∈ d(2b − w)),
we are able to obtain the closed form expression for the transition density of the
Brownian motion in the presence of the constant boundary as
f(x, t : 0, 0, 1) =
1√
2pit
[e
−x2
2t − e−(2b−x)
2
2t ]. (2.13)
According to equation (2.11) in section 2.2, the first hitting time density is now
determined to be as shown in (2.14), where b < 0
h(t; 0, 0, 1) =
− b√
2pit3
e−
b2
2t . (2.14)
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2.3.2 Linear Brownian Motion to Constant Boundary
Extensions to non-linear starting points x0, and non-unit volatility σ processesXt =
x0 + σWt can be easily achieved by simple substitutions. In the densities for the
standard Brownian motion, we simply replace x with x−b
σ
, and b with b−x0
σ
. In
addition, the density functions needs to be scaled by σ.
f(x, t : x0, 0, σ) =
1√
2piσ2t
[e
−(x−x0)2
2σ2t − e−(2b−x−x0)
2
2σ2t ], (2.15)
h(t;x0, 0, σ) =
x0 − b√
2σ2pit3
e−
(b−x0)2
2σ2t . (2.16)
2.3.3 Arithmetic Brownian Motion to Constant Boundary
For arithmetic Brownian motions of the formXt = x0+µt+σWt, that is, processes
with a drift in the presence of a constant boundary b, or equivalently for linear Brow-
nian motions approaching linear boundaries b − µt, first passage density functions
can be obtained via Daniels’ result (2.12). Below we provide the transition density
function f(x, t;x0, µ, σ).
f(x, t;x0, µ, σ) =
1√
2piσ2t
[e−
(x−x0−µt)2
2σ2t − e 2µ(b−x0)σ2 e− (x+x0−2b−µt)
2
2σ2t ]. (2.17)
2.3.4 Daniels Boundary
In 1980, Henry E. Daniels ingeniously discovered a second family of boundaries for
Brownian motion in which there is a known explicit expression for the first passage
density.
Beginning with the fundamental partial differential equation of diffusion coef-
ficient 1
2
governing heat diffusion in a rod placed along the real line, and its simple
solution f(x, t) in the absence of boundary conditions as shown below, where a is
an arbitrary constant.
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∂f
∂t
=
1
2
∂2f
∂x2
, (2.18)
f(x, t) =
1√
2pit
e
−(x−a)2
2t . (2.19)
Thermodynamically, the function f(x, t) can be regarded as the temperature
along the rod at position x, at time t subject to a heating source 1√
2pit
e
−(x−a)2
2t at
position x = a. Daniels observed that according to the superposition principle for
linear partial differential equations, extended solutions of (2.18) can be constructed
by linear combinations of (2.19)
f(x, t) =
N∑
i=1
ci
1√
2pit
e
−(x−ai)2
2t . (2.20)
The extended solution (2.20) can be regarded physically as modelling the tem-
perature distribution along the rod at position x, at time t subject to N heating
sources of injection rates ci, at locations ai. Let f(x, t) be of the form (2.20) for
constants ci, ai. Suppose further that, for each t, we are able to find a unique so-
lution in x to the equation f(x, t) = 0. This solution will clearly depend on t (as
well as the constants ai, ci), and we denote it by B(t). Thus for each fixed t we
have f(B(t), t) = 0. Thus f solves (2.4)-(2.7), hence it necessarily provides the
first passage distribution for a standard Brownian motion to the barrier B(t).
To get some intuitive insights, lets us begin by considering the case of two
heat sources N = 2, of rates c1 = 1, c2 = − 1, place at the origin a1 = 0 and
a2 = α. Mathematically, when (2.20) is applied to the present scenario, we obtain
the function
f(x, t) =
1√
2pit
e
−x2
2t − 1√
2pit
e
−(x−α)2
2t ,
which we recognize as the transition density for the standard Brownian motion to
a horizontal barrier, and this agrees with (2.13) for α = 2b. Physically, imagine at
time zero t = 0 we begin heating the rod at x = 0 and x = α by injecting positive
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particles at the origin at rate 1, and negative particles at x = α at rate -1. Since the
rates are equal in magnitude, the particles should neutralize each other exactly at
x = α
2
, the halfway point. Solving f(x, t) = 0 for x, we indeed find B(t) = α
2
for
all t.
Now we consider the scenario of two heat sources of rates c1 = 1 and − c2 for
c2 > 0, still placed at the origin x = 0 and at x = α, respectively. Imagine at
time zero t = 0 we begin heating the rod at x = 0 and x = α by injecting positive
particles at the origin at rate one, and negative particles at x = α at rate c2. If c2
is greater than one, then negative particles are being injected at a faster rate, and
consequently the zero temperature point is pushed to the left of the midpoint. If c2
is less than one, then positive particles are being injected faster than negative parti-
cles, and the neutral point is continuously moved to the right. Mathematically, the
function f(x, t), and the boundary (zero temperature point) B(t) are given below.
f(x, t) =
1√
2pit
e
−x2
2t − c2 1√
2pit
e
−(x−α)2
2t .
Solving for f(x, t) = 0, we arrive at
B(t) =
α
2
+
log( 1
c2
)
α
t.
From the above expression for B(t), we see that our physical intuition agrees
with the mathematical formula. If 0 < c2 < 1, then the log term evaluates to
positive, and consequently the function is monotonically increasing in time. If c2 >
1, then the log evaluates to negative, and the function B(t) is decreasing in time.
And for values of t near zero the neutral point should be near the midpoint, also
confirmed by the formula.
Now imagine a second negative particle source is placed at twice the distance
of α x = 2α, the function (2.20) takes the following form
f(x, t) =
1√
2pit
e
−x2
2t − c2 1√
2pit
e
−(x−α)2
2t − c3 1√
2pit
e
−(x−2α)2
2t . (2.21)
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Again for a fixed t, solving f(x, t) = 0 for x, we arrive at
B(t) =
α
2
− t
2
log(
c2
2
+
√
c22
4
+ c3e
−α2
t ) (2.22)
Because of its distance from the origin, initially the second source will have
minimal effect on the location of the neutral point, and the boundary B(t) will ini-
tially appear to be linear. However, if we increase the rate c3 and as time progresses
toward maturity T , then its effect will begin to rapidly grow causing a steep upward
movement. This property is very desirable, because it resembles the known prop-
erty of the optimal exercise boundary near expiration. As we approach expiration,
the optimal exercise boundary will start to steep upwards at an increasing pace until
it meets up with the strike price at expiration. A typical shape of a stock boundary
we can construct with (2.22) in comparison with the optimal boundary is shown
below in Figure 2.1. As we can see, toward the end of the time interval the two
boundaries appear to match reasonably well with each other.
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Figure 2.1: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Exponential Daniels Boundary
eB0 = K∗(0), eBT = K∗(T ).
According to equation (2.11), the first passage density of a standard Brownian
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motion to this boundary is determined as
h(t) =
1
2
∂f(x, t)
∂x
∣∣∣∣
x=B(t)
=
1
2
[
− 1√
2pit
e
−B(t)2
2t
B(t)
t
− c2 1√
2pit
e
−(B(t)−α)2
2t
(− B(t) + α)
t
− c3 1√
2pit
e
−(B(t)−2α)2
2t
(− B(t) + 2α)
t
]. (2.23)
2.3.5 Piecewise Linear Boundary
Using the results obtained previously, we can also derive the density functions of a
standard Brownian motion to piecewise linear boundaries, that is boundaries of the
form below
f(t) =
b∗ +m∗1t t ∈ [0, t∗]b∗ +m∗1t∗ +m∗2(t − t∗) t ∈ [t∗, T ]
In the time interval [0, t∗], the transition density of the Brownian motion Wt to
the linear boundary b∗ +m∗1t can be easily obtained from section 2.3.3 as
P ((0, 0) to (t, z) and avoid barrier in [0, t]) =
1√
2pit
[e−
z2
2t − e−2m∗1b∗e− (z−2b
∗)2
2t ]
In the time interval [t∗, T ], we have
P ((t∗, z) to (t, w) and avoid barrier in [t∗, t]) =
1√
2pi(t − t∗) [e
− (w−z)2
2(t−t∗)
= − e−2m∗2(c∗−z)e− (w+z−2c
∗)2
2(t−t∗) ]
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The transition density of the Brownian motion in the interval t ∈ [t∗, T ], z <
b∗ +m∗1t
∗, is given by the following integral
P (Wt ∈ dw, τ > t) =
∫ b∗+m∗1t∗
−∞
P( (0,0) to (t∗, z)) P ((t∗, z) to (t, w))dz.
This integral can be computed in closed form, leading to the solution shown
below
P (Wt ∈ dw, τ > t) = 1√
2pi
[e
k1
2σΦ(c∗
√
t;
√
th1, σ) − e
k2
2σΦ(c∗
√
t;
√
th2, σ)
− e k32σΦ(c∗ √ t; √ th3, σ) + e
k4
2σΦ(c∗
√
t;
√
th4, σ)],
(2.24)
which we shall use in section five when we construct a piecewise exponential
boundary for the stock path.
The first exit densities can now be easily determined by using formula (2.11).
Note we also have to separate the problem into two time intervals, due to the differ-
ent transition densities on the separate intervals.
2.4 Numerical Estimation of First Passage Distribu-
tion
Outside of the special cases presented thus far, one has to resort to numerical meth-
ods to approximate the first passage time density function h(t). Here, we present
one numerical approach to determine the distribution function F (t) = P (τB ≤ t)
for strong Markov processes Xt to differentiable boundaries Bt. A strong Markov
process is a stochastic process that re-starts itself at stopping times, see Karatzas and
Shreve (1991) for a formal definition. From the numerically obtained distribution
function F (t), we can obtain an approximation to the density function h(t).
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According to Peskir and Shiryaev (2006), for a strong Markov process Xt in
the presence of a smooth boundary Bt, assuming X0 > B0, the first passage time
distribution function F (t) is contained as an integrator in the following Stieltjes
integral relation
P (Xt ≤ Bt) =
∫ t
0
P (Xt ≤ Bt | Xs = Bs)dF (s). (2.25)
We let G(t) = P (Xt ≤ Bt), and K(s, t) = P (Xt ≤ Bt | Xs = Bs). A finite
time discretization of the above equation 0 = t0 < t1 < ... < tn would replace the
stieltjes integral by its Riemann sum
G(ti) =
i∑
j=1
K(ti, tj)[dj − dj−1], (2.26)
which when solved recursively for di, does give us a reasonably good approximation
of the distribution F (ti).
Numerically, after knowing the distribution function di at discrete points in time,
an approximation for the density function h(ti) can be obtained as
h(ti) ≈ di+1 − di
ti+1 − ti . (2.27)
We will make use of the above equation in later sections to approximate the
true first passage density of the geometric Brownian motion to the optimal exercise
boundary.
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Chapter 3
Exponential Exercise Boundary
The first sub-optimal stock boundary we shall consider will be a simple exponential
function of the form shown below
K(t) = K0e
bt. (3.1)
The use of an exponential function to approximate the optimal exercise bound-
ary was first examined by Omberg (1987). Omberg’s approach is reviewed in
this thesis to give us insights which will be useful later in approximating with the
Daniels boundary. Exponential functions give us two degrees of freedom, namely
the initial starting point K0, and the growth rate of the function b or the terminal
point KT , all of which would depend on our model parameters (r, σ, T,X). Thus,
we can parametrize with either (K0, b) or (K0, KT ). Omberg provided parameter
selection formulas for K0 and KT . He designed his parameter selection formulas
by assuming a specific functional form which gives reasonable limiting values, and
then choosing constants in the functional form that minimizes the maximum error
over a range of options. Using his formula values as initial guesses for optimiza-
tion, we will experiment with various selection algorithms for K0 and b in order to
achieve the maximal exponential price. Mathematically, for fixed model parameters
(r, σ, T,X), the value of the option under sub-optimal exercise depends only on the
boundary parameters (K0, b), and we best approximate the price as
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PˆA(S0, r, σ, T,X) = max
K0,b
P (S0, r, σ, T,X,K0, b), (3.2)
where P (S0, r, σ, T,X,K0, b) is given by equation (3.3) below. For a sub-optimal
boundary, it is best to fit to the optimal boundary in regions where exercise is most
likely. For an in the money option, this means exercise is likely near the initial start-
ing point. Conversely, for a deep out of the money option, assuming a continuous
stochastic process for the underlying, exercise is much more likely near expiration.
Valuation By Exponential Exercise Policy Let us denote the value of the put
option under the sub-optimal exercise policy at t = 0 by P (S0, r, σ, T,X,K0, b),
then the risk neutral valuation formula according to (1.17) takes the form of two
expectations under the risk neutral measure Q
P (S0, r, σ, T,X,K0, b) = EQ[e−rτ (X − K(τ))1(τ < T )]
+e−rTEQ[(X − ST )+1(τ > T )]. (3.3)
The first expectation is the discounted expected value from early exercise at
time τ ∈ [0, T ), where τ is defined here as τ = inf(t ≥ 0 : St ≤ K0ebt). The
second expectation is from exercising at maturity T . The notation 1(A) in the above
expectations is the indicator of the event A. In integral form, the value is given by
(1.18) as
P (S0, r, σ, T,X,K0, b) =
∫ T
0
e−rt[X − K(t)]+q(t;S0)dt
+e−rT
∫ X
KT
[X − S]+f(S;S0, T )dS.
As previously mentioned, q(t;S0) is the density function of the first passage
time τ of the stock process St to the exponential boundary K(t), and f(S;S0, T )
is the conditional density function of the terminal stock value ST at time t = T ,
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conditioning on no absorption over the interval [0, T ).
The problem of the geometric stock process approaching the exponential barrier
can be transformed into an arithmetic Brownian motion approaching a constant
boundary as demonstrated below, where we let r¯ = r − σ2/2
St ≤ Kt,
S0e
r¯t+σW (t) ≤ Koebt,
log(S0) + r¯t+ σW (t) ≤ log(K0) + bt,
X(t) = log(
S0
K0
) + (r¯ − b)t+ σW (t) ≤ 0.
The transformed process X(t) = log(St/Kt) is an arithmetic Brownian motion
approaching a constant boundary 0. Thus the first passage density function P (τ ∈
dt), and the transition density function P (Xt ∈ dx, τ > t) can easily derived
by methods described in section two. Below we provide the function for the first
passage density, and the terminal density for the stock process ST with no boundary
hitting in the interval [0, T ].
q(t;S0) = −
log K0
S0
σ
√
2pit3
e−
(log
S0
K0
+mt)2
2σ2t . (3.4)
f(S;S0, T ) =
1
S
[
e−
(− log( S
KT
)+log(
S0
K0
)−mT )2
2σ2T
σ
√
2piT
− e
2m log(
S0
K0
)
σ2
e−
(− log( S
KT
)−log( S0
K0
)−mT )2
2σ2T
σ
√
2piT
]. (3.5)
An evaluation of the integral (1.18) with above density functions leads to the
following valuation equation provided by Omberg, where c =
√
m2 + 2rb
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P (S0, r, σ, T,X,K0, b) = PEUROPEAN − Xe−rTΦ(z3) +X(K0
S0
)
c−m
σ2 Φ(z4)
+X(
K0
S0
)−
c+m
σ2 Φ(z5) − Xe−rT (K0
S0
)−
2m
σ2 Φ(z6)
+Xe−rT (
K0
S0
)−
2m
σ2 Φ(z7) − S0(K0
S0
)−
2m
σ2
+2Φ(z8).
(3.6)
which can also be expressed in the following compact form with the constants
ai, ci, gi,Mi, zi provided in Appendix A in Table 19.
P (S0, r, σ, T,X,K0, b) =
8∑
i=1
ai(
K0
S0
)−ciΦ(zi),
zi =
− log( S0
Mi
) + gi(T )
σ
√
T
. (3.7)
Under the assumption of a fixed exponential exercise policy in advance, the
price of the put option at all other times leading up to maturity 0 ≤ t∗ ≤ T is given
by,
P (St∗ , t
∗, r, σ, T,X,Kt∗ , b) =
∫ T−t∗
0
e−rρ[X − K(ρ)]+q(ρ;St∗))dρ
+e−r(T−t
∗)
∫ X
KT
[X − S]+f(S;St∗ , T − t∗)dS.
(3.8)
In the above integral, ρ = t − t∗, where t ∈ [t∗, T ], and the exponential exercise
policy is given by
K(ρ) = Kt∗e
bρ.
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The density functions are now
q(ρ;S∗t ) = −
log Kt∗
St∗
σ
√
2piρ3
e
−
(log
St∗
Kt∗
+mρ)2
2σ2ρ , (3.9)
f(S;St∗ , T − t∗) = 1
S
[
e
−
(− log( S
KT
)+log(
St∗
Kt∗
)−m(T−t∗))2
2σ2(T−t∗)
σ
√
2pi(T − t∗)
− ( St∗
Kt∗
)
2m
σ2
e
−
(− log( S
KT
)−log( St∗
Kt∗
)−m(T−t∗))2
2σ2(T−t∗)
σ
√
2pi(T − t∗) ]. (3.10)
Carry out the necessary integrations, we arrive at the following pricing equation
P (St∗ , t
∗, r, σ, T,X,Kt∗ , b) =
8∑
i=1
ai(
Kt∗
St∗
)−ciΦ(zi),
zi =
− log(St∗
Mi
) + gi(T − t∗)
σ
√
T − t∗ . (3.11)
Integrating according to equation (1.21), the probability of exercise at maturity
is given by,
P (KT < ST < X, τB > T ) = Φ(z1) − Φ(z3) + ( S0
K0
)
2m
σ2 (Φ(z7) − Φ(z6)). (3.12)
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3.1 Evaluation
We now proceed to examine the accuracy of using exponential policies in the valua-
tion of American put options, using the numerical Binomial CRR price as a bench-
mark to compare against. To begin with, we first examine the effect of exponential
exercise policy on one particular option, which will allow us to develop useful in-
sights into the behaviour of sub-optimal exercise policies. Afterwards, we compare
sub-optimal values with the numerical Binomial CRR price for a range of options.
3.1.1 Option Test Case
The option that we choose to examine closely has parameters r = 0.04, σ =
0.3, X = 40, T = 1, and S0 = 30, which we picked to resemble typical values
one would find in the market. The option begins in the money, and the optimal
boundary for this option has initial starting point K∗0 = 26.8309. Since K
∗
0 < S0, it
is not optimal to immediately exercise the option. Let us begin examining the effect
of sub-optimal exponential policies by forcing the exponential boundary’s starting
point and ending point to match with that of the optimal boundary, that isK0 = K∗0 ,
and KT = X .
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Figure 3.1: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Sub-Optimal Exponential Boundary
K0 = K
∗
0 , and KT = X.
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Under this sub-optimal exercise policy, the value of the put option is computed
to be 10.2163, according to equation (3.7), compared to the Binomial price of
10.2510, a difference of 347 basis points. Let us now compare the first passage
density of the stock process to these two boundaries. The plot shown below in Fig-
ure 3.2 clearly demonstrate the exponential policy is a sub-optimal exercise policy
because of the higher peak near the beginning of the option compared to the opti-
mal policy. Consequently, an investor who follows this exponential policy will on
average exercise earlier than the optimal strategy, resulting in less profit. The most
obvious difference between the two hitting time densities is that the optimal density
has a vertical asymptote at maturity, which is not possessed by the exponential den-
sity. But for options that are much more likely to be exercised early, this difference
is insignificant for valuation.
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Figure 3.2: Comparison of Optimal Hitting Time Density with Sub-Optimal
Density K0 = K∗0 , KT = X.
To demonstrate that it is not optimal for the exponential exercise policy to meet
the strike price at expiration unlike the optimal boundary, we now perform a one
dimensional maximization of the policy value whose starting point remains to be
K0 = K
∗
0 , but the terminal point KT is allowed to vary from [K
∗
0 , X]. It turns out
that with K0 = K∗0 , the best exponential policy is when KT = 32.2566, yielding an
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option value of 10.2472, a 309 basis point improvement over KT = X , and brings
us within penny accuracy of the true Binomial price of 10.2510. The shape of the
exercise policies and the hitting time densities are shown in Figures 3.3 and 3.4.
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Figure 3.3: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Sub-Optimal Exponential Boundary
K0 = K
∗
0 , KT 6= X .
The optimal hitting time density graph in Figure 3.2 clearly demonstrates this
option has a high probability of being exercised in the early stages. By unfreezing
the condition thatKT = X , the new boundary in Figure 3.3 fits to the optimal policy
much better early on, resulting in a much better sub-optimal price. In addition, by
removing the requirement that KT = X , there is now a positive probability of the
holder exercising at the maturity date. This mimics the optimal exercise boundary,
which due to the vertical tangent at maturity, entails a reasonably large probability
of the holder exercising just before maturity.
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Figure 3.4: Comparison of Optimal Hitting Time Density with Sub-Optimal
Density K0 = K∗0 , and KT 6= X .
As we can see from the above hitting density comparisons in Figure 3.4, the
sub-optimal exponential policy with a variable KT fits to the optimal density much
better near t = 0 in comparison to KT = X , as shown in Figure 3.2.
For this particular option, the Omberg exponential boundary parameter selection
formulas for K0, and KT has values K0 = 25.1758, b = 0.3055, KT = 34.1725,
leading to the exercise policy shown below in comparison with the optimal policy.
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Figure 3.5: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Omberg Exponential Boundary
K0 = 25.1758, b = 0.3055, KT = 34.1725.
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Figure 3.6: Comparison of Optimal Hitting Density to Omberg Hitting Density
K0 = 25.1758, b = 0.3055, KT = 34.1725.
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The Binomial Price for this option is 10.2510, while the Omberg Exponential
price is 10.2382, a difference of 128 basis points. The Omberg Exponential Exer-
cise Policy for this option initially starts below the optimal exercise policy, and thus
an exponential investor would exercise later than optimal in the early stages of this
option. This fact is clearly reflected by the height of the density functions. We note
here that with the Omberg selected values for K0 and KT or b, the probability of
exercising the option at maturity according to equation (3.12) is 3.85%.
To further demonstrate that it is not optimal to force the sub-optimal boundary’s
terminal point to meet with the strike price at expiration KT 6= X , we again test by
forcing KT = X , and using the Omberg Parameter Selection formula for K0 as a
starting point,we perform a one dimensional maximization of the price with respect
to K0. It turns out that the best price achieved is 10.1700 at the Omberg value K0,
proving that it is not optimal for the boundary to meet up with the strike price at
expiration.
Next, using the Omberg parameters as starting points K0 = 25.1578, b =
0.3055, we performed a two dimensional maximization of the exponential price
with respect to K0 and b in its vicinity and and obtained the maximized exponen-
tial price of 10.2480, an improvement of 98 basis points over the Omberg value of
10.2382. In Figure 3.7 below we illustrate the comparison between the maximized
exponential policy (K0 = 26.4824, b = 0.2121, KT = 32.7387) and the optimal
exercise policy. Visibly, the maximized exponential policy fits the optimal exercise
policy considerably better than the original Omberg policy in the early stages of the
option.
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Figure 3.7: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Maximized Exponential Boundary
K0 = 26.4824, b = 0.2121, KT = 32.7387.
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Figure 3.8: Comparison of Optimal Density with Maximized Exponential Density
K0 = 26.4824, b = 0.2121, KT = 32.7387.
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3.1.2 Impact of Model Parameters on Pricing Accuracy
We now wish to examine the impact of model parameters (S0, r, σ, T ) on the accu-
racy of sub-optimal exponential valuation in comparison to the binomial price. For
this purpose, we will vary each parameter individually, while holding all the other
parameters fixed. The option that we consider here has parameters r = 0.04, σ =
0.3, X = 40, T = 1, and S0 = 40. This option has a binomial price of 4.0913, an
Omberg exponential price of 4.0865, and a maximized exponential price of 4.0880.
Strike Price :X 40
Stock Price :S0 [40:5:100]
Volatility: σ [0.1:0.05:0.5]
Interest Rate: r [0.03:0.01:0.15]
Time to Maturity: T [0.5:0.25: 5]
Table 3.1: Range of Parameters
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Figure 3.9: Impact of Model Parameters (S0, r, σ, T ) on Pricing Accuracy.
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From Figure 3.9, we see that as expected, with increase initial stock price the
value of the put option will decrease, and consequently the errors between the Bi-
nomial Price and the Maximized Exponential value will also shrink.
Increased volatility will increase the value of the put option, and this should
cause the difference between the Binomial Price and the Maximized Exponential
value to increase.
A strange phenomenon occurs with varying the interest rate, the price differ-
ences reaches a peak, and starts to fall.
With all other parameters (S0, r, σ) fixed, options with a longer maturity date
will be of higher value than short term options, and consequently the errors in the
approximations will slightly increase.
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3.1.3 Effect of Model Parameters on Probability of Exercise at
Maturity.
Let us now analyze the effect of model parameters (S0, r, σ, T ) on the probability
that the option will exercised on the maturity date. Like before, we will vary each
parameter individually while holding all the other parameters fixed using the range
provided in Table 3.1.
40 50 60 70 80 90 100
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Effect of Stock Price on Probability of Exercise at Maturity
0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
0.11
Effect of Interest Rate on Probability of Exercise at Maturity
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.04
0.05
0.06
0.07
0.08
0.09
0.1
0.11
0.12
0.13
Effect of Volatility on Probability of Exercise at Maturity
0 1 2 3 4 5
0.06
0.065
0.07
0.075
0.08
0.085
0.09
0.095
0.1
0.105
Effect of Option Time to Maturity on Probability of Exercise at Maturity
Figure 3.10: Effect of Model Parameters (S0, r, σ, T ) on Probability of Exercise at
Maturity.
Increasing volatility increases the downside risk of the underlying stock, and
consequently pushes the exponential barrier downwards, and thus increases the like-
lihood of exercise at maturity as evident in Figure 3.10.
Increasing interest rates increase the value to be gained from the bank account
process Bt, and consequently shifts the exponential barrier upwards, increases the
likelihood of early exercise while decreasing the chances of exercise at maturity.
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Increasing initial stock price decreases the likelihood the option will ever be
in the money for exercise, and obviously significantly decreases the probability of
exercise at maturity as seen above in Figure 3.10.
Increasing the option time will increase the probability of early exercise, and
consequently decrease the likelihood of exercise at maturity date.
3.1.4 Range of Options
To examine the accuracy of using exponential exercise policies in the valuation
of American put options in general, we will consider the following set of 2925
options, all with strike price X at 40, initial stock price S0 vary between 40 to 100
in increments of 5, volatilities σ increase by 0.1 from 0.1 to 0.5, interest rate r
increase by 0.03 from 0.03 to 0.15, and varying time to maturities T provided in
Table 3.2.
Options Matrix
Strike Price :X 40
Stock Price :S0 [40:5:100]
Volatility: σ [0.1:0.1:0.5]
Interest Rate: r [0.03:0.03:0.15]
Time to Maturity: T [0.5 0.75 1 1.25 1.5 2 3 4 5]
Table 3.2: Table of Options
All options are first valued using the Binomial CRR model with 4000 time steps
which we assume with reasonable accuracy to be the true price. Theoretically, it is
intuitive that an investor who follows a sub-optimal policy will be charged less than
the fair price. However, the Binomial price is still a numerical approximation to
the true price, and thus we cannot not eliminate the possibility that the sub-optimal
price may exceed the Binomial price for a small amount.
The Omberg parameter selection formulas, provided below Table 19 in Ap-
pendix A, are not numerically stable with options that are a combination of small
volatility, in the money, and short term maturity. The selection formulas in these
cases can yield values for K0, and KT which exceeds the strike price X . For this
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reason, we will only in-depth analyze at the money and out of the money options of
long maturity.
The histogram shown in Figure 3.11 illustrate the spread of the difference be-
tween the Omberg exponential prices and the Binomial prices. As we can see, on
average, the results seems fairly promising. All computations are performed on the
Intel I7 Processor.
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Figure 3.11: Histogram of Difference Between Binomial and Omberg Exponential
Prices.
Binomial vs Omberg Exponential
Average Difference 0.003033727738834
Maximum Difference 0.018827179835094
Standard Deviation 0.004146219333380
Number exceed Binomial Price 374
Maximum Exceed Binomial Price 8.041587575243758e-04
Binomial Computing Time 426.590896 seconds
Omberg Exponential Computing Time 0.628190 seconds
Table 3.3: Comparison of Binomial vs Omberg Exponential Pricing Results
Table 3.3 above summaries the results comparing the Omberg Exponential Price
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to the Binomial CRR Price. The average difference is calculated according to the
following formula
average =
∑2925
i=1 Binomial(i) − Omberg(i)
2925
. (3.13)
As we can see, on average the Omberg Exponential Price agrees within 30 basis
points of the Binomial Price, within a standard deviation of approximately 41 basis
points, calculated at much reduced computational time. In the worst case scenario,
the Omberg Exponential Price only exceeded the numerical Binomial CRR price
by about eight basis points, and thus a practitioner need not to be alarmed at this.
With the Omberg chosen values for K0 and b as initial starting points, in MAT-
LAB using the fmincon function which implement the Nelder Mead search algo-
rithm, we perform a two dimensional maximization of the exponential price with
respect to K0 and b in its vicinity. The results are summarized below,
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Figure 3.12: Difference Between Binomial and Maximized Exponential Prices
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Binomial vs Maximized Exponential
Average Difference 0.001941905881524
Maximum Difference 0.014798384825994
Standard Deviation 0.002812389082718
Number exceed Binomial Price 452
Maximum Exceed Binomial Price 8.206816854516852e-04
Maximization Time 65.789227 seconds
Table 3.4: Comparison of Binomial vs Maximized Exponential Pricing Results
The maximization results are summarized in Table 3.4 above. The improved re-
sults show that the average difference has now decreased to 19 basis points from 30,
and the standard deviation has dropped to 28 basis points. This improved accuracy
comes at the cost of about 66 seconds in computational time.
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Chapter 4
Daniels Boundary
We shall employ the Daniels boundary with two negative heat sources when con-
structing our sub-optimal exercise policy:
(t) =
α
2
− t
2
log(
κ1
2
+
√
κ21
4
+ κ2e
−α2
t ). (4.1)
What makes this boundary attractive for our applications is that for a fixed time
interval [0, T ], the boundary can have a very steep ascent near the end t → T
looking very similar to the known property of the optimal boundary, as already
illustrated in Figure 2.1. This boundary has three input parameters, namely α, κ1,
and κ2. Note that by turning off κ2 = 0, we have a linear function in t, and we
would obtain an exponential barrier.
Using this simple Daniels function, we constructed three types of boundaries
for our stock process. They are of the following forms: 1). e(t) 2). S0e−σ(t) 3).
S0e
−σ(t)+ct. For the first boundary, we examine the exponential Daniels boundary
that matches best with the optimal boundary. In the second boundary, we con-
structed it in the given form in order to have a closed form expression for the first
passage density. The third boundary is a simple extension of the second boundary
with an extra parameter that will give us more optimization power.
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4.1 Exponential Daniels Boundary
There are three types of stock boundaries that we can construct with the Daniels
function (4.1). The simplest would be to take it to the exponential, and then search
for the closest exponential Daniels boundary with the optimal boundary in supre-
mum norm distance:
B(t) = e(t) = e
α
2
− t
2
log(
κ1
2
+
√
κ21
4
+κ2e
−α2
t )
. (4.2)
Unfortunately, due to the lack of translation invariance in the Daniels family
because of the presence of α in both terms of the exponent, we would not be able
to obtain a closed form expression for the first passage density of the geometric
Brownian motion to this boundary, and thus would have to resort to the numerical
approximation method shown in Section 2.4.
As we did with exponential boundaries, we begin our analysis by forcing the
initial value B(0) of this exponential Daniels boundary to match with the starting
point of the optimal boundaryK∗0 ; this force a value of α = 2 log(K
∗(0)). Knowing
that the optimal exercise boundary will meet the strike price X at expiration, we
shall impose our second condition by forcing the boundary to also match with the
strike price at expiration:
B(0) = K∗0 , (4.3)
B(T ) = e(T ) = e
α
2
−T
2
log(
κ1
2
+
√
κ21
4
+κ2e
−α2
T ) = X. (4.4)
This leaves us with one degree of freedom, as κ1 or κ2 will be determined once
the other is chosen. We choose to let κ1 vary between [0:0.001:2], and we pick the
resulting boundary that minimizes the supremum norm distance with the numeri-
cally computed Optimal boundary.
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4.1.1 Evaluation
Let us analyze the effect of this boundary on the option with parameters r =
0.04, σ = 0.3, X = 40, T = 1, S0 = 30. The Binomial price was 10.2510. The
price determined numerically with the exponential Daniels Boundary is 10.2275, a
difference of 235 basis points, slightly worse than the Omberg exponential policy.
The graph of this boundary in comparison with the optimal boundary is shown
below in Figure 4.1. Although this boundary appears to match closely with the
optimal boundary toward expiration, however because this option is sufficiently
deep in the money with a high stock volatility, its likelihood of exercise is higher in
the beginning, consequently the exponential barrier is a better sub-optimal policy
in the beginning resulting in a better price.
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Figure 4.1: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Exponential Daniels Boundary
B(0) = K∗0 , B(T ) = X.
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Figure 4.2: Comparison of Optimal Hitting Density with Exponential Daniels
Density B(0) = K∗0 , B(T ) = X.
As we can see from the comparison of the hitting time densities in Figure 4.2,
although the exponential Daniels barrier results in a hitting density with an apparent
vertical asymptote (there actually is not a vertical asymptote) near expiration look-
ing like the optimal hitting density. At the early stages of the option where exercise
is likely, it has a much higher peak than a simple exponential barrier, thus resulting
in a slightly lower price.
Due to the long computation time required to determine the initial value K∗(0)
of the optimal boundary, we will compute the results with the following ten options.
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Results
option (X, S, r, σ, T) Binomial Price Exponential Price Daniels Price
40, 35, 0.03, 0.3, 1 7.9601 7.9515 7.9372
40, 35, 0.06, 0.3, 1 7.1421 7.1324 7.1301
40, 35, 0.09, 0.3, 1 6.5249 6.5169 6.5167
40, 35, 0.12, 0.3, 1 6.0553 6.0371 6.0502
40, 35, 0.15, 0.3, 1 5.6996 5.6642 5.6966
40, 35, 0.03, 0.2, 1 6.1187 6.1082 6.1117
40, 35, 0.06, 0.2, 1 5.5028 5.4953 5.4990
40, 35, 0.09, 0.2, 1 5.1567 5.1331 5.1554
40, 35, 0.12, 0.2, 1 5.0113 4.9837 5.0111
40, 35, 0.15, 0.2, 1 5.0000 5.0090 5.0000
Table 4.1: Exponential Daniels Pricing Results
We see mixed results from Table 4.1. It seems that with smaller volatility op-
tions, the Daniels boundary performed better than the exponential boundary. Fur-
ther tests are required to draw conclusions.
We note here that the Exponential Daniels Boundary has the advantage that
none of its parameters depend on the initial stock price, which could be considered
an advantage over the simple Exponential boundary, but is probably not enough to
offset the huge computational time required.
4.2 Second Daniels Boundary
In the previous section, we examined the problem of finding the exponential Daniels
boundary that is closest to the optimal boundary in supremum norm distance, and
then pricing with that boundary. In this section, we construct a stock boundary
B(t) involving the Daniels function that leads to a closed form expression for the
first passage time density of a geometric Brownian motion to this boundary. To
determine conditions on B(t) that will lead to a closed form expression for the first
passage density of St to B(t), we work backwards as shown below, where we let
r¯ = r − σ2/2,
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St ≤ Bt,
S0e
r¯t+σW (t) ≤ Bt,
er¯t+σW (t) ≤ Bt
S0
,
r¯t+ σW (t) ≤ log(Bt
S0
),
− r¯
σ
t − W (t) ≤ log(
Bt
S0
)
− σ .
By forcing the right hand hand side to be a Daniels Function
log(
Bt
S0
)
−σ = (t), our
stock boundary is determined to be
B(t) = S0e
−σ(t). (4.5)
The first exit density of a geometric Brownian motion to this boundary is de-
termined by the arithmetic Brownian motion with drift θ = − r¯
σ
, and is given by
Daniels as
h(t | θ) = − 1
2
eθ(t)−
1
2
θ2th(t). (4.6)
where h(t) is given by (2.23). To derive the density for ST conditioning on no
boundary absorption over the interval [0, T ], we proceed as follows
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P (ST ∈ ds, τBt > T ) =
∂
∂s
P (ST < s, τB > T ),
=
∂
∂s
P (S0e
r¯T+σW (T ) < s, τB > T ),
=
∂
∂s
P (r¯T + σW (T ) < log(
s
S0
), τB > T ),
=
∂
∂s
P ((− r¯
σ
)T − W (T ) > − log(
s
S0
)
σ
, τB > T ),
= − ∂
∂s
P (θT − W (T ) < − log(
s
S0
)
σ
, τB > T ),
=
1
σs
P (θT − W (T ) ∈ − log(
s
S0
)
σ
, τB > T ).
For simplicity, we let x = − log(
S
S0
)
σ
, and our sub-density is expressed as follows
P (ST ∈ ds, τBt > T ) = 1σseθx−
1
2
θ2tf(x, t), (4.7)
where f(x, t) is given by equation (2.21). Having derived the necessary density
functions, we are now in a position to use the pricing equation (1.18) to value the
American put option under the sub-optimal exercise policy Bt. Unfortunately with
the Daniels boundary, we are unable to obtain a closed form expression for the
pricing function, and thus the integral (1.18) under this boundary needs to computed
numerically by a Riemann sum, using the trapezoidal method in MATLAB.
With this boundary, we can perform a three dimensional maximization of the
price with respect to the input parameters α, κ1, κ2. Our initial starting point will
be the maximized exponential values, thus initial guesses are α =
−2 log ( k0
S0
)
σ
, κ1 =
e
ασ
T
log (
kT
k0
), κ2 = 0 . This theoretically will ensure that maximized Daniels price
will never yield a worse result than the maximized exponential price. However,
due to the difficulty in a obtaining a closed form expression for the Daniels price,
numerical integration errors can misleadingly yield a smaller result.
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4.2.1 Evaluation
Let us being evaluating the results of pricing with this Daniels Boundary by re-
visiting the option that we considered earlier, that is the option with parameters
r = 0.04, σ = 0.3, X = 40, T = 1, and S0 = 30. In the exponential case, we
found out previously that the maximized exponential price was 10.2480. With the
maximized exponential parameters for K0 and b as starting points in the Daniels
maximization routine, the maximized Daniels price is computed to be 10.2493, a
13 basis point improvement. The plot below in Figure 4.3 illustrate the Daniels
Boundary shown in comparison with the Optimal Boundary. As we can see from
this figure, especially in the beginning of the option this boundary is much closer to
the optimal boundary than the maximized exponential boundary in Figure 3.7.
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Figure 4.3: Comparison of Optimal Boundary with parameters
r = 0.04, σ = 0.3, X = 40, T = 1 versus Second Daniels Boundary
A comparison of the hitting time density functions of the Daniels boundary is
shown in Figure 4.4 in comparison with the hitting time density of the Optimal
boundary. Clearly, the hitting time densities fit really well until we approach the
later stages of the option, when there is a vertical asymptote in the Optimal hitting
density, which is not present in the Daniels density.
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Figure 4.4: Comparison of Optimal Boundary r = 0.04, σ = 0.3, X = 40, T = 1
Hitting Time Density to Daniels
Now, we consider the comparison of pricing with the Daniels boundary to the
optimal boundary for the matrix of options in Table 3.2. The results are shown
below.
Difference between Binomial Price and Maximized Daniels
Average Difference 0.001543282121632
Maximum Difference 0.013489967830189
Standard Deviation 0.002320888868798
Number exceed Binomial Price 441
Maximum Exceed Binomial Price -8.208939662296411e-04
Maximization Time 291.219960 seconds
Table 4.2: Comparison of Results between Binomial and Maximized Daniels
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Figure 4.5: Difference Between Binomial Price and Maximized Daniels Price
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Table 4.3: Difference Between Maximized Exponential and Maximized Daniels
Price
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Improvement of Maximized Daniels over Maximized Exponential
Average Improvement 0.001490445617201
Maximum Improvement 0.017800794561944
Standard Deviation 0.002785417105389
Number Less than Maximized Exponential 165
Maximum Less than Maximized Exponential -3.814585702618120e-06
Table 4.4: Comparison Between Maximized Exponential and Maximized Daniels
Price
On average, the improvement of the maximized Daniels results over the maxi-
mized exponential results is approximately 15 basis points, at the cost of less than
five minutes in computational time. As previously mentioned, theoretically the
maximized Daniels price should never be less than the maximized exponential price
since the optimization procedure begins at the maximized exponential price. How-
ever, due to numerical integration errors from approximating both integrals in 1.18,
occasionally the maximized Daniels price did fell less than the maximized exponen-
tial price, but a practitioner need not be alarmed at this, because even in the worst
case scenario the difference is less than 0.04 basis points, which is within the error
tolerance of the numerical integration procedure in MATLAB. In the cases when
the maximization routine failed to find a higher price, the Daniels maximization
results can be discarded, and we would simply return to the maximized exponential
prices.
4.3 Third Daniels Boundary
Knowing the first exit density of an arithmetic Brownian motion Xt = µt + Wt to
the Daniels Boundary (t), we can quickly determine the first exit density of the
arithmetic Brownian motion Xt moving to boundary (t) + ct, as the latter problem
can be converted into a new arithmetic Brownian motion with drift µ − c moving to
(t)
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µt+Wt < (t) + ct
(µ − c)t+Wt < (t)
This will allow us to define a new boundary which we will seek for improvement
over the previous boundary.
In the previous section, we imposed the condition − r¯
σ
t − W (t) ≤ (t), where
r¯ = r − σ2/2. Now we force it to be − r¯
σ
t − W (t) ≤ (t) + ct. And the stock
boundary becomes
B(t) = S0e
−σ(t)e−σct. (4.8)
Now, we have a four dimensional maximization problem with respect to pa-
rameters α, κ1, κ2, c. The initial guess is again the Omberg Exponential, but now
with fourth term guess c = 0, we seek for possible improvements over the previous
boundary.
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Figure 4.6: Histogram of Improvement over Second Daniels
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Improvement over Second Daniels
Average Improvement 5.365836080296071e-09
Maximum Improvement 3.143264889871045e-06
Standard Deviation 8.269520843608266e-08
Maximization Time 160.737552 seconds
Table 4.5: Summary of Improvement over Second Daniels
As we can see, the improvement is very small with the addition of the extra
parameter. Thus we conclude the addition of the extra is not useful in pricing ap-
plications.
4.4 Conclusion
We considered three stock boundaries that involved a Daniels function. For the ex-
ponential Daniels function, the hitting density looked very similar to the optimal
hitting time density. Near maturity, it seems that there exists a vertical asymptote
like the optimal density but actually there is not one for the exponenial Daniels.
When we tried to price with this boundary, we got inconclusive results, and at the
cost of significant computational time. Thus we do not recommend that it be used
as a pricing boundary. For the second boundary S0e−σ(t), we constructed it to have
a closed form expression for the first passage density. With our maximization pro-
cedure, we were to obtain on average a 15 basis point improvement over the maxi-
mized exponential boundary at the cost of about 5 minutes in computational time.
We do not recommend that this boundary be used over the exponential boundary
in applications where high speed is required for now. However, we do believe that
there might be room for improvement over our maximization procedure. Further
research is required. For the third boundary, with the extra parameter we saw very
little improvement over the previous boundary. And thus we do not recommend it
be used.
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Chapter 5
Piecewise Exponential Boundary
We observe properties from numerical solutions of the optimal boundary that its
behaviour is relatively flat near the beginning of the option, but has a very steep
upward slope near the end. For this reason, we propose to define a piecewise sub-
optimal boundary with different slopes in the interval [0, T ] to accommodate the
different behaviours. The basic function in log space is
f(t) =
b+m1t t ∈ [0, t∗],b+m1t∗ +m2(t − t∗) t ∈ [t∗, T ].
To get our sub-optimal boundary, we take it to the exponential
B(t) =
eb+m1t t ∈ [0, t∗],eb+m1t∗+m2(t−t∗) t ∈ [t∗, T ]. (5.1)
With this boundary, we have four degrees of freedom, namely the initial starting
point b, the first slope m1, the breakpoint in time t∗, and the second slope m2. In
order to apply the risk neutral valuation formula (1.18), we are faced again with the
problem of determining two density functions. To do so, we first transform the first
passage problem from a geometric Brownian motion into an arithmetic Brownian
motion with known density functions. In the time interval t ∈ [0, t∗],
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St ≤ Bt,
S0e
r¯t+σW (t) ≤ eb+m1t,
log(S0) + r¯t+ σW (t) ≤ b+m1t,
− (r¯ − m1)
σ
t − W (t) ≥ − (b − log(S0))
σ
,
− W (t) ≥ − (b − log(S0))
σ
+
(r¯ − m1)
σ
t.
Now we consider in the interval t ∈ [t∗, T ], conditioning on no boundary ab-
sorption during [0, t∗].
St ≤ Bt,
S0e
r¯t+σW (t) ≤ eb+m1t∗+m2(t−t∗),
log(S0) + r¯t+ σW (t) ≤ b+m1t∗ +m2(t − t∗),
(r¯ − m2)t+ σW (t) ≤ b+m1t∗ − m2t∗ − log(S0),
− (r¯ − m2)
σ
t − W (t) ≥ − [b+m1t
∗ − m2t∗ − log(S0)]
σ
,
− W (t) ≥ − [b+m1t
∗ − m2t∗ − log(S0)]
σ
+
(r¯ − m2)
σ
t,
− W (t) ≥ (r¯ − m2)
σ
(t − t∗) + [ − b − m1t
∗ + r¯t∗ + log(S0)]
σ
.
From the point of view of first passage time, − W (t) is the same stochastic
process as W (t). Let us denote b∗ = − (b−log(S0))
σ
, m∗1 =
(r¯−m1)
σ
, m∗2 =
(r¯−m2)
σ
,
and c∗ = b + m1t∗. With these parameter values, the transition densities and first
passage densities for the Brownian motion can be determined using results provided
in section 2.3.5.
Now to determine the transition density for the stock process ST at time t = T ,
we proceed as follows
62
P (ST ∈ dS, τ > T ) = ∂
∂S
P (ST < S, τ > T ),
=
∂
∂S
P (S0e
r¯T+σW (T ) < S, τ > T ),
=
∂
∂S
P (r¯T + σW (T ) < log(
S
S0
), τ > T ),
=
∂
∂S
P ((− r¯
σ
)T − W (T ) > − log(
S
S0
)
σ
, τ > T ),
= − ∂
∂S
P (θT − W (T ) < − log(
S
S0
)
σ
, τ > T ),
=
1
σS
P (− W (T ) ∈ − log(
S
S0
)
σ
− θT, τ > T ),
=
1
σS
P (W (T ) ∈ − log(
S
S0
)
σ
− θT, τ > T ).
Thus, we see that the transition density for the stock process can be expressed
in terms of the transition density for the Brownian motion.
5.1 Evaluation
We evaluate the efficiency of pricing with the Piecewise Exponential Boundary by
re-considering the options matrix in Table 3.2. The Piecewise Exponential Bound-
ary gives us four parameters of freedom, the initial starting point B(0) = eb, the
first slope m1, breakpoint t∗, and the terminal point B(T ) which is determined by
the second slope m2. In performing our maximization algorithm, we guess that the
initial starting barrier is that of its corresponding perpetual put barrier, a slope of
zero, breakpoint at midway, and ends at the strike price. The results are provided
below.
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Figure 5.1: Histogram of Difference between Binomial and Piecewise Exponential
Pricing Results
Binomial vs Piecewise Exponential
Average Difference 0.042643785398188
Maximum Difference 0.306631578690661
Standard Deviation 0.059224751127381
Maximization Time 15003.63 seconds
Table 5.1: Comparison of Binomial vs Piecewise Exponential Pricing Results
As we can see, on average the difference is more than four cents, much worse
than all the exponential results demonstrated in section three, and a total maximiza-
tion time of more than four hours. Thus, we conclude that with the maximization
procedure we used, the piecewise exponential boundary is more complicated to
implement, less accurate, and significantly increases the amount of computational
time.
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Chapter 6
Dividends
In this section we extend our model set up to consider the effect of discrete divi-
dends in the underlying on the pricing of American put options. In the real world,
where dividend payments are likely to be discrete, there is typically at least one div-
idend payment during the life of the option. Much of the work in handing discrete
dividends have been considered by Geske and Johnson (1984), and implemented
by Omberg (1987). However, the Omberg equation contained critical errors which
are fixed here. Each of the numerical methods , namely the Binomial CRR and the
Finite Difference PDE method, can be easily modified to include the presence of
discrete dividends, see Hull (2012). To maintain consistency, we shall continue to
use the Binomial CRR price as a benchmark to compare against our exponential
values.
6.1 New Stock Model
When the underlying asset makes dividend payments during the life of the option,
the model for the underlying takes the following form
S(t) = S¯(t) + PV D(t),
dS¯t = µS¯tdt+ σS¯tdWt, (6.1)
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where PV D(t) is the present value of the remaining dividends at time t, and S¯t
is the stock value at time t without the present value of the remaining dividends,
also is assumed to be undergoing geometric Brownian motion. We assume that
the dividend payment amounts d1, d2, ..., dn and the timing of the payment 0 <
t1 < t2 < ..... < tn < T is known in advance with certainty, where tn is the last
payment and we let it be denoted by tn = t∗. We note that after the last dividend
payment date t∗, that is for t ∈ [t∗, T ], S¯t = St. The effect of discrete dividends
on the pricing of American put options is divided into two cases. If the dividend
payment amount d in dollars is greater than a threshold level d∗ provided by Geske
and Johnson (1984), then all early exercise is precluded until the last payment date
t∗ to take advantage of the anticipated drop in stock price. This critical rate is given
by,
d∗ = max
0≤t≤ t∗
X
PVDt
(1 − e−rt∗). (6.2)
Otherwise, it may be optimal to early exercise up to a certain time prior to a dividend
date. For our analysis, we will focus on dividends that exceed the critical rate d∗.
6.1.1 Exponential Exercise Policy
In the above critical dividend case, the exponential exercise policy takes the follow-
ing form,
K(t) =
0 t ∈ [0, t∗),K1eb(t−t∗) t ∈ [t∗, T ]. (6.3)
Early exercise is precluded in the interval [0, t∗), and at time t∗, one of two possible
scenarios can occur. Either the option will be sufficiently in the money St∗ ≤ K1 to
justify early exercise, and the investor shall receive the intrinsic value X − St∗ , or
not in which the investor hangs on to the put with value P (St∗ , t∗, r, σ, T,X;K1, b)
given by (3.11). Thus, the pricing of such options at time t = 0 takes the following
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form,
P = e−rt
∗
EQ[(X − St∗)1(St∗ ≤ K1)]
+e−rt
∗
EQ[P (St∗ , r, σ, T − t∗, X;K1, b)1(St∗ > K1)]. (6.4)
In integral form, letting f(St∗ ; S¯t, t∗) or simply fSt∗ denote the density function
of the stock St∗ at time t∗, with no dividends remaining, equation (6.4) above can
be translated to equation (6.5) below,
P = e−rt
∗
∫ K1
0
[X − S∗t ]f(St∗ ; S¯t, t∗)dSt∗
+e−rt
∗
∫ ∞
K1
P (St∗ , t
∗, r, σ, T,X;K1, b)f(St∗ ; S¯t, t∗)dSt∗ . (6.5)
To carry out the necessary integration, we have to assume that K1 and b are
chosen in advance at t = 0, that is they do not depend on the stock value St∗ . This
sacrifices a freedom that an exponential trader would indeed have, and would con-
sequently result in a loss of accuracy. Accepting this loss of accuracy, we proceed
to evaluate the integrals with K1 and b as constants.
For the first integral, we note that we can re-write the integrand in the form of,
e−rt
∗
∫ K1
0
[X − S∗t ]f(St∗ ; S¯t, t∗)dSt∗ = e−rt
∗
∫ K1
0
[K1 − S∗t ]f(St∗ ; S¯t, t∗)dSt∗
+e−rt
∗
∫ K1
0
[X − K1]f(St∗ ; S¯t, t∗)dSt∗ .
Above, on the right hand side the first integral is an European put option with
strike price of K1 maturing at time t∗, and we let it be denoted by PE(S¯t, K1, t∗) ,
plus a constant amount X − K1 in the event the option is exercised at time t∗(St∗ ≤
K1). Thus, we can rewrite is as,
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e−rt
∗
∫ K1
0
[X − S∗t ]f(St∗ ; S¯t, t∗)dSt∗ = PE(S¯t, K1, t∗) + (X − K1)e−rt
∗
N(z0),
z0 =
log(K1
S¯t
) − (r − σ2/2)t∗
σ
√
t∗
.
For the second integral, we derive the analytical formula as follows. From
(3.11), the value of the put P (St∗ , r, σ, T − t∗, X;K1, b) is written in the follow-
ing compact form
P (St∗ , r, σ, T − t∗, X;K1, b) =
8∑
i=1
ai(
K1
St∗
)−ciN(zi),
zi =
− log(St∗
Mi
) + gi(T − t∗)
σ
√
T − t∗ .
The constants ai, ci,Mi, gi are provided in Table 19 under Appendix A. The
density function of St∗ , that is of an unrestricted log-normal random variable is
given by
f(St∗ ; S¯t, t
∗) =
1
St∗
√
2piσ2t∗
e−
(log(St∗ )−log(S¯t)−(r−σ2/2)t∗)2
2σ2t∗ . (6.6)
The summation of eight terms in the valuation formula P (St∗ , r, σ, T − t∗, X;K1, b)
leads to eight Riemann integrals of the same integrand. In Appendix B, we will fo-
cus on one to illustrate the procedure involved. After completing the necessary
integration, the overall pricing formula, which was incorrect in Omberg’s paper, is
given by
P (S¯t, K1, t
∗) = PE(S¯t, K1, t∗) + (X − K1)e−rt∗N(z0)
+e−rt
∗
8∑
i=1
ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗B(hi, ki; p). (6.7)
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The Omberg formula lacked a K−ci1 term in sum and the correlation parameter
p missed the negative sign in the value p = −
√
t∗
T
.
6.2 Evaluation
Having obtained the analytical formula in the high dividend case, we now proceed
to evaluate the accuracy of the formula with the following table of options, all of
fixed dividend amount of 0.5 at the specified dividend dates t = 1/24, 7/24, 13/24, 19/24
in six month intervals.
Options Matrix
Strike Price :X 40
Stock Price :S [40:5:100]
Volatility: σ [0.1:0.2:0.9]
Interest Rate: r [0.03:0.03:0.15]
Time to Maturity: T [1/12:1/12:1]
Table 6.1: Table of Options
6.2.1 Calculation of Critical Dividend
We provide a sample calculation of the critical dividend for the option of param-
eters (r = 0.03, σ = 0.1, X = 40, T = 1) with dividend payment dates at
t = 1/24, 7/24, 13/24, 19/24 of equal amounts at $0.5. Thus the last dividend
payment date is at t = 19/24.
According to formula (6.2), the critical dividend is given by
d∗ = max
0≤t≤ 19
24
40
PV Dt
(1 − e−0.04∗ 1924 ).
Since the numerator 40(1 − e−0.04∗ 1924 ) is fixed, to maximize the above expression
is equivalent to minimizing the denominator PV Dt, which is the present value
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factor for the remaining dividends at time t. The formula for PV Dt is shown below,
and a plot of PV Dt is shown in Figure 6.1.
PV D(t) = 0.5e−0.03(t−
1
24
)1(t ≤ 1/24) + 0.5e−0.03(t− 724 )1(t ≤ 7/24)
+0.5e−0.03(t−
13
24
)1(t ≤ 13/24) + 0.5e−0.03(t− 1924 )1(t ≤ 19/24)
(6.8)
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Figure 6.1: Present Value of Remaining Dividends
In between the dividend payment dates, it appears from Figure 6.1 that the
present value factor is constant over the non-payment interval. Actually, the present
value factor is slowly increasing over this time interval, that it has a very small
slope which is not clear to the naked eye. As we can see from this figure, the
present value factor is smallest at the instant after the second last dividend payment
has been made, with a value 0.4963, which is the present value of the last dividend
payment of 0.5 seen at time t = 13/24. The calculated critical dividend for this
option is 1.8917.
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6.2.2 Results
All options are first valued using the Binomial Tree, and the prices are compared
to the exponential price. Only 780 out of 3900 of the above options have critical
dividends that are greater than the dividend amount d = 0.5, and their results are
provided below.
High Dividend - Binomial vs Exponential
Average Difference 7.737642280257496e-04
Maximum Difference 0.008249521827984
Standard Deviation 0.001486541440865
Binomial Computing Time 26.086465 seconds
Exponential Computing Time 4.235084 seconds
Table 6.2: Comparison Between Binomial Dividend and Exponential Dividend
Price
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x 10−3
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High Dividend: Difference Between Binomial Price and Exponential Price
Figure 6.2: Histogram of Difference Between Binomial Dividend and Exponential
Dividend Price
As we can see from the histogram in Figure 6.2 and Table 6.2, the high dividend
exponential formula offers a fast and efficient way of determining high dividend
options price compared to the numerical binomial tree.
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Chapter 7
Hedging
7.1 Delta Hedging
Delta hedging is a strategy that aims to reduce the risk associated with price move-
ments in the underlying by offsetting long and short positions. For example, an
options seller will typically delta hedge his position by continuously adjusting his
holdings of the underlying to maintain an overall delta neutral position. For Amer-
ican put options, due to the lack of a closed form expression for its analytical pric-
ing, there is neither a closed form expression for the delta. However, equation
(1.12) does allows us to devise a numerical procedure to estimate the delta. We
saw in Section 3 that under the assumption of an exponential exercise policy, we
are able to obtain a closed form expression for the option value. Thus, we can also
obtain a closed form expression for the exponential delta. We assume the exer-
cise policy followed by the holder of the option is known in advance, we analyze
its effect on the hedging of the put option from the perspective of the writer. At
first we consider the scenario when the writer hedges under the assumption that
the buyer will exercise according to an exponential policy. Later on we consider
the case when the buyer exercises optimally, but the writer hedges exponentially,
and analyze what effect will this have on the writer. Stock prices are simulated
according to a geometric Brownian process in small discrete time increments using
the Euler scheme. We first consider continuous hedging, that is when the hedge is
continuously re-balanced along with the simulated stock price. Then, we consider
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the effect of discrete hedging, when the hedge adjustment is made at intervals in
between simulated stock path.
7.1.1 Option Delta
Mathematically, delta is defined as the rate of change of the derivative with respect
to the underlying. For the American put option, it is given by ∆A = ∂PA∂s . The lack
of a closed form expression for the price of American put options implies that there
is neither a closed form expression for its delta. However, from equation (1.12) we
can obtain a numerical estimate of the delta as
∆A(t, St) = ∆E(t, St) − rX
Stσ
√
2pi
∫ T
t
e−r(Γ−t)√
Γ − t e
−d2(St,K∗Γ,Γ−t)2/2dΓ. (7.1)
Assuming the optimal boundary K∗Γ has already been computed numerically,
using equal size mesh steps of δt = T−tN , we approximate the above integral with its
right hand side Riemann sum, where t0 = t, tN = T ,
∆American(t, St) ≈ ∆European(t, St) − rX
Stσ
√
2pi
N∑
i=1
e−r(ti−t)√
ti − t e
−d2(St,K∗ti ,ti−t)
2/2δt.
(7.2)
The exponential valuation formula we derived for the put option at any time
t∗ ∈ [0, T ) is given by,
P (t∗, St∗) =
8∑
i=1
ai(
Kt∗
St∗
)−ciN(zi), (7.3)
zi =
− log(St∗
Mi
) + gi(T − t∗)
σ
√
T − t∗ . (7.4)
From this formula, we can derive the exponential delta using the product rule for
differentiation with respect to St∗ , which leads to
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∆ =
8∑
i=1
(aiK
−ci
t∗ ciS
ci−1
t∗ N(zi) + (
Kt∗
St∗
)−ci
− aie−z2i /2√
2piSt∗σ
√
T − t∗ ). (7.5)
Equivalently, ∆ can also be represented as
∆ = ∆E +
8∑
i=3
(aiK
−ci
t∗ ciS
ci−1
t∗ N(zi) + (
Kt∗
St∗
)−ci
− aie−z2i /2√
2piSt∗σ
√
T − t∗ ). (7.6)
The above formula gives the delta of a long position in the put option. A short
position has a delta of − ∆. Differentiating ∆ with respect to the stock price yields
the gamma to be
Γ =
8∑
i=1
aiK
−ci
t∗ ci((ci − 1)Sci−2t∗ N(zi) + Sci−1t∗ e−z
2
i /2
− 1√
2piSt∗σ
√
T − t∗ )
+aiK
−ci
t∗ e
−z2i /2 − (ci − 1)S
ci−2
t∗√
2piσ
√
T − t∗ + ai(
Kt∗
St∗
)−cie−z
2
i /2
− zi√
2piS2t∗σ
2(T − t∗) .
(7.7)
As is obvious by comparing delta formulas (7.2) and (7.5), the clear advantage
of the exponential delta is that the closed form expression means that computing is
effectively free, whereas the numerical summation procedure in (7.2) means esti-
mating the true delta requires significant amount of computational time.
7.2 Delta Hedging Evaluation
In this section, we evaluate the performance of delta hedging according to the ex-
ponential delta derived in the Section 7.1. At first, we look at continuous delta
hedging, that is when the hedge is rebalanced continuously along with the simu-
lated stock path. Afterwards, we will examine discrete hedging when we rebalance
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less frequently than the simulated stock path.
7.2.1 Continuous Delta Hedging Evaluation
Assuming the absence of transaction costs, restrictions on short selling, and bid ask
spreads in the market, we illustrate the performance of exponential delta hedging
with the following option r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40 of expo-
nential price 5.0677. We assume that the seller knows in advance the buyer will
exercise according to the exponential policy, which although is not a realistic as-
sumption, but is very useful to develop insights. Consider an investor who has sold
one option contract on one hundred shares of the underlying, this short position in
the option initially puts him in a delta position of 40.96, he then short sells 40.96
shares to have a delta position of zero. As the option delta evolves with the stock
price, he continuously adjusts his holdings in the underlying in order to maintain
an overall delta neutral position. This process continuous until maturity or the early
exercise time.
We provide three simulation examples in time increments of 0.00001, one with
the option ending in the money ST < X , the second with the option ending out of
the money ST > X , both conditioning on no boundary absorption in the time up
to maturity, and the last one exercising according to the exponential policy before
maturity. We assume that the hedge is rebalanced continuously along with the sim-
ulated stock path in time increments of 0.00001. A perfect continuous hedge should
result in the discounted hedging costs matching with the option price.
The sample stock path shown in Figure 7.1 fails to hit the exercise boundary
before maturity, but lands in the money at expiration so it will be exercised. At
maturity, the delta hedger will be in a fully covered position, he will receive the
stock from the option holder to close the short position in stock, but must pay 4000
for receiving the stock from the holder. The money gained from shorting the stock is
3476.84, resulting in hedging costs of 523.16, or 507.70 when discounted to present
value. This hedging error is a deviation of 0.0093 per option from the exponential
price, as a result of discrete simulation and linear interpolation.
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Figure 7.1: Stock Price Simulation One
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Option Ending in the Money
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Figure 7.2: Delta One (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Option
Ending in the Money
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Figure 7.3: Stock Price Simulation Two
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Option Ending out of the Money
For this simulation in Figure 7.3, the stock path fails to hit the stopping bound-
ary and lands above the strike price at expiration. It is out of the money, and the
holder will let it expire worthless. By maturity, the writer will have closed the short
position in the underlying. This results in hedging costs of 521.23, or 505.83 when
discounted to the present value. The hedging error is a deviation of 0.0095 per
option.
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Figure 7.4: Delta Two (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Option
Ending out of the Money
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Figure 7.5: Gamma Two (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Option
Ending out of the Money
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Figure 7.6: Stock Price Simulation Three
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Early Exercise Option
For the simulation shown in Figure 7.6 , the stock path hits the exercise bound-
ary prior to expiration at time t = 0.30413 years, and the option delta approaches -1
in this event. When the holder exercises, the writer was in a fully covered position
to liquidate the stock he will receive. The hedging costs incurred from this stock
path realization is 505.2666, a deviation of 0.015 per option.
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Figure 7.7: Delta Three (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Early
Exercise Option
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Figure 7.8: Gamma Three (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Early
Exercise Option
In Table 7.1 below we illustrate the performance of delta hedging (continuous)
in various time increments using 1000 stock path simulations. The performance
measure is defined as the ratio of the standard deviation of the simulated hedging
costs to the theoretical exponential price.
Table 7.1: Continuous Delta Hedging Results
Increment Mean Standard Deviation Performance
0.005 507.2515 50.8517 10.0345
0.001 506.9853 21.5713 4.25663
0.0005 506.6328 15.5135 3.0613
0.0001 506.9161 6.9410 1.3697
0.00001 N/A N/A N/A
7.2.2 Discrete Delta Hedging
We now analyze the effect of discrete delta hedging on the resulting hedging costs.
Stock prices are simulated in increments of 0.00001, and the portfolio is re-balanced
in times intervals of 0.00001, 0.00002, 0.00005, 0.0001
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Stock Path
Exponential Boundary
Option Price
Intrinsic Value
Figure 7.9: Discrete Hedging Simulation
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Option Ending out of the Money
Table 7.2: Out of the Money Discrete Delta Hedging Results
Hedging Interval Hedging Cost
0.0001 510.1485
0.00005 507.8630
0.00002 505.1003
0.00001 505.8904
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Figure 7.10: Discrete Hedging Simulation
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Early Exercise
Table 7.3: Early Exercise Discrete Delta Hedging Results
Hedging Interval Hedging Cost
0.0001 509.7519
0.00005 504.3413
0.00002 503.8230
0.00001 505.0241
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Figure 7.11: Discrete Hedging Simulation
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40): Option Ending in the Money
Table 7.4: In the Money Discrete Delta Hedging Results
Hedging Interval Hedging Cost
0.0001 526.5522
0.00005 526.4785
0.00002 513.5237
0.00001 507.4210
The above examples seems to suggest that the hedging costs are not extremely
sensitive to the hedging interval. However, by comparison in the money options
seemed to be slight more sensitive than out of the money options and early exercise
options. Further simulations needs to be performed to confirm this finding.
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7.3 Optimal Exercise
Let us now analyze the scenario when the hedger incorrectly assumes the option will
be exponentially exercised, but the smart investor exercises according to the optimal
exercise policy. In the event that the holder deviates from the writer’s expectations,
this theoretically would leave the writer with only a partially hedged position during
exercise, and must sell the extra shares he receives from the holder. We perform
1000 simulations and compute the average profit/loss the writer faces. In each case,
we compare the exponential hedger’s performance to that of the optimal hedger. All
hedging costs are computed at the time of optimal exercise.
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Figure 7.12: Stock Hits Neither Optimal nor Exponential and Expire out of the
Money (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
For the simulation shown in Figure 7.12, the stock path never hits the optimal
nor sub-optimal exponential boundary, and the option lands out of the money at
expiration. The option will simply be allowed to expire worthless, and the total
hedging costs incurred are 510.3762. Had the writer hedged according to the opti-
mal policy, the incurred hedging costs would have been 510.7027, a slight saving
of 0.3265 per contract. The cheaper exponential hedging costs exposes the hedger
to additional market risks, which leads to larger profits on average.
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Figure 7.13: Optimal Delta Hedge (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
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Figure 7.14: Exponential Delta Hedge
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
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Figure 7.15: Stock Hits Optimal Immediately Prior to Exponential
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
For the simulation shown in Figure 7.15, the stock path first hits the optimal
boundary at time t = 0.28266 years, which is 0.00001 before the exponential ex-
ercise time, and thus the buyer will exercise slightly in advance of the writer’s
expectations. Thanks to the closeness of the hitting times, the exponential delta
hedger was in a fully covered position at the time of optimal exercise, and the total
incurred hedging costs are 505.4248. A slight profit of 0.0135 per option, due to
expected mathematical variation. Whereas an optimal hedger’s costs would have
been 505.5819.
88
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−1.1
−1
−0.9
−0.8
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
Optimal Delta Hedge
 
 
Figure 7.16: Optimal Delta Hedge (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
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Figure 7.17: Exponential Delta Hedge
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
89
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0
5
10
15
20
25
30
35
40
45
50
Scenario Three: Stock Path only Hits Optimal Boundary
 
 
Stock Path
Exponential Boundary
Option Price
Intrinsic Value
Optimal Boundary
Figure 7.18: Stock only Hits Optimal Boundary
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
The simulation in Figure 7.18 is a very interesting simulation to analyze, be-
cause the stock path hits the optimal boundary near expiration at time t = 0.49494,
but never hits the exponential boundary and lands in the money at expiration. The
exponential delta hedger was in a nearly covered position at the time of optimal
exercise, with a delta position of 99.50, and thus must sell the extra 0.5 share he
will receive from the option holder. His hedging costs are 508.7458 at the time of
optimal exercise, whereas the optimal hedger’s costs are 508.0654, a loss of 0.6804
per contract.
The optimal delta hedge required a total of 312.60 seconds on a 1.8 GHz proces-
sor to compute numerically, and thus on average it takes 0.00625 seconds to com-
pute one time step, whereas the closed form expression for the exponential delta
hedge computes the value almost instantaneously. A comparison of the behaviour
of the exponential delta hedge was made with the optimal delta hedge in Figure
7.19, illustrating there is hardly any visible difference between the two, demon-
strating the power and effectiveness of the exponential delta.
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Figure 7.19: Comparison of Optimal and Exponential Delta Hedge
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
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Figure 7.20: Stock Hits Optimal Boundary First
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
For the sample simulation shown in Figure 7.20, the stock path first hits the
optimal exercise boundary in considerable amount of time before the reaching the
exponential boundary. Nonetheless, the exponential hedger was still in a fully cov-
ered position at the time of exercise. The incurred hedging costs to the hedger is
506.0493, whereas the optimal hedger’s cost is 506.0909, savings total 0.0416 per
contract.
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Figure 7.21: Optimial Delta Hedge (r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
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Figure 7.22: Exponential Delta Hedge
(r = 0.06, σ = 0.5, X = 40, T = 1, S0 = 40)
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A simulation of 100 sample paths of the stock price in increments of 0.00001
yield an average exponential hedging costs of 506.9371, whereas the optimal hedg-
ing costs are 506.9292. Visibly, the above examples demonstrate the exponential
delta hedge behave very similarily to the optimal delta hedge. However, the clear
advantage in the exponential hedge is the existence of an analytical formula at all
times, whereas the optimal delta needs to be determined numerically at the cost of
significant computing time.
Table 7.5: Optimal Exercise Continuous Delta Hedging Comparison
Increment Exponential Mean Exponential Variance Optimal Mean Optimal Variance
0.005 507.1379 2318.63 507.1261 2314.92
0.001 507.0052 463.9817 507.0081 462.7000
0.0005 507.3112 227.0776 507.2981 227.1514
0.0001 507.2940 50.3680 507.2964 50.0744
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Chapter 8
Conclusion
We considered the valuation of American put options under three major classes
of sub-optimal exercise boundaries, namely exponential boundary, Daniels bound-
aries, and piecewise exponential boundaries. Under and only under an exponential
exercise policy, we were able to derive a closed form expression for the put option’s
sub-optimal value at all times. We saw that our maximization routine brought us
on average to be within less than 20 basis points of the numerical binomial price, a
truly remarkable result considering its simplicity and computational efficiency. We
compared the optimal hitting time density to the sub-optimal exponential density,
and found that except near maturity the densities looked very similar. Under the
exponential policy, in addition to the analytical pricing formula, we also derived
a remarkably accurate sub-optimal delta which we saw preformed nearly identical
with the true numerical delta at significantly reduced computational time. We be-
lieve that this delta could have significant practical impacts in the trading and hedg-
ing of American put options in financial markets. After the exponential boundary,
we constructed three different stock boundaries using the Daniels boundary, and
discovered that we were able to obtain a small improvement over the exponential
boundary at the cost of increased computational time. Consequently, we do not
recommend the use of the Daniels boundary in applications where speed is essen-
tial. However, we do believe that there could be room for improvement, and further
research is required. Of the three boundaries, the piecewise exponential boundary
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performed the worst and required the highest computational time. However, the
maximization procedure used could potentially be improved to yield better results,
and further analysis is required.
96
Appendix A
Appendix A
Pricing equation for put option at time t = t∗ under Exponential Policy given by
(3.11)
P (St∗ , r, σ, T − t∗, X,Kt∗ , b) =
8∑
i=1
ai(
Kt∗
St∗
)−ciN(zi)
zi =
− log(St∗
Mi
) + gi(T − t∗)
σ
√
T − t∗ .
The constants ai, ci,Mi, gi are listed below
i ai ci Mi gi
1 Xe−r(T−t∗) 0 X − (r − σ2/2)
2 − Kt∗ 1 X − (r + σ2/2)
3 − Xe−r(T−t∗) 0 Kt∗ − (r − b − σ2/2)
4 X − (c − m)/σ2 Kt∗ c
5 X (c+m)/σ2 Kt∗ -c
6 − Xe−r(T−t∗) 2m/σ2 Kt∗ r − b − σ2/2
7 Xe−r(T−t∗) 2m/σ2 K2t∗/X r − σ2/2
8 − Kt∗ 2m/σ2 − 1 K2t∗/X r + σ2/2
Table A.1: Constants in Exponential Valuation Formula (3.11).
The Omberg Parameter Selection Formulas for the exponential boundary’s start-
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ing point K0, and terminal point KT are as follows
K0 = (
S
X
)φ0 [
aX
a+ 1 − e−λ0 ],
KT = (
S
X
)φT [
aX
a+ 1 − e−λT ],
a = 2r/σ2,
λ0 = 3.81aσ
√
T + 0.31
√
aσ2T,
λT = 0.45aσ
√
T + 0.27
√
aσ2T,
ψ0 = η0e
−2.75ηT ,
ψT = ηT e
−5.78ηT ,
η0 = − 0.9597r1.03T−0.22σ−2.08,
ηT = 0.3684r
1.07T−0.1σ−2.04.
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We demonstrate here the integration procedure involved for the second integral in
section 6.1.1 for the determination of the option pricing function in the high divi-
dend scenario
∫ ∞
K1
ai(
K1
St∗
)−ciN(zi)
1
St∗
√
2piσ2t∗
e−
(log(St∗ )−log(S¯t)−(r−σ2/2)t∗)2
2σ2t∗ dSt∗ .
Expressing the N(zi) term in an integral, we have,
∫ ∞
K1
ai(
K1
St∗
)−ci
1√
2pi
∫ − log(St∗Mi )+gi(T−t∗)
σ
√
T−t∗
−∞
e−
y¯2
2 dy¯
1
St∗
√
2piσ2t∗
e−
(log(St∗ )−log(S¯t)−(r−σ2/2)t∗)2
2σ2t∗ dSt∗ .
Let us introduce a change of variables xx = log(St∗) − log(S¯t) − (r − σ2/2)t∗,
which leads to the simplified integral,
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ai(
S¯t
K1
)cieci(r−σ
2/2)t∗
∫ ∞
log(
K1
S¯t
)−(r−σ2/2)t∗
ecixx
1√
2pi
∫ log(MiS¯t )−xx−(r−σ2/2)t∗+gi(T−t∗)
σ
√
T−t∗
−∞
e−
y¯2
2 dy¯
1√
2piσ2t∗
e−
(xx)2
2σ2t∗ dxx.
Now we make the variable transformation xx = − x¯xσ √ t∗. This leads to,
ai(
S¯t
K1
)cieci(r−σ
2/2)t∗
∫ log S¯tK1 +(r−σ2/2)t∗
σ
√
t∗
−∞
e−cix¯xσ
√
t∗ 1√
2pi
∫ log(MiS¯t )−(r−σ2/2)t∗+gi(T−t∗)+x¯xσ√t∗
σ
√
T−t∗
−∞
e−
y¯2
2 dy¯
1√
2pi
e−
(x¯x)2
2 dx¯x.
Let us denote u1 =
log
S¯t
K1
+(r−σ2/2)t∗
σ
√
t∗ , and u2 = A+ Cx¯x.
In u1 and u2, A =
log(
Mi
S¯t
)−(r−σ2/2)t∗+gi(T−t∗)
σ
√
T−t∗ , and C =
√
t∗√
T−t∗ . This leads to,
ai(
S¯t
K1
)cieci(r−σ
2/2)t∗ 1
2pi
∫ u1
−∞
∫ A+Cx¯x
−∞
e−
(y¯2+x¯x2+2cix¯xσ
√
t∗)
2 dy¯dx¯x.
Completing the square in x¯x2 + 2cix¯xσ
√
t∗ = x¯x2 + 2cix¯xσ
√
t∗ + ci2σ2t∗ −
ci
2σ2t∗, we have,
ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗ 1
2pi
∫ u1
−∞
∫ A+Cx¯x
−∞
e−
(y¯2+(x¯x+ciσ
√
t∗)2)
2 dy¯dx¯x.
Now we let x = x¯x+ ciσ
√
t∗, which leads to,
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ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗ 1
2pi
∫ hi
−∞
∫ A−Cciσ√t∗+Cx
−∞
e−
(y¯2+x2)
2 dy¯dx.
Let A¯ = A − Cciσ
√
t∗ =
log(
Mi
S¯t
)−(r−σ2/2)t∗+gi(T−t∗)−t∗ciσ2
σ
√
T−t∗ .
To eliminate the dependence in the upper limit for y¯ on x, we make the transfor-
mation y¯ = z + Cx, and the resulting simple double integral is of the form shown
below,
ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗ 1
2pi
∫ hi
−∞
∫ A¯
−∞
e−
((z+Cx)2+x2)
2 dzdx.
Expanding the (z + Cx)2 term out, we have,
ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗ 1
2pi
∫ hi
−∞
∫ A¯
−∞
e−
(z2+2Czx+C2x2+x2)
2 dzdx.
Making our last variable transformation, y = z√
C2+1
, this leads to,
ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗ 1
2pi(1 − p2)
∫ hi
−∞
∫ ki
−∞
e−
(y2(C2+1)+2C
√
C2+1yx+(C2+1)x2
2 dydx.
To put the above integral in the form of a standard bivariate normal distribution,
we impose the condition 1
C2+1
= (1 − p2), which leads to p = −
√
t∗
T
.
ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗ 1
2pi
√
1 − p2
∫ hi
−∞
∫ ki
−∞
e
− (y2−2pyx+x2)
2(1−p2) dydx.
Recognizing the double integrals above are in the form of a standard bivariate
normal, we rewrite it as
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ai(
S¯t
K1
)cieci(r+(ci−1)σ
2/2)t∗B(hi, ki; p),
where B(hi, ki; p) is the standard bivariate normal distribution of correlation p
given by
B(hi, ki; p) =
1
2pi
√
1 − p2
∫ hi
−∞
∫ ki
−∞
e
− (x2+y2−2pxy)
2(1−p2) dxdy.
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