Abstract. Using the relation between the Hill's equations and the ErmakovPinney equations established by Zhang [27], we will give some interesting lower bounds of rotation numbers of Hill's equations. Based on the Birkhoff normal forms and the Moser twist theorem, we will prove that two classes of nonlinear, scalar, time-periodic, Newtonian equations will have twist periodic solutions, one class being regular and another class being singular.
Introduction. Given a(t) ∈ L
1 (R/2πZ). The dynamics of the Hill's equation
x + a(t)x = 0 (1.1)
can be described by its rotation number ρ = ρ(a) ∈ [0, ∞). More precisely, equation (1.1) is elliptic (and therefore is stable in the sense of Lyapunov) if and only if ρ ∈ ((n − 1)/2, n/2) for some n ∈ N. In this case, we will say that equation (1.1) is in the nth stability zone. Hence reasonable lower and upper bounds of rotation numbers can yield the stability results for linear equations (1.1). In a recent work by Feng and Zhang [2] , it is proved that for any a(t) ∈ L p (R/2πZ), 1 ≤ p ≤ ∞, one has the following upper bound
where ζ p is explicitly computed using some Sobolev constant related with the exponent p, a + (t) = max(a(t), 0) and a + p = a + L p (0,2π) is the L p norm. For details, see Section 2. Moreover, the constant ζ p in (1.2) is optimal for all potentials a (t) in the space L p (R/2πZ). However, the reasonable lower bounds for ρ(a) are not available in literature for the general class of potentials in L p (R/2πZ). In this paper, we will show that the rotation numbers, especially their lower bounds, play an important role in studying twistness and Lyapunov stability of elliptic periodic solutions of nonlinear scalar Newtonian equations x + f (t, x) = 0, f (t, x) ≡ f (t + 2π, x).
(1.
3)
The ellipticity of a 2π-periodic solution ψ(t) of (1.3) means that the linearized equation (1.1) with a(t) = f x (t, ψ(t)) of (1.3) along ψ(t) is elliptic. As (1.3) is a conservative system, the stability of ψ(t) cannot be determined by linearized equations (1.1) and involves higher order approximations of (1.3). Based on the Birkhoff normal forms and the Moser twist theorem [18] , one practical method, called the third order approximation, has been developed by Ortega [12, 14, 15] about ten years ago and has been improved by Lei, Li, Torres, Yan and Zhang [4, 6, 25] in recent years. The main idea of this method is as follows. By the change of variables x = y + ψ(t), we obtain the third order approximation y + a(t)y + b(t)y 2 + c(t)y 3 + o(y 3 ) = 0, (
4) where a(t) is as in (1.1) and b(t) = f xx (t, ψ(t))/2, c(t) = f xxx (t, ψ(t))/6. Let P be the Poincaré map associated with (1.4). Then the elliptic solution ψ(t) is transformed into the elliptic fixed point O of P . When ψ(t)
has no strong resonances, the map P is conjugate to, in a neighborhood D of O, the so-called Birkhoff normal form N (z,z) = µ(z + i β|z|
where µ is a Floquet multiplier of ψ. The coefficient β is a real number which is an invariant under symplectic conjugacy. It is called the first twist coefficient of ψ. See [14] . We say that ψ is twist if β = 0. By the Moser twist theorem, a twist periodic solution is necessarily stable in the sense of Lyapunov. Moreover, a KAM scenario appears in the neighborhood of ψ. The exact formula of β is unknown for general case. However, up to a positive factor, we have β = See [4, Proposition 3.2] and [14] . Here θ = 2πρ, where ρ is the rotation number of (1.1). The function r(t) in (1.5) is the unique (positive) 2π-periodic solution of the so-called Ermakov-Pinney equation r + a(t)r = 1/r 3 , r > 0, (1.6) which is associated with Hill's equation (1.1) . See [4, 27] . The function ϕ(t) is defined by
(1.7)
From the formula (1.5), one sees that the kernels are determined by the solution of the linearized equation.
ROTATION NUMBERS AND LYAPUNOV STABILITY 3
The formula (1.5) of the twist coefficient β looks complicated. However, if we suppose that a(t), b(t) and c(t) in equation (1.4) are independent, noticing that β = β(a, b, c) is continuous in (a, b, c) ∈ (C(R/2πZ)) 3 , thus we can introduce a surface B 0 = {(a, b, c) : β(a, b, c) = 0} ⊂ (C(R/2πZ)) 3 .
Then the Moser twist theorem asserts that the solution x(t) = 0 of (1.4) is stable if (a, b, c) is not on the surface B 0 . Thus, if the problem is a small perturbation of some known twist equation (1.4) , it is necessarily also twist. However, in this paper we will not address such kind of problems since they are simple. Our concern is that we try to find some class of equations which contain no small parameters but have twist periodic solutions. In this direction, it is worth mentioning the example found by Núñez and Ortega [10, 13, 15] . That is, the equilibrium x(t) = 0 of the swing
), is stable if and only if its cubic approximation
is stable. Some similar results for the least amplitude periodic solutions of the forced pendulum are obtained in [4, 6] . In this paper, after establishing some new estimates of the lower bounds of ρ(a) using only the mean valueā and the L p norm a L p of a(t), we will present some class of nonlinear equations which have twist periodic solutions. These equations contains no small parameters.
By formula (1.5), one sees that the relation between the Hill's equations and the Ermakov-Pinney equations is very important in studying the twist coefficients. One crucial idea in this paper is that this relation is also very useful in estimating the rotation numbers. Recall from [4] and [27, Theorem 2.1] that for a(t) ∈ C(R/2πZ), Hill's equation (1.1) is elliptic if and only if the corresponding Ermakov-Pinney equation (1.6) has a unique positive 2π-periodic solution r(t). Moreover, in this case, the rotation number ρ of (1.1) can be recovered from r(t) in a simple way:
See [4, 27] . By checking carefully the proof of [27, Theorem 2.1], one sees that these results are true for a(t) ∈ L 1 (R/2πZ) as well. From (1.2) and the trivial estimatē
then equation (1.1) must be in the first stability zone. The results in this paper are as follows. In Sections 3 and 4, we will give for those a(t) satisfying (1.9) some new upper bounds of ρ(a) which improve (1.2). In Section 4, when a(t) ≥ 0 and satisfies (1.9), we will obtain some completely new results on the lower bounds of ρ(a). All of these bounds are expressed explicitly using onlyā and A p . For the later case, when A p → 0+, one has
Thus the case p = 1 and the case 1 < p ≤ ∞ are quite different for the lower bounds of rotation numbers. This difference has some closed relation with eigenvalue theory.
In doing so, we have also given the necessary estimates on the solutions r(t) which are important in studying twist coefficients. After developing these estimates on ρ and r(t), we will study the twistness and stability of elliptic periodic solutions of (1.3) in Sections 5 and 6, by considering two concrete examples. In Section 5, we will consider the following regular Newtonian equation
x + e x = σ + h(t), (1.10) where
:h = 0} and the period T > 0. Equation (1.10) is of the Landesman-Lazer type. It will be proved that there exists a positive constant
10) has a unique T -periodic solution ψ(t) = ψ σ,h (t) which has positive twist coefficient and is therefore Lyapunov stable. This stability result is a development of the work [16] where the ellipticity of ψ σ,h (t) is studied.
Ermakov-Pinney equation (1.6) is a nonlinear Newtonian equation with a singularity r = 0. It is well-known that the positive periodic solution r(t) (in the elliptic case) is not twist. In fact, when a(t) ≡ a 0 > 0, (1.6) is an isochronous system [1] . In Section 6, we will consider the following equations of Ermakov-Pinney type
where γ > 0 and γ = 3, a(t) ∈ L 1 (R/2πZ) and a(t) ≥ 0. It will be proved that there exists a positive constant L 4 (γ) > 0 such that for each a(t) ∈ L 1 (R/2πZ) with a ≥ 0 and 0
) has a unique positive 2π-periodic solution which has twist coefficient β < 0 for the case 0 < γ < 3 and β > 0 for the case γ > 3. Note that when γ changes from 0 to +∞, equations (1.11) will across the surface B 0 . This gives an explanation to the non-twistness of the Ermakov-Pinney equations. The constant L 4 (γ) can be computed explicitly. In the study of these examples, both the upper bounds of rotation numbers in [2] and the lower bounds obtained in this paper are crucial.
The method of third order approximation is very useful in studying stability of periodic solutions of nonlinear scalar Newtonian equations. Several interesting applications have been obtained in recent years. See [4, 5, 6, 10, 11, 20, 25] . See also [7, 8] for some stability results for conservative systems.
Throughout this paper, we use L p (R/2πZ), 1 ≤ p ≤ ∞, to denote the Lebesgue spaces of 2π-periodic functions, with the norms denoted simply by 
2. Preliminaries and facts. In this section, we give a brief review for some results to be used in this paper. the following inequality
for all φ ∈ H 1 0 (I), is known explicitly. That is,
where
where Γ(·) is the Γ-function of Euler. See [28, Formula (8) ]. Thus one has the following Sobolev inequalities
Hill's equations and their variants. Let a(t) ∈ L 1 (R/2πZ) and consider the Hill's equation (1.1). A standard reference on Hill's equations is [9] . See also [22, 24] for the rotation number approach to eigenvalues of Hill's equations.
Let M (x 0 , y 0 ) = (x(2π; x 0 , y 0 ), x (2π; x 0 , y 0 )) be the Poincaré map of (1.1), where x(t; x 0 , y 0 ) is the solution of (1. 
It is independent of the choice of solutions ϑ(t). Some properties on rotation number are collected in the following lemma.
is elliptic if and only if ρ ∈ ((n−1)/2, n/2) for some n ∈ N. In this case, the Floquet multipliers of (1.1) are given by µ 1,2 = e ±iθ , where θ = 2πρ. (iv) Equation (1.1) is non-degenerate if and only if ρ ∈ (n−1, n) for some n ∈ N.
In case ρ ∈ ((n − 1)/2, n/2), i.e., θ ∈ ((n − 1)π, nπ), we say that (1.1) is in the nth stability zone. In our works below, we mainly concentrate on the case that (1.1) is in the first stability zone.
When ( Ermakov-Pinney equations. Associated with (1.1) is a so-called ErmakovPinney equation (1.6) . It is an equation with a singularity at r = 0. There has been a nice relation between the ellipticity of (1.1) and the existence of positive 2π-periodic solutions of (1.6). See [4, 27] . In the elliptic case, the rotation number ρ of Hill's equation (1.1) can be recovered using the periodic solution r(t) of the Ermakov-Pinney equation (1.6). See formula (1.8). As mentioned in the Introduction, Lemma 2.2 was proved originally for the case a(t) ∈ C(R/2πZ). However, the corresponding results are also true for general
Some known estimates. Now we introduce an estimate on the rotation number ρ given by [2, Theorem 2.3] , where the L p norms of a + can yield an upper bound for ρ. Notice that, using the present norm
The coefficient in (2.2) is optimal for each p ∈ [1, ∞] . As far as we know, there is no any reasonable result for the lower bounds of rotation numbers except the following trivial result
In fact, it is known from eigenvalue theory [3] that ρ cannot be estimated from below by using only the L p norms of a + (t) in case p ∈ (1, ∞]. This will be clear after we find more precise information of rotation numbers in Sections 3 and 4.
3. Estimates of periodic solutions of Ermakov-Pinney equations. In this section, we will give some estimates on positive 2π-periodic solutions r(t) of (1.6), when the corresponding Hill's equation (1.1) is in the first stability zone, i.e., ρ ∈ (0, 1/2). These estimates are not only important in this paper, but also have many applications in stability problems of elliptic periodic solutions of other Newtonian equations.
Suppose that (1.1) is elliptic and the unique positive 2π-periodic solution of (1.
6) is denoted by r(t).
At first, by making use of (1.8), there exists some t 0 such that r(t 0 ) = r(t 0 +2π) = ρ −1/2 . Without loss of generality, we assume that
). Next, multiplying (1.6) by r(t) and then integrating over one period, we get
where (1.8) is used. Now (3.1) implies that v(t) satisfies the following equality
Note that ρ = ρ(a) is determined by a(t). Besides the inequality (3.2), we have no further information on lower bounds of ρ. In order to deduce estimates on r(t), or on v(t), a simple method is to neglect the term 2πρ 2 in (3.2). However, in order to obtain better estimates, we will not do in this way and will view ρ as a known quantity in the estimates below. Now we use the Sobolev inequality (2.1) to deduce from equality (3.2) estimates on v ∞ and on solutions r(t). At first the Sobolev inequality (2.1) with p = ∞ can yield
). Hence we need only to find upper bounds of
Proof. For simplicity, we always write
From (3.2), by using the Hölder inequality and the Sobolev inequality (2.1), we have
where the constants are defined by
Let now R(A p , B) be the largest root of
That is,
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We remark that R(A p , B) is also dependent upon the exponent p. However, we will suppress the index p in the sequel. By formula (3.11), R(A p , B) depends upon B in an increasing way. Note that the estimate R 1 (A p , a + − ρ 2 ) makes use of the unknown quantity ρ = ρ(a). By (3.8) and the trivial inequality 
These estimates do not depend upon ρ. One sees that
Note that condition (3.3) implies that (1.1) is necessarily in the first stability zone. The proof of Lemma 3.1 is quite simple. However, the estimate (3.4) and the inequality (3.9) deduced from the proof have many important implications. For example, inequality (3.9) can yield the following upper bounds of rotation numbers.
Then we have the following upper bounds of rotation number ρ of (1.1):
17)
and
Here (3.17) follows immediately from (3.9), while (3.18) follows from (3.13) and (3.17) .
Let us make a comparison between the upper bounds in (3.18) and in (2.2). 
Since r min > 0, in order to deduce from Lemma 3.1 a simple estimate on r min , we assume further that a(t) satisfies 
6). (ii) Suppose further that a(t) satisfies (3.22). Then we have also the following estimates on the minimum value of r(t):
As a direct application of the estimates above, we study the ellipticity of periodic solutions of Ermakov-Pinney equations. 24) then the unique positive 2π-periodic solution r(t) of (1.6) is elliptic.
Proof. The linearized equation of (1.6) along r(t) is the following Hill's equation
Obviously,ā >ā > 0. Moreover,â + (t) ≤ a + (t) + 3/r 4 (t), we have â + p ≤ A p + 3 1/r 4 p . We assume that (3.22) is satisfied. In this case, we have the estimates (3.23). In particular, 1/r
By Lemma 2.3, if a(t) satisfies 
Thus (3.26) is satisfied necessarily when A p is small enough.
The explicit condition on A p so that (3.26) holds can be analyzed explicitly using the estimates we have obtained. By Proposition 3.1, the following definition makes sense.
ā > 0 and a + p < C imply the ellipticity of the positive 2π-periodic solution r(t) of (1.6)}.
From the proof of Proposition 3.1, an admissible lower bound ofL 2 (p) can be found. By a simple scale technique, if a(t) is T -periodic in (1.6), T > 0, the corresponding ellipticity constantsL 2 (p, T ) of (1.6) arê
is the normalized constant. Now Proposition 3.1 has given an admissible lower bound ofL *
The lower bound L 3 (p) ofL * 2 (p) is plotted in Figure 1 . Note that the optimal constant for the existence, uniqueness and non-degeneracy of 2π-periodic solution r(t) of (1.6) is given by (3.3) . See [26, 27] . It will be an interesting problem to find the exact constantL 2 (p) for the ellipticity of r(t).
4.
Lower bounds of rotation numbers. In the previous section, we use the rotation numbers ρ of (1.1) to give some estimates on the periodic solutions r(t) of Ermakov-Pinney equations (1.6) when a(t) satisfies (3. 
We will give some new estimates on r(t) and then will derive new upper and lower bounds on ρ. (
We use the Hölder inequality and the Sobolev inequality (2.1) to obtain from (4.2)
Using the notation in (3.7), inequality (4.4) is
Let us introduce the following cubic polynomial
Note that P (0) = −e 1 A p − 2e 2 T 1/pā < 0. When (4.1) is satisfied, the largest (real) root of P (y), denoted by S 1 (A p ,ā) , is necessarily positive. Note that (4.5) is the same as P (Y ) ≤ 0. Hence we have Y ≤ S 1 (A p ,ā) .
It can be verified that S 1 (A p ,ā) is the unique root of the cubic equation
Thus S 1 (A p ,ā) can be computed explicitly. If one uses (3.13),
where P 1 (y) = (y + 1)
, which depends upon A p and p only. Again, it can also be verified that, under condition (4.1), the following cubic equation
has a unique (real) root, denoted by S 2 (A p ), which is also positive. From equations (4.6) and (4.8) and inequality (4.7), we have
From equation (4.8), it is not difficult to verify that S 2 (A p ) is strictly increasing in
One may compare S 1 (A p ,ā) and S 2 (A p ) with R 2 (A p , a + ) and R 3 (A p ) in (3.14) and (3.15).
From Lemma 4.2, we have the following upper bounds of r(t) of the ErmakovPinney equation (1.6) and lower bounds of ρ of Hill's equation (1.1).

Theorem 4.3. Suppose that a(t) satisfies (4.1). Then we have the following conclusions.
(i) The unique positive 2π-periodic solution r(t) of (1.6) satisfies
(ii) The rotation number ρ of (1.1) satisfies
Proof. Conclusion (i) follows immediately from Lemma 4.2. By (1.8) and (4.12), we have also
This proves (4.13). As in Section 3, if we want to obtain a simple lower bound on r min , we need to impose some further assumption on a(t). In order that S 1 (A p ,ā) < 1, it suffices that S 2 (A p ) < 1. As S 2 (A p ) is the largest root of (4.8), one can verify that when
we have the conclusion S 2 (A p ) < 1.
Theorem 4.4. Suppose that a(t) satisfies (4.14). Then we have the following conclusions. (i)
The unique positive 2π-periodic solution r(t) of (1.6) satisfies
(ii) The rotation number ρ of (1.1) satisfies (ii) The upper bound (4.12) for r(t) is consistent with the known results of periodic solutions of Ermakov-Pinney equations. When A p → L 0 (p)−, it is possible that (1.1) will approach to parabolic case and the corresponding solution r(t) of (1.6) will have large amplitude [27] . This fact is reflected in our estimates (4.11). However, the lower bound (4.15) of r(t) can be obtained only when (4.14) is satisfied. This is not consistent with the known facts. In fact, the maximum and the minimum of r(t) are correlated in the following way:
See, for example, [27] . Thus it is also possible to obtain the reasonable lower bounds of r min only when (4.1) is satisfied. We will not develop it in this paper.
By Theorems 4.3 and 4.4, we have the following asymptotical expressions of r(t)
and ρ, where the orders (4.10) of S i (i = 1, 2) are used. 
Corollary 4.1. For those a(t) satisfying (4.1), when A p → 0+, we have
Proof. Let ξ 1 ∈ (0, 2/π) be such that
Define then For the upper bounds of ρ in the case p = 1, we can use both (3.18) and (3.19) . Explicitly, if we define 
In Theorem 4.4, condition (4.14) is
In this case, we have
See (4.13). However, a simple analysis shows that this upper bound is worse than (3.18), i.e., Theorem 4.4 does not provide new results which is better than that given by (4.23). Consequently, we have norms A 1 . This means that the rotation numbers can be well-controlled from below using the L 1 norms. To the best knowledge of the authors, such a lower bound of rotation numbers using only L 1 norms is completely new in literature, although Lei and Torres [5] have a preliminary discussion on this problem. Their result can give meaningful conclusion when the variation a −ā 1 of a(t) can be well-controlled. Note that, when A 1 → 0+, the lower bound in Theorem 4.5 is
and the upper bound in Theorem 4.6 is
(iii) We think that the lower bound (4.22) can be improved further. The reason is as follows. Fix any a 0 (t) ∈ L 1 (R/2πZ) with a 0 0. The estimate in [24] shows that lim 5. Stability of periodic solutions of a regular Newtonian equation. After developing the estimates of periodic solutions of Ermakov-Pinney equations and of rotation numbers of Hill's equations in previous sections, we will study in this section and in the next section the Lyapunov stability of periodic solutions of nonlinear scalar Newtonian equations. Though some general twistness results can be derived from formula (1.5) and the estimates in Sections 3 and 4, we will use some examples to illustrate the main ideas.
In this section, we consider the following superlinear problem
where h ∈L 1 (R/T Z, R), T > 0. Since exp(x) is increasing, equation (5.1) is of the Landesman-Lazer type. It is well-known [21] that equation (5.1) has at least one T -periodic solution if and only if the mean value of the external forcing σ satisfies σ > 0. In order to describe further properties of the periodic solutions, let us define, for each h ∈L 1 (R/T Z), a bifurcation value E 0 (h) = {σ > 0 | for any 0 < σ < σ , (5.1) has a unique T -periodic solution}.
Note that E 0 (h) is well defined. Actually, it has been proved in [16] that
We use ψ σ,h (t) to denote the unique T -periodic solution of (5.1) when σ ∈ (0, E 0 (h)). Next, we define
It is proved again in [16] that
In this paper, we introduce a new bifurcation value
The main results of this section are to show that E 2 (h) is well defined and E 2 (h) has a positive lower bound
and an admissible lower bound of Σ 2 (T ) is 1/(20T 2 ). Using a simple scaling, Σ i (T ) = Σ * i /T 2 for general T > 0, i = 0, 1, 2. Hence we always assume in the following that the period T is 2π.
An important observation on (5.1) is that if (5.1) has a 2π-periodic solution ψ(t), then ψ(t) must satisfy 
Hence we always have a 1 = 2πσ by (5.3). From Lemma 2.3, the rotation number of (5.4)
then ψ σ,h (t) has no strong resonances. Under (5.5), the third order approximation of (5.1) is
where a(t) is as in (5.4) . Now the twist coefficient of ψ σ,h (t) is, up to a positive factor,
See (1.5). Here θ = 2πσ, r(t), ϕ(t) and χ θ (x) are as in Section 1. Note that these depend upon both the parameter σ and the forcing h ∈L 1 (R/2πZ). .1) is twist and is therefore stable in the sense of Lyapunov.
Proof. We assume that σ satisfies (5.5). From (5.3), we have a(t) = exp(ψ σ,h (t)) 0 and A 1 = a 1 = 2πσ. That is, the L 1 norm of a(t) can be described using only the parameter σ. Hence we can use the estimates in Sections 3 and 4, where p takes 1. In this case, M 1 = 2/π, e 1 = 2 and e 2 = 1.
First, we notice that under condition (5.5), the condition (4.14), 0 < 2πσ < 4/(15π 2 ), is satisfied. It is proved in [24] For the positive periodic solution r(t) of the corresponding Ermakov-Pinney equation (1.6), it follows from (4.12) and (4.15) that 8) where S 7 (σ) = S 1 (2πσ, σ) = S 2 (2πσ) are from Theorem 4.3 and are the unique real root of the equation
See (4.20) . Now we have 
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Thus
(1 + S 7 (σ)) 4 . By the inequality (5.7) and the monotonicity of χ * (θ), we arrive at
Note that the function B(σ) depends only on σ.
We notice that when σ → 0+,
From (5.6),
As a consequence, there must be some
Remark 3. In the proof of Theorem 5.1, the twistness condition we have obtained is actually the following inequality Note that the new estimate S 6 (σ) for upper bound of ρ in this paper is crucial in the proof of Theorem 5.1. Otherwise, if we use the upper bound in [2] , i.e., ρ ≤ (π/2)σ 1/2 , we can only obtain
As 20/(3π 2 ) < 1, we are now unable to obtain the twistness result β > 0. 
has a unique positive 2π-periodic solution which is necessarily twist. More precisely, the twist coefficient β is negative in case γ ∈ (0, 3) and is positive in case γ ∈ (3, ∞).
The proof of Theorem 6.1 combines all estimates we have established in Sections 3 and 4. We will complete the proof in several steps.
In the following we always assume that a(t) ∈ L 1 (R/2πZ) and a 0.
Lemma 6.2. ([19, 23]) Suppose that
Then equation (6.1) has at least one positive 2π-periodic solution ψ(t).
For the weak force case, 0 < γ < 1, the existence result of (6.1) is given in [19] . For the strong force case, γ ≥ 1, the existence is proved in [23] .
Under condition (6.2), we know that ψ(t) satisfies for some t 0 ∈ R that ψ(t 0 ) = a −1/(γ+1) . See the proof of Lemma 4.1. We assume that t 0 = 0. Let then
). Multiplying (6.1) by ψ(t) and then integrating over one period, we get
One may compare this with the equality (3.1). As in Lemma 3.1, we have the following result.
Lemma 6.3. Suppose that (6.2) is satisfied. Then the solution ψ(t) of (6.1) satisfies
where R 3 (A 1 ) is the same as in (3.15) . When A 1 satisfies (4.14), we have also
The estimates (6.3) imply that, when A 1 → 0+,
As in the proof of Proposition 3.1, we can get from (6.3) the following result.
The constants L 5 (γ) can be computed explicitly. Proof. Since we have the estimates (6.3) for all possible positive 2π-periodic solutions ψ(t) of (6.1), it is a simple matter to obtain the uniqueness. In fact, we can restrict our discussion on equation (6.1) to the following region
If (6.1) has two different solutions ψ i (t) in D, then x(t) := ψ 1 (t)−ψ 2 (t) ( = 0) would satisfy the differential equation
Note that α(t) > 0 and
By the famous result of Lyapunov (see, for example, [28] ), when α 1 is less than 2/π, equation (6.6) is necessarily elliptic and it is impossible for it to have a nontrivial 2π-periodic solution
Similarly, one can obtain the following result.
then the unique positive 2π-periodic solution ψ(t) of (6.1) has rotation number ρ ∈ (0, 1/4), which implies that the linearization of (6.1) 8) has no strong resonances.
Under the assumption (6.7), we know that the third order approximation of (6.1) at the solution ψ(t) is y +â(t)y +b(t)y 2 +ĉ(t)y 3 + · · · = 0, whereâ(t) is as in (6.8) and
Now the twist coefficient of ψ(t) is, up to a positive factor,
dt, (6.9) whereθ = 2πρ,ρ is the rotation number of (6.8), andr(t) is the unique positive 2π-periodic solution of (1.6) with a(t) =â(t), andφ(t) is as in (1.7) where r(t) iŝ r(t). Now we give the necessary estimates for the quantities in (6.9). As A 1 → 0+, we have the estimates (6. Now Theorem 6.1 can be obtained from (6.10). In fact, in case 0 < γ < 3, we have 5γ/(3(γ + 2)) < 1. Thus there exists L 4 (γ) > 0 such that when A 1 ≤ L 4 (γ), we haveβ * < 1 andβ < 0. In case 3 < γ < ∞, we have 5γ/(3(γ + 2)) > 1. Thus there exists L 4 (γ) > 0 such that when A 1 ≤ L 4 (γ), we haveβ * > 1 andβ > 0. The explicit construction of L 4 (γ) can be given using the estimates in this paper. One sees from Theorem 6.1 that the Ermakov-Pinney equations are always in the surface B 0 when A 1 are small. 7. Concluding remarks. The estimates developed in this paper can be applied to the study of Lyapunov stability of elliptic periodic solutions of other timeperiodically, scalar, nonlinear Newtonian equations. From the examples in Sections 5 and 6, in order to study the stability, the first step is to have some necessary estimates on the periodic solution we are considering. This is accomplished for example (5.1) by the equality (5.3) and for example (6.1) by the formula (6.4). Once these have been established, we will have the estimates on b(t) and c(t) in (1.5). The other quantities in (1.5) have been estimated in a general way in this paper. From the proof of Theorems 5.1 and 6.1, one can find that not only the upper bounds of rotation numbers in [2] , but also the lower bounds in this paper are important in studying the stability. In this sense, we have shown in this paper that the rotation numbers play the crucial role in studying stability of both linear and nonlinear equations.
Note that our estimates are obtained essentially from an elementary treatment to the equalities (3.1) and (4.2). See Lemma 3.1 and Lemma 4.2. We mention that in the proof of Lemma 3.1, we have neglected some information on v(t). For example, v(t) is actually in the Sobolev spaces of periodic functions. Hence v(t 0 ) = v(t 1 ) = v(t 0 + 2π) for some t 0 < t 1 < t 0 + 2π. We think this can improve the estimates on R 1 (A p , a + − ρ 2 ). Even as did in the proof of Lemma 3.1, R 1 (A p , a + − ρ 2 ) may be improved using the variational method. Note that the maximum of v 2 under the constraint (3.1) will lead to the following interesting 'eigenvalue' problem V + µa(t)V = 0, V (0) = V (2π) = 1.
Note that the boundary condition is a non-zero Dirichlet one. This problem has been seldom studied in nonlinear analysis [17] . The estimates on rotation numbers in this paper have independent interest. We have found a difference between the potentials a(t) ∈ L p (R/2πZ), p ∈ (1, ∞], and the potentials a(t) ∈ L 1 (R/2πZ). That is, ρ can only be well-controlled from below by the L 1 norms. See Remark 2. This difference is consistent with the physical explanation to rotation numbers. Let us assume that a 0 and consider (1.1) as a vibrating string. Then the rotation number ρ(a) of (1.1) is the average frequency for the potential a(t) to make the solutions of (1.1) vibrate. Physically, the potential energy of (1.1) should be measured by the averageā of a(t), which is equivalent to the L 1 norm A 1 . Mathematically, even when the L p norms A p , 1 < p ≤ ∞, are large, the energyā can be small. This is why ρ(a) cannot be controlled from below by merely using A p . The formula (4.18) has given a reasonable mathematical explanation to this fact. Hence the problems in Remark 2 (iii) will be of great interest.
