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Abstract-A probability density {pt } on the positive integers is a/phase type, ifit is the probability
density of the time till absorption inan (m + I)-state Markov chain with one absorbing state m + I,
and m transient states all of which lead to the absorbing state . If the service times in a discrete time
queue have densities of phase type, several transient and stationary probability distributions of
interest may be computed by highly efficient algorithms, which are presented in the paper.
I. INTRODUCTION
The method of phases has its remote origin in the work of A. K. Erlang, who observed that
gamma distributions whose shape parameter is a positive integer may be considered as the
probability distributions of sums of independent, negative exponential random variables.
This observation permits us, among many other things, to reduce the study of renewal
processes of Erlang type to that of the much simpler Poisson process. The corresponding
property for positive integer-valued random variables states that a negative binomial
random variable X, with probability density
Pk == P{X == k} == (k - 1)pm(1 _ p)k-m,
m-l
may be expressed, possibly after redefinition of the probability space, as the sum of m
independent, geometrically distributed random variables.
We shall see that the basic idea ofthe method phases may be applied generally to random
variables which can be considered as first passage times in finite Markov chains, and that
there are two completely parallel theories, one derived from discrete parameter Markov
chains and the other from continuous parameter chains. This observation is not new, but
in spite ofthe large numbers of papers which have drawn attention to the generality and the
flexibility of the method of phases, it has not yet received the implementation in concrete
algorithms which it deserves.
In this paper we shall primarily discuss the discrete time version of the method of phases,
because of the great advantages inherent in discrete over continuous time models in the
theory of queues. These advantages were discussed at length by Dafermos and Neuts[l],
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and will not be further belabored here. The necessary modifications needed to handle the
continuous parameter case are briefly discu ssed in Section 6.
2. THE PHASE CLASS OF PROBABILITY DISTRIBUTIONS
We consider an (m + I)-state Markov chain on the integers : L ... ,m, m + I}, whose
stationary transition probability matrix P is of the form
(1)
where T is an m x m matrix and T" is a vector with m components. We shall assume that
the probability Xi of absorption into the state m + I, starting from any given initial state i,
is equal to on e. The column vector x = (Xl ' . . . ,X",) is known to be the minimal solution
to the set of equations
(2)
with 0 ~ Xi ~ 1, for i = I, . . . , m. The minimal solution will be the m-tuple Xi = L for
i = 1, ... , m, if and only if the inverse (l - T) -l exists. This will be assumed to hold.
The vector of initial probabilities of the Markov chain will be denoted by IX and for the
purposes of this paper* we may assume that <1", + 1 = O. If r is the time till absorption into
the sta te m + 1 in the Markov chain with initial probability vector IX and transition proba-
bility matrix P, then the probability density of r is clearly given by
for k ~ 1. (3)
We shall say that a probability density {pd on the positive integers is of phase type, if and
only if there exists a finite substochastic matrix T and a vector of probabilities IX, such that
the probability density {Pk} may be represented in terms of IX and T by formula (3). Proba-
bility densities of phase type are particularly appealing in computational work. Not onl y
do they form a highly flexible class, but they may be represented by a relati vely sma ll
number of parameters and, by virtue of their relation to the theory of Markov cha ins,
lead to elegant recurrence relations which may be implemented on the computer using only
a small number of arithmetic operations at each step. A comparison of algorithms based
on the method of phases with those using general densities with bounded support, dis-
cussed in[2, 3], indicates a very substantial reduction in computation times both for the
transient and the stationary behavior of single server queues.
The probability densities of phase type are related to the generalized negative binomial
probability densities, whose probability generating functions are of the general type
(4)
*If IX.. + I > 0, the probability density jpd places mass IX .. + I = Po . at zero. In the queueing problem, this would
allow for the possibility that a customer has a service time equal to zero. We have chosen to exclude this possi-
bility. but it can be incorporated into the model without any difficulty.
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where the parameters satisfy 0 < Pi = I - qi ::; I, for I ::; i ::; m, and m is a posinve
intege r. It is easy to show that every probability density of phase type may be represented
as a cou ntable mixture of probability densities, whose generating funct ions are of the type
(5)
where the Vi are non-negative integers.
In practical situations, it is far mo re useful to note that all finite (and some cou ntable)
mixt ures of generalized negative binomia l probability densities may be characterized by
specifying only a vector of probabilities r1. and a finite substochastic matrix T. Even res-
tricting oneself to matrices T of fairly low order, a highly versatile class of probability
density may so be used in modelling and in efficient computation.
The construction of the phase matrix T for finite mixtures of generalized negative
binomial distribut ions is complete ly straightforward and its genera l discussion invo lves
only notational difficulties. In order to preserve the continui ty of this discussion , we shall
illustrate the construction of the matrix T in a nrrnber of examples.
3. EXAMPLES
(a) The generalized negative binomial densities themselves may be represented as
follows : Let the density {Pk} have the probability generating function
(6)
then we define r1. by
(Xt = I, (Xi = O. for I < i ::; m, (7)
and the matrix T by
ql PI 0 0 0 0 0
0 q2 P2 0 0 0 0
0 0 q3 P3 0 0 0
T= (8)
0 0 0 0 0 qm -I Pm-I
0 0 0 0 0 0 qm
The vector TOis then given by
T~ = 0, for I ::; i ::; m - I, (9)
T~ = Pm'
(b) Finite mixtures of generalized negative binomial densities can always be represented
by matrices which are essentially made up of blocks of the type (8) and by an obvious choice
of the initial probability vector r1.. Let R(z) be given e.g. by
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where /31 :?: 0, /32 :?: 0, /33 :?: 0, and /31 + /32 + /33 = 1,then we choose the initial probability
vector Of to be
!XI =/31' !X2 = 0, !X3 = /32' !X4 = /33' !Xs = !X6 = 0,
and the matrix T equal to
ql PI 0 0 0 0
0 q2 0 0 0 0
0 0 q3 0 0 0
T=
0 0 0 q4 P4 0
0 0 0 0 qs Ps
(11)
(12)
o 0 0 0 0 q6
The matrix T which is so obtained will always be upper triangular and its order will be
equal to the total number of "geometric" factors pz(1 - qz) - 1, which appear in the rep-
resentation of R(z) as a convex linear combination of the probability generating functions
of generalized negative binomial distributions. The path of the Markov chain may be
represented schematically by a flow diagram, as shown in Fig. 1. In all cases where the
path always moves "from left to right" in the flow diagram, the matrix T will be upper
triangular provided the states are properly labelled. Countable mixtures may arise when
the path can also move back to states on the left.
Occasionally the number of states of the phase chain can be reduced by lumping states
together provided this does not affect the Markov property and the desired absorption
time distribution. This reduction can always be carried out when one or more factors
pz(1 - qzr 1 are common to two or more of the terms in the representation for R(z). The
reduced phase matrix T can then be defined by inspection of a flow diagram in which each
distinct geometric term corresponds to one node. This point is illustrated by the next
example.
\
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Fig. I. The flow diagram for the phase chain corresponding to the probability generating function in example b.
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(c) The reduced phase matrix, corresponding to R(z) defined by
R( ) - p ( PlZ ) + P ( PlZ ) ( P 2Z ) + P (~-) ( P3 Z) (13)
z - 1 1 _ ql z 2 1 - q\z 1 - q2z 3 1 - q2z 1 - Q3z '
(14)
is given by
ql Y2Pl 0 0
0 q2 0 0
T=
o 0 Q2 P2
o 0 0 Q3
where Y2 = P2(Pl + (2)-r, and Yl = 1 - Y2' The initial probability vector ~ is defined
by lXl = PI + P2 , lX2 = 0, lX3 = P3 ' lX4 = O. This phase matrix T corresponds to the flow
diagram given in Fig. 2.
The absorption time density given in formula (13) can also be obtained from the phase
matrix
o o
(15)
o
T=
o 0 ql 0
o 0 0 Q3
where 81 = P2(/32 + /33)-1 , and 82 = /33(/32 + /33)-1. The vector of initial probabilities is
given by lXl = PI ' lX2 = P2 + /33' lX3 = 1X4 = O. This matrix corresponds to the flow diagram
in Fig. 3.
This example shows that the phase matrix which can be used to represent a given density
of phase type is not necessarily unique. Even ignoring tri vially different matrices obtained
by a simple relabelling of the states, there still are cases where two matrices with totall y
different flow diagrams may lead to the same absorption time density. Although there is a
systematic way of constructing a phase matrix T for a given generating function R(z)
within the phase class, it is to our advantage to examine each example with care to obtain
matrix T with as few rows and columns as possible.
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Fig. 2. First flow diagram for example c.
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Fig. 3. Second flow diagram for example c.
4. A SINGLE SERVER QUEUE WITH PHASE TYPE SERVICE TIMES
We now consider a single server queue in which time is measured in integral multiples
of a quantum of time which will be chosen as unit. It is assumed that the numbers of arrivals
during successive units of time are independent and identically distributed. The probability
that j individuals arrive per unit of time will be denoted by Pj' for j = 0, I, ... , K. It is
assumed that°< Pj < 1, and that the constant K which denotes the maximum number of
arrivals per unit of time is finite.
The waiting facility has a finite capacity L1 . Any customers arriving when there are L 1
individuals in the system (waiting or being served) are lost and do not return. For this
reason there is no loss in generality in assuming that K :s; L 1 •
The service times of successive customers are independent and identically distributed,
integer-valued random variables with common probability density {rj } , where j z 1.
The probability density {rJ will be assumed to be of phase type and is characterized by the
initial probability vector IX and the phase matrix T
The symbolic notation MX/PH/l may be introduced to denote this queueing model.
The corresponding model, where {rj} is an arbitrary probability density with bounded
support was treated by Neuts[3], Klimko and Neuts[2] and Neuts and Heimann[4]. A
general discussion by means of the classical generating function methods of discrete time
queues may be found in Dafermos and Neuts[l]. If the probability density {rj} of the service
times is such that the probability oflong service times is significant, then the computational
methods treated in[2J and [3J become inefficient. In many such cases however, the service
time density may be represented (or approximated) by a density of phase type. The alter-
nate algorithms to be discussed here are highly efficient and fast and should be preferred
in these cases.
4.1 The equilibrium condition for the unbounded queue
The mean number I'J of arrivals per unit of time is clearly given by
K
I'J = L jPj'
j= 1
(16)
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and the mean service time 11 is given by the formula
J1. = (X(I - T)-I e,
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(17)
where e is the column vector with all its components equal to one. Formula (17) readily
follows from the fact that the mean time Ili till absorption, starting in the state ii' satisfies
the system of linear equations
m
Ili = 1 + L Tijll j,
j= I
fori = 1, ... , m. (18)
The unbounded version of the queue (L 1 = + co) is stable if and only if
P = 1111 ~ 1. (19)
Moreover, if p < 1, then the stationary probability that the queue is empty is given by
1 - p.
4.2 The transient behavior of the bounded queue
Before giving a formal definition of the finite Markov chain which describes the transient
behavior of the bounded queue, we shall describe the service phase process qualitatively.
During each service of a customer the phase chain follows a (random) path from an initial
state to the absorbing state m + 1. If the time point n does not correspond to a departure
from the queue, we shal1 define Y" to be the state of the phase chain at time n + 0, provided
there is a customer in service. A visit to the absorbing state in the phase chain is interpreted
as a departure from the queue. If the time point n corresponds to a departure from the
queue, and there are additional customers waiting to be served, then the phase chain is
instantaneously restored by selecting one of the initial states 1, ... , m with probabilities
IXI, . . . , IXm respecti vely. In this case, we define Y" to be the new initial state of the phase
chain . If the time point n is a departure epoch and the queue becomes empty at that time,
the random variable Y" will not be defined. If the queue is empty at time n - 1, and one or
more customers arri ve at time n, then the phase state Y" will be equal to j with probability
IXj, j = 1, . .. , m.
We now define the queue length X" ' to be the number of customers in the system at
time n + 0. If X" > 0, the random variable Y" is defined as the service phase at time n + 0.
Under the stated assumptions on the queue, it is clear that the pair (X"' y") depends on the
pairs (Xv, YJ, v < n,only through thepair(X"_I' Y,,_I).IfwedefineXo = io, 1 ~ io ~ L I ,
and Yo = jo, 1 ~ jo ~ m, or X o = 0, Yo undefined, then the bivariate sequence {(X" , Y,,),
n ;:::: O} is a Markov chain with state space I = {O} u {(i,j), 1 ~ i ~ L I , 1 ~ j ~ m}.
We shall consider the conditional probabilities
for 1 ~ i ~ L 1 , 1 ~ j ~ m, (20)
and
(21)
(22)
The initial conditions will remain the same throughout and will be suppressed in the
equations. By examining the possible transitions between the time points nand n + 1,
we obtain the following recurrence relations :
P,, +1(0) = po[P,,(O) + htlP,,(1, h)T;,J
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(24)
Pn+ l(l,j) = P1aj ~iO) + h~l Pn(l,h)~] + POC~l Pn(l, h)T"j + aj htl Pn(2, h)~J(23)
for 1 s j ~ m,
r., l(i,j) = s« - i)Pia{Pn(O) + ht
1
Pn(l,h)~]
min(K,i-l) [m m ]
+ V~l p; h~l Pn(i - V, h)Thj + ajJl Pii - v + 1,h)~
+ POC~l Pn(i, h)T"j + aj htl Pn(i + 1,h)~J
for 2 ~ i < L 1 , 1 ~ j ~ m. The symbol b(k) is defined by b(k) = 1, for k ~ 0, b(k) = 0,
for k < 0. Finally for i = L1 , we have the equations
m
+ L Pn(L1, h)T"j'
h=l
for 1 s j ~ m.
(25)
In order to rewrite equations (22}-(25) in matrix notation, we introduce the vectors
(l = (a1 , ... , am), T" = (T'{, ... , I:), and Pn(i) = [Pii, 1), ... , Pn(i, m)], for i = I, ... , L 1 •
lt is also convenient to introduce the quantities
m
fJn +I(i) = I. Pn(i,h)Tf"
h=l
(26)
for 1 ~ i ~ L 1. We note that fJn+ I(i) is the probability that at time n + 1, a departure occurs
and there are i customers in the system at time n.
Equations (22}-(25) may be rewritten as follows :
Pn+dO) = Po [Pn(O) + f3n +I(l) ],
Pn+ 1(1) = Pl[Pn(O) + f3n +l(I)](l + Po[Pil)T+ f3n +l(2~],
Pn+1(i) = b(K - i)p;[Pn(O) + f3n+ l(l)](l
min(K ,i-l )
+ L Pv(Pn(i - v)T + f3n +l(i - V + l)a]
v = 1
(27)
(28)
(29)
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for 2:-:; i < L i ,
min(K,L, - 1)
+ L (P. + ... + PK)[Pn(L1 - v)T + fJn+l(L 1 - v + I)Cl]
.=1
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(30)
(31)
Equations (27H30) are well-suited for numerical computations in queues with maximum
length L 1 on the order of several hundred. The computational steps are straightforward
and proceed as follows:
Step 1. Initialize the array Po(i, j), 1 :-:; i :-:; L 1 , 1 :-:; j :-:; m, and the quantity P0(0), by
using the initial conditions.
Step 2. Compute from the quantities Pn(i,j), the L 1 quantities fJn+ l(i), i = 1, ... , L 1 .
Step 3. Compute the array Pn+t(i,j), 1 ~ i:-:; L 1 , 1 ~j ~ m, and Pn+ 1(O) from the
corresponding quantities with index n.
Step 4. Compute any desired derived probabilities from the array Pn+ l(i,j). These
derived probabilities may be e.g. the marginal probability density of the queue length
X n + l' the probability density of the server's backlog at time n + 1, the probability density
of the number of customers lost at time n + 1, due to overflow. We shall discuss the
computation of these derived quantities below.
The recursive computation of Pn(i,j), 1 ~ i ~ L 1 , 1 ~ j ~ m,and Pn(O) is entirely feasible
and involves economically practical computer processing times. Since the matrix T is
usually highly sparse, it is worthwhile to write separate computer programs for classes of
matrices T which have their positive entries in the same locations. While this requires that
special programs be written for different structures of the phase matrix T, the resulting
savings in processing time are substantial particularly if m and L 1 are large and we investi-
gate the transient behavior of the queue over a long period of time.
This approach is useful in studying the build-up of queues, whose unbounded version is
unstable. It is also easy to see, that a trivial modification of the equations permits us to
study queues in which the arrival probabilities Po, ... , PK fluctuate over time.
4.3 The stationary behaviorof the boundedqueue
The Markov chain {(X n , Y,.), n ~ O} is clearly irreducible and aperiodic. The quantities
Pn(O) and Pn(i,j), 1 :-:; i s L 1, 1 s j:-:; m,tend to limits P(O) and P(i,j), 1 s i-: i.; 1 s j S m,
as n tends to infinity. The stationary probabilities satisfy a system of linear equations,
obtained from equations (27H30) by deleting the subscripts nand n + 1 throughout.
We notice that in the equation corresponding to the queue length i, the vector P(i) occurs
on the left hand side and the vector PoP(i)Toccurs on the right hand side. Since the matrix
(1 - T) is non-singular, the inverse (I - PoT)-1 also exists. We introduce the following
matrices, vectors and the constant g, which are all readily computable from the data:
W1 = (I - T)-1,
W = T(I - PoT)-l,
C = wr = T(I - poT)- lr ,
g = Cl(I - Porr ir-,
9 = lCl(I - PoT)-l.
g
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The vectors v(i), 2 ::; i ::; L I - I, which we shall be able to compute recursively are
defined by
min(K,i -l )
v{i) = L p,.P(i - v).
v=1
(32)
The equations for the stationary probabilities may now be written as
(1 - Po)P(O) = Po[3(1), (33)
P(l) = PI[P(O) + [3(I)]g9 + Po[3(2)gO = [~~ P(O) + po[3(2)JO, (34)
P(i) = J(K - i)Pi[P(O) + [3( 1)]gO + v(i)W
min(K.i-1)
+ L Pv[3(i - v + I )gO + Po[3(i + 1)gO,
v=1
for 2::; i ::; L 1 - I, and
P(Ld = J(K - LdPdP(O) + [3(1)]a{I - tv: I
(35)
min(K ,L, -I)
+ L (Pv + ... + PK)[P(LI - v)T{I - tv : + [3(L I - V + 1)a{I - T)-I].
v= I (36)
By postmultiplying in equations (34H36) by the vector T", weobtain recurrence relations
for the quantities [3(i), since [3(i) ::= p(i)r. These are
[3(1) = ~Po P(O), [3(2) = 1 - Po - Pig P(O),
Po gp~
[3(i) = v(i)c + g{po[3(i + I) + (j(K - i)Pi[P(O) + [3(1)] + min~~I-1) Pv[3(i - V + I)},
for 2 ::; i ::; L 1 - I, and
[
min(K,L l - I) ]
[3(L 1) = Jl P(L1- v)(Pv + ... + PK) T(l - T)-Ir
+{J(K - LI)pdP(O) + [3(1)] + min(:t: -I) [3(L I - V + I)(pv + ... + PK)}
xa{I-T)-lr. (37)
The latter equation can be simplified by recalling that (I - T)- Ir = e, since x = e
is the unique solution to equation (2) by assumption. It follows that a{I - T) - ITO = 1,
and T{I - T)-lr = e - T".
For 2 ::; i ::; L I - I, the quantities [3i+ I are given by
1 [ min(i -I .K) ][3(i + 1) = - [3(i) - v(i)c - J(K - i)PiPO 19P(O) - g L Pv[3(i - v + I) ,
Pog v = I
(38)
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and after substitution and simplification, the equations for the vectors P(i), may conven-
iently be written as
1 - PP(I) = __0 P(O)O,
Po
P(i) = v(i)W + [fi(i) - v(i)c]9, for 2 ::; i ::; L 1 - 1,
[
min(K,L I - I ) l
P(Ld = V~I (Pv + ... + PK)P(L 1 - v). TW1 + YIXW1,
where the quantity Y is given by
1 { min(K,L, -I) }
Y = - J(K - LdpL,PO1P(O) + L (3(L 1 - V + l)(pv + '" + PK)
Po v=2
1 - P [min(K,L' -I) ]
+__0 L P(L 1 - v)(Pv + '" + PK) (e - T"],
Po v= 1
(39)
(40)
In the expression for P(Ld, the expression for (3(L 1) obtained from the last of the equa-
tions (37) was substituted. We note that the last equation in (37) and equation (38) with
i = L1 - 1, lead to two different expressions for (3(L 1), which should of course be numeri-
cally equal to each other. This equality results from the fact that the stationarity equations
without the normalizing equation (41) form a homogeneous system of equations with a
singular coefficient matrix, The equality of the two expressions for (3(Ld can be used as a
check on the correctness of the programmed algorithm.
Finally, we recall that the normalization
LI m
P(O) + L L P(i,j) = 1,
;=1 j=l
(41)
holds. Except for this equation, the system of stationarity equations is homogeneous and
determines the quantities P(O) and P(i,j), 1 ::; i ::; L 1 , 1 ::; j ::; m, up to a multiplicative
constant.
The numerical solution proceeds as follows: the quantity P(O) is set equal to a positive
constant, the choice of which is discussed below. The vector P(I) is now computed (up to the
multiplicative constant). Next we compute the quantities (3(i), v(i), and P(i) in that order,
and for i = 2, ... ,L1 - 1. Finally the vector P(L1) is evaluated. The sum in formula (41)
is accumulated and is used to determine the value of P(O). All the quantities P(i,j) are then
appropriately normalized, to guarantee that equation (41) is satisfied.
In the interest of numerical accuracy, it is indicated to choose the temporary value
assigned to P(O) as close as possible to its true value. If the unbounded version of the queue
is stable, we set P(O) = 1 - p. This has the advantage that the computed temporary values
of P(i,j), for 1 ::; i ::; L 1 - 1, are the correct values of the corresponding stationary proba-
bilities for the unbounded queue. This makes for an easy comparison of the stationary
queue lengths of the bounded and the unbounded queues. If the unbounded version of the
queue is unstable, a small value, say 10- 4, should initially be assigned to P(O) to prevent
the computed sum
L, m
P(O) + L L P(i,j)
i = 1 j= 1
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from becoming too large. In a large number of test examples, some of which with extreme
choices for the parameters, no numerical difficulties arose. The recursive nature of the
computation, involving mostly operations on non-negative quantities only, as well as the
preliminary simplifications of the equations apparently work together to produce a highly
stable algorithm.
5. THE DERIVED QUANTITIES
Once the quantities P(O) and P(i,j), 1 ::::;; i ::::;; L 1 , 1 ::::;; j ::::;; m, are known it is possible to
compute a number of probability distributions of practical interest from them. These
include the stationary distributions of the queue length and the waiting time, as well as that
of the number of customers lost per unit of time due to the finiteness of the waiting room.
The transient distributions of these random variables may be computed from the
transient probabilities Pn(O) and Pn(i,j) by exactly the same algorithms.
5.1 The queue length
The probability density of the queue length is trivially obtained by
m
lim P{Xn = ilXo = io, Yo = jo} = L P(i,j),
n- co j= 1
for 1 ::::;; i ::::;; L 1 , while the limit probability that the queue is empty is given by P(O).
(42)
5.2 The waiting time
The waiting time ~ is defined as the total service time of all customers who are in the
queue at time n + O. In our discussion we shall restrict our attention to the stationary
distribution of the waiting time, but the same algorithm may be used to study the transient
behavior if this is desirable.
We consider the queue discussed in this paper, but assume (a) that the initial conditions
are given by
P{Xo= O} = P(O),
P{Xo= i, Yo = j} = P(i,j), for 1 ::::;; i ::::;; L 1 , 1 ::::;; j s m, (43)
(44)
and (b) that there are no arrivals to the queue after time n = O.
It is clear that the stationary distribution of ~ in the original queue will be the same as
the distribution of the time r until the modified queue becomes empty. If X~ and Y~ are
respectively the queue length and the service phase at time n in the modified queue, then
the unconditional probabilities
v,,(i,j) = P{X~ = i, Y~ = j} for 1 ::::;; i ::::;; L 1 , 1 ::::;; j ::::;; m,
v,,(0) = P{X~ = O} = P{r ::::;; n},
satisfy the following recurrence relations for n 2 0:
m
v" + 1(0) = v,,(0) + L v,,(I, h)Tf"
h=1
m m
v" + ~(i,j) = I v,,(i, h)1;,j + (Xj I v,,(i + 1,h)Tf"
h=1 h=1
(45)
(46)
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for 1 ~ i ~ L1 , and 1 ~ j ~ m, and
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m
v" + 1(L1 ,j ) = L v,,(L 1 , h)7;,j '
h=l
for 1 ~j ~ m. (47)
Since the probabilities P(O) and P(i,j), 1 ~ i ~ L 1 , 1 ~ j ~ m, are known, there is no
difficulty in computing the probabilities v,,(0) = P{ r ~ n} recursively until v,,(0) exceeds a
given quantity 1 - e.
An elementary, but extremely useful observation is made in the interest of computational
efficiency. The recurrence relations (45}-{47) indicate how the quantities v" + 1(0) and
Vn+ 1(i,j) are computed from the corresponding terms with index n. Throughout this
computation, the sum
L, m
v,,(0) + L L v,,(i,j)
i= 1 j= 1
remains equal to 1, but as n increases, v,,(0) tends to 1 and the other terms v,,(i,j) all tend to
zero. It is also clear that for larger n, the contribution ofthe terms v,,(i,j)with i large becomes
less and less significant.
This suggests building into the algorithm an adaptive trimming operation, which reduces
L1 by discarding all indices i ;;::: io, where io is chosen at each stage n such that
m
L v,,(i,j) < 1],
j= 1
for i ;;::: io. (48)
In our computation we chose I] = 10- 7, and stopped the iteration as soon as v,,(0)
exceeded 0·999 - c5il]), where c5n(I]) is the sum of all the discarded terms v,,(i,j) up to time n.
It is easy to see that
(49)
so that the error induced by the trimming operation is indeed negligible. Elementary
though this observation is, it typically reduces the computation of the waiting time density
by 50 per cent, and leads to a worthwhile saving in processing time, particularly in the
study of longer queues.
The computation of the waiting time distribution can be organized in a variety of other
ways[3], but combined with the trimming operation, the present method appears to be
very fast and efficient. A useful feature is also that no prior estimates of the upper quantiles
of the distribution are needed. The algorithm stops as soon as the desired quantile is reached.
5.3 The number of lost customers per unit of time
If Sk> 0 ~ k ~ k, denotes the stationary probability that k customers are lost during one
unit of time, due to overflow, then Sk is given by
L , m
Sk = P(O)PL ,+k + L PL,-i+k L P(i,j),
i= 1 j= 1
K
So = 1 - L Sk'
k=l
for 1 ~ k s K,
(50)
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We see that the probabilities Sk are readily computed from the stationary density of the
queue length.
5.4 The particular case L 1 = I
If only one customer is allowed in the system, the stationarity equations reduce to
(1 - Po)P(O) = pop(l)r,
P(l)(l - T) = (l - Po)[P(O) + p(l)r]rx,
which leads to
P(O) = Po
Po + (l - Po)jl '
P(I) = 1 - Po rx(l- tv:' ,
Po + (l - Po)jl
where u is the mean service time, given by formula (17).
(51)
(52)
6. THE CONTINUOUS TIME MODEL
There is a completely parallel method of phases in continuous time, which yields the
generalized Erlang distributions as particular cases. In order to define the phase type
distributions on the positive reals, we consider an (m + I)-state Markov chain in con-
tinuous time in which the state m + 1 is absorbing. We denote by Tij ' i # j, 1 ::; i, j ::; m,
the rate of transition from the state i to the state j. 17 denotes the rate of transition from the
state i to the absorbing state m + 1. We define ~i' 1 ::; i ::; m, by
~i = - 17 - L ~j'
j*i
(53)
The probabilities Pi of eventual absorption into the state m + 1, starting from the
state i. 1 ::; i ::; m, satisfy the system of linear equations
TP* = -r.
We assume that T - 1 exists, which guarantees that P" = e.
Since the entries ~j' i # i. are non-negative and
t; + L ~j s 0, for 1 ::; i ::; m.
j><i
(54)
(55)
the non-singular matrix T is stable, i.e. the real parts of all its eigenvalues are negative.
This also implies that for every A > 0, the eigenvalues of the matrix T - AI have negative
real parts, since if '11 "' " '1m are the eigenvalues of T, the eigenvalues of T - AI are given
by '11 - }., ... , '1m - A. In particular the inverse (T - AI) -I exists.
If the initial probability vector of the Markov chain is IX, with IXm + 1 = 0, then the time
till absorption into the state m + 1 has a bonafide probability distribution on (0, + co)
determined by the vector rx and the matrix Twhich is said to be of phase type.
In the queueing model, we assume that arrivals to the system form a homogeneous
Poisson process of rate Aand that with probability Pj' 1 ::; j ::; K, an arrival consists of a
group ofj customers. The sizes of successive groups are assumed to be independent random
variables. The parameter L , plays the same role as in the discrete time model.
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The service times of the successive customers who are allowed to join the queue are
independent random variables of phase type, whose common probability distribution is
determined by the initial probability vector ex and the phase matrix T.
Whenever a service is completed in the queue the customer leaves and the phase state
of the next service is chosen with the probabilities IX] , . •. , am'
By defining X{t) as the queue length at time 1 + 0, and Y(t) as the service phase at time
t + 0, provided X(t) ~ I. we readily obtain a continuous parameter Markov chain with the
same state space as in the discrete time case.
We limit ourselves to writ ing down a system of linear differential equations for the
probabilities
P(i,j, t) == P{X{t) == i, Y(l) = jIX(O) = io, Y(O) = jo },
P(O, t) = P{X(t) = OIX(O) = io, Y(O) = jo },
for 1 ~ i ~ L] , 1 ~ j ~ m.
These equations, which we write directly in matrix form, are as follows:
P'(O, r) = !.P(O, t) + Pt l , t)r,
P'(l,t) == -P(l,t)(Al- T) + [p(2,t)rJex + Ap]P(O,t)ex,
p '(i, t) = - P(i, t)(A.I - T) + [P(i, I, t)r]ex
min IK.i-\1
+(j(K - i)APiP(O, t)ex + L P"P(i - V, t),
": (
for 2 ~ i ~ L\ - 1, and
P'(L( , t) = P(L\ ' t)T + (j(K - L\)P(O, t))'PL ,ex
min(K.I. ! - I)
+ L A(p, + ... + PK)P(L\ - v,1),
(57)
where the vectors P(i, t) have components P(i,j, t), j = 1, . . . , m.
This system of differential equations may be solved by any of the standard numerical
methods for the solution of systems of linear differential equations. As in the discrete time
case, one should note that several vectors which appear on the right hand side can be
computed very efficiently. It is advisable to write special purpose programs which take the
special structure of the sparse matrix T into account.
The stationary probabilities, obtained by taking the limits as t --+ 00, in the equations
(57) satisfy a system of linear equations which are very similar to those for the discrete
time case. The non-singularity of the matrices T and A.1 - T, guarantees that the stationary
probabilities may be computed by an algorithm which is completely analogous to that
discussed above for the discrete time case. The method used to compute the probability
distribution of the waiting time may also be implemented in the continuous time case.
A system of differential equations arises, similar to the recurrence relations (44H47), and
the trimming procedure may also be implemented here.
In practice, the difference between a discrete time and a continuous time model for a
particular single server queue is often one of computer processing time only. In most cases,
the discrete time model yields the same degree of insight into the behavior of the queue
with a much smaller computation time .
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7. CONCLUSION
Significance of some intermediate quantities. Several of the intermediate quantities have
interesting probabilistic interpretations, which may be useful in certain applications. We
shall discuss these only for the discrete time model.
The quantities P(i), I ~ i ~ L1 , are the stationary probabilities of the events (there are i
customers and one leaves at the next unit of time).The sum P(1) + ... + P(L1 ) is the station-
ary probability that a departure occurs at a given point in time. If the service time distri-
bution is geometric with parameter p, then the stationary probability of a departure should
also be equal to [1 - P(O)]p. This yields a useful check on the correctness of the algorithm,
which was borne out in our test computations.
The product Pog, where g is the constant defined in formula (31), is the probability that
no arrivals occur during a service time. Similar, but less useful-interpretations can be given
for the other quantities defined in (31).
The method of phases may be fruitfully applied in many other queueing and stochastic
models. An interesting investigation of Markovian networks by means of the method of
phases may be found in Wallace[5].
A Technical Report, containing an expanded version of this paper with numerical
examples, computer program listings and graphs is available from the author upon request.
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