ABSTRACT Effectively detecting road boundaries in real time is critical to the applications of autonomous vehicles, such as vehicle localization, path planning, and environmental understanding. To precisely extract the irregular road boundaries or those blocked by obstructions on the road from the 3D LiDAR data, a dedicated algorithm consisting of four steps is proposed in this paper. The steps are as follows. First, the 3D LiDAR data is pre-processed, employing the vehicle position and attitude information, and many noise points are deleted. Second, the ground points are quickly separated from the pre-processed point cloud data to reduce the disturbance from the obstacles on the road; this greatly decreases the size of the points cloud to be processed. Third, the candidate points of the road boundaries are searched along the predicted trajectory of the autonomous vehicle and filtered using the unique features of the boundary points. Last, a spline fit model is applied to smoothen the road boundaries. An experiment to test the performance of the proposed algorithm was conducted on the ''Xinda'' autonomous vehicle under various road scenarios. The experimental results show that the average accuracy of the proposed algorithm exceeds 93%, and its average processing time is approximately 36.5 ms/frame, which outperforms most of the state-of-the-art methods. This indicates that the proposed algorithm can robustly extract the road boundary in real time even if there are many obstacles on the road. This algorithm has been tested on ''Xinda'' autonomous vehicle for over 1000 kilometers, and its performance was always stable.
I. INTRODUCTION
An autonomous vehicle must first be able to analyze the environmental data captured from the on-board sensors and understand the surrounding environment before it can operate around the human driven vehicles. Understanding the location and shape of the roadway near autonomous vehicle is the basis of safe driving [1] . Road boundaries, such as curbs, berms, shoulders, walls and other geometric features are typical road characteristics, thus, automatic detection of road boundaries is the basic subject of autonomous vehicles research. In addition, since vehicles can only appear on the road, the accurate The associate editor coordinating the review of this manuscript and approving it for publication was Lin Bai. detection of boundaries can be used to narrow the search scope and improve the object detection accuracy [2] . In addition, when GPS signal reception is limited by trees and buildings, road boundaries have become a common feature of vehicle locations in urban environment [3] - [5] .
With the development of unmanned driving technology in recent years, road boundary detection has become an active research topic. To effectively detect road boundaries, a variety of sensors have been applied, including monocular cameras, stereo vision, 2D LiDAR, 3D LiDAR and their combinations [6] .
Moreover, the in-depth research on image processing in the past decades, has resulted in great achievements have been made in computer vision, and some of the proposed methods have been widely applied to the detection of road curbs, shoulders, berms and lane markings [7] - [14] . Seibert et al. [7] used a pre-grayscale camera to identify soft shoulders, curbs and guardrails. The method uses the local binary pattern texture features of an image to divide the image into different regions, and then uses a neural network classifier to identify soft shoulders, curbs and guardrails. The camera-based methods mainly use features, such as color, texture, and brightness of road boundaries, and employ edge detection algorithms (such as Sobel operator and Hough transform) to identify road boundaries. The merits of these methods include low cost and the images can provide rich contextual information. However, the camera is sensitive to light and does not directly provide depth information. To obtain depth information and improve the accuracy of road boundary detection, dense stereo cameras have been developed and used in autonomous driving. A direct method to detect road boundaries is to map the point cloud obtained by the stereo camera to a digital elevation map (DEM) and then analyze the altitude variation [8] . Sodhi et al. [9] presented another approach to solve the boundary detection problem, and classified the kerb using the dense conditional random fields. More recently, a novel road surface segmentation method based on vertically local disparity histogram (VLDH) for stereo camera was proposed in [14] . In [14] , the VLDH of each pixel in the disparity image was calculated, and the boundary was detected based on the VLDH. Although stereoscopic vision can provide depth information, it has a narrower field of view. In addition, stereoscopic vision obtains depth values by calculating image disparity, this is time-consuming and can become a bottleneck for autonomous vehicle.
Compared to cameras, LiDAR sensors work independently of light conditions and return accurate distance information directly. 2D LiDAR have become one of the most popular sensors in mobile robot navigation [15] - [19] . Wijesoma et al. [15] detected road boundaries using straightline features measured by 2D LiDAR. Kang et al. [16] detected road boundaries by measuring the road surface, and determined the existence of curbs according to a probability threshold. Liu et al. [17] used 2D LiDAR and ego-motion data to establish a local DEM and extracted curbs candidate points based on the direction of movement of the ego-vehicle in the local DEM. Recently, Demir et al. [19] presented an adaptive road detection algorithm, and detected breakpoints to distinguish surface changes. A 2D LiDAR scans along a plane with a fixed pitch angle and acquires a series of depth and angle measurements for each scan. Therefore, 2D LiDAR can only provide sparse points per frame, and only a few points are distributed on the road boundaries. Moreover, observed noise and complex road structure can easily affect the performance of 2D LiDAR-based boundary detection algorithms.
In recent years, 3D LiDAR has been applied to 3D environment modeling of autonomous vehicles. Compared with 2D LiDAR sensors, 3D LiDAR can provide a large amount of point cloud data with a coverage area of 360 • , which can suppress data deficiencies. Therefore, it has been widely deployed in autonomous vehicles to participate in the DARPA Grand Challenge [20] - [22] and the China Smart Car City Future Urban Challenge [23] - [25] for environment perception. In addition, many autonomous vehicle research and development companies, such as Google, Uber, and Bai Du, have also chosen the 3D LiDAR as an essential sensor to understand the environment surrounding an autonomous vehicle. One of the most widely used methods for detecting road boundaries is to transform the point cloud captured from 3D LiDAR into a grid map, and detect road boundaries based on local geometric features of the grid (e.g., the height gradient, the elevation variation and the normal direction). Such methods were widely used in the Urban Challenge DARPA of 2007. Mei et al. [23] transferred point cloud to the grid map, and extracted boundary candidate points according to three spatial cues: elevation difference, gradient value and normal azimuth. Then, short-term memory strategies were used to eliminate the error boundary points caused by obstacles. El-Halawany et al. [26] first calculated the normal and eigenvalues of a point in its neighborhood, and used them together with their elevation and gradient values to determine the boundary position from the 2D height map. Rodríguez-Cuenca et al. [27] first projected a 3D LiDAR point cloud onto a height difference map and a point density map, extracted candidate curbs using a threshold on the maps, used morphological filter to extract curbs from the extracted candidate curbs, and finally connected curbs by fitting curves. Huang et al. [28] established a 750 × 500 grid map by projecting point clouds onto the horizontal plane, and detected road boundaries seeds based on maximum height difference, tangential angle feature and distance variation between adjacent points. They obtained the final road boundaries by applying global road trending and extractionupdate mechanisms. The above methods have a strong realtime performance, and they are easily blend multiple sensor detection results. However, since the resolution of the grid is much lower than the resolution of 3D LiDAR, the accuracy of road boundary detection is slightly lower. In addition, the grid map does not reflect the true geometry of the road boundary because of occlusion by obstacles on the road. Therefore, the road boundary detection results are susceptible to random noise and measurement errors. Another major road boundary detection method is to detect boundary points based on the LiDAR scanning principle. Yang et al. [29] detected boundary points by analyzing each scan line. In this method, point cloud data is divided into a set of consecutive scan lines, and a moving window is used to detect the boundary points of each line. Hata et al. [30] detected kerb-like obstacles by analyzing the ring compression of 3D LiDAR, and eliminated erroneous kerb points using a height value filter and a robust least-rimmed squares regression filter. Zhang et al. [31] proposed a sliding beam method and used a search-based method to detect the kerb in each frame. Compared with the grid-based method, the above method identifies the boundary points in each frame by judging the boundary features of each point, thereby obtaining a higher FIGURE 1. Pipeline for the proposed road detection approach: (a) the 3D LiDAR and GNSS system used in the proposed method; (b) raw LiDAR point cloud obtained by the Velodyne HDL 32E; (c) the point cloud pre-processing of the raw point cloud; (d) extraction of ground point cloud containing the road boundary points from the pre-processed point cloud, where the white point is the extracted ground point cloud; (e) searching for road boundary points using the proposed method; (f) using the cubic B-spline model to fit the searched boundary points; and (g) extracted road area by the fitted road boundaries, where the white points are road areas. detection accuracy. However, when the LiDAR points are relatively large, these methods have a poor real-time performance and cannot satisfy the requirements of autonomous vehicles. In addition, many road boundary detection methods do not consider the presence of dynamic obstacles or obstructions in the environment, which can impair localization performance. Tan et al. [32] fused the information from 3D LiDAR and high-resolution camera data to detect curbs, and achieved a higher precision. Multi-sensor information fusion can make utilize complementary information from different sensors to yield better results. However, to achieve higher accuracy, accurate calibration between sensors is required to synchronize the data from different sensors in time and space.
In this study, we used a 3D LiDAR to detect road boundaries. The proposed method takes advantage of the grid-based method and the principle of LiDAR scan features to improve the robustness of road boundary detection for autonomous vehicle navigation. The main contributions of this paper are as follows:
(1) The proposed method can reliably detect road boundary in real time and has been deployed in our autonomous vehicle sensing system.
(2) We use the vehicle attitude information to correct the distortion of 3D LiDAR point cloud data caused by vehicle motion, so that the motion will not degrade the performance of the proposed algorithm (3) We propose a fast ground point cloud segmentation method, which can effectively filter our vast useless data and eliminate obstacles within the road.
(4) We present a method of boundary point searching that combines the prediction of road boundary points with the spatial distribution characteristics of road boundary points in 3D LiDAR point cloud data, the method can adapt to different shapes of road boundary. This paper is organized as follows. Section I provides an overview of the state-of-art methods related to the field of road boundary detection. Section II describes in detail the road boundary detection method based on 3D LiDAR. In Section III, qualitative and quantitative experiments using HDL-32E LiDAR are introduced to evaluate the effectiveness of the proposed method. Finally, Section IV presents the conclusions and future works.
II. METHODOLOGY A. THE OVERVIEW OF THE PROPOSED METHOD
The pipeline of the proposed road boundary detection method is shown in figure 1 . The method involves four steps. The raw point cloud of 3D LiDAR is first pre-processed, as well as the vehicle status information obtained by in-vehicle GNSS system. Then, the ground and non-ground points are separated using our proposed method. Afterward, several geometrical features of boundary points are calculated, and a boundary point search method is used to extract all the candidate boundary points from the ground points. Finally, a cubic spline model is used to fit the road boundary. Each step of the algorithm is specifically discussed as follows.
B. DATA PRE-PROCESSING
In the data acquisition task, a Velodyne HDL-32E 3D LiDAR was mounted on top of our autonomous vehicle ''Xinda'' for acquiring 3D point cloud data, as shown in figure 2 . The LiDAR consists of 32 single lasers in a column and performs 360 • scans at a frequency of 10 Hz with a resolution of 0.16 • . It covers a pitch angle of −30.67 • ∼ 10.67 • and produces about 70,000 points in a single frame. These points can describe the vehicle surroundings and can be used to detect objects within a range of 70 meters [33] . The raw data returned by the 3D LiDAR is represented by a spherical coordinate P = {p i |γ i , θ i , φ i }, where γ i denotes the radial distance from the sensor to point p i , and θ i , φ i denote the horizontal and vertical angle of point p i , respectively, with respect to the coordinate system.
To integrate the point cloud into the vehicle coordinate system, the raw point cloud needs to be converted to a Cartesian coordinate system, as shown in figure 2 . The raw data in the Cartesian coordinate system is represented by a set of points P = {p i |x i , y i , z i }, and the coordinate of the points can be calculated using the following formula:
where x i , y i and z i represent the coordinates of the point p i in the Cartesian coordinate system. Typically, the laser scans a circle to obtain a point cloud as a data frame. In the scan period (i.e., a frame), when the vehicle's attitude changes, the laser coordinate origin will change as the vehicle's pose changes. Assume that during a scan, an autonomous vehicle travels at a speed of 10 m/s, and the duration of the scan is 100 milliseconds, and during this time, the coordinate origin of the LiDAR moves with the vehicle by approximately 1 meter. If the change in the attitude of the vehicle is not considered, the distribution of the points of the same laser line will not follow a concentric circle but a spiral curve. As shown in figure 3a, a single laser scan data at time t when the vehicle's movement is not considered greatly differs from the sum of the packet data during the scan interval. In addition, changes in vehicle pitch and roll angles can have a significant impact on the origin of the sensor coordinate system and the direction of the coordinate axes when travelling on undulating roads, which will affect the distribution of the LiDAR points. As shown in figure 3(b-c) , when travelling on an undulating road, the posture of the vehicle may fluctuate or roll as the road surface changes. When the pitch angle of the vehicle changes greatly, the autonomous vehicle can easily recognize the LiDAR points distributed on the road surface as obstacle points. Therefore, in order to accurately detect road boundary, it is necessary to consider the vehicle attitude change when processing point cloud. To address this problem, one possible approach is to obtain the attitude change information of the autonomous vehicle in real time through an inertial navigation system, odometer, GPS or other attitude sensing devices. Then, the attitude information is used to correct the acquired raw LiDAR data to compensate for the effects of the autonomous vehicle movement during scanning. In this study, an RT2000 inertial navigation system is used to obtain vehicle attitude information during each scan period, as shown in Fig. 2 . The RT2000 consists of three angular velocity sensors, three servo accelerometers, a GPS receiver and all the necessary processing elements contained in a very compact box. The data output frequency is 100 Hz, and the position precision can up to 1 cm and the attitude angle precision can be up to 0.15 • . Even in urban or treecovered environments, the RT2000 can still provide accurate speed information [34] . When the laser is rotated at a frequency of 10 Hz, we assume that the position and orientation of the autonomous vehicle will change linearly during the scan because of the short scan period. Therefore, the variation in the position and posture of the vehicle corresponding to each scanning position (i.e., the horizontal rotation angle from 0 to 2π) can be calculated by linear difference.
We assume that the spatial position of the vehicle changes by ( x, y, z) T , and the pitch and roll angles of the vehicle change by α and β during a scan. For a raw point p i (x i , y i , z i ) whose horizontal rotation angle is θ i , the amounts of change in its pitch and roll angle are α i and β i , respectively, and the change in the spatial position of the vehicle is T i during the scan. These parameters can be calculated as follows:
Then, the rectified point p i (x i , y i , z i ) with a horizontal rotation angle θ i can be calculated using Eq. (5) and (6), and figure 4 shows an example of using GNSS to correct the raw laser point cloud.
In addition, the raw point cloud has some isolated noise points, and if these noise points are not eliminated, they will interfere with the boundary points. Therefore, it is necessary to use filters to filter these noise points. Commonly used filters include mean filters, low-pass filters, median filters and adaptive filters, among which median filter is the most efficient filter for sparsely distributed point cloud data. It involves using a sorting theory to effectively suppress noise signals and completely eliminate isolated noise points while ensuring that the raw data is not distorted. Therefore, the median filter is selected to handle noise points in LiDAR raw data. The white point is the raw point cloud, and the red point is the corrected point using the vehicle attitude information.
C. GROUND POINTS EXTRACTION
When using 3D LiDAR to accurately detect road boundaries, a common method is to calculate the road boundary features of each laser point, and then identify candidate boundary points from a large number of laser point clouds based on the boundary features. However, a 3D LiDAR such as the HDL-32E, which can generate approximately 700 000 points per second to describe the surroundings of the vehicle. If all points are traversed to calculate road boundary features, the detection algorithm will be very time-consuming, and it will be difficult to meet the real-time requirements of the autonomous vehicle. Road boundary points are part of the ground point; thus, we first use a fast and efficient method to extract points on the ground. This can greatly reduce the search range of road boundary points and improve the efficiency of road boundary detection. Moreover, obstructions on the road that interfere with the road boundary are eliminated to some extent, and the extraction accuracy of the road boundary candidate points can be improved.
Zhang et al. [31] proposed a method based on a planar model to segment the road area. In the method, all points with a negative vertical pointing angle are selected, and the parameters of the plane are estimated using the random sample consensus (RANSAC) method. However, the real road is not always seen as a plane. In addition, RANSAC is an indeterminate algorithm, and it has a certain probability to provide a reasonable result. To increase the probability, the number of iterations must be increased. Zai et al. [35] expressed road surface with a set of facets, and accurately extracted the road surface in each facet. However, the method requires traversing all points to find their nearest k-neighbors to calculate the smoothness and normal vector values and then determining whether the features of the point meet the criteria of the road features. Therefore, this method is very timeconsuming. In this paper, a method based on a polar gridbased method is proposed to extract ground surface points. However, unlike [36] in which uses grid cells of the same size are used, the sizes of cells are divided according to the principle that LiDAR scan points become sparse as the distance increases. As shown in Fig. 5a , we first divide the polar grid into m sectors, and the angle of sector depends on the horizontal angular resolution of 3D LiDAR. The number of sectors m can be calculated as follows:
where θ represents the horizontal angular resolution of 3D LiDAR, and λ represents the harmonic factor, which reflects how many points on the same laser line fall into a sector. In this paper, λ is taken as 2 to ensure that at least two points on the same laser line fall into a sector. Then the point cloud P = {p i |x i , y i , z i } is projected onto the corresponding sector area according to the angle between the horizontal angle of the point and the positive direction of the x coordinate axis. The point projected to the sector can be expressed by S(p i ), and the index calculation expression for the sector of the point in the grid is as follows:
where χ (·) represents the unit step function. All the points that were projected to the sector S s can be expressed as P s .
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Then, the range of the vertical radiation angle of the 3D LiDAR is then divided into k angles of ϑ, each angle corresponding to a bin of the sector.
Here, θ is the horizontal angular resolution of the 3D LiDAR, and µ denotes a harmonic factor; its value determines how many laser lines of the 3D LiDAR are mapped to each bin of grid. In this study, µ was set to 2 to ensure that at least the points in the bin come from two laser lines of the LiDAR. The position of each bin is calculated as follows:
The points in each sector are further mapped into kbins. The area covered by the bin b j is from b j to b j+1 , and the point p i in P s is projected to b j if and only if the following condition is met:
Each bin of the grid contains points where the LiDAR hits the ground and obstacles. In addition, the points in the bin extend upward from the ground surface. Therefore, the ground point can be extracted quickly according to the extension height of the points in each bin. The pseudo code of the specific implementation of the method is as follows. Let us assume that Grid(S s , b j ) represents all LiDAR points mapped into the grid of the jth bin of the sth sector. First, an offset of the LiDAR installation height is added to Algorithm 1 Ground Surface Points Extraction 1 Input: the raw points of 3D LiDAR P = {p 1 , p 2,..., p n } 2 Output: the ground surface points P g 3 Parameters:b 0 , b k , H, µ, λ, C th , V th 4 Mapping all the point cloud data into the polar grid Grid
The z coordinate value of the point plus the laser installation height.
Order the points in the grid Grid(S s , b j ) at height, Grid if z = p z i+1 − p z i > V th is satisfied, the search is stopped, and the point p i+1 and its above points are considered to be obstacle points. At this point, if p z i < C th , {p 1 , p 2 , . . . p i } is considered as points on the ground surface. In this condition, C th is the maximum height of the road boundary from the road surface, and V th is the maximum distance between adjacent points on the obstacle, and its value is calculated using Eq. (15) .
With this scheme, most outliers such as cars, pedestrians and trees over the ground are removed. An example of the ground point cloud extraction results in a city scene is shown in figure 6 . The time of extracting about 1000 frames of ground points recorded in urban outdoor environments with our approach is shown in figure 7 . The average computation time of our ground point extraction pipeline is approximately 17 ms/frame, which can run completely in real time.
D. ROAD BOUNDARY POINT FEATURE SELECTION
Based on the extracted ground points, some boundary points need to be selected to distinguish between road area and nonroad area. Based on the diverse characteristics of the driving environment, the spatial features of the road boundary are defined and extracted, and then the candidate feature points of the road boundary are detected by a novel search method. An illustration of the distribution of point cloud on the road and road boundary. As can be seen from the figure, the angle formed by the three consecutive points p l ,i +1 , p l ,i and p l ,i +1 at the road boundary is relatively small, which is obviously different from the angle formed between three consecutive points on the ground.
In general, when a 3D LiDAR scans a flat road, the angles formed by three consecutive points on the same laser line will be approximately the same, and approximately resemble a flat angle, while in the case of pitch and roll, the laser beam scanned to the ground still maintains a smooth characteristic, and the angle change is very small. When the laser beam scans the road boundary, regardless of the road curbs, shoulders or weeds, the laser scanning line will become uneven, resulting in a relatively small angle between the three consecutive points at the road junction, as shown in figure 8 . Therefore, the road boundary point can be identified by calculating the angle formed by three consecutive points on the same scan line.
Let us assume that the coordinates of three consecutive pointsp l,i−1 , p l,i , p l,i+1 on the lth scan line are (x l,i−1 , y l,i−1 , z l,i−1 ), (x l,i , y l,i , z l,i ) and (x i+1 , y i+1 , z i+1 ), respectively. When the scan line is not smooth at pointp l,i , according to the cosine theorem, the angle formed by the three points can be expressed as
If α l,i value is less than a predetermined value α th , then p l,i is likely to be a road boundary point. As shown in figure 8 , the angle formed by the three consecutive points on the road surface is close to 180 • , and the angle formed by three consecutive points at the intersection of the road surface and the road side is about 90 • . We take a relatively loose angle threshold α th (135 • ) to ensure that the boundary points can be acquired when the road boundary is not obvious and farther away. However, when the scan line is interrupted by obstacles, the angle formed by three successive points on the scan line will suddenly become smaller. To ensure the reliability of the detection algorithm, we calculate continuous α i l,j (j = 1 . . . g) values as output. If the value of α i l,j is less than the predetermined value α th , then p l,i is likely to be a road boundary point. If most of all continuous values α i l,j (j = 1 . . . g) are also less than the predetermined value α th , the point p i is more likely to be classified as a boundary point. The average of all consecutive values calculated for each neighbor of p i is the confidence that is classified as a boundary point. The boundary confidence of the point p i is calculated using Eq. (18) .
where α i j is the angle between p i and its adjacent points, calculated using Eq. (19) .
ε(α, α th ) is a step function, which is defined in Eq. (20) .
The parameter g l represents the number of LiDAR points that each laser line can theoretically hit on one side of the road boundary. Since the distribution of LiDAR point cloud is spatially asymmetrical, g l should be determined based on the pitch angle of the laser scan line, the horizontal angular resolution of laser and the height of the road boundary. The distance between consecutive points of a road surface in the lth scan line is d l , and it can be calculated by
where H is the height of the LiDAR installation, θ is the horizontal angle resolution of LiDAR, and φ l is the pitch angle of the lth laser line. Thus, the value of g l in the lth laser line can be approximately computed as follows.
where H c is the general height of the road boundary, and the general range is in the 5 ∼ 25cm. In this paper, H c is taken as 25cm to accommodate most of the road boundaries. As shown in figure 9 , in the case where the LiDAR scan line is approximately parallel to the road boundary, the angle formed by the road boundary point and its neighboring point on the same scan line does not satisfy the aforementioned road boundary criterion. However, the changes between adjacent scan lines along the road boundary, such as radial distance, height, and gradient, are more pronounced. In this case, the feature of the radial gradient change between points on adjacent scan lines is used as a supplement for detecting road boundary points. Suppose three consecutive points 
We first calculate the gradient value between two consecutive points, and defined as follows:
On the road surface, because of the 3D LiDAR scanning principle, the radial distance between adjacent scan lines increases with the increase of distance; thus, g i l−1,l is generally greater than g i l+1,l . However, the radial distance between adjacent scan lines at the road boundary is significantly reduced, and the height difference between the scan lines is significantly increased, which results in g i l−1,l being less than g i l+1,l . Therefore, by comparing the magnitudes of the two gradient values, it can be determined whether the point p l,i is a road boundary point. The probability that point p l,i is the boundary point of the road is defined as follows:
P grad (·) is strictly monotonic and symmetric with (0,0.5). If the probability exceeds 0.5, it indicates that the point p l,i is likely to be a road boundary point. Combining these two features, we define the probability that the point p l,i is the road boundary point:
When the probability P(p l,i ) exceeds a given threshold P th , there is very high possibility that this point p l,i is a road boundary point, and we add p l,i to the road boundary point set. To ensure that more possible road boundary points can be searched, the final value of P th is taken to be relatively small, 0.5.
E. SEARCH ROAD BOUNDARY POINTS
The 3D LiDAR's scan line consists of a series of discrete points that require a specific boundary search strategy to make the boundary points continuous over the innermost contour of the road area. The left and right edges are independent and can satisfy the application of autonomous vehicle. The implementation of the search algorithm is as follows. First, the sparse ground point cloud is encoded into a 2D based on the horizontal rotation angle θ and vertical pitch angle φ of the point. The number of rows in the array is equal to the number of laser lines, and the number of columns is equal to the number of laser points in a laser line. Therefore, for a point p i = {x i , y i , z i , θ i , φ i }, the index of the row and column in the array is respectively as follows.
Then, based on the above analysis of the characteristics of the road boundary points, the LiDAR points in the array unit are used to calculate the road boundary characteristics of each non-empty array unit. An array of boundary features of the same size is obtained. Since the calculated array contains a 360-degree area around the vehicle, we divide the calculated feature array into two parts with the same column number, based on the laser horizontal rotation angle (i.e., the area of the scan range in [0, π) and (π, 2π]), corresponding to the front and rear areas of the vehicle. We search for road boundary points from the two arrays, individually. The search algorithm is implemented as follows. 1) We first perform a middle-to-side search of the road boundaries on the left and right sides of the road in each row of the feature array. When searching the left or right side, if the road boundary probability of the element is greater than a given threshold P th , the search for that side is stopped, the index of the element in the array of elements is recorded and the element is used as the left or right road boundary element. All the candidate road boundary elements are sequentially extracted, as shown in figure 10a .
2) We select the closest n elements from the right candidate boundary elements extracted above as the initial element of the right boundary, as illustrated in figure 10b . The value of n is sufficient to calculate the road model. Moreover, to calculate in real time and ensure that the n elements are located on the road boundaries of the road, the value of n should not be too large. In this article, n is taken to be 3. Let us define B k R = (x k , y k ) to represent the right-hand road boundary element extracted from the kth row, and x k , y k represent the index of the row and column of the element.
3) The index of the boundary element in the (k + 1)th row is predicted. To calculate the position of the right-hand road boundary element in the (k + 1)th row, the right boundary is first fitted with a second-order polynomial using the previous n boundary elements {B i R } i=k−n−1 . The predicted column of the road boundary element on the right side of the (k + 1)th row can be calculated from the fitted road model and is expressed as follows:
where {B i R } i=k−n−1 represents the previous n boundary elements, x k+1 represents the index of the (k + 1)th row, and f is a prediction function that predicts the column index of the (k +1)th element based on the previous detected elements and row index of the (k+1)th element. P k+1 is the index of the column in which the predicted boundary point is located. Then, we use the predicted road boundary element as the center to search for boundary elements whose boundary probability is greater than P th within 5 neighborhoods. If the number of elements searched for is greater than or equal to 1, the element with the highest probability is used as the detected road boundary element, and the index value of the element column is recorded as y k+1 . Otherwise, the prediction element is used VOLUME 7, 2019 as the detected road boundary element and the index value of the prediction element column is recorded as y k+1 . 4) We use the same strategy to search each row of the feature array until the last row. Therefore, all candidate boundary elements on the right side of road can be obtained. In the same way, the above search algorithm performs a search on the left side of the road to obtain all candidate elements of the left boundary, as shown in figure 10c.
F. ROAD BOUNDARY FITTING
After the search process, the boundary feature points of the road are obtained. Since road shapes usually appear as straight lines or standard curves, it is necessary to use road model knowledge to represent road boundary information. Through the road model, the road boundaries detection can be transformed into a road model solution. Usually, road model expression methods are based on linear, parabolic and hyperbolic road models. Minor changes in the shape of the road boundaries can cause large variations in the parameters of these models. However, the parameters of the B-splinebased road boundary vary little between adjacent frames. Furthermore, B-splines can represent a wider purview of road boundary shapes than other models while maintaining a well-knit representation, because the B-spline has local manoeuvrability and can form a wantonly shape. Based on this situation, the B-spline curve model is used in this paper to fit the road boundary and generate the final parameter expression curve.
Assume that C i (i = 0 . . . n) is the (n + 1) control points of the B-spline curve, and the expression of the B-spline curve is
where k is the order of the B-spline, and N i,k (t) is the basis function of the B-spline, which can be defined according to the recursive formula:
where U = [u 0 , u 1 , u 2 , . . . , u n ] constitutes a nondecreasing sequence of node vectors for the K-order B-spline function. If the nodes are evenly distributed along the parameter axis, the B-spline curves are uniform; if the nodes spacing along the parameter axis is not uniform, the B-spline curves are non-uniform. When constructing a curve, the computational complexity is much greater when using a non-uniform B-spline function than when using a uniform B-spline function, and the effects of using either are not significantly different. Moreover, the higher the order of the spline curve, the more the number of control points are needed, and the more the number of curve segments; this is not conducive to local control. Therefore, in this paper, a cubic uniform B-spline curve model is used to fit the road boundary. The basis function of the cubic B-spline curve is
By combining Eq. (29) and (32)- (35), the matrix form of the cubic B-spline parameter equation can be obtained:
In formula (36) ,
] is a set of control points. Therefore, to obtain the parameter equation of the B-spline curve, the control point must first be calculated. For the extracted road boundary points set P = {p 0 , p 1 , p 2 , . . . , p m } on the B-spline curve, point p i should satisfy Eq. (29); that is, the following equation is satisfied:
In addition, the B-spline curve passes the first and last control points, therefore, the first and last two control points satisfy the duplicate node condition (i.e.,C 1 = C 0 , C m+1 = C m ). From this, it is possible to determine the unique set of control points[C 0 , C 1 , . . . , C m , C m+1 ]. In this way, according to the duplicate node boundary conditions, a series of road boundary feature points P={p 0 ,p 1 ,p 2 ,. . . ,p m } can be used to find the (m + 2) control points. The two adjacent road feature points are connected by a cubic B-spline curve, and the entire trajectory is composed of (m − 1)curve segments.
III. EXPERIMENT AND EVALUATION
To evaluate the proposed road boundary detection method, extensive experiments were conducted under various scenarios. The experiments were mainly divided into two parts. The first part was to select representative scenes such as straight road and curved road in urban areas to verify the effectiveness of the algorithm. The second part was to quantitatively analyze the performance of the proposed algorithm. The experiment platform was the ''Xinda'' autonomous vehicle developed by Chang'an University, as shown in figure 2.
A. THE FIRST EXPERIMENT RESULTS AND ANALYSIS 1) THE STRAIGHT ROAD SCENE
A section of straight urban road in WeiYang District, Xi'an City, Shaanxi Province was selected as the first scene for testing. A typical feature of urban roads is that road boundaries on both sides of the road are composed of curbs and shrubs, FIGURE 11. The results of road boundary detection in a typical urban straight scene: (a) is a raw point cloud of the HDL 32E LiDAR; (b) road boundary point detected using the proposed method; (c) road boundary of the fitted road and the area of the road to be extracted.
FIGURE 12.
The road boundary detection results in a typical urban curve scenario: (a) raw point cloud of the HDL-32E LiDAR; (b) road boundary point detected using the proposed method; (c) road boundary of the fitted road and the extracted road area.
vehicles occasionally appear on the road, and vehicles block some of the road boundaries. As shown in figure 11a, seven vehicles moved around the test vehicle, blocking both sides of the road boundaries. The presence of these vehicles may have an impact on the extraction of road boundaries. In figure 11b , white dots represent extracted ground points, and the red dots represent road boundary points searched using our method. In figure 11c , the red curve represents the fitted road boundary, and the white point represents the segmented road region. It can be seen that the proposed method correctly detected road boundaries on both sides of the road. This algorithm had a good effect on the road disturbance and the discontinuous road boundaries. This is mainly because we first used the ground extraction method to filter out the points that hit the obstacles, and predicted the boundary points of roads in the blocked area, this ensured the integrity of the road boundary detection.
2) THE CURVED ROAD SCENE
A typical curved road scenario with a road width of approximately 7 meters, as shown in figure 12a , was chosen as the second scene for testing. The road boundary consisted of curbstones with many weeping willows on either sides of the road. Some willow branches were extended to the road, resulting in a large number of noise points in the raw point cloud, which increases the difficulty of searching for road boundary points. The white dots in figure 12b represent the extracted ground points, and the red dots represent the extracted road boundary points. It can be seen from the figure that our method could still reliably search for most of the road boundary points on the curved road. Figure 12c is the fitting road boundary, and it can be seen that the B-spline curve model fits well with the curved shape. Figure 13 shows another curved road scene, but the road boundaries were more irregular, as shown in figure 13a. The left boundary of the curved road was composed of low curbstones, while the right border was composed of low lawns and shrubs, and was very inconspicuous. In addition, it can be seen that there were a large number of miscellaneous points on the road, which seriously affected the local morphology of the point cloud in the road environment, since we did not rely on the height variations of road boundaries, but instead used a strategy based on the point angle change on a single scan line. As can be seen from figure 13b, even when there were only low lawns and shoulders on both sides of the road, our method could still detect the road boundary points, which reflects the adaptability of the algorithm. Figure 14 shows the road boundary detection result when the travelling direction of the vehicle is diagonally opposite the road boundary. As shown in figure 14a , there is an angle of about 45 • between the front of the test vehicle and the road boundary on the right side. Figure 14b shows that our method can provide reliable road boundary points detection results. We first use the middle-to-side search strategy to determine the initial boundary points, and then combine the boundary point prediction with boundary point detection to search for road boundary points, which can be well adapted to changes in road morphology. 
3) THE SCENE OF OPPOSITE VEHICLE DIRECTION

4) THE SCENE OF ROAD WITH VARYING WIDTHS
A section of road with varying road widths in an urban environment, as shown in figure 15a , was selected as the fifth scene. The lawn and trees form the road boundary, and the width of the road tapers. Figure 15b and figure 15c show road boundary search and road area extraction results. It can be seen from the figure that we used two reliable boundary features to detect the road boundary points and a cubic B-spline curve model to fit with the detection of road boundary points. Our method still obtained reliable detection results for roads with varying road boundary widths.
B. THE SECOND EXPERIMENT RESULTS AND ANALYSIS
To evaluate the accuracy of the proposed method and determine if it can meet the real-time requirements of autonomous vehicles, we conducted quantitative experiments. For this purpose, we chose the Chang'an University Surabaya Campus and the connected urban roads as test routes, as shown in figure 16 . The route was about 4.6 kilometers and included a variety of complex road environments such as regular urban straight roads, curved roads made of curbstones, wide roads and low-turfed roads.
To assess the computational efficiency of this algorithm, an on-board industrial PC was used in this experiment. The IPC configuration is an Intel (R) Core (TM) i7-4790 processor, with 3.4 GHz frequency and 16 G RAM. The software development environment uses a Linux and ROS architecture. We used the C++ language to implement our algorithm.
C. COMPUTATION TIME
The road boundary detection algorithm is mainly for the application of autonomous vehicles. Therefore, it is important that the algorithm can effectively run in real time. We calculated the running time of the algorithm proposed in the second part of the experiment, as shown in figure 17 . The average computation time for the proposed method is 36.5 milliseconds per frame, and the 3D LiDAR scan frequency is 10 Hz; thus, the algorithm can run completely in real time. Although the operation of the boundary detection process mainly involves a 3D point cloud, we used a predictive search method to narrow the search range and greatly reduced the calculation time per frame. To quantitatively assess the performance of the proposed road boundary detection method, we selected roads with different road boundary types in the assessment path, such as typical urban straight roads, curved roads, roads with varying widths composed of curbstones, and the roads consisting of low turf borders, referred to as Type I, Type II, Type III, and Type IV, respectively. Since few datasets are available for road boundary detection based on 3D LIDAR point cloud, we used the point cloud annotation tool to manually label road boundaries in 500 frames for each type of road boundary scene as the ground-truth data. The maximum tolerance distance was set to 10 cm. When the distance between the detected road boundary and the labeled road boundary is within the tolerance range, the road boundary is considered to be correctly detected.
We used three evaluation metrics similar to [37] to quantitatively evaluate the proposed method (i.e., precision rate, recall rate and accuracy rate), and the three metrics are defined as follows:
Precision rate (%) is the ratio of true positives in the total road boundary extracted, and it reflects the correctness of the road boundary detection. It is defined as follows:
where L d denotes the length of the road boundary extracted in the annotated scene, and N TP is the length of the real boundary in the extracted road boundary. Recall rate (%) is the ratio of the correctly detected road boundary length to the length of the ground-true road boundary marked in the test set. It is defined as follows:
where L g is the length of the ground-true road boundary marked in the experimental scenario. Accuracy rate (%) is the ratio of the sum of the correctly detected road boundary and the non-boundary length to the total length of the test road; it reflects the completeness of the road boundary detection and is defined as follows:
where L is the total length of the test road, and N TN is the length of the correctly detected road non-boundary. In addition, the state-of-the-art methods proposed by Guan et al. [38] , Chen et al. [39] , Hata and Wolf [3] , Zhang et al. [31] are also compared with the proposed method. The evaluation metrics and the comparison results are listed in Table 1 . It can be clearly seen from the evaluation metrics in the table that the proposed method has achieved the best performance. As shown in Table 1 , the proposed method achieved accuracy rates of 95.14%, 93.22%, 92.73%, and 91.88%; precision rates of 94.95%, 91.69%, 89.91 and 89.65% and recall rate of 95.87%, 93.68%, 92.91 and 91.80% on the four different types of scenarios, respectively, outperforming the other methods. In addition, for the four different scenarios, only a slight difference exists between the accuracy rates of the proposed road boundary detection, reflecting the robustness of the proposed algorithm.
In the method proposed by Guan et al. [38] , the LiDAR point cloud is first divided into data blocks according to the vehicle trajectory, and then two boundary points in each block are extracted according to the empirical height and slope of the road boundary. The method can be used to detect urban straight roads with obvious boundaries, and the accuracy rate is 85.82%. However, since the autonomous vehicle does not have its own future trajectory information, it is difficult to accurately detect the curved road boundary with an accuracy of only 80.68%. In addition, this method is also not ideal for road boundary detection with low lawn formation.
In Chen's method [39] , road boundary candidate points are extracted directly from each laser line, thereby improving the detection accuracy of the low road boundary, and the accuracy of Type I is 89.90%. However, this method adopts Hough transform to propose the initial boundary points. When the road has a large curvature or inconsistent width, many boundary points will be lost in the extraction of the initial road boundary point using the Hough transform method, and the extraction of too few boundary points cannot fully describe the road shape structure. Therefore, the detection effects of the curve boundary and the boundary of the road with varying width are not ideal, and the road boundary detection accuracies for Type III and IV roads are 83.61% and 80.04%.
The method provided by Hata and Wolf [3] does not use height information, but instead identifies road boundary points by calculating radial differences between adjacent laser lines, and uses least trimmed squares (LTS) to fit road boundaries. This method can achieve high accuracy for detecting straight and curved road boundaries with small curvature, and the accuracies for Type I and Type II are 91.07% and 85.34%, respectively. However, this method assumes that the center line of the 3D LIDAR is perpendicular to the ground when calculating the radial difference between adjacent laser lines; this situation cannot be satisfied when an autonomous vehicle is travelling on an undulating road. Therefore, the method has a lower boundary detection accuracy on an undulating road. In addition, when an obstacle appears on the road, it may be mistakenly recognized as a road boundary.
Zhang's method [31] is similar to ours. It uses the nearest neighbor on the same laser line to calculate the smoothness and continuity of the points in the local area, and then searches for the boundary points with road boundary features on each laser line. His method can achieve good results on flat roads and slopes with a small curvature, and the accuracy for Type I road is 93.14%. However, the boundary point search method used by Zhang [31] is a typical middle-toside method. When the heading of an autonomous vehicle is different from the direction of the road boundary or when the road curvature is large, Zhang's method can only search for the boundary point closer to the car, and the accuracies for Type III and Type IV are 86.60% and 85.06%, respectively, which are lower than those of our method. Moreover, all the points in each scan line is involved in the calculation, which leads to more time consumption.
The proposed method can achieve its superior performance mainly because of three aspects: (1) The proposed method considers the presence of obstacles on the road, and uses two spatial attributes of the road boundary, which can be well adapted to different heights and different road boundary structures. (2) The algorithm uses predictive combination detection to search for road boundary points. When the road boundary is lost or occluded, the boundary points of the missing portion can still be accurately extracted. (3) The method uses the cubic spline model to fit the road boundary and has better adaptability to different shaped road boundaries, especially road boundaries with large curvature changes. The road boundary detection errors are mainly at the intersection. At the intersection of the road, road boundaries are not continuous, and it is not possible to fit road boundaries based on a single model.
IV. CONCLUSION AND FUTURE WORK
In this work, we propose a dedicated algorithm for quickly and robustly extracting road boundaries from the in-vehicle 3D LiDAR data collected by autonomous vehicles. The algorithm has been tested on our autonomous driving platform ''Xinda'' to under many road conditions, such as straight roads, curved road sections, and sections with varying widths. The experimental results show that the average accuracy of the proposed algorithm exceeds 93% and its average processing time is approximately 36.5 ms/frame, which outperforms most of the state-of-the-art methods.
For the case where road obstacles exist on the road and road boundaries are irregularly shaped, the proposed algorithm still exhibits high accuracy and efficiency in extracting road boundaries. The algorithm has been successfully utilized on our ''Xinda'' autonomous vehicle for over 1000 kilometers.
In the future works, we will focus on addressing the road boundary detection at the road intersection. In addition, we will simultaneously fuse the 3D LIDAR data with the road texture and color information from the images captured by the on-board camera, which may be useful to further improve the accuracy of the road boundary detection algorithm.
