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Introduzione
Questa tesi si propone di discutere nel modo piu semplice possibile la costru-
zione dell'omologia di Khovanov, un particolare tipo di omologia associata
ad un nodo o un link. Un nodo e una curva chiusa liscia in R3. Un link e
una unione di nodi che non si intersecano.
Il problema principale dei nodi consiste nel capire quale link si puo tra-
sformare in quale link (senza ovviamente tagliare le corde!). Vogliamo capire
se due link sono o meno equivalenti a meno di isotopia. Conviene spesso usa-
re, invece del link in S3, una sua generica proiezione ad un diagramma su R2.
Alexander ha mostrato (teorema 1.0.4) che due diagrammi sono equivalenti
se e solo se sono collegati da una successione di mosse, dette di Reidemeiser,
mostrate in gura 1.1.
Per capire se due link sono equivalenti puo essere utile trovare degli inva-
rianti, ossia assegnare ad ogni link un oggetto, in modo che a link equivalenti
corrisponda lo stesso oggetto. Un esempio semplice ma ecace e il numero
di componenti di un link; se due link hanno diverso numero di componenti,
chiaramente non possono essere trasformati l'uno nell'altro. Ad esempio, link
e non possono essere trasformati l'uno nell'altro. Esistono numerosi
esempi di invarianti, con costruzioni piu o meno esotiche, con oggetti che
siano numeri, polinomi, gruppi, moduli e via dicendo. Tra i piu interessan-
ti, vi e il polinomio di Jones (denizione 1.2.1), un polinomio nelle variabili
formali q e q 1.
Un esempio di invariante un po' piu complesso e l'insieme dei gruppi di
omologia di Khovanov Hs;t (denizione 3.1.6), indicizzati da due parametri,
s (altezza, o grado omologico) e t (grado quantico).
Si puo dimostrare che l'omologia di Khovanov e un'invariante strettamen-
te piu forte del polinomio di Jones. In particolare, vale l'identita 3.2.1: la
caratteristica di Eulero dell'omologia di Khovanov e il polinomio di Jones.
Sebbene l'omologia di Khovanov aiuti a risolvere il problema della classi-
cazione dei nodi, questa non e un invariante completo, quindi non risolve
totalmente il problema. Esistono infatti nodi con polinomio di Jones ugua-




hanno entrambi lo stesso numero di incroci positivi e negativi e lo stesso
polinomio di Jones, ma la loro omologia di Khovanov e diversa.
Grazie all'omologia di Khovanov, e possibile dimostrare risultati sui nodi
come la congettura di Milnor in modo puramente combinatorio, seguendo la
via indicata da Rasmussen (2004), ed evitando le dimostrazioni via teorie di
gauge di Kronheimer e Mrowka (1993). Al momento, i calcoli al computer
sull'omologia di Khovanov hanno suggerito numerose congetture, molte delle




In questo capitolo deniamo alcuni strumenti utili a distinguere un nodo
dall'altro.
Un nodo si ottiene prendendo un segmento in R3, attorcigliandolo in
vari modi, e collegando tra loro le estremita. Piu formalmente, abbiamo la
seguente denizione.
Denizione 1.0.1. Un nodo e una 1-varieta dierenziabile connessa in R3.
In particolare un nodo e compatto, quindi possiamo pensarlo sia in R3
sia in S3.
Anche se la nostra attenzione sara dedicata ai nodi, molte delle nostre
costruzioni si estendono anche ad oggetti piu generici dei nodi, come i tangle
e i link.
Denizione 1.0.2. Un link e una 1-varieta dierenziabile in S3. Un tangle e
una 1-varieta dierenziabile compatta in R2[0; 1], eventualmente con bordo
(contenuto in R2  f0; 1g).
In sostanza, un tangle e un insieme di curve, un link e un insieme di curve
chiuse, un nodo e una curva chiusa.
Due link sono equivalenti se e possibile trasformare un link nell'altro
con mosse \naturali", cioe muovendo il link nello spazio ma senza tagliare e
incollare le curve. Piu formalmente, possiamo denire l'equivalenza di link.
Denizione 1.0.3. Due link sono equivalenti se esiste una isotopia ambiente
dierenziabile che li collega.
Per visualizzare un nodo, spesso ricorreremo ad un diagramma del nodo,
cioe una proiezione del nodo su un piano. Richiederemo che si tratti di
una proiezione generica, cioe tale che in ogni incrocio coinvolge solo due
archi. Inoltre considereremo dei diagrammi con una struttura aggiuntiva: ad
ogni incrocio aggiungiamo l'informazione quale arco passa sotto e quale arco
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Figura 1.1: (Mosse di Reidemeiser).
passa sopra. Un diagramma di questo tipo e quello che basta per riuscire a
ricostruire il nodo di partenza.
Un graco del tipo rappresenta un diagramma in cui la parte all'in-
terno del cerchio tratteggiato e come in gura, mentre la parte all'esterno e
arbitrariamente ssata.
Abbiamo bisogno di una denizione piu maneggevole di equivalenza di
diagrammi di nodi. In eetti, risulta che due nodi equivalenti sono collegati
da una successione di mosse di Reidemeiser. Una mossa di Reidemeiser
consiste nel modicare un diagramma usando una delle mosse in Figura 1.1.
Le mosse sono sostanzialmente la mossa di aggiunta o rimozione di un ricciolo,
la sovrapposizione di due archi, l'attraversamento di un incrocio con un arco.
Tali mosse da intendersi in senso locale, ossia si possono applicare a qual-
siasi diagramma di link o tangle fatto localmente come uno dei diagrammi
in gura.
Teorema 1.0.4 (Alexander, 1920). Diagrammi diversi dello stesso link so-
no collegati da una successione di mosse di Reidemeiser (Figura 1.1) e da
isotopie planari. Due link sono equivalenti se e solo se due qualsiasi loro
diagrammi sono collegati da una successione di mosse di Reidemeiser e da
isotopie planari.
A questo punto vogliamo trovare dei metodi per capire quali nodi sono
equivalenti. Ad esempio, contare il numero di componenti. Il nodo e il no-
do non sono equivalenti poiche hanno diverso numero di componenti,
ed il numero di componenti e un ovvio invariante d'isotopia.
Tuttavia si tratta di un invariante non molto potente: i nodi e
hanno entrambi due componenti ma non sono equivalenti. Possiamo denire
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un invariante aggiuntivo, il linking number, che misura quanto due nodi sono
avvolti tra loro. Abbiamo bisogno di link orientati, quindi di diagrammi di
link orientati. Le informazioni sull'orientazione saranno incluse nel diagram-
ma con delle frecce, dove si richiede che ogni incrocio abbia orientazioni degli
archi che escono da tale incrocio disposte in modo consistente.
Per un incrocio p del tipo deniamo il suo segno (p) = +1, per un
incrocio p del tipo deniamo il suo segno (p) =  1.
Dato un siagramma di link orientato T costituito da due componenti 
e , denisco  u  come l'insieme degli incroci tra la componente  e la
componente . In particolare, u  non include le autointersezioni di  o di
.







Ad esempio, il diagramma ha linking number 1
2
(1 + 1) = 1, il dia-
gramma ha linking number 1
2
( 1  1) =  1.
Dalle mosse di Reidemeiser e immediato vericare che il linking number
e un invariante del nodo; l'aggiunta di un ricciolo non inuisce sul linking
number, la sovrapposizione di due archi aggiunge e toglie 1 alla somma dei
segni, l'attraversamento di un incrocio non modica il segno degli incroci nel
diagramma.
Quanto detto basta a dimostrare che e non sono link equiva-
lenti.
1.1 Bracket di Kauman
Deniamo ora un polinomio bracket [K] associato ad un diagramma K non
orientato. con [K] 2 Z[A;B; d]. Le variabili A, B, d sono tre variabili
formali che commutano tra loro. Dato un incrocio , e in generale possibile
sostituirlo con (in tal caso si parla di 0-risoluzione di ), oppure con
(1-risoluzione). Il polinomio bracketK deve soddisfare le seguenti regole:
[ ] = A[ ] +B[ ];
[ K] = d[K];
[ ] = d:
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La prima di queste tre equazioni e una \relazione di skein". Una relazione
di skein e in generale una relazione che coinvolge i tre diagrammi , ,
. Come per le mosse di Reidemeister, con i diagrammi , , ,
si intendono porzioni di un diagramma piu grande, identico al di fuori del
cerchio tratteggiato. La parte esterna puo essere scelta arbitrariamente, e
per ogni scelta ottengo una regola. Ad esempio scegliendo il diagramma
posso ottenere la regola
[ ] = A[ ] +B[ ]:
Con queste formule abbiamo denito la parentesi [K] in modo ricorsivo
per ogni K. Resta da vedere che, in questo modo, [K] e ben denito. Per
fare cio, usiamo una denizione alternativa di [K], del tipo state-sum. Uno
stato s e dato dal diagramma K piu un numero, 0 o 1, associato ad ogni
incrocio di K. Se K ha n incroci, gli stati di K sono quindi 2n.
Dato uno stato s, chiamiamo jsj il numero di componenti nella risoluzione
di K associata a tale stato, chiamiamo i(s) il numero di incroci risolti nel






Dimostrazione. La formula segue direttamente dalle regole che deniscono
[K]. In particolare, tale formula puo essere usata come denizione di [K].
Il polinomio [K] appena denito non e un invariante di nodi. Tuttavia,
scelti opportunamente A, B, d, possiamo trasformarlo in invariante di nodi.
Lemma 1.1.2.
[ ] = AB[ ] + (ABd+ A2 +B2) :
Dimostrazione.
[ ] = A[ ] +B[ ]
= A2[ ] + AB[ ] + AB[ ] +B2[ ]
= (A2 +B2 + ABd)[ ] + AB[ ]:
Quindi per ottenere l'invarianza per sovrapposizione di archi e suciente
porre AB = 1 e d =  A2   B2. L'invarianza per attraversamento di un
incrocio, nota l'invarianza per sovrapposizione di archi, e piu facile.
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Lemma 1.1.3. Se vale [ ] = [ ], allora [] e invariante anche per la
mossa attraversamento di un incrocio.
Dimostrazione.
[ ] = A[ ] +B[ ]
= A[ ] +B[ ]
= [ ]:
Denizione 1.1.4. La parentesi hKi per link non orientati, detta parentesi
di Kauman, e data da hKi = [K] con B = A 1 e d =  A2   A 2. In tal
modo, la parentesi di Kauman invariante per la seconda e la terza mossa di












= ( A2   A 2) hKi ;
 
=  A2   A 2:
Osservazione 1.1.5. Tale denizione non e quella usata originariamente da
Kauman nell'articolo [LHK-N], ma e una deniziona riscalata in modo ade-
guato ai nostri scopi. Tale osservazione e valida anche per il polinomio di
Jones.
Per la prima mossa di Reidemeiser (eliminazione di un ricciolo), abbiamo
il seguente lemma.







Deniamo l'avvolgimento w(K) di un link orientato K come la somma di
tutti i segni degli incroci
n+ = #fp incrocioj(p) = 1g




(p) = n+   n :
Come per il linking number, la mossa di Reidemeister sovrapposizione di archi
contribuisce all'avvolgimento con un termine +1 e un termine  1, quindi non
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modica l'avvolgimento. Analogamente, i due termini della mossa attraver-
samento di un incrocio contribuiscono con gli stessi termini all'avvolgimento,
quindi anche questa mossa non modica l'avvolgimento.
Per quanto riguarda la prima mossa di Reidemeiser, osservando il lemma
1.1.6, il primo link ha un incrocio positivo, il secondo link ha un
incrocio negativo. Non e dicile immaginare una normalizzazione fK di hi
che sia invariante per la prima mossa di Reidemeiser.
Denizione 1.1.7. La parentesi di Kauman normalizzata fK per link orien-
tati e
fK = ( A3) w(K) hKi :
Sia w(K) sia hKi sono invarianti per la seconda e terza mossa di Reide-
meiser. Ne consegue che fK e invariante per tutte le mosse di Reidemeiser.
Abbiamo cos dimostrato il seguente lemma.
Lemma 1.1.8. La parentesi di Kauman normalizzata fK e un invariante
di link.
Osservazione 1.1.9. Khovanov utilizza una versione dierente di parentesi di




   q 
 
 
= q   q 1:
Questa versione non e invariante per prima e seconda mossa di Reidemeiser.
Con semplici conti, si verica che, con questa denizione, vale 
=  q2









Normalizzando questa parentesi di Kauman tramite
fK = ( 1)n (K)qn+(K) 2n (K) hKi
si ottiene lo stesso invariante fK denito da Kauman per link orientati,
tramite l'uguaglianza q =  A 2.
L'oggetto fK che abbiamo denito e in stretta relazione con il polinomio
di Jones.
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1.2 Polinomio di Jones
Denizione 1.2.1. Il polinomio di Jones V () e un polinomio per link orientati,
denito tramite le relazioni
 t 1V ( )  t+1V ( ) = (t 12   t  12 )V ( ),
 V ( ) = t 12   t  12 .
Vale il seguente semplice lemma.
Lemma 1.2.2. Posto A = t 
1




















   A 1 
  = (A+2   A 2) 
  ;
A+1( A+3) 
  ( A+3) w( )+
 A 1( A 3) 
  ( A+3) w( ) = (A+2   A 2) 
  (A 3) w( );
 A+4f( ) + A 4f( ) = (A+2   A 2)f( ):
Sostituiamo A = t 
1
4 .
t 1f( ) + t+1f( ) = (t
1





L'omologia di Khovanov, come il polinomio di Jones, e denita a partire dalle
risoluzioni. Sia A un insieme nito di punti su S1, sia D un diagramma di
tangle (contenuto in D2), a bordo A, con n incroci ordinati (eventualmente
etichettati dall'insieme I).
Si ricorda che, dato un incrocio , e possibile sostituirlo con (in
tal caso si parla di 0-risoluzione di ), oppure con (1-risoluzione). La
risoluzione di un incrocio in un tangle sostituisce un diagramma di tangle
con un altro diagramma di tangle con un incrocio in meno. In questo modo
e possibile risolvere tutti gli incroci e ottenere un diagramma di tangle senza
incroci (un insieme di circonferenze e archi).
Una risoluzione totale (o stato) puo essere individuata da un vettore
(x1; : : : ; xn) dove xi e il tipo di risoluzione dell'i-esimo incrocio (quindi e xi e
o 0 o 1). Equivalentemente, una risoluzione totale puo essere individuata da
un insieme J  I costituito dagli incroci risolti nel modo 1. La risoluzione
di un incrocio e un processo locale, quindi non e importante l'ordine con cui
risolvo ciascun incrocio.
Le risoluzioni totali non hanno incroci, sono quindi insiemi di circonfe-
renze e di archi in D2 a bordo A. Denisco la categoria Cob3(A) come la
categoria avente come oggetti gli insiemi di circonferenze e di archi in D2 a
bordo A, a meno di isotopia. I morsmi sono i cobordismi tra due risolu-
zioni, a meno di isotopia. In particolare, tali cobordismi sono in D2  [0; 1],
con bordo in A [0; 1]. Oggetti e morsmi sono considerati sempre a meno
di isotopia che preservi A. I morsmi si compongono nel modo ovvio, cioe
mettendoli uno sopra l'altro, come in Figura 2.1.
A questo punto, dato un diagrammaD, possiamo immaginare le risoluzio-
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Figura 2.1: Composizione di cobordismi; per convenzione, disegnamo i
cobordismi sempre dall'alto verso il basso.
Figura 2.2: Classico cobordismo sella.
ni come disposte sui vertici di MD, un cubo n-dimensionale. Ciascun vertice
del cubo sara denotato con (MD)x1;:::;xn , dove (x1; : : : ; xn) sono le coordinate
del vertice e ciascun xi e 0 o 1. Sia (MD)(x1;:::;xn) il diagramma del tangle del-
la risoluzione di D corrispondente a (x1; : : : ; xn), indicato con D(x1 : : : xn);
(MD)(x1;:::;xn) e quindi un oggetto di Cob
3(A).
Un lato del cubo sara un segmento ad estremi (x1; : : : ; xi 1; 0; xi+1; : : : ; xn)
e (x1; : : : ; xi 1; 1; xi+1; : : : ; xn), che indico con dx1;:::;xi 1;?;xi+1;:::;xn .
Denisco d(x1;:::;xi 1;?;xi+1;:::;xn) il cobordismo dalla risoluzioneMx1;:::;xi 1;0;xi+1;:::;xn
alla risoluzione Mx1;:::;xi 1;1;xi+1;1;xn unione di due pezzi; vicino all'incrocio ho
il classico cobordismo sella della gura 2.2 che manda la 0-risoluzione nella
1-risoluzione, lontano dall'incrocio ho il cobordismo identita.
Il cubo delle risoluzioni (M;d) cos ottenuto e un insieme di oggetti e
frecce, in Cob3(A).
Lemma 2.1.1. Il cubo delle risoluzioni e commutativo.
Dimostrazione. Basta mostrare che ciascuna faccia del cubo e commutati-
va. Questo segue semplicemente dal fatto che due selle ad altezze dierenti
possono essere spostate a selle con altezze uguali tramite una isotopia.
Abbiamo bisogno di fare operazioni con i cubi, e la sola composizione di
cobordismi non e suciente. Creiamo allora un'altra operazione, che ci con-
senta di sommare tra loro due cobordismi. Data una categoria, per ogni cop-
pia di oggetti (A;B), posso sempre estendere l'insieme dei morsmi dal primo
al secondo Mor(A;B) in modo Z-lineare, ad esempio rimpiazzando l'insieme
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dei morsmiMor(A;B) con l'insieme di tutte le combinazioni lineari formali
a coecienti in Z di morsmi in Mor(A;B).
Denizione 2.1.2. Una categoria e pre-additiva se ciascun insieme Mor(A;B)
e un gruppo abeliano (additivo) e le composizioni di morsmi sono bilineari.
La categoria Cob3(A), estesa nel modo appena descritto, diventa una
categoria pre-additiva. Posso eettuare somme e dierenze di cobordismi.
Denizione 2.1.3. Se (M;d) e un cubo, si denisce (M 0; d0) come il cubo con
vertici uguali ai vertici diM , e morsmi d0x1;:::;xi;:::;xn = ( 1)
P
k<i xkdx1;:::;xi;:::;xn
se xi = ?.
Lemma 2.1.4. Se M e un cubo commutativo, M 0 e un cubo anticommuta-
tivo.
L'obbiettivo e confrontare tra loro cubi di tangle diversi. Per fare cio,
e opportuno utilizzare una versione semplicata del cubo, in cui tutti gli
oggetti ad altezza uguale vengono raggruppati insieme. Un modo naturale
di eettuare questa operazione e tramite la categoria delle matrici.
Denizione 2.1.5. Sia C una categoria pre-additiva. La categoria delle matrici
di C, chiamata Mat(C), e costruita in questo modo.
 Oggetti: le somme dirette formali Lni=1Ai di oggetti Ai in C, di lun-
ghezza qualsiasi, nita (eventualmente anche zero).





Fi;j : Ai ! Bj.
 Composizioni di morsmi: la composizione standard di matrici, pro-
dotto righe per colonne.
Se C e una categoria pre-additiva, Mat(C) contiene anche l'oggetto somma
formale vuota (somma diretta formale di zero oggetti), che chiameremo 0.
Inoltre Mat(C) e essa stessa pre-additiva con la somma standard di matrici,
elemento per elemento. Le frecce in Mat(C) che partono o che arrivano in
0 devono essere un morsmo 0 (matrice con zero morsmi). Sara chiaro dal
contesto quando intendiamo l'oggetto 0 e quando un morsmo 0.
A questo punto, e chiaro il modo di raggruppare gli oggetti nei vertici di
un cubo.
Denizione 2.1.6. Deniamo l'altezza (o grado omologico) di un verticeMx1;:::;xn
nel cubo (M;d) come
P
xi. Deniamo C come il raggruppamento dei vertici
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per altezza. Consideriamo cioe gli oggetti
LP
xi=k
Mx1;:::;xn 2 Mat(C) e con-







La mappa da (C(M))k a (C(M))k+1 e data dalla matrice di tutte le mappe
dx1;:::;xn da Mx1;:::;xn con
P
xi = k a My1;:::;yn con
P
yi = k + 1. Nel caso in
cui il morsmo non sia denito (ad esempio, da M010 a M101), consideriamo
il morsmo 0 (sempre ben denito in una categoria pre-additiva).
Quindi, data C categoria pre-additiva, C trasforma un cubo M di oggetti
e frecce in C in una riga C(M) di oggetti e frecce in Mat(C), decisamente piu
maneggevole.
Denizione 2.1.7. Lo shift dell'altezza, o shift del grado omologico, e una
operazione a cui faremo spesso riferimento. Tale operazione e indicata con
[k]. Ad esempio, se C e una riga di oggetti e frecce, (C)k = (C[t])k+t. Nelle
espressioni lo shift del grado omologico avra sempre la precedenza su somme
dirette e prodotti tensore.


































































1A d?11 d1?1 d11?              ! (M111)
con oggetti e frecce in Mat(Cob3(A)), dove C(M)0 = (M000) e C(M)
3 =
(M111).
Eettuiamo questa operazione sui diagrammi di tangle D, in modo da as-
sociare ad un tangleD una riga C(MD) con oggetti e frecce in Mat(Cob
3(A)).
Vogliamo ora considerare le righe di oggetti e frecce come oggetti in una
categoria.
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Denizione 2.1.9. Sia C una categoria pre-additiva. La categoria dei com-
plessi di catene di C, chiamata Kom(C), e costruita in questo modo.
 Oggetti: i complessi di catene, ossia le catene (A; d) = (Ai; di) :=
A0
d0 ! A1 d1 ! : : :! An di oggetti Ai in C, di lunghezza qualsiasi, nita
(eventualmente anche zero), con di+1  di = 0.
 Morsmi: i morsmi di catene F = (Fi) : (A; d) ! (B; d0), con Fi :
Ai ! Bi, che facciano commutare il diagramma







d1 // : : :
(B; d0) : : : :
d0 1 // B0
d00 // B1
d01 // : : : :
 Composizioni di morsmi: la composizione standard elemento per ele-
mento.
L'oggetto Ai 2 C si dice avere grado omologico i.
Data C una categoria pre-additiva, la categoria Kom(C) e automatica-
mente pre-additiva. Le catene possono essere allungate a piacere aggiungen-
do oggetti 0 e mappe 0 in cima e in fondo alle catene. In tal modo, e sempre
possibile denire una mappa tra due oggetti di Kom(C), anche se sono deniti
in gradi omologici diversi.
Ricordiamo che in un diagramma di tangle orientato gli incroci possono
essere classicati in incroci positivi, del tipo , e negativi, del tipo .
Chiamiamo n+ il numero di incroci positivi e n  il numero di incroci negativi.
Denizione 2.1.10. Sia D un diagramma di tangle orientato con n = n++n+
incroci, sia MD il suo cubo delle risoluzioni. Invece di considerare C(M
0
D), i
cui gradi omologici vanno da 0 a n = n+ + n , consideriamo C(M 0D)[n ], i
cui gradi omologici vanno da  n  a n+. Deniamo la parentesi di Khovanov
per link o tangle orientati come
JDK = C(M 0D)[n ]:
Considerando che C(M 0D) e indipendente dall'orientazione di D, in questo
caso l'orientazione e utile solo alla determinazione dello shift omologico [n ].
Alla luce dei lemmi 2.1.1 e 2.1.4, M 0D e un cubo anticommutativo. La riga di
oggetti e frecce C(M 0) associata ad un cubo anticommutativo M 0 e sempre
un complesso di catene. Da questo segue che JDK e un complesso di catene.
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Un po' piu dicile e invece mostrare che JDK non dipende a meno di iso-
morsmi di complessi di catene dal cubo scelto, ossia non dipende dall'ordine
dei vertici. Si tratta di una verica che non faremo in cui l'unico elemento
su cui porre l'attenzione riguarda i segni delle mappe.
Spesso ci sara utile denire un \appiattimento" di un morsmo di com-
plessi. Tale costruzione e il cono di un morsmo.
Denizione 2.1.11. Sia C una categoria pre-additiva. Siano (A; d) e (B; d0)
due complessi di catene in Kom(C), sia F un morsmo di catene da A a
B. Il cono di F , indicato con  (F ), e un complesso di catene costruito nel
seguente modo. Il cono  (F ) del morsmo F e il complesso di catene (C; ),




, con gli indici opportuni.









// : : :
(B; d0) : : : : // B0
d00
// B1 // B2 // : : :
(C; ) : : : : // C0
0 // C1 // : : :
:
















Osservazione 2.1.12. Ci sara utile piu avanti utilizzare le categorie abeliane.
Tuttavia non abbiamo bisogno della denizione nella sua interezza; ci basta
sapere che si tratta di una categoria in cui sono deniti i nuclei ker e le
immagini im di mappe. Ad esempio, nel nostro caso gli R-moduli con R
anello commutativo con identita sono una categoria abeliana. La categoria
Cob3(A) non e pero una categoria abeliana.
Lemma 2.1.13. Sia C categoria abeliana. Allora il cono della mappa identita





























































Spesso vorremo dimostrare l'equivalenza di catene JT1K e JT2K nel caso in
cui T1 e T2 siano due diagrammi di tangle equivalenti con numero di incroci
diverso (come ad esempio nelle prime due mosse di Reidemeiser). Chiara-
mente in tal caso JT1K e JT2K non possono essere isomor in Kom(Mat(Cob3)),
avendo lunghezza diversa. Deniamo quindi un'equivalenza in Kom(C).
Denizione 2.1.14. Sia C una categoria pre-additiva. Siano (A; d) e (B; d0)
due complessi di catene in Kom(C), siano F e G due morsmi di catene da
A a B. F e G si dicono omotopi (F  G) se esiste una omotopia h = (hi),
con hi : Ai ! Bi 1, che faccia commutare il diagramma






































// : : : :
Cioe deve valere F  G = hd+ d0h, con gli indici opportuni.
Denizione 2.1.15. Sia C una categoria pre-additiva. Due complessi di catene
(A; d) e (B; d0) in Kom(C) sono omotopicamente equivalenti se esistono due
mappe F : A! B, G : B ! A, con G F  IdA e F G  IdB. In tal caso,
F e G si dicono equivalenze omotopiche. Usiamo il simbolo = per indicare
l'equivalenza omotopica.
E facile mostrare che la relazione di equivalenza omotopica in Kom(C) e
in eetti una relazione di equivalenza. Denisco la categoria Kom=h(C) come
la categoria delle classi di equivalenza omotopica di catene in Kom(C).
Non abbiamo ancora un metodo diretto per capire se due complessi sono
omotopi. Per fare cio, sarebbe utile calcolare l'omologia del complesso, ma
non e possibile denire il nucleo o l'immagine di un cobordismo. Applichiamo
allora alla categoria Kom(Mat(Cob3(A))) un funtore F nella categoria Z-Mod
14
degli Z-moduli (un funtore da Cob3(;) agli Z-moduli e per denizione una
Topological Quantum Field Theory, o TQFT).
Denizione 2.1.16. Introduciamo ora il funtore F . Sia V uno Z-modulo,
liberamente generato da v+ e v . F manda la circonferenza in V (F( ) =
V). F manda gli oggetti unioni disgiunte di diagrammi in oggetti prodotti
tensore di moduli (F(D1 t D2) = F(D1) 
 F(D2)). Quindi ad esempio F
manda l'unione di n circonferenze in V
k.
Per i morsmi, osserviamo che i cobordismi ; ; ; mostrati
qui sotto generano l'insieme di tutti i cobordismi.
= : ; ! ; = : ! ;;
= : ! ; = : ! :
I morsmi cobordismi ; ; ; vengono mandati da F rispetti-
vamente nei morsmi omomorsmi di moduli , , , m.
 : Z! V  : V ! Z
1 7! v+ v+ 7! 0
v  7! 1
 : V ! V 
 V m : V 
 V ! V
v+ 7! v+ 
 v  + v  
 v+ v  
 v  7! 0
v  7! v  
 v  v  
 v+ 7! v 
v+ 
 v  7! v 
v+ 
 v+ 7! v+
Come per gli oggetti, F manda i morsmi unioni disgiunte (di cobordismi)
in morsmi prodotti tensore (di omomorsmi di moduli).
Il funtore F e denito solo su Cob3(;). Al momento non e noto se il
funtore possa essere denito in maniera ecace anche su Cob3(A). Khovanov
([MK-A]) propone una denizione nel caso A = fa; bg, Bar-Natan ([DBN-K],
sez. 10.3) propone un'estensione a tangle generici ma che dimentica molte
informazioni (come la 2-torsione).
In questo modo abbiamo denito completamente F su Cob3(;). La de-
nizione si estende senza problemi a Kom(Mat(Cob3(A))). Il funtore F cos
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creato e ben denito. E suciente mostrare che F(ab) = F(a)F(b) per ogni
(a; b) coppia di morsmi valida in fE t F jE 2 f ; ; ; g; F =
Idtk; k 2 Ng2; si tratta di un numero nito di veriche algebriche semplici.
In particolare, tali veriche sono generate dalle proprieta di algebra di V . In
particolare e suciente usare l'unita , la co-unita , la commutativita di m,
la co-commutativita di , l'identita aggiuntiva  m = (m
 Id)  (Id
)
(si veda ad esempio [ESL-A]).
2.2 Invarianza (approccio geometrico)
In questa sezione dimostreremo che a diagrammi di tangle equivalenti cor-
rispondono complessi di catene F JK omotopicamente equivalenti, seguen-
do l'approccio di [DBN-K]. In realta dimostreremo qualcosa di leggermen-
te migliore, ossia dimostreremo che anche i complessi di catene JK sono
omotopicamente equivalenti.
Sebbene sia possibile arrivare al risultato di invarianza seguendo con una
procedura standard, useremo delle scorciatoie per semplicare le dimostra-
zioni.
Denizione 2.2.1. Siano (A; d) e (B; ) due complessi di catene in una cate-
goria pre-additiva. Allora G e retratto di deformazione forte e F e inclusione
in retratto di deformazione forte se vale:
 Le mappe F : B ! A e G : A! B sono mappe di complessi di catene;
 esiste un'omotopia h : A! A[1], con FG  IdA = dh+ hd;
 GF = IdB;
 hF = 0.
In particolare, F e G sono equivalenze omotopiche.











Si ricorda che con   si intende il cono di un morsmo di complessi di catene,
denito in 2.1.11.
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0 // 0 // 0
s {
= 0
0 // // 0 // 0
:
La seconda uguaglianza e analoga.
Lemma 2.2.3. Il cono di una mappa di complessi e invariante d'omotopia a
meno di comporre la mappa di complessi a destra o a sinistra con inclusioni













con F1 e F2 inclusioni in retratti di deformazione forti, abbiamo  (F2	) =
 (	) =  (	F1).
Dimostrazione. Consideriamo h1 : A! A l'omotopia tale che F1G1   IdA =
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Per la prima parte, bisogna vericare le seguenti identita:
 Le mappe ~F1 :  (	) !  (	F1) e ~G1 :  (	F1) !  (	) sono mappe di
complessi di catene;
 Vale ~G1 ~F1 = Id (	F1);
 La mappa h1 :  (	)!  (	) e omotopia tra ~F1 ~G1 e Id (	).
Per la seconda parte, bisogna vericare le seguenti identita:
 Le mappe ~F2 :  (	) !  (F2	) e ~G2 :  (F2	) !  (	) sono mappe di
complessi di catene;
 Vale ~F2 ~G2 = Id (F2	);
 La mappa h2 :  (	)!  (	) e omotopia tra ~G1 ~F1 e Id (	).
Tutte queste aermazioni sono vericabili con un semplice calcolo.
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2.2.1 Le relazioni S, T, 4Tu
Consideriamo la categoria Cob3(A) e deniamo alcune relazioni tra i morsmi
(i cobordismi).
La relazione S aerma che ogniqualvolta un cobordismo contenga una
sfera, allora e il cobordismo 0. Siamo in una categoria pre-additiva, quindi
in ogni insieme Mor(T1; T2) e sempre denito il cobordismo 0.
= 0:
La relazione T aerma che ogniqualvolta un cobordismo contenga un toro,
allora equivale allo stesso cobordismo privato del toro e moltiplicato per 2.
= 2:
La relazione 4Tu aerma un'uguaglianza un po' piu complicata. Conside-
riamo un cobordismo, prendiamo un 3-disco che interseca il cobordismo in
quattro dischi. Scegliamo due dischi su quattro e rimpiazziamoli con un tubo
S1  [0; 1] all'interno del 3-disco. Allora vale una eguaglianza tra quattro di
questi rimpiazzamenti.
+ = + :
Chiamiamo l'insieme di queste relazioni l = fS;T; 4Tug e deniamo Cob3=l(A)
come la categoria con gli stessi oggetti di Cob3(A) e con morsmi dati dalle
classi di equivalenza dei morsmi di Cob3(A) modulo le relazioni l. Queste
tre relazioni S, T e 4Tu (Sfera, Toro e 4Tubi) sono tutte relazioni locali tra
cobordismi. Il fatto di essere locali fa s che la composizione di cobordismi
resta ben denita in Cob3=l(A).












Il funtore F \passa al quoziente" rispetto alle relazioni l.
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 v  + v  
 v+
m7 ! v  + v 
7 ! 2:
 Relazione 4Tu. Possiamo restringerci al caso in cui i dischi della rela-
zione 4Tu siano tutti nel diagramma di tangle di partenza o di arrivo
di un cobordismo. La relazione puo essere scritta in cinque modi, a
seconda di quanti dei quattro cerchi coinvolti si trovano nel diagram-
ma di tangle di partenza e quanti nel diagramma di tangle di arrivo.
















Dopo alcuni conti, si ottiene

  : Z! V 
 V  : V 
 V ! Z
1 7! v+ 
 v+ v+ 
 v+ 7! 0
 : V ! V v+ 
 v  7! 0
v+ 7! 0 v  
 v+ 7! 0
v  7! v+ v  
 v  7! 1:
Da queste, si ottiene facilmente
(
 )m : V 
 V ! V 
 V ()
 IdV : V 
 V ! V 
 V
v+ 
 v+ 7! 0 v+ 
 v+ 7! 0
v+ 
 v  7! v+ 
 v+ v+ 
 v  7! 0
v  
 v+ 7! v+ 
 v+ v  
 v+ 7! v+ 
 v+
v  
 v  7! 0 v  
 v  7! v+ 
 v 
(
 ) : V 
 V ! V 
 V IdV 
() : V 
 V ! V 
 V
v+ 
 v+ 7! 0 v+ 
 v+ 7! 0
v+ 
 v  7! 0 v+ 
 v  7! v+ 
 v+
v  
 v+ 7! 0 v  
 v+ 7! 0
v  
 v  7! v+ 
 v  + v  
 v+ v  
 v  7! v  
 v+:
Da queste formule segue immediatamente
(
 )m+(
 ) = ()
 IdV +IdV 
():
















puo essere fatta agevolmente in modo analogo al caso (2+ 2). Gli altri
tre modi di scrivere la relazione 4Tu sono analoghi.
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A questo punto, per mostrare l'invarianza omotopica di F JK e suciente
mostrare l'invarianza omotopica di JK in Cob3=l(A).
2.2.2 Eliminazione ricciolo a sinistra






















L = :  !
F = L  :  !
G = :  !
d = :  !
h = :  ! :
Verichiamo che F e G sono morsmi di catene. L'unica verica non banale
e dF = 0. Si tratta di una semplice verica geometrica. Il risultato dF = 0
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segue anche dal fatto che i due addendi di dF sono due cobordismi connessi
con uguale bordo e uguale caratteristica, quindi devono essere uguali. Nello
stesso modo si vede che dh = hd, cioe h e omotopia.
Uno dei due addendi di GF contiene un toro. Usando la relazione T si
vede che questo addendo e uguale al doppio dell'altro addendo, da cui risulta
chiaro che GF = Id.
L'ultimo passo e mostrare che FG  Id, ossia che FG Id = d 1h+hd =
hd. Usando in modo adeguato la relazione 4Tu, si ottiene esattamente la
relazione con i due cobordismi in FG, con l'identita, con hd.
Inoltre risulta ovviamente hF = 0, quindi F e inclusione in retratto di
deformazione forte (non useremo questo fatto).
Abbiamo ottenuto con poca fatica
q y = q y in Kom(Mat(Cob3=l(fa; bg))).
Osservazione 2.2.5. E interessante osservare quali mappe F , G, d, h avreb-
bero portato comunque alla tesi. La mappa d e ssata per denizione, la
mappa h e la piu semplice mappa che verichi hd = dh. Se scambiamo F
e G, tutte le proprieta viste prima restano vericate eccetto dF = 0. La
mappa F non puo essere 0 (deve valere GF  Id); per vericare dF = 0,
deve essere composta da due cobordismi \quasi uguali". Una buona scelta e
il cobordismo h meno il cobordismo inverso di d. Per far in modo che i due
cobordismi abbiano la stessa caratteristica, attacchiamo un manico al primo
cobordismo (unione disgiunta di due pezzi, una tenda e un tappo). Possiamo
attaccare il manico ad uno dei due pezzi di h. Nella dimostrazione appena
vista, ripresa da [DBN-K], il manico era stato attaccato al tappo. Attaccan-
do invece il manico alla tenda, la dimostrazione sarebbe comunque rimasta
valida; tale approccio e stato seguito (in modo algebrico) da da [MK-A].
2.2.3 Sovrapposizione di archi





Le tecniche usate per questa dimostrazione sono del tutto analoghe al caso
del ricciolo.
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Consideriamo il diagrammat |
: 0














































dove le mappe che non hanno trovato posto nel disegno sono
F = :  !
G = :  ! :
Le veriche da eettuare sono:
 la mappa F e mappa di catene, cioe dF = 0.
 la mappa G e mappa di catene, cioe Gd = 0.
 GF = Id e FG  Id, tramite l'omotopia h.
Inoltre, si puo anche vericare che hF = 0, cioe F e inclusione in retratto
di deformazione forte. Useremo questo fatto piu avanti. Non esplicitiamo
queste veriche in quanto si tratta di semplici applicazioni delle relazioni S,
T, 4Tu.
Abbiamo ottenuto
q y = q y in Kom(Mat(Cob3=l)).
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2.2.4 Eliminazione ricciolo a destra



















Potremmo cercare direttamente un'equivalenza omotopica tra i complessiq y
e
q y
, tuttavia seguiremo invece un'altra strada, piu agevole.
L'idea e di usare l'invarianza per sovrapposizione di archi, in modo ana-
logo a quanto fatto per il lemma 1.1.3, leggermente piu complicato.
Supponiamo che l'incrocio centrale in sia negativo, cioe del tipo .




). Tuttavia il lemma resta





), dove 	 =
q y
e il classico cobordismo
sella da a .























































Come per il lemma 2.2.2, cos anche la dimostrazione di invarianza per so-
vrapposizione di archi si puo intendere in senso locale, ottenendo ad esempio
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e ancora una inclusione in retratto di deformazione forte. Posso ora comporre







































), dove  =
q y
. Posso ora comporre le










































 (). Ricordando che F e inclusione in retratto di deformazione forte, dal
lemma 2.2.3, abbiamo che  (	) =  (	F ) e  () =  (F ). E facile vedere,
osservando gli ultimi due diagrammi, che le mappe di complessi 	F e F






2.3 Invarianza (approccio algebrico)
In questa sezione verra data una dimostrazione dell'invarianza di JT K, seguen-
do fondamentalmente l'approccio dell'articolo originale di Khovanov [MK-A].
Sia C una categoria. Abbiamo gia visto cos'e un cubo e un cubo commutativo
in C.
Denizione 2.3.1. Un morsmo di cubi dal cubo (A; d) al cubo (B; d0) e
un'insieme di morsmi  dai vertici di A ai vertici di B, che commuti con i
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morsmi d e d0.
A01











;;www  10 // B10
;;www
Nel caso  sia un morsmo tra cubi commutativi A e B, e possibile denire
un nuovo cubo (A;B; ) ed esso risulta chiaramente commutativo.
Viceversa, e chiaro che, partendo da un cubo commutativo A (di dimen-
sione n), e sempre possibile scegliere un indice i in [1; n], prendere due facce
(di dimensione n  1) A(0) (vertici con xi = 0) e A(1) (vertici con xi = 1),
e considerare il morsmo di cubi commutativi  che manda A(0) in A(1)
dato dall'insieme dei morsmi  x1;:::;x^i;:::;xn = dx1;:::;xi 1;?;xi+1;:::;xn . Nel caso
invece A sia un cubo anticommutativo, tale ragionamento non si puo appli-
care (il morsmo  risulta essere anticommutativo, contro la denizione di
morsmo di cubi). L'indice i scelto di volta in volta sara chiaro dal contesto.
Denizione 2.3.2. Un isomorsmo di cubi e un morsmo di cubi  in cui
ogni  x1;:::;xn e un isomorsmo tra due vertici.
Lemma 2.3.3. Sia A un cubo n-dimensionale in una categoria pre-additiva,
anticommutativo. Supponiamo che tutte le mappe d:::;? = dx1;:::;xn 1;? siano
isomorsmi. Allora il complesso C(A) associato al cubo A e isomorfo al cono
dell'identita  (IdA(1)[ 1]).
Dimostrazione. Innanzitutto, A(0) e A(1) sono due sottocubi anticommu-












Abbiamo  (IdA(1)[ 1]) = C
k
(A(1)) Ck 1(A(1))[ 1] per denizione.




(A(0))  Ck 1(A(1))[ 1] a
C
k




















E ovvio che k e un isomorsmo elemento per elemento da C(A) a  (IdA(1)[ 1]).
Bisogna mostrare pero che  e isomorsmo di catene, cioe commuta con d e










Ci siamo quindi ricondotti a dimostrare che d:::;?d:::;?;:::;0+d:::;?;:::;1d:::;? = 0.
Ma questo e ovvio dal fatto che A e anticommutativo.
Nel contesto degli R-moduli, e possibile denire l'operazione di cambio
di segno di una mappa come un prodotto tensoriale per la mappa  Id :
R ! R. Denisco il cubo S = (S; d) come Sx1;:::;xn = R e dx1;:::;xi;:::;xn =
( 1)
Pi 1
j=1 xjIdR se xi = ?. Il cubo S cos denito e il cubo anticommutativo
standard di Khovanov [MK-A]. Il modo standard per ottenere da un cubo di
R-moduli commutativo M un cubo anticommutativo e tensorizzare M per
S; e facile vedere che M 0 =M 
 S e un cubo di R-moduli anticommutativo.
Inoltre, tale denizione per moduli e un caso particolare della denizione
2.1.3 vista prima per categorie preadditive.
Un morsmo  di cubi commutativi A e B induce nel modo ovvio un
morsmo C( ) : C(A) ! C(B), inoltre se  e isomorsmo di cubi allora C
e isomorsmo di complessi di catene.
Lemma 2.3.4. Sia A un cubo n-dimensionale in una categoria abeliana,
commutativo. Supponiamo che tutte le mappe d:::;? siano isomorsmi. Allora
il complesso C(A0) associato al cubo A0 e aciclico.
Dimostrazione. Segue dal lemma precedente 2.3.3, e dal lemma 2.1.13.
I seguenti lemmi invece sono ovvi.
Lemma 2.3.5. Siano V e W due cubi anticommutativi. Allora vale l'ugua-
glianza di complessi di catene
C(V W ) = C(V ) C(W ):
Lemma 2.3.6. Siano V eW due cubi commutativi. Allora vale l'uguaglianza
di complessi di catene
C((V W )0) = C(V 0) C(W 0):
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Sia D un diagramma di nodo. Il cubo dei moduli (VD; dD) e costruito nel
modo visto prima VD = FMD, cioe
(VD)x1;:::;xn = FD(x1; : : : ; xn);
dove D(x1; : : : ; xn) e la risoluzione di D corrispondente a (x1; : : : ; xn). Come
abbiamo visto, se D(x1; : : : ; xn) e unione di k circonferenze disgiunte, allora
FD(x1; : : : ; xn) = V
k. I morsmi dD sono esattamente quelli visti nella
sezione 2.1.16 (; ;;m), prodotto tensore con l'identita un certo numero di
volte.
Esempio 2.3.7. Consideriamo un diagramma di nodo
:













































omologico 0 1 2
:
Al diagramma D abbiamo associato il cubo commutativo di moduli VD.
Possiamo costruire il cubo anticommutativo V 0D, prenderne il complesso di
catene C(V 0D) e riscalare i gradi omologici via [n (D)]; otteniamo il complesso
di catene C(V 0D)[n (D)], che per la funtorialita di F e proprio F JDK denito
in 2.1.10.
Mostriamo che, se D e E sono diagrammi di nodi equivalenti, allora i due
complessi F JDK e F JEK associati sono omotopicamente equivalenti. Per far
cio, alla luce del teorema 1.0.4, e suciente considerare il caso in cui D e E
sono collegati da una mossa di Reidemeiser (Figura 1.1).
2.3.1 Eliminazione ricciolo a destra
Consideriamo un diagramma di nodo F = con n incroci, e ordiniamo
gli incroci in modo che l'incrocio nel cerchio tratteggiato sia l'ultimo. Sia E
il diagramma della 0-risoluzione dell'ultimo incrocio e D il diagramma
della 1-risoluzione .
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D = ; E = ; F = :
Consideriamo i cobordismi standard e . A questi cobordismi
corrispondono le mappe di cubi di moduli F( ) =  : VD ! VE e
F( ) = m : VE ! VD.
:  ! ;  : VD ! VE
:  ! ; m : VE ! VD:
Il cobordismo e il cobordismo standard che appare nel cubo di co-
bordismi MF ; allo stesso modo l'omomorsmo di moduli m e l'omomorsmo
standard di moduli in VF .
Ci sara inoltre utile denire un altro cobordismo, , al quale corri-
sponde la mappa di cubi di moduli F( ) =  : VD ! VE.
:  ! ;  : VD ! VE:
Dalla denizione del funtore F , e chiaro che le mappe ;m;  qui denite
agiscono solo sui moduli associati ad archi visibili in e (piu precisa-
mente, agiscono come ;m;  sui moduli associati ad archi visibili, e agiscono
come l'identita sugli altri moduli).
Una semplice verica algebrica mostra che la mappa m e l'identita IdVD .
Tale verica e ovvia anche al livello geometrico, direttamente dalla denizione
di F2:1:16. Denisco la mappa  come  =    m : VD ! VE. La
composizione m e la mappa zero.
Lemma 2.3.8. Il cubo VE si scompone in una somma diretta
VE = (VD) (VD):
Dimostrazione. Supponiamo che il diagramma F sia composto da una cir-
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conferenza e un incrocio. In tal caso, si ottiene
VD = V ;
VE = V 
 V ;
(VD) = v+ 
 V ;
(v+) = (  m)(v+) = v  
 v+   v+ 
 v ;
(v ) = (  m)(v ) = v  
 v :
V
V si scompone come somma diretta dello Z-modulo v+
V e lo Z-modulo
generato dai due vettori v  
 v+   v+ 
 v  e v  
 v .
Supponiamo che il diagramma F sia composto da k circonferenze e un
incrocio. In tal caso la decomposizione trovata resta valida, tensorizzando
tutte le equazioni trovate per Vk 1.
Supponiamo che il diagramma F sia composto da k circonferenze e piu
di un incrocio. In tal caso, la decomposizione resta valida vertice a vertice,
quindi e valida per il cubo intero.
Supponiamo F abbia n incroci. Il cubo n-dimensionale VF contiene i
due sottocubi VD e VE di dimensione n   1 come facce. In particolare, vale
VF (0) = VE e VF (1) = VD.
Consideriamo la mappa  : VF (0) ! VF (1) data da  = m, ossia la
mappa standard nel cubo di moduli. Tale mappa puo esser vista sia come
mappa standard nel cubo dei moduli dalla faccia VF (0) alla faccia VF (1),
sia come mappa di cubi di moduli da VE a VD.
Grazie al lemma 2.3.8, sappiamo che VE = (VD)  (VD). Applicando
la mappa m ad entrambi i termini, si ottiene m(VE) = m(VD)  m(VD)
e, ricordando che m = Id e m = 0, si ottiene VD = VD  0. Quindi lo
splitting di VE = VF (0) dell'equazione 2.3.1 si puo estendere tramite m ad
uno splitting di VF dato dall'equazione 2.3.2, con
VF (0) = VE = (VD) (VD) (2.3.1)
VF (1) = VD = VD  0




VF;2(1) = VF (1):
A questo punto, tensorizziamo l'espressione VF = VF;1  VF;2 per il cubo
anticommutativo standard S e prendiamo il complesso di catene associato,




Ricordando che la mappa di cubo da una faccia VF (0) all'altra VF (1)
e m, otteniamo che il complesso C(V 0F;2) e isomorfo al cono della mappa
identita del complesso C(V 0D)[ 1], quindi e aciclico.
Lemma 2.3.9. Vale l'isomorsmo di complessi C(V 0F;1) = C(V 0D).





0). Da una lettura attenta della dimostrazione del lemma 2.3.8 segue
che C((VD)
0) = C(V 0D), da cui segue la tesi.
Raccogliendo insieme tutti i risultati trovati n ora, abbiamo
C(V 0F ) = C(V 0F;1) C(V 0F;2)
= C(V 0D) C(V 0F;2)
= C(V 0D) (aciclico):
Osserviamo che, qualsiasi sia l'orientazione di F , l'incrocio che compare nel
ricciolo a destra e sempre positivo, quindi n (D) = n (F ) = n (E). Grazie
a cio, ricordando la denizione 2.1.10, abbiamo F q y = F q y.
2.3.2 Eliminazione ricciolo a sinistra
Potremmo usare la stessa tecnica usata nel caso dell'invarianza geometrica;
tuttavia useremo comunque una tecnica algebrica diretta, che non fa uso
dell'invarianza per sovrapposizione di archi.
Consideriamo il diagramma di nodo F = con n incroci, e ordiniamo
gli incroci in modo che l'incrocio nel cerchio tratteggiato sia l'ultimo. Sia E
il diagramma della 1-risoluzione dell'ultimo incrocio e D il diagramma
della 0-risoluzione .
D = ; E = ; F = :
Consideriamo i cobordismi standard , , . A questi cobordismi
corrispondono le mappe di cubi di moduli F( ) =  : VD ! VE, F( ) =
m : VE ! VD, F( ) =  : VD ! VE. Sono le stesse mappe viste prima.
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:  ! ;  : VD ! VE;
:  ! ; m : VE ! VD;
:  ! ;  : VD ! VE:
Ci sara inoltre utile denire un altro cobordismo, , al quale corrisponde
la mappa di cubi di moduli F( ) =  : VE ! VD.
:  ! ;  : VD ! VE:
Lemma 2.3.10. Il cubo VE si scompone in una somma diretta
VE = (VD)(VD):
Dimostrazione. Supponiamo che il diagramma F sia composto da una cir-
conferenza e un incrocio. In tal caso, si ottiene
VD = V ;
VE = V 
 V;
(VD) = V 
 v+:
Inoltre vale il fatto generale
V 
 V = (V 
 v+)(V):
Da cui segue la tesi. Se il diagramma F non e composto da una circonferenza
e un incrocio, si procede come nel lemma 2.3.8.
Una semplice verica algebrica mostra che la mappa  e l'identita IdVD .
Tale verica e ovvia anche al livello geometrico. Denisco la mappa  co-
me  = m   m : VE ! VD. La composizione  e la mappa zero, la
composizione  e l'identita.
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Grazie al lemma 2.3.10 otteniamo uno splitting di VE = VF (1). Tale
splitting si estende grazie alla mappa  ad uno splitting di VF .
VF = VF;1  VF;2
VF;1(0) = 0
VF;1(1) = (VD)
VF;2(0) = VD = VF (0)
VF;2(1) = (VD):
A questo punto, tensorizziamo l'espressione VF = VF;1  VF;2 per il cubo
anticommutativo standard S e prendiamo il complesso di catene associato,
ottenendo C(V 0F ) = C(V
0
F;1) C(V 0F;2).
Ricordando che tra le facce del cubo VF;2(0) e VF;2(1) abbiamo l'isomor-
smo , otteniamo che il complesso C(V 0F;2) e isomorfo al cono della mappa
identita del complesso C(V 0D)[ 1], quindi e aciclico.
Lemma 2.3.11. Vale l'isomorsmo di complessi C(V 0F;1) = C(V 0D)[ 1].




Grazie al lemma 2.3.10 e usando la mappa isomorsmo , segue che C(VF;1(1)0)[ 1] =
C(V 0D)[ 1].
Raccogliendo insieme tutti i risultati trovati n ora, abbiamo
C(V 0F ) = C(V 0F;1) C(V 0F;2)
= C(V 0D)[ 1] C(V 0F;2)
= C(V 0D)[ 1] (aciclico)
Osserviamo che, qualsiasi sia l'orientazione di F , l'incrocio che compare nel
ricciolo a destra e sempre negativo, quindi n (D) = n (F ) + 1 = n (E).
Grazie a cio, ricordando la denizione 2.1.10, abbiamo F q y = F q y.
2.3.3 Sovrapposizione di archi
Consideriamo il nodo F = . Ordiniamo gli incroci di F in modo che gli
ultimi due siano gli incroci visibili in e in modo che l'ultimo sia l'incrocio
in alto. Vogliamo mostrare che il complesso associato a e omotopicamente
equivalente al complesso associato a F (01) = D = .
D = ; F = :
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Consideriamo le quattro possibili risoluzioni dei due incroci visibili in .
F (00) = ; F (01) = ;
F (10) = ; F (11) = :






















Dove, con un abuso di notazione, indicheremo con d i cobordismi e gli omo-
morsmi, di cubi e di complessi di catene. Sara chiaro dal contesto quale dei
quattro casi si intende di volta in volta.
Possiamo decomporre la riga riguardante i cobordismi C(MF ) come
C(MF ) = C(MF (00)) C(MF (01))[ 1] C(MF (10))[ 1] C(MF (11))[ 2]:
Lo stesso ragionamento vale per la riga riguardante i moduli C(VF ) come
C(VF ) = C(VF (00)) C(VF (01))[ 1] C(VF (10))[ 1] C(VF (11))[ 2]:
Queste due decomposizioni si comportano nel modo aspettato rispetto alle
mappe interne a ciascuno dei quattro cubi d:::00; d:::01; d:::10; d:::11:
Se vogliamo decomporre il complesso di moduli C(V 0F ), la decomposizione
C(V 0F ) = C(V
0
F (00)) C(V 0F (01))[ 1] C(V 0F (10))[ 1] C(V 0F (11))[ 2]
38
non rispetta piu le mappe interne a ciascuno dei quattro complessi. Cio e una
semplice conseguenza del fatto che alcune mappe (ad esempio, quelle interne
a VF (01)) cambiano segno in modo coerente al cambio di segno nel passaggio
VF ! V 0F , altre mappe (ad esempio, quelle interne a VF (00)) cambiano segno
in modo opposto.
Tuttavia, sappiamo come vengono eettuati i cambi di segno, quindi sia-




d:::00x+ [ 1]d?0x+ [ 1]d:::0?x if x 2 C(V 0F (00))
 d:::01x  [ 1]d?1x if x 2 C(V 0F (01))[ 1]
 d:::10x+ [ 1]d:::1?x if x 2 C(V 0F (10))[ 1]
d:::11x if x 2 C(V 0F (11))[ 2]:
(2.3.3)
Deniamo ora tutte le mappe che andremo ad usare. Le classiche mappe
di bordo
:  ! ; d:::0? : C(V 0F (00))! C(V 0F (01));
:  ! ; d?0 : C(V 0F (00))! C(V 0F (10));
:  ! ; d:::1? : C(V 0F (10))[ 1]! C(V 0F (11))[ 1];
:  ! ; d?1 : C(V 0F (01))[ 1]! C(V 0F (11))[ 1];
piu due mappe speciali
:  ! ;  : C(V 0F (01))[ 1]! C(V 0F (10))[ 1];
:  ! ;  : C(V 0F (11))[ 2]! C(V 0F (10))[ 1]:
Consideriamo ora tre sottomoduli X1; X2; X3 di C(F ) dati da
X1 = fz + (z)jz 2 C(V 0F (01))[ 1]g;
X2 = fz + dwjz; w 2 C(V 0F (00))g;
X3 = fz + (w)jz; w 2 C(V 0F (11))[ 2]g:
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Lemma 2.3.12. dX1  X1.
Dimostrazione. Sia z 2 C(V 0F (01))[ 1]. Ricordiamo le semplici uguaglianze
(dimostrabili sia a livello geometrico sia a livello algebrico) d:::1? = d?1
e d:::01 = d:::10. Usando questi risultati e la formula 2.3.3, calcoliamo
d(Id+ )(z).
d(Id+ ) = d+ d
=  d:::01   [ 1]d?1   d:::10+ [ 1]d:::1?
=  (d:::01 + d:::10) + [ 1]( d?1 + d:::1?)
=  (d:::01 + d:::10)
=  (d:::01 + d:::01)
=  (Id+ )d:::01
Ricordando che d:::01 e la mappa di bordo interna di C(V
0
F (01))[ 1], si ottiene
la tesi.
Lemma 2.3.13. dX2  X2.
Dimostrazione. Siano z; w 2 C(V 0F (00)), d(z + dw) = dz + d2w = dz da cui
la tesi.
Lemma 2.3.14. dX3  X3.
Dimostrazione. Siano z; w 2 C(V 0F (11))[ 2].
Consideriamo i morsmi e . E facile vedere che la composizione
 : !
e il cobordismo identita. Per la funtorialita diF , abbiamo IdF = F(Id ) =
F(  ) = F F = d:::1?. La mappa [ 1]d:::1? e quindi l'identita.
Da questa identita e dalle formule 2.3.3, abbiamo
dz 2 C(V 0F (11))[ 2];
dz =  d:::10z + [ 1]d:::1?z
=  d:::10z + z
= d:::11z + z:
Il termine d:::11z + z e in X3, da cui la tesi.
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Lemma 2.3.15. C(V 0F ) = X1  X2  X3 e somma diretta di complessi di
catene (cioe, rispetta le mappe di bordo).
Dimostrazione. Sappiamo gia che la decomposizione rispetta le mappe di
bordo, grazie ai lemmi 2.3.12, 2.3.13, 2.3.14. Inoltre segue dalle denizioni
che C(V 0F )  X1X2X3. Vogliamo dimostrare che C(V 0F )  X1X2X3.
Procediamo in un modo simile all'eliminazione gaussiana.
Un elemento in X1 e della forma z + z, con z 2 C(V 0F (01)). Abbia-
mo gia visto  = d?1, da cui z = d?1z, ma z 2 C(V 0F (01)) implica
d?1z 2 C(V 0F (11))[ 2] e d?1z 2 X3 per denizione di X3. Quindi il
secondo addendo di ogni elemento di X1 e gia dentro X3. In altre parole
C(V 0F (01))[ 1]X2 X3  X1 X2 X3:
Un elemento in X2 e della forma z + dw con z; w 2 C(V 0F (00)), dove in
questo caso dalle formule 2.3.3 si ha dw = d:::00w + [ 1]d?0w + [ 1]d:::0?w.
Il termine [ 1]d:::0?w e gia in C(V 0F (01))[ 1], e d?00w e in C(V 0F (00)), come z.
Chiamiamo quindi Y2 il sottogruppo di C(V
0
F ) dato da
Y2 = fz + [ 1]d?0wjz; w 2 C(V 0F (00))g:
Per quanto appena detto, abbiamo l'inclusione
C(V 0F (01))[ 1] Y2 X3  C(V 0F (01))[ 1]X2 X3:
Osserviamo che X3  C(V 0F (11))[ 2] e Y2  C(V 0F (00)). Chiamiamo
Z2 = f[ 1]d?0wjw 2 C(V 0F (00))g  Y2;
Y3 = fwjw 2 C(V 0F (11))[ 2]g  X3:
Consideriamo ora che C(V 0F (10))[ 1]. Con la stessa tecnica usata per
dimostrare il lemma 2.3.8, basta mostrare l'uguaglianza nel caso in cui F
sia un diagramma con zero incroci e zero circonferenze non visibili in F . Ci
sono due possibili diagrammi, e . Dal fatto generale visto nel lemma
2.3.10, in entrambi questi diagrammi vale C(V 0F (10))[ 1] = Z2  Y3.
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Abbiamo quindi mostrato che
C(V 0F (10))[ 1]  Z2  Y3
Z2  Y3  Y2 X3
C(V 0F (10))[ 1]  Y2 X3
C(V 0F (00))  Y2
C(V 0F (11))[ 2]  X3
C(V 0F (01))[ 1] Y2 X3  C(V 0F (01))[ 1]X2 X3
C(V 0F (01))[ 1]X2 X3  X1 X2 X3:
Mettendo insieme le inlcusioni, otteniamo
C(V 0F (00))[ 0]  X1 X2 X3
C(V 0F (01))[ 1]  X1 X2 X3
C(V 0F (10))[ 1]  X1 X2 X3
C(V 0F (11))[ 2]  X1 X2 X3
cioe, ricordando la scomposizione in quattro di C(V 0F ) come
C(V 0F ) = C(V
0
F (00)) C(V 0F (01))[ 1] C(V 0F (10))[ 1] C(V 0F (11))[ 2];
otteniamo C(V 0F )  X1 X2 X3, cioe la tesi.
Lemma 2.3.16. I complessi di catene X2 e X3 sono aciclici.
Dimostrazione. Il complesso X2 e isomorfo al cono della mappa identita su
C(V 0F (00))[ 1]. Il complesso X3 e isomorfo al cono della mappa identita su
C(V 0F (11))[ 2]. Quindi sono aciclici.
Lemma 2.3.17. Il complesso di catene X1 e isomorfo al complesso C(V
0
D).
Dimostrazione. I diagrammi D e F (01) sono ovviamente isomor, quindi lo
sono anche C(V 0D) e C(V
0
F (01)). Un isomorsmo  : C
i
(V 0F (01))! X i1 e dato
ad esempio da (z) = ( 1)i(z + z).
Lemma 2.3.18. I complessi C(V 0D)[ 1] e C(V 0F ) sono quasiisomor.
Dimostrazione. Osserviamo innanzitutto che, qualsiasi sia l'orientazione di
F , abbiamo n (F ) = n (D) + 1 e n+(F ) = n+(D) + 1. Inoltre, dai lemmi
2.3.15, 2.3.16, 2.3.17, segue direttamente la tesi.
Abbiamo ottenuto F q y = F q y .
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2.3.4 Attraversamento di un incrocio
Consideriamo i due diagrammi D ed E,
D = ; E = :
L'obbiettivo e trovare un quasiisomorsmo tra C(V 0D) e C(V
0
E). Ordiniamo
gli incroci di D in modo che gli incroci visibili in D da destra a sinistra siano
l'ultimo, il terzultimo, il penultimo. Ordiniamo gli incroci di E in modo che
gli incroci visibili in D da destra a sinistra siano il terzultimo, il penultimo,
l'ultimo.
Potremmo portare avanti la dimostrazione analizzando le otto risoluzioni
parziali di D e le otto risoluzioni parziali di E. Questa via, sebbene pratica-
bile, nel nostro caso non e la piu semplice. Come per il polinomio di Jones,
sfruttando l'invarianza per la mossa sovrapposizione di archi, possiamo usare
meno risoluzioni.
Innanzitutto, consideriamo le quattro risoluzioni dell'ultimo vertice,
D(0) = ; D(1) = ;
E(0) = ; E(1) = ;
:
I diagrammi D(0) e E(0) sono equivalenti tramite mossa sovrappo-
sizione di archi, quindi hanno catene C(V 0D(1)) e C(V
0
E(1)) quasiisomorfe.
I diagrammi D(1) e E(1) sono isotopi, quindi hanno catene C(V 0D(1)) e
C(V 0E(1)) uguali.
Decomponiamo ora D(0) in quattro diagrammi, esplicitando i cobordi-
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Come visto nel capitolo precedente, abbiamo la decomposizione di C(V 0D)
C(V 0D) = C(V
0





1A C(V 0D(1))[ 1]; (2.3.4)
e la stessa decomposizione vale per E,
C(V 0E) = C(V
0





1A C(V 0E(1))[ 1]: (2.3.5)
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Come prima, tali decomposizioni sono solo decomposizioni di moduli, e non
di complessi di catene.
Consideriamo il cobordismo : D(110) ! D(010) e il cobordismo
: E(110)! E(100), che inducono rispettivamente mappe di complessi
p e .
:  ! ; p : C(V 0D(110))[ 2]! C(V 0D(010))[ 1];
:  ! ;  : C(V 0E(110))[ 2]! C(V 0E(100))[ 1]:
:
Consideriamo inoltre le due mappe
t = pd:::1?0 : C(V
0
D(100))[ 1]! C(V 0D(010))[ 1]
 = ?10 : C(V 0E(010))[ 1]! C(V 0E(100))[ 1]:
Chiamiamo X1, X2, X3 i tre sottomoduli di C(VD) dati da
X1 = fx+ tx+ yjx 2 C(V 0D(100))[ 1]; y 2 C(V 0D(1))[ 1]g
X2 = fx+ dyjx; y 2 C(V 0D(000))g (2.3.6)
X3 = fpx+ dpyjx; y 2 C(V 0D(110))[ 2]g:
Chiamiamo Y1, Y2, Y3 i tre sottomoduli di C(VE) dati da
Y1 = fx+ x+ yjx 2 C(V 0E(010))[ 1]; y 2 C(V 0E(1))[ 1]g
Y2 = fx+ yjx; y 2 C(V 0E(000))g (2.3.7)
Y3 = fx+ yjx; y 2 C(V 0E(110))[ 2]g:
Lemma 2.3.19.
dX1  X1; Y1  Y1;
dX2  X2; Y2  Y2;
dX3  X3; Y3  Y3:
Dimostrazione. Analoga alla dimostrazione dei lemmi 2.3.12, 2.3.13, 2.3.14.
Lemma 2.3.20.
C(V 0D) = X1 X2 X3
C(V 0E) = Y1  Y2  Y3
sono somme dirette di complessi di catene.
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Dimostrazione. Sappiamo gia che le mappe di bordo sono rispettate. Il resto
della dimostrazione e analoga alla dimostrazione del lemma 2.3.15.
Lemma 2.3.21. I complessi di catene X2 e X3 e i complessi di catene Y2 e
Y3 sono aciclici.
Dimostrazione. Analoga alla dimostrazione del lemma 2.3.16.
Lemma 2.3.22. I complessi di catene X1 e Y1 sono isomor.
Dimostrazione. Abbiamo le equivalenze di diagrammi
D(100) = = = E(010);
D(1) = = = D(1):
Queste inducono gli isomorsmi di complessi
C(V 0D(100)) = C(V
0
E(010));
C(V 0D(1)) = C(V
0
D(1)):
Questi isomorsmi ci consentono di identicare la coppia le variabili x,z in
2.3.6 con le variabili x,z in 2.3.7. Un isomorsmo tra X1 e Y1 e dato ad
esempio da  : X1 ! X2 con x+ tx+ z 7! x+ x+ z.
Lemma 2.3.23. I complessi C(V 0D) e C(V
0
E) sono quasiisomor.
Dimostrazione. Osserviamo innanzitutto che, qualsiasi sia l'orientazione di
D, abbiamo n (D) = n (E) e n+(D) = n+(E). Inoltre, dai lemmi 2.3.20,
2.3.21, 2.3.22, segue direttamente la tesi.




3.1 Denizioni e proprieta
Abbiamo visto come JK sia un complesso di catene ben denito non solo sui
diagrammi di tangle ma anche sui tangle in generale. E possibile considerare
una struttura aggiuntiva su JK, detta un grado quantico.
Denizione 3.1.1. Un gruppo abeliano graduato A e un gruppo abeliano





Gli elementi di Ai si dicono elementi di grado i.
Osserviamo che non tutti gli elementi in un gruppo abeliano graduato
hanno un grado. Ad esempio, la somma di elementi con gradi diversi ha
grado non denito, lo 0 ha grado non denito.
Denizione 3.1.2. Sia C una categoria pre-additiva. Allora C si dice categoria
graduata se valgono le seguenti proprieta.
 Per ogni coppia di oggetti A,B in C l'insieme dei morsmi Mor(A;B) e
un gruppo abeliano graduato (tale grado verra chiamato grado quanti-
co); la composizione rispetta i gradi quantici e le mappe identita hanno
grado quantico 0.
 C'e una azione di Z sugli oggetti di C, chiamata \shift del grado quan-
tico"; l'azione di m 2 Z e indicata con fmg. L'azione, se considera-
ta in una categoria non graduata, preserva i morsmi Mor(A;B) =
Mor(Afmg; Bfng) ma sposta in modo appropriato i gradi delle mappe
deg (f : Afmg ! Bfng) = deg (f : A! B)  (m  n).
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Osservazione 3.1.3. Abbiamo gia visto (denizione 2.1.7) lo shift omologico,
dove lo shift [1] diminuisce il grado omologico di ciascun oggetto di 1. In
modo analogo, l'azione qui denita fa in modo che f1g diminuisca il grado
quantico di 1. La denizione appena esposta e ripresa dall'articolo di Bar-
Natan [DBN-K] con una lieve modica: negli articoli di Bar-Natan e di Paul
Turner [PT-F], f1g aumenta il grado quantico di 1. Abbiamo preferito la
nostra denizione in quanto e piu coerente con lo shift omologico e in quanto
e piu largamente utilizzata (ad esempio in [MK-A] e [ESL-A]).
Se C e categoria graduata, non e dicile vedere che anche Mat C e Kom C
sono categorie graduate.
Sia A un insieme di 2n punti su S1, sia d un cobordismo morsmo in
Cob3(A). Denisco il grado quantico di d come deg (d) = (d) n, cioe come
la caratteristica di Eulero di d meno meta del numero di punti di bordo del
diagramma di risoluzione di tangle di partenza. Un diagramma di tangle,
essendo un grafo 4-valente, deve avere un numero pari di punti di bordo,
quindi il grado deg (d) qui denito e un intero.
Lemma 3.1.4. Il grado quantico appena denito e additivo rispetto alla com-
posizione verticale e orizzontale di cobordismi. Il Grado delle selle e  1,
il grado di tazze e coperchi e +1. Tutti i cobordismi si scrivono come
composizione verticale o orizzontale di , , .
Lemma 3.1.5. Le relazioni S, T, 4Tu preservano il grado quantico.
Dimostrazione. La relazione S coinvolge il cobordismo 0, il cui grado non e
denito. La relazione T riguarda la composizione orizzontale con un toro.







= +1  1  1 + 1
= 0;
quindi i tue termini della relazione T hanno lo stesso grado. La relazione 4Tu
preserva il grado quantico grazie alle ovvie simmetrie.
Grazie ai lemmi precedenti 3.1.4 e 3.1.5, i morsmi della categoria Kom(Mat(Cob3=l))
sono graduati tramite il grado quantico. Per ottenere una categoria gradua-
ta, abbiamo bisogno di un'azione shift quantico sugli oggetti. Tuttavia non
c'e un modo eciente di denire il grado quantico di oggetti nella categoria
Cob3, ne tantomeno di denire uno shift quantico sugli oggetti. Ovviamo a
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questo problema in un modo simile a quanto fatto per ottenere la preaddi-
tivita di Cob3. Estendiamo la categoria Cob3 aggiungendo per ogni oggetto
A e intero m degli oggetti formali Afmg isomor ad A, e deniamo lo shift
quantico e le nuove frecce nel modo ovvio.
Anche se in modo un po' forzato, siamo arrivati ad ottenere che Kom(Mat(Cob3=l))
puo essere considerata una categoria graduata.
L'oggetto JDK e un complesso di catene in Kom(Mat(Cob3=l(A))), dato da
una riga di frecce e di oggetti JDKr con r 2 Z in Mat(Cob3=l(A)).
JDK = (: : :! JDK0 ! JDK1 ! JDK2 ! : : : ):
Denizione 3.1.6. Sia D un diagramma di tangle orientato con n+ incroci
positivi e n  incroci negativi. Denisco la parentesi quantica di Khovanov
per link o tangle orientati come il complesso JDKq, dove
JDKrq = JDKr f r   n+ + n g:
Se considerati come oggetti in una categoria non graduata (se trascuriamo i
gradi), i due complessi JDKq e JDK sono uguali.
Osservazione 3.1.7. La parentesi quantica di Khovanov JDKq e stata qui
denita nella maniera usata da Bar-Natan ([DBN-K]). Abbiamo il com-
plesso intermedio non quantico JDK = C(M 0D)[n ] (parentesi di Khovanov,
denizione 2.1.10). Da questo, inseriamo un grado quantico via JDKrq =JDKr f r   n+ + n g.
Khovanov denisce la parentesi quantica di Khovanov JDKq in un altro
modo, ossia denendo il complesso quantico intermedio ( eC(D))r = (C(M 0D))rf rg
e normalizzando ottenendo la parentesi quantica di Khovanov JDKq = eC(D)[n ]f2n  
n+g.
Queste due denizioni di JDKq sono ovviamente equivalenti.
La denizione di Bar-Natan ha il vantaggio di usare un complesso inter-
medio JDK non quantico e dimostrarne l'invarianza per tangle orientati.
La denizione di Khovanov ha il vantaggio di usare un complesso quanti-
co intermedio eC(D) per tangle D non orientati, quindi di assomigliare molto
alla parentesi di Kauman hDi (denizione 1.1.4), anche questa indipenden-
te dall'orientazione, a meta strada tra il link D e la parentesi di kauman
normalizzata fK per link orientati (denizione 1.1.7).
Teorema 3.1.8. Sia T un diagramma di tangle. Le mappe di bordo di JT Kq
hanno grado quantico zero. Se D e un diagramma di tangle equivalente a T ,
allora esiste un'equivalenza omotopica tra JT Kq e JDKq di grado 0.
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Dimostrazione. Le mappe di bordo in JT Kq sono tutte del tipo , quindi
hanno tutte grado  1. Lo shift di f rg introdotto su JT Krq fa s che tutte
le mappe di bordo in JT Kq abbiano grado 0. Inoltre non e dicile vedere
che tutte le equivalenze omotopiche tra due complessi T e D discusse nella
sezione 2.3 hanno grado quantico 0 come mappe JT Kq ! JDKq.
Sarebbe utile denire una struttura di categoria graduata anche per la
categoria Z mod, in modo da poter usare i gradi quantici anche nei moduli e
nei conti espliciti dell'omologia. Bisogna dunque cercare di denire un grado
quantico per le mappe di moduli. Cio e possibile ma, in realta, le cose vanno
molto meglio di cos. E infatti possibile denire un grado quantico per gli
oggetti e i morsmi della categogia Z mod, da cui seguono facilmente tutti
gli assiomi di categoria graduata.
Il grado quantico e denito non sugli oggetti ma sull'insieme di generatori
standard degli oggetti V 
k.
Denizione 3.1.9. Il grado quantico di v+ e +1, il grado quantico di v  e  1.
Osservazione 3.1.10. I complessi di cobordismi usati sono sempre complessi
in cui le mappe di bordo uniscono due circonferenze o dividono in
due una circonferenza , unione disgiunta alcune volte il cobordismo
identita S1[0; 1]. Queste due mappe di bordo in C(MD), con grado quantico
 1, vengono mandate da F in mappe di bordom e , con grado quantico  1
(e una ovvia verica dalla denizione 2.1.16). Quindi il funtore F preserva i
gradi quantici.
E inoltre molto interessante osservare come tutti i moduli usati nella
dimostrazione dell'invarianza (approccio algebrico) possano essere shiftati
opportunamente (ogni modulo di altezza h viene shiftato di fhg); dati T1 e T2
diagrammi associati alle mosse di Reidemeiser, si ottengono delle equivalenze
omotopiche F JT1K = F JT2K con mappe di equivalenza omotopica grado
quantico zero; in altre parole, si ottiene F JT1Kq = F JT2Kq equivalenza in
una categoria graduata.
Da questo si ottiene che le due dimostrazioni (algebrica e geometrica) del-
l'invarianza di F JKq si possono portare avanti in modi indipendenti. Per non
appesantire le notazioni chiameremo JKq la parentesi di Khovanov geometrica
e F JKq la parentesi di Khovanov algebrica.






Lemma 3.1.12. Valgono le seguenti uguaglianze:
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 qdim(AB) = qdim(A) + qdim(B),
 qdim(A
B) = qdim(A)qdim(B),
 qdim(Afmg) = q mqdim(A).
3.2 Da Khovanov a Jones
La parentesi di Khovanov F JKq e un invariante algebrico che generalizza il
polinomio di Jones. Vale in particolare
(F JT Kq) = V (T ) (3.2.1)
dove T e un diagramma di link e V (T ) e una versione del polinomio di jones
associato a T . Il polinomio di Jones e normalizzato in modo che su una
circonferenza valga q + q 1, quindi non e il polinomio di Jones standard; e il
polinomio che abbiamo denito in 1.2.1.
Tale formula si puo dimostrare in diversi modi. Fondamentalmente, esiste
un approccio algebrico diretto (seguito da Khovanov), un approccio geome-
trico (seguito da Bar-Natan), un approccio di tipo somma su stati (seguito
da Oleg Viro).
Nella nostra dimostrazione verra seguito l'approccio di Khovanov.





Quando avremo a che fare con un complesso di catene con un grado quantico,





Ci sono vari modi di dimostrare la formula 3.2.1. Il modo piu semplice e
quello fornito dallo stesso Khovanov, che esponiamo di seguito.
Consideriamo i diagrammi D, E, F in gura.
D E F:
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Usiamo la denizione del complesso intermedio eC di Khovanov, visto nell'os-
servazione 3.1.7. Ricordiamo che le relazioni che coinvolgono eC sono
( eC(D))r = (C(M 0D))rf rgJDKq = eC(D)[n ]f2n    n+g:
Come visto piu volte, il complesso eC(E)[1] e isomorfo al cono della mappaeC(F )! eC(D)f 1g.
Usando le relazioni 3.1.12 se ne deduce
F eC(E) =  (F eC(E)[1])
= F eC(F )  (F eC(D)f 1g)
= F eC(F )  qF eC(D):
Dal punto di vista della parentesi di Kauman, usando la denizione
di Khovanov vista in 1.1.9. Abbiamo visto nell'osservazione 1.1.9 che tale
denizione e equivalente alla denizione standard di parentesi di Kauman,
che a sua volta (lemma 1.2.2) e equivalente al polinomio di Jones.
Abbiamo
hEi = hF i   q hDi :
Quindi hi e F eC() seguono le stesse regole di risoluzione.
Inoltre, una diretta applicazione di 3.1.12 mostra che, se T e unione
disgiunta di k curve semplici chiuse nel piano, allora
F eC(T ) = (V
k) = (q + q 1)k;
analogamente al caso di hT i.
Consideriamo ora D un diagramma orientato. Usando la normalizzazione
per arrivare a JDKq, abbiamo
F JDKq = (F eC(D)[n (D)]f2n+(D)  n (D)g)
= ( 1)n (D)qn+(D) 2n (D)F eC(D):
Analogamente, per la parentesi di Kauman normalizzata, avevamo da 3.1.7
l'uguaglianza
fD = ( 1)n (D)qn+(D) 2n (D) hDi :
Osserviamo che fK e F JDKq seguono la stessa normalizzazione, le stesse
regole di risoluzione e hanno gli stessi punti di partenza. Questo e suciente
a dimostrare l'equazione 3.2.1.
Osservazione 3.2.1. Sarebbe interessante dimostrare la formula 3.2.1 senza
fare uso delle parentesi algebriche. Cio e in eetti possibile, usando una
versione \aggiornata" della caratteristica di eulero tramite tracce su categorie
preadditive e moduli di skein ([DBN-K], sezione 10).
52
3.3 Cambio di orientazione e immagine spec-
chiata
Vogliamo capire come cambia la parentesi di Khovanov se cambio l'orien-
tazione del link. E chiaro che invertendo l'orientazione di tutto il link la
parentesi di khovanov non cambia (gli incroci positivi restano positivi e vi-
ceversa). Se invece inverto orientazione ad una delle due componenti di un
link, cambiano i segni degli incroci tra una componente e l'altra.
Sia D un diagramma di link, sia D1 t D2 una scomposizione del dia-
gramma di link in due componenti. Sia l = lk(D1; D2) il linking number
delle due componenti, come denito in 1.0.5. Sia D0 il diagramma di D con
l'orientazione di D2 invertita. Valgono le uguaglianze
n+(D
0) = n+(D)  2l
n (D0) = n (D) + 2l
Dalla denizione di JK abbiamo
JDK = C(MD)[n (D)];JD0K = C(MD0)[n (D0)]:
Inoltre abbiamo che MD non dipende dalle orientazioni, quindi C(MD) =
C(MD0). Da questo, se ne deduce
JDKr = JD0Kr 2l :
Dalla denizione di JKq abbiamo
JDKrq = JDKr f r   n+(D) + n (D)g;JD0Krq = JD0Kr f r   n+(D0) + n (D0)g:
Da cui si ottiene facilmente
JD0Krq = JDKr+2lq f6lg:
Un'altra costruzione interessante e l'immagine mirror di un nodo. A
livello di diagramma, il mirror di un diagramma di nodo D e un nodo in
cui tutti gli incroci di tipo sono rimpiazzati da un incrocio di tipo e
viene indicato con il diagramma D!.
Per denire il lemma che lega la parentesi di Khovanov di un nodo alla
parentesi di Khovanov della sua immagine mirror, abbiamo bisogno di alcune
denizioni preliminari.
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Denizione 3.3.1. Sia A un gruppo abeliano graduato A =
L
i2ZMi. De-
niamo il gruppo abeliano graduato duale di A come A. La componente di
grado j di A e (A)j = hom(A j;Z).
Denizione 3.3.2. Sia (B; d) un cubo di oggetti e frecce in una categoria (in
cui sia denito il duale di oggetti). Il cubo duale di (B; d) e il cubo (B; d)
ottenuto dualizzando tutti i vertici di B e invertendo tutte le frecce d.
Piu precisamente, denisco :1 = 0, :0 = 1, :? = ?. Denisco :(x1; : : : ; xn) =
(:x1; : : : ;:xn). I vertici di B sono dati da (B)(x1;:::;xn) = (B:(x1;:::;xn)) e le
mappe sono date da (d)(x1;:::;xn) = (d:(x1;:::;xn))
.
Lemma 3.3.3. Il cubo commutativo VD! e isomorfo al cubo commutativo
(VD)
.
Dimostrazione. Introduciamo una base duale di V, data da v+ e v , deniti
nel modo seguente:
v+(v+) = 0 v

+(v ) = 1
v (v+) = 1 v

 (v ) = 0:
Denisco le mappe m e  nel modo seguente:
m : V 
 V ! V  : V ! V 
 V
v  
 v  7! 0 v  7! v  
 v 
v  
 v+ 7! v  v+ 7! v+ 
 v  + v  
 v+
v+ 
 v  7! v 
v+ 
 v+ 7! v+ :
Non e dicile mostrare che m e  cos denite sono le mappe duali
rispettivamente di m e . Deniamo l'isomorsmo  come
 : V ! V
v+ 7! v+
v  7! v :
Le risoluzioni D(x1; : : : ; xn) e D
!(:(x1; : : : ; xn)) sono chiaramente la stessa
risoluzione. Tramite l'isomorsmo  possiamo identicare V
k con (V)
k,
inoltre l'isomorsmo  manda le mappe m e  rispettivamente in m e .
Questo e suciente a concludere.
Denizione 3.3.4. Sia C un complesso di catene. Denisco il complesso di
catene duale C come il complesso che ha come oggetti (C)i = (C i) e
come mappe (d)i = (d i 1).
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Lemma 3.3.5. C'e un isomorsmo
F JDKq = (F qD!yq):
Dimostrazione. Dall'ultimo lemma 3.3.3 e dalla denizione di JK non e di-
cile mostrare che F JDK = (F qD!y). Inoltre, con molta attenzione ai gradi
quantici e ricordando che il duale di un gruppo graduato come denito in
3.3.1 inverte i gradi quantici, si puo dimostrare che vale l'uguaglianza anche
dei gradi quantici.
3.4 Finezza dell'omologia di nodi alternanti
Denizione 3.4.1. L'omologia di Khovanov H i;j(K) e l'omologia del comples-
so F JKKq dove K e un link orientato; con i indichiamo il grado omologico e
con j indichiamo il grado quantico.
Denizione 3.4.2. L'omologia di Khovanov H i;j si dice sottile se esiste un
intero t tale che l'omologia e disposta su due righe, date da
j = 2i  t 1:
Obbiettivo di questa sezione e mostrare che l'omologia di Khovanov alge-
brica per nodi alternanti e sottile, dove t = (K) e un numero che deniremo
piu avanti.
Ogni diagramma di link in questa sezione sara considerato su S2. Inoltre
useremo una denizione semplicata di V , che sara il modulo libero generato
da v  e v+ su Q anziche su Z.
E opportuno introdurre alcuni strumenti molto utili per nodi alternanti
come una colorazione.
Denizione 3.4.3. Un diagramma di link e detto nonsplit se, visto come grafo
4-valente (dimenticando le informazioni su quale arco passa sotto e quale arco
passa sotto), e connesso. Altrimenti e detto split.
Denizione 3.4.4. Una colorazione di un diagramma di link e una colorazione
con due colori (bianco e nero) a scacchiera del diagramma, cioe ogni lato
divide una regione bianca da una regione nera. Ogni incrocio e colorato nel
modo A o B secondo questa convenzione:
A : B : :
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In caso di due incroci consecutivi alternanti, i modi di colorare ciascuno
dei due incroci devono coincidere, come e evidente dal seguente esempio:
A : B : :
Quindi in una colorazione di diagramma di link alternante nonsplit, deve
essere presente solo la colorazione A o solo la colorazione B. Inoltre, e chiaro
che una colorazione di un diagramma di link induce una colorazione di una
qualsiasi risoluzione.
D = D(0) = D(1) =
E = E(0) = E(1) =
Denizione 3.4.5. La colorazione standard di un diagramma di link non-
split alternante e data dalla colorazione in cui e presente solo la colorazione
A. Quando non indicato, la colorazione e la colorazione standard. Un link
alternante colorato e un link alternante con la colorazione (standard).
Chiamiamo risoluzione totale 0 di un diagramma D la risoluzione in cui
ogni incrocio e risolto nel modo 0, e indichiamola con D(0). Analogamente,
la risoluzione D(1) e la risoluzione in cui ogni incrocio e risolto nel modo
1. E importante osservare che nella risoluzione totale 0 di un link alternante
colorato tutte le tracce degli incroci si trovano dentro in regioni bianche (come
e chiaro dal diagramma colorato di D(0) sopra).
Denizione 3.4.6. Un diagramma di link e nonridotto se esiste una curva
chiusa che interseca il diagramma solo una volta in un incrocio (o, equivalen-
temente, una risoluzione di un incrocio genera un diagramma di link split).
Altrimenti e detto ridotto.
E chiaro che un diagramma nonridotto puo essere semplicato tramite
mosse di Reidemeiser. E suciente capovolgere una delle due aree del link
separate da una curva chiusa data dalla denizione di nonridotto. Il link
ottenuto ha gli stessi incroci di prima, meno l'incrocio sulla curva chiusa;
inoltre se il link era alternante, lo e anche dopo.
Lemma 3.4.7. Sia D un diagramma di link alternante nonsplit ridotto co-
lorato. Allora valgono i seguenti fatti.
 Le componenti di D(0) bordano dischi neri.
56
 Ad ogni disco nero in D(0) corrisponde una regione nera di D.
 Ogni coppia di dischi neri in D(0) e connessa da tracce di incroci di D
e dischi neri di D(0).
 Nessuna traccia di incrocio di D connette un disco nero in D(0) a se
stesso.
Dimostrazione. Ogni incrocio separa regioni nere adiacenti (mentre unisce
regioni bianche adiacenti). Quindi tutte le regioni nere si separano in D(0)
(mentre molte regioni bianche si uniscono). Questo dimostra il secondo pun-
to. Ricordiamo che nella risoluzione totale 0 non ci sono tracce di incroci in
regioni nere. Quindi abbiamo i seguenti fatti.
 Se abbiamo una regione nera che non e un disco, allora possiamo trovare
un arco dentro tale regione nera che separa due componenti di D(0),
cioe D e split. Questo dimostra il primo punto.
 Se abbiamo una coppia di dischi neri che non puo essere collegata da
dischi e tracce di incroci, allora D e split. Questo dimostra il terzo
punto.
 Se abbiamo una traccia di incrocio che collega un disco nero a se stesso,
allora la 1-risoluzione di tale incrocio genera un diagramma split, cioe
D e nonridotto. Questo dimostra il quarto punto.
Denizione 3.4.8. Sia D un diagramma di link. Denisco n(D) il numero di
incroci di D, denisco o(D) = j0j il numero di componenti della risoluzione
D(0). Denisco o!(D) = o(D!).
Sia D come nel lemma 3.4.7. Le risoluzioni D!(0) e D(1) sono uguali;
grazie a questo (e al lemma 3.4.7), e facile osservare che o(D) e il numero di
regioni nere in D, o!(D) e il numero di regioni bianche in D. I diagrammi
di link sono su S2 che ha caratteristica 2, quindi il numero totale di regioni
(bianche e nere) e uguale al numero di vertici, piu due. Abbiamo ottenuto
o(D) + o!(D) = n(D) + 2:
L'obbiettivo e dimostrare la nezza dell'omologia per induzione sul nu-
mero di incroci di un diagramma di link. Quanto detto nora e suciente a
dimostrare la tesi del capitolo nel caso zero, ma non e suciente a portare
avanti l'induzione. Abbiamo bisogno di un lemma aggiuntivo.
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Lemma 3.4.9. Sia D un diagramma di link alternante nonsplit ridotto
colorato, con n(D) > 0. Allora una delle seguenti proposizioni e vera.
(A): C'e almeno una coppia di dischi neri in D(0) connessa da esattamente
un incrocio.
(B): C'e almeno una coppia di dischi neri in D!(0) connessa da esattamente
un incrocio.
(C): D e somma connessa di un nodo D0 e del link di Hopf , con D0 un
link alternante nonsplit colorato, come nel disegno
D = D0 = :
Dimostrazione. Abbiamo gia visto che vale o(D)+o!(D) = n(D)+2. Quindi
deve valere una delle seguenti aermazioni.
(A'): o(D) > 1
2
n(D) + 1.
(B'): o!(D) > 1
2
n(D) + 1.
(C'): o(D) = o!(D) = 1
2
n(D) + 1.
Mostriamo (A')) (A). Ci sono o(D) dischi neri, connessi tra loro da almeno
o(D)   1 incroci distinti. Supponiamo che tutte le coppie tra loro connesse
siano connesse da almeno due incroci distinti; in tal caso abbiamo almeno
2(o(D)  1) incroci distinti. Tuttavia la proposizione (A') aerma che il nu-
mero di incroci n(D) < 2(o(D)  1). Quindi c'e almeno una coppia connessa
da un incrocio.
Mostriamo (B') ) (B). Tale verica e analoga alla precedente (con D! in
luogo di D).
Mostriamo (C') e non (A) e non (B) ) (C). La proposizione (A) e falsa,
quindi ci sono esattamente o(D)  1 coppie di dischi neri, collegate da esat-
tamente due incroci. Associamo al diagramma D(0) un grafo. I vertici sono
gli o(D) dischi neri, i lati sono le o(D) 1 coppie di incroci che collegano due
dischi neri. Considerando il numero di vertici e lati, il grafo deve essere un
albero. Dato un lato che collega due vertici a e b, mettiamo una freccia dalla
parte di a se i due incroci tra a e b sono adiacenti sul bordo del disco a.







Figura 3.1: Esempio diagramma di link per la dimostrazione 3.4.10














Denisco un vertice del grafo come pendente se e collegato ad un solo
altro vertice, denisco un lato del grafo come pendente se come estremo
ha un vertice pendente. Se a e un vertice pendente, il lato uscente da a
deve chiaramente avere una freccia verso a. Se d non e vertice pendente,
sapendo che le coppie di incroci relative a due dischi collegati a d non possono
alternarsi, devono esserci almeno due lati con frecce verso d.
Se o(D) = 2, abbiamo solo due vertici collegati da un lato, con freccia
in entrambe le direzioni. Se o(D) > 2, sia p il numero di vertici pendenti.
Non ci possono essere lati che collegano vertici pendenti. Per ogni vertice a
pendente, abbiamo una freccia verso a. Per ogni vertice d non pendente, per
quanto detto prima, abbiamo almeno 2 frecce verso d. Quindi otteniamo in
totale almeno p+2(o(D) p) = o(D) p frecce. Il numero di lati e o(D) 1,
quindi il numero di lati non pendenti e o(D)  p  1. Quindi almeno un lato
pendente deve avere freccia in entrambe le direzioni.
Il diagramma di D deve essere quindi del tipo , originato da un link
del tipo . Questo implica (C).
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Per semplicare le notazioni, usiamo il complesso intermedio di Khovanov
( eC(D))r = (C(M 0D))rf rg visto nell'osservazione 3.1.7 e chiamiamo eH i;j(D)
l'omologia di F eC(D).
Lemma 3.4.11. Il supporto di eH(D) e incluso nel supporto di eH(D(0)) eeH(D  1)[ 1] 1.
Diamo solo un'idea della dimostrazione del lemma. Possiamo partire dalla
nota decomposizione eH(D) = eH(D(0))  eH(D(1))[ 1]f 1g usata nelle
dimostrazioni di invarianza algebrica e mostrare che tale splitting e indotto
da una sequenza esatta. Per i dettagli, si veda [ESL-A].
Lemma 3.4.12. Sia D un diagramma di link alternante nonsplit ridotto.
Allora eH i;j(D) ha supporto nel rettangolo 0  i  c(D) e  o(D)  j 
2n(D)  o(D) + 2.
Inoltre nei due angoli opposti del rettangolo l'omologia e Q, cioe eH0; o(D)(D) =
Q e eHn(D);2n(D) o(D)+2(D) = Q.
Dimostrazione. I complessi di catene eCi;j sono per denizione zero fuori da
0  i  c(D), quindi lo stesso vale per gli eH i;j. Se i = 0, abbiamo che i
complessi di catene eCi;j(D) sono per denizione zero fuori da  o(D)  j.
Cambiando una risoluzione di un incrocio, il numero di componenti della
risoluzione aumenta o diminuisce di uno. Ricordando lo shift dei gradi quan-
tici, se i = 1, abbiamo che i complessi di catene eCi;j(D) sono per denizione
zero fuori da  o(D)  j o  o(D)+2  j; in ogni caso, abbiamo  o(D)  j.
Tale ragionamento si applica anche ai gradi omologici successivi, mostrando
che, per ogni i, abbiamo  o(D)  j.
Lo stesso ragionamento possiamo applicarlo al contrario (o usando D! in
luogo di D), partendo dal caso i = n, in cui i complessi di catene eCi;j(D)
sono per denizione zero fuori da j  o!(D) + n(D).
Dalle denizioni, se (i; j) = (0; o(D)) allora eCi;j(D) = Q.
Dal lemma 3.4.7 abbiamo che una qualsiasi risoluzione di un incrocio in
D(0) ha una componente in meno rispetto alla risoluzione D(0). Questo
implica che, se i = 1, allora eCi;j(D) ha supporto in  o(D)+2  j. Possiamo
applicare l'induzione vista prima e ottenere che, se i  1, allora eCi;j(D) ha
supporto in  o(D) + 2  j.
Riassumendo, abbiamo ottenuto
eCi;j(D) = (Q if i = 0; j =  o(D)
0 if i  0; j =  o(D):
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Lo stesso ragionamento possiamo applicarlo al contrario (o usando D! in
luogo di D), ottenendo
eCi;j(D) = (Q if i = n(D); j = n(D) + o!(D)
0 if i  n(D); j = n(D) + o!(D):
Abbiamo quindi il seguente lemma.
Lemma 3.4.13. Sia D un diagramma di link alternante nonsplit ridotto che
verica le ipotesi della proposizione (A) del lemma 3.4.9. Siano D(0) e
D(1) i diagrammi delle due risoluzioni dell'incrocio dato dalla proposizione
(A).
Allora eH i;j(D(0)) ha supporto in 0  i  n(D(0)) e  o(D(0))  j 
2n(D  0)   o(D(0)) + 2; nei due angoli, l'omologia e Q. Inoltre, lo stesso
vale per D(1).
Dimostrazione. Considerando il diagramma D, ogni risoluzione di altezza
1 ha una componente in meno rispetto alla risoluzione di altezza 0. Tale
proprieta, grazie al lemma 3.4.7, e chiaramente valida anche per il digramma
di link D(0). Il diagramma D verica le ipotesi della proposizione (A) del
lemma 3.4.9; cio assicura che tale proprieta e valida anche per il diagramma
D(1).
Lemma 3.4.14. Sia D un diagramma di link alternante nonsplit ridotto che
verica le ipotesi della proposizione (A) del lemma 3.4.9. Siano D(0) e
D(1) i diagrammi delle due risoluzioni dell'incrocio dato dalla proposizione
(A).
Allora D(0) e D(1) sono diagrammi alternanti nonsplit.
Dimostrazione. E chiaro che D(0) e D(1) sono diagrammi alternanti e che
D(1) e nonsplit.
Supponiamo che D(0) e split. Il diagramma D non e split, quindi l'in-
crocio rimosso era l'unico incroico che collegava le due componenti di D(0).
Cio implica che D e nonridotto, contro l'ipotesi. Questo dimostra che D(0)
e nonsplit.
Denizione 3.4.15. Sia D un diagramma di link orientato; coloriamo le re-
gioni di D a scacchiera. Chiamiamo le regioni bianche B0; B1; : : : ; Bn. Sup-
poniamo che ogni incrocio colleghi due regioni bianche distinte.
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Associamo ad ogni incrocio a un numero d'incidenza (a) in questo modo.
 =  1  = +1
Date B e C due regioni, chiamiamo B u C l'insieme dei vertici collegati
a entrambe le regioni. Deniamo la matrice simmetrica gij di dimensione










gik if i = j:
La matrice di Goeritz G(D) associata a D e la matrice n  n ottenuta
eliminando la prima riga e la prima colonna di gij,
G(D) = (gij)1in;1jn:
Denizione 3.4.16. Deniamo la segnatura (D) di un diagramma di link D
come
(D) = signG(D)  (D);
dove (D) e la somma di tutti i numeri di incidenza sugli incroci di tipo II,
secondo questa convenzione:
tipo I tipo II:
Lemma 3.4.17. Sia D un diagramma di link alternante nonsplit orientato
ridotto. Allora vale
(D) = o(D)  n (D)  1:
Dimostrazione. Coloriamo D nel modo opposto alla colorazione standard.
In questo modo, abbiamo che tutti i numeri di incidenza  sono 1, tutti gli
incroci negativi sono di tipo II, tutti gli incroci positivi sono di tipo I.
Quindi abbiamo gij  0 per i 6= j e gij  0 per i = j; inoltre abbiamo
(D) = n (D).
Usando i fatti precedenti, un semplice conto mostra che la matrice G(D)
e denita positiva. Vale inoltre
(L) = signG(D)  (D) = rkG(D)  n (D) = o(D)  1  n (D):
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Prendiamo in considerazione l'omologia di Khovanov eH i;j(D) e suppo-
niamo ssato un intero s(D). Chiamiamo diagonale superiore la riga j =
2i  s(D)  1, chiamiamo diagonale inferiore la riga j = 2i  s(D)+1. Chia-
miamo cima la posizione (i; j) sulla diagonale superiore con il minimo i per
cui eH i;j(D) 6= 0, chiamiamo fondo la posizione (i; j) sulla diagonale inferiore
con il massimo i per cui eH i;j(D) 6= 0.
Teorema 3.4.18. Sia D un diagramma di link alternante nonsplit. Allora
l'omologia di Khovanov eH i;j(D) ha supporto in due righe j = 2i  s 1 per
un dato s.
Dimostrazione. Procediamo per induzione. Nel caso di diagramma di link
con zero incroci ed una componente, la tesi e vera.
Prendiamo un diagramma di link D alternante nonsplit con n incroci e
supponiamo il teorema vero per i diagrammi con meno di n incroci. Se D
non e ridotto, allora D e equivalente ad un link D0 con meno di n incroci che
verica il teorema; le omologie eD e e(D0) sono uguali a meno di un opportuno
shift quantico e omologico, quindi il teorema e vero anche per D0. Quindi
d'ora in avanti possiamo supporre che D sia ridotto.
Grazie a 3.3.5, dimostrare il teorema per D equivale a dimostrarlo per
D!. Quindi, nel caso il diagramma D abbia la proprieta (B) del lemma 3.4.9,
possiamo ricondurci al caso in cui abbia la proprieta (A).
Supponiamo che il diagramma D abbia la proprieta (A) del lemma 3.4.9.
I due diagrammi D(0) e D(1) hanno entrambi n   1 incroci, quindi ve-
ricano il teorema. In particolare, eH(D(0)) ha supporto in due righe con
cima in (0; o(D(0))); eH(D(1)) ha supporto in due righe con cima in
(0; o(D(1))). Dall'identita o(D) = o(D(0)) = o(D(1)) + 1 otteniamo
che le diagonali superiori e inferiori di eH(D(0)) e di eH(D(1))[ 1] 1 ade-
riscono. Grazie al lemma 3.4.11 e al lemma 3.4.12, l'omologia eH(D) ha
supporto in due righe, con cima in (0; o(D)) e fondo in (n; 2n  o(D) + 2).
Supponiamo che il diagramma D abbia la proprieta (C) del lemma 3.4.9.
I diagrammi che useremo sono i seguenti.
D D(0) D(1) D0:
Data l'orientazione di D, e ben denita anche l'orientazione di D(0), D(1),
D0. Dalle dimostrazioni algebriche di invarianza di riccioli, sappiamo quali
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shift quantici e omologici intercorrono traH(D(0)) eH(D0), e traH(D(1))
eH(D0). Ricordiamo che dalle denizioni abbiamoH(T ) = eH[n (T )]f2n (D) 
n+(D)g. Osserviamo che l'incrocio visibile nel diagramma D(0) e positivo,
mentre l'incrocio nel diagramma D(0) e negativo. Grazie a cio, abbiamo
eH(D(0)) = eH(D0)[0]f1geH(D(1))[ 1]f 1g = eH(D0)[ 2]f 3g:
I diagrammi D(0) e D(1) hanno n 1 incroci, quindi vericano il teorema.
In particolare, eH(D(0)) ha supporto in due righe, con cima in (0; o(D0) 
1); eH(D(1))[ 1]f 1g ha supporto in due righe, con cima in (2; o(D0)+3).
Le diagonali superiori e inferiori aderiscono.
Come visto prima, grazie al lemma 3.4.11 e al lemma 3.4.12, l'omologiaeH(D) ha supporto in due righe, con cima in (0; o(D)) e fondo in (n; 2n  
o(D) + 2).
Abbiamo ottenuto che H(D) = eH(D)[x(D)]f2n (D)   n+(D)g ha sup-
porto in due diagonali e ha cima in ( n (D); 2n (D)+n+(D) o(D)). Da
questo, otteniamo che il numero s(L) nella denizione di diagonale superiore
e inferiore e s(L) = o(D)   n+(D)   1. Grazie al lemma 3.4.17, otteniamo
s(L) = (L). Alla luce della denizione 3.4.2, abbiamo cos dimostrato che
l'omologia di Khovanov di nodi alternanti nonsplit e sottile.
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