Habitat use and resource selection studies based on presence-only data often use simulated locations as a benchmark for comparison with locations where a species has been observed. Such designs, termed "useversus-availability", are commonly analyzed with logistic regression, resulting in resource selection functions (RSFs). Statistical ecologists have recently expressed concerns about the appropriateness of casecontrol logistic regression for the calculation of RSFs, based on the claim that given enough time available locations may be used by the target species, thus creating "false negatives" and violating the assumption that the two outcomes, use and availability, are mutually exclusive. Accordingly, statistical ecologists propose alternative methods to address the latter concern. We argue that simulated absence data can be interpreted as true absences, hence amenable to case-control logistic regression, when absence data are considered as paired instantaneously in time with presence-only data.
Introduction
Habitat selection is a process that results in disproportionate use by individual organisms of available habitats (Johnson 1980) . For several decades, ecologists have compared observed species locations with random samples of locations within some reference area to infer habitat selection (Manly et al 2002) . The random locations, in contrast to the observed, are deemed representative of what is available to the organism or population under study (for a discussion of "availability", see Fortin et al 2005) . Resource Selection Functions (RSF) were introduced in the early 1990s as a statistical means to evaluate the relative probability of occurrence in specific types of habitat by a set of animals in a given study region (Manly et al 2002) .
Most commonly, a RSF is the result of a logistic regression examining two outcomes, "used" versus "unused" or "used" versus "available" locations against a set of habitat covariates measured at each location (e.g. landcover type, climate, topography, distance to some hypothesized critical feature). The sign and magnitude of regression coefficients are meant to inform us about whether organisms under study occur disproportionately in specific types of habitat. Designs treating locations as "used" versus "unused" are equivalent to case-control designs as defined by Hosmer and Lemeshow (2000) . True case-control designs are considered rare in the habitat selection literature (Keating and Cherry 2004) . Thus, RSFs are commonly fit using logistic regression under "use-available" designs to evaluate habitat selection when the only information available (apart from habitat covariates) is a set of locations where the individuals sampled were known to occur (see Keating and Cherry 2004 for statistical background). Such information is typical of individual-based studies based on VHF or GPS telemetry data (White and Garrott 1990) .
Wildlife ecology relies increasingly on RSFs (Strickland and McDonald 2006) . However, this enthusiastic use of RSFs has been challenged by some statistically minded ecologists. For example, in a frequently-cited paper, Keating and Cherry (2004) , have questioned the interpretation of estimated and predicted quantities obtained through case-control logistic regression models of data obtained under a use-available design. Those concerns have led to the development of alternative ways to analyse designs comparing occurrence-only data to random locations throughout the area of interest (e.g., Johnson et al 2006, Lele 2009, Lele and Keim 2006) or to the next available locations, with a defined spatial constraint (Fortin et al 2005) .
Here, we examine a key concern, the misinterpretation of available locations as "unused", and argue that the logistic regression approach to RSFs and the interpretation of estimated parameters in terms of odds-ratios are in fact correct when the paired or stratified nature of so-called use-available designs is understood temporally. We illustrate this point with a simulation of animal movement in a heterogeneous landscape. We show that conditional or case-control logistic regression on the simulated data can recover the true selection coefficients without bias.
What do we mean by "unused"?
Standard logistic regression can be used to estimate the unbiased parameters of an RSF in situations where all "used" (case) and "unused" (control) points are correctly attributed (Manly et al 2002: 83) Usually, these situations have been thought to arise primarily in census studies where the researchers sample the units of interest (e.g., plot) and identify whether the individual(s) of interest is (are) present or absent. In studies where the individual is the unit being followed (e.g., via GPS or VHF collar), the random sample of available point locations must be assumed to be unused, or more specifically "rejected for use", to correctly use logistic regression. As traditionally formulated, this assumption can fail significantly for use-available designs, as discussed in detail by Keating and Cherry (2004) . Problems are thought to arise because, contrary to true used-unused designs, some of the available points may in fact be used by sampled individuals at times when they are not observed. If a non-trivial proportion of "unused" are so contaminated (sensu Lancaster and Imbens 1996) , or forced to be contaminated in simulations, logistic regression will naturally produce biased parameter estimates and probabilities of use (Johnson et al. 2006) . Indeed, as pointed out by Lele and Keim (2006: 3026) : "(…) given enough time, eventually most of the study area gets visited and one could, albeit incorrectly, infer that probability of use is 1 for every type of habitat."
How long must an available location be exposed in order to be used? Conversely, at what particular time is a location unused? To our knowledge, those questions have not been answered in theoretical or empirical RSF studies. Yet, if contamination of controls is cause for concern, then exposure of available sites must be sufficiently long such that sampled individuals have a non-negligible chance of visiting them. Who determines how long such exposure should be? Fortunately, logistic regression does not require exposure time for available locations to be above any specific threshold. Inverting the previously cited remark of Lele and Keim (2006) , if we allow sampling time to be sufficiently short, then the probability of use, by monitored individuals, of all locations where presence was not recorded by telemetry approaches zero, and use-availability essentially becomes case-control. Simply stated, it is impossible for an individual to be at two places simultaneously. Samples of available locations will be uncontaminated provided that: 1) use data comes from a set of marked individuals, 2) available and used points are distinct, and 3) available and used points are paired in time, i.e., they are sampled simultaneously. Under those conditions, any sampled individual can be known to have been absent, at the time of observation, from all points other than where it was actually observed, and therefore those points were unused. Importantly, as the time interval decreases to zero, the bias from "false negatives" disappears and we are left with the true probability of use for that individual in that habitat. An analogous argument can be made if map resolution or extent are allowed to increase to the point where the probability of any pixel being used approaches zero (Aarts et al 2008) .
Seen from a temporal perspective, habitat selection studies under the traditional framework of RSFs are amenable to case-control rather than use-availability sampling designs (sensu Keating and Cherry 2004) . This is because they do not share the problem of studies with contaminated controls such as the one explored by Lancaster and Imbens (1996) , for reasons worth discussing in some detail. In Lancaster and Imbens (1996) , a set of workers with a certain common attribute were compared to a sample drawn from a larger population containing an unknown proportion of people having the attribute in question. A key aspect of Lancaster and Imbens (1996) study is that the attribute in question was invariant, akin to, for example, eye colour. In such cases, no matter what the temporal relationship between pairs of cases and controls, there remains a probability that some of the "controls" were in fact "cases". Thus, in Lancaster and Imbens (1996) and similar situations, contamination cannot be avoided by controlling for time. However, in a habitat selection study the trait in question is an individual's presence at a known location at a particular point in time and its absence from all other points, including a randomly selected control location. Thus, we argue that controlling for the time dimension removes the contamination problem.
"Shared time" and the meaning of pairing
Assigning specific times to random points is just a form of paired (one-to-one) or more generally, stratified (oneto-many) designs. In classic stratified designs, data from different treatments are grouped by levels of some meaningful shared factor such as county, forest stand or year. In the case of resource selection studies, each stratum will typically be a set of locations composed of one used and one or more available locations. To avoid pseudo-replication, the effect of stratum should be included as a factor in a mixed model or conditional model. The sample size for an individual is the number of used locations, regardless of how many random points were created to measure availability. What has not, to our knowledge, been previously considered is:
can these locations within a given stratum share any non-spatial attribute? Traditionally, these shared attributes have been defined to constrain the inferential spatial scale of the question, such as home range, study site, or watershed. We can easily add shared time to these shared spatial attributes.
If time, whether specified or not, is taken to be the precise moment at which the "used" location was obtained, then it follows that available points are in fact unused at a specific known time, at least in the case where marked individuals are monitored. If we accept the "shared-time" assumption, then the problem of contamination or false negatives in use-available designs vanishes, relative probabilities of occurrence are instantaneous, and unbiased RSFs at least can be estimated by case-control logistic regression. Instantaneous occurrence probabilities are the raw material for a variety of inferences, such as on the probability that animal "A" will occur in location "X" during time interval "T". The only other information that is required to obtain true occurrence probabilities for the marked individuals is a set of locations where those individuals can be during the reference time-period. That defining this set of possible locations may prove difficult is not relevant to our interpretation of available locations.
Simulation
To demonstrate that our case-control approach provides unbiased estimates, we used a correlated random walk simulation model written in SELES (Fall and Fall 2001) . Our model had two components: a randomly generated 5,000 by 5,000 pixel landscape of 7 discrete habitat types ("habitat polygons"), and 20 individuals moving within it. A correlated random walk is defined by the distributions of turn angles and movement distances. Here, turn angles were normally distributed, with a mean angle of 0 degrees relative to the movement direction at the previous time-step and a variance of 20 degrees. Turning angle was thus independent of habitat. Movement distance varied among habitat types, as follows.
The seven habitat classes were coded as 1,2,…,7 and these values defined movement distance in pixels. Thus, a movement originating in a pixel of habitat type i has length i pixels and a direction randomly chosen, conditional on the previous movement. This formulation created a situation where, given an equal amount of time, an animal starting in habitat type 1 moved less far than those animals in habitat type 7, creating habitat selection for those habitat types with lower indices. Thus, habitat selection in our study is generated by differing move distances between habitats, emulating a potential causal mechanism for habitat selection by animals. This is distinctly different than generating our habitat selection from the same function as the analysis of resource selection, thus, we do not have true coefficients for the RSF. Instead, we calculated true frequencies of use of each habitat from all data points by counting the number of time steps the individuals were in each habitat divided by the total area (total number of pixels) of each habitat. We calculated true log odds from these true frequencies of use, and calculated known habitat preferences as the differences in log odds relative to a reference habitat type.
To emulate a common regular sampling strategy used with GPS collars, we first generated "used" points by taking a location for each individual every 20 units of time. To obtain a sample of unused points, we selected random points from the entire landscape excluding the paired used point-our conditional pairing in time. We performed 100 replicates of a simulation of 20 individuals with 13,500 samples from each. We then performed a conditional logistic regression and calculated estimated habitat preferences from the differences in estimated parameters. We found no bias in habitat preferences when contrasting known habitat preferences with estimated habitat preferences (Figure 1 ).
Inference beyond marked individuals
Wildlife telemetry samples the locations visited by a set of marked individuals. These samples may be systematic (e.g., hourly), random, or otherwise distributed in time. The data are appropriate for inference at the level of the set of marked individuals, given an appropriate specification of fixed and random effects. For the case of discrete habitat classes, the observed frequencies can be used to estimate the probabilities that a randomly selected individual at a randomly selected time will be in a particular habitat class. It also allows us to obtain true probabilities of use by one (or a set of) marked individuals for a given period of time. Given the "shared-time" assumption, a case-control logistic regression with a use-available design can produce unbiased estimates of the strength of habitat selection. As RSFs, the fitted models can also be used to predict the relative probabilities of use.
However, wildlife telemetry studies are usually designed to generate inferences at the population level, i.e., beyond the set of marked individuals. For this reason, researchers will normally assume that the monitored individuals are a random sample from the target population. If there is reason to believe that marked individuals used to measure resource selection constitute a random sample, true instantaneous probabilities of use of a given location by the species can be obtained if the proportion of the population that is marked is known or estimated. Probability of species' use would be related to the time integral of this probability summed over all individuals in the population.
RSF studies are increasingly used to generate maps depicting absolute or relative probabilities of use by wildlife, and thus to help management decisions such as delineating areas for conservation or sustainable use. Absolute probabilities of selection by wildlife are arguably more useful to managers than relative probabilities (Lele 2009 ). Unfortunately, wildlife managers are often given relative selection probabilities, because the commonly held perspective in RSF studies is that random locations may be used by focal animals during a generally undefined time frame. Even though this may be true, we showed that this assumption is not necessary to generate simple RSFs. The "shared time" assumption presented here defines the time frame for unused locations and rids us of false negatives. It also enables us to obtain true probabilities simply from logistic analysis of use-available designs, and to apply those probabilities beyond the set of marked individuals under study. Figure 1 . Absence of bias in the estimation of habitat selection using logistic regression with simulated movement data. Bias represents the difference between estimated log odds and true log odds for a specific habitat (here, with movement rate = 2), relative to a reference habitat (rate = 4). Results for all habitats (movement rates) were similar to the one presented here. papers for our reading group on statistical ecology, which led to this manuscript.
