Biological processes exhibit a hierarchical structure in which the basic working units, proteins, physically associate to form stoichiometrically stable complexes. Complexes interact with individual proteins or other complexes to form functional modules and pathways that carry out most cellular processes. Such higher level interactions are more transient than those within complexes and are highly dependent on temporal and spatial context. The function of each protein or complex depends on its interaction partners. Therefore, a faithful reconstruction of the entire set of complexes in the cell is essential to identifying the function of individual proteins and complexes as well as serving as a building block for understanding the higher level organization of the cell, such as the interactions of complexes and proteins within cellular pathways. Here we describe a novel method for reconstruction of complexes from a variety of biological assays and a method for predicting the network of interactions relating these core cellular units (complexes and proteins).

Our reconstruction effort focuses on the yeast *Saccharomyces cerevisiae*. Yeast serves as the prototypical case study for the reconstruction of protein-protein interaction networks. Moreover the yeast complexes often have conserved orthologs in other organisms, including human, and are of interest in their own right. Several studies ([@r1]--[@r4]) using a variety of assays have generated high throughput data that directly measure protein-protein interactions. Most notably, two high quality data sets ([@r3], [@r4]) used tandem affinity purification (TAP)[1](#fn1){ref-type="fn"} followed by MS to provide a proteome-wide measurement of protein complexes. These data provide the basis for attempting a comprehensive reconstruction of a large fraction of the protein complexes in this organism. Indeed a number of works ([@r5], [@r6]) have attempted such a reconstruction. Generally speaking, all use the same general procedure: one or more data sources are used to estimate a set of affinities between pairs of proteins, essentially measuring the likelihood of that pair to participate together in a complex. These affinities induce a weighted graph whose nodes are proteins and whose edges encode the affinities. A clustering algorithm is then used to construct complexes, sets of proteins that have high affinity in the graph. Although similar at a high level, the different methods differ significantly on the design choices made for the key steps in the process.

Recent works (since 2006) all focus on processing the proteome-wide TAP-MS data and using the results to define complexes. Gavin *et al.* ([@r3]), Collins *et al.* ([@r7]), and Hart *et al.* ([@r5]) all use probabilistic models that compare the number of interactions observed between proteins in the data *versus* the number expected in some null model. Collins *et al.* ([@r7]) and Hart *et al.* ([@r5]) both used all three of the available high throughput data sets ([@r2]--[@r4]) in an attempt to provide a unified interaction network. The two unified networks resulting from these studies were shown to have large overlap and to achieve comparable agreement with the set of co-complex interactions in the MIPS data set ([@r8]) that are collated from previous small scale studies. The interaction graphs resulting from the computed affinity scores are then clustered to produce a set of identified complexes. Gavin *et al.* ([@r3]), Hart *et al.* ([@r5]), and Pu *et al.* ([@r6]) all use a Markov clustering (MCL) ([@r9]) procedure; Collins *et al.* ([@r7]) use a hierarchical agglomerative clustering (HAC) procedure but do not suggest a computational procedure for using the resulting dendrogram to produce specific complex predictions.

Despite the fairly high quality of these networks and the agreement between them, they still contain many false positives and negatives. False negatives can arise, for example, from the difficulty in detecting interactions involving low abundance proteins or membrane proteins or from cases where the tag added to the bait protein during TAP-MS prevents binding of the bait to its interacting partners. False positives can arise, for example, from complexes that share components or from the contaminants that bind to the bait nonspecifically after cell lysis. Therefore, the set of complexes derived from the protein-protein interaction network alone has limited accuracy. Less than 20% of the MIPS complexes ([@r8]), which are derived from reliable small scale experiments, are exactly captured by the predictions of Pu *et al.* ([@r6]) or by those of Hart *et al.* ([@r5]).

In this study, we constructed a method that generates a set of complexes with higher sensitivity and coverage by integrating multiple sources of data, including mRNA gene expression data, cellular localization, and yeast two-hybrid data. The data integration approach was used in some early works on predicting protein-protein interactions ([@r10], [@r11]) and more recently by Qiu and Noble ([@r12]), but these studies focus only on predicting pairs of proteins in the same complex and not on reconstructing entire complexes. Many recent studies ([@r13]--[@r21]) have successfully integrated multiple types of data to predict functional linkage between proteins, constructing a graph whose pairwise affinity score summarizes the information from different sources of data. However, because the data integration is not trained toward predicting complexes, the high affinity pairs contain transient binding partners and even protein pairs that never interact directly but merely function in the same pathways. When these graphs are clustered, the clusters correspond to a variety of cellular entities, including pathways, functional modules, or co-expression clusters. We developed a data integration approach that is aimed directly at the problem of predicting stoichiometrically stable complexes.

We used a two-phase automated procedure that we trained on a new high quality reference set that we generated from annotations in MIPS and SGD and from manual curation of the literature. In the first phase, we used *boosting* ([@r22]), a state-of-the-art machine learning method, to train an affinity function that is specifically aimed at predicting whether two proteins are co-complexed. Unlike most other learning methods, boosting is capable of inducing useful features by combining different aspects of the raw data, making it particularly well suited to a data integration setting. Once we generated the learned affinity graph over pairs of proteins, we predicted complexes by using a novel clustering algorithm called hierarchical agglomerative clustering with overlap (HACO). The HACO algorithm is a simple and elegant extension of HAC that addresses many of its limitations, such as the irreversible commitment to a possibly incorrect clustering decision. HACO can be applied to any setting where HAC is applied; given the enormous usefulness of HAC for the analysis of biological data sets of many different types (*e.g.* Refs. 7, 23, and 24), we believe that HACO may be applicable in a broad range of other tasks.

To validate our approach, we tested the ability of our methods and other methods to predict reference complexes that were not used in training. By integrating multiple sources of data, we recovered more reference complexes than other state-of-the-art methods ([@r5], [@r6]) when applied to the same set of yeast proteins. We also validated our predicted set of complexes against external data sources that are not used in the training. In all cases, our predictions were shown to be more coherent than other methods and, in many cases, more coherent even than the set of reference complexes.

A detailed examination of our predicted complexes suggests that many of them were previously known but not included in our (comprehensive) reference set, suggesting that our complexes form a valuable new set of reference complexes. In several cases, our predicted complexes were not previously characterized. We experimentally validated two of these predictions: a new component in the recently characterized eisosome complex ([@r25]), which marks the site of endocytosis in eukaryotes, and a newly characterized six-protein complex, including four phosphatases, that appears to be involved in the response to nutrient starvation and that we named the nutrient starvation complex (NSC).

The complex-based view provides a new perspective on the analysis and reconstruction of the protein interaction network. In the past, Jeong *et al.* ([@r26]) have suggested that the degree of a protein in an interaction network is positively correlated with its essentiality and have argued that "hubs" in the network are more likely to be essential because they are involved in more interactions. Our analysis presents a complex-based alternative view: essential proteins tend to cluster together in essential complexes ([@r5]), and essential complexes tend to be large; thus, the essential hubs in the network are often members in large complexes comprised mostly of essential proteins. We also reformulate the task of reconstructing the protein interaction network. Rather than considering interactions between individual proteins ([@r27]--[@r29]), a somewhat confusing network that confounds interactions within complexes and interactions between complexes, we tackle the novel task of predicting a comprehensive protein interaction network that involves both individual proteins and larger complexes. We argue that these entities are the right building blocks in reconstructing cellular processes, providing a view of cellular interaction networks that is both easier to interpret than the complex network of interactions between individual proteins and more faithful to biological reality. Moreover a complex, which is a stable collection of many proteins that act together, provides a more robust basis for predicting interactions as we can combine signals for all its constituent proteins, reducing sensitivity to noise.

To accomplish this goal, we constructed a reference set of complex-complex interactions, considering two complexes to interact if they are significantly enriched for reliable interactions between their components. We further augmented this set with a hand-curated list of established complex-complex interactions. We then used a machine learning approach to detect the "signature" of such interactions from a large set of assays that are likely to be indicative. We explored different machine learning methods and showed that a partially supervised naïve Bayes model, where we learned the model from both labeled and unlabeled interactions, provides the best performance. This model was applied both to our predicted complexes and to individual proteins, providing a new, comprehensive reconstruction of the *S. cerevisiae* interaction network, which can be downloaded from our project Web page.[2](#fn2){ref-type="fn"} We showed that entities that are predicted to interact are more likely to share the same functional categories. A detailed investigation of our new predicted interactions presents many that are established in the literature as well as some that are novel but consistent, presenting plausible hypotheses for further investigation.

EXPERIMENTAL PROCEDURES
=======================

Complex Prediction
------------------

### Constructing a Set of Reference Complexes---

We compiled a reference set of complexes by combining literature-derived results from small scale experiments in MIPS ([@r8]) and SGD ([@r31]) with a hand-curated list (see our supporting Web site[3](#fn3){ref-type="fn"}) that we generated. The MIPS, SGD, and hand-curated sets contain 225, 195, and 164 complexes, respectively (supplemental Fig. S1a). Below we describe our method for establishing correspondence between the three lists and combining them into a high confidence reference set suitable for training our method and for evaluating the accuracy of its predictions.

Our approach consisted of five processing steps. First, we merged similar complexes from the original lists (see below), resulting in a list of 543 complexes. Second, we removed 112 redundant complexes that were proper subsets of other complexes. Third, we removed the five largest complexes: the four ribosomal subunits and the small nucleolar ribonucleoprotein complex; these complexes are so large that they greatly overwhelm the signal both in training the method and in evaluating the results. Fourth, we restricted the complexes to the set of 2195 proteins that have adequate amount of experimental evidence (see below). Finally we removed single protein complexes, arriving at the final list of 340 complexes. With at least two and on average 4.9 proteins per complex, this set of complexes contained 1100 unique proteins and a total of 1661 protein members, showing that the reference complexes contain notable overlap (proteins that are shared by multiple complexes).

In the first step of this merging process, we define each candidate complex from the three curated lists as a node in an undirected graph (or network). Two complexes are connected by an edge if they overlap significantly, *i.e.* their Jaccard similarity coefficient is greater than 0.7 (see Jaccard coefficient (JC) metric below) with an edge weight equal to the JC value. We found 422 isolated nodes in the graph, corresponding to unique complexes that do not overlap significantly with any other complexes in the list. The task of merging similar complexes is equivalent to that of finding several types of connected components in this graph. A complete subgraph with average edge weight of 1 is equivalent to a group of complexes with identical protein content that appear under multiple names in at least two of the curated lists. We found 66 such groups, which correspond to complexes that we regard as very high confidence because of multiple corroborating evidence. A complete subgraph in the rest of the network with average edge weight less than 1 (but greater than 0.7) is equivalent to a group of complexes whose protein contents are reported differently by the different curated lists. We found 45 such groups and produced a consensus complex for each, resolving conflicts by a majority vote: a protein was included in the resulting complex only if it was found in more than half of the candidate complexes from the conflicted group. The remaining 18 nodes formed four connected components but no complete subgraphs, each component indicating non-transitive overlaps between three or more candidate complexes (*e.g.* A overlaps with B, and B overlaps with C, but A does not overlap significantly with C). Manual inspection and consultation with experts resulted in 10 unique complexes being added to the reference list. The distribution of complex sizes in our reference set is shown in supplemental Fig. S2.

### Constructing Positive and Negative Co-complex Protein Pairs---

The set of positive co-complexed protein pairs consists of all protein pairs that appear in the same complex in the reference set. For the negative set, we first consider all protein pairs (*P*~1~, *P*~2~) such that *P*1 is in a reference complex and *P*2 is outside any version of that complex in any of the three hand-curated sets; we then exclude any pair that is within some other reference complex. The result of this process was 5065 positive pairs and about one million negative pairs.

### Features for Predicting Co-complexed Relations---

We constructed features for our protein-protein interaction network using five different data sources: the purification enrichment (PE) score from the consolidated network of Collins *et al.* ([@r7]), a cellular component from a truncated version of the Gene Ontology (GO) ([@r33]), transmembrane proteins ([@r31]), co-expression ([@r34]), and yeast two-hybrid (Y2H) interactions ([@r35], [@r36]).

Our highest coverage source regarding protein-protein interaction comes from high throughput TAP-MS data of the Gavin *et al.* ([@r3]) and Krogan *et al.* ([@r4]) data sets. The recent work of Collins *et al.* ([@r7]) provides a coherent and systematic way of integrating the data from these separate assays into a high quality score that measures the probability of a protein pair to be co-complexed. The recent work of Hart *et al.* ([@r5]) provides a different integration method, but the results are quite similar, providing support for both of these procedures. We derived five features from the PE analysis: the direct score is computed based only on bait-prey information in the purifications; the indirect score is computed based on prey-prey information; the actual PE score is the sum of direct and indirect scores; the scaled score maps the PE score to a value between 0 and 1 to approximate the confidence value that the pair represents a true interaction; finally each protein is represented by a vector of its scaled PE scores with all the other proteins (where we assign its interaction with itself a score of 1), and we define our PE-distance feature as the cosine distance between the vectors of two proteins.

As the PE score provides most of the signals in predicting complexes (see "Results"), we only kept the 2390 proteins that have at least one scaled PE score above 0.2 with some other protein. Although this set only covers about 40% of the ∼6000 yeast genes, it covers 81% of all protein members in the lists of high quality complexes that comprised our reference set. As noted earlier, we excluded proteins that appear exclusively in the four ribosomal subunits and the small nucleolar ribonucleoprotein complex. This resulted in the final list of 2195 proteins on which we performed our complex prediction.

Yeast two-hybrid assays also provide a direct measurement of protein-protein interactions. We derived these data from the assays of Ito *et al.* ([@r35]) and Uetz *et al.* ([@r36]). Interacting pairs are assigned a feature value of 1. Pairs of proteins that appeared in the assay but were not observed to interact are assigned a feature value of −1. All other pairs have 0 as their feature values.

The GO cellular component hierarchy ([@r33]) was downloaded on June 25, 2007. An examination of the hierarchy showed that many of the smaller categories (lower in the hierarchy) refer to particular complexes whose information is derived from the same small scale experiment that informs our reference set. Thus, to achieve a fair evaluation using the reference set, we removed categories of size less than 120 that can potentially contain the answer. The remaining 44 of 564 categories represent high level cellular localization information, much of which is obtained through high throughput experiments ([@r37]). Some sample categories include "endoplasmic reticulum part," "nuclear chromosome part," "mitochondrial membrane," and "cytoplasm."

We derived two pairwise localization features from the GO cellular component. One is the semantic distance measure ([@r38]), which is the log size of the smallest category that contains both proteins. However, this feature is a pessimistic assessment regarding the co-localization of the two proteins as lack of annotation of a protein in some category, particularly one that is a subset of its most specific category, does not necessarily mean that it cannot belong to this category. Therefore, we constructed a second feature, which is the log size of the smallest possible group that could contain both proteins (given the current evidence). It is computed in the following way between protein *A* and protein *B* whose most specific categories are *X* and *Y*, respectively. If *X* is a subcategory of *Y*, then the two proteins might belong together to any group if they were to be annotated with enough detail. Therefore, we use log of 120, the size of the smallest category, as our second feature. On the other hand, if *X* and *Y* are not subcategories of each other, we denote *Z* to be the smallest common supercategory of *X* and *Y*. We then denote *X*′ (respectively *Y*′) to be the category one level down the path from *Z* to *X* (respectively *Y*). Thus, assuming that *A* and *B* belong to the two different categories at *X*′ and *Y*′, the smallest semantic category that we can form that may contain them both is *X* ′ ∪ *Y*′. Thus, our second feature is log(\|*X* ′ ∪ *Y*′\|).

A list of membrane proteins is obtained by parsing the transmembrane annotations in SGD ([@r31]). A pair of proteins is considered to be membrane if at least one of the proteins is found in the membrane. The first membrane feature is 1 if the pair is membrane and 0 otherwise. The second and third features are the product of the first feature with the direct and indirect PE score of the two proteins, respectively. This allows our boosting model to take into account the known fact that TAP-MS purifications work differently on membrane proteins from non-membrane proteins.

Microarray data were downloaded from the Stanford Microarray Database ([@r34]) on December 5, 2006; it contains a total of 902 experiments for yeast divided into 19 categories. The data were normalized to mean 0 and standard deviation 1. We constructed a feature by computing the mean-centered Pearson correlation coefficient between the expression profiles of two proteins.

A final feature is obtained from small scale physical interactions. We downloaded protein-protein interactions from MIPS ([@r8]) and DIP ([@r39]) on March 21, 2006. We extracted from MIPS those physical interactions that are non-high throughput yeast two hybrid or affinity chromatography. For DIP, we picked non-genetic interactions that are derived from small scale experiments or verified by multiple experiments. This feature has a value of 1 for observed interactions and feature value 0 for all other pairs. Importantly there is a risk of cyclicity between these small scale interactions and the reference complexes. Therefore, to avoid a positive bias in our results, we omitted this feature in the cross-validation runs, which are evaluated against the reference complexes. For those runs that are trained on the entire set of reference complexes, this cyclicity is not a concern, so this feature was included. There are a total of 12 features for cross-validation runs and 13 features for runs that are trained on the entire reference set.

### Integrating Multiple Features Using the LogitBoost---

Boosting ([@r22]) is a class of algorithms that iteratively combines weak learners to give a representative ensemble. Each weak learner is a simple classifier, such as a decision stump, that may only weakly correlate with the labels. After a weak learner is trained, we add it to the ensemble with appropriate weight. In the next iteration, the algorithm puts more weights on the data points that are classified incorrectly by the current ensemble, which the next weak learner will focus on. Boosting is able to perform automatic feature selection and has accuracy that is better or comparable with other state-of-the-art classifiers such as support vector machines ([@r40]) in many domains. We implemented a version of boosting algorithms called LogitBoost ([@r22]) that uses decision stumps as weak learners and the logit function as the loss function. This variant is shown to be more robust to outliers and overfitting than the standard AdaBoost variant ([@r41]). Our experiments (data not shown) showed that this method performs well on our data compared with other versions of boosting and other classification algorithms such as logistic regression and support vector machines. The prediction of the learned ensemble classifier on a given protein pair is taken to be the affinity of the pair in the clustering algorithm below.

### The HACO Algorithm---

The standard HAC algorithm with average linkage ([@r42]) maintains a pool of merging candidate sets where the distance between two non-overlapping sets is as follows. $$\documentclass[10pt]{article}
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\begin{equation*}d(A,\;B)=\;\frac{1}{{\vert}A{\Vert}B{\vert}}\begin{matrix}{\sum}\\ P^{{\in}}A,\;Q^{{\in}}B\end{matrix}\;d(P,\;Q)\end{equation*}\end{document}$$ In our setting, we take *d*(*P*, *Q*) as the negative of the affinity between protein *P* and protein *Q*. Note that *d*(*A*, *B*) is the average of the edge distance between proteins in *A* and proteins in *B*.

In HAC, at each step, we pick the two non-overlapping sets with the closest distance, *A* and *B*, and merge them to create a new set, *M*. *M* is added to the pool, while the sets *A* and *B* are removed. Therefore in later steps, we could only consider the superset *M* and would never be able to use *A* or *B* again to merge with some other set. Assume that there is another set *C* whose distance to *A* is only slightly larger than *d*(*A*, *B*). In this case, the decision to merge *A* with *B* rather than with *C* is arbitrary and unstable. When the actual clusters overlap, a more appropriate solution would be to have two *overlapping* merged candidates: *M* = *A* ∪ *B* and *N* = *A* ∪ *C*. We adapt HAC to accommodate this intuition. We define the *divergence* between *A* and *M* as a measure of the cohesiveness of the set *M* that is outside of *A* (supplemental Fig. S3), $$\documentclass[10pt]{article}
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If *M* is not overlapping with *C*, we have the choice of whether to use *A* or *M* to merge with *C*. If divergence(*A*, *N*) − divergence(*A*, *M*) is small, it makes sense to merge *A* and *C* to create a new set *N* that is almost as coherent as *M*. On the other hand, if the difference is large, we would prefer to replace *A* with its superset *M* as the merging candidate to *C*.

In practice, we use *d*(*A*, *C*) to approximate divergence(*A*, *N*): we check whether Δ = *d*(*A*, *C*) − divergence(*A*, *M*) is small. Divergence(*A*, *N*) is the weighted average of *d*(*A*, *C*) and *d*(*C*), the distance within *C*. *d*(*C*) tends to be smaller than *d*(*A*, *C*) because pairs within *C*, which is formed earlier by some merging, are more coherent than pairs between *A* and *C*. Therefore, *d*(*A*, *C*) tends to be smaller than divergence(*A*, *N*), so keeping Δ small is generally a more stringent requirement for ensuring that *N* is almost as coherent as *M*. Moreover by forcing *d*(*A*, *C*) to be small, we make sure the set *N* is coherent not just because the distance within *C* is small. With this consideration, we defined the modified distance between *A* and *C* (supplemental Fig. S3) as follows. $$\documentclass[10pt]{article}
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\begin{equation*}d^{\prime}(A,\;C)=\;\left\{\begin{matrix}d(A,\;C)\enskip\hfill &{\mathbf{{\mathrm{if}}\;{\Delta}<{\rho}}}\\ {\infty}\enskip\hfill &{\mathbf{{\mathrm{if}}\;{\Delta}{\geq}{\rho}}}\end{matrix}\end{equation*}\end{document}$$ The modified distance *d*′ is used to pick the two closest sets to merge in the next iteration. If Δ is smaller than a margin, we make *d*′ equal to *d* and thus allow *A* and *C* to merge. On the other hand, if Δ is large, we make *d*′ infinity and thus prohibit *A* and *C* from merging in favor of merging their supersets. ρ is the *margin* parameter: the larger the margin ρ, the more likely a set *A* is to be reused, resulting in more overlapping subsets constructed by the algorithm. If the margin is 0, it reduces to the standard HAC. Therefore, our HACO algorithm is a generalization of the HAC. Note that we can eliminate a set from the merging candidate pool when its modified distances to all other sets are ∞. Of course we can define another modified distance as long as it is larger when Δ is large and close to *d*(*A*, *C*) when Δ is small.

In practice, *A* might have multiple supersets in the pool. Therefore, we look at all of the supersets of *A* in the pool that are not overlapping with *C* and use the set *M~A,\ C~* with smallest divergence from *A*, *i.e.* the one that provides the best replacement for *A* in terms of the proposed merger with *C*. $$\documentclass[10pt]{article}
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The algorithm terminates when there are no more non-overlapping sets to merge. The output is a cluster-lattice where the same cluster can be a child of multiple parents in the lattice. The lattice is cut at a certain threshold to generate a set of overlapping clusters. These predicted clusters are the sets that are still in the candidate pool when the distance in the merging process reaches the threshold.

### Training and Test Regime---

To evaluate our prediction accuracy against the reference set, we divided the 340 reference complexes into five disjoint subsets, or folds. As there are about a million negative pairs, for computational expediency, we randomly sampled one-tenth of the negative pairs to be used in training while setting each negative pair to have 10 times the weight of the positive pairs.

For each fold in the 5-fold cross-validation, we hide one set and use the remaining four sets to train the affinity function for the protein pairs, the margin ρ for the HACO, and the cutoff threshold for the resulting cluster-lattice. We use the same training set in all steps of our pipeline and evaluate the final predictions on complexes in a separate test set that is hidden during all steps of the training process. We select the cutoff threshold by maximizing the coverage (see below for the definition) on the training set. To pick the margin ρ, we cannot use coverage alone because our model would always prefer a bigger margin that keeps more sets in the pool. Therefore, we choose ρ by maximizing the product of coverage and sensitivity (see below for the definition) on the training set. This approach trades off between the match with the reference set and the number of predicted complexes.

To evaluate our predictions against external data sources, such as biological coherence and essentiality, we augmented our model with a feature constructed from small scale physical interactions and trained it on the entire set of 340 reference complexes. To avoid circularity between features and evaluation, we did not evaluate the predictions from such runs against the reference complexes.

### Evaluation Metrics for Matching between Predictions and Reference Complexes---

The overlap between a reference complex *R* and a predicted complex *C* can be quantified in several ways ([@r43]) (supplemental Fig. S4). $$\documentclass[10pt]{article}
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\begin{equation*}{\mathrm{Jaccard\;coefficient}}={\vert}R{\cap}C{\vert}/{\vert}R{\cup}C{\vert}\end{equation*}\end{document}$$ $$\documentclass[10pt]{article}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{pmc}
\usepackage[Euler]{upgreek}
\pagestyle{empty}

\oddsidemargin -1.0in

\begin{document}
\begin{equation*}{\mathrm{Hamming\;distance}}={\vert}R{\cup}C{\vert}-{\vert}R{\cap}C{\vert}\end{equation*}\end{document}$$ We use both measures because of the size effect. For example, a Hamming distance of 2 between two large complexes, say both of size 5, is a good match. In this case JC = 4/6 = 0.67. On the other hand, a Hamming distance of 2 between two small complexes of size 2 implies an overlap of only one protein, which could arise simply by chance. In this case JC = 1/3 = 0.33.

We define the coverage and sensitivity of a set of predictions so we can systematically evaluate genome-wide predictions. For each reference complex, we find the prediction that has the highest Jaccard coefficient. We define the scaled Jaccard coefficient (SJC) as follows: SJC(*R*, *C*) = max{0, 2JC(*R*, *C*) − 1}. We truncate the value at 0 because it may represent random overlap. In the above examples, the matching of the two large complexes of size 5 and Hamming distance 2 would have SJC = 0.33, whereas the small ones of size 2 and Hamming distance 2 would have SJC = 0. We define the coverage as the average Jaccard coefficient per reference complex, $$\documentclass[10pt]{article}
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\begin{equation*}{\mathrm{Coverage}}=\;\frac{1}{m}\begin{matrix}m\\ {\sum}\\ i=1\end{matrix}\begin{matrix}n\\ {\mathrm{max}}\\ j=1\end{matrix}{\mathrm{SJC}}(R_{i},\;C_{j})\end{equation*}\end{document}$$ where *m* is the number of reference complexes and *n* is the number of predicted complexes.

For sensitivity, we sum the Jaccard coefficients of all the overlapping (reference and prediction) complex pairs and normalize by the total number of predicted complexes. $$\documentclass[10pt]{article}
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\begin{equation*}{\mathrm{Sensitivity}}=\;\frac{1}{n}\begin{matrix}m\\ {\sum}\\ i=1\end{matrix}\begin{matrix}n\\ {\sum}\\ j=1\end{matrix}{\mathrm{SJC}}(R_{i},\;C_{j})\end{equation*}\end{document}$$

### Biological Coherence of Predicted Complexes---

We evaluate biological coherence of the predicted complexes using several metrics. The first is average semantic distance in the GO biological process hierarchy. GO data were downloaded on June 25, 2007. We computed the distance between two proteins as the log size of their smallest common category ([@r38]) as for the cellular component hierarchy above.

We downloaded the protein expression data from Ghaemmaghami *et al.* ([@r44]). We used log of measured protein levels in terms of molecules per cell as the protein abundance value.

The growth phenotype data were obtained from Hillenmeyer *et al.* ([@r45]). For each gene, its homozygous deletion strain is grown in 418 experiments with different drug treatments. The log ratio of the deletion strain\'s growth in no-drug control to its growth with the drug treatment is used to define the growth phenotype in that particular condition. For each pair of genes, we computed the Pearson correlation of the growth phenotypes across all 418 conditions; this is the measure used in the original study.

We downloaded the transcriptional regulation data from MacIsaac *et al.* ([@r46]) and Harbison *et al.* ([@r47]). We used a *p* value cutoff at 0.001 and required conservation across species to define the transcription factors for each protein. We computed how many transcription factors are shared by any two proteins.

Complex-Complex and Complex-Protein Interaction Prediction
----------------------------------------------------------

### Constructing a Reference List of Positive and Negative Complex-Complex Interactions---

We derived a reliable set of *S. cerevisiae* protein-protein interactions from MIPS ([@r8]) and DIP ([@r39]) downloaded on March 21, 2006. We extracted from MIPS those physical interactions that are non-high throughput yeast two hybrid or affinity chromatography. For DIP, we picked non-genetic interactions that are derived from small scale experiments or verified by multiple experiments. We computed the number of reliable interactions between proteins of two complexes and compared it with what we expect if the reliable interactions are distributed randomly. We define the two complexes to be interacting if the enrichment of reliable interactions is more than 20 standard deviations above the mean. Such strong enrichment is needed because the reliable interactions are very sparse, and the presence of even a very small number would result in a large deviation from the mean (*e.g.* for two complexes of size 2 and 5 respectively, we only need one reliable interaction of the total 10 pairs to get an enrichment of 10 standard deviations above the mean). We ended up with a list of 82 interactions between the set of 383 complexes we just predicted. To augment this list, we generated a list of 59 additional known interactions between 81 named complexes. To avoid the redundancy between those 81 named complexes and our 383 predicted complexes, we replace a predicted complex by a named complex if they overlap with JC \> 0.5. This process gave us a total of 421 complexes with 133 unique interactions between them that are used as our positive reference set. We created a negative reference set of 3173 non-interactions by using all pairs of named complexes that are not in our positive set. The interaction status of all the remaining pairs of complexes, named or predicted, is treated as unknown.

For protein-complex interactions, in addition to the above negative set between complexes, we randomly sampled 6560 protein-complex pairs that are not in the positive set and added them to our negative reference set. The number 6560 was chosen so the ratio of positive to negative pairs for protein-complex interactions is the same as the ratio for complex-complex interactions. All our reference lists are available from our supporting Web site.[3](#fn3){ref-type="fn"}

### Features for Predicting Interactions---

Because there is no direct measurement of complex-complex or complex-protein interactions, we try to use as much indirect evidence as possible. Besides all data sources used for identifying complexes, we added four additional data sources based on correlation of growth fitness, correlation of transcription factor profile, protein-protein interaction prediction, and condition-specific expression correlation.

The correlation of growth fitness profile ([@r45]) is computed as described above under "Biological Coherence of Predicted Complexes." For each protein, we create a transcription factor (TF) profile vector where each position in the vector represents a TF and its value is 1 if the TF is found to regulate the protein ([@r46]) and 0 if it is not. We used the same transcription regulation data as described above under "Biological Coherence of Predicted Complexes." For any pair of proteins, we compute the mutual information between the profile vectors of the two proteins using the method described Date and Marcotte ([@r48]).

There are many works in integrating multiple sources of data to predict protein-protein interactions. In particular, the InSite method ([@r49]) integrates protein sequence motifs, evidence for protein-protein interactions, and evidence for motif-motif interactions in a principled probabilistic framework to make high quality predictions of protein-protein interactions. Here we use the InSite method but trained without the reliable interactions between complexes in our positive reference set. We use the predicted probabilities that two proteins interact as one more data source.

Here we processed the expression data in accordance with our intuition that transient interactions occur under specific conditions, and we should only expect expression profiles of interacting proteins to be correlated only when at least one of the pair is active. Specifically we divided our expression data into 76 conditions ([@r50]--[@r58]), each of which represents a particular time course. In accordance with convention, we quantify the activity of a protein under certain condition according to its maximum deviation from norm, or in other words the maximum absolute expression (assuming norm to be 0). For each condition, we define a protein to be differentially expressed, or active, if its maximum absolute expression is above a cutoff, which we specify to be 1.0. For each pair of proteins, we compute Pearson correlation coefficient (PCC) separately in each condition. If a protein in the pair is inactive under a condition, the PCC value for the condition is assumed to be 0. We use the PCC value, averaged across all conditions under which at least one protein of the pair is active, as our last feature type. Initial investigation showed that this feature is better correlated with the reference complex-complex interactions than the overall PCC across all conditions. We note that, for the task of predicting when two proteins are co-complexed, the simple correlation performed better (data not shown), consistent with the fact that the activity of two members of a stable complex is likely to be similar across a wide range of conditions.

### Aggregating Signals between Proteins into Features between Complexes---

All forms of evidence in our analysis involve a pair of proteins. To predict interactions between two complexes, *C* and *D*, we aggregate the signals for all protein pairs between *C* and *D* and produce the following features, $$\documentclass[10pt]{article}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{pmc}
\usepackage[Euler]{upgreek}
\pagestyle{empty}

\oddsidemargin -1.0in

\begin{document}
\begin{equation*}f_{ij}=A_{i}(\{S_{j}(P,\;Q){\vert}P{\in}C,\;Q{\in}D\})\end{equation*}\end{document}$$ where *A~i~*() is some aggregating function, such as sum, maximum, mean, minimum, decayed maximum, decayed minimum, etc. (See supplemental Table 1 for a complete list of aggregating functions and their definitions.) *S~j~* represents the *j*th feature type between a pair of proteins. We also use four global features, independent of the data sources: size of the first complex, size of the second complex, number of protein pairs between the two complexes, and number of overlapping proteins between the two complexes. The features for interactions between a protein *P* and a complex *C* are identical except that we only need to aggregate the signals over all pairs (*P*, *Q*) for *Q* in *C*.

The naïve Bayes model that we use assumes all features to be conditionally independent of each other given the status of whether two complexes interact or not. Therefore for each data source, we pick only the best aggregating function to reduce the conditional dependences between the features. To do this, we define *r~ij~* to be the area under the ROC curve if we use the feature *f~ij~* alone to predict complex-complex interactions: the greater *r~ij~*, the stronger the correlation between the feature and the presence of a complex-complex interaction. Therefore, for naïve Bayes, we use, for each feature type *j*, the feature *f~j~* = *f~ij~* where *i* gives rise to the maximum value *r~ij~*. Supplemental Table 2 lists the aggregating function chosen for each feature type.

### Learning and Predictions---

We experimented with different machine learning algorithms for making our predictions: 1) a simple naïve Bayes model where the effects of different feature types are assumed to be independent, 2) a discriminative boosting algorithm as we used in predicting co-complexed affinities between protein pairs above, and 3) a naïve Bayes model where the unlabeled complex-complex interactions are taken to be unobserved variables, and the model is trained via the expectation maximization (EM) algorithm. This last approach is based on the fact that the amount of labeled training data is quite limited in this task, but the unlabeled data also provide us with useful information about the behavior of different features in interacting and non-interacting pairs. A variant of this same approach was used with success in the InSite model ([@r49]).

More formally, for each pair of complexes, we construct an "interaction variable" whose value is 1 if the two complexes are in the positive reference set of interacting complexes, 0 if they are in the negative reference set, and unobserved otherwise. Each feature of the complex pair is associated with two conditional distributions: one for the case of an interacting pair and the other for the case of a non-interacting pair. These distributions are defined via some parametric class (see supplemental Table 3). The distributions for the different features are taken to be independent of each other within each of the two cases. The model is trained via the following EM procedure. We initialize the model parameters to those that would be obtained from maximum likelihood estimation using the pairs in our reference set alone. We then iteratively repeat the following two steps until convergence. In the E-step, we use our current model to compute the marginal probability of each unobserved interaction variable given the features associated with the pair. We use the computed probability as a soft assignment to the interaction variable. In the M-step, we learn the parameters for the distributions using maximum likelihood estimation based on the inferred soft assignment to all interaction variables; the variables in the reference set are always fixed to their known value. We use the model obtained at convergence to predict, for each pair of complexes not in our reference set, the probability with which the pair interacts.

We used the same naïve Bayes + EM procedure when making predictions using only one of the features (PE score or InSite probability), which we used as a comparison base line. In these comparisons, we used the same aggregator selected for the model using all the features.

When training using the LogitBoost model, we are not making independence assumptions between the different features. Hence there we include all features *f~ij~* instead of just picking the best aggregating function for each feature type. We used the same naïve Bayes + EM procedure for the protein-complex interaction predictions, although the best aggregating functions picked and the set of parametric classes used for the feature distributions were a little different. (See supplemental Tables 2 and 4.)

### Functional Coherence of Complexes Predicted to Interact---

We evaluate whether two interacting complexes are more likely to share the same functional category. We used functional categories from MIPS ([@r8]), which has 18 functional categories with an average of 684 proteins per category. A complex is assigned to a particular functional category if more than half of its components belong to the functional category. We only perform our evaluation on complex pairs where both complexes are assigned to some MIPS functional category.

Experimental Validation
-----------------------

### TAP Purification---

Two liters of yeast culture expressing *Pil1*-TAP was grown to *A*~600~ = 0.8 and subsequently harvested. The resulting pellet was resuspended in 8 ml of buffer A (150 m[m]{.smallcaps} potassium acetate, 20 m[m]{.smallcaps} HEPES, pH = 7.4, 2 m[m]{.smallcaps} magnesium acetate, 5% glycerol) and frozen in liquid nitrogen. Total proteins were extracted by bead milling of the frozen pellet followed by addition of Triton X-100 to 1% (w/v) final concentration. Solubilized extracts were cleared by two centrifugations of 4 min at 4000 × *g* and incubated with IgG-Sepharose for 2 h. Beads were washed six times with 50 ml of buffer B (150 m[m]{.smallcaps} potassium acetate, 20 m[m]{.smallcaps} HEPES, pH = 7.4, 2 m[m]{.smallcaps} magnesium acetate, 5% glycerol, 1% Triton X-100). Proteins were eluted by tobacco etch virus protease cleavage in 200 μl of buffer for 2 h and analyzed by SDS-PAGE by Coomassie staining. Bands were cut and digested with trypsin, and peptides were extracted and analyzed by LC-MS/MS as described previously ([@r59]).

### EMAP Experiments---

EMAP experiments and subsequent data analysis were done as described previously ([@r60], [@r61]). Data from these experiments are presented on our supporting Web site.[3](#fn3){ref-type="fn"}

RESULTS
=======

Method Overview
---------------

We compiled a reference set of complexes by combining literature-derived results from small scale experiments in MIPS ([@r8]) and SGD ([@r31]) with a hand-curated list (see our supporting Web site[3](#fn3){ref-type="fn"}) that we generated. The MIPS, SGD, and hand-curated sets contain 225, 195, and 164 complexes, respectively (supplemental Fig. S1a). We established correspondence between the three lists and combined them into a high confidence reference set suitable for training our method and for evaluating the accuracy of its predictions (see "Experimental Procedures"). This curated set was compiled prior to the development of our method and was not subsequently revised.

We then formulated the task of predicting whether two proteins were members of the same complex as a machine learning task. We used our reference set to construct a high quality set of positive and negative examples. We constructed features that are useful for predicting this relationship from five different data sources: the PE score from the consolidated network of Collins *et al.* ([@r7]), a cellular component from a truncated version of the GO ([@r33]), transmembrane proteins ([@r31]), co-expression ([@r34]), and Y2H interactions ([@r35], [@r36]) (see "Experimental Procedures"). We then applied the boosting algorithm ([@r22]) for training the predictor. Boosting was selected because of its high accuracy, robustness to outliers, and ability to perform automatic feature selection. The prediction of the boosting classifier on a given protein pair is taken to be the affinity of the pair in the clustering algorithm below.

Our initial experiments showed that HAC, which progressively merges sets of proteins with strongest affinity, produces the best results for complex reconstruction if trained to optimize for that task. However, HAC has several significant limitations. First, it does not allow clusters to overlap, whereas actual complexes do share subunits. Second, it uses a single cutoff to decide the granularity of the complexes constructed. A cluster near the cutoff in the dendrogram can be formed even if it is the result of merging two relatively weakly connected subclusters A and B. Such a cluster, although of lower confidence, still excludes both A and B from being predicted as a complex; this occurs even if A and B are strong candidates for being a complex. Finally once a set of proteins is merged with another set, it cannot merge with anything else even if the affinity is only slightly lower. Therefore an incorrect decision cannot be fixed later in the process.

To address these limitations, we constructed a novel clustering algorithm called HACO that allows a set of proteins to be merged with multiple other sets with which it has comparably strong affinity (see "Experimental Procedures"). HACO addresses all of the limitations above. First, it produces clusters that can overlap. Second, when merging A and B into a single cluster C, it also has the option of leaving A and/or B as candidate complexes, avoiding a wrong decision because of an arbitrary cutoff. Finally as it allows the same cluster to be used in multiple places, it avoids many mistakes that arise from an almost arbitrary breaking of near ties. Both our boosting algorithm and the HACO code are freely available on our project Web page,[3](#fn3){ref-type="fn"} allowing them to be used for predicting complexes with other forms of data.

Complex Predictions
-------------------

### Coverage and Sensitivity of Predicted Complexes---

We compiled a reference set of complexes from MIPS ([@r8]), SGD ([@r31]), and hand-curation (see our supporting Web site[3](#fn3){ref-type="fn"}) that is more comprehensive than previous studies ([@r5], [@r6]). Although it still contains noise and bias, it provides us with the ultimate evaluation of our predictions. There are 340 complexes in our reference set with an average of 4.9 proteins per complex (supplemental Fig. S1b).

To predict complexes, we first trained our model to predict pairwise co-complex interactions and then used our HACO algorithm to cluster the resulting pairwise affinity network into complexes. We constructed features for our protein-protein interaction network using five different data sources: the PE score from the consolidated network of Collins *et al.* ([@r7]), a cellular component from a truncated version of the GO ([@r33]), transmembrane proteins ([@r31]), co-expression ([@r34]), and Y2H interactions ([@r35], [@r36]). We tested our approach using a standard 5-fold cross-validation regime, training on 80% of the complexes and testing on the remaining 20%; the test set was not used in any aspect of the training of the model. For each fold in the 5-fold cross-validation, we applied HACO to the affinity measure learned using the boosting model on the training data. We evaluated the resulting clusters on the hidden test set. We predicted 417.8 complexes per fold with at least two proteins for each complex. Each complex contains 4.30 proteins on average (supplemental Fig. S1).

We define a complex to be well predicted if it is within Hamming distance (see "Experimental Procedures") of 2 to some predicted complex. However, two small complexes can be quite different even if their Hamming distance is 2. Therefore we also require the Jaccard coefficient (see "Experimental Procedures"), which takes into account the size of the complexes, to be above 0.5. We also measure the coverage and sensitivity of the set of predictions (see "Experimental Procedures"): coverage measures how well the reference set is covered by our predictions, and sensitivity measures how well each predicted complex overlaps with the reference set, a measure that takes into consideration the number of predicted complexes.

We compared our results with those of Bader and Hogue ([@r62]), Gavin *et al.* ([@r3]), Krogan *et al.* ([@r4]), Hart *et al.* ([@r5]), and Pu *et al.* ([@r6]). As we discussed, each method made different decisions for defining the affinity function and for clustering it. Bader and Hogue ([@r62]) used a novel clustering algorithm called molecular complex detection (MCODE) to detect densely connected regions in the protein-protein interaction network. Gavin *et al.* ([@r3]) computed a socioaffinity score between each pair of proteins that compares the number of times the two proteins are observed together in some purifications relative to what is expected by chance. The pairwise network of socioaffinity scores is then subjected to a procedure that produces overlapping clusters. Complexes are composed of a "core" that appears in most runs of the clustering algorithm and "attachments" that appear only in some. Most of the recent methods appear to have converged on using the MCL algorithm ([@r9]) albeit on different affinity functions. Krogan *et al.* ([@r4]) used a machine learning approach, trained on MIPS reference complexes, to predict the confidence that a pair of proteins is in the same complex. Hart *et al.* ([@r5]) defined a *p* value by comparing observed relative to expected number of interactions applied to three sets of purifications ([@r2]--[@r4]). Pu *et al.* ([@r6]) applied MCL directly to the PE score of Collins *et al.* ([@r7]). All of these MCL-based methods produce non-overlapping clusters, although the method of Pu *et al.* ([@r6]) used a postprocessing phase to identify proteins that are likely to be recruited by multiple complexes.

[Fig. 1*a*](#f1){ref-type="fig"} shows the accuracy of our method in reconstructing the reference complexes as compared with the best of these other approaches. As we can see, our affinity score achieves significantly better results than any of these methods; the results are better even when we use simple HAC for the clustering and improve further when we use HACO. We note that Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]) are the state of the art in complex predictions and have been extensively compared with other complex prediction methods. In particular, Pu *et al.* ([@r6]) applied MCL to the same set of PE scores ([@r7]) as we used. HACO was able to perfectly recover 42 and 46% more reference complexes compared with Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]), respectively (*p* values \<0.01). The corresponding increase in sensitivity is 6 and 29%, respectively, and increase in coverage is 28 and 33%, respectively. The results suggest that these improvements are a consequence of our use of data integration with state-of-the-art machine learning. In particular, the Pu *et al.* ([@r6]) method and the Hart *et al.* ([@r5]) method, both of which used MCL applied to different affinities obtained from the TAP-MS data, performed very similarly. Interestingly HAC applied to the PE score performed slightly better than MCL applied to the PE score (HAC PE *versus* Pu *et al.* ([@r6])). These three methods performed better than those of Bader and Hogue ([@r62]), Gavin *et al.* ([@r3]), and Krogan *et al.* ([@r4]) likely because of the fact that these earlier methods used only a single set of purifications. These results demonstrate the importance of combining data from multiple data sources integrated appropriately. We note that MIPS complexes are used, albeit in a very limited way, in generating the PE score. To avoid any risk of circular reasoning, we ran the same experiments using the SGD complexes alone as an independent reference set; the results (supplemental Fig. S2a) show that the improvement of our method over others remains consistent in this reference set as well.

The HACO algorithm helps address several of the limitations of the HAC approach. First it reduces the sensitivity of the complex definitions to a single universal threshold in the hierarchy. One such example involves the 15-protein SAGA complex. Here HAC predicts a 24-protein superset of the SAGA complex. This cluster is a much weaker cluster than SAGA itself: the average affinity between the SAGA proteins is 0.35 as compared with the average affinity of −1.19 for pairs within the 23 proteins excluding pairs of SAGA proteins. By comparison, HACO, by keeping multiple hypotheses relative to the cutoff, predicted a 23-protein cluster (similar to the HAC prediction) but also predicted the subcluster that corresponds perfectly to the SAGA complex. The second limitation addressed by HACO is that it avoids an early commitment to incorrect outcomes. For example, the affinity between *Rad23* and *Png1* is slightly higher than that between *Rad23* and *Rad4*. HAC incorrectly merges *Rad23* and *Png1* and now cannot reuse *Rad23* in any other complex. HACO can reuse *Rad23*, merging it with *Rad4* to create a complex that perfectly matches the NEF2 (nucleotide excision repair factor 2) complex in the reference set.

### Contribution of Each Data Source for Predicting Complexes---

Given the importance of data integration, it is useful to see which data sources play the most important role in our results. We first considered the contribution of each feature to our learned affinity function. Our approach uses LogitBoost ([@r22]), which defines the affinity function as the weighted sum of many weak learners, each of which is a decision stump on one of the features. The top weak learners involve features that are deemed to be most predictive. The top features in the order of their importance are: correlation of PE score (weight, 3.84); semantic distance in the truncated GO cellular component categories (−2.2); direct PE score, which is based only on direct bait-prey interactions (0.58); small scale physical interactions (0.55); and co-expression (0.16). It is interesting to note that the correlation of the PE score is deemed more informative than the PE score itself. One explanation is that the pairwise PE score between proteins *P* and *Q* is still a noisy measure for co-complexness, but if *P* and *Q* are truly co-complexed, they are likely to have similar interactions with other proteins.

As another metric for assessing the importance of each data source to the quality of our predictions, we successively applied our pipeline with HAC to the data source alone and to all data sources except that data source ([Fig. 2](#f2){ref-type="fig"} and supplemental Fig. S2). The PE score plays the dominant role and by itself predicts most of the complexes. Importantly our method here combines different variations of PE score (direct, indirect, scaled, total, and correlation) using boosting, generating an affinity score that is quite a bit better at predicting complexes than the original scaled PE score (73/54/16 perfect matches/one away/two away for HAC PE in [Fig. 1*a*](#f1){ref-type="fig"} *versus* 81/50/19 for the PE-based features alone in [Fig. 2](#f2){ref-type="fig"}). This result demonstrates the value of applying machine learning methods specifically optimized for the problem of complex identification. Nevertheless we still get a significant improvement by integrating in other data sources.

Localization and expression have a similar effect. By itself, neither predicts any complexes at all; this is not surprising, as both are features with low precision. However, removing each of them decreases the accuracy, suggesting that they provide a signal that is independent of the PE score, and can help resolve some of its ambiguities and errors. The yeast two-hybrid feature has the opposite behavior: in isolation, it predicts a reasonable number of complexes; however, removing it does not decrease accuracy at all. This behavior can be explained by the hypothesis that yeast two-hybrid data largely correlate with PE score; thus, although the feature is predictive, it does not add much given the PE score data. This last hypothesis is further verified by the fact that localization and expression features appear within the top five weak learners, whereas yeast two-hybrid feature does not.

### Biological Coherence of Predicted Complexes---

Having tested the ability of our method to reconstruct reference complexes, we produced a final set of predictions from our method. Here we train on all reference complexes and introduce an additional feature relating to interaction in small scale experiments; this feature was not used in the comparison with reference complexes to avoid potential circularity between this feature and the definition of the reference complexes. Overall this process resulted in 383 predicted complexes, which can be found on our supporting Web site.[3](#fn3){ref-type="fn"} We evaluated the validity of these complexes by comparing with external data sources not used in the training and not directly related to reference complexes. For all biological coherence validations, we compute the coherence for each complex as the average of the coherence measure for all pairs in the complex. Then we take the average across all complexes predicted. We compare with the methods of Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]), which consistently out-performed all previous methods. As a different benchmark, we also compare with the coherence for the highest affinity protein pairs (those that are most likely to belong to the same complex).

We validate our predictions by looking at various measures of biological coherence ([Fig. 3](#f3){ref-type="fig"}): similarity of GO biological process, similarity in the level of protein abundance for different complex components, correlation of growth defect profiles across a broad range of conditions, and co-regulation as measured by sharing of transcription factors. For all measures, HACO with our affinity function considerably outperformed all other approaches with the method of Hart *et al.* ([@r5]) being the closest competitor. Most striking were the improvements in correlation of growth phenotypes across multiple conditions and in coherence of the transcriptional regulation program. To specifically test our complex formation process, we also compared pairs of co-complexed proteins with pairs that have high affinity (as computed by our boosting algorithm). The results were largely comparable with the notable exception of protein abundance where our complexes are 12% less coherent than the top affinity pairs; this suggests that proteins with lower affinity scores can be members of the complex but also play other roles in the cell, reducing their correlation with other proteins in the same complex. The comparison with the reference complexes is also interesting. Our complexes are considerably more coherent than the reference complexes on regulator overlap and perform similarly on correlation of abundance and growth phenotype. Conversely our complexes are significantly less coherent than the reference complexes on GO biological process annotations; this is not surprising as the reference complexes and GO annotations are derived (at least in part) from similar data sources, such as literature and small scale experiments. Overall when comparing with data sources that were not used in constructing the reference complexes, our predictions seem to perform as well or better than the reference set, suggesting that our predictions provide a strong set of complexes that can be used as a new reference.

### In-depth Study of Predicted Complexes---

We also did a systematic, manual evaluation of many of our predicted complexes. We first considered the complexes that were one away from the reference set, that is a protein P and a complex A where P was either added to A or removed from A in contradiction to the reference set. Most of these cases represented situations where it is unclear whether P really did belong in A or not, and different biologists often have different opinions. For example, the Torpedo complex, which is involved in transcriptional termination by RNA polymerase II ([@r63]), was reported to be comprised of three subunits: the exonuclease *Rat1*, *Rai1*, and *Rtt103*. We predicted that *Rtt103* was not a component of this complex, consistent with the weaker stoichiometric association of Rtt103 with the two other tightly associated members of the complex ([@r63]). In another example, we predicted that *Csn12* was not a component of the COP9 signalosome, which is involved in deneddylation ([@r27]). Consistent with this, Maytal-Kivity *et al.* ([@r64]) demonstrated that *Csn12* is the only component of this complex that is not required for the deneddylation activity. Furthermore we found that *Csn12*, but not other signalosome subunits, is required for efficient mRNA splicing at a number of genes in budding yeast,[4](#fn4){ref-type="fn"} suggesting that *Csn12* plays multiple cellular roles and may not be an integral member of the complex. Finally we predicted that *Ski7* is part of the exosome complex, which harbors 3′-to-5′ exonuclease activity and acts on many different types of RNA. Evidence suggests that *Ski7* acts as an adaptor to target the exosome to mRNAs lacking stop codons ([@r65]).

In other cases, however, the predictions made by our algorithm were interesting and worthy of further investigation. One such example is the eisosome, previously described to be primarily comprised of two subunits (*Pil1* and *Lsp1*) ([@r25]); however, we predicted that the complex contains another, previously undescribed component, *Mrp8*. Consistent with this prediction, TAP purification of *Mrp8* reveals that it is indeed a stoichiometrically stable member of the eisosome complex (see [Fig. 4*a*](#f4){ref-type="fig"}). Further work will be required to determine the role that this novel subunit plays in eisosome function.

We also studied the novel complex predictions, those that did not match any of the reference complexes above our match threshold. A number of these turned out to be well characterized complexes that, for some reason, had not (yet) been included into any of our three reference sets. For example, we identified the *Sit4*/*Sap185* heterodimer phosphatase complex ([@r66]); a complex comprised of *Yos9*, *Hrd3*, *Usa1*, and *Hrd1* that is involved in endoplasmic reticulum-associated degradation ([@r67], [@r68]); and the U3-processome complex (complex 1129) involved in the generation and regulation of the small ribosomal particle ([@r69]). Many others comprised plausible complexes that, to our knowledge, have not yet been characterized and are worthy candidates for further investigation.

One such example is a complex (complex 1014) comprised of five components (*YNL099C*/*OCA1*, *YNL056W*/*OCA2*, *YNL032W*/*SIW14*/*OCA3*, *YCR095C*/*OCA4*, and *YHL029C*/*OCA5*), four of which are putative phosphatases. One of the proteins (*Oca1*) has been previously shown to be required for cell cycle arrest in response to exposure to a lipid peroxide ([@r70]). We note that the individual pairwise connections between these proteins were observed before and that various forms of evidence support their shared function ([@r14]), including a shared phenotype of oxidant-induced cell cycle arrest, which underlies the current name of many of these genes in SGD. However, this group was not previously identified as a complex nor was its function characterized. Further supporting our prediction of this group as a complex is the fact that the chemical-genetic interaction profiles of the five genes were tightly clustered in a recent high throughput study ([@r45]) ([Fig. 4*b*](#f4){ref-type="fig"}). Mutations in the components of the complex resulted in significant sensitivity to a number of conditions, including several that are related to nutrient starvation, including exposure to rapamycin, lysine dropout, and synthetic complete medium. To further characterize the functions of these factors, we subjected the mutants to quantitative genetic interaction profiling using an EMAP ([@r60], [@r61], [@r71]) focused on genes implicated in signaling, including protein and small molecule kinases and phosphatases (see our supporting Web site[3](#fn3){ref-type="fn"}). Again we found that the components of the complex had strong positive genetic interactions between them and clustered tightly together within the set of ∼500 genes included in the EMAP, both factors that indicate a strong functional connection ([@r60]). Specifically we found that all components have strong negative genetic interactions with *Sch9*, the yeast homolog of S6 kinase and a central node in nutrient signaling ([@r72], [@r73]). Conversely we found strong positive genetic interactions with *GCN2*, a protein kinase that phosphorylates the α subunit of translation initiation factor eIF2 (*Sui2*) in response to nutrient starvation ([@r74]). Collectively these data suggest an involvement of these proteins in response to nutrient starvation. Interestingly both the chemogenomic profiling and the genetic interactions suggested a functional connection to another uncharacterized gene, *YDR067C*, which may form a sixth member of the complex. Based on the coherence of this complex and its strong links to nutrient starvation, we propose to name this six-protein complex NSC.

The predictions made by our algorithm also contained a number of mistakes, which fell into two main categories. The first comprised subsets of known complexes, such as subsets of the pre-60 S ribosomal particle (complexes 1088 and 1106). These may represent functionally distinct submodules within larger complexes and therefore may provide useful insight about complex structure. Consistent with this notion, we identified the deubiquitination unit of SAGA (*Ubp8*/*Sgf11*) ([@r75]--[@r77]). The other category of error involved pairs of complexes that either interact or share subunits and were merged by the HACO procedure into a single complex. For example, complex 1125 is comprised of two chromatin-remodeling complexes, INO80-C and SWR-C, which have shared components, including *Rvb1* and *Rvb2*, members of the RuvB family of helicases ([@r78]). These two error modes illustrate the difficulty in selecting the appropriate granularity for making complex predictions where some complexes occur fairly low in the clustergram so that they have very high affinity with components outside the complex, whereas others occur very high in the clustergram so that they contain components that have low affinity among themselves. This difficulty is perhaps one of the biggest challenges in accurately determining complexes. We note, however, that in some cases (such as the SAGA complex described above), the correct complexes themselves (or a slight variant) were sometimes also members in our set of predictions, a situation possible because of the ability of HACO to make predictions at multiple levels of granularity. Thus, HACO is occasionally able to circumvent this challenge by trading off coverage for precision.

A Comprehensive Interaction Network
-----------------------------------

Complexes together with individual proteins comprise the basic units of the interaction network of the cell. So far, most of the work ([@r27]--[@r29]) has focused on predictions of interactions between pairs of individual proteins. However, the view of the network in terms of pairwise interactions loses much of its structure. Many interactions arise from co-complexness so that a single large complex can give rise to a very dense (almost complete) subgraph in the network. Other pairwise interactions are representatives of interactions between larger complexes. We therefore set out to construct a comprehensive network of interactions between all basic units in the proteome, both complexes and proteins.

We compiled a reference set of CCIs and protein-complex interactions from reliable protein-protein interactions and hand-curation (see "Experimental Procedures"). Importantly to avoid circular reasoning, any interactions that we used in the construction of the gold standard CCIs and protein-complex interactions were not given as features to the prediction algorithm. We used 10-fold cross-validation to evaluate the ability of our model in accurately predicting CCIs. We randomly divide our reference interactions into 10 sets. In each fold, we hide one set and train on the remaining nine sets. We then make predictions on the held-out set using the learned model. We compare three methods (see "Experimental Procedures"): simple naïve Bayes, a discriminative boosting method, and naïve Bayes with EM (NB + EM) that also makes use of the data for pairs that are not in our reference set. As we can see in [Fig. 5*a*](#f5){ref-type="fig"}, NB + EM performs better than both other methods, achieving very high performance: 44 of the top 50 predictions (88%) are in the positive reference set. We also compared these results with two state-of-the-art methods for predicting protein-protein interactions: the PE score and the InSite probabilities. As we can see, by integrating multiple sources of data, we are able to improve the accuracy to 0.88 (area under the ROC curve) from 0.85 and 0.79 for PE score and InSite probabilities, respectively.

The PE score provides the strongest signal and provides, by itself, accuracy on our reference set that is only somewhat lower than that of our integrated model. However, when evaluated on other metrics, our data integration provides more significant benefits. We expect interacting complexes to be involved in similar biological processes. Therefore, we measured the coherence of our CCI predictions relative to GO biological process annotations and MIPS functional categories (neither of which were used in training). Here our predictions are considerably better than those obtained from the PE score alone ([Fig. 5*b*](#f5){ref-type="fig"}), suggesting that our set of reference complexes is perhaps somewhat biased toward areas that are well covered by the TAP-MS assays.

We also apply our model to predict a unified network involving both proteins and complexes, a network that we call ComplexNet. In ComplexNet, we have both the interactions between two complexes and the interactions between a protein and a complex. As we can see from [Fig. 5*c*](#f5){ref-type="fig"}, by integrating multiple data sources, our naïve Bayes model with EM is able to achieve higher accuracy than using either PE score or InSite probability alone. We generated predictions for all protein-complex pairs and complex-complex pairs by training on the entire reference set (see our supporting Web site[3](#fn3){ref-type="fn"} for the complete list of the predictions). Overall our predictions provide a comprehensive network of all of the interactions involving complexes. It can be combined with a set of high quality protein-protein interactions (such as Ref. [@r49]) to provide a complete set of predictions for the *S. cerevisiae* protein interaction network. [Fig. 6](#f6){ref-type="fig"} presents a fragment of the network.

We identified many CCIs that were expected and well characterized but not in the reference set, such as interactions between histones and several chromatin-modifying complexes including the ISW1 complex, the HAT1 complex, and RSC. ComplexNet also suggests novel hypotheses, several of which have support in the literature. For example, we predicted an interaction between complex 1035, which consists of the poorly characterized proteins *Yer071c* and *Yir003w*/*Aim21*, with the yeast actin-capping protein (a *Cap1*-*Cap2* heterodimer). Consistent with this prediction, high throughput fluorescence microscopy found that *Yir003w* co-localizes with components of the actin cytoskeleton ([@r37]), and two-hybrid data has connected *Yir003w* to the actin-binding protein *Abp1* ([@r79]). Additionally like deletion of *CAP1* or *CAP2*, deletion of *YER071C* or *YIR003W* results in strong sensitivity to the actin-depolymerizing agent latrunculin ([@r45]). Our observation suggests a more specific placement of this complex among the actin regulatory machinery. We also found several interesting interactions involving the centromere-localized kinetochore complex ([Fig. 6](#f6){ref-type="fig"}), some of which have independent support. Our prediction of an interaction between the kinetochore and the proteasome is supported by a recent report that levels of *Cse4*, a centromere-localized histone, are regulated by ubiquitin-proteasome-mediated proteolysis ([@r80]). Our predicted link between the kinetochore and the spliceosome is consistent with evidence of a functional connection between these two factors ([@r81]). The remaining connections we observed with the kinetochore (pre-60 S ribosomal particle and RNA polymerase III) are intriguing, but more work will be required to determine the validity and functional significance of these predicted relationships. We can also learn from the false positive predictions of CCIs. Our algorithm does make some apparently false positive predictions, and many of them fall into two main categories. Pairs of complexes that share a substantial number of common components, such as the SWR complex and NuA4, are sometimes identified as interacting. Additionally pairs of complexes that do not interact directly but are one link away in the interaction network are sometimes identified. Along these lines, we identified an interaction between the NuA4 histone acetylase complex and the opposing RPD3(L) deacetylase complex. Both complexes have subunits with specificity for binding Lys^4^-trimethylated histone H3 ([@r82]) and have been found to be regulated by binding to 14-3-3 proteins ([@r83]). Thus, even such a false positive may still provide interesting biological insights.

Essentiality and Complex Size
-----------------------------

Much discussion has occurred regarding the relationship between essentiality and the structure of the protein-protein interaction network. Early work of Jeong *et al.* ([@r26]) and Han *et al.* ([@r84]) found that hub proteins in a protein-protein interaction network are more likely to be encoded by essential genes. More recent work ([@r85]) suggests that highly connected proteins are simply more likely to participate in essential protein-protein interactions and are therefore more likely to be essential. However, a deeper insight on the relationship between the protein network and essentiality can be obtained by considering the network at the level of complexes rather than pairwise interactions. Such an analysis was recently performed by Hart *et al.* ([@r5]), who showed that essential proteins are concentrated in certain complexes, resulting in a dichotomy of essential and non-essential complexes. This phenomenon was also found in our predicted complexes ([Fig. 7*a*](#f7){ref-type="fig"}). However, that finding does not explain why hubs in the network are more likely to be essential. We therefore looked into the distribution of essential proteins in complexes of different sizes and found that the fraction of essential components in a complex tends to increase with complex size ([Fig. 7*b*](#f7){ref-type="fig"}). Moreover when we aggregate over all complexes of a given size, larger complexes tend to have a far greater *proportion* of essential proteins among their components ([Fig. 7*b*](#f7){ref-type="fig"}). Components in a large complex are naturally highly connected in the protein interaction network and therefore often form hubs. Thus, the finding regarding the essentiality of hubs very likely arises from the fact that large complexes are more likely to have a much higher ratio of essential genes. Our finding is consistent with the recent work of Zotenko *et al.* ([@r86]), who argue that essential hubs are often members of a densely connected set of proteins performing an essential cellular function. However, this analysis is still performed on the pairwise protein network and hence is unable to identify the strong dependence between the size of a complex and its essentiality.

To test whether our finding truly explains the phenomenon of essential hubs, we tested whether essentiality is better explained by complex size or by hubness. We rank every protein based on the size of the largest complex to which it belongs and for the *K* top-ranked proteins (for different values of *K*) plot the number of essential *versus* non-essential proteins ([Fig. 7*c*](#f7){ref-type="fig"}). We plotted a similar curve by using the hubness of the protein, the degree in the yeast two-hybrid protein-protein interaction network ([@r35], [@r36]). As we can see, complex size is a much better predictor for essentiality than hubness. We note that if we use the scaled PE score (at threshold \>0.5) to define a protein-interaction network the hubness becomes a strong predictor of protein essentiality. However, PE score is more related to co-complexness than interaction, and thus this metric of hubness is directly related to complex size. Nevertheless using complex size directly is still better than using scaled PE score. Interestingly if we use the size of the largest enclosing reference complex to rank each protein, the result is slightly less predictive than using our predicted complexes or even the scaled PE score directly.

DISCUSSION
==========

Identifying a comprehensive set of protein complexes in yeast is an important but challenging task. The high quality and high throughput TAP-MS data, which directly measure co-complexness, provide a starting point for accurately reconstructing these complexes. Indeed two recent studies ([@r5], [@r6]) used the TAP-MS data to produce a set of complexes with state-of-the-art performances. Both methods applied a simple clustering algorithm to a score derived directly from the TAP-MS data. In this study, we are able to significantly improve the accuracy of the complex reconstruction in three ways. First, we carefully constructed a large set of reference complexes and trained our model so it specifically predicts co-membership in stoichiometrically stable complexes. Second, we integrated multiple sources of heterogeneous data so our predictions are more robust to noise and incomplete coverage in the TAP-MS data. Finally we extended the highly effective HAC algorithm to allow reconstruction of clusters with overlap, a flexibility that allows it to circumvent many of the limitations of the standard HAC algorithm. We show that the resulting set of predicted complexes (available from our Web site[3](#fn3){ref-type="fn"}) has significantly higher accuracy and is more biologically coherent than that of other recent methods. In many cases, it is even more coherent than the reference set, indicating it is of high quality and can be used as a new reference set. When combined with our comprehensive, hand-curated reference set (also available from our Web site[3](#fn3){ref-type="fn"}), our work provides a significant new resource to the research community.

With our high quality set of complexes, we are able to take a higher level perspective on the protein-protein interaction network, viewing it in terms of interactions between atomic units (whether individual proteins or stable complexes). There has been much work on predicting protein-protein interactions. However, these pairwise interactions are often induced by higher level relationships: those within a complex and those between complexes. Interactions within a complex give rise to densely connected subgraphs in the interaction network; interactions between complexes can give rise to a network of interconnections involving different members of the two complexes. Viewing the network in terms of its atomic units can help clarify its structure and its basic properties. We therefore defined the novel problem of predicting interactions between complexes and other complexes or proteins and constructed a new, high accuracy method for making such predictions. The result of our analysis is ComplexNet, a unified interaction network involving both proteins and complexes. We can now analyze the properties of this network, which better captures the true interactions underlying cellular processes. In particular, this network provides a new perspective on the previously observed relationship between the "hubness" of a protein in the network and its essentiality, demonstrating that larger complexes are more likely to be essential and comprise a large fraction of essential proteins. It would also be of interest to study other properties of this network, such as its connectivity or hierarchical structure.

To find a coherent set of proteins that form a complex, we have the choice of many different clustering algorithms. Brohee and van Helden ([@r87]) showed that MCL works well on a protein-protein interaction network by comparing it with three other clustering algorithms in the literature. So not surprisingly, Pu *et al.* ([@r6]) and Hart *et al.* ([@r5]) applied MCL to the TAP-MS network; MCL is confirmed by our results to be better than other existing methods in terms of reconstructing reference complexes and biological coherence. On the other hand, we found that HAC achieves about the same accuracy as MCL. Therefore, we focus on the best proven method and try to further improve it by addressing some of its limitations. One of the significant advantages of our HACO algorithm, which extends the HAC, is its ability to create overlapping complexes. Indeed the inability of traditional HAC to generate overlapping clusters is one of its major deficiencies in other types of data as well. Interestingly in our results, there were relatively few cases where two "correct" complexes shared subcomponents. Most of the benefit of HACO arose from avoiding mistakes arising from the greedy decisions of HAC and from allowing predictions at different levels of granularity (*e.g.* a complex and one of its subunits). Nevertheless the lack of extensive sharing of components between complexes was surprising given that such sharing is present in the reference set. To some extent, this phenomenon is due to the trade-off in HACO parameters between increasing the amount of component sharing and errors arising from merging of distinct complexes. However, HACO applied to other data sets (data not shown) did give rise to much more extensive sharing among different clusters. Thus, a complementary hypothesis is that some of the sharing of components between complexes arises when a protein plays roles in different complexes in different conditions. Our data, having been acquired almost entirely in YPD, would not reveal this condition-specific pleiotropy. It would be of great interest to acquire TAP-MS data in different conditions and study the extent to which complex structure is condition-specific.

We note that there are other clustering algorithms ([@r88], [@r89]) that also generate overlapping complexes. However, both of them are applicable only to a binary interaction network so an application to our task would require that we discretize the continuous affinities between protein pairs into two values (interacting and non-interacting) using some fixed threshold. Our analysis of the affinities for reference complexes suggested strongly that proteins that are co-complexed often exhibit affinities over a very broad range so that such a discretization would result in an unacceptable loss of useful information. On the other hand, HACO uses the continuous valued affinities directly, allowing the finer resolution of the computed affinities to be used by the algorithm. We also note that we devised several other novel methods that attempt to construct overlapping clusters. For example, one method directly learns an affinity function to predict the likelihood that a set of proteins forms a complex, aiming to take advantage of features involving more than two proteins. HACO significantly outperformed all of our other proposed methods, and so we omit details.

There are still many reference complexes that are not matched by our predicted complexes. Many of them fall into roughly two categories. In the first category, proteins in the reference complex have high affinities with each other and are grouped as a set during the HACO procedure. However, they are not selected in our predictions because they are not at the granularity where we cut our HACO cluster-lattice. They then become subsets or supersets of some predicted complexes. In fact, if we use all the sets generated during our HACO procedure as predicted complexes, 136 reference complexes would be perfectly predicted and 243 would be well matched by some predicted complexes in comparison with 95 perfect matches and 189 good matches in our current predictions. However, this approach would result in far too many predictions (3478), greatly reducing sensitivity. This fact highlights the limitations in defining a universal level of affinity at which one determines that a group of proteins forms a stable complex and suggests that a more flexible technique may be a useful direction for future work. In the second category, the proteins in the reference complex do not have high affinities with each other. This situation arises when the signal in the data is not sufficiently strong to indicate that two proteins are likely to interact. As most of our signal comes from the TAP-MS data, such "blind spots" can arise from limitations of this assay, such as complexes of low abundance or that are membrane-bound. In particular, we note that the TAP-MS data were all acquired in a single condition (rich media), and some complexes may simply not be present in the cell in that condition. Our inability to recover such complexes arises not from computational limitation, but from limitations in the data. New experimental assays are needed before these complexes can be reconstructed.

Like other previous approaches, our method was developed in the context of *S. cerevisiae* where we have the most data relevant to protein-protein interactions. Having a high quality set of predicted complexes is of significant value even in yeast as yeast provides an excellent model for many core biological processes. Moreover many key complexes are conserved from yeast to human, making our complex predictions valuable also to analysis of higher level organisms. Finally our method is general purpose and can easily be applied more broadly. Its ability to integrate multiple sets of diverse data makes it suitable for other organisms where we may not have the same type of data available as in yeast. With the increasing amount of high throughput protein-protein interaction data, both from TAP-MS ([@r90]) and other assays ([@r30], [@r32]), we should soon be able to provide a high quality reconstruction of protein complexes in other organisms, including human.

Our work takes a step toward a more hierarchical view of the protein-protein interaction network, moving up from individual proteins to complexes as the basic interacting units. The next level of the hierarchy is the pathways that comprise cellular pathways. Although the notion of a "pathway" is not as well defined, it would nevertheless be very useful to reconstruct pathways that are comprised of interacting complexes and proteins. This type of analysis will give us a unified perspective on the underlying hierarchical organization of the cell and provide significant insight.
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![**Accuracy in reconstructing reference complexes.** A comparison of predicted complexes to other state-of-the-art methods in the ability to accurately reconstruct reference complexes is shown. *a*, the number of reference complexes well matched by our predictions (*y axis*) and for the different methods we compared (*x axis*). The prediction quality is shown as *bars*: *black*, perfect prediction; *dark gray*, predictions that differ by a single protein (one extra or one fewer); *light gray*, predictions that differ by two proteins. Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]) are state-of-the-art methods that outperform Gavin *et al.* ([@r3]) and Krogan *et al.* ([@r4]). The method of Bader and Hogue ([@r62]) has even lower accuracy (data not shown). Applying HAC to PE score (*HAC PE*) performed slightly better than Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]), which use MCL. Our model, which uses LogitBoost and clustering, is able to achieve significantly better results than any other method by integrating multiple sources of data. The results are better even when we use simple HAC (*HAC all*; 88 perfect matches) for the clustering and improve further when we use HACO (95 perfect matches). This improvement is consistent over all five folds in our cross-validation process: over the five folds, HAC PE recovers 15, 11, 16, 22, and nine of the complexes; HAC all recovers 21, 13, 21, 23, and 10; and HACO recovers 24, 13, 23, 23, and 12. This consistency over folds demonstrates the robustness in the improvement we obtain using our method. In "*Train all*," we trained on all data and tested on the same data; this method achieves only slightly higher accuracy, which indicates little overfitting to the training data and supports evaluating biological coherence of our predictions on this set. *b*, the *x axis* is the sensitivity of our predictions, which quantifies how likely a prediction is to match some reference complexes; the *y axis* is the coverage of our predictions, which quantifies how many reference complexes are matched by our predictions (see "Experimental Procedures"). Our approach has higher sensitivity and coverage than other methods. HACO has the highest product of sensitivity and coverage except for *Train all*, which trains and tests on the same data and thus provides an unachievable upper bound on performance.](zjw0050933800001){#f1}

![**Contribution of each data source.** To assess the contribution of each data source, we successively applied our pipeline with HAC to each data source alone and to all data sources except one; shown are the interesting cases (see also supplemental Fig. S2b) using the same format as in [Fig. 1](#f1){ref-type="fig"}. The PE score by itself predicts most of the complexes, but we still get a significant improvement by integrating other data sources. Localization or expression are nonspecific and by themselves do not predict any complexes at all, but removing them decreases the accuracy, suggesting that they help clarify ambiguities in the TAP-MS data. Conversely the yeast two-hybrid feature by itself predicts a reasonable number of complexes, but removing it does not decrease accuracy at all, suggesting that it is redundant with the TAP-MS data.](zjw0050933800002){#f2}

![**Coherence of our predicted complexes.** We computed the functional coherence between proteins in the same complex against external data sources that are not used in training. More coherent complexes have a smaller difference in protein abundance, have a smaller semantic distance in GO biological process, share more transcriptional regulators, and have a higher growth fitness correlation. The *y axis* shows the values for these metrics of functional coherence; also shown is the performance of random pairs (*thick horizontal line*). Our predicted set of complexes significantly outperforms other state-of-the-art methods. For GO biological processes, our complexes have a semantic distance 8 and 17% lower than the methods of Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]), respectively. For protein abundance, the improvement over Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]) is 5 and 10%, respectively; conversely our complexes are 12% less coherent than the top affinity pairs, suggesting that proteins with lower affinity scores can be members of the complex but also play other roles in the cell, reducing their correlation with other proteins in the same complex. For the correlation of growth phenotypes across different conditions, our predicted complexes are 19 and 31% more coherent, respectively, a very significant improvement. Finally protein pairs within our complexes on average share 30 and 59%, respectively, more transcription factors than those of Hart *et al.* ([@r5]) and Pu *et al.* ([@r6]). The comparison with the reference complexes shows that our complexes are considerably more coherent on regulator overlap and perform similarly on correlation of abundance and growth phenotype. Conversely our complexes are 21% less coherent than the reference complexes on GO biological process annotations; this is not surprising as the reference complexes and GO annotations are derived (at least in part) from similar data sources, such as literature and small scale experiments.](zjw0050933800003){#f3}

![**Validation of novel biological findings.** *a*, *Pil1*, *Lsp1*, and *Mrp8* form a stable complex. TAP-tagged *Pil1* was affinity-purified from yeast. Highly enriched fractions were run on SDS-PAGE, and co-purifying proteins were identified by LC-MS/MS as *Lsp1* and *Mrp8*, indicated on the *left*; protein sizes are shown in kDa on the *right*. The result supports our prediction that *Mrp8* is a component of the eisosome complex. *b* and *c*, support for newly uncovered NSC complex comprised of six genes (*YCR095C*, *YHL029C*, *YNL032W*, *YNL056W*, *YNL099C*/*OCA1*, and *YDR067C*), four of which are phosphatases. Five of these components were predicted by HACO to be a stoichiometrically stable complex; based on other data (shown in this figure) we conjecture that the sixth (*YDR067C*) may also be a member of this complex. *b*, support in chemical genomics data of Hillenmeyer *et al.* ([@r45]), which measured the fitness profiles of all non-essential homozygous yeast mutants under 418 conditions. *Left*, the fitness profiles of the six predicted NSC members cluster tightly together. *Right*, shown are the conditions in which at least one of the six components had a fitness defect with *p* \< 1*e*−10; the consistently strong sensitivity to rapamycin, lysine dropout, and synthetic complete medium suggests the involvement of these proteins in response to nutrient starvation. *c*, support in new EMAP data, which measured quantitative genetic interaction profiles with ∼500 genes involved in signaling. *Left*, the genetic interaction profiles of the six components cluster tightly together. *Right*, the components have positive genetic interactions among them and exhibit significant interactions with genes involved in nutrient starvation response, including *Sch9* and *Gcn2*. *CBP*, calmodulin-binding peptide.](zjw0050933800004){#f4}

![**Verification of complex-based interaction network.** *a*, verification of our complex-complex interaction predictions relative to our reference set. Complex pairs in the hidden set of a 10-fold cross-validation are ranked based on their predicted interaction probabilities. *Blue*, *green*, and *red* curves are for the three models we tried. *Light blue* and *pink* curves are for the predictions using only PE score or InSite probabilities, respectively. Each *point* on the curve corresponds to a different threshold, giving rise to a different number of predicted interactions. The value on the *x axis* is the number of pairs not in the reference set but predicted to interact. The value on the *y axis* is the number of reference interactions that are predicted to interact. The *bars* in the *right bottom corner* are the areas under the ROC curves. Our naïve Bayes model with EM achieves the highest accuracy. The prediction made by PE score alone is slightly worse than our integrated models. *b*, functional coherence of interacting complexes measured by joint membership in the same MIPS functional category, a feature not used in training. We only consider those interacting complexes if both of them are assigned to some MIPS category. We picked the top 500 predictions from our NB + EM model and the top 500 obtained from the PE score alone. We compared them with complex pairs in our reference set and randomly selected pairs. The *y axis* shows the proportion of interacting complexes that are assigned to the same MIPS category. As we can see, 59.2% of our predicted interacting complexes share the same MIPS category, whereas only 35.2 and 45.5% share the same category for random complex pairs and for those predicted by PE score alone, respectively. The reference complexes are the most coherent, a fact that is not surprising as the functional classification of reference complexes is sometimes derived from the same literature sources as the interactions between those complexes. *c*, verification against a reference set of our unified predictions of protein-complex and complex-complex interaction set. Complex pairs in the hidden set of a 10-fold cross-validation are ranked based on their predicted interaction probabilities. The *blue* curve is for our naïve Bayes model with EM. The *light blue* curve is for the predictions using only PE score. The *pink* curve is for the prediction using only InSite probability. Each *point* on the curve corresponds to a different threshold, giving rise to a different number of predicted interactions. The value on the *x axis* is the number of pairs not in the reference set but predicted to interact. The value on the *y axis* is the number of reference interactions that are predicted to interact. The areas under the curves are shown by the *bars* in the *bottom right corner*.](zjw0050933800005){#f5}

![**A complex-level interaction network.** *a*, a fragment of our ComplexNet, comprising a subset of the interactions between the largest complexes. Shown are the 500 highest confidence predictions plus the reference interactions restricted to interactions between complexes of size ≥3. The color of each complex indicates the fraction of essential components, demonstrating the enrichment of essential proteins in larger complexes. The complexes are placed in regions based on their cellular localization determined by majority vote based on the data of Huh *et al.* ([@r37]). The *inset* shows all interactions that involve the kinetochore complex. *b*, a list of the complexes associated with the *numbers* in the figure. Complexes are associated with a name of a known complex when they overlap with that complex with F-score \>0.5. Otherwise the number associated with a complex is a unique identifier used in our supporting Web site.[3](#fn3){ref-type="fn"} *ER*, endoplasmic reticulum.](zjw0050933800006){#f6}

![**Relationship between complex size and essentiality.** *a*, fraction of complexes with different essentiality fractions. Each complex is represented by its size and the fraction of essential components. The different colors represent different ratios of essentiality in a complex discretized into five bins. The *x axis* represents the complex size, and the *y axis* represents the fraction of complexes of that size that have this particular essentiality ratio. We can see that the large majority of complexes of size 2 have essentiality ratio in the range 0--0.2, whereas larger complexes tend to have a larger essentiality ratio. Also shown on the *x axis*, in *parentheses*, is the number of complexes in each category (*e.g.* there are 54 complexes of size 3). *b*, the relationship between complex size and the *proportion* of essential proteins in complexes of that size. The *x axis* is the size bin of the complexes. The *y axis* is the proportion of essential proteins in all complexes within the size bin. As we can see, larger complexes tend to have a higher proportion of essential proteins. *c*, evaluation of different metrics as predictive of essentiality: size of the largest enclosing complex *versus* degree in the protein-protein interaction network (hubness). For the *red* and *light blue* curves, we rank each protein based on the size of the largest complex to which is belongs; the *red* curve uses predicted complexes, and the *light blue* curve uses the reference complexes. For the *blue* curve and *green* curve, we use the hubness, the degree of protein in a protein-protein interaction network; the *blue* curve uses the yeast two-hybrid protein-protein interaction network, and the *green* curve uses a network where pairs are connected if they have a scaled PE score \>0.5. The *x axis* is the number of essential proteins in the *K* top ranked proteins (for different values of *K*), and the *y axis* is the number of non-essential proteins. Complex size in our predicted complexes (*red*) is the best predictor for essentiality. The hubness based on PE score (*green*) performs better than the other metrics presumably because it also correlates directly with co-membership in a complex. The reference complexes (*light blue*) perform slightly worse but considerably better than interactions in the Y2H data.](zjw0050933800007){#f7}
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