Seventeen Ss were videotaped as they provided narrative descriptions of 13 photographs. Judgments from 129 naive untrained Ss were used to isolate 60 speech-related gestures and their lexical affiliates (i.e., the accompanying word or phrase judged as related in meaning) from these 221 narratives. A computer-video interface measured each gesture, and a 3rd group of Ss rated word familiarity of each lexical affiliate. Multiple regression revealed that gesture onset preceded voice onset by an interval whose magnitude was inversely related to the lexical affiliate's rated familiarity. The lexical affiliate's familiarity was also inversely related to gesture duration. Results suggest that difficulty encountered during lexical access affects both gesture and speech. Familiarity's systematic relations with gesture-speech asynchrony and gesture duration make it unlikely that speech and gesture are produced independently by autonomous modules.
When people talk they often move one or both hands. Casual observers presume that these arm and hand movements-the gestures that accompany spontaneous speechare related in meaning to what is being said. Yet, despite their ubiquity and the long-standing fascination such behaviors have held for scientists and humanists alike, the functional significance of gesturing for the speaker and the nature of the relation between gesture and speech are far from clear. If speech-related gestures are merely an atavistic vestige of the evolutionary process that resulted in speech (Condillac, 1756 (Condillac, / 1974 Hewes, 1973; Tylor, 1878) or are essentially random movements that serve to dissipate muscular tension (Dittman & Llewelyn, 1969) and coordinate the speech articulators (Hadar, Steiner, & Rose, 1984) , then one should expect that gesture production is essentially independent of the cognitive processes associated with speech.' Such a view is consistent with Fodor's (1983 Fodor's ( , 1985 notion of modularity and requires that speech and gesture be produced by autonomous modules. Alternatively, as some have speculated, gesture production and speech production may be interdependent: Gestures may help a speaker retrieve elusive words from memory (DeLaguna, 1927; Ekman & Friesen, 1972; Feyereisen, 1987; Freedman, 1972; Moscovici, 1967; Werner & Kaplan, 1972), This article is based on a doctoral dissertation submitted to Columbia University by Palmer Morrel-Samuels. The research was made possible by a grant from the National Science Foundation to Robert M. Krauss (BNS 86-16131) , by a Biomedical Research Support Grant from Columbia University, and by a Graduate Fellowship from the Psychology Department.
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In this article, we focus on one of the most conspicuous features of speech and speech-related gestures: the temporal coordination between the gesture and the word or phrase that seems to share its meaning. There is general agreement that gestures anticipate speech: Gesture and speech are coordinated temporally such that gesture initiation typically precedes speech onset of the lexical affiliate, the word or phrase that accompanies the gesture and seems related to its meaning (Schegloff, 1984) . This coordination is thought to reflect either the common origin of gesture and speech (Butterworth & Beattie, 1978; Feyereisen, 1987; Kendon, 1980 Kendon, , 1983 McNeill, 1985 McNeill, , 1987 Schegloff, 1984) or the autonomy of the independent modules dedicated to their respective production (Levelt, Richardson, & La Heij, 1985) .
Temporal Coordination of Speech and Gesture Levelt et al. (1985) have contrasted two theories of temporal interdependence: an interactive theory positing that feedback 1 We use speech-related gesture or merely gesture to denote those hand movements whose meaning is related to that of the accompanying spontaneous speech. In previous work, approximate synonyms have been illustrators (Ekman & Friesen, 1972) , gesticulations (Kendon, 1983) , speech-focused movements (Butterworth & Beattie, 1978) , referential gestures (Cicone, Wapner, Foldi, Zurif, & Gardner, 1979) , and iconix (McNeill, 1985) , to name but a few. These are distinguished from gesture language signs-also called emblems (Ekman & Friesen, 1972) , autonomous gestures (Kendon, 1983) , formal pantomimic gestures (Wiener, Devoe, Rubinow, & Geller, 1972) , and gestural signs (Herman, Morrel-Samuels, & Pack, 1990 )-whose form and meaning are established by convention so that they can substitute for speech. As we use the term, speech-related gestures are a subcategory of general hand movements and are distinct from gestural signs that supplant speech and from self-adaptors-the acts of contact such as adjusting clothes and scratching (Ekman & Friesen, 1972) that have no apparent relation to the meaning of the accompanying speech.
between gesture and speech allows interdependence throughout motor planning and execution and a ballistic theory based on notions of modularity (Fodor, 1983 (Fodor, , 1985 , which holds that "the two systems are independent during the phase of motor execution, the temporal parameters having been preestablished in the planning phase" (Levelt et al, 1985, p. 133) . Focusing on deictic gestures, gestures that point to an object or a location (Ekman & Friesen, 1972) , Levelt et al. conducted an experiment in which subjects pointed to one illuminated light in an array of either two or four light-emitting diodes. While pointing, subjects said nothing, said "this light," or said "this light" when pointing to nearby targets and "that light" when pointing to distant targets. Levelt et al. found that gesture duration was independent of both the number of lights in the array and the number of potential verbal expressions. Although some of their findings were consistent with the interactive view (e.g., silent pointing was initiated faster than voiced pointing), Levelt et al. concluded that the data offered general support for the ballistic view and suggested that deictic gestures and speech are produced by autonomous modules.
However, temporal coordination need not be similar for deictic gestures and speech-related gestures. The two differ in several respects. First, unlike most speech-related gestures, deictic gestures are likely to convey more information than their lexical affiliates (e.g., saying "this one" without pointing can be far less informative than pointing and saying nothing). Second, problems of lexical access in deixis are minimal. There are only a small number of potential deictic expressions, and their frequency of occurrence in the language is high. Although it may be, as Levelt et al. (1985) contended, that deictic gestures and their lexical affiliates are independent during execution, there is little basis for generalizing this conclusion from deictic gestures to speech-related gestures.
According to McNeill (McNeill, 1981 McNeill & Levy, 1982) , speech-related gestures and lexical affiliates are temporally coordinated because they have a shared computational stage. He (McNeill, 1987) claimed that gestures and sentences share a stage of development before speech takes on its socially constituted form; and gestures exhibit this stage without distortion because they lack direct social regulation. Whereas in the case of spoken sentences the morphological and phonological levels stand between mental processes and speech, in the case of gestures there are no such levels that alter the display of mental processes, (p. 210) On this view, gestures anticipate speech because they do not require morphological and phonological processing. McNeill (1987) went on to say that "the anticipation is very slight, but still significant, for it shows unquestionably that the speaker's thinking is initially in imagistic form" (p. 212).
Although we agree with McNeill (1987) that gesture and speech have a common origin and that they do precede the speech with which they are associated, we differ as to the locus of the common origin and the significance of that temporal coordination. We do not agree that the tendency for gestures to anticipate speech constitutes incontrovertible evidence that the speaker's thinking is imagistic; although we appreciate the analogy between gestures and pictures, that perceived similarity can hardly be taken as proof that cognitive processes themselves are imagistic. In our view, gestures derive not from images (as McNeill would have it) but from a system of motoric representations of concepts, many of which also come to be reflected in speech. Moreover, we propose that the common origin of gesture and speech is at the presemantic level of the speaker-gesturer's communicative intention. According to this view, the communicative intention activates both an abstract propositional representation-a representation that is processed to furnish an utterance (Levelt, 1989) and a motoric representation that may be reflected in a gesture.
3 Typically, the motoric representation that is activated by the communicative intention will be of a concept (or some elements of a concept) that is expressed in the accompanying speech. Despite psychoanalytic claims others have made to the contrary (e.g., Mahl, 1979) , we assume that on most occasions the motoric representation will be more rudimentary (i.e., that it will contain fewer attributes of the communicative intention) than the semantic representation.
However, it is important to note that it need not always be the case that motoric representations are less differentiated than semantic representations. The words that constitute an utterance are a reflection of the speaker's attempt to convey lexically the abstract concepts contained in the underlying proposition. For many reasons (e.g., the real-time processing demands of speech production in conversation, the language's failure to provide an adequate lexical item, and momentary lapses of memory) the individual may be unable (a) to access a lexical entry that precisely expresses the concept represented in the proposition or (b) to construct such an expression out of multiple lexical elements. On such occasions the motoric representation may more adequately convey the sense of the communicative intention (or one specific aspect of that sense). For example, a speaker who wants to characterize someone's public mourning as affectedly exaggerated may be temporarily unable to access lugubrious and may substitute for it a word such as mournful that expresses only part of the intended sense. On such occasions a gesture might express the intended sense or some aspect of that intended sense (e.g., its melodramatic affectation) more adequately than the word it accompanies. (See Zajonc & Markus, 1982 , for a model of affect and motor representation that is consistent with this example.) Similarly, although words and numerical terms can quantify size, velocity, and shape with a high degree of precision, if a speaker gestures while using a general term (e.g., curved to describe a parabola), then the gesture may be more informative than the lexical affiliate. Nevertheless, it seems justifiable to assume that semantic representations are more precisely differentiated than the motoric representations used to generate speech-related gestures. The grounds for such an assumption are clear: Given a normal adult lexicon of 20,000 or more distinct entries, it is hard to argue that words are inherently less precise than gestures.
Accordingly, we propose that asynchrony in the onsets of speech and gesture results from the fact that the concepts gestures represent are typically less differentiated than those represented in their lexical affiliates. Hence, we would expect that gesture initiation typically would be apparent before voice onset of the lexical affiliates because search times would be shorter for the former than the latter. Moreover, we would expect that the difference in their onset times (i.e., the size of the interval by which the gesture precedes speech) would be a function of the accessibility of the lexical affiliate: The more accessible the lexical affiliate, the closer its onset would be to that of the accompanying gesture.
Although different indices of accessibility furnish contradictory results (Gernsbacher, 1984) , word familiarity often predicts performance on recognition tasks requiring lexical assess (Johns & Swanson, 1988; McCann, Besner, & Davelaar, 1988; Narine & Widner, 1988; Paivio & O'Neill, 1970) . For example, subjects have longer response latencies when they are required to access unfamiliar words from memory to complete a word recognition task (Gernsbacher, 1984) . A similar effect operates during recall: Pauses in spontaneous speech typically precede unusual words that cannot be easily guessed from the written transcript (Goldman-Eisler, 1958 , 1968 , presumably because speakers pause as they seek unusual and unfamiliar words in memory. Butterworth and Beattie (1978) claimed that speech-related gestures are initiated during such production pauses (Henderson, GoldmanEisler, & Skarbek, 1966) , an observation that is consistent with the interactive view proposed above. If our assumptions regarding speech and gesture production are justified, and if it is warranted to use familiarity as an index of accessibility, then temporal coordination should be a function of the lexical affiliate's rated familiarity. Specifically, we should see unfamiliar words being accompanied by greater asynchrony between gesture initiation and speech onset.
Method

Eliciting and Measuring Hand Movements
(as well as that of the other subjects described below) fulfilled a course requirement. Two additional subjects were excluded from the study because they correctly guessed the experiment's purpose during a postsession interview.
Procedure
The 13 stimulus photographs were each projected for 70 s in random order onto a screen 18 ft away; the subject viewed each slide and described it to a female confederate positioned so that she could see the subject but not the projection screen. During these narratives the subject was videotaped by two cameras, one providing a front view and the other a side view; both views were combined side-byside on one screen and were accompanied by an audible audio track. From the videotape, a computer-video interface (Morrel-Samuels & Krauss, 1990 ) was used to identify the onset and termination of every hand movement that traveled 1.5 inches or more in 0.8 s. 4 The same system furnished measurements of duration, velocity, and spatial extent for all hand movements exceeding the criterion. Tests showed these measures had adequate reliability and validity (Morrel-Samuels & Krauss, 1990) .
Apparatus
Videotapes were made using two video cameras (Panasonic Model WV240P) positioned on perpendicular axes 18 ft from the subject. Their output was fed to a special effects generator (Panasonic Model WJ-540A) by which the two images were juxtaposed and fed to a Umatic format videocassette recorder (Sony VO-2800) along with the output of a video frame numberer (Berkely Viatronics) that generated a visible number on each video frame. A low-impedance microphone (Beyer dynamic) was used for recording the audio track. Timing pulses generated by an Apple 11+ microcomputer were recorded on one of the videotape's audio channels using an optimized Basic program (Signal Maker) written for this system and based on a similar application (Krauss, Morrel-Samuels, & Hochberg, 1988) .
Hand movements were measured from the videotape by an optimized compiled Basic program (Video Interface) written for this application; it used a parallel interface card (John Bell Engineering Model JBE 6522) that functioned as a timer. Movements were measured by tracking the video image of the speaker's hands (in real time) with a computer-generated cursor controlled by a joystick (Kraft Model D4). Tracking was done twice for each hand, once for the side view and once for the front view. A schematic drawing of the equipment configuration and additional details of the system can be found elsewhere (Morrel-Samuels & Krauss, 1990) .
Materials
Eleven undergraduates rated 20 color slides depicting a variety of subjects (e.g., landscapes, abstract art, buildings, people, and machines) on 11 semantic differential scales (Jenkins, Russell, & Suci, 1958; Osgood, Suci, & Tannenbaum, 1957) selected to represent the three major semantic differential factors: Evaluation, Activity, and Potency. From these ratings, a mean score for each slide on each of the three dimensions was computed. On the basis of these scores, we chose as stimuli 13 slides whose ratings were well distributed along each of the three major semantic differential factors.
Subjects
Seventeen undergraduates (9 men and 8 women) were recruited to take part in an experiment on communication. Their participation
Selecting and Analyzing Speech-Related Gestures Materials
The 221 videotaped narratives (17 subjects describing 13 slides) furnished a corpus of 2,328 hand movements that exceeded a threshold of 1.5 inches per 0.8 s. Verbatim transcripts were made of each narrative; they included hesitations, repairs, filled pauses, and other dysfluencies but were punctuated to facilitate reading.
Subjects
A total of 129 untrained naive subjects (77 men and 52 women) participated in the study. Subjects understood their task was to identify speech-related gestures in the videotaped narratives.
Procedure
Identifying gestures and lexical affiliates. Subjects worked in groups of 10, positioned so they could see and hear the videomonitor without seeing each other. Seventeen sessions were held, and at each session, narratives from more than one speaker were presented. Some subjects participated in more than one session. At the beginning of each session the process by which the narratives were generated was described, and the original 13 slides were displayed briefly. The 10 subjects were then given transcripts of the narrative they were about to see and were told that their task was to underline places in their transcript where the meaning of a word or phrase was related to the meaning of the gesture. No definition of "related to" was provided, and subjects who asked were instructed to use whatever criterion seemed appropriate to them. They then watched and listened to the narratives, with the videotape being stopped at major phrase boundaries. The marked transcripts were compiled, and any word or phrase selected by 8 or more of the judges was counted as a potential lexical affiliate. A total of 193 of these were identified in the 221 narratives.
Attributing lexical affiliates to gestures. The original videotapes were then reviewed independently by a research assistant and one of the authors (P. Morrel-Samuels). From the pool of potential lexical affiliates, 116 were attributed to a unilateral hand movement by both judges; of these 116, 80 satisfied the criterion of being attributed to one and only one gesture that was measured in its entirety. 5 To assess the accuracy of these measurements, both judges furnished estimations of duration and spatial extent for each of these 80 gestures. Because a few gestures seemed to be undermeasured or overmeasured by the computer interface, and because a power analysis (Cohen & Cohen, 1983) suggested that only 60 stimuli would be necessary to avoid a Type II error, the final phase of the experiment was restricted to the 60 gestures having the smallest discrepancy between estimated extent and measured extent. For these 60 gestures there was a high correlation between estimated spatial extent and measured extent, r(60) = .83, p < .0001; independent estimations and measurements of duration were also highly correlated, r(60) = .96, p < .0001.
Evaluating the lexical affiliate. Seventeen additional subjects (8 women and 9 men) read each lexical affiliate and rated its familiarity on a 1-to 7-point scale ranging from familiar to unfamiliar (Gernsbacher, 1984) . In 28 cases the lexical affiliate contained more than one word (e.g., in front, right side, come up, floating around, off her shoulders); the lexical affiliate was a single word (e.g., covered, protruding, partitioned, edge, foggy, or surrounding) in 32 cases.
The moment of voice onset for each lexical affiliate was identified independently by the 2 judges from slow-motion analysis of the narratives' soundtrack. Onset times were indexed to the incrementing numbers that appeared on each video frame, and to the timing pulses created by the computer interface, so that gestures and speech could be specified by a common time base.
Results
The primary dependent variable is what we call gesturespeech asynchrony: the difference between the onset times of the gesture and its lexical affiliate. The larger the asynchrony, the greater the interval by which the gesture precedes the lexical affiliate. Asynchrony ranged from 0 to 3.8 s in a positively skewed distribution {M = 0.99 s; SD = 0.83 s; Mdn = 0.76; Kolomogorov's D = 0.14, p < .01; skewness = 1.14; kurtosis =1.14). Consistent with earlier research (Butterworth & Beattie, 1978; Schegloff, 1984) , no negative values were observed-that is, no gesture was preceded by its lexical affiliate (Figure 1) . To test the hypothesis that gesture-speech asynchrony varies systematically with word accessibility, we calculated a multiple regression that included the gesture's spatial extent and the number of syllables as covariates, with mean rated familiarity of the lexical affiliate as the predictor variable.
6
Thirty percent of the variance in gesture-speech asynchrony was accounted for by this model, F(3, 56) = 7.89, p < .0002. Only spatial extent and rated familiarity made significant unique contributions after all other effects were partialed out (see Table 1 ). A leverage plot (or partial residual plot) shows the relation that exists between familiarity and asynchrony when all other effects are partialed out (see Figure 2) .
When the duration of the 60 speech-related gestures was entered as the dependent variable in an otherwise identical 5 Specifically, the sample excluded 12 gestures that continued after the narrative's termination or traveled out of the cameras' fields of view, 20 gestures whose measurements merged with those of a contiguous self-adaptor (i.e., a hand movement to scratch the skin or adjust clothing; Ekman & Friesen, 1972) , and 4 gestures containing a moment of inactivity long enough to require formating as two distinct motions. All bilateral gestures were excluded because the measurements from each hand might be nonidentical, a fact that would impede or prevent analysis and interpretation.
6 Spatial extent was treated as a covariate on the grounds that the structure and function of small gestures may be distinct from those of large gestures (Ekman & Friesen, 1972) . Although number of syllables can have little effect on memory search rate in some conditions (Clifton & Tash, 1973) , we follow Church's (1987) recommendation that it be partialed from statistical analyses on the grounds that polysyllabic words tend to be less familiar (Zipf, 1935) and may entail unique demands during speech planning. Note. For all F tests, df= 1, 56; « = 60. SE = standard error.
multiple regression, the model accounted for 42% of the variance, F(3, 56) = 13.47, p < .0001. A leverage plot ( Figure  3) shows the relation between the two variables after covariates are partialed out. Again, both spatial extent and rated familiarity made unique contributions to variance in the dependent variable, as is shown in the right-hand columns of Table 1 . It is not surprising, given this pattern of results, that gesture duration and gesture-speech asynchrony are highly correlated, r(60) = .71, p < .0001: The larger the interval by which a gesture precedes speech, the longer the duration of the gesture.
7 Inspection of the scatterplot of the two variables (Figure 4 ) reveals that durations are virtually always larger than their associated asynchronies; note that all but four of the points lie above the unit line. On average, gestures terminated 1.5 s after the initiation of their lexical affiliates (SD = 0.97 s). The mean asynchronous interval for the four atypical gestures was -0.14 s and the largest asynchrony (-0.26 s) was relatively small. These data show that the gestures in this corpus rarely terminate before speech onset of the lexical affiliate.
Discussion
Our data indicate that gestures are synchronized with speech and that they are initiated before or simultaneously with (but not after) the onset of their lexical affiliates. The magnitude of the gesture-speech asynchrony decreases with the affiliate's familiarity: The more familiar the lexical affiliate, the smaller the asynchrony. The familiarity of the lexical affiliate is also related to the gesture's duration: The more familiar the lexical affiliate, the more brief the duration of the associated gesture.
The finding that the lexical affiliate's judged familiarity predicts both gesture-speech asynchrony and gestural duration supports earlier claims that gesture production is tied to features of lexical access (Butterworth & Beattie, 1978; Kendon, 1972 Kendon, , 1975 McNeill, 1987) . In such previous work no systematic attempt was made to account for the variability in asynchrony. Butterworth and Beattie (1978) invoked Hick's (1952) law to explain the temporal precedence of gestures; they reasoned that if the mental lexicon contains 20,000 to 30,000 entries and the set of potential gestures is much smaller, then searching the repertoire of gestures will require less time than searching the mental lexicon. However, Butterworth and Beattie's explanation fails to account for our data: If words take longer to access simply because there are more of them, then the magnitude of the latency between gestures and words should be driven entirely by stochastic processes and should include at least a small number of negative values. Such probabilistic models cannot easily account for the fact that the asynchrony of these independently selected gestures varied systematically with familiarity and the fact that those gestures never began after, and rarely terminated before, word onset. For modular models to accommodate these findings, a set of additional assumptions would be necessary. For example, modular models might adopt the assumptions that speech planning always requires more time than gesture planning and that gestures are the functional equivalent of filled pauses (such as "er" and "uhm") that can be terminated at will after lexical selection and speech articulation have run their course. However, because gestures can involve a great number of muscle groups between the shoulder girdle and the phalanges, and because speech-related gestures must necessarily have semantic content attributed to them (unlike filled pauses), neither assumption seems justified here. Moreover, even if these or similar assumptions can be invoked to account for our evidence of temporal coordination, such models would still be faced with the need to explain why gesture duration should vary systematically with the familiarity of the lexical affiliate.
The fact that the duration of a gesture also is a function of its lexical affiliate's familiarity is consistent with the hypothesis that these behaviors aid in the retrieval of elusive words from lexical memory. Also consistent with this notion is the substantial correlation between duration and gesture-speech asynchrony. If gestures aid word finding, one would expect them not to be terminated before lexical access had been achieved. Of course, it is impossible to ascertain the precise point at which a sought-after lexical item has been found, but it necessarily must be before it is spoken. Hence, it is relevant that almost all of the gestures in our corpus had durations greater than the asynchronous interval, even for cases in which the intervals were 3 s or longer. In only 4 out of 60 instances did the gesture terminate before articulation of the lexical affiliate had begun.
As was noted earlier, the possibility that gestures play a facilitative role in speech production has been suggested by several theorists past and present. However, thus far, empirical support for the hypothesis has been weak. According to Schlauch (1936) , Dobrogaev, a Soviet psychologist, found that preventing speakers from gesturing resulted in decreased fluency, impaired articulation, and reduced vocabulary size, but insufficient detail is presented to evaluate the claim. Rime, Schiaratura, Hupet, and Ghysselinckx (1984) found that the vividness of imagery in speech decreased when a speaker's hands, arms, legs, feet, and head were immobilized; effects on other aspects of speech production were negligible. There is also suggestive evidence that speakers gesture more when they are constrained to use an unfamiliar language (Marcos, 1976 (Marcos, , 1978 Sainsbury & Wood, 1977) . On the other hand, Graham and Heywood (1975) reported that preventing speakers from gesturing had no consequential effects on their speech. Given the limited power of their test (only 6 speakers were sampled) and the fact that some reliable differences in fluency were found (viz., under some conditions, subjects who were prevented from gesturing paused a greater proportion of the total speaking time), their conclusion strikes us as premature.
In our view, the hypothesis that gestures do facilitate speech production is at least plausible. As a motoric representation of a concept (or an aspect of a concept) that the speaker is attempting to express verbally, the gesture may serve as a cross-modal prime that helps the speaker access a lexical entry expressing the intended sense. If gestures did serve such a priming function, we would expect them to precede the words with which they are associated and we would also expect them not to be terminated before the lexical affiliate had been accessed. As was indicated earlier, the gestures in our corpus conform to both of these expectations. General support for such an hypothesis comes from work showing that gestures can function as retrieval cues for subjects attempting to recall previously presented lexical affiliates (Woodall & Folger, 1985) , although caution is warranted because the effect does not necessarily extend to tests of recognition that require distinguishing one gesture from another (Krauss, MorrelSamuels, & Colasante, 1991) . Nevertheless, lack of facilitation during a recognition test in which subjects see gestures produced by another speaker does not rule out facilitation for the actual speaker during active speech production.
The relation between gestural duration and the familiarity of the lexical affiliate poses a problem for the ballistic view of gesture and speech production (Levelt et al, 1985) , at least insofar as speech-related gestures are concerned. If gesture and speech were independent during the execution phase, a gesture's duration would have to be determined before execution by either a subsystem or an autonomous module. As our data indicate, not only are gestures initiated before their lexical affiliates, but it is not typical for a gesture to terminate before articulation of the lexical affiliate has begun. Thus, to plan a gesture of sufficient duration, the speaker would have to know in advance how long lexical access will take. For this to occur without feedback between the two modules, one would have to assume either that long-duration gestures are associated with unfamiliar words or that the speaker somehow can predict and accommodate the amount of time lexical access will require. Neither assumption strikes us as particularly plausible. Even if we were to adopt one of these unlikely alternatives, neither alone would provide a satisfactory explanation for the systematic relation that word familiarity has with both gesture-speech asynchrony and gesture duration. In our view it is reasonable to accept the underlying assumptions adopted here and to interpret the data as coherent support for an interactive model linking speech production and gesture production.
