The proofs of various central limit theorems for strictly stationary sequences of random variables are based on approximating the partial sums of the process by martingales (cf., e.g., Gordin, 1969; Diirr and Goldstein, 1984; or Hall and Heyde, 1980, Chapter 5). Here we shall give a study on the assumptions of such theorems and introduce new ones. Then we shall discuss conditions under which the results take place in almost all ergodic components simultaneously and present an application to the limit theory of stationary linear proceses with random coefficients.
), so that U(H,OH,_,) = Hi+,OHi. Therefore, for each kEZ, ( U'P,f) is a martingale difference sequence (in fact, each strictly stationary sequence of martingale differences can be represented in this way, see [26] ).
We denote
Billingsley [2] and Ibragimov [13] proved that iffE L'(p) and (fo T') is an ergodic sequence of martingale differences, then the distributions of s,(f) weakly converge to a normal law.
Theorem A (Gordin [S]). Let Q be the set of all functions from H,@ H, where -W<jGii<. IffE L'(p) and
inf limsup Ils,(f-g)l12=0, (2) n-CC For each f e Q, (2) holds (see [8] , also Theorem 3 below). Hence, (1) is equivalent to the existence of a sequence of gk E Ho0 H_, with lim lim supllsn(f-gk)l12=0.
k-m ,,+a
In such a case lim sup lim sup)ls,(gk-gj)llz=O.
k+m j>k n+m
As Ilsn(gk-gj)I12= llgk_gjll2?
th e sequence of gk's is Cauchy, hence it has a limit gE HoOH_, and lim,,,Ils,(f-g)(l,=O. We have proved:
Theorem 1. Let f E L'(p). Then the conditions (1) and (2) are equivalent. •i
In the next sections we shall deal with conditions which guarantee (1). In Section 2 we shall deal with processes where f differs from a function m E Ho0 HP, in a coboundary, i.e., there exists a function g with f=m+g-goT.
We shall give a necessary and sufficient condition for the existence of such a decomposition in the language of the difference projection operators Pi.
Whenever (3) holds with m, g E L'(p)
, then m= C PoUiJ isL (4) this follows from Theorem 2. As we shall see, this equality also holds under assumptions of various central limit theorems. In Section 3 we shall introduce some of them and study the relations between their assumptions. The properties of the sequence (PO U'f) as a sequence of elements of a Hilbert space will turn out to be greatly important.
In Section 4 we shall discuss nonergodic versions of the results and present their applications in the theory of stationary linear processes U"f = X,, = CitZ a,-iei. In this case, the sequence of P,U'f equals the sequence of cyieo. We shall consider especially the case when czi are random variables.
In the whole of the paper we shall restrict our attention to the functions f which are measurable w.r.t. A,= ViEr T'JII, the smallest a-algebra containing all T'h!, and for which E(f IA_,) = 0 where A-, = ni,,
T'JU. In other words, we assume f= C pif.
itl (5)
If ti is a countably generated a-algebra then by the Rohlin-Sinai
Theorem there exists an invariant c-algebra & such that V ,rE T'A = d and n,tz
T'A is the Pinsker a-algebra (see, e.g., [17, p. 681 ). 
Coboundaries Theorem Let f c L'(p). Then the conditions (3), (6), (7)
If (5) f=Citz Pif does not hold we get (6) and (7) from (3), too. The opposite implication would not continue to hold, however. ((6) and (7) guarantee (3) for
E(f b/i,z T'JII)-E(f b-l,,, T'JW and leave us free to choose E(f In,,, T'JzX)
andf-E(f IViez T'JUj.1
Theorem 3. Let f E L'. Then the conditions (3'
) and (7') are equivalent.
There exist functions m, g E L' such that f = m -g + Ug, and ( U'm) is a sequence of martingale d#erences adapted to the Jiltration ( T-'A),
: EWfW) and H~O[~~nf-E(Li-"f I-WI converge in L'.
?I=0
(3') (7')
If (3') holds, then a necessary and suficient condition for m E L'(~_L) is lim inf EIs,,(f)l<a. n-m (8)
Remark 1. In (8) there always exists a limit (finite or infinite), see [7] .
Remark 2. The decompositions (3), (3') are unique. The uniqueness is lost when we admit nonintegrable martingale difference sequences (see [20] ). The existence of the decomposition (3) also depends on the choice of the filtration (T-'.A). Surprisingly enough, the natural filtration need not be the good one (see [29] ).
Remark 3. From the decomposition (3) not only the CLT but also the invariance principle and functional law of iterated logarithm follow. This was shown by Heyde in [12] (see also [lo, Chapter 51). He used an assumption which is equivalent to (6) and then he derived (3).
In proving the CLT from (3), we do not need the square integrability of g:
) converge to 0 in measure as n + CO. So, Theorem 3 also gives a central limit theorem for stationary and ergodic sequences of random variables with finite first moments. The CLT (using (8)) was first communicated by Gordin at the Vilnius Conference on Probability and Statistics 1973 [9] . He used, however, absolute values of the summands in (7'). The result is included in the monography [lo] . The proof from [lo] was corrected by Esseen and Janson in [7] .
On the other hand, the square integrability of m is not sufficient for the invariance principle (and for the log log law as well) even if f is square integrable, too (see [21] ; in the counterexample, g E L' and g -Ug E L*(p)).
Proofs of the theorems. By the assumptions and by the martingale convergence theorem we have
Let us suppose that (3') holds. For any g-algebra %' we have UE(g\ %) = E( Ug] T-l%'), hence E(g(niEz T'JU) = UE(gIA_,T') and g-E(gk)= Ug-UE(gkJ.
Without loss of generality we can thus suppose that g is ViEL T'JU-measurable and 
II=0
Therefore, (7') holds.
Let us suppose that (7') holds. Then CTCp=, PiUkf and CT='=, OiU-"f converge for each i E Z. As Pi = pi -P,_, and Pi = CD-, -Qi, we can define This finishes the proof of the equivalence of (3') and (7'). If we used functions from L2(p) instead of L', all the limits would exist in J!,'(P). So, the equivalence of (3) and (7) can be proved exactly in the same way as the equivalence of (3') and (7').
Let (3') and (7') hold. As [7] . This proves the second part of Theorem 3.
We shall finish the proof of Theorem 2. It remains to prove the equivalence of (3) and (6). Let (6) hold. Then the functions gi, i E Z, from (9) exist in L2(p) and CieZ (]g; 11: < ~0. So, g = xiEz gi E L2(~) and using the same arguments as before we can check that (3) holds.
On the other hand, from (3) we derived (7), and from (7) we derived (9) where CitL g, E L2(p). Therefore CiEz IIgiII ', < cc which is equivalent to (6). q
Approximating martingales
Let us first quote two remarkable central limit theorems the common feature of which (and of Theorem 2 from the preceding section as well) is the convergence of
Theorem B (Heyde [ll] and
In the last section we shall show an application of this theorem to the theory of stationary linear processes with random coefficients.
As a corollary we can also get: The Theorem is an immediate consequence of Theorem 10 (which will be given later) and the fact that the assumptions of Theorem B hold for a function which satisfies the assumptions of Theorem C or those of Theorem 5. There actually exists a single function f with the properties off ', f' we need in Theorem 8 ([28] ).
In order to compare the assumptions of Theorems 5, 6, C we shall use the one-to-one mapping between functions f E L*(p) with f = CitZ Pif and the sequences of functions Xi from &OH_, for which
the mapping is given by Xi = U-'Pif = P,l_-'J; P,f = U'X,. The assumptions of Theorems C, 5, 6 can be expressed by the properties of the sequences (Xi). (As we shall see, the structure of the Hilbert space only will be used.)
First, let us consider Theorem C. We have We can easily see that the assumptions of Theorem 5 can be expressed by the unconditional and of Theorem 6 by the absolute convergence of CitH Xi.
Proof of Proposition 1. Recall that we suppose f = C ,ta I'iif: For the integers 0 G M d n S N we get from (17),
where m = n -M. Therefore, (13) is equivalent to lim sup f 2 E(P,lJ/'+"'f. poUi+jf) =O.
M+CX nam~0 i=M j-0 (21)
Now, (19) and (19') are special cases of (21) (with m = 0, m = n), hence they follow from (13).
Let us suppose that (21) does not hold. Then there exists a 6>0, sequences of integers 0 c mk c nk, and an increasing sequence of Mk such that for each k = 1,2,...,
hence (19), (19') cannot hold both at the same time. Therefore, (19), (19') imply (21). The equivalence of (14) and (20), (20') can be proved in the same way.
•i The proof is left to the reader.
Theorem 10. (a) There exists a function f E L2(p) such that (13) and (14) hold but C ill PO U'f does not converge unconditionally. (b) There exists a function f E L2(p) such that (5) holds and the sum CigL P,U'f
converges unconditionally, but (13) and (14) are not fuljilled.
Notice that in both cases CitZ P,Uy does not converge absolutely.
ProofofTheoremlO(a).
L~~zEH,OH~,,I~ZII,=~,~=C~='=,(~/~+~)U-~~(~-UZ). We have
so that the sum does not converge unconditionally.
On the other hand,
and by (17), Therefore, (13) and (14) hold. 0
The proof of Theorem 10(b) is far more complicated; it will be given in the next section.
Using the correspondence between f and (X,) we can also express (2) by
where 6i.j = 1 for i = j, 6i.j = 0 otherwise.
The reader can derive (22) from (5) and the relation UPif= Pi+, Uf:
Now, we shall give an alternative proof of Theorem C using (19), (19'), (20), (20'):
Proof of Theorem C. From (20) and (20') it follows that for 0~ M s N, (2) ;;im_ Il%o--~)ll2=o
On the other hand, (2) alone is not sufficient for the convergence of the sum.
Theorem 11. There existsfc L*(p) which satisjies (2) but not (4).

Proofs of Theorems 4, 5, 1 O(b) and 11
Proof of Theorem 4. Let z E Ho0 H_1 (the Hilbert spaces Hi were defined in the Introduction), 11~11~ = 1, and f3 be a positive integer, (Y > 0 a real number. We define
i=O From the proof of Theorem 2 we can deduce that there exists g=a.
O.z+h-Uh.
h E L2(p)
such that
Hence, IIs,(g -~ez)lb z 0 and for E > 0 arbitrarily small we can find n > 8 such that I]s,(g-cuBz)]I,<~. Let 77 be a positive integer; we define 27-l 27-l f'= 1 (-l)'U'"g, w = 1
Then s,(w) is a sum of 2n77 members of a martingale difference sequence (each member of which equals *nBUkz) and
From the definition we also get
The numbers (Y, 8, 7 , and n can be chosen so that 77~ and (~0 are small, 0 is big, and IIs,(w)]l,= (~0 fi= 1. Then ]lf']]2= l/a is small and s,(f') is in the L'(p) norm close to the sum s,(w) of 2n77 members of a martingale difference sequence, each of which is equal to *(l/G) lJk z. If n is big enough, from the martingale limit theory (the sequence satisfies the assumptions of Theorem 3.2 from [lo]) we can derive that the characteristic function of s,(w) is sufficiently close to the characteristic function of the standard normal distribution N(0, 1) on a sufficiently large interval around 0. We can also notice that II&, z 0 (as f' is a coboundary) and that the partial sums Cl=,, P,U'f', j', j"E Z, do not differ from 0 by more than cu13 (in the L2(p) norm). Now, constructing functions f; similar to f' we get the required function f: For k=l,2,..., we shall recursively define numbers
and functions
k -1, are already defined, we set:
we have For each j = 1,2, . . . , s,,,,(w,) is the sum of functions *(l/(m)U'z, 0~ is 2j. n(j) -1. Following [lo, Theorem 3.21, the distributions of s~~~,(w~) weakly converge to N(0, l), hence for k even, the distributions of s,,k,(f) weakly converge to N(0, 1).
so the distributions of SnCkI(f) weakly converge to the degenerated distribution concentrated at zero. Therefore, the distributions of s,(f) do not converge.
On the other hand, C,,z P,, U'f converges. This follows from the fact that P,,U'f = 0 for i > 0 and, for i c 0, the functions P, U'f are ordered into blocks each of which is formed by 0(k) members of the form a(k)z followed by a block of zeros and f3( k) members -a(k)z. The partial sums Cs,, P,,U'j thus oscillate around zero and the amplitude does not exceed a(k)fl(k) = l/v!%; if j', j" are sufficiently distant from 0, l/a and hence the amplitude is adequately small. 0 we shall suppose that k(i) 2 i. We choose the numbers k'(n) such that k'(1) = 0 and
_. , and define f= ?, U-k'(n)gk(n).
From (iii) it follows that lim,,_~]~s,(f)l12=0. F rom (ii) and from the definition of f it follows that the partial sums of POU'f oscillate around zero with the amplitude i, hence the sum in (4) does not converge. 0
In the proofs of Theorems 4, 11 and 10(a) we replaced f = C iGH Pif by a sequence of Xi = P,U-'f: For Xi we took ai * z where z E Ho0 H_, and ai E R, i E Z, or we used blocks of Xi = a,~,, i E N,,, where N,, are mutually disjoint intervals of integers.
This way we represented the behavior of functions from L2(p) by the study of sequences of real numbers.
As the unconditional and absolute convergence of a sequence of real numbers coincide, this approach is not suitable for the proof of Theorem 10(b).
Lemma 2. Let n be a fixed positive integer and zk,j be mutually orthogonal functions fromL2(p), k=1,2,...,n,06j<2k-'-1. ForO<is2"-1 and l<ksnwedejine rk(i) = (_l)[i/2"-kl where [x] denotes the integer part of x, z( k, i) = zk,, for j = [ i/2"-k+']. Then for each ~4
k=l
In other words,forf(i) =CE_, 2""-"rk(i)z(k, i) we have II
2"-1
Proof. Let Z = (0, 1, . . . ,2" -l};
.FO denotes the trivial a-algebra (0, I} and for 1 =S k< n, Sk is the u-algebra of subsets of Z which is generated by the sets Ik,j = {j2"-k, . . . ) (j+ 1)2"_k -l}, 0 5 j G 2k -1, hence by the functions rI( i), . . . , rk( i). The mapping $ will be considered as a function on I. By A we denote the uniform measure on I, i.e., A(i) = l/2", oSii22"-1.
We shall prove that for each Cc, and 1 G k s n, Therefore -' 2kp2" *:+i' (*'~~~$~_" rk(i)+(i))2.
-2
The last expression is equal to one half of the left side of the equality (25). Next we shall prove . , k=l J=o fn = u-2.2"-'(7, +gn).
For n = 1,2,. . . , we define n-1
The functions z,+j are mutually orthogonal, hence the sum off converges in L*(p).
First we shall show that the assumption (13) of Theorem C is not satisfied.
We shall show that for M(n) = l(n) and N(n) = 4'(n)+2*("', asn+m.Forn=1,2 ,..., k=l,..., n,j=O ,..., 2k-1-1,wedefine rL,tj = n ~3/4~~k/2~2'~+l-(2j+l)2"~h =n.k,j,
I, _ u2"+171
ra,k,j -n.k,j 3 fn,k,j= U~2'2"-1(7~,k,,-7~,k,j+h~,k,j-h~,k,j).
From the definitions it follows that fn =ci=, and ergodic (see [23] ). If (m 0 T') is a martingale difference sequence in (0, Sa, p) then it is a sequence of martingale differences in almost all (CL) probability spaces (0, SQ, v,) (see [23] ). The assumptions of the
Voln$ / CLTfor stationary processes
Billingsley-Ibragimov theorem [2, 13] are thus preserved in almost all ergodic components of p. We can pose the same question for other theorems from the preceding sections.
We can also state the problem in a different way: give the conditions under which the assumptions of the limit theorems are fulfilled for almost all ergodic components of p. This can lead to results which are different from the preceding ones as the integrability w.r.t. the measures v,,, does not imply the integrability w.r.t. ,u. On the other hand, from the weak convergence of v, 0 (s,(f)))' for almost all v, the weak convergence of p 0 (s, (f ))-' follows, hence we get new central limit theorems (with mixtures of normal distributions as the limit laws), see [26] .
In all the business we can imply the fact that For the processes we have studied, equally distributed ones exist in 'sufficiently nice' dynamical systems where the regular conditional probabilities exist (see [26] ). Therefore, the limit theorems hold independently of the existence of the ergodic decomposition.
For Theorems A and B such problems were solved in [26] .
In the last part of Theorem 3, the square integrability of m is in the nonergodic version replaced by E( m2 1.9) < 00 as.
Theorem 12. Let J; m be the functions from Theorem 3 and let (3') hold. Then E(m219)<a a.s. if and onZy if
The proof is a straightforward application of the method described above (see, e.g., [22] ) and is left to the reader. The reader can also easily find an example that (8') need not imply (8).
In the nonergodic case (8) need not guarantee m E L2(p): We can define f so that for each probability space (0, L$ v,) (j-0 T') is a sequence of independent and equally distributed random variables with the normal distribution The proof will be given later. Actually, for (f 0 T') we shall find a stationary linear process with random coefficients (see Theorem 14'). Next we shall find simultaneous versions of Theorem C and Theorem 5. In the previous section we defined in L2(p) the unitary operator Uf = f 0 T; here Uf is defined in the same way for any measurable function f: Instead of functions from L'(p) we shall use the space 9 of the J&-measurable functions f for which jf'dv, <CO for almost all (CL) v,,,, i.e., E(f2(9)<co a.s.
(p). (Recall that Ju, was defined as V iGH T'JU and J-, was defined as nita T'JU.) From the Birkhoff Ergodic Theorem it follows that E(f'(9)
is the pointwise limit of (l/n) C:=, U'f', hence it is &,-measurable, hence 9 n A_,-measurable. Let A, = {E( f *) 9) < n} and h,=,yA,,+,-xA,,, n-1,2,...; now we define
Iffi,f2,. 
E((Cy=, eigo214) =O a.s. (p).
From Theorem 14 it follows that there exists a sequence the sum of which converges unconditionally in L2(p) but does not converge unconditionally in almost all L2 ( v,) .
Proof. An 9-measurable function is constant almost surely (v,) for almost all (p) measures v,. Therefore, if 12, gi converges unconditionally in almost all spaces L2( vW), then for almost all (p) w, Let the set A of w for which Cz"=, g, does not converge unconditionally in L2 ( v,,,) has positive outer measure. Denote g(n,m)=~~~E( (~~cigi)2(9)) where the maximum is taken over all sequences ( ci) of constants -1, 0,l (1 s n < m < CO). By the definition g(n, m) is nondecreasing in m. There exist a, S > 0 such that for each n 2 1 we can find m 3 n, p({g(n, m) > 6)) > a. 
as. as M+co (5') S. as M+oo, (6') then the sum g=Cic+ P,, U'fexists and E((s,(f-g) 
)219)+0 U.S. (p) as n+co 0
The proof is an easy application of the techniques given in [26] and is left to the reader. The theory we have considered provides several useful tools for some applications. where 6i,j = 1 for i = j and 6i,j = 0 otherwise. We thus have
POX, = (Y&O.
If the sum CltH LY, is absolutely convergent, we get (1) and the CLT from Theorem 6; this proves Theorem 7.7.8 from [14] . A stronger result has been given by Heyde (4) and (9) are fulfilled and the central limit theorem holds by Theorem B (see [ll; 10, p. 1341) .
In the nonergodic case we omit the assumption of ergodicity of (E,) = (E,, 0 T') and for ai_ we can use $-measurable functions. This way, in almost every (p) dynamical system (0, sJ, T, v,,,) we get an ergodic stationary linear process. Using this representation Yokoyama in [30] from CjtH ~3 <co a.s. and from the continuity of the conditional spectral density f(A) = E(E~IJ?)(~/(~T~))[C~~~ oj eiAj]' at A = 0 derived the convergence of the distributions of (I/V'%) x,7=, X, to the law with the characteristic function cp ( t) = E exp( -rrf(O) t"). In the ergodic case the result was published in [12, p. 71 (and also [lo, p. 1461) .
Proof. Using the Jensen inequality we can see that (28) follows from (27). Then we can proceed in the same way as in, e.g., The theorem is an immediate corollary to Theorem 5. Let (et) be an ergodic sequence of martingale differences, Eez = 1, and (ai) be a sequence of random variables which is independent of the sequence (e,), C itL J&T < 00. This situation can be also described in another way:
Let us suppose that (a,, d,, pl) is a probability space with a bijection T, : 0, + Cl, which is bimeasurable and measure preserving and Ci = &, 0 Ti are square integrable martingale differences.
(a,, ti2, p2) is a probability space with square integrable random variables &, i E Z, CihL E&f <CO. We define (n, &, p) i.e., a stationary linear process (with constant coefficients). As CItL Ea:<:, we have CitZ &~-cw a.s. (CL), so that the process (X,,( *, p*(w))) is well defined on almost all (p) ergodic components v,.
As we shall see, the limit properties, however, are not preserved in the ergodic components.
In the next theorem we shall denote f= X0. (fX 0 Tt) in (a,, dl, pl) and projection operators generated by the invariant Ualgebra A = (+{ Ci: i G 0) correspond to the operators P7 = Pi; we shall denote them by P,. We shall find the functions Gi such that CitZ Gi converges unconditionally in L2(p2), (19), (19'), (20), (20') hold, but the distributions /.L, 0 (s,(fX)))' do not converge for almost all (p2) x E [0, 1). This will prove the theorem.
By w we denote the Rademacher functions on [0, 1) (i.e., w(x) = sgn sin(2"nx) where n is a positive integer). Let n be a power of 2 and w be a Rademacher function for which 2-"/n is a point of discontinuity.
For 1 Therefore, E(GjGj*) = Xi=, E(G(n, k,j)G(n, k,j')) if n = n' and E( GjGjz) = 0 otherwise. 
occurs with probability ( p2) less or equal to (I + l)/ v( 1 + 1). From the definition of 7, C;"=, (Z+ l)/n(1+ 1) < 00, hence by the Borel-Cantelli Lemma (34) takes place only finitely many times for almost all x. If (34) does not hold, then 2k-V(I+l) < 2-l . .
We can thus suppose that this is the case for all m 2 mo. Hence,
Using the same arguments we get IIs +(,)(h,(x))l12=m+0 as m+oo. by (36), s,jcm,(fx) converge to zero in probability. 0
