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1. Inleiding 
Bij gebruik van elektronische hulpmiddelen voor het doorrekenen van onderzoeksresultaten is een eerste 
voorwaarde dat het gehele te bewerken materiaal in numerieke uitkomsten beschikbaar is. Speciaal bij onder-
zoeksresultaten die in grafiekvorm zijn vastgelegd doet zich het probleem voor een presentatie te vinden die 
in het rekenproces kan worden opgenomen. ' 
Wanneer voor verdere berekening waarden aan een gegeven grafiek moeten worden ontleend 2ou men bijvoor-
beeld een tabel in het geheugen van een computer kunnen opnemen waarmee bij een bepaalde abscis-waarde de 
ordinaatwaarde kan worden opgezocht. Een dergelijke tabel zal echter zeer veel geheugenruimte vergen, vooral 
als de abscis-waarden een continu verlopende reeks vormen zodat voor een goede benadering van de gegeven 
functie (interpolatie) een uitgebreide reeks getallen moet worden opgenomen. 
In plaats van een dergelijke omvangrijke tabel wordt gewoonlijk een benaderingsfunctie in het programma 
verwerkt, zodat bij elke abscis-waarde de bijbehorende ordinaat kan worden berekend. 
In het volgende wordt er van uitgegaan dat een grafische voorstelling goed door een polynomium kan wor-
den benaderd. Door gebruik te maken van zogenaamde ""orthogonale polynomia" wordt het rekenwerk tot vaststel-
ling van de benaderingsfunctie aanmerkelijk vereenvoudigd, terwijl tevens gemakkelijk kan worden getest wel-
ke termen statistisch van wezenlijk belang zijn, waarmee een zo laag mogelijke graad en een zo eenvoudig/mo-
galijke gedaante van het polynomium kan worden vastgesteld. 
2. Orthogonale polynomia 
Er wordt uitgegaan van het verband tussen twee variabelen voorgesteld door de betrekking 
q = f(X) (2.1) 
Van deze betrekking wordt verondersteld dat een aantal (n) gegevens ter beschikking staat met de eigen-
schap dat de X-waarden equidistant zijn. 
Uit deze voorwaarde volgt reeds dat bijvoorbeeld tijdreeksen zich zeer goed lenen om met de te beschrij-
ven werkwijze te worden benaderd [VAN DER LAAN en IGNATIUS] . 
Is (2.1) als grafische voorstelling gegeven dan kan hieraan gemakkelijk worden voldaan door op een aan-
tal (n) gelijke afstanden op de X-as de bijbehorende q-waarde af te lezen. 
De X-waarden krijgen vervolgens een rangnummer x = 1, 2, 3» ...... n, zodat een tabel met bijvoorbeeld 
n = 6 uitkomsten kan worden voorgesteld met de volgende symbolen aangegeven in tabel 1. 
Tabel 1 Overgang van equidistante waarden X op rangnummers x 
X1 1 S 
X2 2 «2 
X 5 5 S 
h 6 % 
Zonder dat de X-waarden bekend hoeven te zijn kan een verdere numerieke uitwerking van het probleem vol-
gen door gebruik te maken van de x-waarden. Omrekening in de oorspronkelijke gegevens kan namelijk steeds 
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plaatsvinden met de volgende lineaire betrekking: 
X - X. x - x. 
x~rxT = x . - x . ' 3 '• 
3 i 0 i 
wat bijvoorbeeld wordt met i = 1 en j = 2 
X = (X2 - X^x - (X2 - 2X/]) (2.3) 
en, omgekeerd, 
x =
 x0 - x„
 x +
 X0 - x„ 
2 1 2 1 
(2.4) 
Uit (2.?) en (2.4) zijn x en X eenduidig in elkaar om te rekenen zodat in het volgende alleen met x als 
variabele verder behoeft te worden gewerkt. 
Vervolgens wordt nu een polynomium aan (2.2) aangepast, waarvoor als voorbeeld een van de derde graad 
wordt gekozen met algemene gedaante 
0 1 2 3 y = a x + a x + a x + a,jc (2.5) 
Hierin zijn nu de in te vullen x-waarden bekend uit (2.2) en er rest nog het probleem de constanten a., 
(i = O, 1, 2, 3) te berekenen. 
Overzichtelijkheidshalve wordt (2.5) geschreven in vectoren, zodat uit (2.2) de tabel 2 ontstaat 
Tabel 2 Rentallen van vectoren gebaseerd op een polynomium van de derde graad 
Functie voor het 
berekenen van de 
kengetallen 
Vectoren 
uitgeschreven 
1 
1 
1 
1 
1 
1 
1 
2 
3 
4 
5 
6 
1 
4 
9 
16 
25 
36 
1 
8 
27 
64 
125 
216 
Vectoren in 
symbolen V 
en als matrixvergelijking: 
y =Ma (2.6) 
waarin nu v., (i = O, 1, 2, 3) de kolomvectoren van de matrix M zijn (figuur 2). 
Deze vectorvoorstelling wordt in figuur 1 nog eens toegelicht [zie ook STOL, NOTA no.l47j. Opgemerkt 
wordt dat in een figuur slechts een driedimensionale ruimte kan worden afgebeeld en dan nog alleen in per-
spectief. De uitbreiding naar hogere dimensies verloopt echter steeds geheel analoog. 
Uit de figuur volgt dat de waarnemingsuitkomsten q over het algemeen niet aan de vergelijking van het 
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polynomium zullen voldoen* Er ontstaat dus het probleem de vector 
zo te schatten (berekenen) dat met de y van (2.6) zo goed mogelijk aan q is voldaan. Als schattingsmethode 
wordt hiertoe het minimaliseren van de kwadraatsom van de afwijkingen toegepast. 
Meetkundig betekent dit dat de verschilvector (q - y) loodrecht op het vlak. opgespannen door de vecto-
ren v. moet staan om zo klein mogelijk te zijn (figuur 1) dus 
(q-y)J.* 
of. in verband met (2.6), 
(q - Ma) J_M 
zodat het inprodukt nul moet zijn wat de voorwaarden geeft 
H'q - M'Ma = 0 
waarin de acoenten aanduiden dat de betreffende matrix is getransponeerd. De normaalvergelijkingen zijn dus 
M'Ma = H'q 
of, uitgeschreven 
(v v )a + (v v )a„ + (v v„)a„ + (v v_)a_ = v q 
o o o o 1 1 o 2 2 o#3 3 o 
• • • 
(Vo )ao + (Vl)ai + ( v3V2 ) a2 + ( v 3Va3 = V 
(2.7) 
een systeem van 4 vergelijkingen met 4 onbekenden. 
Het liefst zou men willen dat alle gemengde inprodukten zouden wegvallen daar dan 
Vi = VoV2 — = V3V2 " ° (2'8) 
en (2.7) overgaat in 4 maal één vergelijking met één onbekende. Dan is namelijk 
a. = — » i = O» 1» 2, 3 
i v.v. 
ï ï 
Nu zijn de inprodukten (2.8) nul wanneer de samenstellende vectoren loodrecht op elkaar staan dus als 
voldaan is aan 
v l l V V2iVo V2lV3 
On deze situatie te bereiken moeten de kolomvectoren v. van de matrix M in (2.6) georthogonaliseerd wor-
den (figuur 3). 
Het polynomium (2.5) zal dus zodanig moeten worden getransformeerd dat de kolommen voor elke x in tabel 
2 de eigenschap hebben onderling loodrecht te zijn. In dat geval spreekt men van een orthogonaal polynomium. 
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3. Het orthogonaliseren van de basisvectoren 
In Nota no.147 [ STOL, 1962] is aangegeven op welke wijze in het algemeen orthogonalisatie van kolomvec-
toren in een matrix kan plaatsvinden. In het volgende zal voor het bijzondere geval dat met rangnummers vol-
gens (2.2) wordt gewerkt de afleiding nog eens worden gegeven. 
Zoals in figuur 3 staat aangegeven kan de eerste basisvector als uitgangspunt dienen. Deze vector heeft 
. . . . o kentallen die alle gelijk zijn aan x = 1, zodat wordt gesteld in het orthogonale stelsel 
co = v o = r | O.D 
Vervolgens wordt nu in het vlak door v en v (figuur 2) een nieuwe vector gekozen zodanig dat deze 
loodrecht op de eerste vector Z, staat (figuur 3). Deze vector is uiteraard te schrijven als een lineaire 
combinatie van de vectoren v en v. zodat 
o 1 
*1 = V1 + « * • 
met als voorwaarde %,. £ en dus 
1J" o 
en dus 
£ £ =£ v + OLl Z = 0 
0 1 0 1 0 0 
Mo 
De bijzondere vorm van de vector Ç , namelijk een kolom van énen (3.1) maakt de volgende uitwerking moge-
lijkt 
E» 
Ot = = - x (3.2) 
n 
zodat de kentallen van de eerste orthogonale vector steeds worden berekend uit 
(x-x) 
en voor n = 6 
A A M 
ç J3L2 [A. lM 
1 i 4 j 2 1 i 2 1 ! 
y \l w 
Ter vermijding van gebroken waarden in de kentallen van de vectoren worden als basisvectoren de vectoren 
met de kleinste gehele getallen gekozen. Algemeen wordt dan gesteldi 
£. = *•.£. (3.2a) 
In het bijzonder is dan 
i i i 
i 
£ = 1.C = v 
o o o 
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Vervolgens dus 
1 1 
net X = 2. Deze waarde van A. is dus de kleinste waarmee de kentallen geheel worden. Gemakkelijk valt na 
te gaan dat ook F _[_£ . 
De lengtekwadraat van de orthogonale vectoren die tot nu toe bekend zijn heeft de waarde 
£'£* =6 
o o 
en 
Ml=7° 
De procedure herhalend wordt verkregen: 
r = v , t « C • ßC. • » 2 - 2 (3.3) 
met de e is 
zodat 
en 
*2-K-*i 
£ v„ + oc£ ' f,' + ß F,' C' = o 
o 2 o o r o 1 
t i » i 
C,v2 * al 1 C0 + ßC , ^ = o 
waarin £ . Ç . voor i ^ j reeds = 0, zodat 
CoV2 lic2 91 
0 0 
C ïV2 
- ~ 6 
245 7 
70 ~ " 2 
(3.4) 
Er komt dus ui t (3.3) 
(3.5) 
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zodat 
Il J, = 
2 2 2 
/i 
-
1 / 
\ 5/ 
2 2 
(3.5a) 
Zo voortgaande ontstaat tenslotte tabel 3. 
Tabel 3 Orthogonale polynomia voor n = 6 waarnemingen 
n 
1 
2 
3 
4 
5 
6 
« ; * ; 
x. 
i 
0 
1 
1 
1 
1 
1 
1 
6 
1 
5' 
1 
-5 
-3 
-1 
1 
3 
5 
70 
2 
2 
5 
-1 
-4 
-4 
-1 
5 
84 
3/2 
3 
-5 
7 
4 
-4 
-7 
5 
180 
5/3 
s; 
-1 
-3 
2 
2 
-3 
1 
28 
7/12 
5' 
5 
-1 
5 
-10 
10 
-5 
1 
252 
21/10 
q 
"l 
52 
q3 
% 
% 
% 
qq 
Daar in (3.2) en ook in (3.4) het aantal waarnemingen n als rekengrootheid voorkont zijn de kentallen 
in de tabel van n afhankelijk. Voor elke waarde van n zou dus een dergelijke tabel kunnen worden vervaardigd, 
In uitgebreide tabellenboeken worden dan ook de kentallen van orthogonale polynomia gejeven. Zo bijvoorbeeld 
door FISHER en ÏATES [l957] die voor n = 3» 4, 5, ».., 75 orthogonale polynomia tot en met de vijfde graad 
op deze wijze geven en ANDERSON en HOUSEMAN [1942] die tabellen geven tot n = 104. 
Voorts wordt steeds vermeld het kwadraat van de lengte van elke vector (s>. 5.) en de kleinste factor 
\ . , die elke vector op gehele waarden van de kentallen herleid (zie bijvoorbeeld (3.5) en (3.5a)). 
Met behulp van deze tabellen kan op eenvoudige wijze, met een minimum aan rekenwerk, een polynomium 
worden aangepast. 
4. Vereffening met orthogonale polynomia 
Indien nu wordt gevraagd een polynomium van de 5e graad aan n equidistante waarnemingen aan te passen, 
luidt de functie 
y = A o S o + A 1 C 1 + A 2 C 2 + — + A 5 C 5 
Overeenkomstig de in paragraaf 2 gegeven afleiding worden nu de normaalvergelijkingen! 
(SV)A -5'q 
(£A)A, 1 1 1 
(4,1) 
(4.1a) 
= C'c 
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Alle termen buiten de diagonaal zijn door het orthogonaliseren verdwenen zodat de coëfficiënten A. vol-
gen uit: 
A 
0 
A1 
= 
m 
« o « 
0 0 
1 1 
(4.2) 
A. _
e q 
5
 Ce' 
5 5 
Van deze uitdrukkingen behoeft slechts de teller in elk afzonderlijk geval te worden uitgerekend waartoe 
tabel 3, waarin dan voor q de gemeten waarden zijn ingevuld, als uitgangstabel kan dienen; de noemers worden 
in de tabellenboeken vermeld [FISHER and YATESj voor elke waarde van n zoals voor n = 6 in tabel 3 is gedaan. 
De berekening met orthogonale polynomia maakt het mogelijk op eenvoudige wijze na te gaan tot welke graad 
het polynomium moet worden genomen om een zo goed mogelijke splitsing te maken tussen systematische en toe-
vallige effecten (zie figuur 4 ) , 
De hiertoe uit te voeren variantie-analyse kan in het orthogonale systeem eenvoudig als volgt plaatsvin-
den. In figuur 4 stelt £ de vector van het niveau voor, £ de vector die de lineaire component vertegen-
woordigt, en op analoge wijze kunnen hogere graadscomponenten in de beschouwing worden opgenomen. Alle basis-
vectoren zijn orthogonaal (gemaakt). De vector y is nu dus orthogonaal ontbonden met componenten 1 C en 
A E . Er geldt nu dus achtereenvolgens: 
* U 
-I 
(y - AO y // Z, 
dus 
(y-A l ) U 
en daar 
(q-y>lCo 
geldt ook 
(q - A E, ) I S 
o o X o 
Dit houdt in dat kwadraten van lengten zonder meer mogen worden samengevoegd of afgesplitst volgens de 
stelling van Pythagoras. 
De totale kwadraatsom is qq. De bijdrage tengevolge van "niveau" is (A £ ) en de overblijvende rest, 
o o 
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toe te schrijven aan toevallige afwijkingen bedraagt (figuur 4): 
(q - A l f = qq - (A E, f 0^0 n n 0 0 
De kwadraatsom uit het linkerlid bevat echter niet alleen toevalsteraen, de lineaire component dient 
eveneens nog te worden afgesplitst. Uit de figuur volgt reeds zonder meer dat de uiteindelijke toevalsrest 
wordt verkregen uit: 
<«"W ^ / = (q-y)2 
Van deze laatste term kan, in het geval van een lineaire betrekking, geen kwadraatsom meer worden afge-
splitst doch op analoge wijze kan de analyse worden voortgezet voor hogere graadstermen indien deze aanwezig 
zijn. In dat geval wordt dan weer eerst de invloed van een tweede-graadseffect in rekening gebracht en zo 
vervolgens. 
Tenslotte resteert dus steeds als toevalsvector de vector (q - y) namelijk de verschillen tussen gemeten 
(q) en berekende uitkomsten (y). 
Opgemerkt wordt vervolgens dat een som van kwadraten steeds positief is en dat door toevoeging van ter-
men de bereikte kwadraatsom in ieder geval gelijk blijft doch in het algemeen reeds door kleine toevalsafwij-
kingen, zal toenemen. Om kwadraatsommen onderling te kunnen vergelijken worden deze dan ook per dimensie uit-
gedrukt waarmee de zogenaamde varianties worden verkregen. Het aantal dimensies waarop een kwadraatsom betrek-
king heeft wordt het aantal vrijheidsgraden genoemd. 
Stel dat in figuur 4 de vectoren 6 kentallen hebben (n = 6 waarnemingen), dan is de gehele figuur gele-
gen in een 6-dimensionale ruimte. Elk van de effecten ( c, , respectievelijk £ ) spant een eendimensionale 
deelruimte op zodat de variantie-analyse wordt zoals in table 4 staat aangegeven. 
Tabel 4 Variantie-analyse van de aanpassing aan een polynomium 
Effect Kwadraatsom Dimensie Variantie 
Yfaarnemingen 
Niveau 
Lineair 
Toevalsrest 
qq 
Rest 
Rest 
(A C > 
0 ^0 
(A1 
( q -
V 
•yf 
1 1 
(g - y)' 
4 
Tengevolge van toevallige afwijkingen ontstaat een variantie (lengtekwadraat per dimensie) ter grootte 
(q - y) /4. Indien een werkelijk (lineair) effect aanwezig is zal de bijbehorende variantie minstens deze 
O De accenten duiden er op dat in de richting E, respectievelijk Z, een kleinste vector met niet-gebroken 
kentallen a ls basis i s gekozen. Het onderscheid i s dus verder niet essentieel . 
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waarde moeten bereiken om van het toeval te onderscheiden te zijn. Dit houdt in dat de grootheid 
4
 (q - y)2 A 
de «aarde 1 zal moeten overtreffen. Daar de toetsingsgrootheid F zelf eveneens een stochastische grootheid i s 
zullen ook «aarden die i e t s groter zijn dan 1 nog u i t toevallige afwijkingen kunnen «orden verklaard. Hoe 
groot r moet zijn om van een significante uitkomst t e spreken hangt af van de dimensies ("vrijheidsgraden") 
q 
van t e l l e r en noemer p en q en van het risicopercentage a . Tabel 5 geeft een overzicht van waarden die u i t 
een F-tabel worden gevonden [ DE JONGE, 1963 en uitgebreider HALD, 1960]. 
Tabel 5 Enkele waarden van de F-toets voor verschillende risicopercentages <X bij eenzijdige toetsing 
K 
50 
.549 
30 
1.42 
10 
4.54 
5 
7.71 
« i n * 
2.5 
12.2 
1 
21.2 
0.5 
31.3 
0.1 
74.1 
0.05 
106 
Dit zijn dus waarden die (4.3) minstens moet aannemen om significant te zi jn, met een r is ico <x dat d i t 
niet het geval i s . Veelal wordt oc = % gekozen. 
Door nu op de in tabel 4 aangegeven wijze voor elke £ . het effect te toetsen tegen de toevalsrest kan 
worden nagegaan welke effecten van belang zijn en welke niet van toevallige afwijkingen te onderscheiden zi jn. 
Tot slot wordt er nog op gewezen dat de toevalsresten steeds door de projecterende vectoren buiten het 
in figuur 4 geschetste vlak gerepresenteerd worden. De effecten zelf worden voorgesteld door de basisvectoren 
^ . . In Appendix 2 wordt hierop nog ie t s nader ingegaan. 
5. Vereenvoudigingen in de berekening 
Het besproken systeem biedt nog een paar mogelijkheden om to t vereenvoudiging van de berekeningen t e konen. 
In de eerste plaats kunnen de kwadraatsommen van de effecten nog op de volgende wijze u i t reeds bekende 
deelresultaten «orden berekend 
U.S.')2 = A.A.(S.' £.') 
i l i i i i 
-A.(-=777)(E. C.) 
1
 CC ! l 1 1 
= A.( C! q) 
1 l ^ 
De kwadraatsommen worden dus verkregen door vermenigvuldiging van de factoren A. met de bekende termen 
uit de normaalvergelijkingen (4.1a). 
In het bijzonder geldt nog voor i = 0 
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A(C q)=-rV S 
0 0 Ç> t, o o o
_ ( S q ) 2 
n 
Dit is de zogenaamde correctieterm waarmee de oorspronkelijke gegevens op hun gemiddelde worden herle d 
volgens de bekende formule 
n 
Z(q_q)2=Zq2-i^ 
In de tweede plaats kan gebruik worden gemaakt van de symmetrie die zich in tabel 3 voordoet. 
Uitgaande van tabel 3 op pagina 6 valt gemakkelijk te verifiëren dat het voldoende is slechts de onder-
ste helft van het aantal kentallen van de basisvectoren te gebruiken, zoals in tabel 6 is gedaan. Hiermee 
wordt dan tabel 6 verkregen. FISHER en YATES (.1957 J geven voor n / 8 ook slechts de onderste helft van het 
aantal kentallen. Op dezelfde wijze als in tabel 6 gebeurt kan de berekening met dit deel van de basisvecto-
ren worden uitgevoerd. 
Tabel 6 Vereenvoudigd rekenschema voor het geval n even is 
q 
% s 
S «2 
% S 
E| V. 
i 
s 
\ + % 
% + <ï2 
% + % 
0 
1 
1 
1 
6 
1 
\ 
-k 
- 1 
5 
84 
3/2 
\ 
2 
- 1 
3 
28 
7/12 
d 
%-% 
S _ q 2 
%~^ 
\ 
1 
3 
5 
70 
2 
% 
-4 
-7 
5 
180 
5/3 
^ 
10 
- 5 
1 
252 
21/10 
Een onderscheid in bewerking is nu dus gemaakt voor de basisvectoren met even indices waarbij géén en 
voor die met oneven indices waarbij wel tekenverwisseling plaatsvindt [VAN DER LAAN en IGNATIUSJ. 
Er geldt dan namelijk met 
i = O, i even 
s 1 ; -i o 
A. = - = T T 7 , (A. S.) = A.(sT].) 
en voor de gevallen met 
ï oneven 
A. =-7TT7 . ( A . S . r = A.(dTj.) i E' E' i i i J i 
i i 
Voor het geval n oneven is verloopt de bewerking een weinig anders. VAN DER LAAN en IGNATIUS geven aan 
dat voor n oneven een oplossing is de middelste term tweemaal op te nemen dus in tabel 6 in de kolom voor q 
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elke sub-kolom met de middelste term te laten beginnen en de eerstvolgende even reeksen te gebruiken. 
De exacte oplossing voor n = 7 bijvoorbeeld wordt gegeven in tabel 7 [zie FISHER and YATES, pagina 30] 
waarbij deze kunstgreep niet is toegepast doch waarbij de middelste waarneming is gehalveerd [ ANDERSON and 
HOUSEMAN, 1942 J. Nu moeten echter de bijbehorende oneven reeksen worden gebruikt. 
Tabel 7 Vereenvoudigd rekenschema voor het geval n oneven is 
q 
1? S 
i i 
k. 
1 
Er geldt weer 
I i = 0, i even| 
s 
«7 + ql 
% 
1 
1 
1 
1 
7 
1 
\ 
-4 
-3 
0 
5 
84 
1 
*U 
6 
1 
-7 
3 
154 
7/12 
d 
0 
q7-q, 
*1 
0 
1 
2 
3 
26 
1 
^3 
0 
-1 
-1 
1 
6 
1/6 
^5 
0 
5 
-4 
1 
84 
7/20 
i oneven 
S
 ^i r ' 2 
A. =TTTT . (A. C.)2 = A.(sT).) 
i i 
i l i i 
d ï ) : 
i = l v ' ( A i ^ - V * ^ A . = 
6. lerugrekening naar de oorspronkelijke variabelen 
De uitgevoerde transformaties hebben het voordeel opgeleverd dat een eenvoudig rekensysteem is verkregen 
waarmee een polynomium aan een reeks equidistante waarnemingen kan worden aangepast. 
Voor het construeren van de bijbehorende grafische voorstelling kan dus eenvoudig als volgt te werk wor-
den gegaan. Volgens (4.1) kunnen de berekende waarden van y worden verkregen uit 
*
 = A o ^ + \VAX + A 3 C 3 + A 4 C 4 + A5S (6.1) 
Door in (6.1), nog steeds met het voorbeeld n = 6 , de waarden £. (i = 0, 1, .... , 5) uit tabel 3, pagi-
na 6, in te vullen worden y's verkregen die het gehele traject van waarneming bestrijken. 
Een volgend probleem ontstaat wanneer wordt gevraagd bij een gegeven waarde van X de bijbehorende y uit 
te rekenen. Dit probleem kan niet zonder meer door eenvoudige substituties worden opgelost. 
Voor elke X volgt uit (2.2) respectievelijk (2.4) de bijbehorende waarde van x doch deze dient nu nog in 
C-waarden te worden omgerekend. 
Uiteindelijk zal men (6.1) graag in X willen uitdrukken. Hiertoe zijn achtereenvolgens nodig de betrekkin-
gen 
£ = K*,. (6.2) 
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C. - f . (x ) 
1 1 
1 „ _2 1 
2 1 2 1 
(6.3) 
(6.4) 
Door deze relaties achtereenvolgens te substitueren in (6.1) wordt verkregen 
y = b + b X + bX 2 + . . . + b X5 
o 1 2 5 
Van de genoemde relaties is (6»2) reeds gegeven in (3.2a) en (6.4) in (2.4). Er resteert dus nog het ver-
band (6.3) nader vast te stellen voor elke i, wat algemeen voor elke waarde van n kan plaatsvinden. 
Dit is het eenvoudigste geval. Er volgt namelijk uit de gegeven substituties (3.1) dat voor elk van de 
ken tallen van £^, voorgesteld door K(C ^ ) , geldt 
' (6.5) J K ( É ) = 1 
dus onafhankelijk van x en n 
li • il. 
Voor £ werd geschreven (paragraaf 3) 
Ç = v +0CC 1 1 o 
waarin bleek dat (3.2) 
a = - x 
zodat er komt met tabel 2 en (6.5) de betrekking tussen de kentallen van vectoren 
K( £ ) = (x - x) x = 1, 2, ... , n 
J I 
De waarde van deze kentallen is dus nog slechts onafhankelijk van n 
(6.6) 
li = 2 
Ook dit geval zal nog apart worden afgeleid 
Uit (3.3) en (3.4) volgt 
l x *1 V2
 P' 
^2 2 n % £ ' £ ' 1 
1 1 
De scalaire grootheid \ valt in de laatste term in teller en noemer weg en is voor K = 1 , zodat kan 
worden geschreven* 
So = 
y 2 E* v-> 
2 = V 2 " n o - " ^ ; 1 
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Voor de kentallen van £ geldt nu dus, rekening houdend met (6.5) en (6.6) en tabel 2 
-\ 2 
»r F \ 2 Ex £ (x - x) x , -v „ _ K( Ç> ) = x - — - ' ' (x - x) met x = 1, 2, ... , n 2 n
 v / -N2 Z(x - x) 
Nu kan worden geschreven ( z i e Appendix 1) 
zodat 
t e n s l o t t e 
2 2 
y 1 / „ \ r 5 n (n + 1) i x = -n (n + -O Z x = jj 
„ 2 n(n • l ) (2n + 1) - Zx 1 , .v 
v ^ - \ 2 v 2 ( Z x ) 2 n(n -f l ) ( 2 n + 1) 1 , „ .2 E ( x - x) = L x = , - ?n(n + 1) 
n 6 4 
n(n -i- l ) ( n - 1) 
12 
2 2 
v , -v 2 v 3 - v 2 n (n + 1) 1 , „>. n(n + l ) (2n + 1 ) L (x - x) x = i x - x Z i X = r -Cn + ï) , 
o 
n(n + 1) (n - 1) 
12 
„ , r N 2 (n •+ l ) ( 2 n + 1) 12 n(n + l ) 2 ( n - 1) , - s KC t*J = x - , f . w A „„ l x - x ; 2 6 n(n + 1)(n - 1) 12 
( -\2 o - -2 (n •<• l ) ( 2 n + 1) , . , - . 
= Cx - x ; + 2xx - x , • - (n + 1 X X - x ; 
f ~\2 f „-» (n + 1 ) 2 (n + l ) ( 2 n + 1)
 ( . (n + fr)2 
= (x - x) + (n + 1) x - — j j T (n + 1) x + 
zodat 
* .1 
Uit he t bovenstaande b l i j k t dus achtereenvolgens da t voor £ a l l e ken t a l l en onafhankelijk van x en n 
o 
zijn en de waarde 1 aannemen. Se kentallen van Z zijn onafhankelijk van n en bestaan uit de x-waarden ver-
minderd met x. Voor £ en volgenden geldt dat de kentallen afhankelijk zijn van x en n. 
Voor £ zou verder gebruik moeten worden gemaakt van de betrekking 3 
Zx 4 = -£ (n + l)(2n + l)(3n2 + 3n - 1) 
FISHER en YATES [ 1957, pagina 31 ] geven een recursieformule waarmee de functies voor de kentallen 
worden gevonden, namelijk: 
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K(C ) = 1 
o 
K( ZJ = (x - ie) , x = 1, 2, ... , n 
Achtereenvolgens ontstaan hieruit 
K(£ ) = 1 
KC^) = (X-X) 
K C C ^ C x - x ) 2 - ^ 
K( S 3) = (x - x) 3 - ^ S-^-Z (x - x) 
K(C4) = ( x - ^ - ^ ( x - x ) 2 ^ ( " 2 - ^ " 2 - 9 ) 
K( y = <x - x) 5 - 2 L y Z (X . ;>3 + 15n4 - W • 407 (x . ;> 
Daar dus tevens uit (6.:2) volgt dat 
kan met behulp van (6.4) de vergelijking 
K(C.) = A..KU.) ï 1 1 
y = Ao + A 1 C ï + A 2 C 2 + - + A 5 C 5 
worden omgerekend in 
y = b + b X + b X2 + ..... + b X3 
waarmee y in de oorspronkelijke eenheden X i s uitgedrukt. . 
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Appendix 1. De som van een aantal termen van hogere rekenkundige reeksen 
Bij het oplossen van differentie-vergelijkingen wordt gebruikgemaakt van de volgende operatoren |_CEVY 
and LESSMAN, 1959 ] 
Ayt = y t + 1 - yt 
E v = y 
't Jt-HIl 
_1 n-1 
A y. = X yt + Constante 
t SI t 
Met als bijzondere eigenschappen 
Indien, 
is in het bijzonder 
A ~ E - 1 
-1 
A ASM 
n 
n „ t 
A Sn » yt+1 
Voor een rekenkundige reeks van de p= nrde geldt: 
Ap+1yt H o CD 
e 
Wordt nu gevraagd naar de som van n termen van een rekenkundige reeks van de p= orde, dan kan deze som 
in de oorspronkelijke reeks worden uitgedrukt met 
A S = y „ (2) 
n n+1 
waarin n een (willekeurig) rangnummer van de termen voorstelt. 
Er volgt nu dus uit (2) 
A S n = E n y i = (l +A) ny i 
••1 —1 n 
A AS = A (1 + A) y + Constante 
Daar de som van n = 0 termen ook gelijk i s aan nul moet 
-1 S = 0 = A y_ + Constante 
o ' 1 
zodat tenslot te , na invulling van de waarde van de Constante, ontstaat 
Sn = A- 1 [d + A ^ - y J 
hetgeen u i t s c h r e v e n wordt 
Sn-Qy1 + (n 2)Ay1 + ÇA2y1 + . . . + ( p n + 1 ) A ^ 
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waarna de volgende termen door (l) identiek 0 zijn. 
Uitgeschreven wordt de betrekking [ WIJDENES, pagina 69 ] 
• 
s 
n 
= nyi 
n(n -
+ .._2. l)Ay 
1 '1 
n(n - l)(n -
3.2.1 
2) 
A2V • • •• 
Is de y-reeks gegeven dan kan door het opstellen van een differentie-reeks elke benodigde A y worden 
berekend. Zonodig kan rechtstreekse berekening volgen uit 
A v 1 = <E - i )y 1 = y2 - y., 
A2yy) = (E - 1 ) ^ = y ? - 2y2 + y^ 
A3 y / ] = (E - l ) 3 y i = yk - 3y5 + 3y2 - ^ 
Voor 
wordt dus verkregen 
enz. 
D
 3 
S = Z k 5 
n 1 
n 
0 
1 
2 
3 
4 
5 
k3 
1 
8 
27 
64 
125 
S 
n 
0 
1 
9 
36 
100 
225 
yn 
1 
8 
27 
64 
125 
* \ 
7 
19 
37 
61 
* \ 
12 
18 
24 
A. 
6 
6 
Zodat de algemene formule voor de somreeks luidt: 
„ n(n - 1) „ n(n - l)(n - 2) _„ n(n - l)(n - 2)(n - 3) , 
s
 =
 n
*1 + „ „ ' ./ + , „ „ .12 + • , „ „ »o 
n 2.1 3.2.1 4.3.2.1 
waaruit na enige herleiding volgt 
S = 7 n2(n + 1 ) 2 
n 4 
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Appendix 2. De variantie-analyse 
Ei het choleski-schema ontstaat, door de gevolgde rekenwijze, een orthogonalisatie van de basisvectoren 
("STOL, 1962, pagina 4 e.v.]. Dit geschiedt dus zonder de basisvectoren zelf uit te rekenen. Daar in het alge-
meen de basisvectoren een willekeurige reeks getallen als kentallen hebben is dit een groot voordeel van de 
methode. 
De basisvectoren van orthogonale polynomia hebben echter kentallen die aan bijzondere, voor elk probleem 
weer dezelfde, voorwaarden voldoen. Hierdoor biedt het voor deze gevallen juist voordee?. de georthogonalisear-
de vectoren zelf uit te rekenen. 
Dat bij de variantie-analyse steeds van het georthogonaliseerde stelsel gebruik moet worden gemaakt 
volgt nog uit onderstaande beschouwing. 
In figuur 5 wordt een door de basisvectoren v en v opgespannen grondvlak gegeven. De loodrechte projec-
o 1 
tie van de vector q op het effect voorgesteld door v wordt weergegeven door y . Die van q op het grondvlak 
door y„. 
De effecten v en v, zijn niet orthogonaal, zodat er een correlatie in het grondvlak optreedt, met corre-0 1 
latiecoefficient r = cos <p . Dit houdt dus in dat v een component heeft langs v en dus kan worden ontbonden 
in twee componenten waarvan er een loodrecht v staat, namelijk Ç, (zie figuur 5 ) . De component die langs v 
valt draagt niets bij aan de verklaring van de vector q daar dit reeds geheel door het effect v zelf wordt 
gedaan, wat het voetpunt y opleverde. 
De projectie van q op het grondvlak (y ) is ontbonden in 
y„ = A v + A v 2 0 0 1 1 
2 
Door de correlat ie i s de afname van de kwadraatsom tengevolge van het effect v niet (A v .^) doch minder 
1 1 1 
namelijk 
A* ( v ^ X l - r 2 ) 
wat u i t de meetkundige voorstelling van figuur 5 direct volgt. 
De variantie-analyse i s dus 
2 .2 , ..
 N __. 2 _ .2 
toeval qq = (A v f A yv~v~' r ) + k, (v v ) sin <p + y' 0 0 1 ' 1 1 1 1 1 Y *• 
wat uitgewerkt weer oplevert 
qq = A v v +2A A V ? 1 / 7 ? cos <p + A v v + y' 
0 0 0 o 1 ' 0 0 ' 1 1 ' 1 1 1 
= (A v + A Ï ) + y 
0 0 1 1 toeval 
2 
=
 V2 + ' toeval 
Opgemerkt moet nogmaals worden dat de uitslag van de variantie-analyse in een georthogonaliseerd stelsel 
niet afhankelijk is van de volgorde waarin kwadraten worden afgesplitst (Pythagoras). In het niet-georthogona-
liseerde stelsel is dit wel het geval. 
Dit houdt dus in dat de volgorde waarin orthogonalisatie plaatsvindt, respectievelijk de volgorde van 
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oplossen van de onbekenden uit het choleski-schema van belang is. Slechts een volledige analyse zal het juiste 
inzicht in de gezochte samenhangen opleveren. 
Waar met hogere graadsbenaderingen wordt gewerkt wordt veelal, zoals bij Taylor-ontwikkelingen, aangeno-
men dat de hogere graadseffecten steeds minder invloed op het eindresultaat zullen hebben. Dit is dan ook de 
reden dat bij orthogonale polynomia de volgorde van orthogonalisatie zodanig is dat de machten opklimmen. 
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Figuur 1. De gegevens worden voorgesteld door de vector q. 
Het getekende vlak wordt opgespannen door de vectoren 
M = (v v,). Ben vector y in het vlak is een lineaire oow^ 
o 1 
binatie van de basis vectoren zodat y » a v + a„v of 
a o o 1 1 
met de vector a = (a ) in matrix vont y « Ma. Gezocht 
wordt naar die vector y waarvoor de afstand ( q - y ) zo 
klein mogelijk is, wat het geval is wanneer 
(q - y) J_v en v of samengevat (q - y) J_ll. 
Figuur 2. De vector y is een lineaire combinatie van de 
basisvectoren v en v zodat y » Ma. De vector a =(.&) is 
0 1 
de vector van regressie-coëfficiënten indien het eindpunt 
van y de loodrechte projectie van ï op het vlak is. De 
basisvectoren zijn niet orthogonaal. 
*-,£. 
Figuur 3. De basisvectoren zijn, in het vlak, georthogona-
liseerd tot £ (= v ) en £ . De vector y is dezelfde ge~ 
o o 1_ 
bleven, de regressie-coëfficiënten zijn veranderd. De 
vector y is nu ontbonden in de onafhankelijke (loodrechte) 
componenten A £ en 1 £ . 
Figuur 4. De vector y is orthogonaal ontbonden zodat 
(y - A £ ) I £ en daar tevens (q - y) I £ zal ook 
o o •*• o j- o 
( o - A £ ) | £ .De lengte in het kwadraat van de vee-
o o - l - o 
toren kunnen nu zonder meer worden opgeteld (Pythagoras),. 
Op deze eigenschap berust de variantie-analyse. De totale 
kwadraatsom is qq. len gevolge van "niveau" is de bijdrage 
(A £ ) 2 en de rest (toeval) is dan (q - A £ ) . Van 
0 0 o o 
deze kwadraatsom is de bijdrage door lineaire regressie 
2 2 
(A £ ) , nu is de rest nog (q - y) .De projecterende 
1 1 
vectoren buiten het vlak vormen dus steeds de toevalsresten<. 
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A V V' v ' cos <p 
1 ' 1 1 
Figuur 5. De figuur geeft het grondvlak weer van figuur 1. 
De vector y is ontbonden in de componenten A v en ky^ 
0 0 11 
Het effect voorgesteld door de basisvector v heeft een 
component langs v , met andere voorden is met v ge«orre-
o o 
leerd met oorrelatie-coè'fficiènt y = cos <p 

