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INTRODUCTION
Crowd behavior and motion of virtual people have been studied and modeled in computers with different purposes. Virtual crowds can populate collaborative virtual environments to increase their credibility. Different approaches have been proposed in order to animate crowds for the entertainment industry. Finally, research on safety systems, where crowds are used to simulate behaviors of people in emergency situations, provide useful tools that can help the design of buildings and open-spaces. This last topic is addressed in this paper. While a Lot of previous works focus on the behaviors of escaping crowd, few works have also dealt with potential risks that occur from smoke or gases-filled environments. Though, it has been often observed that during a fire, smoke can be as deadly as Moreover, most people are not aware of the dangers of prolonged inhalation of smoke, and this constitutes another motivation for building simulation systems that mix crowd simulation with smoke or gas propagation. We believe that such systems can help designing fire safety installations.
We thus propose in this paper an original enhancement of a well known physics-based animation model (Helbing's model [ 131) which allows to consider gaseous phenomena such as smoke or toxic gases in the behavior of the crowd. The choice of a macroscopic model for crowd simulation (instead of a behavioral, individuality-based system) derivates from the typical emergency situations we are dealing with. Such situations include a lot of people in panic state, where individual specific behaviors tend to disappear. It has also appeared that an efficient simulation system should include possibilities of interaction with the crowd, so that a potential user may dynamically change the conditions of the simulation. For such a system to be interactive, it is necessary to provide real time performances for large crowds and smoke or gas simulation. Therefore we present as a second major contribution of this paper an implementation of our framework based on modem graphics hardware, which permits simulations of high density crowds at interactive framerate.
The remaining of this paper is organized as follow: first we review related works. In section 3, we present our simulation engine, then its implementation on the GPU (section 4). Finally, section 5 is dedicated to experimental results and conclusion.
RELATED WORKS
Some authors have discussed how to simulate virtual crowds. Reynolds [25] described a distributed behavioral model for simulating flocks of birds formed by actors endowed with perception skills with many purposes. In fact, the birds (or boids) maintain proper position and orientation within the flock by balancing their desire to avoid collisions with neighbors, to match the velocity of neighbors and to move toward the center of the flock. Reynolds work shows realistic animation of groups by applying simple local rules within the flock structure. [22] . The behavior of crowds is based on rules dealing with the information contained in the groups of individuak. Helbing [ 131 proposed a model based on physics and socio-psychological forces in order to describe the human crowd behavior in panic situations.
This model has been extended in order to include different individualities in the particle systems providing groups behavior, which is attained as an emergent function of local interactions between individuals [4] .
In this paper, we used the original Helbing Model [ 131 as a basis. In order to get real time performances, we chose to exploit the computational power of the latest graphics boards. Though first designed for computer graphics industry, graphics processing units (GPU) have revealed over the Iast years to be high performance computing platfonns at low cost. With their increased programmability possibilities and an higher precision arithmetic processing, it is now possible to consider execution of non-graphic applications on such boards. The reasons for their high performances on data-parallel computations comes from their streaming architecture, which aIlows several data to be processed at the same time according to the same computation kernel, and their dedicated highspeed memory. As a consequence, the resolution of a dynamic equation for crowd simulations is then well adapted to this process, as far as many individuals are likely to be treated at the same time. Several researchers have already explored those possibilities for a wide variety of computationally expensive problems: image and volume processing, sparse matrix and multigrid solvers, algebra operator or physics simulations [S, 16, 26, 
SIMULATION ENGINE
Helbing [ 131 proposed a generalized force model based on sociopsychological and physical forces in order to describe the human crowd behavior in panic situations. This model generates realistic phenomena as arc formations in exits or increasing evacuation time with increased desired velocities. This model is based on a particle system and involves different components: how to reach the desired destination, how to avoid other particles and how to avoid collisions with the environment. Those three elements are combined into a classical Newtonian equation involving masses mi of the N members of the crowd, thus designing a dynamical system. Provided that a given person i wants to move into a particular direction ei with a desired velocity $, this person tends to adapt its own velocity vi within a certain characteristic time zi. At the same time, this person tries to keep a velocitydependent distance from the other pedestrians j , and elements of the environment W (such as walls). The resulting forces represent interucfion forces that wiIl be respectively noted F~ and Fjw in the remaining. For each iteration, the acceleration for each person is given by the equation:
In our implementation, solving this dynamical system is performed through the use of the Verlet Lapfrog integration scheme, which permits an accurate integration while decreasiig the importance of the choice of the time step [24] . Moreover, comparing to the traditional Verlet integration algorithm where positions for three consecutive time steps are required, it only requires to store one set of positions and one set of velocities for each member of the crowd, which is interesting for performance purposes. IRt us note A = % the acceleration computed from equation 1. The following equations defining the algorithm allow us to compute the velocity half a step ahead the current step n (n+ $), and the new position r,+I of the person at the next step: r n + l = rn + vn+; 6r
Let us finally note that if the velocity for the current time step is required, it can be computed as:
The following chapters present an original approach to integrate gaseous phenomena inside Helbing's modeI. We first present some general considerations about behaviors of people involved in emergency situations including smoke, then we present some modifications to equation 1 and finally a way to deal with injuries caused by inhalation of smoke or toxic gases.
3.1
In most cases, people are afraid by fire, and tend to escape from such situations as fast as they can. Considering gaseous phenomena such as smoke, it has recently appeared that people have a biased idea of the danger induced by traveling through smoke and inhalating for a long period their toxic components. For instance, during the world trade center disaster, it has been observed that a lot of people would enter smoke-filled staircases and travel through smoke for extended amounts of time (see 1231 for details). Moreover, when dealing with invisible or inodorous gases, most of people are not aware of the presence of toxic components in the air, and behave normally. In this context, it is somehow difficult to design a perrinent psycho-social force that modify people's behavior.
We decided to take into account two parameters: a repulsion force which is expressed as a function of the surrounding smoke concentration, and an health status that modify the velocity of member of crowds.
Behaviors of people wri. gaseous phenomena
Designing new psycho-physical forces
ln order for the crowd to react to smoke, a force Fs that influence motions of the members of the crowd should be computed. We decided to design this force as a function of the surrounding concentrations. The expression for this force can be written as a function of the gradient of the concentration T of the smoke:
(5) whereA is a scaIar parameterizing the force. In ifs discretized form, this equation can be written as:
where ua,j is a unit vector (a,fi). figure 2 is a graphical representation of the computation of this force. The resulting acceleration 2 is finally added to equation 1. As a result members of the crowd are not able to go through areas where the concentration of smoke is too elevated. Moreover, they are repulsed in the direction of propagation of the smoke. A person inside the smoke may therefore have an erratic behavior, but will tend to go out of the smoke by going in the areas of lesser concentration. An illustration of this behavior is given in figure 3. Hi(r + S t ) = Hi(r) -BT(r)Gt where j3 is a scalar regulating the toxicity with respect to the concentration. This parameter can account for different types of chemical products for instance.
In order to take into account effects from prolonged smoke or gas inhalation (such as headache, disorientation and global weakness), we simply modify the desired velocity with respect to the health status parameter:
where y is a scalar regulating the importance of the health status in the modification of the velocity. As a result, people that have been in contact for a long period with the smoke have a slower way to travel through the environment (see figure 4 for an example).
USING GRAPHICS HARDWARE TO SIMULATE THE CROWD
In this section, we first present an overview of the resolution of the equation onto the graphics card (section 4.1). We then present the way to handle environment-dependent forces (section 4.2), the way to compute inter-agents forces section 4.3), and finally the gaseous phenomena simulation (section 4.4).
Overview
The resolution of this dynamical system can be related to a technique used to perform cloth simulation developed by Green [ 101. It uses Render-To-Texture capabilities of modem graphics hardware, through the use of pbufler, which are off-screen rendering buffers. Those buffers can contain float elements, i.e. they can be considered as arrays of 4-dimensional vectors of float values. Let us note that those buffers can be as well considered as input textures for rendering. In order for data to be processed, a textured quad is rendered in the float pbuffer, exactly fitting the size of the viewport. This results in a direct correspondence between elements of the texture and the pbuffer. Hence, elements of the texture (input) are used to compute a new value (output) stored in the pbuffer. This computation is performed onto the graphical processing unit via a simple program namedfragment shoder. This technique has k e n widely used for general purpose computation on graphics boards (a good review can be found in [9] ). When multi-texturing is allowed, several textures can be used as input in this calculus. In our case, the crowd is represented as float textures containing information about individuals involved in the crowd. ical system is composed of three different rendering steps as shown in figure 6 . The first step computes acceleration for each member of the crowd. The two velocities pbuffer are required to compute the acceleration allowing to reach the goal (first term of equation 1). It also uses the current position pbuffer, as well as input texmres data (as described in next sections), From this acceleration and the previous velocities (V,-I ), the next velocities (vn+;) are computed (step 2 in figure 6 ). Finally the new positions are computed within the integration process described in equation 3 (step 3). At the end of this multi-step rendering process, the previous and next velocities pbuffers are swapped (ping-pong buflering), as well as the current and next positions pbuffers. The next parts of this section explain how environment and individuals inter-dependent forces are computed and taken into account in the computation of acceleration.
They usually represent repulsion forces from walls and obstacles. Those forces, noted Fiw in equation 1, are expressed in Belbing's model as:
where diw is a normalized vector in the opposite direction of the obstacle. A , B, and K stand for scalar values parameterizing the repulsion forces. h is a function equal to zero if di > ri, or one otherwise. Hence, the last term of the sum is taken into account for regions next to walls.
Computing for each iteration those forces for each person represents one of the bottleneck of this type of simulation. Given an environment with a lot of walls, one has to consider special algorithms to determine which m the walls that potentially has an influence over one person's motions, and that is not acceptable when dealing with large crowds. For those reasons, we decided to precompute those forces as a forcefield represented in a float texture on the GPU memory.
Representing the force field as a texture. In order to do so, a discretization of the environment along a regular grid is perfanned. In each point of the grid the sum of all the forces from every walls is computed. The resulting bi-dimensional vector is stored as a texture unit in a float texture, in the red and green components. Though, as stated in equation 7, the forces depend on the radius of the crowd members. To cope with this problem, an approximation of the exact force is performed. We compute the force field for the minimum and maximum radius, and store the two force fields in one unique texture (on the 4 rgbu components). At runtime, in the fragment shader program responsible for the computation of acceleration, the exact position of the person allows to compute a look-un value in this texture fie. which texel corresuonds to the current position of the person). Then, given its radius, a linear interpolation between the rg and ba components is performed. 
Computing environment dependent forces
Obstacles and dynamic environments In order to increase potential interaction with the crowd, it can be useful to design a set of tools to addremove obstacles, or even move dynamically those obstacles within the environment. In our framework. those Environment dependent forces stand for all the forces exerted by the environment onto the agent, thus modifying its current direction.
types of interaction are possible. Two types of obstacles have been designed, based on the same methodology: moving and dynamic obstacles. Moving obstacles are of arbitrary form and can be displaced according to user's interaction. At the beginning of the simulation, the force field of those obstacles are generated as a float texture. Those texture are then blended with the environment force field texture wn. the position defined by the user. The result of this blending is computed on the CPU and uploaded to the graphics card memory. Dynamic obstacles represent obstacles that have a particular behavior along time during simulation. As an example, let's consider a turnstile turning around its axis. There exists two methods to describe this behavior along time. First, it is possible to compute before the simulation all the force fields corresponding to this animation (their number depends on the desired precision and in our case symmetry factors). The second method (that may be more time consuming) consists in computing at each frame the corresponding force field. The advantage of using such a method for small obstacles comes from the gain in memory occupation.
At runtime, the corresponding force field is composed with the environment texture following the blending method described above. Figure 7 shows an example of those dynamic obstacles ( a tumstile). 
Computing inter-agents Forces
Those forces are applied by agents on other agents. Its equation is similar to the equation 7. They usually represent repulsion forces between individuals. Those forces, noted Fij in equation 1, are expressed in Helbing's modei for two individuah i and j as:
In this case, rij is the sum of the radius of the two individuals, i.e. n o a normalized vector pointing from pedestrian j to pedestrian i.
In terms of complexity, computation of all those forces normally requires an o(n2) algorithm. This problem, known as the n-body forces problem, has been widely studied. However, it is possible to note that it exists a radial cut-off in the definition of the force: at a distance di, > 2 meters, the value of the force is almost zero. In this configuration, algorithm such as the Bumes-Hut algorithm [Zj (which allows an o(nlogn) complexity) are not optimal. In our case we developed two methods that have a globally linear complexity.
CPU-based method
The first method i s entirely executed on the CPU. It consists in a discretization along a regular grid of the environment. Each element of this grid contains a double-chained list of the individuals of the crowd inside it. For a given person, one has to compute the forces for all the individuals inside the same case, and as well a given number of adjacent cases. The step of discretization determines the number of adjacent cases that have to be considered. At each iteration, the position on the grid of the different pedestrians has to be updated. This technique ensures that for a given person, no more than k individuals will have to be considered, hence resulting in an o(kn) complexity. When all the forces have been computed, a float texture is generated with those forces, and passed as input in the acceleration fragment program. r . . --r . I + rj, djj is the distance between those two individuals, and GPU-based method It is also possible to render all the individuals with a quad textured by their respective "force field" (as for the environment). When blending is on, the sum of the forces is computed at each point of the grid through this rendering step. Afterward, in the fragment shader that computes acceleration, a correct lookup function makes it possible to get the resulting force.
Comparison After experimenting those two methods, we have come up with the conclusion that the gain provided by a GPU implementation was not obvious in every case. Hence, the second method's complexity depends upon the resolution of the grid. We plan to publish detailed benchmarks of those methods and comparison with existing methods such as [14] in subsequent publications.
Gaseous phenomena simulation
Recently, there have been some works allowing to simulate and visualize smoke in real time [7. 12, 18, 141. In 112, 18, 141. the overall optimization comes from the use of the GPU. Hence, to provide an interaction tool with the crowd based on the propagation of the smoke, we decided to implement on the GPU a very simple diffusion model combined with a simple advection scheme, already described in [12] . A major advantage comes from the fact that all the computations take place onto the graphics board, which avoids time-consuming memory transfer to CPU, and runs effectively in combination with our architecture. Let us finally note that our model does not guarantee a physically correct propagation of gas. We designed this very simple model to test the interactions between gas and the crowd, but it would be more consistent to use a model respecting the Navier-Stokes equation (including complex boundary conditions). Those aspects are part of the extensions of our work. It has appeared that it could be of interest to be possible to advect the gas field wrt. some velocity fields in order to simulate ventilation systems. In this case, the gas density at a given position r must be displaced along the grid according to a velocity field U (in our case, constant over time). This can be simply expressed as:
Advecting gas field
To solve this equation, we use an implicit method described in [27] and implemented for GPU in [12] . T h i s method consists in inverting the problem, and expressing the new density T at a given cell with position r as:
In case of discrete grid (such as in a GPU implementation), the quantity Tr-~,ar) is obtained via bilinear interpolation with surrounding cells.
IMPLEMENTATION A N D PERFORMANCE
In this section, the tools used for the implementation of our framework are presented, and results about the performances of our system are presented. [14, 171 and shall not be described in this paper. Though, let us note that those techniques are using vertex shaders capabilities, which run in an effective way with our architecture.
Rendering crowds

Performance study
h order to implement our library? we used the CG toolkit [ZOJ for the fragment shaders, in combination with the NVlDIA pbuffer class. The computer used for tests was an Athlon X P 2500+ equipped with a GeForce 5900. The library was written in C t t with OpenGL for interfacing with the video card. When considering interactions with smoke, our system proves to be much faster than a CPU optimized version, as shown in figure 8. Those results where obtained within a complex evacuation scene, where the computation of smoke was performed on a 692 x 256 grid, including three dynamical obstacles. A picture of this simulation can be seen in figure 9 . As a conclusion, it is possible to animate and interact with crowd composed by more of ten thousands individuals at interactive rates. 
CONCLUSION AND FUTURE WORKS
This paper presents an original model allowing to take into account gaseous phenomena in crowd simulation. Based on Helbing's model, our framework integrates new forces which account for difficulties that people may encounter while traveling through smokefilled environments, and also the possible harm caused by smoke. In order to provide interactive performances for our simulation, a GPW implementation of our framework is also presented, and allow to consider crowds constituted with several thousands of people in smoke-filled environments within real time. Moreover, this characteristic allows interactions with the crowd, which constitutes a plus for potential applications. Our model stands for, to our knowledge, the first attempt to mix crowd and gas simulation, and though the results seem quite attracdve, we sfill need to perform more validations, notabiy by comparing our results to real cases.
