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THE FOURTH MOMENT OF QUADRATIC DIRICHLET L–FUNCTIONS
OVER FUNCTION FIELDS
ALEXANDRA FLOREA
Abstract. We obtain an asymptotic formula for the fourth moment of quadratic Dirichlet L–
functions over Fq[x], as the base field Fq is fixed and the genus of the family goes to infinity.
According to conjectures of Andrade and Keating, we expect the fourth moment to be asymptotic
to q2g+1P (2g + 1) up to an error of size o(q2g+1), where P is a polynomial of degree 10 with
explicit coefficients. We prove an asymptotic formula with the leading three terms, which agrees
with the conjectured result.
1. Introduction
In this paper, we study the symplectic family of L(s, χD), as D ranges over square-free polyno-
mials of degree 2g+1, with coefficients in a fixed field Fq[x]. We obtain an asymptotic formula for
the fourth moment of this family of L–functions at the critical point, with some of the secondary
main terms, as g →∞ and q is fixed. Specifically, we prove the following.
Theorem 1.1. Let q be a prime with q ≡ 1 (mod 4). Then
(1.1)
∑
D∈H2g+1
L(12 , χD)
4 = q2g+1(a10g
10 + a9g
9 + a8g
8) +O(q2g+1g7+
1
2+ǫ),
where the sum above is over monic, square-free polynomials of degree 2g + 1 in Fq[x], and the
coefficients a10, a9, a8 are arithmetic factors which can be written down explicitly (see the Appendix,
formulas (9.19),(9.20),(9.21)).
Computing moments in families of L–functions is a problem which goes back to Hardy and
Littlewood [13]. If we let
Mk(T ) =
∫ T
0
∣∣ζ(12 + it)∣∣2k dt,
then Hardy and Littlewood showed that M1(T ) ∼ T logT , and Ingham [16] computed the second
moment to be M2(T ) ∼ 12π2T (logT )4. In general, it is conjectured that
Mk(T ) ∼ CkT (logT )k
2
,
for some constant Ck, whose precise value was predicted by Keating and Snaith [20], using analo-
gies with random matrix theory. While no moment higher than 2 has been computed so far,
Soundararajan obtained almost sharp upper bounds, conditional on GRH. More precisely, he
showed that Mk(T ) ≪ T (logT )k2+ǫ, for any ǫ > 0. Building on this work, Harper [14] obtained
upper bounds of the correct order of magnitude for moments of the Riemann-zeta function, by
removing the ǫ on the power of logT .
One can look at other families of L–functions also. In this paper, we will focus on the family of
quadratic Dirichlet L–functions. As for the Riemann-zeta function, one can only compute a few
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small moments. Jutila [17] obtained asymptotics for the first and second moment of this family.
He showed that ∑∗
0<d≤D
L
(
1
2 , χd
)
∼ C1D logD,
where the sum above is over fundamental discriminants, and that∑∗
0<d≤D
L
(
1
2 , χd
)2
∼ C2D(logD)3,
where the constants C1 and C2 can be written down explicitly. Soundararajan [23] computed
a secondary main term for the second moment, and also obtained an asymptotic for the third
moment. Generally, it is conjectured that∑∗
0<d≤D
L
(
1
2 , χd
)k
∼ CkD(logD)
k(k+1)
2 ,
and the precise value of Ck follows from work of Keating and Snaith [20], again using random
matrix theory. Conrey, Farmer, Keating, Rubinstein and Snaith [8] refined this conjecture, and
their recipe predicts that the kth moment above should be asymptotic to DPk(logD), where Pk
is a polynomial of degree k(k+1)2 . For k ≤ 3, the computed moments match the answers predicted
by the recipe. An alternative approach to computing moments has been proposed by Diaconu,
Goldfeld and Hoffstein [9], using multiple Dirichlet series. Their method allows them to compute
the cubic moment of L(1/2, χd) and further predicts the existence of infinitely many lower order
terms for the fourth moment of this family of L-functions, of size X
j+1
2j +ǫ, for j ≥ 2.
The fourth moment of this family has not been explicitly computed; however, this problem is
similar in difficulty with computing the second moment of the orthogonal family of quadratic twists
of modular forms. Under GRH, Soundararajan and Young [24] obtained an asymptotic formula
with the leading main term. We are led to believe that using the same circle of ideas, under GRH,
one could maybe obtain the leading term for the fourth moment of the family we are interested in.
However, this seems to be right at the edge of what can be achieved for this family of L–functions,
and it has not been done so far.
Here, we consider moments of the symplectic family of quadratic Dirichlet L–functions in the
function field setting. We are interested in computing
(1.2)
∑
D∈H2g+1
L(12 , χD)
k,
where H2g+1 denotes the hyperelliptic ensemble of monic, square-free polynomials of degree 2g+1
with coefficients in Fq[x], as |D| := qdeg(D) = q2g+1 → ∞. Then we can consider two limits:
the limit q → ∞ (and g fixed), or g → ∞ (and q fixed). In the former case, the problem is
solved by using the equidistribution results of Katz and Sarnak [18], [19]. As q →∞, they showed
that the Frobenii classes become equidistributed in the group USp(2g), so computing the moment
reduces to computing a matrix integral over USp(2g), which was done by Keating and Snaith [20].
Note that in the q → ∞ regime, Bucur and Diaconu [3] obtained an asymptotic formula for∑
D monic
deg(D)=2g
L(1/2, χD)
4, using multiple Dirichlet series.
Hence we concentrate on the limit g → ∞ (with q fixed), which is more similar to the original
number field problem. The first moment was computed by Andrade and Keating [1], and their
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answer is similar to the number field asymptotic. Specifically, they proved that∑
D∈H2g+1
L(12 , χD) ∼ |D|P1(logq |D|),
where P1 is an explicit linear polynomial whose coefficients are arithmetic terms. A secondary
main term of size |D| 13 logq |D| was identified in [11]. The second and third moments of this family
of L–functions were computed in [12].
Following the recipe in [8], Andrade and Keating [2] conjectured asymptotic formulas for the
integral moments of the family of quadratic Dirichlet L–functions in function fields. Specifically,
they conjectured that ∑
D∈H2g+1
L(12 , χD)
k = q2g+1(Pk(2g + 1) + o(1)),
where Pk is a polynomial of degree
k(k+1)
2 , with explicit coefficients. Rubinstein and Wu [22]
provided numerical computations which support Andrade and Keating’s conjecture.
For the fourth moment, the conjecture states that
(1.3)
∑
D∈H2g+1
L
(
1
2 , χD
)4
=
∑
D∈H2g+1
Q(2g + 1)(1 + o(1)),
where Q is a polynomial of degree 10 given by
(1.4) Q(x) =
2k
k!
1
(2πi)4
∮
. . .
∮
G(z1, . . . , z4)∆(z
2
1 , . . . , z
2
4)
2∏4
j=1 z
7
j
q
x
2
∑4
j=1 zj dz1 . . . dz4,
and
G(z1, . . . , z4) = A (z1, . . . , z4)
4∏
j=1
X
(
1
2
+ zj
)−1/2 ∏
1≤i≤j≤4
ζq(1 + zi + zj).
In the above,
X(s) = q−1/2+s,
and
A (z1, . . . , z4) =
∏
P
∏
1≤i≤j≤4
(
1− 1|P |1+zi+zj
)
×

1
2

 4∏
j=1
(
1− 1|P |1/2+zj
)−1
+
4∏
j=1
(
1 +
1
|P |1/2+zj
)−1+ 1|P |

(1 + 1|P |
)−1
.(1.5)
We obtain an asymptotic formula with the leading three terms, and check that the answer matches
the above conjecture.
2. Background and tools
2.1. L–functions over function fields. Here we gather some basic facts about L–functions in
function fields. Many of the proofs can be found in [21].
Throughout the paper, for simplicity, we will take q to be a prime with q ≡ 1 (mod 4). For
f a polynomial in Fq[x], its degree will be denoted by d(f). The set of monic polynomials of
degree n is denoted by Mn, the set of monic polynomials of degree less than or equal to n by
M≤n, and Hn denotes the set of monic, square-free polynomials of degree n. The symbol P will
stand for a monic, irreducible polynomial of degree n. Note that |Mn| = qn, and for n ≥ 1,
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|Hn| = qn−1(q − 1). Let πq(n) denote the number of monic, irreducible polynomials of degree n.
Then the Prime Polynomial Theorem states that
(2.1) πq(n) =
qn
n
+O
(qn/2
n
)
.
For a polynomial f in Fq[x], let |f | := qd(f) denote the norm of f . For ℜ(s) > 1, the zeta-function
of Fq[x] is defined by
ζq(s) =
∑
f monic
1
|f |s =
∏
P
(1 − |P |−s)−1.
Since there are qn monic polynomials of degree n, one can show that
ζq(s) =
1
1− q1−s ,
and this provides an analytic continuation of the zeta-function to the complex plane, with a simple
pole at s = 1. We will often use the change of variables u = q−s. Then
Z(u) = ζq(s) =
∑
f monic
ud(f) =
∏
P
(1− ud(P ))−1 = 1
1− qu.
The Möbius function µ is defined as usual by µ(f) = (−1)ω(f) if f is a square-free polynomial and
where ω(f) =
∑
P |f 1, and 0 otherwise. We also define the von-Mangoldt function as
Λ(f) =
{
d(P ) if f = cP k, c ∈ F×q
0 otherwise.
Now for P a monic irreducible polynomial, define the quadratic character
(
f
P
)
by
( f
P
)
=


1 if f is a square (mod P ), P ∤ f
−1 if f is not a square (mod P ), P ∤ f
0 if P |f.
For D a polynomial in Fq[x], the symbol
(
·
D
)
is defined by extending the residue above multi-
plicatively. The quadratic reciprocity law states that for A,B non-zero, relatively prime monic
polynomials (A
B
)
=
(B
A
)
(−1) q−12 d(A)d(B).
Since q ≡ 1 (mod 4), one has
(
A
B
)
=
(
B
A
)
. The quadratic character χD is defined by
χD(f) =
(D
f
)
.
Now the L–function associated to the quadratic character χD is defined by
L(s, χD) =
∑
f monic
χD(f)
|f |s =
∏
P
(1 − χD(P )|P |−s)−1.
Similarly as before, with the change of variables u = q−s, one has
L(u, χD) =
∑
f monic
χD(f)u
d(f) =
∏
P
(1− χD(P )ud(P ))−1.
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When D is a non-square polynomial, since when d(f) ≥ d(D)∑
f∈Mm
χD(f) = 0,
it follows that L(u, χD) is a polynomial of degree at most d(D) − 1. From now on, D will be a
monic, square-free polynomial of odd degree 2g + 1. We have
(2.2) L(u, χD) =
2g∏
i=1
(1− u√qαj).
The Riemann hypothesis, proven by Weil [26], states that |αj | = 1, hence we can write αj = e2πiθj ,
with θj ∈ R/Z. Moreover, the L–function satisfies the functional equation
L(u, χD) = (qu2)gL
( 1
qu
, χD
)
.
One can define the completed L–function in the following way. Let XD(s) = |D| 12−sX(s), where
X(s) = qs−
1
2 . Let
(2.3) Λ(s, χD) = L(s, χD)XD(s)
− 12 .
Then the completed L–function above satisfies the symmetric functional equation
(2.4) Λ(s, χD) = Λ(1− s, χD).
2.2. Preliminary lemmas.
Lemma 2.1. We have the following “approximate functional equation”:∑
D∈H2g+1
L(12 , χD)
4 =
∑
f∈M≤4g
d4(f)χD(f)√
|f | +
∑
f∈M≤4g−1
d4(f)χD(f)√
|f | ,
where d4 denotes the 4
th divisor function (i.e.: d4(f) =
∑
f1f2f3f4=f
1).
Proof. See Lemma 2.1 in [12]. 
The following lemma allows us to express sums over square-free polynomials in terms of sums
over monic polynomials. For a proof of this, see Lemma 2.1 in [11].
Lemma 2.2. For f a monic polynomial in Fq[x], we have that∑
D∈H2g+1
χD(f) =
∑
C|f∞
∑
h∈M2g+1−2d(C)
χf (h)− q
∑
C|f∞
∑
h∈M2g−1−2d(C)
χf (h),
where the first summation is over monic polynomials C whose prime factors are among the prime
factors of f .
Now recall the exponential function introduced in [15]. For a ∈ Fq(( 1x)), let
e(a) = e
2πia1
q ,
where a1 is the coefficient of 1/x in the Laurent expansion of a. Then the generalized Gauss sum
is defined by
G(u, χ) =
∑
V (mod f)
χ(V )e
(
uV
f
)
.
The following lemma is the analog of the Poisson summation formula in function fields, and the
proof can be found in [11].
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Lemma 2.3. Let f be a monic polynomial of degree n in Fq[x] and let m be a positive integer. If
the degree n of f is even, then
(2.5)
∑
h∈Mm
χf (g) =
qm
|f |

G(0, χf ) + (q − 1) ∑
V ∈M≤n−m−2
G(V, χf )−
∑
V ∈Mn−m−1
G(V, χf )

 .
If n is odd, then
(2.6)
∑
h∈Mm
χf (h) =
qm
|f |
√
q
∑
V ∈Mn−m−1
G(V, χf ).
We also need the following.
Lemma 2.4. Suppose that q ≡ 1 (mod 4). Then
(1) If (f, h) = 1, then G(V, χfh) = G(V, χf )G(V, χh).
(2) Write V = V1P
α where P ∤ V1. Then
G(V, χP i) =


0 if i ≤ α and i odd
φ(P i) if i ≤ α and i even
−|P |i−1 if i = α+ 1 and i even(
V1
P
) |P |i−1|P |1/2 if i = α+ 1 and i odd
0 if i ≥ 2 + α.
Using the previous two lemmas, one can prove an analog of the Polya-Vinogradov inequality.
Lemma 2.5. For f a non-square polynomial and m < d(f), we have the following inequality:∑
h∈Mm
χf (h)≪
√
|f |.
Proof. We first prove the inequality for f a square-free polynomial. By Lemma 2.4, G(V, χf ) =
χf (V )
√
|f |. Then using the Poisson summation formula and trivially bounding the sum over V in
Lemma 2.3 gives the desired upper bound.
Now assume that f is not necessarily square-free. Write f = Df21 , where D is a square-free
polynomial. Then∑
h∈Mm
χf (h) =
∑
h∈Mm
(h,f1)=1
χD(h) =
∑
B|f1
µ(B)
∑
h∈Mm
B|h
χD(h) =
∑
B|f1
µ(B)χD(B)
∑
h1∈Mm−d(B)
χD(h1)≪
√
|f |,
where the last inequality follows by using the upper bound proved previously on the character
sum. 
We also have the following explicit formula in function fields, relating sums over zeros to sums
over irreducibles. The proof can be found in [10] (see Lemma 2.2).
Lemma 2.6. Let h(θ) =
∑
|k|≤N hˆ(k)e(kθ) be a real valued, even trigonometric polynomial. For
D a square-free polynomial of degree 2g + 1, we have
2g∑
j=1
h(θj) = 2g
∫ 1
0
h(θ) dθ − 2
∑
f
hˆ(d(f))
χD(f)Λ(f)√
|f | .
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2.3. Upper bounds on moments of L–functions. One of the main ingredients in the proof
of Theorem 1.1 is obtaining upper bounds for moments of quadratic Dirichlet L–functions. This
follows from work of Soundararajan [25] on upper bounds for moments of the Riemann-zeta func-
tion, conditionally on RH . Since the Riemann hypothesis was proven in function fields, the upper
bounds we obtain are unconditional. We note also the work of Chandee [6] on shifted moments
for the Riemann-zeta function and the work of Harper [14] for getting sharp upper bounds.
To obtain Theorem 1.1, we will also need upper bounds for a product of shifted moments of
quadratic Dirichlet L–functions, when the number of L–functions grows (slowly) with the genus of
the family. Proving this is a bit more delicate, and relies on using ideas as in the work of Chandee
and Soundararajan [7], or Carneiro and Chandee [4]. We will elaborate on this in section 8.
When considering upper bounds for a single shifted L–function, we have the following result.
Theorem 2.7. Let u = eiθ, with θ ∈ [0, π). Then for every positive k and any ǫ > 0,
∑
D∈H2g+1
∣∣∣∣L
(
u√
q
, χD
)∣∣∣∣
k
≪ q2g+1gǫexp
(
kM(u, g) + k
2
2
V(u, g)
)
,
where M(u, g) = 12 log
(
min{g, 12θ}
)
and V(u, g) =M(u, g) + log(g)2 .
The corollary immediately follows from the theorem above.
Corollary 2.8. With the same notation as before,∑
D∈H2g+1
∣∣∣∣L
(
u√
q
, χD
)∣∣∣∣
4
≪ q2g+1g4+ǫ
(
min
{
g,
1
θ
})6
.
Remark 1. Note that when θ is close to 0 (so when we are evaluating the L–function close to the
critical point), the family behaves like a family with symplectic symmetry. As we move away from
the critical point, the symmetry type becomes unitary.
We postpone the proof of the theorem to section 8.
2.4. Outline of the proof. We start similarly as for the lower moments of quadratic Dirichlet
L–functions. We use the functional equation for L(1/2, χD)
4, and then we manipulate the sum
over square-free polynomials D to obtain sums involving monic polynomials. When the sums are
“long”, we use the Poisson summation formula in function fields to obtain “shorter” sums. When
the sums are already “short”, then we go back to a sum involving square-free polynomials, and
then use upper bounds for moments of L–functions to show that this term is negligible.
After using the Poisson summation formula for the long sums, there will be a main term corre-
sponding to V = 0, where V is the dual parameter in the Poisson formula. We evaluate this term
in section 4 and find that it is of size q2g+1g10. The term corresponding to V a square polynomial
is also of size q2g+1g10, and we evaluate it exactly in section 5.
Evaluating the term coming from V a non-square is the most subtle part of the argument.
Bounding this term amounts to bounding a shifted fourth moment, integrated along a circle. The
key idea is noticing that the family of L–functions L(u, χD) behaves differently as u moves along
the circle of radius 1/
√
q. When u is “close” (on an arc of angle 1/g) to the critical point 1/
√
q,
the family behaves like a family with symplectic symmetry, hence we expect a power of g10 from
the integral on this arc. As u moves further away from the critical point, the power of g decreases.
Then using upper bounds on moments of L–functions, we can bound the contribution of V non-
square by a smaller power of g (more precisely, we bound this term by q2g+1g9+ǫ). Hence this
provides an asymptotic formula for the fourth moment with the main term of size q2g+1g10.
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To get a few of the other lower order terms, we use a recursive argument. We consider the
sum over polynomials f (from the approximate functional equation), truncated at 4g − α (where
α is on the scale of log g). By similar techniques as before, we can get an asymptotic for this
term, with an error of size o(q2g+1). For the tail, we use Perron’s formula to express it as an
integral of a shifted fourth moment over a circle around the origin. Similarly as before, we split
the circle into two arcs: one “small” arc around the critical point, and its complement. On the
small arc, we will use the asymptotic formula we already have (with the error of size g9+ǫ), and for
the complement we use again upper bounds on moments of L–functions. By plugging in the main
term from the asymptotic formula and integrating it along the “small” arc, we show that the terms
of size g9α, g8α2 and g8α coming from the tail and the truncated sums cancel out, leaving us with
the lower order main terms of size g9 and g8, and an improved error of size g7+
1
2+ǫ. This argument
also shows that the contribution from non-square polynomials V (which we initially bounded by
g9+ǫ) is actually bounded by g7+
1
2+ǫ.
By repeating this argument and carefully matching up terms, one could get an asymptotic
formula with all the lower order terms down to g5. Surpassing the g4+ǫ error bound seems to be
a challenge, since the g4+ǫ error comes from using upper bounds on shifted moments, when the
point we consider is far from the critical point. We don’t have a way of obtaining an asymptotic
formula in this case.
In the Appendix, we will prove various easy identities, inequalities and asymptotic formulas
for sums involving trigonometric functions. We have decided to include them here for the sake of
completeness. Moreover, we write down explicitly the coefficients in Theorem 1.1, and briefly show
(by direct computation) that they match the conjectured answer.
3. Setup of the problem
Using the functional equation in Lemma 2.1 and Lemma 2.2, we have that
∑
D∈H2g+1
L
(
1
2
, χD
)4
= S4g + S4g−1,
where
(3.1)
S4g =
∑
f∈M≤4g
d4(f)√
|f |
∑
C∈M≤g
C|f∞
∑
h∈M2g+1−2d(C)
χf (h)− q
∑
f∈M≤4g
d4(f)√
|f |
∑
C∈M≤g−1
C|f∞
∑
h∈M2g−1−2d(C)
χf (h).
We similarly define S4g−1. In equation 3.1 above, let S4g,1 denote the term with d(C) ≤ y, where
y is a parameter we will choose later, and let S4g,2 denote the term with d(C) > y. We treat S4g,1
and S4g,2 differently. For S4g,1 we will use the Poisson summation formula, and we will bound
S4g,2 as follows.
Lemma 3.1. Using the previous notation, we have that
S4g,2 ≪ q2g−3y/2g10+ǫy3.
Proof. It is enough to bound the following term
S :=
∑
f∈M≤4g
d4(f)√
|f |
∑
y<d(C)≤g
C|f∞
∑
h∈M2g+1−2d(C)
χf (h).
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Since C|f∞, we write f = rad(C)W , where W ∈M, and let h = B2A, where A,B are monic and
A is a square-free polynomial. We rewrite
(3.2)
S =
∑
y<d(C)≤g
1√
|rad(C)|
∑
B∈M≤g−d(C)
(B,C)=1
∑
A∈H2g+1−2d(C)−2d(B)
χA(rad(C))
∑
W∈M≤4g−d(rad(C))
(W,B)=1
d4(W rad(C))√
|W | χA(W ).
For R a square-free polynomial, and A,B monic polynomials, let
CR,A,B(u) =
∑
W∈M
(W,B)=1
d4(WR)χA(W )u
d(W ).
Then
CR,A,B(u) =
∏
P ∤B
P ∤R
( ∞∑
i=0
uid(P )χA(P
i)d4(P
i)
)∏
P ∤B
P |R
( ∞∑
i=0
uid(P )χA(P
i)d4(P
i+1)
)
= L(u, χA)4
∏
P ∤B
P |R
( ∞∑
i=0
uid(P )χA(P
i)d4(P
i+1)
)( ∞∑
i=0
uid(P )χA(P
i)d4(P
i)
)−1 ∏
P |B
P ∤A
( ∞∑
i=0
uid(P )χA(P
i)d4(P
i)
)−1
.
Let CP,R,A,B(u) denote the P -factors above. Using the above and Perron’s formula in (3.2), we
have
S =
1
2πi
∮
γ
∑
y<d(C)≤g
1√
|rad(C)|
∑
B∈M≤g−d(C)
(B,C)=1
∑
A∈H2g+1−2d(C)−2d(B)
χA(rad(C))
L(u, χA)4
∏
P CP,rad(C),A,B(u)
(1−√qu)(√qu)4g−d(rad(C))
du
u
,
where γ is a circle around the origin of radius less than 1/
√
q. The integrand has a pole at
u = 1/
√
q, so
|S| ≪
∑
y<d(C)≤g
d4(rad(C))√
|rad(C)|
∑
B∈M≤g−d(C)
(B,C)=1
∑
A∈H2g+1−2d(C)−2d(B)
∣∣∣∣∣L
(
1√
q
, χA
)4∣∣∣∣∣ .
Using the upper bound in Theorem 2.7, it follows that
|S| ≪ q2g+1
∑
y<d(C)≤g
d4(rad(C))√
|rad(C)||C|2
∑
B∈M≤g−d(C)
(B,C)=1
1
|B|2 (2g + 1− 2d(C)− 2d(B))
10+ǫ.
Since ∑
C∈Mi
d4(rad(C))√
|rad(C)| ≪ q
i/2i3,
the conclusion now follows. 
Now we rewrite
S4g,1 =
∑
f∈M≤4g
d4(f)√
|f |
∑
C∈M≤y
C|f∞

 ∑
h∈M2g+1−2d(C)
χf (h)− q
∑
h∈M2g−1−2d(C)
χf (h)

 ,
and use the Poisson summation formula for the sum over h. Let S4g,e denote the sum over
polynomials f of even degree, and S4g,o the sum over polynomials f of odd degree. When d(f) is
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even, let M4g be the term with V = 0, where V is the dual parameter from the Poisson summation
formula, and S4g,e(V 6= 0) the term with V 6= 0. Then S4g,e = M4g +S4g,e(V 6= 0). Since G(0, χf )
is nonzero if and only if f is a square (and G(0, χf ) = φ(f) in the case), we have
(3.3) M4g = q
2g+1
(
1− 1
q
) ∑
f∈M≤4g
f=
d4(f)
|f | 32 φ(f)
∑
C∈M≤y
C|f∞
1
|C|2 ,
and
S4g,e(V 6= 0) = q2g+1
∑
f∈M≤4g
d(f) even
d4(f)
|f | 32
∑
C∈M≤y
C|f∞
1
|C|2
[
(q − 1)
∑
V ∈M≤d(f)−2g−3+2d(C)
G(V, χf )
−
∑
V ∈Md(f)−2g−2+2d(C)
G(V, χf )− q − 1
q
∑
V ∈M≤d(f)−2g−1+2d(C)
G(V, χf ) +
1
q
∑
V ∈Md(f)−2g+2d(C)
G(V, χf )
]
.
(3.4)
Now write S4,e(V 6= 0) = S4g,e(V = )+S4g,e(V 6= ), where S4g,e(V = ) is the sum over square
polynomials V . When V is a square, write V = l2. Then
S4g,e(V = ) = q
2g+1
∑
f∈M≤4g
d(f) even
d4(f)
|f | 32
∑
C∈M≤y
C|f∞
1
|C|2
[
(q − 1)
∑
l∈M
≤
d(f)
2
−g−2+d(C)
G(l2, χf )
−
∑
l∈M d(f)
2
−g−1+d(C)
G(l2, χf)− q − 1
q
∑
l∈M
≤
d(f)
2
−g−1+d(C)
G(l2, χf ) +
1
q
∑
l∈M d(f)
2
−g+d(C)
G(l2, χf)
]
.
(3.5)
Let S4(V = ) = S4g,e(V = ) + S4g−1,e(V = ), where S4g−1,e(V = ) is defined similarly as
S4g,e(V = ).
Also define S4g(V 6= ) = S4g,o + S4g,e(V 6= ), where
(3.6)
S4g,o = q
2g+1√q
∑
f∈M≤4g
d(f) odd
d4(f)
|f | 32
∑
C∈M≤y
C|f∞
1
|C|2
[ ∑
V ∈Md(f)−2g−2+2d(C)
G(V, χf )−1
q
∑
V ∈Md(f)−2g+2d(C)
G(V, χf )
]
.
4. Main term
In this section, we will evaluate the main term (3.3). In equation (3.3), write f = l2 and since
ζq(2) = (1− q−1)−1, we have
M4g =
q2g+1
ζq(2)
∑
l∈M≤2g
d4(l
2)φ(l2)
|l|3
∑
C∈M≤y
C|l∞
1
|C|2 .
Note that
(4.1)
∑
C∈Mi
C|l∞
1
|C|2 =
1
2πi
∮
|u|=r1
1
q2iui+1
∏
P |l(1− ud(P ))
du,
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where r1 < 1. Let
A(w, u) =
∑
l∈M
d4(l
2)
∏
P |l(1− 1|P | )∏
P |l(1 − ud(P ))
wd(l).
Then
A(w, u) = Z(w)10H(w, u),
where
(4.2) H(w, u) =
∏
P
(1− wd(P ))10
(
1 +
(|P | − 1)wd(P )(10− 5wd(P ) + 4w2d(P ) − w3d(P )
|P |(1− ud(P ))(1− wd(P ))4
)
.
Note that H(w, u) converges absolutely for |wu| < 1q , |w| < 1√q , |u| < 1. Using Perron’s formula
twice, we get that
M4g =
q2g+1
ζq(2)
1
(2πi)2
∮
|w|= 1
q1+ǫ
∮
|u|= 1
q2+ǫ
H(w, u)
(1− qw)11(qw)2g(1 − q2u)(q2u)y
du
u
dw
w
.
Now we shift the contour over w to a circle of radius |w| = R2 = 1
q
1
2
+ǫ
, and we encounter a pole of
order 11 at w = 1q . We evaluate the residue at w =
1
q , and get
M4g =
q2g+1
ζq(2)
[ 1
2πi
∮
|u|= 1
q2+ǫ
1
(1− q2u)(q2u)yPu(2g)
du
u
+
1
(2πi)2
∮
|w|= 1
q
1
2
+ǫ
∮
|u|= 1
q2+ǫ
H(w, u)
(1− qw)11(qw)2g(1 − q2u)(q2u)y
du
u
dw
w
]
,
where Pu(x) is a polynomial of degree 10 with coefficients arithmetic factors depending on u. Note
that the double integral above is of size O(qg(1+ǫ)). In the first integral, we shift the contour of
integration to |u| = 1qǫ , encountering a pole at u = 1q2 with residue P 1
q2
(2g). We rewrite the main
term as
(4.3) M4g =
q2g+1
ζq(2)
P1(2g + 1) +O
(
q2g−(2−ǫ)y + qg(1+ǫ)
)
,
where P1(2g + 1) = P 1
q2
(2g).
5. Secondary main term
Here we will evaluate the term S4(V = ). Recall that S4(V = ) = S4g(V = ) + S4g−1(V =
), with S4g(V = ) given by (3.5). We’ll prove the following.
Lemma 5.1. Using the same notation as before, we have
S4(V = ) =
q2g+1
ζq(2)
P2(2g + 1) +O
(
q
3g
2 (1+ǫ) + q2g−(2−
ǫ
2 )y
)
,
where P2(x) is a polynomial of degree 10 whose coefficients can be computed explicitly.
Before proving Lemma 5.1, we first need the following auxiliary lemma.
Lemma 5.2. For |u| < 1, let
A(x,w, u) =
∑
l∈M
xd(l)
∑
f∈M
d4(f)G(l
2, χf )√
|f |∏P |f (1− ud(P ))w
d(f).
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Then
A(x,w, u) = Z(w)
4Z(x)Z(qw2x)10
Z(wx)4 B(x,w, u),
where B(x,w, u) =∏P BP (x,w, u), with
BP (x,w, u) = (1− w
d(P ))4(1− |P |(w2x)d(P ))6
(1− (wx)d(P ))4
[
1 +
1
1− ud(P )
(
4wd(P ) − 4(wx)d(P )
+ 6|P |(w2x)d(P ) + 4|P |(w2xu)d(P ) − 10(w2x)d(P ) + 4|P |(w3x)d(P ) − 4|P |(w3x2)d(P )
+ 5|P |(w4x2)d(P ) + |P |2(w4x2)d(P ) − 6|P |2(w4x2u)d(P ) − 4|P |2(w6x3)d(P )
+ 4|P |3(w6x3u)d(P ) + |P |3(w8x4)d(P ) − |P |4(w8x4u)d(P )
)]
.
Moreover, B(x,w, u) converges absolutely for |w| < 1√q , |wu| < 1q , |xwu| < 1q , |qxw2u| < 1q , |xw| <
1√
q , |q2x2w4| < 1q , |qxw3| < 1q , |qx2w3| < 1q .
Proof. Since G(l2, χf ) is multiplicative as a function of f , we can write
∑
f∈M
d4(f)G(l
2, χf )√
|f |∏P |f (1 − ud(P ))w
d(f) = Z(w)4
∏
P |l
(1 − wd(P ))4
(
1 +
1
1− ud(P )
∞∑
i=1
d4(P
i)G(l2, χP i)w
id(P )
|P |i/2
)
∏
P ∤l
(
1 +
4(wu)d(P )
1− ud(P ) + 6w
2d(P ) − 16w
2d(P )
1− ud(P ) − 4w
3d(P ) +
24w3d(P )
1− ud(P )
+ w4d(P ) − 16w
4d(P )
1− ud(P ) +
4w5d(P )
1− ud(P )
)
.
Introducing the sum over l and using the multiplicativity of the Euler products give the expression
in Lemma 5.2. The absolute convergence of B(x,w, u) follows directly from the expression for
BP (x,w, u) by factoring out the appropriate zeta-functions. 
Now we can go back to the proof of Lemma 5.1.
Proof. Recall that
S4g,e(V = ) = q
2g+1
∑
f∈M≤4g
d(f) even
d4(f)
|f | 32
∑
C∈M≤y
C|f∞
1
|C|2
[
(q − 1)
∑
l∈M
≤
d(f)
2
−g−2+d(C)
G(l2, χf )
−
∑
l∈M d(f)
2
−g−1+d(C)
G(l2, χf)− q − 1
q
∑
l∈M
≤
d(f)
2
−g−1+d(C)
G(l2, χf ) +
1
q
∑
l∈M d(f)
2
−g+d(C)
G(l2, χf)
]
.
As for the main term, we evaluate the sum over C as
(5.1)
∑
C∈Mi
C|f∞
1
|C|2 =
1
2πi
∮
Γ1
1
q2iui+1
∏
P |f (1− ud(P ))
du,
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where Γ1 is a circle around the origin of radius less than 1. In the expression for S4g,e(V = )
above, let n = d(f) and i = d(C). Using Perron’s formula twice, it follows that
S4g,e(V = ) = q
2g+1 1
(2πi)3
∮
Γ3
∮
Γ2
∮
Γ1
4g∑
n=0
n even
1
qn
y∑
i=0
1
q2iui
(qx − 1)A(x,w, u)
(1− x)xn2−g+iwn
(
1− 1
qx
)
du
u
dw
w
dx,
where Γj is a circle around the origin of radius Rj (for j = 1, 2, 3). Using the convergence of
A(x,w, u) from Lemma 5.2, we initially pick R1 = 1q , R2 = 1q2 , R3 = 1q1+ǫ . Using Lemma 5.2 and
computing the sums over n and i we get
S4g,e(V = ) = −q2g+1 1
(2πi)3
∮
Γ3
∮
Γ2
∮
Γ1
xg(1 − qxw)4B(x,w, u)
(1 − qw)4(1− q2w2x)11(q2w2x)2g(1 − x)(1 − q2ux)(q2ux)y
×
(
1− 1
qx
)
du
u
dw
w
dx.(5.2)
We enlarge the contour of integration Γ2 to a circle around the origin Γ
′
2 of radius R
′
2 = q
− 12−ǫ,
and we encounter a pole at w = q−1. Now we write
1
2πi
∮
Γ2
xg(1− qxw)4B(x,w, u)
(1− qw)4(1− q2w2x)11(q2w2x)2g(1− x)(1 − q2ux)(q2ux)y
(
1− 1
qx
)
dw
w
= −Res(w = 1
q
)
+
1
2πi
∮
Γ′2
xg(1− qxw)4B(x,w, u)
(1− qw)4(1− q2w2x)11(q2w2x)2g(1− x)(1 − q2ux)(q2ux)y
(
1− 1
qx
)
dw
w
.
Plugging this in equation (5.2), we can bound the integral over the new contour by qg(1+ǫ) (by
keeping in mind the radii R1, R
′
2, R3). We compute the residue at w = 1/q. Then
S4g,e(V = ) = q
2g+1 1
(2πi)2
∮
Γ3
∮
Γ1
xg
(
1− 1qx
)
B(x, 1q , u)
(1− q2xu)(q2xu)y(1− x)11x2g
[
2
(
− 32g3(1− x)3
+ 48g2(1− x)2(−1 + 10x)− 2g(1− x)(11− 118x+ 1199x2)− 3 + 30x+ 63x2 + 3990x3
)
+ (1− x)
(
6(8g2(1− x)2 + 6g(1− x)(1 − 13x) + 1− 9x+ 190x2)
1
q
d
dwB(x,w, u)
B(x,w, u) |w= 1q
)
+ (1− x)2
(
3(−4g(1− x)− 1 + 19x)
1
q2
d2
dw2B(x,w, u)
B(x,w, u) |w= 1q
)
+ (1− x)3
1
q3
d3
dw3B(x,w, u)
B(x,w, u) |w= 1q
]
du
u
dx.
We shift the contour over u to a circle Γ′1 around the origin of radius R
′
1 =
1
qǫ , and we encounter
a pole at u = 1q2x . Let f(x, u) be the integrand above. Then
S4g,e(V = ) = q
2g+1 1
2πi
∮
Γ3
−Res
(
u =
1
q2x
)
dx+ q2g+1
1
(2πi)2
∮
Γ3
∮
Γ′1
f(x, u)
du
u
dx.
Note that in the double integral above, we can shift the contour of integration over x to a circle
Γ′3 of radius R
′
3 = q
ǫ/2, and we encounter a pole at x = 1. Then it follows that the double integral
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is bounded by O(q2g−(2−
ǫ
2 )ǫ). Further computing the residue at u = 1q2x gives
S4g,e(V = ) = q
2g+1 1
2πi
∮
Γ3
B(x, 1q , 1q2x )
(
1− 1qx
)
(1 − x)11xg
[
2
(
− 32g3(1− x)3
+ 48g2(1− x)2(−1 + 10x)− 2g(1− x)(11− 118x+ 1199x2)− 3 + 30x+ 63x2 + 3990x3
)
+ (1− x)
(
6(8g2(1− x)2 + 6g(1− x)(1 − 13x) + 1− 9x+ 190x2)
1
q
d
dwB(x,w, 1q2x )
B(x,w, 1q2x)
|w= 1
q
)
+ (1− x)2
(
3(−4g(1− x)− 1 + 19x)
1
q2
d2
dw2B(x,w, 1q2x )
B(x,w, 1q2x )
|w= 1
q
)
+ (1− x)3
1
q3
d3
dw3B(x,w, 1q2x)
B(x,w, 1q2x )
|w= 1
q
]
dx+ O(q2g−(2−
ǫ
2 )y).
In the integral above, there is a pole of order 11 at x = 1. Moreover, B(x, 1q , 1q2x) is absolutely
convergent for |x| < √q. Hence we shift the contour of integration to a circle of radius q 12−ǫ around
the origin and compute the residue at x = 1. The residue will give the main term of size q2g+1g10,
and the integral around the circle of radius q
1
2−ǫ is bounded by O(q
3g
2 (1+ǫ)). This yields Lemma
5.1. 
6. Bounding the contribution from non-square V
Here we will bound the term S(V 6= ). Recall that S4g(V 6= ) = S4g,o + S4g,e(V 6= ), and
S4g,o is given by equation (2.6). We’ll prove the following.
Lemma 6.1. We have
S4g(V 6= )≪ q2g+1g9+ǫqyγ
and
S4g−1(V 6= )≪ q2g+1g9+ǫqyγ ,
where γ is such that 1/γ2 = o(log g).
Proof. We will only bound the term S4g,o, since the other terms are similar. In equation (2.6),
write S4g,o = S1,o − S2,o, with S1,o corresponding to the sum with d(V ) = d(f)− 2g − 2− 2d(C).
Write V = V0V
2
1 , with V0 a square-free monic polynomial. Let r = d(V0), with r odd. Using
equation (4.1) for the sum over C, we rewrite
S1,o = q
2g+1√q 1
2πi
∮
|u|=r1
4g∑
n=0
n odd
1
qn
y∑
i=0
1
q2iui+1
n−2g−2+2i∑
r=0
r odd
∑
V0∈Hr
∑
V1∈Mn−2g−2+2i−r
2
×
∑
f∈Mn
d4(f)G(V0V
2
1 , χf )√
|f |∏P |f (1 − ud(P )) du,
where r1 < 1. Let
F(V0;w, x, u) :=
∑
V1∈M
∑
f∈M
d4(f)G(V0V
2
1 , χf )√
|f |∏P |f (1− ud(P ))w
d(f)xd(V1).
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Then
F(V0;w, x, u) = Z(x)
∏
P ∤V0
(
1 +
4
(
V0
P
)
wd(P )(1 + |P |w2d(P )xd(P ))(1 − xd(P ))
(1 − ud(P ))(1− |P |w2d(P )xd(P ))4
)
+
(|P | − 1)w2d(P )xd(P )(10− 5|P |w2d(P )xd(P ) + 4|P |2w4d(P )x2d(P ) − |P |3w6d(P )x3d(P ))
(1− ud(P ))(1− |P |w2d(P )xd(P ))4∏
P |V0
(
1− w
2d(P )(1 − |P |xd(P ))(10− 5|P |w2d(P )xd(P ) + 4|P |2w4d(P )x2d(P ) − |P |3w6d(P )x3d(P ))
(1− ud(P ))(1 − |P |w2d(P )xd(P ))4
)
.
Note that we can further write
F(V0;w, x, u) = Z(x)Z(qw2x)10L(w, χV0 )4L(wu, χV0)4L(wu2, χV0)4 · . . . .
Using Perron’s formula twice, we have that
S1,o = q
2g+1√q 1
(2πi)3
∮ ∮ ∮
xg
4g∑
n=0
n odd
1
qnwn+1xn/2
y∑
i=0
1
q2iui+1xi
n−2g−2+2i∑
r=0
r odd
xr/2
×
∑
V0∈Hr
F(V0;w, x, u) du dw dx,(6.1)
where |x| < 1/q, |u| < 1 and |q2w2x| < 1. We pick |x| = 1/q1+ǫ, |w| = 1/q1/2 and |u| = 1/qγ ,
where γ → 0 as g → ∞. Let l be an integer such that |wul−1| ≥ 1/q and |wul| < 1/q. We will
prove the following.
Lemma 6.2. Let |w| = q− 12 , |u| = q−γ, with γ depending on g such that 1/γ2 = o(log g). Let l be
an integer such that |wul−1| ≥ q−1 and |wul| < q−1. Let k be a positive real number and ǫ > 0.
Then∑
D∈H2g+1
∣∣L(w, χD)L(wu, χD) · . . . · L(wul−1, χD)∣∣k ≪ q2g+1gǫ exp
(
kM(w, g) + k
2
2
V(w, g)
)
,
with M(w, g) and V(w, g) as in Theorem 2.7.
We postpone the proof of the Lemma to section 8.
Now we use the bound above in equation (6.1) as follows. We write the integral over w as∮
|w|=1/√q =
∫
C1
+
∫
C2
, where C1 is the arc around q
− 12 of angle 1/2r, and C2 is its complement.
Using Lemma 6.2 for k = 4, the expressions for M(w, g) and V(w, g) and since the arc C1 has
length of size 1/r, we have that∣∣∣∣∣
∫
C1
1
wn+1
∑
V0∈Hr
F(V0;w, x, u) dw
∣∣∣∣∣≪ qn/2+rr10+ǫ 1r ≪ qn/2+rr9+ǫ.
For the integral over C2, we make a change of variables w =
1√
q e
iθ, and then∣∣∣∣∣
∫
C1
1
wn+1
∑
V0∈Hr
F(V0;w, x, u) dw
∣∣∣∣∣≪ qn/2+rr4+ǫ
∫ 2π−1/2r
1/2r
1
θ6
dθ ≪ qn/2+rr9+ǫ.
Then ∣∣∣∣∣ 12πi
∮
|w|=q− 12
1
wn+1
∑
V0∈Hr
F(V0;w, x, u) dw
∣∣∣∣∣≪ qn/2+rr9+ǫ.
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Plugging this in (6.1) and trivially bounding everything else, we get that
S1,o ≪ q2g+1g9+ǫqyγ ,
which finishes the proof of Lemma 6.1.

7. Proof of Theorem 1.1
In this section, we obtain the asymptotic formula in Theorem (1.1). We choose y = 100 log g,
and γ = (log g)(ǫ−1)/2. Using Lemma 3.1, equation (4.3) and Lemma 5.1, we get that
∑
D∈H2g+1
L
(
1
2
, χD
)4
= q2g+1g10a10 +O(q
2g+1g9+ǫ),
where a10 is a coefficient which can be computed explicitly (see equation (9.19)).
Now let α < 4g be an even integer which we will choose later. For now, we think of α as being
on the scale of log g. We write∑
D∈H2g+1
L
(
1
2
, χD
)4
=
∑
D∈H2g+1
∑
f∈M≤4g−α
d4(f)χD(f)√
|f | +
∑
D∈H2g+1
∑
f∈M
4g−α<d(f)≤4g
d4(f)χD(f)√
|f |
+
∑
D∈H2g+1
∑
f∈M≤4g−1−α
d4(f)χD(f)√
|f | +
∑
D∈H2g+1
∑
f∈M
4g−1−α<d(f)≤4g−1
d4(f)χD(f)√
|f | .(7.1)
Denote the first term above by M1,α, the second by T1, α, the third by M2,α and the fourth by
T2,α. We will focus on M1,α and T1,α, since the other two terms are similar.
7.1. The term M1,α. We treat the term M1,α in the same way as we treated the full sum over
polynomials f in the previous sections. WriteM1,α = M1,α(V = 0)+M1,α(V = )+M1,α(V 6= ).
Using the same methods as before, M1,α(V 6= )≪ q2g−α2 g9+ǫ, so M1,α(V 6= ) = o(q2g+1). We
have the following.
Lemma 7.1. Keeping the previous notation, we have
M1,α(V = 0) =
q2g+1
10!ζq(2)
(
(2g)10Q0(α) + (2g)
9Q1(α) + (2g)
8Q2(α)
)
+O
(
q2g+1g7+ǫ
)
,
where Qi(α) is a polynomial of degree 10− i, for i = 0, 1, 2. Moreover, Qi(x) can be written down
explicitly (see formulas (7.2), (7.3) and (7.4).) Also
M1,α(V = ) = − q
2g+1
10!ζq(2)
(
g10R0(α) + g
9R1(α) + g
8R2(α)
)
+O
(
q2g+1g7+ǫ
)
,
where Ri(α) is a polynomial of degree 10− i (see formulas (8.6), (7.6) and (7.7).)
Proof. Similarly as for the term M4g, we have
M1,α(V = 0) =
q2g+1
ζq(2)
1
(2πi)2
∮
|w|= 1
q1+ǫ
∮
|u|= 1
q2+ǫ
H(w, u)
(1− qw)11(qw)2g−α2 (1 − q2u)(q2u)y
du
u
dw
w
,
with H(w, u) as in (4.2). For simplicity, since we will only evaluate H(w, u) at u = 1q2 , we let
H(w, 1q2 ) = H(w). We proceed similarly as in section 4, and then the expression for M1,α(V = 0)
follows by a residue calculation. Note that we can write down lower order terms for M1,α(V =
THE FOURTH MOMENT OF QUADRATIC DIRICHLET L–FUNCTIONS OVER FUNCTION FIELDS 17
0), but for our purposes it is enough to consider the coefficients down to g7. By the residue
computation, we have
Q0(α) = H(1q )(7.2)
Q1(α) = −5αH(1q ) + 55H(1q )− 10H′(1q )(7.3)
Q2(α) =
45α2
4
H(1q ) + α
(
−
495H(1q )
2
+ 45H′(1q )
)
+ 1320H(1q )− 450H′(1q ) + 45H′′(1q ).(7.4)
As in section 5, we also have
M1,α(V = ) = −q2g+1 1
(2πi)3
∮
Γ3
∮
Γ2
∮
Γ1
xg(1− qxw)4B(x,w, u)
(1 − qw)4(1− q2w2x)11(q2w2x)2g−α2 (1− x)(1 − q2ux)(q2ux)y
×
(
1− 1
qx
)
du
u
dw
w
dx,
with Γi as for S4g,e(V = ). Since we will only evaluate B(x,w, u) at u = 1q2x , for simplicity, we let
C(x,w) = B(x,w, 1q2x ). The expression for M1,α(V = ) follows by a direct residue computation.
We have
R0(α) = 640C(1, 1q )
(7.5)
R1(α) = −2100αC(1, 1q )− 2000ζq(2)C(1, 1q ) + 20100C(1, 1q )− 1100
d
dwC(1, w)|w= 1q
q
− 2000 d
dx
C(x, 1q )|x=1
(7.6)
R2(α) = 2880α
2C(1, 1q ) + α
(
4140ζq(2)C(1, 1q )− 57150C(1, 1q ) + 3690
d
dwC(1, w)|w= 1q
q
+ 4140
d
dx
C(x, 1q )|x=1
)
− 48420ζq(2)C(1, 1q ) + 269430C(1, 1q )− 32670
d
dwC(1, w)|w= 1q
q
+ 4860ζq(2)
d
dwC(1, w)|w= 1q
q
+ 630
d2
dw2C(1, w)|w= 1q
q2
− 1440ζq(2) d
dx
C(x, 1q )|x=1 − 48420
d
dx
C(x, 1q )|x=1 + 4860
d
dw
d
dxC(x,w)|x=1,w= 1q
q
− 720 d
2
dx2
C(x, 1
q
)|x=1.
(7.7)

Remark 2. Note that the sum M1,α(V = 0) +M1,α(V = ) only involves terms of size g
9α, and
g8α (the g8α2 term in M1,α(V = 0) cancels out with the corresponding term in M1,α(V = )).
We will show that these two terms cancel out the contribution from T1,α.
7.2. The term T1,α. Using Perron’s formula, we write
(7.8) T1,α =
1
2πi
∮
C
1− zα
(1− z)z4g+1
∑
D∈H2g+1
L
(
z√
q
, χD
)4
du,
where we pick C to be a circle of radius 1 around the origin. We further decompose the circle
into two arcs: an arc C1 of angle θ0 around 1, and its complement C2. We will choose θ0 later,
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but for now we keep in mind that θ0 is a function of g, θ0 → 0 as g → ∞ and gθ0 → ∞. Then
T1,α = T1,C1 + T1,C2 , where
(7.9) T1,C1 =
1
2πi
∫
C1
1− zα
(1− z)z4g+1
∑
D∈H2g+1
L
(
z√
q
, χD
)4
du,
and T1,C2 is similarly defined. We treat T1,C1 and T1,C2 differently. For T1,C2 , we will use upper
bounds for moments of L–functions. On C1, we will use an asymptotic formula for the shifted
moment
∑
D L(u/
√
q, χD)
4 with an error of size g9+ǫ. Since C1 is a small arc around 1, we will
manage to get a better error bound. Then we will explicitly compute terms of size g9α, g8α2 and
g8α which will cancel out the contribution from M1,α.
We will prove the following.
Lemma 7.2. With the same notation as before,
T1,C2 ≪ q2g+1g4+ǫθ−50 .
Proof. The bound easily follows from Corollary 2.8 by integrating θ−6 along the arc C2. 
Now we focus on T1,C1. Similarly as in the previous sections, we can obtain an asymptotic
formula for the shifted moment
∑
D L(z/
√
q, χD)
4 when z is on the arc C1 (so close to 1). By
adapting the proof for finding an asymptotic for the fourth moment at the critical point, we have
the following
∑
D∈H2g+1
L
(
z√
q
, χD
)4
=
q2g+1
ζq(2)
1
(2πi)2
∮ ∮ H(w, u)
(1− qw)10(1− qwz2 )( qwz2 )2g(1− q2u)(q2u)y
du
u
dw
w
(7.10)
+
q2g+1
ζq(2)
1
(2πi)2
∮ ∮
z4g+2H(w, u)
(1− qw)10(1 − qwz2)(qw)2g−1(1 − q2u)(q2u)y
du
u
dw
w
(7.11)
− q
2g+1
(2πi)3
∮ ∮ ∮ xg(1 − qwx)4B(x,w, u)(1 − 1qx )
(1− x)(1 − qw)4(1− q2w2x)10(1− q2w2xz2 )( q
2w2x
z2 )
2g(1− q2ux)(q2ux)y
du
u
dw
w
dx
(7.12)
− q
2g+1
(2πi)3
∮ ∮ ∮ z4g+2xg(1− qwx)4B(x,w, u)(1− 1qx )
(1− x)(1 − qw)4(1− q2w2x)10(1− q2w2xz2)(q2w2x)2g−1(1− q2ux)(q2ux)y
du
u
dw
w
dx
(7.13)
+O(q2g+1g9+ǫ),
(7.14)
where the contours of integration are the same as in sections 4 and 5. Now we plug this in the
integral (7.9) for T1,C1. When we integrate the shifted moment along the arc C1, we obtain two
terms: one corresponding to the main term above (coming from V = 0), which we denote by
T1,C1(V = 0) (this term is the sum of the integrals over C1 of (7.10) and (7.11)), and another
term corresponding to the secondary main term in the shifted moment. We denote this term by
T1,C1(V = ), and it is the sum of the integrals over C1 of (7.12) and (7.13). The error term
(7.14) will become O(q2g+1g9+ǫθ0) in the integral for T1,C1. Using this bound and Lemma 7.2, it
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follows that
∑
D∈H2g+1
L
(
1
2
, χD
)4
= M1,α(V = 0) +M1,α(V = ) +M2,α(V = 0) +M2,α(V = ) + o(q
2g+1)
(7.15)
+ T1,C1(V = 0) + T1,C1(V = ) + T2,C1(V = 0) + T2,C1(V = )(7.16)
+O
(
q2g+1g9+ǫθ0 + q
2g+1g4+ǫθ−50
)
.
We rewrite
T1,C1(V = 0) =
q2g+1
ζq(2)
1
(2πi)3
∫
C1
∮ ∮
1− zα
(1 − z)z4g+1
(
H(w, u)
(1− qw)10(1 − qwz2 )( qwz2 )2g(1 − q2u)(q2u)y
+
z4g+2H(w, u)
(1− qw)10(1− qwz2)(qw)2g−1(1− q2u)(q2u)y
)
du
u
dw
w
dz,(7.17)
and
T1,C1(V = ) = −
q2g+1
(2πi)4
∫
C1
∮ ∮ ∮
1− zα
(1− z)z4g+1
(7.18)
×
(
xg(1− qwx)4B(x,w, u)(1− 1qx )
(1 − x)(1 − qw)4(1− q2w2x)10(1 − q2w2xz2 )( q
2w2x
z2 )
2g(1 − q2ux)(q2ux)y
+
z4g+2xg(1− qwz)4B(x,w, u)(1− 1qx )
(1− x)(1 − qw)4(1− q2w2x)10(1− q2w2xz2)(q2w2x)2g−1(1 − q2ux)(q2ux)y
)
du
u
dw
w
dxdz.
(7.19)
In the next lemma, we obtain asymptotic formulas for T1,C1(V = 0) and T1,C1(V = ).
Lemma 7.3. Keeping the previous notation, we have the following.
T1,C1(V = 0) =
q2g+1
9!ζq(2)
· α
2
(
c9(2g)
9 − (2g)8H(1q )
(
9
1
)(cos(2πθ0)
2πθ0
+
2g∑
m=1
m sin(4πmθ0)(A(m) +B(m))
)
+ c8(2g)
8
)
+O
(
q2g+1g8θ0α
3 + q2g+1g7θ−1α
)
,
with c9 and c8 given by (7.20) and (7.21) respectively, and A(m), B(m) can be written down
explicitly and are such that A(m), B(m) = O(1/m2) (see formula (9.6)). Also
T1,C1(V = ) =
q2g+1
9!ζq(2)
· α
2
(
f9g
9 + (2g)8C(1, 1q )
(
9
1
)(cos(2πθ0)
2πθ0
+
g∑
m=1
m sin(4πmθ0)(A(m) +B(m))
)
+ f8g
8
)
+O
(
q2g+1g8θ0α
3 + q2g+1g7θ−10 α
)
,
with f9 and f8 as in (7.26) and (7.27), and A(m) and B(m) as before.
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Proof. Recall the expression (7.17) for T1,C1(V = 0), which is a sum of two terms. We rewrite
T1,C1(V = 0) =
q2g+1
ζq(2)
1
(2πi)2
∮ ∮ H(w, u)
(1 − qw)10(qw)2g(1− q2u)(q2u)y
[
1
2πi
∫
C1
1− zα
z(1− z)(1− qwz2 )
dz+
+
1
2πi
∫
C1
(1− zα)zqw
(1− z)(1− qwz2) dz
]
du
u
dw
w
Now
1
2πi
∫
C1
1− zα
z(1− z)(1− qwz2 )
dz =
α−1∑
j=0
∞∑
m=0
(qw)m
1
2πi
∫
C1
zj−2m−1 dz =
α−1∑
j=0
∞∑
m=0
(qw)m
∫ θ0
−θ0
e2πiθ(j−2m) dθ
=
1
π
α−1∑
j=0
∞∑
m=0
(qw)m
sin(2πθ0(2m− j))
2m− j .
Similarly
1
2πi
∫
C1
(1− zα)zqw
(1− z)(1− qwz2) dz =
1
π
α−1∑
j=0
∞∑
m=0
(qw)m+1
sin(2πθ0(2m+ j + 2))
2m+ j + 2
=
1
π
α−1∑
j=0
∞∑
m=1
(qw)m
sin(2πθ0(2m+ j))
2m+ j
.
Plugging these in the expression for T1,C1(V = 0), we get that
T1,C1(V = 0) =
q2g+1
πζq(2)
1
(2πi)2
∮ ∮ H(w, u)
(1− qw)10(qw)2g(1 − q2u)(q2u)y
[
α−1∑
j=0
2g∑
m=0
(qw)m
sin(2πθ0(2m− j))
2m− j
+
α−1∑
j=0
2g∑
m=1
(qw)m
sin(2πθ0(2m+ j))
2m+ j
]
du
u
dw
w
.
Note that in the expression above, there is a pole of order 10 at w = 1q and a simple pole at u =
1
q2 .
Similarly as before, we evaluate the residue at w = 1q and u =
1
q2 , and we get that
T1,C1(V = 0) =
q2g+1
9!πζq(2)
[
α−1∑
j=0
2g∑
m=0
sin(2πθ0(2m− j))
2m− j Q(2g −m) +
α−1∑
j=0
2g∑
m=1
sin(2πθ0(2m+ j))
2m+ j
Q(2g −m)
]
+O(q2g+1α),
where Q(x) =
∑9
i=0 cix
i is a polynomial of degree 9 whose coefficients can be computed explicitly.
For example,
(7.20) c9 = H(1q ),
(7.21) c8 = 45H(1q )− 9
H′(1q )
q
.
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Now Q(2g −m) is a polynomial in 2g and m of total degree less than or equal to 9. We write
T1,C1(V = 0) =
q2g+1
9!πζq(2)
9∑
r=0
cr
[
α−1∑
j=0
2g∑
m=0
sin(2πθ0(2m− j))
2m− j (2g −m)
r +
α−1∑
j=0
2g∑
m=1
sin(2πθ0(2m+ j))
2m+ j
(2g −m)r
](7.22)
+O(q2g+1α).
(7.23)
By Lemma 9.4, the term with r ≤ 7 will be of size q2g+1g7α. Then we only need to consider r = 8
and r = 9. When r = 8, write (2g −m)8 = ∑8k=0(−1)k(8k)mk(2g)8−k. If k ≥ 1, by Lemma 9.4,
this term will be bounded by q2g+1g7θ−10 α. So when r = 8, we only consider k = 0. Using Lemma
9.4 again, we have
T1,C1(V = 0) =
q2g+1
9!πζq(2)
c8(2g)
8πα
2
+
q2g+1
9!πζq(2)
c9
[
α−1∑
j=0
2g∑
m=0
sin(2πθ0(2m− j))
2m− j (2g −m)
9
+
α−1∑
j=0
2g∑
m=1
sin(2πθ0(2m+ j))
2m+ j
(2g −m)9
]
+O(q2g+1g7θ−10 α).
Write (2g −m)9 =∑9k=0(−1)k(9k)mk(2g)9−k. We have to evaluate sums of the form
A(k, θ0) =
α−1∑
j=0
2g∑
m=0
mk
sin(2πθ0(2m− j))
2m− j +
α−1∑
j=0
2g∑
m=1
mk
sin(2πθ0(2m+ j))
2m+ j
,
for k ≤ 9. Then
T1,C1(V = 0) =
q2g+1
9!ζq(2)
c8(2g)
8α
2
+
q2g+1
9!πζq(2)
c9
9∑
k=0
(−1)k
(
9
k
)
(2g)9−kA(k, θ0) +O(q2g+1g7θ−10 α).
Using Lemma 9.4, we have
T1,C1(V = 0) =
q2g+1
9!ζq(2)
c8(2g)
8α
2
+
q2g+1
9!ζq(2)
c9(2g)
9α
2
− 9q
2g+1
9!πζq(2)
c9(2g)
8
(
α cos(2πθ0)
2 sin(2πθ0)
+
2g∑
m=1
m sin(4πmθ0)(A(m) +B(m))
)
− q
2g+1
9!πζq(2)
c9
α
2
9∑
k=0
(2g)9−k(−1)k
(
9
k
)
(
(2g)k−1
cos(8gπθ0)
2πθ0
− (2g)k−1 sin(8gπθ0)
)
+O
(
q2g+1(g7θ−10 α+ g
8θ0α
3)
)
.
Using the fact that
∑9
k=0(−1)k
(
9
k
)
= 0, the formula for T1,C1(V = 0) in Lemma 7.3 follows.
Now we focus on T1,C1(V = ). We will skip some of the details, since they are similar to the
ideas used when dealing with T1,C1(V = 0). We have
T1,C1(V = ) = −
q2g+1
(2πi)3
∮ ∮ ∮ xg(1− qwx)4B(x,w, u)(1− 1qx )
(1− x)(1 − qw)4(1− q2w2x)10(q2w2x)2g(1− q2ux)(q2ux)y
×
[
α−1∑
j=0
g∑
m=0
(qw)m
sin(2πθ0(2m− j))
2m− j +
α−1∑
j=0
g∑
m=1
(qw)m
sin(2πθ0(2m+ j))
2m+ j
]
du
u
dw
w
dx.
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Similarly as in section 5, we shift contours, and evaluate the pole at w = 1/q. Then we encounter
a simple pole at u = 1q2x and a pole of order 10 at x = 1. Computing the residue, we get that
T1,C1(V = ) = −q2g+1
1
3!9!
∑
i+k≤9
i≤3
cik
[
α−1∑
j=0
g∑
m=0
sin(2πθ0(2m− j))
2m− j (g −m)
k(2g −m)i
+
α−1∑
j=0
g∑
m=1
sin(2πθ0(2m+ j))
2m+ j
(g −m)k(2g −m)i
]
+O(q2g+1α)
(7.24)
= − q
2g+1
ζq(2)9!
∑
n+r≤9
dnrg
n
[
α−1∑
j=0
g∑
m=0
sin(2πθ0(2m− j))
2m− j m
r +
α−1∑
j=0
g∑
m=1
sin(2πθ0(2m+ j))
2m+ j
mr
](7.25)
+O(q2g+1α).
for some coefficients cik which can be written down explicitly. For example, c0,9 = 996ζq(2)
−1C(1, 1q ), c1,8 =
−2628ζq(2)−1C(1, 1q ), c2,7 = 2304ζq(2)−1C(1, 1q ), c3,6 = −672ζq(2)−1C(1, 1q ). Note that we can also
write the expression above as a polynomial in g and m, as in equation (7.25). The coefficients dnr
can be written down explicitly. For example,
(7.26) f9 := d9,0 = −420C(1, 1q ),
(7.27) f8 := d8,0 = 828ζq(2)C(1, 1q )− 10278C(1, 1q ) + 738
d
dwC(1, w)|w= 1q
q
+ 828
d
dx
C(x, 1q )|x=1.
Similarly as for T1,C1(V = 0), when n + r ≤ 8, we get a term of size O(g7α), so we only consider
the powers of g greater than or equal to 8. Using Lemma 9.4, we compute a term of size g8α, equal
to α2·9!g
8f8. Now we can focus on those terms in (7.24) for which i+ k = 9. Then
T1,C1(V = ) = −q2g+1
α
2ζq(2)9!
f8g
8 − q2g+1 1
3!9!
3∑
i=0
ci,9−i
i∑
r=0
(
i
r
)
(−1)r(2g)i−r
9−i∑
e=0
(−1)eg9−i−e
(
9− i
e
)
×
[
α−1∑
j=0
g∑
m=0
sin(2πθ(2m− j))
2m− j m
r+e +
α−1∑
j=0
g∑
m=1
sin(2πθ(2m+ j))
2m+ j
mr+e
]
+O(q2g+1g7θ−10 α).
We use Lemma 9.4, and consider the cases e + r = 0, e + r = 1 and e + r ≥ 2 separately. When
e + r = 1, we get a term of size g8θ−10 , and we can compute the coefficient of this term exactly
from the coefficients ci,9−i. We get
T1,C1(V = ) = −
q2g+1
9!ζq(2)
[
α
2
f8g
8 +
α
2
f9g
9 − α
2
(2g)8C(1, 1q )
(
9
1
)(
cos(2πθ0)
2πθ0
+
g∑
m=1
m sin(4πmθ0)(A(m) +B(m))
)
− αζq(2)
2 · 3!9!
3∑
i=0
ci,9−i
i∑
r=0
(
i
r
)
(−1)r(2g)i−r
×
9−i∑
e=0
(−1)eg9−i−e
(
9− i
e
)(
ge+r−1 cos(4gπθ0)
2πθ0
− ge+r−1 sin(4gπθ0)
)]
+O
(
q2g+1g8θ0α
3 + q2g+1g7θ−10 α
)
.
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Since
∑9−i
e=0(−1)e
(
9−i
e
)
= 0, the last term above cancels out. This finishes the proof of Lemma
7.3. 
Now we go back to the proof of Theorem 1.1. We pick α = 100⌊log g⌋, and θ0 = g− 12 . Note that
H(1q ) = C(1, 1q ) =
∏
P
(|P | − 1)6(|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1)
|P |10(|P |+ 1) .
Using equation (7.16), and combining Lemmas 7.1, 7.2 and 7.3, we note that the terms of size
g9α, g8θ
−1
0 , g
8α2 and g8α cancel out. We obtain an asymptotic formula with the g10 and g9 terms,
and an error of size q2g+1g8+
1
2+ǫ. We repeat this argument twice, which yields the asymptotic
formula with the error of size q2g+1g7+
1
2+ǫ.
8. Upper bounds for moments of L-functions
Here, we prove Theorem 2.7. The proof is very similar to Soundararajan’s original bound on
moments of the Riemann-zeta function. We first need the following.
Lemma 8.1. Let 12 ≤ α ≤ 1 and N be a positive integer. Then
log |L(α+ it, χD)| ≤ 2g
N + 1
log
(1 + q−(α− 12 )(N+1)
1 + q−2(N+1)
)
+ ℜ
( ∑
d(f)≤N
aα(d(f))χD(f)Λ(f)
|f | 12+it
)
+O(1),
where the coefficient aα(m) = 0 if |m| > N and if |m| ≤ N , it can be written down explicitly (see
formula (8.7)). For 1 ≤ |m| ≤ N , we have
aα(m) =
1
|m|q|m|(α− 12 ) −
1
|m|q2|m| +O
( 1
(N + 1)q(N+1)(α−
1
2 )
)
.
The following is an easy corollary to the lemma above.
Corollary 8.2. We have the following bounds
log |L(12 + it, χD)| ≤
g log 2
logq g
+O
(g log log g
(log g)2
)
,
and for 12 < α ≤ 1,
log |L(α+ it, χD)| ≪ g
2−2α
logq g
.
Proof of Corollary. When α = 12 , pick N = 2 logq g − 4 logq logq g and use Lemma 8.1. When
1
2 < α ≤ 1, pick N = 2 logq g, and the conclusion follows. 
Proof of Lemma 8.1. We look at ∣∣∣ Λ(α+ it, χD)
Λ(− 32 + it, χD)
∣∣∣,
and using the expression (2.3) for Λ(s, χD) and the functional equation (2.4), we get that
|L(α+ it, χD)| = q5g−2gα
∣∣∣L(52 + it, χD)∣∣∣
2g∏
j=1
(q2α−1 + 1− 2qα− 12 cos(2πθj − t log q)
q4 + 1− 2q2 cos(2πθj − t log q)
) 1
2
.
Since |L(52 + it, χD)| ∼ 1 and
q2α−1 + 1− 2qα− 12 cos(2πθj − t log q) = (qα− 12 − 1)2 + 4qα− 12 sin2(πθj − t log q
2
),
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with a similar expression holding for the denominator, it follows that
(8.1) log |L(α+ it, χD)| = g
(5
2
− α
)
log q − 1
2
2g∑
j=1
log
(a2 + sin2(πθj − t log q2 )
b2 + sin2(πθj − t log q2 )
)
+O(1),
where
a =
q2 − 1
2q
, b =
qα−
1
2
2q
α
2− 14
.
Now let
f(x) = log
(a2 + sin2(x)
b2 + sin2(x)
)
,
f1(x) = f(πx)− (52 − α) log q and f2(x) = f1(x− t log q2π ). Then
(8.2) log |L(α+ it, χD)| = −1
2
2g∑
j=1
f2(θj) +O(1).
Similarly as in [4], we want to find an appropriate minorant for f1 (and hence for f2) and then use
the explicit formula in Lemma 2.6. We first compute the Fourier series for f1.
(8.3) f1(x) =
∑
n6=0
e(nx)
|n|
( 1
q(α−
1
2 )|n|
− 1
q2|n|
)
.
We prove the following lemma, which describes the properties of the minorant for f1.
Lemma 8.3. Let N be a positive integer. If r is a real valued trigonometric polynomial of degree
N such that r(x) ≤ f1(x) for all x ∈ R/Z, then∫
R/Z
r(x) dx ≤ − 2
N + 1
log
(1 + q−(N+1)(α− 12 )
1 + q−2(N+1)
)
,
with equality if and only if r(x) =
∑
|n|≤N rˆ(n)e(nx), with rˆ(n) given in equations (8.5) and (8.6).
Proof. The lemma follows quite easily by combining ideas from [5]. Keeping the notation in [5],
let Gλ(x) = e
−πλx2 , with λ > 0, and let
L(λ, z) =
(cosπz
π
)2[ ∞∑
m=−∞
Gλ(m+
1
2 )
(z −m− 12 )2
+
∞∑
n=−∞
G′λ(n+
1
2 )
z − n− 12
]
.
For x ∈ R/Z, let
l(λ,N, x) = λ
1
2 (N + 1)−1
∑
|n|≤N
Lˆ
( λ
(N + 1)2
,
n
N + 1
)
e(nx).
Now for τ a complex number with ℑ(τ) > 0, let q = eπiτ and
θ1(v, τ) =
∞∑
n=−∞
q(n+
1
2 )
2
e((n+
1
2
)v),
θ2(v, τ) =
∞∑
n=−∞
(−1)nqn2e(nv),
θ3(v, τ) =
∞∑
n=−∞
qn
2
e(nv).
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Next we define p : (0,∞)× R/Z→ R by
p(λ, x) = −λ− 12 + λ− 12
∑
n
e(nx)e−πλ
−1n2 = −λ− 12 + λ− 12 θ3(x, iλ−1).
By Theorem 6 in [5], if q(x) is a real valued trigonometric polynomial of degree at most N with
q(x) ≤ p(λ, x) for all x ∈ R/Z, then∫
R/Z
q(x) dx ≤ −λ− 12 + λ− 12 θ2(0, iλ−1(N + 1)2),
with equality if and only if q(x) = −λ− 12 + λ− 12 l(λ,N, x). Now let µ be the finite non-negative
Borel measure on (0,∞) defined by
dµ(λ) =
e−πλc
2 − e−πλd2
λ
dλ,
with 0 < c < d, and let hµ(x) =
∫∞
0 p(λ, x) dµ(λ). Then we compute the Fourier series
(8.4) hµ(x) =
∑
n6=0
e(nx)
|n|
( 1
e2πc|n|
− 1
e2πd|n|
)
.
Define
rµ(x) =
∑
|n|≤N
rˆµ(N,n)e(nx),
with
(8.5) rˆµ(N,n) =
∫ ∞
0
1
N + 1
Lˆ
( λ
(N + 1)2
,
n
N + 1
)
dµ(λ)
for n 6= 0 and
(8.6) rˆµ(N, 0) =
∫ ∞
0
[
− λ− 12 + λ− 12 θ2(0, iλ−1(N + 1)2)
]
dµ(λ).
Using Theorem 6 and the ideas in Corollary 17 from [5], it follows that rµ(N, x) is the optimal
minorant for hµ(x) (in the sense that if q(x) ≤ hµ(x) for all x ∈ R/Z, then
∫
R/Z q(x) dx ≤∫
R/Z rµ(N, x) dx.)
Now we pick c =
(α− 12 ) log q
2π and d =
log q
π and using (8.4) together with (8.3), we have hµ(x) =
f1(x). Now Lemma 8.3 follows by noting that
rˆµ(N, 0) =
∫ ∞
0
[
− λ− 12 + λ− 12 θ2(0, iλ−1(N + 1)2)
]
dµ(λ) = − 2
N + 1
log
(1 + q−(α− 12 )(N+1)
1 + q−2(N+1)
)
.

Now we return to the proof of Lemma 8.1. Let rα denote the optimal minorant found in Lemma
8.3. Using the definition of f2, equation (8.2), the explicit formula in Lemma 2.6 and Lemma 8.3,
it follows that
log |L(α+ it, χD)| ≤ 2g
N + 1
log
(1 + q−(α− 12 )(N+1)
1 + q−2(N+1)
)
+ ℜ
( ∑
d(f)≤N
rˆα(d(f))χD(f)Λ(f)
|f | 12+it
)
+O(1).
Now we use equation (8.5) to write down rˆα(m) explicitly. We use the fact that for |t| ≤ 1,
Lˆ(λ, t) = (1− |t|)θ1(t, iλ)− (2π)−1λ sgn(t)∂θ1
∂t
(t, iλ),
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which is proven in Theorem 4 in [5]. Then for |m| ≤ N ,
rˆα(m) =
1
N + 1
∫ ∞
0
[(
1− |m|
N + 1
) ∞∑
n=−∞
e
−πλ (n+
1
2
)2
(N+1)2 e
(
(n+ 12 )
m
N + 1
)
− λ
2π(N + 1)2
sgn(m)
×
∞∑
n=−∞
e
−πλ (n+
1
2
)2
(N+1)2 e
(
(n+ 12 )
m
N + 1
)
2πi(n+ 12 )
]e−λ(α− 12 )2(log q)24π − e−λ(log q)2π
λ
dλ.
Using the computations in section 4 of [4] we get that for |m| ≤ N ,
rˆα(m) =
∞∑
k=0
(−1)k(k + 1)
[ 1
|m|+ k(N + 1)
(
q−(α−
1
2 )(|m|+k(N+1)) − q−2(|m|+k(N+1))
)
− 1
(N + 1)(k + 2)− |m|
(
q(α−
1
2 )(|m|−(k+2)(N+1)) − q2(|m|−(k+2)(N+1))
)]
.(8.7)
Now let aα(m) = rˆα(m). Note that the first summand above is
1
|m|
( 1
q|m|(α−
1
2 )
− 1
q2|m|
)
+O
( 1
(N + 1)q|m|(α−
1
2 )q(N+1)(α−
1
2 )
)
,
while the second is bounded by 1
(N+1)q(N+1)(α−
1
2
)
. Combining these two bounds finishes the proof
of Lemma 8.1. 
Before the proof of Theorem 2.7, we also need the following lemma, which is the analog of
Lemma 6.3 in [24].
Lemma 8.4. Let k, y be integers such that 2ky ≤ 2g+1. For any complex numbers a(P ), we have
∑
D∈H2g+1
∣∣∣∣∣∣
∑
d(P )≤y
χD(P )a(P )√
|P |
∣∣∣∣∣∣
2k
≪ q2g+1 (2k)!
k!2k

 ∑
d(P )≤y
|a(P )|2
|P |


k
.
Proof. The proof is similar to the proof of Lemma 6.3 in [24] and uses the Polya-Vinogradov bound
in Theorem 2.5. 
To prove Theorem 2.7, we will need estimates for the frequency of large values of |L(u/√q, χD)|.
As D varies over polynomials in H2g+1, we expect log |L(u/√q, χD)| to be normally distributed
with mean M(u, g) and variance V(u, g). Let
N(V, u, g) = |{D ∈ H2g+1 | log |L(u/√q, χD)| ≥ M(u, g) + V }| .
We will prove the following.
Lemma 8.5. With the same notation as above, if
√
log g ≤ V ≤ V(u, g), then
N(V, u, g)≪ q2g+1 exp
(
− V
2
2V(u, g)
(
1− 8
log log g
))
;
if V(u, g) < V ≤ V(u,g)6 log log g, then
N(V, u, g)≪ q2g+1 exp
(
− V
2
2V(u, g)
(
1− 4VV(u, g) log log g
)2)
;
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if V > V(u,g)6 log log g, then
N(V, u, g)≪ q2g+1 exp
(
−V logV
432
)
.
Proof of Theorem 2.7. Using the lemma above, we can prove the upper bound for the kth moment
as follows. Note that
(8.8)∑
D∈H2g+1
|L(u/√q, χD)|k =
∫ ∞
−∞
exp(kV+kM(u, g))dN(V, u, g) = k
∫ ∞
−∞
exp(kV+kM(u, g))N(V, u, g) dV.
We use Lemma 8.5 in the form
N(V, u, g)≪
{
q2g+1go(1) exp
(
− V 22V(u,g)
)
if V ≤ 8kV(u, g)
q2g+1go(1) exp(−4kV ) if V > 8kV(u, g).
Using these bounds in (8.8), we get the desired upper bound. 
Proof of Lemma 8.5. For N as in Lemma 8.1, let gN+1 =
V
A and N0 =
N
log g , where
A =


log log g if V ≤ V(u, g)
V(u,g)
V log log g if V(u, g) < V ≤ V(u,g)6 log log g
6 if V > V(u,g)6 log log g.
We use Proposition 8.1, and then
log
∣∣∣L( u√q , χD)∣∣∣ ≤ 2gN + 1 log 2 +
∑
d(f)≤N
a0(d(f))χD(f)Λ(f) cos(θd(f))√
|f | +O(1),
where
a0(d(f)) =
1
d(f)
− 1
d(f)|f |2 +O
( 1
N + 1
)
.
Notice that for the sum over primes, the contribution from f = P r with r ≥ 3 is bounded by O(1).
Using Lemma 9.1 and the Prime Polynomial Theorem in (2.1), the contribution from f = P 2 is
(up to an error of size O(log log g) coming from those P with P |D):∑
d(P )≤N2
a0(2d(P ))d(P ) cos(2θd(P ))
|P | ≤ M(u, g) +
g
N + 1
+O(1).
Combining the above, it follows that
log
∣∣∣L( u√
q
, χD)
∣∣∣ ≤ 3g
N + 1
+M(u, g) +
∑
d(P )≤N
a0(d(P ))χD(P )d(P ) cos(θd(P ))√
|P | .
If D is such that log |L(u/√q, χD)| ≥ M(u, g) + V , then∑
d(P )≤N
a0(d(P ))χD(P )d(P ) cos(θd(P ))√
|P | ≥ V −
3g
N + 1
= V
(
1− 3
A
)
.
Let S1 be the sum above truncated at d(P ) ≤ N0 and S2 be the sum over primes P with N0 <
d(P ) ≤ N . Then either S2 ≥ VA or S1 ≥ V
(
1− 4A
)
:= V1. Let F1 = {D ∈ H2g+1 |S1 ≥ V1} and
F2 = {D ∈ H2g+1 |S2 ≥ V/A}.
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If D ∈ F2, then using Lemma 8.4 and Markov’s inequality, it follows that
|F2| ≪ q2g+1
(A
V
)2k (2k)!
k!2k
( ∑
N0<d(P )≤N
|a(P )|2
|P |
)k
,
for any k such that k ≤ V/A, where
a(P ) = a0(d(P ))d(P ) cos(θd(P )) = cos(θd(P )) − cos(θd(P ))|P |2 +O
( d(P )
N + 1
)
.
Using the fact that |a(P )| ≪ 1 and picking k = ⌊VA⌋,
(8.9) |F2| ≪ q2g+1
(
A
V
)2k (
2k
e
)k
(log log g)k ≪ q2g+1 exp
(
− V
2A
logV
)
.
If D ∈ F1, then for any k ≤ g/N0,
|F1| ≪ q2g+1 1
V 2k1
(2k)!
k!2k

 ∑
d(P )≤N0
|a(P )|2
|P |


k
,
with a(P ) as before. Now we use the Prime Polynomial Theorem (2.1), the expression for a(P )
and Lemma 9.1 to get that
|F1| ≪ q2g+1 1
V 2k1
(
2k
e
)k (
1
2
g∑
n=1
1
n
+
1
2
g∑
n=1
cos(2nθ)
n
)k
≪ q2g+1
(
2kV(u, g)
eV 21
)k
.
If V ≤ V(u, g)2, we pick k =
⌊
V 21
2V(u,g)
⌋
and if V > V(u, g)2, we pick k = ⌊10V ⌋. Then
(8.10) |F1| ≪ q2g+1 exp
(
− V
2
1
2V(u, g)
)
+ q2g+1 exp(−4V logV ).
Combining the bounds (8.9) and (8.10), Proposition 8.5 follows. 
Now we go back to the proof of Lemma 6.2, which is very similar to the proof of Theorem 2.7,
so we will skip some of the details.
Proof of Lemma 6.2. LetN(V ) = |{D ∈ H2g+1 | log |L(w, χD)·. . .·L(wul−1, χD)| ≥ M(w, g)+V }|.
Let V = V(w, g) + 3γ2 . Notice that from Corollary 8, it is enough to consider V ≤ cglogq g , for some
constant c. We will prove the following. If V ≤ V , then
(8.11) N(V )≪ q2g+1 exp
(
−V
2
2V
(
1− 14
logV
))
;
if V < V < V logV8 , then
(8.12) N(V )≪ q2g+1 exp
(
−V
2
2V
(
1− 7VV logV
)2)
;
if V > V logV8 , then
(8.13) N(V )≪ q2g+1 exp
(
−V logV
2048
)
.
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Using these bounds, we get that∑
D∈H2g+1
log |L(w, χD) · . . . ·L(wul−1, χD)|k ≪ q2g+1gǫ exp
(
k(M(w, g) + 1γ ) +
k2
2
(V(w, g) + 3γ2 )
)
.
Since 1/γ2 = o(log g), Lemma 6.2 follows.
Now to prove the bounds in (8.11), (8.12) and (8.13), write w = 1√q e
iθ and u = 1qγ e
iβ . Note
that L(wuj , χd) = L(12 + jγ − i(θ+jβ)log q ). Using Lemma 8.1 for each of the L–functions, it follows
that
log |L(w, χD) · . . . · L(wul−1, χD)| ≤ 2g
N + 1
log 2 +
2g
N + 1
l−1∑
j=1
log(1 + q−(N+1)jγ)
+
∑
d(f)≤N
l−1∑
j=0
aj(d(f))χD(f)Λ(f)√
|f | cos((θ + jβ)d(f)) +O(γ
−1),
where for ease of notation, aj(m) = a 1
2+jγ
(m) as in Lemma 8.1. Using the fact that log(1+x) < x
for x > 0, we get that
log |L(w, χD) · . . . · L(wul−1, χD)| ≤ 2g
N + 1
(log 2 + 1) +
∑
d(f)≤N
l−1∑
j=0
aj(d(f))χD(f)Λ(f)√
|f | cos((θ + jβ)d(f))
(8.14)
+O(γ−1).
Now let gN+1 =
V
A , where A is defined by
A =


logV if V ≤ V
V logV
V if V < V ≤ V logV8
8 if V logV8 < V,
and NN0 = log g.
Using the asymptotics for aj(m) from Lemma 8.1, note that the contribution from f = P
k with
k ≥ 3 is of size O(1). The contribution from square polynomials f = P 2 is equal to (up to an error
of size O(γ−1 log log g) coming from P |D)
∑
d(P )≤N2
l−1∑
j=0
aj(2d(P ))d(P )
|P | cos((θ + jβ)2d(P )),
and again using the asymptotics for aj(m), it follows that the contribution from primes square is
equal to
1
2
∑
d(P )≤N2
cos(2θd(P ))
|P | +
1
2
∑
d(P )≤N2
1
|P |
l−1∑
j=1
cos((θ + jβ)2d(P ))
|P |2jγ +O(γ
−1)
≤M(w, g) + g
N + 1
+
1
2
∑
d(P )≤N2
1
|P |
∞∑
j=1
1
|P |2jγ +O(γ
−1) ≤M(w, g) + g
N + 1
+
1
4γ
∑
d(P )≤N2
1
|P |d(P ) +O(γ
−1) =M(w, g) + g
N + 1
+O(γ−1),
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where the second inequality follows from the fact that |P |2γ−1 ≥ 2γd(P ), and the last identity
follows by using the Prime Polynomial Theorem (2.1). Using this in (8.14) and since 1/γ2 =
o(log g), we get that
log |L(w, χD) · . . . · L(wul−1, χD)| ≤ 6g
N + 1
+M(w, g)(8.15)
+
∑
d(P )≤N
l−1∑
j=0
aj(d(P ))χD(P )d(P )√
|P | cos((θ + jβ)d(P )).(8.16)
Let S1 be the sum in (8.16) truncated at d(P ) ≤ N0 and let S2 be the sum with N0 < d(P ) ≤ N .
If D is such that log |L(w, χD) · . . . · L(wul−1, χD)| ≥ M(w, g) + V , then either S2 ≥ VA or
S1 ≥ V (1 − 7A ) := V1. Let F2 be the set of D with S2 ≥ VA and F1 be the set of D with S1 ≥ V1.
Similarly as in the proof of Theorem 2.7, for any k ≤ g/N , we have
|F2| ≪ q2g+1 1
(V/A)2k
(2k
e
)k( ∑
N0≤d(P )≤N
|a(P )|2
|P |
)k
,
where
a(P ) =
l−1∑
j=0
aj(d(P )) cos((θ + jβ)d(P ))d(P ).
Now using the expression for aj(m) given in Lemma 8.1 and using a similar upper bound as for
the contribution from primes square, we have that
a(P ) ≤ cos(θd(P )) + 3
2γd(P )
+O
(d(P )
N
)
.
We pick k = ⌊VA ⌋ and then
|F2| ≪ q2g+1 exp
(
V
A
log
(2A
eV
(
log log g +
3V 2(log g)2
γ2g2A2
)))
.
Using the fact that V ≤ cglogq g and that 1/γ
2 = o(log g), we get that
(8.17) |F2| ≪ q2g+1 exp
(
− V
2A
logV
)
.
If S1 ≥ V1, for any k ≤ g/N0,
|F1| ≪ q2g+1 1
V 2k1
(2k
e
)k( ∑
d(P )≤N0
|a(P )|2
|P |
)k
,
with a(P ) as before. Using the Prime Polynomial Theorem (2.1), we get that∑
d(P )≤N0
|a(P )|2
|P | ≪ V(w, g) +
3
γ2
= V .
When V ≤ V2, pick k = ⌊V 212V ⌋, and when V > V2, pick k = ⌊10V ⌋. Then
(8.18) |F1| ≪ q2g+1 exp
(
−V
2
1
2V
)
+ q2g+1 exp(−4V logV ).
Using the bounds (8.18) and (8.17), we obtain (8.11), (8.12) and (8.13), which finishes the proof
of Lemma 6.2. 
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9. Appendix
9.1. Sums involving sin and cos. We will prove the following auxiliary lemmas.
Lemma 9.1. For θ ∈ [0, π),
g∑
n=1
cos(2nθ)
n
≤ log
(
min
{
g,
1
2θ
})
+ O(1).
Proof. If g ≤ 12θ , then
g∑
n=1
cos(2nθ)
n
≤
g∑
n=1
1
n
= log g +O(1).
If g > 12θ , then
g∑
n=1
cos(2nθ)
n
=
1
2θ∑
n=1
cos(2nθ)
n
+
∑
1
2θ<n≤g
cos(2nθ)
n
.
For the first sum above, we have
1
2θ∑
n=1
cos(2nθ)
n
≤
1
2θ∑
n=1
1
n
= log
( 1
2θ
)
+O(1).
For the second sum, we have ∑
1
2θ<n≤g
cos(2nθ)
n
= O(1),
which follows by comparing the sum to the integral
∫ g
1
2θ
cos(2tθ)
t dt, and then using integration by
parts. Putting everything together finishes the proof. 
Lemma 9.2. Let θ be such that 1/θ = o(g) and k ≥ 1. Then
2g∑
m=1
mk sin(mθ) = − (2g)
k cos((2g + 12 )θ)
2 sin(θ/2)
+O
(
gk−1
1
sin2(θ/2)
)
,
and
2g∑
m=1
mk cos(mθ) =
(2g)k sin((2g + 12 )θ)
2 sin(θ/2)
+O
(
gk−1
1
sin2(θ/2)
)
.
Proof. Let
f(θ) =
2g∑
m=1
sin(mθ),
and
h(θ) =
2g∑
m=1
cos(mθ).
We write sin(mθ) = 12i (e
imθ − e−imθ) and cos(mθ) = 12 (eimθ + e−imθ). Evaluating the geometric
series and after some manipulations, we arrive at
(9.1) f(θ) =
cos(θ/2)− cos((2g + 12 )θ)
2 sin(θ/2)
,
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and
(9.2) h(θ) =
sin(θ/2) + sin((2g + 12 )θ)
2 sin(θ/2)
.
From the expression of f ,
f (k)(θ) =


2g∑
m=1
mk sin(mθ) if k ≡ 0 (mod 4)
2g∑
m=1
mk cos(mθ) if k ≡ 1 (mod 4)
−
2g∑
m=1
mk sin(mθ) if k ≡ 2 (mod 4)
−
2g∑
m=1
mk cos(mθ) if k ≡ 3 (mod 4).
Also
h(k)(θ) =


2g∑
m=1
mk cos(mθ) if k ≡ 0 (mod 4)
−
2g∑
m=1
mk sin(mθ) if k ≡ 1 (mod 4)
−
2g∑
m=1
mk cos(mθ) if k ≡ 2 (mod 4)
2g∑
m=1
mk sin(mθ) if k ≡ 3 (mod 4).
By successively differentiating (9.1) and (9.2) and looking at the highest powers of g, Lemma 9.2
follows. 
We also need the following.
Lemma 9.3. Let θ be such that 1/θ = o(g). Then
a−1∑
k=1
sin(kθ)
k
=
π − θ
2
− cos(aθ)
2a sin(θ/2)
− sin(aθ)
2a
+O
(
1
a2 sin2(θ/2)
)
.
Proof. We write
a−1∑
k=1
sin(kθ)
k
=
∞∑
k=1
sin(kθ)
k
−
∞∑
k=a
sin(kθ)
k
.
One can show that
(9.3)
∞∑
k=1
sin(kθ)
k
=
π − θ
2
.
Now we need to evaluate the second sum above. Let
h(r, θ) =
∞∑
k=a
rk
k
sin(kθ).
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Then
∂
∂r
h(r, θ) =
∞∑
k=a
rk−1 sin(kθ) =
1
2i
∞∑
k=a
rk−1eikθ − 1
2i
∞∑
k=a
rk−1e−ikθ
=
ra−1
2i
(
eiaθ
1− reiθ −
e−iaθ
1− re−iθ
)
.
We integrate the above with respect to r from 0 to R. Then
h(R, θ) =
1
2i
(
eiaθ
∫ R
0
ra−1
1− reiθ dr − e
−iaθ
∫ R
0
ra−1
1− re−iaθ dr
)
.
Using integration by parts∫ R
0
ra−1
1− reiθ dr =
Ra
a(1−Reiθ) −
eiθRa+1
a(a+ 1)(1−Reiθ)2 +
2e2iθ
a(a+ 1)
∫ R
0
ra+1
(1− reiθ)3 dr,
and similarly for the second integral. Now plugging in R = 1, we have
(9.4)
h(1, θ) =
∞∑
k=a
sin(kθ)
k
=
sin(aθ) − sin((a− 1)θ)
a(2− 2 cos(θ)) +O
(
1
a2 sin2(θ/2)
)
=
cos((a− 12 )θ)
2a sin(θ/2)
+O
(
1
a2 sin2(θ/2)
)
.
Combining equations (9.3) and (9.4) finishes the proof. 
Lemma 9.4. For 0 ≤ k ≤ 9 and 1/θ = o(1/g), we have
A(k, θ) :=
α−1∑
j=0
2g∑
m=0
mk
sin(2πθ(2m− j))
2m− j +
α−1∑
j=0
2g∑
m=1
mk
sin(2πθ(2m+ j))
2m+ j
=


−α2
[
(2g)k−1 cos(8gπθ)
2πθ − (2g)k−1 sin(8gπθ)
]
+O
(
gk−1θα3 + gk−2θ−1α
)
if k ≥ 2
−α2
[
cos(8gπθ)
2πθ − sin(8gπθ)− cot(2πθ)
]
+
∑2g
m=1m sin(4πmθ)(A(m) +B(m)) +O(θα
3) if k = 1
πα
2 − α2
[
cos(8gπθ)
(2g)2πθ − sin(8gπθ)2g
]
+O
(
g−1θα3 + g−2θ−2α
)
if k = 0,
where A(m), B(m) = O( αm2 ) can be written down explicitly (see equation (9.6).)
Proof. First assume that k ≥ 2. Write sin(2πθ(2m+j)) = sin(4πmθ)+2πθj cos(4πmθ)+O(θ2α2),
by using the Taylor series for sin and cos. Note that the term of size θ2α2 can be written down
explicitly. Then using Lemma 9.2, this error term will be of size O
(
gk−1θα3
)
. Hence
A(k, θ) =
2g∑
m=1
mk sin(4πmθ)
α−1∑
j=0
(
1
2m+ j
+
1
2m− j
)
+ 2πθ
2g∑
m=1
mk cos(4πmθ)
α−1∑
j=0
(
j
2m+ j
− j
2m− j
)
+O
(
gk−1θα3
)
.
The sum over j in the second term above is of size α
3
m2 , so again using Lemma 9.2, the second term
in the expression for A(k, θ) is bounded by α3gk−2. Using the asymptotic expansion for harmonic
numbers, we have
α−1∑
j=0
1
2m+ j
= log
(
2m− 1 + α
2m− 1
)
+
1
2(2m+ α− 1)−
1
2(2m− 1)−
∞∑
k=1
B2k
2k
(
1
(2m+ α− 1)2k −
1
(2m− 1)2k
)
,
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where B2k are Bernoulli numbers. Then we have
(9.5)
α−1∑
j=0
1
2m+ j
=
α
2m
+A(m),
where A(m) = O( αm2 ), and A(m) can be written explicitly as
(9.6)
A(m) =
α
2m(2m− 1)−
α
2(2m− 1)(2m+ α− 1)+
∞∑
k=2
(−1)k+1αk
k(2m− 1)k+
∞∑
k=1
B2k
2k
(
− 1
(2m+ α− 1)2k +
1
(2m− 1)2k
)
.
Similarly we write
(9.7)
α−1∑
j=0
1
2m− j =
α
2m
+B(m),
where B(m) = O( αm2 ) and B(m) can be written down explicitly and has a similar expression as
A(m). When plugged into the expression for A(k, θ), the terms involving A(m) and B(m) will
contribute a term of size O
(
gk−2θ−1α
)
(by Lemma 9.2). Then
A(k, θ) = α
2g∑
m=1
mk−1 sin(4πmθ) +O
(
gk−1θα3 + gk−2θ−1α
)
Using Lemma 9.2 and then again Taylor series for sin and cos, we end up with
A(k, θ) = −α (2g)
k−1 cos(8gπθ)
2 sin(2πθ)
+ α
(2g)k−1 sin(8gπθ)
2
+O
(
gk−1θα2 + gk−2θ−1α
)
= −α
2
[
(2g)k−1 cos(8gπθ)
2πθ
− (2g)k−1 sin(8gπθ)
]
+O
(
gk−1θα3 + gk−2θ−1α
)
.(9.8)
Now assume that k = 1. We rewrite
A(1, θ) =
α−1∑
j=0
2g∑
m=0
m
(
sin(2πθ(2m− j))
2m− j +
sin(2πθ(2m+ j))
2m+ j
)
.
We proceed similarly as when k ≥ 2, and then
A(1, θ) =
α−1∑
j=0
2g∑
m=1
m sin(4πmθ)
(
1
2m+ j
+
1
2m− j
)
+O(θα3).
Using (9.5) and (9.7),
A(1, θ) = α
2g∑
m=1
sin(4πmθ) +
2g∑
m=1
m sin(4πmθ)(A(m) +B(m)) +O(θα3).
From the proof of Lemma 9.2, and again using Taylor series, we get that
A(1, θ) = α
cos(2πθ)− cos(8gπθ)
2 sin(2πθ)
+ α
sin(8gπθ)
2
+
2g∑
m=1
m sin(4πmθ)(A(m) +B(m)) +O(θα3)
= −α
2
[
cos(8gπθ)
2πθ
− cos(2πθ)
sin(2πθ)
− sin(8gπθ)
]
+
2g∑
m=1
m sin(4πmθ)(A(m) +B(m)) +O(θα3).(9.9)
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Now assume that k = 0. We have
A(0, θ) =
α−1∑
j=0
2g∑
m=1
sin(2πθ(2m+ j)
2m+ j
+
α−1∑
j=0
2g∑
m=0
sin(2πθ(2m− j)
2m− j .
We focus on the first summand above. Let k = 2m+ j. We rewrite
α−1∑
j=0
2g∑
m=1
sin(2πθ(2m+ j)
2m+ j
=
4g+α−1∑
k=2
sin(2πθ)k
k
min{2g,⌊ k2 ⌋}∑
m=max{1,⌈ k−α+12 ⌉}
1 =
α+1∑
k=2
sin(2πθk)
k
⌊k
2
⌋
+
α
2
4g+1∑
k=α+2
sin(2πθk)
k
+
4g+α−1∑
k=4g+2
sin(2πθk)
k
(
2g −
⌈k − α+ 1
2
⌉
+ 1
)
.(9.10)
Similarly
α−1∑
j=0
2g∑
m=0
sin(2πθ(2m− j)
2m− j =
4g∑
k=−(α−1)
sin(2πθk)
k
min{2g,⌊ k+α−12 ⌋}∑
m=max{0,⌈ k2 ⌉}
1
=
0∑
k=−(α−1)
sin(2πθk)
k
(⌊k + α− 1
2
⌋
+ 1
)
+
α
2
4g−α+2∑
k=1
sin(2πθk)
k
+
4g∑
k=4g−α+3
sin(2πθk)
k
(
2g −
⌈k
2
⌉
+ 1
)
(9.11)
Combining equations (9.10) and (9.11), we get that
A(0, θ) =
α
2
4g+α−1∑
k=0
sin(2πθk)
k
+
α
2
4g−α+2∑
k=1
sin(2πθk)
k
(9.12)
+
4g∑
k=4g−α+3
sin(2πθk)
k
(
2g − k − 1
2
)
+
4g+α−1∑
k=4g+2
sin(2πθk)
k
(
2g − k − 1
2
)
(9.13)
+
1
2
4g∑
k=4g−α+3
k even
sin(2πθk)
k
− 1
2
4g+α−1∑
k=4g+2
k even
sin(2πθk)
k
.(9.14)
Let B1 denote the term (9.12), B2 the term (9.13) and B3 the term (9.14). Using Lemma 9.3, we
have
4g+α−1∑
k=0
sin(2πθk)
k
=
π + 2πθ
2
− cos((4g + α)2πθ)
2(4g + α) sin(πθ)
− sin((4g + α)2πθ)
2(4g + α)
+O(g−2θ−2),
and
4g+2−α∑
k=1
sin(2πθk)
k
=
π − 2πθ
2
− cos((4g − α+ 3)2πθ)
2(4g − α+ 3) sin(πθ) −
sin((4g − α+ 3)2πθ)
2(4g − α+ 3) +O(g
−2θ−2).
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We use the two equations above and express the sin and cos in terms of sin(8gπθ) and cos(8gπθ),
and then use Taylor series. We get
B1 =
α
2
[
π − cos(8gπθ)
4g sin(πθ)
+
2 sin(8gπθ)
4g
]
+O
(
g−1θα3 + g−2θ−2α
)
=
πα
2
− α
2
[
cos(8gπθ)
(2g)2πθ
− sin(8gπθ)
2g
]
+O
(
g−1θα3 + g−2θ−2α
)
.(9.15)
Now we evaluate B2. By making a change of variables in each of the summands of B2, we get
B2 =
1
2
α−2∑
y=1
y
(
sin(2πθ(4g + 1− y))
4g + 1− y −
sin(2πθ(4g + 1 + y))
4g + 1 + y
)
=
α−2∑
y=1
y
y sin(2πθ(4g + 1)) cos(2πyθ)− (4g + 1) sin(2πyθ) cos(2π(4g + 1)θ)
(4g + 1)2 − y2 = O(g
−1θα3).(9.16)
Now we look at B3. We rewrite
B3 =
1
4
2g∑
k=2g−α2 +2
sin(4πθk)
k
− 1
4
2g+α2−1∑
k=2g+1
sin(4πθk)
k
=
1
4
2g∑
k=2g−α2 +2
sin(4πθk)
k
− 1
4
2g∑
k=2g−α2 +2
sin(4πθ(k + α2 − 1))
k + α2 − 1
=
α
2 − 1
4
2g∑
k=2g+2− α2
sin(4πθk)
k(k − 1 + α2 )
+ O
(
g−1θα2
)
= O
(
g−2α2 + g−1θα2
)
= O
(
g−1θα2
)
.(9.17)
Combining (9.15), (9.16) and (9.17), it follows that
(9.18) A(0, θ) =
πα
2
− α
2
[
cos(8gπθ)
(2g)2πθ
− sin(8gπθ)
2g
]
+ O
(
g−1θα3 + g−2θ−2α
)
.

9.2. Explicit formulas for the coefficients in Theorem 1.1. By directly computing the
residues in sections 4 and 5, we find that
(9.19) a10 =
1
ζq(2)
[
2048
10!
H(1q )−
7680
3!10!
C(1, 1q )
]
,
a9 =
1
ζq(2)
[
1
10!
(
51200H(1q )−
H′(1q )
q
)
− 1
3!10!
(
− 24000
qC(1, 1q )
q − 1 + 216000C(1,
1
q )− 13200
d
dwC(1, w)|w= 1q
q
− 24000 d
dx
C(x, 1q )|x=1
)]
,
(9.20)
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and
a8 =
1
ζq(2)
[
1
10!
(
560640H(1q )−
207360H′(1q )
q
+
23040H′′(1q )
q2
)
− 1
3!10!
(
− 531360
qC(1, 1q )
q − 1 + 2616480C(1,
1
q )
− 347760
d
dwC(1, w)|w= 1q
q
+
58320 ddwC(1, w)|w= 1q
q − 1 − 17280
q ddxC(x, 1q )|x=1
q − 1 − 531360
d
dx
C(x, 1q )|x=1
+ 7560
d2
dw2C(1, w)|w= 1q
q2
+ 58320
d
dx
d
dwC(x,w)|w= 1q ,x=1
q
− 8640 d
2
dx2
C(x, 1
q
)|x=1
)]
.
(9.21)
We will show (by direct computation) that these coefficients match the answer predicted by An-
drade and Keating [2]. In (1.5), denote by Aj the partial derivative, evaluated at zero, of the func-
tion A(z1, . . . , z4) with respect to the j
th variable. For ease of notation, we let Aj(0, 0, 0, 0) = Aj
and A(0, 0, 0, 0) = A. Let Q(x) =
∑10
i=0 bix
i. By directly computing the residues in the integral
expression for Q (in (1.4)), we get that
b10 =
A
4725ζq(2)
,
b9 =
1
1890ζq(2)
[
10A+
1
log q
(
A1 +A2 +A3 +A4
)]
,
and
b8 =
1
1260ζq(2)
[
74A+
15
log g
(
A1 +A2 +A3 +A4
)
+
2
(log q)2
(
A12 +A13 +A14 +A23 +A24 +A34
)]
.
The fact that a10 = b10 follows from the identity
H(1q ) = C(1, 1q ) = A =
∏
P
(|P | − 1)6(|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1)
|P |10(|P |+ 1) .
Now write A1 = A2 = A3 = A4 = aA, where
a =
∑
P
d(P )(25|P |4 − 16|P |3 + 30|P |2 − 20|P |+ 5)
(|P | − 1)(|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1) .
We compute that
H′(1q ) = −2qaA,
d
dwC(1, w)|w= 1q
q
= −4qaA, d
dx
C(x, 1q )|x=1 = A
(
−a−
∑
P
d(P )
|P |2 − 1
)
= A
(
−a− 1
q − 1
)
,
where the sum over primes above can be easily computed by looking at the logarithmic derivative
of ζq(s). Combining the above identities gives that a9 = b9. We further compute Aij = A(a
2 + h),
for i 6= j, where
h =
∑
P
−d(P )
2|P | (17|P |9 + 26|P |8 + 13|P |7 + 57|P |6 − 117|P |5 + 113|P |4 − 65|P |3 + 27|P |2 − 8|P |+ 1)
(|P | − 1)2 (|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1)2 .
We have H′′(1q ) = q2A(4a2 + 2a− 2b), where
b =
∑
P
d(P )2
(
45|P |10 + 117|P |9 − 73|P |8 + 330|P |7 − 485|P |6 + 450|P |5 − 295|P |4 + 138|P |3 − 40|P |2 + 5|P |)
(|P | − 1)2 (|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1)2
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Also
d2
dw2
C(1, w)|w= 1
q
= q2A(16a2− 4(e− a)), d
2
dx2
C(x, 1
q
)|x=1 = A
((
a+
1
q − 1
)2
−
(
r− a− 1
q − 1
))
,
d
dx
d
dw
C(x,w)|w= 1
q
,x=1 = qA
(
4a
(
a+
1
q − 1
)
− 4f
)
,
where
e =
d(P )2
(
90|P |10 + 234|P |9 − 146|P |8 + 660|P |7 − 970|P |6 + 900|P |5 − 590|P |4 + 276|P |3 − 80|P |2 + 10|P |)
(|P | − 1)2 (|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1)2 ,
r =
[
d(P )2
(
38|P |12 + 220|P |11 + 123|P |10 + 305|P |9 + 89|P |8 − 98|P |7 + 34|P |6 + 20|P |5 − 89|P |4
+ 98|P |3 − 43|P |2 + 7|P |
)]/[
(|P | − 1)2(|P |+ 1)2 (|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1)2 ],
f =
d(P )2|P | (28|P |9 + 91|P |8 − 86|P |7 + 273|P |6 − 368|P |5 + 337|P |4 − 230|P |3 + 111|P |2 − 32|P |+ 4)
(|P | − 1)2 (|P |5 + 7|P |4 − 3|P |3 + 6|P |2 − 4|P |+ 1)2
.
The fact that a8 = b8 follows from the above identities and upon noticing that
7e
2
+ 27f − r − 24h− 32b =
∑
P
d(P )2|P |2
(|P |2 − 1)2 =
q
(q − 1)2 ,
where the last identity is obtained by looking at the second derivative of log ζq(s).
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