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Resume { Dans le cadre de poursuite a haute resolution (HR) des directions d'arrivee (DDA) des sources mobiles, nous utilisons
la methode PASTd qui recupere par une technique de deation le sous-espace signal a partir des sorties de l'antenne. Nous
montrons que cette methode simple resoud bien le probleme d'association entre les DDA estimees et reelles par l'incorporation
d'une procedure de prediction par le ltre de Kalman. Associee a la procedure de decomposition DEESE, les performances de la
methode proposee restent tres bonnes me^me quand il s'agit de sources correlees.
Abstract { In the high resolution frame, we consider the PASTd method that uses a technique of deation to recover the signal
subspace from the antenna output. We show that this quite simple method resolves the data association problem between the
estimate and actual directions of arrival (DOA) by adding a Kalman lter prediction procedure. Associated with the DEESE
procedure its performance remain very good in the case of correlated sources as well.
1 Introduction
Dans les applications de radiocommunications, les si-
gnaux provenant des sources dont il faut estimer les DDA
sont souvent fortement correles a cause de l'existence de
multitrajets. Les algorithmes tels que la formation de voies
adaptative (Fdv) et le maximum de vraisemblance (MV)
peuvent traiter les signaux partiellement ou totalement
correles. Cependant, la Fdv a un faible pouvoir de resolu-
tion, necessite une diversite spatiale relativement impor-
tante et est peu robuste au bruit alors que le MV qui est
a HR est trop complexe pour e^tre operationnel en temps
reel.
Les methodes des sous-espaces comme PASTd [1] sont
une alternative moins complexe au MV [3] dans le cas de
sources non totalement correlees [2]. Mais dans le cas de
coherence d'un sous-ensemble des signaux, ces methodes
echouent totalement.
Pour que ces methodes attractives restent operationnelles
dans des contextes plus reels et pour une antenne lineaire
et uniforme (ALU), deux alternatives sont possibles, la
premiere est le lissage spatial (LSp) qui consiste a decom-
poser l'observation selon les sous-antennes choisies et la
seconde est la DEecomposition de l'Espace Source Es-
time (DEESE) [8], ce sous-espace etant celui engendre par
les vecteurs propres preponderants de la matrice de cova-
riance des observations et est inclus dans le sous-espace
signal.
La prediction par le ltre de Kalman permet d'eviter le
probleme d'association des donnees en donnant l'initiali-
sation pour la minimisation monodimentionnelle du pseu-
dospectre. Cette minimisation s'eectue selon une approxi-
mation de l'algorithme de Newton.
Nous presentons la methode PASTd-DEESE bidirectif avec
prediction de Kalman qui correspond a une adaptation
elegante et simple de PASTd au cas de sources correlees
et qui exploite bien la structure ALU. Me^me si les sources
sont decorrelees, on constate que DEESE ameliore la pour-
suite au moment des croisements car l'egalite entre les
DDA de plusieurs sources fait qu'on ne peut plus recuperer
le sous espace-signal entier par la seule utilisation de la
methode de poursuite.
Apres l'introduction du modele des donnees, nous presen-
tons les algorithmes PASTd et DEESE et nous evaluons a
travers des simulations comparatives les performances de
la solution proposee.
2 Modele des donnees
Une ALU deM capteurs recoit les signaux bande-etroite
provenant deK sources eloignees avecM > K, chacun des
capteurs ajoute a sa mesure un bruit additif. Les signaux
et bruits additifs sont aleatoires, stationnaires, centres et
gaussiens. On suppose aussi que les signaux et le bruit
sont decorreles et que le bruit est blanc.
Ainsi l'observation x(t) mesuree au niveau de l'antenne
s'ecrit :
x(t) = A((t))s(t) + b(t) (1)
avec s(t) le vecteur des K signaux, b(t) le vecteur des
M bruits additifs et A((t)) est la matrice des vecteurs
sources bande-etroite a(
i
(t)) i = 1;K :
A((t) = (a(
1
(t)) : : : a(
K
(t))) (2)
ou les 
i
(t) sont les DDA des sources a l'instant t.
Notons alors que dans le cas sans bruit, le rang de la ma-
trice d'autocorrelation de x(t) sera strictement inferieur
a K des que deux au moins des sources se croisent ou
emettent des signaux coherents ce qui rend la recuperation
du sous-espace signal irrealisable par decomposition en
elements propres.
3 La methode PASTd
La methode PASTd estime d'une facon adaptative une
base non orthonormale du sous-espace signal W(t) par
le calcul des vecteurs propres preponderants de la matrice
d'autocorrelation des observations, pour cela elle minimise
le critere de moindres carres recursifs suivant :
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En eet, dans ce critere on a approche la projection de
l'echantillon x(j) surW(t) par celle surW(j 1) le sous-
espace signal estime pour l'echantillon precedent et ce
pour obtenir un critere quadratique en W.
La variante PASTd utilise une technique de deation dans
l'estimation sequentielle des composantes du sous-espace
signal. Son algorithme est le suivant : pour chaque nouvel
echantillon x(t) parmi les N de l'instant t, on itere :
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Le conjuge est note (:)

, le transpose (:)
T
et le transpose
conjuge (:)
H
.
Notons que si les sources sont decorrelees alors les K pre-
miers vecteurs estimes par PASTd engendrent le sous-
espace signal en totalite, en revanche si elles se repartissent
en g groupes de sources coherentes alors le sous-espace si-
gnal estime est de dimension g < K et est strictement
inclus dans le sous-espace signal.
4 La methode DEESE
La methode DEESE recupere le sous-espace signal en-
tier a partir des g vecteurs calcules par PASTd et formant
le sous-espace signal estime W.
W = [w
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w
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Il s'agit de les decomposer en sous vecteurs de longueur
m avec K < m M comme suit :
w
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Chaque vecteur parmi les g donne r sous-vecteurs avec
r =M  m+1 regroupes dans une matrice m r comme
suit :
W
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Ainsi la matrice W(r) = [W
1
W
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::W
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] est de dimension
mrg et sert au calcul de Q(r) de dimension mm par :
Q(r) =W(r)W(r)
H
(14)
LesK vecteurs propres preponderants deQ(r) engendrent
le sous-espace source recupere, ensuite on continue le trai-
tement habituel par le calcul du projecteur sur le sous-
espace signal puis la minimisation du pseudespectre qui
donne les DDA a ltrer par Kalman pour obtenir les es-
timees nales.
L'exploitation de l'equivalence translative de l'ALU en
prenant leM
ieme
capteur comme capteur de reference per-
met de decomposer d'une facon bidirective les g vecteurs
obtenus par PASTd pour obtenir [W(r)W
b
(r)] de dimen-
sionm2rg au lieu deW(r) et ce selon (15) ou J
m
designe
la matrice nulle a deuxieme diagonale unitaire.
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L'utilisation de la bidirectivite pour DEESE et LSp per-
met de moins reduire la taille eective de l'antenne : il
suÆt alors que 2r soit superieur a la taille du plus grand
groupe de sources coherentes g
max
pour assurer la decorre-
lation et par consequent la poursuite. En eet, dans le
cas monodirectif il faut que r  g
max
ce qui reduit plus
la taille eective de l'antenne et altere par consequent la
resolution.
5 Prediction des DDA et minimi-
sation du pseudospectre
Le ltre de Kalman est utilise dans deux phases de l'al-
gorithme, il sert a predire les DDA courantes a partir des
DDA du dernier instant, ces valeurs predites
~

k
donnent
en eet l'initialisation pour le calcul des DDA courantes
par minimisation du pseudospectre en utilisant une ap-
proximation de l'algorithme de Newton (16). Kalman sert
enn a ltrer les DDA en tenant compte des innovations
(erreurs de prediction) pour calculer les valeurs nales des
DDA.
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 etant le projecteur orthogonal sur le sous-espace si-
gnal et d() la derivee du vecteur source a() par rap-
port a . Les equations relatives au ltre de Kalman sont
comme suit, ou le vecteur d'etat Y
k
contient  et ses deux
premieres derivees temporelles :
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Y
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F est une matrice de transition,  
k
et Q
k
designent res-
pectivement la matrice de covariance de l'etat et du bruit
d'etat. Apres l'etape d'estimation, l'erreur de prediction
est calculee par :
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G
k
designe le gain de Kalman, H est la matrice de
transition de la mesure et v
k
est le bruit de mesure dont
la variance est 
2
vk
.
6 Comparaisons et simulations
Le gain en simplicite de PASTd-DEESE ou encore de
PASTd-LSp par rapport au MV et Fdv adaptatifs est
evident. Si on compare ces deux premieres entre elles, la
complexite d'une iteration de l'etape d'estimation du sous-
espace signal est de :
PAST-DEESE : N  g M +m
2
 g  r +m
2
PAST-DEESE bidirectif : N  g M + 2 m
2
 g  r +m
2
PAST-LSp : N K m  r
PAST-LSp bidirectif : 2 N K m  r
On note que PAST-LSp est plus complexe puisque tous
ses traitements se font en boucles internes de PASTd alors
que pour PAST-DEESE on distingue une etape de PASTd
pour le calcul des g vecteurs du sous-espace estime puis
la formation de Q(r) et sa decomposition en elements
propres. Le caractere bidirectif exploite dans le cas de
DEESE ou de LSp conserve mieux la dimension eective
de l'antenne ce qui permet de reduire sa taille en gardant
la me^me resolution angulaire. Cependant, l'augmentation
de la complexite qui en resulte est plus grande pour LSp.
Simulations :
Nous comparons les performances statistiques de l'algo-
rithme PASTd-DEESE bidirectif aux methodes PASTd-
LSp, MV stochastique de [3] et la Fdv adaptative contrainte
de [5].
Quatre sources mobiles sont considerees, les sources 1 et 3
ainsi que 2 et 4 forment deux groupes de sources coherentes
(g = 2), les signaux emis ont un RSB = 5db et sont captes
par une ALU a M = 9 capteurs. Pour chaque instant le
nombre d'echantillons est N = 40.
Le ltre predicteur de Kalman est d'ordre 2 et 
2
vk
(t) est
mise a jour par la borne de Cramer-Rao [9].
La bidirectivite est utilisee aussi bien pour DEESE que
LSp.
Les resultats du tableau 1 donnent les pourcentages de
poursuite sur 100 realisations sur la duree de 80s, une
realisation est bonne si les ecartements ne depassent pas
5 degres pour toutes les sources durant toute la periode
de poursuite. Ici r = 2 sous-reseaux de m = 8 capteurs
chacun.
Tab. 1: Performances statistiques sur 100 realisations
MV Fdv PASTd-LSp PASTd-DEESE
77% 10% 80% 96%
Sur le tableau 2, on peut voir l'inuence de la taille des
sous-antennes.
Tab. 2: Inuence du nombre de sous-antennes r
m PASTd-LSp PASTd-DEESE
9 87% 89%
7 73% 85%
6 40% 74%
5 1% 50%
4 0% 0%
Notons le compromis entre la decorrelation des sources
(r grand) et la resolution des DDA (m grand).
D'apres les resultats obtenus, l'algorithme considere a de
meilleures performances que le MV et la Fdv pour un
faible RSB et avec peu d'echantillons. Pour 2 groupes de
sources coherentes et gra^ce a l'utilisation de la bidirecti-
vite de l'ALU, PASTd-DEESE a de bonnes performances
resolutives avec 9 capteurs uniquement.
La gure (1) montre la capacite de poursuite de PASTd-
DEESE malgre la variation rapide des DDA, on note aussi
la bonne association entre les DDA estimees et les sources
par l'utilisation du ltre de Kalman dans le cas de mul-
tiples croisements entre les trajectoires des sources.
Les gures (2,3) montrent pour m = 8 les moyennes des
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Fig. 1: Poursuite de PASTdDEESE pour m=8
erreurs sur les realisations et les variances empiriques des
estimateurs calculees sur 100 realisations (dans les deux
cas une moyenne sur les quatre sources est consideree),
elles montrent que pour les conditions choisies PASTd-
DEESE a les plus faibles variances. Par contre, il est moins
precis que le MV qui a les plus faibles ecarts des vraies tra-
jectoires.
Dans la gure (4) les variances des erreurs de PASTd-
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Fig. 2: Moyennes des erreurs sur les DDA
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Fig. 3: Variances empiriques des DDA
DEESEminimales sont pourm = 8, on note bien que pour
de sous-antennes plus grandes (m = 9) la decorrelation
est moins bonne alors que pour un plus grand nombre de
sous-antennes (m = 6 et m = 7) la resolution est moins
bonne. Ce resultat est retrouve dans les taux de poursuite
du tableau 2.
7 Conclusion :
La methode proposee assure la poursuite de sources
coherentes par une methode des sous-espaces, on garde un
bon pouvoir de resolution me^me lorsque le nombre de cap-
teurs est reduit et ce par l'utilisation de la bidirectivite de
l'ALU. Les performances statistiques de PASTd-DEESE
montrent que la variance de l'estimateur correspondant
est plus petite que celles du MV, PASTd-LSp et la Fdv
contrainte, ceci traduit sa abilite en terme de poursuite.
Par ailleurs, ses ecarts restent tres acceptables pour les
exigences de HR.
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Fig. 4: Variances des DDA pour PASTd-DEESE
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