This paper deals with a class of integral transforms arising from a singular SturmLiouville problem y − q(x)y = −λy, x ∈ (a, b), in the limit-point case at one end or both ends of the interval (a, b). The paper completely solves the problem of characterization of the image of a function that has compact support (Paley-Wiener theorem) and also of a function that vanishes on some interval (Boas problem) under this class of transforms. The characterizations are obtained with no restriction on q(x) other than being locally integrable.  2002 Elsevier Science (USA). All rights reserved.
The Paley-Wiener theorem stated thatf ∈ L 2 (R) has compact support if and only if f ∈ L 2 (R) is analytically extendable into complex plane as an entire function of exponential type. In [1] Bang proved another version of the PaleyWiener theorem.
Theorem A.f has compact support if and only if f is infinitely differentiable, f (n) ∈ L 2 (R) for any n, and
It is a real-valued version of the Paley-Wiener theorem since no complexification of f was required. From Bang's Theorem A and the Paley-Wiener theorem one can describe the class of square integrable functions on R that are analytically extendable into entire functions of exponential type in the complex plane.
Bang's proof was based on the Bernstein-Kolmogorov inequality. Another proof of Theorem A and its generalization for the multidimensional Fourier transform was given in [5] . It rested on the following theorem that is extremely important for applications of the Fourier transform.
Theorem B.f (λ), λf (λ) ∈ L 2 (R) if and only if f, f ∈ L 2 (R). Moreover, the Fourier transform of f is iλf (λ).
In [6] with the help of Theorem B it was established In signal analysis, f is called a signal, andf is the signal frequency content. In general, a linear integral transform is called a (linear) system, and the output of a signal through a system is called a frequency content. The support of the frequency content is the spectrum of the signal. A signal is band-limited, if its spectrum is bounded, and is a high-pass signal, if its spectrum vanishes almost everywhere on a band (σ, δ). Thus, Theorem A and the Paley-Wiener theorem described band-limited signals, and Theorem C solved the problem of characterization of high-pass signals posed by Boas for the Fourier transform. In the sequence Theorems A, B, and C will be generalized to characterize band-limited and high-pass signals passing through some other linear systems. These systems (integral transforms) arise from some singular Sturm-Liouville differential operators of the second order
in the limit-point case at one end or both ends of the interval (a, b), with no restriction on q(x) other than being locally integrable. The limit-point and limitcircle theory was introduced by H. Weyl to solve the problem of well-setting of a singular Sturm-Liouville problem. If q(x) is continuous on a closed and bounded interval [a, b] , the Sturm-Liouville problem is called regular. If the interval (a, b) is infinite, or the potential q(x) admits singularity at one or both end points of the interval, the problem is called singular. The regular Sturm-Liouville problem is well-set, that means for each non-real parameter λ there is a unique square integrable solution to the nonhomogeneous equation
satisfying a pair of homogeneous boundary conditions, one at each end of the interval [a, b] . In the singular case if the function q(x) is of the limit point type at one end point, then the problem is automatically well-set with respect to this end of the interval and no boundary condition need be nor can be imposed here. In a sense, the boundary condition is implicit in the nature of q(x). On the other hand, if one has a limit-circle type at an end point, then some boundary condition must be imposed there in order to have a well-set problem.
Linear systems as eigenfunction expansions of regular or singular SturmLiouville problems in the limit-circle case at both ends of the interval (a, b) are discrete and are called generalized Fourier series. Linear systems arising from singular Sturm-Liouville problems with limit-point case at least one end point of the interval (a, b) always contain a continuous integral transform, and in addition maybe a finite or infinite series. They include as special cases many well-known integral transforms, such as the Fourier sine-and cosine-transforms, Hankel, Weber, Kontorovich-Lebedev, and Jacobi transforms, to name just a few.
In [4, [6] [7] [8] [9] some generalizations of Theorems A and C were obtained for certain continuous Sturm-Liouville transforms, but only under severe restrictions on q(x). The characterizations for band-limited signals obtained in this paper are also simpler, since no boundary conditions on the signals at a limit-point end are required. Their application to the Hankel transform results in an introduction of a space of smooth functions invariant under the Hankel transform. 
Consider the following singular Sturm-Liouville problem:
where q is a continuous real-valued function on (a, b). This restriction on q can be relaxed somewhat. Actually, it suffices for q to be integrable over every compact subinterval of (a, b), see [2] . Let L be in the limit-point case at both a and b. Suppose that φ 1 (x, λ) and φ 2 (x, λ) are the solutions of Eq.
(1) such that
It is well known [2] that there exists a matrix (ρ) with the properties stated above
where
In term of this g, the Parseval equality
and the expansion 
to a function f and formula (2) holds. This result is known as the Plancherel theorem for the pair of Sturm-Liouville transforms (2) and (4) (see [2] ). The focus of this section is to generalize Theorems A, B, and C for the SturmLiouville integral transform (2) and its inverse (4) . Assume that the spectrum of L is an infinite interval I (the discrete spectrum is empty), so the matrix (ρ jk (λ) − ρ jk (µ)) is positive definite for any λ, µ ∈ I with λ > µ. Therefore, g ρ > 0 if g ≡ 0 on I . The first result of this paper is Theorem 1. Let the vector function g be the transform (2) of a function f . Then
if and only if Lf is well-defined and f, Lf belong to L 2 (a, b). Moreover, the transform (2) of Lf is −λg(λ).
The existence of Lf means that f is differentiable, and f is absolutely continuous on (a, b). One can see a striking similarity between Theorems 1 and B for the Fourier transform.
Proof.
It is well known [2] that there exist two Titchmarsh-Weyl functions m −∞ (σ ) and m ∞ (σ ) analytic in the upper-half plane such that, as a function of x,
is in L 2 (a, c), and The resolvent function also has the following integral representation [3] : , b) , and (5) yields
L is in the limit-point case at a, so the only L 2 solution of the equation
Thus ψ 1 , ψ 2 are linearly independent, so h = A σ ψ 1 = B σ ψ 2 if and only if h = 0. Thus
and consequently, 
Thus,
and therefore, Lf belongs to L 2 (a, b). The theorem is proved. ✷ By induction one can easily obtain
., k, if and only if L n f is well-defined and belongs to
Here and throughout the paper we use the obvious notation L 0 f = f . The other result of the section is 
This theorem describes the image of the space L 2 (ρ) under the finite integral transform
It generalizes Theorem A for the Fourier transform. In general it is harder to describe the image of the space L 2 (ρ) under a finite integral transform (PaleyWiener-type theorem) than under an infinite integral transform (Plancherel-type theorem). A weaker form of Theorem 2 was proved in [9] . There the potential q was assumed to be infinitely differentiable on (a, b), ρ 12 = ρ 21 ≡ 0, and the functions φ j (x, λ), j = 1, 2, and their derivatives were supposed to satisfy the Riemann-Lebesque property: 
Proof. The lemma is trivial if g ≡ 0. So we assume that g ≡ 0.
(a) Suppose that the vector function g has compact support:
On the other hand, since δ is the supremum of the support of g, for any 0 < < δ, 
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Because > 0 is arbitrary, we obtain
Suppose that g has unbounded support. Then for any N large enough,
Consequently,
Letting N → ∞, we obtain lim n→∞ λ n g(λ) 
On the other hand, from the definition of τ it is obvious that for any > 0
This together with (7) give part (b) of the lemma. ✷ Now we are ready to prove Theorem 2.
Proof of Theorem 2. We start with proving the necessary part. Let g ∈ L 2 (ρ) have compact support Then λ n g(λ) ∈ L 2 (ρ) for any n. Thus Corollary 1 applied to g yields that L n f is well-defined and belongs to L 2 (a, b) for any n. The transform (2) of L n f is (−λ) n g(λ), and, by the Parseval identity (3),
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Thus, Lemma 1 gives
This completes the proof of the necessary part.
We prove now the sufficient part of the theorem. So assume that L n f is welldefined and belongs to L 2 (a, b) for any n. Then Corollary 1 applies, and therefore, for all n, λ n g(λ) belongs to L 2 (ρ), where g is the transform (2) of f . Thus one can apply Lemma 1 to obtain
Thus g has compact support, and the theorem is proved. ✷
The following theorem characterizes band-pass signals and is a generalization of Theorem C. It describes the image of a function g ∈ L 2 (ρ) that vanishes in a neighborhood of a point λ 0 ∈ I under the transform (4). 
for any n, and
So the Parseval formula (3) yields
Therefore, from part (b) of Lemma 1 one can see that 
Sturm-Liouville transforms in the limit-point case at one end of an interval
Consider the singular Sturm-Liouville problem:
where q is a real-valued function integrable over any compact subinterval of [a, b). Let L be regular at a and in the limit-point case at b. Assume that the spectrum I of L is an infinite interval. Let φ(x, λ) and θ(x, λ) be the solutions of Eq. (8) such that
It is well known [2] that there exists a non-decreasing function
and the expansion
are valid. The latter integral converges in the mean in L 2 (a, b) . Conversely, if g ∈ L 2 (I, dρ), then the integral (10) converges in the mean in L 2 (a, b) to a function f and formula (9) holds. This is the Plancherel theorem for the pair of Sturm-Liouville transforms (9) and (10). The focus of this section is to obtain results similar to Theorems 1-3 for the Sturm-Liouville integral transform (9) and its inverse (10) . Although the study is similar to that of the previous section, some additional boundary conditions at the point a appear, due to the regular condition of L at the end point a. The first result of this section is Theorem 4. Let g be the transform (9) of a function f . Then
In this case the transform (9) of Lf is −λg(λ).
Here for shortness we denote
provided the limits exist. Similarly,
Proof. It is well known [2] that there exists a Titchmarsh-Weyl functions m ∞ (σ ) analytic in the upper half plane such that, as a function of x,
is in L 2 (a, b), for any σ with σ > 0. For any such σ the resolvent R σ f of the function f is given by a, b) . Moreover, R σ f is twice differentiable, and
The resolvent function also has the following integral representation
so R σ f is the transform (10) of g(λ)/(σ − λ). Let (i) and
L is in the limit-point case at b, so the only L 2 solution of the equation Conversely, assume g(λ), λg(λ) ∈ L 2 (I, dρ). Let f andf be the transform (9) of g(λ) and λg(λ), respectively. Similar to the proof of Theorem 1, one can show that f = R σ h, where h = σf −f . Therefore, 
for any n = 0, 1, . . ., k, if and only if
In this case the transform
The other result of the section is 
A weaker form of Theorem 5 was proved in [9] . There the potential q was assumed to be infinitely differentiable and bounded on [a, b). Beside the conditions (i)-(iii) one had to assume additionally in [9] that L n f and The proof is similar to the proof of Theorem 3 and is omitted. Theorem 6 was proved in [8] under the restriction that the function q in (8) is bounded and belongs to L 1 (a, b) .
The Hankel transform
Many examples of applications of the results of this paper to various integral transforms (Fourier-sine and -cosine, Weber, Kontorovich-Lebedev, Jacobi, to name just a few) can be drawn from [8, 9] .
As an illustration consider the Bessel differential equation in Sturm-Liouville form Ly = y − ν 2 − 1/4 x 2 y = −λy, ν > 1, 0 < x < ∞.
The operator L is in the limit-point case at both ends 0 and ∞ of the interval (0, ∞). If λ > 0 then the solutions of (11) in L 2 (0, c) and L 2 (c, ∞) are √ xJ ν (xs) and √ xH (1) ν (xs), respectively, where J ν (x) and H that also belongs to L 2 (0, ∞) for any k and any n. Thus g ∈ H ν . Due to the symmetry of the pair of the Hankel transforms (12), (13), it follows that the Hankel transform (12) is a bijection on H ν . This space H ν would play a similar role for the Hankel transform of order ν, as the Schwartz space S of rapidly decreasing functions does for the Fourier transform. It would be interesting to compare the space H ν with a space of smooth functions, introduced in [10] , that is also invariant under the Hankel transform of order ν.
