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Resumen
Esta tesis estudia métodos de integración numérica geométrica, específicamente,
métodos numéricos diseñados para conservar la función de Lyapunov de un sistema
dinámico. En otras palabras, se proponen aproximaciones numéricas cuya energía
disminuye, al igual que en la ecuación diferencial de origen. Por lo tanto, se centra
la atención en ecuaciones diferenciales ordinarias (EDO) que se puedan reescribir en
la forma de un gradiente lineal, es decir, la parte derecha de la EDO se escribe como
el producto de una matriz definida negativa y el gradiente de la función de Lyapunov
del sistema. Con este objetivo, se implementan métodos de gradiente discreto para
la integración numérica de un sistema de EDO. Los métodos de gradiente discreto
son esquemas implícitos, que dan lugar a sistemas dinámicos discretos que poseen la
misma función de Lyapunov que el sistema continuo. En este trabajo se demuestra
que es posible reescribirlos de forma explícita imponiendo determinadas condiciones
sobre los parámetros del método. La formulación de un método de gradiente discreto
es sencilla, pues basta con establecer la relación entre la aproximación de una ma-
triz definida negativa y un gradiente discreto, el cual tiene propiedades similares a
las del gradiente de la función de Lyapunov del sistema continuo. En principio, este
procedimiento produce métodos de primer orden, pero el análisis muestra el camino
para el diseño de métodos de orden superior. El método propuesto se aplica a la dis-
cretización de las redes neuronales de Hopfield, con y sin autopesos. Este sistema se
considera como un caso de prueba adecuado, ya que permite definir sistemas de alta
dimensión fácilmente y, en la mayoría de las aplicaciones, la conservación de su fun-
ción de Lyapunov es más importante que la exactitud de las trayectorias particulares.
Los resultados son corroborados por medio de experimentos numéricos, en los que
el método de gradiente discreto propuesto se compara con la regla de Euler, algunos
métodos comerciales de Runge-Kutta y un método de proyección, diseñado especí-
ficamente para la conservación de la función de Lyapunov. Como predice la teoría,
los métodos de gradiente discretos preservan la función de Lyapunov, mientras que
los métodos convencionales no lo hacen, ya que al discretizar el sistema, en algunos
casos aparecen soluciones periódicas y en otros la función de Lyapunov no decrece a
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lo largo de las trayectorias.
También como parte de la tesis se propone la extensión de alto orden del método
de gradiente discreto anteriormente mencionado. En esencia, se considera la compo-
sición del método de gradiente discreto de primer orden con su adjunto, dando como
resultado un método de gradiente discreto de segundo orden. El método adjunto es
la aplicación inversa del método original con el tamaño de paso negativo. Por últi-
mo, se diseñan experimentos numéricos con el objetivo de validar el funcionamiento
del método propuesto, en los que se compara con el método de gradiente discreto de
primer orden y la regla trapezoidal. En estos experimentos se muestra la capacidad
de este método tanto para conservar la función de Lyapunov del sistema continuo
como para aproximarlo con precisión. En este caso, también se utilizan las redes de
Hopfield como caso de estudio, considerando la ausencia de autopesos.
Teniendo en cuenta los resultados de las simulaciones en cada caso, se concluye
que tanto el método de gradiente discreto como su extensión son una opción válida y
prometedora para la discretización de sistemas de gradiente con función de Lyapunov.
Palabras clave
Integración Numérica Geométrica; Sistemas Dinámicos; Función de Lyapunov; Es-
tabilidad; Métodos Numéricos para EDOs; Gradientes Discretos.
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Abstract
This thesis studies numerical methods that preserve a Lyapunov function of a
dynamical system, i.e numerical approximations whose energy decreases, just like
in the original differential equation. Therefore we will focus on Ordinary Differen-
tial Equations (ODEs) that can be rewritten in the form of a linear gradient, i.e, the
right-hand side of the ODE is written as the product of a negative-definite matrix
and the gradient of the Lyapunov function of the system. With this aim, a discrete
gradient methods is implemented for numerical integration of a system of ordinary
differential equations. Discrete gradient methods are implicit methods, which result
in discrete dynamical systems that possess the same Lyapunov function as the con-
tinuous system. In this work it is shown that they can be computed explicitly for
particular families of systems that fulfil some mild assumptions. The formulation
of discrete gradient methods is straightforward, since they can be written by means
of the approximation of a negative-definite matrix and a discrete gradient, which has
properties that are similar to those of the gradient of the Lyapunov function. In princi-
ple, this procedure yields first order methods, but the analysis paves the way to desig-
ning higher-order methods. The proposed methods are applied to continuous Hopfield
neural networks, both with and without self-weights, which are regarded as a suita-
ble test case since high-dimensional systems can easily be defined and preservation
of the Lyapunov function is more important than accuracy of particular trajectories
in most applications. The results are illustrated by means of numerical experiments,
where the discrete gradient methods is compared to the Euler rule, standard Runge-
Kutta methods and a projection method specifically designed for the conservation of
the Lyapunov function. As predicted by the theory, discrete gradient methods preser-
ve the Lyapunov function, whereas conventional methods fail to do so, since either
periodic solutions appear or the energy does not decrease.
Also as part of this thesis, the extension of discrete gradient methods to higher
order is proposed. In essence we are considering a discrete first order gradient to-
gether with its adjoint, giving as a result a discrete gradient method of second order.
The adjoint method is the inverse map of the original method with negative step si-
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ze. Finally, the proposed method is implemented in numerical experiments, where it
is compared to the first order discrete gradient methods and to the trapezoidal rule.
These experiments show the method characteristic feature, namely preservation of
the Lyapunov function, as well as its ability to approximate the continuous system
precisely. In this case, the proposed methods are also applied to the discretization of
the Hopfield neural network, for which only the case without self-weights has been
considered.
Given the simulation results in each case, it is concluded that both the discrete
gradient method and its extension are a valid and promising choice for the discreti-
zation of gradient systems with Lyapunov function.
Keywords
Geometric Numerical Integration; Dynamical Systems; Lyapunov Function; Stabi-
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Este capítulo está compuesto de tres secciones. En la primera se hace
una breve introducción al tema en el que se enmarca la tesis, la integra-
ción geométrica, haciendo un breve recorrido por los antecedentes y los
principales resultados que aparecen en la literatura hasta la fecha. Luego,
se introduce el sistema que se utilizará como caso de estudio, las redes
de Hopfield. Posteriormente y con el objetivo de que la tesis sea auto-
contenida, se describen también en este capítulo los fundamentos de las
técnicas matemáticas usadas en diferentes momentos del trabajo, estos
resultados se recogen en las otras dos secciones. Una de estas seccio-
nes estará dedicada al estudio de las ecuaciones diferenciales ordinarias
vistas como un caso particular de los sistemas dinámicos; mientras que
la otra, se dedicará al estudio de métodos numéricos diseñados para la
resolución de ecuaciones diferenciales ordinarias.
1.1. Introducción
Los conceptos de derivada e integral nacieron conjuntamente con las ecuaciones
diferenciales y el cálculo infinitesimal [20] en el siglo XVIII y están estrechamente
relacionados con la solución de problemas mecánicos y geométricos, entre otros. En
1
Yadira Hernández-Solano
muchas ocasiones, resolver estos problemas no se reduce a encontrar una primitiva
o una integral sino a resolver una ecuación diferencial. Resulta de vital importancia
señalar que prácticamente cada ley física que rige nuestro universo puede ser mo-
delada matemáticamente mediante una ecuación diferencial, reflejando cada una de
las posibles evoluciones del sistema en cuestión, mediante las infinitas soluciones
que presente dicha ecuación diferencial. Si se trabaja con un problema de valores
iniciales, también llamado problema de Cauchy, se estaría identificando realmente la
evolución del sistema físico que se está estudiando. Si se tiene en cuenta el papel fun-
damental que juegan las ecuaciones diferenciales en la aplicación de la matemática a
otras ciencias, resulta lógico el gran esfuerzo que han dedicado grandes matemáticos
de la talla de Newton, Leibniz entre otros [18] a la tarea de resolverlas o integrarlas.
La incapacidad de los métodos elementales de integración para resolver algunos de
los problemas más importantes motivó la introducción de técnicas de mayor poten-
cia y generalidad, entre las que se puede citar el trabajo con series y los métodos
numéricos [25] de los que se hablará posteriormente en este capítulo. A pesar de
ser incuestionable la importancia y utilidad del análisis numérico para la resolución
aproximada de sistemas de ecuaciones diferenciales, se ha demostrado que incluso
los métodos numéricos más sofisticados son incapaces de respetar la dinámica del
sistema continuo, a menos que se trabaje con un tamaño de paso suficientemente pe-
queño, siendo este un inconveniente a tener en cuenta cuando de la resolución de
problemas reales se trata. Esta incapacidad de los métodos numéricos tradicionales,
por llamarlos de alguna manera, ha dado lugar al surgimiento de una nueva línea de
investigación, conocida como Integración Geométrica.
La integración geométrica [17], es una línea activa de investigación desde diver-
sos puntos de vista, la cual, enlaza la metodología del análisis de sistemas dinámicos
con el diseño de métodos numéricos [51] que preserven las propiedades cualitati-
vas del sistema continuo. La motivación de la creación y desarrollo de algoritmos
que preserven estas propiedades, en diferentes tipos de problemas, viene dada in-
dependientemente en cada una de las áreas de investigación, como por ejemplo: la
astronomía, la dinámica molecular, la mecánica y la física teórica. En otras palabras,
se puede decir que se diseña el método numérico teniendo en cuenta cual o cuales
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propiedades del sistema continuo es interesante conservar, teniendo en cuenta el área
de investigación y las principales aplicaciones del sistema en cuentión. Asimismo, los
resultados obtenidos en las distintas áreas aplicadas contribuyen a su vez al desarrollo
de técnicas más precisas en el campo del análisis numérico.
En las últimas décadas, ha surgido un creciente interés por el estudio de méto-
dos numéricos que preserven las propiedades geométricas del flujo de una ecuación
diferencial. En este sentido, el objetivo fundamental es considerar las características
cualitativas de las trayectorias del sistema dinámico, por ejemplo: conservación de
la energía, estabilidad, conservación del Hamiltoniano, entre otras. El problema sería
entonces el diseño de métodos numéricos, de manera tal que la trayectoria discreta
del método, tenga también las mismas propiedades.
Dentro del campo de la integración geométrica, se pueden encontrar un gran nú-
mero de resultados relacionados con el estudio de sistemas Hamiltonianos [45]. Estos
sistemas pueden considerarse desde dos puntos de vista. Por una parte, son siste-
mas que preservan una determinada magnitud, específicamente, la energía y por otra,
pueden verse como sistemas cuyas soluciones evolucionan o están definidas en una
cierta variedad. Además de los resultados relacionados con sistemas Hamiltonianos,
métodos simplécticos y de proyección, existen una gran variedad de resultados rela-
cionados con la conservación de invariantes cuadráticos [47]. Sin embargo, cuando
se refiere a la conservación de la función de Lyapunov de un sistema de gradiente los
resultados son escasos, centrándose principalmente en dos direcciones: métodos de
gradiente discreto [39] y métodos de proyección [12]. Resulta sorprendente la escases
de resultados referentes a la conservación de la estabilidad de los sistemas dinámicos,
si se tiene en cuenta que el análisis dinámico de ecuaciones diferenciales ordinarias
dista de ser nueva en el campo del análisis numérico. De hecho, el concepto de A-
estabilidad [29] equivale a la preservación de la estabilidad de la solución de sistemas
escalares simples como casos de prueba. Desde este punto de vista, se puede ver la
conservación de la función de Lyapunov de un sistema de ecuaciones diferenciales
como una generalización del concepto de A-estabilidad para sistemas no lineales. El
objeto de esta investigación es diseñar métodos numéricos para la conservación de la
función de Lyapunov de un sistema de gradiente.
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Los métodos de gradiente discreto fueron propuestos inicialmente con el objeti-
vo de conservar primeras integrales [41]. Posteriormente, se ampliaron para incluir
sistemas de gradiente [37], teniendo en cuenta que la ecuación que define un siste-
ma de gradiente puede reescribirse en la forma de gradiente lineal. Para reescribir un
sistema en la forma de gradiente lineal, basta con expresarlo como el producto de
una matriz definida negativa y el gradiente de la función de Lyapunov del sistema.
Basándose en esta idea se puede afirmar que el diseño de los métodos de gradiente
discreto es relativamente sencillo: definir una aproximación de la matriz definida ne-
gativa y del gradiente de la función de Lyapunov. A la aproximación del gradiente de
la función de Lyapunov se le define como gradiente discreto.
En el próximo capítulo donde se realiza un estudio detallado de estos métodos
se verá que al definir el gradiente discreto a partir del gradiente de la función de
Lyapunov del sistema, ambos tendrán propiedades similares. Por otra parte, tenien-
do en cuenta su metodología de construcción, los métodos de gradiente discreto son
métodos numéricos implícitos que considerados como sistemas dinámicos discretos,
conservan la función de Lyapunov del sistema continuo. Se pueden encontrar otros
resultados en [38] pero la experiencia práctica sobre estos métodos es limitada y la
aplicación de estos a la discretización de sistemas reales aparece escásamente refe-
renciada en la literatura.
Por su parte, los métodos de proyección están diseñados de manera tal que al
proyectar la solución del sistema sobre una determinada variedad, la función de Lya-
punov evaluada en este valor proyectado, disminuye su valor. De esta manera se
garantiza que la trayectoria discreta de dicha función sea decreciente a lo largo de
las trayectorias. Se sabe que los métodos de proyección se derivan de esquemas de
Runge-Kutta explícitos siempre que los coeficientes que definen el método sean po-
sitivos [11], aunque esta restricción se elimina más adelante [12]. Es válido señalar
que en principio la formulación de los métodos de proyección responde a un esque-
ma explícito, que son menos complejos computacionalmente que los implícitos. Sin
embargo, su formulación requiere de la resolución de una ecuación escalar no lineal
en cada paso del método por lo que se complejiza grandemente su implementación
práctica. Por otra parte, hay trabajos que han estudiado la aplicación de métodos de
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Runge-Kutta a la integración de sistemas de gradiente [16]. En este trabajo se de-
muestra que algunos esquemas implícitos de Radau, originalmente propuestos para
la discretización de sistemas stiff y sistemas hamiltonianos, también conservan la
función de Lyapunov de sistema continuo imponiendo condiciones y restricciones
al tamaño de paso. Tanto los métodos de proyección como los esquemas implícitos
de Runge-Kutta anteriormente mencionados están sustentados por teoremas no cons-
tructivos, por lo que la conservación de la función de Lyapunov solo se garantiza para
determinados tamaños de paso. En otras palabras, con el fin de conservar la función
de Lyapunov del sistema continuo es necesario realizar un ajuste ad-hoc del tamaño
de paso. En resumen, aunque hay que reconocer que estos métodos son promete-
dores, su implementación es complicada y puede elevar considerablemente el coste
computacional, por lo que no son adecuados para todos los casos. Es por esto que se
propone el uso de métodos de gradiente discreto en lo que a la conservación de la fun-
ción de Lyapunov se refiere. Aunque en el desarrollo de la tesis se realizan estudios
comparativos de estos con algunos de los métodos anteriormente mencionados.
Como campo de aplicación y caso de estudio de las técnicas propuestas, se adopta
la familia de sistemas denominados redes de Hopfield [26]. La redes de Hopfield son
sistemas dinámicos, inspirados en las redes neuronales biológicas. Estos sistemas
han sido propuestos como algoritmos computacionales para resolver problemas de
memoria asociativa [24], optimización combinatoria [5] y estimación de parámetros
[6], entre otras numerosas aplicaciones. Durante el desarrollo del trabajo se diseña
un método de gradiente que por construcción, preserva la función de Lyapunov que
presenta el sistema de Hopfield, motivo por el cual desde el punto de vista dinámico
se considera un sistema estable.
Existen algunos trabajos que han abordado ya el problema desde este punto de
vista. A partir del trabajo previo realizado sobre el sistema continuo, se formula la
red discreta como un método numérico no estándar que resuelve la ecuación con-
tinua, dependiendo del tamaño de paso de discretización. Desde el punto de vista
numérico, la red discreta es una aproximación de primer orden de la continua. El
análisis dinámico muestra que se preservan los puntos fijos del sistema, así como su
estabilidad o inestabilidad. Sin embargo, en general, no puede garantizarse la conser-
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vación de la función de Lyapunov, lo que se demuestra mediante la construcción de
soluciones periódicas. En resumen, la destrucción de la estructura de gradiente, di-
ficulta la capacidad de estos sistemas como algoritmos de optimización. Ya en estos
trabajos previos, mediante experimentos numéricos, se exploró la posibilidad de uti-
lizar métodos numéricos alternativos que preserven la función de Lyapunov así como
las demás propiedades favorables de la red continua.
El trabajo propone la búsqueda de métodos numéricos para sistemas de ecua-
ciones diferenciales que preserven la función de Lyapunov. El hallazgo de métodos
numéricos que preserven la función de Lyapunov es un tema muy interesante, com-
plicado y prácticamente inexplorado, existiendo muy pocos estudios profundos y ex-
perimentos computacionales realizados en este sentido, por lo que resulta interesante
profundizar el estudio en esta línea.
En este trabajo se abordará el problema de la conservación de la función de Lya-
punov mediante el estudio de los métodos de gradiente. Se centra la atención en los
métodos de gradiente discreto, trabajando principalmente con el gradiente discreto
del incremento de las coordenadas, introducido en [38].
Algunos resultados preliminares de este trabajo se muestran en [23] aunque luego
se extienden los resultados obtenidos a sistemas dinámicos más generales. Se sigue el
siguiente esquema, inicialmente se muestra la metodología del diseño de métodos de
gradiente discreto y su funcionamiento al integrar sistemas escalares simples. Luego,
se introducen las redes de Hopfield y se centra la atención en la discretización de és-
tas. Para esto se diseña un método de gradiente discreto, escogiéndo los parámetros
de manera tal que el método obtenido se puede reescribir explícitamente. Posterior-
mente se generaliza este resultado, demostrando que bajo ciertas condiciones de los
parámetros, siempre es posible reeescribir el método de gradiente discreto, que por
definición es implícito, en un método explícito. Por otra parte, se realiza un estudio
detallado del método de proyección propuesto en [12], con vistas a realizar una com-
paración justa entre este y el método de gradiente discreto propuesto. En el próximo
capítulo, se integra un sistema escalar simple mediante el método de proyección an-
teriormente mencionado, de esta manera se evidencian algunas deficiencias de este
método, que se interpretan como desventajas respecto al método de gradiente dis-
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creto. Se realiza un análisis teórico y computacional de los resultados. Se valida el
funcionamiento del método de gradiente discreto obtenido comparándolo con la re-
gla de Euler explícita, algunos esquemas comerciales de Runge-Kutta y el método
de proyección antes mencionado, los resultados se muestran en el capítulo 5. Poste-
riormente, se propone la extensión a alto orden del método de gradiente discreto. Se
realiza una nueva serie de experimentos numéricos, esta vez comparando el método
de gradiente discreto con su extensión donde se observa que si bien las soluciones
obtenidas por ambos métodos son cualitativamente similares, la extensión minimiza
el error local. Se utilizó matlab tanto para implementar los métodos propuestos como
para realizar las simulaciones en las que se valida su funcionamiento comparando
con otros métodos conocidos.
El trabajo está compuesto por seis capítulos. Este primer capítulo recoge la in-
troducción general de la tesis asi como algunas definiciones y resultados importantes
relacionados con la teoría de sistemas dinámicos y el análisis numérico. En el se-
gundo capítulo se introducen algunos conceptos fundamentales relacionados con la
integración geométrica, así como algunos métodos de interés. En el tercer capítu-
lo se introducen conceptos relacionados con los gradientes discretos, ya que se ha
demostrado la capacidad de estos métodos para conservar algunas propiedades cua-
litativas de los sistemas dinámicos. Ya en el cuarto capítulo, luego de introducir las
redes de Hopfield como caso de estudio puntualizando su importancia en diversas
aplicaciones, se discretizan mediante un método de gradiente discreto. También en
este capítulo se realiza un análisis del orden del método propuesto. Posteriormente, a
partir de este método y utilizando algunas de las técnicas de integración geométrica
vistas en el capítulo dos, se propone una extensión de alto orden de este. El capí-
tulo 5 por su parte, se dedica a la validación de los métodos propuestos, mostrando
el resultado de las simulaciones diseñadas en orden de mostrar su funcionamiento y
ventajas respecto a otros métodos conocidos. Finalmente en el sexto capítulo se dan





Esta sección está dedicada al estudio de las ecuaciones diferenciales ordinarias
vistas como un caso particular de los sistemas dinámicos. El capítulo comienza con
un breve recuento sobre el surgimiento y desarrollo de las ecuaciones diferenciales.
Luego se listan una serie de definiciones y resultados que aparecen en la literatura
especializada, prestando atención especial a los sistemas de ecuaciones diferenciales
ordinarias. Teniendo en cuenta que en la práctica muchas veces es imposible obte-
ner la solución analítica de los sistemas de ecuaciones diferenciales, se introducen
los conceptos necesarios para el análisis de la estabilidad de estos, tanto para el caso
lineal, como para el no lineal. Se introducen además los conceptos de flujo y fun-
ción de Lyapunov de una ecuación diferencial ordinaria. Finalmente, se establece la
correspondencia entre los sistemas de gradiente y los sistemas con función de Lya-
punov.
1.2.1. Introducción a las ecuaciones diferenciales
El surgimiento de las ecuaciones diferenciales tiene lugar conjuntamente con el
desarrollo del cálculo diferencial e integral. Fue Leibniz el primero en adjudicarle el
término de ecuación diferencial a la ecuación en donde la incógnita es una función y
aparece junto a sus derivadas. A pesar de esto, no es hasta los siglos XVIII y XIX que
las ecuaciones diferenciales llegan a considerarse como un elemento fundamental de
las aplicaciones de la matemática a otras ciencias. Con el desarrollo de las ciencias
en estos siglos se amplían grandemente el número de problemas de diferentes ramas
que eran modelables y resolubles usando ecuaciones diferenciales.
Se denominan ecuaciones diferenciales a aquellas ecuaciones cuyas incógnitas
son funciones de una o varias variables y de sus derivadas. En otras palabras, una
ecuación diferencial es una ecuación que relaciona los diferenciales de una o varias
funciones, mediante una ley dada. En el caso en que la incógnita de una ecuación di-
ferencial sea función de una variable se está en presencia de una ecuación diferencial
ordinaria (EDO) y si es función de varias variables la ecuación diferencial será una
ecuación en derivadas parciales (EDP).
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Los sistemas de EDO pueden contener explícitamente o no la variable indepen-
diente t. Usualmente a esta variable se le asigna un significado físico, el tiempo. En
el caso en que dicha variable no aparezca de manera explícita, el sistema de EDO se
dice autónomo, cuya formulación general viene dada por:
dyi
dt = fi (y1, . . . , yn), i = 1, . . . , n (1.1)
Las funciones fi (y1, . . . , yn) están definidas en un cierto conjunto abierto Ω del espa-
cio real de dimensión n, mientras que las variables (y1, . . . , yn) denotan las coordena-
das de un punto de dicho espacio. Este conjunto Ω se conoce como espacio de fases
del sistema. Esta formulación también puede escribirse en forma vectorial:
dy





 , y = (y1, . . . , yn) (1.2)
Hay que mencionar que el trabajo con sistemas autónomos no introduce pérdida de
generalidad. En efecto, dado un sistema no autónomo, bastaría introducir una nueva
variable yn+1 = t y considerar que las funciones fi dependen de vectores (y1, . . . , yn+1)
de un espacio de fases aumentado, introduciendo así al modelo la dependencia del
tiempo t.
Una solución del sistema (1.1) es una función y = ϕ (t) definida sobre el intervalo
[ t1, t2 ] tal que al sustituirla en las ecuaciones del sistema en el lugar que ocupa la
variable y proporciona una identidad en todo el intervalo, o sea:
dϕ
dt ≡ f (ϕ(t)) ∀t ∈ [ t1, t2 ]
Estrechamente vinculado a este concepto está el de órbita: específicamente se tiene
que una órbita será la curva en el espacio de fases Ω dada por la imagen de una
solución ϕ extendida a todo el intervalo [t1, t2].
El estudio del conjunto de soluciones de una ecuación diferencial se puede abor-
dar analizando el comportamiento de determinadas soluciones particulares, a saber,
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las que cumplen la siguiente condición:
ϕi (t1) = ϕi (t2), i = 1, . . . , n para t1 , t2 (1.3)
Existen dos tipos de soluciones de esta clase:
1. La solución estacionaria o posición de equilibrio.
2. La solución periódica.
Haciendo uso del teorema de existencia y unicidad se supone que yi = ϕi (t) con
i = 1, . . . , n es una solución del sistema (1.1) que cumple con la condición (1.3). En
este caso es posible prolongar la solución yi = ϕi (t) sobre todo el intervalo (−∞,+∞),
cumpliéndose además uno de los siguientes casos:
1. Para todos los valores de t se cumple que ϕi (t) = y∗i , i = 1, . . . , n donde
(y∗1, . . . , y∗n) es un punto del conjunto abierto Ω. A la solución yi = ϕi (t) y
al punto (y∗1, . . . , y∗n) se les denomina posición de equilibrio del sistema (1.1).
2. Existe un número positivo ω tal que para t arbitrario se cumple que:
ϕi (t + ω) = ϕi (t), i = 1, . . . , n
y para |t1 − t2| < ω existe al menos un índice i para el cual se cumple la de-
sigualdad ϕi (t1) , ϕi (t2). En este caso la solución se denomina periódica de
periodo ω. Una solución periódica describe una trayectoria cerrada.
A continuación se enuncia una proposición que brinda una caracterización de la de-
finición de posición de equilibrio.
Proposición 1.1 (Posición de equilibrio). : Dado el sistema (1.1) es necesario y sufi-
ciente para que el punto (y∗1, . . . , y∗n) ∈ Ω sea una posición de equilibrio del sistema
que fi (y∗1, . . . , y∗n) = 0 con i = 1, . . . , n.
En la literatura se pueden encontrar una gran variedad de métodos diseñados para
la obtención de soluciones analíticas tanto de ecuaciones como de sistemas de EDO.
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A pesar de su gran funcionalidad, en muchos casos estos métodos resultan ineficaces
a la hora de obtener la solución analítica de la ecuación o el sistema de EDO según
sea el caso, principalmente cuando se está modelando un problema real. Es entonces
cuando entra a jugar su papel la teoría de estabilidad de las EDO. Haciendo uso de
los resultados existentes en esta línea es posible realizar un estudio cualitativo del
comportamiento de las soluciones del sistema alrededor de los puntos de equilibrio.
De esta manera, si bien es cierto que no se tiene la expresión analítica de la solu-
ción exacta de la ecuación o el sistema de EDO en cuestión, al menos se pueden
sacar conclusiones sobre su comportamiento en una cierta vecindad de los puntos de
equilibrio.
1.2.2. Estabilidad de sistemas de ecuaciones diferenciales lineales
Dado un sistema de EDO como (1.1), el análisis de su estabilidad remite intuitiva-
mente a la idea de que a una desviación pequeña de los valores iniciales corresponde
una variación también pequeña de la solución, incluso en un intervalo de tiempo infi-
nitamente grande. Para establecer la definición rigurosa, se introduce explícitamente
en la notación la dependencia de los valores iniciales, de forma que ϕ (t, ξ) será la so-
lución del sistema (1.1) correspondiente a los valores iniciales ξ, es decir, se verifica
ϕ (0, ξ) = ξ.
Definición 1.1 (Estabilidad según Lyapunov). Se dice que la posición de equilibrio
y∗ = (y∗1, . . . , y∗n) del sistema (1.1) es estable según Lyapunov si cumple:
1. Existe ρ > 0 suficientemente pequeño tal que para | ξ − y∗ | < ρ, la solución
ϕ (t, ξ) del sistema (1.1) está determinada para todo t > 0.
2. Para todo ε > 0 existe δ < ρ tal que si | ξ − y∗ | < δ entonces |ϕ (t, ξ) − y∗ | < ε
para todo t > 0.
En otras palabras, dado el sistema (1.1), una posición de equilibrio y∗ es estable
según Lyapunov, si toda solución del sistema que parte en el instante de tiempo t = 0
de un punto suficientemente próximo al punto de equilibrio y∗, se mantiene en su
curso ulterior en un entorno de este punto tan pequeño como se desee. Cuando un
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punto de equilibrio no es estable, se denomina inestable. Otro concepto fundamental
es el de estabilidad asintótica, como se refleja en la siguiente definición.
Definición 1.2 (Estabilidad asintótica). Sea y∗ = (y∗1, . . . , y∗n) una posición de equili-
brio del sistema (1.1), se dice que y∗ es asintóticamente estable si, además de cumplir
con las condiciones de estabilidad, se cumple para σ < ρ suficientemente pequeño:∣∣∣ ξ − y∗ ∣∣∣ < σ =⇒ lı´m
t−→+∞
∣∣∣ϕ (t, ξ) − y∗ ∣∣∣ = 0
Resumiendo, un punto de equilibrio y∗ es estable si todas las soluciones cercanas
a él se mantienen cerca. Por su parte, se dice que es asintóticamente estable si las so-
luciones cercanas a él no solo se mantienen cerca, sino que tienden a él. No obstante,
las trayectorias de las soluciones alrededor de un punto de equilibrio estable o asin-
tóticamente estable pueden ser cualitativamente diferentes. En el siguiente epígrafe
se recogen los comportamientos más comunes.
1.2.3. Retrato de fases de sistemas de ecuaciones diferenciales lineales
con matriz de coeficientes constantes
En esta sección se ilustran algunos de los posibles comportamientos de las solu-
ciones en el entorno de un punto de equilibrio. En cada caso, se clasifican los tipos
de trayectorias que se pueden encontrar teniendo en cuenta su estabilidad. Por sim-
plicidad se restringe el análisis a dimensión dos pero es preciso mencionar que en
dimensiones superiores pueden aparecer comportamientos más complejos.
Sea el sistema:
dy
dt = Ay (1.4)
donde y =
y1y2
 , A = a11 a12
a21 a22
 con ai j constantes. La solución general del sistema
será y (t) = c1 v1 e λ1t + c2 v2 e λ2t siendo:
λ1, λ2 los valores propios de la matriz A.
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v1, v2 los vectores propios correspondientes a los valores propios λ1, λ2 respec-
tivamente.
c1, c2, constantes de integración, que se obtendrían de la condición inicial.
Bajo estas condiciones se pueden analizar tres casos principales, con distintas varian-
tes:
a) Nodo estable. b) Nodo inestable.
c) Nodo degenerado estable. d) Nodo degenerado inestable.
Figura 1.1: Distintos tipos de nodos.
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a) Punto de ensilladura. b) Centro.
c) Foco estable. d) Foco inestable.
Figura 1.2: Puntos de equilibrio con autovalores de signos diferentes o complejos.
1. Los valores propios de A son reales, no nulos y de igual signo. En este caso,
el punto de equilibrio es un nodo, pudiendo distinguirse los cuatro comporta-
mientos de la figura 1.1.
a) λ1 , λ2 ⇒ Se obtienen trayectorias de fase curvilíneas que se acercan o
se alejan del origen según sea el signo de los valores propios.
1) λ1 < λ2 < 0 ⇒ Todas las trayectorias se aproximan al origen de
14
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coordenadas, como se observa en el caso a) de la figura 1.1, por lo
que se tiene un nodo estable.
2) λ1 > λ2 > 0 ⇒ Todas las trayectorias se alejan del origen de coorde-
nadas, véase caso b) de la figura 1.1, dando lugar a un nodo inestable.
b) λ1 = λ2 = λ ⇒ Se obtienen trayectorias de fase rectas que se acercan o
se alejan del origen según sea el signo del valor propio.
1) λ < 0 ⇒ Si la matriz del sistema es diagonalizable, se obtiene un
nodo estable. En caso de que la matriz no sea diagonalizable enton-
ces se obtiene un nodo degenerado estable, como en el caso c) de la
figura 1.1.
2) λ > 0 ⇒ Si la matriz del sistema es diagonalizable, se obtiene un
nodo inestable. En caso de que la matriz no sea diagonalizable en-
tonces se obtiene un nodo degenerado inestable, véase caso d) de la
figura 1.1.
2. Los valores propios de la matriz A son reales, no nulos y de signos diferentes.
Se obtienen trayectorias curvilíneas que se aproximan al origen de coordenadas
en la dirección del autovector con autovalor negativo y se alejan del origen
en la dirección del autovector con autovalor positivo. Por ejemplo, véase el
gráfico a) de la figura 1.2. En este caso, el punto de equilibro se denomina
punto de ensilladura.
3. Los valores propios de la matriz A son complejos conjugados λ1,2 = a ± i b.
a) a = 0 ⇒ Las trayectorias de fase, salvo la posición de equilibrio (0, 0),
son cerradas. Este caso, que se denomina centro, está ilustrado por el
gráfico b) de la figura 1.2.
b) a , 0 ⇒ Las soluciones serán oscilantes pero no periódicas. Las tra-
yectorias se acercan o se alejan del origen de coordenadas en forma de




1) a < 0 ⇒ Las trayectorias se acercan al origen en forma de espiral
logarítmica, como se ve en el caso c) de la figura 1.2.
2) a > 0 ⇒ Las trayectorias se alejan del origen en forma de espiral
logarítmica, mostrando un ejemplo en el caso d) de la figura 1.2.
De la observación de todos estos casos, se obtiene un criterio general: un punto de
equilibrio es estable si todos los valores propios de la matriz de coeficientes A tienen
parte real negativa.
1.2.4. Análisis de la estabilidad por linealización
En esta sección se recogen algunos resultados referentes al análisis de la esta-
bilidad de sistemas de ecuaciones diferenciales no lineales. De manera general los
problemas de la práctica se pueden modelar utilizando sistemas de ecuaciones dife-
renciales no lineales para los cuales es posible indagar sobre el comportamiento de
sus soluciones de manera global. Sin embargo, conocer lo que ocurre alrededor de
un punto de equilibrio resulta bastante complicado. Sería por lo tanto conveniente
poder obtener alguna información del sistema no lineal a partir del lineal alrededor
de un punto de equilibrio. De esta manera se podría realizar un análisis del compor-
tamiento de las soluciones del sistema no lineal a partir de su linealización, al menos
localmente.
Dado un sistema de EDO no lineal como en (1.2), la linealización alrededor del
punto de equilibrio y∗ = (y∗1, . . . , y∗n) está determinada por los términos lineales del












donde Jy F (y∗) es la matriz jacobiana de la función F evaluada en el punto de equi-
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Obsérvese que siempre es posible simplificar la notación utilizada. Bastaría con tras-
ladar la posición de equilibrio y∗ al origen de coordenadas mediante el cambio de
variable Y = y − y∗. Teniendo en cuenta que F(y∗) = 0, ya que y∗ es un punto
de equilibrio, se tiene entonces que dYdt = Jy F(y
∗) Y , siendo Jy F(y∗) una matriz
constante.
Luego de linealizar el sistema sería útil contar con alguna herramienta que permi-
ta relacionar el aspecto de fases alrededor de un punto de equilibrio de un sistema no
lineal, con el aspecto de fases de la linealización correspondiente. Un resultado clá-
sico al respecto es el teorema de Hartmann [14, 33] que se enuncia a continuación.
Este teorema garantiza que el comportamiento de las trayectorias, en una vecindad
del punto de equilibrio del sistema no lineal, coincide en lo esencial con el compor-
tamiento de las trayectorias en el entorno del origen para el sistema lineal, siempre
que los valores propios del jacobiano de la linealización no se anulen.
Teorema 1.1.
Dado un sistema autónomo de EDO como en (1.2), se asume que y∗ es un punto de
equilibrio de dicho sistema. Sea Jy F(y∗) la matriz jacobiana de F evaluada en y∗
y sean λi, i = 1, . . . , n sus respectivos valores propios. Entonces, la estabilidad del
punto de equilibrio puede ser determinada de la siguiente manera:
Si el sistema linealizado es estrictamente estable, es decir, si todos los valores
propios de Jy F(y∗) se encuentran estrictamente en el semiplano izquierdo del
plano complejo, entonces el punto de equilibrio y∗ es asintóticamente estable
para el sistema no lineal original.
Si el sistema linealizado es inestable, es decir, si al menos uno de los valores
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propios de Jy F(y∗) se encuentra estrictamente en el semiplano derecho del
plano complejo, entonces el punto de equilibrio y∗ es inestable para el sistema
no lineal original.
Si el sistema linealizado es marginalmente estable, es decir, si todos los valo-
res propios de Jy F(y∗) se encuentran en el semiplano izquierdo, pero al menos
uno de ellos está en el eje iy, entonces no se puede concluir nada acerca de
la aproximación lineal. El punto de equilibrio y∗ puede ser estable, asintótica-
mente estable, o inestable para el sistema no lineal original.
Resumiendo, este teorema garantiza que el comportamiento de las trayectorias
alrededor de un punto de equilibrio es cualitativamente similar en el sistema no lineal
y en su linealización, salvo alrededor de los puntos de equilibrio no hiperbólicos, o
sea, a los que le correspondan valores propios imaginarios puros.
1.2.5. Formalización de los sistemas dinámicos generales
Los conceptos vistos hasta el momento sobre EDO pueden integrarse en el marco
de la teoría general de los sistemas dinámicos. Un sistema dinámico, intuitivamente,
es el formalismo que describe el comportamiento de todos los elementos de un de-
terminado espacio con el transcurso del tiempo. Este espacio puede ser, por ejemplo,
el espacio de estados de un determinado sistema físico. Para ilustrar este ejemplo se
puede considerar como sistema físico el movimiento de los planetas bajo la influen-
cia de sus respectivas fuerzas gravitacionales. Sería entonces muy interesante poder
analizar el comportamiento de los planetas con el transcurso del tiempo. En concreto,
se debería poder predecir si en algún instante de tiempo t pudiese ocurrir una colisión
entre estos, o si el sistema continuará evolucionando continuamente cualquiera sea el
valor de t. Se procede entonces a definir formalmente qué es un sistema dinámico.
Definición 1.3 (Sistema dinámico). Un sistema dinámico es una aplicación φ de clase
C1 tal que G×Ω
φ
−→ Ω, donde Ω es un conjunto abierto del espacio euclídeo Rn y G




(1) φ0 : Ω −→ Ω es la identidad, es decir: φ0 (y) = y.
(2) φt ◦ φs = φt+s para cualesquiera t, s ∈ G.
En el caso en que G fuese un grupo, se dice que se trata de un sistema diná-
mico inversible. Nótese que, en este caso, la definición implica que la aplicación
φt : Ω −→ Ω sea C1 para cada t y que tenga inversa C1, la cual se denota por φ−t. En
otras palabras, la aplicación φt será un difeomorfismo. Siempre que G = N0 o G = Z
se está en presencia de un sistema dinámico discreto. En cambio cuando G = R+
o G = R el sistema dinámico es continuo. La aplicación φ se denomina flujo del
sistema dinámico.
De manera general, se tiene que la solución de una EDO es el flujo de un sistema
dinámico inversible. A continuación se muestra un ejemplo que ilustra esta afirma-
ción. Sea A la matriz de una aplicación lineal en el espacio vectorial Rn y sea φ la
aplicación R ×Rn
φ
−→ Rn definida por φ (t, y) = e Aty. Entonces:
φ : Rn −→ Rn
y −→ φt (y)
se representa por φt = e At. Puede comprobarse fácilmente que se cumplen las condi-
ciones de la definición anterior.
(1) φ0 (y) = e 0(y) = y, por tanto φ0 es el operador identidad.
(2) φt ◦ φs (y) = e Ate As(y) = e A (t+s)(y) = φt+s (y).
Existe una relación obvia entre el sistema dinámico definido anteriormente y la ecua-
ción diferencial lineal de matriz constante dydt = Ay, ya que la solución de la ecuación
diferencial es de la forma y = e At y0 = φt (y0).
Generalizando, se tiene que un sistema dinámico en un espacio vectorial carac-
teriza una ecuación diferencial o, de forma equivalente, un campo vectorial. En efec-
to, siendo el espacio vectorial E de dimensión finita y S un conjunto abierto de E,
dado un sistema dinámico φt en S es posible construir un campo vectorial en S ,
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F : S −→ E dado por:
F(y) = d φt (y)d t
∣∣∣∣∣
t=0
; y ∈ S , F(y) ∈ E (1.6)
Lo anteriormente planteado se puede reescribir en términos más convencionales. Si
φt : S −→ S es un sistema dinámico con y ∈ S tal que y (t) = φt (y) y F : S −→ E
está definida como en (1.6), se obtiene:
dy
dt = F(y) (1.7)
siendo y (t) = φt (y) la curva solución de (1.7) sujeta a las condiciones iniciales
y (0) = y0. De esta manera se obtiene una ecuación diferencial autónoma. Por es-
te motivo, cuando se busca en la literatura información sobre sistemas dinámicos
continuos aparece como uno de los ejemplos más ilustrativos el flujo de una ecuación
diferencial autónoma.
1.2.6. Función de Lyapunov
El análisis de la estabilidad de los sistemas no lineales se puede realizar mediante
el estudio de los valores propios de la linealización, como se ha visto anteriormente.
Sin embargo este procedimiento resulta a menudo intratable por su complejidad. Otro
de los caminos a seguir para el análisis de la estabilidad de un sistema dinámico es
haciendo uso de la función de Lyapunov. El método de Lyapunov resulta muy efecti-
vo, aunque tiene el inconveniente de que no existe ningún procedimiento constructivo
para encontrar dicha función. Sin embargo, en ocasiones, la elección de la función de
Lyapunov resulta natural, por ejemplo en el caso de sistemas mecánicos o eléctricos,
donde la energía se considera a menudo como función de Lyapunov del sistema. De
manera general, es usual denotar la función de Lyapunov por la letra V , la cual se
define de la siguiente manera.
Definición 1.4 (Función de Lyapunov). Sea y∗ ∈ Ω un punto de equilibrio del siste-
ma (1.2). Sea V : U → R una función continua definida en una vecindad U ⊂ Ω,




a) V(y∗) = 0, V(y) > 0 si y , y∗.
b) dVdt ≤ 0 en U − y
∗
.
Obsérvese que, utilizando la regla de la cadena, esta definición es equivalente a
dV
dt = ∇V(y) · f (y) ≤ 0 con V acotada inferiormente. De esta condición se deduce
que V será decreciente a lo largo de las trayectorias.
Uno de los objetivos del análisis cualitativo de las EDO es demostrar la estabili-
dad de un punto de equilibrio sin calcular la solución analítica de la ecuación dife-
rencial. El siguiente teorema muestra que la existencia de la función de Lyapunov en
una vecindad de un punto de equilibrio caracteriza la estabilidad de este.
Teorema 1.2 (Teorema 4.1 en [32]).
Sea y∗ un punto de equilibrio del sistema (1.2) y V una función de Lyapunov de este
en la vecindad Ω de y∗. Entonces, y∗ es asintóticamente estable.
Resumiendo, para concluir la estabilidad asintótica de un determinado punto de
equilibrio de un sistema de EDO no lineal, basta con demostrar que se puede definir
una función de Lyapunov en una vecindad de este punto.
1.2.7. Formulación de gradiente para sistemas con función de Lyapu-
nov
En esta sección se pretende establecer la correspondencia entre los sistemas de
gradiente y los sistemas con función de Lyapunov. A simple vista no resulta aparente,
pero se puede establecer una correspondencia entre ellos que será útil en próximos
capítulos.
Un sistema de gradiente definido en un conjunto abierto Ω ⊂ Rn es un sistema
dinámico de la forma:
dy
dt = −∇V(y) (1.8)









vector gradiente de V definido tal que ∇V(y) : U → Rn. Ahora bien, considerando
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˙V : U → Rn como la derivada de la función V a lo largo de las trayectorias de (1.8),
para cada punto y∗ = y (t∗) se tiene:




Se tiene que ˙V(y) ≤ 0 para todo y ∈ U. Asimismo, ˙V(y∗) = 0 si y solo si y∗ es un
punto de equilibrio de (1.8).
Corolario 1.1.
Sea y∗ un mínimo aislado de V. Entonces y∗ es un punto de equilibrio asintóticamente
estable del sistema de gradiente (1.8).
Nótese que teniendo en cuenta lo visto en la sección anterior referente a la función
de Lyapunov de un sistema de EDO, se puede establecer la analogía y concluir que
la función V en este caso, no es más que la función de Lyapunov del sistema (1.8).
Por su parte los sistemas con función de Lyapunov se pueden escribir de la forma:
dy
dt = L(y)∇V(y)
siendo L(y) una matriz simétrica y definida negativa. Esta formulación se conoce co-
mo la forma de gradiente lineal del sistema [39] y se puede considerar como una
generalización de un sistema de gradiente. En efecto, la ecuación (1.8) se obtiene
como un caso particular del gradiente lineal tomando L(y) como la matriz identidad
cambiada de signo. De aquí, se concluye la equivalencia entre los sistemas de gra-
diente y los sistemas con función de Lyapunov por lo que, en lo sucesivo, se hará
referencia a estos últimos como sistemas de gradiente.
En próximos capítulos, la conservación de la estabilidad del sistema bajo dis-
cretización, será el centro de atención. Es por esto que a continuación se recuerdan
algunos resultados fundamentales del análisis numérico.
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1.3. Métodos numéricos para ecuaciones diferenciales ordi-
narias
En esta sección se hace una breve introducción a los métodos numéricos dise-
ñados para la resolución de ecuaciones diferenciales ordinarias. Se introducen los
conceptos de estabilidad, orden, consistencia y convergencia de un método numéri-
co. Se parte de su formulación general para luego diferenciar los métodos explícitos
de los implícitos, puntualizando las ventajas y desventajas en cada caso. Se diferen-
cian además los métodos de paso simple y los multipaso poniendo ejemplos de cada
uno.
1.3.1. Aproximación numérica y sus propiedades
En este apartado se resumen algunas de las definiciones y resultados más sig-
nificativos del análisis numérico, específicamente de los métodos diseñados para la
resolución de ecuaciones diferenciales ordinarias [19], permitiendo su referencia en
el resto del trabajo. Por otra parte, se habla de la necesidad de diseñar métodos nu-
méricos que conserven las propiedades cualitativas del sistema continuo, tales como
el flujo, la estabilidad o la función de Lyapunov en caso de que la posea, entre otras.
Centrándose en la incapacidad de los métodos numéricos usuales para conservar estas
propiedades, se introducen los conocidos como métodos de integración geométrica.
En el diseño de estos métodos se centrará el trabajo en próximos capítulos.
De manera general se le llama método numérico [46] a un algoritmo que permite
obtener la solución de un problema matemático mediante el uso de un número finito
de operaciones aritméticas, aunque sea con carácter aproximado. Durante el estudio
de los métodos numéricos siempre se pone en consideración la mejor aproximación
de la solución calculada, así como el menor coste computacional.
De la teoría de ecuaciones diferenciales, revisada en la sección anterior, se sabe
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que el problema de Cauchy, o de valores iniciales:
dy
dt = F(t, y), t ≥ t0
y (t0) = y0
(1.9)
posee una única solución si F : [t0,∞) × Rn → Rn es una función suficientemente
suave. Esta suavidad puede caracterizarse de varias maneras por ejemplo, bastaría
con que la función F fuese de Lipschitz, o sea:
Definición 1.5. Se dice que F : Rn → Rm es de Lipschitz si existe una constante
K > 0 tal que:
‖F(x) − F(y)‖ ≤ K ‖x − y‖, ∀x, y ∈ Rn
En los casos en los que no es posible obtener la expresión analítica de la solución
exacta mediante el uso de los métodos de resolución de EDO, se procede a obtener
una aproximación numérica de la solución. Se sabe entonces que un método numérico
para el problema (1.9) viene dado por la ecuación:
yk+1 = ΨF, hk
(
yk, . . . , y0
) (1.10)
donde se asume que existe la función ΨF, hk y está bien definida. Por su parte, yk es
una aproximación del verdadero valor de la solución y (tk), siendo hk el incremento
del tiempo entre instantes sucesivos hk = tk+1 − tk. Para simplificar, en lo adelante se
considera hk constante y se escribe solo h. Al hablar de métodos numéricos implícitos
en próximas secciones, se verá que la función ΨF, h puede estar definida en forma
implícita.
Cuando se trabaja con métodos numéricos hay tres conceptos que no se pueden
dejar de mencionar: convergencia, estabilidad y consistencia [44, 35, 36]. El análisis
de estas propiedades, ayudará a caracterizar correctamente el método numérico con
el que se esté trabajando. Es por esto que se recuerdan a continuación algunas de las
definiciones más utilizadas en la literatura especializada sobre este tema.
La idea de convergencia está relacionada con el error global, es decir, con la di-
ferencia entre el verdadero valor de la solución y la aproximación numérica calculada
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tras cierto número de pasos.
Definición 1.6. Un método numérico se dice convergente si para cada EDO como en





‖yk − y (tk)‖ = 0
donde ⌊α⌋ ∈ Z es la parte entera de α ∈ R, siendo yk la aproximación del verdadero
valor de la solución y en tk.
En otras palabras se dice que el método numérico es convergente si para cada fun-
ción de Lipschitz, la solución numérica de la EDO tiende a la solución real tomando
el tamaño de paso cada vez más pequeño sobre un intervalo de tiempo determinado.
Es válido señalar que la convergencia no es solo otra propiedad deseada sino una
condición fundamental, ya que un método numérico que no converja, en la práctica
resulta inútil.
Definición 1.7. Se dice que un método numérico, como en la ecuación (1.10) para la
EDO (1.9) es de orden p si:




para todo k = 0, 1, . . .
Una definición alternativa es que un método numérico es de orden p si recupera
exactamente cada solución polinómica de grado p o menos. El orden de un método
numérico proporciona información acerca de su comportamiento local. En otras pa-






Otra propiedad deseada cuando se trabaja con métodos numéricos es la consisten-
cia. Se sabe que así como la convergencia está estrechamente relacionada con el error
global del método numérico, la consistencia se relaciona con el error local. Grosso
modo, se puede decir que es el error tras un solo paso del método y refleja en qué




Definición 1.8. Un método numérico como en (1.10) es consistente si:
ΨF, 0 (y) = F(y) (1.11)
Obsérvese que un método numérico tal que (1.11) se satisface es un método nu-
mérico al menos de orden uno.
Por su parte el concepto de estabilidad está estrechamente relacionado con la
manera en la que se propagan los errores en el algoritmo al calcular sucesivamente los
valores aproximados de la solución. Existen varios conceptos de estabilidad citados
en la literatura [18]. A continuación se discuten los conceptos de 0-estabilidad y
estabilidad absoluta o A-estabilidad.
La idea de 0-estabilidad es acotar la propagación del error. Ese error se refiere al
cometido al estimar la solución en un instante de tiempo determinado. Si un méto-
do es 0-estable, entonces el efecto de este error sobre las aproximaciones sucesivas
se puede acotar uniformemente para tamaños de paso suficientemente pequeños. La
definición rigurosa de 0-estabilidad sería:
Definición 1.9. Un método numérico como en (1.10) es 0-estable si Ψ cumple la
condición de Lipschitz, con λ constante de Lipschitz respecto de la variable y para
h ≤ h0, o sea:
‖ΨF, h (y) − ΨF, h (y∗)‖ ≤ λ ‖y − y∗‖
En cambio, se dice que un método numérico es absolutamente estable o A-estable
si para un tamaño de paso fijo la evolución de la solución discretizada permanece
acotada en el infinito. Esta propiedad se relaciona con el comportamiento asintótico
de la solución. Es, por tanto, un concepto antagónico a la 0-estabilidad, en la que para
un intervalo de integración fijo, la solución permanece acotada cuando el tamaño de
paso es suficientemente pequeño.
Para realizar el análisis de la A-estabilidad de un método numérico se trabaja con
el problema de Cauchy lineal y escalar:
y ′(t) = λ y (t), t > 0




con λ ∈ C, cuya solución viene dada por y (t) = e λt. Nótese que lı´m
x→∞
| y (t) | = 0 si la
parte real de λ es negativa.
Definición 1.10. Un método numérico que aproxime (1.12) es A-estable si:
| yn | → 0 cuando tn → +∞
siendo h el paso de discretización. La solución numérica yn de (1.12) evidentemente
depende de h y de λ. La región de estabilidad absoluta de un método numérico es el
subconjunto del plano complejo:
A =
{
ˆh = h λ ∈ C : | yn | → 0 cuando tn → +∞
}
Luego A es el conjunto de todos los valores de h λ para los cuales las soluciones
obtenidas a través del método numérico tienden a cero cuando tn tiende a infinito.
Si bien es cierto que cada una de estas propiedades tiene su valor por separa-
do, si existiese un resultado que las vinculara sería muy útil en la práctica. De esta
manera no sería necesario comprobar que se cumplen cada una de las definiciones
antes mencionadas para hacer un estudio detallado del método numérico. Afortuna-
damente este resultado existe y se considera uno de los más importantes de la teoría
de análisis numérico, se le conoce como Teorema de equivalencia de Lax [50]. Este
teorema relaciona los conceptos de convergencia, estabilidad y consistencia de un
método numérico de la siguiente manera.
Teorema 1.4.
Un método numérico es convergente si y solo si es consistente y estable.
También está demostrado en la literatura que si un determinado método numérico
es 0-estable y consistente de orden p, entonces es convergente de orden p y su error
global viene dado por y (tk) − yk = O (hp). Obsérvese la reducción en el orden del
error, frente a la definición 1.7 para el error local.
Hasta aquí el resumen de las propiedades generales de un método numérico. En
el próximo apartado se clasifican los métodos numéricos en explícitos, implícitos,
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de paso simple y multipaso o paso múltiple, poniendo ejemplos en cada caso. Va-
le señalar que no todas las clasificaciones son excluyentes o sea, es posible hablar
de un método explícito de paso simple, de un método implícito de paso múltiple o
viceversa.
1.3.2. Método de Euler
El primero de todos los métodos numéricos diseñados para integrar una EDO
fue introducido por Euler en 1768. El método de Euler [10], como se conoce hasta
la actualidad, está considerado como la piedra angular de la evolución del análisis
numérico de las ecuaciones diferenciales, a pesar de ser sencillo y elemental compu-
tacionalmente.
La idea detrás de este método es relativamente sencilla. Supóngase que se quiere
integrar una EDO como en (1.9) y solo se conoce el valor de la solución exacta en un
instante de tiempo t0. Se plantea la cuestión de si sería entonces posible aproximar el
valor de la solución en un nuevo instante de tiempo. La respuesta a esta pregunta es
afirmativa y el enfoque más elemental sería utilizar una interpolante lineal constante.
En otras palabras, estimar el valor de la solución exacta y (t) haciendo la siguiente
aproximación:
F(y (t)) ≈ F(y (t0)) ∀t ∈ [t0, t0 + h]
siendo h > 0 suficientemente pequeño. Integrando en (1.9) se obtiene:
y (t) = y (t0) +
∫ t
t0
F(y (τ)) dτ ≈ y0 + (t − t0) F(y0) (1.13)
dado que F(y) = dydt . Luego, si se considera la sucesión t0, t1 = t0+h, t2 = t0+2h, . . .
donde h > 0 es el tamaño de paso, se denota por yk a la estimación numérica de la
solución exacta y (tk) siendo k = 0, 1, . . . y se tiene en cuenta la ecuación (1.13) se
obtiene:
yk+1 = yk + h F(yk), k = 0, 1, . . . (1.14)
A este esquema se le conoce como método de Euler. Nótese que F no depende de yk+1
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y que el término yk+1 está despejado. Esto equivale a decir que el método obtenido
es explícito y de paso simple, como se verá más adelante. Por otra parte, se sabe que
el método de Euler es convergente y de primer orden. Finalmente, haciendo uso del
Teorema de Lax se puede concluir que este método es estable y consistente.
1.3.3. Formulación implícita y explícita de métodos numéricos
Un método implícito es aquel en el que el término yk+1 aparece implícitamente
en la ecuación que describe al método. De manera general un método implícito se
puede expresar de la siguiente manera:
ΦF, h (yk+1, yk, . . . , y0) = 0 (1.15)
Por ejemplo, para obtener el método de Euler implícito se considera un esquema de
diferencias para la aproximación de la primera derivada por retroceso en el instante
y = yk+1, o sea:
dy (tk+1)
dt ≈
y (tk+1) − y (tk)
h
Teniendo en cuenta que:
dy (tk+1)
dt = F(yk+1) ⇒
y (tk+1) − y (tk)
h = F(yk+1)
con lo que finalmente se obtiene el método de Euler implícito:
y (tk+1) = y (tk) + h F(yk+1)
Nótese que al aplicar el método de Euler implícito habría que resolver una ecuación
no lineal en cada paso y esto conlleva a que el coste computacional sea mayor. Es-
to sucede de manera general con todos los métodos implícitos, constituyendo una
desventaja con respecto a los métodos explícitos. En cambio, los métodos implícitos
tienen propiedades favorables desde el punto de vista de la estabilidad numérica y
juegan un papel fundamental en la resolución de ecuaciones algebraico-diferenciales
y ecuaciones stiff [13].
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Por su parte, un método explícito es aquel en el que la variable yk+1 aparece
despejada. En otras palabras, la función Φ de la ecuación (1.15) puede escribirse
como sigue:
yk+1 = yk + hΨF, h (yk, . . . , y0) (1.16)
con lo que el cálculo de yk+1 no depende de sí mismo, sino de las aproximaciones
precedentes.
1.3.4. Métodos de paso simple o multipaso
Existen una gran variedad de métodos numéricos en los que se obtiene el valor
de la solución numérica en un tiempo futuro usando información relativa a la historia
reciente de la solución. El cálculo de la aproximación en estos casos no se limita
a utilizar información sobre el estado presente de la misma. En otras palabras, se
puede decir que para calcular el término yk+1 se utiliza no solo el término yk como
en el método de Euler, sino que además se necesitan los términos yk−1, . . . , yk−r+1
siendo r ≥ 1 el número de pasos del método con el que se esté trabajando. Estos
métodos son los conocidos como métodos multipaso. Nótese que esta descripción es
consistente con la formulación dada en la ecuación (1.10). En cambio, si para calcular
yk+1 basta con utilizar el término yk, se dice que se está en presencia de un método
de paso simple.
En general un método lineal multipaso con r pasos, se puede describir utilizando
2r+2 constantes α0, . . . , αr, β0, . . . , βr que son los coeficientes de los polinomios que
describen el método:
αr yk+1 + . . . + α0 yk−r+1 = h [ βr F(yk+1) + . . . + β0 F(yk−r+1) ] (1.17)
Nótese que si βr = 0 el método será explícito y en caso contrario será implícito,
ya que para efectuar un paso del método es necesario hallar todas las componentes
de yk+1 resolviendo un sistema de ecuaciones. La formulación general de los méto-




Ahora bien, si la función ΦF, h de (1.15) es lineal, entonces la ecuación (1.15)
representa un método lineal multipaso. Existen varios métodos lineales múltipaso,
entre los que se pueden citar los métodos de Adams explícitos e implícitos.
1.3.5. Métodos de Runge-Kutta
Una segunda generalización para la mejora del método de Euler son los métodos
de Runge-Kutta. Al igual que con los métodos multipaso, existen formulaciones ex-
plícitas e implícitas de estos métodos. A continuación se comenta muy brevemente
uno de los enfoques a seguir para la obtención de este tipo de métodos.
La idea de los métodos descritos en 1895 por Runge y elaborados más amplia-
mente por Kutta para la resolución de un problema de Cauchy de primer orden, como
el dado en la ecuación (1.9), consiste en calcular la nueva ordenada adicionando a la
anterior un incremento. Este incremento debe coincidir con el desarrollo de Taylor
de la solución exacta hasta el término de la derivada de orden s evaluada en tk + h,
pero solo utilizando la primera derivada de F. Esta idea es similar a la de los métodos
obtenidos a partir del desarrollo de Taylor, pero en estos se trabaja con la evaluación
de la función y sus derivadas superiores. El incremento que caracteriza un método de
Runge-Kutta se obtendrá como combinación lineal de valores obtenidos al evaluar F
en s puntos del subintervalo formado por dos instantes de tiempo sucesivos. En su
forma más general, un método de Runge-Kutta se define de la siguiente manera:
Definición 1.11. Sean ai j, bi, i = 1, . . . , s números reales y sea ci =
∑s
j=1 ai j. Un
método de Runge-Kutta viene dado por:





tk + ci h, yk + h s∑
j=1
ai j K j
 , i = 1, 2, . . . , s
(1.18)
siendo s el número de etapas del método.
Como se deduce de la definición, el método está completamente caracterizado
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por los coeficientes ai j, bi y ci. Por definición, c1 = 0, mientras que 0 < ci ≤ 1 para
i > 1. Estos coeficientes usualmente se encuentran agrupados en el conocido como
tableau de Butcher [10]:
c1 a11 a12 . . . a1s





cs as1 as2 . . . ass
b1 b2 . . . bs
o bien, en forma matricial:
c A
bT
donde A = (ai j) ∈ Rs×s, b = (b1, b2, . . . , bs)T ∈ Rs y c = (c1, c2, . . . , cs)T ∈ Rs.
Por su parte, s denota el número de etapas del método. Si los elementos ai j son nulos
para j ≥ i con i = 1, 2, . . . , s entonces cada Ki puede ser explícitamente calculado en
términos de cada uno de los i − 1 coeficientes K1, . . . , Ki−1. En este caso, el método
de Runge-Kutta es explícito. En caso contrario, se está en presencia de un método de
Runge-Kutta implícito, en el que para calcular el coeficiente Ki es necesario resolver
un sistema no lineal con s ecuaciones.
Ahora bien, los coeficientes ai j, bi y ci se determinan bajo la condición de que
el valor aproximado yk+1 calculado según (1.18) coincida con el que se obtendría
evaluando el desarrollo en serie de Taylor hasta el término de orden s:






















Comparando las expresiones (1.18) y (1.19) se observa que, en la primera, el in-
cremento se construye como combinación lineal de las funciones Ki, es decir, de la
función F evaluada en s puntos cuyas abcisas se encuentran en el intervalo [tk, tk+1];
por el contrario, en la segunda, el incremento se construye como combinación lineal
de las s primeras derivadas de y evaluadas en t = tk. Es decir, la idea fundamental
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de los métodos de Runge-Kutta consiste en contraponer dos formas de construir el
incremento ∆yk:
1. Taylor: Evaluación de s funciones (las derivadas) en un solo punto tk.
2. Runge-Kutta: Evaluación de una función (F) en s puntos del intervalo [tk, tk+1].
Desde el punto de vista computacional, resulta más eficiente evaluar una sola función
en s puntos, que hallar las derivadas superiores de una determinada función para
luego evaluarlas en un único punto, como se requiere en el caso de los métodos
diseñados a partir del desarrollo en serie de Taylor. De ahí la vigencia de los métodos
de Runge-Kutta más de un siglo después de ser propuestos.
1.4. Conclusiones
Este capítulo además de introducir el tema de la tesis, consta de otras dos grandes
secciones. La primera se ha dedicado al estudio de los sistemas dinámicos y a las
ecuaciones diferenciales ordinarias, como casos particulares de estos. Se ha hecho
énfasis en el análisis de la estabilidad, tanto de los sistemas lineales como de los no
lineales. En el caso de los sistemas no lineales, se recordaron resultados básicos de
la teoría de estabilidad de ecuaciones diferenciales, que garantizan que el estudio de
la estabilidad de un sistema no lineal puede realizarse a través de su linealización
alrededor de los puntos de equilibrio del sistema. Como método alternativo se intro-
duce el concepto de función de Lyapunov, puntualizando que su existencia garantiza
la estabilidad del sistema dado, al menos en una vecindad del punto de equilibrio en
cuestión. Finalmente, se establece la correspondencia entre los sistemas de gradiente
y los sistemas con función de Lyapunov.
En la otra sección se recogen algunos de los resultados más relevantes de la teoría
de análisis numérico. Algunos de los conceptos y definiciones que se recogen en este
capítulo se ulilizarán más adelante, por lo que el objetivo principal del capítulo es
sentar las bases para que la tesis sea autocontenido. Se mencionan diferentes clasi-
ficaciones de los métodos numéricos: métodos explícitos, implícitos, paso simple y
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multipaso, ilustrando con ejemplos cada caso. Asimismo, se hace un resumen de sus
principales propiedades: orden de convergencia, estabilidad y consistencia.
Es válido señalar que, si bien los métodos numéricos clásicos brindan buenas
aproximaciones de las soluciones en la mayoría de los casos, la discretización no
conserva las propiedades cualitativas del sistema continuo, siendo este el punto de






En este capítulo se introducen los métodos de integración geométrica.
Estos métodos están diseñados con el objetivo de conservar las propie-
dades cualitativas del sistema continuo bajo discretización, cualquiera
sea el tamaño de paso con el que se trabaje. En cambio, los métodos
numéricos clásicos vistos en el capítulo anterior solo las conservan para
tamaños de paso suficientemente pequeños. Tras hacer una breve intro-
ducción a los métodos de integración numérica geométrica, se define el
adjunto de un método numérico que, junto con la composición de méto-
dos numéricos, constituye una vía alternativa para el incremento del or-
den de un determinado método a la vez que se conservan determinadas
propiedades cualitativas del sistema continuo. Finalmente, se analizan
los métodos de proyección diseñados con el objetivo de conservar la fun-
ción de Lyapunov de un sistema dado. Comienza aquí la contribución de
la presente tesis, pues los métodos de proyección se implementan sobre
diversos sistemas y, del estudio detallado de sus limitaciones, se deduce




2.1. Integración numérica geométrica
Se sabe que las ecuaciones diferenciales juegan un papel fundamental en la apli-
cación de la matemática a otras ciencias, por lo que el esfuerzo dedicado a la tarea
de resolverlas o integrarlas está ampliamente justificado. Como se vio en el capítu-
lo anterior, en ocasiones los métodos elementales de integración son incapaces de
resolverlas. Es entonces cuando entra a jugar su papel el estudio cualitativo de las
soluciones alrededor de un punto de equilibrio del sistema, ya que de esta manera se
obtiene al menos una noción del comportamiento de sus soluciones. Por otra parte,
esta incapacidad motivó la introducción de técnicas de mayor potencia y generali-
dad, entre las que se pueden citar el trabajo con series y los métodos numéricos. Por
ejemplo, los métodos numéricos multipaso y Runge-Kutta citados en las secciones
precedentes, son herramientas útiles para la resolución aproximada de sistemas de
ecuaciones diferenciales. Pero incluso los métodos numéricos más sofisticados fallan
cuando se trata de reproducir la dinámica del modelo continuo. En otras palabras,
si bien es cierto que brindan una aproximación suficientemente cercana a la solu-
ción exacta, en muchas ocasiones la solución obtenida no conserva las propiedades
cualitativas del sistema continuo. Por ejemplo, son incapaces de conservar las propie-
dades geométricas del flujo de la ecuación diferencial, primeras integrales, puntos de
equilibrio, o la estabilidad, entre otras propiedades del sistema continuo. Un ejemplo
clásico de esta incapacidad se obtiene al integrar el sistema de ecuaciones diferen-
ciales que describe el movimiento de los planetas del sistema solar alrededor del sol,
conocido como problema de Kepler [2]. La primera ley de Kepler garantiza que los
planetas del sistema solar se mueven formando una órbita elíptica con el sol en uno
de sus focos. Sin embargo, al integrar el sistema de ecuaciones diferenciales que des-
cribe esta dinámica utilizando la regla de Euler, la solución aproximada obtenida no
describe una trayectoria elíptica por lo que no respeta la dinámica del sistema con-
tinuo. Existen una gran variedad de problemas en los que, al discretizar el sistema
continuo, la solución aproximada obtenida no presenta las mismas propiedades que
la solución exacta, propiedades que pueden ser conocidas incluso sin tener la expre-
sión analítica de la solución. Con vistas a solucionar este problema, surge una nueva
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línea de investigación, la cual se conoce como integración geométrica [17].
Como se menciona en el capítulo anterior, la integración geométrica establece un
vínculo entre el análisis de sistemas dinámicos y el diseño de métodos numéricos, de
manera tal que al discretizar el sistema continuo mediante el método numérico dise-
ñado se conserven sus propiedades cualitativas. Se diseñan métodos con el objetivo
de conservar las propiedades del flujo de la ecuación diferencial, por ejemplo: méto-
dos simplécticos para sistemas Hamiltonianos (métodos que conserven la energía o
la forma simpléctica del sistema), métodos que conservan primeras integrales y mé-
todos numéricos en variedades, métodos que conservan estructuras como el volumen
o invariantes lineales y cuadráticas, métodos que conservan la estabilidad incluyendo
puntos de equilibrio y función de Lyapunov del sistema, entre otros. La motivación de
la creación y desarrollo de algoritmos que preserven estas propiedades en diferentes
problemas, viene dada independientemente en cada una de las áreas de investigación
ya que el interés por conservar una determinada propiedad del sistema continuo es-
tá estrechamente relacionada con las aplicaciones de dicho sistema. Por ejemplo, se
sabe que las soluciones de un sistema Hamiltoniano viven en una variedad en la que
una determinada función, que a menudo corresponde a la noción física de energía,
se mantiene constante. Por tanto, cualquier aproximación numérica para la que esta
función deje de ser constante, no sería una buena aproximación para dicho sistema.
El problema sería entonces el diseño de métodos numéricos, de manera tal que la tra-
yectoria discreta del método tenga las mismas propiedades que el sistema continuo.
Frente a los numerosos métodos que se han propuesto en el ámbito de los sis-
temas Hamiltonianos, la implementación de métodos para sistemas de gradiente es
relativamente escasa. Desde un punto de vista físico, las ecuaciones de Hamilton des-
criben sistemas conservativos, mientras que los sistemas de gradiente, a través de la
existencia de la función de Lyapunov, introducen la noción de sistema disipativo. En
esta dirección se trabaja en próximos capítulos, centrando la atención en el diseño de




2.2. Adjunto de un método numérico
Como se vio en secciones anteriores, una de las propiedades fundamentales de un
método numérico es su orden de convergencia. Teniendo en cuenta la relación directa
que existe entre el orden de un método numérico y su error local, sería conveniente,
una vez diseñado un método numérico, ser capaces de incrementar su orden, ya que
de esta manera se obtendría una aproximación de la solución más cercana a la reali-
dad. Con este propósito, se dedica esta sección al estudio del adjunto de un método
numérico ya que, como se verá más adelante, componiendo un determinado método
numérico con su adjunto, se obtiene un método con las mismas propiedades que el
inicial pero de al menos un orden mayor.
En esta sección se hablará de los métodos numéricos simétricos, de los que se
sabe poseen propiedades favorables. La clave para comprender la simetría es la defi-
nición de adjunto de un método numérico, la cual viene dada por:
Definición 2.1. El adjunto Φ∗h del método Φh es el mapa inverso del método original




En otras palabras, yk+1 = Φ∗h (yk) está definido implícitamente por Φ− h (yk+1) = yk.
Por otra parte, un método en el que Φ∗h = Φh se llama simétrico. Resumiendo, un
método numérico es simétrico si coincide con su adjunto.
Como se comentó en el capítulo anterior, se sabe que el flujo de una ecuación di-
ferencial autónoma es simétrico, o sea, coincide con su inverso cambiando de signo la
escala de tiempo. En cambio, de manera general los métodos numéricos de paso sim-
ple no presentan esta propiedad. Es posible citar varios ejemplos que lo demuestran,
de los cuales, el más sencillo es la regla de Euler:
El método de Euler implícito es el adjunto del método de Euler explícito.
La regla del punto medio implícita es simétrica, por lo que coincide con su
adjunto.
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La regla trapezoidal y el método de Störmer-Verlet también son simétricas.




(Φh ◦Ψh)∗ = Ψ∗h ◦ Φ∗h.
El teorema que se enuncia a continuación muestra la relación que existe entre el
orden de un método numérico y el de su adjunto.
Teorema 2.1.
Sea ϕt el flujo exacto de una ecuación diferencial autónoma y sea Φh un método de
paso simple de orden p tal que:





Entonces, el método adjunto Φ∗h es también de orden p y se cumple que:





En particular, si el método es simétrico, su orden mínimo será par [17].
2.3. Métodos de composición
Los métodos de composición son aquellos que se obtienen al considerar la acción
consecutiva de varios métodos numéricos. Se fracciona el tamaño de paso de manera
tal que en cada uno de los subpasos actúa uno de los métodos numéricos que forman
la composición. En los subpasos pueden actuar métodos iguales o diferentes y even-
tualmente la composición puede considerarse como la acción consecutiva del mismo
método numérico. Existen varias variantes de esta idea: la composición de varios mé-
todos de Runge-Kutta considerando el mismo tamaño de paso [17], la composición
cíclica de métodos multipaso [49] o la composición de métodos de Runge-Kutta de
bajo orden [28]. En próximos capítulos se utilizarán los métodos de composición con
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el objetivo de aumentar el orden de convergencia a la vez que se conservan ciertas
propiedades cualitativas del método original. Con este objetivo, a continuación se
considera la composición de un método básico de paso fijo con diferentes tamaños
de paso y eventualmente la composición con su adjunto, idea que ha sido desarrollada
previamente en [52, 58, 40].
Definición 2.2. Sea Φh un método numérico de paso simple y γ1, γ2, . . . , γs números
reales. Entonces se define su composición con tamaños de paso γ1 h, γ2 h, . . . , γs h de
manera tal que:
Ψh = Φγs h ◦ . . . ◦ Φγ1 h (2.3)
siendo Ψh el método de composición correspondiente.
El teorema que se enuncia a continuación muestra que la elección de los escalares
γ1 h, γ2 h, . . . , γs h influye en el orden del método de composición obtenido. Especí-
ficamente, se tiene:
Teorema 2.2.
Sea Φh un método de paso simple de orden p. Si:
γ1 + . . . + γs = 1 (2.4)
γ1
p+1 + . . . + γs
p+1 = 0
entonces el método de composición (2.3) es al menos de orden p + 1.
Ahora bien, si en lugar de componer un mismo método numérico con diferentes
tamaños de paso, se compusiera un método con su adjunto la composición dada por
la ecuación (2.3) debería ser reemplazada por la ecuación:
Ψh = Φαs h ◦ Φ
∗
βs h ◦ . . . ◦Φα1 h ◦Φ
∗
β1 h (2.5)
con lo que la condición (2.4) para la obtención de un método de orden al menos p+1
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se convertiría en:
β1 + α1 + . . . + βs + αs = 1 (2.6)
(−1) p β1 p+1 + α1 p+1 . . . + (−1) p βs p+1 + αs p+1 = 0
En particular, la solución α1 = β1 =
1
2
para p = s = 1 convierte todo método de paso
simple de primer orden en un método simétrico de segundo orden, tal que:
Ψh = Φh/2 ◦Φ
∗
h/2 (2.7)
Por ejemplo, si Φh es el método de Euler explícito, entonces Ψh en (2.7) define el
método de punto medio implícito. En próximos capítulos se utilizará está técnica para
incrementar el orden de un método de integración geométrica de gradiente discreto,
siendo éste uno de los principales aportes de la tesis.
2.4. Método de proyección que conserva la función de Lya-
punov
En esta sección se trabaja con un método de proyección diseñado específicamen-
te con el objetivo de conservar la función de Lyapunov del sistema continuo. Los
resultados que se discuten a continuación fueron publicados con anterioridad en [12].
2.4.1. Definición del método de proyección
Para diseñar el método de proyección, los autores proponen el uso de un método
de Runge-Kutta de s etapas explícito al que denotan por ϕh. Este método es de orden
p y está definido por los coeficientes ai j, bi. Otra característica requerida de ϕh es
que esté provisto de salida densa, la cual sea de orden p con s etapas. Usualmente,
p ≥ p − 1, con s ≥ s. Específicamente, la salida del método ϕh para un instante
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intermedio tn ≤ tn + θh ≤ tn + h está definida por las ecuaciones:
yn+θ = yn + h
s∑
i=1
bi (θ) gi, θ ∈ [0, 1] (2.8)
gi = f
yn + h i−1∑
j=1
ai j g j
 , i = 1, . . . , s (2.9)
Considérese un problema general de valores iniciales:
dy
dt = F(t, y), t ≥ t0
y(t0) = y0
(2.10)
Al aplicar el método ϕh, se calcula una aproximación yn+1 de la solución de (2.10) en
el tiempo tn+1 = tn + h a partir de los valores de (tn, yn), siguiendo el esquema que se
detalla a continuación:
Paso 1: Después de calcular las etapas internas gi, se calcula y˜n+1 = ϕh(yn), aproxima-
ción dada por el método de Runge-Kutta básico:




Paso 2: Se calcula una aproximación Vn+1 de la función de Lyapunov:
Vn+1 = V(yn) + h
m∑
i=1
b∗i α (Xn+c∗i ) (2.12)
siendo b∗i y c∗i , i = 1, . . . ,m los coeficientes y los nodos de la fórmula de
cuadratura Gaussiana en [0, 1] y α el flujo de la ecuación diferencial (2.10). Los
valores yn+c∗i ≃ y (tn+c∗i h), i = 1, . . . ,m se calculan según (2.8) y corresponden
al método de Runge-Kutta con salida densa.
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El sentido de la ecuación (2.12) resulta evidente al considerar que:
dV(y)
dt = ∇V(y) · F(y) ≡ α (y)
Entonces: ∫ tn+1
tn
α ( y (t) ) dt = V (yn+1) − V (yn) (2.13)
Esta integral se puede reescribir en el intervalo [−1, 1], para esto se considera
el siguiente cambio de variable:
s =
2t − tn+1 − tn
tn+1 − tn
=
2t − tn − h − tn
h = 2
( t − tn
h
)




Con lo que finalmente se tiene que:




Resulta evidente que si t ∈ [tn, tn+1] entonces s ∈ [−1, 1]. Por otra parte, se
tiene que dt = h
2
ds, con lo que la siguiente cadena de igualdades es válida:
∫ tn+1
tn

















α (y ( tn + z h )) dz
La última igualdad se cumple al tomar z = s + 1
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α (y (tn + z h)) dz ≈
m∑
i=1








y (tn + h c∗i )
)
Introduciendo esta aproximación en (2.13), se tiene:
V (yn+1) − V (yn) = h
∫ 1
0





y (tn + h c∗i )
)
Por tanto, las aproximaciones y (tn + h c∗i ) ≈ yn+c∗i se calculan utilizando el
método de Runge-Kutta con salida densa. Finalmente se tiene que:
V(yn+1) ≈ V(yn) + h2
m∑
i=1
b∗i α (yn+c∗i ) ≡ Vn+1
Paso 3: Se calcula yn+1, que es la proyección de y˜n+1 sobre la variedad diferenciable de
dimensión (n − 1) dada por:
M = {y : V(y) = Vn+1} (2.14)
Existen varias técnicas de proyección que se pueden utilizar en este paso del
algoritmo. En este caso se utilizará una de las más conocidas, la proyección ortogonal.
Esta técnica permite calcular la proyección de yn+1, como:
yn+1 = y˜n+1 + λn wn (2.15)
donde wn = wn (yn, h) ∈ Rn define la dirección de proyección y λn = λn (yn, h) ∈ R se
escoge de manera tal que yn+1 ∈ M. La proyección estándar calcula yn+1 resolviendo
el problema de optimización:
min ‖yn+1 − y˜n+1‖
sujeto a: V (yn+1) = Vn+1
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Si la norma considerada es la euclidiana, las condiciones necesarias de Lagrange,
después de aproximar ∇V ( y˜n+1 ) ≈ ∇V ( yn+1 ) conducen a la resolución del sistema:
yn+1 = y˜n+1 + λn∇V ( y˜n+1 ) con V ( yn+1 ) = Vn+1 (2.16)
Se dice entonces que yn+1 es la proyección ortogonal de y˜n+1 sobre M, aunque es
válido señalar que se pueden escoger otras direcciones de proyección.
Obsérvese que, una vez escogida la dirección de proyección wn, el valor obtenido
equivale a resolver en λ la ecuación:
V (ϕh (yn) + λwn) − Vn+1 = 0 (2.17)
Nótese que esta ecuación es no lineal para λ y que existen varias maneras de resolver
una ecuación de este tipo. Por ejemplo, se podría utilizar el método de Newton, aun-
que el tipo de ecuación que se obtenga en cada caso, puede sugerir la utilización de
otras vías de solución. Es estrictamente necesario que la ecuación (2.17) tenga solu-
ción ya que esto garantiza que yn+1 ∈ M. El siguiente teorema garantiza la existencia
de la solución bajo ciertas condiciones.
Teorema 2.3.
Se considera el método de proyección descrito en los pasos 1, 2 y 3, el cual conserva
la función de Lyapunov V del sistema de ecuaciones diferenciales (2.10). Si además
se tiene que ∇V(yn)T · wn (yn, 0) , 0 entonces:
(i) Existe h∗ > 0 tal que V(ϕh(yn) + λwn) − Vn+1 = 0 define una única función
λn = λ (yn, h) para cualquier h ∈ [0, h∗].
(ii) El orden del método de proyección es pˆ ≥ mı´n{p, p¯ + 1, 2m}
La prueba de este teorema se encuentra en [12]. Una vez realizado un análisis
exhaustivo de este método teóricamente, resulta necesario para una mejor compren-
sión ilustrar el funcionamiento práctico del mismo. Es por esto que en la próxima
sección se escoge un sistema de EDO sencillo y se integra mediante este método,
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pretendiendo de esta manera darle sentido a cada uno de los pasos del algoritmo que
lo definen.
2.4.2. Ilustración del funcionamiento del método
Con el objetivo de ilustrar el funcionamiento del método propuesto anteriormen-
te, se introduce un ejemplo sencillo y ampliamente estudiado. El objetivo es discre-
tizar este sistema mediante el método de proyección que se introdujo en la sección
anterior. El sistema en estudio es:
dy
dt = − a y, a > 0
y (0) = 1
(2.18)
De la teoría de ecuaciones diferenciales ordinarias se sabe que este problema de
Cauchy tiene solución analítica, la cual viene dada por y (t) = e − a t, con lo que siem-
pre que a > 0 el sistema será estable. También se puede afirmar que V = 1
2
y 2 es
función de Lyapunov de este sistema, ya que:
α (y) = ∇V · F = − a y 2 < 0 para todo a > 0
Nótese que F = − a y es la parte derecha de la ecuación diferencial y que el gra-
diente ∇V = y. Esta observación muestra que el sistema en estudio posee función de
Lyapunov.
A continuación se procede a aplicar el método de proyección, para lo que se
siguen los 3 pasos del algoritmo que lo definen.
Paso 1: Calcular y˜n+1 = ϕh(yn) siendo ϕh un método de Runge-Kutta de orden p. Para
mostrar el funcionamiento del método y a la vez simplificar el trabajo alge-
braico, basta con tomar ϕh como la regla de Euler, considerándola como un
Runge-Kutta de primer orden, resultando:
y˜n+1 = yn + h F(yn) = yn − a h yn
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con lo que:
y˜n+1 = (1 − a h) yn (2.19)
Luego de calcular y˜n+1, se procede al cáculo de la aproximación de la función
de Lyapunov Vn+1. Para esto se trabaja con el mismo método del paso anterior,
pero considerando su salida densa.
Paso 2: Según el método se tiene que calcular Vn+1 de manera tal que:
Vn+1 = V(yn) + h
m∑
i=1
b∗i α (yn+c∗i ) (2.20)
siendo b∗i , c
∗
i , i = 1, . . . ,m los coeficientes y nodos de la cuadratura Gaussia-
na en [0, 1] respectivamente. Por su parte los valores yn+c∗i ≃ y (tn + c∗i h) se
calculan utilizando la salida densa del método utilizado en el paso anterior.
Ahora bien, siendo α el flujo de la ecuación (2.18) y V su función de Lyapunov,
se tiene: ∫ tn+h
tn
α (y) dt = V (y (tn+1)) − V (yn)





α (y) dt = h
∫ 1
0
α (y (tn + σ h)) dσ
pudiendo ahora hacer corresponder σ a los nodos de la cuadratura Gaussiana.




y su coeficiente asociado b∗ = 1. Entonces, aplicando la fórmula de la













































































Vn+1 = V(yn) − a h2
(














con lo que, finalmente, se tiene:
Vn+1 =
12 − a h2
(
1 − a h
2
)2 y 2n (2.21)
Luego de calcular las aproximaciones tanto de la solución como de la función
de Lyapunov, a las que se denotan como y˜n+1 y Vn+1 respectivamente, solo
faltaría obtener yn+1 que, como se vio anteriormente, es la proyección de y˜n+1
sobre la variedad M. Para esto basta aplicar el tercer paso del método.
Paso 3: En este paso se calcula yn+1 como la proyección de y˜n+1 sobre la variedad:
M = {y : V(yn) = Vn+1}
Según la ecuación (2.16), el objetivo es calcular λ de manera tal que la siguiente
ecuación tenga sentido:
0 = V ( y˜n+1 + λ∇V ( y˜n+1 )) − Vn+1 = V ( (1 + λ) y˜n+1 ) − Vn+1
la segunda igualdad se satisface ya que en este problema, ∇V (y) = y. Entonces,
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sustituyendo las expresiones de y˜n+1, Vn+1, dadas en (2.19) y (2.21), se tiene:
V ( (1 + λ) (1 − a h) yn ) −





)2 y 2n = 0
1
2
(1 + λ)2 (1 − a h)2y 2n −
12 − a h2
(
1 − a h
2
)2 y 2n = 0
que, tras la correspondiente manipulación algebraica, resulta:
(1 + λ)2 (1 − a h)2 = 1 − a h
(
1 − a h
2
)2
(1 + λ)2 =
1 − a h
(
1 − a h
2
)2
(1 − a h)2
1 + λ =
√
1 − a h
(
1 − a h
2
)2




1 − a h + (a h)2 − (a h)
3
4
1 − a h
− 1 (2.22)
Sustituyendo el valor de λ y y˜n+1 en la ecuación (2.16), se tiene:
yn+1 = (1 − a h) yn +

√
1 − a h + (a h)2 − (a h)
3
4
1 − a h − 1
 (1 − a h) yn
con lo que finalmente se obtiene el método de proyección buscado:
yn+1 =
√




Nótese que el método obtenido es explícito y que, teniendo en cuenta la manera en
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la que está diseñado, permite conservar la función de Lyapunov del sistema continuo.
Sin embargo, se puede apreciar en este ejemplo que no respeta de manera general
la dinámica del sistema continuo. Una de las circunstancias que pueden dar lugar a
un comportamiento incorrecto es la aparición de puntos espurios, o sea, soluciones
del sistema discreto que no lo son del continuo. Por ejemplo, en los casos en los
que el término a h = 2, el radical que aparece en la ecuación del método se hace
uno, con lo que yn+1 = yn, o sea, el método no avanza, por lo que se entiende que
ha encontrado un punto de equilibro. Esta solución es incorrecta, dado que el único
punto de equilibro del sistema continuo es el origen de coordenadas.
Por otra parte, cuando se enunció el método, se puntualizó la necesidad de que
existiera un λ de manera tal que la ecuación (2.16) tenga sentido. Sin embargo, al
observar la expresión de λ obtenida en este ejemplo, se puede concluir que su exis-
tencia depende del signo que tome el polinomio de tercer grado en términos de a h
que aparece en el numerador de (2.22). Ahora bien, considérese dicho polinomio:
f (r) = 1 − r + r 2 − r
3
4
con r = a h. Este polinomio tiene dos raíces complejas y una real, estando esta última
localizada aproximadamente en r ≈ 7,5. Haciendo un análisis del signo de f (r) alre-
dedor de este punto, se puede concluir que f (r) > 0 cuando 0 < r < 7,5. Luego, en
este intervalo, la ecuación que define a λ tendría solución y el método de proyección
funcionaría correctamente, salvo por la aparición de puntos espurios. Por otra parte
siempre que r > 7,5, f (r) < 0 con lo que la ecuación (2.22) no tendría solución y por
ende no se podría aplicar el método de proyección.
A modo de conclusión se puede decir que este ejemplo no solo sirve para ilus-
trar el funcionamiento del método de proyección, sino que muestra la complejidad
computacional que encierran cada uno de sus pasos. También, se evidencia la in-
capacidad del método para encontrar solución cualquiera sea el tamaño de paso de
discretización. Nótese que en el análisis anterior, se concluye que el buen funciona-
miento del método depende del valor de a h, por lo que el tamaño de paso juega un
papel fundamental. En próximos capítulos se compara la eficiencia de este método
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con el de un método de gradiente discreto. La elección crítica del tamaño de paso
será un punto clave de la comparación.
2.5. Conclusiones
En este capítulo se ha centrado la atención en los métodos de integración numé-
rica geométrica. Se vio cómo la composición de un método con su adjunto es una
estrategia plausible a la hora de incrementar el orden de un determinado método nu-
mérico, a la vez que se conservan las propiedades del sistema continuo en cuestión.
También en este capítulo se han discutido aspectos claves del funcionamiento de
un método de proyección diseñado para la conservación de la función de Lyapunov
de un determinado sistema de EDO. Este método fue propuesto en [12] y los autores
demuestran que, siguiendo un determinado algoritmo de trabajo, se puede diseñar
un método de proyección para el que existirá un h de manera tal que se conserve
la función de Lyapunov del sistema continuo. Hay que señalar que el proceso de
obtención de este valor del paso de discretización no es constructivo, por lo que en la
práctica, para obtener un funcionamiento correcto del método, podría ser necesario
escoger un tamaño de paso extremadamente pequeño. También en este capítulo se
ilustra el funcionamiento del método aplicado a un sistema de EDO escalar simple,






discretización de sistemas de
gradiente lineal
Resumen del capítulo
En este capítulo se describen los métodos numéricos no convencionales
basados en gradientes discretos, mostrando los trabajos previos encon-
trados en la literatura. Asimismo, se introducen los resultados fundacio-
nales de la tesis, al construir una familia de estos métodos. En la sección
3.1 se introduce el concepto de gradiente discreto, así como algunas de
las definiciones y resultados más importantes relacionados con estos. En
la sección 3.2 se enumeran algunos ejemplos de gradientes discretos,
mientras que en la sección 3.3 se repasa la formulación de un método
de integración de gradiente discreto. Se puntualiza el hecho de que, en
principio, los métodos de gradiente discreto son métodos numéricos im-
plícitos. Estos métodos están diseñados de manera tal que conserven las
propiedades cualitativas de los sistemas dinámicos, tales como el flujo,
la energía, la estabilidad, entre otras, cualquiera sea el tamaño de pa-
so con el que se discretice el sistema continuo. Es válido señalar que
este trabajo se centra específicamente en la conservación de la función
de Lyapunov y por ende de la estabilidad del sistema. Comenzando con
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las aportaciones novedosas del capítulo, en la sección 3.4 se describe la
metodología de construcción de métodos de gradiente discreto, hacien-
do énfasis en la elección de los parámetros. Con el objetivo de mostrar
de manera práctica el funcionamiento de dicha metodología de trabajo,
se seleccionan tres sistemas escalares simples, para los que se diseñan
métodos de gradiente discreto. A la vista de los resultados obtenidos con
los ejemplos sencillos, se establece como gradiente discreto para el res-
to del trabajo el del incremento de las coordenadas. Es entonces cuando
se obtiene uno de los resultados más importantes del capítulo: con una
elección adecuada de los parámetros, el método de gradiente discreto
obtenido puede reescribirse de forma explícita para el caso de sistemas
dinámicos con función de Lyapunov multilineal. Finalmente se hace el
estudio del orden de los métodos obtenidos en el caso general y en los
casos particulares de los sistemas escalares escogidos como ejemplos
ilustrativos.
3.1. Formulaciones de gradiente para sistemas dinámicos y
gradientes discretos.
El diseño de métodos de gradiente discreto tiene su fundamento en una idea rela-
tivamente sencilla. Supóngase que se tiene una EDO general:
dy
dt = F(t, y), t ≥ t0
y (t0) = y0
(3.1)
de la cual se sabe que posee una función de Lyapunov, con las características descritas
en capítulos anteriores, a la que se denota por la letra V . La idea, entonces, consiste en
sustituir la derivada de V por un incremento finito. Incidentalmente, se hace notar que
dicha función podría ser una primera integral del sistema, pero teniendo en cuenta que
el objetivo de la tesis es el diseño de métodos de integración que conserven la función
de Lyapunov del sistema bajo discretización, en lo que resta, todos los resultados que
se muestran sobre métodos de gradiente discreto se reducen al caso de sistemas con
función de Lyapunov.
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Se puede afirmar que toda EDO como en (3.1) para la cual se conoce su función
de Lyapunov puede ser reescrita en la forma de gradiente lineal [39]:
dy
dt = L(y)∇V(y) (3.2)
siendo ∇V el gradiente de la función de Lyapunov del sistema continuo y L una
matriz simétrica y definida negativa. Es válido señalar que tanto L como V son fun-
ciones continuamente diferenciables, aunque se asume tanta diferenciabilidad como
sea necesaria para ambas funciones en el resto del trabajo. Además se sabe que esta
descomposición no es única y que las diferentes formas de escribir L(y) pueden con-
siderarse como diferentes estructuras métricas [8]. Esta última afirmación podría dar
lugar a una interesante línea de investigación, aunque en estos momentos queda fuera
del alcance de este trabajo. Por su parte, los gradientes discretos pueden utilizarse pa-
ra construir aproximaciones discretas de la ecuación diferencial, las cuales preservan
funciones de Lyapunov exactamente.
Definición 3.1. Sea V una función diferenciable. Se dice entonces que ∇V es un
gradiente discreto de V si es una función continua y cumple que:
∇V (y, z) . (z − y) = V (z) − V (y)
∇V (y, y) = ∇V (y)
(3.3)
siendo y = y (k), z = y (k + 1), notación que se mantiene en el resto del trabajo.
A continuación se enuncia una proposición que brinda una caracterización de la
definición de gradiente discreto.
Proposición 3.1. La función ∇V es un gradiente discreto si es continua y cumple:
∇V(y, z) = V(z) − V(y)
|z − y| 2
(z − y) + ω (y, z), (y , z)
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donde ω (y, z) es una función vectorial tal que:




ω (y, z) − pi⊥(z−y)∇V(y)
)
= 0
siendo pi⊥(z−y) la proyección de la componente perpendicular a z − y.
Nótese que en dimensión uno existe un único gradiente discreto y viene dado por:
∇V(y, z) = V(z) − V(y)
z − y
(3.4)
En cambio en dimensiones más altas existe una gran diversidad de gradientes dis-
cretos. Una definición análoga para campos vectoriales permite estudiar el análogo
discreto a la regla de la cadena.
Definición 3.2. Sea F un campo vectorial diferenciable. Entonces DF es una deriva-
da discreta si es continua y cumple:
DF(y, z).(z − y) = F(z) − F(y)
DF(y, y) = DF(y)
De la definición se deduce que DF es una derivada discreta si y solo si cada una
de sus filas es un gradiente discreto para la coordenada correspondiente, es decir, el
gradiente discreto es una derivada discreta unidimensional.
Proposición 3.2. (Regla de la Cadena). Sean F y G campos vectoriales, DF y DG
sus correspondientes derivadas discretas. Entonces, DF (G(y),G(z)) DG(y, z) es una
derivada discreta para F ◦G.
En el siguiente epígrafe se listan algunos de los gradientes discretos de alto orden
más utilizados en la literatura.
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3.2. Algunos gradientes discretos.
Como se menciona anteriormente, existe una amplia gama de gradientes discretos
de alto orden en la literatura, por ejemplo, el gradiente discreto del valor medio,
el gradiente discreto del punto medio y el gradiente discreto del incremento de las
coordenadas.




∇V ((1 − ξ) y + ξ z) dξ, (y , z)
donde ∇1V(y, z) es el promedio del gradiente de V en [y, z] siendo [y, z] el segmento
que une y y z.
Ejemplo 3.2. El gradiente discreto del punto medio introducido por Gonzalez [15] se
define como:
∇2V (y, z) = V (z) − V (y)
|z − y|2
(z − y) + pi(z−y)⊥∇V
( z + y
2
)
, (y , z)
Ambos gradientes discretos son exactos en el punto medio de [y, z] cuando ∇V
es lineal. En otras palabras, se tiene que ∇V = ∇1V = ∇2V en el punto medio del
intervalo [y, z] siempre que ∇V sea lineal.
Ejemplo 3.3. Otro de los gradientes más utilizados en la literatura es el gradiente
discreto del incremento de las coordenadas. Este gradiente discreto está asociado con
la trayectoria lineal a trozos que une y con z, siendo cada trozo paralelo a uno de los
ejes coordenados. Este hecho contrasta con los gradientes discretos anteriormente re-
señados, que se basan intuitivamente en una trayectoria a lo largo del segmento [y, z].
Este gradiente discreto se denota por ∇3V para y ∈ Rn tal que y = (y1, y2, . . . , yn).
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Asumiendo como orden de las coordenadas y1, y2, . . . , yn se tiene:
∇3V (y, z) =

V (z1, y2, . . . , yn) − V (y1, y2, . . . , yn)
z1 − y1
V (z1, z2, y3, . . . , yn) − V (z1, y2, y3, . . . , yn)
z2 − y2
...
V (z1, . . . , zn−2, zn−1, yn) − V (z1, . . . , zn−2, yn−1, yn)
zn−1 − yn−1




El gradiente discreto del incremento de las coordenadas se puede ver como una
aproximación de primer orden del gradiente de V en el punto medio del interva-
lo [y, z].
3.3. Método de integración
Para la EDO escrita en forma de gradiente lineal como en (3.2) se consideran
métodos de integración de la forma:
z − y
h = L˜(y, z, h)∇V(y, z) (3.6)
Como se sugiere anteriormente, y (k) tiene como objetivo proporcionar una aproxi-
mación adecuada de y (t) en t = k h. Nótese que el método dado por la ecuación (3.6)
es implícito, al menos en principio, ya que z aparece en la parte derecha de la ecuación
que describe el método. A continuación se describen los requisitos y el significado
de los parámetros del método, L˜, ∇V .
La matriz L˜(y, z, h) de funciones continuamente diferenciables representa una
especie de discretización de L(y), mientras que ∇V(y, z) es un gradiente discreto. Se
ha demostrado en [39] que, siendo ∇V un gradiente discreto, el método dado por la
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ecuación (3.6) es consistente siempre que:
L˜(y, y, 0) = L(y) (3.7)
con lo que respetando esta condición y la de ser ∇V gradiente discreto, la elección de
los parámetros L˜ y ∇V puede hacerse libremente.
Por otra parte se tiene que el método (3.6) conserva V si L˜ es definida negativa, o
sea, la función V evaluada en la trayectoria discreta de la solución también decrece,
en el sentido de la siguiente definición.
Definición 3.3. Sea la función V(y), se dice que V es una función de Lyapunov del
método numérico dado por la ecuación (3.6), si V(z) < V(y) para todo y, salvo cuando
z = y. En este último caso, se cumple la igualdad V(z) = V(y).
Proposición 3.3. Si L˜(y, z, h) es definida negativa para todo y, z, h, entonces V es una
función de Lyapunov de la aplicación (3.6).
Esta proposición garantiza que los métodos de integración de gradiente discreto
conservan la función de Lyapunov del sistema continuo, cualquiera sea el tamaño de
paso h que se utilice en la discretización.
Demostración 3.1. Para probar que V es función de Lyapunov, basta con demostrar
que decrece a lo largo de las trayectorias, o sea:
V(z) − V(y) < 0
En efecto, se tiene:
V(z) − V(y) = ∇V(z, y) (z − y) = ∇V(z, y)
(
h L˜(y, z, h)∇V(z, y)
)
= h∇V(z, y)T L˜(y, z, h) ∇V(z, y)
donde la primera igualdad resulta de la definición (3.3), y la segunda, de la ecuación
(3.6). Ahora bien, denotando v = ∇V(z, y) se tiene:
V(z) − V(y) = h vT L˜ v < 0 si v , 0
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siempre que L˜ sea definida negativa.
3.4. Formulación de un método de gradiente discreto
En esta sección se brinda el mecanismo de trabajo que se utiliza cuando se preten-
de discretizar un sistema de EDO, como el dado por la ecuación (3.1), con el enfoque
del gradiente discreto. Para ello, se propone el siguiente esquema:
1. Reescribir el sistema en la forma de gradiente lineal dada por la ecuación (3.2),
con L continuamente diferenciable.
2. Escoger los parámetros del método, L˜ y ∇V , de manera tal que se cumpla la
condición de consistencia (3.7) y la definición de gradiente discreto.
3. Finalmente, discretizar el sistema continuo, considerando un método de inte-
gración con la siguiente estructura:
z − y
h
= L˜(y, z, h) ∇V(y, z) (3.8)
en el que se asume, como se mencionó anteriormente, que L˜ y V son continua-
mente diferenciables.
3.4.1. Métodos de gradiente discreto para sistemas escalares simples
Para mostrar prácticamente el mecanismo de obtención de un método de gradien-
te discreto, se consideran algunos ejemplos de ecuaciones escalares simples, tomados
de [42]. Se escogieron estos sistemas por dos razones fundamentalmente. En primer
lugar, son sistemas para los que es relativamente sencillo encontrar una función de
Lyapunov. Es válido señalar que la elección de la función de Lyapunov del sistema
es un punto sensible, ya que en muchos casos se puede afirmar que un determinado
sistema de EDO tiene función de Lyapunov, pero no es posible determinar la ecua-
ción que la define, ni existe una metodología de trabajo infalible establecida con este
propósito. La segunda razón para la elección de estos sistemas es que presentan al
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menos un punto fijo asintóticamente estable. De la teoría de estabilidad de sistemas
de EDO, se conoce que siendo y∗ un punto fijo asintóticamente estable del sistema,
entonces V = (y − y∗)2 es función de Lyapunov del sistema en cuestión, al menos
localmente. Haciendo uso de estos ejemplos, se muestra además cómo una elección
adecuada de la matriz L˜ permite reescribir el método de gradiente en forma explícita.
Primeramente, se considera el problema de valores iniciales:
P1 :
dy
dt = − a y , y (0) = y0 (3.9)
con a > 0. De la teoría de ecuaciones diferenciales ordinarias se sabe que este pro-
blema de Cauchy tiene solución analítica, la cual viene dada por:
y (t) = y0 e − a t (3.10)
por lo que siempre que a > 0 este sistema será asintóticamente estable. Esto permite
proponer como candidata a función de Lyapunov del sistema a la función V = 1
2
y 2.
Para demostrar que efectivamente V es función de Lyapunov de P1, basta con com-
probar que se cumplen las condiciones de la definición dada en capítulos anteriores.
Estas son triviales, salvo la cuestión crítica de que V decrezca a lo largo de las tra-
yectorias. Se tiene, entonces:
dV
dt = ∇V · f = y (− a y) = − a y
2 < 0
que se cumple para todo y, siempre que a > 0. En resumen, efectivamente V = 1
2
y 2
puede considerarse como función de Lyapunov del sistema (3.9).
Luego de escoger la función de Lyapunov del sistema, el primer paso para obtener
un método de gradiente discreto es reescribirlo en la forma de gradiente lineal (3.2).
Se puede escribir:
dy
dt = − a y = L(y)∇(V) (3.11)
teniendo en cuenta que ∇V = y y tomando L = − a. Obsérvese además que con esta
elección de L se garantiza que L < 0.
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El segundo paso para la obtención del método de gradiente discreto es la selec-
ción de los parámetros del método L˜(y, z, h) y ∇V(y, z). Los parámetros se escogen
de manera tal que cumplan la condición de consistencia, L˜(y, y, 0) = L(y) y la defini-
ción de gradiente discreto, ∇V(y, y) = ∇V(y). En este caso, la elección del gradiente
es evidente, ya que se está trabajando en dimensión uno, en la que existe un único
gradiente discreto, cuya definición está dada en (3.4). Resulta, entonces:
∇V(y, z) = z
2 − y 2




Para la elección de L˜(y, z, h) hay una gran variedad de opciones. En este caso se hace
la elección que resulta más natural, L˜ = L, teniendo en cuenta que L es constante.
Finalmente sustituyendo la elección de los parámetros en (3.8), se tiene:


















obteniéndose así un método de gradiente discreto, que además de poseer todas las
características que tienen estos métodos por construcción, también es explícito.
Como segundo ejemplo, se considera el sistema de EDO con condiciones inicia-
les:
P2 : dydt = − a y
3 , y (0) = y0 (3.15)
con a > 0. En este caso también es posible obtener la solución analítica del sistema
y viene dada por la expresión:
y (t) = y0√
2 a t y0 2 + 1
(3.16)
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Existen varias formas de comprobar que el punto de equilibrio y∗ = 0 es asintótica-
mente estable. El jacobiano de la EDO dada por la ecuación (3.15) es negativo en
y∗ = 0, o bien el límite t → ∞ de la solución exacta dada por la ecuación (3.16)
es nulo. En este caso, también se propone como función de Lyapunov a V = 1
2
y 2.
Realizando un análisis similar al efectuado en el ejemplo anterior se demuestra que,
en efecto, V es función de Lyapunov del sistema. Además, esta propiedad se cumple
globalmente, ya que:
dV
dt = ∇V · f = y (− a y
3) = − a y 4 < 0
para cualquier y , 0. Dada la definición de V y tomando L(y) = − a y 2 se reescribe
el sistema (3.15) en la forma de gradiente lineal, tal que:
dy
dt = − a y
3 = − a y 2 (y) = L(y)∇V (3.17)
Al igual que en el ejemplo anterior, se deben escoger los parámetros del método,
L˜(y, z, h) y ∇V(y, z) de manera tal que cumplan las condiciones que garantizan la
consistencia del método de gradiente discreto que se obtendrá a continuación. En
este ejemplo, al igual que en el caso anterior, existe una única posibilidad para la
elección del gradiente discreto, ya que se está trabajando también en dimensión uno.
Teniendo en cuenta que se escogió V como en P1, el gradiente discreto vendrá dado
por la misma expresión, o sea:
∇V(y, z) = z + y
2
(3.18)
También haciendo la elección trivial, L˜ = L se tiene:
z = y + h L˜(y, z)∇V(y, z) = y − a h y
2
2



















obteniéndose así un método de gradiente discreto que, al igual que en el ejemplo
anterior, es explícito.
Como tercer y último ejemplo, se considera el problema de valores iniciales,
conocido en la literatura como ecuación logística:
P3 : dydt = a y (1 − y) , y (0) = y0 (3.21)
con y > 0, a > 0. Al igual que en los ejemplos anteriores, es posible obtener la
solución analítica de este sistema y viene dada por:







e − a t
(3.22)
En este caso, el sistema presenta dos puntos de equilibrio, y∗ = 0, y∗ = 1. Razonando
de manera similar a como se hizo anteriormente, se puede demostrar que y∗ = 1
es asintóticamente estable. Por tanto, una buena candidata a función de Lyapunov
en este caso, sería la función V = 1
2
(1 − y)2. Se verifica fácilmente que cumple las
condiciones para ser función de Lyapunov del sistema para este punto de equilibrio,
ya que:
dV
dt = ∇V · f = − (1 − y) a y (1 − y) = − a y (1 − y)
2 < 0 (3.23)
siempre que y > 0, y , 1, a > 0. Es válido señalar que, a diferencia de los casos
anteriores, en este caso la condición para que V sea función de Lyapunov del sistema
solo se satisface localmente. La importancia de este factor radica en que el método
numérico puede dar lugar a una trayectoria que salga del dominio en el que la V
seleccionada es función de Lyapunov. Ahora bien, V es función de Lyapunov del
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sistema (3.21) en una vecindad de y∗ = 1, la cual es válida para cualquier valor
inicial y0 > 0. Entonces, la EDO puede reescribirse en la forma de gradiente lineal,
definiendo:
L(y) = − a y (3.24)
de manera que:
dy
dt = a y (1 − y) = L(y)∇V (3.25)
con L(y) definida negativa, como se requiere. La formulación general del gradiente
discreto en este caso también coincide con el dado en la ecuación (3.4) ya que es de
dimensión uno, con lo que:
∇V(y, z) = (1 − z)
2 − (1 − y) 2
2 (z − y) =
−2 + z + y
2
(3.26)
Respecto a la elección de L˜(y, z, h) también es este caso se asume L˜ = L. La construc-
ción del método de gradiente discreto es análoga a los casos anteriores. Sustituyendo
entonces los parámetros escogidos en la ecuación (3.8) se obtiene el método de gra-
diente discreto:
z = y + h L˜(y, z)∇V(y, z)
= y − a h y
(
−2 + z + y
2
)






Despejando z, se tiene:
z =
(









Como se observa, en este caso el método de gradiente discreto obtenido también
es explícito, a pesar de que la definición de estos métodos es implícita. A modo
de conclusión, se puede decir que para sistemas de dimensión uno con función de
Lyapunov cuadrática, siempre que se escoja L˜ = L, el método de gradiente discreto
obtenido puede reescribirse en forma explícita.
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3.4.2. Formulación de un método de gradiente discreto como un método
numérico explícito
Como se vio en el epígrafe anterior, bajo ciertas condiciones de los parámetros,
es posible obtener métodos de integración de gradiente discreto explícitos. En esta
sección se formaliza este resultado mostrando una familia de sistemas para los que
se puede escribir el método de gradiente discreto en forma explícita.
A partir de este momento, se trabajará con el gradiente discreto del incremento de
las coordenadas. Es válido señalar que, en lo sucesivo, se prescindirá del subíndice
que aparece en la definición inicial de este gradiente. Dicho esto y teniendo en cuenta
la definición del gradiente discreto del incremento de las coordenadas (3.5), se puede





(y, z) = V(z1, . . . , zi, yi+1, . . . , yn) − V(z1, . . . , zi−1, yi, yi+1, . . . , yn)
zi − yi
(3.28)
Considerando sistemas de EDO cuya función de Lyapunov sea multilineal, entonces
V se puede reescribir según:
V(y1, . . . , yn) = Ai (y1, . . . , yi−1, yi+1, . . . , yn) yi + Bi (y1, . . . , yi−1, yi+1, . . . , yn) (3.29)







= 0, Bi = V |yi=0. Entonces, la i-ésima componente del
incremento de la función de Lyapunov V , es decir, el numerador de (3.28), puede ser
calculado de la siguiente manera:
∆iV =V(z1, . . . , zi−1, zi, yi+1, . . . , yn) − V(z1, . . . , zi−1, yi, yi+1, . . . , yn)
=Ai (z1, . . . , zi−1, yi+1, . . . , yn) zi + Bi (z1, . . . , zi−1, yi+1, . . . , yn)−
− Ai (z1, . . . , zi−1, yi+1, . . . , yn) yi − Bi (z1, . . . , zi−1, yi+1, . . . , yn)
=Ai (z1, . . . , zi−1, yi+1, . . . , yn) (zi − yi)
Sustituyendo esta expresión en (3.28), se tiene que la i-ésima componente del gra-
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(y, z) = Ai (z1, . . . , zi−1, yi+1, . . . , yn) (3.30)
siempre que yi , zi. Ahora bien, por brevedad se escribe:
Ai (y, z) = Ai (z1, . . . , zi−1, yi+1, . . . , yn)
enfatizando que Ai (y, z) no depende de z j para j ≥ i.
El siguiente paso para el diseño de un método de gradiente discreto es la elección
de L˜(y, z, h), donde el único requerimiento es la condición de consistencia (3.7). Se
asume ahora que es posible escoger L˜(y, z, h) como una matriz diagonal donde cada
componente L˜ii dependa linealmente de zi, es decir que se pueda escribir como:
L˜ii (y, z, h) = Mii (y) + Nii (y) zi (3.31)
siendo M, N funciones matriciales diagonales. Entonces, al sustituir la matriz L˜ defi-
nida en (3.31) y el gradiente del incremento de las coordenadas en (3.8), se tiene:





(y, z) = h [Mii (y) + Nii (y) zi] Ai (y, z)
= h Mii (y) Ai (y, z) + h Nii (y) Ai (y, z) zi
con lo que se puede despejar zi:
zi − h Nii (y) Ai (y, z) zi =yi + h Mii (y) Ai (y, z)
zi (1 − h Nii (y) Ai (y, z)) =yi + h Mii (y) Ai (y, z)
para, finalmente, obtener la expresión explícita:
zi =
yi + h Mii (y) Ai (y, z)
1 − h Nii (y) Ai (y, z) (3.32)
Aunque la parte derecha de la expresión formalmente depende del vector z, en la
práctica z puede calcularse sin tener que resolver una ecuación no lineal, ya que
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solo aparece en (3.32) a través del gradiente discreto ∇V(y, z). Nótese que en la
ecuación (3.30) la componente i-ésima del gradiente discreto solo depende de las
componentes z j de z con j < i. Por tanto, al calcular zi, todas las variables en la
ecuación (3.32) ya han sido calculadas. En resumen, el método definido por la ecua-
ción (3.30) es una expresión explícita que puede ser calculada secuencialmente. A
modo de conclusión se puede decir que, cuando V es multilineal, entonces se puede
obtener un método numérico explícito con el gradiente discreto del incremento de las
coordenadas, escogiendo los elementos de la diagonal de L˜ como funciones lineales
de la variable zi.
3.5. Análisis del orden del método
En esta sección se estudia el orden del método numérico obtenido en la sección
anterior mediante el procedimiento sistemático habitual [19]: el desarrollo en serie
de Taylor alrededor de h = 0, tanto de la solución exacta del sistema de ecuacio-
nes diferenciales, como de la solución aproximada obtenida por el método numérico.
Es válido señalar que el método de gradiente discreto es consistente por construc-
ción [39], con lo que es al menos de orden uno. Luego el objetivo principal de esta
sección es determinar si este método numérico eventualmente podría alcanzar orden
p > 1 y calcular la constante de error del método. En otras palabras, se considera, por
una parte, la solución exacta y (t) de la ecuación diferencial y, por otra, la solución
aproximada y provista por el método numérico. Asumiendo que no se comete ningun
error al calcular la solución en t, el error local de un método de orden p con constante
de error C puede ser acotado por la expresión ‖ y (t + h) − z ‖ ≤ C h p+1, donde z es el
resultado de un paso h del método numérico. A continuación, se muestra este análisis
en detalle, para luego aplicarlo a sistemas escalares simples, específicamente a los
sistemas P1, P2 y P3, con los que se trabajó anteriormente.
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3.5.1. Análisis del orden del método de gradiente discreto
Para analizar el orden de un método numérico, primeramente se realiza el desa-
rrollo en serie de Taylor de la solución exacta y (t), para luego compararlo con el
desarrollo de la aproximación numérica. En general el método de gradiente discreto
es de orden uno, ya que los términos de segundo orden no se anulan.
Se sabe que un sistema de EDO puede reescribirse en la forma de gradiente lineal
cuando posee función de Lyapunov, o sea:
dy
dt = f (y) = L(y)∇V(y) (3.33)
Por claridad de expresión, se omitirá la dependencia de t de y (t) siempre que no cree
confusión. Por tanto, el desarrollo en serie de Taylor de la solución exacta de la EDO
viene dado por:









= y + h f (y) + h
2
2




= y + h L(y)∇V(y) + h
2
2





















i, j = 1, . . . , n (3.35)
A continuación se considera la solución z del método numérico de gradiente discreto,
como en la ecuación (3.32). Se supone, para simplificar, que la aproximación L˜ no
depende del tamaño de paso h. Se puede entonces definir la función F:
F(z, h) = z − y − h L˜ (y, z) · ∇V(y, z) = 0 (3.36)
La función F(z, h) define implícitamente z = g (h). Por tanto, el desarrollo en serie
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de Taylor de la solución numérica en h = 0 viene dado por:

























































es la mariz jacobiana, o sea, una matriz cuadrada en la que el







. Por otra parte:
∂F
∂h = −L˜ · ∇V (3.41)
Sustituyendo (3.40) y (3.41) en (3.39) se obtiene la derivada de g (h):
dg
dh =












Nótese que para h = 0 la ecuación (3.39) se reduce a:
dg
dh
∣∣∣∣∣h=0 = L(y) · ∇V(y) = f (y) (3.43)
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ya que se cumplen las igualdades z = y, L˜ (y, y, 0) = L(y). Ahora bien, el siguiente
paso sería obtener la derivada de segundo orden de g (h), lo que da lugar a calcular el
diferencial de la ecuación (3.38) definiendo la función G (z, h):














 · dgdh − (L˜ · ∇V) = 0 (3.44)
















∂h = 0 (3.45)
donde se utiliza la definición implícita de z = g (h). Diferenciando la definición de
G (z, h) en la ecuación (3.44) se obtiene, por una parte:
∂G
∂z
= −h H − J d (3.46)







∂ z j ∂ zk
dgk
dh y J
d el jacobiano de
















i, j = 1, . . . , n (3.47)
Por otra parte, se tiene que:
∂G
∂h














∣∣∣∣∣h=0 = − J d∣∣∣h=0 ∂G∂h






Sustituyendo entonces en la ecuación (3.45) se obtiene la derivada de segundo orden:
d 2g
dh 2
∣∣∣∣∣∣h=0 = 2 J d
∣∣∣h=0 · dgdh = 2 J d∣∣∣h=0 · f (y) (3.50)
donde la última igualdad resulta del cálculo previo de la primera derivada, como en
la ecuación (3.43). Finalmente, sustituyendo en la ecuación (3.37) resulta:
z = y + h f (y) + h 2 J d
∣∣∣h=0 f (y) + O (h 3) (3.51)
Comparando esta ecuación con el desarrollo de la solución exacta que aparece en






J c − J d
∣∣∣h=0 ) f (y) (3.52)
por lo que la condición J c = 2 J d
∣∣∣h=0 garantizaría que el método de gradiente dis-
creto obtenido es de segundo orden.
A modo de comparación, se calcula la constante de error correspondiente a la
regla de Euler explícita definida por:
z = y + h f (y) = y + h L(y) · ∇V(y) (3.53)
la cual puede ser comparada con el desarrollo de la solución exacta dada en (3.34),




J c f (y) (3.54)
Más adelante se muestra, en algunos casos particulares, cómo este valor es muchas
veces mayor que la constante de error del método de gradiente discreto propuesto
para las aplicaciones examinadas, aunque ambos métodos sean de primer orden.
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3.5.2. Análisis del orden del método, para sistemas escalares simples
Se ha mostrado en [39] que los métodos de gradiente discreto, además de ser mé-
todos numéricos cuya formulación general es implícita, son métodos de primer orden.
En este epígrafe se pretende particularizar los resultados obtenidos en el epígrafe an-
terior, en cuanto al análisis del orden del método de gradiente discreto obtenido, al
caso particular de los ejemplos P1, P2 y P3. También en estos casos se compara con





J c − J d
)
f (y)
siendo J c el jacobiano discreto dado en (3.35) y J d el jacobiano continuo cuya ex-
presión viene dada en (3.47) y f (y) la parte derecha de la EDO en cuestión.
Trabajando con P1 se tiene que f (y) = − a y, J c = − a, J d = −a
2
con lo que
CGD = 0. Esto demuestra que el método de gradiente obtenido en este caso es al
menos de segundo orden, hecho que se corrobora al demostrar que coincide con la
regla trapezoidal. En efecto, para este último método, se tiene que:
z = y +
h
2
[ f (z) + f (y)] = y + h
2
[−a z − a y]









que es el método de gradiente discreto obtenido en (3.14). Resumiendo, en este caso
se obtiene un método de gradiente discreto que, además de ser explícito, es de se-
gundo orden. Por otra parte se sabe que la constante de error asociada al término de
segundo orden para el método de Euler se calcula según la ecuación (3.54). Para este
ejemplo sería CE = a
2y
2
, con lo que se puede concluir que si se considera el error
en valor absoluto, el error producido por el método de Euler siempre será mayor que
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el producido por el método de gradiente discreto. Por supuesto, todo el análisis se









lo que al sustituir en la expresión de CGD se tiene:
CGD = a 2y 5
Para calcular la constante de error asociada a la regla de Euler hay que tener en cuenta
que para este sistema toma la forma:
z = y − a y 3





con lo que se puede concluir que en efecto el método de gradiente discreto es de
primer orden. Ahora bien, hay que señalar que cualquiera sea el valor de y, la cons-
tante de error asociada a los términos de segundo orden para el método de gradiente
discreto va a ser menor que la asociada a la regla de Euler. En otras palabras:
CGD < CE, para todo y ∈ R
Este resultado basta para garantizar que la precisión del método de gradiente discreto
será mayor que la de la regla de Euler o, en términos de error local, el método de
gradiente discreto tiene menor error local.
Haciendo un análisis similar para P3 se tiene que:
f (y) = a y (1 − y), J c = a (1 − 2 y), J d = −a y
2
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(1 − y) 2
En este caso, la regla de Euler viene dada por la expresión:
z = y + a y (1 − y)
Teniendo en cuenta la expresión de la constante de error asociada a los términos de




(1 − 2 y) (1 − y)
En este caso también resulta fácil concluir que el método de gradiente discreto es
de primer orden, al igual que la regla de Euler. Sin embargo, a diferencia del caso
anterior, CGD no siempre va a ser menor que CE. Resulta relativamente sencillo de-
terminar los valores de y para los cuales CGD < CE, o sea, CGD − CE < 0, ya que
sustituyendo las expresiones calculadas anteriormente para CGD y CE se tiene:
(1 − y) 2 − (1 − 2 y) (1 − y) < 0 ⇒ y (1 − y) < 0
Esto se cumple para y < 0 ó y > 1 por lo que en estos intervalos la precisión del méto-
do de gradiente discreto será mayor que la de la regla de Euler. No obstante, hay que
señalar que el objetivo fundamental del trabajo es la preservación de las propiedades
cualitativas del sistema, por lo que la búsqueda de un error extremadamente pequeño
tiene un interés limitado.
3.6. Experimentos numéricos
A continuación se muestran gráficamente los resultados de algunas simulaciones
realizadas al integrar numéricamente los problemas P1, P2 y P3. En todos los casos
se trabaja con a = 100.
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Figura 3.1: Trayectoria de las soluciones (figura superior) y error global (figura infe-
rior), para el problema P1, h = 0,002.
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Figura 3.2: Relación entre error global y tamaño de paso en el problema P1, y0 = 1
(figura superior), y0 = −1 (figura inferior).
77
Yadira Hernández-Solano
Para el problema P1, se trabajó primeramente con y0 = 1, h = 0,002, mostrando
los resultados de las simulaciones en la figura 3.1. En esta figura se observan dos
gráficas, la primera de las cuales muestra las trayectorias de las soluciones obtenidas
para ambos métodos, o sea, para el método de gradiente discreto propuesto y para
la regla de Euler, así como la solución exacta de este problema que fue calculada
analíticamente en el epígrafe 3.4. Por su parte, la segunda gráfica representa el error
global a lo largo de la trayectoria, que se obtuvo restando la trayectoria obtenida
mediante el método definido en la ecuación (3.14) luego de k pasos, menos la solu-
ción exacta dada por la ecuación (3.10) en t = k h. Se observa que tanto el método
de gradiente como la regla de Euler brindan una solución aproximada cercana a la
solución exacta, aunque se puede apreciar que la solución obtenida por el método
de gradiente discreto es prácticamente la misma que la exacta, mientras que la de la
regla de Euler difiere un poco de esta última. Se observa además que el error global
del método de Euler es mucho mayor que el del método de gradiente discreto. Por
su parte, la figura 3.2 muestra los resultados de un segundo experimento. Esta vez se
trabajó con valores del tamaño de paso entre h = 2 · 10 −4 y h = 2 · 10 −3, con el
objetivo de mostrar cómo variaba el error global de los métodos numéricos respecto
del tamaño de paso h. La primera gráfica corresponde al punto inicial y0 = 1 y la
segunda a y0 = −1, observándose en ambos casos que la dependencia del error global
respecto de h para la regla de Euler es lineal, como se esperaba ya que es un método
numérico de primer orden. No puede dejar de señalarse que la escala de ambos ejes
en la figura 3.2 es logarítmica. En cambio, para el método de gradiente discreto, a
pesar de que la dependencia apreciada también es lineal, la recta que muestra esta de-
pendencia tiene pendiente dos, hecho que valida el resultado obtenido en la sección
anterior cuando se demostró que en este caso el método de gradiente discreto es de
segundo orden. Asimismo, se muestra que en ambos casos el error para el método de
Euler es superior. Por otra parte, se observa que si se aumenta el tamaño de paso, por
ejemplo, considerando h = 0,02 el método de Euler produce resultados completa-
mente incorrectos. Uno de los comportamientos observados con mayor frecuencia, si
bien las figuras correspondientes no resultaban particularmente ilustrativas y se han
omitido, es que las soluciones producidas por el método de Euler entran en ciclos y
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comienzan a oscilar.
Para el problema P2, en primer lugar, se definió y0 = 1, h = 0,003, dando lugar
a los resultados que se muestran en la figura 3.3. Aquí, la primera gráfica muestra las
trayectorias de las soluciones obtenidas tanto para el método de gradiente discreto
propuesto, como para la regla de Euler explícita. Esta figura también muestra la tra-
yectoria de la solución exacta calculada analíticamente con anterioridad. Por su parte,
la segunda gráfica representa el error global a lo largo de la trayectoria, obtenido de
manera similar al caso anterior, pero esta vez restando la trayectoria obtenida por el
método dado en la ecuación (3.20) luego de k pasos y la solución exacta dada por
la ecuación (3.16) en t = k h. Se observa que tanto el método de gradiente como la
regla de Euler brindan una solución aproximada cercana a la solución exacta, pero el
error global del método de Euler es superior al del método de gradiente discreto. En
un segundo experimento, mostrado en la figura 3.4, se trabajó con h en el intervalo
h ∈ (10− 4, 10− 3), con el objetivo de mostrar la influencia del tamaño de paso en el
error global de los métodos numéricos. La primera gráfica corresponde al punto ini-
cial y0 = 1 y la segunda a y0 = −1. Obsérvese que en ambos casos la dependencia
del error global respecto de h es lineal, como se esperaba, ya que al igual que en el
ejemplo anterior ambos métodos son de primer orden. Asimismo, se muestra que en
ambos casos el error para el método de Euler es superior. Ahora bien, si se aumenta
el tamaño de paso, por ejemplo, considerando h = 0,03 el método de Euler produ-
ce resultados completamente incorrectos y el error crece de forma no acotada hasta
sobrepasar la capacidad del ordenador.
Un conjunto similar de experimentos se realizó para el problema P3 definido por
la ecuación logística. En la figura 3.5 se muestran las trayectorias de las soluciones
y los errores para y0 = 1,5 y h = 0,004. Para el análisis de la influencia del tamaño
de paso sobre el error global, mostrado en la figura 3.6, se utilizó primero y0 = 1,5
y luego y0 = 0,5 para mostrar distintos comportamientos cualitativos, teniendo en
cuenta que en este caso el punto de equilibro estable es y = 1. En ambos casos se
aprecia la capacidad del método de gradiente discreto, no solo para brindar una buena
aproximación de la solución del sistema, sino también para conservar la función de
Lyapunov del sistema continuo.
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Figura 3.3: Trayectoria de las soluciones (figura superior) y error global (figura infe-
rior), para el problema P2, h = 0,003.
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Figura 3.4: Relación entre error global y tamaño de paso en el problema P2, y0 = 1
(figura superior), y0 = −1 (figura inferior).
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Figura 3.5: Trayectoria de las soluciones (figura superior) y error global (figura infe-
rior), para el problema P3, h = 0,004.
82
Capítulo 3. Gradientes discretos y discretización de sistemas de gradiente lineal


















































Figura 3.6: Relación entre error global y tamaño de paso, para el método de gradien-
te discreto y la regla de Euler, ambos aplicados a la ecuación diferencial logística.
y0 = 1,5 (figura superior), y0 = 0,5 (figura inferior).
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A modo de conclusión, se puede afirmar que los métodos de gradiente discreto,
a pesar de ser implícitos, se pueden reescribir de manera explícita si se consideran
condiciones especiales de los parámetros. También se establece que, a pesar de ser en
principio métodos de primer orden, existen condiciones que garantizan que puedan
obtenerse métodos de gradiente discreto de orden superior. Incluso en los casos en los
que se obtengan métodos de gradiente discreto explícitos de primer orden, los méto-
dos de gradiente discreto suelen aproximar mejor la solución del sistema, pero sobre
todo respetan el comportamiento cualitativo del sistema original, ya que conservan la
función de Lyapunov del sistema continuo cualquiera sea el tamaño de paso con el
que se trabaje. En próximos capítulos se generalizan estos resultados trabajando con
sistemas de alta dimensión.
3.7. Conclusiones
En el inicio del capítulo se mostraron algunos preliminares de la teoría de los
gradientes discretos y el diseño de métodos de integración basados en estos. Se cen-
tra la atención en los métodos de gradiente discreto diseñados específicamente para
la conservación de la función de Lyapunov del sistema continuo, dando lugar poste-
riormente a la exposición de las principales aportaciones del capítulo. Se describe la
metodología de construcción de métodos de gradiente discreto, haciendo énfasis en
la elección de los parámetros. Se ilustra el funcionamiento de esta metodología, dise-
ñando métodos de gradiente discreto para tres sistemas escalares simples. A continua-
ción, se centra la atención en el gradiente discreto del incremento de las coordenadas
y se formalizan los resultados obtenidos, trabajando con una familia de sistemas de
EDO, cuya función de Lyapunov es multilineal. De esta manera, se obtiene el resul-
tado más importante del capítulo: con una elección adecuada de los parámetros, el
método de gradiente discreto obtenido puede reescribirse de forma explícita, para
el caso de sistemas dinámicos con función de Lyapunov multilineal. Finalmente se
realiza un estudio del orden de los métodos obtenidos en el caso general y en los ca-
sos particulares de los sistemas escalares simples. Los resultados se ilustran mediante
una serie de experimentos numéricos, que corroboraron la capacidad de los métodos
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obtenidos para conservar la función de Lyapunov del sistema continuo, a la vez que






Discretización de las redes de
Hopfield con gradiente discreto
Resumen del capítulo
En este capítulo se exponen algunos de los resultados más importantes
de la tesis. Se propone el uso de un método de gradiente discreto para
la integración de sistemas de ecuaciones diferenciales ordinarias de ma-
nera tal que se preserven la función de Lyapunov del sistema al tiempo
que las demás propiedades favorables del sistema continuo. Como cam-
po de aplicación se utilizan las redes de Hopfield con y sin autopesos.
Se muestra cómo en ambos casos es posible reescribir el método de gra-
diente discreto explícitamente teniendo en cuenta la forma de la función
de Lyapunov del sistema y la elección de los parámetros del método.
Posteriormente se hace el análisis del orden del método propuesto y se
propone su extensión de alto orden. Específicamente se propone la com-
posición del método de gradiente discreto con su adjunto dando lugar
de esta manera a un método de segundo orden que además de conservar
la función de Lyapunov del sistema continuo puede escribirse explícita-
mente al igual que en el caso anterior.
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4.1. Las redes de Hopfield
En este capítulo se propone el uso de un método de integración diseñado de ma-
nera tal que, al discretizar un sistema de EDO con función de Lyapunov, ésta se con-
serve conjuntamente con el resto de propiedades favorables que posea el sistema. El
capítulo sigue la siguiente estructura: en esta sección se introducen las redes de Hop-
field como campo de aplicación; en la sección 4.2 se propone el diseño de un método
de gradiente discreto para discretizar las redes de Hopfield de dimensión dos, con el
objetivo de conservar la función de Lyapunov del sistema cualquiera sea el tamaño de
paso con el que se trabaje; a continuación, en la sección 4.3 se generaliza el resultado
de la sección anterior trabajando con el modelo de Hopfield de dimensión n; en la
sección 4.4 se hace el análisis del orden del método de gradiente discreto propuesto;
ya en la sección 4.5, se considera la presencia de autopesos en el modelo, discreti-
zando también en este caso el sistema utilizando un método de gradiente discreto;
finalmente, en la sección 4.6 se propone una generalización del método propuesto a
alto orden, componiendo el método de gradiente discreto obtenido inicialmente con
su adjunto.
Como se dijo anteriormente, se utilizarán como campo de aplicación las redes
de Hopfield con y sin autopesos. Este sistema es un modelo recurrente inspirado en
las redes neuronales biológicas [22]. Desde el punto de vista dinámico, las redes de
Hopfield son un sistema estable, ya que poseen función de Lyapunov. Precisamente
esta peculiaridad de ser sistemas con función de Lyapunov es la que ha sido utiliza-
da para resolver problemas de optimización combinatoria [26, 53] y estimación de
parámetros [7, 56]. Por tanto, se desea que al discretizar el sistema, la red discreta
también posea función de Lyapunov, en otras palabras, que se conserve la función
de Lyapunov del sistema continuo bajo discretización. Trabajos previos [4] muestran
que la discretización usual utilizada en el marco de la redes neuronales no conserva
la función de Lyapunov del sistema, ya que aparecen soluciones periódicas. Resulta
natural, por tanto, la búsqueda de un método de integración alternativo que conserve
la función de Lyapunov a la vez que integre el sistema. Por otra parte, las redes de
Hopfield también pueden considerarse como una generalización del modelo de Ising
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de la mecánica estadística [34], y su simulación por ordenador permitiría investigar
propiedades de tales modelos, siempre que la discretización preserve sus caracterís-
ticas dinámicas. Por último, desde un punto de vista estrictamente matemático, la
generalización a alto orden de las redes de Hopfield [43, 30] permite definir sistemas
de EDO de dimensión arbitraria, que constituyen un interesante banco de pruebas
de métodos numéricos. En estos sistemas, la conservación de las propiedades cua-
litativas cobra más importancia que la minimización del error local en la obtención
de aproximaciones de las soluciones. Por todas estas razones, resultan las redes de
Hopfield un modelo atractivo para mostrar el funcionamiento de los métodos de gra-
diente discreto. Como se mencionó en el capítulo 3, éstos métodos están diseñados
específicamente para la conservación de la función de Lyapunov del sistema conti-
nuo, cualquiera sea el tamaño de paso con el que se trabaje, a la vez que brindan una
buena aproximación de las soluciones.
Una red neuronal de Hopfield se puede describir de manera general como un
sistema dinámico continuo, compuesto por n elementos de proceso o neuronas. En
cada instante de tiempo la variable yi, i = 1, . . . , n refleja la salida de la neurona
i-ésima. Por otra parte, desde el punto de vista dinámico, las redes de Hopfield son
sistemas estables, pues poseen función de Lyapunov, que usualmente se denota con la
letra V . A esta función también se le conoce como función de energía del sistema. La
consideración de la función de Lyapunov como energía permite ver, desde el punto
de vista físico, este modelo como un sistema disipativo, ya que como se vio en el
capítulo 1, una de las principales características de una función de Lyapunov es que
decrece a lo largo de las trayectorias. En la literatura aparecen varias formulaciones
para las redes de Hopfield, pero en este trabajo se centra la atención en la conocida
como formulación de Abe [1, 55, 31].
La formulación de Abe de las redes de Hopfield está definida por el siguiente
89
Yadira Hernández-Solano











donde ui puede interpretarse biológicamente como el potencial interno de la neurona
i, β > 0 es un parámetro, cuya función es regular la pendiente de la tangente hiper-
bólica y n es el número de neuronas. Por su parte, los elementos wi j con j = 1, . . . , n
representan el peso de la conexión de la neurona j con la i y los bi con i = 1, . . . , n
son los valores del sesgo de la neurona i. Tanto los valores de wi j como los de bi son
constantes. A partir de este momento, se asume β = 1 sin pérdida de generalidad.
Esta suposición solo lleva a un cambio en la escala en el tiempo. Obsérvese que la
ecuación (4.1) no es exactamente un sistema de EDO debido a las variables inter-
nas ui. Estrictamente hablando, es una ecuación Algebraico-Diferencial [9] donde la
parte diferencial es lineal.
A partir de ahora se asumirá que la matriz de autopesos es simétrica y con diago-
nal nula, o sea wi j = w j i y wii = 0. Se demuestra [57] que cuando se utilizan las redes
de Hopfield como método de optimización, esta suposición no conduce a pérdida de
generalidad.
Desde el punto de vista dinámico, se puede demostrar que las redes de Hopfield
dadas en la ecuación (4.1) poseen puntos de equilibrio estables. Este hecho se deriva
de la existencia de una función de Lyapunov ya que, la existencia de tal función, al
menos en una vecindad de un punto de equilibrio, caracteriza su estabilidad [32].







wi j yi y j +
n∑
i=1
bi yi = −
1
2
y T W y + b T y (4.2)
de manera que resulta fácil establecer que este modelo es un sistema de gradiente, ya
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wi j y j − bi = −
∂V
∂yi
Esta igualdad es un punto clave a la hora de demostrar que V es, en efecto, función






























La última desigualdad resulta al observar que las variables de estado permanecen
acotadas por |yi| < 1, ya que se obtienen como resultado de la función tangente
hiperbólica. Consecuentemente, todo punto fijo es también un mínimo local de V y
por ende un punto de equilibrio estable.
Con el objetivo de exponer resultados generales, tanto para el sistema dinámico
que define la red continua como para su discretización, se reformula la ecuación (4.1)
en términos de las variables yi. De esta manera se eliminan las variables ui que se















1 − y 2i
)  n∑
j=1
wi j y j − bi














Este sistema puede también escribirse en forma matricial:
dy










0 . . . 1 − y 2n

mientras que ∇V(y) es el gradiente de la función de Lyapunov definida en la ecua-
ción (4.2). Nótese que la ecuación (4.5) coincide con la forma de gradiente lineal del
sistema que se vio en el capítulo 3.
Una propiedad singular de este sistema es que las trayectorias permanecen den-
tro del hipercubo (−1, 1) n, siempre que el valor inicial también se encuentre dentro
de este. En otras palabras, el hipercubo es invariante, lo cual es obvio de acuerdo
a la ecuación (4.1), ya que la tangente hiperbólica toma valores entre (−1, 1). Sin
embargo, si un método numérico estándar fuese aplicado a la ecuación (4.4), la dis-
cretización podría destruir esta propiedad.
En cuanto a la dinámica del sistema, debido a la existencia de la función de Lya-
punov, el único posible comportamiento a largo plazo es que las trayectorias se acer-
quen asintóticamente a un punto que pertenezca al conjunto de puntos fijos del siste-
ma. En particular, no existirían soluciones periódicas. De la ecuación (4.4), se puede
concluir que los puntos de equilibrio del sistema, ver capítulo 1, pueden clasificar-
se en: vértices del hipercubo, o sea, los y tal que | yi | = 1; y puntos de equilibrio
interiores, que son aquellos en los que
n∑
j=1
wi j y j − bi = 0. Nótese que, al asumir la
ausencia de autopesos, como en el caso que nos ocupa, la función de Lyapunov V





wi jy j − bi no depende de
yi. A la hora de caracterizar la estabilidad del sistema, se distinguen dos casos fun-
damentales, según se considere la ausencia de autopesos o no. Por una parte, cuando
los autopesos se anulan, puede demostrarse [5] que los únicos puntos fijos estables
de la red de Hopfield continua, dada por la ecuación (4.1), son los vértices del hiper-
cubo. Por otra parte, el análisis del caso en el que los autopesos no se anulan resulta
mucho más complicado. Resumiendo, tanto la existencia de la función de Lyapunov
como la invarianza del hipercubo son características críticas para el comportamiento
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favorable de las redes de Hopfield. Es por esto que el objetivo fundamental de este
trabajo es diseñar o proponer métodos numéricos que, por construcción, preserven la
función de Lyapunov que presenta la red continua, independientemente del tamaño
de paso con que se trabaje.
4.2. Aplicación del gradiente discreto a las redes de Hop-
field
En esta sección se procede al diseño de un método de gradiente discreto especí-
ficamente construido para conservar la función de Lyapunov del sistema que define
las redes de Hopfield. Existen algunos trabajos que han abordado ya el problema
desde este punto de vista, entre los que se puede citar la tesis doctoral del profesor
Miguel Atencia Ruiz [3]. En estos trabajos, a partir de resultados previos sobre el sis-
tema continuo, se formula la red discreta como un método numérico no estándar que
resuelve la ecuación continua, dependiendo del tamaño de paso de discretización.
Desde el punto de vista numérico, dicha red discreta es una aproximación de pri-
mer orden de la continua. Asimismo, el análisis dinámico muestra que se preservan
los puntos fijos del sistema, así como su estabilidad o inestabilidad. Sin embargo,
en general, este método no estándar no garantiza la conservación de la función de
Lyapunov, lo que se demuestra mediante la construcción de soluciones periódicas.
En resumen, la destrucción de la estructura de gradiente, dificulta la capacidad del
sistema como algoritmo de optimización.
A la vista de los resultados anteriores, surge la necesidad de diseñar un método
numérico que permita discretizar la red continua a la vez que conserve las propieda-
des cualitativas de ésta, específicamente su función de Lyapunov. Para esto se centra
la atención en los métodos de gradiente discreto y se sigue el esquema descrito para
el diseño de éstos en el capítulo anterior, o sea:
1. Reescribir el sistema (4.1) en la forma de gradiente lineal dydt = L (y)∇V (y)




2. Discretizar el sistema usando el método:
z − y
h = L˜ (y, z, h)∇V (y, z) (4.6)
siendo L˜ (y, y, 0) = L (y), ∇V (y, y) = ∇V (y).
3. Sustituir las expresiones de L˜ (y, z, h) y ∇V (y, z) en (4.6) para obtener la ex-
presión del método numérico resultante.
Con vistas a ilustrar la metodología de obtención de un método de gradiente discreto,
se escoge como ejemplo ilustrativo el sistema de Hopfield en dimensión dos asu-
miendo la ausencia de autopesos. Como se dijo anteriormente, se escoge el gradiente
discreto del incremento de las coordenadas ∇V .
Teniendo en cuenta la formulación general de las redes de Hopfield dada en la
ecuación (4.1), en dimensión dos el sistema adquiere la siguiente forma:
du1
dt = w12 y2 − b1, y1 = tanh u1
du2
dt = w21 y1 − b2, y2 = tanh u2
(4.7)
El primer paso para la obtención de un método de gradiente discreto para este sistema,
sería reescribirlo en la forma de gradiente lineal.
4.2.1. Formulación del sistema en forma de gradiente lineal
Dado que se trabaja con y ∈ R2, se usará la notación1 y = (y1, y2). Ahora bien,
teniendo en cuenta la expresión de V dada en la ecuación (4.2) para el sistema (4.7)
1Cuando no haya confusión se mantiene la notación habitual de usar subíndices para las distintas
componentes de un vector.
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(2 w12 y1 y2) + b1 y1 + b2 y2










= (−w12 y2 + b1,−w21 y1 + b2)
Como se vio en la sección anterior, se puede reescribir el sistema eliminando las












1 − y 21
)












1 − y 22
)
(w21 y1 − b2)






1 − y 21 00 1 − y 22
 w12 y2 − b1
w21 y1 − b2

dy
dt = L (y)∇V (y)
donde:
L (y) = −
1 − y 21 00 1 − y 22
 , ∇V (y) = −w12 y2 + b1
−w21 y1 + b2

Teniendo en cuenta que L(y) es simétrica y definida negativa, se cumple:
dV
dt = (∇V)




(∇V)T L (y)∇V = − (−w12 y2 + b1,−w21 y1 + b2)
1 − y 21 00 1 − y 22

−w12 y2 + b1




(−w12 y2 + b1) 2
(
1 − y 21
)
+ (−w21 y1 + b2) 2
(
1 − y 22
)]
≤ 0
Esto implica que efectivamente V(y) es una función de Lyapunov para el sistema (4.7).
Luego de reescribir el sistema en la forma de gradiente lineal, corresponde elegir los
parámetros del método de gradiente discreto.
4.2.2. Definición de los parámetros del método
Una vez reescrito el sistema (4.7) en la forma de gradiente lineal, se seleccionan
los parámetros del método de gradiente discreto mediante el que se discretizará la red
continua. Los parámetros se escogen de manera tal que se cumpla L˜ (y, y, 0) = L (y),
∇V (y, y) = ∇V(y). En este caso se elige:
L˜(y, z, h) = −
1 − y1z1 00 1 − y2z2

Con esta elección de L˜ es fácil comprobar que se cumple la condición de consistencia,
o sea, L˜ (y, y, 0) = L (y). Por otra parte, la expresión para el gradiente discreto del
incremento de las coordenadas sería:
∇V (y, z) =

V (z1, y2) − V (y1, y2)
z1 − y1
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y teniendo en cuenta la definición de V resulta:
∇V (y, z) =

(−w12 z1 y2 + b1 z1 + b2 y2) − (−w12 y1 y2 + b1 y1 + b2 y2)
z1 − y1





−w12 y2 (z1 − y1) + b1 (z1 − y1)
z1 − y1
−w12 z1 (z2 − y2) + b2 (z2 − y2)
z2 − y2
 =
−w12 y2 + b1
−w12 z1 + b2

Finalmente se tiene que:
∇V(y, z) =
 −w12 y2 + b1
−w12 z1 + b2
 (4.8)
con lo que ∇V(y, y) =
 −w12 y2 + b1
−w12 y1 + b2
 = ∇V(y) como se requería.
Una vez elegidos los parámetros del método y luego de comprobar que cumplen
con la definición de gradiente discreto y la condición de consistencia, solo queda
sustituir en la ecuación general de los métodos de gradiente discreto y obtener la
fórmula de discretización.
4.2.3. Discretización mediante gradiente discreto
La siguiente fase del proceso de construcción del método, tras escoger sus pa-
rámetros, es propiamente la discretización del sistema continuo dado por la ecua-
ción (4.7), según:






 − h 1 − y1 z1 00 1 − y2 z2
 −w12 y2 + b1
−w12 z1 + b2

de manera que queda:
z1 = y1 + h
[(−1 + y1 z1) (−w12 y2 + b1)]
z2 = y2 + h
[(−1 + y2 z2) (−w12 z1 + b2)]
En este caso es posible despejar z1 y z2, con lo que se puede expresar el método en
forma explícita, o sea:
z1 = y1 + h
[(w12 y2 − b1) − y1 z1 (w12 y2 − b1)]
z1
[
1 + h y1 (w12 y2 − b1)] = y1 + h (w12 y2 − b1)
z1 =
y1 + h (w12 y2 − b1)
1 + h y1 (w12 y2 − b1)
De manera similar se despeja z2 y se obtiene:
z2 =
y2 + h (w12 z1 − b2)
1 − h y2 (w12 z1 − b2)
Resumiendo, se obtiene un método de gradiente discreto explícito para las redes de
Hopfield de dimensión dos, cuya formulación viene dada por:
z1 =
y1 + h (w12 y2 − b1)
1 + h y1 (w12 y2 − b1) , z2 =
y2 + h (w12 z1 − b2)
1 + h y2 (w12 z1 − b2)
Este método fue diseñado para que, cualquiera que sea el paso de discretización, se
conserve la función de Lyapunov del sistema continuo. En la siguiente sección se
generalizan los resultados aplicándolos a las redes de Hopfield de dimensión n.
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4.3. Generalización del gradiente discreto al sistema de Hop-
field de dimensión n
Con vistas a generalizar los resultados obtenidos en la sección anterior, se consi-






wi j y j − bi
yi = tanh (ui)
(4.10)
cuya función de Lyapunov resulta ser:










Obsérvese que asumir la ausencia de autopesos es equivalente a decir que V es mul-
tilineal, por lo que responde a la descomposición dada en la ecuación (3.29) del ca-
pítulo 3.
Por otra parte, se sabe que es posible reescribir este sistema en términos de las
variables yi, coincidiendo esta formulación con la de gradiente lineal dada en (4.5).




1 − y 2i
)  n∑
j=1
wi j y j − bi

Esta formulación es conveniente, para posteriormente pasar a seleccionar los paráme-
tros del método. La correcta elección de los parámetros permitirá reescribir el método
numérico de gradiente discreto en forma explícita. Los parámetros escogidos en este
caso son:
L˜ (y, z, h) = −





0 . . . 1 − yn zn

Es fácil comprobar que L˜ (y, y, 0) = L (y), ya que cuando h = 0, se cumple y = z. Se
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considera ahora el gradiente discreto del incremento de las coordenadas:
∇V (y, z) =

V (z1, y2, . . . , yn) − V (y1, y2, . . . , yn)
z1 − y1
V (z1, z2, y3, . . . , yn) − V (z1, y2, . . . , yn)
z2 − y2
...
V (z1, . . . , zi−1, zi, yi+1, . . . , yn) − V (z1, . . . , zi−1, yi, yi+1, . . . , yn)
zi − yi
...
V (z1, . . . , zn) − V (z1, . . . , zn−1, yn)
zn − yn

Como se comentó en el capítulo 3, cuando la función de Lyapunov es multilineal, se




(y, z) = Ai (z1, . . . , zi−1, yi+1, . . . , yn) (4.11)
siempre que yi , zi, donde Ai =
∂V
∂yi
. En ocasiones, por brevedad se escribirá:
Ai (y, z) = Ai (z1, . . . , zi−1, yi+1, . . . , yn)
pero es importante tener en cuenta que Ai (y, z) no depende de z j cuando j ≥ i.
Utilizando esta notación, se puede reescribir el gradiente discreto del incremento de
las coordenadas de la siguiente manera:
∇V (y, z) =

A1 (y2 , . . . , yn)
A2 (z1, y3, . . . , yn)
...
Ai (z1, . . . , zi−1, yi+1, . . . , yn)
...
An (z1, . . . , zn−1)

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(y, y) = (∇V)i (y)
Luego de escoger los parámetros del método y comprobar que cumplen las condicio-
nes bajo las cuales se garantiza la consistencia del método numérico, se procede a
la discretización del sistema (4.10) como en (4.9). Teniendo en cuenta la elección de
los parámetros, se puede garantizar la obtención de un método de gradiente discreto
explícito. Esto ocurre específicamente debido a que V es multilineal, L˜(y, z, h) es li-
neal respecto a la variable z y el gradiente discreto seleccionado es el incremento de
las coordenadas. Finalmente, el método obtenido es:
zi =
yi + h (Ai − bi)
1 + h yi (Ai − bi) , Ai =
∑
j< i
wi j z j +
∑
j> i
wi j y j (4.12)
Nótese que, a pesar de que a simple vista parece que el método obtenido es implí-
cito, hay que tener en cuenta que Ai (y, z) no depende de z j cuando j ≥ i. Entonces,
es evidente que cada componente puede ser calculada utilizando solamente las com-
ponentes anteriores a esta, por lo que el método de gradiente discreto obtenido es
explícito en la práctica. De esta manera, es posible aprovechar todas las ventajas de
los métodos explícitos sobre los implícitos, sobre todo en cuanto a eficiencia a la hora
de implementarlos.
4.4. Análisis del orden de la aplicación al sistema de Hop-
field
En esta sección se analiza el método de gradiente discreto propuesto, analizando
su orden en el caso de la integración de las redes de Hopfield n-dimensionales. Se
sabe que el orden del método numérico obtenido puede ser estudiado siguiendo el
procedimiento estándar, en otras palabras, comparando el desarrollo en serie de Tay-
lor alrededor de h = 0 de la solución exacta del sistema de ecuaciones diferenciales y
de la solución aproximada que brinda el método numérico. Nótese que el método de
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gradiente discreto es consistente por construcción, por lo que es al menos de orden





siendo CGD la constante de error del método. En el capítulo 3, se vio que la constante






J c − J d
∣∣∣h=0) f (y) (4.13)






, J c =
∂ (L · ∇V)
∂y
los jacobianos del método numérico y de la
ecuación continua, respectivamente, mientras que f (y) es la parte derecha de la EDO.
Como se mencionó anteriormente, la simple aplicación del método de gradiente
discreto a sistemas de EDO lineales y escalares conduce a la obtención de la regla tra-
pezoidal, que como se sabe del análisis numérico es un método de segundo orden, por
lo que es ventajoso en comparación con la regla de Euler. A continuación se analizará
si esta ventaja se mantiene cuando se aplica este método a sistemas más complejos.
Nótese que, teniendo en cuenta la elección de L˜ y ∇V , la i-ésima coordenada del




= (1 − yi zi) Ai (y, z) (4.14)
donde Ai(y, z) se define como en (4.11). Ahora bien, la matriz jacobiana del sistema
continuo J d se define según:
J dii = − yi Ai (y, z) J di j = (1 − yi zi)
∂Ai
∂z j
= (1 − yi zi) wi j
ya que ∂Ai
∂zi
= 0 si i , j. Teniendo en cuenta que cuando h = 0, se cumplen z = y,




∣∣∣h=0 = − yi ∂V∂yi J di j
∣∣∣∣h=0 = (1 − y 2i ) wi j (4.15)
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Por su parte, teniendo en cuenta la expresión de J c, la definición de la matriz L y del
gradiente discreto ∇V se obtiene:
J cii = − 2 yi
∂V
∂yi
J ci j =
(
1 − y 2i
)
wi j si i , j (4.16)
Calculando la expresión de la constante de error CGD del método de gradiente dis-
creto, se observa que solo los términos de la diagonal se anulan, ya que habría que
calcular la diferencia 1
2
J c − J d
∣∣∣h=0. Este resultado basta para concluir que, de ma-
nera general, el método de gradiente discreto obtenido es solo de primer orden. No
obstante, si se escogen los parámetros del método de manera tal que J c = 2 J d
∣∣∣h=0
se obtendrá un método de gradiente discreto al menos de segundo orden. Por otra




J c f (y)
Si se compara este valor con el de la constante de error del método de gradiente





J c − J d
∣∣∣h=0 ) f (y)
lo que sugiere que CE > CGD, a pesar de ser ambos métodos de primer orden. Es
decir, el método de gradiente discreto brindaría una mejor aproximación de las so-
luciones, a la vez que conserva la función de Lyapunov del sistema. En el próximo
capítulo, mediante simulaciones numéricas se respalda esta suposición.
El análisis que se ha realizado en esta sección no es fácilmente generalizable para
la obtención de condiciones superiores a orden dos. El establecimiento de una teoría
sistemática del orden de métodos de gradiente discreto, similar a la desarrollada para
los métodos de Runge-Kutta, es una dirección prometedora para futuras investigacio-
nes que, sin embargo, se sale de los objetivos trazados para este trabajo.
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4.5. Método de gradiente discreto para el sistema de Hop-
field con autopesos
En los epígrafes anteriores se trabajó con la formulación de Abe de las redes neu-
ronales de Hopfield considerando que no existen autopesos, o sea, asumiendo wii = 0.
Como se dijo anteriormente, en este caso los puntos de equilibrio estables del sistema
se encuentran en los vértices del hipercubo de definición. Este modelo encuentra una
aplicación significativa como método de optimización cuando la función objetivo es
mutilineal. En este epígrafe se asume la presencia de autopesos en el modelo y se
diseña un método de gradiente discreto para discretizarlo. En este caso, los puntos de
equilibrio del sistema continuo se encuentran en el interior del hipercubo. Una varian-
te del modelo resultante se ha aplicado a la construcción de un método de estimación
de parámetros, por lo que es también un interesante caso de estudio.











y que este sistema posee función de Lyapunov, dada por:










Como en este caso se está asumiendo la presencia de autopesos en el modelo, o
sea, wii , 0, la función de Lyapunov no sería multilineal por lo que no es posible
reescribirla como en el ejemplo anterior, en el que se asumió la ausencia de autopesos.
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1 − yi 2
) ∑
j
wi jy j − bi

Luego de reescribir el sistema en la forma de gradiente lineal y siguiendo la meto-
dología de trabajo para el diseño de métodos de gradiente discreto, dada al inicio de
este capítulo, el siguiente paso sería escoger los parámetros del método, a saber: el
gradiente discreto ∇V y la matriz L˜. Como se vio anteriormente, estos parámetros
se escogen de manera tal que se cumplan las dos condiciones ∇V(y, y) = ∇V(y),
L˜(y, y, 0) = L(y), garantizando de esta manera la obtención de un método consisten-
te. En este caso también se trabaja con el gradiente discreto del incremento de las
coordenadas. Se sabe que de manera general la coordenada i-ésima de este gradiente






V (z1, . . . , zi−1, zi, yi+1, . . . , yn) − V (z1, . . . , zi−1, yi, yi+1, . . . , yn)
zi − yi





















De esta manera, finalmente se tiene que la i-ésima coordenada del gradiente discreto












wi j z j +
∑
j> i
wi j y j
igual que en el caso sin autopesos, aunque cabe señalar que en este caso no coincide
con el gradiente de la función de Lyapunov.
Por su parte, en el modelo en que se consideraba que todos los autopesos wii se
anulaban, se asumió:
L˜ = − diag (1 − yi zi)
Si se toma ahora este valor para L˜, se habrían seleccionado exactamente los mismos
parámetros que para el modelo de Hopfield sin autopesos. Se trabajará provisional-
mente con esta definición, con el único objetivo de ilustrar la importancia que tiene
una correcta selección de los parámetros. En efecto, a continuación se podrá apreciar
cómo en este caso esta selección no es adecuada, lo que dará lugar a un cambio en la
elección de L˜.
Sustituyendo los parámetros escogidos en la ecuación (4.6) que define el método
de integración, se tiene:
zi − yi
h





wii (zi + yi)
)




























wii yi − Ai yi zi +
1
2
wii yi zi 2 +
1
2
wii yi 2 zi
)



































wii y 2i +
1
2
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wii + h Ai yi −
h
2




wii yi − h Ai + yi
(4.19)
la ecuación (4.18) no es más que una ecuación de segundo grado en términos de zi.
A continuación se hace un análisis cualitativo para decidir cuál de las dos so-
luciones de la ecuación de segundo grado obtenida anteriormente, definirá el mé-
todo de gradiente discreto que se está diseñando. Está claro que, por consistencia,
cuando h = 0 debe cumplirse que z = y. Si se considera que la ecuación (4.19)
define los coeficientes α(h), β(h), γ(h) como funciones de h, cuando h = 0 se ten-
drán los valores α(0) = 0, β (0) = −1, γ (0) = yi. Se considera ahora la ecuación





β 2 − 4αγ
2α
(4.20)









− β + √β 2 − 4αγ2α · − β −
√
β 2 − 4αγ
− β −
√























− β − | β |
= ∞
ya que β(0) = −1. La no existencia del límite es un criterio suficiente para desechar






















De esta manera se concluye que z = y cuando h = 0, que coincide con la condición
intuitiva de consistencia. Así, se puede afirmar que el método de gradiente discre-
to estaría definido por la ecuación zi =
−β −
√
β 2 − 4αγ
2α
con α, β, γ como en la
ecuación (4.19).
Luego de efectuar algunos experimentos numéricos con vistas a validar el fun-
cionamiento del método obtenido, se puede arribar a la conclusión de que este no es
adecuado en varios aspectos:
1. Habría que chequear en cada paso el signo de β, ya que cuando β > 0 la




β 2 − 4αγ
2α
2. A pesar de conservar la función de Lyapunov del sistema continuo, la discre-
tización no respeta el dominio de definición de este, ya que las soluciones se
salen del hipercubo (−1, 1).
3. Otro inconveniente de esta discretización es que siempre que β 2 − 4αγ < 0, el
método no encuentra solución.
Teniendo en cuenta el mal funcionamiento del método obtenido, se propone una elec-
ción diferente de los parámetros, con el objetivo de mejorar su eficiencia. Se continúa








wii (zi + yi)
pero se toma la elección más sencilla para la matriz L˜, es decir, L˜ = L = − diag
(
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zi = yi − h
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1 − y 2i
)
wii zi = yi − h
(
















zi = yi − h
(







Finalmente, se obtiene un método de gradiente discreto explícito que viene dado por














1 − y 2i
)
wii
Este método de gradiente discreto permite discretizar las redes de Hopfield con au-
topesos a la vez que conserva la función de Lyapunov de la red continua. Obsérvese
que en este caso también fue posible reescribir el método en forma explícita incluso
cuando la función de Lyapunov no es multilineal. Por otra parte, haciendo un análisis
del orden similar al realizado para el método obtenido con ausencia de autopesos, se
concluye que este método es también de primer orden.
Teniendo en cuenta que en ambos casos se han obtenido métodos de gradiente
discreto de primer orden, la propuesta de una generalización de alto orden de dichos
métodos es una línea natural a seguir. Es en esta dirección en la que se encuentran los
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resultados de la próxima sección.
4.6. Método de gradiente discreto adjunto
El objetivo de esta sección es obtener un método de gradiente discreto de orden
superior. Específicamente, se propone la extensión de alto orden del método de gra-
diente discreto diseñado al inicio del capítulo, aplicado a las redes de Hopfield sin
autopesos. Para esto, se considera la composición de este con su adjunto. De manera
general, para obtener el adjunto de un método numérico se considera el inverso del
método y se retrocede en el tiempo. En otras palabras, se efectúan los intercambios zi
por yi, h por −h, tal como se explicó con más detalle en el capítulo 2. Teniendo esto
en cuenta y considerando la expresión del método de gradiente discreto obtenido con
anterioridad, cuya expresión viene dada en la ecuación (4.12), se tiene:
yi =
zi − h Ai (y1, . . . , yi−1, zi+1, . . . , zn)
1 − h zi Ai (y1, . . . , yi−1, zi+1, . . . , zn) i = 1, . . . , n (4.21)
Luego de despejar, es necesario invertir el orden de cálculo de las coordenadas para
obtener un método explícito, el cual será el adjunto del método de gradiente discreto
dado en la ecuación (4.12), o sea:
zi =
yi − h Ai (y1, . . . , yi−1, zi+1, . . . , zn)
1 − h yi Ai (y1, . . . , yi−1, zi+1, . . . , zn) , i = n, . . . , 1 (4.22)
Teniendo en cuenta que el objetivo de esta sección es obtener un método de gradiente
discreto de orden superior, se propone la composición del método de gradiente dis-
creto de primer orden con su adjunto. Como se dijo en el capítulo 2, la composición
de métodos numéricos tiene muchas finalidades pero cuando se trata de incrementar
el orden de convergencia, una de las vías a seguir es la composición:
Ψh = Φh/2 ◦Φ
∗
h/2 (4.23)
que convierte todo método Φ consistente de paso simple y orden uno en un método
Ψ simétrico de segundo orden [17]. En particular, siendo Φh el método de gradiente
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discreto propuesto en la ecuación (4.12) y Φ∗h su adjunto, cuya expresión viene dada
en la ecuación (4.22), entonces se puede afirmar que Ψh será un método numérico
explícito, simétrico y de segundo orden. Resulta relativamente sencillo comprobar
que además este método conserva la función de Lyapunov del sistema continuo. Se
tiene que:
Φh/2(yn) = y˜n+1 ⇒ V( y˜n+1) < V(yn)
ya que Φh es un método de gradiente discreto, siendo V la función de Lypaunov del














ya que Φ∗h es también un







En resumen, el método numérico propuesto, además de ser explícito, simétrico y de
orden dos, conserva la función de Lyapunov del sistema.
4.7. Conclusiones
En este capítulo se recogen algunos de los resultados más importantes de la tesis.
En primer lugar, se introducen las redes de Hopfield como campo de aplicación de
las técnicas de integración que se proponen posteriormente. Se diferencian dos casos
concretos, según se asuma la ausencia o la presencia de autopesos en el modelo. A
continuación, se diseña un método de gradiente discreto de manera tal que se con-
serve la función de Lyapunov bajo discretización, cualquiera sea el tamaño de paso.
Se muestra, además, que una elección adecuada de los parámetros del método de
gradiente discreto permite reescribirlo explícitamente, a pesar de ser estos métodos
implícitos en principio. Este resultado se obtiene tanto para el modelo sin autope-
sos como, posteriormente, para el que incluye autopesos y, por tanto, cuya función
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de Lyapunov no es multilineal. Se realiza además, en este capítulo, el estudio del
orden del método propuesto, obteniéndose condiciones de segundo orden sobre los
parámetros. Finalmente, se propone una extensión de alto orden del método obteni-
do, al discretizar el sistema de Hopfield considerando la ausencia de autopesos y se
demuestra su capacidad para conservar la función de Lyapunov del sistema continuo.
En el próximo capítulo, se muestran simulaciones en las que se ilustra el fun-
cionamiento del método de gradiente discreto obtenido para la discretización de las
redes de Hopfield sin autopesos. Se muestran también en las simulaciones las me-
joras que introduce su extensión de segundo orden ya que, si bien es cierto que las
soluciones obtenidas son similares cualitativamente, el método de segundo orden mi-
nimiza el error local cometido en la discretización, a la vez que conserva la función






En este capítulo se muestran un grupo de simulaciones numéricas con
el objetivo de respaldar los resultados teóricos de capítulos anteriores
respecto al orden, convergencia y exactitud de los métodos de gradiente
discreto propuestos. Los experimentos se diseñaron para la discretiza-
ción de las redes de Hopfield asumiendo la ausencia de autopesos. En
primer lugar, se compara el método de primer orden diseñado con la re-
gla de Euler, algunos esquemas de Runge-Kutta y el método de proyec-
ción presentado en capítulos anteriores. En todos los casos, se aprecia el
buen comportamiento del método de gradiente discreto, tanto en la preci-
sión con la que aproxima la solución del sistema, como en su capacidad
para conservar la función de Lyapunov del sistema continuo cualquie-
ra sea el tamaño de paso de discretización. Este buen comportamiento
persiste incluso al aumentar el tamaño de paso, hasta el punto de que el
resto de los métodos muestran comportamientos erróneos desde el punto
de vista dinámico. A continuación, se diseñan algunos experimentos con
objeto de mostrar las mejoras obtenidas al proponer la extensión de alto




5.1. Método de gradiente discreto
En el capítulo anterior se propone un método de gradiente discreto para la dis-






wi j y j − bi
yi = tanh ui
El método de gradiente discreto obtenido cuando se asume la ausencia de autopesos
en el modelo viene dado por:
zi =
yi + h (Ai − bi)
1 + h yi (Ai − bi) , Ai =
∑
j< i
wi j z j +
∑
j> i
wi j y j
que, como se vio en el capítulo anterior, es un método explícito ya que todas las
componentes z j con j < i ya han sido calculadas cuando se afronta el cómputo de zi.
En este capítulo se muestra el resultado de algunos experimentos numéricos reali-
zados con el fin de evaluar el funcionamiento de este método. De la teoría del análisis
numérico se sabe que cualquier método numérico puede proporcionar una aproxima-
ción correcta de las soluciones de un determinado sistema de ecuaciones diferencia-
les, si se trabaja con un tamaño de paso suficientemente pequeño. Es por esto que,
con objeto de mostrar las ventajas de trabajar con este método de gradiente discreto,
se diseñan casos de prueba en los que usualmente los métodos tradicionales fallan al
obtener una aproximación adecuada de las soluciones o al conservar la dinámica del
sistema continuo. En la sección 4.1 vimos que las redes de Hopfield, desde el punto
de vista dinámico, constituyen un sistema estable, ya que es un sistema con función
de Lyapunov. Por otra parte, teniendo en cuenta la ecuación que define este modelo,
se sabe que su dominio de definición se encuentra dentro del hipercubo (−1, 1) n y que
al asumir la ausencia de autopesos, o sea wii = 0, los puntos de equilibrio estables
coinciden con los vértices del hipercubo, puntos en los que |yi| = 1. Puede decirse, por
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consiguiente, que tanto la existencia de la función de Lyapunov como su dominio de
definición son dos características fundamentales de este sistema, teniendo en cuenta,
entre otras aplicaciones, la resolución de problemas de optimización. Por tanto, el
objetivo de los experimentos será mostrar la superioridad del método de gradiente
discreto, en lo tocante a que, al discretizar el sistema, se continúen conservando estas
propiedades.
Para diseñar los experimentos numéricos, se tuvo en cuenta que en una vecindad
de un punto crítico, el comportamiento de las soluciones puede ser cualitativamente
diferente, dependiendo de la discretización y el tamaño de paso con el que se trabaje,
por lo que tomar el punto inicial cerca de un punto crítico sería un interesante caso
de estudio. Por tanto, se fuerza el sistema a tener un punto de equilibrio inestable
yc, el cual se define como un punto arbitrario en el interior del hipercubo (−1, 1) n,
estableciendo convenientemente la relación entre los parámetros, es decir: b = W · yc.
Nótese que el punto de ensilladura que presenta el sistema pertenece a la frontera
entre las cuencas de atracción asociadas a diferentes puntos de equilibrio estables.
Finalmente, se escoge el punto inicial y0 en una vecindad del punto crítico yc, de
manera tal que pequeñas perturbaciones conduzcan a comportamientos dinámicos
cualitativamente diferentes.
Con respecto a la matriz de pesos W , inicialmente, se tomaron los coeficientes
de la matriz W aleatorios, pero de manera tal que la matriz fuese simétrica y con
diagonal nula. Los experimentos realizados con esta definición de los parámetros no
mostraron ningún comportamiento relevante, o sea, no se aprecia ninguna ventaja del
método de gradiente discreto sobre los métodos tradicionales. En el siguiente conjun-
to de experimentos, se definen los coeficientes de la matriz W diferentes en distintos
órdenes de magnitud, de manera tal que el sistema sea moderadamente stiff. Fue en-
tonces cuando comenzaron a ser visibles las ventajas de la utilización del método de
gradiente discreto propuesto. Los experimentos numéricos se realizaron con cuatro
enfoques diferentes, que se explicaran detalladamente en próximas secciones. La idea
general de cada enfoque sería:
1. Experimentos cualitativos: comparación con la regla de Euler, con el objetivo
de mostrar la factibilidad, al menos en principio, del método propuesto. Para
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esto se utilizan como ejemplo de prueba las redes de Hopfield con n = 3.
2. Experimentos cuantitativos: comparación con la regla de Euler, confirmando
los resultados teóricos obtenidos en la sección 4.4 referentes al orden y preci-
sión del método propuesto.
3. Comparación práctica sistemática con métodos de Runge-Kutta comerciales [54]:
se implementan los métodos sobre sistemas de alta dimensión, y los resultados
apoyan el uso práctico del método propuesto.
4. Comparación con el método de proyección [12]: el objetivo es mostrar las ven-
tajas del método de gradiente discreto propuesto frente a métodos que también
han sido diseñados expresamente para la integración de sistemas de gradiente.
5.1.1. Enfoque cualitativo. Comparación con el método de Euler
El primero de los experimentos está diseñado desde el punto de vista cualitati-
vo, siendo el objetivo mostrar el funcionamiento del método de gradiente discreto,
comparando su funcionalidad con la del método de Euler explícito. La elección del
método de Euler resultó ser la más natural, teniendo en cuenta que el método de
gradiente discreto es también explícito y de primer orden. Para los experimentos se
considera el sistema de Hopfield con n = 3. La matriz de los autopesos se escoge si-








Por su parte, el punto inicial se escoge aleatoriamente pero en una vecindad reducida
del punto crítico, que en este caso se fija en yc = (0,4 −0,2 0,1)⊤, mientras que b viene
dada por b = W · yc, garantizando así que yc es un punto de equilibrio. Primeramente,
se trabaja con un tamaño de paso pequeño, específicamente h = 0,001, como grupo
de control. En este caso el comportamiento dinámico de ambos métodos es similar.
Ambos conservan la función de Lyapunov del sistema continuo, aunque se observa
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que el error local en el caso del método de Euler es levemente superior al del método
de gradiente discreto. Dicho sea de paso, no es de extrañar que el método de Euler
se comporte correctamente desde el punto de vista dinámico, pues se ha demostrado
que este método conserva la función de Lyapunov cuando se considera un tamaño
de paso suficientemente pequeño [51]. Las trayectorias obtenidas se muestran en las
figuras 5.1 y 5.2.
Sin embargo, cuando se aumenta el tamaño de paso a h = 0,005, el resultado de
las simulaciones es radicalmente diferente. Las trayectorias para este caso se mues-
tran en la figura 5.3, donde se observa que la segunda componente entra en una solu-
ción periódica cuando se integra el sistema utilizando el método de Euler. En cambio,
la solución obtenida a través del método de gradiente discreto continúa conservando
un comportamiento correcto: las tres componentes de la solución convergen a uno de
los puntos de equilibrio estables del sistema. Respecto a la función de Lyapunov, cu-
ya trayectoria se muestra en la figura 5.4, es evidente que la regla de Euler es incapaz
de conservarla y este hecho se corrobora al aparecer puntos en los que el incremento
de V es visible.
El comportamiento del error local también se muestra en la figura 5.4, obser-
vándose un comportamiento totalmente erróneo para la regla de Euler, a pesar de
estar trabajando con un tamaño de paso pequeño. Por otra parte se realizó una ba-
tería completa de experimentos con diferentes tamaños de paso. Comenzando con
h = 0,004, aparecen puntos donde la regla de Euler deja de conservar la función
de Lyapunov, aunque la solución sigue convergiendo al punto de equilibrio estable.
Para h = 0,0045, se obtiene una solución de período dos, mientras que la trayec-
toria que se muestra en la figura 5.4 para h = 0,005 parece ser de período cuatro.
Aunque el análisis dinámico de las soluciones discretas obtenidas no constituya el
objeto del presente trabajo, cabe comentar que la aparente existencia de una bifurca-
ción que dobla el período, cuando el tamaño de paso se considera como un parámetro
de bifurcación, sugiere una posible ruta al caos si el tamaño de paso se incrementara
suficientemente. El comportamiento cualitativo obtenido (la preservación de la fun-
ción de Lyapunov por el método del gradiente discreto y la aparición de soluciones
periódicas para el método de Euler) aparece de forma consistente para una amplia
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Figura 5.1: Trayectoria de las tres componentes de la solución de la red de Hopfield
de dimensión n = 3 para h = 0,001.
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Figura 5.2: Función de Lyapunov V y error local de la red de Hopfield de dimensión
n = 3 para h = 0,001.
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Figura 5.3: Trayectoria de las tres componentes de la solución de la red de Hopfield
de dimensión n = 3 para h = 0,005.
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Figura 5.4: Función de Lyapunov V y error local de la red de Hopfield de dimensión
n = 3 para h = 0,005.
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gama de valores de los coeficientes W , b, así como de los valores iniciales y0.
5.1.2. Enfoque cuantitativo: análisis del error
El segundo grupo de experimentos se llevó a cabo con los mismos parámetros que
en el caso anterior, pero ahora la elección de los tamaños de paso estaba guiada por
un enfoque cuantitativo. A diferencia de los casos simples del capítulo 3, no se dis-
pone de la expresión analítica de la solución exacta del sistema. Por tanto, no puede
concluirse a priori cuál de los dos métodos está brindando una mejor aproximación
de esta solución. En orden a tener una idea más clara al respecto, se discretiza consi-
derando un tamaño de paso extremadamente pequeño, exactamente h = 0,0001, y las
trayectorias son consideradas como la solución exacta del sistema, lo que se confirma
teniendo en cuenta que las soluciones obtenidas por ambos métodos son muy simila-
res. Entonces, se discretiza el sistema utilizando tanto el método de Euler como el de
gradiente discreto utilizando h = 0,001 y se comparan con la solución considerada
exacta, mostrando el resultado en la figura 5.5. Ambas trayectorias, cuando se consi-
dera h = 0,001, se alejan de la trayectoria exacta , pero la perturbación ocurrida para
el método de Euler es considerablemente mayor. También en la figura 5.5 se mues-
tra una vista ampliada de las trayectorias obtenidas, para que la comparación pueda
realizarse con mayor claridad. Este proceso de degradación más lenta del método de
gradiente discreto, cuando el tamaño de paso se aumenta, sugiere que los métodos
diseñados para preservar el comportamiento cualitativo del sistema original también
poseen propiedades favorables desde el punto de vista cuantitativo.
Por otra parte, con el fin de estimar la relación e influencia del tamaño de paso de
discretización respecto al error local producido, tanto por el método de Euler como
por el método de gradiente discreto, se realizan otro grupo de simulaciones pero
esta vez considerando el sistema con n = 30. El resto del contexto experimental se
mantiene, es decir, el punto crítico se escoge aleatoriamente dentro del hipercubo de
definición y el punto inicial en una vecindad de éste, mientras que los elementos de la
matriz de autopesos W se escogen aleatoriamente respetando su simetría y la ausencia
de autopesos. El error se estima con el procedimiento usual [18], que se resume en
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Figura 5.5: Primera componente de la trayectoria de la solución de la red de Hopfield
de dimensión n = 3 calculada por ambos métodos con diferentes tamaños de paso
(figura superior). Vista ampliada de la misma trayectoria (figura inferior).
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Figura 5.6: Error local de la red de Hopfield de dimensión n = 30 para ambos métodos
con diferentes tamaños de paso.
restar la solución obtenida mediante un método de orden n de la proporcionada por
un método de orden al menos n+ 1. En este caso, se analizan el método de Euler y el
método de gradiente discreto, que son ambos de orden uno. Por tanto, se comparan las
soluciones obtenidas con la que resulta al discretizar el sistema utilizando un método
de Runge-Kutta de segundo orden. De esta manera, se obtiene una aproximación del
error local, tanto para el método de Euler como para el de gradiente discreto. Los
resultados se muestran, en escala logarítmica, en la figura 5.6 evidenciando que el
error local producido por el método de gradiente discreto es menor que el que se
obtiene al discretizar el sistema mediante el método de Euler. En efecto, se aprecia
que la constante de error del método de gradiente discreto es un orden de magnitud
menor que la de la regla de Euler, tal como se había demostrado en la sección 3.5.
Además, el hecho de que la dependencia entre el error local y el tamaño de paso
sea lineal en la escala logarítmica, corrobora el resultado obtenido también en la
sección 3.5: el método de gradiente discreto propuesto es de primer orden.
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Una vez validado el funcionamiento y superioridad del método de gradiente dis-
creto propuesto respecto a la regla de Euler, tanto en su capacidad para conservar la
función de Lyapunov del sistema continuo como al brindar una mejor aproximación
de las soluciones, se pone a prueba su eficiencia comparando con algunos métodos
de Runge-Kutta disponibles en la biblioteca de Matlab [54].
5.1.3. Comparación con métodos de Runge-Kutta
Es bien sabida la eficiencia de los esquemas de Runge-Kutta en la resolución de
sistemas de ecuaciones diferenciales. Existe una gran variedad de estos esquemas,
incluyendo formulaciones explícitas, implícitas, de paso fijo, de paso variable, etc.,
como se vio en la sección 1.3.5. Puede decirse que las implementaciones comerciales
de los métodos de Runge-Kutta constituyen el estándar a batir por nuevas propuestas,
y por esta razón parece conveniente utilizarlos como referencia de comparación frente
al método de gradiente discreto aquí expuesto.
Ahora bien, el método de gradiente discreto es un método explícito de paso fijo,
para el que no se ha diseñado ninguna estrategia adaptativa de paso variable como
mecanismo de control de error. Por su parte, los métodos de Runge-Kutta poseen so-
fisticados métodos de análisis de control de error, orden y adaptación del tamaño de
paso, entre otros. Surge entonces de manera natural la cuestión de cómo realizar una
comparación equitativa entre ambos métodos, que permita validar la eficiencia del
método de gradiente discreto. Siguiendo la documentación de Matlab, la cual acon-
seja no manipular directamente el tamaño de paso, se configuran los esquemas de
Runge-Kutta escogidos para el experimento fijando la tolerancia absoluta (tol) má-
xima permitida. Esta se puede considerar comparable al error local de un método




105 , ya que de la figura 5.6 se infiere que el error local es aproximada-
mente:
y (t + h) − z = 105 h 2 (5.1)
En resumen, la idea es realizar la comparación, en términos de coste y fiabilidad,
entre métodos que cumplen los requisitos de exactitud impuestos, enfoque que está
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Tabla 5.1: Comparación del método de gradiente discreto con varios métodos de
Runge-Kutta con t ∈ [0, 0,5]. DG: método de gradiente discreto; ode45, ode23,
ode23s: métodos de Matlab.
Tolerancia Método Tiempo (seg) ma´x∆V % pasos ∆V > 0
DG 0.03 -1.85·10−4 0.00 %
10−2 ode45 0.41 7.81 31.75 %
ode23 0.26 9.93 38.50 %
ode23s 0.47 1.44·10−2 6.45 %
DG 0.08 -4.25·10−7 0.00 %
10−3 ode45 0.41 6.54·10−1 24.82 %
ode23 0.26 9.94·10−1 26.09 %
ode23s 0.53 5.97·10−4 3.38 %
DG 0.24 -1.14·10−7 0.00 %
10−4 ode45 0.42 6.59·10−1 24.82 %
ode23 0.28 9.94·10−1 25.00 %
ode23s 0.60 1.78·10−3 2.44 %
DG 1.00 -3.37·10−8 0.00 %
10−5 ode45 0.41 6.59·10−1 24.82 %
ode23 0.27 9.94·10−1 24.87 %
ode23s 0.58 1.34·10−3 2.22 %
sustentado en las principales referencias consultadas sobre el tema [27].
Los métodos de Runge-Kutta (ver [48] y las referencias que contiene) seleccio-
nados para comparar con el método de gradiente discreto propuesto fueron:
ode45: esquema explícito de Runge-Kutta de órdenes 4 y 5, diseñado por Dor-
mand y Prince.
ode23: esquema explícito de Runge-Kutta de órdenes 2 y 3, diseñado por Bo-
gacki y Shampine. Puede ser más eficiente que el ode45 para tolerancias de
error bajas y en presencia de problemas moderadamente stiff.
ode23s: se basa en una fórmula modificada del método de Rosenbrock de or-
den 2 para ecuaciones stiff.
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En estos experimentos también se trabaja con el sistema de Hopfield de dimen-
sión n = 30, y la matriz de los autopesos se obtiene aleatoriamente para luego mul-
tiplicar uno de sus elementos por una constante positiva suficientemente grande, de
manera tal que el jacobiano del sistema tenga valores propios diferentes. De esta
manera se garantiza que el sistema sea moderadamente stiff. Los resultados de las
simulaciones se muestran en la tabla 5.1, que recoge el valor de la tolerancia utili-
zado en cada caso, el tiempo en segundos que demora cada método en converger, el
máximo valor que alcanza el incremento de la función de Lyapunov (ma´x∆V) y el
porcentaje de pasos en los que el incremento de la función de Lyapunov es positivo
( % pasos ∆V > 0). Este último valor refleja la tasa de ocasiones en las que cada
método deja de conservar la función de Lyapunov del sistema continuo, ya que al
ser V decreciente a lo largo de las trayectorias, por ser función de Lyapunov del sis-
tema, su incremento ∆V tendría que ser negativo en todo momento. Teniendo todo
esto en cuenta, se puede concluir que el indicador fundamental de fiabilidad de los
métodos es el incremento máximo de la función de Lyapunov ma´x∆V , y cualquier
valor positivo indicaría la destrucción de la estabilidad del sistema.
Se puede apreciar en los resultados que, para todos los valores de la tolerancia
analizados, los métodos de Runge-Kutta fallan a la hora de conservar la función de
Lyapunov del sistema continuo, incluso cuando tol = 10−5, lo que implica que el
paso de discretización es del orden de 10−4, según la relación establecida entre ellos.
En otras palabras, incluso para tamaños de paso suficientemente pequeños, los mé-
todos de Runge-Kutta no brindan una solución cualitativamente correcta, o sea, las
soluciones obtenidas no conservan la función de Lyapunov del sistema. Sin embargo,
se puede diferenciar el comportamiento del método ode23s del resto. Por ejemplo,
cuando la tolerancia toma el valor tol = 10−2, los métodos explícitos ode45 y ode23
fallan a la hora de conservar la función de Lyapunov, ya que se aprecian considerables
incrementos positivos de V . Por su parte, el método ode23s falla por un margen muy
pequeño. No es de extrañar que este método funcione mejor que los esquemas ex-
plícitos, ya que está diseñado para la resolución de ecuaciones stiff, y se conocen las
ventajas en este sentido de los métodos implícitos. De la teoría del análisis numérico
se sabe que los métodos explícitos usualmente no funcionan correctamente al discre-
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tizar sistemas stiff, ya que cualquiera que sea la condición inicial con la que se trabaje,
se ven obligados a disminuir excesivamente el tamaño de paso en orden a obtener la
solución del sistema. Por otra parte, cuando se observa el porcentaje de pasos en los
que la función de Lyapunov aumenta ( % pasos ∆V > 0), el método ode23s falla con
una frecuencia limitada, pero significativa, mientras que los métodos explícitos fallan
aproximadamente un tercio de los pasos. En cambio, el método de gradiente discreto
obtiene la solución del sistema, a la vez que conserva la función de Lyapunov del
sistema continuo, cualquiera sea el tamaño de paso de discretización. Es sorprenden-
te el hecho de que, al imponer valores de tolerancia más estrictos, los resultados se
mantienen. Por ejemplo, para tol = 10−5, todos los métodos de Runge-Kutta ana-
lizados fallan en conservar la función de Lyapunov. También se puede concluir de
los experimentos que para cualquier valor de la tolerancia comprendido en el rango
analizado, el método de gradiente discreto es al menos un orden de magnitud más
rápido que los métodos de Runge-Kutta. De esta manera queda justificada la elección
del método de gradiente discreto sobre los esquemas de Runge-Kutta analizados, a
pesar de ser un método de primer orden. En la tabla 5.1 se muestran los resultados
para un determinado juego de valores de los parámetros, pero es válido señalar que
los resultados se repiten de forma consistente para una amplia gama de valores de W ,
b, y0, al igual que en los experimentos realizados con la regla de Euler.
5.1.4. Comparación con el método de proyección
Finalmente, se compara el método propuesto con el método de proyección que
se introduce en la sección 2.4. Como se vio anteriormente, este método también está
diseñado con el objetivo de conservar la función de Lyapunov del sistema continuo.
Como método de Runge-Kutta básico para la construcción del método de proyección,
se utilizó el esquema de Fehlberg 4(5) considerando la salida densa del método de
orden 5.
Los experimentos muestran que, tomando valores pequeños del tamaño de paso,
por ejemplo, valores entre h = 10−5 y h = 10−3, el método de gradiente discreto
y el método de proyección se comportan correctamente. En otras palabras, no solo
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Figura 5.7: Componente y2 de la solución numérica obtenida por el método de gra-
diente discreto y el método de proyección para h = 10−3 (figura superior). Función
de Lyapunov V obtenida por ambos métodos también para h = 10−3 (figura inferior).
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obtienen soluciones cualitativamente similares, sino que dichas soluciones conservan
la función de Lyapunov del sistema continuo, como se muestra en la figura 5.7. A pe-
sar de tener un comportamiento similar, es válido señalar que en estos experimentos,
el coste computacional del método de proyección es significativamente superior al
del método de gradiente discreto. No obstante esta observación, hay que aclarar que
una comparación rigurosa en términos de tiempo de CPU requeriría una cuidadosa
programación con una mejora del rendimiento. Sin embargo, el descubrimiento más
relevante aparece cuando, al aumentar el tamaño de paso, por ejemplo hasta h = 10−2,
el método de proyección no encuentra solución. Por su parte, el método de gradiente
continúa funcionando satisfactoriamente, incluso para tamaños de paso aún mayores,
como se muestra en la tabla 5.1.
Para interpretar la razón por la que el método de proyección fracasa completa-
mente en proporcionar una solución del sistema, se realizó un análisis detallado del
algoritmo. El punto crítico es la resolución de la ecuación no lineal que define la
proyección en cada paso de discretización. En la sección 2.4 se vio que en la tercera
etapa del algoritmo que define el método de proyección, se proyecta la aproximación
de la solución y˜n+1 calculada en el primer paso, sobre una variedad a la que se denota
con la letra M. Esta variedad está diseñada de manera tal que, mientras la solución
se mantenga sobre ella, el método conservará la función de Lyapunov del sistema.
Ahora bien, para obtener la proyección de la solución sobre M, es necesario obtener
un valor de λ que satisfaga la siguiente ecuación:
V ( y˜n+1 + λ∇g ( y˜n+1 )) − Vn+1 = 0
Para solucionar esta ecuación podría utilizarse cualquier método iterativo, por ejem-
plo el método de Newton. En este caso se recurrió a la implementación que propor-
ciona la función fzero de Matlab. El análisis de los experimentos mostró que este
método puede fallar en tres puntos:
1. En los experimentos realizados se observa que es necesario ajustar cuidadosa-
mente el valor inicial de esta ecuación, ya que el algoritmo no converge para
algunos valores, por ejemplo con la elección obvia λ0 = 0.
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2. En algunos casos no fue posible encontrar un valor inicial que convergiera a
una proyección válida.
3. En otras ocasiones, el método iterativo produce un desbordamiento tras calcu-
lar algunas aproximaciones, sin llegar a converger.
Si se tiene en cuenta que resolver esta ecuación no lineal equivale a proyectar sobre la
variedad M, y que es precisamente esta proyección lo que garantiza que se conserve
la función de Lyapunov, la falta de convergencia del método de solución se vislumbra
como un gran inconveniente del método de proyección.
A modo de resumen, se puede decir que las dos últimas situaciones del párra-
fo anterior sugieren que, en ocasiones, la variedad M podría no existir, impidiendo
el buen funcionamiento de este método. Esto no contradice los resultados expuestos
en [12], donde se demuestra que existe un h suficientemente pequeño para el cual
la proyección será válida. Sin embargo, el resultado teórico, al ser no constructivo,
no evita que, en la práctica, pueda fijarse un tamaño de paso para el que no exista la
proyección. Este hecho evidencia una deficiencia del método de proyección respecto
al de gradiente discreto, ya que este último encuentra solución a la vez que conser-
va la función de Lyapunov del sistema continuo, cualquiera sea el tamaño de paso
escogido.
5.2. Método de composición
Esta sección está dedicada a la validación de la extensión de alto orden del método
de gradiente discreto propuesto. Como se vio en el capítulo 3, los métodos de com-
posición usualmente se utilizan con el objetivo de aumentar el orden de convergencia
de un determinado método numérico, a la vez que se conservan ciertas propiedades
cualitativas del método original. Recordemos que en el capítulo anterior se propone
un método de gradiente discreto para la integración de las redes de Hopfield, asu-
miendo la ausencia de autopesos. El método de gradiente discreto obtenido para la
discretización de este sistema se define según la ecuación (4.12), es de primer orden
y está diseñado de manera tal que al discretizar el sistema se conserva su función de
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Figura 5.8: Aproximación numérica de una de las componentes de la solución obte-
nida por cada método para h = 5 · 10−3 (figura superior). Función de Lyapunov V
obtenida por cada método también para h = 5 · 10−3 (figura inferior).
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Figura 5.9: Error local para cada uno de los métodos, al calcular la solución aproxi-
mada para h = 5 · 10−3.
Lyapunov, cualquiera sea el tamaño de paso.
A partir de este método, y tomando en consideración que la composición de un
método de paso simple de primer orden con su adjunto da lugar a un método simétrico
de segundo orden, se propuso en el capítulo 4 un método de composición, que es el
que se estudia en esta sección. Específicamente se considera el método:
Ψh = Φh/2 ◦Φ
∗
h/2
siendo Φh el método de gradiente discreto propuesto en la ecuación (4.12) y Φ∗h su
adjunto, cuya expresión viene dada en la ecuación (4.22). Se puede afirmar entonces
que este es también un método de gradiente discreto, por lo que conserva la función
de Lyapunov bajo discretización, es explícito y de segundo orden.
Los experimentos numéricos se diseñaron con dos enfoques diferentes:
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1. Cualitativamente: comparación con el método de gradiente discreto y con la
regla trapezoidal, para probar la validez, en principio, de la propuesta.
2. Cuantitativamente: comparación con el método de gradiente discreto de primer
orden, con el objetivo de mostrar las mejoras que aporta esta generalización.
En ambos enfoques se utilizan como caso de estudio las redes de Hopfield, asumiendo
la ausencia de autopesos y la dimensión n = 30. El resto de los parámetros, entiéndase
W , b, y0, se escogen de manera similar a los casos mostrados en la sección anterior.
El primer grupo de simulaciones se diseñó como prueba de concepto, con el obje-
tivo de mostrar el funcionamiento del método de composición propuesto. Para esto se
compara con el método de gradiente discreto de primer orden y con la regla trapezoi-
dal. La elección de la regla trapezoidal resultó ser la elección más natural, teniendo
en cuenta que es un método explícito y de segundo orden, al igual que el método de
composición. Los resultados se muestran en las figuras 5.8 y 5.9. En la primera fi-
gura se muestra la aproximación numérica de una de las componentes de la solución
del sistema obtenida mediante cada uno de los métodos. Se muestra solo una com-
ponente porque la información obtenida cualquiera sea la componente analizada es
similar. Los tres métodos muestran comportamientos cualitativos similares, tanto a la
hora de obtener una aproximación de la solución válida, como al conservar la función
de Lyapunov del sistema. La conservación de la función de Lyapunov se observa en
la segunda gráfica de la figura. Todos los resultados mostrados hasta ahora, son el
resultado de discretizar el sistema utilizando h = 10−3 como paso de discretización.
Cuando se incrementa levemente el tamaño de paso, por ejemplo a h = 5 · 10−3, la
regla trapezoidal deja de mostrar un comportamiento correcto, ya que en la mayoría
de los casos no es capaz de integrar el sistema. De esta manera, se sustenta una vez
más la elección de los métodos de integración geométrica sobre otros métodos tradi-
cionales, en este caso, la regla trapezoidal. Por su parte, en la figura 5.9 se muestra el
comportamiento del error local respecto al tiempo, también para h = 10−3. El resul-
tado de este experimento permite afirmar que, incluso en los casos en los que tanto
los métodos de gradiente discreto como la regla trapezoidal brindan soluciones cua-
litativamente similares a la vez que conservan la función de Lyapunov, es el método
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de composición el que minimiza el error local en el proceso. Era de esperar que este
método mejorara la precisión respecto al de gradiente discreto, ya que es de un orden
superior, pero es incluso mejor que la regla trapezoidal, que es de su mismo orden de
convergencia.
El segundo grupo se experimentos fue diseñado con el objetivo de comparar el
funcionamiento de ambos métodos de gradiente discreto y está motivado, en cierta
manera, teniendo en cuenta los resultados del experimento anterior. El objetivo es
mostrar otras ventajas que sustenten la elección del método de composición sobre el
de gradiente discreto de primer orden. La pregunta fundamental a responder es si la
extensión de alto orden del método de gradiente discreto de primer orden, además de
proveer mejoras en cuanto a su precisión y capacidad de conservación de la función
de Lyapunov del sistema, funciona mejor a la hora de conservar otras propiedades
cualitativas del sistema, como por ejemplo, su dominio de definición. En la primera
gráfica de la figura 5.10 se muestra la aproximación numérica de una de las compo-
nentes de la solución obtenida mediante ambos métodos de gradiente discreto para
h = 10−2. Por su parte, en la segunda gráfica se observa el comportamiento de la
función de Lyapunov V , también para h = 10−2, evidenciando la capacidad de am-
bos métodos para conservar V , obteniéndose soluciones similares. No obstante, en
la figura 5.11 se observa que el error local para el método de gradiente discreto es
considerablemente mayor que el obtenido mediante el método de composición. A
simple vista, estos experimentos no brindan ningún elemento nuevo a nuestro aná-
lisis pero nos sirven de punto de partida para el próximo grupo de simulaciones. A
continuación, se aumenta el tamaño de paso a h = 3 · 10−2 y en la primera gráfica
de la figura 5.12 se observa que se continúan obteniendo soluciones cualitativamen-
te similares para ambos métodos. En cambio, si se observa el comportamiento de la
función de Lyapunov en la segunda gráfica de esta figura, se aprecia un leve incre-
mento de esta, para la solución obtenida mediante el método de gradiente discreto.
En otras palabras, el método de gradiente discreto deja de conservar la función de
Lyapunov. Dado que la teoría garantiza que un método de gradiente discreto conser-
va la función de Lyapunov, este comportamiento puede calificarse de sorprendente y
merece un análisis detallado. La revisión del experimento confirmó que la solución
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Figura 5.10: Aproximación numérica de una de las componentes de la solución obte-
nida mediante ambos métodos de gradiente discreto para h = 10−2 (figura superior).
Función de Lyapunov V obtenida mediante ambos métodos de gradiente discreto
también para h = 10−2 (figura inferior).
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Figura 5.11: Error local para cada uno de los métodos, al calcular la solución aproxi-
mada para h = 10−2.
obtenida por el método de gradiente discreto se sale del dominio de definición de
la red continua, que como se sabe es el hipercubo (−1, 1). Resumiendo, el fallo del
método de gradiente no tiene que ver con la conservación de la función de Lyapu-
nov del sistema, sino con la conservación de su dominio de definición. En cambio,
el método de composición continúa brindando soluciones cualitativamente correctas,
a la vez que minimiza el error local, como se puede observar en la figura 5.13. El
establecimiento de una fundamentación teórica de estos resultados es un punto que
merece investigación ulterior.
5.3. Conclusiones
Este capítulo se ha dedicado a validar el funcionamiento del método de gradiente
discreto de primer orden propuesto y de su generalización a alto orden. La valida-
ción se realizó al compararlo con la regla de Euler, algunos esquemas comerciales
de Runge-Kutta y el método de proyección propuesto en [12]. Este último método,
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Figura 5.12: Aproximación numérica de una de las componentes de la solución obte-
nida mediante ambos métodos de gradiente discreto para h = 3·10−2 (figura superior).
Función de Lyapunov V obtenida mediante ambos métodos de gradiente discreto tam-
bién para h = 3 · 10−2 (figura inferior).
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Figura 5.13: Error local para cada uno de los métodos, al calcular la solución aproxi-
mada para h = 3 · 10−2.
como se mostró en el capítulo 2, fue diseñado concretamente para garantizar la con-
servación de la función de Lyapunov del sistema continuo.
Al comparar con la regla de Euler, se observó que, para tamaños de paso sufi-
cientemente pequeños, el método de gradiente discreto funciona de manera similar
a la regla de Euler. Sin embargo, al incrementar levemente el tamaño de paso, la
regla de Euler muestra un comportamiento totalmente erróneo, apareciendo incluso
soluciones periódicas, las cuales destruyen totalmente la estructura de gradiente del
sistema continuo. Otra forma de ver este resultado es que la regla de Euler es incapaz
de conservar la función de Lyapunov del sistema, siendo visibles puntos en los que
se aprecia un aumento considerable. Por el contrario, el método de gradiente discreto
continúa funcionando correctamente.
Por su parte, al comparar el funcionamiento del método de gradiente discreto
con algunos esquemas comerciales de Runge-Kutta de órdenes superiores a él, se
observa que, incluso para tamaños de paso pequeños como h = 10−5, los tres méto-
dos de Runge-Kutta son incapaces de conservar la función de Lyapunov del sistema
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continuo. Incluso el método implícito ode23s, que está diseñado para la resolución
de problemas stiff, muestra un incremento de la función de Lyapunov, siendo el mé-
todo de gradiente discreto el único en mostrar un comportamiento cualitativamente
correcto: conservación de la función de Lyapunov y del dominio de definición.
Por último, al comparar con el método de proyección se obtienen comportamien-
tos similares de ambos métodos, siempre y cuando el paso de discretización sea me-
nor o igual que 10−3. Para tamaños de paso superiores a este valor, el método de
proyección es incapaz de encontrar una solución del sistema que, a su vez, conserve
la función de Lyapunov. Un análisis detallado de las posibles razones del fallo del
método de proyección, pese a estar diseñado específicamente para garantizar la con-
servación de la función de Lyapunov, sugiere que en ocasiones no existe la variedad
sobre la que debe proyectarse.
Finalmente, se valida el funcionamiento de la extensión de alto orden de este mé-
todo, obtenida al componerlo con su adjunto. Este método, al que se denominó méto-
do de composición, se compara con el método de gradiente discreto de primer orden
y con la regla trapezoidal. Los experimentos mostraron, por una parte, la incapacidad
de la regla trapezoidal para integrar el sistema conservando a su vez la función de
Lyapunov del sistema continuo. Por otra parte, se evidencian las mejoras que aporta
esta generalización, en dos sentidos: el incremento del orden de convergencia, lo cual
resultaba evidente, al ser este un método de segundo orden por construcción; y la ca-
pacidad para conservar las propiedades cualitativas del sistema continuo. Se observa
que, incluso cuando el método de gradiente discreto falla en conservar el dominio de
definición del sistema y por ende su función de Lyapunov, el método de composición
continúa mostrando un comportamiento cualitativo correcto.
De esta manera, el conjunto de experimentos numéricos mostrados, pretende se-
ñalar la utilización, tanto del método de gradiente discreto como de su extensión,





La presente tesis se ha desarrollado en el marco de la integración geométrica,
prestando especial interés a la conservación, bajo discretización, de la función de
Lyapunov de sistemas de gradiente. Se centra la atención en los métodos de gradiente
discreto, trabajando principalmente con el gradiente discreto del incremento de las
coordenadas.
En el primer capítulo, además de hacer una breve introducción al tema central de
la tesis, se recopila un gran número de resultados de la literatura referentes al estudio
de las ecuaciones diferenciales ordinarias (EDOs), vistas como un caso particular de
los sistemas dinámicos y de la teoría de análisis numérico, con vistas a que la tesis
fuese autocontenida. Se presta especial atención a los resultados referentes al análisis
de la estabilidad, tanto de los sistemas lineales como de los no lineales, listando re-
sultados que garantizan un comportamiento similar entre las órbitas de un sistema no
lineal y su linealización bajo ciertas condiciones. Se introduce además el concepto
de función de Lyapunov, mostrando su existencia como un método alternativo para el
análisis de la estabilidad del sistema dado, al menos en un determinado entorno. Por
otra parte, se establece la correspondencia entre los sistemas con función de Lyapu-
nov y los sistemas de gradiente. Se recuerdan además algunas clasificaciones básicas
de los métodos numéricos: explícitos, implícitos, paso simple y multipaso, así como
un breve resumen de sus principales propiedades: consistencia, estabilidad y orden
141
Yadira Hernández-Solano
de convergencia. Finalmente, se puntualiza la incapacidad de los métodos numéricos
clásicos para conservar las propiedades cualitativas del sistema continuo, siendo es-
te el punto de partida para el capítulo 2 de la tesis, que se dedica a los métodos de
integración geométrica.
En el capítulo 2 se introduce la idea del diseño de métodos de integración numé-
rica geométrica, centrando la atención en los métodos diseñados con el objetivo de
conservar la función de Lyapunov del sistema continuo y con ella su estabilidad. Se
muestra la composición de métodos numéricos como una vía alternativa para incre-
mentar el orden de convergencia de un determinado método numérico, sin renunciar
a que se conserven las propiedades del sistema que se pretende discretizar. También
en este capítulo se realiza un estudio detallado de un método de proyección diseñado
en [12] para la conservación de la función de Lyapunov de un determinado sistema
de EDO, con vistas a comparar su funcionamiento con el de los métodos de gradiente
discreto, que son el eje central del capítulo 3. Una primera contribución preliminar
de la tesis, incluida en este capítulo, es el análisis de la implementación del método
de proyección sobre un sistema escalar lineal, ilustrando la complejidad y las limita-
ciones del método incluso en esta ecuación trivial.
Teniendo en cuenta que la tesis propone el uso de métodos de gradiente discreto,
se dedica el capítulo 3 a su estudio, mostrando inicialmente algunos aspectos básicos
que proporcionan el fundamento al diseño de métodos de integración basados en
gradientes discretos. Se dirige la atención principalmente a los métodos de gradiente
discreto diseñados específicamente para la conservación de la función de Lyapunov
del sistema continuo. Ya en este capítulo se muestran algunos de los resultados de la
tesis:
1. Se ilustra la metodología de construcción de métodos de gradiente discreto,
integrando tres sistemas escalares simples.
2. Se demuestra que, con una elección adecuada de los parámetros, el método de
gradiente discreto obtenido puede reescribirse de forma explícita, para el caso
de sistemas dinámicos con función de Lyapunov multilineal, siempre que se
trabaje con el gradiente discreto del incremento de las coordenadas.
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3. Se realiza un estudio detallado del orden de los métodos obtenidos en el caso
general y en los casos particulares de los sistemas escalares simples.
4. Se validan los resultados obtenidos, realizando experimentos numéricos, que
evidencian la capacidad de los métodos de gradiente discreto diseñados en cada
caso para conservar la función de Lyapunov del sistema continuo, a la vez que
minimizan, casi siempre, el error global.
El capítulo 4, por su parte, recoge algunos de los resultados más importantes de
la tesis. En este capítulo se introduce como caso de estudio el sistema algebraico-
diferencial conocido como redes de Hopfield. Este modelo se utiliza para mostrar el
funcionamiento de los métodos propuestos, dando lugar a los principales aportes del
capítulo, entre los que se enumeran:
1. Se diseña un método de gradiente discreto que conserva la función de Lyapu-
nov del sistema bajo discretización, cualquiera sea el tamaño de paso.
2. Se muestra que, en este caso, es posible reescribir explícitamente el método de
gradiente discreto obtenido realizando una elección adecuada de los paráme-
tros.
3. Se obtienen condiciones sobre los parámetros que permitirían diseñar un mé-
todo de gradiente discreto de segundo orden.
4. Se propone una extensión de alto orden del método obtenido, para la discreti-
zación del sistema de Hopfield considerando la ausencia de autopesos.
Los resultados teóricos obtenidos en este capítulo se validan mediante simulaciones
numéricas implementadas en Matlab de los métodos diseñados en la tesis, siendo este
el contenido del capítulo 5 de la tesis.
El capítulo 5 se dedica a la validación del funcionamiento del método de gra-




1. Se valida el funcionamiento del método de gradiente discreto de primer orden
comparándolo con la regla de Euler, algunos esquemas comerciales de Runge-
Kutta y el método de proyección propuesto en [12].
2. Se valida el funcionamiento de la extensión de alto orden de este método. En
este caso, se compara con el método de gradiente discreto de primer orden y
con la regla trapezoidal.
3. Teniendo en cuenta los resultados de las simulaciones en cada caso, se conclu-
ye que tanto el método de gradiente discreto como su extensión son elecciones
válidas a la hora de discretizar sistemas de gradiente con función de Lyapunov.
Como se ha puntualizado en varias ocasiones durante el desarrollo de este trabajo,
el diseño de métodos numéricos que conserven la función de Lyapunov dista de ser un
camino poco fructífero. Por el contrario, queda mucho camino por recorrer y muchas
direcciones que explorar. En la línea de esta investigación se podría profundizar en
las siguientes direcciones:
1. Generalizar las condiciones bajo las cuales se obtienen métodos de gradiente
discreto explícitos, a pesar de ser implícita la formulación general de estos.
2. Continuar trabajando en la búsqueda de condiciones que permitan incrementar
el orden de los métodos de gradiente discreto. En esta dirección, el objetivo
general sería establecer una teoría del orden que permita diseñar métodos de
gradiente discreto de orden arbitrario, similar a la que se ha desarrollado para
los métodos de Runge-Kutta y los métodos multipaso.
3. Respecto a los métodos de proyección, sería interesante proponer diferentes di-
recciones de proyección, a la vez que se imponen condiciones sobre el tamaño
de paso para garantizar que el método esté bien definido y conserve la función
de Lyapunov del sistema continuo.
4. Aplicar los resultados obtenidos a otros sistemas, más allá de las redes de Hop-
field, con objeto de probar la generalidad de la metodología obtenida.
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