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In this paper we study the asymptotic behavior to an one-dimensional porous-elasticity
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1. Introduction
Elastic solids with voids is one of the simple extensions of the theory of the classical elasticity. It allows the treatment
of porous solids in which the matrix material is elastic and the interstices are void of material. Goodman and Cowin [7]
introduced the concept of a continuum theory of granular materials with interstitial voids. Besides the usual elastic effects,
these materials have a microstructure with an important property: the mass in each point can be obtained as the product
of the mass density of the material matrix by the volume fraction. This idea was developed by Nunziato and Cowin [20] to
propose a nonlinear theory of elastic materials with voids. That is materials where the skeletal or matrix material is elastic
and the interstices are void of material. These kind of materials have been widely discussed by Ies¸an [11]. The signiﬁcance of
elastic materials with microstructure has been demonstrated amply by the huge quantity (thousands) of articles published
in the last three decades covering applications to different ﬁelds of physics and engineering (such as petroleum industry,
material science, biology, etc.). The theory of poroelasticity should be applied to solids characterized by small distributed
pores, such as rocks, soils, wood, ceramics, pressed powders or biological materials such as bones.
As the elastic materials with voids have macroscopic and microscopic structures, it is relevant to clarify the interac-
tions between them. One would like to know if the coupling is strong or weak. One aspect to clarify of the coupling
could be to consider dissipation mechanisms at macroscopic (and/or microscopic) level and to study the kind of longtime
behavior of solutions. For the sake of completeness we recall that the solutions generated by a semigroup U (t) are said
to be exponentially stable if there exist two constants (independent of the initial conditions) C > 0 and  > 0 such that
‖U (t)‖  C exp(− t)‖U (0)‖. Throughout the paper, to simplify our expressions, we speak several times about slow decay
or exponential decay of the solutions. We will say that the decay of the solutions is exponential if they are exponentially sta-
ble and, if they are not, we will say that the decay of the solutions is slow. Perhaps it is worth recalling the main difference
between these two concepts in a thermomechanical context. If the decay is exponential, then after a short period of time,
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weaken in a way that thermomechanical displacements could be appreciated in the system after some time. Therefore, the
nature of the solutions highly determines the temporal behavior of the system and, from a thermomechanical point of view,
it is relevant to be able to classify them.
Many papers have been published where the authors try to clarify the rate of decay of solutions in elasticity with voids.
As the evolution of the porous is determined by a damped wave equation, the decay can be controlled by an exponential.
Thus, it was natural to look for several couplings. The ﬁrst contribution in this line was proposed by Quintanilla [22]. There,
the author showed that this coupling is generically weak in the sense that the dissipation at the level of the microstructure
is not able to bring all of the system to an exponential decay. Since this contribution many articles have been published
trying to see how the different mechanisms we consider bring all of the system to an exponential decay or a slow decay.
Several papers have been devoted to consider some different dissipation mechanisms as rate type viscoelasticity, rate type
porous viscosity, thermal effects, microthermal effects, boundary effects, etc. It is not very diﬃcult to see that every one of
these mechanisms is able to bring the macroscopic (or the microscopic) components if we only consider them separately.
However we generically need at least two dissipation mechanisms to obtain exponential decay of solutions. To be precise
Casas and Quintanilla [1,2] proved the exponential decay if we combine porous dissipation (or microtemperatures) with
temperatures, Glowinski and Lada [6], Lazzari and Nibbi [12] did a similar thing when they propose several dissipation
mechanisms on the boundary, Magaña and Quintanilla [15–17] developed a very systematic study in case that we consider
rate type viscoelasticity, rate type porous viscosity, thermal effects and microthermal effects as well as hyperbolic heat
conduction. The main conclusions can be recalled with the help of a scheme:
Thermal effect
Viscoelastic effect
−→
Elasticity

Porosity
←−
Microthermal effect
Viscoporous effect
If we take simultaneously one effect from the right square and another one from the left square, then we get exponen-
tial stability. However, if we consider two simultaneous effects from one square only, then we get slow decay. Pamplona
et al. [21] proved that when the dissipation mechanisms are of rate type the solutions are analytic. In the contributions
Soufyane [23] and Soufyane et al. [24,25] the authors showed several situations with more than a dissipative mechanism
where the exponential decay holds. We also mention that Muñoz-Rivera and Quintanilla [19] obtained polynomial rates of
decay form for some problems when the decay is not of exponential type.
An interesting effect occurs in the case that we consider the type II theory of thermoelasticity. This theory proposed by
Green and Naghdi [8,9] is such that the heat equation is hyperbolic and without energy dissipation. Thus, in this theory
we do not have thermal dissipation. In this theory the concept of “thermal displacement” plays a relevant role. It gives a
new coupling between the macroscopic and the microscopic variables of the problem and it plays a role of “transmission
belt” in a way that brings all the system to an exponential decay with only the dissipation mechanism given by the porous
dissipation (Leseduarte et al. [13]). One suspects that a similar behavior could be obtained in several other situation with
this thermal theory, but there are not more studies in this line yet.
In this paper we consider a poroelastic material when the dissipation mechanism is of memory type on the different
variables. It is worth recalling that a problem of this kind was proposed by Soufyane [23], but in that case the author con-
sidered a “very particular” case and thermal effects were also present. Here we restrict our attention to the isothermal case
in order to clarify the relevance of the different mechanisms which could be applied to the macroscopic and/or microscopic
structure. We recall that the general linear equations for this theory were proposed by Ciarletta and Scalia [3], by using the
axiom of the invariance under time reversal (see Gurtin [10]). Ciarletta and Scalia also obtained several qualitative results
for these kind of materials and Martínez and Quintanilla [18] proved the existence and the uniqueness of solutions as well
as the asymptotic stability for the three-dimensional case under suitable assumptions on the relaxation functions. We here
want to clarify better the kind of decay of the solutions, and in order to see the relevance of the coupling, we restrict our
attention to the centrosymmetric one-dimensional case. Thus, although we could recall the basic equations in the general
case, we will restrict constitutive equations to only one dimension. Thus, we will work on a ﬁnite interval [0,π ].
The basic equations for the linear theory of centrosymmetric viscoelastic solids with voids are given by the equations of
evolution (see Cowin and Nunziato [4], Cowin [5])
ρutt = sx, Jϕtt = h∗x + g∗, (1.1)
and the constitutive equations (see Ciarletta and Scalia [3])
s = μux + bϕ +
t∫
−∞
[
f (t − s)uxt(s) + h(t − s)ϕt(s)
]
ds,
h∗ = δϕx +
t∫
g(t − s)ϕxt(s)ds,−∞
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t∫
−∞
[
h(t − s)uxt(s) + k(t − s)ϕt(s)
]
ds.
Here, s is the stress, h∗ is the equilibrated stress, g∗ is the equilibrated body force and the variables u and ϕ are,
respectively, the displacement of the solid elastic material and the volume fraction.1 f (.), h(.), g(.) and k(.) are the memory
kernel functions.
The mass density ρ and the coeﬃcient J are always assumed positive and the physical meaning is clear. We impose
the conditions to guarantee the positivity of the internal energy (Cowin and Nunziato [4]). They showed that for isotropic
bodies the constitutive coeﬃcients must satisfy certain relations which depend on the dimension. In the one-dimensional
case the conditions become μ > 0, μξ − b2 > 0, δ > 0. However we do not impose any condition on the sign of b.
If we introduce the constitutive equations in the evolution equations, we obtain the system of ﬁeld equations
ρutt = μuxx + bϕx + f (0)uxx + h(0)ϕx +
∞∫
0
f ′(s)uxx(t − s)ds +
∞∫
0
h′(s)ϕx(t − s)ds, (1.2)
Jϕtt = δϕxx − bux − ξϕ + g(0)ϕxx − h(0)ux − k(0)ϕ +
∞∫
0
g′(s)ϕxx(t − s)ds
−
∞∫
0
h′(s)ux(t − s)ds −
∞∫
0
k′(s)ϕ(t − s)ds, (1.3)
in [0,π ], t ∈ R+ . We consider the boundary conditions
u(0, t) = u(π, t) = ϕx(0, t) = ϕx(π, t) = 0, t ∈ (0,∞) (1.4)
and initial conditions
u(x,0) = u0(x), ut(x,0) = u1(x), ϕ(x,0) = ϕ0(x), ϕt(x,0) = ϕ1(x), (1.5)
where the functions u0,u1,ϕ0,ϕ1 : [0,π ] → R are given. We also need to impose conditions on the initial history of the
displacement and the volume fraction, but as in different sections we consider different kind of dependence on the history
we will be more precise in each section. In fact, in this paper we consider several particular cases of the general system,
but we do not study the general system (1.2)–(1.3).
In the next section we consider the case when the kernel functions f , h and k vanish, but the function g is different
from zero. It corresponds to the system⎧⎪⎪⎨
⎪⎪⎩
ρutt = μuxx + bϕx,
Jϕtt = δϕxx − bux − ξϕ + g(0)ϕxx +
∞∫
0
g′(s)ϕxx(t − s)ds. (1.6)
Thus, we only have porous dissipation, but we do not assume any elastic dissipation.
The second case we study corresponds to when g , h and k vanish, but the function f is different from zero. We only
have elastic dissipation, but the porous dissipation is absent. The corresponding system of ﬁeld equations is⎧⎪⎪⎨
⎪⎪⎩
ρutt = μuxx + bϕx + f (0)uxx +
∞∫
0
f ′(s)uxx(t − s)ds,
Jϕtt = δϕxx − bux − ξϕ.
(1.7)
The third system we study is⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ρutt = μuxx + bϕx + f (0)uxx +
∞∫
0
f ′(s)uxx(t − s)ds,
Jϕtt = δϕxx − bux − ξϕ + g(0)ϕxx +
∞∫
0
g′(s)ϕxx(t − s)ds.
(1.8)
This is a case where both elastic and porous dissipation are present.
1 Volume fraction is the rate between the mass density of the body and the mass density of the matrix of the material (see Ies¸an [11, p. 2]). When we
consider the linear theory this quantity is also measured with respect a reference fraction of volume and then it can take negative values.
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but the other three memory kernels can be different from zero. We thus have the system⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ρutt = μuxx + bϕx + f (0)uxx + h(0)ϕx +
∞∫
0
f ′(s)uxx(t − s)ds +
∞∫
0
h′(s)ϕx(t − s)ds,
Jϕtt = δϕxx − bux − ξϕ − h(0)ux − k(0)ϕ −
∞∫
0
h′(s)ux(t − s)ds −
∞∫
0
k′(s)ϕ(t − s)ds.
(1.9)
In view of the boundary conditions our system can have solutions (uniform in the variable x) that do not decay. To avoid
it, from now on we will also assume that
π∫
0
ϕ0(x)dx =
π∫
0
ϕ1(x)dx = 0. (1.10)
We will also consider the spaces
Hm∗ (0,π) =
{
w ∈ Hm(0,π);
π∫
0
w dx = 0
}
, and L2∗(0,π) =
{
w ∈ L2(0,π);
π∫
0
w dx = 0
}
.
As we are interested in the behavior of the solutions, our main tools are Prüss’s and Gearhart’s results on the stability of
semigroups. We can ﬁnd them in the book by Liu and Zheng [14]. We will use the following result:
Theorem 1.1. Let us consider A : D(A) ⊆ H → H a generator of a C0-semigroup of contractions. Then eAt is exponentially stable if
and only if
(A) ⊇ {iβ; β ∈ R} ≡ iR (1.11)
and ∥∥(iβ I − A)−1∥∥L(H) < C, ∀β ∈ R, (1.12)
where C is a positive constant, I is the identity operator and (A) is a set resolvent of A.
We also recall the following condition which characterizes the analytic semigroups:
Theorem 1.2. Let us consider S(t) = eAt a C0-semigroup of contractions generated by an operator A in Hilbert space H. Suppose
that (1.11) holds. Then S(t) is analytic if and only if
lim|β|→∞
∥∥β(iβ I − A)−1∥∥< ∞, β ∈ R. (1.13)
The paper is structured as follows. In Section 2, we consider the system (1.6) and we obtain a necessary and suﬃcient
condition to show exponential stability of the associated semigroup. In Section 3, we study the system (1.7) and we obtain a
necessary and suﬃcient condition to guarantee the exponential stability of the semigroup. Section 4 is devoted to study the
system (1.8). We show lack of the analyticity and the exponential stability of the semigroup. In Section 5, we consider the
system (1.9) and we also obtain a necessary and suﬃcient condition to guarantee the exponential stability of the semigroup.
2. System (1.6)
The aim of this section is to study the system (1.6) in [0,π ], subject to the boundary conditions (1.4) and the initial
conditions (1.5). We also assume that ϕ(.,−s) is a known data for every s  0. The results that we show depend on the
conditions that the constitutive functions satisfy.
In this section we will assume that the memory kernel function g(s) satisﬁes:
(G1) g(s) ∈ C2(0,+∞) ∩ C[0,+∞), g′ ∈ L1(0,+∞);
(G2) g(s) > 0, g′(s) < 0, g′′(s) > 0 on (0,+∞);
(G3) g(+∞) = 0;
(G4) g′′(s) + δ1g′(s)  0 on (0,+∞) for some constant δ1 > 0, and there exist two positive constants s1, k1 such that for
s s1, g′′(s) k1|g′(s)|.
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1
k1
g′′ −g′(s)−g′(s1)e−δ1(s−s1), for s > s1 > 0.
The condition (G1) also allows g′ to be singular at s = 0. The condition (G3) implies that
∞∫
0
g′(s)ds = −g(0) < 0.
It is easy to see that the singular kernel of the form g′(s) = −c1e−c3ss−c2 , 0 < c2 < 1, c1, c3 > 0, satisﬁes the above condi-
tions. Other example of function satisfying the conditions is g(s) = Me−ks , k,M > 0.
We will also consider the condition
(G5)
Jμ
ρ − δ − g(0) = 0.
Condition (G5) plays a relevant role to clarify the exponential stability character of the solutions.
It is necessary to embed the problem into the context of the semigroups. So some modiﬁcations in our original system
should be made. We introduce the notation
ψ t(., s) = ϕ(., t) − ϕ(., t − s), on [0,π ], (t, s) ∈ R+ × R+,
that formally satisﬁes the linear equation ψt = ϕt − ψs , on [0,π ], (t, s) ∈ R+ × R+ , subject to the boundary conditions
ψ t(.,0) = 0, on [0,π ], t  0 and ψ tx(0, s) = ψ tx(π, s) = 0, (t, s) ∈ R+ × R+, (2.14)
and the initial conditions
ψ0(., s) := ψ0(., s) = ϕ0 − ϕ(.,−s), on [0,π ], s ∈ R+. (2.15)
The system (1.6) is rewritten as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρutt = μuxx + bϕx,
Jϕtt = δϕxx − bux − ξϕ −
∞∫
0
g′(s)ψ txx(s)ds,
ψt = ϕt − ψs.
(2.16)
We deﬁne W := L2g′(R+, H1∗(0,π)) be the Hilbert space of all H1∗(0,π)-valued, square integrable functions deﬁned on the
measure space (R+; |g′|ds) equipped with the norm
‖w‖2W =
π∫
0
∞∫
0
∣∣g′(s)∣∣∣∣wx(s)∣∣2 dsdx. (2.17)
We note that the solutions of the problem associated to the system (2.16) can be generated by a semigroup of contractions.
In fact, it is deﬁned in the Hilbert space
H = H10(0,π) × L2(0,π) × H1∗(0,π) × L2∗(0,π) × W .
By using the notation v = ut and φ = ϕt and D = ddx , we can restate the problem in the following way:
d
dt
U (t) = AU (t), U (0) = U0 = (u0,u1,ϕ0,ϕ1,ψ0)T ∈ D(A), (2.18)
where U = (u, v,ϕ,φ,ψ)T and A :D(A) ⊂ H → H is given by
A =
⎛
⎜⎜⎜⎜⎜⎝
0 I 0 0 0
μ
ρ D
2 0 bρ D 0 0
0 0 0 I 0
− bJ D 0 1J (δD2 − ξ I) 0 − 1J
∫∞
0 g
′(s)D2(., s)ds
0 0 0 I −∂s(.)
⎞
⎟⎟⎟⎟⎟⎠ , (2.19)
with domain
D(A) =
⎧⎪⎨
⎪⎩U ∈ H;
u ∈ H2(0,π) ∩ H10(0,π), v ∈ H10(0,π), φ ∈ H1∗(0,π);
δϕ + ∫∞0 g′(s)ψ(., s)ds ∈ H2(0,π) ∩ H1∗(0,π);
Dϕ = Dφ = 0, x = 0,π ; ψ ∈ W , ψ(0) = 0
⎫⎪⎬
⎪⎭ .s
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〈
U ,U∗
〉
H =
π∫
0
[
ρvv∗ + μuxu∗x + Jφφ∗ + δϕxϕ∗x + ξϕϕ∗ + b
(
uxϕ
∗ + u∗xϕ
)+ ∞∫
0
∣∣g′(s)∣∣ψxψ∗x ds
]
dx.
The associated norm is
‖U‖2H =
π∫
0
[
ρ|v|2 + μ|ux|2 + J |φ|2 + δ|ϕx|2 + ξ |ϕ|2 + 2b Re(uxϕ) +
∞∫
0
∣∣g′(s)∣∣|ψx|2 ds
]
dx.
For U ∈ D(A), we have
Re〈AU ,U 〉H = Re
{ π∫
0
∞∫
0
g′(s)ψxsψ x dsdx
}
= −1
2
π∫
0
∞∫
0
g′′(s)|ψx|2 dsdx 0.
Thus, the operator A is dissipative. Next we prove that 0 ∈ (A). For any F = ( f1, f2, f3, f4, f5)T ∈ H, we consider the
unique solution of the equation AU = F , i.e.,
v = f1, on H10(0,π), (2.20)
μuxx + bϕx = ρ f2, on L2(0,π), (2.21)
φ = f3, on H1∗(0,π), (2.22)
δϕxx − bux − ξϕ −
∞∫
0
g′(s)ψxx(., s)ds = J f4, on L2∗(0,π), (2.23)
φ − ψs = f5, on W . (2.24)
From (2.20) and (2.22), we can get
v ∈ H10(0,π) and φ ∈ H1∗(0,π). (2.25)
From (2.24) we have
ψ =
s∫
0
(
φ − f5(σ )
)
dσ = sφ −
s∫
0
f5(σ )dσ . (2.26)
It is clear that ψ(0) = 0 and ψs ∈ W . We want to prove that ψ ∈ W . For any T > 0,  > 0, by (G4) and the Cauchy–Schwartz
inequality, we have
T∫

∣∣g′(s)∣∣∣∣ψx(s)∣∣2 ds = −
T∫

g′(s)
∣∣ψx(s)∣∣2 ds 1
δ1
T∫

g′′(s)
∣∣ψx(s)∣∣2 ds
= 1
δ1
g′(T )
∣∣ψx(T )∣∣2 − 1
δ1
g′()
∣∣ψx()∣∣2 − 2
δ1
Re
{ T∫

g′(s)(ψx,ψxs)ds
}
− 1
δ1
g′()
∣∣ψx()∣∣2 + 1
2
T∫

∣∣g′(s)∣∣∣∣ψx(s)∣∣2 ds + 2
δ21
T∫

∣∣g′(s)∣∣|ψxs|2 ds.
Thus
T∫

∣∣g′(s)∣∣∣∣ψx(s)∣∣2 ds− 2
δ1
g′()
∣∣ψx()∣∣2 + 4
δ21
T∫

∣∣g′(s)∣∣|ψxs|2 ds. (2.27)
We have that − 2
δ1
g′()‖ψx()‖2 → 0, as  → 0. It turns out from (2.27) by letting T → ∞ and  → 0 that ψ ∈ W and
‖ψ‖2W  4δ21
∫∞
0 |g′(s)|‖ψxs‖2 ds.
Finally, we can get from Eqs. (2.21) and (2.23) and using Lax–Milgran’s Lemma that there exists a unique (u,ϕ) ∈
H1(0,π) × H1∗(0,π) such that u ∈ H2(0,π) ∩ H1(0,π) and δϕ +
∫∞ g′(s)ψ(., s)ds ∈ H2(0,π) ∩ H1∗(0,π). Thus there exists0 0 0
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is independent of U = (u, v,ϕ,φ,ψ)T such that ‖U‖H  K‖F‖H . This implies that 0 ∈ (A) and ‖A−1‖  K . Since A is
dissipative, as we have already proved before, we have that A generates a C0-semigroup of contractions S(t) in H.
In the remains of this section we will study the stability of the semigroup S(t). Thus, we will need to consider the
resolvent equation
iαu − v = f1, (2.28)
iαρv − μuxx − bϕx = ρ f2, (2.29)
iαϕ − φ = f3, (2.30)
iα Jφ − δϕxx + bux + ξϕ +
∞∫
0
g′(s)ψxx(., s)ds = J f4, (2.31)
iαψ − φ + ψs = f5. (2.32)
To show the main result of this section we need the following lemmas:
Lemma 2.1. Assume that g(s) satisﬁes the conditions (G1)–(G4). For any F ∈ H, there exists a constant c1 > 0 such that
π∫
0
∞∫
0
∣∣g′(s)∣∣|ψx|2 dsdx c1‖F‖H‖U‖H.
Proof. Multiplying Eqs. (2.28)–(2.31), respectively, by (−μuxx), (v), (−δϕxx and ξϕ), (φ), integrating from 0 to π and
summing the equations, we ﬁnd that
iα
π∫
0
[
ρ|v|2 + μ|ux|2 + δ|ϕx|2 + J |φ|2 + ξ |ϕ|2
]
dx+ μ
π∫
0
(uxvx − uxvx)dx+ b
π∫
0
(ϕvx + uxφ)dx
+ δ
π∫
0
(ϕxφx − ϕxφx)dx+ ξ
π∫
0
(ϕφ − ϕφ)dx−
π∫
0
∞∫
0
g′(s)ψxφx dsdx = A, (2.33)
where |A| c0‖F‖H‖U‖H . From (2.28) and (2.30), we obtain
b
π∫
0
(ϕvx + uxφ)dx = −iα
π∫
0
2b Re(uxϕ)dx− b
π∫
0
[
ϕ( f 1)x + ux f 3
]
dx. (2.34)
Using (2.32), we have
−
π∫
0
∞∫
0
g′(s)ψxφx dsdx = iα
π∫
0
∞∫
0
g′(s)|ψx|2 dsdx−
π∫
0
∞∫
0
g′(s)ψxψxs ds dx+
π∫
0
∞∫
0
g′(s)ψx( f 5)x dsdx. (2.35)
Substituting (2.34)–(2.35) into (2.33) and taking real part, we have
−Re
{ π∫
0
∞∫
0
g′(s)ψxψ xs ds dx
}
 c′0‖F‖H‖U‖H. (2.36)
Using (G4), we obtain
−Re
{ π∫
0
∞∫
0
g′(s)ψxψ xs ds dx
}
= −1
2
π∫
0
∞∫
0
g′(s) d
ds
|ψx|2 dsdx = 1
2
π∫
0
∞∫
0
g′′(s)|ψx|2 dsdx
−δ1
2
π∫
0
∞∫
0
g′(s)|ψx|2 dsdx = δ1
2
π∫
0
∞∫
0
∣∣g′(s)∣∣|ψx|2 dsdx. (2.37)
Substituting (2.37) into (2.36), the conclusion follows with c1 = 2c
′
0
δ1
. 
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π∫
0
J |φ|2 dx c2‖U‖3/2H ‖F‖1/2H + c3‖U‖H‖F‖H.
Proof. Multiplying (2.31) by (
∫∞
0 g
′(s)ψ ds), and integrating from 0 to π , we obtain
iα J
π∫
0
∞∫
0
g′(s)φψ dsdx+ δ
π∫
0
∞∫
0
g′(s)ϕxψ x dsdx+ b
π∫
0
∞∫
0
g′(s)uxψ dsdx
+ ξ
π∫
0
∞∫
0
g′(s)ϕψ dsdx+
π∫
0
∣∣∣∣∣
∞∫
0
g′(s)ψx ds
∣∣∣∣∣
2
dx = J
π∫
0
∞∫
0
g′(s) f4ψ dsdx. (2.38)
From (2.32), we have
Re
{
iα J
π∫
0
∞∫
0
g′(s)φψ dsdx
}
= g(0)
π∫
0
J |φ|2 dsdx
+ Re
{
J
π∫
0
∞∫
0
g′(s)φψ s ds dx
}
− Re
{
J
π∫
0
∞∫
0
g′(s)φ f 5 dsdx
}
. (2.39)
Using (G4), we ﬁnd that
Re
{
− J
π∫
0
∞∫
0
g′(s)φψ s ds dx
}
 g(0)
2
π∫
0
J |φ|2 dsdx+ C
π∫
0
∞∫
0
∣∣g′(s)∣∣|ψx|2 dsdx. (2.40)
From Lemma 2.1, we have
−
π∫
0
∣∣∣∣∣
∞∫
0
g′(s)ψx ds
∣∣∣∣∣
2
dx
∞∫
0
∣∣g′(s)∣∣ds π∫
0
∞∫
0
∣∣g′(s)∣∣|ψx|2 dsdx C‖U‖H‖F‖H. (2.41)
From (2.41), we obtain
Re
{
−δ
π∫
0
∞∫
0
g′(s)ϕxψ x dsdx
}

√
δ
( π∫
0
∣∣∣∣∣
∞∫
0
g′(s)ψx ds
∣∣∣∣∣
2
dx
)1/2( π∫
0
δ|ϕx|2 dx
)1/2
 C‖U‖3/2H ‖F‖1/2H . (2.42)
In a similar way, from Lemma 2.1, we obtain that
Re
{
−b
π∫
0
∞∫
0
g′(s)uxψ dsdx
}
 C‖U‖3/2H ‖F‖1/2H , (2.43)
and
Re
{
−ξ
π∫
0
∞∫
0
g′(s)ϕψ dsdx
}
 C‖U‖3/2H ‖F‖1/2H . (2.44)
Taking real part into (2.38) and using (2.39)–(2.44) the conclusion follows from Lemma 2.1. 
We denote by w the solution to the problem −wxx = ϕx , w(0) = w(π) = 0, i.e.,
w(x) ≡ G(ϕ)(x) = −
x∫
0
ϕ(y)dy + x
π
π∫
0
ϕ(y)dy.
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π∫
0
[
δ|ϕx|2 +
(
ξ − b
2
μ
)
|ϕ|2
]
dx Cε1‖U‖3/2H ‖F‖1/2H + Cε1‖F‖H‖U‖H + ε1ρ
π∫
0
|v|2 dx.
Proof. A multiplication of (2.31) by ϕ gives
iα J
π∫
0
φϕ dx
︸ ︷︷ ︸
:=I1
+ δ
π∫
0
|ϕx|2 dx+ ξ
π∫
0
|ϕ|2 dx+ b
π∫
0
uxϕ dx−
π∫
0
∞∫
0
g′(s)ψxϕx dsdx =
π∫
0
J f4ϕ dx.
Using (2.30) into I1, we have
δ
π∫
0
|ϕx|2 dx+ ξ
π∫
0
|ϕ|2 dx+ b
π∫
0
uxϕ dx = J
π∫
0
|φ|2 dx+
π∫
0
∞∫
0
g′(s)ψxϕx dsdx+ J
π∫
0
( f4ϕ + φ f 3)dx. (2.45)
A multiplication of (2.29) by w and the use of (2.30) yields
μ
π∫
0
uxwx dx− b
π∫
0
|wx|2 dx = ρ
π∫
0
v
[
G(φ) + G( f3)
]
dx+ ρ
π∫
0
f2w dx. (2.46)
Multiplying (2.46) by bμ and observing that
∫ π
0 uxwx dx= −
∫ π
0 uxϕ dx, we conclude from (2.45)–(2.46) that
δ
π∫
0
|ϕx|2 dx+ ξ
π∫
0
|ϕ|2 dx− b
2
μ
π∫
0
|wx|2 dx = J
π∫
0
|φ|2 dx+
π∫
0
∞∫
0
g′(s)ψxϕx dsdx+ J
π∫
0
( f4ϕ + φ f 3)dx
+ bρ
μ
π∫
0
v
[
G(φ) + G( f3)
]
dx+ bρ
μ
π∫
0
f2w dx. (2.47)
Now for ε1 > 0, there exists a constant Cε1 > 0 such that
Re
{
bρ
μ
π∫
0
vG(φ)dx
}
 ε1
π∫
0
ρ|v|2 dx+ Cε1
π∫
0
J |φ|2 dx. (2.48)
Moreover, from Lemma 2.1 we arrive at
Re
{ π∫
0
∞∫
0
g′(s)ψxϕx dsdx
}
 Cε1‖U‖3/2H ‖F‖1/2H . (2.49)
Since
∫ π
0 |wx|2 dx=
∫ π
0 |ϕ|2 dx, taking real part of (2.47), using Lemma 2.2 and Eqs. (2.48)–(2.49), the conclusion follows. 
Lemma 2.4. Assume that g(s) satisﬁes the conditions (G1)–(G5). For any F ∈ H and ε2 > 0, there exists a constant Cε2 > 0 such that
μ
π∫
0
|ux|2 dx Cε2‖F‖H‖U‖H + (ε1 + ε2)ρ
π∫
0
|v|2 dx,
where ε1 is given by Lemma 2.3.
Proof. A multiplication of (2.31) by ux gives
iα J
π∫
0
φux dx
︸ ︷︷ ︸
+
π∫
0
[
δϕx −
∞∫
0
g′(s)ψx ds
]
uxx dx
︸ ︷︷ ︸
+ ξ
π∫
0
ϕux dx+ b
π∫
0
|ux|2 dx =
π∫
0
J f4ux dx.:=I2 :=I3
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I2 = J
π∫
0
(iαux)φ dx = −iα J
π∫
0
ϕvx dx+ J
π∫
0
vx f3 dx− J
π∫
0
φ( f 1)x dx.
Substituting uxx of (2.29) we ﬁnd
I3 =
π∫
0
[
δϕx −
∞∫
0
g′(s)ψx ds
][
−iα ρ
μ
v − b
μ
ϕx − ρ
μ
f 2
]
dx
= −iαρδ
μ
π∫
0
ϕxv dx− bδ
μ
π∫
0
|ϕx|2 dx− ρδ
μ
π∫
0
ϕx f 2 dx
+ iα ρ
μ
π∫
0
∞∫
0
g′(s)ψxv dsdx+ b
μ
π∫
0
∞∫
0
g′(s)ψxϕx dsdx+ ρ
μ
π∫
0
∞∫
0
g′(s)ψx f 2 dsdx.
Substituting I2 and I3 we obtain
iα
(
ρδ
μ
− J
) π∫
0
ϕvx dx− bδ
μ
π∫
0
|ϕx|2 dx+ iα ρ
μ
π∫
0
∞∫
0
g′(s)ψxv dsdx
︸ ︷︷ ︸
:=I4
+ b
μ
π∫
0
∞∫
0
g′(s)ψxϕx dsdx+ ξ
π∫
0
ϕux dx+ b
π∫
0
|ux|2 dx
= −ρ
μ
π∫
0
∞∫
0
g′(s)ψx f 2 dsdx+ ρδ
μ
π∫
0
ϕx f 2 dx− J
π∫
0
vx f3 dx+ J
π∫
0
φ( f 1)x dx+
π∫
0
J f4ux dx. (2.50)
Substituting ψx from (2.32) we get
I4 = ρ
μ
π∫
0
∞∫
0
g′(s)φxv dsdx− ρ
μ
π∫
0
∞∫
0
g′(s)ψxs v dsdx+ ρ
μ
π∫
0
∞∫
0
g′(s)( f5)xv dsdx
= ρ
μ
g(0)
π∫
0
φvx dsdx+ ρ
μ
π∫
0
∞∫
0
g′′(s)ψxv dsdx+ ρ
μ
π∫
0
∞∫
0
g′(s)( f5)xv dsdx.
Using (2.30) we have
I4 = iαρg(0)
μ
π∫
0
ϕvx dsdx+ ρ
μ
π∫
0
∞∫
0
g′′(s)ψxv dsdx+ ρ
μ
π∫
0
∞∫
0
g′(s)( f5)xv dsdx+ ρg(0)
μ
π∫
0
( f3)xv dsdx.
Substituting last equality into (2.50) we arrive at
iα
(
ρδ
μ
− J + ρg(0)
μ︸ ︷︷ ︸
=0
) π∫
0
ϕvx dx+ b
π∫
0
|ux|2 dx
= bδ
μ
π∫
0
|ϕx|2 dx− ρ
μ
π∫
0
∞∫
0
g′′(s)ψxv dsdx
︸ ︷︷ ︸
:=I5
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μ
π∫
0
∞∫
0
g′(s)ψxϕx dsdx− ξ
π∫
0
ϕux dx− ρ
μ
π∫
0
∞∫
0
g′(s)( f5)xv dsdx+ ρδ
μ
π∫
0
ϕx f 2 dx
− ρ
μ
π∫
0
∞∫
0
g′(s)ψx f 2 dsdx+
(
J − ρg(0)
μ
) π∫
0
( f3)xv dsdx+ J
π∫
0
(
φ( f 1)x + f4ux
)
dx. (2.51)
From (G4) and Lemma 2.1 we have for ε2 > 0 that there exists a constant Cε2 > 0 such that
Re(I5) Cε2‖F‖H‖U‖H + ε2ρ
π∫
0
|v|2 dx. (2.52)
Taking real part of (2.51) using (2.52) and (G5) the conclusion follows. 
Lemma 2.5. Assume that g(s) satisﬁes the conditions (G1)–(G5). For any F ∈ H there exist two constants c4, c5 > 0 such that
π∫
0
ρ|v|2 dx c4‖F‖H‖U‖H + c5‖U‖3/2H ‖F‖1/2H , (2.53)
where c4 , c5 depend on ε1 and ε2 .
Proof. A multiplication of (2.29) by u yields
iαρ
π∫
0
vu dx
︸ ︷︷ ︸
:=I6
+μ
π∫
0
|ux|2 dx+
π∫
0
bϕux =
π∫
0
ρ f2u dx. (2.54)
Substituting u from (2.28) into I6 and taking real part we get
π∫
0
ρ|v|2 dx = μ
π∫
0
|ux|2 dx+
π∫
0
b Re(ϕux)dx− Re
{
ρ
π∫
0
( f2u + v f 1)dx
}
 2μ
π∫
0
|ux|2 dx+ C
π∫
0
|ϕ|2 dx+ C‖F‖H‖U‖H. (2.55)
Using Lemmas 2.3 and 2.4 into (2.55) the conclusion follows. 
Lemma 2.6. Assume that g(s) satisﬁes the conditions (G1)–(G5). For any F ∈ H there exists a constant C > 0 such that
‖U‖H  C‖F‖H.
Proof. From Lemmas 2.3, 2.4 and 2.5 we get
π∫
0
(
μ|ux|2 + δ|ϕx|2 + ξ |ϕ|2
)
dx Cε1,2‖F‖H‖U‖H + Cε1,2‖U‖3/2H ‖F‖1/2H . (2.56)
Finally, from (2.53) and (2.56) and Lemmas 2.1 and 2.2 we obtain
‖U‖2H  c7‖U‖3/2H ‖F‖1/2H + c8‖F‖H‖U‖H,
which implies
‖U‖H  c7‖U‖1/2H ‖F‖1/2H + c8‖F‖H 
1

‖U‖H + C‖F‖H,
with  > 0. The conclusion follows. 
Theorem 2.7. Assume that g(s) satisﬁes the conditions (G1)–(G5), then the semigroup generated by the operator A given at (2.19) is
exponentially stable.
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over, from Lemma 2.4 we obtain ‖(iα I − A)−1F‖H = ‖U‖H  C‖F‖H . It then follows that ‖(iα I − A)−1‖L(H)  C , ∀α ∈ R.
Thus, the theorem is proved. 
Having proved the suﬃciency of the condition (G5) for exponential stability, we now prove that it is also a necessary
condition with the criteria (1.11), (1.12). We need of the following:
Lemma 2.8. Assume that g(s) satisﬁes the conditions (G1)–(G4). If lims→0
√
sg′(s) = 0, then there exists a constant C > 0 such that∣∣∣∣∣λ
∞∫
0
g′(s)e−iλs ds
∣∣∣∣∣ C, ∀λ ∈ R.
Proof. We note that
∞∫
0
g′(s)e−iλs ds =
π/λ∫
0
g′(s)e−iλs ds − 1
2
π/λ∫
0
g′(s + π/λ)e−iλs ds − 1
2
∞∫
π/λ
e−iλs
[ s+π/λ∫
s
g′′(σ )dσ
]
ds. (2.57)
Moreover∣∣∣∣∣
π/λ∫
0
g′(s)e−iλs ds
∣∣∣∣∣−
π/λ∫
0
g′(s)ds = −
π/λ∫
0
√
sg′(s)√
s
ds.
Since ν(λ) = sups∈[0,π/λ] |
√
sg′(s)| → 0, as λ → ∞, we have∣∣∣∣∣
π/λ∫
0
g′(s)e−iλs ds
∣∣∣∣∣ ν(λ)
π/λ∫
0
1√
s
ds = 2
√
πν(λ)√
λ
.
The estimation of the second integral is similar. Moreover,∣∣∣∣∣
∞∫
π/λ
e−iλs
[ s+π/λ∫
s
g′′(σ )dσ
]
ds
∣∣∣∣∣
∞∫
π/λ
[ s∫
s+π/λ
g′′(σ )dσ
]
ds = −π
λ
g′(π/λ),
which, multiplied by λ, tends to zero as λ → ∞. 
Theorem2.9. Assume that g(s) satisﬁes the conditions (G1)–(G4), but the condition (G5) does not hold. Then the semigroup generated
by the operator A given in (2.19) is not exponentially stable.
Proof. We will show the existence of sequences (λν)ν ⊂ iR with limν→∞ |λν | = ∞ and (Uν)ν ⊂ D(A) such that (λν I −
A)Uν = Fν is bounded and lim|λν |→∞ ‖Uν‖H = ∞, as ν → ∞.
We choose F ≡ Fν with F = (0, f2,0, f4,0) where f2 = 1ρ sin(νx) and f4 = 1J cos(νx). Then (Fν)ν is bounded and the
solution Uν = U = (u, v,ϕ,φ,ψ)T to the equation (λI − A)U = F satisﬁes the system
λu = v,
ρλv − μuxx − bϕx = ρ f2,
λϕ = φ,
Jλφ − δϕxx + bux + ξϕ +
∞∫
0
g′(s)ψxx(., s)ds = J f4,
λψ − φ + ψs = 0.
This determines v , φ and we obtain the system for the unknowns u, ϕ , ψ :
ρλ2u − μuxx − bϕx = ρ f2,
Jλ2ϕ − δϕxx + bux + ξϕ +
∞∫
0
g′(s)ψxx(., s)ds = J f4,
λψ − λϕ + ψs = 0.
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u = Aν sin(νx), ϕ = Bν cos(νx) and ψ(x, s) = p(s) cos(νx), (2.58)
for appropriate A = A(λ), B = B(λ) ∈ C and p ∈ H1g′ (R+) with p(0) = 0 which are determined below. Substituting the
ansatz, we ﬁnd that Aν , Bν and p satisfy⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(
ρλ2 + μν2)Aν + bνBν = 1,
bνAν +
(
Jλ2 + δν2 + ξ)Bν − ν2
∞∫
0
g′(s)p(s)ds = 1,
λp(s) + p′(s) − λBν = 0.
(2.59)
Solving Eq. (2.59)3 and noting that p(0) = 0, we have p(s) = Bν − Bνe−λs. Then
−ν2
∞∫
0
g′(s)p(s)ds = Bν g(0)ν2 + Bνν2
∞∫
0
g′(s)e−λs ds. (2.60)
Substituting (2.60) in (2.59)2, we have the equivalent system⎧⎪⎪⎨
⎪⎪⎩
(
ρλ2 + μν2)Aν + bνBν = 1,
bνAν +
(
Jλ2 + δν2 + ξ + g(0)ν2 + ν2
∞∫
0
g′(s)e−λs ds
)
Bν = 1.
We take λ := λν such that ρλ2 + μν2 = 0, that is, λ = i
√
μ
ρ ν := λν. We have |λν | ≈
√
μ
ρ ν → ∞ as ν → ∞. The system is
equivalent to⎧⎪⎪⎨
⎪⎪⎩
bνBν = 1,
bνAν +
(
Jλ2 + δν2 + ξ + g(0)ν2 + ν2
∞∫
0
g′(s)e−λs ds
)
Bν = 1. (2.61)
The solutions of the system (2.61) are Aν = 1bν − Jλ
2
ν
b2ν2
− δ
b2
− ξ
b2ν2
− g(0)
b2
− 1
b2
∫∞
0 g
′(s)e−λν s ds and Bν = 1bν . Then v(x) =
( λνbν − Jλ
3
ν
b2ν2
− δλν
b2
− ξλν
b2ν2
− g(0)λν
b2
− λν
b2
∫∞
0 g
′(s)e−λν s ds) cos(νx). So, we have
π∫
0
|v|2 dx−π
2
∣∣∣∣∣λνbν − ξλνb2ν2 − λνb2
∞∫
0
g′(s)e−λν s ds
∣∣∣∣∣
2
︸ ︷︷ ︸
bounded as ν→∞
+ π
2
1
b4
(
− Jλ
2
ν
ν2
− δ − g(0)
)2
λ2ν . (2.62)
We note that − Jλ2ν
ν2
− δ − g(0) = Jμρ − δ − g(0). Then, if Jμρ − δ − g(0) = 0 and using Lemma 2.8 and (2.62), we have∫ π
0 |v|2 dx → ∞ as ν → ∞. Therefore, lim|λν |→∞ ‖Uν‖2H  lim|λν |→∞
∫ π
0 |v|2 dx= ∞, and the conclusion follows. 
3. System (1.7)
In this section we consider the problem determined by the system (1.7) in the interval [0,π ], with the boundary and
initial conditions (1.4) and (1.5). In this case we assume that porous dissipation is absent (g,k ≡ 0), but there is viscoelastic
dissipation. Therefore, we also need to assume that the u(.,−s) is a known data. We study the exponential stability of the
associated semigroup. Again the rate of decay depends on the conditions that the constitutive parameters and functions
satisfy.
Here f (s) is a memory kernel function, which satisﬁes conditions (G1), (G2), (G3) and
(F4) f ′′(s) + δ2 f ′(s)  0 on (0,+∞) for some constant δ2 > 0, and there exist two positive constants s2, k2 such that
f ′′(s) k2| f ′(s)| for s s2.
Notice that
∫∞
0 f
′(s)ds = − f (0) < 0. We also consider the condition
(F5)
ρδ − μ − f (0) = 0.J
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We now transform our problem into an abstract problem in a suitable Hilbert space. We introduce the notation
ηt(., s) = u(., t) − u(., t − s) on [0,π ], (t, s) ∈ R+ × R+
that formally satisﬁes the linear equation ηt = ut − ηs on [0,π ], (t, s) ∈ R+ × R+ , subject to the boundary conditions
ηt(.,0) = 0, on [0,π ], t  0 and ηt(0, s) = ηt(π, s) = 0, (t, s) ∈ R+ × R+, (3.63)
and the initial conditions
η0(., s) := η0(., s) = u0 − u(.,−s), on [0,π ], s ∈ R+. (3.64)
The system (1.7) can be written as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρutt = μuxx + bϕx −
∞∫
0
f ′(s)ηtxx(s)ds,
Jϕtt = δϕxx − bux − ξϕ,
ηt = ut − ηs.
(3.65)
Deﬁne V := L2f ′ (R+, H10(0,π)) be the Hilbert space of all H10(0,π)-valued, square integrable functions deﬁned on the mea-
sure space (R+; | f ′|ds) equipped with the norm
‖z‖2V =
π∫
0
∞∫
0
∣∣ f ′(s)∣∣∣∣zx(s)∣∣2 dsdx. (3.66)
The solutions of the problem associated to the system (3.65) can be generated by means of a semigroup of contractions. In
fact, this semigroup is deﬁned in the Hilbert space
H = H10(0,π) × L2(0,π) × H1∗(0,π) × L2∗(0,π) × V .
Using the notation proposed, we can restate system (3.65) as
d
dt
U (t) = AU (t), U (0) = U0 = (u0,u1,ϕ0,ϕ1, η0)T ∈ D(A), (3.67)
where U = (u, v,ϕ,φ,η)T and A :D(A) ⊂ H → H is given by
A =
⎛
⎜⎜⎜⎜⎜⎝
0 I 0 0 0
μ
ρ D
2 0 bρ D 0 − 1ρ
∫∞
0 f
′(s)D2(., s)ds
0 0 0 I 0
− bJ D 0 1J (δD2 − ξ I) 0 0
0 I 0 0 −∂s(.)
⎞
⎟⎟⎟⎟⎟⎠ , (3.68)
with domain
D(A) =
⎧⎪⎨
⎪⎩U ∈ H;
v ∈ H10(0,π), φ ∈ H1∗(0,π), ϕ ∈ H2(0,π) ∩ H1∗(0,π),
μu + ∫∞0 f ′(s)η(., s)ds ∈ H2(0,π) ∩ H10(0,π),
Dϕ = Dφ = 0, x = 0,π ; ηs ∈ V , η(0) = 0
⎫⎪⎬
⎪⎭ .
If U∗ = (u∗, v∗,ϕ∗, φ∗, η∗)T , we deﬁne an inner product on H by
〈
U ,U∗
〉
H =
π∫
0
[
ρvv∗ + μuxu∗x + Jφφ∗ + δϕxϕ∗x + ξϕϕ∗ + b
(
uxϕ
∗ + u∗xϕ
)+ ∞∫
0
∣∣ f ′(s)∣∣ηxη∗x ds
]
dx,
with the norm
‖U‖2H =
π∫
0
[
ρ|v|2 + μ|ux|2 + J |φ|2 + δ|ϕx|2 + ξ |ϕ|2 + 2b Re(uxϕ) +
∞∫
0
∣∣ f ′(s)∣∣|ηx|2 ds
]
dx.
For U ∈ D(A), we have
Re〈AU ,U 〉H = Re
{ π∫
0
∞∫
0
f ′(s)ηxsηx dsdx
}
= −1
2
π∫
0
∞∫
0
f ′′(s)|ηx|2 dsdx 0.
Thus, the operator A is dissipative and 0 ∈ (A). A generates a C0-semigroup of contractions S(t) = eAt on the Hilbert
space H.
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Theorem 3.1. Assume that f (s) satisﬁes the conditions (G1)–(G3), (F4), (F5), then the semigroup generated by operator A given
at (3.68) is exponentially stable.
As (F5) is a suﬃcient condition for the exponential stability, we now prove that it is also necessary. We need to use
Lemma 2.8, but in this case applied to the function f .
Theorem 3.2. Assume that f (s) satisﬁes the conditions (G1)–(G3), (F4), but that the condition (F5) does not hold. Then the semigroup
generated by operator A given in (3.68) is not exponentially stable.
Proof. We show the existence of sequences (λν)ν ⊂ iR with limν→∞ |λν | = ∞ and (Uν)ν ⊂ D(A) such that (λν I −
A)Uν = Fν is bounded on H and lim|λν |→∞ ‖Uν‖H = ∞, as ν → ∞. We choose the same sequence used in the proof
of Theorem 2.9. The solution Uν to the equation (λI − A)U = F satisﬁes
λu = v,
ρλv − μuxx − bϕx +
∞∫
0
f ′(s)ηxx(., s)ds = ρ f2,
λϕ = φ,
Jλφ − δϕxx + bux + ξϕ = J f4,
λη − v + ηs = 0.
For u, ϕ , η we obtain the system:
ρλ2u − μuxx − bϕx +
∞∫
0
f ′(s)ηxx(., s)ds = ρ f2,
Jλ2ϕ − δϕxx + bux + ξϕ = J f4,
λη − λu + ηs = 0.
In view of the boundary conditions we can take solutions of the type
u = Aν sin(νx), ϕ = Bν cos(νx) and η(x, s) = p(s) sin(νx), (3.69)
where Aν, Bν ∈ C and p ∈ H1f ′ (R+) with p(0) = 0 which are determined below. Aν , Bν and p satisfy the system⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(
ρλ2 + μν2)Aν + bνBν − ν2
∞∫
0
f ′(s)p(s)ds = 1,
bνAν +
(
Jλ2 + δν2 + ξ)Bν = 1,
λp(s) + p′(s) − λAν = 0.
(3.70)
Solving Eq. (3.70)3 and noting that p(0) = 0, we have p(s) = Aν − Aνe−λs. Then
−ν2
∞∫
0
f ′(s)p(s)ds = Aνν2 f (0) + Aνν2
∞∫
0
f ′(s)e−λs ds. (3.71)
Substituting in (3.70)1, we have the equivalent system⎧⎪⎪⎨
⎪⎪⎩
(
ρλ2 + μν2 + f (0)ν2 + ν2
∞∫
0
f ′(s)e−λs ds
)
Aν + bνBν = 1,
bνA + ( Jλ2 + δν2 + ξ)B = 1.ν ν
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√
(δν2+ξ)
J := λν . Then λν ≈ i
√
δ
J ν , as ν → ∞. The system is
equivalent to⎧⎪⎪⎨
⎪⎪⎩
(
ρλ2ν + μν2 + f (0)ν2 + ν2
∞∫
0
f ′(s)e−λν s ds
)
Aν + bνBν = 1,
bνAν = 1.
(3.72)
Solving the system (3.72), we obtain Aν = 1bν and Bν = 1bν − ρλ
2
ν
b2ν2
− μ
b2
− f (0)
b2
− 1
b2
∫∞
0 f
′(s)e−λν s ds. Then φ(x) = ( λνbν −
ρλ3ν
b2ν2
− μλν
b2
− f (0)λν
b2
− λν
b2
∫∞
0 f
′(s)e−λν s ds) cos(νx), and
π∫
0
|φ|2 dx−π
2
∣∣∣∣∣λνbν − λνb2
∞∫
0
f ′(s)e−λν s ds
∣∣∣∣∣
2
︸ ︷︷ ︸
bounded as ν→∞
+ π
2
1
b4
(
−ρλ
2
ν
ν2
− μ − f (0)
)2
λ2ν . (3.73)
We note that −ρλ2ν
ν2
−μ− f (0) = ρδJ + ρξJν2 −μ− f (0) → ρδJ −μ− f (0), as ν → ∞. If ρδJ −μ− f (0) = 0 and using Lemma 2.8
and (3.73), we have that
∫ π
0 |φ|2 dx → ∞, as ν → ∞. Finally, we see that lim|λν |→∞ ‖Uν‖2H  lim|λν |→∞
∫ π
0 |φ|2 dx = ∞.
Thus, the result is proved. 
4. System (1.8)
In this section we consider the problem determined by the system (1.8) on [0,π ], t ∈ R+ , subject the boundary con-
ditions (1.4) and initial conditions (1.5) in the case of the porous dissipation (g = 0) and elastic dissipation ( f = 0) are
present. We prove the exponential stability of the associated semigroup and the lack of analyticity of solutions. The argu-
ments depend on the boundary conditions.
We assume that f (s) satisﬁes (G1)–(G3), (F4) and that g(s) satisﬁes (G1)–(G4). We also deﬁne ηt(., s) and ψ t(., s),
subject to the boundary conditions and initial conditions as in the previous sections. The system (1.8) is rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρutt = μuxx + bϕx −
∞∫
0
f ′(s)ηtxx(s)ds,
Jϕtt = δϕxx − bux − ξϕ −
∞∫
0
g′(s)ψ txx(s)ds,
ηt = ut − ηs,
ψt = ϕt − ψs.
(4.74)
We consider the spaces V := L2f ′ (R+, H10(0,π)) and W := L2g′ (R+, H1∗(0,π)) equipped with the norms proposed previously.
We consider the Hilbert space
H = H10(0,π) × L2(0,π) × H1∗(0,π) × L2∗(0,π) × V × W .
We can restate our problem as
d
dt
U (t) = AU (t), U (0) = U0 = (u0,u1,ϕ0,ϕ1, η0,ψ0)T ∈ D(A), (4.75)
where U = (u, v,ϕ,φ,η,ψ)T and A :D(A) ⊂ H → H is given by
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 I 0 0 0 0
μ
ρ D
2 0 bρ D 0 − 1ρ
∫∞
0 f
′(s)D2(., s)ds 0
0 0 0 I 0 0
− bJ D 0 1J (δD2 − ξ I) 0 0 − 1J
∫∞
0 g
′(s)D2(., s)ds
0 I 0 0 −∂s(.) 0
0 0 0 I 0 −∂s(.)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (4.76)
with domain
D(A) =
⎧⎪⎨
⎪⎩U ∈ H;
v ∈ H10(0,π), μu +
∫∞
0 f
′(s)η(., s)ds ∈ H2(0,π) ∩ H10(0,π),
φ ∈ H1∗(0,π), δϕ +
∫∞
0 g
′(s)ψ(., s)ds ∈ H2(0,π) ∩ H1∗(0,π),
Dϕ = Dφ = 0, x = 0,π ; η ∈ V , ψ ∈ W , η(0) = ψ(0) = 0
⎫⎪⎬
⎪⎭ .s s
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previous sections.
For U ∈ D(A), we have
Re〈AU ,U 〉H = −1
2
π∫
0
∞∫
0
f ′′(s)|ηx|2 dsdx− 1
2
π∫
0
∞∫
0
g′′(s)|ψx|2 dsdx 0.
The operator A generates a C0-semigroup of contractions on the Hilbert space H.
To prove the exponential stability of solutions we need the resolvent equation
iαu − v = f1, (4.77)
iαρv − μuxx − bϕx +
∞∫
0
f ′(s)ηxx(., s)ds = ρ f2, (4.78)
iαϕ − φ = f3, (4.79)
iα Jφ − δϕxx + bux + ξϕ +
∞∫
0
g′(s)ψxx(., s)ds = J f4, (4.80)
iαη − v + ηs = f5, (4.81)
iαψ − φ + ψs = f6. (4.82)
We will need some lemmas:
Lemma 4.1. Assume that f (s) satisﬁes (G1)–(G3), (F4) and that g(s) satisﬁes (G1)–(G4). For any F ∈ H, there exists a constant
c1 > 0 such that
π∫
0
∞∫
0
∣∣ f ′(s)∣∣|ηx|2 dsdx+
π∫
0
∞∫
0
∣∣g′(s)∣∣|ψx|2 dsdx c1‖F‖H‖U‖H.
Proof. Using the same arguments as in the proof of Lemma 2.1, we obtain the equalities (2.33) and (2.34). From (4.81)
and (4.82), we arrive at (2.35) and
−
π∫
0
∞∫
0
f ′(s)ηxvx dsdx = iα
π∫
0
∞∫
0
f ′(s)|ηx|2 dsdx−
π∫
0
∞∫
0
f ′(s)ηxηxs ds dx+
π∫
0
∞∫
0
f ′(s)ηx( f 5)x dsdx. (4.83)
It then follows the estimate
−Re
{ π∫
0
∞∫
0
f ′(s)ηxηxs ds dx+
π∫
0
∞∫
0
g′(s)ψxψ xs ds dx
}
 c′0‖F‖H‖U‖H. (4.84)
We can also obtain the estimate (2.37) and in an analogous way from (F4)
−Re
{ π∫
0
∞∫
0
f ′(s)ηxηxs ds dx
}
 δ2
2
π∫
0
∞∫
0
∣∣ f ′(s)∣∣|ηx|2 dsdx.
The conclusion follows with c1 = 2c
′
0
min{δ1,δ2} . 
Lemma 4.2. Assume that f (s) satisﬁes (G1)–(G3), (F4) and that g(s) satisﬁes (G1)–(G4). Then there exist two constants c2, c3 > 0
such that
π∫
0
ρ|v|2 dx c2‖U‖3/2H ‖F‖1/2H + c3‖U‖H‖F‖H.
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∫∞
0 f
′(s)ηds) and integrating from 0 to π , we have
iαρ
π∫
0
∞∫
0
f ′(s)vηdsdx
︸ ︷︷ ︸
:=I1
+μ
π∫
0
∞∫
0
f ′(s)uxηx dsdx− b
π∫
0
∞∫
0
f ′(s)ϕxηdsdx+
π∫
0
∣∣∣∣∣
∞∫
0
f ′(s)ηx ds
∣∣∣∣∣
2
dx
= ρ
π∫
0
∞∫
0
f ′(s) f2ηdsdx.
Substituting η from (4.81) in I1, we obtain
I1 = f (0)
π∫
0
ρ|v|2 dsdx+ ρ
π∫
0
∞∫
0
f ′(s)vηs ds dx− ρ
π∫
0
∞∫
0
f ′(s)v f 5 dsdx.
Substituting I1, we have
f (0)
π∫
0
ρ|v|2 dsdx = −ρ
π∫
0
∞∫
0
f ′(s)vηs ds dx
︸ ︷︷ ︸
:=I2
−
π∫
0
∣∣∣∣∣
∞∫
0
f ′(s)ηx ds
∣∣∣∣∣
2
dx
−μ
π∫
0
∞∫
0
f ′(s)uxηx dsdx
︸ ︷︷ ︸
:=I3
+b
π∫
0
∞∫
0
f ′(s)ϕxηdsdx+ B, (4.85)
where |B| C‖F‖H‖U‖H . Using the condition (F4) and Lemma 4.1, we ﬁnd that
Re(I2)
1
2k2
π∫
0
∞∫
0
ρ f ′′(s)|v|2 dsdx+ k2ρ
2
π∫
0
∞∫
0
f ′′(s)|η|2 dsdx
−1
2
∞∫
0
f ′(s)ds
π∫
0
ρ|v|2 dsdx+ C
π∫
0
∞∫
0
∣∣ f ′(s)∣∣|ηx|2 dsdx
= f (0)
2
π∫
0
ρ|v|2 dsdx+ C‖F‖H‖U‖H. (4.86)
Again, from Lemma 4.1, we obtain
−
π∫
0
∣∣∣∣∣
∞∫
0
f ′(s)ηx ds
∣∣∣∣∣
2
dx
∞∫
0
∣∣ f ′(s)∣∣ds π∫
0
∞∫
0
∣∣ f ′(s)∣∣|ηx|2 dsdx C‖U‖H‖F‖H. (4.87)
Using (4.87) and Lemma 4.1, we get
Re(I3)
√
μ
( π∫
0
∣∣∣∣∣
∞∫
0
f ′(s)ηx ds
∣∣∣∣∣
2
dx
)1/2( π∫
0
μ|ux|2 dx
)1/2
 C‖U‖3/2H ‖F‖1/2H . (4.88)
In an analogous way we can see
Re
{
b
π∫
0
∞∫
0
f ′(s)ϕxηdsdx
}
 C‖U‖3/2H ‖F‖1/2H . (4.89)
Taking real part into (4.85) and using (4.86)–(4.89), the conclusion follows. 
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such that
π∫
0
J |φ|2 dx c4‖U‖3/2H ‖F‖1/2H + c5‖U‖H‖F‖H.
Proof. The proof is analogous to the one of Lemma 4.2. 
Lemma 4.4. Assume that f (s) satisﬁes (G1)–(G3), (F4) and that g(s) satisﬁes (G1)–(G4). Then there exists a constant c6 > 0 such
that
π∫
0
[
μ|ux|2 + 2b Re(uxϕ) + δ|ϕx|2 + ξ |ϕ|2
]
dx c6‖F‖H‖U‖H.
Proof. Multiplying (4.78) and (4.80) by u and ϕ respectively, and integrating from 0 to π , we obtain
iαρ
π∫
0
vu dx
︸ ︷︷ ︸
:=I6
+μ
π∫
0
|ux|2 dx+
π∫
0
b(ϕux + uxϕ)dx+ iα J
π∫
0
φϕ dx
︸ ︷︷ ︸
:=I7
+ δ
π∫
0
|ϕx|2 dx
+ ξ
π∫
0
|ϕ|2 dx−
π∫
0
∞∫
0
f ′(s)ηxux dsdx−
π∫
0
∞∫
0
g′(s)ψxϕx dsdx =
π∫
0
(ρ f2u + J f4ϕ)dx.
Substituting u from (4.77) in I6 and ϕ from (4.79) in I7, we ﬁnd
μ
π∫
0
|ux|2 dx+
π∫
0
2b Re(uxϕ)dx+ δ
π∫
0
|ϕx|2 dx+ ξ
π∫
0
|ϕ|2 dx
=
π∫
0
ρ|v|2 dx+
π∫
0
J |φ|2 dx+ Re
{ π∫
0
∞∫
0
f ′(s)ηxux dsdx+
π∫
0
∞∫
0
g′(s)ψxϕx dsdx
}
+ Re
{ π∫
0
(ρ f2u + J f4ϕ + ρv f 1 + Jφ f 3)dx
}
. (4.90)
From Lemma 4.1, we obtain
Re
{ π∫
0
∞∫
0
f ′(s)ηxux dsdx
}
 C‖F‖H‖U‖H + μ
2
π∫
0
|ux|2 dx, (4.91)
and
Re
{ π∫
0
∞∫
0
g′(s)ψxϕx dsdx
}
 C‖F‖H‖U‖H + δ
2
π∫
0
|ϕx|2 dx. (4.92)
Substituting (4.91)–(4.92) in (4.90) and using Lemmas 4.2 and 4.3, the conclusion follows. 
Lemma 4.5. Assume that f (s) satisﬁes (G1)–(G3), (F4) and that g(s) satisﬁes (G1)–(G4). Then there exists a constant C > 0 such
that
‖U‖H  C‖F‖H.
Proof. From Lemmas 4.1–4.4, we have that there exist two constants c7, c8 > 0 such that
‖U‖2  c7‖U‖3/2‖F‖1/2 + c8‖F‖H‖U‖H.H H H
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1

‖U‖H + C‖F‖H,
with  > 0. The lemma is proved by taking  large enough. 
Theorem 4.6. Assume that f (s) satisﬁes (G1)–(G3), (F4) and that g(s) satisﬁes (G1)–(G4). Then the semigroup generated by the
operator A given at (4.76) is exponentially stable.
Proof. Same proof of Theorem 2.7. The only difference is that we use Lemma 4.5 in place of Lemma 2.4 which was used
there. 
Now, we show that the semigroup S(t) is not analytic.
Theorem 4.7. If the conditions (F1)–(F4) on f and (G1)–(G4) on g hold, then the semigroup generated by the operator A given
in (4.76) is not analytic.
Proof. We will show the existence of sequences (λν)ν ⊂ iR with limν→∞ |λν | = ∞ and (Uν)ν ⊂ D(A) such that (λν I −
A)Uν = Fν is bounded on H and lim|λν |→∞ |λν |‖Uν‖H = ∞, as ν → ∞.
We choose F ≡ Fν with F = (0, f2,0,0,0,0) where f2 = 1ρ sin(νx). Then (Fν)ν is bounded on H and the solutions
Uν = U = (u, v,ϕ,φ,η,ψ) of the equation (λI − A)U = F satisfy
λu = v,
ρλv − μuxx − bϕx +
∞∫
0
f ′(s)ηxx(., s)ds = ρ f2,
λϕ = φ,
Jλφ − δϕxx + bux + ξϕ +
∞∫
0
g′(s)ψxx(., s)ds = 0,
λη − v + ηs = 0,
λψ − φ + ψs = 0.
As v , φ are determined, we obtain the system:
ρλ2u − μuxx − bϕx +
∞∫
0
f ′(s)ηxx(., s)ds = ρ f2,
Jλ2ϕ − δϕxx + bux + ξϕ +
∞∫
0
g′(s)ψxx(., s)ds = 0,
λη − λu + ηs = 0,
λψ − λϕ + ψs = 0,
for the other unknowns. In view of the boundary conditions we look for solutions of the type
u = Aν sin(νx), ϕ = Bν cos(νx), η(x, s) = p(s) sin(νx) and ψ(x, s) = q(s) cos(νx), (4.93)
for appropriate Aν, Bν ∈ C and p ∈ H1f (R+) and q ∈ H1g(R+) with p(0) = q(0) = 0 which are determined below. Substituting
the ansatz (4.93), we ﬁnd that Aν , Bν , p and q satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
ρλ2 + μν2)Aν + bνBν − ν2
∞∫
0
f ′(s)p(s)ds = 1,
bνAν +
(
Jλ2 + δν2 + ξ)Bν − ν2
∞∫
0
g′(s)q(s)ds = 0,
λp(s) + p′(s) − λAν = 0,
′
(4.94)λq(s) + q (s) − λBν = 0.
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Then, we obtain the equivalent system{(
ρλ2 + μν2 + ν2 f (0) + ν2 fν
)
Aν + bνBν = 1,
bνAν +
(
Jλ2 + δν2 + ξ + g(0)ν2 + ν2gν
)
Bν = 0,
where fν =
∫∞
0 f
′(s)e−λs ds and gν =
∫∞
0 g
′(s)e−λs ds.
We take λ := λν such that ρλ2 + (μ + f (0))ν2 = 0. As μ + f (0) > 0 it follows that |λν | ≈
√
μ+ f (0)
ρ ν → ∞ as ν → ∞.
Moreover, our system becomes{
ν2 fν Aν + bνBν = 1,
bνAν + NBν = 0,
(4.95)
where N = Jλ2 + δν2 + ξ + g(0)ν2 + ν2gν . The solutions of system (4.95) are
Aν = N
ν2(N fν − b2) and Bν = −
bν
N
Aν .
We note that λν Aν → C˜ as ν → ∞, where C˜ is a calculable constant. Then
‖Uν‖2H  ρ
π∫
0
|vν |2 dx = ρλ2ν A2ν
π∫
0
∣∣sin(νx)∣∣2 dx = ρπ
2
λ2ν A
2
ν .
Therefore, ‖Uν‖H 
√
ρπ
2 |λν ||Aν | → C˜
√
ρπ
2 , as ν → ∞. Then limν→∞ |λν |‖Uν‖H = ∞ and the conclusion follows. 
5. System (1.9)
In this section we consider the problem determined by the system (1.9) on [0,π ], t ∈ R+ , subject to the boundary
conditions (1.4) and the initial conditions (1.5). The porous dissipation is weaker than the porous dissipation we considered
in the previous section. In this case, the condition (F5) is necessary and suﬃcient to show exponential stability of its
semigroup associated. We consider a type of coupling given by the history.
Assume that f (s) satisﬁes (G1)–(G3), (F4) and that k(s) satisﬁes (G1)–(G3) and
(K4) k′′(s) + δ3k′(s)  0 on (0,+∞) for some constant δ3 > 0, and there exist two positive constants s3, k3 such that
k′′(s) k3|k′(s)| for s s3.
We also see that
∫∞
0 k
′(s)ds = −k(0) < 0. We show that the condition (F5) is necessary and suﬃcient to show exponential
stability of the associated semigroup. We use again the notation for ηt(., s) and ψ t(., s) proposed previously. They satisfy
the initial and boundary conditions proposed before.
System (1.9) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρutt = μuxx + bϕx −
∞∫
0
f ′(s)ηtxx(s)ds −
∞∫
0
h′(s)ψ tx(s)ds,
Jϕtt = δϕxx − bux − ξϕ +
∞∫
0
h′(s)ηtx(s)ds +
∞∫
0
k′(s)ψ t(s)ds,
ηt = ut − ηs,
ψt = ϕt − ψs.
(5.96)
We consider again the space V and deﬁne the space X := L2k′(R+, L2∗(0,π)) equipped with the norm
‖z‖2V =
π∫
0
∞∫
0
∣∣ f ′(s)∣∣∣∣zx(s)∣∣2 dsdx and ‖w‖2X =
π∫
0
∞∫
0
∣∣k′(s)∣∣∣∣w(s)∣∣2 dsdx.
The dissipation of the system is given by Π := f ′′(s)|ηx|2 + 2h′′(s)ηxψ + k′′(s)|ψ |2. Thus, it is also natural to assume that it
is a positive deﬁnite form. In fact, we assume that
Π  
(
f ′′(s)|ηx|2 + k′′(s)|ψ |2
)
,  > 0. (5.97)
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H = H10(0,π) × L2(0,π) × H1∗(0,π) × L2∗(0,π) × V × X .
By considering v = ut and φ = ϕt , the system (5.96) is equivalent to
d
dt
U (t) = AU (t), U (0) = U0 = (u0,u1,ϕ0,ϕ1, η0,ψ0)T ∈ D(A), (5.98)
where U = (u, v,ϕ,φ,η,ψ)T and A :D(A) ⊂ H → H is given by
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 I 0 0 0 0
μ
ρ D
2 0 bρ D 0 − 1ρ
∫∞
0 f
′(s)D2(., s)ds − 1ρ
∫∞
0 h
′(s)D(., s)ds
0 0 0 I 0 0
− bJ D 0 1J (δD2 − ξ I) 0 1J
∫∞
0 h
′(s)D(., s)ds + 1J
∫∞
0 k
′(s)I(., s)ds
0 I 0 0 −∂s(.) 0
0 0 0 I 0 −∂s(.)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (5.99)
with domain
D(A) =
⎧⎪⎨
⎪⎩U ∈ H;
v ∈ H10(0,π), μu +
∫∞
0 f
′(s)η(., s)ds ∈ H2(0,π) ∩ H10(0,π),
φ ∈ H1∗(0,π), ϕ ∈ H2(0,π) ∩ H1∗(0,π),
Dϕ = Dφ = 0, x = 0,π ; ηs ∈ V , ψs ∈ W , η(0) = ψ(0) = 0
⎫⎪⎬
⎪⎭ .
If U∗ = (u∗, v∗,ϕ∗, φ∗, η∗,ψ∗)T , the inner product can be written as
〈
U ,U∗
〉
H =
π∫
0
[
ρvv∗ + μuxu∗x + Jφφ∗ + δϕxϕ∗x + ξϕϕ∗ + b
(
uxϕ
∗ + u∗xϕ
)+ ∞∫
0
∣∣ f ′(s)∣∣ηxη∗x ds
+ 2
∞∫
0
∣∣h′(s)∣∣(ηxψ∗ + η∗xψ)ds +
∞∫
0
∣∣k′(s)∣∣ψψ∗ ds
]
dx,
and the corresponding norm is
‖U‖2H =
π∫
0
[
ρ|v|2 + μ|ux|2 + J |φ|2 + δ|ϕx|2 + ξ |ϕ|2 + 2b Re(uxϕ) +
∞∫
0
∣∣ f ′(s)∣∣|ηx|2 ds
+ 2
∞∫
0
∣∣h′(s)∣∣Re(ηxψ)ds +
∞∫
0
∣∣k′(s)∣∣|ψ |2 ds
]
dx.
For U ∈ D(A) we have
Re〈AU ,U 〉H = Re
{ π∫
0
∞∫
0
[
f ′(s)ηxsηx + h′(s)(ηxsψ + ψsηx) + k′(s)ψsψ
]
dsdx
}
= −1
2
π∫
0
∞∫
0
[
f ′′(s)|ηx|2 + 2h′′(s)ηxψ + k′′(s)|ψ |2
]
dsdx.
By (5.97), we see that Re〈AU ,U 〉H − 2
∫ π
0
∫∞
0 ( f
′′(s)|ηx|2 + k′′(s)|ψ |2)dsdx 0, where  > 0. As the operator A is dissi-
pative and 0 ∈ (A), it generates a C0-semigroup of contractions S(t) = eAt in the Hilbert space H.
If (F5) is valid, then S(t) is exponential stability. A proof could be analogous to the one of the previous section.
Theorem 5.1. Assume that f (s) satisﬁes (G1)–(G3), (F4), (F5) and that k(s) satisﬁes (G1)–(G3) and (K4), then the semigroup gen-
erated by the operator A given by (5.99) is exponentially stable.
As (F5) implies the exponential stability, we now prove that it is also a necessary condition.
Theorem 5.2. Assume that f (s) satisﬁes (G1)–(G3), (F4) and that k(s) satisﬁes (G1)–(G3) and (K4). If the f (s) does not satisfy (F5),
then the semigroup generated by the operator A given in (5.99) is not exponentially stable.
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A)Uν = Fν is bounded on H and lim|λν |→∞ ‖Uν‖H = ∞, as ν → ∞.
Choose F ≡ Fν with F = (0, f2,0, f4,0,0) where f2 = 1ρ sen(νx) and f4 = 1J cos(νx). Then (Fν)ν is bounded in H and
the solution Uν = U = (u, v,ϕ,φ,η,ψ)T to (λI − A)U = F satisfy
λu = v,
ρλv − μuxx − bϕx +
∞∫
0
f ′(s)ηxx(., s)ds +
∞∫
0
h′(s)ψx(., s)ds = ρ f2,
λϕ = φ,
Jλφ − δϕxx + bux + ξϕ −
∞∫
0
h′(s)ηx(., s)ds −
∞∫
0
k′(s)ψ(., s)ds = J f4,
λη − v + ηs = 0,
λψ − φ + ψs = 0.
Thus u, ϕ , η, ψ satisfy the system:
ρλ2u − μuxx − bϕx +
∞∫
0
f ′(s)ηxx(., s)ds +
∞∫
0
h′(s)ψx(., s)ds = ρ f2,
Jλ2ϕ − δϕxx + bux + ξϕ −
∞∫
0
h′(s)ηx(., s)ds −
∞∫
0
k′(s)ψ(., s)ds = J f4,
λη − λu + ηs = 0,
λψ − λϕ + ψs = 0.
Because of the boundary conditions we can take solution of the type
u = Aν sin(νx), ϕ = Bν cos(νx), η(x, s) = p(s) sin(νx) and ψ(x, s) = q(s) cos(νx), (5.100)
for appropriate Aν, Bν ∈ C and p ∈ H1f (R+) and q ∈ H1g(R+) with p(0) = q(0) = 0 which are determined below. Substituting
the ansatz (5.100), we ﬁnd that Aν , Bν and p, q satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
ρλ2 + μν2)Aν + bνBν − ν2
∞∫
0
f ′(s)p(s)ds − ν
∞∫
0
h′(s)q(s)ds = 1,
bνAν +
(
Jλ2 + δν2 + ξ)Bν − ν
∞∫
0
h′(s)p(s)ds −
∞∫
0
k′(s)q(s)ds = 1,
λp(s) + p′(s) − λAν = 0,
λq(s) + q′(s) − λBν = 0.
(5.101)
Solving Eqs. (5.101)3 and (5.101)4, and noting that p(0) = q(0) = 0, we obtain p(s) = Aν − Aνe−λs and q(s) = Bν − Bνe−λs .
Then, we have the system{(
ρλ2 + μν2 + f (0)ν2 + ν2 fν
)
Aν + ν
(
b + h(0) + hν
)
Bν = 1,
ν
(
b + h(0) + hν
)
Aν +
(
Jλ2 + δν2 + ξ + k(0) + kν
)
Bν = 1,
where fν =
∫∞
0 f
′(s)e−λs ds, hν =
∫∞
0 h
′(s)e−λs ds and kν =
∫∞
0 k
′(s)e−λs ds. We take λ := λν such that Jλ2+δν2+ξ +k(0)+
kν = 0. We note that |λν | ≈
√
δ
J ν → ∞ as ν → ∞. The system is equivalent to{(
ρλ2ν + μν2 + f (0)ν2 + ν2 fν
)
Aν + νbhBν = 1, (5.102)νbh Aν = 1,
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ρλ2ν
ν2b2h
− μ
b2h
− f (0)
b2h
− fν
b2h
. Then
φ(x) = ( λννbh −
ρλ3ν
ν2b2h
− μλν
b2h
− f (0)λν
b2h
− fνλν
b2h
) cos(νx). So, we have
π∫
0
|φ|2 dx−π
2
∣∣∣∣∣ λννbh − λνb2h
∞∫
0
f ′(s)e−λν s ds
∣∣∣∣∣
2
︸ ︷︷ ︸
bounded as ν→∞
+ π
2
1
b4h
(
−ρλ
2
ν
ν2
− μ − f (0)
)2
λ2ν . (5.103)
We note that
−ρλ
2
ν
ν2
− μ − f (0) = ρδ
J
− μ − f (0) + ρ
Jν2
(
ξ + k(0) + kν
)→ ρδ
J
− μ − f (0), as ν → ∞.
If ρδJ −μ− f (0) = 0 and using Lemma 2.8 and (5.103), we have
∫ π
0 |φ|2 dx → ∞, as ν → ∞. Therefore, lim|λν |→∞ ‖Uν‖2H 
lim|λν |→∞
∫ π
0 |φ|2 dx = ∞ and the conclusion follows. 
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