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Resumo
Existem técnicas de controle muito tradicionais para combater o mosquito Aedes aegypti,
transmissor do vírus de Dengue, Chikungunya e Zika. Uma delas é o controle químico
através do uso de inseticidas, de muito elevado consumo nos últimos anos. No entanto eles
não têm provado ser muito eficazes como um mecanismo para o controle de mosquitos
quando estes desenvolvem resistência.
Uma nova técnica para o controle deste mosquito consiste em sua modificação genética,
dando lugar ao mosquito estéril. Um acasalamento entre fêmea selvagem e macho estéril
produz ovos que não eclodirão; com um número grande destes machos, os cruzamentos
não produzirão novos mosquitos reduzindo a população selvagem. Isto é conhecido como
técnica de liberação do inseto estéril (SIT) (BARLETT; STATEN, 1996).
Neste trabalho é analisado o comportamento (aumento ou redução) da população do
mosquito Aedes aegypti no espaço ao longo de tempo, considerando inicialmente controle
por mortalidade induzida causada pelo uso de larvicidas e adulticidas, que são modelados
com parâmetros variáveis, aplicados nas fases aquática e alada, respectivamente. Depois é
analisado este mesmo comportamento após o mosquito estéril ser liberado numa área com
distribuição inicial de população selvagem fixa conhecida. Então são feitas combinações
apropriadas destas técnicas e a eficiência de cada uma é determinada. Para isso é utilizado
o modelo estudado em (ESTEVA; YANG, 2005), acrescentando os termos advectivo e
dispersivo, relativos à migração e à dispersão geográfica, respectivamente.
Para o modelo proposto, a existência e a unicidade das soluções fracas e fortes são
verificadas, aplicando o teorema estudado em (BOTHE et al., 2017). Nas simulações
numéricas é adotado o método de elementos finitos clássico para a discretização da variável
espacial, o método de Crank-Nicolson para a variável temporal, e por fim, para o tratamento
das não linearidades, é utilizado um método preditor-corretor. Posteriormente, é feito
uma análise do erro e convergência que mostram a boa implementação destes métodos.
Finalmente, são apresentadas simulações numéricas testando diferentes cenários de controle.
Verifica-se que o parâmetro de dispersão tem uma forte influência na distribuição destes
mosquitos e que o uso combinado de inseticidas com mosquitos estéreis é uma das estratégia
mais eficientes para o controle vetorial.
Palavras-chave: Equações diferenciais parciais. Existência de soluções. Método dos
elementos finitos. Método de Crank Nicolson. Método preditor corretor. Aedes aegypti.
Inseticidas. Mosquitos estéreis. Técnica do inseto estéril. SIT.
Abstract
There are very traditional control techniques to combat the mosquito Aedes aegypti,
transmitter of the virus of Dengue, Chikungunya and Zika. One of them is the chemical
control through the use of insecticides, of very high consumption in recent years. However
they have not proven to be many effective as a mechanism for controlling mosquitoes when
they develop resistance.
A new technique for the control of this mosquito consists of its modification genetics, giving
rise to the sterile mosquito. A mating between wild female and sterile male produces eggs
that will not hatch; with a large number of these males, crossbreeding will not produce
new mosquitoes reducing the wild population. This is known as the sterile insect release
technique (SIT) (BARLETT; STATEN, 1996).
In this work, the behavior (increase or decrease) of the Aedes aegypti mosquito population
in space is analyzed over the time, initially considering control by induced mortality caused
by the use of larvicides and adulticides, which are modeled with variables parameters,
applied in the aquatic and winged phases respectively. After this same behavior is analyzed
once the sterile mosquito is released into an area with initial distribution of known wild
population. Then appropriate combinations of these techniques are made an the efficiency
of each is determined. For this, the model studied in (ESTEVA; YANG, 2005) is used,
adding the advective and dispersive terms related to migration and geographics dispersion
respectively.
For the proposed model, the existence and uniqueness of weak and strong solutions are
verified by applying he theorem studied in (BOTHE et al., 2017). In the numerical
simulations the classical finite element method is used for the discretization of the spatial
variable, the Crank-Nicolson method for the time variable and finally for the treatment of
nonlinearities a predictor-corrector method is used. Subsequently, an analysis of the error
and convergence is performed showing the good implementation of these methods.
Finally, numerical simulations are presented, testing different control scenarios. It is
verified that the dispersion parameter has a strong influence on the distribution of these
mosquitoes and that the combined use of insecticides with sterile mosquitoes is an efficient
strategy for vector control.
Keywords: Partial differential equations. Existence of solutions. Finite element method.
Crank Nicolson method. Predictor corrector method. Aedes aegypti. Insecticides. Steriles
mosquitoes. Sterile insect technique. SIT.
Lista de ilustrações
Figura 1 – Esquema compartimental do modelo básico. . . . . . . . . . . . . . . . 30
Figura 2 – Esquema compartimental do modelo estendido. . . . . . . . . . . . . . 31
Figura 3 – Gráfico da função piramide para um nó j. . . . . . . . . . . . . . . . . 53
Figura 4 – Gráfico da função do coeficiente de dispersão. . . . . . . . . . . . . . . 74
Figura 5 – Gráfico da função de mortalidade induzida para o mosquito na fase
adulta, nas variáveis espaciais. . . . . . . . . . . . . . . . . . . . . . . . 75
Figura 6 – Gráfico da função de mortalidade induzida para o mosquito na fase
adulta, na variável temporal. . . . . . . . . . . . . . . . . . . . . . . . 76
Figura 7 – Gráfico da função de mortalidade induzida para o mosquito na fase
aquática . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Figura 8 – Gráfico da função δ, estratégia 1. . . . . . . . . . . . . . . . . . . . . . 77
Figura 9 – Gráfico da função δ, estratégia 2. . . . . . . . . . . . . . . . . . . . . . 78
Figura 10 – Gráfico da função δ, estratégia 3. . . . . . . . . . . . . . . . . . . . . . 78
Figura 11 – Distribuição dos nós para os gráficos temporais no domínio. . . . . . . 81
Figura 12 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), como
condição inicial (t  0), sem aplicação de controles. . . . . . . . . . . . 82
Figura 13 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, sem aplicação de controles. . . . . . . . . . . . . . . . . . . . . 83
Figura 14 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, sem aplicação de controles. . . . . . . . . . . . . . . . . . . . . 83
Figura 15 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, sem aplicação de controles. . . . . . . . . . . . . . . . . . . . . 84
Figura 16 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, sem aplicação de controles. . . . . . . . . . . . . . . . . . . . . 84
Figura 17 – Cenário 1: Dinâmica evolutiva das populações sem aplicação de controles. 85
Figura 18 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de larvicida. . . . . . . . . . . . . . . . . . . . . 86
Figura 19 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de larvicida. . . . . . . . . . . . . . . . . . . . . 86
Figura 20 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de larvicida. . . . . . . . . . . . . . . . . . . . . 87
Figura 21 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de larvicida. . . . . . . . . . . . . . . . . . . . . 87
Figura 22 – Cenário 2: Dinâmica evolutiva das populações com aplicação de larvicida. 88
Figura 23 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de adulticida. . . . . . . . . . . . . . . . . . . . . 89
Figura 24 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de adulticida. . . . . . . . . . . . . . . . . . . . . 89
Figura 25 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de adulticida. . . . . . . . . . . . . . . . . . . . . 90
Figura 26 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de adulticida. . . . . . . . . . . . . . . . . . . . 90
Figura 27 – Cenário 3: Dinâmica evolutiva das populações com aplicação de adulticida. 91
Figura 28 – Cenário 4: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com liberação de mosquitos estéreis usando a estrátegia 1. . . . 92
Figura 29 – Cenário 4: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com liberação de mosquitos estéreis usando a estrátegia 1. . . . 92
Figura 30 – Cenário 4:Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com liberação de mosquitos estéreis usando a estrátegia 1. . . . 93
Figura 31 – Cenário 4: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com liberação de mosquitos estéreis usando a estrátegia 1. . . 93
Figura 32 – Cenário 4: Dinâmica evolutiva das populações com liberação de mos-
quitos estéreis usando a estrátegia 1. . . . . . . . . . . . . . . . . . . . 94
Figura 33 – Cenário 4: Dinâmica evolutiva das populações com liberação de mos-
quitos estéreis usando a estrátegia 1. . . . . . . . . . . . . . . . . . . . 94
Figura 34 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com liberação de mosquitos estéreis usando a estrátegia 2. . . . 95
Figura 35 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com liberação de mosquitos estéreis usando a estrátegia 2. . . . 96
Figura 36 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com liberação de mosquitos estéreis usando a estrátegia 2. . . . 96
Figura 37 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com liberação de mosquitos estéreis usando a estrátegia 1. . . 97
Figura 38 – Cenário 5: Dinâmica evolutiva das populações com liberação de mos-
quitos estéreis usando a estrátegia 2. . . . . . . . . . . . . . . . . . . . 97
Figura 39 – Cenário 5: Dinâmica evolutiva das populações com liberação de mos-
quitos estéreis usando a estrátegia 2. . . . . . . . . . . . . . . . . . . . 98
Figura 40 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com liberação de mosquitos estéreis usando a estrátegia 3. . . . 99
Figura 41 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com liberação de mosquitos estéreis usando a estrátegia 3. . . . 99
Figura 42 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com liberação de mosquitos estéreis usando a estrátegia 3. . . . 100
Figura 43 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com liberação de mosquitos estéreis usando a estrátegia 3. . . 100
Figura 44 – Cenário 6: Dinâmica evolutiva das populações com liberação de mos-
quitos estéreis usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . 101
Figura 45 – Cenário 6: Dinâmica evolutiva das populações com liberação de mos-
quitos estéreis usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . 101
Figura 46 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de larvicida e adulticida. . . . . . . . . . . . . . 102
Figura 47 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de larvicida e adulticida. . . . . . . . . . . . . . 102
Figura 48 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de larvicida e adulticida. . . . . . . . . . . . . . 103
Figura 49 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de larvicida e adulticida. . . . . . . . . . . . . . 103
Figura 50 – Cenário 7: Dinâmica evolutiva das populações com aplicação de larvicida
e adulticida. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Figura 51 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de larvicida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Figura 52 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de larvicida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Figura 53 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de larvicida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Figura 54 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de larvicida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Figura 55 – Cenário 8: Dinâmica evolutiva das populações com aplicação de larvicida
e liberação de mosquitos estéreis usando a estrátegia 3. . . . . . . . . . 107
Figura 56 – Cenário 8: Dinâmica evolutiva das populações com aplicação de larvicida
e liberação de mosquitos estéreis usando a estrátegia 3. . . . . . . . . . 107
Figura 57 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de adulticida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Figura 58 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de adulticida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Figura 59 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de adulticida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Figura 60 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de adulticida e liberação de mosquitos estéreis
usando a estrátegia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Figura 61 – Cenário 9: Dinâmica evolutiva das populações com aplicação de adulti-
cida e liberação de mosquitos estéreis usando a estrátegia 3. . . . . . . 110
Figura 62 – Cenário 9: Dinâmica evolutiva das populações com aplicação de adulti-
cida e liberação de mosquitos estéreis usando a estrátegia 3. . . . . . . 110
Figura 63 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no
instante t  25, com aplicação de larvicida, adulticida e liberação de
mosquitos estéreis usando a estrátegia 3. . . . . . . . . . . . . . . . . . 111
Figura 64 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no
instante t  50, com aplicação de larvicida, adulticida e liberação de
mosquitos estéreis usando a estrátegia 3. . . . . . . . . . . . . . . . . . 111
Figura 65 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no
instante t  75, com aplicação de larvicida, adulticida e liberação de
mosquitos estéreis usando a estrátegia 3. . . . . . . . . . . . . . . . . . 112
Figura 66 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no
instante t  100, com aplicação de larvicida, adulticida e liberação de
mosquitos estéreis usando a estrátegia 3. . . . . . . . . . . . . . . . . . 112
Figura 67 – Cenário 10: Dinâmica evolutiva das populações com aplicação de larvi-
cida, adulticida e liberação de mosquitos estéreis usando a estrátegia
3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Figura 68 – Cenário 10: Dinâmica evolutiva das populações com aplicação de larvi-
cida, adulticida e liberação de mosquitos estéreis usando a estrátegia
3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Lista de tabelas
Tabela 1 – Ordem e erro numérico no MEF na variável A . . . . . . . . . . . . . . 67
Tabela 2 – Ordem e erro numérico do MEF na variável M . . . . . . . . . . . . . 67
Tabela 3 – Ordem e erro numérico do MEF na variável H . . . . . . . . . . . . . . 67
Tabela 4 – Ordem e erro numérico do MEF na variável F . . . . . . . . . . . . . . 67
Tabela 5 – Ordem e erro numérico do MEF na variável G . . . . . . . . . . . . . . 68
Tabela 6 – Ordem e erro numérico do MEF na variável N . . . . . . . . . . . . . . 68
Tabela 7 – Ordem e erro numérico do MCN na variável A . . . . . . . . . . . . . . 69
Tabela 8 – Ordem e erro numérico do MCN na variável M . . . . . . . . . . . . . 69
Tabela 9 – Ordem e erro numérico do MCN na variável H . . . . . . . . . . . . . 69
Tabela 10 – Ordem e erro numérico do MCN na variável F . . . . . . . . . . . . . . 69
Tabela 11 – Ordem e erro numérico do MCN na variável G . . . . . . . . . . . . . . 70
Tabela 12 – Ordem e erro numérico do MCN na variável N . . . . . . . . . . . . . 70
Tabela 13 – Valores dos parâmetros para o sistema (2.12) . . . . . . . . . . . . . . 81
Tabela 14 – Resumo dos cenários apresentados . . . . . . . . . . . . . . . . . . . . 114
Lista de abreviaturas e siglas
SIT Sterile Insect Technique
DNA Deoxyribonucleic Acid
MEF Método de Elementos Finitos
MCN Método de Crank-Nicolson
OMS Organização Mundial da Saúde
ONU Organização das Nações Unidas
OPAS Organização Pan-Americana da Saúde
IMECC Instituto de Matemática, Estatística e Computação Científica
UNICAMP Universidade Estadual de Campinas
UNIVALLE Universidad del Valle
COLCIENCIAS Departamento Administrativo de Ciencia, Tecnología e Innovación
CENAPAD-SP Centro Nacional de Processamento de Alto Desempenho em São
Paulo
Sumário
Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
I REFERENCIAIS TEÓRICOS 20
1 APRESENTAÇÃO GERAL DO PROBLEMA . . . . . . . . . . . . . 21
1.1 O Mosquito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2 Métodos de Controle . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.1 Mortalidade Induzida: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2.2 Mosquitos Estéreis: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.2.3 Eficiência: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3 Levantamento Bibliográfico . . . . . . . . . . . . . . . . . . . . . . . . 27
2 OS MODELOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1 Modelos Temporais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.1 Modelo Básico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.2 Modelo Estendido . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 Modelo Espaço Temporal . . . . . . . . . . . . . . . . . . . . . . . . . 35
II SOLUÇÕES NUMÉRICAS 38
3 EXISTÊNCIA DE SOLUÇÕES . . . . . . . . . . . . . . . . . . . . . 39
3.1 Formulação Variacional . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Soluções Fracas e Fortes . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.1 Estimações a priori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 Teorema de Existência e Unicidade . . . . . . . . . . . . . . . . . . . . . . 45
4 APROXIMAÇÃO NUMÉRICA . . . . . . . . . . . . . . . . . . . . . 52
4.1 Método de Elementos Finitos (Galerkin Standard) . . . . . . . . . . 52
4.2 Método de Diferenças Finitas (Crank-Nicolson) . . . . . . . . . . . . 56
4.3 Método Preditor-Corretor . . . . . . . . . . . . . . . . . . . . . . . . . 61
5 CONSIDERAÇÕES SOBRE ESTABILIDADE, CONVERGÊNCIA E
ESTIMATIVAS DO ERRO . . . . . . . . . . . . . . . . . . . . . . . 64
5.1 Ordem e Erro Numérico do Método de Elementos Finitos . . . . . . 66
5.2 Ordem e Erro Numérico do Método de Crank-Nicolson . . . . . . . 68
5.3 Diferenças Finitas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
III RESULTADOS 72
6 PARÂMETROS VARIÁVEIS . . . . . . . . . . . . . . . . . . . . . . 73
6.1 Coeficiente de Dirpesão . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 Coeficiente de Mortalidade Induzida . . . . . . . . . . . . . . . . . . . 75
6.3 Taxa de Liberação de Mosquito Estéril . . . . . . . . . . . . . . . . . 77
7 SIMULAÇÕES E RESULTADOS . . . . . . . . . . . . . . . . . . . . 80
7.1 Cenário Sem Controle . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.1.1 Cenário 1: Sem controle . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.2 Cenários Com Controle . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.2.1 Cenário 2: Controle com larvicida . . . . . . . . . . . . . . . . . . . . . . 85
7.2.2 Cenário 3: Controle com adulticida . . . . . . . . . . . . . . . . . . . . . 88
7.2.3 Cenário 4: Controle com mosquitos estéreis, usando a estratégia 1 . . . . . 91
7.2.4 Cenário 5: Controle com mosquitos estéreis, usando a estratégia 2 . . . . . 95
7.2.5 Cenário 6: Controle com mosquitos estéreis, usando a estratégia 3 . . . . . 98
7.3 Cenários Combinando Controles . . . . . . . . . . . . . . . . . . . . . 102
7.3.1 Cenário 7: Controle com larvicida e adulticida . . . . . . . . . . . . . . . . 102
7.3.2 Cenário 8: Controle com larvicida e mosquitos estéreis, usando a estratégia 3105
7.3.3 Cenário 9: Controle com adulticida e mosquitos estéreis, usando a estratégia 3108
7.3.4 Cenário 10: Controle com larvicida, adulticida e mosquitos estéreis, usando
a estratégia 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.4 Discussão . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8 CONCLUSÕES E CONSIDERAÇÕES FINAIS . . . . . . . . . . . . 116
REFERÊNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
APÊNDICES 122
APÊNDICE A – CÓDIGOS FONTES . . . . . . . . . . . . . . . . . 123
18
Introdução
É bem sabido que o mosquito Aedes aegypti é o principal transmissor de
diferentes vírus que afetam a saúde humana em todo o mundo, como os vírus de Dengue,
Zika e Chicungunya, doenças que manifestaram epidemias nos últimos anos em diversos
países como Colômbia e Brasil. Portanto, o controle de vetores é comumente usado
em muitos lugares através do uso de metodologias de controle mecânico, químico ou
biológico. Embora hoje em dia haja informações suficientes coletadas por entomologistas e
pesquisadores em geral, a controlabilidade deste mosquito e consequentemente, a diminuição
das doenças transmitidas por ele, são ainda deficientes.
Os modelos matemáticos são uma ferramenta poderosa pouco explorada nesta
área. Eles servem, em grande medida, para criar novas questões ou testar hipóteses
biológicas. De fato, a modelagem e a simulação numérica tornam-se ferramentas auxiliares
valiosas para validar ou melhorar estratégias de controle vetorial, com um número mínimo
de testes experimentais, o que pode ser muito difícil de executar ou muito caro.
Este trabalho apresenta uma contribuição ao trabalho desenvolvido por outros
pesquisadores em relação aos modelos temporais que analisam o comportamento evolutivo
do mosquito geneticamente modificado, através de equações diferenciais ordinárias, como os
estudados em (ESTEVA; YANG, 2005; ESTEVA; YANG, 2006; ANGUELOV; DUMONT;
LUBUMA, 2012) e também aos que utilizam distribuição espacial por meio de equações
diferencias parciais, como os estudados em (DUFOURD; DUMONT, 2013; OLÉRON;
BISHOP, 2014; PARSHAD; AGUSTO, 2011). Nosso trabalho difere dos anteriores
principalmente no fato de que estamos analisando a distribuição espacial do mosquito
Aedes aegypti conforme passa o tempo, sob certas condições de variabilidade na dispersão,
incorporando o uso de técnicas de controle por meio de inseticidas (larvicidas e adulticidas)
modeladas com parâmetros variáveis no tempo e no espaço, combinadas com a técnica
de liberação de mosquito estéril (SIT), analisando diferentes estratégias de aplicação.
Especificamente, o que propomos é um modelo matemático espaço temporal, que nos
permitirá analisar, a partir de diferentes perspectivas de controle vetorial, as estratégias
mais eficientes para combater o mosquito Aedes aegypti, usando mosquitos estéreis.
Esta tese tem o seguinte esquema: no primeiro capítulo são apresentados de
maneria geral, o problema e a justificativa do desenvolvimento deste trabalho; no segundo
capítulo são apresentados os modelos temporal e espacial objetos de nosso estudo; no
terceiro capítulo é apresentada a formulação fraca do problema junto com a demonstração
da existência e unicidade das soluções fracas e fortes; no quarto e quinto capítulo são
descritos os métodos numéricos utilizados para a aproximação da solução do problema
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junto com as considerações de estabilidade, convergência e análise de erro; no sexto capítulo
são descritos a forma dos parâmetros não constantes, e finalmente, no último capítulo são
apresentadas algumas simulações e resultados.
Parte I
Referenciais teóricos
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1 Apresentação Geral do Problema
O mosquito Aedes aegypti é originário da África e é o principal transmissor
do vírus de diferentes doenças que foram problemas reais de saúde pública em diversas
partes do mundo, principalmente em países da África e da América do Sul. Algumas
destas doenças são a Dengue, a Chikungunya e a Zika. Segundo a OMS, estima-se que
esta espécie de mosquito provoca cerca de 50 milhões de infecções e 25.000 mortes por ano,
tendo apresentado estas duas últimas doenças, epidemias nos últimos anos na Colômbia e
no Brasil.
A partir do século XX, o combate ao Aedes aegypti foi sistematizado e intensi-
ficado no Brasil, com o objetivo de reduzir o número de casos de febre amarela urbana,
que havia levado milhares de pessoas a óbito. O controle deste vetor era feito por meio da
eliminação mecânica de criadouros; quando não era possível a eliminação, tratavam-se os
criadouros com larvicidas e ainda aplicavam-se outros inseticidas (ZARA et al., 2016).
1.1 O Mosquito
O mosquito é um inseto do ordem Diptera e da família Culicidae, tem 4 estágios
de desenvolvimento:
• Ovo: a fêmea põe cerca de 400 ovos no água, que podem estar separados ou agrupados.
• Larva: os ovos eclodem em larvas e amadurecem em um processo que leva cerca de
2 dias a 1 semana.
• Pupa: estágio antes da transformação para mosquito, é quando a larva se torna pupa
e se mantém assim por cerca de 7 dias.
• Mosquito: a pupa abre e deixa sair o mosquito completamente desenvolvido em sua
fase adulta que pode viver de 1 a 2 meses.
Os locais onde se reproduzem melhor são aqueles onde há água parada e limpa:
recipientes descobertos e abandonados, vasos de flores, pneus velhos, reservatórios de água
nos pátios, etc.
Estes mosquitos são típicos de regiões urbanas de clima tropical e subtropical
com predominância de calor e chuvas, não conseguindo viver em regiões frias. Sua atividade
cai abaixo de 17oC, mas requerem temperaturas constantes por embaixo de 12oC para
que tal atividade desapareça. Apesar do o Aedes aegypti poder alimentar-se em qualquer
momento, geralmente pica na maioria das vezes ao amanhecer e anoitecer.
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A etologia do Aedes aegypti beneficia sua ampla dispersão, favorecida nos
ambientes urbanos, preferencialmente no intra e no peridomicílio humano. Raramente são
encontrados em ambientes semissilvestres ou onde não há presença do homem. A presença
dos criadouros em ambiente de convívio com o homem favorece a rápida proliferação
da espécie, por dois aspectos: condições ideais para reprodução e fontes de alimentação
(ZARA et al., 2016).
Nos últimos anos, se tem tentado sequenciar o DNA desse mosquito para dar
novas rotas de pesquisa em inseticidas e possíveis modificações genéticas para prevenir
expansões de vírus (FALCKENHAYN et al., 2016). Por enquanto, a única maneira de
limitar a transmissão do vírus é controlar os mosquitos vetores e proteger-se de suas
mordidas, já que vacinas contra os vírus que o transmite ainda não foram descobertas.
Duas questões importantes sobre o comportamento do mosquito, que devemos
levar em consideração para estimar os parâmetros utilizados para o desenvolvimento deste
trabalho foram as seguintes:
1. Quanto é que um mosquito adulto vive?
Por serem invertebrados, sua atividade depende de condições ambientais principal-
mente, como temperatura, presença de água, déficit de água da atmosfera, entre
outros. Não existem valores únicos de vida para os mosquitos. Semelhante às
estimativas em populações humanas, a vida média e a longevidade máxima são
estimadas.
Em um meio ambiente urbano, a meia-vida do estágio adulto do Aedes aegypti foi
estimada várias vezes e foi considerado 11 dias como uma vida média razoável. No
entanto, dentro de uma população, sempre há indivíduos que podem viver menos ou
mais tempo. Do ponto de vista epidemiológico, é importante o número de indivíduos
que vivem mais (longevidade máxima) (Grupo de Estudio de Mosquitos, 2016).
Um estudo realizado na Nigéria com o objetivo de estudar a dispersão de Aedes
aegypti consistiu na liberação de indivíduos radiomarcados e sua posterior captura.
Neste trabalho, observou-se que quanto maior o número de mosquitos liberados,
maior a longevidade máxima registrada. Ao liberar 5.000 indivíduos foi registrada
uma longevidade máxima de 9 a 13 dias, liberando 10.000 mosquitos a longevidade
atingiu 15 a 20 dias e com a liberação de 252 mil indivíduos foi possível encontrar
mosquitos que morreram após 28 dias. (Grupo de Estudio de Mosquitos, 2016).
2. Quanto é que um adulto Aedes aegyptivoa em média?
O quanto um mosquito voa por dia é uma pergunta com uma resposta ainda
pendente. Muitos estudos foram feitos em diferentes países para tentar responder
esta questão. A motivação desta questão ao longo dos anos foi saber até onde
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é necessário controlar a dispersão em caso de surtos epidêmicos. No entanto, os
resultados foram contraditórios, provavelmente porque foram realizados em diferentes
condições experimentais. Existem muitos fatores que afetam o voo dos mosquitos
(Grupo de Estudio de Mosquitos, 2016):
• disponibilidade de locais protegidos do sol,
• disponibilidade de vegetação e fontes de néctar,
• localização, quantidade e disponibilidade de locais de reprodução,
• direção do vento,
• chuva,
• urbanização,
• fontes de ingestão de sangue
• status do mosquito: surgiu recentemente, fêmeas fertilizadas, idade, nível de
alimentação, etc.
Como resultado das experiências, pode-se concluir que o Aedes aegypti pode se
mover muito pouco sob certas condições, não muito longe do local onde surgiu ou
alguns indivíduos podem percorrer grandes distâncias (maior que 1 km) em condições
extremas.
1.2 Métodos de Controle
O combate ao mosquito é uma responsabilidade dos órgãos públicos e de toda
a população. A conscientização da população e a tomada de medidas são de fundamental
importância para a redução e possivelmente a erradicação deste mosquito.
O papel do controle de vetores em Saúde Pública é prevenir a infecção mediante
o bloqueio ou redução da transmissão, sendo seus principais objetivos:
• Manejar os problemas existentes, como surtos, epidemias, alta mortalidade e alta
morbidade.
• Prevenir epidemias ou a re-introdução de doenças. Reduzir os fatores de risco
ambiental da transmissão.
Para que esses objetivos sejam alcançados, é necessário contar com informações
sobre o hospedeiro humano, as doenças, o vetor e o ambiente; e dispor dos recursos
necessários para a aplicação oportuna (BRAGA; VALLE, 2007).
O controle efetivo dos vetores não pode depender de um só método, ele deve
dispor de várias alternativas, adequadas a cada realidade local, que permitam sua execução
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de forma integrada e seletiva (BRAGA, 1999). Para isso, são selecionados os métodos de
controle apropriados e as populações do vetor são mantidas em níveis que não causem dano
à saúde (ORGANIZACIÓN PANAMERICANA DE LA SALUD, 1995), isto inclui a seleção
das metodologias mais efetivas a serem utilizadas, com base na realidade local, e compreende
três fases: a) definição de local; b) levantamento das informações necessárias; e c) decisão
sobre o momento e a forma de sua implementação (BRAGA, 1999; ORGANIZACIÓN
PANAMERICANA DE LA SALUD, 1995).
Os componentes do controle integrado de vetores incluem:
• O controle mecânico, que consiste na adoção de práticas como redução da fonte ou
manejo de criadouros, tomando medidas para eliminar o vetor e seus criadouros, ou
ainda, para impedir o contato homem-vetor, como a drenagem de reservatórios e
instalação de telas em portas e janelas (BRAGA; VALLE, 2007).
• O controle biológico, que inclui o uso de vários predadores invertebrados aquáticos,
(como Toxorhynchites ou copépodos) ou peixes (como Gambusia e outros) que comem
larvas e pupas ou a utilização de patógenos com potencial para reduzir a população
vetorial (BRAGA; VALLE, 2007; ZARA et al., 2016). Também está sendo investigado
o uso da Wolbachia, uma bactéria simbionte intracelular, inofensiva ao homem e
a animais domésticos, encontrada em mais de 60% dos insectos (WALKER et al.,
2011). A Wolbachia é capaz de reduzir a metade a vida de um mosquito adulto e é
capaz de produzir incompatibilidade citoplasmática completa, o que resulta em uma
progênie estéril (BRAGA; VALLE, 2007).
• O controle químico, através do uso de produtos químicos como o uso de inseticidas
e repelentes, que podem ser neurotóxicos para matar larvas e insetos adultos. É
um tipo de controle ainda recomendado mediante uso racional e seguro para o
meio ambiente e para a população, complementar as ações de vigilância e manejo
ambiental, devido a possibilidade de seleção de vetores resistentes aos produtos e da
geração de impactos ambientais. (BRAGA; VALLE, 2007; ZARA et al., 2016).
• O uso de estratégias genéticas também está sendo desenvolvido:
– O uso de mosquitos transgênicos: Esta estratégia consiste em reduzir ou mesmo
eliminar espécies de mosquitos, por meio do desenvolvimento de genes letais
capazes de tornar os insetos estéreis, envolve a transformação ou substituição
da população, pela introdução de um gene efetor para reduzir ou bloquear a
transmissão da doença na população selvagem (ARAUJO et al., 2015).
– O uso de mosquitos irradiados: É a esterilização de insetos por irradiação, que
consiste em tratar os insetos machos com uma dose mínima de raios gama ou
raios X para induzir rearranjos cromossômicos aleatórios e provocar esterilização
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dos machos. O acasalamento de machos estéreis liberados com fêmeas selvagens
nativas pode levar a uma diminuição do potencial reprodutivo das fêmeas e,
assim, contribuir para a eliminação local ou supressão da população de vetores,
caso o número de machos liberados seja suficiente e ocorra durante o tempo
necessário (ZARA et al., 2016).
A seguir discutimos um pouco mais as técnicas de controle por inseticidas e por mosquitos
estéreis, que são as que serão utilizadas na tese.
1.2.1 Mortalidade Induzida:
A mortalidade induzida refere-se à mortalidade do mosquito causada pelo uso
de inseticidas como larvicidas e adulticidas, nas fases aquática e alada respectivamente,
também é chamada controle químico. Os adulticidas são produtos químicos direcionados à
fase adulta do mosquito, eles só devem ser usados para impactar a densidade dos mosquitos
alados. E os larvicidas são substâncias químicas ou biológicas que são usadas para matar
as larvas de mosquitos nos locais de reprodução cuja eliminação é muito difícil.
Os adulticidas podem ser usados com pulverização residual ou fumigação em
espaços abertos, é recomendada intensivamente apenas em epidemias para se concentrar em
fêmeas infectadas e para eliminá-las, o que reduz a circulação do vírus na comunidade, seu
efeito é imediato e de curta duração. São utilizados dois tipos de máquinas para efetuar a
pulverização: máquinas montadas em veículos de transporte que pulverizam em quarteirões
e máquinas portáteis operadas de casa a casa (OPS; OMS, 2011), esta pulverização de
inseticida é popularmente conhecida como “fumacê”. No Brasil, o inseticida utilizado é o
malathion, sua fórmula é diferente dos inseticidas encontrados nos supermercados e sua
distribuição é feita somente pelo Governo Federal, que compra o produto e distribui para
os Estados, que repassa aos municípios. Por ter um alto potencial tóxico, o malathion
pode causar sérios danos à saúde se a exposição ao produto for longa ou constante. Por
isso, quando ele é jogado em residências, os moradores devem deixar o local junto com
seus animais de estimação.
O fumacê tem ação temporária e pontual, seu efeito dura em média meia hora,
e mata apenas mosquitos adultos que estiverem voando no momento em que o veneno
é jogado, depois disso não elimina mais mosquito que por acaso venham a sobrevoar o
local, e em dias de muito vento como no segundo semestre do ano, a ação ainda é mais
dificultada. Por isso não é considerado o método ideal para acabar com o Aedes aegypti
(NEUMAM, 2016).
Em relação à pulverização espacial de larvicidas que inibem a síntese de quitina
no controle de Aedes aegypti, a OPAS não recomenda a aplicação aérea. Este tipo de
aplicação para o controle de Aedes aegypti é ineficaz porque a quantidade de inseticida que
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atinge os criadouros é mínima e, portanto, o efeito residual será muito curto (1 a 2 dias).
No entanto, estes larvicidas com aplicação direta em locais de reprodução são utilizados
como alternativa na eliminação de larvas mesmo quando existe resistência. Como o Aedes
Aegypti deposita seus ovos em recipientes de água, os larvicidas devem ter baixa toxicidade
para outras espécies e não devem alterar o sabor, o cheiro ou a cor da água. Eles devem ser
usados com cuidado para evitar doses tóxicas. Os locais de reprodução de Aedes Aegypti só
devem ser tratados com larvicidas se as medidas de prevenção (eliminação de recipientes
de água) não puderem ser utilizadas (OPS; OMS, 2011).
Em estudos realizados no Brasil e na Tailândia, os compostos de larvicidas
diflubenzuron e triflumuron têm uma atividade muito boa em larvas em áreas de reprodução
com uma residualidade de 8 a 23 semanas, mas, não possuem atividade nas formas adultas,
pois sua principal função é inibir a formação de quitina e atua em larvas e não em formas
adultas já que estas têm sua quitina completamente formada (OPS; OMS, 2011).
Os pesticidas têm sido bastante usados, tanto na agricultura e agropecuária
quanto na área da Saúde Pública (ROSE, 2001). Seu uso continuado tem provocado o
aparecimento de populações resistentes e ocasionado problemas para o controle de vetores.
Resistência tem sido detectada para todas as classes de inseticidas, afetando, direta e
profundamente, a re-emergência das doenças transmitidas por vetores, pois, apesar dos
importantes avanços alcançados no desenvolvimento de métodos alternativos, os inseticidas
químicos continuam sendo um mecanismo importante dos programas integrados de controle
(ROSE, 2001). Nesse contexto, o monitoramento e o manejo da resistência, assim como o
uso de substâncias com modos de ação diferentes dos inseticidas químicos convencionais,
são elementos de suma importância em qualquer programa de controle de vetores (BRAGA;
VALLE, 2007).
1.2.2 Mosquitos Estéreis:
Como indicado acima o SIT (Sterile Insect Technique) é uma definição abran-
gente que engloba várias técnicas de esterilização que em comum empregam a estratégia
de combater uma população “inundando” o meio ambiente com indivíduos estéreis, o
que é conhecido como técnica de liberação de inseto estéril (SIT) (BARLETT; STATEN,
1996). São mosquitos machos criados no laboratório com o objetivo de reduzir a população
do mosquito selvagens, e assim, pretende-se que a população de mosquitos infectados e,
consequentemente, a transmissão de doenças, diminua. Portanto, se os machos são libera-
dos em número suficiente durante um período de tempo suficientemente longo, isso pode
levar à redução local ou à eliminação da população selvagem. Normalmente, o objetivo é
reduzir esta população sob um determinado limite, de modo que o risco entomológico seja
baixo (ANGUELOV; DUMONT; LUBUMA, 2012). O SIT também pode ser usado como
mecanismo preventivo após de uma campanha padrão de controle vetorial, com adulticida,
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larvicida e/ou controle mecânico.
O sucesso do SIT baseia-se no fato de que o mosquito estéril é de muitas maneiras
o mesmo que os selvagens, o mais importante, eles se acasalam com fêmeas selvagens. No
entanto, existem algumas diferenças, uma por exemplo, é sua distribuição, uma vez que são
distribuídos manualmente e o local de liberação depende das estradas e recursos disponíveis,
bem como do nível de conhecimento sobre a distribuição de mosquitos selvagens (locais
de reprodução, áreas de alimentação). Portanto, é assumido que apenas uma fração p do
mosquito liberado pode se juntar à população selvagem de mosquitos. Outra diferença é
que algumas mudanças na biologia, como a competitividade de acasalamento do mosquito
macho estéril devido à irradiação, pode ser reduzida (HELINSKI; PARKER; KNOLS,
2009). Em geral, isso pode ser indicado por uma relação q, representando a competitividade
média de acasalamento dos machos estéreis (ANGUELOV; DUMONT; LUBUMA, 2012).
Um linhagem de mosquitos estéreis são os mosquitos irradiados que são mosqui-
tos machos, submetidos a um procedimento realizado no laboratório em que por radiação
electromagnética ionizante de raios gama, um gene é modificado tornando-os estéreis
(KINIPLING, 1955), que depois de acoplar-se com as fêmeas selvagens, induz o surgimento
de ovos resultantes que não eclodirão, já que o “gene letal” os fará morrer antes de atingir
a idade reprodutiva. O método é uma alternativa que faz parte do conceito SIT.
Análise do efeito de mosquitos modificados geneticamente tem sido analisado
no tempo, para avaliar o efeito destes mosquitos sobre a população de mosquitos selvagens,
introduzidos em uma região infectada. Do ponto de vista de modelos que também
consideram a distribuição espacial desses mosquitos, muito pouco tem sido feito.
1.2.3 Eficiência:
A eficiência dos métodos de controle em termos de porcentagem, é medida a
partir da expressão
Σ 

1  Uc
Us


100% (1.1)
onde Uc representa o número de indivíduos em todo o domínio em função do tempo, depois
de usar um método de controle, e Us é o número total de indivíduos em todo o domínio
também em função do tempo, sem a aplicação de métodos de controle. Esta expressão será
usada para determinar a eficácia de cada uma das estratégias propostas neste trabalho.
1.3 Levantamento Bibliográfico
Nos últimos anos, houve diferentes tipos de estudos que analisam no tempo
e no espaço, o comportamento da população dos mosquitos geneticamente modificados
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usando equações diferenciais ordinárias e parciais. Aqui mencionamos alguns dos mais
recentes e relevantes para esta pesquisa:
(ESTEVA; YANG, 2005) propuseram um modelo matemático com equações
diferenciais ordinárias para avaliar os efeitos da introdução de insetos machos genetica-
mente modificados em uma região anteriormente infestada. Eles discutiram a adequação
desta técnica quando é aplicada ao mosquito adaptado domesticamente. Os resultados
foram dados em termos da descendência básica natural da população, da relação entre
acasalamentos inférteis e férteis, e da taxa intrínseca de liberação de machos estéreis. Este
trabalho é a principal referência para esta pesquisa.
(THOMÉ; YANG; ESTEVA, 2010) apresentam um modelo matemático que
descreve a dinâmica da população de mosquitos quando os mosquitos estéreis são intro-
duzidos como método de controle, além da aplicação de inseticida. Analisam o esforço
mínimo para reduzir os mosquitos fêmeas férteis, determinam o controle ótimo aplicando
o Principio Máximo de Pontryagin, considerando o custo da aplicação de inseticidas, o
custo da produção de mosquitos irradiados e seu liberação, bem como o custo social
(proporcional ao número de mosquitos fêmeas fertilizadas).
(DUFOURD; DUMONT, 2013) desenvolveram um modelo matemático para
simular a dispersão do mosquito e seu controle levando em conta parâmetros ambientais,
como elementos do vento e da temperatura. Neste trabalho particularmente se concen-
traram no mosquito Aedes albopictus, que agora é outro reconhecido vetor importante de
arboviroses humanas, como chikungunya, dengue ou febre amarela. Consideraram uma
abordagem compartimental e derivaram um modelo espaço-temporal, usando equações de
advecção-difusão-reação para modelar a dispersão do mosquito. O lançamento periódico de
machos esterilizados é modelado por uma equação diferencial de impulso, e usando métodos
numéricos apropriados, por exemplo para o termo advectivo utilizaram o método Corner
Transport Upwind para a discretização espacial, e o esquema de Euler implícito para a
discretização temporal. Mostram que os parâmetros ambientais como a vegetação, podem
ter uma forte influência sobre a distribuição do mosquito e na eficiência de ferramentas de
controle de vetores, como SIT.
(PARSHAD; AGUSTO, 2011) estudaram a dinâmica de um sistema de difusão,
que descreve a propagação do mosquito Aedes aegypti. O sistema incorpora um controle
através da técnica do inseto estéril e incorpora a preferência sexual dos mosquitos fêmeas
por machos selvagens sobre os machos estéreis. Eles demonstram a existência global de
uma solução forte do sistema e derivam estimativas uniformes para provar a existência de
um atrator global em L8 pΩq que possui um estado de extinção se a aplicação de mosquitos
estéreis é suficientemente grande.
(OLÉRON; BISHOP, 2014) apresentaram um modelo matemático simples
para replicar as principais características da técnica do inseto estéril para o controle de
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pragas com especial referência ao Aedes aegypti. O modelo é espacialmente explícito
e envolve liberações pulsadas de insetos estéreis em vez de liberações contínuos. Seus
resultados mostraram que, dado um volume fixo de insetos estéreis disponíveis, o aumento
do número de locais de liberação e sua frequência, aumenta a eficácia dos programas de SIT.
Também foi observado que os programas SIT podem se tornar completamente ineficazes se
o intervalo entre as liberações pulsados é maior que um certo valor limite, e que, para além
de um certo ponto, o aumento do volume global de insetos estéreis liberados não melhora
a eficácia do SIT. Observam que a dispersão do inseto conduz a uma recolonização rápida
de áreas em que a espécie foi erradicada, e argumentaram que é necessário desenvolver
programas SIT eficientes e de baixo custo, para obter bons resultados.
(CARVALHO; SILVA; CHARRET, 2015) estudaram estratégias de controle,
e avaliaram propostas de campanhas de vacinação. Seu modelo usa o controle mecânico
através da capacidade de suporte do meio ambiente, afetado por uma função discreta
que representa a remoção da reprodução. O controle químico é realizado com o uso de
inseticida e larvicida. A eficácia da vacinação foi estudada através da remoção de uma
fração dos indivíduos proporcional à taxa de vacinação, a partir do compartimento de
suscetíveis e sua transferência para o compartimento de recuperados. O principal resultado
foi que a epidemia do dengue só é erradicada com o uso de uma vacina imunizante,
porque as medidas dirigidas contra o vetor não são suficientes para evitar a propagação
da doença, mesmo onde os mosquitos infectados são eliminados do sistema, os mosquitos
suscetíveis ainda estão presentes, e os humanos infectados causam que a dengue reapareça
na população humana.
Com base nesses estudos, surge a proposta de analisar o comportamento no
espaço e no tempo a distribuição do mosquito Aedes aegypty, após a aplicação de métodos
de controle por inseticidas e mosquitos estéreis. Para fazer isso consideramos a modelagem
desses controles com base em funções dependentes do tempo e do espaço, e escolhendo
uma estratégia de lançamento de mosquito esterilizado apropriada.
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2 Os Modelos
2.1 Modelos Temporais
2.1.1 Modelo Básico
O ciclo de vida do mosquito Aedes aegypti tem dois estágios, a imatura ou
aquática (ovos, larvas e pupas) e a adulta ou alada (machos e fêmeas). O modelo básico
estudado em (ANGUELOV; DUMONT; LUBUMA, 2012), considera esses dois estágios.
Além disso, o estágio adulto é subdividido em três subcompartimentos com machos e
fêmeas, (vide Figura 1). O modelo é descrito pelas equações no sistema (2.1) em que A é
a população de insetos na fase aquática, M é a população de insetos machos, H são as
fêmeas antes do acasalamento que ainda não põem ovos e F são as fêmeas fertilizadas que
põem ovos. Essas variáveis não são limitadas para tomar valores inteiros, isso ocorre por-
que as variáveis do problema não são dimensionadas para uma unidade de medida específica.
Figura 1 – Esquema compartimental do modelo básico.
dA
dt
 φ

1  A
K


F  pγ   µAqA
dM
dt
 γ p1  rqA µMM (2.1)
dH
dt
 γrA ρ
MH
M  H
 µHH
dF
dt
 ρ
MH
M  H
 µFF.
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Em que:
• µA, µM , µH e µF , são as taxas de mortalidade natural per capita em cada estágio.
• A taxa de oviposição per capita é dada por φ

1  A
K


onde K é a capacidade de
suporte do meio e φ é a taxa intrínseca de oviposição.
• A população torna-se adulta com taxa γ, em proporção r de fêmeas e 1  r de
machos.
• A taxa de fertilização por acasalamento das fêmeas com machos selvagens é dada
por ρ, e dependerá da probabilidade de encontros entre machos e fêmeas dada por
MH
M  H
.
2.1.2 Modelo Estendido
Uma extensão do modelo (2.1) foi estudado em (ESTEVA; YANG, 2005), onde
são incrementadas as equações referentes à introdução do compartimento N de mosquitos
machos geneticamente modificados (ou estéreis) e o compartimento G das fêmeas ferti-
lizadas por esses mosquitos cujos ovos não eclodirão. Esta formulação proporciona um
modelo SIT, para o qual é analisado o efeito destes mosquitos machos estéreis sobre a
população de mosquitos selvagens. O esquema compartimental é mostrado na Figura 2 e
o sistema de equações é descrito em (2.2).
Figura 2 – Esquema compartimental do modelo estendido.
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dA
dt
 φ

1  A
K


F  pγ   µAqA,
dM
dt
 γ p1  rqA µMM,
dH
dt
 γrA β
MH
M  N
 βN
NH
M  N
 µHH, (2.2)
dF
dt
 β
MH
M  N
 µFF,
dN
dt
 δ  µNN,
e a equação desacoplada restante para as fêmeas fertilizadas pelos mosquitos machos
estéreis é
dG
dt
 βN
NH
M  N
 µGG.
O fluxo de H para os compartimentos F e G depende principalmente do número
de encontros de fêmeas com machos selvagens e machos estéreis respectivamente, e das
correspondentes taxas de acasalamento entre estes. Aqui são introduzidos os seguintes
parâmetros adicionais:
• µG e µN são as taxas de mortalidade natural per capita das fêmeas não fertilizadas e
dos machos estéreis.
• As expressões β M
M  N
e βN
N
M  N
são as taxas de fertilização per capita das
fêmeas por machos selvagens e machos estéreis respectivamente, com β e βN as taxas
de acasalamentos de cada um destes mosquitos. Além disso temos que βN  pqβ,
com 0 ¤ p ¤ 1 onde p é a proporção de machos estéreis que são liberados em locais
apropriados, e qβ com 0 ¤ q ¤ 1, é a taxa efetiva de acasalamento destes insetos
com as fêmeas.
• Finalmente, é assumido que os insetos esterilizados são recrutados e lançados a uma
taxa variável indicada por δ.
Para este último modelo tem-se estudados em (ESTEVA; YANG, 2005) os
pontos de equilíbrio, a estabilidade e o número reprodutivo básico R, e é o que se segue.
Pontos de Equilíbrio
A população de insectos estéreis se aproxima ao equilíbrio δ
µN
, independente
das condições iniciais, de modo que o sistema (2.2) tem um equilíbrio trivial P0 
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
0, 0, 0, 0, 0, δ
µN


, correspondente ao estado onde os mosquitos selvagens estão ausentes e
ter apenas uma população constante de insectos estéreis.
O estado estacionário não trivial P1 
 
A,M,H, F ,G,N

satisfaz as seguintes
relações:
M 
γ p1  rqA
µM
,
H 
γrA

M   δ
µN
	
pµH   βqM   pµH   βNq
δ
µN
,
F 
pγ   µAqKA
φ
 
K  A
 , (2.3)
G 
δβNH
µG
 
δ   µNM
 e
N 
δ
µN
,
em que A é a solução da equação quadrática
p pAq  aA2   bA  c  0, (2.4)
com coeficientes
a 
R
K
, b  1 R, e c  KQ
com
R 
φγrβ
µF pγ   µAq pβ   µIq
(2.5)
e
Q 
αµM pβN   µHq
γµNK p1  rq pβ   µHq
. (2.6)
Note-se que na expressão para F em (2.3), as soluções para o equilíbrio não
trivial positivo deve satisfazer 0   A   K portanto, nas extremidades deste intervalo
tem-se que,
p p0q  c ¡ 0, p pKq  K   c ¡ 0, e dp
dA
pKq  R   1 ¡ 0
isto é, p pAq tem uma ou duas raízes no intervalo p0, Kq se e somente se
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(i) dp
dA
p0q   0
(ii) b2  4ac ¡ 0.
A equação (2.4) pode ser escrita como
p pAq 
R
K
A2  pR  1qA KQ  0,
e as condições para a existência biológica do equilíbrio não trivial são
R ¡ 1 e (2.7)
pR  1q2
RQ
¥ 1. (2.8)
Desde que se verifiquem as duas condições, as soluções são dadas por
A  K
R  1
2R

1 
d
1  4RQ
pR  1q2

e (2.9)
A   K
R  1
2R

1  
d
1  4RQ
pR  1q2

(2.10)
Portanto, sob condições (2.7) e (2.8), o sistema (2.2) tem dois equilíbrios
positivos P1 e P1  correspondentemente para A e A . Se uma igualdade for dada em
(2.8), então P1 e P1  colapsam para um equilíbrio P1 com A  K
R  1
2R , que fornece
um valor mínimo R que garante a existência do equilíbrio não trivial, o qual é dado por
R  p1   2Qq

1  
d
1  1
p1   2Qq2

. (2.11)
Note que R ¡ 1.
Estabilidade dos Pontos de Equilíbrio
Para analisar a estabilidade dos pontos de equilíbrio, é calculado o Jacobiano
do sistema (2.2) avaliado nos pontos de equilíbrio P0, P1 e P1 . São calculados os
autovalores e em seguida, é aplicado o critério de Roth-Hurwitz para os pontos P1 e P1 ,
para finalmente concluir o seguinte teorema.
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Teorema 1. O equilíbrio P0 

0, 0, 0, 0, 0, δ
µN


do sistema (2.2) é sempre estável.
Quando R ¡ 1 e pR  1q
2
4RQ ¡ 1; os equilíbrios não triviais P1 e P1  são viáveis. Neste
caso P1 é sempre instável e P1  estável.
De acordo com o Teorema 1, para um R ¡ 1 fixo, se Q estiver acima do
valor pR  1q
2
4R , então é possível controlar o inseto por liberação de machos estéreis,
independentemente do tamanho da população inicial.
2.2 Modelo Espaço Temporal
A partir dos modelos descritos em (2.1) e (2.2), construímos o modelo objeto
de nosso estudo. Em primeiro lugar, as componentes espaciais correspondentes aos termos
de dispersão e advecção (ou migração) são aumentados só para os mosquitos no estágio
alado. Isto porque os pontos de reprodução permanecem fixos em locais estáticos. Outras
suposições adicionais relacionados aos deslocamentos, ao comportamento dos mosquitos e
ao controle, são as seguintes:
Quando os mosquitos não são submetidos a estímulos, assumimos que eles se
movem aleatoriamente em qualquer direção. Isso leva a uma equação de difusão que tem
em consideração a caminhada aleatória correlacionada ou não com outros fatores, como por
exemplo a heterogeneidade do paisagem, considerando as áreas urbanas e/ou rurais. Isto
ficará modelado pelo coeficiente de espalhamento ou dispersão em cada compartimento,
pelas funções constantes αM , αH , αF , αG e αN definidas por partes, as quais serão descritas
na seção 6.1.
Além disso, quando os mosquitos são estimulados por atraentes ou quando são
deslocados pelo vento, se movem de preferência em certas direções. Nestes casos, devemos
incorporar termos de advecção ou termos de deriva para simular esta dinâmica, o que
fica explícito pelo vetor constante W  pω1, ω2q, que neste caso representa os campos de
velocidades relativos ao movimento migratório, também podendo depender do espaço ou
não, mas necessariamente ∇W  0.
Para simular uma dinâmica de controle do mosquito, é adicionado um termo
que corresponde à mortalidade induzida devida à utilização de inseticidas (larvicidas ou
adulticidas), que são aplicados numa etapa do controle, é por isto que este termo não esta
incluso nas equações correspondentes aos mosquitos estéreis. Também é bem sabido que
a heterogeneidade do ambiente pode ter um efeito significativo sobre a implementação
deste tipo de controle químico, o que é levado em conta no modelo assumindo variação
temporal e espacial destes parâmetros, denotados por µL e µI nas fases aquática e alada
respectivamente, e que também irá ser descrito em mais detalhe na seção 6.2.
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Além do anterior, no modelo proposto, o tamanho total da população inicial
depois da liberação dos mosquitos estéreis é T  M   N   H, que inclui também a
população de fêmeas antes do acasalamento (H), esse valor é usado para o cálculo das
probabilidades de encontros entre machos e fêmeas.
Nestas condições o sistema de dispersão - advecção - reação, que descreve a
dinâmica do modelo a ser analisado é:
BA
Bt
  pµA   µLqA  φ

1 A
K


F  γA
BM
Bt
∇ pαM∇Mq  W∇M   pµM   µIqM  γ p1 rqA
BH
Bt
∇ pαH∇Hq  W∇H   pµH   µIqH  γrA β MH
M  N  H
 βN
NH
M  N  H
BF
Bt
∇ pαF∇F q  W∇F   pµF   µIqF  β MH
M  N  H
(2.12)
BG
Bt
∇ pαG∇Gq  W∇G  pµG   µIqG  βN NH
M  N  H
BN
Bt
∇ pαN∇Nq  W∇N   pµN   µIqN  δ.
Sob as condições de contorno tipo Neuman homogêneas, definidas para todo
px, yq P BΩ e T ¡ 0, onde BΩ é a fronteira de Ω e η é o vector normal unitário externo
sobre BΩ,
BA
Bη

BM
Bη

BH
Bη

BF
Bη

BG
Bη

BN
Bη
 0 (2.13)
e as condições iniciais,
A p0, x, yq  A0 px, yq ¥ 0
M p0, x, yq  M0 px, yq ¥ 0
H p0, x, yq  H0 px, yq ¥ 0 (2.14)
F p0, x, yq  F0 px, yq ¥ 0
G p0, x, yq  G0 px, yq ¥ 0
Np0, x, yq  N0px, yq ¥ 0
definidas para todo px, yq P Ω, onde Ω é um domínio aberto e limitado de R2 e t P p0, T s,
cuja fronteira BΩ é de classe C2 quase em todas partes, e os parâmetros são como no
sistema (2.2).
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Na ultima equação do sistema (2.12) correspondente aos mosquitos machos
estéreis, o parâmetro δ, que representa a taxa de liberação destes mosquitos, é utilizado
para estabelecer o tamanho da população dos mosquitos machos estéreis (N) na seguinte
maneira:
N
 
tn 1, xi, yi

 N ptn, xi, yiq   δ (2.15)
Na equação (2.15) t P p0, T s, n refere-se ao passo no tempo e pxi, yiq refere-se apenas a
alguns pontos na malha (i  1, 2, 3, 4). Isto é, a liberação de mosquitos machos estéreis
não será feita de maneira contínua, apenas em certos instantes do tempo e apenas em
alguns pontos do domínio.
Parte II
Soluções numéricas
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3 Existência de Soluções
3.1 Formulação Variacional
A solução do sistema (2.12) é aproximada num domínio de R2 na forma
Ω  ra, bs  ra, bs. Para as aproximações, serão usados os esquemas numéricos de Galerkin
Standard do Método de Elementos Finitos nas variáveis espaciais, o esquema de Diferenças
Finitas Centradas do Método de Crank-Nicolson na variável temporal e para o tratamento
das não linearidades é utilizado um método preditor corretor. Para procurar essas soluções
numéricas e utilizar os esquemas numéricos escolhidos, é necessário transformar o sistema
(2.12), dado em sua formulação forte, na formulação fraca ou variacional. Para fazer isso,
são usadas as condições de contorno (2.13), e devem prestar atenção especial aos espaços
nos quais a forma fraca será desenvolvida.
Define-se o espaço das funções teste como
V  H1 pΩq 
"
v P L2 pp0, T s ,Uq : Bv
Bx
P L2 pΩq e Bv
By
P L2 pΩq
*
, (3.1)
com U o espaço definido por
U 
"
u P H1 pΩq : Bu
Bη
|BΩ  0
*
, (3.2)
aqui H1 é um espaço de Sobolev de ordem 1 e L2 é um espaço de funções quadrado
integráveis com integração no sentido de Lebesgue. Além disso, valem as inclusões
H10 pΩq  U  V  L2 pΩq ,
em que H10 é um espaço de Sobolev com suporte compacto.
Também, para garantir a existência e a unicidade da solução (na forma variaci-
onal), precisamos definir os produtos internos e as normas dos espaços acima, na seguinte
forma:
pu, vqL2pΩq 
»
Ω
uvdµ, (3.3)
}u}2L2pΩq  }u}
2
2 
»
Ω
|u|2 dµ, (3.4)
pu, vqH1pΩq  pu, vqL2pΩq  

Bu
Bx
,
Bv
Bx


L2pΩq
 

Bu
By
,
Bv
By


L2pΩq
e (3.5)
}u}2H1pΩq  }u}
2
2  
BuBx

2
2
 
BuBy

2
2
. (3.6)
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Para obter a formulação fraca, fixamos t e cada termo das equações do sistema
(2.12) é multiplicado por uma função teste v P V. Depois é feita a integração no sentido
de Lebesgue e utilizando a notação de produto interno (3.3), em que para simplificar a
escrita do problema variacional denotamos pu, vqL2pΩq como pu, vq, obtemos o seguinte:

BA
Bt
, v



φ pF, vq 
φ
K
pAF, vq  pγ   µAq pA, vq  pµLA, vq

BM
Bt
, v


  αM p∇M,∇vq   ω1

BM
Bx
, v


  ω2

BM
By
, v



γ p1  rq pA, vq  µM pM, vq  pµIM, vq

BH
Bt
, v


  αH p∇H,∇vq   ω1

BH
Bx
, v


  ω2

BH
By
, v



γr pA, vq  β

MH
M  N
, v


 βN

NH
M  N
, v


 µH pH, vq  pµIH, vq

BF
Bt
, v


  αF p∇F,∇vq   ω1

BF
Bx
, v


  ω2

BF
By
, v


 (3.7)
β

MH
M  N
, v


 µF pF, vq  pµIF, vq

BG
Bt
, v


  αG p∇G,∇vq   ω1

BG
Bx
, v


  ω2

BG
By
, v



βN

NH
M  N
, v


 µG pG, vq  pµIG, vq

BN
Bt
, v


  αN p∇N,∇vq   ω1

BN
Bx
, v


  ω2

BN
By
, v



δ  µN pN, vq  pµIN, vq .
para toda v P V , e para todo t P p0, T s.
Na parcela do Laplaciano foi aplicado o Teorema de Green na seguinte forma:
Se U  U pt, x, yq  pA,M,H, F,G,Nq e v  v px, yq, então:
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∇ pαU∇U, vq  pαU∇U,∇vqΩ 
B
αU
BU
Bη
, v
F
BΩ
(3.8)
 pαU∇U,∇vqΩ
o segundo termo no lado direito de (3.8) é igual a zero por causa das condições de contorno
(2.13).
Para a parcela do gradiente tem se que W pω1, ω2q, com ω1 e ω2 constantes
que não dependem de px, yq P Ω, portanto:
pW∇U, vq  ω1

BU
Bx
, v


  ω2

BU
By
, v


.
3.2 Soluções Fracas e Fortes
Neste seção mostra-se que o modelo espaço-temporal (2.12) junto com as
condições iniciais (2.14) e de contorno (2.13), colocado sob as condições necessárias,
satisfaz as hipóteses do Teorema 2 da subseção 3.2.2, que foi estudado em (BOTHE et
al., 2017). Este teorema verifica a existência e unicidade de soluções globais para uma
classe geral de sistemas que incluem termos de reação com uma forma especial e termos
difusivos e advectivos que para nosso caso particular são funções constantes. As provas
são baseados em resultados ótimos de regularidade máxima do espaço Lp, para o operador
linear geral dual dependente do tempo, envolvido no sistema aqui considerado.
Definição 1 (Solução Fraca). Dado um compartimento Ui do sistema (2.12), diz-se que
possuem uma solução fraca se a seguinte equação é satisfeita no sentido de distribuições
para toda v P H10 pΩq
d
dt
U1, v


  pα1∇U1,∇vq  W p∇U1, vq   c1 pU1, vq  pG pU1q , vq . (3.9)
Aqui G pUiq é a resposta funcional não linear que pode depender de outros
compartimentos.
3.2.1 Estimações a priori
Para provar a existência de soluções fracas, precisamos fazer alguns estimações
a priori, o que sera feito só para as equações correspondentes aos compartimentos A e F
do sistema (2.12), dado que para os demais procede-se de forma semelhante.
Para o compartimento da equação A o truncagem de Galerkin assume a forma:
An ptq 
n¸
j1
Anj ptqwj, (3.10)
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aqui wj são as autofunções do Laplaciano negativo, isto é ∆wi  λiwi. O objetivo
é então derivar estimativas uniformes sobre esses truncagens e usar a teoria de análise
funcional padrão para extrair subsequências fracamente convergentes para uma função
limite que satisfaz a equação (3.9), tornando-a uma solução fraca.
O truncamento (3.10) resolve a seguinte equação
BAn
Bt
  pγ   µA   µLqAn  φ

1  An
K


Fn, (3.11)
An p0q  An0 .
Note que em geral a situação que se observa é Fn ¤ An, (ao fazer um processo similar, é
possível analisar o caso Fn ¥ An), assim podemos escrever a equação para An como
BAn
Bt
  pγ   µA   µLqAn  φ

1  An
K


pAn  gq , (3.12)
onde g é uma função positiva, representando a combinação de ovos que eclodem em machos
e fêmeas. Então, multiplicando a equação (3.12) por An e integrando por partes obtemos»
Ω
BAn
Bt
An   pγ   µAq
»
QT
A2n 
φ
K
»
QT
An pK  Anq pAn  gq 
»
QT
µLA
2
n,
em que, para T ¡ 0, a notação QT  Ω  p0, T q e usando o fato queB
BAn
Bt
, An
F

1
2
d
dt
|An|
2 , (3.13)
temos que
1
2
d
dt
|An|
2
2   pγ   µAq |An|
2
2  φ |An|
2
2 
φ
K
|An|
3
3 
φ
K
»
QT
gAn pK  Anq 
»
QT
µLA
2
n.
Precisamos apenas considerar a região onde An ¤ K, ou seja quando o termo
logístico é positivo, portanto temos que
d
dt
|An|
2
2 ¤ C |An|
2
2 ,
integrando no intervalo r0, T s , concluímos que
|An|L8p0,T ;L2pΩqq ¤ C e (3.14)
|An|L2p0,T ;H1pΩqq ¤ C, (3.15)
em que a constante C só depende de t.
Usando os limites uniformes em (3.14) e (3.15), podemos extrair subsequencias
Anj tais que
Anj

á A em L8
 
0, T ;L2 pΩq

e (3.16)
Anj á A em L
2  0, T ;H1 pΩq (3.17)
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em (3.16) e (3.17) foram aplicados o Corolário 3.30 e o Teorema 3.17 respectivamente de
(BREZIS, 2010).
Agora, precisamos de estimações sobre a derivada em relação ao tempo, para
este propósito temos que BAnBt

V
¤ |φFn|V ¤ φ |Fn|2 (3.18)
¤ C p|Fn|2q ,
onde V é o espaço dual de V . Integrando a equação (3.18) no intervalo r0, T s, produz» T
0
BAnBt

V
dt ¤ C |Fn|L8p0,T ;L2pΩqq ¤ C,
em que as estimativas sobre Fn são feitas mais tarde. Portanto temos que
Anj Ñ A em L
2  0, T ;L2 pΩq e (3.19)
BAnj
Bt
Ñ
BA
Bt
em L2
 
0, T ;L2 pΩq

. (3.20)
Para o compartimento da equação F , multiplicamos a equação de Fn por Fn e
integrando por partes obtemos»
QT
BFn
Bt
Fn  αF
»
QT
∆FnFn  W
»
QT
∇FnFn   µF
»
QT
F 2n  β
»
QT
Mn
Mn  Nn  Hn
HnFn,
no primeiro termo é aplicado a identidade (3.13) e no segundo termo é aplicado a identidade
de Green definida em (3.8), para obter
1
2
d
dt
|Fn|
2
2   αF |∇Fn|22  W
»
QT
∇FnFn   µF |Fn|22  β
»
QT
Mn
Mn  Nn  Hn
HnFn. (3.21)
Usando os limites em L2 pΩq sobre Mn e Hn (os quais são facilmente obteníveis depois de
ter as estimativas sobre An e Nn), obtemos que
1
2
d
dt
|Fn|
2
2   C1 |Fn|
2
2 ¤ C2,
daqui obtemos via desigualdade de Gronwalls o seguinte
eC1t
d
dt
|Fn|
2
2   C1e
C1t |Fn|
2
2 ¤ C2e
C1t
d
dt
 
eC1t |Fn|
2
2

¤ C2e
C1t
, integrando no intervalo r0, T s,» T
0
d
dt
 
eC1s |Fn|
2
2

ds ¤
» T
0
C2e
C1sds
eC1T |Fn pT q|
2
2  |Fn p0q|
2
2 ¤
C2
C1
eC1T 
C2
C1
¤
C2
C1
eC1T ,
Capítulo 3. Existência de Soluções 44
multiplicando por eC1T
|Fn pT q|
2
2  e
C1T |Fn p0q|22 ¤
C2
C1
.
A partir deste podemos concluir que
|Fn|
2
2 ¤ e
C1T |Fn p0q|22  
C2
C1
¤ C. (3.22)
Pela equação (3.21) pode ser considerado que
1
2
d
dt
|Fn|
2
2   αF |∇Fn|22 ¤ C2,
por integração no intervalo r0, T s ,
1
2
 
|Fn|
2
2  |Fn p0q|
2
2

  αF
» T
0
|∇Fn|22 ¤ C2T,
de onde » T
0
|∇Fn|22 ¤ C2   |Fn p0q| . (3.23)
Para o termo advectivo, temos que
W
»
QT
∇FnFn ¤ C
» T
0
|∇Fn|L2pΩq2 , |Fn|2
e pela desigualdade de compacidade de Lions temos que
W
»
QT
∇FnFn ¤  |∇Fn|2L2pQT q2   C |Fn|
2
L2pQT q
, (3.24)
onde  ¡ 0 é arbitrariamente pequeno. Em (3.24), é usado o fato que
@ ¡ 0, DC ¡ 0 : @Fn P L2 pΩq , |Fn|L2pΩq ¤  |∇Fn|L2pΩq2   C |Fn|L2pΩq .
Pelas estimativas dadas em (3.22) e (3.23) e escolhendo um  suficientemente pequeno,
conlcluimos que »
QT
∇FnFn ¤ C. (3.25)
Com estas estimativas via teoria análise funcional e como anteriormente foi
usado produz
Fnj Ñ F em L
2  0, T ;L2 pΩq , (3.26)
BFnj
Bt
Ñ
BF
Bt
em L2
 
0, T ;L2 pΩq

e
∇Fnj Ñ ∇F em L2
 
0, T ;L2 pΩq2

.
Uma análise semelhante para os compartimentos restantesM , H, G e N , nos diz
que cada subsequência extraída de cada compartimento é convergente em L2
 
0, T ;L2 pΩq

.
Com estas estimativas a priori, enunciamos o teorema na próxima seção.
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3.2.2 Teorema de Existência e Unicidade
O teorema que será usado é estudado em (BOTHE et al., 2017). É um teorema
muito geral onde é considerado o coeficiente de dispersão e o termo advectivo, como um
tensor matricial e como funções dependentes do tempo e do espaço respectivamente.
Considere Ω um subconjunto aberto e limitado de RN , com fronteira Σ : BΩ
de classe C2. O módulo de continuidade de uma função h : QT Ñ R é definido como
ωh,T : R  Ñ R  Y t 8u , δ ÞÑ sup
 h pt, xq  h  t¯, x¯ ; t t¯  }x x¯} ¤ δ( . (3.27)
Abusando um pouco da notação, escrevemos ωh,J se t e t¯ em (3.27) são restritas
a um subintervalo J  p0, T q. Considere-se o seguinte sistema de difusão-advecção-reação:
$'''''&
'''''%
Bci
Bt
  div pDi pt, xq∇ci   wi pt, xq ciq  fi pt, x, cq em p0, 8q  Ω,
pDi pt, xq∇ci   wi pt, xq ciq  η  0 em p0, 8q  BΩ e
ci p0,  q  c0i em Ω,
(3.28)
onde i P t1, . . . , P u, c  tc1, . . . , cP u e Di pt, xq P RNN . As suposições sobre os dados são
as seguintes, onde RP  denota r0, 8s
P :
(H1) c0 
 
c01, . . . , c
0
P

P L8
 
Ω,RP 

.
(H2) Di 

dikl

1¤k,l¤N é uma matriz simétrica e definida positiva com d
i
kl P C
 
R   Ω;R

assim como ∇dikl P L8loc

R ;Lr pΩqN
	
para algum r ¡ max t2, Nu. Note-se
que a suposição de simetria para Di, não é de fato nenhuma restrição, uma vez
que div pDi∇ciq  div
 
Dsimi ∇ci   wDi ci

, com Dsimi 
 
Di  D
T
i

{2, wDi 
div
 
Dsimi Di

e wDi têm a mesma regularidade como a velocidade wi.
(H3) wi P L8loc

R ;Lr pΩqN
	
, r ¡ max t2, Nu.
(H4) f P C1
 
R   Ω  RP ,RP

é quase-positiva; isto é
fi pt, x, uq ¥ 0 sempre que pt, x, uq P p0, 8q  Ω  RP  e´ tal que ui  0. (3.29)
(H5) Existe uma matriz triangular inferior invertível Q  rqijs1¤i,j¤P com entradas na
diagonal estritamente positivas e b P RP  tal que
@ pt, x, uq P R   Ω  RP , Qf pt, x, uq ¤

1  
P¸
j1
uj

b. (3.30)
Acima, é assumido que f pt, x, q é definida em todo R , a fim de evitar simples, mas
argumentos de extensão técnica. Mas todos os resultados permanecem válidos para
f P C1
 
R   Ω  RP ,RP

quase-positiva.
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(H6) f tem um crescimento polinomial com relação à última variável, ou seja
@T ¡ 0, DC, γ ¡ 0 : @i, @ pt, x, uq P QT RP , |fi pt, x, uq| ¤ C p1   |u|
γq . (3.31)
Note que por (H2) existem
0   d pT q ¤ d pT q    8,
tal que
d pT q |ξ|2 ¤ xDi pt, xq ξ, ξy ¤ d pT q |ξ|2 ,
para todo pt, xq P QT e ξ P RN .
Tem-se o seguinte resultado bem colocado.
Teorema 2. Sob pressupostos (H1)-(H6), o sistema (3.28) tem uma única solução fraca
global não negativa c  tc1, . . . cP u no seguinte sentido:$'''''''&
'''''''%
@T ¡ 0, @i P t1, . . . , P u ci P C
 
r0, T s ; L2 pΩq

X L8 pQT q X L
2  0, T ;W1,2 pΩq ;
@ψ P C8
 
QT

tal que ψ pT q  0,

»
Ω
c0iψ p0q  
»
QT

ci
Bψ
Bt
  pDi∇ci  wiciq ∇ψ



»
QT
fi p, , cqψ
.
(3.32)
Além disso, para qualquer T ¡ 0, existe C ¡ 0 dependendo apenas de
c0
L8pΩqP e de
T, d pT q , d pT q , ωdi
kl
,T ,
∇diklL8p0,T ;LrpΩqNq , }wi}L8p0,T ;LrpΩqNq , Q, γ, b, (3.33)
(com r ¡ max t2, Nu de (H2) e (H3)) tal que
}c}L8pQT qP   }c}L2p0,T ;W1,2pΩqP q  
BcBt

L2p0,T ;W1,2pΩqP q
¤ C. (3.34)
Proposição 1. Além de (H1)-(H6), assumir
dikl P C
2  R   Ω,R , wi P C2  R   Ω,RN , c0 P C2  Ω,RP  .
Então o sistema (3.28) tem uma única solução clássica global não negativa,
c  pc1 . . . cP q P C

R ;C
 
Ω
P	
X C1

p0, 8q ;C
 
Ω
P	
X C

p0, 8q ;C2
 
Ω
P	
(3.35)
e isto satisfaz as estimativas (3.34) com uma constante C caracterizada em (3.33).
As provas, do Teorema 2 e da Proposição 1 se encontram em (BOTHE et al.,
2017).
Para provar que nosso problema tem soluções globais e clássicas não negativas,
é suficiente provar que satisfaz as hipóteses do Teorema 2 e da Proposição 1. Isso é o que
vamos demonstrar em seguida.
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Considere-se para nosso problema N  2, P  6 e x  px, yq e escrevemos o
sistema (2.12) na forma do sistema (3.28). Além disso, em nosso modelo vamos supor
que pWUi pt, xqUiq  η  0, o que significa que no contorno do domínio a componente
advectiva W  pω1, ω2q é ortogonal ao vector normal exterior η, ou seja, W  0 na
fronteira BΩ.Portanto nosso problema fica$'''&
'''%
BUi
Bt
 ∇ pαUi pt, xq∇Ui  WUi pt, xqUiq  fi pt, x, Uq em p0, 8q  Ω,
pαUi pt, xq∇Uiq  η  0 em p0, 8q  BΩ e
Ui p0, xq  U0i em Ω,
(3.36)
e para cada hipóteses temos que:
(H1) U0 
 
U01 , . . . , U
0
6


 
A0,M0, H0, F 0, G0, N0

P L8
 
Ω,R6 

, dado que em nosso
problema Ω é um conjunto finito e portanto L8 pΩq  L2 pΩq, tal como foi definida
a solução do sistema (3.36) nos espaços definidos em (3.1) e (3.2).
(H2) αUi 

αikl

1¤k,l¤2  rαUis11 , α
i
kl P C
 
R   Ω;R

, é um escalar definido para todo
t P r0, T s e para toda x  px, yq P Ω. Além disso temos que cada componente
αikl P r0, 1s.
(H3) WUi W  pω1, ω2q P L8loc
 
R ;Lr pΩq2

, r ¡ 2, dado que W é um vetor constante
definido para todo t P r0, T s e para toda x  px, yq P Ω.
(H4) Aqui f P C1
 
R   Ω  R6,R6

é quase-positiva, dado que os parâmetros conside-
rados no modelo são todos não negativos para todo t P p0, 8q, x  px, yq P Ω e
U P R6 e cada variável A,M,H, F,G,N ¥ 0. Assim se fT  pf1, f2, f3, f4, f5, f6q,
então
f1  φ

1  A
K


F  pγ   µA   µLqA, se u1  A  0, então f1  φF ¥ 0, sempre
que φ ¥ 0;
f2  γ p1  rqA  pµM   µIqM , se u2  M  0, então f2  γ p1  rqA ¥ 0, dado
que 0   r   1 e γ ¥ 0;
f3  γrA 

β
M
M  N  H
  βN
N
M  N  H


H  pµH   µIqH, se u3  H  0,
então f3  γrA ¥ 0, como no caso anterior;
f4  β
M
M  N  H
HpµF   µIqF se u4  F  0, então f4  β
M
M  N  H
H ¥ 0,
dado que β ¥ 0;
f5  βN
N
M  N  H
H  pµG   µIqG, semelhantemente se u5  G  0, então
f5  βN
N
M  N  H
H ¥ 0, dado que βN ¥ 0 e
f6  δ  pµN   µIqN , se u6  N  0, então f6  0 ¥ 0.
Portanto, (3.29) é satisfeita.
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(H5) Procuramos uma matriz triangular inferior invertível Q  rqijs1¤i, j¤6 com entradas
na diagonal estritamente positivas e um vetor b P R6  na forma
Q 


q11 0 0 0 0 0
q21 q22 0 0 0 0
q31 q32 q33 0 0 0
q41 q42 q43 q44 0 0
q51 q52 q53 q54 q55 0
q61 q62 q63 q64 q65 q66
fi
ffiffiffiffiffiffiffiffiffifl
, b 


b1
b2
b3
b4
b5
b6
fi
ffiffiffiffiffiffiffiffiffifl
,
tal que
Qf 


q11f1
q21f1   q22f2
q31f1   q32f2   q33f3
q41f1   q42f2   q43f3   q44f4
q51f1   q52f2   q53f3   q54f4   q55f5
q61f1   q62f2   q63f3   q64f4   q65f5   q66f6
fi
ffiffiffiffiffiffiffiffiffifl
¤

1  
6¸
j1
Uj



b1
b2
b3
b4
b5
b6
fi
ffiffiffiffiffiffiffiffiffifl
,
em que
U  pU1, U2, U3, U4, U5, U6q  pA,M,H, F,G,Nq ,
então temos que
q11f1 ¤

1  
6¸
j1
Uj

b1,
q21f1   q22f2 ¤

1  
6¸
j1
Uj

b2,
q31f1   q32f2   q33f3 ¤

1  
6¸
j1
Uj

b3, (3.37)
q41f1   q42f2   q43f3   q44f4 ¤

1  
6¸
j1
Uj

b4,
q51f1   q52f2   q53f3   q54f4   q55f5 ¤

1  
6¸
j1
Uj

b5,
q61f1   q62f2   q63f3   q64f4   q65f5   q66f6 ¤

1  
6¸
j1
Uj

b6.
Para provar a primeira desigualdade de (3.37), necessitamos que
q11f1  q11

φ

1  U1
K


U4  pγ   µA   µLqU1

¤ b1

1  
6¸
j1
Uj

,
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mas
φU4 
φ
K
U1U4  pγ   µA   µLqU1 ¤
b1
q11

1  
6¸
j1
Uj

,
sendo φU4 ¡ 0, isto equivale a

φ
K
U1U4  pγ   µA   µLqU1 ¤
b1
q11

1  
6¸
j1
Uj

.
O lado direito desta desigualdade é sempre positivo e o lado esquerdo é sempre
negativo pela positividade dos parâmetros, portanto existe q11 ¡ 0 e b1 ¡ 0, tal que
a desigualdade é satisfeita.
Para a segunda desigualdade em (3.37), tem-se
q21f1   q22f2 
q21

φ

1  U1
K


U4  pγ   µA   µLqU1

  q22 rγ p1  rqU1  pµM   µIqU2s 
q21φU4  q21

φ
K
U1U4   pγ   µA   µLqU1


  q22γ p1  rqU1  q22 pµM   µIqU2.
(3.38)
Se em (3.38) é assumido que q21 ¡ 0, q22 ¡ 0 então,
q21φU4  q21

φ
K
U1U4   pγ   µA   µLqU1


  q22γ p1  rqU1  q22 pµM   µIqU2 ¤
q21

φ
K
U1U4   pγ   µA   µLqU1


 q22 pµM   µIqU2 ¤

1  
6¸
j1
Uj

b2.
A última desigualdade é satisfeita para todo b2 ¡ 0. Mas se q21 ¤ 0 e q22 ¡ 0, então
q21φU4  q21

φ
K
U1U4   pγ   µA   µLqU1


  q22γ p1  rqU1  q22 pµM   µIqU2 ¤
q21φU4  q22 pµM   µIqU2 ¤

1  
6¸
j1
Uj

b2.
A última desigualdade também é satisfeita para todo b2 ¡ 0. Portanto, a desigualdade
é cumprida para qualquer q21 sempre que q22 ¡ 0 e b2 ¡ 0, o que é dado.
Procedendo de um modo semelhante para as outras desigualdades em (3.37), verifica-
se que existe uma matriz Q  rqijs1¤i,j¤6 com entradas na diagonal estritamente
positivas e b P RP  tal que (3.30) é satisfeita.
(H6) Para provar que f tem um crescimento polinomial em relação à última variável, basta
encontrar um limite a priori para garantir a existência global da solução do sistema
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(2.12). Vale a pena notar que se (3.31) não é satisfeita, é possível que a solução se
mantenha uniformemente limitada mas explode (blow-up) emWs,p pΩq , s ¡ 0, p ¡ 2,
em tempo finito.
Em todas as estimativas feitas a partir de agora, a constante C é uma constante
genérica que pode mudar seu valor linha por linha e, por vezes, na mesma linha, se
for necessário. Além disso, se consideramos }F }2 ¤ }A}2 temos que,
}f1}2 
φ

1  A
K


F  pγ   µA   µLqA

2
¤ φ }F }2  
φ
K
}AF }2   pγ   µA   µLq }A}2
¤ C p}F }2   }A}2 }F }2   }A}2q
¤ C
 
2 }A}2   }A}
2
2

¤ C p}A}2 p1   }A}2qq
¤ C.
O anterior por causa das estimações a priori em (3.14) e (3.15), em que se verificam
que as normas }A}p para p  2,8 são limitadas, e ainda considerando a convergência
dada em (3.19).
Vejamos agora para o caso de f4:
}f4}2 
β MM  N  HH  µFF

2
¤ β
 MM  N  HH

2
  µF }F }2
¤ C
 MM  N  H

2
}H}2   }F }2


¤ C p}H}2   }F }2q
¤ C.
em que como no caso anterior, as normas }H}2 e }F }2 são limitadas, de acordo com
a estimativa em (3.22) da secção anterior e a convergência dada em (3.26). Para
todos os outros casos, procede-se da mesma maneira.
Em nosso problema temos também que se o dado inicial esta em L2 pΩq, então
@T ¡ 0, U  pA,M,H, F,G,Nq P C
 
r0, T s ; L2 pΩq

X L8 pQT q X L
2  0, T ;H1 pΩq ;
e 
BA
Bt
,
BM
Bt
,
BH
Bt
,
BF
Bt
,
BG
Bt
,
BN
Bt


P L2 p0, T ;Vq .
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Além disso, se o dado inicial esta em L8 pΩq X H1 pΩq, então temos mais
regularidade ainda, isto é, se U  pA,M,H, F,G,Nq, então
@T ¡ 0, U P H1
 
0, T ; L2 pΩq

X L2
 
0, T ;H2 pΩq

X L8
 
0, T ;H1 pΩq

,
e todas as componentes de U são contínuas em relação aos dados iniciais. A prova destes
argumentos pode ser encontrada em (PARSHAD; AGUSTO, 2011).
Pelo anteriormente exposto, conclui-se que o sistema (2.12) satisfaz as hipóteses
do Teorema 2, em adição às hipótese da Proposição 1, desde que αUi eWU1 sejam constantes.
Portanto, existe uma solução única não negativa global no sentido clássico e no sentido
variacional, e portanto a expressão em (3.34) também é satisfeita.
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4 Aproximação Numérica
4.1 Método de Elementos Finitos (Galerkin Standard)
Utilizando a forma fraca (3.7) é feita a discretização das variáveis espaciais do
sistema (2.12) através da técnica de Galerkin Standard do método de elementos finitos,
onde em vez de obter funções no espaço V , numericamente obtém-se aproximações na
forma
U pt, x, yq  Uh pt, x, yq 
Nh¸
j1
Uj ptqϕj px, yq , (4.1)
onde U  U pt, x, yq  pA,M,H, F,G,Nq, Uh P V e Uj  pAj,Mj, Hj, Fj, Gj, Njq são
coeficientes a serem determinados, pois as funções de base ϕj px, yq são dadas. Alem disso,
tem-se que
BU
Bt

BUh
Bt

Nh¸
j1
dUj
dt
ϕj,
BU
Bx

BUh
Bx

Nh¸
j1
Uj
dϕj
dx
e (4.2)
BU
By

BUh
By

Nh¸
j1
Uj
dϕj
dy
,
e chamando Vh o subespaço de V de dimensão Nh    8 gerado pelas Nh funções base
ϕj px, yq de Vh.
Intuitivamente a ideia central do método de elementos finitos é referir-se a
um método tradicional de resolução analítica de equações diferenciais parciais chamado
separação de variáveis, que assumem a solução como um produto de funções independentes
nas variáveis temporais e espaciais. Na técnica de Galerkin também tem-se essa separação
não da solução, mas sim do espaço em que procuramos essa solução (semelhante à
tentativa de decompor Vcomo uma soma direta de subespaços convenientes, só que aqui a
decomposição não é uma soma direta).
A escolha das funções teste ϕi é feita usando elementos finitos triangulares
de primeira ordem, que consiste na construção de uma malha de elementos finitos sob o
domínio Ω, isto normalmente significa que o domínio discretizado Ωh não corresponde mais
ao original, mas sim num sentido que se aproxima, quando os tamanhos dos triângulos
maiores em cada discretização vão para zero, o domínio discretizado tende ao original, no
entanto, mantemos a mesma identificação, ou seja, Ω, sem perda de informação.
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Estas funções de base tϕ1, ϕ2, . . . , ϕNhu são definidas globalmente do tipo
linear por partes e satisfazendo a condição
ϕi pxj, yjq 
$&
%1 se i  j0 se i  j (4.3)
onde pxj, yjq são as coordenadas do j-ésimo nó na malha. Estas funções são construídas
como polinômios impondo uma ordem de continuidade com cada elemento adjacente. Assim
estes polinômios resultaram como funções contínuas por partes no domínio completo, desta
forma obtêm-se uma função pirâmide por cada nó que é linear por partes, assumindo o
valor 1 no j-ésimo nó e 0 caso contrario, (vide Figura 3).
Figura 3 – Gráfico da função piramide para um nó j.
Substituindo as expressões (4.1) e (4.2) na formulação fraca (3.7) temos:
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
Nh¸
j1
dAj
dt
ϕj , v


φ

Nh¸
j1
Fjϕj , v


φ
K

Nh¸
k1
Fkϕk
Nh¸
j1
Ajϕj , v

 pγ   µAq

Nh¸
j1
Ajϕj , v



µL
Nh¸
j1
Ajϕj , v

,

Nh¸
j1
dMj
dt
ϕj , v

 

αM∇
Nh¸
j1
Mjϕj ,∇v

  ω1

Nh¸
j1
Mj
Bϕj
Bx
, v

  ω2

Nh¸
j1
Mj
Bϕj
By
, v


γ p1  rq

Nh¸
j1
Ajϕj , v

 µM

Nh¸
j1
Mjϕj , v



µI
Nh¸
j1
Mjϕj , v

,

Nh¸
j1
dHj
dt
ϕj , v

 

αH∇
Nh¸
j1
Hjϕj ,∇v

  ω1

Nh¸
j1
Hj
Bϕj
Bx
, v

  ω2

Nh¸
j1
Hj
Bϕj
By
, v


γr

Nh¸
j1
Ajϕj , v

 β


Nh°
k1
Mkϕk
Nh°
j1
Hjϕj
Nh°
j1
pMj  Nj  Hjqϕj
, v

 βN


Nh°
k1
Nkϕk
Nh°
j1
Hjϕj
Nh°
j1
pMj  Nj  Hjqϕj
, v


µH

Nh¸
j1
Hjϕj , v



µI
Nh¸
j1
Hjϕj , v

,

Nh¸
j1
dFj
dt
ϕj , v

 

αF∇
Nh¸
j1
Fjϕj ,∇v

  ω1

Nh¸
j1
Fj
Bϕj
Bx
, v

  ω2

Nh¸
j1
Fj
Bϕj
By
, v


β


Nh°
k1
Mkϕk
Nh°
j1
Hjϕj
Nh°
j1
pMj  Nj  Hjqϕj
, v

 µF

Nh¸
j1
Fjϕj , v



µI
Nh¸
j1
Fjϕj , v

,

Nh¸
j1
dGj
dt
ϕj , v

 

αG∇
Nh¸
j1
Gjϕj ,∇v

  ω1

Nh¸
j1
Gj
Bϕj
Bx
, v

  ω2

Nh¸
j1
Gj
Bϕj
By
, v


βN


Nh°
k1
Nkϕk
Nh°
j1
Hjϕj
Nh°
j1
pMj  Nj  Hjqϕj
, v

 µG

Nh¸
j1
Gjϕj , v



µI
Nh¸
j1
Gjϕj , v

,

Nh¸
j1
dNj
dt
ϕj , v

 

αN∇
Nh¸
j1
Njϕj ,∇v

  ω1

Nh¸
j1
Nj
Bϕj
Bx
, v

  ω2

Nh¸
j1
Nj
Bϕj
By
, v


pδ, vq  µN

Nh¸
j1
Njϕj , v



µI
Nh¸
j1
Njϕj , v

. (4.4)
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Como a expressão acima vale para todo v P Vh, então podemos substituir v por
ϕi, i  1, . . . , Nh as funções base do espaço Vh. Fazendo isto e utilizando a linearidade
das integrais, temos o seguinte:
N¸
j1
dAj
dt
pϕj , ϕiq  
N¸
j1
Aj rpγ   µAq pϕj , ϕiq   pµLϕj , ϕiqs 
φ
N¸
j1
Fj pϕj , ϕiq 
φ
K
N¸
k1
Fk
N¸
j1
Aj pϕkϕj , ϕiq ,
N¸
j1
dMj
dt
pϕj , ϕiq  
N¸
j1
Mj

pαM∇ϕj ,∇ϕiq   ω1

Bϕj
Bx
, ϕi


  ω2

Bϕj
By
, ϕi


  µM pϕj , ϕiq   pµIϕj , ϕiq


γ p1  rq
N¸
j1
Aj pϕj , ϕiq ,
N¸
j1
dHj
dt
pϕj , ϕiq  
N¸
j1
Hj

pαH∇ϕj ,∇ϕiq   ω1

Bϕj
Bx
, ϕi


  ω2

Bϕj
By
, ϕi


  µH pϕj , ϕiq   pµIϕj , ϕiq
 β


Nh°
k1
Mkϕkϕj
Nh°
j1
pMj  Nj  Hjqϕj
, ϕi

  βN


Nh°
k1
Nkϕkϕj
Nh°
j1
pMj  Nj  Hjqϕj
, ϕi


fi
ffiffiffifl 
γr
N¸
j1
Aj pϕj , ϕiq ,
N¸
j1
dFj
dt
pϕj , ϕiq  
N¸
j1
Fj

pαF∇ϕj ,∇ϕiq   ω1

Bϕj
Bx
, ϕi


  ω2

Bϕj
By
, ϕi


  µF pϕj , ϕiq   pµIϕj , ϕiq


β


Nh°
k1
Mkϕk
Nh°
j1
Hjϕj
Nh°
j1
pMj  Nj  Hjqϕj
, ϕi

,
N¸
j1
dGj
dt
pϕj , ϕiq  
N¸
j1
Gj

pαG∇ϕj ,∇ϕiq   ω1

Bϕj
Bx
, ϕi


  ω2

Bϕj
By
, ϕi


  µG pϕj , ϕiq   pµIϕj , ϕiq


βN


Nh°
k1
Nkϕk
Nh°
j1
Hjϕj
Nh°
j1
pMj  Nj  Hjqϕj
, ϕi

,
N¸
j1
dNj
dt
pϕj , ϕiq  
N¸
j1
Nj

pαN∇ϕj ,∇ϕiq   ω1

Bϕj
Bx
, ϕi


  ω2

Bϕj
By
, ϕi


  µN pϕj , ϕiq   pµIϕj , ϕiq


pδ, ϕiq .
(4.5)
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Os sistemas (4.5) são sistemas não lineares de PVIs com condições iniciais
dadas por (2.14), pois discretizamos apenas as variáveis espaciais.
Utilizando as condições iniciais em (2.14) junto com (4.1) temos,
U0 px, yq  Uh pt0, x, yq 
Nh¸
j1
Uj pt0qϕj px, yq ,
e pelas funções de base nodais (4.3), temos as condições iniciais para os PVIs acima, para
j  1 . . . Nh:
Uj pt0q  U0 pxj, yjq .
Transformamos o problema de encontrar funções aproximadoras de U 
pA,M,H, F,G,Nq em encontrar vetores Uh  pAh,Mh, Hh, Fh, Gh, Nhq todos N  1, solu-
ções dos PVIs acima.
4.2 Método de Diferenças Finitas (Crank-Nicolson)
Agora, a variável temporal dos sistemas (4.5) é aproximada usando o esquema
de Crank-Nicolson com diferenças centradas de segundo ordem, usando as aproximações
dadas por
dUj
dt
 
tn 1{2


Uj ptn 1q  Uj ptnq
∆t 
Un 1j  U
n
j
∆t e (4.6)
Uj
 
tn 1{2


Uj ptn 1q   Uj ptnq
2 
Un 1j   U
n
j
2 ,
em que os índices j referem-se à discretização do domínio espacial e Uj é o valor da solução
aproximada no nó pxj, yjq P Ω.
Substituindo as aproximações (4.6) nas expressões (4.5), para cada sistema é
obtido o seguinte:
Nh¸
j1
An 1j
#
1   γ   µA2 ∆t
	
pϕj , ϕiq  
∆t
2 pµLϕj , ϕiq  
φ∆t
4K
Nh¸
k1
 
Fn 1k   F
n
k

pϕkϕj , ϕiq
+

Nh¸
j1
Anj
#
1  γ   µA2 ∆t
	
pϕj , ϕiq 
∆t
2 pµLϕj , ϕiq 
φ∆t
4K
Nh¸
k1
 
Fn 1k   F
n
k

pϕkϕj , ϕiq
+
 
φ∆t
2
Nh¸
j1
 
Fn 1j   F
n
j

pϕj , ϕiq ,
Nh¸
j1
Mn 1j
"
∆t
2 pαM∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1   µM2 ∆t
	
pϕj , ϕiq  
∆t
2 pµIϕj , ϕiq
*

Nh¸
j1
Mnj
"

∆t
2 pαM∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1  µM2 ∆t
	
pϕj , ϕiq 
∆t
2 pµIϕj , ϕiq
*
 
γ p1  rq∆t
2
N¸
j1
 
An 1j  A
n
j

pϕj , ϕiq ,
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Nh¸
j1
Hn 1j
"
∆t
2 pαH∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1   µH2 ∆t
	
pϕj , ϕiq  
∆t
2 pµIϕj , ϕiq
 
β∆t
2


Nh°
k1
 
Mn 1k  M
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi


 
βN∆t
2


Nh°
k1
 
Nn 1k  N
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi


,///.
///-

Nh¸
j1
Hnj
"

∆t
2 pαH∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1  µH2 ∆t
	
pϕj , ϕiq 
∆t
2 pµIϕj , ϕiq

β∆t
2


Nh°
k1
 
Mn 1k  M
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi



βN∆t
2


Nh°
k1
 
Nn 1k  N
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi


,///.
///-
 
γr∆t
2
N¸
j1
 
An 1j  A
n
j

pϕj | ϕiq ,
Nh¸
j1
Fn 1j
"
∆t
2 pαF∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1   µF2 ∆t
	
pϕj , ϕiq  
∆t
2 pµIϕj , ϕiq
*

Nh¸
j1
Fnj
"

∆t
2 pαF∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1  µF2 ∆t
	
pϕj , ϕiq 
∆t
2 pµIϕj , ϕiq
*
 
β∆t
2


Nh°
k1
 
Mn 1k  M
n
k

ϕk 
Nh°
j1
 
Hn 1j  H
n
j

Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi

,
Nh¸
j1
Gn 1j
"
∆t
2 pαG∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1   µG2 ∆t
	
pϕj , ϕiq  
∆t
2 pµIϕj , ϕiq
*

Nh¸
j1
Gnj
"

∆t
2 pαG∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1  µG2 ∆t
	
pϕj , ϕiq 
∆t
2 pµIϕj , ϕiq
*
 
βN∆t
2


Nh°
k1
 
Nn 1k  N
n
k

ϕk 
Nh°
j1
 
Hn 1j  H
n
j

Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi

,
Nh¸
j1
Nn 1j
"
∆t
2 pαN∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1   µN2 ∆t
	
pϕj , ϕiq  
∆t
2 pµIϕj , ϕiq
*

Nh¸
j1
Nnj
"

∆t
2 pαN∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1  µN2 ∆t
	
pϕj , ϕiq 
∆t
2 pµIϕj , ϕiq
*
 ∆t pδ, ϕiq .
(4.7)
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Os sistemas discretizados (4.7) podem ser representados na seguinte forma
matricial
PA pqAn 1  QA pqAn   BA pq ,
PMMn 1  QMMn   BM pq ,
PH pqHn 1  QH pqHn   BH pq ,
PFF n 1  QFF n   BF pq , (4.8)
PGGn 1  QGGn   BG pq e
PNNn 1  QNNn   BN ,
em que
PA pq  PA
 
F n 1, F n

,
QA pq  QA
 
F n 1, F n

e
BA pq  BA
 
F n 1, F n

.
BM pq  BM
 
An 1, An

.
PH pq  PH
 
Mn 1,Mn, Nn 1, Nn, Hn 1, Hn

,
QH pq  QH
 
Mn 1,Mn, Nn 1, Nn, Hn 1, Hn

e
BH pq  BH
 
An 1, An

.
BF pq  BF
 
Mn 1,Mn, Nn 1, Nn, Hn 1, Hn

e
BG pq  BG
 
Mn 1,Mn, Nn 1, Nn, Hn 1, Hn

,
são matrizes variáveis e PM , QM , PF , QF , PG, QG, PN e QN são matrizes que dependem
apenas dos parâmetros. Portanto os coeficientes dos sistemas (4.8), têm parte constante e
parte variável e podem ser escritos de forma mais explícita da seguinte maneira:
pPcA   PvA pqqAn 1  pQcA  QvA pqqAn   BvA pq ,
pPcM   PvMqMn 1  pQcM  QvMqMn   BvM pq ,
pPcH   PvH pqqHn 1  pQcH  QvH pqqHn   BvH pq ,
pPcF   PvF qF n 1  pQcF  QvF qF n   BvF pq , (4.9)
pPcG   PvGqGn 1  pQcG  QvGqGn   BvG pq e
pPcN   PvNqNn 1  pQcN  QvNqNn   BcN ,
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em que PcA, PcM , PcH , PcF , PcG, PcN , QcA, QcM , QcH , QcF , QcG e QcN representam as matrizes
constantes ou lineares; PvA, PvH , QvA e QvH representam as matrizes variáveis ou não lineares
que dependem das outras variáveis dependentes; PvM , PvF , PvG, PvN , QvM , QvF , QvG e QvN são
matrizes variáveis que dependem do espaço e do tempo; BvA, BvM , BvH , BvF e BvG são vetores
variáveis ou não lineares e BcN é um vetor constante o linear.
E os coeficientes do sistema (4.9) para cada equação estão dados por:
PcA 

1   γ   µA2 ∆t
	
pϕj, ϕiq  
∆t
2 pµLϕj, ϕiq ,
PvA 
φ∆t
4K
Nh¸
k1
 
F n 1k   F
n
k

pϕkϕj, ϕiq ,
QcA 

1  γ   µA2 ∆t
	
pϕj, ϕiq 
∆t
2 pµLϕj, ϕiq ,
QcA  
φ∆t
4K
Nh¸
k1
 
F n 1k   F
n
k

pϕkϕj, ϕiq e
BvA 
φ∆t
2
Nh¸
j1
 
F n 1j   F
n
j

pϕj, ϕiq .
PcM 
∆t
2 pαM∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1  µM2 ∆t
	
pϕj , ϕiq ,
PvM 
∆t
2 pµIϕj , ϕiq ,
QcM  
∆t
2 pαM∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1 µM2 ∆t
	
pϕj , ϕiq ,
QvM  
∆t
2 pµIϕj , ϕiq e
BvM 
γ p1 rq∆t
2
N¸
j1

An 1j  A
n
j
	
pϕj , ϕiq .
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PcH 
∆t
2 pαH∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1  µH2 ∆t
	
pϕj , ϕiq ,
PvH 
∆t
2 pµIϕj , ϕiq  
β∆t
2


Nh°
k1
 
Mn 1k  M
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi


 
βN∆t
2


Nh°
k1
 
Nn 1k  N
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi

,
QcH  
∆t
2 pαH∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1 µH2 ∆t
	
pϕj , ϕiq ,
QvH  
∆t
2 pµIϕj , ϕiq 
β∆t
2


Nh°
k1
 
Mn 1k  M
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi



βN∆t
2


Nh°
k1
 
Nn 1k  N
n
k

ϕk
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi

 e
BvH 
γr∆t
2
N¸
j1

An 1j  A
n
j
	
pϕj | ϕiq .
PcF 
∆t
2 pαF∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1  µF2 ∆t
	
pϕj , ϕiq ,
PvF 
∆t
2 pµIϕj , ϕiq ,
QcF  
∆t
2 pαF∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1 µF2 ∆t
	
pϕj , ϕiq ,
QvF  
∆t
2 pµIϕj , ϕiq e
BvF 
β∆t
2


Nh°
k1
 
Mn 1k  M
n
k

ϕk 
Nh°
j1

Hn 1j  H
n
j
	
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi

.
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PcG 
∆t
2 pαG∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1  µG2 ∆t
	
pϕj , ϕiq ,
PvG 
∆t
2 pµIϕj , ϕiq ,
QcG  
∆t
2 pαG∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1 µG2 ∆t
	
pϕj , ϕiq ,
QvG  
∆t
2 pµIϕj , ϕiq e
BvG 
βN∆t
2


Nh°
k1
 
Nn 1k  N
n
k

ϕk 
Nh°
j1

Hn 1j  H
n
j
	
Nh°
k1
 
Mn 1k  M
n
k  N
n 1
k  N
n
k  H
n 1
k  H
n
k

ϕk
ϕj , ϕi

.
PcN 
∆t
2 pαN∇ϕj ,∇ϕiq  
ω1∆t
2

Bϕj
Bx
, ϕi


 
ω2∆t
2

Bϕj
By
, ϕi


 

1  µN2 ∆t
	
pϕj , ϕiq ,
PvN 
∆t
2 pµIϕj , ϕiq ,
QcN  
∆t
2 pαN∇ϕj ,∇ϕiq 
ω1∆t
2

Bϕj
Bx
, ϕi



ω2∆t
2

Bϕj
By
, ϕi


 

1 µN2 ∆t
	
pϕj , ϕiq ,
QvN  
∆t
2 pµIϕj , ϕiq e
BcN  ∆t pδ, ϕiq .
As matrizes do lado esquerdo dos sistemas (4.9) são chamadas matrizes de rigidez
todas de tamanho Nh  Nh e os vetores resultantes do lado direito são chamados vetores de
carga, todos de tamanho Nh  1. Além disso n representa cada passo no tempo, e para obter
as soluções devemos resolver os sistemas para cada n, começando com n  0, já que temos as
informações das condições iniciais, para obter A1, M1, H1, F 1, G1 e N1 e com esses valores
obtemos A2, M2, H2, F 2, G2 e N2 e assim por diante até n  tf onde tf quer dizer tempo final.
4.3 Método Preditor-Corretor
Os sistemas (4.8) são sistemas não lineares e acoplados, isto é, um conjunto de
equações depende de outro para ser resolvido, com exceção do sistema do compartimento G
que é desacoplado e do compartimento N que pode ser resolvido de maneira independente dos
demais. Para resolvê-los é utilizado um método do tipo preditor-corretor (como feito também em
(MIYAOKA, 2015) e em (TABARES, 2012)) que garante a convergência dos problemas gerados a
partir da aplicação do método de Galerkin em sistemas parabólicos não lineares. O caso geral para
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equações parabólicas foi estudado por Douglas e Dupont (DOUGLAS; DUPONT, 1970), onde
também apresentaram as estimativas de erro a priori na aproximação Galerkin/Crank-Nicolson,
mostrando que são de ordem quadrática no espaço.
O método consiste em resolver, para cada passo do tempo, ou seja em cada iteração
n, o sistema não linear mediante a utilização de iterações intermediarias procurando corrigir os
erros obtidos quando são substituídos os dados conhecidos na parte não linear do sistema. Isto
é, se em (4.9) temos que U0 
 
A0,M0, H0, F 0, G0, N0

é conhecido por conta das condições
iniciais (2.14), temos que para n  0 é resolvido o sistema,
 
PcA   PvA
 
F 1, F 0

A1 
 
QcA  QvA
 
F 1, F 0

A0   BvA
 
F 1, F 0

pPcM   PvM qM1  pQcM  QvM qM0   BvM
 
A1, A0

 
PcH   PvH
 
M1,M0, N1, N0, H1, H0

H1 
 
QcH  QvH
 
M1,M0, N1, N0, H1, H0

H0   BvH
 
A1, A0

pPcF   PvF qF 1  pQcF  QvF qF 0   BvF
 
M1,M0, N1, N0, H1, H0

(4.10)
pPcG   PvGqG1  pQcG  QvGqG0   BvG
 
M1,M0, N1, N0, H1, H0

pPcN   PvN qN1  pQcN  QvN qN0   BCN .
Note em (4.10) que N1 pode ser calculado de forma direta, uma vez que este sistema
é linear. Para calcular por exemplo, as matrizes PvH e QvH precisamos do valor de H1 para
consequentemente obter o próprio valor de H1, isso leva ao uso do método preditor corretor que
utiliza uma aproximação H ≈ H1 para calcular o próprio H1. O método inicia com H1  H0 e
é atualizado em cada iteração.
Em geral para procurar A1,M1, H1, F 1 e G1 a partir de A0,M0, H0 e F 0 é determi-
nada uma solução intermediaria A,M, H, F  e G e depois são feitas 3 iterações intermediarias
mais (já que as aproximações espaciais são de ordem quadrática, com 4 iterações intermediarias
é suficiente para obter resultados confiáveis), portanto substituindo U1  U0 nos termos não
lineares temos que:
No passo n  0, na primeira iteração intermediaria determina-se a solução U de
 
PcA   PvA
 
F 0, F 0

A 
 
QcA  QvA
 
F 0, F 0

A0   BvA
 
F 0, F 0

pPcM   PvM qM  pQcM  QvM qM0   BvM
 
A0, A0

 
PcH   PvH
 
M0,M0, N0, N0, H0, H0

H 
 
QcH  QvH
 
M0,M0, N0, N0, H0, H0

H0   BvH
 
A0, A0

pPcF   PvF qF  pQcF  QvF qF 0   BvF
 
M0,M0, N0, N0, H0, H0

pPcG   PvGqG  pQcG  QvGqG0   BvG
 
M0,M0, N0, N0, H0, H0

.
Na segunda iteração intermediaria, calcular U2 de
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 
PcA   PvA
 
F, F 0

A2 
 
QcA  QvA
 
F, F 0

A0   BvA
 
F, F 0

pPcM   PvM qM2  pQcM  QvM qM0   BvM
 
A, A0

 
PcH   PvH
 
M,M0, N, N0, H, H0

H2 
 
QcH  QvH
 
M,M0, N, N0, H, H0

H0   BvH
 
A, A0

pPcF   PvF qF 2  pQcF  QvF qF 0   BvF
 
M,M0, N, N0, H, H0

, (4.11)
pPcG   PvGqG2  pQcG  QvGqG0   BvG
 
M,M0, N, N0, H, H0

.
Note em (4.11) a atualização de U no lugar de U0 na parte não linear do sistema.
Continuando sistematicamente com o processo preditor-corretor, é resolvido para U4 e é
encontrado aproximações de U1 
 
A1,M1, H1, F 1, G1, N1

, ou seja U4  U1.
No passo temporal n  k, para k ¥ 1, temos

PcA   PvA

F k, F k
		
A 

QcA  QvA

F k, F k
		
Ak   BvA

F k, F k
	
pPcM   PvM qM  pQcM  QvM qMk   BvM

Ak, Ak
	

PcH   PvH

Mk,Mk, Nk, Nk, Hk, Hk
		
H 

QcH  QvH

Mk,Mk, Nk, Nk, Hk, Hk
		
Hk   BvH

Ak, Ak
	
pPcF   PvF qF  pQcF  QvF qF k   BvF

Mk,Mk, Nk, Nk, Hk, Hk
	
pPcG   PvGqG  pQcG  QvGqGk   BvG

Mk,Mk, Nk, Nk, Hk, Hk
	
.
Depois,

PcA   PvA

F, F k
		
A2 

QcA  QvA

F, F k
		
Ak   BvA

F, F k
	
pPcM   PvM qM2  pQcM  QvM qMk   BvM

A, Ak
	

PcH   PvH

M,Mk, N, Nk, H, Hk
		
H2 

QcH  QvH

M,Mk, N, Nk, H, Hk
		
Hk   BvH

A, Ak
	
pPcF   PvF qF 2  pQcF  QvF qF k   BvF

M,Mk, N, Nk, H, Hk
	
pPcG   PvGqG2  pQcG  QvGqGk   BvG

M,Mk, N, Nk, H, Hk
	
.
Assim, até procurar U4 
 
A4,M4, H4, F 4, G4, N1

, obtemos Uk 1  U4.
64
5 Considerações Sobre Estabilidade, Conver-
gência e Estimativas do Erro
Para avaliar a estabilidade numérica, é analisada a condição de Péclet (ou número
de Péclet), que é um número adimensional relevante no estudo de fenômenos de transporte em
fluxos de fluidos. É definido como sendo a razão da taxa de advecção de uma grandeza física pelo
fluxo com a taxa difusão da mesma grandeza por um gradiente apropriado (BORÓWKO, 2000;
QUARTERONI, 2009). No contexto de espécies ou dispersão de massa, o número de Péclet é
igual a
Pe 
ωi∆xi
α
, (5.1)
em que,
• ωi é a componente do termo advectivo na direção xi,
• ∆xi é a longitude máxima do intervalo na direção xi, e
• α é o coeficiente global de espalhamento.
E a condição de estabilidade é dada por Pe ¤ 2.
Por outro lado, é claro que o erro real nunca pode ser determinado a não ser que a
solução exata seja conhecida. No entanto, mesmo quando a solução U  pA,M,H,F,G,Nq é
desconhecida, é possível construir estimativas do erro e determinar se o erro diminui à medida que
h diminui (diâmetro máximo de todos os elementos da malha, h  ∆x  ∆y) e a malha torna-se
mais refinada. As informações desse tipo são de grande utilidade em cálculos de elementos
finitos; as estimativas de erros podem ser usadas para julgar a aceitabilidade de várias opções
de elementos e estimar o aumento da precisão que se poderia esperar se o número de elementos
fosse duplicado ou triplicado (BECKER; CAREY; ODEN, 1981).
O erro absoluto (numérico) é definido pela expressão }U  Uh}, para alguma norma
vetorial }} (usualmente uma norma-p com p  2 ou p  8 (LEVEQUE, 2007)), onde Uh é a
solução aproximada obtida por meio do método numérico e U a solução exata. Em geral, este
erro não é utilizado pois depende da escala do problema e, portanto, um erro absoluto pequeno
não necessariamente significa que a solução numérica esteja próxima da exata (MIYAOKA, 2015).
Um modo de evitar isso é considerar o erro relativo
}U  Uh}
}U}
,
que é um erro medido em quantidade porcentual se é multiplicado por 100.
De acordo com (CIARLET, 2002) o problema de estimar o erro é reduzido a um
problema na teoria da aproximação para avaliar a distância
d pU,Vhq  infVhPVh }U  Vh} ,
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entre uma função U P V e um subespaço Vh  V . Supondo uma suavidade adequada na função U ,
a distância d pU,Vhq é limitada por uma constante (que geralmente envolve normas de derivadas
de ordem superior da função U) multiplicada por hα, para algum expoente α ¡ 0. Como
consequência, temos a informação adicional que, para uma dada solução U , existe uma constante
C pUq independente de h, tal que
}U  Uh} ¤ C pUqh
α. (5.2)
Se for esse o caso, devemos dizer que a ordem de convergência é α ou, de forma equivalente, que
temos uma convergência de Ophαq, e devemos simplesmente escrever
}U  Uh} ¤ O ph
αq .
Também é possível avaliar a diferença pU  Uhq em outras normas ou seminormas do espaço V,
chamando também erro às normas correspondentes }U  Uh},Ω.
Para o calculo desta taxa ou ordem de convergência α, temos que, no método de
elementos finitos (atendendo aos critérios de convergência), a solução aproximada converge para
a solução exata, na norma escolhida, quando o tamanho h dos elementos tende a zero e/ou o
grau p dos polinômios utilizados tende a infinito, ou seja
}eh}  }U  Uh} ¤ Ch
αpλ, (5.3)
onde C é uma constante que independe de h e p, α  min pp, λq, e λ é um real positivo que mede
a intensidade das singularidades. Fixando o grau dos polinômios, a expressão acima reduz-se à
expressão em (5.2). O procedimento para estimar este erro e calcular o ordem de convergência é
o seguinte:
Desde que não sabemos qual é a solução exata U de nosso problema, a alternativa
para estimar os erros (absoluto e relativo) é através da comparação das soluções numéricas de
diferentes malhas e, verificar se os resultados são coerentes. Para isso, consideramos três malhas
regulares com pontos coincidentes, de tal maneira que as malhas mais finas estão contidas nas
malhas grosseiras, com espaçamentos h1  h, h2  h{2 e h3  h{4 que fornecem as aproximações
numéricas U1, U2 e U3, respectivamente; e U¯1,U¯2 e U¯3 as restrições destas soluções aos pontos
coincidentes das três malhas (MIYAOKA, 2015). Agora, assumindo que assintoticamente para
h Ñ 0, este erro assume a igualdade, isto é, }U  Uh}  Chα, então as estimativas dos erros
correspondentes a cada par de malhas são:
}eh} 
U¯1  U¯2  Chα, (5.4)
}eh} 
U¯2  U¯3  C

h
2

α
. (5.5)
Usando as expressões em (5.4) e (5.5), podemos obter uma estimativa para o valor de α
α  log
U¯1  U¯2U¯2  U¯3

1
log 2 . (5.6)
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Com esta expressão, é possível estimar o valor numérico de α e verificar se corresponde ou está
perto de seu valor teórico. Para o caso do método dos elementos finitos, com funções de base
lineares por partes, como no nosso caso, a ordem é Ophq1, isto é, α  1. No caso do método de
Crank-Nicolson a taxa ou ordem de convergência é Op∆tq2, ou seja, α  2, e aqui h  ∆t é o
passo de tempo considerado (LEVEQUE, 2007).
5.1 Ordem e Erro Numérico do Método de Elementos Finitos
Uma maneira adequada de calcular o erro no espaço é manter o erro gerado pela
discretização temporal ao mínimo, ou seja, refinando a variável temporal, tanto quanto seja
possível e dando poucos passos. Assim, variando os valores de ∆x e ∆y que são os espaçamentos
da malha espacial e mantendo ∆t  0, 003 constante, (um valor relativamente pequeno para que
não haja influência do erro do método da discretização temporal na análise), em que o tempo
final é tf  0, 3 e o número de iterações é nt  100, obtemos a ordem do método de discretização
espacial em vários casos.
Para a análise, usamos um domínio quadrado com uma malha regular, onde o
número de subintervalos n nas direções x e y é o mesmo, o tamanho de passo é denotado por
h  ∆x  ∆y, sendo h  L{n, onde L é o lado do quadrado que aqui tomará o valor de 1. As
condições iniciais para cada variável são: A0  600, M0  1, H0  F0  G0  N0  0, em todo
o domínio. No caso da variável A, a condição inicial é um valor igual a K (a capacidade de
suporte), para que o estado estacionário seja atingido rapidamente. Exibimos os valores obtidos
nas Tabelas 1, 2, 3 e 4, para cada variável respectivamente, onde a norma vetorial escolhida para
um vetor U de tamanho n 1, é a norma-2 definida em (3.6) e a ordem numérica é calculada
como em (5.6), utilizando as soluções Ah, Ah{2 e Ah{4 (semelhante para as outras variáveis) no
lugar de U1, U2 e U3 respectivamente.
Na Tabela 1 correspondente à variável A, vemos que os erros absoluto e relativo
estão se aproximando cada vez mais de zero à medida que h torna-se menor, o que significa que
a ordem do erro permanece quase o mesmo em todos os casos. Na última coluna os valores de α
obtidos são positivos e crescentes e, conforme aumenta n, o último valor fica muito perto de 1,
ou seja, ocorre o comportamento esperado.
Nas Tabelas 2, 3, 4, 5 e 6 correspondentes às variáveis M , H, F , G e N respectiva-
mente, os erros relativos igualmente ficam perto de zero à medida que h se aproxima a zero,
mas em menor medida que no caso da variável A, e isto é porque na variável A a condição
inicial é igual ao estado estacionário, uma vez que este valor é conhecido e portanto é fixado
intencionalmente para que o erro seja tão pequeno quanto possível, o que não acontece com as
outras variáveis.
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n h
Ah  Ah{22 Ah  Ah{22 { }Ah}2 α
4 0,25         
8 0,125 1, 3730  103 4, 7539  107   
16 0,0625 1, 1340  103 3, 9244  107 0,2766
32 0,03125 7, 0817  104 2, 4507  107 0,6792
64 0,015625 3, 7609  104 1, 3015  107 0,9129
128 0,0078125 1, 8698  104 6, 4711  108 1,0081
Tabela 1 – Ordem e erro numérico no MEF na variável A
n h
Mh Mh{22 Mh Mh{22 { }Mh}2 α
4 0,25         
8 0,125 2,5426 6, 7819  102   
16 0,0625 2,3289 5, 9316  102 0,1266
32 0,03125 1,7316 4, 2550  102 0,4275
64 0,015625 1,0611 2, 5373  102 0,7065
128 0,0078125 0,5880 1, 3826  102 0,8514
Tabela 2 – Ordem e erro numérico do MEF na variável M
n h
Hh Hh{22 Hh Hh{22 { }Hh}2 α
4 0,25         
8 0,125 1,9111 6, 3853  102   
16 0,0625 1,8690 5, 9798  102 0,0321
32 0,03125 1,4564 4, 4990  102 0,3598
64 0,015625 0,9133 2, 7420  102 0,6732
128 0,0078125 0,5127 1, 5117  102 0,8329
Tabela 3 – Ordem e erro numérico do MEF na variável H
n h
Fh  Fh{22 Fh  Fh{22 { }Fh}2 α
4 0,25         
8 0,125 1, 0014  101 7, 1427  102   
16 0,0625 7, 4013  102 5, 0283  102 0,4362
32 0,03125 4, 3283  102 2, 8466  102 0,7739
64 0,015625 2, 2498  102 1, 4525  102 0,9440
128 0,0078125 1, 1114  102 7, 1060  103 1,0173
Tabela 4 – Ordem e erro numérico do MEF na variável F
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n h
Gh Gh{22 Gh Gh{22 { }Gh}2 α
4 0,25         
8 0,125 1, 1835  101 7, 6331  102   
16 0,0625 1, 0133  101 6, 2050  102 0,2240
32 0,03125 6, 6313  102 3, 9071  102 0,6117
64 0,015625 3, 6900  102 2, 1198  102 0,8456
128 0,0078125 1, 9075  102 1, 0803  102 0,9518
Tabela 5 – Ordem e erro numérico do MEF na variável G
n h
Nh Nh{22 Nh Nh{22 { }Nh}2 α
4 0,25         
8 0,125 4,3062 6, 4747  102   
16 0,0625 4,1624 5, 9892  102 0,0490
32 0,03125 3,2061 4, 4530  102 0,3765
64 0,015625 1,9971 2, 6966  102 0,6828
128 0,0078125 1,1166 1, 4810  102 0,8388
Tabela 6 – Ordem e erro numérico do MEF na variável N
Nas últimas colunas destas tabelas temos também que os valores de α obtidos são
positivos e crescentes conforme se aumenta n, notando que o último valor fica cada vez mais
perto de 1, ou seja do valor esperado.
5.2 Ordem e Erro Numérico do Método de Crank-Nicolson
Para o caso da análise do erro na variável temporal são mantidos ∆x e ∆y constantes,
ambos iguais a 0,03125 correspondentes a n  32, mas variando ∆t e utilizando o mesmo tempo
final tf  0, 3 como no caso anterior. Conforme ∆t diminui, o número de iterações temporais
it (ou número de passos no tempo nt) aumenta, dado que it  tf{∆t. As condições iniciais são
mantidas também como no caso anterior, e são definidas para todo o domínio.
Os erros são calculados para todas as variáveis em todos os pontos da malha e são
apresentados nas Tabelas 7, 8, 9, 10, 11 e 12.
Vemos que nos casos das variáveis A, M , H e N todas as ordens de convergência
α estão se aproximando a 2 de forma decrescente, e nas variáveis F e G, também estão se
aproximando a 2, mas desta vez de forma crescente. Também acontece que os erros absolutos e
relativos diminuem à medida que o número de iterações aumenta, sendo neste caso muito menores
do que os obtidos para o método de Elementos Finitos, já que o método de Crank Nicolson é de
ordem superior.
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nt h  tf{nt
Ah  Ah{22 Ah  Ah{22 { }Ah}2 α
4 0,075         
8 0,0375 4, 2750  103 2, 2417  107   
16 0,01875 9, 2745  104 4, 8630  108 2,2047
32 0,009375 1, 9043  104 9, 9853  109 2,2839
64 0,0046875 4, 0320  105 2, 1141  109 2,2396
128 0,00234375 9, 2757  106 4, 8636  1010 2,1199
256 0,001171875 2, 2542  106 1, 1820  1010 2,0408
Tabela 7 – Ordem e erro numérico do MCN na variável A
nt h  tf{nt }Mh M}2
Mh Mh{22 { }Mh}2 α
4 0,075         
8 0,0375 3, 1603  101 1, 2710  103   
16 0,01875 2, 1799  102 8, 7687  105 3,8577
32 0,009375 2, 1070  103 8, 4779  106 3,3705
64 0,0046875 5, 2639  104 2, 1173  106 2,0014
128 0,00234375 1, 3157  104 5, 2927  107 2,0002
256 0,001171875 3, 2893  105 1, 3231  107 2,0000
Tabela 8 – Ordem e erro numérico do MCN na variável M
nt h  tf{nt
Hh Hh{22 Hh Hh{22 { }Hh}2 α
4 0,075         
8 0,0375 7, 2891  102 3, 6735  104   
16 0,01875 1, 2204  102 6, 1515  105 2,5783
32 0,009375 2, 9590  103 1, 4919  105 2,0437
64 0,0046875 7, 5613  104 3, 8112  106 1,9688
128 0,00234375 1, 9247  104 9, 7015  107 1,9739
256 0,001171875 4, 8444  105 2, 4417  107 1,9902
Tabela 9 – Ordem e erro numérico do MCN na variável H
nt h  tf{nt
Fh  Fh{22 Fh  Fh{22 { }Fh}2 α
4 0,075         
8 0,0375 3, 8840  103 4, 1733  104   
16 0,01875 5, 7190  103 6, 1467  104 -0,5582
32 0,009375 2, 9240  103 3, 1447  104 0,9677
64 0,0046875 9, 9633  104 1, 0716  104 1,5535
128 0,00234375 2, 7852  104 2, 9960  105 1,8388
256 0,001171875 7, 1980  105 7, 7432  106 1,9571
Tabela 10 – Ordem e erro numérico do MCN na variável F
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nt h  tf{nt
Gh Gh{22 Gh Gh{22 { }Gh}2 α
4 0,075         
8 0,0375 2, 3776  102 2, 3190  103   
16 0,01875 8, 6060  103 8, 3755  104 1,4660
32 0,009375 2, 9380  103 2, 8574  104 1,5502
64 0,0046875 8, 7416  104 8, 4980  105 1,7491
128 0,00234375 2, 3403  104 2, 2749  105 1,9011
256 0,001171875 5, 9745  105 5, 8073  106 1,9698
Tabela 11 – Ordem e erro numérico do MCN na variável G
nt h  tf{nt
Nh Nh{22 Nh Nh{22 { }Nh}2 α
4 0,075         
8 0,0375 1, 3331  101 3, 0236  104   
16 0,01875 2, 1820  102 4, 9491  105 2,6110
32 0,009375 5, 3730  103 1, 2187  105 2,0217
64 0,0046875 1, 3420  103 3, 0452  106 2,0008
128 0,00234375 3, 3560  104 7, 6119  107 2,0002
256 0,001171875 8, 3899  105 1, 9029  107 2,0000
Tabela 12 – Ordem e erro numérico do MCN na variável N
Com esta análise, podemos concluir que o algoritmo construído para obter as solu-
ções numéricas produz resultados coerentes, ainda podemos dizer mais explicitamente que as
aproximações convergem para a solução exata com relação à norma }}2. Isso também nos diz
que as aproximações numéricas convergem para uma solução única, quando os tamanhos dos
espaçamentos espacial (∆x,∆y) e temporal (∆t) se aproximam de zero, produzindo erros cada
vez menores que estão em conformidade com os ordens de convergência de cada método. Isso
indica que podemos usar malhas pouco refinadas para obter resultados satisfatórios, o que é uma
grande vantagem em relação ao tempo de execução.
5.3 Diferenças Finitas
Como não conhecemos uma solução analítica do nosso problema, além de fazer
análise de convergência e erro numérico, recorremos ao uso de outro método de aproximação para
contrastar as soluções obtidas pelo método de elementos finitos. Com base nisso, são aplicadas
as fórmulas de diferenças finitas centradas de segunda ordem às variáveis espaciais x e y e na
variável temporal t usamos o mesmo método de Crank Nicolson. Usamos o mesmo domínio
espacial, as mesmas condições iniciais e de contorno, e geramos as mesmas malhas para cada
método.
O Método de Diferenças Finitas fornece estimativas para o gradiente∇U 

BU
Bx
,
BU
By
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e o Laplaciano ∆U  B
2U
Bx2
 
B2U
By2
, na forma:
∇Un 1{2i,j 

U
n 1{2
i 1,j  U
n 1{2
i1,j
2∆x  O
 
∆x2

,
U
n 1{2
i,j 1  U
n 1{2
i,j1
2∆y  O
 
∆y2

∆Un 1{2i,j 
U
n 1{2
i 1,j  2U
n 1{2
i,j   U
n 1{2
i1,j
∆x2  O
 
∆x2

 
U
n 1{2
i,j 1  2U
n 1{2
i,j   U
n 1{2
i,j1
∆y2  O
 
∆y2

e considerando que, Un 1{2i,j 
Un 1i,j   U
n
i,j
2 , temos as expressões que aproximam a cada operador
da seguinte maneira:
∇U 

Un 1i 1,j  U
n 1
i1,j
4∆x  
Uni 1,j  U
n
i1,j
4∆x ,
Un 1i,j 1  U
n 1
i,j1
4∆y  
Uni,j 1  U
n
i,j1
4∆y

∆U 
Un 1i 1,j  2Uni,j   Un 1i1,j
2∆x2  
Un 1i,j 1  2Un 1i,j   Un 1i,j1
2∆y2
Uni 1,j  2Uni,j   Uni1,j
2∆x2  
Uni,j 1  2Uni,j   Uni,j1
2∆y2
Estas fórmulas são aplicadas a cada equação do sistema (2.12) e como esperado, os
resultados foram idênticos aos obtidos pelo método de elementos finitos, mas demorando mais
tempo para sua execução. Isto nos permite ter ainda mais confiança nas soluções obtidas. A
escolha deste método é justificada por sua precisão para domínios regulares, que é da ordem
O  ∆x2  ∆y2.
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6 Parâmetros Variáveis
6.1 Coeficiente de Dirpesão
O estudo da dispersão de populações de espécies de vetores são de elevado interesse
sanitário, pois as variações neste parâmetro podem estar diretamente relacionado à eficácia na
propagação de vírus e parasitos por elas veiculadas (TRPIS; HAUSERMANN, 1986). A dispersão
por parte das fêmeas de mosquitos pode ser justificada por dois propósitos principais: busca de
fonte sanguínea para a alimentação e procura de local para oviposição. Estudos de dispersão de
Aedes aegypti marcados mostraram que a espécie realiza, em geral, deslocamentos considerados
curtos, de 50m a 200m a partir dos locais de soltura (TRPIS; HAUSERMANN, 1986). Acredita-se
que, havendo aglomerações humanas e alta disponibilidade de criadouros disponíveis, as fêmeas
não parecem necessitar realizar grandes deslocamentos. Por outro lado, em ambientes com
escassez de hospedeiros e sítios de oviposição, fêmeas tenderiam a apresentar deslocamento maior
(FREITAS; CODEÇO; OLIVEIRA, 2007). Isto corrobora a hipótese de que a intensidade da
dispersão de fêmeas de Aedes aegypti é inversamente proporcional à disponibilidade de criadouros
e hospedeiros: quanto maior a oferta, menor tende a ser o deslocamento e vice-versa (FREITAS;
CODEÇO; OLIVEIRA, 2007). No entanto, em locais onde não havia limitações à dispersão,
sem barreiras geográficas como montanhas e grandes coleções de água, como rios e lagos, fêmeas
foram capazes de se deslocar por distâncias superiores a 500m (FREITAS, 2010). Foi mostrado
ainda que fêmeas de Aedes aegypti não costumam voar para o interior de matas secundarias
em distâncias superiores a 100m, reforçando seu caráter urbano e hematofágico (FREITAS;
CODEÇO; OLIVEIRA, 2007).
A capacidade de dispersão de Aedes aegypti provavelmente varia ao longo de seu
ciclo gonotrófico, uma vez que as fêmeas são atraídas por diferentes estímulos em cada estado
fisiológico. Por exemplo, fêmeas não alimentadas responderiam mais intensamente a sinais que
apontem presença de hospedeiros, ao passo de fêmeas grávidas seriam mais atraídas por sinais
que indiquem sítios de oviposição (FREITAS, 2010).
Apesar de haver na literatura um conhecimento sólido sobre a dispersão de Aedes
aegypti, ainda restam diversas dúvidas a respeito do potencial de dispersão desta espécie como,
por exemplo, os fatores bióticos e abióticos que possam influenciar seu raio de vôo em diferentes
ambientes, sua capacidade de deslocamento e a direção do vôo assumida após a soltura (FREITAS,
2010), além do vento.
Neste contexto, em nosso trabalho, para introduzir heterogeneidade na paisagem
no domínio de estudo, o que pode significar, por exemplo, a existência de áreas rurais (áreas
arborizadas com fontes de água) e/ou áreas urbanas (casas e edifícios) que pudessem de alguma
maneira interferir com o movimento ou deslocamento dos mosquitos, é considerado o coeficiente
de dispersão como uma função constante definida por partes no domínio.
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Como já mencionamos anteriormente consideraremos um domínio quadrado escalado
em Ω  ra, bs  ra, bs, o qual é dividido em oito subdomínios e em cada um, o coeficiente de
dispersão vai ter valores fixos da seguinte maneira:
αU px, yq 
$''''''''''''''''''''&
''''''''''''''''''''%
α1 a ¤ x   b{4, a ¤ y ¤ b{2
α2 b{4 ¤ x   b{2, a ¤ y ¤ b{2
α3 b{2 ¤ x   3b{4, a ¤ y ¤ b{2
α4 3b{4 ¤ x ¤ b, a ¤ y ¤ b{2
α5 a ¤ x   b{4, b{2   y ¤ b
α6 b{4 ¤ x   b{2, b{2   y ¤ b
α7 b{2 ¤ x   3b{4, b{2   y ¤ b
α8 3b{4 ¤ x ¤ b, b{2   y ¤ b.
(6.1)
em que, U  pA,M,H,F,G,Nq e α1, α2, α3, ... ,α8, são constantes positivas e serão tomadas
da literatura disponível, como (MAIDANA; YANG, 2007; GOMES, 2009; SILVEIRA, 2011), e
irão variar de acordo com as considerações mencionadas acima. O gráfico da equação (6.1) foi
construído para a  0, b  1 e os αi variam no intervalo r1, 5 104 4, 5 103s e é mostrado
na Figura 4.
Figura 4 – Gráfico da função do coeficiente de dispersão.
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6.2 Coeficiente de Mortalidade Induzida
Nossa proposta para o parâmetro correspondente ao adulticida µI , é modelá-lo por
meio da função
µI pt, x, yq  ke
papx2p1xq2 y2p1yq2qbtq, (6.2)
em que k ¤ 1, a e b são contantes positivas. Numericamente usamos os valores k  1, a  1 e
b  0 para ilustrar o comportamento da função nas variáveis x e y, ou seja só em seu domínio
espacial (vide Figura 5). A motivação para escolher esta função, é pensando no fato que o
domínio estudado é um quadrado, então, no processo de fumigação o inseticida é espalhado na
seguinte forma: No percurso do carro fumigador, os cantos irão obter mais inseticida por serem
expostos duas vezes, os lados apenas uma vez, e o centro pouca ou nenhuma exposição.
Figura 5 – Gráfico da função de mortalidade induzida para o mosquito na fase adulta, nas
variáveis espaciais.
Além disso, numericamente usamos os valores k  1, a  0 e b  3 para ilustrar o
comportamento da função na variável temporal t no intervalo r0 2s, considerando que o efeito
residual do inseticida no ambiente é imediato e de curta duração (OPS; OMS, 2011), e para
nosso caso é de até dois dias máximo, matando quase todos os mosquitos nas primeiras horas de
sua pulverização (NEUMAM, 2016). Além disso, consideramos a variável µI no intervalo r0 1s
(vide Figura 6).
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Figura 6 – Gráfico da função de mortalidade induzida para o mosquito na fase adulta, na
variável temporal.
Para simular o efeito dos larvicidas no controle de larvas de Aedes aegypti, considera-
remos que eles são aplicados diretamente de forma local em cada criadouro. Seu efeito residual é
variável, aproximadamente de 8 a 23 semanas (OPS; OMS, 2011), e diminui ao longo do tempo,
o que dependerá do tipo de larvicida, da quantidade, da forma de aplicação e da exposição do
criadouro. Assim o parâmetro correspondente ao larvicida µL, será modelado mediante a função
µL ptq  ke
st (6.3)
em que k ¤ 1 e s é uma constante positiva. O gráfico desta função foi construído para k  1,
s  0, 006 e a variável temporal t no intervalo r0 100s. Para µL consideramos o intervalo r0 1s,
(vide Figura 7).
Figura 7 – Gráfico da função de mortalidade induzida para o mosquito na fase aquática
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6.3 Taxa de Liberação de Mosquito Estéril
Tendo em conta experiências passadas em relação ao uso da técnica SIT em algumas
localidades brasileiras para o combate ao mosquito, tornou-se necessário estabelecer estratégias
adequadas para melhorar seu uso e implementação. Atualmente, especialistas da ONU discutem
como melhorar esta implementação, principalmente no Brasil (LENHARO, 2016), e é por isso
que aqui propomos algumas estratégias que podem ajudar a tomar decisões apropriadas para
combater este mosquito.
O parâmetro δ definido em (2.15), representa a taxa em que os mosquitos estéreis
são liberados no meio ambiente ao longo do tempo, em pontos específicos do domínio, o que
significa que este parâmetro terá dependência temporal e espacial.
Ele será testado inicialmente de três maneiras diferentes levando em consideração a
periodicidade com a qual são liberados. Depois é determinado qual das estratégias apresenta
melhor eficiência na diminuição dos mosquitos selvagens, para ser adotada nas simulações
subsequentes. Portanto, o parâmetro irá tomar as formas descritas em seguida.
Estratégia 1
Para modelar uma única liberação num tempo t, em quatro pontos px, yq do domínio,
com N0  0, δ terá a forma:
δ pt, x, yq 
$&
%0, @t  τ e @ px, yq R Sc1, para t  τ e @ px, yq P S (6.4)
em que c1 ¡ 0, τ P p0, T q e S  tpx1, y1q , px2, y2q , px3, y3q , px4, y4qu  Ω. O gráfico desta função
fixando as variáveis espaciais está na Figura 8.
τ T
c₁
t
δ
Figura 8 – Gráfico da função δ, estratégia 1.
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Estratégia 2
Para modelar liberações não contínuas ao longo de um período de vários dias, em
quatro pontos px, yq do domínio, com N0  0, δ vai ser:
δ pt, x, yq 
$&
%0, @t P r0, τ1q Y pτ2, T s e @ px, yq R Sc2, @t P rτ1, τ2s e @ px, yq P S (6.5)
em que c2 ¡ 0, τ1, τ2 P p0, T q e S é como no caso anterior. O gráfico está na Figura 9.
τ₁ T
c
t
δ
τ
Figura 9 – Gráfico da função δ, estratégia 2.
Estratégia 3
Finalmente, para modelar liberações não contínuas, mas sim periódicas, como por
exemplo, uma liberação a cada semana começando no dia τ1 da semana 1 e daí para frente, no
intervalo de tempo t  p0, T s, em quatro pontos px, yq do domínio, temos que N0  0 e δ é:
δ pt, x, yq 
$&
%c3, t  τ3, τ4, ... e @ px, yq P S0 c.c. (6.6)
onde c3 ¡ 0 e S é como na equação (6.4). O gráfico está na Figura 10.
c
t
δ
τ₁ τ₂ τ₃ ... T
Figura 10 – Gráfico da função δ, estratégia 3.
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Para aplicar estas estratégias são assumidas as seguintes considerações:
• 100% dos machos geneticamente modificados são estéreis e a qualidade das liberações
destes mosquitos é feita seguindo a política de solturas próximas a criadouros e portanto é
perto dos locais de reprodução, ou seja p  1.
• A competência sexual dos machos estéreis é 70% em relação ao dos machos selvagens, ou
seja, q  0, 7, (ESTEVA; YANG, 2005).
Para determinar o número de mosquitos que devem ser liberados em cada momento,
vários aspectos devem ser levados em consideração, entre eles: o isolamento geográfico da área
a ser tratada, o número de pessoas que a habitam e o número de mosquitos machos selvagens
presentes no momento da liberação. De acordo com pesquisas realizadas por cientistas brasileiros,
esta quantidade deve estar na proporção de pelo menos 10 a 1, ou seja, 10 machos estéreis para
cada macho fértil, para que a técnica possa ser mais eficiente (LENHARO, 2016). No entanto, na
prática, o número de mosquitos machos selvagens presentes é difícil de estimar, porque isso vai
depender do número de criadouros existentes (GOMES, 2009; SILVEIRA, 2011), da capacidade
de suporte de cada um destes e das condições climáticas, tornando-se uma tarefa muito difícil
de realizar. Mas se fosse possível antecipadamente estimar o número de criadouros existentes
e a capacidade de suporte de cada um deles (o que é imposto como condição inicial no nosso
problema), então é possível estabelecer em cada instante das liberações o quanto esse valor deve
ser, usando a proporção 10 a 1. Este procedimento é usado em cada um dos cenários que incluem
mosquitos estéreis no próximo capítulo.
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7 Simulações e Resultados
Para as simulações foi desenvolvido um código numérico no software MATLAB,
a partir do qual foram realizados alguns testes para obter os cenários e resultados que são
apresentados neste capítulo.
O domínio espacial considerado é um quadrado de 400400 unidades de comprimento,
redimensionado em r0 1s  r0 1s, dividido em 40 subintervalos em cada direção todos de
igual comprimento, o que gera uma malha regular com 1.681 nós, em que dx  dy  0, 025.
Enquanto que para o domínio temporal é considerado um período de 100 dias, isto é, t P r0 100s,
correspondendo a aproximadamente uma estação estacionária sazonal, e foram usadas 4000
iterações o que produz um dt  0, 025.
As funções para os parâmetros variáveis foram descritas no capítulo anterior, espe-
cificamente os valores para o coeficiente de dispersão αi, i  1, 2, ..., 8 que foram definidos por
partes, são variados no intervalo

1, 5 104 4, 5 103

mantendo-o sempre um pouco maior
para as fêmeas fertilizadas. Isso porque espera-se que elas sejam as mais ágeis em busca de
sangue para se alimentar e de água parada para colocar seus ovos.
As componentes advectivas foram escolhidas arbitrariamente, mantido o número de
Péclet (5.1) para as fêmeas fertilizadas no intervalo

5, 5 104 2, 5 102

e para as outras
populações em

6, 2 104 3, 3 102

, mantendo sempre a condição de estabilidade.
O valor da capacidade de suporte K é definido por cada nó do domínio, isto é,
se sobre o domínio têm-se 1.681 nós (não necessariamente todos representam criadouros) e a
capacidade de suporte é igual a 3, então a capacidade de suporte global é de 1.681 3  5043.
Aqui é possível ser mais restritivo no sentido de estabelecer que novos locais de reprodução
não apareçam ao longo do tempo, fixando o valor deste parâmetro por criadouro e não por nó,
simulando o fato de que o controle mecânico é aplicado no resto do domínio. Isso é deixado para
futuros trabalhos.
Os demais parâmetros como as taxas de mortalidade e de maturação são constantes,
assumidos todos para uma temperatura de 25oC, e foram obtidos de (THOMÉ; YANG; ESTEVA,
2010) e (YANG et al., 2009). Na Tabela 13, estão resumidos os valores destes parâmetros.
Na definição das condições iniciais para todos os cenários, o domínio espacial é
dividido em quatro quadrantes conforme a Figura 11, onde o canto inferior esquerdo representa a
origem das coordenadas. No primeiro quadrante (I), são colocados arbitrariamente 10 criadouros
com valores aleatórios no intervalo r1 3s, ou seja, A0 é diferente de zero apenas nesses 10 nós. As
outras condições iniciais são todas iguais a zero em todo o domínio, exceto o número de fêmeas
H0 para o qual é atribuído um número aleatório no intervalo p0 1s, isso porque M0, N0 e H0
não podem ser zeros simultaneamente, já que teríamos divisões por zero pelos quocientes nas
equações de H, F e G.
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Parâmetro Valor Unidad Descrição
α r0, 00015 0, 0045s km2{dia parâmetro de dispersão
ω1 0,0002 km{dia componente advectiva direção este-oeste
ω2 -0,0001 km{dia componente advectiva direção norte-sul
K 3 indivı´duos capacidade de suporte da fase aquática
r 0,5 percentagem proporção de fêmeas e machos
φ 6,353 dia1 taxa de oviposição intrínseca
γ 0,121 dia1 taxa de maturação
β 0,7 dia1 taxa de fertilização de machos selvagens
βN 0,5 dia1 taxa de fertilização de machos estéreis
µA 0,0583 dia1 taxa de mortalidade natural fase aquática
µH  µF 0,0337 dia1 taxa de mortalidade natural fêmeas selvagens
µG 0,0583 dia1 taxa de mortalidade natural fêmeas estéries
µM 0,06 dia1 taxa de mortalidade natural machos selvagens
µN 0,07 dia1 taxa de mortalidade natural machos estéreis
µL e
0,006t dia1 taxa de mortalidade induzida na fase aquática
µI e
ppx2p1xq2 y2p1yq2q3tq dia1 taxa de mortalidade induzida na fase alada
δ 0 dia1 taxa de liberação de mosquito estéril
Tabela 13 – Valores dos parâmetros para o sistema (2.12)
Todos os gráficos que mostram a distribuição espacial no domínio, foram plotados
sucessivamente para os instantes de tempo t  25, 50, 75 e 100, onde t representa dias, e os gráficos
evolutivos que descrevem a solução ao longo do tempo, foram plotados nos nós 203, 683, 1061 e
1321, distribuídos e identificados na Figura 11, como no 1, no 2, no 3 e no 4 respectivamente, em
que o canto inferior esquerdo representa a origem das coordenadas. Note-se que os nós 1 e 2
estão perto dos locais de reprodução, enquanto os nós 3 e 4 estão mais longe.
I II
IVIII
no1
no2
no3
no4
Figura 11 – Distribuição dos nós para os gráficos temporais no domínio.
Nos cenários seguintes, primeiro é simulado o comportamento evolutivo das popula-
ções sem a interferência de controles (Cenário sem controle). Depois, serão ilustrados cenários
com interferência de controles utilizando larvicidas, inseticidas e mosquitos estéreis, a partir
das três estratégias de aplicação que foram descritas na seção 6.3 (Cenários com controle).
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Finalmente, serão mostrados cenários em que são combinadas várias técnicas de controle no
mesmo tratamento (Cenários combinando controles).
7.1 Cenário Sem Controle
No cenário 1 a seguir, como foi dito, a dinâmica do comportamento da população de
mosquitos é simulada sem a interferência de nenhum tipo de controle. Este cenário irá servir
para testar a eficácia das técnicas de controle que serão aplicadas nos cenários subsequentes,
correspondentes aos cenários com controle. Essa eficácia é medida em termos da diminuição do
número de fêmeas fertilizadas ao longo do tempo, uma vez que são as que espalham doenças e
para isso utilizamos a expressão em (1.1).
7.1.1 Cenário 1: Sem controle
Nas Figuras 12, 13, 14, 15 e 16 é fácil observar que cada população tende a se espalhar
rapidamente por todo o domínio, sendo a colonização mais rápida nas áreas onde o coeficiente de
dispersão é maior e onde as condições iniciais são diferentes de zero.
Nos gráficos da Figura 17, nota-se que cada população tende a se estabilizar num
valor fixo, independentemente das condições iniciais da fase aquática (Ah), tomando aqui valores
aleatórios no nó 1 no intervalo r0, 305 0, 6s, no nó 2 no intervalo r2, 405 2, 7s e zero nos nós 3
e 4. Além disso, observe-se em cada nó, a proliferação de fêmeas fertilizadas (Fh) acima dos
indivíduos na fase aquática, aproximadamente após t  36.
Somando o número de mosquitos fêmeas fertilizadas em todo o domínio no final de
cada dia, durante todo o período de 100 dias, é de 475.390.
Figura 12 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), como condição
inicial (t  0), sem aplicação de controles.
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Figura 13 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, sem aplicação de controles.
Figura 14 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, sem aplicação de controles.
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Figura 15 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, sem aplicação de controles.
Figura 16 – Cenário 1: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, sem aplicação de controles.
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Figura 17 – Cenário 1: Dinâmica evolutiva das populações sem aplicação de controles.
7.2 Cenários Com Controle
Nos cenários 2 e 3 das subseções 7.2.1 e 7.2.2 a seguir, são aplicados controles por
meio de larvicidas e adulticidas fazendo uso das funções definidas em (6.3) e (6.2) respectivamente.
Nos cenários 4, 5 e 6 das subseções 7.2.3, 7.2.4 e 7.2.5 são aplicados controles utilizando mosquitos
esterilizados por meio das estratégias 1, 2 e 3 definidas em (6.4), (6.5) e (6.6) respectivamente.
7.2.1 Cenário 2: Controle com larvicida
Neste cenário o larvicida é aplicado em t  0 e fica atuando para todo t com
decaimento conforme passa o tempo e de acordo com a equação (6.3).
As Figuras 18, 19, 20 e 21 mostram, que como esperado e devido ao larvicida, a
quantidade de mosquitos em todos os compartimentos, é menor em relação ao cenário 1. A
distribuição dos mosquitos no domínio conforme passa o tempo é influenciada fortemente pelo
parâmetro de dispersão.
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Figura 18 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de larvicida.
Figura 19 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de larvicida.
Capítulo 7. Simulações e Resultados 87
Figura 20 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de larvicida.
Figura 21 – Cenário 2: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de larvicida.
Capítulo 7. Simulações e Resultados 88
Figura 22 – Cenário 2: Dinâmica evolutiva das populações com aplicação de larvicida.
Nos gráficos evolutivos da Figura 22 se observa que a população na fase aquática (Ah)
vai para zero nas primeiras iterações, mas depois de alguns dias, começa novamente a aumentar
lentamente conforme o efeito do larvicida decai. Em cada nó os mosquitos na fase aquática, se
aproximam ao valor de 3, que é o valor da capacidade de suporte, as fêmeas fertilizadas (Fh) para
um valor acima de 4, os machos (Mh) para um valor acima de 2,6 e as fêmeas não fertilizadas
(Hh) para um valor abaixo de 0,3. Observando-se também um comportamento estacionário em
cada população.
O número total de fêmeas fertilizadas ao final do período em todo o domínio é de
353.090, o que dá uma eficiência de Σ  25, 72%, ou seja, se obtém uma diminuição da população
de fêmeas fertilizadas de 25, 72%, num período de 100 dias utilizando controle por larvicidas,
aplicado apenas uma vez no início do período.
7.2.2 Cenário 3: Controle com adulticida
Neste cenário o adulticida é aplicado conforme a equação (6.2), começando no
dia t  17 e a fumigação continua sendo aplicada a cada duas semanas, ou seja nos dias
t  31, 45, 59, 73 e 87.
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Figura 23 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de adulticida.
Figura 24 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de adulticida.
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Figura 25 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de adulticida.
Figura 26 – Cenário 3: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de adulticida.
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As Figuras 23, 24, 25 e 26 mostram que, à medida que passa o tempo, a distribuição
dos mosquitos no domínio depende da dispersão e nas últimas iterações tem grande influência
a mortalidade induzida causada pelo adulticida, mas desta vez o número de mosquitos fêmeas
fertilizadas (Fh) é menor que do cenário 2 nas últimas iterações.
Figura 27 – Cenário 3: Dinâmica evolutiva das populações com aplicação de adulticida.
Nos gráficos da Figura 27, note-se o comportamento oscilatório principalmente nas
populações de machos (Mh) e fêmeas fertilizadas (Fh), isto ocorre por causa do adulticida que é
jogado a cada duas semanas. Embora haja uma diminuição na população quando o adulticida é
aplicado, observa-se, como nos casos anteriores, um comportamento assintoticamente estacionário
em cada população.
O número total de fêmeas fertilizadas em todo o domínio ao final do período é de
330.470, isto quer dizer que a eficácia com relação à diminuição das fêmeas fertilizadas é de
30, 48%, um valor maior que no caso do larvicida.
7.2.3 Cenário 4: Controle com mosquitos estéreis, usando a estratégia 1
Neste cenário é aplicado um controle fazendo uso dos mosquitos estéreis com base
na estratégia 1 descrita na seção 6.3. Para a liberação dos mosquitos são escolhidos 4 pontos
do domínio correspondentes aos nós 232, 284, 641 e 692 todos localizados no quadrante I do
domínio conforme à Figura 11 e perto dos locais de reprodução, enfatizando o fato de que os nós
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232 e 284 estão localizados numa área com dispersão igual a 0, 00015, que é muito menor do que
a dispersão da área dos nós 641 e 692, que é 0, 002.
Em cada um desses nós, são liberados um total de 5846,9 mosquitos geneticamente
modificados, igualmente distribuídos nesses 4 nós. Esta quantidade está em correspondência 10
a 1 em relação ao número de mosquitos machos selvagens presentes no momento da liberação,
que neste caso corresponde ao dia t  17, por considerar que naquele instante de tempo há uma
população suficiente de fêmeas para o acasalamento.
Nas Figuras 28, 29, 30 e 31 são adicionados os gráficos do comportamento das
populações dos mosquitos machos estéreis e o das fêmeas estéreis que se acasalam com esses
machos.
Figura 28 – Cenário 4: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com liberação de mosquitos estéreis usando a estrátegia 1.
Figura 29 – Cenário 4: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com liberação de mosquitos estéreis usando a estrátegia 1.
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Figura 30 – Cenário 4:Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com liberação de mosquitos estéreis usando a estrátegia 1.
Figura 31 – Cenário 4: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com liberação de mosquitos estéreis usando a estrátegia 1.
Pode ver-se nos gráficos das Figuras 28, 29, 30 e 31 que a distribuição de mosquitos
sobre o domínio é fortemente influenciada pelo valor do parâmetro de dispersão e pela presença
dos mosquitos estéreis. Observa-se nas últimas iterações, que existe menor concentração de
mosquitos machos selvagens (Mh) nas áreas onde a quantidade de mosquitos machos estéreis
(Nh) é predominante e vice-versa. Também se pode observar que a população de mosquitos
machos estéreis diminui rapidamente com o passar do tempo, isto é coerente com o período
médio de vida do mosquito, o que nos diz antecipadamente que esta estratégia poderia não ser
muito viável.
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Figura 32 – Cenário 4: Dinâmica evolutiva das populações com liberação de mosquitos
estéreis usando a estrátegia 1.
Figura 33 – Cenário 4: Dinâmica evolutiva das populações com liberação de mosquitos
estéreis usando a estrátegia 1.
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Os gráficos evolutivos da Figura 32 mostram uma pequena queda na população de
fêmeas fertilizadas (Fh) após da soltura dos mosquitos estéreis e a velocidade com que aumenta
novamente diminui aproximadamente depois do dia t  25, quando a população de mosquitos
estéreis começa a decair, tendo um aumento na população de mosquitos fêmeas estéreis (Gh) ao
mesmo tempo. Os gráficos da Figura 33 mostram a evolução no decaimento da população dos
mosquitos estéries (Nh) depois de ser liberados.
O número total de fêmeas fertilizadas ao final do período em todo o domínio, é de
410.220 e se obtêm uma diminuição desta população de 13, 70%, utilizando a estratégia 1.
7.2.4 Cenário 5: Controle com mosquitos estéreis, usando a estratégia 2
Fazendo uso da estratégia 2 descrita na seção 6.3, são feitas 12 liberações, uma por
dia durante 12 dias consecutivos, começando no dia t  17 e continuando até o dia t  28.
No total sao liberados 34.500 mosquitos estéreis, distribuidos igualmente nos mesmos 4 nós
do subseção 7.2.3. Isto é, serão 12 liberações onde a quantidade de mosquitos liberados
tambem é dependente da quantidade de mosquitos selvagens presentes no momento.
Um comportamento semelhante ao caso anterior é percebido nas Figuras 34,
35, 36 e 37, em relação à tendência na distribuição dos mosquitos sobre o domínio, que é
dependente do valor do parâmetro de dispersão e da presença dos mosquitos estéreis.
Figura 34 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com liberação de mosquitos estéreis usando a estrátegia 2.
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Figura 35 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com liberação de mosquitos estéreis usando a estrátegia 2.
Figura 36 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com liberação de mosquitos estéreis usando a estrátegia 2.
Nos gráficos evolutivos da Figura 38, também são percebidas semelhanças
com relação ao cenário 4. Há uma queda notável de fêmeas fertilizadas (Fh) no nó 1,
no intervalo r17 48s e no nó 2, é percebida uma diminuição da velocidade com que essa
mesma população aumenta nesse mesmo intervalo. Esse comportamento é consistente com
a velocidade na qual os mosquitos estéreis estão sendo liberados, aqui é mais lenta em
comparação com o cenário 4.
Os gráficos da Figura 39 mostram a evolução no decaimento da população dos
mosquitos estéries (Nh) neste caso, depois de ser liberados.
Capítulo 7. Simulações e Resultados 97
Figura 37 – Cenário 5: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com liberação de mosquitos estéreis usando a estrátegia 1.
Figura 38 – Cenário 5: Dinâmica evolutiva das populações com liberação de mosquitos
estéreis usando a estrátegia 2.
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Figura 39 – Cenário 5: Dinâmica evolutiva das populações com liberação de mosquitos
estéreis usando a estrátegia 2.
O número total de fêmeas fertilizadas em todo o domínio ao final do período
é de 338.700 e a eficácia da estratégia é 28, 75%. Pode-se dizer que há uma diferença
significativa da estratégia 2 em relação à estratégia 1, uma vez que os valores da eficácia
de cada uma diferem em mais de dobro.
7.2.5 Cenário 6: Controle com mosquitos estéreis, usando a estratégia 3
Neste cenário é aplicada a estratégia 3 descrita também na seção 6.3, em que são
feitas como no cenário 5, 12 liberações, mas desta vez cada liberação é feita semanalmente.
Isto é, a cada 7 dias são liberados uma quantidade de mosquitos estéries em proporção 10
a 1 com relação à quantidade de mosquitos selvagens presentes no momento. A liberação
começa no dia t  17 e continua nos dias t  24, 31, 38, 45, 52, 59, 66, 73, 80, 87 e 94. No
total são liberados 199.800 mosquitos estéreis, distribuidos igualmente nos mesmos 4 nós
dos cenários anteriores.
Nas Figuras 40, 41, 42 e 43 a distribuição sobre o domínio de todas as populações
é similar à distribuição dos mosquitos nos cenários 4 e 5, com a diferença de que aqui a
quantidade de mosquitos estéreis (machos e fêmeas) permanece maior em cada instante do
tempo, o que é consistente pela freqüência com que esses mosquitos são liberados. Além
disso neste cenário a tendência em geral é a diminuição da população selvagem e aumento
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da população estéril principalmente nas áreas onde esses últimos mosquitos são colocados.
Figura 40 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com liberação de mosquitos estéreis usando a estrátegia 3.
Figura 41 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com liberação de mosquitos estéreis usando a estrátegia 3.
Nos gráficos evolutivos da Figura 44, é percebida uma diminuição notável das
fêmeas fertilizadas (Fh) principalmente nos nós 1 e 2, onde atingem perto de 0,4 e 1,2
respectivamente, ao final do dia 100, impactando também a quantidade dos mosquitos na
fase aquática (Ah) nesses mesmos nós. Enquanto nos nós 3 e 4 não é percebida grande
diminuição, porque esses nós estão longe da zona de liberação de mosquitos estéreis. Esta
grande diferença nas quantidades de mosquitos estéreis (Nh) nos nós, também pode ser
observada nos gráficos da Figura 45.
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Figura 42 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com liberação de mosquitos estéreis usando a estrátegia 3.
Figura 43 – Cenário 6: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com liberação de mosquitos estéreis usando a estrátegia 3.
O total de fêmeas fertilizadas em todo o domínio ao final do período é de
272.010 e a eficácia da estratégia é de 42, 78% com relação ao cenário 1. Isso significa que
a estratégia 3 é aquele que apresenta a maior eficácia em relação ao uso de mosquitos
estéreis e, portanto, é a que adotaremos para as simulações dos cenários com combinação
de controles.
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Figura 44 – Cenário 6: Dinâmica evolutiva das populações com liberação de mosquitos
estéreis usando a estrátegia 3.
Figura 45 – Cenário 6: Dinâmica evolutiva das populações com liberação de mosquitos
estéreis usando a estrátegia 3.
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7.3 Cenários Combinando Controles
7.3.1 Cenário 7: Controle com larvicida e adulticida
Figura 46 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de larvicida e adulticida.
Figura 47 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de larvicida e adulticida.
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Figura 48 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de larvicida e adulticida.
Figura 49 – Cenário 7: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de larvicida e adulticida.
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Figura 50 – Cenário 7: Dinâmica evolutiva das populações com aplicação de larvicida e
adulticida.
Neste cenário é aplicado o larvicida em t  0 e fica atuando durante todo t. O
adulticida é aplicado a cada duas semanas, começando no dia t  45 e depois nos dias
t  59, 73 e 87.
Os gráficos das Figuras 46, 47, 48 e 49, mostram a distribuição dos mosquitos
influenciada pela parâmetro de dispersão nas primeiras iterações e pela mortalidade
induzida nas últimas, como esperado.
Os gráficos da Figura 50, mostram uma diminuição significativa das fêmeas
fertilizadas (Fh) em todos os nós, tendo ao final do período um total de 257.610, o que dá
uma eficácia do 45, 81%.
Este cenário é simulado com a intenção de determinar a eficácia da combinação
de larvicidas com adulticidas, mas é necessário ter em conta que a ideia é reduzir o uso
continuado de pesticidas. Observa-se que a alta toxicidade ou contaminação do ambiente,
pode não resultar em uma diminuição significativa das fêmeas fertilizadas nas condições
aqui estabelecidas, além da possibilidade de insetos super resistentes aos produtos tóxicos
(que também podem afetar as populações de outros insetos em alguns casos, indesejável).
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7.3.2 Cenário 8: Controle com larvicida e mosquitos estéreis, usando a estra-
tégia 3
Neste cenário o larvicida é aplicado em t  0 e atua até sua decadência. No
dia t  52 começa a liberação dos mosquitos estéreis (Nh) nos mesmos 4 nós dos cenário
4, 5 e 6, a cada semana por 7 semanas, ou seja, continua nos dias t  59, 66, 73, 80, 87 e 94.
No total são liberados 128.680 mosquitos estéreis.
Figura 51 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de larvicida e liberação de mosquitos estéreis usando a
estrátegia 3.
Figura 52 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de larvicida e liberação de mosquitos estéreis usando a
estrátegia 3.
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Figura 53 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de larvicida e liberação de mosquitos estéreis usando a
estrátegia 3.
Figura 54 – Cenário 8: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de larvicida e liberação de mosquitos estéreis usando
a estrátegia 3.
As Figuras 51, 52, 53 e 54 mostram uma distribuição dos mosquitos no domínio
influenciada, no começo pelo parâmetro de dispersão e depois pela presença dos mosquitos
estéreis.
Nos gráficos da Figura 55 uma diminuição notável das fêmeas fertilizadas (Fh) é
observada principalmente nos nós 1 e 2, permanecendo abaixo de 0,8 e 1,4 respectivamente
no final do período. A Figura 56 mostra o comportamento evolutivo da população de
mosquitos estéreis (Nh) ao longo do tempo.
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Ao final, o total da população de fêmeas fertilizadas em todo o domomínio é
de 268.760 o que da uma eficácia de 43, 46%.
Figura 55 – Cenário 8: Dinâmica evolutiva das populações com aplicação de larvicida e
liberação de mosquitos estéreis usando a estrátegia 3.
Figura 56 – Cenário 8: Dinâmica evolutiva das populações com aplicação de larvicida e
liberação de mosquitos estéreis usando a estrátegia 3.
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7.3.3 Cenário 9: Controle com adulticida e mosquitos estéreis, usando a
estratégia 3
Neste cenário a aplicação do adulticida é nos dias t  17, 31 e 45 e a liberação
dos mosquitos estéreis (Nh) começa no dia t  52 como no cenário anterior, e segue nos
dias t  59, 66, 73, 80, 87 e 94, ou seja, a cada semana e por 7 semanas. No total são
liberados 144.120 mosquitos estéreis nos mesmos 4 nós do domínio.
Figura 57 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de adulticida e liberação de mosquitos estéreis usando
a estrátegia 3.
Figura 58 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de adulticida e liberação de mosquitos estéreis usando
a estrátegia 3.
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Figura 59 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de adulticida e liberação de mosquitos estéreis usando
a estrátegia 3.
Figura 60 – Cenário 9: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de adulticida e liberação de mosquitos estéreis usando
a estrátegia 3.
Nas Figuras 57, 58, 59 e 60, a distribuição dos mosquitos em todo o domínio
no começo é influenciada pelo parâmetro de dispersão e pelo adulticida, mas depois é
influenciada pela presença dos mosquitos estéreis.
Os gráficos evolutivos da Figura 61 mostram uma diminuição significativa das
fêmeas fertilizadas (Fh). A Figura 62 mostra o comportamento evolutivo da população de
mosquitos estéreis (Nh) ao longo do tempo.
Ao final há um total de 316.780 fêmeas fertilizadas em todo o domínio, isto é,
a técnica tem uma eficiência do 33, 36%.
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Figura 61 – Cenário 9: Dinâmica evolutiva das populações com aplicação de adulticida e
liberação de mosquitos estéreis usando a estrátegia 3.
Figura 62 – Cenário 9: Dinâmica evolutiva das populações com aplicação de adulticida e
liberação de mosquitos estéreis usando a estrátegia 3.
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7.3.4 Cenário 10: Controle com larvicida, adulticida e mosquitos estéreis,
usando a estratégia 3
Neste cenário o larvicida atua durante todo t, o adulticida é aplicado nos dias
t  45 e 59 e os mosquitos estéreis (Nh) são liberados nos dias t  66, 73, 80, 87 e 94, isto
é, durante 5 semanas nos mesmos 4 nós dos cenários anteriores. No total são liberados
94.374 mosquitos estéreis.
Figura 63 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no instante
t  25, com aplicação de larvicida, adulticida e liberação de mosquitos estéreis
usando a estrátegia 3.
Figura 64 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no instante
t  50, com aplicação de larvicida, adulticida e liberação de mosquitos estéreis
usando a estrátegia 3.
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Figura 65 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no instante
t  75, com aplicação de larvicida, adulticida e liberação de mosquitos estéreis
usando a estrátegia 3.
Figura 66 – Cenário 10: Dinâmica espaço - populacional do sistema (2.12), no instante
t  100, com aplicação de larvicida, adulticida e liberação de mosquitos
estéreis usando a estrátegia 3.
Como nos casos anteriores, nas Figuras 63, 64, 65 e 66, a distribuição dos
mosquitos no domínio é influenciada pelo parâmetro de dispersão e pelos pesticidas no
começo do período e no final, pela presença dos mosquitos estéreis.
Nos gráficos evolutivos da Figura 67 é observada uma diminuição significativa
das fêmeas fertilizadas (Fh) em todos os nós com relação ao cenário 1. A Figura 68 mostra
o comportamento evolutivo da população de mosquitos estéreis (Nh) ao longo do tempo.
Ao final do período de tempo, há 252.630 fêmeas fertilizadas, ou seja, a eficácia
é de 46, 85%.
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Figura 67 – Cenário 10: Dinâmica evolutiva das populações com aplicação de larvicida,
adulticida e liberação de mosquitos estéreis usando a estrátegia 3.
Figura 68 – Cenário 10: Dinâmica evolutiva das populações com aplicação de larvicida,
adulticida e liberação de mosquitos estéreis usando a estrátegia 3.
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7.4 Discussão
Nas seções anteriores deste capítulo, descrevemos alguns cenários com base em
simulações numéricas que avaliam, em porcentagem, diferentes estratégias para aplicar
controles para combater ao mosquito Aedes aegypti. As estratégias apresentadas são
apenas alguns exemplos entre as muitas formas possíveis de aplicar os diferentes controles,
que dependerão em grande medida das condições ambientais e climáticas no momento
da sua execução e avaliação. O que estamos tentando fazer aqui é analisar a eficácia de
cada estratégia proposta, com base em um único período climático, de modo que isso nos
permita avaliar de maneira objetiva, levando em consideração os pressupostos impostos
antecipadamente.
Para fazer uma discussão geral e ter uma melhor clareza dos resultados, na
Tabela 14 fazemos um resumo dos cenários apresentados acima.
Número
de Cenário
Fêmeas
Fertilizadas
Machos
Estéreis Eficácia
1: SC 475.390 0 X
2: L 353.090 0 25,72%
3: A 330.470 0 30,48%
4: E1 410.220 5.846,9 13,70%
5: E2 338.700 34.500 28,75%
6: E3 272.010 199.800 42,78%
7: LA 257.610 0 45,81%
8: LE3 268.760 128.680 43,46%
9: AE3 316.780 144.120 33,36%
10: LAE3 252.630 94.374 46,85%
Tabela 14 – Resumo dos cenários apresentados
Na Tabela 14, na primeira coluna cada acrônimo significa: SC: Sem Controle,
L: Larvicida, A: Adulticida, E1: Estratégia 1, E2: Estratégia 2, E3: Estratégia 3, LA:
Larvicida e Adulticida, LE3: Larvicida e Estratégia 3, AE3: Adulticida e Estratégia 3,
LAE3: Larvicida, Adulticida e Estratégia 3.
A informação resumida na tabela nos permite comparar um pouco mais perto,
os resultados obtidos de cada uma das simulações, em geral podemos comentar o seguinte:
• O adulticida é mais eficiente do que o larvicida quando é aplicado como único controle
sem ser combinado com outras técnicas
• Aplicar mosquitos estéreis a intervalos de 7 dias, tem a melhor porcentagem de
eficiência na redução de fêmeas fertilizadas. Ou seja, quanto maior o número e a
frequência das liberações de mosquitos estéreis, maior a eficiência na redução das
fêmeas fertilizadas.
Capítulo 7. Simulações e Resultados 115
• A estratégia de combinação de larvicidas com adulticidas tem uma das porcentagens
mais altas de eficiência na redução de fêmeas fertilizadas, mas essa estratégia pode
contaminar o meio ambiente em grande medida.
• Os larvicidas combinados com mosquitos estéreis mostram maior eficácia em relação
aos adulticidas combinados com mosquitos estéreis.
• A estratégia mais eficaz é aquela que combina a maioria dos métodos de controle,
neste caso, o apresentado no cenário 10.
• As técnicas de controle mais eficientes para a diminuição da população das fêmeas
fertilizadas, foram aquelas onde são inclusas os larvicidas, como nos cenários 7, 8 e
10.
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8 Conclusões e Considerações Finais
Neste trabalho utilizamos um modelo matemático para estudar o controle
da população selvagem do mosquito Aedes aegypti, mediante a aplicação de técnicas de
controle que incluem larvicidas, adulticidas e mosquitos estéreis, fazendo principal ênfase
na utilização destes últimos, com o objetivo de diminuir a utilização de pesticidas que
podem chegar a ser muito perigosos para a saúde humana se são aplicados excessivamente.
Analisamos diversos cenários e pudemos notar que as técnicas combinadas
mais eficientes para a diminuição da população das fêmeas fertilizadas, foram aquelas
onde são inclusas os larvicidas, tais como nos cenários 7, 8 e 10. Mas como o objetivo
é diminuir o uso de pesticidas, descartamos o cenário 7 que também envolve o uso dos
adulticidas ao longo do período analisado e deixamos como cenários mais eficientes os de
menor utilização de pesticidas, os cenários 8 e 10 com porcentagem de eficácia de 43.46%
e 46.85% respectivamente.
É importante esclarecer que essas porcentagens podem aumentar à medida
que a quantidade de inseticidas e o número de mosquitos estéreis liberados aumentam.
O objetivo aqui não é determinar o tamanho dessas quantidades, porque consideramos
que já existem investigações a este respeito, que estabelecem e/ou estimam o que esses
números devem ser. O objetivo é dar uma ideia geral de como o processo de aplicação dos
métodos de controle deve ser realizado, através do uso combinado das técnicas analisadas
aqui, para obter melhores resultados na eficiência da redução do número de mosquitos
selvagens e em consequência do número de casos de pessoas infectadas pelos vírus que
esses mosquitos transmitem.
Também é importante ter em conta que as estratégias de controle ilustradas
só têm sentido viável em períodos de alta probabilidade de epidemias, uma vez que sua
implementação pode levar a custos econômicos muito elevados. Além disso, elas serão
mais efetivas se forem aplicadas em áreas pequenas, fechadas e/ou limitadas, onde os
mosquitos estéreis têm menos oportunidades de dispersão. Portanto, além deste estudo é
necessário ter em conta estudos que analisem estratégias de otimização como o estudado
em (THOMÉ; YANG; ESTEVA, 2010), e considerar o uso de larvicidas naqueles casos
onde não é possível a eliminação mecânica dos criadouros e seu uso seja indispensável.
Os aspectos originais deste trabalho são, basicamente, o modelo utilizado (em
que pese ser uma modificação de modelos já adotados, (ESTEVA; YANG, 2005), no qual
se levam em conta as variações espaciais) e os parâmetros de mortalidade induzida para
os mosquitos selvagens. Nosso objetivo inclui, o uso do modelo aqui apresentado para a
avaliação de políticas públicas de combate e prevenção do mosquito Aedes aegypti. Além
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disso, a criação do algoritmo é inédita o que permite gerar cenários numa vasta gama de
aplicações.
Para complementar este estudo é aconselhável considerar possíveis formas
irregulares do domínio ou sua aplicação em uma região geográfica real, como um bairro
e/ou, se possível, estabelecer um sistema de informação geográfica que incorpore aspectos
ambientais que levem a uma tomada de decisão mais eficiente para melhorar a seletividade
e garantir a melhor aplicação de pesticidas, como a pulverização residual e a soltura de
mosquitos estéreis.
Um trabalho futuro neste mesmo contexto é analisar o uso de mosquitos estéreis
junto com a aplicação do controle mecânico em sub-regiões do domínio geográfico em
estudo de maneira permanente, ou seja, para que ao longo do tempo não apareçam ou
sejam eliminados novos criadouros em todas essas sub-regiões. Além disso, também é
possível pensar em incorporar no modelo a competição intra-específica pelas fêmeas para
o acasalamento, entre os machos selvagens e os machos estéreis.
118
Referências
ANGUELOV, R.; DUMONT, Y.; LUBUMA, J. Mathematical modeling of sterile insect
technology for control of anopheles mosquito. Computer & Mathematics with Applications,
v. 64, n. 3, p. 374–389, Aug. 2012. Citado 4 vezes nas páginas 18, 26, 27 e 30.
ARAUJO, H. R. C.; CARVALHO, D. O.; IOSHINO, R. S.; SILVA, A. L. C. da;
CAPURRO, M. L. Aedes aegypti control strategies in brazil: Incorporation of new
technologies to overcome the persistence of dengue epidemics. Insects, v. 6, n. 2, p.
576–594, 2015. Citado na página 24.
BARLETT, A. C.; STATEN, R. T. The sterile insect release method and
other genetic control strategies. St. Paul, MN 55108, 1996. Disponível em:
<https://ipmworld.umn.edu/bartlett>. Citado 3 vezes nas páginas 8, 9 e 26.
BECKER, E. B.; CAREY, G. F.; ODEN, J. T. Finite Elements An Introduction. N. J.
07632: Prentice-Hall, Inc., Englewood Cliffs, 1981. v. 1. Citado na página 64.
BORÓWKO, M. Computational Methods in Surface and Colloid Science. New York, Ny
10016: Marcel Dekker, Inc, 2000. v. 89. (surfactant science series, v. 89). Citado na
página 64.
BOTHE, D.; FISCHER, A.; PIERRE, M.; ROLLAND, G. Global well-posedness for a
class of reaction-advection-anisotropic-diffusion system. Journal of Evolution Equations,
v. 17, n. 1, p. 101–130, March 2017. Citado 5 vezes nas páginas 8, 9, 41, 45 e 46.
BRAGA, I. A. Controle seletivo de vetores da Malária: guia para o nível municipal. 1. ed.
Brasilia, 1999. Citado na página 24.
BRAGA, I. A.; VALLE, D. Aedes aegypti: inseticidas, mecanismos de ação
e resistência. Epidemiol. Serv. Saúde, Brasilia, v. 16, n. 4, p. 179–293, 2007.
Disponível em: <http://scielo.iec.pa.gov.br/scielo.php?script=sci_arttext&pid=
S1679-49742007000400006&lng=pt&nrm=iso>. Citado 3 vezes nas páginas 23, 24 e 26.
BREZIS, H. Sobolev Spaces and Partial Differential Equations. NJ 08854: Springer, 2010.
(Universitext). Citado na página 43.
CARVALHO, S. A.; SILVA, S. O. da; CHARRET, I. da C. Mathematical modeling of
dengue epidemic: Control methods and vaccination strategies. In: . [S.l.: s.n.], 2015.
Citado na página 29.
CIARLET, P. G. The Finite Element Method for Elliptic Problems. [S.l.]: Society for
Industrial and Applied Mathematics, 2002. (Classics in Applied Mathematics). Citado na
página 64.
DOUGLAS, J.; DUPONT, T. Galerkin methods for parabolic equations. SIAM
Journal on Numerical Analysis, v. 7, n. 4, p. 575–626, Dec. 1970. Disponível em:
<https://www.jstor.org/stable/2949379>. Citado na página 62.
Referências 119
DUFOURD, C.; DUMONT, Y. Impact of environmental factors on mosquito dispersal
in the prospect of sterile insect technique control. Computers and Mathematics with
Applications, v. 66, n. 9, p. 1695–1715, Nov. 2013. Citado 2 vezes nas páginas 18 e 28.
ESTEVA, L.; YANG, H. M. Mathematical model to assess the control of Aedes aegypti
mosquitoes by the sterile insect technique. Mathematical Biosciences, v. 198, n. 2, p.
132–147, Dec. 2005. Citado 8 vezes nas páginas 8, 9, 18, 28, 31, 32, 79 e 116.
. Control of dengue vector by the steril insect technique considering logistic
recruitment. Tend. Mat. Apl. Comput., v. 7, n. 2, p. 259–268, 2006. Citado na página 18.
FALCKENHAYN, C.; CARNEIRO, V. C.; AMARANTE, A. de M.; SCHMID, K.;
HANNA, K.; KANG, S.; HELM, M.; DIMOPOULOS, G.; FANTAPPIé, M. R.; LYKO, F.
Comprehensive dna methylation anlysis of the emphAedes aegypti genome. Scientific
Reports, v. 6, n. 36444, 2016. Disponível em: <www.nature.com/scientificreports/>.
Citado na página 22.
FREITAS, R. M. de. Avaliação de aspectos da capacidade vetorial de fêmeasde Aedes
aegypti (Diptera: Culicidae) no Rio de Janeiro. Tese (Doutorado) — Ministério da
Saúde,Fundação Oswaldo Cruz, Mar. 2010. Citado na página 73.
FREITAS, R. M. de; CODEÇO, C.; OLIVEIRA, R. L. de. Daily survival rates and
dispersal of Aedes aegypti females in rio de janeiro, brazil. The American Journal of
Tropical Medicine and Hygiene, v. 76, n. 4, p. 659–665, Apr. 2007. Citado na página 73.
GOMES, L. T. Um estudo sobre o espalhamento da dengue usando equações diferenciais
parciais e lógica fuzzy. Dissertação (Mestrado) — UNICAMP, 2009. Citado 2 vezes nas
páginas 74 e 79.
Grupo de Estudio de Mosquitos. Aedes aegypti. 2016. Acessado 20-02-2016. Disponível em:
<http://server.ege.fcen.uba.ar/gem/html/divulgacion%20aedes.html>. Citado 2 vezes
nas páginas 22 e 23.
HELINSKI, M. E.; PARKER, A. G.; KNOLS, B. G. Radiation biology of
mosquitoes. Malaria Journal, v. 8 (Suppl 2):S6, p. 259–268, 2009. Disponível em:
<https://malariajournal.biomedcentral.com/articles/10.1186/1475-2875-8-S2-S6>.
Citado na página 27.
KINIPLING, E. F. Possibilities of insect control or eradication through the use of sexually
sterile males. Journal of Economic Entomology, v. 48, n. 4, p. 459–462, 1955. Citado na
página 27.
LENHARO, M. Radiação reduz em 34% ovos viáveis de Aedes
aegypti em Noronha. 2016. Noticias Ciência e Saúde, Acessado 04-11-
2017. Disponível em: <https://g1.globo.com/ciencia-e-saude/noticia/
radiacao-reduz-em-34-ovos-viaveis-de-aedes-aegypti-em-noronha.ghtml>. Ci-
tado 2 vezes nas páginas 77 e 79.
LEVEQUE, R. J. Finite difference methods for ordinary and partial differential equations:
steady-state and time-dependent problems. [S.l.]: Society for Industrial and Applied
Mathematics, 2007. v. 98. Citado 2 vezes nas páginas 64 e 66.
Referências 120
MAIDANA, N. A.; YANG, H. M. A spatial model to describe the dengue propagation.
Tend. Mat. Apl. Comput, v. 8, n. 1, p. 83–92, 2007. Citado na página 74.
MIYAOKA, T. Y. Impacto ambiental e populações que interagem: Uma modelagem
inovadora, aproximação e simulações computacionais. Dissertação (Mestrado) —
UNICAMP, 2015. Citado 3 vezes nas páginas 61, 64 e 65.
NEUMAM, C. Lá vem o fumacê contra o mosquito da dengue. Mas
como fica a sua súde? 2016. UOL noticias Ciência e Saúde, Acessado
20-10-2017. Disponível em: <https://noticias.uol.com.br/saude/listas/
la-vem-o-fumace-contra-o-mosquito-da-dengue-mas-como-fica-a-sua-saude.htm>.
Citado 2 vezes nas páginas 25 e 75.
OLÉRON, T. P.; BISHOP, S. R. A spatial model with pulsed releases to compare
strategies for the sterile insect technique applied to the mosquito Aedes aegypti.
Mathematical Biosciences, v. 254, p. 6–27, Aug. 2014. Citado 2 vezes nas páginas 18 e 28.
OPS; OMS. Control Vectorial del Aedes aegypti mediante rociado espacial. 2011. Acessado
01-10-2017. Disponível em: <http://www.paho.org/par/index.php?option=com_content&
view=article&id=443:control-vectorial-aedes-aegypti-mediante-rociado-espacial&
Itemid=258>. Citado 4 vezes nas páginas 25, 26, 75 e 76.
ORGANIZACIÓN PANAMERICANA DE LA SALUD. Dengue y dengue hemorrágico
en las Américas: guías para su prevención y control. 525 Twenty-third Street, N. W.
Washington, D. C. 20037 E.U.A., 1995. (2). Citado na página 24.
PARSHAD, R.; AGUSTO, F. B. Global dynamics of a pde model for aedes aegypti
mosquitoe incorporating female sexual preference. v. 8, n. 4, p. 311–343, Dic. 2011.
Citado 3 vezes nas páginas 18, 28 e 51.
QUARTERONI, A. Numerical Models for Differential Problem. [S.l.]: Springer, 2009. v. 2.
Citado na página 64.
ROSE, R. I. Pesticides and public health: integrated methods of mosquito management.
Emerging Infectious Diseases, n. 1, p. 17–23, 2001. Citado na página 26.
SILVEIRA, G. P. Métodos numéricos integrados à lógica Fuzzy e método estocástico
para solução de EDP’s: uma aplicacao à dengue. Tese (Doutorado) — UNICAMP, 2011.
Citado 2 vezes nas páginas 74 e 79.
TABARES, P. C. C. Impacto do sedimento sobre espécies que interagem: Modelagem e
simulções de bentos na ensenada Potter. Tese (Doutorado) — UNICAMP, 2012. Citado
na página 61.
THOMÉ, R. C. A.; YANG, H. M.; ESTEVA, L. Optimal control of Aedes aegypti
mosquitoes by the sterile insect technique and insecticide. Mathematical Biosciences,
v. 223, p. 12–23, Aug. 2010. Citado 3 vezes nas páginas 28, 80 e 116.
TRPIS, M.; HAUSERMANN, W. Dispersal and other population parameters of Aedes
aegypti in an african village and their possible significance in epidemiology of vector-borne
diseases. The American Journal of Tropical Medicine and Hygiene, v. 35, p. 1263–1279,
1986. Citado na página 73.
Referências 121
WALKER, T.; JOHNSON, P. H.; MOREIRA, L. A.; ITURBE-ORMAETXE, I.;
FRENTIU, F. D.; MCMENIMAN, C. J. The wmel Wolbachia strain blocks dengue and
invades caged Aedes aegypti populations. Nature, v. 476, p. 450–453, 2011. Citado na
página 24.
YANG, H. M.; MARCORIS, M. L. G.; GALVANI, K. C.; ANDRIGHETTI, M. T. M.
Assessing the effects of temperature on the population of Aedes aegypti, the vector of
dengue. Epidemiology and Infection, v. 137, p. 1188–1202, 2009. Citado na página 80.
ZARA, A. L. de S.; SANTOS, S. M. dos; FERNANDES-OLIVEIRA, E. S.; CARVALHO,
R. G.; COELHO, G. E. Estratégias de controle do Aedes aegypti: uma revisão.
Epidemiologia e Serviços de Saúde, SciELO, Brasilia, v. 25, n. 2, p. 391–404, Abr-Jun
2016. Disponível em: <http://scielo.iec.pa.gov.br/scielo.php?script=sci_arttext&pid=
S1679-49742016000200391&nrm=iso>. Citado 4 vezes nas páginas 21, 22, 24 e 25.
Apêndices
123
APÊNDICE A – Códigos Fontes
Aqui é apresentado o código numérico implementado no software MATLAB,
para o desenvolvimento das simulações mostradas no capítulo 7. Em particular é apresen-
tado o código correspondente ao Cenário 10, que envolve os três tipos de controle, ou seja
larvicidas, adulticidas e mosquitos estéreis. Os outros cenários são conseguidos fazendo as
respectivas mudanças, de acordo com cada controle.
Cada parte do código é comentada para uma melhor compressão.
Código-fonte 1 – Programa principal
1 % =========================================================================
2 % PROGRAMA PRINCIPAL NUM QUADRADO
3 % PARA O MODELO COM MORTALIDADE INDUZIDA E COM MOSQUITOS ESTERIES
4 % USANDO ELEMENTOS FINITOS - CRANK NICOLSON
5 % =========================================================================
6 % EXPERIMENTO 10: CONTROLE COM LARVICIDA , ADULTICIDA E M. ESTERIES 3
7 % -------------------------------------------------------------------------
8 % Cada solucao representa:
9 % A_h: Populacao de mosquitos imaturos
10 % M_h: Populacao de mosquitos machos salvagem
11 % N_h: Populacao de mosquitos machos esteries
12 % H_h: Populacao de mosquitos femeas antes do acasalamento
13 % F_h: Populacao de mosquitos femeas fertilizadas por machos salvagem
14 % G_h: Populacao de mosquitos femeas fertilizadas por machos esteries
15 % -------------------------------------------------------------------------
16 % Dominio Condicoes de Contorno
17 %
18 % Gamma1 dA dM dH dF
19 % ----------- -- = -- = -- = -- = 0 em Gamma1
20 % | | dn dn dn dn
21 % Gamma1 | | Gamma1
22 % | |
23 % -----------
24 % Gamma1
25 % -------------------------------------------------------------------------
26 clc
27 clear all
28 format long
29 global xmin xmax ymin ymax
30 tic
31 % -------------------------------------------------------------------------
32 % Parametros constantes
33 % -------------------------------------------------------------------------
34 ua = 0.0583; ug = 0.0583; % Taxas de mortalidade natural aquatica
35 um = 0.06; un = 0.07; % Taxas de mortalidade natural machos
36 uh = 0.0337; uf = 0.0337; % Taxas de mortalidade natural femeas
37 w1 = 0.0002; w2 = -0.0001; % Componentes advectivas em direcao x e y
38 K = 3; % Capacidade de suporte do ambiente
39 fi = 6.353; % Taxa de oviposicao intrinsica
40 ga = 0.121; % Taxa de maturacao
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41 r = 0.5; % Proporcao de femeas e machos
42 be = 0.7; % Taxa de acasalamento de machos selvagens
43 bn = 0.5; % Taxa de acasalamento de machos estereis
44 de = 0; % Taxa de lancamento de mosquito esteril
45 % -------------------------------------------------------------------------
46 % Parametros do dominio e da discretizacao espacial
47 % -------------------------------------------------------------------------
48 xmin = 0; xmax = 1; % Intervalo em direcao x
49 ymin = 0; ymax = 1; % Intervalo em direcao y
50 nx = 40; ny = 40; % Numero de subintervalos em direcao x e y
51 nnx = nx + 1; nny = ny + 1; % Numero de nos em direcao x e y
52 ntx = 2*nx; nty = 2*ny; % Numero de triangulos em direcao x e y
53 dx = (xmax - xmin)/nx; % Tamanho do subintervalo em direcao x
54 dy = (ymax - ymin)/ny; % Tamanho do subintervalo em direcao y
55 nn = nnx*nny; % Numero total de nos
56 ntr = 2*nx*ny; % Numero total de triangulos
57 % -------------------------------------------------------------------------
58 % Parametros do tempo e da discretizacao temporal
59 % -------------------------------------------------------------------------
60 tf = 100; % Tempo final
61 nt = 4000; % Numero de passos no tempo
62 dt = tf/nt; % Tamanho de passo no tempo
63 % -------------------------------------------------------------------------
64 % Calculo do numero de Peclet
65 % -------------------------------------------------------------------------
66 D1 = 0.0045; % Dispersao demais mosquitos
67 D2 = 0.00015; % Dispersao femeas fertilizadas
68 npect = [abs(w1*dx/D1);abs(w2*dy/D1)];
69 npecf = [abs(w1*dx/D2);abs(w2*dy/D2)];
70 % -------------------------------------------------------------------------
71 % Montaje de coordenadas dos nos (cd: matriz de coordenadas)
72 % -------------------------------------------------------------------------
73 l = 0; x = zeros(nnx ,1); y = zeros(nny ,1); cd = zeros(2,nn);
74 for i = 1:nnx
75 x(i) = xmin + (i - 1)*dx;
76 for j = 1:nny
77 y(j) = ymin + (j - 1)*dy;
78 l = l + 1;
79 cd(1,l) = x(i);
80 cd(2,l) = y(j);
81 end
82 end
83 % -------------------------------------------------------------------------
84 % Construcao da malha de elementos finitos (ml: matriz de conectividade)
85 % -------------------------------------------------------------------------
86 l = 0; ml = zeros(3,ntr);
87 for i = 1:nx
88 for j = 1:ny
89 l = l + 1;
90 in = (i - 1)*nny + j;
91 ml(1,l) = in;
92 ml(2,l) = in + nny;
93 ml(3,l) = in + 1;
94 l = l + 1;
95 ml(1,l) = in + nny + 1;
96 ml(2,l) = in + 1;
97 ml(3,l) = in + nny;
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98 end
99 end
100 % -------------------------------------------------------------------------
101 % Numero do experimento para salvar nome das figuras
102 % -------------------------------------------------------------------------
103 expnum = 10;
104 % -------------------------------------------------------------------------
105 % Iteracao zero para grafico das condicoes iniciais
106 % -------------------------------------------------------------------------
107 it = 0;
108 % -------------------------------------------------------------------------
109 % Configura o generador de numeros aleatorios
110 % -------------------------------------------------------------------------
111 @RandStream;
112 % -------------------------------------------------------------------------
113 % Condicoes iniciais
114 % -------------------------------------------------------------------------
115 A0 = zeros(nn ,1); M0 = zeros(nn ,1); H0 = 0.1 + rand(nn ,1);
116 F0 = zeros(nn ,1); G0 = zeros(nn ,1); N0 = zeros(nn ,1);
117 % -------------------------------------------------------------------------
118 % Condicoes iniciais diferentes de zero em 10 nos para A
119 % -------------------------------------------------------------------------
120 A0 (158) = 2.705 + (3.0 - 2.705)*rand; A0 (193) = 1.505 + (1.8 - 1.505)*rand;
121 A0 (203) = 0.305 + (0.6 - 0.305)*rand; A0 (270) = 2.105 + (2.4 - 2.105)*rand;
122 A0 (405) = 0.905 + (1.2 - 0.905)*rand; A0 (562) = 0.605 + (0.9 - 0.605)*rand;
123 A0 (653) = 1.805 + (2.1 - 1.805)*rand; A0 (683) = 2.405 + (2.7 - 2.405)*rand;
124 A0 (721) = 1.205 + (1.5 - 1.205)*rand; A0 (772) = 2.665 + (3.0 - 2.665)*rand;
125 % -------------------------------------------------------------------------
126 % Suma elementos de componentes de vectores con condiciones iniciais
127 % -------------------------------------------------------------------------
128 SA0 = sum(A0); SM0 = sum(M0); SH0 = sum(H0);
129 SF0 = sum(F0); SG0 = sum(G0); SN0 = sum(N0);
130 % -------------------------------------------------------------------------
131 % Armazenamento das condicoes iniciais em forma matrizial para graficar
132 % -------------------------------------------------------------------------
133 verA = reshape(A0 ,nnx ,nny); verM = reshape(M0 ,nnx ,nny);
134 verH = reshape(H0 ,nnx ,nny); verF = reshape(F0 ,nnx ,nny);
135 verG = reshape(G0 ,nnx ,nny); verN = reshape(N0 ,nnx ,nny);
136 % -------------------------------------------------------------------------
137 % Contrucao da figura da condicao inicial
138 % -------------------------------------------------------------------------
139 grafsurfN(x,y,verA ,verM ,verH ,verF ,verG ,verN ,it,dt,expnum);
140 % =========================================================================
141 % SUBMATRIZES DE RIGIDEZ E SUBVETORES DE CARGA
142 % PARTE LINEAR
143 % -------------------------------------------------------------------------
144 % Submatrizes lineares globais
145 % -------------------------------------------------------------------------
146 PAC1 = sparse(nn ,nn); QAC1 = sparse(nn ,nn);
147 PMC1 = sparse(nn ,nn); QMC1 = sparse(nn ,nn);
148 PHC1 = sparse(nn ,nn); QHC1 = sparse(nn ,nn);
149 PFC1 = sparse(nn ,nn); QFC1 = sparse(nn ,nn);
150 PGC1 = sparse(nn ,nn); QGC1 = sparse(nn ,nn);
151 PNC1 = sparse(nn ,nn); QNC1 = sparse(nn ,nn);
152 % -------------------------------------------------------------------------
153 % Pesos da quadratura para o triangulo padrao
154 % -------------------------------------------------------------------------
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155 [w,te,nptos] = quadratura (1);
156 % -------------------------------------------------------------------------
157 % Constantes auxiliares que nao dependen das coordenadas
158 % -------------------------------------------------------------------------
159 dt2 = dt/2;
160 c1 = (ua + ga)*dt2; c2 = um*dt2; c3 = uh*dt2;
161 c4 = uf*dt2; c5 = ug*dt2; c6 = un*dt2;
162 % -------------------------------------------------------------------------
163 % Loop para cada triangulo k
164 % -------------------------------------------------------------------------
165 for k = 1:ntr
166 % ---------------------------------------------------------------------
167 % Submatrizes lineares locais
168 % ---------------------------------------------------------------------
169 PACk1 = zeros (3,3); QACk1 = zeros (3,3);
170 PMCk1 = zeros (3,3); QMCk1 = zeros (3,3);
171 PHCk1 = zeros (3,3); QHCk1 = zeros (3,3);
172 PFCk1 = zeros (3,3); QFCk1 = zeros (3,3);
173 PGCk1 = zeros (3,3); QGCk1 = zeros (3,3);
174 PNCk1 = zeros (3,3); QNCk1 = zeros (3,3);
175 % ---------------------------------------------------------------------
176 % Matriz Inversa Jacobiana (Ji) e Determinante do Jacobiano (dJ)
177 % ---------------------------------------------------------------------
178 [Ji,dJ,x1,y1,x2,y2,x3,y3] = transf(ml,cd,k);
179 % ---------------------------------------------------------------------
180 % Componentes de espalhamento dependente do espaco
181 % ---------------------------------------------------------------------
182 Di(:,1) = fdispersao(x1 ,y1);
183 Di(:,2) = fdispersao(x2 ,y2);
184 Di(:,3) = fdispersao(x3 ,y3);
185 % ---------------------------------------------------------------------
186 % Loop de cada ponto de integracao
187 % ---------------------------------------------------------------------
188 for m = 1: nptos
189 % -----------------------------------------------------------------
190 % Funcoes de base padrao e seus gradientes
191 % -----------------------------------------------------------------
192 [phi ,grad] = fbasegrad(m,te);
193 grad = Ji*grad; wdJ2 = dt2*w(m)*dJ;
194 % -----------------------------------------------------------------
195 % Constantes que nao dependen das coordenadas
196 % -----------------------------------------------------------------
197 for i = 1:3
198 % -------------------------------------------------------------
199 Dt = Di(1,i); Df = Di(2,i);
200 % -------------------------------------------------------------
201 for j = 1:3
202 % ---------------------------------------------------------
203 % Constantes que dependen das coordenadas
204 % ---------------------------------------------------------
205 % M, H, F, G, N (gphi_j | phi_i) termo difusao
206 % ---------------------------------------------------------
207 aux1 = wdJ2*(grad(:,j)’)*grad(:,i);
208 aux1T = Dt*aux1; aux1F = Df*aux1;
209 % ---------------------------------------------------------
210 % M, H, F, G, N (dphi_j/dx | phi_i) e (dphi_j/dy | phi_i)
211 % termo advecao
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212 % ---------------------------------------------------------
213 aux2 = w1*wdJ2*grad(1,j)*phi(i) + w2*wdJ2*grad(2,j)*phi(i);
214 % ---------------------------------------------------------
215 % Soma auxiliares 1 e 2
216 % ---------------------------------------------------------
217 aux12T = aux1T + aux2; aux12F = aux1F + aux2;
218 % ---------------------------------------------------------
219 % A, M, H, F, G, N (phi_j | phi_i) termo reacao
220 % ---------------------------------------------------------
221 aux3 = w(m)*dJ*phi(j)*phi(i);
222 % ---------------------------------------------------------
223 % Soma de termos
224 % ---------------------------------------------------------
225 PACk1(i,j) = PACk1(i,j) + (1 + c1)*aux3;
226 QACk1(i,j) = QACk1(i,j) + (1 - c1)*aux3;
227 % ---------------------------------------------------------
228 PMCk1(i,j) = PMCk1(i,j) + aux12T + (1 + c2)*aux3;
229 QMCk1(i,j) = QMCk1(i,j) - aux12T + (1 - c2)*aux3;
230 % ---------------------------------------------------------
231 PHCk1(i,j) = PHCk1(i,j) + aux12T + (1 + c3)*aux3;
232 QHCk1(i,j) = QHCk1(i,j) - aux12T + (1 - c3)*aux3;
233 % ---------------------------------------------------------
234 PFCk1(i,j) = PFCk1(i,j) + aux12F + (1 + c4)*aux3;
235 QFCk1(i,j) = QFCk1(i,j) - aux12F + (1 - c4)*aux3;
236 % ---------------------------------------------------------
237 PGCk1(i,j) = PGCk1(i,j) + aux12T + (1 + c5)*aux3;
238 QGCk1(i,j) = QGCk1(i,j) - aux12T + (1 - c5)*aux3;
239 % ---------------------------------------------------------
240 PNCk1(i,j) = PNCk1(i,j) + aux12T + (1 + c6)*aux3;
241 QNCk1(i,j) = QNCk1(i,j) - aux12T + (1 - c6)*aux3;
242 % ---------------------------------------------------------
243 end
244 end
245 end
246 % ---------------------------------------------------------------------
247 % Construcao das matrizes lineares (Assemble)
248 % ---------------------------------------------------------------------
249 for i = 1:3
250 for j = 1:3
251 PAC1 = PAC1 + sparse(ml(i,k), ml(j,k), PACk1(i,j), nn , nn);
252 QAC1 = QAC1 + sparse(ml(i,k), ml(j,k), QACk1(i,j), nn , nn);
253 PMC1 = PMC1 + sparse(ml(i,k), ml(j,k), PMCk1(i,j), nn , nn);
254 QMC1 = QMC1 + sparse(ml(i,k), ml(j,k), QMCk1(i,j), nn , nn);
255 PHC1 = PHC1 + sparse(ml(i,k), ml(j,k), PHCk1(i,j), nn , nn);
256 QHC1 = QHC1 + sparse(ml(i,k), ml(j,k), QHCk1(i,j), nn , nn);
257 PFC1 = PFC1 + sparse(ml(i,k), ml(j,k), PFCk1(i,j), nn , nn);
258 QFC1 = QFC1 + sparse(ml(i,k), ml(j,k), QFCk1(i,j), nn , nn);
259 PGC1 = PGC1 + sparse(ml(i,k), ml(j,k), PGCk1(i,j), nn , nn);
260 QGC1 = QGC1 + sparse(ml(i,k), ml(j,k), QGCk1(i,j), nn , nn);
261 PNC1 = PNC1 + sparse(ml(i,k), ml(j,k), PNCk1(i,j), nn , nn);
262 QNC1 = QNC1 + sparse(ml(i,k), ml(j,k), QNCk1(i,j), nn , nn);
263 end
264 end
265 end
266 % =========================================================================
267 % SUBMATRIZES DE RIGIDEZ E SUBVETORES DE CARGA
268 % TERMOS QUE DEPENDEM DO TEMPO E PARTE NAO LINEAR
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269 % -------------------------------------------------------------------------
270 % Inicialicao para inclucao de nao linearidade
271 % -------------------------------------------------------------------------
272 A1 = A0; M1 = M0; H1 = H0; F1 = F0; N1 = N0;
273 % -------------------------------------------------------------------------
274 % Nos fixos para graficos temporaris
275 % -------------------------------------------------------------------------
276 nos = [203 683 1061 1321];
277 % -------------------------------------------------------------------------
278 % Nos fixos para lancamentos de mosquitos esteries
279 % -------------------------------------------------------------------------
280 nde = [232 284 641 692];
281 % -------------------------------------------------------------------------
282 % Armazena o numero total de mosquitos esteries liberados
283 % -------------------------------------------------------------------------
284 sde = 0;
285 % -------------------------------------------------------------------------
286 % Vetores auxiliares para contrucao dos graficos temporais
287 % -------------------------------------------------------------------------
288 Aaux = zeros(nt+1, length(nos)); Maux = zeros(nt+1, length(nos));
289 Haux = zeros(nt+1, length(nos)); Faux = zeros(nt+1, length(nos));
290 Gaux = zeros(nt+1, length(nos)); Naux = zeros(nt+1, length(nos));
291 % -------------------------------------------------------------------------
292 % Armazenamento para os graficos temporais nos nos fixos
293 % -------------------------------------------------------------------------
294 for i = 1: length(nos)
295 Aaux(it+1,i) = verA(nos(i)); Maux(it+1,i) = verM(nos(i));
296 Haux(it+1,i) = verH(nos(i)); Faux(it+1,i) = verF(nos(i));
297 Gaux(it+1,i) = verG(nos(i)); Naux(it+1,i) = verN(nos(i));
298 end
299 % -------------------------------------------------------------------------
300 % Mortalidade induzida: Larvicida , Adulticida
301 % -------------------------------------------------------------------------
302 ul = 0; ua = zeros (1,3);
303 % -------------------------------------------------------------------------
304 % Vetor que armazena o numero de femeas fertilizadas no dominio por dia
305 % -------------------------------------------------------------------------
306 FF = zeros(tf ,1); d = 1;
307 % -------------------------------------------------------------------------
308 % Loop de iteracoes temporais
309 % -------------------------------------------------------------------------
310 for it = 1:nt
311 % ---------------------------------------------------------------------
312 % Acompanhamento das iteracoes
313 % ---------------------------------------------------------------------
314 it
315 % ---------------------------------------------------------------------
316 % Submatrizes para inclusao do termo de mortalidade induzida
317 % ---------------------------------------------------------------------
318 PAC = sparse(PAC1); QAC = sparse(QAC1);
319 PMC = sparse(PMC1); QMC = sparse(QMC1);
320 PHC = sparse(PHC1); QHC = sparse(QHC1);
321 PFC = sparse(PFC1); QFC = sparse(QFC1);
322 PGC = sparse(PGC1); QGC = sparse(QGC1);
323 PNC = sparse(PNC1); QNC = sparse(QNC1);
324 % ---------------------------------------------------------------------
325 % Mortalidade induzida: Larvicida para todo t
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326 % ---------------------------------------------------------------------
327 t = (it -1)*dt; ul = exp ( -0.006*t);
328 % ---------------------------------------------------------------------
329 % Loop para cada triangulo k
330 % ---------------------------------------------------------------------
331 for k = 1:ntr
332 % -----------------------------------------------------------------
333 % Submatrizes e subvetores locais
334 % -----------------------------------------------------------------
335 PACk = zeros (3,3); QACk = zeros (3,3);
336 PTCk = zeros (3,3); QTCk = zeros (3,3);
337 % -----------------------------------------------------------------
338 % Determinante de matriz Jacobiana (dJ) e coordenadas da malha
339 % -----------------------------------------------------------------
340 [~,dJ ,x1 ,y1 ,x2 ,y2 ,x3 ,y3] = transf(ml ,cd ,k);
341 % -----------------------------------------------------------------
342 % Aplicacao de adulticida com decaimento , cada 2 semanas nos dias
343 % t = 45,59
344 % -----------------------------------------------------------------
345 if (it >= 1761 && it <= 2320)
346 oti = it - 1760; t = oti*dt;
347 ua(1) = fmortinduA(t,x1 ,y1);
348 ua(2) = fmortinduA(t,x2 ,y2);
349 ua(3) = fmortinduA(t,x3 ,y3);
350 end
351 if (it >= 2321 && it <= 2880)
352 oti = it - 2320; t = oti*dt;
353 ua(1) = fmortinduA(t,x1 ,y1);
354 ua(2) = fmortinduA(t,x2 ,y2);
355 ua(3) = fmortinduA(t,x3 ,y3);
356 end
357 % -----------------------------------------------------------------
358 % Loop de cada ponto de integracao
359 % -----------------------------------------------------------------
360 for m = 1: nptos
361 % -------------------------------------------------------------
362 % Funcoes de base padrao e pesos de integral numerica
363 % -------------------------------------------------------------
364 [phi ,~] = fbasegrad(m,te); wdJ2 = dt2*w(m)*dJ;
365 % -------------------------------------------------------------
366 for i = 1:3
367 for j = 1:3
368 % -----------------------------------------------------
369 % Constantes que dependem do tempo (ui)
370 % -----------------------------------------------------
371 % A, M, H, F, G, N (phi_j | phi_i)
372 % -----------------------------------------------------
373 aux4 = wdJ2*phi(j)*phi(i);
374 aux4A = ul*aux4; aux4T = ua(i)*aux4;
375 % -----------------------------------------------------
376 % Soma de termos
377 % -----------------------------------------------------
378 PACk(i,j) = PACk(i,j) + aux4A;
379 QACk(i,j) = QACk(i,j) - aux4A;
380 % -----------------------------------------------------
381 PTCk(i,j) = PTCk(i,j) + aux4T;
382 QTCk(i,j) = QTCk(i,j) - aux4T;
APÊNDICE A. Códigos Fontes 130
383 % -----------------------------------------------------
384 end
385 end
386 end
387 % -----------------------------------------------------------------
388 % Construcao das matrizes do sistema nao linear (Assemble)
389 % -----------------------------------------------------------------
390 for i = 1:3
391 for j = 1:3
392 PAC = PAC + sparse(ml(i,k), ml(j,k), PACk(i,j), nn , nn);
393 QAC = QAC + sparse(ml(i,k), ml(j,k), QACk(i,j), nn , nn);
394 PMC = PMC + sparse(ml(i,k), ml(j,k), PTCk(i,j), nn , nn);
395 QMC = QMC + sparse(ml(i,k), ml(j,k), QTCk(i,j), nn , nn);
396 PHC = PHC + sparse(ml(i,k), ml(j,k), PTCk(i,j), nn , nn);
397 QHC = QHC + sparse(ml(i,k), ml(j,k), QTCk(i,j), nn , nn);
398 PFC = PFC + sparse(ml(i,k), ml(j,k), PTCk(i,j), nn , nn);
399 QFC = QFC + sparse(ml(i,k), ml(j,k), QTCk(i,j), nn , nn);
400 PGC = PGC + sparse(ml(i,k), ml(j,k), PTCk(i,j), nn , nn);
401 QGC = QGC + sparse(ml(i,k), ml(j,k), QTCk(i,j), nn , nn);
402 PNC = PNC + sparse(ml(i,k), ml(j,k), PTCk(i,j), nn , nn);
403 QNC = QNC + sparse(ml(i,k), ml(j,k), QTCk(i,j), nn , nn);
404 end
405 end
406 end
407 % ---------------------------------------------------------------------
408 % Fatorizacao LU das matrizes M, F, G e H com mortalidade induzida
409 % que nao tem termos nao lineares
410 % ---------------------------------------------------------------------
411 M = PMC; F = PFC; G = PGC; N = PNC;
412 [LM,UM] = lu(M); [LF,UF] = lu(F); [LG,UG] = lu(G); [LN,UN] = lu(N);
413 % ---------------------------------------------------------------------
414 % Loop de iteracoes intermediarias (Preditor Corrector)
415 % ---------------------------------------------------------------------
416 for il = 1:4
417 % -----------------------------------------------------------------
418 % Submatrizes e subvetores nao lineares globales
419 % -----------------------------------------------------------------
420 PAV = sparse(nn ,nn); QAV = sparse(nn ,nn);
421 PHV = sparse(nn ,nn); QHV = sparse(nn ,nn);
422 % -----------------------------------------------------------------
423 bAV = sparse(nn ,1); bMV = sparse(nn ,1); bHV = sparse(nn ,1);
424 bFV = sparse(nn ,1); bGV = sparse(nn ,1);
425 % -----------------------------------------------------------------
426 % Loop para cada triangulo k
427 % -----------------------------------------------------------------
428 for k = 1:ntr
429 % -------------------------------------------------------------
430 % Submatrizes e subvetores nao lineares locais
431 % -------------------------------------------------------------
432 PAVk = zeros (3,3); QAVk = zeros (3,3);
433 PHVk = zeros (3,3); QHVk = zeros (3,3);
434 % -------------------------------------------------------------
435 bAVk = zeros (3,1); bMVk = zeros (3,1); bHVk = zeros (3,1);
436 bFVk = zeros (3,1); bGVk = zeros (3,1);
437 % -------------------------------------------------------------
438 % Determinante de matriz Jacobiana (dJ)
439 % -------------------------------------------------------------
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440 [~,dJ ,~,~,~,~,~,~] = transf(ml ,cd ,k);
441 % -------------------------------------------------------------
442 % Loop de cada ponto de integracao
443 % -------------------------------------------------------------
444 for m = 1: nptos
445 % ---------------------------------------------------------
446 % Constantes auxiliares
447 % ---------------------------------------------------------
448 wdJ2 = dt2*w(m)*dJ; gaw = ga*wdJ2;
449 fiK = fi/(2*K)*wdJ2; fiw = fi*wdJ2;
450 bew = be*wdJ2; bnw = bn*wdJ2;
451 % ---------------------------------------------------------
452 % Funcoes de base padrao
453 % ---------------------------------------------------------
454 [phi ,~] = fbasegrad(m,te);
455 % ---------------------------------------------------------
456 % Preparacao para termos nao lineares em equacoes H, F, G
457 % ---------------------------------------------------------
458 MsNsH = 0;
459 for f = 1:3
460 MsNsH = MsNsH + (M0(ml(f,k)) + M1(ml(f,k)) + ...
461 N0(ml(f,k)) + N1(ml(f,k)) + ...
462 H0(ml(f,k)) + H1(ml(f,k)))*phi(f);
463 end
464 % ---------------------------------------------------------
465 for i = 1:3
466 for j = 1:3
467 % -------------------------------------------------
468 % Constantes de inclucao de nao linearidade
469 % -------------------------------------------------
470 phi2 = phi(i)*phi(j);
471 % -------------------------------------------------
472 % A (phi_j | phi_i)
473 % -------------------------------------------------
474 aux5A = fiw*(F0(ml(j,k)) + F1(ml(j,k)))*phi2;
475 % -------------------------------------------------
476 % M,H (phi_j | phi_i)
477 % -------------------------------------------------
478 aux6 = gaw*(A0(ml(j,k)) + A1(ml(j,k)))*phi2;
479 aux6M = (1 - r)*aux6; aux6H = r*aux6;
480 % -------------------------------------------------
481 % Soma de termos
482 % -------------------------------------------------
483 bAVk(i) = bAVk(i) + aux5A;
484 bMVk(i) = bMVk(i) + aux6M;
485 bHVk(i) = bHVk(i) + aux6H;
486 % -------------------------------------------------
487 for l = 1:3
488 % ---------------------------------------------
489 % Constantes de inclucao de nao linearidade
490 % ---------------------------------------------
491 phi3 = phi2*phi(l);
492 % ---------------------------------------------
493 % A (phi_k*phi_j | phi_i)
494 % ---------------------------------------------
495 aux7A = fiK*(F0(ml(l,k)) + F1(ml(l,k)))*phi3;
496 % ---------------------------------------------
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497 % H (phi_k*phi_j | phi_i)
498 % ---------------------------------------------
499 aux8 = bew*(M0(ml(l,k)) + M1(ml(l,k)))*phi3;
500 aux9 = bnw*(N0(ml(l,k)) + N1(ml(l,k)))*phi3;
501 aux8H = aux8 / MsNsH;
502 aux9H = aux9 / MsNsH;
503 % ---------------------------------------------
504 % F,G (phi_k*phi_j | phi_i)
505 % ---------------------------------------------
506 aux10 = H0(ml(j,k)) + H1(ml(j,k));
507 aux10F = aux8*aux10 / MsNsH;
508 aux10G = aux9*aux10 / MsNsH;
509 % ---------------------------------------------
510 % Soma de termos
511 % ---------------------------------------------
512 PAVk(i,j) = PAVk(i,j) + aux7A;
513 QAVk(i,j) = QAVk(i,j) - aux7A;
514 % ---------------------------------------------
515 PHVk(i,j) = PHVk(i,j) + aux8H + aux9H;
516 QHVk(i,j) = QHVk(i,j) - aux8H - aux9H;
517 % ---------------------------------------------
518 bFVk(i) = bFVk(i) + aux10F;
519 bGVk(i) = bGVk(i) + aux10G;
520 % ---------------------------------------------
521 end
522 end
523 end
524 end
525 % -------------------------------------------------------------
526 % Construcao das matrizes do sistema nao linear (Assemble)
527 % -------------------------------------------------------------
528 for i = 1:3
529 bAV = bAV + sparse(ml(i,k), 1, bAVk(i,1), nn , 1);
530 bMV = bMV + sparse(ml(i,k), 1, bMVk(i,1), nn , 1);
531 bHV = bHV + sparse(ml(i,k), 1, bHVk(i,1), nn , 1);
532 bFV = bFV + sparse(ml(i,k), 1, bFVk(i,1), nn , 1);
533 bGV = bGV + sparse(ml(i,k), 1, bGVk(i,1), nn , 1);
534 for j = 1:3
535 PAV = PAV + sparse(ml(i,k), ml(j,k), PAVk(i,j), nn , nn);
536 QAV = QAV + sparse(ml(i,k), ml(j,k), QAVk(i,j), nn , nn);
537 PHV = PHV + sparse(ml(i,k), ml(j,k), PHVk(i,j), nn , nn);
538 QHV = QHV + sparse(ml(i,k), ml(j,k), QHVk(i,j), nn , nn);
539 end
540 end
541 end
542 % -----------------------------------------------------------------
543 % Liberacao de mosquito esteril (Estr. 3):
544 % 7 liberacoes a cada semana em 4 nos comencando em
545 % t = 66,73,80,87,94
546 % -----------------------------------------------------------------
547 if it == 2601 || it == 2881 || it == 3161 || it == 3441 || ...
548 it == 3721
549 de = 10* sum(M0) - sum(N0);
550 N0(nde (1:4)) = N0(nde (1:4)) + de/4;
551 sde = sde + de;
552 end
553 % -----------------------------------------------------------------
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554 % Fatorizacao LU de matrizes A e H com mortalidade induzida e com
555 % termos nao lineares
556 % -----------------------------------------------------------------
557 A = PAC + PAV; H = PHC + PHV;
558 [LA,UA] = lu(A); [LH,UH] = lu(H);
559 % -----------------------------------------------------------------
560 % Solucao dos sistemas
561 % -----------------------------------------------------------------
562 % Resolve sistema A Resolve sistema M
563 % -----------------------------------------------------------------
564 b1 = (QAC + QAV)*A0 + bAV; b2 = QMC*M0 + bMV;
565 A1 = UA\(LA\b1); M1 = UM\(LM\b2);
566 % -----------------------------------------------------------------
567 % Resolve sistema H Resolve sistema F
568 % -----------------------------------------------------------------
569 b3 = (QHC + QHV)*H0 + bHV; b4 = QFC*F0 + bFV;
570 H1 = UH\(LH\b3); F1 = UF\(LF\b4);
571 % -----------------------------------------------------------------
572 % Resolve sistema G Resolve sistema N
573 % -----------------------------------------------------------------
574 b5 = QGC*G0 + bGV; b6 = QNC*N0;
575 G1 = UG\(LG\b5); N1 = UN\(LN\b6);
576 % -----------------------------------------------------------------
577 % Evita valores negativos provenientes de instabilidade numericas
578 % -----------------------------------------------------------------
579 for jl = 1:nn
580 if (A1(jl) < 10e-8)
581 A1(jl) = 0;
582 end
583 if (M1(jl) < 10e-8)
584 M1(jl) = 0;
585 end
586 if (H1(jl) < 10e-8)
587 H1(jl) = 0;
588 end
589 if (F1(jl) < 10e-8)
590 F1(jl) = 0;
591 end
592 if (G1(jl) < 10e-8)
593 G1(jl) = 0;
594 end
595 if (N1(jl) < 10e-8)
596 N1(jl) = 0;
597 end
598 end
599 end
600 % ---------------------------------------------------------------------
601 % Armazena numero de femeas fertilizadas por dia
602 % ---------------------------------------------------------------------
603 if mod(it ,40) == 0
604 FF(d) = sum(F1);
605 d = d + 1;
606 end
607 % ---------------------------------------------------------------------
608 % Atualizacao da iteracao
609 % ---------------------------------------------------------------------
610 A0 = A1; M0 = M1; H0 = H1; F0 = F1; G0 = G1; N0 = N1;
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611 % ---------------------------------------------------------------------
612 % Armazenamento para os graficos das superficies
613 % ---------------------------------------------------------------------
614 verA = reshape(A0 ,nnx ,nny); verM = reshape(M0 ,nnx ,nny);
615 verH = reshape(H0 ,nnx ,nny); verF = reshape(F0 ,nnx ,nny);
616 verG = reshape(G0 ,nnx ,nny); verN = reshape(N0 ,nnx ,nny);
617 % ---------------------------------------------------------------------
618 % Armazenamento para os graficos temporais
619 % ---------------------------------------------------------------------
620 for i = 1: length(nos)
621 Aaux(it+1,i) = verA(nos(i)); Maux(it+1,i) = verM(nos(i));
622 Haux(it+1,i) = verH(nos(i)); Faux(it+1,i) = verF(nos(i));
623 Gaux(it+1,i) = verG(nos(i)); Naux(it+1,i) = verN(nos(i));
624 end
625 % ---------------------------------------------------------------------
626 % Graficos somente em algumas iteracoes
627 % ---------------------------------------------------------------------
628 if it == 1000 || it == 2000 || it == 3000 || it == 4000
629 grafsurfN(x,y,verA ,verM ,verH ,verF ,verG ,verN ,it,dt,expnum);
630 end
631 pause (0.01)
632 % ---------------------------------------------------------------------
633 end
634 % -------------------------------------------------------------------------
635 % Suma elementos de componentes de vectores com valores finales
636 % -------------------------------------------------------------------------
637 SAF = sum(A0); SMF = sum(M0); SHF = sum(H0);
638 SFF = sum(F0); SGF = sum(G0); SNF = sum(N0);
639 % -------------------------------------------------------------------------
640 % Soma o numero de femeas fertilizadas por cada dia para o total
641 % -------------------------------------------------------------------------
642 STF = sum(FF);
643 % -------------------------------------------------------------------------
644 % Graficos evolutivos
645 % -------------------------------------------------------------------------
646 t = 0:dt:tf; t = t’;
647 graftempN(t,Aaux ,Maux ,Haux ,Faux ,Gaux ,Naux ,it,dt,expnum);
648 % -------------------------------------------------------------------------
649 % Salva todas as variables
650 % -------------------------------------------------------------------------
651 save Exp10
652 toc
653 % -------------------------------------------------------------------------
Código-fonte 2 – Quadratura
1 % -------------------------------------------------------------------------
2 % Regra de quadratura para o triangulo padrao
3 % s (1 ,:) = xi (: ,1) e s (2 ,:) = eta (: ,1)
4 % w (: ,1) = pesos da quadratura
5 % nptos : numero de pontos utilizados
6 % -------------------------------------------------------------------------
7 function [w,te,nptos] = quadratura (iflag)
8 % -------------------------------------------------------------------------
9 % exato para polinomio de grau 3
10 % -------------------------------------------------------------------------
11 if (iflag == 1)
APÊNDICE A. Códigos Fontes 135
12 % ---------------------------------------------------------------------
13 w(1) = 1.0/6.0;
14 w(2) = w(1);
15 w(3) = w(1);
16 % ---------------------------------------------------------------------
17 te = [1.0/6.0 2.0/3.0 1.0/6.0; 1.0/6.0 1.0/6.0 2.0/3.0];
18 % ---------------------------------------------------------------------
19 nptos = 3;
20 % ---------------------------------------------------------------------
21 % exato para polinomio de grau 4
22 % ---------------------------------------------------------------------
23 elseif (iflag == 2)
24 % -----------------------------------------------------------------
25 w(1) = -27.0/96.0;
26 w(2) = 25.0/96.0;
27 w(3) = w(2);
28 w(4) = w(2);
29 % -----------------------------------------------------------------
30 te = [1.0/3.0 0.2 0.2 0.6 ; 1.0/3.0 0.6 0.2 0.2];
31 % -----------------------------------------------------------------
32 nptos = 4;
33 % -----------------------------------------------------------------
34 % exato para polinomio de grau 5
35 % -----------------------------------------------------------------
36 elseif (iflag == 3)
37 % -------------------------------------------------------------
38 alfa (1) = 0.0597158717;
39 alfa (2) = 0.7974269853;
40 beta (1) = 0.4701420641;
41 beta (2) = 0.1012865073;
42 % -------------------------------------------------------------
43 w(1) = 0.225;
44 w(2) = 0.1323941527;
45 w(3) = w(2);
46 w(4) = w(2);
47 w(5) = 0.1259391805;
48 w(6) = w(5);
49 w(7) = w(5) ;
50 % -------------------------------------------------------------
51 w = w*0.5;
52 % -------------------------------------------------------------
53 te(1,:) = [1.0/3.0 alfa (1) beta (1) beta (1) alfa (2) beta (2) beta (2)];
54 te(2,:) = [1.0/3.0 beta (1) alfa (1) beta (1) beta (2) alfa (2) beta (2)];
55 % -------------------------------------------------------------
56 nptos = 7;
57 end
58 % -------------------------------------------------------------------------
59 end
60 % -------------------------------------------------------------------------
Código-fonte 3 – Transformaçaõ afim
1 % -------------------------------------------------------------------------
2 % Transf
3 % Faz a transformacao afim do triangulo padrao para o triangulo
4 % local , constroi a matriz jacobiana B, ( B ^ t ) ^ -1 e x, y, coordenadas
5 % reais
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6 % -------------------------------------------------------------------------
7 function [Ji,dJ,x1,y1,x2,y2,x3,y3] = transf (ml,cd,k)
8 % -------------------------------------------------------------------------
9 % identificacao das coordenadas
10 % -------------------------------------------------------------------------
11 ip = ml(1,k);
12 jp = ml(2,k);
13 kp = ml(3,k);
14 % -------------------------------------------------------------------------
15 % matriz jacobiana
16 % -------------------------------------------------------------------------
17 x1 = cd(1,ip); x2 = cd(1,jp); x3 = cd(1,kp);
18 y1 = cd(2,ip); y2 = cd(2,jp); y3 = cd(2,kp);
19 % -------------------------------------------------------------------------
20 J(1,:) = [(x2 - x1) (x3 - x1)];
21 J(2,:) = [(y2 - y1) (y3 - y1)];
22 % -------------------------------------------------------------------------
23 % determinante
24 % -------------------------------------------------------------------------
25 dJ = J(1,1)*J(2,2) - J(1,2)*J(2,1);
26 % -------------------------------------------------------------------------
27 % matriz inversa transposta do jacobiano
28 % -------------------------------------------------------------------------
29 Ji = inv(J’);
30 % -------------------------------------------------------------------------
31 end
32 % -------------------------------------------------------------------------
Código-fonte 4 – Funções de base e seus gradientes
1 % -------------------------------------------------------------------------
2 % Funcoes de base e seus gradientes
3 % Armazena as funcoes de base padrao evaluadas nos pontos de integracao
4 % e seus gradientes
5 % -------------------------------------------------------------------------
6 function [phi ,grad] = fbasegrad (m,te)
7 % -------------------------------------------------------------------------
8 % xi e eta sao os pontos de integracao
9 % -------------------------------------------------------------------------
10 xi = te(1,m);
11 eta = te(2,m);
12 % -------------------------------------------------------------------------
13 % Funcoes de base padrao e seus gradientes
14 % -------------------------------------------------------------------------
15 phi(1) = 1.0 - xi - eta;
16 phi(2) = xi;
17 phi(3) = eta;
18 % -------------------------------------------------------------------------
19 grad (1,1) = -1.0; grad (1,2) = 1.0; grad (1,3) = 0.0;
20 grad (2,1) = -1.0; grad (2,2) = 0.0; grad (2,3) = 1.0;
21 % -------------------------------------------------------------------------
22 end
23 % -------------------------------------------------------------------------
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Código-fonte 5 – Função Dispersão
1 % -------------------------------------------------------------------------
2 % Funcao de dispersao definida por partes
3 % D1: eh o espalhamento dos mosquitos machos e femeas
4 % D2: eh o espalhamento dos mosquitos femeas fertilizadas
5 % -------------------------------------------------------------------------
6 function Di = fdispersao (x,y)
7 % -------------------------------------------------------------------------
8 global xmin xmax ymin ymax
9 % -------------------------------------------------------------------------
10 D1 = 0; D2 = 0;
11 % -------------------------------------------------------------------------
12 if (x >= xmin && x < 0.25* xmax && y >= ymin && y <= 0.5* ymax)
13 D1 = 0.00300; D2 = 0.00350;
14 elseif (x >= 0.25* xmax && x < 0.50* xmax && y >= ymin && y <= 0.5* ymax)
15 D1 = 0.00125; D2 = 0.00175;
16 elseif (x >= 0.50* xmax && x < 0.75 && y >= ymin && y <= 0.5* ymax)
17 D1 = 0.00400; D2 = 0.00450;
18 elseif (x >= 0.75* xmax && x <= xmax && y >= ymin && y <= 0.5* ymax)
19 D1 = 0.00300; D2 = 0.00350;
20 elseif (x >= xmin && x < 0.25* xmax && y > 0.5* ymax && y <= ymax)
21 D1 = 0.00015; D2 = 0.00020;
22 elseif (x >= 0.25* xmax && x < 0.50* xmax && y > 0.5* ymax && y <= ymax)
23 D1 = 0.002; D2 = 0.0025;
24 elseif (x >= 0.50* xmax && x < 0.75 && y > 0.5* ymax && y <= ymax)
25 D1 = 0.00060; D2 = 0.00065;
26 elseif (x >= 0.75* xmax && x <= xmax && y > 0.5* ymax && y <= ymax)
27 D1 = 0.00015; D2 = 0.00020;
28 end
29 % -------------------------------------------------------------------------
30 Di(1) = D1;
31 Di(2) = D2;
32 % -------------------------------------------------------------------------
33 end
Código-fonte 6 – Função Adulticida
1 % -------------------------------------------------------------------------
2 % Funcao de mortalidade induzida Adulticida
3 % -------------------------------------------------------------------------
4 function ua = fmortinduA(t,x,y)
5 % -------------------------------------------------------------------------
6 global xmin xmax ymin ymax
7 % -------------------------------------------------------------------------
8 X = xmin + (x*(xmax - x));
9 Y = ymin + (y*(ymax - y));
10 % -------------------------------------------------------------------------
11 % Adulticida
12 % -------------------------------------------------------------------------
13 ua = exp(-(X^2 + Y^2) -3*t);
14 % -------------------------------------------------------------------------
15 end
16 % -------------------------------------------------------------------------
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Código-fonte 7 – Gráficas de Superficies
1 % -------------------------------------------------------------------------
2 % Graficos das superficies com mosquitos esteries
3 % -------------------------------------------------------------------------
4 function grafsurfN (x, y, verA , verM , verH , verF , verG , verN , it, dt, expnum)
5 % -------------------------------------------------------------------------
6 % Construcao da figura
7 % -------------------------------------------------------------------------
8 fig1 = figure (1);
9 set (fig1 , ’Position ’, [0 0 1500 750])
10 % -------------------------------------------------------------------------
11 for i = 1:6
12 subplot (2,3,i)
13 if i == 1
14 surf (x,y,verA);
15 zlabel(’A_h’)
16 title (’Fase aquatica ’,’FontSize ’,24,’FontName ’,’Times ’)
17 elseif i == 2
18 surf (x,y,verM);
19 zlabel(’M_h’)
20 title (’Machos ’,’FontSize ’,24,’FontName ’,’Times ’)
21 elseif i == 3
22 surf (x,y,verH);
23 zlabel(’H_h’)
24 title (’Femeas nao fertilizadas ’,’FontSize ’,24,’FontName ’,’Times ’)
25 elseif i == 4
26 surf (x,y,verF);
27 zlabel(’F_h’)
28 title (’Femeas fertilizadas ’,’FontSize ’,24,’FontName ’,’Times ’)
29 elseif i == 5
30 surf (x,y,verG);
31 zlabel(’G_h’)
32 title (’Femeas estereis ’,’FontSize ’,24,’FontName ’,’Times ’)
33 elseif i == 6
34 surf (x,y,verN);
35 zlabel(’N_h’)
36 title (’Machos estereis ’,’FontSize ’,24,’FontName ’,’Times ’)
37 end
38 colorbar , shading interp
39 axis tight
40 xlabel(’x’,’FontSize ’ ,14), ylabel(’y’,’FontSize ’ ,14)
41 set(gca ,’FontSize ’,14,’FontName ’,’Times’)
42 end
43 % -------------------------------------------------------------------------
44 % Salva a figura em arquivo
45 % -------------------------------------------------------------------------
46 name = [int2str(expnum), ’Solucao ’, int2str(it*dt)];
47 saveas (gcf , name , ’fig’)
48 % -------------------------------------------------------------------------
49 end
50 % -------------------------------------------------------------------------
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Código-fonte 8 – Gráficos Temporais
1 % -------------------------------------------------------------------------
2 % Graficos temporais com mosquitos esteries
3 % -------------------------------------------------------------------------
4 function graftempN (t, Aaux , Maux , Haux , Faux , Gaux , Naux , it, dt, expnum)
5 % -------------------------------------------------------------------------
6 % Construcao da figura
7 % -------------------------------------------------------------------------
8 fig2 = figure (2);
9 set (fig2 , ’Position ’, [0 0 900 700])
10 % -------------------------------------------------------------------------
11 [~,n] = size(Aaux);
12 for i = 1:n
13 subplot (2,2,i)
14 plot (t, Aaux (:,i), ’r-’, ’LineWidth ’, 2)
15 hold on
16 plot (t, Maux (:,i), ’k-’, ’LineWidth ’, 2)
17 hold on
18 plot (t, Haux (:,i), ’g-’, ’LineWidth ’, 2)
19 hold on
20 plot (t, Faux (:,i), ’b-’, ’LineWidth ’, 2)
21 hold on
22 plot (t, Gaux (:,i), ’y-’, ’LineWidth ’, 2)
23 hold on
24 xlabel (’tempo/dias’,’FontSize ’,18,’FontName ’,’Times’), grid
25 title ([’no ’, num2str(i)], ’FontName ’,’Times ’,’FontSize ’ ,22)
26 set(gca ,’FontSize ’,14,’FontName ’,’Times’)
27 end
28 legend (’A_h(t)’, ’M_h(t)’, ’H_h(t)’, ’F_h(t)’,’G_h(t)’, ...
29 ’Location ’, ’Best’, ’Orientation ’, ’Vertical ’)
30 % -------------------------------------------------------------------------
31 % Salva a figura em arquivo
32 % -------------------------------------------------------------------------
33 name = [int2str(expnum),’SolNosTemp ’, int2str(it*dt)];
34 saveas (gcf , name , ’fig’)
35 % -------------------------------------------------------------------------
36 fig3 = figure (3);
37 set (fig3 , ’Position ’, [0 0 900 700])
38 % -------------------------------------------------------------------------
39 [~,n] = size(Aaux);
40 for i = 1:n
41 subplot (2,2,i)
42 plot (t, Naux (:,i), ’c-’, ’LineWidth ’, 2)
43 xlabel (’tempo/dias’,’FontSize ’,18,’FontName ’,’Times’), grid
44 title ([’no ’, num2str(i)], ’FontName ’,’Times ’,’FontSize ’ ,22)
45 set(gca ,’FontSize ’,14,’FontName ’,’Times’)
46 end
47 legend (’N_h(t)’, ...
48 ’Location ’, ’Best’, ’Orientation ’, ’Vertical ’)
49 % -------------------------------------------------------------------------
50 % Salva a figura em arquivo
51 % -------------------------------------------------------------------------
52 name = [int2str(expnum),’SolNosTempN ’, int2str(it*dt)];
53 saveas (gcf , name , ’fig’)
54 % -------------------------------------------------------------------------
55 end
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56 % -------------------------------------------------------------------------
