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Abstract Overlay networks have made it easy to implement
multicastfunctionalityinMANETs.Theirﬂexibilitytoadapt
to different environments has helped in their steady growth.
Overlay multicast trees that are built using location infor-
mation account for node mobility and have a low latency.
However, the performance gains of such trees are offset by
theoverheadinvolvedindistributingandmaintainingprecise
locationinformation.Asthedegreeof(location)accuracyin-
creases,theperformanceimprovesbuttheoverheadrequired
to store and broadcast this information also increases. In this
paper, we present SOLONet, a design to build a sub-optimal
location aided overlay multicast tree, where location updates
of each member node are event based. Unlike several other
approaches, SOLONet doesn’t require every packet to carry
location information or each node maintain location infor-
mation of every other node or carrying out expensive loca-
tion broadcast for each node. Our simulation results indicate
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that SOLONet is scalable and its sub-optimal tree performs
very similar to an overlay tree built by using precise loca-
tion information. SOLONet strikes a good balance between
the advantages of using location information (for building
efﬁcient overlay multicast trees) versus the cost of maintain-
ing and distributing location information of every member
nodes.
Keywords MANET . Overlay . Multicast . Location aware
optimization . Service discovery
1 Introduction
Mobile ad hoc networks (MANETs) are characterized by
mobilenodesandconstantlychangingnetworktopology.Im-
plementing multicast in such a dynamic environment is a
challenging task. A recent survey of the various multicast
routing protocols for ad hoc networks is presented in [10].
As pointed out by [28], traditional IP-layer multicast [19,
23, 31] for MANETs have a lot of signaling overhead as it
needs to take into account the network dynamics in addition
to the (multicast) group dynamics. The widespread deploy-
mentofIPmulticasthasbeenheldbackbyavarietyofissues
[11].Overlaymulticastisanewmechanismtosupportgroup
communication. In comparison to traditional IP multicast,
application layer (overlay) multicast relies on the underlying
unicast protocols to adapt to the changing network topol-
ogy. As a result, the application layer has to track only the
group dynamic. Due to its ease of implementation and ﬂex-
ibility to adapt, overlay multicast networks (though not as
efﬁcient as IP layer multicast) are ﬁnding many practical ap-
plications in MANETs. AMRoute [7], PAST-DM [14], and
LGT[8]aresomeoftheoverlaymulticastprotocolsthathave
been proposed for MANETs. In recent years, we have seen a
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Fig. 1 Overlay tree and it corresponding network layer links
dramatic increase in research interest shown towards context
aware computing and location-sensing techniques [4, 16, 17,
26, 27, 32, 40]. Consequently, position based approach for
routing [8, 34] is becoming practical.
Figure 1 shows a typical overlay tree with its underlying
physical layer links. As seen from the ﬁgure, data exchange
between member nodes requires traversing other member
nodes. This introduces high latency, which increases as the
number of member nodes increases. Also, there are several
links that carry identical packets (meant for different mem-
ber nodes). As a result, application layer multicast is not
as efﬁcient as IP-based multicast. Recently, in an attempt
to improve the efﬁciency of overlay multicast, researchers
have proposed the idea of using location-aware overlay mul-
ticast trees [8]. Figure 2 shows such an example. A location-
aidedtreewouldkeeptrackofmembernode’smovementand
wouldbefrequentlyupdatedtoaccountforanychangeinthe
node positions. The nodes that are physically close to each
other would be neighbors in the logical tree Fig. 2(c) and the
delay at a particular member node will be proportional to its
actualdistancefromthesourcenode.Thereareseveralissues
with location-aided approach that need close attention. For
example, how to effectively distribute the location informa-
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tion of each member node to other members? How precise
should the location information be? How often should this
information be updated? Chen and Nahrstedt [8] propose
two algorithms (LGK and LGS) to build overlay multicast
treesusinglocationinformation.However,theirapproachin-
volves storing location information of every member node at
every other member node and sending location information
in every packet header or periodic location update packets.
Location broadcast is a costly affair and if every node starts
to broadcast its current location information, then it would
quickly lead to the broadcast storm problem [6, 35]. The
method proposed in this paper builds location-aided over-
lay trees without requiring every member node to know the
location of every other node, or doing costly location up-
date broadcasts periodically. Another aspect of LGT [8] is
the use of exact location information for each node. Intu-
itively, precise location information would lead to a better
overlay tree. However, obtaining exact location of a node
is a difﬁcult task, especially in indoor environments where
ad hoc networks are usually implemented. Frequent updates
wouldbenecessarytomaintaintheaccuracyofthisinforma-
tion. As the node number and mobility increases, the update
frequency would exponentially increase. There is a tradeoff
between the advantages of building a location-aided over-
lay tree versus the distribution and precision of this location
information.
This paper presents an extension of our earlier work
SOLONet [29]. In SOLONet, the physical topology is par-
titioned into smaller areas (cells) having a certain geometric
shape (e.g., triangle, square, hexagon, etc). Figure 3 shows
an example of such a partitioning. The idea is to make lo-
cation updates event-based. A node will report a change
in its location only when it crosses border to a neighbor-
ing cell. While in a particular cell, the node will report
the center of that cell as its location. A leader node is se-
lectedineachcelltolocalizecertainoperation,aidinservice
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Fig. 3 Entire topology partitioned into smaller cells
discovery and to reduce the number of broadcast messages.
A node wishing to form or join an existing overlay network
(for a particular service) would query its local leader in-
stead of broadcasting the query to each node in the network.
Using ns2 (for simulations), we compare the performance
of our design with an ‘optimal’ overlay tree. We also evalu-
ate the scalability of SOLONet and take a closer look at its
performance for different cell areas and member size. Also,
we study the impact on performance for different (location)
update intervals.
The rest of the paper is structured as follows. Section 2
summarizes previous work on overlay multicast and brieﬂy
compares and contrasts our approach with some of the pro-
tocols proposed earlier. Section 3 presents an in-depth de-
scription of our design. Section 4 presents a detailed analy-
sis of our leader selection algorithm. Section 5 looks at our
SOLONet implementation with the help of an example. Sec-
tion 6 presents our simulation results. Finally, Section 7 con-
cludes the paper and presents directions for future research.
2 Related research
Several overlay multicast protocols [3, 5, 8, 9, 14] have been
proposed and studied in recent past. Many of them have ad-
dressed the issue of building an efﬁcient overlay multicast
tree.TheNICE[5]projectaimstoaddresstheissuesinvolved
in data stream applications—real-time data applications that
are characterized by a very large set of receivers having low
bandwidth. NICE arranges the end host into sequentially
numbered layers, which deﬁnes the multicast overlay data
path.ThebasicoperationofNICEistocreateandmaintaina
hierarchyconsistingofasetofendhosts.Themembersatthe
topofthehierarchymaintainstateaboutO(logN)othermem-
bers,whereNisthenumberofnodesinthenetwork.Member
nodes keep information about members ‘near’ to them in the
hierarchy and have limited knowledge about other members.
This structure helps localize the effects of a member failure.
Hosts at each layer are partitioned into clusters that have a
clusterleader.UnlikeSOLONet,theleaderselectioninNICE
does not make use of any location or the battery strength in-
formation. In NICE, each cluster size depends on the set of
hosts that are close to each other; whereas, in our approach,
the cell edges (physical boundaries) deﬁne the association to
a cell. NICE is not deﬁned for MANETs and hence it does
not take into account node movement.
Ad-hoc multicast routing protocol (AMRoute [7]) makes
useofuser-multicasttreesanddynamiclogicalcorestobuild
arobustmulticastnetwork.Itcreatespergroupmulticastdis-
tribution tree using unicast tunnels between group members.
Thebidirectionaltunnelsarecreatedbetweenmembernodes
that are close to each other (neighbors in the multicast tree)
to form a virtual mesh. From this mesh, a subset of links is
used to create a multicast distribution tree). The path taken
by the unicast tunnel can change with the changing network
topology without affecting the user multicast tree. Similar to
SOLONet’sleadernodes,AMRoutemaintainsalogicalcore
node. However, unlike SOLONet (where there are several
leader nodes present in the network, in case of AMRoute),
there is one logical core node for every tree. The core node
is responsible for mesh and tree creation. Non-core mem-
bers only act as passive responding agent. The logical core is
also responsible for discovering new group members, creat-
ing, and maintaining the multicast tree for data distribution.
The core can migrate dynamically depending on the group
membership or network connectivity. Having one core per
group has the advantage of reducing the signaling overhead.
A group may have more than one core for a short period.
In case of more than one core in the same group, the core
resolution algorithm resolves the conﬂict by assigning the
node with the highest IP address as the core node. SOLONet
follows a similar approach where the leader node conﬂict is
resolved by choosing the node with the lowest IP address.
The same algorithm can help in the assignment of a new
core incase the earlier core node leaves the group or is un-
available due to link or node failure. To avoid the sequence
numberwrap-aroundproblem,AMRouterequiresthatthead
hoc network multicast group have a certain validity period.
Progressively Adaptive Sub-Tree in Dynamic Mesh
(PAST-DM)[14]isanoverlayprotocolthatconstantlyadapts
to the changing network topology and attempts to generate
an optimized overlay multicast tree. It tries to eliminate re-
dundant physical links so that the overall bandwidth con-
sumption of the multicast session is reduced. The protocol
constructs a virtual mesh that connects all member nodes.
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Each node implements a neighbor discovery protocol using
the extended ring search algorithm with an upper limit on
the search radius. The nodes periodically exchange link state
information with their neighbors in a non-ﬂooding manner.
With several such exchanges, a node’s link state will be car-
riedovertofarawaynodes.Bylookingatthelinkstateofeach
node,anodegetsaviewoftheentiretopology.Thisinforma-
tion is used (by every source node) to build a Source-Based
Steinertree.Thesourcenodeputssubgroupinformationinto
data packet header before unicasting it to its children. A sub-
group forms a sub-tree rooted at one of the ﬁrst level chil-
dren. Each child then runs the Source-Based Steiner tree
algorithm in order to deliver the data packet to its subgroup.
This might be a problem since it puts a lot of computing
overhead on each member node. Also, the packet (header)
size would be large in case of higher group membership.
Another issue is during the link state broadcast. The authors
suggest that with random offset, a broadcast storm problem
can be avoided. However, it is not clear if random offset
method would work if there are large number of member
nodes.
Location Guided Tree (LGT) [8] is a small group multi-
cast scheme similar to DDM [20]. It builds overlay multicast
trees(inMANET)usinggeometricdistanceasanapproxima-
tion of link costs. The scheme proposes two tree construc-
tion algorithms: greedy k-ary tree construction (LGK) and
Steiner tree construction (LGS). The algorithms are based
on the assumption that longer geometric distances require
more network-level hops to reach destination. LGS con-
structs the Steiner tree using geometric length as link costs.
In case of LGK, the source node selects k nearest neighbors
as its children and partitions the remaining nodes according
to their distance to the children nodes. Each child then se-
lects k-nearest nodes as its children and continues with the
tree expansion. In the LGT approach, each member node is
assumed to have knowledge of its geometric location. Every
node includes its current location information in each data
packet header. If a node doesn’t have data packets to trans-
mit for a long time, it sends periodic update (null) packets
carrying its location information in the header. Each node
also maintains location information of every other member
node in the group. This might be a problem in case of high
group membership. Similar to LGT, our approach assumes
that each node knows its geometric location. However, in
SOLONet, the location updates are event based and non-
periodic. Besides, nodes in SOLONet do not report their ex-
act location; instead they report the center of the current cell
as their location. Also, only the source node maintains lo-
cation of each member nodes in the group and all updates
from member nodes are directed towards the source node.
LGT is a small group multicast scheme while, SOLONet
is highly scalable due to its localized service discovery
broadcast.
3 Design of SOLONet
WebeginthedescriptionofourSOLONetdesignbyﬁrstdis-
cussing the various components (like location computation,
cell area, cell shape etc) involved.
3.1 Location and geometry identiﬁcation
In SOLONet, the entire topology is partitioned into smaller
cells (Fig. 3). We assume that each node has knowledge of
thecellstructureforthegiventopology.Organizersofspecial
events (such as games or concerts), where overlay multicast
may be implemented, may distribute a coordinate ﬁle or a
hash function that deﬁnes the geometry of the topology. Mo-
bile users, who wish to participate in the multicast network
may download the coordinate ﬁle (or hash function) from
the organizer’s website. An alternative approach would be
to automate this process so that the nodes obtain the coor-
dinates (topology map) at startup during IP assignment (or
they request a copy from a neighboring node that has al-
ready joined the network). We also assume that each node
knows its current location. This information may be relative
tosomereferencepointinthetopologyandcanbecomputed
using the hash function or the coordinate ﬁle. To monitor
their movement, nodes may use location sensing techniques
like GPS in outdoor environment or one of the several in-
doorlocationsensingtechniques[1,4,16–18,26,27,33,40]
available.
3.2 Initial setup
When the ad-hoc network comes online for the ﬁrst time,
it will run some form of an IP allocation algorithm (e.g.,
Prophet Algorithm [41]) to get a unique IP address. This IP
addresswillbeusedtoidentifyeachnode.Inthenextfewsub-
sections, we discuss some characteristics of the partitioned
topology.
3.2.1 Shape of the cell
Our design doesn’t put any restriction on the shape of the
cells. In theory, the topology can be partitioned into sev-
eral(non-overlapping)cellsofanyshape.However,byusing
repetitive regular cell structures, we can make use of the ge-
ometric properties for that shape. Each shape will have its
ownadvantages.Ahexagoncancloselyresembleacoverage
area for a given cell, while a square is easier to divide into
smaller areas if the density of nodes in a cell is high.
3.2.2 Size of the cell
Our design requires that all nodes in any cell are one-hop
neighborsofeachother.Incaseofasquarecell,forexample,
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Table 1 Typical state table at
each local leader node Node ID XY Type of service Battery strength Time in cell
12 76.22 108.37 Gateway to Internet 50% 4 min 27 sec
57 73.76 111.29 Live Surgery Video 89% 1 min 12 sec
23 75.32 105.12 Medical Record Files 24% 4 Sec
nodesatthetwoendsofthediagonalarefarthestapart.There-
fore, the size of a square cell should be such that the length
of its diagonal is less than the coverage radius. This will al-
low any node in the cell to directly communicate with any
other node in that cell. Similar calculations can be done for
cells of other shapes using the geometric properties for that
shape.Laterinthesimulationsection(Section6.3),wehavea
detaileddiscussionontheeffectofcellsizeandnodedensity.
3.2.3 Cell size and transmission range
A major factor that needs to be considered when deciding
the size of the cell is the coverage area for the technology
being used to implement the system. G. Anastasi and group
[2], through various experiments, have shown that in case of
802.11b ad hoc networks, the coverage area for a node is
around 100–130m at the lowest data rate −1Mbps. Their
study also reveals that the transmission area and throughput
depends on the height of the transmitter with respect to the
receiver. Similar results may be used for other networks in
order to determine the optimal cell size. Our design crite-
ria states that each node in a cell should be able to com-
municate with every other node in the same cell—meaning
the communication has to be single hop with nodes in the
same cell. In case of 802.11b technologies a cell size of
75×75m2 (or 100×100m2) may be used in light loads.
If the density of a node is very high, 50×50m2 may be a
good choice. Similar choices can be made for other wireless
technologies.
3.2.4 Center of the cell
Sincethecelltopologyisknowntoeachnode,computingthe
center of its current cell would not be difﬁcult (using some
geometric property of the cell’s shape). Each node maintains
a cellID. During the startup phase, a node checks its position
todeterminewhichcellitiscurrentin.Thisinformationhelps
the node to set its cellID parameter. The CID would change
when the node moves to a different cell.
3.3 Member nodes and leaders
Each cell would have a local leader to assist in the service
discovery (and tree building) process. This section gives an
overview of the responsibilities of a member and a leader
node.
3.3.1 Leader responsibilities
Member nodes constantly update their local leader with in-
formation about their location (and service type, battery
strength, etc). A leader node maintains a table containing
information about each node in its cell. Rows in such a ta-
ble may look like the ones shown in Table 1. The leader
purges a node’s entry after it receives a disconnect mes-
sage from it. The disconnect message may be sent either
when the node is gracefully shutdown or has moved to a
neighboring cell (and associated with the local leader in
that cell). The leader node periodically broadcasts a beacon
packet to all the nodes in its cell. This beacon message
aids in leader selection process, serves as a feedback to
the nodes and indicates that the leader node is alive. The
details of the beacon packet are discussed in Section 4.2.
Figure 5 shows a typical communication time-line in every
cell. Storing service type of each node is important for ser-
vice discovery by other nodes in the network. The presence
ofleadernodeshelpsinlocalizingcertainoperationsandlim-
iting the service discovery broadcast to a small fraction of
nodes.
Additional responsibilities of a leader could be time slic-
ingofnodetransmissionsorcellsplitting.Ifthenodedensity
in a cell is higher than a certain threshold, the leader may as-
sign time slots to each node to avoid collisions between their
transmissions. Leader nodes may coordinate with neighbor-
ing leaders to assign skewed transmission timeslots so that
there is minimal collision between the two cells. These time
slotsmaybecarriedinthebeaconmessagesentbytheleader
(Fig. 5). Another alternative to solve the high cell density
problem could be cell splitting. This paper does not cover
detail discussion on cell splitting or time slot assignment in
this paper. Several papers in the literature that explain how
this can be carried out.
3.3.2 Node responsibilities
When a node ﬁrst comes online, it waits and listens for the
beacon message from the leader node. Once it hears the bea-
con, it knows who the local leader is. The node provides the
leader with information about its current location, battery
power, and services that it can provide. After the ﬁrst update,
all subsequent updates to this leader carry only the battery
and current location information.
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Fig. 5 Time-line showing all the communication happening in a cell (during normal operation)
When a node enters a new cell, it defers its disconnect
message to the old leader till it is able to connect to the
leader in the new cell. The node waits for a time equal to
the periodicity of the beacon in an attempt to know who the
local leader is Fig. 4(a). After receiving the beacon mes-
sage, this node would know the leader’s IP address or other
relevant details Fig. 4(b). The node would then send an as-
sociation message to the new leader. The scenario where
the leader’s beacon message is lost or the neighboring cell
has no leader is discussed in later sections. After success-
fully associating with a new leader, the node disconnects
from the old leader Figs. 4(c) and (d). This deferred dis-
connect procedure ensures that a node is always connected
to at least one leader. Since the node has just crossed the
cell boundary, it is most likely going to be in the cover-
age of the old leader. After association with the new leader,
the node provides it with information about its current loca-
tion, battery power, and services that it can provide. Similar
to the startup case, after the ﬁrst update, all subsequent up-
datestothisleadercarryonlythebatteryandcurrentlocation
information.
Thenextsectiongivesdetaildescriptionoftherolealeader
node plays in service discovery and how a location-aided
overlay tree is formed.
3.4 Service discovery
When a member node wishes to get a particular service, it
would query its local leader. The node may provide the ad-
dress (if known) of the source node that provides the re-
quested service. For example, there may be a few nodes in
the network that act as gateway nodes and provide access to
the Internet. A node that wishes to access the Internet may
request its local leader to ﬁnd a gateway node. If the request-
ing node knows the IP of a gateway node, it may provide the
IP along with its request to the local leader nodes. After re-
ceiving such a request, the leader node checks its local table
(similar to Table 1) to see if the source node is in its list (i.e.,
in the same cell). If the requested node is not found locally,
the leader forwards the request to its neighboring leaders
Fig. 6(b) using the expanded ring search algorithm [30]. The
leader ﬁrst forwards the request to its immediate neighbor-
ingleaders.Ifthatfails,itincreasesitssearchspace(expands
the search radius) and forwards the request to the next set of
leaders which are further away. It must be noted that this
message exchange between leaders may be multi-hop com-
munication (and might involve non-member nodes) as far
away leader nodes will not be one hop neighbors. Since the
servicediscoverymessageisexchangedonlybetweenleader
nodes, it can be viewed as a multicast between leader nodes.
The depth of this multicast tree depends on the cell in which
the requested node is found. In its message, the leader node
provides IP address and the cell ID of the requesting node.
We have tried to keep this message as small as possible by
having only two items (IP and CID) in the message. Since
there are very few leader nodes in the entire network the
overhead will be very low. Each leader node, upon receiving
the service discovery message, checks its local node list to
see if the requested (service) node is in its cell. If the re-
quested node is found, then the leader forwards the request
(message) to that node (Fig. 6) and sends a positive ACK to
the requesting leader.
In the event that the requesting node doesn’t get any re-
sponse for a timeout period, it resends its request. Certain
request may not generate any reply either because there is
no node in the entire network that can provide the requested
service or because the leader in the requested node’s cell is
dead (Fig. 10). Both of these problems can be solved if the
timeoutperiodfollowsanexponentialback-offscheme.Such
a scheme would give enough time for any leader selection
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Fig. 6 Building a location
aware overlay tree
process, which may have started during the service discov-
ery process, to complete. The system can be conﬁgured so
that after a certain number of timeouts, a node stops making
request for that service.
3.5 Joining an overlay tree
The node that provides services (like data storage, access to
Internet,computingresourcesetc)tomembernodesinamul-
ticast tree is referred to as the source node. This source node
would usually have more resources at its disposal. It is the
root of the multicast tree which is built for providing a par-
ticular service. The source node is responsible for building
and the growth of the multicast tree. It stores the CIDs of the
member nodes that it is currently serving. When it receives
a request for service (from a new member), it extracts the
CID (from the request message) and ﬁnds the position of the
requesting node. The position is assumed to be in the center
of the requestor’s cell. Simulations in Section 6.1 investigate
the performance with this assumption. The source node now
checksitsinternaltree-tabletoﬁndnode(s)thatmaybeinthe
samecellorneighboring(closest)cellastherequestingnode.
It now contacts the requesting node and provides it with the
IP address of a member node nearest to it. The source also
providesappropriateinformationtothisdesignated‘nearest’
relay node about the requesting node Fig. 6(c). With this in-
formation, the requesting node can now connect to a near-by
(physicallyclose)membernode,whichwouldinturnprovide
the required service Fig. 6(d). As our simulations conﬁrm,
the latency with this approach is much lower compared to
the case where a source node randomly selects a node in the
tree for the requestor to connect to.
In case of prioritized overlay multicast [38], the source
node will also provide information about the priority of the
servicethatitprovides.Thiswouldhelpintheformationofa
prioritizedoverlaytree.Atthetimeofrequest,therequesting
node may be part of some other group(s) having a different
priority. For example, in a particular hospital, all doctors,
nurses or resident students doctors may have their own cate-
gory (viz doctor net, nurse grp, student org) in addition to a
common(lowpriority)groupcalledhospital net.Inanemer-
gency, a group of doctors, nurses, and residents may form a
high priority network to address a speciﬁc patient case. De-
tailed discussion on priority trees and their formation can be
found in [38].
3.6 Degree bounded locations based tree
Consider an example of building a simple location-aided
(sub-optimal) tree using the model Fig. 7(a) described in the
previous section. The request to join will propagate through
leaders until it ﬁnally reaches the source node. The source
nodenowlooksatitsinternaltopologymapandﬁndsamem-
ber node that is nearest to the requesting node. This ‘plain’
approach may lead to the case where one or more of the
relay nodes become a single point of failure. In addition, it
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Fig. 7 Degree bound location
aware tree
may happen that the packet delivery load may not have been
evenly distributed amongst the relay nodes creating several
connectionsatanode;thusmakingitabottleneck.Morecon-
nectionsmeanlargerstate-tablesandhigherpowerconsump-
tion. In short, this would lead to faster depletion of resources
(battery power, memory, etc) at the bottleneck node. It may
also cause collisions between the different connections di-
rectly affecting the throughput. To eliminate the weakness
of such a ‘plain’ tree, we propose a degree bounded archi-
tecture. In this approach, after a source node receives a re-
quest, it looks at its internal topology map and ﬁnds a set
of member nodes that are near to the requesting node. This
set will consist of nodes that are in the same cell, imme-
diate neighboring cell, and up to three cells away from the
requesting node. In order to keep the search result small,
we chose to look up to three cells away. This default setting
may be changed in a dense topology where the multicast tree
may have several member nodes. In such a case, the source
may consider member nodes that are in the same cell, im-
mediate neighboring cell, and one cell away. Restricting the
ring of nearest neighbors will keep the found set as small as
possible.
The source now sorts this found set by assigning weights
proportional to the degree (number of connections) of the
node and its ‘closeness’ to the requesting node. The total
weight (WT) for a node is calculated such that a node closer
to the requesting node would contribute positively while a
node with high degree node would tend to bring down the
WT value. Table 2 shows one such calculation. In this ex-
ample, nodes in immediate neighboring cells are assigned
a neighbor weight (WN) of 1. The WN value for a node is
higher if it is farther away from the requesting node. The
degree weight (WD) of a node is directly proportional to its
current degree. In our example, we have kept the WD of
a node equal to its current degree. To make the process of
relay node selection light weight, the computation of WT
is kept as simple as possible. The source selects the node
with the highest WT value as the relay node and provides the
requesting node with its address. The requesting node can
now connect to this node. This approach would ensure that
a near-by node with little or no connections get selected as
relay node for a new connection Fig. 7(b); thus evenly dis-
tributingtheload.Asimilaralgorithmcanalsobeusedwhen
the source node decides to reorganize the multicast tree to
compensate for changes in member node positions due to its
mobility.
3.7 Event-based update
Every source maintains a list of member nodes that it serves
(either directly or through other members). A member node
updates the source with its new location (CID) only if it
changesitscell.Thisapproachreducestheamountoflocation
updates and the associated overhead. The updates are sent to
the source in-band along with the ACK packets. The source
nodecanalterthetreestructureifthelocationupdate(s)indi-
cate a major change in the topology. Although the resulting
(location aware) tree is sub-optimal, one can appreciate the
gains of this method compared to the expensive broadcast
approach which is used when precise location information is
needed for tree construction. Simulation results in Section 5
showthatthisapproachpaysaverylittleperformancepenalty
comparedtoanapproachwhereexactlocationinformationis
used.
Table 2 Weight calculation for
a requesting node Node ID Location Relative position WN WD = Degree X =
√
(W2
D + W2
N) WT =(X)−1
24 Cell (4E) One cell away 2 2 2.83 0.35
8 Cell (2B) Two cells away 3 2 3.87 0.25
17 Cell (2F) Neighboring cell 1 4 4.12 0.24
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4 Leader selection for cells
Before we get into the details of the leader section pro-
cess, the next two sub-sections look at some of the ar-
rangements in our design that aid the leader selection
process.
4.1 Responsibilities of leaders
Every leader performs activities that can aid in the selection
of a new leader in case of its failure. In addition to the loca-
tion and the service information, each leader also maintains
battery status and the time a particular node spent in its cell
(Table 1). Weights are assigned to the battery strength, time-
in-cell and node’s current location information. The entries
in the list are sorted according to the result of this weighting
function.Theﬁrsttwonodesorthetop10%nodes(whichever
is greater) in this sorted list are called candidate nodes—
meaning that these nodes are potential candidates for lead-
ership in case the current leader fails. Listed below are some
important parameters used to choose the candidate nodes.
4.1.1 Time information
It has been observed in [12] that hosts that have been station-
ary for a period of time are more likely to remain stationary
as compared to those currently in motion. Thus, choosing a
node that has shown little movement or no movement as the
leader would greatly increase the chances that it would stay
in that cell for a long time.
4.1.2 Battery strength
Aleaderhasalotofresponsibilitiesandthisdemandsbattery
power. A node which has good battery strength should be
selected as the leader, so that it can perform the leadership
responsibilities without interruption for a long time.
4.1.3 Location
A leader situated more or less towards the center of the cell
can serve all the cell nodes with little delay. Even if this node
weretobeinmotion,itwouldtakealongertimeforittomove
out of the cell due to its distance from the cell’s periphery.
The next section shows how the sorted list is made avail-
able to all the nodes in the cell through the beacon message.
4.2 Beacon message
Every leader periodically broadcasts a beacon packet con-
taining a sorted list of nodes in its cell. These beacon mes-
sages serve three purpose.
4.2.1 Leader’s heartbeat
Beacon is a way for the leader to tell the other nodes that it
is alive. If nodes do not receive beacons for a pre-conﬁgured
timeoutperiod,theywouldsuspectthattheleaderisnolonger
available. The use of timeout will help prevent false detec-
tion. A beacon packet may be lost due to noise, multi-path
fading or collision with some other transmission. Noise and
fading depend on environmental conditions while collision
(although rare) may depend on density of member nodes.
Collision can be reduced by assigning time-slots to each
node. The timeout value is not ﬁxed as it depends on the
above factors (noise and collision rate in that environment).
It will be available to the nodes at start up when they acquire
the topology coordinates (or hash function). The leader node
may become unavailable for the following two reasons. The
user ‘pulled the plug’—turned off the device in an uncon-
ventional manner (e.g., suddenly removed the batteries). In
such a scenario, the leader node would die without inform-
ing any other node. The other case is when a leader sends a
message saying that it is stepping down but the message was
lost (perhaps due to noise or collision). The use of periodic
beacon will help detect the above two scenarios.
4.2.2 Aid in leader selection
Thebeaconmessagecontainsthesortedlistofnodes(Fig.8).
Leader failures are very rare; however, in case the current
leaderfails,allthenodeswoulddetectthefailureaftercertain
number of beacon messages are missed by the leader. The
nodes would then examine the sorted (node) list that came
in the latest beacon broadcast. The ﬁrst candidate node has
to acknowledge that it is taking leadership before the next
beacon period. If it fails to do so, the second candidate node
sendsabroadcastdeclaringitselfastheleader.Thepossibility
that both nodes become unavailable at the same time is very
NID X - Other nodes  NID X  - Candidate Nodes
- Member Nodes
Beacon message 
carrying sorted 
list of nodes 
NID 5 
NID 12 
NID 27
NID 17
NID 8 
NID 42 
- Leader Node
Fig. 8 Beacon message from the leader node
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rare and if it happens, then after another timeout, the next
candidate node in the sorted list takes over the leadership.
One of the responsibilities of the new leader is to provide
its IP address information to the leaders in the immediate
neighboring cells.
4.2.3 Feedback to each node
The beacon message can serve as a feedback to each node
to indicate that its message (containing location and battery
information) reached the leader without any error. The bea-
con message would help identify the IP address of the new
leader node when a node crosses over into a new cell. In case
of a crowded cell, the beacon may also contain the time slots
telling each node when to transmit its information thus to
avoid collisions between two (or more) nodes. Implement-
ingslottedtransmissioninanon-densecellisoptional.Nodes
can also use the beacon to synchronize their clock with the
leader node.
4.3 Hello!! Anybody home?
This section describes a worst case scenario. When a node
crosses border and enters a neighboring cell, it maintains its
association with the old leader and waits for the beacon from
the new leader. What if there is no leader in the new cell or
if the leader there died? In our design, the node waits a little
longer than the timeout period mentioned above. This would
give other nodes (originally present in that cell) enough time
totakeovertheleadership.Afterthislongwait,ifthereisstill
no sign of a beacon from a leader, the node assumes that the
neighboring cell was empty—neither the leader nor member
nodes were present. The node now broadcasts a message
containingitsIPanditsdesiretobecometheleaderFig.10(a).
Since the cell size is such that any node in that cell will hear
this broadcast, the node waits for a small timeout period for
response from any other node that might recently enter the
cellFig.10(b).Iftherewasanothernodethatenteredthecell
at approximately the same time, the node with the lower IP
would take over the leadership. After the node has taken the
leadership responsibility, it sends a disconnect message to
the old leader. During this leader election process, the node
was still associated with the old leader. Since the node has
recently crossed the border, the inaccuracy in its location
information would be close to the location inaccuracy for a
node in the older cell, which is near the border of the cell.
4.4 Initiation of leader selection
There are three scenarios when a leader selection is required
as described below:
4.4.1 When the network ﬁrst comes online
This scenario is similar to the case where a node has entered
a cell with no leader. We follow the same leader selection
procedure described in Section 4.3 and choose the node with
the lowest IP as the local leader. Figure 10 explains this pro-
cedure. The ﬁrst leader may not be the best leader in terms
of battery power, location and other factors. However, one
of the responsibilities of the leader node is to ﬁnd a good
replacement leader. Thus, the subsequent leaders would be
wisely chosen based on the available information.
4.4.2 Leader wishes to give up leadership
Therecanbedifferentcasesthatmaycausealeadertogiveup
its leadership—proximity to the cell boundary, running low
onbatteryortheuserhasgracefullyswitchedoff(shutdown)
the mobile device. After it has decided to quit, the leader
sends a broadcast message informing all the nodes. One of
the candidate nodes takes over the leader responsibilities.
4.4.3 Exceptional cases—rare in occurrence
Leader’s quit message was lost due to collision or noise or
the user switched off the device in an unconventional man-
ner. Both these conditions are seldom possible and would
be detected by the absence of beacon messages for a timeout
period.Inthisscenario,oneofthecandidatenodestakesover
the leadership responsibility. The candidate node list will be
available to all the nodes from the leader’s previous beacon
message. Figure 9 shows a time of events that happen after
a leader’s sudden death.
5 Implementation by example
In this section, we provide implementation details for our
SOLONet concept with the help of an example. We consider
thecaseofastreamingapplication.Themethodshowninthis
section is just a guideline to provide some basic architecture
over which an actual system can be designed. An actual
implementation may as well be a complete deviation from
the method proposed here. Since a streaming application
provides stricter design constraints, a non real-time applica-
tion can easily work with this implementation. We propose
to use TDMA based MAC (Fig. 11) for our SOLONet
system. In a regular 802.11 network, the communication
between nodes is CSMA/CA based. However, this method
does not provide 100% guaranteed delivery. Since we want
our control messages (carrying various information to and
from between the source node and the rest of the member
nodes) to be guaranteed in order for the proper working of
the system, we reserve a special slot for control signaling.
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Fig. 9 Communication time-line— failure of a leader and selection of a new leader
Other nodes provide the new leader with 
detailed information about themselves.
I am 192.168.0.7 
I am 192.168.0.2 
I am 192.168.0.18 
I am the leader
(a) (b) (c)
Fig. 10 Leader selection during initialization or when no leader is present in a new cell
Fig. 11 TDMA based MAC for
ensure guaranteed signaling
The rest of the time is used for regular packet transmission
(CSMA/CA). The MAC is designed such that the control
messaging is guaranteed. This will ensure that important
messages (tree construction or new connection) from the
source node (as well information from member nodes
regarding their location and outgoing degree) are never lost.
The control signal may also contain information for node
synchronization and other activities. The information gath-
ering mechanism (where location information and outgoing
degree information from member nodes is collected by
the source) can be either proactive (poll based) or reactive
(member node sends a message when there is any change).
All the member nodes would have a ﬁnite buffer to hold
the data that they receive from their parent node. In case of
non-realtimeapplication,thishelpsinretransmissionswhile
in real-time applications (where there is no ACK or retries
involved), this buffer serves to reduce jitter and latency re-
lated discontinuities in the play back. This assumption is not
unrealistic because most modern applications that are capa-
ble of playing real-time data (e.g. Realplayer, Quicktime or
WindowsMediaplayer)usebufferingduringtheirplayback.
As a side effect, this buffering will also help take care of any
latencies that may be introduced due to the multi-hop na-
ture of the system. Since the multicast tree is location based,
the latency involved would be low (as seen from the simula-
tion results in the next section). In addition, node movement
would not be a major concern because all the updates (and
treere-constructions)areeventbased.Therefore,theeffectof
nodemovementwouldnotbefeltuntilthetreeisre-arranged.
In order to have a smooth transition to the new allocation,
our system enforces a rule whereby it is the responsibility of
the parent node to ﬁnish the current buffer transmission to
it child nodes before it begins to use the new tree structure.
Since our system is location based, it is easy to see that even
whenthetreeisre-arranged,itwouldnotresultinamajorre-
structuring(orreconnections)betweennodes.Overlaymulti-
cast works at the application layer and hence, the destination
address on each packet would come from the higher layer.
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Fig. 12 Tree re-construction
and node connectivity
As a result, a packet meant for a child node (from a parent
member) would not be lost even if the tree is reconstructed.
In the end, the underlying unicast connection between the
two member nodes would handle the delivery of the packet.
In Fig. 12, the tree reconstruction results in node D changing
its parent from B to C. As a result, node B is responsible
to ﬁnish all the buffered data for node D after the tree re-
arrangement. The underlying unicast protocol would ensure
thatthebufferedpacketsatBwouldﬁndtheirwaytonodeD.
6 Simulations
Simulations were carried out using ns2.26. As of this writ-
ing, ns2 doesn’t have any extension for simulating overlay
multicast in MANETs. With the help of C-programming and
bash scripting, the trafﬁc pattern generated by CMU’s cbr-
gen utility was modiﬁed to represent a location-aided over-
lay network. The Prim’s algorithm was used to generate the
multicast trees. The distance of the nodes was used as the
weight in calculating the MSTs. The setdest utility was used
to generate different node positions and movement patterns.
The nodes in the simulation move according to the ‘random
waypoint’ model [21]. According to the model, when the
simulation starts, each node is stationary at a particular lo-
cation in the speciﬁed area for a time equal to the speciﬁed
pause time. After the pause time expires, the nodes select a
random destination within the given area and start to move
with the maximum speciﬁed speed (during the creating of
the scenario ﬁle). After reaching the destination, the nodes
stay stationary for a time equal to the pause time and select
another destination and proceed towards it. It is easy to see
that smaller pause time means higher mobility. For all the
simulations, DSR was the underlying unicast protocol. Two-
raygroundmodelisusedastheradiopropagationmodel.We
use the IEEE 802.11 DCF as the MAC protocol.
Theﬁrstsetofsimulationscompareanoptimaltree(which
is built by using precise location information of member
nodes) and our proposed sub-optimal (SOLONet) overlay
tree. The optimal tree that we generate is similar to the
tree generated by the LGT approach (except for some of
the packet level optimizations suggested by LGT). This op-
timal tree utilizes exact location information and builds a
Steiner tree where the link cost is the geometric distance
between the nodes. In case of SOLONet tree, nodes report
the center of their current cell as their location. Therefore,
SOLONet’s Steiner tree is not built with precise location
information. This comparison is done for two different ar-
eas:500×500m2 and800×800m2.Thesecondsimulation
set aims to show the scalability of our design. We compare
the performance for 10, 15, 20 and 30 member nodes. The
thirdsimulationsetcomparestheperformancefordifference
choices of cell area and for different number of member
nodes. We compare the performance for 25×25, 50×50,
100×100 125×125 and 250×250m2 for a topology of
500×500m2. In all the three scenarios, the ﬁle size used for
transferis50KBandthepacketsizeis512bytes.Duringour
initial rounds of simulations, we had tested the performance
with various ﬁle and packet sizes. Our experiments showed
thatwhilethecompletiontimeshowedalinearincreasewhen
the ﬁle size was increased, increasing the packet size caused
a proportional (not necessarily linear) drop in the comple-
tion time. The 50KB-ﬁle and 512-packet size were chosen
for ease of simulation. In all the simulations, the ‘Comple-
tion Time’ is the time it takes for all the nodes to receive the
50KB sent by the source node. Completion time indicates
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Fig. 13 Comparison between accurate location information and location reported as the center of the cell
Table 3 t-Test comparison
between optimal and
sub-optimal
Update time
Simulation area p-value 5 Sec 10 Sec 20 Sec 40 Sec 70 Sec 100 Sec
500×500 1-tail 7.24 e-06 0.000134 0.003781 0.001651 0.001818 0.023289
2-tail 1.45 e-05 0.000268 0.007562 0.003301 0.003637 0.046578
800×800 1-tail 0.028161664 0.011959 0.095029 0.053384 0.006982 0.003333
2-tail 0.056323328 0.023919 0.190058 0.106769 0.013964 0.006665
thelatencyinthenetwork.Forexample,thetotallatencyfora
given network (or a multicast tree) can be expressed in terms
ofthehighestofallthecompletiontimevaluesforitsnode.A
network with lower completion time is better since its over-
all delay is small. The completion time value will greatly
depend on how well the tree is constructed. Completion time
will depend on the delay-distance between the source and
the farthest leaf. This is the same as the eccentricity1 of the
source node. In this paper, we use completion time as our
performance metric.
6.1 Optimal vs sub-optimal (vs random)
Each node updates its local leader with information about
their current location. The periodicity of this update deter-
mines the accuracy of the location information present at the
local leader. This location information will be used during
the formation of the location-aware tree. As mentioned ear-
lier, there is a trade off between the frequency of updates and
theoverheadinvolved.Withlowerupdatetimes,thenodein-
formation will be most current at the leader nodes. However
if each node were to initiate frequent updates, the network
wouldbeswampedwithupdatepackets.Thissectionpresents
results of simulations for different update times.
The simulation is performed for an area of 500×500m2
and 800×800m2. The cell size in both cases was chosen to
be 100×100m2. The movement pattern was 5m/sec with a
1The eccentricity of a node v in a connected graph G is length of the
longest of all the shortest paths between v and every other point in G.
pausetimeof10sec.Thetotalnumberofnodeswassetto150
andthenumberofmembernodeswaskeptat15.Thesenodes
report the center of their (respective) cells as their location
duringtheformationoftheoverlaytree.Ineachcase,the(tree
building) start time was a randomly chosen value between 0
and the update value (chosen for that particular simulation
scenario).Forexampleiftheupdatevaluechosenwas70sec,
then the start time would be randomly distributed between
0–70sec.Byhavingstart-uptimebetween0andupdatetime,
wetrytosimulatethesituationwhereanoverlaytreewasbuilt
using location information that was updated “start-time” sec
before. Each simulation result is the average of 50 different
scenarios. From Fig. 13, it is clear that the performance of
a sub-optimal tree closely matches with that of an optimal
tree.Figure13alsoshowstheperformancewhennolocation
information is used (i.e. a random overlay tree).
The ﬁgures show that higher update times result in higher
latency (longer completion time). With higher update times,
the information about the nodes’ location is more out-of-
date as a result; the multicast tree is less efﬁcient. There is
a trade-off involved in building an efﬁcient multicast tree
versus the overhead involved in refreshing node information
(update period). In general, networks involving low mobility
can maintain a low overhead by having a low update period.
We conducted statistical (t-test with signiﬁcance of 0.005)
analysis on the simulation data. The test results are shown in
Tables 3–5. According to the t-test results, there is no statis-
tically signiﬁcant performance difference between optimal
and sub-optimal at the updated period levels 5sec through
40sec.However,thecompletiontimesaresigniﬁcantlylower
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Table 4 t-Test comparison between optimal and random
Update time
Simulation area p-value 5 Sec 10 Sec 20 Sec 40 Sec 70 Sec 100 Sec
500×500 1-tail 1.19 e-08 1.18 e-08 1.99 e-08 2.7 e-08 1.18 e-07 3.43 e-07
2-tail 2.38 e-08 2.36 e-08 3.97 e-08 5.4 e-08 2.36 e-07 6.86 e-07
800×800 1-tail 3.25045 e-13 6.28 e-13 4.69 e-13 1.06 e-12 1.07 e-12 6.17 e-13
2-tail 6.50091 e-13 1.26 e-12 9.37 e-13 2.12 e-12 2.13 e-12 1.23 e-12
Table 5 t-Test comparison between sub-optimal and random
Update time
Simulation area p-value 5 Sec 10 Sec 20 Sec 40 Sec 70 Sec 100 Sec
500×500 1-tail 3.53 e-08 6.1 e-08 6.17 e-08 2.29 e-07 5.34 e-07 1.23 e-06
2-tail 7.07 e-08 1.22 e-07 1.23 e-07 4.58 e-07 1.07 e-06 2.45 e-06
800×800 1-tail 1.10139 e-12 1.43 e-12 1.03 e-13 4.15 e-14 3.32 e-13 3.28 e-11
2-tail 2.20278 e-12 2.86 e-12 2.06 e-13 8.3 e-14 6.64 e-13 6.55 e-11
in order optimal < suboptimal < random in case of 70sec
and 100sec at the level of 0.05 for both areas.
6.2 Scalability consideration
We repeated the above simulations for an area of
500×500m2 for different number of member nodes—10,
15,20,and30nodes.Theupdatetimeof20secwaschosen—
which meant that the nodes updated their location informa-
tion randomly in 0 to 20sec. The results in Fig. 14 show
that the completion time increases with the increase in the
member nodes, which was expected. The simulation also as-
certains the scalability of our design—the performance of
optimal and sub-optimal trees is very close.
6.3 Effects of smaller cell size
The aim of this set of simulations was to ﬁnd a relation be-
tween the performance and cell size. Cell sizes of 25×25,
Fig. 14 Scalability of the protocol
50×50, 100×100, 125×125, and 250×250m2 were
checked. The topology area was chosen to be 500×500m2.
The simulations also had varying member size—10, 15, 20,
and30members.Themovementpatternwas1m/sec(human
walk)withapausetimeof10sec.Itiseasytoseefromthere-
sult in Fig. 15 that the performance holds an inverse relation
with the cell size. Smaller cell area gives an improvement
in the performance. This is because smaller cell areas imply
higheraccuracyinthelocationinformationusedforbuilding
the location tree.
6.3.1 Discussion
This improvement in performance (with smaller cell size) is
offsetbyanincreaseintheservicebroadcastoverhead.When
the topology is divided into large number of small cells, any
broadcast(duringservicediscovery)wouldnowpassthrough
more leaders and will take longer to reach the entire leader
set. As a result, the service discovery process will be slower
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Fig. 16 Broadcast scenario
and very inefﬁcient. On the other hand, with larger cells, the
location accuracy is lowered but the communication over-
head and the propagation delays are reduced. Thus, there is
a tradeoff between the overhead in service discovery and the
performanceoftheoverlaytree.Hereisasimpleback-of-the-
envelope calculation showing the effect of smaller cell size.
Consider the easiest case of controlled broadcast where the
service discovery broadcast message reaches a leader node
notmorethanonce.Inatopologythatispartitionedintofour
cells, there will be at least three broadcast messages gener-
ated during any service discovery. If the topology is further
divided into smaller cells with each cell having half the ear-
lierlength,totalcellsnowincreasestosixteenandthebroad-
cast messages increases to ﬁfteen. The number of broadcast
keepsincreasingexponentially(asseeninFig.16)everytime
the cell size is further divided to half its current length. The
worst case scenario is when the cell size is so small that ev-
ery cell has just one node in it. In such a case, the broadcasts
will be between each node and will be exponentially propor-
tional to the number of member nodes. This is the same as
the case where no cells are used. The purpose of using cell
structure is to limit the broadcast only between the leader
nodes.
6.3.2 Reducing broadcast overhead in small cells
Figure 15 shows how decreasing the cell size improves the
location accuracy and hence the performance of a location-
aided tree. However, this improvement comes at the cost
of high overheard during any service discovery broadcast
Fig. 17(a). In order to solve this problem, we propose some
enhancements to our architecture. We suggest the use of two
separate cell partitions (each of different sizes). The service
discovery mechanism would refer to a larger cell partition
called service discovery cells. These large service discovery
cells would house several smaller regular cells. The regular
cells would be used by nodes during their normal operations
(like leader selection, event based update, beacon message,
etc). The larger cells on the other hand will be used only by
leader nodes during the service discovery process. Certain
cell leaders would be designated as service leaders for that
region. The selection of service leaders can be predeter-
mined. For example, if the service discovery cell consists of
four regular cells, then the service leaders can be chosen as
follows:
{2p+2x,2 q+2y} [p=0, n & q=0,m]
where n=1/2×(no. of longitudinal cells); m=1/2 × (no.
of latitudinal cells)
This gives (2,2); (2,4); (4,6); (6,2)... etc as the service
leader set (e.g. Fig. 17(b)).
During any service discovery process, a service leader
would forward the broadcast message to its neighboring ser-
viceleadersandtotheregularleadersinitsservicediscovery
cell.Withsmallercellsizeforregularoperations,wehavethe
beneﬁt of better location accuracy while larger service cell
limit the broadcast overhead between service leaders only
Fig. 17(b).
(a) (b)
Service 
Leaders
Service leader starting 
a service discovery
Regular
Leaders
Fig. 17 Smaller cell
size—more service discovery
broadcasts
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6.3.3 Cell size and mobility
When a node moves from one cell to another cell, it reports
a change in its location to the source node. The change is
reported as a new CellID (CID). The source node may de-
cide to rearrange the overlay tree to compensate for the new
positions.Thisreshufﬂingwouldleadtoseveralnewconnec-
tions (and equal number of disconnections) between mem-
ber nodes. We deﬁned the term reconnections to indicate the
new connection number. The cell size should be chosen such
that the reconnection number is small. Reconnections are
expensive—every new connection would change the route
informationattheunderlyingnetworklayeratalltheinterme-
diate non-member nodes. This may initiate route discovery
process depending on how the underlying unicast protocol
is implemented. Also, with every reconnection, state tables
havetobemadeatthesourceanddestinationnodeforthenew
connection.Thesimulationsetupwassimilartotheoneused
inSection6.3.Thetopologyareawas500×500m2.Simula-
tionforcellsizesof25×25,50×50,100×100,125×125,
and 250×250m2 were carried out with varying member
size—10, 15, 20, and 30 members. The movement pattern
was 1m/sec (human walking) and 5m/sec (human running)
with a pause time of 0sec (continuous movement), 10sec,
and 20sec. The simulation follows the ‘random waypoint’
model [21]. Since the performance is sensitive to movement
pattern, all the results in this set are average of 30 different
movement scenarios (generated by ns2 for the same pause
time and speed combination).
The number of reconnections for a speed of 5m/sec was
muchhighercomparedtospeedsof1m/sec(Fig.18).Within
each speed, higher pause times gave lesser reconnections on
an average (clearly seen in Figs. 18(c) and (d) for p=0,
s=1). One would think that smaller cell size should be used
only if the node mobility is low. The reason being with high
mobility, nodes will constantly cross cell boundaries trigger-
ing frequent location updates and hence, higher reconnec-
tions (re-organizing the overlay tree). However, our simu-
lation results were a little counter-intuitive. Our simulation
results indicate that for lower speeds (1m/s), the number
of reconnections start at a lower values and keep increas-
ing until the cell area reaches about 100×100m2. Beyond
100×100m2, the average reconnection number starts to fall
until it reaches the lowest at 250×250m2 (as expected).
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Fig. 18 Cell size vs Node mobility
SpringerWireless Netw
A
B
C
x
x
x
A
B
C
x x
x
A
B
C
x
x x A
B
C
x x
a) smaller size cell – no reconnection b) larger cell size causes reconnection
Fig. 19 Effect of larger cell size on connection pattern
This anomalous behavior can be explained with the help of
Fig. 19. The source node maintains a CID for every mem-
ber node in its tree. When a node moves to a new cell, it
reports the new CID to the source. In our design, the source
assumes the center of the new cell as the new location of
the recently moved member node. This is where the problem
lies. The source node periodically re-computes the overlay
tree in order to compensate for node movement and their
new position. With small size cells, the distance between
the centers of neighboring cells is very small as compared
to the one in larger size cells. As a result, when the tree is
rebuilt, smaller cell will not see many reconnections.H o w -
ever, in case of large cells, nodes that have just crossed a
cell boundary would report a major change in their location
causing several updates. We ran simulations for update time
of 20, 30, and 60sec. For a much larger cell size (beyond
100×100m2), the shorter update interval and lower speeds
are not enough for nodes to travel across boundaries and so
thenumberofreconnectionsstartstogodown.Thisisclearly
seen in case of 20sec and 30sec update Figs. 18(a) and (b)
where the number of reconnections start to go down beyond
100×100m2 while in case of 60sec, the curve starts to fall
around 125×125m2.
7 Conclusion and future work
This paper presents SOLONet, a design to build sub-optimal
overlay multicast trees, which tries to strike a balance be-
tweentheadvantagesofusinglocationinformationforbuild-
ing efﬁcient overlay multicast trees versus the cost of main-
taining and distributing location information of every mem-
ber node. SOLONet eliminates the need to do expensive lo-
cationbroadcastforeachnodeanddoesn’trequireeachnode
to know the location of every other node. The SOLONet ar-
chitecture partitions the physical topology into smaller cells.
By having a local leader in each cell, the system is able to
localize several tasks and aid in the service discovery mech-
anism. The paper gives a detailed description of the service
discoverymechanism,localleaderselectionprocess,andthe
use of a beacon message for carrying out various activities.
OursimulationresultsshowthatSOLONetisscalableand
its performance closely matches that of an optimal overlay
multicast tree. We have conducted a detailed analysis of the
performance of SOLONet with different cell sizes and have
also examined the effect of smaller cell size. In our current
simulations,wehaveconsideredsquarecells;howeverinthe
future, we plan to test SOLONet with other shapes and see
the effect of shape to the system performance. We are also
investigating an algorithm that can adaptively divide a cell
intosmallersub-cellsifthedensityofnodesincreasesbeyond
a certain value.
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