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1. INTRODUCTION 
The purpose of this paper is to determine the spectra of the Toeplitz 
operators induced by certain discontinuous functions. 
Let Ll, La and L” denote the Lebesgue spaces of integrable, square inte- 
grable and essentially bounded functions with respect to normalized Lebesgue 
measure on the unit circle in the complex plane. Let W, Hz and H” denote 
the corresponding Hardy spaces. For 9, in L”, the Toeplitz operator induced by 
p is the operator T, on Hz defined by T, f = P(cpf ); here P stands for the 
orthogonal projection in L2 with range H2. 
If p is continuous, then the spectrum of T, consists of the range of 
q together with those points not in the range of ‘p that have a nonzero 
index with respect to v (see [4] and the references there to earlier work). In 
recent work of Douglas [5] and Coburn and Douglas [3], generalized notions 
of (topological) index play a central role. 
The present study began as an attempt to determine the spectrum of T, 
when p = I,&#, with 
This particular ‘p was selected because it does not belong to any of the classes 
of functions whose corresponding Toeplitz operators have been successfully 
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analyzed, and because the above mentioned results on index do not provide 
any clues on the question of whether T, is invertible. 
It turns out that for this particular 9 the spectrum of T, is the closed unit 
disk. In Sec. 3 we prove that this is the case whenever q = $r#, where #r and 
$a are inner functions whose supports are not identical. The same result is 
true for vectorial Toeplitz operators, as we prove in Sec. 4. 
The preceding results suggest that it may be instructive to study T, when 
v = r,!$a with $i and #a inner functions having the same support. In Sec. 5 we 
consider the special but interesting case where &(z) = exp[(z + l)/(z - I)] 
and $a is a Blaschke product whose zeros tend to one. Even this special case 
appears very difficult, and our results are fragmentary. 
In the concluding Sec. 6 we indicate the relation between our results and 
recent work of R.G. Douglas [6]. In this connection we wish to thank Pro- 
fessor Douglas for helpful discussions. We are also grateful to Professor 
D.N. Clark for pointing out a simplification to our original proof of Theo- 
rem 1. 
In what follows we assume the reader is familiar with the elementary 
theory of HP spaces (see [lo]) as well as with the most basic facts about 
Toeplitz operators (see [I] and the opening sections of [6]). One convention: 
we shall always identify an HP function with its natural analytic extension 
into the open unit disk. 
2. A PRELIMINARY LEMMA 
Our first theorem depends on the following lemma. 
LEMMA 1. Let p be a function in L” such that 1 I,D 1 = 1 a.e. Then T, is left 
invertible if and only if dist(v, H”) < 1. 
This is a slight modification of a lemma of Rabindranathan ([ 131, Lemma 
4.3) and can be obtained by a slight modification of his proof. As the argument 
is short we shall present it here. 
The lemma of Rabindranathan applies to the vectorial case and is stated 
below as Lemma 5. It gives a condition for invertibility, which is all we shall 
need at present. But we shall need the condition for left invertibility later, in 
Sec. 5. 
To prove Lemma 1, assume first that dist(p, H”) < 1. Then there is a 
function h in H” such that (/ cp - h Ilrn < 1. This means that 11 1 - qh Ilrn < 1, 
and hence that II 1 - TGh 11 < 1. Therefore TV,, is invertible. Since 
Tqh = T,T, , it follows that TV is right invertible, and thus T, = T,* is left 
invertible. 
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The proof in the other direction uses an argument of Helson and Szegij [9] 
which is based on the observation that the Banach space LmlHm is the dual of 
the Banach space H,,l (the space of functions in HI with mean value zero). 
Assume that dist(v, H”) = 1. Then, by the duality relation just mentioned, 
the functional that v induces on H, r has norm 1. Hence there is a sequence 
{ fn> in Z&l, with llfn /II = 1 for all n, such that J pzf, dm --f 1 (where m denotes 
normalized Lebesgue measure on the unit circle). Each fn has a factorization 
fn = g,h, > whereg, is in Hz, h, is in Ho2, and 11 g, \I2 = 11 h, iI2 = 1 ([lo], p. 52). 
Since s vfn dm = (vgn , &J, we have (vgn , &J -+ 1, and therefore 
li(l - P) vg% /I2 --+ 1. It follows that T,g, = P(vg,J --f 0. Hence T, is not 
bounded below and therefore is not left invertible. 
The proof of Lemma 1 is complete. 
3. THE CASE OF DISTINCT SUPPORTS 
If IJ is an inner function, then a point on the unit circle is said to belong to 
the support of (CI if it is a limit point of zeros of I/ or if it belongs to the support 
of the singular measure associated with the singular factor of #. The following 
lemma is known (see [lo], pp. 68 and 76). 
LEMMA 2. Let $ be an inner function and let z,, be a point on the unit circle. 
Then the following conditions are equivalent : 
(i) z0 lies in the support of 4; 
(ii) z,, is a singularity of 4, in other words, there is no open subarc of the unit 
circle containing x,, across which # can be continued analytically from the open 
unit disk; 
(iii) there is a sequence {z%} in the open unit disk converging to z,, such that 
*bJ + 0; 
(iv) for every A in the open unit disk, there is a sequence {zn} in the open unit 
disk converging to x,, such that #(z,J --+ A. 
Our first theorem is an easy consequence of Lemmas 1 and 2. 
THEOREM 1. Let I,U = I,$~+~ where z,41 and tc12 are inner functions whose 
supports are not identical. Then the spectrum of T, is the closed unit disk. 
We assume without loss of generality that there is a point aa which belongs 
to the support of I/J~ but not to the support of t,& (otherwise replace v by q). 
We prove first that T, is not invertible. In view of Lemma 1, it will be enough 
to show that dist(9, H”) = 1. Consider any function h in H”. By Lemma 2 
there is a sequence {an} in the open unit disk such that z, -+ z,, and $&,J -+ 0. 
Since z,, is not in the support of #2, we have / I,!J~(z,J( --t 1. Hence 
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I A(%) - w4 N%)l + A so that 11 v - h ]lrn = 11 $s - I,@ Ijrn > 1. There- 
fore dist(v, H”) = 1, as desired. 
Now let X be a point in the open unit disk. We show that T, - h is not 
invertible. Since the function v - A is bounded and bounded away from zero, 
there is an invertible function f in H” such that If 1 = I v - X 1 almost 
everywhere ([IO], pp. 53-54). Let u = (v - h)/f, so that 1 u 1 = 1 almost 
everywhere. We have T, - A = T,T, , and Tt is invertible. It will therefore 
be enough to show that T, is not invertible. Since &uf = z,bs - h#, , the 
function $s = &U is an inner function. This function is bounded away from 
zero in the open unit disk near z,, , and hence z,, is not in its support. Since 
u = $i$s , it follows by the first part of the proof that T,, is not invertible, 
as desired. 
The proof of Theorem 1 is complete. 
We remark that the first part of the proof establishes the following result: 
Let q~ = I,&,& where & and $s are inner functions. Assume that there is a 
sequence {q} in the open unit dish such that #&z,J + 0 and I I,&(zJ + 1. Then 
T, is not left invertible. 
In fact, under these assumptions the spectrum of T, is the closed unit disk, 
as one can show using the ideas of Douglas. We shall discuss this further in 
Sec. 6. 
The following theorem adds to the information given by Theorem 1. 
THEOREM 2. Let q~ = I,&$, where z,bl and $2 are inner functions. Assume that 
there is a point z,, which belongs to the support of #1 but not to the support of JJQ . 
Then T, - A has a dense range for all h. 
We shall prove the equivalent assertion that T,* has no eigenvalues. Since 
T,* is a contraction, it certainly has no eigenvalues of modulus greater than 1. 
Eigenvalues of modulus 1 are easily eliminated by using the following result 
of Coburn [2]. 
LEMMA 3. If f is any function in L”, then either Tj or T,* has a trivial 
hernel, unless f 3 0. 
Suppose T,* has an eigenvalue h of modulus 1. Then, because T,* is a 
contraction, an elementary argument shows that x is an eigenvalue of T, . 
Since T,* - h = (T-i)*, this contradicts Lemma 3. 
To prove that T,* has no eigenvalues of modulus less than 1, we need 
another lemma. 
LEMMA 4. Let I/J be an inner function, and let z, be a point in the support of qb. 
Let f be any non-identically zero function in fl. Then z,, is a singularity of #f. 
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This result is probably known, but we know of no proof in the literature. 
To prove the lemma we argue by contradiction, assuming that there is an 
open subarc A of the unit circle containing xs across which lcIf can be con- 
tinued analytically from the open unit disk. Obviously, the zeros of # cannot 
cluster at any point of A, so zs must belong to the support of the singular 
measure TV associated with $J. 
The function t,hf is bounded on every closed subarc of A. Since / # 1 = 1 
almost everywhere on A, it follows that f is essentially bounded on the unit 
circle near z0 . Therefore, by Poisson’s formula, f is bounded in the open 
unit disk near zs . 
If z0 is a mass point of p, then a,h(rq,) ---f 0 exponentially as Y -+ 1 from 
below. Since f is bounded near z, , this implies that #(rzs) f (cq,) -+ 0 expo- 
nentially as Y + 1 from below. But the latter is impossible because zs is a 
regular point of $f. Hence as is not an isolated point of the support of p. 
Therefore there is a sequence (zk} of points on A such that zk + z,, , and 
such that each zk is in the support of #. By Lemma 2, there is for each Fz a 
sequence hJE1 in the open unit disk such that zk,, -+ zk and I&Z,,) -+ 0 
as n--t co. The above reasoning shows that f is bounded in the open unit 
disk near each zlc , and hence #(+,J f (zkn) + 0 as n ---t co. Thus the function 
#f vanishes at each zIf , and we have an obvious contradiction. The proof of 
Lemma 4 is complete. 
We now conclude the proof of Theorem 2. Let 1 h 1 < 1, and assume that h 
is an eigenvalue of T,*. Let h be a corresponding eigenvector. Then :(@ - A) h 
is orthogonal to H2, and therefore &(g - A) h = (#r - A#,) h is orthogonal 
to ti2H2. Since zs is not in the support of #2 , it follows by [7, p. 761 that x0 is a 
regular point of ($i - A$,) h. On the other hand, by Lemma 2 there is a 
sequence {x,J in the open unit disk such that z, -+ z,, and I,&~) ---f h$2(~,,). 
This means that +i(zJ - Xl/l,(z,) -+ 0, and it follows that z, is in the support 
of the inner factor of & - A#, . Therefore, by Lemma 4, z,, is a singular 
point of ($i - A#,) h, and we have a contradiction. The proof of Theorem 2 
is complete. 
4. EXTENSION TO VECTORIAL TOEPLI~ OPERATORS 
In this section we extend Theorem 1 to Toeplitz operators on vector valued 
Hz spaces. We recall briefly a few basic definitions; for a more thorough 
discussion of the vectorial function theory we shall be using, see [7] and [13]. 
Let V be a separable Hilbert space, and let L2[VJ denote the Hilbert space 
of V-valued functions on the unit circle that are square integrable with 
respect to normalized Lebesgue measure. Let Ha[V] denote the corre- 
sponding Hardy space, that is, the subspace of functions F in L2[9’J with the 
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property that for each x in V, the scalar function (F(z), X) belongs to Hz. 
The orthogonal projection in L2[V] with range H2[V] will be denoted by P. 
Let a denote the space of bounded linear operators on V, and let L”[g] 
be the space of essentially bounded, weakly measurable g-valued functions 
on the unit circle. Let H”[S?] denote the corresponding Hardy space, that is, 
the subspace of functions @ in L”[Bj with the property that for each x and 
y in V, the scalar function (Q(z) x, y) is in H”. The functions inL”[q can be 
regarded as multiplication operators on L2[VJ; the functions in H”[$?] are 
precisely the ones in L”[g] that leave H2[V] invariant. Hence H”[Q is an 
algebra. 
The functions in Hm[S?j have natural analytic extensions into the open unit 
disk, and we shall identify these functions with their analytic extensions. 
The analytic extension of a function in H”[@ has strong radial limits at 
almost every point of the unit circle coinciding with the original function. 
A function in H”[&#j is called an inner function if it is unitary valued almost 
everywhere on the unit circle. If Y is an inner function in H”[S?] and z,, 
is a point on the unit circle, then x,, is said to belong to the support of Y if it is 
a singularity of Y, that is, if there is no open subarc of the unit circle con- 
taining zO across which Y can be continued analytically from the open unit 
disk. 
For @ in L”[$?], the Toeplitz operator induced by @ is the operator T@ on 
H2[Q defined by T,$ = P(@F). 
THEOREM 3. Let 0 = Yl,*Y2, where YI and Y, are inner functions in 
H”[B] with distinct supports. Then the spectrum of T* is the closed unit disk. 
The proof uses two results of Rabindranathan. 
LEMMA 5 ([13], L emma 4.3). Let CD be a function in L”[a which is unitary 
valued almost everywhere. Then T@ is invertible if and only if there exists an 
invertible function H in H”[q such that II@ - H ljoD < 1. 
LEMMA 6 ([13], Lemma 4.1). Let G be an invertible function in L”[&Z#]. 
Then there is a factorization G = UF where F is an invertible function in 
H”[B] and U is a fun&m in L*[SJ which is unitary valued almost everywhere. 
Given these lemmas, Theorem 3 can be proved by a straightforward 
adaptation of the proof of Theorem 1. For the proof we may assume without 
loss of generality that there is a point x,, which belongs to the support of ?P~ 
but not to the support of Y2 . We first show, arguing by contradiction, that TO 
is not invertible. 
Assume TO is invertible. Then by Lemma 5, there is an invertible function 
H in H”[@j such that II@ - H Ijrn -C 1. Hence I( Y2 - YIH Ijrn < 1. Since 
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Ya is analytic, and therefore continuous, at z,, , there exist positive numbers 6 
and E, with E < 1, such that 
II uI,(zo> - uI,(z) fe>ll G 1 - 6 for I .z - zo I -=c 6, lZj<l. 
Since Ya(z,) is unitary, it follows that Y,(z) H(z) is invertible for 
j z - z. 1 < 6, / z / < 1, with its inverse bounded in norm by l/~. Therefore 
Yi(x) is invertible for the same a, with /I Yll(z)-l // < 11 H /lm/e. 
We now use a well-known argument to show that last conclusion contra- 
dicts the assumption that z. is in the support of Yi . Define the function 
Y(z) in the region / %-l - z, I < 6, / z / > 1, by Y(z) = Yi*(%-l)-l. Then 
Y is bounded and analytic. Let A denote the arc / z - x0 I < 6, j z I = 1. 
Then for almost every point z on A, 
Yl(4 - Yl(4 strongly as r-+1-0, 
yw - Ylc4 strongly as r-++o. 
Hence if x is any vector in V, then 
Jjh Y,(YZ) x = h& Y(YZ) x 
for almost every z on A. In view of the above mentioned boundedness of Y, 
we can apply a standard continuation principle ([7], p. 71) to conclude that 
Yix and Yx are analytic continuations of each other across A. Hence Yi and 
Y are analytic continuations of each other across A, and we have arrived at the 
desired contradiction. This proves that To is not invertible. 
We shall complete the proof of Theorem 4 by showing that the spectrum 
of To contains the open unit disk. Let I h I < 1. By Lemma 6, there is a 
factorization @ - h = UF where F is invertible in H”[q and U is unitary 
valued. We have To - X = T,T, , and T, is invertible. It will therefore be 
enough to show that T, is not invertible. Since Ya - hYi = YIUF, the 
function Ya = YrU is an inner function in H”[a. If z is in the open unit 
disk and so close to x0 that 11 Ya(zo) - Ya(z)(I < (1 - I h 1)/2, then 
II Y&o) - [Y&4 - ~Y,(4lll < l +2’ x ’ * 
Since Ya(zo) is unitary, it follows that Y,(z) - hY1(z) is invertible for such z, 
and that its inverse is bounded in norm by 2/(1 - I X I). Hence U;(z) is 
invertible for such z, with its inverse bounded in norm by 2 /I F &,/( 1 - ) X I). 
The argument in the first part of the proof now shows that x0 is not in the 
support of Ys , Since U = Y1*Ya , it follows by the first part of the proof that 
T, is not invertible, as desired. 
The proof of Theorem 3 is complete. 
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We remark that Theorem 2 fails, for trivial reasons, to extend to vectorial 
Toeplitz operators. To obtain a counter example, let V be a two dimensional 
Hilbert space, and let Yi and Ys. be defined by 
where #r(z) = exp[(z + l)/(z - l)]. Then, although the point 1 belongs to 
the support of Y1 but not to the support of Ys , the range of To is not dense. 
5. IDENTICAL ONE-POINT SUPPORTS 
In this section we study the Toeplitz operators TQ, where B is a 
Blaschke product whose zeros tend to 1 and $,, is the inner function 
exp[u(z + 1)/(x - l)] (a > 0). We regard B as fixed, and to simplify the 
notation we write TQ = T, . We shall only succeed in determining the 
spectrum of T, under severe restrictions on B. 
For simplicity we assume that the zeros of B are all of order 1; it will be 
clear how one should restate our results so as to make them apply when B has 
multiple zeros. Let 2, , zs ,... be the zeros of B, and for K = 1,2,... let 
Thus, the sequence {A,} is the image of the sequence {a$$} under the standard 
conformal map of the unit disk onto the upper half-plane. We let A denote the 
sequence {Ak}, and we let E(A) d enote the family of exponential functions 
exp(ihg) (X a real variable). 
Our first observation concerns the question of whether T, has a nontrivial 
kernel; this question turns out to be equivalent to a classical approximation 
problem. 
LEMMA 7. The dimension of the kernel of T, equals the codimensim of the 
span of E(A) in L2(0, a). 
Let W, be the standard isometry of Hz of the unit disk onto Hz of the upper 
half-plane (see [IO], Chap. 8). Let W, be the Fourier-Plancherel transforma- 
tion. Then W = W,W, is an isometry of Ha onto L2(0, co), and W sends 
#,H2 onto L2(u, 00). 
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A function f in H2 belongs to ker T, if and only if $,Bf is orthogonal to Hz, 
in other words, if and only if Bf is orthogonal to &H2. Hence the dimension 
of ker T, equals the dimension of BH2 n (t,baH2)1. The isometry W sends 
BH2 onto the space of functions inL2(0, co) whose inverse Fourier transforms 
vanish on A, and it sends (#,H2)l onto L2(0, a). Hence W sends 
BH2 n ($J,H~)~ onto the annihilator of E(A) in L2(0, a). This proves the 
lemma. 
COROLLARY. For T, to be invertible, it is necessary that 
(i) J?(A) span L2(0, a); 
(ii) E(A) be strongZy independent in L2(0, a) (in other words, that no function 
in E(A) lie in the L2(0, a)-span of the remaining ones). 
The necessity of (i) is immediate from Lemma 7. To prove the necessity 
of (ii), assume that T, is invertible, and let b be a Blaschke factor of B. Let 
B, = B/b, and let /1, be the sequence obtained by deleting from n the term 
corresponding to b. We have T60B, = T T, . Since Ts has a nontrivial kernel 6 
so does TGaB1 , and therefore E(rl,) does not span L2(0, a). This shows that the 
span of E(A) in L2(0, a) is diminished when one removes any term from fl, 
which proves (ii). 
We shall see in Sec. 6 that conditions (i) and (ii) are not sufficient for T, 
to be invertible. 
We now consider Blaschke products B satisfying a very special condition, 
namely, that B#, belong to H” + C for all a > 0. Here C stands for the 
space of continuous complex valued functions on the unit circle. We recall 
that H” + C is a closed subalgebra of L” ([8], Theorem 2). The maximal 
ideal space of H” + C equals the maximal ideal space of H” with the open 
unit disk deleted. 
It is not obvious that there are any infinite Blaschke products B such that 
&, is in H” + C for all a > 0. That such functions B exist, and in abund- 
ance, is shown by the following remarkable theorem of Koosis [ll] and 
Lax [12]. 
LEMMA 8. The following conditions are equivalent. 
(a) i?#a is inIHm + C for all a > 0. 
(b) ImA,--+ co, and 
,Ez c ( x1:k 12 = 0 (x real). 
Koosis and Lax state their result in a different form from the one above. 
The above statement can be obtained by combining their statement with 
([16], Theorem 2). 
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We shall call B a Koosis function when it satisfies the equivalent conditions 
(a) and (b). We remark that B is a Koosis function if its zeros lie on the real 
axis; this is easily seen from (b). 
THEOREM 4. Let B be a Koosis function. Then for any a > 0 and 1 h ( < 1, 
the operator T, - h has a full range and an infinite dimensional kernel. In 
particular, the spectrum of T, is the closed unit disk. 
Douglas [5] has made a thorough analysis of T, for q~ in H” + C, and we 
shall need the following result of his. 
LEMMA 9. Let q~ belong to H” + C. Then T, is a Fredholm operator if and 
only if v is invertible in H” + C. 
The main part of the proof of Theorem 4 is contained in the following two 
lemmas. 
LEMMA 10. Let B be a Koosis function. Then &, fails to be invertible in 
H” + C for every a > 0. 
The proof is by contradiction. Assume that &, is invertible in H” + C. 
Then the function 
is in H” + C, in other words, B is invertible in H” + C. Therefore the 
Gelfand transform I? of B does not vanish on the maximal ideal space of 
H” + C. This is an obvious contradiction, because B vanishes at every point 
in the fiber above 1 that is a limit point of the zeros of B. 
LEMMA 11. Let g be a function in H” + C which is invertible in L” but 
not invertible in H” -/- C. Then T, has a closed range of infnite codimension. 
Since g is invertible in L” there is a factorization g = uf where f is an 
invertible function in H” and 1 u 1 = 1 almost everywhere. The function u 
is in H” + C but is not invertible in H” + C. Since T, = TUT, and Tf is 
invertible, it will suffice to show that the conclusion of the theorem holds for 
T, in place of T, . 
Let x denote the identity function on the unit circle (x(x) = z). 
Since u is in H” + C, there is a function h in H” and a nonnegative 
integer n such that (I u - x+h [lm < 1. Hence dist(z@, H”) < 1, 
so T,,, = TUTxn is left invertible, by Lemma 1. Since TX is a Fredholm 
operator, it follows that T, is semi-Fredholm with a finite dimensional 
kernel. I f  the range of T, had a finite codimension then T, would be a 
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Fredholm operator, which is not the case by Lemma 9. Hence the range 
of T, has an infinite codimension, and the proof of Lemma 11 is complete. 
In addition we may conclude by Lemma 3 that T, has a trivial kernel. Hence 
we obtain the following 
COROLLARY. If g is as in Lemma 11, then TE has a full range and an in$nite 
dimensional kernel. 
To obtain Theorem 4, let B be a Koosis function. Then the spectrum of 
B#a as an element of L” is contained in the unit circle, and the spectrum of 
RI,%, as an element of H” + C contains the origin, by Lemma 10. But the 
boundary of the latter spectrum is contained in the boundary of the former 
one [15, Theorem 1.6.121, and hence the spectrum of &, as an element of 
H” + C must be the closed unit disk. Therefore, if 1 h / < 1, then the 
function g = &a - h satisfies the hypotheses of Lemma 11, and the pre- 
ceding corollary yields the assertions of Theorem 4. 
It is interesting that the above results contain a classical theorem of 
L. Schwartz ([17], p. 54) on incompleteness of exponentials: 
Let A = {hk) be a sequence of pure imaginary numbers such that 
C l/j A, 1 < co. Then E(A) fails to span L2(0, a), for every a > 0. 
To prove this, let A+ be the set of A, in A such that X,/i is positive, and let A- 
be the set of A, in A such that X,/i is negative. The sequence A+ is a Blaschke 
sequence for the upper half-plane; let B be the transplant to the unit disk 
of the corresponding Blaschke product. Then the zeros of B lie on the real 
axis and tend to 1, so, as mentioned above, B is a Koosis function. Hence, by 
Lemma 7 and Theorem 4, E(A+) has an infinite codimension in Ls(0, a). 
The same reasoning shows that E(- A-) has an infinite codimension in 
L2(0, a). Because of the translation properties of exponentials, it follows that 
E(- A-) has an infinite codimension in L2(- a, 0). Making the change of 
variables x--f - x, we conclude that E(A-) has an infinite codimension in 
L2(0, a). 
If now f and g are functions in L2(0, a/2) which are orthogonal to E(A+) 
and E(AJ respectively, then f * g is in L2(0, a) and is orthogonal to E(A). 
By what has been shown above, the space of such functions f * g is infinite 
dimensional, so Schwartz’s theorem is proved. 
Of course, results much stronger than Schwartz’s are now known. Some 
references can be found in a recent paper of Redheffer [14]. 
If B is any Blaschke product, then there is at most one a such that T, is 
invertible; this follows from the formulas 
T sib = Tb,Ta, Ta-b = TJ,,. 
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As we have seen above, it may happen that T, is always noninvertible. It is 
perhaps worth remarking that this does not always happen, For example, if 
B = (#r - a) (1 - &,Q1, where OL is a complex number of modulus less 
than 1, then one can easily show that TX is invertible. 
6. CONNECTIONS WITH DOUGLAS'S WORK 
To conclude this paper, we shall discuss some of the above results from 
the point of view originated by R.G. Douglas in ([6], Sec. 5 and 6). This will 
lead to certain improvements and elucidations. 
For v in L”, let J$, denote the closed subalgebra of L” generated by ~JI 
and H”. Douglas considers the case where v = 4 with 1,4 an inner function, 
In this case the maximal ideal space of &@ can be identified as the set of points 
x in the maximal ideal space of H” such that 1 $(x)1 = 1 (where 1,8 denotes the 
Gelfand transform of $). 
The following lemma is a mild improvement of ([6], Theorem 11). 
LEMMA 12. If T, is invertible, then q-l belongs to &@ . 
To prove this, assume T, is invertible. Then IJJ is invertible in L”, so there 
is a factorization 9 = uf with f an invertible function in H” and 1 u 1 =l 
almost everywhere. It will be enough to show that u-l is in dQ. The operator 
T, is invertible, and therefore so is TE . Hence, by Lemma 1, there is a 
function h in H” such that I( ii - h Ilao < 1. Therefore 11  - uh Ilm < 1, so 
(uh)-1 = [I - (1 - uh)]-1 
= f (1 -uh)“, 
tZ=O 
where the series converges in the norm of L”. Since u is in .z$@ we may con- 
clude that (uh)-1 is in -c4, , and hence u-l is also in -t4, , as desired. 
Lemma 12 yields immediately the spectral inclusion theorem of Douglas 
([6], Corollary to Theorem 11) (in a slightly improved form): 
COROLLARY 1. Let q~ be a function in L”, and let zzf be any closed subakebra 
of L” which contains p, and H”. Then the spectrum of T, contains the spectrum 
of v as an element of d. 
As Douglas points out, Theorem 1 is an easy consequence of the preceding 
corollary. The argument is as follows. Let 9 = I,&& where #r and I,& are inner 
functions, and assume there is a point z, which belongs to the support of #r 
but not to the support of I,&. Then there is a point in the fiber above so at 
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which I,$~ vanishes. This point belongs to the maximal ideal space of &, , 
and hence & is not invertible in J$, . Therefore $stj~, is not invertible in 
&‘, . It now follows by the reasoning ised in the proof of Theorem 4 that the 
spectrum I,&, as an element of J$$, is the closed unit disk. Therefore, by the 
corollary, the spectrum of T, is the closed unit disk. 
The same argument obviously applies if I,/J~ and I& have the same support, 
provided there is a sequence in the open unit disk along which I,$ approaches 0 
and 1 $s / approaches 1. 
We now return to the considerations of Sec. 5, retaining all notations 
adopted there. In the corollary to Lemma 7 we obtained two necessary 
conditions that T, be invertible. Lemma 12 yields immediately a third 
necessary condition. To simplify the notation, let J&, denote the algebra 
G$ (= &$, for all a > 0). 
COROLLARY 2. For T, to be invertible, it is necessary that 
(iii) &~ZJ = d1 . 
We indicate an example which shows that (iii) can fail at the same time 
that (i) and (ii) hold. Let h, = 2~k + is, , k = 0, & 1, 9 2 ,..., where the sK 
are positive numbers such that 
,Ea j: I 1 - exp(- w)12 dx < 1. (1) 
Then II = {&> is a Blaschke sequence for the upper half-plane. Let B be the 
transplant to the unit disk of the corresponding Blaschke product. If x is a 
limit point in the maximal ideal space of 23” of the zeros of B, then 
I h<x,l = 1. Th us such an x is in the maximal ideal space of J& , and of 
course B(x) = 0. It follows that B is not in &‘r , so (iii) fails. 
We assert that (i) and (ii) hold for a = 1. To prove this, let S be the linear 
transformation from the linear span of E({2?rk}~J to the linear span of 
E(n) that sends exp(2tikx) onto exp(ih,x). If we regard S as an operator 
in L2(0, 1) then, because of (I), its matrix differs from the identity matrix by a 
matrix whose Schmidt norm is less than 1. Therefore S extends to a bounded 
invertible operator of L2(0, 1) onto itself. Since the exponent& exp(2?rikx) 
form an orthonormal basis for L2(0, l), it is immediate that (i) and (ii) hold 
when a = 1. 
We do not know whether (i)-(“‘) m are sufficient for the invertibility of T, . 
In this connection, the following question arises: If Jil’s = J&, does T, have 
a closed range for all a > 0 ? A positive answer would imply via a simple 
argument that (i)-(“‘) m are sufficient for the invertibility of T, . 
It is natural to try to generalize the above question by asking whether 
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Tqlrpa has a closed range whenever vi and pa are inner functions such that 
&@, = JX& . This question has a negative answer: take 
and 
and apply the results of Sec. 3. 
The last question has a negative answer even if one modifies it by requiring 
that or and ~a be mutually prime as inner functions. To obtain a counter 
example, let&z) = exp[(z + l)/(z - l)] and ‘p4(x) = exp[(z - 1)/(x + l)]. 
As shown in ([16], p. 194), th ere is a Blaschke product B, such that &q~s 
is continuous. Similarly, there is a Blaschke product B, such that &cp, is 
continuous. We may assume that B, and B, have no common zeros. Let 
CJ+ = v3zB, and v2 = rpa2B, . Then qr and p2 are mutually prime. Using the 
fact that && and z& contain all continuous functions ([IO], p. 193), one can 
easily show that J$, = zZ+, . 
One the other hand, we have 
where K is a compact operator (see [18], Sec. 3). In the first term on the right 
side of the preceding equality, the first factor is Fredholm and the second 
factor is not semi-Fredholm (by Sec. 3). Therefore Tqlqpa is not semi- 
Fredholm, so by Lemma 3 it does not have a closed range. 
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