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Functions operating on multivariate distribution and survival functions are characterized,
based on a theorem of Morillas, for which a new proof is presented. These results are
applied to determine those classicalmean values on [0, 1]n which are distribution functions
of probabilitymeasures on [0, 1]n. As it turns out, the arithmeticmeanplays a universal rôle
for the characterization of distribution as well as survival functions. Another consequence
is a far reaching generalization of Kimberling’s theorem, tightly connected to Archimedean
copulas.
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
In [7], the notion of a multivariate distribution function (‘‘d.f.’’) was extended to include also non-grounded functions,
and one such example is the arithmetic mean M1(x1, . . . , xn) := 1n

i≤n xi on [0, 1]n. Since also the geometric mean
M0(x) :=

i≤n xi
1/n is obviously a d.f. on [0, 1]n, in this case grounded, it seemed to be an interesting question to consider
the full scale of classical mean-values, given for t ∈ R r {0} by
Mt(x) :=

1
n
n
i=1
xti
1/t
,
complemented byM0,M−∞(x) := mini≤n xi andM∞(x) := maxi≤n xi, and to determine which of those are d.f.s on [0, 1]n,
see Theorem 6.
In order to give a complete answer we need a characterization of the functions f on [0,1] operating on multivariate d.f.s.,
i.e. for which f ◦ F is a d.f. whenever F is. The key to the solution of this problem was offered by Morillas [5], with an
elementary but very complicated proof. We will present a new one, shorter and easier to read, cf. Theorem 1. We shall also
characterize those mean values which are max-infinitely divisible, i.e. every positive power of which is likewise a d.f. Similar
questions for multivariate survival functions will also be answered.
It turns out that the crucial feature of the functions f involved is their n-(absolute) monotonicity, a property scrutinized
already in the 1940s. The new characterization expressed in Theorem 3 might be of independent interest.
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The intimate connection between multivariate d.f.s and their copulas leads in a natural way to some applications to this
special class of d.f.s; see Theorem 5 and Corollary 3. Kimberling’s results from 1974, often cited particularly in connection
with Archimedean copulas, are given their probably most general form in Theorem 4.
1. Distribution functions which are not necessarily grounded
Let A1, . . . , An ⊆ R = [−∞,∞] be non-empty subsets, A := ni=1 Ai, and ϕ: A −→ R be some function. For a, b ∈ A
we put
Dbaϕ := ϕ(b)− ϕ(a1, b2, . . . , bn)− · · · − ϕ(b1, . . . , bn−1, an)
+ϕ(a1, a2, b3, . . . , bn)+ · · · + ϕ(b1, . . . , bn−2, an−1, an)
−ϕ(a1, a2, a3, b4, . . . , bn)− · · · + − · · · + (−1)nϕ(a).
Definition. ϕ is n-increasing iff Dbaϕ ≥ 0∀ a < b in A;ϕ is called fully n-increasing iff ϕ with k of the variables fixed is
(n− k)-increasing in the remaining variables, for every choice of these variables, and for every k = 0, 1, . . . , n− 1.
Here a < b means ai < bi for all i, however the condition Dbaϕ ≥ 0∀ a ≤ b in A would be equivalent, since Dbaϕ = 0 if
ai = bi for some i. Therefore, if ϕ depends on fewer than n variables, we have always Dbaϕ = 0. An important special case
will be in the following that ϕ is of the form
ϕ(x) =
n
i=1
fi(xi)
for univariate functions f1, . . . , fn. In this case, ϕ is fully n-increasing if and only if every fi is increasing in the usual sense.
One such example is the arithmetic mean ϕ(x) = 1n

i≤n xi = M1(x) on [0, 1]n.
If vi := inf Ai ∈ Ai for all i ≤ n, then ϕ is grounded iff ϕ(a) = 0 for all a ∈ Awith ai = vi for some i. A grounded function
is fully n-increasing iff it is (simply) n-increasing, cf. Theorem 2 in [7]. This result appears also in [5], Lemma 2.2. The just
mentioned arithmetic mean is an example of a non-grounded ϕ.
In [7] (Theorem 1), it was shown that a function ϕ: A −→ R+ is fully n-increasing if and only if ϕ is completely monotone
on the semigroup (A,∧), and this was used to prove the following.
Correspondence Theorem. Suppose A1, . . . , An ⊆ R is non-empty such that sup Ai ∈ Ai for i = 1, . . . , n, and put
A :=ni=1 Ai. Then for a function ϕ: A −→ R+ the following two properties are equivalent.
(i) ϕ is fully n-increasing and right continuous
(ii) There is a (unique) finite measure µ on A (closure in R n) such that
ϕ(a) = µ(A ∩ [−∞, a]), a ∈ A.
(cf. [7], Theorem 7).
For ϕ = M1 on A = [0, 1]n, the corresponding measure is µ = 1n

i≤n
1 | [0, ei], where e1, . . . , en are the usual unit
vectors and 1 denotes the one-dimensional Lebesgue measure.
2. Fully differentiable multivariate distribution functions
The subsets Ai considered in 1. will be intervals Ai = [vi, ui] ⊆ R in the following.
Let v, u ∈ R n, v < u, and define for α ⊆ n := {1, . . . , n}
Rα := {a ∈ [v, u[| ai > vi ⇐⇒ i ∈ α},
then Rn =]v, u[, and the (disjoint) union
α$n
Rα = {a ∈ [v, u[| ai = vi for some i ∈ n}
will be called the lower-left boundary of [v, u]; note that R∅ = {v}.
Let F : [v, u] −→ R be any function; then for α ≠ ∅ the restriction of F to Rα is a function of xα := (xi)i∈α where
xα ∈ i∈α]vi, ui[=]vα, uα[. We will call F fully differentiable if F is continuous on [v, u] and Fα := F | Rα is |α| times
continuously differentiable on ]vα, uα[, for any ∅ ≠ α ⊆ n.
By Fα , we will denote the partial derivative of F with respect to xi, i ∈ α, i.e. for α = {i1, . . . , ik}
Fα := ∂
kF
∂xi1 . . . ∂xik
.
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If F is fully differentiable then for v < a < b < u
DbaF =

[a,b]
Fnd n
by Fubini’s theorem, and a similar result holds of course for every restriction Fα to the part Rα of the lower-left boundary of
[v, u], for ∅ ≠ α ⊆ n. Hence we can state the following lemma.
Lemma 1. Let F : [v, u] −→ [0, 1] be fully differentiable, F(u) = 1. Then F is a multivariate distribution function if and only if
(Fα)α ≥ 0 on ]vα, uα[ ∀ ∅ ≠ α ⊆ n.
Note that in this case µ |]v, u[ is absolutely continuous in the usual sense, µ denoting the probability measure whose
d.f. is F , and µ(]v, u]r]v, u[) = 0 since F is continuous. Similarly µ | Rα is absolutely continuous with respect to|α|,∅ ≠ α ⊆ n, and
µ |]vα, uα[= (Fα)α ⊙ |α|.
Note that µ({v}) = F(v) may well be positive, and that for grounded F the conditions of Lemma 1 reduce to Fn ≥ 0 on
]v, u[.
Example. Consider F(x, y) :=
√
x+√y
2
2
, (x, y) ∈ [0, 1]2 = [v, u]. Here
R{1} =]0, 1[×{0}, R{2} = {0}×]0, 1[, R{1,2} = ]0, 1[2
F {1}

(x) = x
4
= F {2} (x)
F{1}(x, y) =
√
x+√y
4
√
x
, F{1,2}(x, y) = 18 ·
1√
xy
.
We see that F is a fully differentiable d.f., say of the probability measureµ on [0, 1]2, whereµ | ]0, 1]2 has the density F{1,2},
and µ |]0, 1] × {0} as well as µ | {0}×]0, 1] has the constant density 14 , the total masses being
µ
]0, 1]2 = 1
2
, µ (]0, 1] × {0}) = µ ({0}×]0, 1]) = 1
4
, µ({(0, 0)}) = 0.
Of special interest will be in the following the question for which functions f : [0, 1] −→ R the composition f ◦ F with an
n-variable d.f. F is again a d.f. Suppose f is also n times continuously differentiable, then the chain rule gives
(f ◦ F)n =
n
k=1

f (k) ◦ F ·
π∈Pk

α∈π
Fα
where Pk is the family of all partitions π of n consisting of k subsets. This formula is well-known, and easily shown by
induction; since a corresponding formula holds obviously also for subsets of n, we can combine it with Lemma 1 to obtain
the following lemma.
Lemma 2. Let F : [v, u] −→ [0, 1] be a fully differentiable distribution function, and let f : [0, 1] −→ [0, 1] be n times
differentiable with f (k) ≥ 0 for k = 1, . . . , n and f (1) = 1. Then f ◦ F is again a distribution function.
Note that f (0) = 0 is not required; if ν is the measure corresponding to f ◦ F , then ν({v}) = f (F(v)) = f (0) in case
F(v) = µ({v}) = 0.
3. Functions operating on multivariate d.f.s and a new proof of Morillas’ theorem
In Lemma 1, we saw a sufficient condition for a function f on [0,1] to operate on multivariate d.f.s, applicable however
only to sufficiently smooth functions. A natural question arises to find necessary and sufficient conditions for f such that
f ◦ F is again a d.f. for each multivariate d.f. F on Rn. Obviously, the crucial point will be the property ‘‘fully n-increasing’’.
This problem has in fact been solved by Morillas [5], in an admirable paper which surprisingly has not really been taken up
as it seems. One reasonmight be that Morillas’ proof is (in her ownwords) of elementary algebraic nature but very involved.
We intent to give another proof, perhaps not elementary, but (hopefully) easier to ‘‘digest’’.
Let c, d ∈ R, c < d, n ∈ N, and let f : [c, d] −→ R be any function. For t ∈ [c, d[ and h > 0 such that t + nh ≤ d we
define
∆hf (t) := f (t + h)− f (t), ∆2h := ∆h ◦∆h, etc.
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up to
∆nhf (t) =
n
j=0
(−1)n−j

n
j

f (t + jh),
complemented by∆0hf (t) := f (t) (independent of h).
If∆khf (t) ≥ 0 for k = 0, 1, . . . , n, all t ∈ [c, d[ and h > 0 such that t + kh ≤ d, then we call f n-absolutely monotone. So,
f is 2-absolutely monotone iff f is non-negative, increasing and convex; f is then automatically continuous on ]c, d[, and in
fact also at the left boundary point c , but not necessarily at d, since plainly one might add whatever positive number to f (d)
without violating the defining inequalities. However, the limit f (d−) = lim t<d
t→d
f (t) exists, and f (d−) ≤ f (d).
If f is n-absolutelymonotone and n > 2, then a theorem of Boas andWidder [1] shows the existence, continuity and non-
negativity (in the open interval ]c, d[) of f ′, f ′′, . . . , f (n−2) and the monotonicity as well as convexity of f (n−2). In particular,
f ′, . . . , f (n−2) are all non-negative, increasing and convex on ]c, d[, and therefore continuously extendible to c , though not
necessarily to d. We shall however not make use of this result. In the other direction, if f ≥ 0 is n times differentiable with
non-negative derivatives f ′, f ′′, . . . , f (n), then clearly f is n-absolutely monotone.
Later on we will need a closely related notion: with ∇h := −∆h we call g: [c, d] −→ R n-monotone if ∇khg(t) ≥ 0 for
k = 0, 1, . . . , n and all t ∈ [c, d[ such that t + kh ≤ d. This is equivalent with g(−s) being n-absolutely monotone on
[−d,−c], so that the already mentioned theorem of Boas and Widder [1] implies that g |]c, d[ is n− 2 times differentiable
and g(n−2) |]c, d[ is non-negative, decreasing and convex. (This was actually used as a definition by Williamson [9], who
astonishingly did not mention the result of Boas and Widder.) In particular, g is automatically continuous at d, but not
necessarily at c .
A function f defined on any interval I ⊆ R is called n-(absolutely) monotone if every restriction of f to a compact
subinterval of I has this property.
A function which is n-monotone for every n ∈ N, is called completely monotone. This notion will appear below in
connection with Kimberling’s theorem.
In the proof of Theorem 1, we will need the following lemma.
Lemma 3. Let F :Rn −→ [0, 1] be the d.f. of a probability measure µ with finite support. Then there are C∞—d.f.’s Fm on Rn
converging pointwise to F .
Proof. Let {y1, . . . , yk} := supp(µ); then αj := µ({yj}) > 0 for all j ≤ k. Choose C∞-functions gj,m ≥ 0 on Rn with
gj,m d n = αj and supp (gj,m) ≤

yj − 1m · 1, yj

,
where 1 := (1, . . . , 1) ∈ Rn, and let Fm be the d.f. of
k
j=1
gj,m

⊙ n, m ∈ N.
Then for each x ∈ Rn there existsmx ∈ N such that Fm(x) = F(x) ∀ m ≥ mx. 
In the following theorem, the equivalence of (i) and (ii) has been shown by Morillas [5, Theorem 2.3]. Condition (iii),
added by us, will turn out in the following as quite important, since it is easily applicable. It can also be easily derived from
Lemma 2.3 in [5].
Theorem 1. Let n ≥ 2, c < d in R, and let f : [c, d] −→ R be an arbitrary function. Then the following three properties are
equivalent.
(i) f is n-absolutely monotone.
(ii) If ϕ: {0, 1}n −→ [c, d] is fully n-increasing, then so is f ◦ ϕ,
(iii) For any k ∈ n, t ∈ [c, d[, h > 0 with t + kh ≤ d we have
D1k0k f

t + h
k
i=1
xi

≥ 0
where 1k = (1, . . . , 1) and 0k = (0, . . . , 0) are both of length k.
Proof. (i) H⇒ (ii): suppose f to be n-absolutely monotone, then f is increasing and convex, implying f to be continuous
on [c, d[, let f be the continuous extension of f | [c, d[ to [c, d], then f (d) ≤ f (d) since f is increasing. We shall proceed
by approximation with C∞-functions. Assuming without restriction that [c, d] = [0, 1], let ϕ: {0, 1}n −→ [0, 1] be fully
n-increasing, and, excluding ϕ ≡ 0, let ϕ(1, . . . , 1) = 1. By Theorem 7 in [7] , ϕ is the d.f. of a probabilitymeasure on {0, 1}n,
which, considered as a probability measure on Rn, has a d.f. F extending ϕ from {0, 1}n to Rn, and so there is by Lemma 3
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a sequence of C∞-d.f.’s {Fm} converging pointwise to F . Let f1, f2, . . . be the sequence of Bernstein polynomials for f , they
converge (even uniformly) to f on [0, 1]. These polynomials are defined by
fk(s) =
k
i=0
f

i
k

k
i

si(1− s)k−i
(note that f
 i
k
 = f  ik  ∀ i < k), and their derivatives can be expressed as
f (j)k (s) = k(k− 1) . . . (k− (j− 1))
k−j
i=0
∆
j
1
k
f

i
k

k− j
i

si(1− s)k−j−i
(cf. [3], page 12), showing f1, f2, . . . to be likewise n-absolutely monotone (on [0,1]).
By Lemma 2, fk ◦ Fm is a d.f. for each k,m ∈ N, in particular fully n-increasing. Letting firstm tend to infinity and then k,
we get the conclusion (for f , since f (1) ≥ f (1)).
(ii) H⇒ (iii). ϕ: {0, 1}n −→ [0, 1], defined by ϕ(x) := t + hki=1 xi is obviously fully n-increasing.
(iii) H⇒ (i). This follows immediately from
D1k0k f

t + h
k
i=1
xi

= ∆khf (t)
for k, t, h as indicated in (iii). 
As a consequence, we can state the following result, in which the arithmetic meanM1 plays a surprising special rôle:
Theorem 2. Let f : [0, 1] −→ [0, 1] be continuous at 1 and fulfill f (0) = 0, f (1) = 1, and let n ≥ 2. Then the following three
properties are equivalent:
(i) f ◦ F is a d.f. for every n-dimensional distribution function F
(ii) f ◦M1 is a d.f. on [0, 1]n
(iii) f is n-absolutely monotone.
If f is furthermore continuous on [0, 1], n times differentiable on ]0, 1[, and f (k)(t) ≥ 0∀ t ∈]0, 1[ and ∀k = 1, . . . , n, then
f has the properties (i)–(iii).
Proof. (ii) H⇒ (iii): We shall show condition (iii) of Theorem 1. Let k ∈ n, t ∈ [0, 1[, h > 0 such that t + kh ≤ 1. Let
0 < t ′ ≤ t + k(n− 1) hn and choose y ∈ [0, 1− h], z ∈ [0, 1] such that
k
n
y+ n− k
n
z = t ′,
which is possible because t ′ ≤ 1− khn . Then
H(x1, . . . , xk) := (y+ hx1, . . . , y+ hxk, z, . . . , z)
maps {0, 1}k into [0, 1]n, and is of course a homomorphism w.r. to ‘‘∧’’, so that f ◦M1 ◦ H is (fully) k-increasing. Since
M1(H(x)) = t ′ + hn ·
k
i=1
xi
we get
∆ h
n
k
f (t ′) = D1k0k (f ◦M1 ◦ H) ≥ 0.
The obvious identity
∆hf (t) = ∆ h
n
f (t)+∆ h
n
f

t + h
n

+ · · · +∆ h
n
f

t + n− 1
n
h

can be rewritten, using the translation operators (Ehf )(t) := f (t + h), as
∆h = ∆ h
n
◦ E0 +∆ h
n
◦ E h
n
+ · · · +∆ h
n
◦ E n−1
n h
= ∆ h
n
◦

E0 + E h
n
+ · · · + E n−1
n h

,
and the multinomial theorem gives
∆kh = ∆kh
n
◦
 k!
m1! . . .mn! E
m1
0 ◦ Em2h
n
◦ . . . ◦ Emnn−1
n h
=
 k!
m1! . . .mn! ∆
k
h
n
◦ E h
n (m2+2m3+···+(n−1)mn)
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where the summation is over all (m1, . . . ,mn) ∈ Nn0 withm1 + · · · +mn = k, for which
m2 + 2m3 + · · · + (n− 1)mn ≤ (n− 1)k.
This shows that∆khf (t) is a sum of terms of the form
∆ h
n
k
f

t + i · h
n

where i ∈ {0, 1, . . . , k(n− 1)}, and therefore non-negative.
(iii) H⇒ (i). As noted before, f is continuous on [0, 1[, and in 1 by assumption, ensuring right continuity of f ◦ F for every
d.f. F on Rn. Theorem 1 now gives the conclusion.
If f is n-times differentiable in ]0, 1[ with non-negative derivatives, let k ≤ n, h > 0, and t ∈ [0, 1[ be given such that
t + kh ≤ 1. Then a repeated application of the mean value theorem yields some ϑ ∈]0, 1[ such that
∆khf (t) = f (k)(ϑ) · hk ≥ 0. 
Remark 1. The condition f (0) = 0 is not essential; it only ensures that f ◦ F is again a ‘‘proper’’ d.f. (i.e. of a measure living
on Rn) if F is. Allowing f (0) > 0 enlarges the frame to include also probability measures charging the lower left boundary
of R n.
Remark 2. The preceding proof shows that for a function f on a real interval to be n-absolutely monotone, it suffices to
restrict the h-values involved to a given interval ]0, h0], for some h0 > 0. This will be used in the proof of the following
result which is interesting on its own.
Theorem 3. Let u = (u1, . . . , un) ∈ ]0,∞[n, u0 = ni=1 ui, and let f : [0, u0] −→ R+ be given. Then f ni=1 xi is fully
n-increasing on [0, u] if and only if f is n-absolutely monotone.
Proof. Let σ(x) := ni=1 xi denote the sum function on Rn; since σ is fully n-increasing, so is therefore f ◦ σ on [0, u] by
Theorem 1, if f is n-absolutely monotone.
Now suppose f ◦ σ to be fully n-increasing on [0, u], and put h0 := min1≤i≤n ui. Let t ∈ [0, u0[ and h ∈]0, h0] be given
such that t + nh ≤ u0. Choose bi ∈ [h, ui]with t + nh =ni=1 bi, and put ai := bi − h, i = 1, . . . , n. Then
0 ≤ Dba(f ◦ σ) = ∆nhf (t).
For k ∈ {1, . . . , n − 1}, t ∈ [0, u0[, h ∈]0, h0] such that t + kh ≤ u0 choose bi ∈ [h, ui] for 1 ≤ i ≤ k, and bi ∈ [0, ui] for
k < i ≤ n, withni=1 bi = t + kh. Put ai := bi − h for i = 1, . . . , k, a′ := (a1, . . . , ak), b′ := (b1, . . . , bk). Then we have
likewise
0 ≤ Db′a′

f

k
i=1
xi + bk+1 + · · · + bn

= ∆khf (t).
Hence f is indeed n-absolutely monotone. 
Corollary 1. Let I1, . . . , In ⊆ R+ be non degenerate intervals containing 0, put I0 := I1 + · · · + In, and let f : I0 −→ R be any
given function. Then f
n
i=1 xi

is fully n-increasing on
n
j=1 Ij iff f is n-absolutely monotone.
Corollary 2. For n ≥ 2 there is no d.f. on Rn+ of the form f
n
i=1 xi

, for some f :R+ −→ R.
For, f would then be increasing, convex and bounded, hence constant.
4. Kimberling-type results and applications to copulas
In [2] Kimberling considered multivariate d.f.s of the form
F(x1, . . . , xn) = f

n
i=1
f −1 ◦ Fi(xi)

where F1, . . . , Fn are the marginals of F . He showed that if f :R+ −→]0, 1] is continuous, completely monotone, f (0) = 1
and lims→∞ f (s) = 0, then F as above is always a d.f. Conversely, if F1, F2, . . . is a sequence of continuous one-dimensional
d.f.s, and f :R+ −→]0, 1] is strictly decreasing, f (0) = 1, such that F as above is a d.f. for all n, then f is necessarily completely
monotone.
In [6] we showed already more general versions of these results, looking at d.f.s of the form
F(x1, . . . , xn) = f

n
i=1
gi(Fi(xi))

P. Ressel / Journal of Multivariate Analysis 105 (2012) 55–67 61
for the so-called log-operating functions gi, though still having complete monotonicity of f in view. (g : [0, 1] −→ [0,∞] is
log-operating iff exp(−g ◦ F) is a d.f. for every one-dimensional d.f. F .) Based on the preceding results we can now prove far
reaching generalizations: replacing gi◦Fi by nearly arbitrary decreasing functions hi, and requiring only n-monotonicity of f .
Theorem 4. Let hi:R+ −→ [0,∞] be right continuous and decreasing, hi(0) > 0, limt→∞ hi(t) = 0, i = 1, . . . , n(n ≥ 2).
Put u0 :=i≤n hi(0), let f : [0, u0] −→ R+ fulfill f (0) = lims→0 f (s) = 1, and consider
F(x) := f

n
i=1
hi(xi)

, x ∈ Rn+.
(i) If f is n-monotone on [0, u0] ∩ R+ then F is a d.f. on Rn+.
(ii) If each hi is continuous, strictly decreasing on {hi > 0}, and if F is a d.f., then f is n-monotone on [0, u0] ∩ R+.
Proof. (i) Let us first assume u0 <∞. Then s −→ f (u0 − s) is n-absolutely monotone on [0, u0], x −→ u0 −i≤n hi(xi) is
fully n-increasing, and so is their composition F by Theorem 1. The case u0 = ∞ is dealt with by considering first c ∧ hi for
any c > 0, and then letting c tend to∞.
(ii) h−1i is well-defined on ]0, hi(0)[, we complement it by h−1i (0) := sup{hi > 0}. Let now 0 < ci < hi(0) be given,
c := ni=1 ci, gc(s) := f (c − s) for s ∈ [0, c], h˜i(s) := ci − hi(s) for s ∈ [h−1i (ci), h−1i (0)], an interval mapped by h˜i onto
[0, ci]. Then H˜ :=

h˜1, . . . , h˜n

is a ∧-isomorphism, and, with σ denoting again the sum function,
gc ◦ σ ◦ H˜(x1, . . . , xn) = f

n
i=1
hi(xi)

is fully n-increasing by assumption, hence so is gc ◦σ , (oni≤n[0, ci]) and so gc is n-absolutelymonotone by Theorem3, i.e. f
is n-monotone on [0, c]. Since c was any number in ]0, u0[, f is indeed n-monotone on [0, u0[, and on [0, u0] for u0 < ∞,
since in that case we may choose ci = hi(0) for all i. 
This result can be applied to Archimedean copulas, i.e. to copulas of the form
Af (x) = f

n
i=1
f −1(xi)

, x ∈ [0, 1]n
where f : [0,∞] −→ [0, 1] is a decreasing bijection, called the generator of the copula (sometimes f −1 is called such).
Corollary 3. Af is a copula iff f is n-monotone.
This was proved in [5] (Theorem 3.5) and again in [4] (Theorem 2).
Let now f : [0, 1] −→ [0, 1] be any increasing surjection, then f (0) = 0, f (1) = 1, f is continuous, and s0 := sup{f =
0} < 1. We define its pseudo-inverse by f [−1](1) := 1 and
f [−1](s) := inf{f > s}, 0 ≤ s < 1;
f [−1] is right continuous and strictly increasing from f [−1](0) = s0 to 1, and f ◦ f [−1] = id. For any n-variate copula C we
have
f ◦ C(s1, . . . , sn) = f ◦ C(s1 ∨ s0, . . . , sn ∨ s0) (∗)
for all (s1, . . . , sn) ∈ [0, 1]n.
Theorem 5. Let f : [0, 1] −→ [0, 1] be an n-absolutely monotone surjection, and let C be an n-variate copula. Then
(i) Cf (s1, . . . , sn) := f ◦ C

f [−1](s1), . . . , f [−1](sn)

is again a copula
(ii) if C is a copula for the d.f. F , then Cf is a copula for f ◦ F .
Part (i) was shown already by Morillas in [5], Theorem 3.6.
Proof. (i) The composition of C with the∧-homomorphism (s1, . . . , sn) −→ (f [−1](s1), . . . , f [−1](sn)) is fully n-increasing,
and right continuous, hence a d.f. This holds in fact for any increasing surjection f . Our assumption that f be n-absolutely
monotone allows to apply Theorem 2, and shows Cf to be a d.f. as well, and then in fact a copula.
(ii) The restriction f | [s0, 1] is strictly increasing, and f [−1](f (s)) = s0 ∨ s for all s ∈ [0, 1]. Denoting by F1, . . . , Fn the
marginals of F , the d.f. f ◦ F has the marginals f ◦ Fi, and
Cf (f ◦ F1(x1), . . . , f ◦ Fn(xn)) = f ◦ C

f [−1](f (F1(x1))), . . .

= f ◦ C (s0 ∨ F1(x1), . . . , s0 ∨ Fn(xn))
= f ◦ C (F1(x1), . . . , Fn(xn)) by (∗)
= f ◦ F(x1, . . . , xn)
which had to be shown. 
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Clearly, the condition on f to be n-absolutely monotone is not necessary in general for Cf to be a copula, as the example of
the independence copula C(x) =i≤n xi and f (s) := √s shows, where Cf = C .
Remark 3. It seems appropriate to point out that also non-grounded d.f.s are connected to their marginals by some copula.
More precisely, let Ai ⊆ R be non-empty such that ui := sup Ai ∈ Ai for i = 1, . . . , n, put A :=i≤n Ai, and let ϕ: A −→ R+
be fully n-increasing. Define the marginals ϕi of ϕ by
ϕi(ai) := ϕ (u1, . . . , ui−1, ai, ui+1, . . . , un) , ai ∈ Ai,
and note that for a1 < b1 in A1 we have, making use of the fact that ϕ is 2-increasing if the other variables are fixed, for
xi ∈ Ai, i = 2, . . . , n
ϕ(b1, x2, . . . , xn)− ϕ(a1, x2, . . . , xn) ≤ ϕ(b1, u2, x3, . . . , xn)− ϕ(a1, u2, x3, . . . , xn)
≤ ϕ(b1, u2, u3, x4, . . . , xn)− ϕ(a1, u2, u3, x4, . . . , xn)
≤ · · · ≤ ϕ(b1, u2, . . . , un)− ϕ(a1, u2, . . . , un)
= ϕ1(b1)− ϕ1(a1),
and similarly for i = 2, . . . , n. This implies
|ϕ(b)− ϕ(a)| ≤
n
i=1
|ϕi(bi)− ϕi(ai)|
for arbitrary a, b ∈ A, and ensures the existence of a function C oni≤n ϕi(Ai) such that
ϕ(x) = C (ϕ1(x1), . . . , ϕn(xn)) ∀ x ∈ A.
Assuming now ϕ(u) = 1 we also have ϕi(ui) = 1 for i = 1, . . . , n, and extending C toni=1 ({0} ∪ ϕi(Ai)) by C(s) := 0 if
si = 0 for some i, C is immediately seen to be a subcopula, which may be further extended to a copula by Sklar’s theorem.
5. Mean values as distribution functions
The three classical means (arithmetic, geometric and harmonic) are embedded into a full scale (Mt)t∈R of mean values,
defined for x1, . . . , xn > 0 by
Mt(x) :=

1
n
n
i=1
xti
1/t
for t ∈ R r {0}
and
M0(x) := n
 n
i=1
xi,
where limt→0 Mt(x) = M0(x), complemented by limt→∞Mt(x) = maxi≤n xi =: M∞(x), limt→−∞Mt(x) = mini≤n xi =:
M−∞(x), and t −→ Mt(x) is strictly increasing from min xi to max xi for every non-constant sequence (xi). Clearly, Mt(x)
is also perfectly well-defined if some or all xi are 0, and the restrictions of Mt to [0, 1]n appear as possible candidates for
distribution functions.
Some of these mean values have the additional property of being infinitely divisible, meaning that every k’th root is
likewise a d.f., k ∈ N. The underlying probability distribution (and also the d.f.) is then called max-infinitely divisible. In [7]
it was shown that a d.f. F is infinitely divisible iff log F | {F > 0} is fully n-increasing (we remind that this notion does not
include non-negativity). If ϕ is fully n-increasing, the function −ϕ is called fully n-decreasing, a property equivalent with
being completely alternating with respect to the semigroup operation ‘‘∧’’, and also with being negative definite; see [7]. This
has the important consequence, that a non-negative fully n-decreasing function can be composed with Bernstein functions
on R+, leading to new fully n-decreasing functions.
Theorem 6. Let n ≥ 2 be given. Then
(i) Mt | [0, 1]n is a distribution function exactly for t ∈ [−∞, 1n−1 ] ∪ { 1n−2 , . . . , 12 , 1}
(ii) Mt is max-infinitely divisible iff t ∈ [−∞, 0].
Proof. (i)M1(x) = 1n
n
i=1 xi is fully n-increasing, and since products of d.f.’s are again d.f.’s, we see that for arbitrary k ∈ N
M1/k(x) =

1
n
n
i=1
k
√
xi
k
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is likewise a d.f. Let now 0 < t < 1n−1 , put ft(u) := u1/t , and note that the first n derivatives of ft are positive in ]0, 1[, with
f (k)t (u) =
k−1
j=0

1
t
− j

u
1
t −k, k = 1, . . . , n,
whence Mt(x) = ft
 1
n
n
i=1 x
t
i

is a d.f. by Theorem 2. If t ∈] 1n−1 , 1[r
 1
n−2 ,
1
n−3 , . . . ,
1
2

, then t−1 ∈]1, n − 1[rN and at
least one of the first n derivatives of ft is negative throughout ]0, 1[, so that ft is certainly not n-absolutely monotone. By
Theorem 1 (iii), there is some k ∈ n, r ∈ [0, 1[, h > 0 with r + kh ≤ 1 such that
D1k0k (ft ◦ ϕ) < 0
where ϕ(x1, . . . , xk) := r + hki=1 xi for xi ∈ {0, 1}, i ≤ k. Let us add now the dimension to the symbolMt , i.e.
M [n]t (x1, . . . , xn) :=

1
n
n
i=1
xti
1/t
, xi ∈ [0, 1].
Then, ifM [n]t was a d.f., so would beM
[k]
t because of
M [k]t (x1, . . . , xk) = M [n]t (x1, . . . , xk, 0, . . . , 0) ·
n
k
1/t
.
The function H: [0, 1]k −→ [0, 1]k, (H(x))i := (r + khxi)1/t (i = 1, . . . , k) is a homomorphism with respect to ‘‘∧’’, hence
alsoM [k]t ◦ H is then fully k-increasing, but
M [k]t (H(x)) =

r + h
h
i=1
xi
1/t
= ft(ϕ(x))
for x ∈ {0, 1}k leads now to a contradiction.
We conclude thatMt is not a d.f.
The geometric mean M0 is the tensor product of one-dimensional d.f.’s, and so obviously an n-dimensional d.f., which
furthermore is clearly max-infinitely divisible. For t < 0 put s := −t , then (for xi > 0)
− logMt(x) = 1s log

1
n
n
i=1

1
xi
s
,
andψ(x) := 1n
n
i=1 x
−s
i is fully n-decreasing, a property preserved if applying a Bernstein function such as the log-function,
henceMt = exp[−(− logMt)] is max-infinitely divisible.
It remains to show that for no t > 0 the d.f.Mt is max-infinitely divisible (among the possible values of t): if it was then
k

Mt(x) =

1
n
1/(kt)
·

n
i=1
xti
1/(kt)
would be fully n-increasing for each k ∈ N. Setting xi = 0 for i > 2 in case n > 2, we consider ϕ(x1, x2) := Mt(x1,
x2, 0, . . . , 0), and choose k such that kt > 1. Then
D(1,1)(0,0)

k
√
ϕ
 = kϕ(1, 1)+ kϕ(0, 0)− kϕ(1, 0)− kϕ(0, 1)
=

1
n
1/(kt)
· 21/(kt) − 2 < 0,
a contradiction, thus finishing our proof. 
With the exception of M−∞ all other M ′ts are, if d.f.s, even fully differentiable, and for t ≤ 0 absolutely continuous in the
usual sense. Straightforward calculation leads (for t ≠ 0) to
(Mt)k(x) = 1n1/t (1− t)(1− 2t) · · · (1− (k− 1)t) [Mt(x)]
1
t −k
k
i=1
xt−1i , k ∈ n
and – denoting by µt the probability measure on [0, 1]n with d.f.Mt – we have for−∞ < t ≤ 0
µt = (Mt)n ⊙ n,
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where (M0)n(x) = n−n ·
n
i=1 xi
 1
n−1 . For t ∈ ]0, 1n−1 ] ∪
 1
n−2 , . . . ,
1
2 , 1

the d.f. Mt is no longer grounded, and
correspondingly µt no longer absolutely continuous in the usual sense. Keeping the notation introduced in 2., we have
Rα =

a ∈ [0n, 1n[| ai > 0⇐⇒ i ∈ α

for α ⊆ n
and
µt | Rα =

Mαt

α
⊙ |α|, for ∅ ≠ α ⊆ n,
where for α = k
Mαt

α
(x1, . . . , xk) = (Mt)k(x1, . . . , xk, 0, . . . , 0),
and of courseµt(R∅) = µt({0}) = Mt(0) = 0. Note thatµt(Rn) = 0 for t ∈
 1
n−1 ,
1
n−2 , . . . , 1

, evenµt
]0, 1]n = 0, since
the upper right boundary of [0, 1]n carries no µt-mass, for whatever t .
It may be of interest to know the copulas Ct associated with those mean values Mt which are d.f.s. Of course C0 is the
independence copula, andM−∞(x) = mini≤n xi = C−∞(x) is already a copula. For other values of t an easy calculation yields
Ct(s1, . . . , sn) =

1+
n
i=1

sti − 1
1/t
+
at least for si ≥ 1− 1n , i = 1, . . . , n. Here, if t < 0,− log Ct is fully n-decreasing (cf. the proof of Theorem 6), ensuring Ct to
be a copula which is max-infinitely divisible as a d.f. For 0 < t ≤ 1n−1 we use the fact that r −→ r1/t+ is then n-absolutely
monotone onR, togetherwith Theorem1, to see that Ct is fully n-increasing, and hence a copula. These copulas are known as
Mardia–Takahashi–Clayton copulas. The special case where t = 1n−1 was used already in [8], Appendix 2. For the remaining
finitely many values t ∈  1n−2 , 1n−3 , . . . , 1 Ct is only a subcopula on {0} ∪ 1− 1n , 1n, which can be extended to a copula
by Sklar’s theorem.
6. Functions operating on multivariate survival functions
The notion n-increasing has a perfect counterpart for the max-operation: if we change in Definition 1 the restriction
a < b to a > b, then the function ϕ considered there is called (fully) n-max increasing. Here ‘‘increasing ’’ refers to the
direction of the neutral element which in this case is the smallest element. In [7], Theorem 10 the following analogue to the
correspondence theorem for distribution functions was proved.
Let Ai ⊆ R be non-empty, 1 ≤ i ≤ n, such that vi := inf Ai ∈ Ai for all i. Then ϕ: A −→ R+ is of the form
ϕ(a) = µ(A ∩ [a,∞]), a ∈ A
for some probability measure µ on A (closure in R n) if and only if ϕ is fully n-max increasing, left continuous, and ϕ(v) = 1.
ϕ is called the survival function (‘‘s.f.’’) of µ.
Remark 4. Note that traditionally a −→ µ(A∩]a,∞]) is called the s.f. of µ, but this function does ‘‘cover’’ neither the
lower left nor the upper right boundary of A; using it the one-to-one relation between µ and its s.f. would be lost. In the
one-dimensional case one might of course still prefer to use µ(]a,∞[), in order to have d.f. and s.f. summing up to 1, since
especially on R+ one mostly considers distributions not charging the origin, and certainly not the point∞.
It will not be surprising that now the already introduced n-monotone functions play an important rôle. We have the
following analogue of Theorem 1.
Theorem 7. Let n ≥ 2, and let g: [0, 1] −→ R be any function. Then the following three properties are equivalent.
(i) g is n-monotone.
(ii) If ϕ: {0, 1}n −→ [0, 1] is fully n-max increasing, then so is g ◦ (1− ϕ).
(iii) For any k ∈ n, t ∈ [0, 1[, h > 0 with t + kh ≤ 1, we have
D0k1kg

t + h
k
i=1
xi

≥ 0.
Proof. (i) H⇒ (ii). For x ∈ {0, 1}n define
H(x) := (1− x1, . . . , 1− xn),
then H is a semigroup isomorphism from ({0, 1}n,∧) to ({0, 1}n,∨), ϕ ◦ H is fully n-increasing, and s −→ g(1 − s) is
n-absolutely monotone; hence by Theorem 1 g ◦ (1− ϕ ◦ H) is fully n-increasing, which in turn means that g ◦ (1− ϕ) is
fully n-max increasing.
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(ii) H⇒ (iii). ϕ(x1, . . . , xn) := 1 − t − hki=1 xi maps {0, 1}n to [0, 1], and is fully n-max increasing, so is therefore
g ◦ (1− ϕ),whence
D0k1k(g ◦ (1− ϕ)) = D
0k
1k

g

t + h ·
k
i=1
xi

≥ 0.
(iii) H⇒ (i). This follows immediately from
D0k1kg

t + h
k
i=1
xi

= ∇khg(t). 
If for ϕ: [0, 1]n −→ Rwe put ϕ(x) := ϕ(1− x), where 1 = (1, . . . , 1), then obviously
Dbaϕ = D1−b1−aϕ for a, b ∈ [0, 1]n,
whence ϕ is (fully) n-max increasing iff ϕ is (fully) n-increasing. This will be used to prove the following analogue of
Theorem 2, where again the arithmetic mean plays a special rôle.
Theorem 8. Let g: [0, 1] −→ [0, 1] be continuous at 0 and fulfill g(0) = 1, g(1) = 0, and let n ≥ 2. Then the following three
properties are equivalent.
(i) g ◦ (1− G) is a s.f. for every n-dimensional s.f. G.
(ii) g ◦M1 is a s.f. on [0, 1]n.
(iii) g is n-monotone.
If g is continuous on [0, 1], n times differentiable on ]0, 1[, and (−1)kg(k)(t) ≤ 0 ∀ t ∈]0, 1[ and ∀ k = 1, . . . , n, then g
has the properties (i)–(iii).
Proof. (i) H⇒ (ii). 1−M1(x) = 1n
n
i=1(1− xi) is fully n-max increasing, and therefore a s.f.
(ii) H⇒ (iii). For f (s) := g(1 − s), we have f ◦M1 = g ◦ M1, hence f ◦ M1 is a d.f. By Theorem 1, f is n-absolutely
monotone, i.e. g is n-monotone.
(iii) H⇒ (i). Since g is continuous on (all of) [0, 1], g ◦(1−G) is left continuous and fully n-max-increasing by Theorem 7.
The sufficiency of the conditions on g at the end follows like in Theorem 2 by applying the mean value theorem, since
∇kh f (t) = (−1)khkf (k)(ϑ)
for some ϑ . 
We saw in Corollary 2 that no d.f. on Rn+ can have the form f (

xi), for n ≥ 2. For s.f.’s this is different.
Theorem 9. Let g:R+ −→ [0, 1] be such that g(0) = 1 = lims→0 g(s), and let hi:R+ −→ R+ be increasing and left
continuous with hi(0) = 0, i = 1, . . . , n. Then we have the following.
(i) G(x) := g ni=1 xi is a s.f. on Rn+ (of some probability measure on R n+) iff g is n-monotone.
(ii) If g is n-monotone then g
n
i=1 hi(xi)

is a s.f.
(iii) If hi are furthermore bijections, i = 1, . . . , n, and g
n
i=1 hi(xi)

is a s.f., then g is n-monotone.
Part (i) of this theorem was shown in [4] (Proposition 2) by completely different methods.
Proof. (i) Suppose first G to be a s.f. Fix 0 < c < ∞ and consider gc(s) := g(cs), for s ∈ [0, 1]. Then gc(M1(x)) =
g
 c
n ·
n
i=1 xi
 = G  cn · x is a s.f. on [0, 1]n, implying gc | [0, 1] to be n-monotone by Theorem 8; that is, g | [0, c] is
n-monotone for each c > 0, hence on all of R+.
If g is n-monotone then by the same reasoning x −→ G  cnx is a s.f. on [0, 1]n, for every c > 0, hence G itself is a s.f.
(ii) We observe that
H(x) := (h1(x1), . . . , hn(xn))
is a semigroup homomorphism of

Rn+,∨

, the result then follows from (i).
(iii) This follows since now H is even an isomorphism. 
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7. Classical norms and multivariate survival functions
LetG be the survival function (s.f.) of a probabilitymeasureµ onRn. If k
√
G is also a s.f. for every k ∈ N,G is called infinitely
divisible, and µmin-infinitely divisible.
Two well known examples are
G1(x) := exp

−
n
i=1
xi

, x ∈ Rn+
and
G∞(x) := exp

−max
i≤n
xi

, x ∈ Rn+,
G1 being the s.f. of standard exponential iid random variables X1, . . . , Xn, and G∞ the s.f. of (X1, . . . , X1), i.e. of one standard
exponential random variable ‘‘living’’ on the diagonal {(u, . . . , u) ∈ Rn | u ≥ 0}. A natural question seems to be, for which
values of t ∈ R r {0} the functions
Nt(x) :=

n
i=1
xti
1/t
, x ∈ Rn+
for which t > 0 are just the classical (semi-) norms, have the property that exp(−Nt) is a s.f., and we may complement this
family by
N∞(x) := max
i≤n
xi, N−∞(x) := min
i≤n xi.
Due to homogeneity, if exp(−Nt) is a s.f., it is automatically infinitely divisible. Clearly,Mt = n−1/t · Nt could just as well be
considered, but hereNt seemsmore natural, with the exception of t = 0.As it turns out, precisely the t-values corresponding
to norms lead to survival functions.
Theorem 10. Let n ≥ 2 be given. Then exp(−Nt) is a survival function on Rn+ if and only if t ∈ [1,∞]. exp(−M0) is not a
survival function.
Proof. By [7], Theorems 4 and 10, we have to show that Nt is fully n-max decreasing iff t ≥ 1. For any t > 0 the function
x −→ ni=1 xti is fully n-max decreasing, cf. Remark 1 in [7] and its obvious analogue for the maximum operation. Since
fully n-max decreasing is the same as being completely alternating (or negative definite) on the semigroup (Rn+,∨), and
since s −→ s1/t is a Bernstein function on R+ for t ≥ 1, their composition Nt is in this case likewise fully n-max decreasing.
For t ∈] −∞, 1[r{0}we use derivatives. Since
Dbaψ = (−1)nDabψ, a, b ∈ Rn
for any function ψ of n real variables, in case of Cn-functions we can state that ψ is fully n-max decreasing if and only if
(−1)|α| · ψα ≤ 0 for all ∅ ≠ α ⊆ n.
Therefore, in order to show that Nt does not have this property, it clearly suffices to consider the case n = 2. Now
∂2Nt
∂x1∂x2
=

1
t
− 1

t(x1, x2)t−1

xt1 + xt2
 1
t −2
which is positive for 0 < t < 1 and also for t < 0.
For the geometric meanM0 we have
∂kM0
∂x1 · · · ∂xk =
1
nk
·
k
i=1
x
1
n−1
i > 0
for k = 1, . . . , n. SoM0 cannot be fully n-max decreasing, and neither isM−∞ because of (again with n = 2)
D(0,0)(1,1)(M−∞) = 1 > 0. 
Combining the last two theorems we obtain the following.
Corollary 4. Let hi:R+ −→ R+ be increasing and left continuous, hi(0) = 0 and lims→∞ hi(s) = ∞, for i = 1, . . . , n. Then
for any t ∈ [1,∞]
exp [−Nt(h1(x1), . . . , hn(xn))]
is an infinitely divisible s.f. on Rn+.
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