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Abstract—We consider the Eschenauer-Gligor key pre-
distribution scheme under the condition of partial visibility with
i.i.d. on-off links between pairs of nodes. This situation is modeled
as the intersection of two random graphs, namely a random key
graph and an Erdo˝s-Re´nyi (ER) graph. For this class of composite
random graphs we give various improvements on a recent result
by Yag˘an [17] concerning zero-one laws for the absence of isolated
nodes.
Index Terms—Wireless sensor networks, Security, Key predis-
tribution, Random graphs, Partial visibility, Absence of isolated
nodes, Zero-one laws.
I. INTRODUCTION
By now there exists already a large literature discussing
various performance aspects of random key predistribution
schemes in wireless sensor networks (WSNs); see [4], [12]–
[15]. However, starting with the scheme of Eschenauer and
Gligor [6], much of the work to date has been carried out
under the full visibility assumption whereby sensor nodes are
all within communication range of each other. While the full
visibility assumption is certainly at odds with the wireless
nature of the communication medium supporting WSNs, this
simplification makes it possible to focus solely on how the
randomization mechanism affects performance in the best of
circumstances, i.e., when wireless communication is not a
bottleneck. A common criticism of this line of work is that by
disregarding the unreliability of the wireless links, the resulting
dimensioning guidelines are likely to be overly optimistic, if
not irrelevant. In practice, nodes will have fewer neighbors
since some of the communication links may be impaired.
In a recent paper [17], Yag˘an studied the Eschenauer-Gligor
key pre-distribution scheme under the condition of partial
visibility with i.i.d. on-off links between pairs of nodes. This
situation was modeled as the intersection of two random
graphs, namely a random key graph [1], [5], [16], [18],
[19], [21] and an Erdo˝s-Re´nyi (ER) graph [3], [9]: With n
nodes in the network, the Eschenauer-Gligor scheme with
key rings of size K drawn from a pool of P distinct keys
(K < P ) gives rise to the random key graph K(n; θ) (where
we have set θ = (K,P )) – Let q(θ) denote the probability
(9) that a link does not exist between two nodes in K(n; θ).
The communication model between nodes corresponds to an
Erdo˝s-Re´nyi (ER) graph G(n;α) with link probability α (in
[0, 1]). Under a natural independence assumption, the graph
of interest is the graph K ∩G(n; θ, α) whose edge set is the
intersection of the edge sets of the random graphs K(n; θ) and
G(n;α). See Section II for more details concerning the model
and the notation in use.
In [17] the following zero-one law for the absence of
isolated nodes was established: If the parameters are scaled
with the number n of nodes in such a way that
αn (1− q(θn)) ∼ c
logn
n
(1)
for some c > 0, then it holds that
lim
n→∞
P
[
K ∩G(n; θn, αn) contains
no isolated nodes
]
=

0 if 0 < c < 1
1 if 1 < c
(2)
provided the limit limn→∞ αn logn exists in [0,∞].
In this short paper, we improve on this result in two different
directions which are now briefly described. Precise statements
are available in Section III:
(i) We show that the existence of a limit for the sequence
{αn logn, n = 2, 3, . . .} is not needed to ensure the zero-one
law (2) under (1). In fact, this result was already contained in
the earlier result of Yag˘an [17], and is an easy consequence
of the Principle of Subsubsequences [9].
(ii) We partially strengthen the result of Yag˘an [17] by
establishing a zero-one law when the scaling is done according
to
αn(1− q(θn)) =
logn+ γn
n
, n = 1, 2, . . . (3)
1
for some deviation function γ : N0 → R. This is done under
mild conditions on the scaling {αn, n = 1, 2, . . .}. The class
of scalings satisfying (1) is easily seen to be contained in
the class of scalings governed by (3). The proof uses the
method of first and second moments applied to the number
of isolated nodes – This approach is presented in Section
IV where expressions for the needed moments are given; see
Appendix X for detailed calculations. The asymptotics of the
first moment are derived in Section V in terms of a “zero-
infinity” law. The bounds for applying the method of second
moment are derived in Section VI. The proof of the zero-law
under the scaling (3) is completed in Section VII, Section VIII
and Section IX.
The material of this paper appeared in the Proceedings of the
53rd Annual Allerton Conference on Communication, Control,
and Computing, Monticello (IL) [11].
II. THE MODEL
All limiting statements, including asymptotic equivalences,
are understood with the number n of sensor nodes going to
infinity. The random variables (rvs) under consideration are all
defined on the same probability triple (Ω,F ,P). Probabilistic
statements are made with respect to this probability measure
P, and we denote the corresponding expectation operator by
E. The indicator function of an event E is denoted by 1 [E].
For any discrete set S we write |S| for its cardinality.
A. The Eschenauer-Gligor scheme
The Eschenauer-Gligor scheme is characterized by three
parameters, which are held fixed throughout this section,
namely the number n of nodes, the size P of the key pool
and the size K of each key ring with K < P . To lighten the
notation we often group the integers P and K into the ordered
pair θ ≡ (K,P ).
Nodes are labelled i = 1, . . . , n. For each i = 1, . . . , n,
let Ki(θ) denote the random set of K distinct keys assigned
to node i before network deployment. According to the
Eschenauer-Gligor scheme, if after deployment, two nodes,
say i and j, are within communication range of each other,
they can establish a secure link provided their key rings have
at least one key in common.
We can think of Ki(θ) as an PK-valued rv where PK de-
notes the collection of all subsets of {1, . . . , P} which contain
exactly K elements – Obviously, we have |PK | =
(
P
K
)
. The
rvs K1(θ), . . . ,Kn(θ) are assumed to be i.i.d. rvs, each of
which is uniformly distributed over PK with
P [Ki(θ) = S] =
(
P
K
)−1
,
i = 1, . . . , n
S ∈ PK .
(4)
This corresponds to selecting keys randomly and without
replacement from the key pool.
For future reference, for any subset R of {1, . . . , P} we
find it convenient to write
v(θ;R) =

(P−|R|K )
(PK)
if |R| ≤ P −K
0 if P −K < |R|.
(5)
Since v(θ;R) depends on R only through its cardinality |R|,
sometimes we shall also write v(θ; |R|) in place of v(θ;R). It
is a simple matter to check that
P [Ki(θ) ∩R = ∅] = v(θ;R), i = 1, . . . , n. (6)
B. Random key graphs
Under full visibility, the Eschenauer-Gligor scheme gives
rise to a random graph which we now describe: Distinct nodes
i and j are said to be K-adjacent, written i ∼K j, if their key
rings have at least one key in common. Thus,
i ∼K j iff Ki(θ) ∩Kj(θ) 6= ∅, (7)
and an undirected link is assigned between nodes i and j. This
notion of adjacency defines the random key graph K(n; θ) on
the vertex set {1, . . . , n}.
For distinct i, j = 1, . . . , n, it is a simple matter to check
from (6) that
P [Ki(θ) ∩Kj(θ) = ∅] = q(θ) (8)
with
q(θ) =

0 if P < 2K
(P−KK )
(PK)
if 2K ≤ P .
(9)
Note that q(θ) = v(θ,K). It is plain that
P [i ∼K j] = 1− q(θ) (10)
so that the probability of edge occurrence between any two
nodes is equal to 1− q(θ).
C. ER graphs as a simple communication model
To account for the possibility that communication links
between nodes may not be available, we assume a simple com-
munication model that consists of independent communication
channels, each of which can be either on or off. Thus, with
α in [0, 1], let {Bij(α), 1 ≤ i < j ≤ n} denote i.i.d. {0, 1}-
valued rvs with success probability α. For convenience we also
introduce the {0, 1}-valued rvs {Bji(α), 1 ≤ i < j ≤ n} by
setting
Bji(α) = Bij(α), 1 ≤ i < j ≤ n.
The channel between nodes i and j is available (equiva-
lently, up) if Bij(α) = 1 with probability α, and unavailable
(equivalently, down) if Bij(α) = 0 with complementary
probability 1 − α. Distinct nodes i and j are said to be B-
adjacent, written i ∼B j, if Bij(α) = 1. The notion of B-
adjacency defines the standard ER graph G(n;α) on the vertex
set {1, . . . , n}. Obviously,
P [i ∼B j] = α.
2
D. Intersecting the graphs
The random graph model studied here is obtained by
intersecting the random key graph K(n; θ) with the ER graph
G(n;α): The distinct nodes i and j are now said to be
adjacent, written i ∼ j, if and only if they are both K-adjacent
and B-adjacent, namely
i ∼ j iff
Ki(θ) ∩Kj(θ) 6= ∅
and
Bij(α) = 1.
(11)
The resulting undirected random graph defined on the vertex
set {1, . . . , n} through this notion of adjacency is denoted
K ∩G(n; θ, α).
Throughout, the collections of rvs {K1(θ), . . . ,Kn(θ)} and
{Bij(α), 1 ≤ i < j ≤ n} are assumed to be indepen-
dent, in which case the probability of edge occurrence in
K ∩G(n; θ, α) is given by
P [i ∼ j] = P [i ∼K j]P [i ∼B j] = p(θ, α) (12)
where we have set
p(θ, α) = α(1 − q(θ)). (13)
Finally, to simplify the notation, we set
Pn(θ, α) = P
[
K ∩G(n; θn, αn) contains
no isolated nodes
]
.
III. THE MAIN RESULTS
To fix the terminology, we refer to any pair of mappings
K,P : N0 → N0 as a scaling (for random key graphs)
provided the natural conditions
Kn < Pn, n = 1, 2, . . . . (14)
are satisfied. Similarly, any mapping α : N0 → [0, 1] defines
a scaling for ER graphs.
The terminology of strong and very strong zero-one laws
parallels the one introduced in the survey papers [8, Section
IV, p. 1070] [10]. The first result gives a very strong one-law
for the absence of isolated nodes under minimal assumptions;
its proof is given in Section V.
Theorem III.1. Consider scalings K,P : N0 → N0 and α :
N0 → [0, 1] such that
αn(1 − q(θn)) =
logn+ γn
n
, n = 1, 2, . . . (15)
for some deviation function γ : N0 → R. The very strong one-
law
lim
n→∞
Pn(θn, αn) = 1 (16)
holds whenever
lim
n→∞
γn =∞. (17)
It is noteworthy that Theorem III.1 applies to the constant
parameter case, yielding a result similar to the one available
for many classes of random graphs, e.g., ER graphs [3], [9],
geometric random graphs [7] and random key graphs [20].
The proof is straightforward and is omitted in the interest of
brevity.
Corollary III.2. With α in (0, 1] and positive integers K and
P such that K < P , we always have limn→∞ Pn(θ, α) = 1
provided α(1 − q(θ)) > 0.
Proof. We can write
α(1− q(θ)) =
logn+ γn
n
, n = 1, 2, . . .
with deviation function γ : N0 → R given by
γn = nα(1− q(θ)) − logn, n = 1, 2, . . .
The desired conclusion is a simple consequence of Theorem
III.1 as we note that limn→∞ γn = ∞ under the condition
α(1− q(θ)) > 0.
While no additional condition are needed in Theorem III.1,
the corresponding zero-law does require growth conditions on
the scaling α : N0 → [0, 1].
Theorem III.3. Consider scalings K,P : N0 → N0 and α :
N0 → [0, 1] such that (15) holds for some deviation function
γ : N0 → R. The very strong zero-law
lim
n→∞
Pn(θn, αn) = 0 (18)
holds whenever
lim
n→∞
γn = −∞ (19)
provided either
lim sup
n→∞
αn logn <∞, (20)
or
lim sup
n→∞
αn logn =∞ with lim sup
n→∞
αn < 1. (21)
A proof of Theorem III.3 is developed through Sections
IV to VII. The additional growth conditions (20)-(21) can
be dropped when restricting attention to the scalings used by
Yag˘an [17].
Theorem III.4. Consider scalings K,P : N0 → N0 and α :
N0 → [0, 1] such that
αn(1− q(θn)) ∼ c
logn
n
(22)
for some c > 0. Then, the strong zero-one law
lim
n→∞
Pn(θn, αn) =

0 if 0 < c < 1
1 if 1 < c
(23)
holds.
Proof. Consider scalings K,P : N0 → N0 and α : N0 →
3
[0, 1] such that (22) holds for some c > 0. This can be rewritten
in equivalent form as
αn(1− q(θn)) = cn ·
logn
n
, n = 1, 2, . . . (24)
where the sequence c : N0 → R+ satisfies limn→∞ cn = c.
It is then plain that (15) automatically holds with deviation
function γ : N0 → R given by
γn = (cn − 1) logn, n = 1, 2, . . .
When c > 1, we have limn→∞ γn =∞ and Theorem III.1
gives the one-law (16), hence the one-law part of (23) holds.
On the other hand, with 0 < c < 1, limn→∞ γn = −∞ and
Theorem III.3 yields the zero-law (18), hence the zero-law
part of (23), if the additional conditions (20) or (21) hold.
We now show that this additional condition is superfluous for
the zero-law to hold; this is a consequence of the Principle of
Subsubsequences [9] – In what follows a subsequence k → nk
is simply any non-decreasing mapping N0 → N0 : k → nk
such that limk→∞ nk =∞:
A careful inspection of the arguments given by Yag˘an [17,
Thm. 3.1, p. 3824] shows that the result also holds along
subsequences: Specifically, consider scalings K,P : N0 → N0
and α : N0 → [0, 1] such that (22) holds for some c in (0, 1).
Then, for any subsequence k → nk, we have
lim
k→∞
Pnk(θnk , αnk) = 0 (25)
whenever the limit limk→∞ αnk lognk exists in [0,∞].
The sequence
{Pn(θn, αn), n = 2, 3, . . .} (26)
is a bounded sequence with all its accumulation points in
[0, 1]. Let P be any accumulation point of the sequence. By
definition, there exists a subsequence k → nk such that
lim
k→∞
Pnk(θnk , αnk) = P. (27)
Although the sequence {αnk lognk, k = 1, 2, . . .} may not
converge, there must exist a further subsequence ℓ→ kℓ such
that the limit limℓ→∞ αnkℓ lognkℓ does exist in [0,∞].
Taking (27) along that subsequence we find
lim
ℓ→∞
Pnkℓ (θnkℓ , αnkℓ ) = P,
whence P = 0 by virtue of (25). The bounded sequence (26)
thus admits P = 0 as its unique accumulation point, and is
therefore convergent with limit
lim
n→∞
Pn(θn, αn) = 0
regardless of whether the sequence {αn logn, n = 1, 2, . . .}
has a limit in [0,∞].
IV. THE METHOD OF FIRST AND SECOND MOMENTS
Theorem III.1 and Theorem III.3 will be established by the
method of first and second moments [9, p. 55] applied to
the number of isolated nodes. Fix n = 2, 3, . . . and consider
positive integers K and P such that K < P , and scalar α in
[0, 1].
A. Counting isolated nodes
The number of isolated nodes in K ∩G(n; θ, α) is given by
In(θ, α) =
n∑
i=1
χn,i(θ, α)
where for each i = 1, 2, . . . , n, we write
χn,i(θ, α) = 1 [Node i is isolated in K ∩G(n; θ, α) ] .
It is a simple matter to check that
χn,i(θ, α) =
n∏
j=1, j 6=i
(1−Bij(α)ηij(θ)) (28)
with indicator rvs
ηij(θ) = 1 [Ki(θ) ∩Kj(θ) 6= ∅] ,
i 6= j
i, j = 1, . . . , n.
(29)
The random graph K ∩G(n; θ, α) has no isolated nodes if and
only if In(θ, α) = 0, and the key relation
Pn(θ, α) = P [In(θ, α) = 0]
follows.
This equivalence is exploited with the help of two standard
bounds based on first and second moments: The easy bound
1− E [In(θ, α)] ≤ P [In(θ, α) = 0] (30)
gives rise to the method of first moment [9, Eqn. (3.10), p.
55], while the method of second moment [9, Remark 3.1, p.
55] has its starting point in the inequality
P [In(θ, α) = 0] ≤ 1−
(E [In(θ, α)])
2
E [In(θ, α)2]
. (31)
B. Evaluating moments
The rvs χn,1(θ, α), . . . , χn,n(θ, α) being exchangeable, we
readily get
E [In(θ, α)] = nE [χn,1(θ, α)] (32)
and
E
[
In(θ, α)
2
]
= nE [χn,1(θ, α)]
+n(n− 1)E [χn,1(θ, α)χn,2(θ, α)] .
This last expression is an easy consequence of the binary
nature of the rvs involved. It then follows that
E
[
In(θ, α)
2
]
(E [In(θ, α)])
2 =
1
E [In(θ, α)]
(33)
+
n− 1
n
·
E [χn,1(θ, α)χn,2(θ, α)]
(E [χn,1(θ, α)])
2 .
4
With (28) as point of departure, expressions are eas-
ily obtained for the needed moments E [χn,1(θ, α)] and
E [χn,1(θ, α)χn,2(θ, α)]; calculations are given in Appendix
X for sake of completeness: In the notation (13), we have
E [χn,1(θ, α)] = (1− p(θ, α))
n−1
, (34)
whence
E [In(θ, α)] = n (1− p(θ, α))
n−1
. (35)
We also show that
E [χn,1(θ, α)χn,2(θ, α)]
= E
[
(1 − αη12(θ))Z(θ, α)
n−2
] (36)
where the auxiliary rv Z(θ, α) is given by
Z(θ, α) = (1− p(θ, α))2
(
1 + Z˜(θ, α)
)
(37)
with
Z˜(θ, α) (38)
=
α2
(1− p(θ, α))2
·
(
v (θ;K1(θ) ∪K2(θ)) − q(θ)
2
)
.
V. BEHAVIOR OF THE FIRST MOMENT
The proof of Theorem III.1 passes through a characteriza-
tion of the behavior of the first moment given in the following
“zero-infinity” law – Note its “analogy” with Theorem III.1.
Lemma V.1. Consider scalings K,P : N0 → N0 and α :
N0 → [0, 1] such that (15) holds for some deviation function
γ : N0 → R. It is always the case that
lim
n→∞
E [In(θn, αn)] =

∞ if limn→∞ γn = −∞
0 if limn→∞ γn =∞.
(39)
Before establishing this result, we note that the proof
of Theorem III.1 is now straightforward: The bound
(30) yields limn→∞ P [In(θn, αn) = 0] = 1 whenever
limn→∞ E [In(θn, αn)] = 0, as this is the case under the
condition (17) by virtue of Lemma V.1.
Although the proof of Lemma V.1 is fairly standard, we
give some of the details as we need to develop some facts
that will be used later: We start with the observation that for
0 ≤ x < 1,
log(1 − x) = −x−Ψ(x) with Ψ(x) =
∫ x
0
t
1− t
dt.
It is also easy to check that
lim
x↓0
Ψ(x)
x2
=
1
2
. (40)
Now consider scalings K,P : N0 → N0 and α : N0 → [0, 1]
such that (15) holds for some deviation function γ : N0 → R.
For each n = 1, 2, . . ., substitution of (15) into (35) yields
E [In(θn, αn)] = n (1− p(θn, αn))
n−1
= ne(n−1) log(1−p(θn,αn))
= ne−(n−1)(p(θn,αn)+Ψ(p(θn,αn)))
= ne−(n−1)
logn+γn
n
−(n−1)Ψ(p(θn,αn))
= n
1
n e−
n−1
n
γne−(n−1)Ψ(p(θn,αn)) (41)
as well as the bound
E [In(θn, αn)] ≤ n
1
n e−
n−1
n
γn . (42)
If limn→∞ γn = ∞, then limn→∞ E [In(θn, αn)] =
0 by virtue of the inequality (42). On the other
hand, the condition limn→∞ γn = −∞ already implies
limn→∞ n
1
n e−
n−1
n
γn = ∞. In view of (41), the desired
conclusion limn→∞ E [In(θn, αn)] = ∞ then holds if we
show
lim
n→∞
(n− 1)Ψ(p(θn, αn)) = 0. (43)
To do so, note that the condition limn→∞ γn = −∞ also
implies γn < 0 for all n sufficiently large, in which case
γn = −|γn|. On that range the condition (15) becomes
0 ≤ p(θn, αn) =
logn− |γn|
n
,
whence
|γn| ≤ logn and p(θn, αn) ≤
logn
n
. (44)
Therefore, we must have
lim
n→∞
p(θn, αn) = 0 (45)
as well as
lim
n→∞
(n− 1)p(θn, αn)
2 = 0. (46)
The conclusion (43) is an easy consequence of these two facts
(combined with (40)) once we note that
(n− 1)Ψ(p(θn, αn)) = (n− 1)p(θn, αn)
2 ·
Ψ(p(θn, αn))
p(θn, αn)2
for all n = 1, 2, . . ..
VI. BOUNDS
The proof of the zero-law relies on various bounds which we
now develop. Fix n = 2, 3, . . . and consider positive integers
K and P such that K < P , and scalar α in [0, 1].
By uninteresting calculations it follows from (34), (36), (37)
and (38) that
E [χn,1(θ, α)χn,2(θ, α)]
(E [χn,1(θ, α)])
2 = (1− p(θ, α))
−2 · Rn(θ, α) (47)
5
with
Rn(θ, α) = E
[
(1− αη12(θ))
(
1 + Z˜(θ, α)
)n−2]
= E
[
(1− η12(θ))
(
1 + Z˜(θ, α)
)n−2]
(48)
+ (1 − α)E
[
η12(θ)
(
1 + Z˜(θ, α)
)n−2]
.
From the expression (5) it is plain that
v(θ; 2K) ≤ v(θ; |K1(θ) ∪K2(θ)|) ≤ v(θ;K) (49)
with the lower (resp. upper) bound corresponding to K1(θ) ∩
K2(θ) = ∅ (resp. K1(θ) = K2(θ)).
In the first term in (48), the event [η12(θ) = 0] coincides
with the event [K1(θ) ∩K2(θ) = ∅], in which case we have
|K1(θ) ∪K2(θ)| = 2K so that
v(θ;K1(θ) ∪K2(θ)) − q(θ)
2 = v(θ; 2K)− q(θ)2.
We then conclude that
E
[
(1− η12(θ))
(
1 + Z˜(θ, α)
)n−2]
.
= q(θ)
(
1 +
α2
(
v(θ; 2K)− q(θ)2
)
(1− p(θ, α))2
)n−2
. (50)
It is plain that
(1− p(θ, α))2 − α2q(θ)2
= (1− p(θ, α)− αq(θ)) (1− p(θ, α) + αq(θ))
= (1− α) (1− α+ 2αq(θ)) > 0. (51)
We also observe that
v(θ; 2K) < q(θ)2
by easy calculations based on the combinatorial expressions
for the quantities involved; details are left to the interested
reader. As a result, we have
0 ≤ 1 +
α2
(
v(θ; 2K)− q(θ)2
)
(1− p(θ, α))2
≤ 1
and the conclusion
E
[
(1 − η12(θ))
(
1 + Z˜(θ, α)
)n−2]
≤ q(θ) (52)
follows.
As we turn to the second term in (48), it follows from (49)
that
Z˜(θ, α) ≤
α2
(
v(θ;K)− q(θ)2
)
(1− p(θ, α))2
=
α2
(
q(θ)− q(θ)2
)
(1− p(θ, α))2
=
α2q(θ) (1− q(θ))
(1− p(θ, α))2
. (53)
Using this deterministic bound we obtain
(1− α)E
[
η12(θ)
(
1 + Z˜(θ, α)
)n−2]
≤ (1− α)E [η12(θ)]
(
1 +
α2q(θ) (1− q(θ))
(1− p(θ, α))2
)n−2
= (1− α)(1− q(θ))
(
1 +
αq(θ)p(θ, α)
(1− p(θ, α))2
)n−2
≤ (1− α)(1− q(θ)) · R⋆n(θ, α) (54)
where we have set
R⋆n(θ, α) = e
(n−2) αq(θ)p(θ,α)
(1−p(θ,α))2 . (55)
Collecting (52) and (54) we obtain the key bound
Rn(θ, α) ≤ q(θ) + (1− q(θ))R
⋆
n(θ, α). (56)
Later on we shall also have use for the quantity
R◦n(θ, α) = e
(1−p(θ,α))−2·α log n. (57)
VII. A PROOF OF THEOREM III.3: THE BASIC APPROACH
The proof of the zero-law of Theorem III.3 is developed
in the next three sections. For the remainder of the paper, we
consider fixed scalings K,P : N0 → N0 and α : N0 → [0, 1]
such that (15) holds for some deviation function γ : N0 → R.
We also assume that (19) holds.
From (31) the zero-law limn→∞ P [In(θn, αn) = 0] = 0
will be established if we can show that
lim inf
n→∞
(E [In(θn, αn)])
2
E [In(θ1, αn)2]
≥ 1. (58)
In view of (33) this will be achieved if the limiting statements
lim
n→∞
E [In(θn, αn)] =∞ (59)
and
lim sup
n→∞
(
E [χn,1(θn, αn)χn,2(θn, αn)]
(E [χn,1(θn, αn)])
2
)
≤ 1 (60)
both hold.
As the former holds by virtue of Lemma V.1 under (19), it
remains only to show the latter. Using (45) we conclude from
(47) that establishing (60) is equivalent to showing
lim sup
n→∞
Rn(θn, αn) ≤ 1, (61)
and this will hold if we show the stronger inequality
lim sup
n→∞
(q(θn) + (1− q(θn))R
⋆
n(θn, αn)) ≤ 1. (62)
Under (15), by the remarks made in the proof of Lemma
V.1, we see that the exponent in R⋆n(θn, αn) satisfies
(n− 2)
αnq(θn) · p(θn, αn)
(1− p(θn, αn))
2
=
n− 2
n
αnq(θn) logn
(1− p(θn, αn))
2 −
n− 2
n
αnq(θn)|γn|
(1− p(θn, αn))
2
≤ (1− p(θn, αn))
−2 · αn logn (63)
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for n = 2, 3, . . . sufficiently large. On that range this leads to
the bound
R⋆n(θn, αn) ≤ R
◦
n(θn, αn) (64)
as we recall (57). Therefore, (62) will hold if we show the
stronger statement
lim sup
n→∞
(q(θn) + (1− q(θn))R
◦
n(θn, αn)) ≤ 1. (65)
During the discussion we shall make use of the following
two observations: First the equality
q(θn) + (1 − q(θn))R
◦
n(θn, αn)
= 1 + (1− q(θn))(R
◦
n(θn, αn)− 1) (66)
holds for all n = 1, 2, . . .. Next, as already noted in the
proof of Lemma V.1, condition (19) yields γn = −|γn| and
|γn| ≤ logn eventually. Thus, for n = 1, 2, . . . sufficiently
large, whenever it happens that αn > 0, we have the bounds
1− q(θn) =
1
αn
·
logn− |γn|
n
≤
1
αn
·
logn
n
=
1
αn logn
·
(logn)2
n
. (67)
VIII. ALONG SUBSEQUENCES
Several cases need to be considered on the basis of the
behavior of the sequence {αn log n, n = 1, 2, . . .} along
subsequences.
Lemma VIII.1. Assume that along the subsequence k → nk,
the limit limk→∞ αnk lognk exists with
lim
k→∞
αnk lognk = 0. (68)
Then, under (15) with (19) we have both
lim
k→∞
R◦nk(θnk , αnk) = 1, (69)
and
lim
k→∞
(
q(θnk) + (1− q(θnk))R
◦
nk
(θnk , αnk)
)
= 1. (70)
Proof. Under the enforced assumptions, we have
lim
k→∞
(1− p(θnk , αnk))
−2 · αnk lognk = 0
as we recall (45). The conclusion (69) is then straightforward
from the expression (57), and (70) follows upon using (66).
In this last step we had no information concerning
limk→∞ q(θnk), hence the need for (66) in order to conclude
(70).
Lemma VIII.2. Assume that along the subsequence k → nk,
the limit limk→∞ αnk lognk exists in (0,∞). Then, under (15)
with (19) we have both
lim
k→∞
q(θnk) = 1 (71)
and
lim
k→∞
(1− q(θnk))R
◦
nk
(θnk , αnk) = 0, (72)
whence (70) holds.
Proof. The condition limk→∞ αnk lognk > 0 implies αnk >
0 eventually. This together with condition (19) allows us to
use (67) eventually along the subsequence k → nk. Thus, for
all k = 1, 2, . . . sufficiently large, we have
1− q(θnk) ≤
1
αnk lognk
·
(
(lognk)
2
nk
)
, (73)
and the conclusion (71) immediately follows. Finally, using
(45) we get
lim
k→∞
R◦nk(θnk , αnk) = e
limk→∞ αnk log nk (74)
where the limit is finite by assumption, and the conclusion
(72) follows from (71). The convergence (70) is now
straightforward.
Lemma VIII.3. Assume that along the subsequence k → nk,
the limit limk→∞ αnk log nk exists with
lim
k→∞
αnk lognk =∞. (75)
Then, under (15) with (19) we still have (71) whereas both (70)
and (72) hold provided the additional condition
lim sup
k→∞
αnk < 1 (76)
is enforced.
Proof. It is plain that (71) still holds under the condition
limk→∞ αnk lognk =∞ since the bound (73) is valid here as
well since αnk > 0 eventually for all k = 1, 2, . . . sufficiently
large. In order to justify (72) under the additional condition
(76) we argue as follows: Consider k = 1, 2, . . . sufficiently
large so that (73) holds. We have
(1− q(θnk))R
◦
nk
(θnk , αnk)
≤
1
αnk lognk
·
(
(lognk)
2
nk
)
R◦nk(θnk , αnk)
=
1
αnk lognk
· (lognk)
2 ·
R◦nk(θnk , αnk)
nk
(77)
with
R◦nk(θnk , αnk)
nk
=
1
nk
· e(1−p(θnk ,αnk))
−2·αnk lognk
= e(−1+(1−p(θnk ,αnk ))
−2·αnk) lognk .
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By virtue of (45), we find that
lim sup
k→∞
(
−1 + (1− p(θnk , αnk))
−2 · αnk
)
= −1 + lim sup
k→∞
αnk
(1− p(θnk , αnk))
2
= −1 +
(
lim sup
k→∞
αnk
)
< 0, (78)
under the additional condition (76), whence
lim
k→∞
(
(lognk)
2 ·
R◦nk(θnk , αnk)
nk
)
= 0. (79)
Let k to infinity in (77): The validity of (72) now follows
by appealing to (75) and (79). Here as well the convergence
(70) is straightforward.
In summary, under their specific assumptions, each of
Lemma VIII.1, Lemma VIII.2 and Lemma VIII.3 ensures that
(70) holds, hence lim supk→∞Rnk(θnk , αnk) ≤ 1 and the
conclusion
lim
k→∞
Pnk(θnk , αnk) = 0
follows.
IX. COMPLETING THE PROOF OF THEOREM III.3
The proof of Theorem III.3 relies on the Subsequence
Principle: For any arbitrary subsequence k → nk, we shall
show that there exists a further subsequence ℓ→ kℓ such that
lim
ℓ→∞
Pnkℓ (θnkℓ , αnkℓ ) = 0. (80)
It is well known that this implies limn→∞ Pn(θn, αn) = 0.
If
lim sup
n→∞
αn logn <∞,
then lim supk→∞ αnk lognk <∞ as well, and there exists a
subsequence ℓ→ kℓ such that
lim
ℓ→∞
αnkℓ lognkℓ = lim sup
k→∞
αnk lognk
When lim supk→∞ αnk lognk = 0, we invoke Lemma VIII.1
(applied to the subsequence ℓ → nkℓ) to conclude that (80)
holds. On the other hand, if lim supk→∞ αnk lognk is an
element of (0,∞) we also conclude to (80) by appealing to
Lemma VIII.2 (applied to the subsequence ℓ→ nkℓ).
If
lim sup
n→∞
αn logn =∞,
then there are two possibilities:
(i) If lim supk→∞ αnk lognk <∞, then the earlier analysis
applies unchanged and leads to the existence of a subsequence
ℓ→ kℓ such that (80) holds.
(ii) If lim supk→∞ αnk log nk =∞, there exists at least one
subsequence ℓ→ kℓ such that
lim
ℓ→∞
αnkℓ lognkℓ =∞
On the other hand, the condition lim supn→∞ αn < 1 implies
lim supℓ→∞ αnkℓ < 1, and Lemma VIII.3 (applied to the
subsequence ℓ→ nkℓ ) ensures that (80) holds.
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X. APPENDIX: PROOF OF (34) AND (36)
Fix n = 2, 3, . . ., positive integers K and P such that K <
P , and α in [0, 1]. From (28) we note that
χn,j(θ, α) = (1−B12(α)η12(θ)) ·
n∏
ℓ=3
(1−Bjℓ(α)ηjℓ(θ))
for j = 1, 2.
It follows from (6) that the indicator rvs
η12(θ), . . . , η1n(θ) are i.i.d. {0, 1} rvs, so that the rvs
η12(θ), . . . , η1n(θ), B12(α), . . . , B1n(α) are mutually
independent under the enforced independence assumptions.
Therefore,
E [χn,1(θ, α)] = E
[
n∏
ℓ=2
(1−B1ℓ(α)η1ℓ(θ))
]
=
n∏
ℓ=2
E [1−B1ℓ(α)η1ℓ(θ)]
=
n∏
ℓ=2
(1− E [B1ℓ(α)]E [η1ℓ(θ)])
=
n∏
ℓ=2
(1− α(1 − q(θ))) , (81)
and we obtain the expression (34).
Next, we observe that
χn,1(θ, α)χn,2(θ, α) = (1−B12(α)η12(θ)) · (. . .)
with
. . . =
n∏
ℓ=3
(1−B1ℓ(α)η1ℓ(θ)) (1−B2ℓ(α)η2ℓ(θ)) .
Upon conditioning with respect to the rvs K1(θ), . . . ,Kn(θ),
we get
E [χn,1(θ, α)χn,2(θ, α)]
= E
[
(1− αη12(θ)) ·
n∏
ℓ=3
(1− αη1ℓ(θ)) (1− αη2ℓ(θ))
]
under the enforced independence assumptions. It is also easy
to check that conditionally on K1(θ) and K2(θ), the n − 2
pairs of rvs (η13(θ), η23(θ)), . . . , (η1n(θ), η2n(θ)) are mutu-
ally independent, whence
E
[
n∏
ℓ=3
(1− αη1ℓ(θ)) (1− αη2ℓ(θ))
∣∣∣∣∣K1(θ),K2(θ)
]
=
n∏
ℓ=3
E [(1− αη1ℓ(θ)) (1− αη2ℓ(θ)) |K1(θ),K2(θ)] .
For each ℓ = 3, . . . , n and j = 1, 2, it is plain that
E [ηjℓ(θ)|K1(θ),K2(θ)]
= E [1 [Kj(θ) ∩Kℓ(θ) 6= ∅] |Ki(θ)]
= 1− q(θ). (82)
Therefore,
E [(1− αη1ℓ(θ)) (1− αη2ℓ(θ)) |K1(θ),K2(θ)]
= 1− 2α(1− q(θ)) + α2E [η1ℓ(θ)η2ℓ(θ)|K1(θ),K2(θ)]
= (1− α(1 − q(θ)))2
+ α2
(
E [η1ℓ(θ)η2ℓ(θ)|K1(θ),K2(θ)]− (1− q(θ))
2
)
by a completion-of-square argument. With the product rv
η1ℓ(θ)η2ℓ(θ) given by
(1− 1 [K1(θ) ∩Kℓ(θ) = ∅]) (1− 1 [K2(θ) ∩Kℓ(θ) = ∅])
= 1− 1 [K1(θ) ∩Kℓ(θ) = ∅]− 1 [K2(θ) ∩Kℓ(θ) = ∅]
+ 1 [K1(θ) ∩Kℓ(θ) = ∅]1 [K2(θ) ∩Kℓ(θ) = ∅]
= 1− 1 [K1(θ) ∩Kℓ(θ) = ∅]− 1 [K2(θ) ∩Kℓ(θ) = ∅]
+ 1 [(K1(θ) ∪K2(θ)) ∩Kℓ(θ) = ∅] ,
it follows that
E [η1ℓ(θ)η2ℓ(θ)|K1(θ),K2(θ)]
= 1− 2q(θ) + v(θ;K1(θ) ∪K2(θ)) (83)
so that
E [η1ℓ(θ)η2ℓ(θ)|K1(θ),K2(θ)]− (1− q(θ))
2
= 1− 2q(θ) + v(θ;K1(θ) ∪K2(θ))− (1− q(θ))
2
= v(θ;K1(θ) ∪K2(θ))− q(θ)
2. (84)
Collecting terms we conclude that
E [(1− αη1ℓ(θ)) (1− αη2ℓ(θ)) |K1(θ),K2(θ)]
= (1− p(θ, α))2 + α2
(
v(θ;K1(θ) ∪K2(θ)) − q(θ)
2
)
.
Upon substitution into earlier expressions, we now obtain
E
[
n∏
ℓ=3
(1− αη1ℓ(θ)) (1− αη2ℓ(θ))
∣∣∣∣∣K1(θ),K2(θ)
]
= Z(θ;α)n−2
with the rv Z(θ;α) is given by
Z(θ;α) (85)
= (1− p(θ, α))2 + α2
(
v(θ;K1(θ) ∪K2(θ))− q(θ)
2
)
Finally,
E [χn,1(θ, α)χn,2(θ, α)] = E
[
(1− αη12(θ))Z(θ;α)
n−2
]
.
and we note that the rv Z(θ;α) given at (85) coincides with
the rv given through the expressions (37)-(38).
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