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V. CONCLUSION
We have proposed a high-precision feedback scheme based on sparse CSI approximation and compression for MU-MIMO systems. Due to the sparse approximation, the proposed CF scheme can achieve a higher sum rate than that for the VQC because of the CF's lower CSI distortion with respect to VQC for overall feedback rates. Analytic and simulation results showed that, for the same feedback rate, CF exhibits greater throughput than VQC while simultaneously offering lower memory occupation and complexity.
I. INTRODUCTION
There is a growing interest in transmission schemes that can exploit channel-state information (CSI) via some feedback channels [1] , [2] . This can further enhance performance and capacity when perfect CSI is made available at the transmitter side [2] . Hence, designing transmitters based on exact CSI is well motivated, which is of particularly great interest in downlink transmission [1] - [13] . Transmitter design based on a capacity criterion has been studied in [3] and [4] , which specifies the achievable rate of reliable communication. In [5] , transmitter designs obeying the water-filling principle are reported based on partial CSI. A simple transmit zero-forcing filter (TxZF) is proposed in [6] . Linear precoders that minimize the mean square error (MSE) are reported in [7] - [9] under a power constraint, and a maximum SNR precoder is proposed in [10] , all of which can substantially outperform the TxZF. In [11] , a unified approach is given by exploiting convex optimization tools. In [12] and [13] , nonlinear precoders are discussed based on the minimum MSE (MMSE) approach using the Tomlinson-Harashima scheme [14] , [15] .
To design an effective intersymbol interference (ISI)-mitigation scheme, in this paper, we present a joint minimum symbol error rate (SER) precoding and equalization algorithm to combat ISI in dispersive channels and block transmission systems. We first present an approximate maximum-likelihood decision feedback equalizer (A-ML-DFE). The main ideas behind the proposed equalizer are to effectively utilize a slicing window, decision feedback equalization, and a Gaussian approximation [16] , [17] to obtain near-optimal performance and to realize low complexity. Moreover, by assuming that the knowledge of CSI can be exploited at the transmitter side, we propose an iterative numerical technique to minimize the closed-form SER of the A-ML-DFE with respect to a precoder matrix under a power constraint. The precoder is built up by using the derivative of complex matrices [18] , [19] . The major advantage is that the performance can further be improved with very trivial complexity increase at the receiver end. In [20] , linear precoding with minimum biterror-rate (BER) criterion was proposed by minimizing the pairwise error probability for the multiple-input-multiple-output orthogonal frequency-division multiplexing system, instead of directly minimizing the analytical BER. In [21] , a power-loading algorithm for VerticalBell Laboratories Layered Space-Time was presented, and an optimal precoding vector was obtained to improve the system performance. However, unlike [21] , in this paper, we aim to construct a precoding matrix with flexible size by taking both the amplitude and phase of every element into account.
The rest of this paper is organized as follows: In Section II, we introduce the system model. The A-ML-DFE scheme, theoretical analysis, and complexity discussion are described in Section III. The precoder design is given in Section IV. Simulation results are shown in Section V. In Section VI, the main conclusions are drawn. Two derivations are given in Appendices I and II.
Notation: Boldface upper case letters denote matrices; boldface lowercase letters denote vectors; C i×j and R i×j denote the set of i × j complex and real matrices, respectively; (·) T stands for transpose; (·) * denotes complex conjugate; (·) H represents conjugate transpose; vec(·) stacks the columns of the argument matrix into a long column vector in chronological order; I i stands for an i × i identity matrix; 0 p×l represents a matrix of all zero entries of size p × l; E is used for expectation; var is used for variance; and x 2 = x H x.
II. SYSTEM MODEL
The frequency-selective channel can be modeled using a finiteimpulse response (FIR) filter given by
where H(z) denotes the z transform of the impulse response, and the length of the FIR filter is L. In this paper, for simplicity, we only consider a single-input-single-output wireless communications system with block transmissions and assume that the channel is time invariant. A precoder F is applied at the transmitter side before the signals are sent over the frequency-selective channels H, which can be expressed as
where the length of the filter is L . The received signals can be written as
where * denotes discrete-time convolution, and n k denotes independent samples of a zero-mean complex Gaussian random variable. We set E[|s k | 2 ] = 1, and thus, var(n k ) = σ 2 = 1/SNR. Equation (3) can further be rewritten in vector form as
where the input signals
The time-domain presentation of H ∈ C (N +L−1)×N can be written as the following Toeplitz form:
To make the transmit power unchanged, a power constraint must be applied as [1] 
where F ∈ C N ×Q also has a Toeplitz form
It should be noted that some form of guard interval is necessary to avoid interblock interference between the received signals, which must have a longer length than the maximum channel delays. As the precoder is to minimize the SER of the A-ML-DFE, we describe the receiver design and derive its corresponding SER expression in the next section.
III. DESCRIPTION OF THE PROPOSED RECEIVER DESIGN

A. A-ML-DFE
(N +L−1)×Q . Now, we have all the preliminaries, and next, we will introduce the A-ML-DFE in the following three steps:
consecutive scalar received signals from the vector r in (4). Supposing we start decoding s k based on the L f received signals, we obtain the following expression:
where
, which is made up by the entries in C from the kth row to the (k + L f − 1)th row and from the lth column to the pth column. We select l = 1 and p = Q in (6), and
T . We call this process horizontal slicing since it takes L f rows of H. To further decrease the complexity of (6), we can just consider a certain number of the transmitted symbols and have
where c i stands for the ith column of the matrix H
and f i represents the ith column of F with size N × 1. We call this process vertical slicing since it takes k + L f − 1 columns of C.
2) Decision Feedback Process: The function of the feedback filter is to reconstruct
c i s i for later interference cancellation. Therefore, it is important to decide on the length of the backward filter L b . For simplicity, we only consider the worst case when no precoder is applied: F = I N (C = H). Since there are zero-valued elements in
, where H k,i represents the entry in H at the kth row and the ith column, the length of the backward filter L b can be fixed at L − 1, (L > 1) to reconstruct the effects of past decisions. The rest of the past decisions have no effect at all since they correspond to zero elements in H if we properly design the filter. Hence, we get
where L b is equal to L − 1.
One improvement, compared with the MMSE decision feedback equalizer (MMSE-DFE), is that we do not need to calculate the coefficients of the feedback filter, and more importantly, the length of the L b is fixed at L − 1, which means that only L − 1 past decisions need to be fed back, which is much less than what is typically required by the MMSE-DFE. 
3) Approximate Maximum Likelihood (ML):
To decode s k with low computational complexity while maintaining its performance similar to that of the ML decoder, we treat the undetected terms 
After applying the prewhitening filter Θ k = Λ 1/2 k and the matched filter (Θ k c k )
H , (8) can further be expressed in scalar form as
k c k , and υ k is a Gaussian scalar with zero mean and variance Θ k c k 2 . Hence, all the possible modulated symbols related to s k can be examined by the following ML detector:
where A represents the signal constellation. The likelihood function depends only on one unknown symbol s k , which can therefore be determined by choosing the symbol, which minimizes the argument in (10) . The overall algorithm is summarized in Table I .
B. Theoretical Analysis
In this section, we analyze the performance of the A-ML-DFE in terms of the SER. We assume that all the decisions are accurate, which is a normal assumption in the decision feedback theory [22] . For M -ary phase-shift keying (PSK) constellations, the SER for the kth symbol s k is given by [23] 
and g psk Δ = sin 2 (π/M ). The SER for the M -order quadrature amplitude modulator (M -QAM) of s k can also be found in [23] 
where g qam Δ = 3/2(M − 1). Then, the average closed-form SER over Q transmit symbols can be calculated as
The average BER for M -PSK or M -QAM can be written as
where [24] for high SNR and Gray mapping.
Next, for simplicity and without loss of generality, we further analyze the behavior of the proposed A-ML-DFE for high SNR values with M -QAM constellations. Assuming perfect CSI at the receiver and taking (12) as an example, it can be upper bounded by [24] 
where h i is independent identically distributed circularly symmetric complex Gaussian. See Appendix I for the derivation of (15) . By averaging (15) over the Rayleigh probability density function [25] , we finally obtain (16) which shows that the mean BER is approximately inversely proportional to the SNR to the power of L. This demonstrates that L will determine the slope of the BER curve, which also implies that A-ML-DFE is able to obtain at least the same diversity order as that of the MLSE decoder.
C. Computational Complexity Discussion
In this section, we present the complexity of the A-ML-DFE, linear-MMSE [22] , and MMSE-DFE [22] in terms of the number of additions and multiplications. The main focus of this paper is to find F, which minimizes the SER of the A-ML-DFE to combat ISI in dispersive fading channels. Note that, with precoding, HF can be treated as the channel matrix, which can be obtained by performing channel estimation at the receiver side. Since HF is still Toeplitz, the computation complexity of channel estimation very slightly changes when the precoder is applied. Hence, with the additional precoder, the total complexity increase is negligible and similar to the A-ML-DFE scheme. For fairness, we assume that there is no precoding (F = I ∞ ) for any complexity comparison.
The resulting values, which were obtained by inspection of the relevant algorithms in Table I and [22] , are given in Table II . Details of the computation of complexity, e.g., the matrix inversion, can be found in [26] . The computational complexity of the A-ML-DFE algorithm is a function of the length of frame N , the impulse response length L, and the length of the forward filter L f . From the table, we observe that A-ML-DFE has the same order of complexity as linear-MMSE and MMSE-DFE. However, A-ML-DFE is less complex than MMSE-DFE since A-ML-DFE requires a smaller forward filter length, and it does not require building up the backward filter. In comparison to linear-MMSE, A-ML-DFE needs relatively even shorter forward filter and thus has lower complexity. Note that, with regard to computational complexity, we focus on time-domain implementation, even though a low-complexity frequency-domain implementation is also possible by making use of the block-circulant structure that can be created by the guard interval.
IV. PRECODER DESIGN
The precoder design corresponds to finding a matrix F such that the SER in (12) is minimized subject to the power constraint by solving the following optimization problem:
where μ is a positive Lagrangian multiplier. The necessary condition for the optimality of the precoder construction can be found by setting the derivative of the Lagrangian in (17) with respect to vec(F * ) ∈ C NQ×1 equal to zero. The following two expressions, which are found after several matrix manipulations, are useful:
, ⊗ represents the Kronecker product, and K q,w ∈ R qw×qw is the commutation matrix [19] . See Appendix II for the derivation of (20) .
By utilizing the results from (18) and (20) and setting the derivative of the Lagrangian in (17) equal to zero, the precoder can be found in an iterative way, i.e.,
where F i and μ i represent the precoder matrix and the Lagrangian multiplier at the ith iteration, respectively. Using the power constraint, μ i can be obtained by solving
This algorithm is guaranteed to converge at least to a local minimum [27] since, at each step, the objective function is decreased and is bounded below by zero. In the numerical experiments, we observed that the proposed fixed-point algorithm always converged. We have experimented with many different initialization matrices and have not experienced any divergence of the proposed fixed-point algorithm. The initial value of the precoder can be set as F 0 ∝ I. The overall precoded A-ML-DFE algorithm is summarized in Table I .
V. SIMULATION RESULTS
In all simulations, binary PSK (BPSK) and quadrature PSK (QPSK) constellations are used to generate transmission at a rate of 1 b/s/Hz. We plot the SER versus the SNR. The channel is frequency selective but time invariant, and is assumed to be perfectly estimated at both the transmitter and receiver sides. Performance is determined over frequency-selective fading channels, which remain time invariant during one frame length and vary from one frame to another. The impulse response length is L = 5; thus, the length of the backward filter of the A-ML-DFE can be fixed as L b = L − 1 = 4. The length of the frame is Q = 128. The length of the precoder is L = L; thus, N = Q + L − 1 = 132. For analytical results, we assume perfect decision feedback, but for simulated results, we use the feedback decisions.
Here, we evaluate the analytical and simulated performance of the precoded A-ML-DFE system, as described in Section IV. In Fig. 1 , we evaluate the simulated and theoretical performance of a system, which uses precoding. We set L f = 15 for all the schemes, which shows that there is a performance gap of about 0.8 dB at SER = 10 −5 between the A-ML-DFE with L f = 15 and MLSE. It can be seen that the use of a precoder can significantly improve the system performance, in comparison with the case in which no transmitter design is used in the whole SNR region. Improvement of about 3 dB can be observed at BER = 10 −5 . The analytical SER of the precoder is also close and asymptotically converges to the simulated curves at high SNR. We can also see that, as the transmitter has perfect CSI, the minimum SER precoder provides better performance than MLSE.
In Fig. 2 , we compare the SER of the A-ML-DFE system employing transmitter design with various other precoding schemes using BPSK constellations. The proposed precoder can improve system performance in the entire SNR regime by minimizing the analytical SER. We can observe that the proposed A-ML-DFE with no transmitter design is able to provide much better performance than the zeroforcing (ZF)-based precoder [6] and the linear MMSE and MMSE-DFE precoders in [7] . Hence, much larger gain can be achieved by the precoded A-ML-DFE scheme. We also include the power-allocationbased minimum SER precoder in [21] for comparison; it shows that our proposed scheme performs better because the proposed design method considers not only the amplitude but the phase of every element in the precoding matrix as well.
In Fig. 3 , we compare the SER of the precoded A-ML-DFE system with various other precoding schemes using QPSK constellations. We have observed that the proposed A-ML-DFE precoder obviously outperforms the ZF-based precoder [6] , the linear MMSE and MMSE-DFE precoders in [7] , and the power-allocation-based minimum SER precoder in [21] .
In Fig. 4 , we examine the convergence behavior in (21) of the proposed A-ML-DFE precoder for SNR = 8 dB using BPSK and QPSK constellations, respectively. It is seen from the plot that the algorithm converges very fast. Typically, within one to two iterations, the algorithm has converged to a satisfactory-performing precoder. In addition, by comparing the results using BPSK and QPSK constellations, it can be seen from Fig. 4 that the type of constellation does not affect the convergence speed.
VI. CONCLUSION
In this paper, we have presented an A-ML-DFE-based precoder for a frequency-selective fading channel. The precoder has constructed by minimizing the analytical SER of the proposed equalizer. Simulation results have shown that the proposed schemes can provide much better performance than that of existing schemes with low complexity. Note that we assume perfect channel knowledge at the transmitter side; however, due to fast or deep fading effects, the CSI on the uplink can be inaccurate. In this case, the transmitter has to be jointly designed with the condition of the channel feedback [28] - [30] . This problem will be considered in our future work.
APPENDIX I DERIVATION OF (15)
Here, we only consider the worst case, in which no precoder is used, i.e., F = I N (C = H). Recalling (9), we can obtain
where h k stands for the kth column of the matrix H we have
At high SNR, i.e., σ 2 → 0, we can get
Let D + be the Moore-Penrose inverse of matrix D [32] , and we can get 
By eigenvalue decomposition, further transformation can be carried out, i.e.,
where U is a unitary matrix, Π Δ = diag{λ 1 , . . . , λ L f −1 , 0} with size L f × L f , and DD + = UΠU H . Then, using (27) , we can find
Therefore, I L f − DD + is idempotent, and any idempotent matrix has eigenvalue 1 or 0 [33] . It follows that
Hence, (23) can be rewritten as
