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Mining has long been characterised by deep shafts and dangerous conditions. Ac-
curate monitoring and prediction of seismic activity and rockfalls are matters of
life and death. The Institute of Mine Seismology (IMS) is the world’s largest inde-
pendent organisation that provides worldwide mine seismic data processing using
human data processors. Approximately 35000 seismic events are processed per day
by a team of 65 data processors (24 hours a day, 365 days a year) in order to provide
rapid data assessments to the mine, typically within minutes of the event being re-
corded by the seismic network. This aim is achievable only with the assistance of
automatic, computer-based, data processing.
While automatic processing is common in natural earthquake seismology, in
mining-induced seismology the problem is more complex, and an automatic pro-
cessor is yet to be developed. In mine seismology, classification of the recorded data
is essential as there are many sources of noise in mines. Furthermore, with dense
seismic sensor arrays in seismically active mines, multiple signals associated with
both seismic events and noise sources may be conflated into a single seismogram.
The matching of a Pressure (P)- and Shear (S)-wave for a specific seismic event
in the presence of multiple sensors is not a simple task, even when analysed by an
experienced seismologist.
In this dissertation, an automatic method based on probabilistic graphical mod-
els for both the event classification (seismic event, blast or rejected event) and the
determination of the phase arrival times (P- and S-wave) is investigated. This ma-
chine learning approach has lead to higher reliability, faster availability of results,
more satisfied clients, less organisational load as well as a financial advantage to
IMS and its clients.
By using Hidden Markov Models (HMM) as classification tool, different char-
acteristics of the wave can be analysed for classification. By identifying the most
likely hidden states (P-wave and S-wave) using the Viterbi algorithm combined
with standard short-term average (STA) and long-term average (LTA) analysis, the
candidate phase arrivals for each sensor are determined. The probability of each
candidate phase arrival being the true arrival is seen as a parameter, expressed as
a mixing weight, through the introduction of latent variables. The latent variables,




time), are written as a probabilistic graphical model (PGM) which turns out to be
a hierarchical Bayesian network. In most cases, the maximum a posterior (MAP)
estimates of the latent variables are the true phase arrivals. In cases where the
optimisation technique failed to deliver the MAP estimates e.g. got stuck in local
maxima, outlier detection techniques are used to identify spurious events.
Of a total of 80 mines, the automatic processor which forms the subject of this
dissertation is currently being tested on the 25 most seismically active ones. Of
an average 35000 daily events (based on all 80 mines), 60% can be successfully
processed. The average quality control score of the automatic processor is slightly
higher than the average human quality score at a fraction of cost.
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Opsomming
Mynbou word lank reeds gekenmerk deur diep skagte en gevaarlike toestande.
Akkurate monitering en voorspelling van seismiese aktiwiteit en rotsbarste kan
gesien word as sake van lewe en dood. Ter verduideliking: Hier word die term
“seismic event” eenvoudig vertaal as “skudding”. Die Instituut van Myn Seis-
mologie (IMS) is die wêreld se grootste onafhanklike organisasie wat wêreldwye
myn-verwante seismiese dataverwerking aanbied as een van sy dienste deur gebruik
te maak van dataprosesseerders. Ongeveer 35000 skuddings word daagliks verwerk
deur ’n span van 65 dataprosesseerders (24 uur per dag, 365 dae per jaar) met die
doel om die verwerkte data in die myn se databasis op te dateer, minute nadat die
skudding plaasgevind het. Hierdie doel kan net bereik word met die hulp van ’n
outomatiese, rekenaargebaseerde dataverwerker.
Terwyl outomatiese verwerkers in natuurlike aardbewing seismologie reeds be-
staan, is die probleem in mynbou-gëınduseerde seismisiteit meer kompleks en daar
is nog nie ’n outomatiese verwerker ontwikkel nie. Klassifikasie van data is nood-
saaklik in myn seismologie aangesien daar baie bronne van geraas is. Verder, in die
geval van aktiewe myne met digte seismiese netwerke, kan daar dikwels meervoud-
ige seine, geassosieer met beide skuddings en geraasbronne, in ’n enkele seismogram
aangeteken word. Dit is dan selfs vir ervare seismoloë moeilik om te bepaal wat-
ter druk (P)- en skuif (S)- golwe by mekaar pas wanneer dit gegenereer is deur ’n
spesifieke skudding en aangeteken word by meervoudige seismiese sensore.
’n Outomatiese metode, gebaseer op probabilistiese grafiese modelle vir beide
die klassifikasie (skudding, ontploffing of verwerpte rekord) en die bepaling van
die fase-aankomstye (P- en S-golf) word ondersoek in hierdie proefskrif. Hierdie
masjienleerbenadering het gelei tot hoër betroubaarheid, vinniger beskikbaarheid
van resultate, meer tevrede kliënte, minder organisatoriese betrokkenheid, sowel as
finansiële voordele vir IMS en sy kliënte.
“Hidden Markov Models” (HMM) word gebruik as klassifikasie instrument en
verskillende kenmerke van die golf word ontleed. Die kandidaat fase-aankomstye
van die P- en S- golwe vir sensore word bepaal deur: a) identifisering van die
mees moontlike verborge toestande deur gebruik van die Viterbi-algoritme en b)
kombinasie met die standaard korttermyn gemiddelde (STA) en langtermyn (LTA)




word as parameters gesien, uitgedruk as ’n menggewig deur die gebruik van latente
veranderlikes. Die latente veranderlikes tesame met die liggingparameters (3D-
middelpunt en oorsprongstyd), word geskryf as ’n probabilistiese grafiese model
(PGM) en blyk dan om ’n hiërargiese Bayesiese netwerk te wees. In die meeste
gevalle is die maksimum a posteriori (MAP) skattings van die latente veranderlikes
die ware fase aankomste. In gevalle waar die optimaliseringstegniek misluk het
om die MAP-ramings te lewer, d.w.s. waar dit vasval in plaaslike maksima, word
uitskieter-opsporingstegnieke gebruik om verdagte skuddings te identifiseer.
Die outomatiese verwerker waaroor hierdie proefskrif handel word tans getoets
op 25 van die mees seismies-aktiewe myne. 60% van ’n gemiddelde 35000 daagliks
aangetekende rekords (gebaseer op al 80 myne), word suksesvol verwerk deur die
outomatiese prosesseerder. Die gemiddelde kwaliteitskontrole telling van die outo-
matiese verwerker is effens bokant die gemiddelde kwaliteit-telling van die menslike
prosesseerders teen fraksie van koste.
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In this chapter, a brief introduction to the context and the topics is provided which
will be covered in more detail in subsequent chapters. Technical terms, which will
be defined in detail later, can for the moment be found in the List of Acronyms.
1.1 Overview
Seismic monitoring in mines has five components: seismic array design, data acquis-
ition, signal processing and classification of the recorded data, analysis of seismic
events and finally quantification and interpretation of the seismic response to the
rock-mass in mining activity. The ultimate goal of such monitoring is ultimately
to predict, and possibly prevent, large seismic events and to evacuate mining areas
for safety reasons. Mendecki [1] provides a comprehensive guide to each step.
By establishing a reliable location of current seismic events in high stressed
areas as they occur; better-informed decisions can be made timeously, such as which
areas to avoid and where to mine. Up till now, human operators have processed
data. Human processing is slow and often inadequate, especially for so-called data
bursts where multiple events occur within a short time-span. These data bursts
are strongly correlated with hazardous conditions. To illustrate: large mines with
dense seismic arrays averaging 5000 recorded events per day can peak to 20000.
Should there be simultaneous bursts at different mines, there might be days worths
of data backlog, which can have life-threatening consequences.
Table 1.1 illustrates the characteristics of a general data processing system con-
forming to high standards. The importance of integrity and speed is indisputable.
While staying within its financial constraints, IMS needs to employ as many human
processors as possible to achieve this. Employing full-time staff is expensive be-
cause of overtime in a 24/7 service environment. For this reason the data processing
service is contracted out globally. These processors are paid on a per event basis
1
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to speed up processing, but in processing as fast as possible, quality is comprom-
ised. For the reasons mentioned above, the use of a fast computer-based processor
(automatic processor) is essential.
Table 1.1: Characteristics of a general data processing system.
Human Auto
Integrity of processing 60% 95%
Burst handling/speed too slow fast enough
Location accuracy satisfactory satisfactory
Location error accuracy adequate good
(possible) (readily available)
Reproducibility poor excellent
Future improvement/learning limited good
Management of backlogs difficult easy
General management demanding easy
Labour Unrest possibility never
Financial cost expensive moderate running cost
At present, there is no automatic processor for mine data available on the
market. A successful automatic data processor will perform on a par with a human
processor concerning the classification and phase arrival determination of seismic
events, but will come with the added benefit of an order-of-magnitude faster speed.
While there are similarities, mining seismology is distinctly different from the
seismology of natural earthquakes. Phase arrival determination in natural earth-
quakes is an established field. In natural earthquake seismology, classification is
not essential, as only earthquakes can generate waves triggering sensors, spatially
separated over thousands of kilometers. In natural earthquake seismology, recorded
seismic waves consist of both body waves and surface waves, which are comprised
of Rayleigh waves and Love waves. These make the determination of the phase
arrivals of natural earthquakes more complicated, as more types of waves are in-
volved. In mine seismology, by contrast, recorded seismic waves consist of only
body waves. However, a recorded mining-induced, high resolution seismic array
seismogram frequently consists of multiple signals separated close in time and sig-
nals of different seismic events combined with signals generated by non-seismic
sources; see Figure 1.1. In these types of scenarios, determining the signals for each
sensor caused by the same event is a problem unique to high resolution arrays. In
summary, the techniques and algorithms developed in natural earthquake seismo-
logy to determine phase arrivals automatically are applicable in mine seismology,
but are not sufficient.
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Figure 1.1: Example of a seismogram recorded by a tri-axial geophone with a sampling
rate of 6000 Hz. The red, blue and green signals represent the three spatial directions
of movement. Three seismic events are visible plus a signal most probably generated
by ore pass noise (signal starting around sample 1500). These four signals all occurred
within 0.8 seconds from one another. Determining which signals from each seismogram
are causally related is not a trivial exercise.
Seismic body waves are either pressure waves or shear waves and are correspond-
ingly termed P- and S-waves. Automatic P-wave phase arrival pickers, using an
automatic phase arrival determination algorithm, are simpler than S-wave pickers.
Allen [2, 3] describes one of the first automatic phase arrival detection algorithms
based on an STA to LTA ratio; see Subsection 2.5.1 for the definition of STA/LTA
ratio. Baer and Kradolfer [4] used an adaptive threshold in order to make the
automatic picker more sensitive to amplitude changes. A more sophisticated stat-
istical technique assumes that the seismic wave is an autoregressive (AR) model.
The assumption is made that the seismogram can be divided into locally stationary
segments and the intervals before and after the onset of the P-wave phase arrival
can be seen as two different stationary AR processes. The Akaike Information Cri-
terion (AIC) as described in Akaike [5] was used to detect P-wave onsets in Sleeman
and van Eck [6]; Leonard and Kennett [7] and Leonard [8]. The AIC picker was
combined with wavelet analysis to detect P-wave onsets in Zhang et al. [9].
There are many automatic S-wave phase arrival pickers in literature. Differences
in the polarisation properties of the P- and S-wave were, for example, utilised by
Stellenbosch University https://scholar.sun.ac.za
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Cichowicz [10]. A discrete wavelet transform was used by Geldron et al. [11] and
Ebel et al. [12] to detect and classify seismic event signals. Wang and Teng [13] used
a neural network approach based on several signal attributes to detect phase arrival
onsets, while Akazawa [14] combined the AR-AIC algorithm and STA/LTA ratio in
detecting both P- and S-wave arrivals. All the mentioned pickers associated with
natural earthquake seismology have some characteristic function obtained from the
waveforms with the highest (or lowest) value being the most likely phase arrival.
These P-wave and S-wave pickers act only on a single seismogram and are referred
to as single seismogram pickers.
Classification of recorded data in mine seismology has not been documented
extensively to date. Many studies have been carried out classifying regional (seismic
networks of up to few 1000 kilometers) seismic events and explosions/blasts. Fah
and Koch [15] used multivariate statistical analysis to derive a general discriminant
function, while Tiira [16] discriminated between nuclear explosions and earthquakes
using artificial neural networks (ANN). AllamehZahed [17] used ARMA coefficients
determination by ANN to discriminate between earthquakes and man-made events,
and Kortstrom et al. [18] made use of an automatic classifier for regional seismic
events, spurious events and nearby mine blasts, based on spectrograms and support
vector machine algorithm. Giacco et al. [19] used support vector machine algorithm
for automatic classification of seismic signals at a volcano.
Beyreuther and Wassermann [20] constructed a hidden semi-Markov model
(HMM) as an algorithm to reduce false alarms for small seismic arrays. The authors
classified signals from continuous data which introduces complexities not applicable
to our triggered waveform classification problem - see Section 2.5 for definition of
triggered data. Benitez [21] used an HMM with log energies as feature vector to
classify, amongst others, long period seismic events, tremors and noise generated
by a volcano in Antarctica. The training data set used by the authors was small
and non-standard training techniques were applied; our data sets are large and
these optimisation techniques are not needed. An HMM has the added advantage
of being a single seismogram picker. It utilises the Viterbi algorithm to obtain the
most likely hidden states.
In this dissertation, the classification of triggered waveforms are carried out
by using a customised hidden Markov model, and the feature extraction proposed
consists of four parameters. A first-order HMM with generic Viterbi decoding
cannot directly model the differences between polarisation properties of the P-wave
and S-wave arrival. An HMM with a customised Viterbi decoding algorithm was
developed which can indirectly model the orthogonal directivity of particle motions
of the P- and S-wave. In addition, other shortcomings of the HMM using the
standard Viterbi decoding algorithm are also addressed. A classification function
is proposed.
After recorded data has been classified as a seismic event, the phase arrivals of
the P- and S-wave must be determined for each waveform recorded by the seismic
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sensors. As pointed out, in mine seismology, the waveforms of the classified seismic
event may contain signals from multiple events- and/or noise signals; thus it is
important which signals from each seismogram are linked to the same source, or at
least, the phase arrivals generated by the most energetic seismic event. First, sets of
P- and S-wave candidate arrivals must be identified for each seismogram using the
single seismogram picker(s). The value of the characteristic function tends to scale
with the probability of the phase arrivals: high values of the characteristic func-
tion are positively correlated with the phase arrival of the most energetic seismic
event. Then, the problem of determining the phase arrivals generated by the most
energetic seismic event can be solved only by viewing it as multivariate dependent.
In this dissertation, this is done in a multivariate Bayesian framework.
Previous work on multivariate Bayesian analysis in automatic processing has
been carried out. Tarantola and Valette [22] suggested, in a Bayesian framework,
that each segment of seismogram is assigned a probability of a phase arrival. The
probability of these candidate arrivals, or segment, can be seen as a mixture weight,
all of which sums to 1. Martinsson [23] used multiple candidate arrivals to do
Bayesian inference through MCMC methods to obtain posterior 3D hypocentre
distributions of blasts at a mine in Europe. Martinsson showed that the automatic
event locations produced in his paper were more accurate than the seismic event
locations processed by humans. However, using the characteristic function of a
single seismogram picker to obtain estimates for the mixture weights is sub-optimal
when accurate phase arrival estimates are needed. Note that Martinsson [23] was
interested in only the 3D hypocentre distribution, so treating the mixture weights
as known values was not critical.
In this dissertation, it will be shown that the mixture weights estimates of
both P-wave and S-wave candidates, found from single seismogram pickers, can
be improved significantly. The mixture weights should be modelled as random
variables and not as fixed numbers. A probabilistic graphical model (PGM) is
proposed to express the conditional dependence structure of candidate arrivals and
the origin time and 3D hypocentre. This is the first time that the determination
of the phase arrivals of seismic waves is modelled in a multivariate way by using a
probabilistic graphical model. The specific PGM is a hierarchical Bayesian network
with latent variables.
1.2 Contributions of This Work
The data, algorithms and methods set out in this dissertation rely on significant
contributions made by others at IMS. This dissertation documents the following
original contributions made by me. While they are mentioned throughout the
dissertation, they are listed here for easy referencing.
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1. The P-coda hidden states and S-coda hidden states of the HMM.
2. The specific form of the transition matrix of the HMM.
3. The feature extraction of the HMM. The features are: the normalised energy,
the STA/LTA feature, the distance to maximum amplitude and the number
of spikes.
4. A customised Viterbi decoding algorithm that indirectly models the ortho-
gonal directivity of the particle motion of the P- and S-wave. In addition,
other shortcomings of the standard Viterbi decoding algorithm are addressed.
5. A function that classifies recorded data as accepted or rejected.
6. A modified STA/LTA measurement determining the candidate phase arrivals
of a sensor.
7. Expressing the conditional dependence structure of candidate arrivals and the
origin time and 3D hypocentre as a PGM.
8. A method to find the starting values of the latent variables as well as the
starting value of the origin time and hypocentre. The proposed starting
value of the origin time and hypocentre has a large probability of being in the
basin of attraction of the global maxima. These starting values are sufficient
to ensure that the MAP estimates of the latent variable are in most cases the
correct arrival time estimates.
9. Incorporating the STA/LTA and HMM information into Bayesian network.
10. Factorising the conditional distributions to solve the statistical inference of
the specific Bayesian network.
To the best of my knowledge, I am the originator of the contributions mentioned
above.
1.3 Organisation of Dissertation
The main body of this dissertation is summarised as follows. In Chapter 2 an
introduction to relevant mine seismology topics is given. These include seismic
source parameters, the physics of seismic waves, triggering and association of data,
examples of recorded waveforms of seismic events, blasts and noise, the mathem-
atics involved in locating seismic events, data processing and the importance of
automatic processing.
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Chapter 3 discusses in detail automatic classification of data recorded at mines.
Because it captures important predictable structures of the wave, I show why mod-
elling the recorded waves as an HMM is preferred. The Viterbi decoding algorithm
falls short with respect to a few important features; hence a customised Viterbi
algorithm is proposed.
Chapter 4 forms the heart of the dissertation where automatic phase arrival
determination for seismic events is discussed. A PGM is proposed to represent the
interplay of seismic waves recorded at different sensors generated by an unknown
source. The PGM is a Bayesian network and it is shown how to factorise the
joint distribution and doing inference of the phase arrivals and the origin time and
3D hypocentre parameters. A comparison (classification and accuracy of phase







In earthquake seismology the tectonic motions are slow (few centimeters per year),
but continuous, whereas mining usually proceeds with discrete blasts and irregular
timing. The magnitude distribution of earthquakes or seismic events follows a power
law. This means that there are significantly more smaller seismic events than larger
seismic events. The source size of the largest events that can be induced by mining
is of the order of hundreds of meters, while for natural large earthquakes hundreds
of kilometers. The potentially damaging event that can be induced by mining
ranges in Richter Magnitude from 1.0 to 4.0, while destructive natural earthquakes
range in magnitude from 6.0 to 9.0 on the Richter Scale.
Seismic monitoring started during the middle of the 1970s. For mining, work-
horse sensors are miniature geophones which are sensitive above their natural fre-
quencies, 4.5 Hz where possible and 14 Hz or 28 Hz where the installation conditions
are challenging. These allow reasonable coverage up to magnitude 3. Piezoelectric
accelerometers can extend the magnitude range down to -3. All are best installed
underground to avoid wave filtering and distortion in the surface layers.
For regional networks, which have diameters up to a few hundred kilometres,
there is some overlap with 1 Hz geophones being the sensors of choice. Earthquake
seismologists refer to these as short-period sensors, which are effective up to about
magnitude 5.
There is a lot of noise with periods of around 6 seconds, usually attributed to
ocean waves, so lower frequencies were historically monitored with long-period (>
30 s) instruments. In the last 50 years broadband sensors have gradually taken over,
covering the range from 300 s to 0.05 s. Their response is flat to ground velocity
at low frequencies, usually changing over to acceleration near the high end. These
work for global seismology and detecting nuclear explosions.
Another common application of seismic sensors is strong ground motion meas-
9
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ured with force balance accelerometers. These are sensitive down to DC to record
permanent deformation, and usually up to at least 100 Hz to cover the range which
















Figure 2.1: Illustration of a seismic event that generates seismic waves recorded by
seismic sensors at different times: the seismic waves consist of the faster pressure wave
(P-wave) indicated by the red dotted rings and the slower shear wave (S-wave) indicated
by the blue dotted rings. The seismic sensors are indicated by blue triangles. The
seismograms as time elapses (from left to right and from top to bottom) are shown above
each sensor. The seismic event is indicated by the double harpoon symbol.
Seismic events generate seismic waves (see Section 2.3) that are recorded by
seismic sensors as illustrated in Figure 2.1. The phase arrivals of the different
types of waves need to be identified or “picked” by a data processor, which can
be human or automatic. In a mining environment, the true seismic wave velocities
are not known due to unknown geology, voids, excavations etc. A velocity model is
assumed, which typically has a 3% – 5% error. For the assumed velocity model, the
mismatch, in terms of its 3D location and time, between the picked phase arrivals
and the expected phase arrivals at each single sensor can be calculated. The 3D
location and time which minimise the average mismatch over all sensors is then
an estimate of the hypocentre (the point within the earth from where the seismic
waves originated) and origin time (the start time of the seismic rupture obtained
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from the seismic sensors which are synchronised by a single GPS timing source)
of the seismic event. As set out in Section 2.7) and illustrated in Figure 2.2, the
mismatch can be converted into a probability.
Figure 2.2: The log-probability map of the synthetic event of Figure 2.1 at times: a) 50
milliseconds before or after the origin time (left) and b) at the origin time (right). This
illustrates how the hypocentre and origin time of a seismic events are estimated. The
assumed velocity model has a 5% error, the P-wave velocity is assumed to be 5500 m/s,
while the assumed S-wave velocity is 3500 m/s. The phase arrival error is assumed to
be 1 millisecond. The log-probability map has a surface area of 1 square kilometer. The
highest probability is close to where and when the true hypocentre and origin time of the
synthetic event are.
Sections 2.2-2.7 cover aspects of seismology needed to understand the concepts
of this dissertation. Only the basics are covered. These sections may be skipped
by a reader familiar with seismology. The job description of human processors and
the quality control procedure at IMS are explained in Section 2.8. The same job
description should apply to the automatic processor with one addition: to be able
to decide when a recorded event cannot be processed successfully. The importance
of an automatic processor is discussed in detail in Section 2.9.
2.2 Seismic Source Parameters
Seismic potency P , seismic moment M, radiated energy E and corner frequency f0
are the basic source parameters inferred from recorded seismic waveforms: P is pro-
portional to the low-frequency plateau of displacement spectra, E is proportional to
the integral of velocity-squared spectra and f0 is the frequency of maximum radiated
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energy (Mendecki [1]). Seismic potency P is representative of inelastic deforma-
tion, expressed in cubic meters, at the source of a seismic event. Seismic moment
M = µP is another measure of the size of the event, where rigidity µ (Keylis-Borok
[24]) is measured in pascals (Pa) while M has the dimensions of torque units of
Newton meters. Radiated energy is representative of the corresponding work done
(or energy) radiated as elastic waves; it has units of Joules. In practice, the inver-
sion of seismic potency is more robust than radiated energy, and for this reason, the
logarithm of seismic potency logP is probably the simplest, most reliable measure
of seismic event size for the mining environment. Other notable source parameters
(derived from seismic potency, radiated energy and/or corner frequency) include
source radius r = 2.34υS/2πf0, where υ
S is S-wave velocity (Brune [25]), static
stress drop ∆σ = 7µP/16r3 and apparent volume VA = µP
2/E (Mendecki [26]).
2.3 Physics of Seismic Waves
Seismic waves are waves of energy travelling through rock and are generated by the
sudden inelastic deformation caused by earthquakes, volcanoes, landslides and so
forth. Seismic waves are recorded by a seismic sensor and can be of the velocity
(geophone) or acceleration (accelerometer) type. The velocity of seismic waves
depends on rock density and elasticity. Velocity tends to increase with depth and
ranges from approximately 2 to 8 km/s within the crust of the earth.
Earthquakes or seismic events create distinct types of waves each having a
different velocity. The different types of seismic waves can be divided into body
waves and surface waves. Body waves travel through the interior of the earth, while
surface waves travel across the surface. Body waves, travelling in three dimensions,
attenuate over shorter ranges than surface waves. In mine seismology, surface waves
do not play a role, as seismic sensors are installed kilometers under the surface of
the earth. Only the P- and S-body waves discussed in the next section are of
concern.
2.3.1 Types of Body Waves
P-waves Primary waves (P-waves) are compressional waves longitudinal in nature.
Of all seismic waves, P-waves travel the fastest through all mediums. The velocity
of pressure waves is 330 m/s in air, 1450 m/s in water and between 4500 and 6000
m/s in typical hard rock when generated by seismic events. The velocity of P-waves
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where K is the bulk modulus (the modulus of incompressibility), µ is the shear
modulus and ρ is the density of the material through which the wave propagates.
The elastic moduli P-wave modulus, M is defined so that M = K + 4µ/3 and
thereby vP =
√
M/ρ. Table 2.1 lists the P-wave velocities for different types of
rock.
Table 2.1: Table showing the P-wave velocity (in m/s) for different rock types.
Rock type Velocity, [m/s]
Sandstone 4600 – 5800
Shale 1800 – 4900
Limestone 5800 – 6400
Dolomite 6400 – 7300
Anhydrite 6100 – 20000
Granite 5800 – 6100
Gabbro – 7200
S-waves Secondary waves (S-waves) are shear waves that are transverse in nature.
S-waves travel at about 60% of the speed of P-waves, but their speed varies depend-
ing on rock type. The radiated S-wave energy is typically larger than the radiated
P-wave energy and can easily be ten times higher (Koyama [27]). In Table 2.2 the
S-wave velocities is given for different types of rock.
Table 2.2: Table showing the S-wave velocity (in m/s) for different rock types.
Rock type Velocity, [m/s]
Limestone 2000 – 3300
Dolomite 1900 – 3600
Granite 2500 – 3300
For the P-wave, the ground/particle motion is parallel to the direction of wave
propagation, while for the S-wave, the ground/particle motion is perpendicular to
the direction of wave propagation. This is useful in distinguishing between P- and
S-waves when two or more events arrive at a sensor at nearly the same time as
illustrated in Figure 2.3.
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Figure 2.3: Example of a seismogram, with a sampling rate of 6000 Hz, containing a
double event. The red, blue and green signals represent the three spatial directions of
movement. The directivity of the particle motion of the P-wave and S-wave is orthogonal.
When this directivity is not taken into account, the second P-wave arrival could then
easily be seen as the S-wave of the first event.
2.4 Radiation Pattern
The radiation pattern describes the spatial distribution of energy radiated during
an earthquake; it differs depending on the mechanics of the seismic source. Rock
slip on a fault plane is described by a pair of force couples, which are pairs of forces
in opposite directions, but separated by a small distance. Due to the conservation of
angular momentum, force couples do not exist in isolation. If one couple is oriented
in the slip direction, then another must exist in the perpendicular auxiliary plane.
This pair of force couples is referred to as double-couples.
The direction of ground motion of a P-wave at a specified location, the so-called
polarity of a P-wave, can be: a) compression (up or push) or b) dilation (down or
pulled). The respective radiation patterns for the P- and S-wave of a double-couple
source are shown in Figure 2.4. The blue quadrants indicate compression, while the
red quadrants indicate dilation. The arrows indicate the particle motion direction of
the S-wave. Note: the angle between the maximum radiated energies of the P-wave
and S-wave is 45 degrees. Furthermore, both sets of double-couples would describe
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the P-wave polarity observed in the recorded seismograms in the four quadrants
around the seismic source with two possible nodal (slip) planes. The ambiguity
may be resolved through a-priori geological information (e.g. pre-existing faults or
mining geometry) or the distribution of aftershocks. Note: the idea of equivalent
forces is only a simple model of a potentially complex faulting process.
Figure 2.4: Radiation patterns resulting from a double couple event. The radiation
pattern describes the spatial distribution of energy radiated during an earthquake. The
double couple shown in a) produces P-wave and S-wave radiation patterns as shown in
b) and c), respectively. In b) the blue lobes indicate that the first particle motion for
the P-wave is directed away from the seismic source, while the red lobes indicate motion
towards the source. In c) the arrows indicate the direction of the first particle motion for
the S-wave in the corresponding lobes.
2.5 Triggering and Association
Subsections 2.5.1 and 2.5.2 are extracts from Mendecki [1] and explain how recorded
data is generated.
2.5.1 Triggering
Generally, automatic detection of the presence of a seismic signal is de-
sirable. When this detection takes place in real time and is used to
initiate further action from the system such as recording and associ-
ation, it is referred to as triggering. For low frequencies and distant,
long duration events, continuous recording may be justified, but in the
mining environment where the relatively high frequencies of interest ne-
cessitate a correspondingly high sampling rate, and the nearby events
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produce ground motion of short duration, triggering is necessary to re-
duce the amount of data recorded and to initiate the process which
culminates in producing a report. In situations which might defeat a
simple trigger algorithm, and especially where further processing must
proceed automatically because of the volume of data, it is useful to
have a further validation phase which verifies that the entire segment
of recorded data conforms to a single processable seismic event.
In the mining environment, the prime concern has historically been the
quantification of damaging events, which naturally have a very high
signal to noise ratio. With the shift in emphasis to ever more sensitive
networks in the search for precursive activity, no shortage of events with
good signal to noise ratio has been experienced; hence the processing
routines are still designed to function under these circumstances, and
the triggering algorithms need only look for a sudden increase in amp-
litude.
The simplest trigger is simply a fixed threshold, and a trigger is declared
if a single sample exceeds this value. This does not work well where the
noise is environmental as the level tends to change with mining activ-
ity. The noise level may be represented by a long term average (LTA)
of some estimate of the instantaneous signal amplitude. This is then
compared with a short term average (STA) of the amplitude, the trigger
criterion being STA/LTA > Rt, where Rt is the trigger ratio. There are
several parameters which characterise this algorithm. The period over
which the LTA is taken represents a cut-off between the shorter period
signal and the longer period noise envelope variations; the period of the
STA could be seen as the minimum duration of a valid event, and the
trigger ratio is the minimum signal to noise ratio for a valid recording.
Many sources of interference such as lightning, switching transients in
power lines and single bit digital errors are impulsive in nature. Al-
though of short duration, these can give rise to large amplitudes, which
may, even when averaged over the STA period, be sufficient to push
the STA over the threshold. One common variation on this algorithm
is thus to use the median, rather than the mean, of samples within the
STA window. The signal envelope E may be calculated by combining
with a copy of the signal S which has been delayed by a 90° phase shift,
performed by a Hilbert transformer E =
√
S2 + S2H where SH is the
output of the Hilbert transformer (Hilbert [28]). A useful approxima-
tion is to add a fraction of the derivative to the original signal. This has
the effect both of smoothing the envelope compared with simply taking
the absolute value, and also of responding to frequency changes (Allen
[2]).
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2.5.2 Association
In the initial analysis chain, the so-called associator must decide which
triggers from individual sensors correspond to the same event. For
association between two triggers, the difference in times must be less
than or equal to the seismic wave travel time 4tij between the two
sensors:
|Ti − Tj| ≤ 4tij =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2
vW
, (2.5.1)
where Ti is the trigger time of the ith sensor at position (xi, yi, zi) and
vW is the wave propagation velocity for the phase on which it is assumed
the sensors triggered. Equation 2.5.1 describes a test only for pairs of
triggers, and further rules are required to find all triggers from an event,
especially when spurious triggers may occur which result in a situation
where trigger A associates with trigger B and trigger B with trigger
C, but where trigger A does not associate with trigger C. A popular
strategy, especially in systems with direct transmission, is to open a
time window upon receipt of the earliest trigger, with a duration equal
to the longest travel time between any two sensors in the network, and
to accept any triggers occurring within this window as part of the same
event (Lee and Stewart [29]). If fewer than some minimum number
of triggers are received within this window, the event and at least its
initial trigger are discarded, and the process repeated for the succeeding
trigger. This method is sometimes referred to as a “network trigger”
rather than association, by analogy with individual sensor triggers. An
event defined in this way may still contain spurious triggers, and it is
then worthwhile to apply Equation 2.5.1 exhaustively to all pairs to
define the largest subset of these triggers which is mutually consistent,
before proceeding with location or further processing (Lawrence [30]).
In order to unambiguously separate the triggers caused by sequential
events, there must be no triggers for a period equal to the travel time
between the most widely separated sensors under consideration. The
associator may use various heuristics to improve its performance when
this criterion is not met, such as including each sensor only once in each
event, but any sustained activity which violates this principle will, in
the presence of spurious triggers, result in triggers from different events
being associated or triggers from the same event being separated. There
is thus a relationship between the diameter of a group of sensors and
the maximum rate at which events on which they trigger can occur and
be reliably associated. The word “group” is deliberately used in this
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instance as it may comprise a subset of the sensors in a network. The
defining property is that only members of the group be considered for
mutual association. If the maximum travel time between any pair of
sensors within the group is 4tmax, then events must be separated by at
least 24tmax so that the last trigger of the first event is separated by
4tmax from the first trigger of the second event. If we assume a Poisson
(random) distribution of events with time, then the probability of no
events occurring during the period 24tmax is related to the average rate
of occurrence of events r by (Mood and Graybill [31]):
p = e−2r4tmax . (2.5.2)
If we use a probability of failure f = 1 − p to express the probability
that our criterion will not be met, take natural logs on both side of
Equation 2.5.2, and use the approximation ln (1 + x) ' x for small x,
then







i.e. for a low probability of interference between events, the average
event rate must be much less than the reciprocal of the minimum sep-
aration time. This problem is compounded by the fact that mining
often does not proceed continuously, but in discrete steps caused by
periodic blasts. The event rate following such a blast greatly exceeds
the daily average for a long time compared with the travel times.
For example, consider a mining network with a longest travel time of 0.5
s which gathers 1000 events per day. The average time between events
over this period is then 86.4 s. If we make the common assumption
that 90% of events occur in 10% of the time after a blast, the average
interval during this period reduces to 10.4 s, and from Equation 2.5.3
the probability of two events occurring within the 1 s minimum spacing
is 10%. Considering that each such overlap could result in two erro-
neously associated sets of triggers, this network is already a candidate
for introducing groups for association purposes. The actual situation
is even worse, as the event rate is not constant for two hours after the
blast, but decreases, meaning that immediately after the blast the rate
would be far higher than the average one event per 10.4 s rate used
above. Also limits on system throughput might result in many events
being lost during this time and not reflected in the 1000 recorded events
per day which was the initial assumption.
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This analysis assumes that only information available to the associ-
ator is the arrival time of a single seismic phase. This is generally
the case because the associator (or network trigger) decides whether a
sensor trigger should be recorded for further processing or discarded. If
resources are available for the temporary storage of, and further para-
meter extraction from a potentially spurious waveform, then maximum
amplitude, dominant frequency, polarization parameters, the arrival of
a second phase, or a full location, from a single sensor or two or more
closely spaced sensors may be used to improve the associator perform-
ance when events occur almost simultaneously in different parts of the
network.
2.6 Recorded Data at Mines
The three classification groups (seismic events, blasts and rejected (noise) events)
have distinct features. As shown by example in Figure 2.5, seismic events always
have visible (amplitudes much larger than the background noise) P- and S-wave
arrivals. Most mining-induced seismic events have a smaller amplitude P-wave
arrival and a larger S-wave arrival.
Production blasts, by contrast, typically occur at certain times of day and have
multiple arrivals separated at fixed times (see Figure 2.6). As blasts are explosive
in nature, in most cases only P-waves will be generated or at least weak S-wave
amplitudes. Development blasts typically occur at certain times of day and have
single arrivals with no clear S-wave arrival. The duration of the blast signal tends
to be longer than that of a typical seismic event (see Figure 2.7).
Noise events have many different characteristics and must be treated on a ’per
mine basis’. Fortunately, the three most common types of noise, which are random
noise, drilling and rock falling, are characterised by specific seismogram patterns.
Multiple arrivals, distributed randomly in time and in amplitude (see Figure 2.8)
characterise random noise. The drilling of holes in rock generates a distinctive pat-
tern in that the inter-event time of the drill signals is constant and the amplitudes
are similar (see Figure 2.9), while the falling of rock through an ore pass results in
low frequency and small amplitudes (see Figure 2.10).
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Figure 2.5: Typical seismic event recorded at a mine. In this example four seismograms
are shown recorded by different sensors; see Subsection 2.5 for further discussion. The
seismograms clearly exhibit the arrival of the faster P-wave followed by the slower but






































Figure 2.6: Typical production blast recorded at a mine. The signals consist mostly of
P-waves which are separated at fixed intervals.
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Figure 2.7: Typical development blast recorded at a mine. The signal consists mostly





































Figure 2.8: Typical noise event.
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Figure 2.10: Mine noise induced by ore pass noise (rolling rock).
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2.7 Location of Seismic Events
Consider a seismic event that occurs where the seismic waves generated are recorded
by n sensors. The apparent velocity of the P-wave for sensor i is vPi , while the
apparent velocity of the S-wave for sensor i is vSi . The apparent velocity is derived
from the travel time measured between two points, assuming that ray-paths travel
in a straight line; in reality seismic waves will travel in a straight line only when
the rock mass is homogeneous and competent i.e. not fractured. The arrival time
of the P-wave at sensor i is tPi , while the arrival time of the S-wave for sensor i is t
S
i .
Furthermore, assume that the seismic event occurred at an unknown hypocentre
of x, y, z and at time t0. Assuming that the wave propagates in a straight line
between the hypocentre of the seismic event and a sensor i, then the travel time
of the P-wave is simply di/v
P
i , where di is the distance between the hypocentre of
the seismic event and sensor i. Similarly, the travel time of the S-wave is di/v
S
i .
The travel time equation (TTE) of the P-wave of the seismic event with unknown
hypocentre and unknown origin time as recorded at sensor i is




and for the S-wave
tSi = t0 +
di
vSi
+ εSi , (2.7.2)
where εPi is the travel time modelling error of the P-wave and ε
S
i is the travel
time modelling error of the S-wave, both having an expected value of zero. The
travel time equation is valid for each recorded sensor. To estimate the unknown
hypocentre and origin time, a cost function can be formulated as the sum of the
absolute difference between the observed arrival time tPi and expected arrival times
t0 + (di/v
P
i ) for all i. The same holds for the S-wave. The cost function to be
minimised in terms of the hypocentre and origin time is
Cost (x, y, z, t0) =
n∑
i=1
{∣∣∣∣tPi − t0 − divPi
∣∣∣∣+ ∣∣∣∣tSi − t0 − divSi
∣∣∣∣} . (2.7.3)
In most scenarios not all P-wave and S-wave phase arrivals can be picked accurately;
consequently noisy picks are disabled. Assume nP P-picks are enabled and nS S-
picks are enabled, then the cost function to be minimised becomes





∣∣∣∣tPi − t0 − divPi
∣∣∣∣+ I(Sen,i) ∣∣∣∣tSi − t0 − divSi
∣∣∣∣}, (2.7.4)
where I (Pen,i) is 1 if the P-wave pick is enabled for the sensor i and 0 otherwise;
similarly I (Sen,i) is 1 if the S-wave pick is enabled for the sensor i and 0 otherwise.
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Minimisation of the cost function given by Equation 2.7.4 is unstable and op-
timisation methods, for instance the Olsson and Nelson [32] or differential evolution
(Storn and Price [33]) algorithm, may become trapped in local minima. To make
the cost function more stable, the t0 parameter is eliminated in the following way
(Mendecki and Sciocatti [34]): from Equation 2.7.1 it follows that the expected



























which is simply t̂0 = t − τ , where t is the average arrivals times of enabled picks,











and τ is the average travel time of












. A more stable cost
function that is minimised to obtain estimates of the hypocentre is










∣∣∣∣(tSi − t)− ( divSi − τ
)∣∣∣∣ . (2.7.7)
Rather than minimising the cost function given by Equation 2.7.4, one could also
maximise a probability distribution. As we are using the L1 norm, the appropriate












∣∣∣tPi − t0 − divPi ∣∣∣
σtPi
+ I (Sen,i)




where σtPi and σtSi are given by Equation 4.3.11 in Section 4.3. Note that the
logarithm of Equation 2.7.9 is the logarithmic probability map shown in Figure
2.2.
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2.8 Data Processing Carried Out by IMS
IMS has 65 human data processors that are contracted out from various countries
who work independently from home and who do processing services for about 80
mines located throughout the world. As a result, IMS has to deal with an average
of 35000 recorded events per day. This daily total far exceeds that of the National
Earthquake Information Center (NEIC) based in the USA, which locates only about
50 earthquakes per day or approximately 20000 a year.
A typically experienced data processor can process around 120 events per hour.
Thus on average 10-15 processors should be on shift at any given time in order to
process events within one hour of occurrence.
Seismic data from IMS customers is processed by decentralised human pro-
cessors using a modified version of a data processing software called Trace. A work
list of events is automatically generated and made available for downloading and
processing via Trace. The processor is required to process each downloaded event
accurately and timeously.





This classification is based on the character of the waveforms and time of day as
discussed in Section 2.6. Noise events are to be rejected, while events classified as
seismic must be picked. This entails selecting the P- and S-wave arrivals using the
following guidelines issued to processors:
1. For an event to be classified seismic, the typical arrival waveform should be
visible in at least six seismograms and must include at least one P-pick and
at least one S-pick. The location residual (see Equation 4.9.1 for definition)
must be below 3%.
2. Make use of the expand button to zoom into the arrivals.
3. Use the travel time window as a guide to where an arrival may be.
4. Preferably use tri-axial (seismic sensor with three components) waveforms
above uni-axials (seismic sensor with only one vertical component) where
possible.
5. After picking a P-arrival on a tri-axial sensor, use the rotate button to help
identify the S-arrival.
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6. Preferably use the first seismograms where possible.
7. Before disabling picks or rejecting a seismogram, try the S-P mode.
8. Use the velocity curve button for noisy accelerometer signals.
Mine-specific rules are made available to the processor via pop-ups. These must
be followed as closely as possible. Once the event has been processed to within the
mine specific rules, the event must be saved.
After processing, the processor’s judgement and data is subjected to IMS quality
control (QC) procedures.
Ten percent of all data is reprocessed by the more experienced data processors
for QC purposes. Every QC event has an initial score of 100 and marks are de-
ducted for any misclassification (difference between original classification and QC
classification) or any phase arrival differences (picking differences) that are outside
the error bounds of the arrivals points (see Figure 2.11).












































Figure 2.11: Seismogram showing the original picks (black vertical dashed lines) and
the QC picks (black vertical solid lines). In the top and bottom figures, it is clear that
the original P-wave picks are too early. The original processor will therefore lose marks
for this event. If the average score for the QC session is less than 85%, the processor does
not get paid for that session.
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2.9 Importance of Fast Automatic Processors
Contractually, the turn-around time for large events must be less than 10 minutes
and for smaller events less than an hour. The processing service will be more useful
if these turn-around times can be improved. The turn-around time consists of 6
stages:
• The time it takes the recorded event to be sent, via the Internet, from a mine
somewhere in the world to the IMS office located in Somerset West, South
Africa.
• The time is takes the event to be sent, via the Internet, from the Somerset
West office to the data processors in South Africa, China and India.
• The waiting time for processing other events already in the human processor’s
work list; this depends on how busy the processor is.
• The time it takes the human data processor to classify an event (± 5 seconds)
and, if the recorded data was classified as a seismic event, the time it takes
to pick phase arrivals (± 1 minute).
• The time it takes the event to arrive, via the Internet, at IMS offices after
being processed.
• The time it takes the event to be sent, via the Internet, from IMS offices back
to the mine.
Typically, about 70% of the total turn-around time is taken up by the human
processor.
IMS needs to optimise the number of human data processors scheduled to work
at any given time. Having too few processors often results in processed data not
getting back to the mine in time, which may compromise safety. On the other
hand, having too many processors on shift puts pressure on wages and will lead to
individual processors not earning a competitive income, resulting in high turnover
or even a high percentage of processors resigning simultaneously. There is an op-
timal number of processors to be appointed. The predictability of the number of
events per hour per week is therefore critical.
Unfortunately, however, there are large fluctuations in the number of events per
hour; events occur in bursts, and the number of recorded events per hour is therefore
fat-tailed. The aftershock distribution follows the Omori-law (Omori [35]) which
is a power-law distribution. Noise events such as underground drilling or hydro-
hammering, typically also occur in bursts. The fat-tailed nature of recorded events
at mines makes it difficult to schedule the correct number of data processors at
any given hour. Without an automatic processor, the risk associated with over- or
under-scheduling is high.
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To illustrate the importance of reducing the highly variable event rate to be
processed by humans, a histogram of the hourly number of events for data recorded
from 01 June 2016 until 01 August 2016 is shown in Figure 2.12. The kurtosis of
the hourly rate distribution is 34.8, indicating that the hourly number of events
is not forecastable with the necessary accuracy and that predicting the required
number of data processors on a shift is almost impossible.






















Figure 2.12: Histogram of the hourly standardised number of events for all events (black
bars) and manual events processed by humans (red bars). The standardised number of
events is zij = (xij − µi)/σi, where xij is the number of events in hour i for the jth day,
µi is the expected number of events for the ith hour and σi the standard deviation of the
number of events for hour i. The manual events (all events that cannot be automatically
processed successfully) have fewer outliers making scheduling of human processors (when
automatic processing is carried out) much easier than when auto-processing is not done.
The kurtosis is 34.8 for all events, but only 4.6 for manually processed events. It is
impossible to have enough processors on shift each hour owing to this fat-tailed behaviour.
To quantify the utility of fast processing, one may define the available information
I(t) at time t as the normalised total number of events that was processed between
time 0 and time t. The normalisation is taken as the ratio of the processed events
and the sum of processed and unprocessed events. Further, the information gain




IG (τ) dτ (2.9.1)
and specifically I (∞) =
∫∞
0
IG (τ) dτ = 1. Assuming exponential decay, then the




IG (τ) e−τ dτ. (2.9.2)
Stellenbosch University https://scholar.sun.ac.za
2.9. IMPORTANCE OF FAST AUTOMATIC PROCESSORS 29
The maximum value of the utility function is 1, when all events are processed
immediately.
Here is a typical example. On 9 July 2016 between 13h-14h GMT+2, 4808
events occurred, while the expected number of events for that hour was only
1700. This means that twenty-one processors would have been on shift if no auto-
processor was available. These twenty-one processors, each working at a rate of 100
events/hour, would have had to work for 2.29 hours in order to process those events.
The auto-processor, as described in this dissertation, could process all events in 20
minutes. Therefore, the auto-processor has I (t) = 3t and the human processors




e−tdt = 3− 3e−1/3 = 0.85, (2.9.3)




e−tdt = 0.43− 0.43 e−2.29 = 0.39.
Outliers contained in the recorded data for the period 01 June 2016 – 15 August
2016 are shown in Table 2.3. There were 6 hours for the time period 1 June – 10 Au-
gust 2016 during which many more events occurred than expected. The automatic
processor was able to process these bursts successfully enough so that processing
did not fall behind. The average process rate of manual processors is assumed to
be 100 per hour. µall is the average number of events that will occur in each hour,
while µman. is the expected number of events that the automatic processor will not
be able to handle, i.e. the number of events that needs to be processed by human
data processors. The zobs and Uobs are the actual standardised score and utility,
respectively, of the hybrid set-up (the automatic processor and the manual pro-
cessors). The zman. only and Uman. only entries are the expected standardised score
and utility assuming no automatic processor was available.
Table 2.3: Number of recorded data per hour outliers.
Date Time #events µall #man. µman. #auto. zobs zman. only Uobs Uman. only
15 June 20h 3134 1815 829 718 2305 0.82 6.01 0.87 0.48
21 June 12h 3893 1721 1008 777 2885 1.89 7.30 0.85 0.41
21 June 13h 4866 1665 1228 710 3638 3.55 6.91 0.83 0.32
21 June 14h 3966 1544 1240 720 2726 3.86 8.47 0.82 0.37
08 July 13h 4683 1665 1513 711 3170 5.50 6.51 0.78 0.34
08 July 18h 3621 1832 1354 840 2267 3.20 6.51 0.80 0.45
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2.10 Summary
The three different classes of recorded data at mines are seismic events, rejected
events and blasts. The phase arrivals of seismic events need to be determined by
processors, be it manual or automatic, with a normalised distance residual typically
smaller than 3%. The assumption is made that the seismic waves travel in a straight
line according to the travel time equation (TTE)
tPi = t0 +
di
vPi
for the P-wave, and for the S-wave




In this dissertation these equations are used throughout. In order to deliver timeous
data for mine managers to make informed decisions, an automatic processor is es-
sential. A successful automatic processor first needs to classify and then determine
phase arrivals for events that were classified as seismic. The classification by the





The first task of a data processor, be it a manual or an automatic processor, is
to classify recorded data as accepted events, rejected events or blast events. In
natural earthquake seismology all recorded data consists of seismic events, so that
classification arises only in mine seismology and perhaps in regional seismology.
Automatic classification in mine seismology is a relatively new field. Dong et al.
[36] carried out research on automatic discrimination of seismic events occurring at
mines and blasts. As mentioned in Chapter 1, all other research was carried out
on large blasts and regional earthquakes. In this chapter, an automatic classifica-
tion scheme is derived. The proposed method is based on a probabilistic graphical
model, namely a Hidden Markov Model (HMM) using a customised Viterbi decod-
ing algorithm. An HMM can be used to model processes which consist of stages
(or states) that occur in a predictable statistical order. It relies on knowledge that
time series exhibit sequences typical of some feature of the physical phenomenon
under scrutiny, in the present case one or more of the features set out in Subsection
3.3.3. HMMs have been employed successfully in areas such as speech, handwriting
and gesture recognition and in bioinformatics.
The pre-existing knowledge used for our HMM includes the following features.
The P-wave of a seismic event is faster than the S-wave. Therefore a seismogram
of an event will start with noise, followed by the P-wave arrival followed by the
so-called P-wave coda, followed in turn by the S-wave arrival and lastly the S-
wave coda. While this sequence may be repeated and/or overlaid in the case of
multiple events recorded in a single seismogram, we shall for the moment assume
that only a single event sequence is being analysed. This expected sequence can
be modelled as an HMM. The short-fall of first-order HMM as a classification
technique is that it cannot directly model the relationship between the P-wave
and the S-wave arrivals. The directivity of the particle motion of the P- and S-
31
Stellenbosch University https://scholar.sun.ac.za
32 CHAPTER 3. AUTOMATIC CLASSIFICATION
wave is orthogonal. To model this orthogonality, higher-order HMM needs be used,
but because the separation between the P-wave and S-wave is unknown, the exact
dimension cannot be determined in advance. Furthermore, higher-order HMM is
too slow to classify the large amount of data that IMS receives on a daily basis.
The customised Viterbi algorithm derived below significantly decreases the joint
probability of the sequence of observations in cases when the most likely state of the
HMM is an S-wave arrival, not orthogonal to the already chosen P-wave state. In
addition to testing for orthogonality, other checks will be discussed in this chapter.
The proposed HMM works well as a pattern recognition tool, but fails to capture
certain visually obvious features. While many more such tests could be added to
the Viterbi algorithm, they slow down the process too much. For this reason only
the most important tests are built into the Viterbi decoding algorithm and the rest
of the post-pick checks are carried out once the HMM has been completed. This is
set out in Section 4.9.
Section 3.2 covers the blast discriminator previously developed by IMS. Section
3.3 discusses hidden Markov models in detail, while in Section 3.4 the exact classi-
fication scheme is derived and examples of the automatic classification are shown
for different recorded data. The chapter is concluded with a summary.
3.2 Blast Discriminator
The blast discriminator forms one component in the analysis as set out in this
dissertation. It has been part of the IMS software since 2010. This section is
therefore mostly an extract from an internal IMS research report and also published
in Malovichko [37].
Extensive investigations have been carried out in seismology to build
algorithms to discriminate between nuclear explosions and natural (tec-
tonic) earthquakes. The following features of seismic signals or seismic
source parameters were found to be useful for this task:
• the ratio of P- to S-wave amplitudes in various frequency ranges
• the ratio between amplitudes of body and surface waves
• the depth of the source and
• the mechanism of the source
Usually the discrimination takes into account several of these features.
A popular discrimination technique is a multivariate Bayesian Gaussian
classifier. A vector v of measured features is considered in the technique,
where the dimension of the vector corresponds to the number of features.
It is assumed that the population of blasts (X) has features v belonging
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to a multivariate Gaussian distribution with mean feature vector µB
and covariance matrix ΣB, while the features of population of normal
events (Q) belong to a Gaussian distribution with mean vector µE and
covariance matrix ΣE . The following discrimination function could then




















The function Q can be understood as a log Bayes factor of the two
likelihoods.
Given the feature v of a particular event, a positive Q (v) > 0 would
classify it as a blast and a normal event otherwise. Utilisation of the
technique includes two steps:
• Calibration: the vectors µB and µE, and matrices ΣB and ΣE are
determined from a representative set of known blasts and known
normal events.
• Application: for the event of interest, the features v are calculated
and expression 3.2.1 is evaluated.
The features included in v are (see Section 2.2 for definitions of source
parameters mentioned below):
• Time of Blast : Many mines have prescribed blasting times. During
these, the probability of an event being a blast is high, while in
other time intervals it is low. The feature Time of Blast which
measures the difference of the time of the event with the nearest
blasting time was found to be efficient in several mines.
• Clustering in Time: Blasts are frequently characterized by a repe-
tition of similar signals within a short time interval. Signals from
individual firings are within one buffer (seismogram). It is this
signature of waveforms which is generally used by processors for
classification of the event as a blast. In other cases the seismograms
may contain seismic signals only from a single firing, making visual
classification of the event difficult. To quantify the repetition
effect, the similarity of seismic waveforms of the analysed event
with preceding and subsequent waveforms is calculated within 20
seconds intervals. During such a calculation, seismic signals both
in the same buffer and in the neighbouring events are considered.
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A median value of the 5 highest stacked cross-correlation amp-
litudes is calculated, and the logarithm of this value is considered
as the feature Clustering in Time. In general the feature varies
between -2 and 0. The values close to 0 are indicative of the pres-
ence of multiple similar signals in the proximity of the analysed
event. The opposite case (values below -1.0) shows either an ab-
sence of neighbouring signals or poor similarity of their waveforms
with the waveforms of the considered event.
• High versus Low Frequency of Seismic Waves : Blasts (explosions)
radiate waves at higher frequencies in comparison with normal seis-
mic events. As mentioned by Bormann [38], “as compared to tec-
tonic earthquakes the duration of the source process of explosions
and the so-called rise time to the maximum level of displacement
is much shorter (milliseconds as compared to seconds up to a few
minutes) and more impulsive.” Accordingly, explosions of compar-
able body wave magnitude excite more high frequency oscillations
(cf. seismic source spectra). Such a difference may be captured
using various combinations of seismic parameters. For instance, it
may be a ratio of seismic moment and corner frequency. We de-
cided to use an equivalent characteristic: apparent stress σA which
is proportional to the ratio of seismic energy over seismic moment
( σA ∝ ES/M ) as the evaluation of seismic energy is more ro-
bust than that of corner frequency. The logarithm of this ratio is
considered as the feature High versus Low Freq Waves. Generally
blasts have higher logσA than normal events.
• Radiation Pattern: There is a fundamental difference in radiation
(discussed in Section 2.4) of seismic waves by blasts and that of
normal events. A blast radiates predominantly P-waves which have
positive polarity for all sensors, i.e. the first motion of each sensor
is directed radially outward from the event source. Dynamic rup-
ture of shear crack, on the other hand, radiates S-waves which
are stronger than P-waves. The polarity of P-and S-waves varies
depending on the direction of the source relative to the spatial ori-
entation of the sensor. The basic characteristics of radiation are
captured by a seismic moment tensor. The latter represents a set of
fictitious dipoles (components of moment tensor) acting on a point
in the source area which is considered to be elastic and reproduces
the low-frequency amplitudes and polarities of seismic waves. In-
version of the moment tensor from the observed waveforms and
analysis of its components makes it possible to discriminate blasts
from slip-type and even from crush-type events. The discrimin-
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ating feature based on the source mechanism is sensitive to the
evaluation of polarities of first motions in P-and S-waves. The lat-
ter depends on the orientation of the sensors. For this reason, we
restricted the radiation pattern signature analysis to the ratio of
amplitudes of P-and S-waves. Polarities of the waves and spatial
distribution of the sites are not taken into account here. This en-
hances the stability of the feature, but reduces its resolving power.
A generalized relation between amplitudes of P-and S-waves is
provided by comparison of MP (seismic moment estimated from
P-waves) with MS (seismic moment estimated from S-waves). The
routine procedure of source parameters calculation in the IMS soft-
ware assumes a shear crack model, imposing a corresponding radi-
ation pattern correction to P- and S-waves. Thus, for the normal
events we expect MP ' MS, while for other source processes the
applied radiation pattern correction is not valid, and as a result
MP = MS . The logarithm of the ratio of MP to MS was selected
as a feature Radiation Pattern. This gives log(MP/MS) ' 0 for
normal events and log(MP/MS) > 0 for the blasts.
3.3 Hidden Markov Models
Subsection 3.3.1 sets out the mathematics of the HMM along with some useful
algorithms as used in probabilistic graphical models, with the view of solving the
inference problem. Subsection 3.3.2 shows how an HMM framework can be applied
to seismic waves. Subsection 3.3.3 details the proposed feature extraction (the
derived observations from the measured data), as well as the parameter estimation
used in the HMM. Subsection 3.3.4 points out the shortcomings of modelling seismic
waves as an HMM with the normal Viterbi algorithm, which leads to the detailed
discussion of the customised Viterbi algorithm.
3.3.1 HMM in General
In order to aid the reader who may not be an expert in probability theory, I start
with a general and straightforward example of an HMM, leading to the formal
definitions.
Example of a Simple HMM: An example of an HMM is the following game
related to drawing balls from urns of infinite size (sampling with replacement).
Imagine a group of people on a stage, and you are in the front seat. You can see
who and how many people are on stage. A number of urns are placed before each
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person. Each person (called a model or class in HMM theory) may have a different
number of urns (called hidden states in HMM theory).
Each urn contains balls of different colours in different proportions (called the
observation probability given the state): for instance, one urn may have only white
balls and another urn an even number of black and yellow balls. The people, the
number of urns in front of each person and the distribution of coloured balls of each
urn are memorised by you. A divider is then put between you and those on stage
such that you cannot see them anymore. The divider blinds you to certain aspects,
hence the word hidden. Only one person behind the divider will play the game,
but you do not know which one. One person on stage will be chosen at random
and they will draw balls from the urns in front of them. The other people’s urns
will be removed from the stage. The balls (called observations) are thrown, one by
one, over the divider for you to observe. The first draw can come from any urn,
but you know the prior probabilities (called the initial state probabilities) of each
urn for each person. The person on stage will also stay or move from one urn to
another with a given probability, depending on the current urn from which he/she
is drawing. Note that, for every person, these probabilities are known to you (this
is called the transition probabilities and is presented as a transition matrix).
After receiving n balls and recording their colors, your task is to answer, as far
as possible, three questions:
1. If I knew which person had drawn the balls, what is the joint probability of
that sequence of balls observed by me? (Sampling probability)
2. If I knew the identity of the drawing person, what is the most likely urn
(state) from which each draw was made?
3. If I did not know which person had drawn the balls, what is the probability,
given the observed balls, that person i drew them? (Posterior)
An extension of the example to a multivariate one would be to expand the
drawing of balls to drawing of balls, circles, triangles, etc.
Theory: A Graphical Model or Probabilistic Graphical Model (PGM) is a prob-
abilistic model in which a graph expresses the conditional dependence structure
among the relevant random variables. It is commonly used in probability the-
ory, particularly Bayesian statistics, and machine learning. Generally, probabilistic
graphical models use a graph-based representation as the foundation for encod-
ing a complete distribution over a multi-dimensional space and a graph that is a
compact or factorised representation of a set of independences that hold in the
specific distribution. The HMM is a particular example of a Bayesian network,
which in turn is a particular case of a PGM. If the network structure of the model
is a so-called directed acyclic graph (DAG), the model represents a factorization
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of the joint probability of all random variables. The direction of the arrows de-
termines the factorisation of the joint probability distribution. A Hidden Markov
Model (HMM) is a statistical Markov Model in which the system being modelled
is assumed to be a Markov process with unobserved (hidden) states. We use the t
subscript because HMM is typically used on a time series, where the observations
are made at certain time intervals. An HMM can be presented as the simplest
dynamic Bayesian network shown in Figure 3.1.
Figure 3.1: Representation of an HMM as a PGM. Each Xt is an observation, while the
Zt is a hidden state that produces the observation. Both Xt and Zt are random variables.
The mathematics of HMMs was developed by Baum and Eagon [39]. The data
is a sequence of observations. In many cases of machine learning applications,
or problems, not all the measured data is relevant to the specific problem and is
redundant. Certain relevant features (see Section 2.6) of the data can be extracted
or derived from the measured data. This modified data is called the observations or
the feature. The process is called feature extraction and is discussed in Subsection
3.3.3 for our application. The observations x = (x1,x2, . . . ,xt, . . . ,xn) are not
independent and each observation was produced by a hidden unknown state. The
assumption is made that the latent variables zt are discrete and that every zt can
be in s possible states. For an HMM, each state zt which produced xt is dependent
only on the previous state zt−1 and not any states before that. Thus, the hidden
states have the Markov property
p (zt|z1, z2, . . . , zt−1) = p (zt|zt−1) . (3.3.1)
The HMM further assumes that xt is only dependent on zt and on no other states
before or after t, i.e.
p (xt|z1, z2, . . . , zt) = p (xt|zt) . (3.3.2)
Stellenbosch University https://scholar.sun.ac.za
38 CHAPTER 3. AUTOMATIC CLASSIFICATION
The probability density function of zt|zt−1 can be represented by a transition matrix
of size s× s. The transition matrix is
Φ =

φ11 φ12 · · · φ1s





φs1 φs2 · · · φss
 , (3.3.3)
where φij = p (zt=j | zt−1=i) for all t. The transition matrix is assumed to be
independent of time. The probability distribution of the initial states z0 can be
represented by a vector
π = (π1, π2, . . . , πs) , (3.3.4)
where πi = p (z0 = i) . The transition matrix and prior probability values, which
we collectively call θ = (Φ,π), are unknown parameters and may be estimated on
a training data set using Bayesian analysis or maximum likelihood estimates.




z p (x, z|θ) , (3.3.5)
where the summation is over all possible state sequences. Evaluating Equation 3.3.5
directly is not practical in most scenarios. In mine seismology, there are typically
2000 observations and 8 hidden states for each sensor. Given a transition matrix
such as that shown in 3.3.13 below, at least 2 states are accessible at each time.
Hence, there are at least 22000 possible state sequences: a number much too large
to evaluate each possible sequence.
The Viterbi algorithm (Baum et al. [40]; Viterbi [41]) solved this problem as set
out in this section. Firstly, by exploiting the Markov property, the factorisation of
the complete likelihood function of the HMM model p (x, z|θ) can be written as
p (x, z|θ) = p (x|z,θ) p (z|θ)
= p (z1|θ) p (x1|z1,θ)
∏n
t=2 p (zt|zt−1,θ) p (xt|zt,θ) .
(3.3.6)
Baum et al. [40] and Viterbi [41] then solved the following three problems:
• Probability of the observed data given parameters θ, i.e. p (x|θ).
• Given the observation sequence x, how do we choose a corresponding state
sequence z which is optimal in some meaningful sense (i.e. best “explains”
the observation).
• Finding the maximum likelihood estimates of θ.
The first two problems are solved by belief propagation (Pearl [42]). Specifically,
the first problem is solved by the sum-product algorithm and the second problem
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solved by the max-product algorithm (Weiss and Freeman [43]). The third problem
is solved via the Expectation-Maximisation (EM) algorithm (Dempster et al. [44]).
These algorithms are inference techniques for PGMs. The EM algorithm is not
used as all our states in the training data sets are known/labeled; hence obtaining
accurate initial estimates of θ are obtained without the need for EM.
The Forward Algorithm (Instance of Sum-Product Algorithm)
This algorithm obtains the joint distribution of αt (j) = p (zt=j,x1,x1, . . . ,xt|θ)
recursively from generic probability theory as








αm (i) , (3.3.8)
where m is the number of observations.
The Viterbi Algorithm (Special Case of the Max-Product Algorithm)
This algorithm specifies a way to obtain the most likely sequence of hidden states
or latent variables. To find the most likely latent variable sequence
ẑ = ẑ1, ẑ2, . . . , ẑm given the x and θ, we may define
δt (j) = max
z1,z2,...,zt−1
p (z1, z2, . . . , zt = j,x1,x2, . . . ,xt|θ) (3.3.9)
and then by induction it follows that
δt+1 (j) = p (xt+1|zt+1 = j,θ) max
16i6s
δt (i)φij, (3.3.10)
where δ1 (j) = p (xt|zt = j,θ) πj. Further, define




ẑt = ψt+1(ẑt+1). (3.3.12)
The Viterbi algorithm is very similar to the forward algorithm with the αt replaced
by δt, i.e. the summation is replaced by maximisation. The Viterbi algorithm gives
the mode of p (z|x,θ) .
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3.3.2 HMM in Mine Seismology
Although at first, it might not seem evident that HMM analysis can be applied to
mine seismology, an HMM can describe our problem reasonably well. First of all,
we observe data and want to know whether it originated from the rejected event-,
blast- or seismic event model. Had the data been generated, for example, by the
seismic event model, the onset of the P-wave and S-wave needs to be identified.
The recorded wave can be partitioned into segments. The segments are not of fixed
length, but are instead a function of the number of zero crossings in such a way
that each segment must contain a few periods of the waveform as illustrated in
Figure 3.2.















































Figure 3.2: A waveform consisting of 866 samples, sampled at 6000 Hz. There are 9
segments with different numbers of samples. For example, the first segment consists of
34 samples and the sixth segment of 181 samples, with the length determined by the
condition that the zero line must be crossed three times. Features xt are extracted for
each segment t (see Subsection 3.3.3). The hidden states are also shown as described
later in this subsection. For example, the 5th observation was generated by a P-wave
hidden state (’P’) and the last observation by the first S-wave coda hidden state (’SC1’).
Note that the balls in the urn example are equivalent to the segments. For a seismic
event model, the hidden states zt are:
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• a noise state (row 1 of the matrix shown in Equation 3.3.13),
• a P-wave onset state (row 2),
• P-wave coda state(s) (row 3),
• an S-wave onset state (row 4), and
• S-wave coda state(s) (row 5).
From previous experience, we assign a value 0.9 or larger to the probability that
a noise state is followed by another noise state, with the remaining 0.1 probability
being the probability that a noise state is followed by a P-wave onset state. From
the physics, it is also known that the probability that a noise state is followed by
one of the other states is 0, a P-wave onset state can be followed only by P-wave
coda states, a P-wave coda state can be followed only by another P-wave coda state
or by an S-wave onset state and further that an S-wave onset state can be followed
only by an S-wave coda state and that an S-wave coda state can again be followed
only by S-wave coda states or by a noise state. A simplified transition state matrix
may hence take the form
Φ =

0.9 0.1 0 0 0
0 0 1 0 0
0 0 0.5 0.5 0
0 0 0 0 1
0.3 0 0 0 0.7
 , (3.3.13)
where, from top to bottom, the states are noise, P-wave onset, P-wave coda, S-wave
onset, S-wave coda respectively. In this dissertation, three different P-wave coda
states and three S-wave coda states are used to model the seismic wave data. The
initial state probabilities would typically look like π = (0.95, 0.01, 0.01, 0.01, 0.01),
where the small probabilities assigned to non-noise states take account of the fact
that de-triggering may fail at times, for instance during the signal of the seismic
event.
A noise model is simpler than an event model as the noise state is the only
hidden state. A blast model can also be built using an HMM, but a successful
blast discriminator (as discussed in Section 3.2) was already developed by IMS in
2010 and hence will not be discussed here.
A question that remains is what observations (colour and shape of the balls in
the urn example) should or could be used in mine seismology to classify recorded
data and to determine accurate P-wave- and S-wave onsets. This is addressed in
the next section.
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3.3.3 Feature Extraction, Observation Probabilities and
Transition Matrix
In many cases, including the present mining situation, the practitioner is free to
choose which of the many available observables to use. The choice of observation
variables is critical because an HMM will be successful in classification and correctly
determining the most likely hidden state only if these variables can successfully dis-
criminate between models. To phrase it differently: given that the observations are
purportedly realised from a specific type of event or model (reject, blast or seismic
event), we want the probability of the observation sequence given for any altern-
ative candidate model to be low. Fortunately, it is possible to make a good choice
of observations which does discriminate between models and states by combining
some basic physics principles with visual inspection.
To obtain the observation probabilities for seismic events (or rejected events), a
data training set processed by experienced QC processors is used. The P-wave and
S-wave onsets onsets are known. The noise states before the P-wave onset are also
known, as are the P-wave coda states between the P-wave onset and S-wave onset.
The S-wave coda is not exactly known, but can be estimated as the consecutive
segments above the noise level following the S-wave onset. Therefore, from QC
training data, all states are known or can be estimated. For instance, all known
P-wave onset states for all seismic events in the training set are used in obtaining
the histogram of the normalised energy. This histogram will be an estimate for the
normalised energy given the P-wave onset state distribution. This can be applied
for all models, all states and all observations to obtain the observation probabilities.
However, it is only applied to the seismic event model as this model is the only one
used in the classification (see Section 3.4). The initial state probabilities are easily
obtained by calculating the percentage of time the first segment is a noise state or
P-wave onset state. The non-zero elements in the transition probabilities can be
calculated in the same way.
I now list and discuss the variables and the histograms used.
1. The normalised energy is an obvious choice for an observation. For the
seismic event model, the energy observation will typically be the largest at
or close to the S-wave onset state. The P-wave onset will tend to carry an
energy EP between 1/20th to 1/50th (Koyama [27]) of the S-wave energy
ES at onset; see Figure 3.3. For a clear event, the SNR will be high and
for a rejected event (noise model) the SNR will tend to be low. Hence, the
probability of the normalised energy (energy divided by maximum energy)
being close to one for the noise state of the noise model is larger than that of
the seismic event model. Figure 3.4 shows the histogram of the normalised
energy feature given the different hidden states.
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Figure 3.3: Typical events recorded at mines have larger S-wave energies than P-wave
energies. In the above example the ES/EP ratio is 20, as implied by the much larger
amplitude of ground motion in the S-wave. The normalised energy can thus be used as a
feature: high values (0.8-1.0) tend to coincide with S-wave arrivals, while values between
0.05 and 0.5 tend to coincide with P-wave arrivals.
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Figure 3.4: Histograms of the normalised energy given different hidden states. The
distributions differ significantly in shape, which helps to minimise the misclassfication
error.
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2. The next obvious observation is the ratio of short-term to long-term average
of ground motion STA/LTA. The STA can be seen as the power of the wave
taken over a short time-period, while the LTA is the power of the wave taken
over a longer time-period as explained in Section 2.5. Note that the STA (as
discussed in this Chapter) is taken over half a wave period and the LTA is
taken over one wave period. For noise states the expected (or mode) value
of the STA/LTA parameter will be close to 1, while for the S-wave onset the
expected value will be larger than 1 and even larger for the P-wave onset
state. For the first P-wave coda state the expected value should be smaller
than 1, while for the second P-wave coda the expected value should be 1.
For all the S-wave coda states the expected value of the STA/LTA value will
again be smaller than 1. Figure 3.5 shows the STA/LTA values of a typical

































Figure 3.5: STA/LTA variable as a function of sample (time). Clearly the STA/LTA
graph has maxima close to the P-wave and S-wave onsets; note the logarithmic scale. In
the noise, the STA/LTA values are close to 1, while just after the P-wave (first P-wave
coda state) the values drop below 1. Most of the S-wave coda states are also below 1 and
then slowly revert to the noise state with STA/LTA 1.
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Figure 3.6: Histograms of the STA/LTA variable given different hidden states. This
observable distinguishes among different hidden states.
3. Time difference between segments: Ignoring regional seismicity and
neighbouring mines, the maximum separation of the P-wave arrival and the
S-wave arrival is determined by the size of the mine. It will be advantage-
ous to incorporate this fact into the HMM. However, the P-wave onset and
the S-wave onset are hidden states and it is therefore not possible to use the
time separation of the P-wave and the S-wave directly as an observation. In
order to capture some waveform before the P-wave and also to capture the
S-wave coda, a typical seismogram must be longer than the maximum pos-
sible time separation of the P-wave and the S-wave (given that the seismic
event occurred on the mine). Hence, there is a large probability that the
HMM mis-identified the true P-wave and/or S-wave in cases where the HMM
classified the most likely P-wave state early in the buffer and the S-wave state
late in the buffer. The maximum amplitude is typically inside the segment
of the S-wave arrival; therefore an observation that may be used is the dif-
ference (in samples or in time) between the current segment and the segment
of the maximum amplitude; see Figure 3.7. Segments that are close to the
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segment with the maximum amplitude are more likely to contain the P-wave
than segments further away from it. This might not be an obvious choice for
an observation, but the probability distributions of this observation given the
different states, differ significantly for the different hidden states. Figure 3.8
shows the histogram of the time difference between segments feature given









































Figure 3.7: The maximum amplitude tends to be within the S-wave onset segment or
at least close to it. The distance to the maximum amplitude is an important feature.
Multiple events in a buffer or events where P-wave onsets have the maximum amplitude
occur frequently enough, so that these events are not classified incorrectly as reject model
data.
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Figure 3.8: Histograms of distance to maximum amplitude variable for the different
hidden states. It is clear that the distributions differ, which is preferable for minimising
the misclassfication error.
4. The number of spikes. The last observation is to use the number of spikes
within a segment to determine whether a seismic event has been recorded
or not. In Figure 3.9, the top panel shows two typical situations, parts of
which have been enlarged in the lower two panels. In the left-hand panels,
the seismic event is “hidden” in the noise (see Figure 3.9) and should not be
classified as a seismic event model, while the right-hand panels show a clear
signal-to-noise ratio (SNR) above 1 that should be classified as a seismic event
model. The distinction is made on the basis of the number of spikes, i.e.’ the
number of segments with a maximum amplitude larger than some fraction
of the global maximum amplitude. For an event to be clearly seismic, the
P-wave onset should have zero spikes, the P-wave coda states also zero spikes,
the S-wave arrival one spike and lastly S-wave coda states a few spikes. For a
noisy event the number of spikes will be much higher than the clear event; see
Figure 3.10. Figure 3.11 shows the histogram of the number of spikes feature
given the different hidden states.
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Figure 3.9: Multiple events in a buffer. Not a single event stands out. These types
of seismograms belong to the reject model. The zoomed-in part indicates that there
are seismic events in the recorded data. The number of segments with large amplitude




































Figure 3.10: The number of segments with a large amplitude feature will distinguish
between reject model data, as shown in the top panel, seismic event model data shown
in the bottom one.
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Figure 3.11: Histograms of the percentage of segments with large maximum amplitudes
of seismic events (top) and rejected events (bottom). There is a significant difference
between these distributions, indicating that this variable can be used to differentiate
between a reject and a seismic event model.
3.3.4 HMM Using a Customised Viterbi Algorithm
An HMM cannot implicitly model the direction of local particle displacement of the
P-wave and the S-wave. This is problematic, because according to the HMM, the
most likely P-wave onset state and S-wave onset state may, in fact, both be P-wave
onsets or both S-wave onsets. For waveforms recorded by uni-axial sensors, this is
not relevant as it is impossible to distinguish between P-wave onsets and S-wave
onsets using the direction of local particle displacement. On tri-axial waveforms,
when the Viterbi algorithm decides on the most likely hidden state sequence, one
can at least identify whether the candidate P-wave and S-wave patches/states are
orthogonal to each other. This is not ideal, but given the time constraints of
the classification algorithm, the HMM using the customised Viterbi algorithm, as
described in this section, at least models local displacement of the P-wave and the
S-wave in some sense.
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The “sanity checks” listed below are added to the standard Viterbi algorithm,
forming, what I call, the customised Viterbi algorithm. Probabilistic graphical
models can model these features explicitly, but unfortunately take too long to
run. However, in the future, with faster computers being available, waveforms may
be modelled using a more realistic PGM. In this dissertation, this aspect is not
considered.
1. The customised Viterbi algorithm adjusts the joint observation probability
by significantly lowering the observation probability given the S-wave onset
state when the directivity of particle motion of the possible S-wave onset
waveform is not orthogonal to the currently identified most likely P-wave
onset. Hence, no P-wave onset state and S-wave onset state will have parallel
directivity of particle motion. This scheme will work only if the most likely
P-wave onset state was indeed the true P-wave onset. As a result, when the
incorrect P-wave onset was identified, no S-wave onset state will be identified.
Consequently, the data may be misinterpreted as consisting of noise states
only. In such cases the HMM is run again with a significantly lower probability
of a P-wave onset at the segment where it was incorrectly identified in the
previous run (see Figure 3.12).
































Figure 3.12: Picks (Pstand and Sstand) of the HMM using the standard Viterbi algorithm
and picks (Pcust and Scust) of the HMM using the customised Viterbi algorithm. When
the orthogonal directivity of the P-wave onset and S-wave onset check is not built into
the Viterbi algorithm, then the picks may be wrong, as signified in the above example.
The correct P-wave arrival is at sample 405 and the correct S-wave arrival is at sample
653 as the customised Viterbi decoding algorithm model suggests.
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2. Vibrations in segments of P-wave coda should be mutually parallel, as should
vibrations in S-wave coda segments. A segment can hence be classified as a
P-wave coda (or S-wave coda) only if its vibrations are parallel to the those
of previous wave segment. This is again achieved by lowering the observation
probability given the P-wave coda (S-wave coda) state when the directivity
of particle motion of the possible P-wave coda (S-wave coda) waveform is
orthogonal to the currently identified most likely P-wave (S-wave) onset.
3. Another useful “sanity check” is that the physics of seismic waves stipulates
that there should be no significant change in the dominant period of oscilla-
tion. When consecutive segments have a significant difference, which are not
both noise states, then the observation probabilities given all non-noise states
are significantly lowered. An example is shown in Figure 3.13.































Figure 3.13: Picks (Pstand and Sstand) of the HMM using the standard Viterbi algorithm
and picks (Pcust and Scust) of the HMM using the customised Viterbi algorithm. This
example shows that the picks may be wrong if the frequency of the P-wave onset and
S-wave onset is not built into the Viterbi algorithm. The correct P-wave arrival is at
sample 1220 and the correct S-wave arrival is at sample 1300 as the HMM using the
customised Viterbi algorithm suggests. The standard Viterbi decoding algorithm gives
a P-arrival onset estimate which is incorrect, as it is clearly visible that it has the same
frequency as the background noise.
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4. The last check is the enforcement of a maximum allowable distance between
the most likely P- and S-wave onset states. Even though this is already a
feature of the HMM (’Time difference between segments’), it fails at times and
the identified P- and S-wave onset states are too far apart. Figure 3.14 shows
an example where the maximum allowable distance between the most likely
P- and S-wave onset states ensures identification of correct hidden states.



























Figure 3.14: Picks (Pstand and Sstand) of the HMM using the standard Viterbi algorithm.
When the maximum separation (in this example 800 samples or 0.133 s) of the P-wave
onset and S-wave onset is enforced, events with false arrivals are more likely to be rejected.
The HMM using the Viterbi algorithm will classify this as a seismic event model, while the
HMM using the customised Viterbi decoding algorithm correctly rejects this seismogram.
3.4 Classification of Recorded Data
A classification scheme can be derived from the parameter estimates θa = (Φa,πa)
and θr = (Φr,πr), where the subscripts a and r indicate respectively an accepted
seismic event model and a rejected noise event model, where the acceptance and
rejection criteria are obtained from the training data set. The forward algorithm is
used to obtain p (xi|θ) for each sensor i for data recorded at n sensors. Note that
a subscript is used for each sensor, so xi = (xi1,xi2, . . . ,ximi) is the observed data
segment sequence for sensor i and mi is the number of observations of sensor i.
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To derive a classification scheme for data recorded at multiple sensors, a tech-
nique first needs to be devised to classify a recorded seismogram as produced by
a rejected noise model or produced by an accepted seismic event model. It was
initially thought that it is adequate simply to use the standard HMM technique for
classifying a seismogram as noise if and when the likelihood based on the rejection
model exceeds that of the acceptance one, i.e. p (xi|θr) > p (xi|θa) . This simple
approach does not work well, however. The size of the space of possible noise states
is very large compared to the size of the space for accept states, even though the
individual probability of a noise state may be much smaller than that of an accept
state. For a typical seismogram, the seismic signal forms less than 10% of recorded
waveform. For the accept model, we are of course more interested in the non-noise
states of the waveform, so the noise states needs to be ignored. On the other hand,
totally ignoring the rest of the seismogram is not optimal, as low probability noise
states (the most likely states though) should preferably be part of the noise model.
The implemented classification scheme uses the higest average probability of
the u − l consecutive segments of non-noise states and a few representative noise
states with lowest probabilities both within the accept model, where l is the index
of the segment of the P-wave onset state and u is the index of the segment of the
last S-wave coda state. The probability of segments that are used for classification




I (ẑi,l−1 = lε) I (ẑi,u+1 = lε)
1
u− l + 1
u∑
k=l




where lε indicate a noise state, lk indicate the most likely state of the kth segment,
ẑik is the most likely state of the kth segment taken over the consecutive segments
of highest average probability for non-noise states and ψlowi is a low (typically 2.5th)
percentile of the noise state probabilities. At first glance, the equation for ψhighi
might not seem to be the maximum average probability taken over consecutive
non-noise states, but the reader can verify that this is, in fact, the case.
The smaller ψhighi and ψ
low
i are, the more likely it is that the seismogram was
generated by a noise model. Note that only the accept event model is used in
the classification scheme. A seismogram is classified as being generated from an
accept event model if both the high-probability exceeds an upper threshold and the












otherwise it is classified as being generated from a noise model. In the case of
multiple sensors (seismograms), recorded data is classified as an accepted event
model if the number of classified accepted seismograms is larger than some pre-
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where ψthreshold is larger than 3 and smaller than n. The exact value of ψthreshold
depends on the accuracy of the classification or on how sensitive we are to making
rejection errors.
I now present some graphical illustrations of the above considerations and cri-
teria. In Figure 3.15 an example of a recorded event is shown that is safely clas-
sified as an accepted event model, while Figures 3.16 and 3.17 show events that
are comfortably classified as reject event models. In Figure 3.20 an example of a
recorded event is shown that barely passed the classification rule of an accepted
event model, while Figure 3.22 shows an event that just failed the rule of an accep-
ted event model. Figures 3.18 and 3.21 show examples of recorded events that are
incorrectly classified as an accept event model, while Figure 3.19 shows an event
that is incorrectly classified as a reject event model. In Figure 3.23 a 3D histogram
is shown of ψhighi and ψ
low
i for seismograms of a test set as classified by experienced














































































Figure 3.15: Example of a recorded event showing four seismograms recorded by geo-
phones that was correctly classified as an accept event model. The median seismogram
had ψhighi = −8.47 and ψlowi = −13.84. A seismogram is classified as being generated by
the accept event model if ψhighi > −12 ∩ ψlowi > −14.
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Figure 3.16: Example I of a recorded event showing four seismograms recorded by
geophones that was correctly classified as a reject event model. There are no P-wave
arrivals and these signals were generated by an unknown source. The median seismogram




















































































Figure 3.17: Example II of a recorded event showing four seismograms recorded by
geophones that was correctly classified as a reject event model. The median seismogram
had ψhighi = −18.73 and ψlowi = −14.1.A seismogram is classified as being generated by
the accept event model if ψhighi > −12 ∩ ψlowi > −14.
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Figure 3.18: Example of a recorded event showing four seismograms (upper panel uni-
axials and lower panel tri-axials) recorded by geophones that was correctly classified as
an accept event model, but only just. The median seismogram had ψhighi = −11.32 and
ψlowi = −13.84. The two tri-axial seismograms have P-wave arrivals, but the uni-axials





















































































Figure 3.19: Example of a recorded event showing four seismograms (two uni-axials and
two tri-axials) that was correctly classified as a reject event model, but only just. The
median seismogram had ψhighi = −12.68 and ψlowi = −13.84. The tri-axial signals seem
to have P-wave and S-wave arrivals, but the signal-to-noise ratio is low. These signals
are most probably ore pass noise.
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Figure 3.20: Example I of a recorded noise event which was incorrectly classified,
based on the appearance of the three uni-axial seismograms shown in blue, as an accept
event model. The multicoloured tri-axial seismogram shows that this is not a seismic
event. Recorded events such as this one are uncommon and would give inexperienced













































































Figure 3.21: Example II of a recorded event showing four seismograms (three uni-
axials and one tri-axial) that was incorrectly classified as an accept event model. The
median seismogram had ψhighi = −10.48 and ψlowi = −13.84. The automatic classifier was
relatively “sure” that it is a seismic event, but it was found to be noise. The dominant
frequency is unnatural (too low) for the ground motion. These seismograms probably
signify ore pass noise. Different event models based on dominant frequency might be
built to solve these types of mis-classification. In this dissertation however, the post-pick
classifier (see Section 4.9) will reject these types of events. The proposed classification
scheme works relatively well, but makes errors as in this example.
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Figure 3.22: Example of a recorded event that was incorrectly classified as a reject
event model. There are a few tri-axial components (seismograms 3 and 7) that are clear
accepts. However, there are a few very noisy seismograms (seismograms 1 at top left,
2 at top right, 5 and 6). Seismograms 4 and 8 (bottom right) are ambiguous and can
be accepted or rejected. The human processor accepted (processed) seismograms 3,7,4
and 8. The median seismogram had ψhighi = −9.01 and ψlowi = −19.94. A seismogram is
classified as being generated by the accept event model if ψhighi > −12∩ψlowi > −14. The
automatic classifier identified a clear seismic event (ψhighi = −9.01), but it was rejected
because the classifier thought it was too noisy. These types of mistakes are not serious
though, as other manual processors might also have rejected this event.
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Figure 3.23: Histogram of ψhighi and ψ
low
i on a testing data set of accepted events
(red bars) and rejected events (blue bars) for Mine1 (top) and Mine2 (bottom). The
numerical value of the (ψhighi , ψ
low
i ) pair is obtained from the geophone of the median
ψhighi . The areas shaded red, defined by (ψ
high
i > −12) ∩ (ψlowi > −14), contain events
classified as accepted and the areas shaded blue contain events classified as rejected. This
classification scheme has an error rate for accepted events of less than 12% for Mine1 and
less than 10% for Mine2.
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3.5 Summary
In this chapter an automatic classification scheme was discussed. The PGM used
to explain the seismic waves captures some important features of seismic waves.
The HMM using the standard Viterbi decoding algorithm fails in modelling some
important features such as the orthogonality of the directivity of particle motion
between P- and S-waves. An HMM using a customised Viterbi algorithm and
classification scheme is proposed which addresses these shortcomings and indirectly
models these critical features. This HMM performs relatively well, but fails in some
visually obvious examples. The Viterbi algorithm allows for the calculation of the
most likely states.
In general, an HMM is a natural way of modelling waveforms generated in the
mining environment. However, there are some types of events, for instance pillar
failures, where the P-wave onset generates most of the energy (see Figure 3.24) and
where the waveform differs from a typical shear event. Because the seismic event
model assigns a low probability to such observations, these type of events may be
classified as a reject model. One can easily build a pillar failure type event model
to overcome this problem. In essence, an HMM will work only if the variability of







































Figure 3.24: Example of a seismic event with stronger P-wave arrivals than S-wave
arrivals. In some cases this type of event may be classified as a reject model. One could
build a strong P seismic event model to overcome this misclassification. Note, that I did
not build such a model in this dissertation.
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Other feautures such as the shape of the sensor’s amplitude response, signal
kurtosis, rectilinearity and planarity should improve the performance of the cus-
tomised HMM and this is future work.
The most likely P- and S-wave onset states of a waveform as generated by
a seismic event can be used, along with other methods, as a rough estimate of
the phase arrival distribution (Tarantola and Valette [22]). These initial rough
estimates of the phase arrivals play a crucial role in determining a first estimate
of the origin time and hypocentre for the seismic event. The hypocentre time and
location estimates are also used for updating the distribution of the phase arrivals.




PGM of Phase Arrivals
4.1 Model construction
Once recorded data has been classified as a seismic event, the second task of a
data processor is to determine the phase arrivals of the P- and S-wave. When
processing is done automatically, determining these phase arrivals is not simple.
How to determine phase arrivals using machine-learning techniques is the topic of
this chapter. Unlike earlier work, I do so by joint multivariate analysis of multiple
sensors and their seismograms.
This section is structured as follows: Subsection 4.1.1 shows why multi-sensor
analysis is important. Subsection 4.1.2 deals with problems related to automatic
detection of phase arrivals and goes into more detail as how to solve these prob-
lems; Subsection 4.1.3 describes how phase arrivals are detected when information
contained in a single seismogram is used; Subsection 4.1.4 discusses Bayesian net-
works; in Subsection 4.1.5 the parameters, data and latent variables of our problem
are discussed and lastly, Subsection 4.1.6 carries out a literature review of previous
studies.
Section 4.2 gives the specific Bayesian network used to solve the problem of
the phase arrival detection; the factorisation of the PGM and other relevant con-
ditional distributions are given and derived in Section 4.3; Section 4.4 shows how
to obtain posterior distributions of the parameters; Section 4.5 shows how to ob-
tain maximum a posteriori (MAP) estimates of the parameters; Section 4.6 gives
examples of the likelihood function of our model for different seismograms; Section
4.7 shows examples of the relevant conditional distributions and these examples
show the necessity of using multi-sensor analysis; Section 4.8 covers examples of
the posterior distributions of the parameters; in Section 4.9 I examine outlier de-
tection techniques used to identify suspicious automatic processing and picking;
in Section 4.10 a comparison between the quality of human processing and the
automatic processor is given. Lastly, Section 4.11 summarises this chapter.
63
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4.1.1 From single-sensor to multi-sensor analysis
In this subsection, I show by example why the multi-sensor analysis introduced
in this dissertation is so important. I remind the reader that, while such single-
seismogram pickers are adequate in high-SNR situations, single seismogram pickers
fail when seismograms are noisy or when multiple seismic events are recorded in a
buffer. Figures 4.1–4.3 show by example what can and does go wrong.
The underlying reason why multiple-sensor analysis is crucial is the seismic
event itself. The same origin time and hypocentre information pertains to all per-
tinent seismograms, which thereby interlinks their analysis. By contrast, it is not
optimal to determine the wave onsets on a per seismogram basis, as information
about the origin time and hypocentre is ignored. Viewing it in a probabilistic way:
better arrival time estimates will be achieved if, instead of simply considering the
probability distribution of the arrival times given individual seismogram inform-
ation, the probability distribution of the arrival times given the origin time and
hypocentre of the seismic event in question is also utilised. The hypocentre and
origin time link arrival times of the different seismograms. Figure 4.4 illustrates the
















































Figure 4.1: Failure of single-seismogram pickers I. The vertical solid lines indicate
the phase arrivals as determined by the single seismogram picker. The dotted vertical
lines indicate the correct (true) phase arrivals. Three of the four seismograms were picked
incorrectly by the automatic single seismogram picker. Note that this event was correctly
picked by the automatic processor as developed in this dissertation.
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Figure 4.2: Failure of single-seismogram pickers II. Solid lines indicate the phase
arrivals as determined by the single seismogram picker; dotted ones the true ones. The
single-seismogram picker processed the first seismic event in some cases and in other cases
picked the last seismic event. This event was correctly picked by the automatic processor




















































Figure 4.3: Failure of single-seismogram pickers III. The single picker typically fails
when the seismogram has significant noise or when the SNR ratio of the P-wave is low;
it picks the P-wave on the true S-wave arrival. This event was again correctly picked by
the automatic processor described in this dissertation.
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Figure 4.4: Schematic drawing of multiple events in a buffer. Three seismic events
marked as harpoons are recorded in three locations marked as blue triangles. Depending
on relative proximities, even the order of arrival of signals can change. Without inform-
ation of the location, it is almost impossible to automatically pick the arrivals correctly.
The only way to obtain accurate/correct arrivals is to approach this as a joint system of
locations and pickings.
From these examples, it is clear that the determining of the phase arrivals must
be modelled as a multivariate dependent problem. My method uses both single-
and multiple-seismogram analysis. The single seismogram picker is used to identify
candidates or possible arrivals, with the multiple-seismogram picker finalising the
choice. I first consider the criteria and formulae used for the single-seismogram
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picks in Section 4.1.3, followed in Subsection 4.1.4 by the multiple-seismogram
theory.
4.1.2 The Problem (and Solution) of Automatic Picking
When processing recorded data, the seismologist identifies a single pair of arrivals
consisting of a P-wave and an S-wave for each sensor. When processing is done
automatically, rather than identifying a single P-wave and S-wave pair, multiple
possible pairs of arrival times are considered. Of these multiple possible pairs
of arrival times, only one pair is correct: all other pairs are false. Initially, for






possible arrival time pairs has the same probability of being the actual
arrival time. These probabilities change as physical constraints are applied and
information is received and processed. For instance, when the STA/LTA set out
in Subsection 4.1.3 is carried out on a waveform, most of the original possible
arrivals are dismissed right away, because no burst in energy (high STA/LTA) is
associated with them, and only a few candidate arrival pairs are left with non-zero
probabilities. The original seismogram is the raw data and the processed data are
the candidate arrivals. The problem is simple:
How to determine the correct phase arrival times out of a set of possible
(or candidate) arrivals for each sensor. Of the set of possible arrivals,
only one pair is correct; all other arrivals are fake or incorrect.
Probabilistic graphical models (PGM), of which a Bayesian network is one, provide
a framework to combine all relevant information (variables and data) and to de-
termine the joint distribution and conditional distributions of these variables. The
candidate arrivals are modelled as so-called latent variables. One of the more im-
portant conditional distributions is the probability distribution of the candidate
pairs/latent variables conditioned on specific variables and is derived in Section
4.3.
4.1.3 Single Seismogram Pickers and STA/LTA Analysis
The automatic phase arrival determination of seismic waves is called first break
picking or simply automatic picking or, as in this dissertation, single seismogram
picking. There are various types of statistical and mathematical methods for de-
termining the phase arrivals with the STA/LTA method of Baer and Kradolfer
[4] being the most well-known. Other methods are based on fractal-dimension
(Boschetti et al. [45]), auto-regressive (AR) type models (Zhang et al. [9]; Mar-
tinsson [46]) and neural networks or multi-window algorithms (Chen and Stewart
[47]). I have also proposed an HMM method in Chapter 3. All these automatic
pickers attempt to find phase arrivals based on the information contained in a single
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seismogram. Most automatic pickers are single seismogram pickers. In the case of
waveforms with a single recorded event and a high signal-to-noise ratio (SNR),
single seismogram picking should be adequate. Even in cases of noisy single events,
filtering can increase the SNR significantly, resulting in accurate picks. A popular
single seismogram picker is described in Akazawa [14]. The method makes use of
the AR property of seismic waves and that of Akaike information criteria (AIC), to
determine first the P-wave arrival and thereafter the S-wave arrival. The technique
described in that particular paper was implemented and tested by me and is the
single seismogram picker shown in Figures 4.1–4.3. The method works well for
single events recorded in a buffer and without too much noise.
For the single-sensor picks, our main criterion is that there should be a burst of
energy at each P- and S-wave phase arrival. These bursts can be identified by simply
running an STA/LTA characteristic function over the raw data. Also, the standard
STA/LTA definition used in the literature has been modified; in this dissertation the
modified STA/LTA as defined in Equations 4.1.3 and 4.1.4 is preferably used. The
probability of a phase arrival is a function of the STA/LTA values (large STA/LTA
values indicate high probability of phase arrivals). There are, however, a number
of complications. High STA/LTA values may also be associated with noise or other
less energetic seismic events. These non-zero probabilities can be seen as false
alarms. For noisy events, the number of possible arrivals will be high. Also, there
is a small probability that true arrivals have a low STA/LTA value (say < 1.5). The
model which I describe in Subsection 4.1.5 can handle such complications, but the
majority of sensors should at least have consistent large STA/LTA values, based on
the TTE equations (Equation 4.1.6 and Equation 4.1.7). Candidate arrival times
are in our case defined as all sample times that have:
1. an associated STA/LTA larger than some threshold value, typically set to
1.5, and
2. the associated STA/LTA is a local maximum within half a period to the left
and right.
For a given sensor i, multiple time windows, j = 1, 2, . . . , K, of the STA and LTA
are used to determine candidate arrival times of a seismogram; this should remove
obvious false phase arrivals. To obtain the final STA/LTA values for each sample,
the values of the STA/LTA for all time windows are multiplied. True phase arrivals
should be associated with high STA/LTA values for all time windows used. For
the P-wave, the STA/LTA at time ti with STA time window n
STA
j and LTA time
window nLTAj is defined in terms of the STA/LTA ratio R and the signal amplitude
At at time t as
Stellenbosch University https://scholar.sun.ac.za






























Note that the modified P-wave and S-wave STA/LTA formulas differ. This is
done to make the STA/LTA of the S-wave more sensitive to the larger amplitudes
near the S-wave onset. It was tested on a large set of events and improves the










RSj (ti) . (4.1.4)
Furthermore, when the RP (ti) value has a maximum value close (within half a
period) to the maximum RS (ti) value and the last candidate arrival of the S-wave
is close (within a quarter period) to this maximum value, then it is likely that the
time of maximum value of RP (ti) corresponds to the true S-wave arrival. In such
cases the maximum value of RP (ti) is lowered. On the other hand, when the R
P (ti)
value is maximised close (within half a period) to maximum RS (ti) value and the
last candidate arrival of the S-wave is not close (more than a quarter period) to
this maximum value, then it is likely that the time of maximum value of RS (ti)
corresponds to the true P-wave arrival. In such cases the maximum value of RS (ti)
is lowered. To increase the SNR of the phase arrivals of events with original low
SNR, a 0.25 · fdom high pass filter is applied to these low SNR seismograms, where
fdom is the dominant frequency at the maximum amplitude of the seismogram.
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Figure 4.5: The three possible connections of a DAG: a chain connection (top), a fork
connection (middle) a collider connection (bottom).
4.1.4 Bayesian Networks
Signals recorded on multiple seismograms are interdependent when caused by a
specific seismic event. In this situation, Bayesian network can adequately model
the interplay between the recorded seismograms and further, find the optimal para-
meters indicating the correct phase arrivals. A Bayesian network (David [48]) is a
probabilistic directed acyclic graphical (DAG) model whose nodes represent ran-
dom variables in the Bayesian sense: they may be observable quantities, latent
variables or unknown parameters. There are three types of connections and nodes
that are useful in factorisation of a DAG. The three connections are a fork con-
nection, chain connection and a collider connection. Every DAG is made up of a
combination of fork-, chain- and collider connections. Firstly, the factorisation of
a chain connection (see Figure 4.5 top) is given for the simplest example of three
variables by the product rule
p (x1, x2, x3) = p (x1) p (x2|x1) p (x3|x2) ,
where node x2 is the chain node, secondly the factorisation of a fork connection
(see Figure 4.5 middle) is given by
p (x1, x2, x3) = p (x1|x2) p (x3|x2) p (x2) ,
where node x2 is the fork node and lastly the factorisation of a collider connection
(see Figure 4.5 bottom) is given by
p (x1, x2, x3) = p (x1) p (x3) p (x2|x1, x3) ,
where node x2 is the collider node. The following rules apply:
1. If the chain node x2 is known or given, then the other two nodes x1 and x3
are mutually independent, i.e. p (x1|x2, x3) = p (x1|x2) .
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2. If the fork node x2 is known or given, then the other two nodes x1 and x3 are
mutually independent, i.e. p (x1|x2, x3) = p (x1|x2) .
3. If the collider node x2 is unknown, then the other two nodes x1 and x3 are
mutually independent, i.e. p (x1|x3) = p (x1) .
Node x1 is called the parent node and node x2 is called the child node if x1 points
to x2. The factorisation of a DAG consisting of nodes x1, x2, . . . , xn is then
p (x1, x2, . . . , xn) =
n∏
i=1
p (xi|Paxi) , (4.1.5)
where Paxi is the set of parent nodes of node xi.
In a Bayesian network, or when Bayesian inference is carried out, plate notation
(Buntine [49]) can be used as a convenient representation of the graphical model.
This notation is useful when variables or parameters are repeated; a plate or rect-
angle is used to group these repeated variables into a subgraph, and a number
is drawn on the plate to represent the number of repetitions of the subgraph in
the plate. Also, plate notation is suited for distinguishing among unknown vari-
ables, observed variables (data), fixed parameters and latent variables. Table 4.1
summarises the different variables as used in plate notation.
Table 4.1: Table showing the plate notation. Note that if no bracket is indicated in the
circle or square, it is then assumed that the variable is a scalar.
Notation Description
plate with n repetitions
fixed parameter α
latent variable zi with ki possible outcomes
data vector xi of length di
unknown variable πi of length ki
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4.1.5 Variables, Latent Variables, Parameters and Data
As usual, assume a seismic event is recorded at n sensors. The raw data is the
time and amplitude of the waveform at each sample and at each sensor. traw =
(traw1 , t
raw
2 , . . . , t
raw
i , . . . , t
raw
n ) denote the sample times of all sensors, where t
raw
i is
the vector of sample times of sensor i, i ∈ [n] = {1, 2, . . . , n}. Running any kind
of single seismogram picker on the raw seismogram will result in the processed
seismogram times (referred to as data), consisting of all times that have a non-zero
probability (or at least, in our case, a probability above some STA/LTA threshold)
of being a P-wave or S-wave arrival - see Subsection 4.1.3.
Assume that we have nPi possible P-wave arrivals and n
S
i possible S-wave arrivals
at sensor i. Candidate arrival time pairs consisting of a P-wave and an S-wave time
can then be formed as follows: only pairs where the P-wave arrival is earlier than
the S-wave arrival are considered; furthermore, only those pairs whose directivity
of particle motion of the candidate P-wave and the candidate S-wave is orthogonal
are considered (for tri-axial sensors). Assume there are nSPi such pairs at sensor i.
Also, as was discussed in Section 2.7, not all waveforms have clear P-waves
and/or S-wave arrivals. The two main reasons are:
1) some waveforms are noisy and the P-wave arrival is hidden in the noise and
2) the sensor did not record the P-wave or S-wave, owing to the sensor location
relative to the radiation pattern (see Figure 2.4) of the seismic event (Kwiatek
and Ben-Zion [50]).
To accommodate these, we introduce in addition another nPi arrival pairs at sensor
i consisting of P-wave arrivals, but without associated S-wave arrivals and another
nSi arrival pairs at sensor i which consist of S-wave arrivals, but without associated







time pairs. Due to the above mentioned orthogonality condition, there are fewer















. All candidate or possible
arrival time pairs of all sensors will be denoted as t = (t1, t2, . . . , ti, . . . , tn), where
ti = (ti1, ti1, . . . , tiki) is a vector containing the possible arrival time pairs of sensor




ij) is the jth candidate arrival time pair of sensor i and j ∈ [ki], tPij is
the associated P-wave arrival of pair j of sensor i, while tSij is the associated S-wave
arrival time of pair j of sensor i. Each tPij and t
S










value respectively. We further denote the STA/LTA set of variables
as follows: let y = (yP,yS), where yP = (yP1 ,y
P
2 , . . . ,y
P
n ), y
S = (yS1 ,y
S
2 , . . . ,y
S
n),




i2, . . . , y
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processed t and y represent our data.
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The arrival at each sensor is modelled using a latent variable. Latent variables
are used when variables are hidden or in our case to link observable data in the real
world to symbolic data in the modelled world. In our case, the latent variable for
each sensor represents all possible phase arrivals at that sensor. Each sensor has a
latent selection variable zi (modelled as an unknown variable) that is a categorical
variable in the sense that a value zi = 0 indicates that none of the ki candidate
arrivals is considered true, while any other zi = j (with 1 6 j 6 ki) marks the
arrival j as the perceived true one, associated with the relevant arrival time tij
and corresponding STA/LTA values yPij and y
S
ij. Only one candidate arrival can
be true, so all other candidates are false; these false arrivals of both P-waves and
S-waves are assumed to have been generated by a uniform distribution with lower
bound trawi1 and upper bound t
raw
ini
i.e. domain equal to the length of the seismogram
recorded at sensor i. This uniform distribution assumption will become clear in
Section 4.3 when the mathematics of the PGM is explained. While there may be
other pairs of arrivals that are seismic in nature, these are assumed false as we
are only interested in the seismic event with the largest energy. The categorical
variable zi is equivalent to saying that each possible arrival pair is a Bernoulli
trial equalling 1 if the candidate pair is the true arrival or 0 otherwise, under the
constraint that the sum of all Bernoulli trials must equal 1. Correspondingly, each
possible outcome j for a given zi has an associated probability πij (called a mixing
weight), with
∑ki
j=0 πij = 1 for all sensors i. The Bernoulli probability vector for all
sensors is π = (π1,π2, . . . ,πn). All the component individual sensor mixing weights
πi = (πi0, πi1, . . . , πiki) are modelled as unknown variables. The prior distribution
for πi is modelled by a fixed hyper-parameter α.
Note that in most cases latent variables are eliminated through summation in
Bayesian analysis; in our case the latent variable is the most important variable
and will not be eliminated.
To summarise: For each sensor i, there are ki possible arrival pairs, and the aim
is to determine a single most likely arrival pair for the latent variable zi, which can
take on any integer value between 0 and ki.
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Each integer j represents a candidate arrival and each candidate arrival has
1) a corresponding arrival time pair (data) that consists of a P-wave arrival time
tPij and and S-wave arrival time t
S
ij and
2) corresponding STA/LTA values (data) yPij and y
S
ij.
In our case, the probability of each phase arrival is not modelled as fixed, unlike that
described in the Bayesian analysis of Tarantola and Valette [22] and Martinsson
[23]. The data of our model are the times of the possible arrivals for both P-and S-
wave of each seismogram as determined by the methods of Section 4.1.3. All other
recorded data (sample times with associated STA/LTA < 1.5) is assumed to be
generated by non-seismic processes and is discarded. The data therefore consists
of true phase arrivals or incorrectly identified arrivals generated by the random
process.
The next set of variables and parameters that forms part of our PGM follows
from considering the travel time equation (TTE). This equation will be used every
time the joint distribution of all variables is evaluated. As stated in Section 2.7,
the TTE is
tPi = t0 +
di (x, y, z)
vPi
(4.1.6)
for the P-wave and
tSi = t0 +
di (x, y, z)
vSi
(4.1.7)
for the S-wave, where t0 is the unknown origin time, v
P
i is the P-wave velocity
between the seismic event and sensor i (modelled as a fixed parameter), vSi is
the S-wave velocity between the seismic event and sensor i (modelled as a fixed
parameter) and di (x, y, z) is the distance between the unknown location of the
seismic event and the sensor location i. The variable θ = (x, y, z, t0) is modelled as
an unknown parameter.
There is an additional complication. The sample times of waveforms from
sensors are synchronised by a single GPS timing source. Because of technical
constraints in the timing signal transfer mechanisms, some sensors may exhibit a
time offset. Let toffi be the time offset of sensor i, then the travel time equations











S-wave. A variable ρi is introduced, which is 0 if t
off
i = 0 or otherwise 1. The ρi
variable is modelled as an unknown variable.
4.1.6 Literature Review
Signals recorded on multiple seismograms are interdependent when caused by a
specific seismic event. Modelling or determining phase arrivals in a multivariate
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way should outperform phase arrival pickers that use information contained in
only one seismogram. Bayesian analysis to obtain posterior distributions for the
hypocentre of seismic events has been carried out in literature (e.g. Tarantola and
Valette [22]; Martinsson [23]), but few, if any, PGM-based methods were used to
determine phase arrival onsets. Tarantola and Valette [22] as well as Tarantola [51]
considered the seismograms as the observable parameters (data), and modeled the
information of the physical correlations between the unknown parameters (origin
time and 3D hypocentre) and the observable parameters. This information can
then be combined using Bayesian statistics. The author of that article continues
by explaining that for each seismogram and for each sample, a probability of an
arrival (for all types of waves) needs to be specified.
The probability density function of the arrival times might be multi-modal
and/or asymmetric. Martinsson [23] modelled the origin time and location para-
meters in a fully Bayesian way with multiple possible candidate arrivals. The
likelihood function is modelled as a mixture model. The mixture weights were
however kept fixed, and the only parameters of the author’s model were the origin
time and hypocentre. Myers et al. [52] modelled the phase labels (similar to mix-
ture weights) and the origin time and location parameters in a full Bayesian way
for multiple types of waves. The phase labels were modelled as random variables,
but the number of candidate arrivals was limited to the number of types of waves.
Thus, the resulting likelihood function was not a mixture model, but a product
of Gaussian distributions. Note that these authors had other objectives in mind
for the statistical inference which are not exactly applicable in this study. Our
objective is to obtain the correct phase arrivals from a set of candidate arrivals by
utilising the information of the physical relationship among the phase arrivals and
the origin time and hypocentre of the seismic event. For each seismogram, all but
one P-wave and one S-wave arrival of the set of candidate arrivals are in our case
eliminated.
As stated, I model the mixture weights as unknown variables; by contrast,
Martinsson [23] assumes that the mixture weights are fixed parameters and thereby
uses Bayesian analysis to obtain the posterior distribution of the seismic event
location. The posterior predictive equation, or similar methods, may then be used
for obtaining the most likely phase arrivals. Martinsson [23] mentions that the
likelihood function is a standard mixture model. He uses a likelihood function
that integrates (sums) all the possible arrivals in order to determine the posterior
distribution of the location. The uncertainty/variance of the location could be
reduced by using only the ’correct’ arrival time in the likelihood function instead
of assuming that all mixing weights are equal and fixed.
In the case of automatic processing, initially the correct phase arrivals are not
known precisely, so this should not be interpreted as observed data. In actuality,
the P-wave and S-wave phase arrivals are random variables with the candidate
arrivals (data) as possible outcomes (having associated probabilities). There is
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only one true phase arrival with the rest being false alarms. The information of the
origin time and hypocentre can be used to identify these false alarms (outcomes
with very low probability). The distribution of the arrivals given an origin time
and seismic event location, may be used to identify these false alarms. However,
the false alarms will be correctly identified as such only if an accurate origin time
and hypocentre are used.
To solve this inference problem, I propose that a probabilistic graphical model
be used. As will be shown, this specific PGM problem can be written as a latent
variable model, which is a Bayesian network.
4.2 The Specific Bayesian Network
In PGM analysis, the parent node is typically considered the hypothetical cause and
the child node is typically the effect. This is not a requirement, but models generally
follow this casual intuition (Koller [53]). In Bayesian networks, the direction of
arrows always points from the variables towards the observed data. To see this,
note that the posterior distribution is proportional to the likelihood function (which
is the probability distribution of the data conditioned on the parameters) times the
prior distributions. Thus the data node is a collider node. Arrows that connect
variables with other variables may point in any direction, but typically the direction
is based on how easily the conditional probabilities can be written. Variable nodes
can be chain nodes or fork nodes.
For our seismic data processing PGM, we have the following nodes and inter-
actions, which are then summarised in graphical form in Figure 4.6.
• Firstly, let us consider the observed variable ti at sensor i: the origin time
and the hypocentre of the seismic event θ is the cause (the parent node) that
effects the arrival times ti (the child node). This holds for all sensors, making
θ a fork node. This also suggests that the arrival times at different sensors
are mutually conditionally independent given θ. This intuitively makes sense.
• vPi (the known seismic P-wave velocity variable) and θ are independent, ex-
cept if ti is known. This suggests that v
P
i , θ and ti is a collider connection,
with ti the collider node. The same holds for the known seismic S-wave
velocity variable vSi .
• ρi (the time offset variable) and θ are independent, except if ti is known.
This suggests that ρi, θ and ti is a collider connection, with ti the collider
node.
• ρi and vPi are independent, except if ti is known. This suggests that ρi, vPi
and ti is a collider connection, with ti the collider node.
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i a fork connection with zi the fork




i all conditionally (on zi) independent of
one another.
• The πi variable is the parent node of the child node zi of sensor i. The reason
for the arrow being in this direction is that p (zi|πi) is known. This makes




i ) a chain connection with zi the chain node. Also,





• The fixed parameter α is the parent node of πi.
These considerations suggest the probabilistic model represented in Figure 4.6; see
Table 4.1 for the symbols used. There are n square plates, one for each sensor i.
The node θ for the hypocentre and origin time of the seismic event is connected
to all of these plates. Figure 4.6 correctly models the interplay of the candidate
arrivals recorded at different sensors.
Figure 4.6: Our probabilistic graphical model using plate notation. It models the
interplay of the candidate arrivals recorded at different sensors of a seismic event with
hypocentre and origin time, θ.
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4.3 PGM Factorisation
The factorisation rule of Equation 4.1.5, together with the connection rules, may
be used to derive distributions of the random variables defined in Section 4.1.5.
The posterior distribution, the prior distributions, the likelihood distribution(s)
and some conditional distributions will now be considered.
The posterior distribution of θ, z,π,ρ. As argued above, the joint distri-
bution of θ, t,y, z,π,ρ can be factorised as



































p (zi|πi) p (πi|α) p (ρi)
}
. (4.3.1)
This formula provides the most compact and accurate summary of my model.
Note that the fixed parameters are ignored, while they are technically part of
the joint distribution. The posterior distribution of θ, z,π,ρ is proportional to
Equation 4.3.1 and, as can be seen, is a hierarchical Bayesian model. The max-
imum a posteriori probability (MAP) estimate of z is important as it answers the
question posed in 4.1.2.
I now discuss the component probabilities one by one.
1. The prior distribution of ρi. p (ρi) is the prior distribution of ρi and can
be estimated from the observed percentage of sensors that do have timing
issues. Since for a typical mine, the percentage of sensors with timing issues






2. The prior distribution of πi. The prior for πi is assumed to be the
Dirichlet distribution with hyper-parameter α. The Dirichlet distribution is
a conjugate prior for the categorical distribution and further, we choose α = 1
such that the prior is equivalent to a multivariate uniform distribution. Hence,
p (πi|α = 1) = Γ (ki) . (4.3.3)
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πi0 if zi = 0
πi1 if zi = 1
...
...




πij = 1. (4.3.4)
4. The likelihood function of yPij|zi and ySij|zi. In general the larger the
STA/LTA values, the higher the probability of a phase arrival. The probab-



















ij if zi = j , j ∈
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Note that zi ∈
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corresponds to arrivals where there is a P-wave









= (trawini − t
raw
i1 )




















5. The likelihood function of tij|θ, zi, ρi, vPi , vSi . p
(
tij|θ, zi, ρi, vPi , vSi
)
is the
likelihood of tWij , where W is the P-wave or the S-wave, being the arrival time
given that the arrival is expected to occur at
tWi (θ) = t0 +
di (x, y, z)
vWi
+ εi, (4.3.8)




i , t0 the origin time, di (x, y, z) ≡ di the distance between
the hypocentre of the event and the ith sensor. The candidate arrival times
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of the P-wave (or S-wave) are the observed data, but have some known uncer-
tainty which is modelled by εi ∼ N (0, σpick), where σpick is typically between
1 and 3 ms (see Figure 4.7). From calibration blasts and similar studies
(Du Toit and Lynch [54]), the standard deviation of vWi is between 0.03v
W
i
and 0.05vWi . The standard deviation of t
W
ij can now be computed as (substi-










where uWi is called the slowness. σ
2
uWi
is usually not known, so by Taylor










































Figure 4.7: The P-wave arrival of this seismogram is not clear. The Pmin and Pmax are
a soft minimum and maximum of the P-wave arrival. Most arrivals are clearer than the
arrivals of this seismogram.
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As expected, from Equation 4.3.11 it follows that the variance of tWi increases
as a function of the distance between the recorded sensor and the hypocentre
of the event and also increases as a function of picking error. Note that if
toffi 6= 0, then instead of considering tWi , we use 4ti = tSi − tPi with













which effectively gets rid of the time offset, but introduces larger variances.





































We then define the arrival probability as the product of the respective P-




ik in cases when ρi=1).








ij ) if ρi=0 and zi = j, j ∈ [1, nSPi]














ωθ4ij if ρi=1 and zi = j, j ∈ [1, nSPi]
u2i otherwise
(4.3.12)
6. The prior distribution of θ. The k-means clustering algorithm is used
to determine the optimal hypocentres and standard deviation for a given
number of clusters (mixing components). The normalised number of events
(density) in each cluster can be used as an estimate of the mixture weights
in a Gaussian mixture model. This is similar to the prior of θ as described
in Martinsson [23].
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7. The likelihood function of sensor i. The likelihood function is the distri-




i |θ, zi=k, ρi, vPi , vSi ).
Let c = u
4(ki−1)










i |θ, zi=k, ρi) = p(ti|θ, zi=k, ρi=0) p(yPi |zi=k, ρi) p(ySi |zi=k, ρi)
































































































8. The distribution of θ, t,y,π,ρ marginalised over z. Assuming ρi=0 for






























9. The conditional distribution of zi|yPi ,ySi ,πi (single seismogram ar-
rival time distribution). The distribution of zi|yPi ,ySi ,πi is the probability
distribution of the arrival time when only information contained in the indi-
vidual seismogram is used. This is the probability distribution of the single
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ki
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10. The conditional distribution of zi|θ, ti,yPi ,ySi ,πi, ρi (multiple seismo-
gram arrival time distribution). This is the probability distribution of
the arrival time when all relevant information is used. Using the connection
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rules and the results in previous distribution, it follows that












∣∣θ, zi=j,yPi ,ySi ,πi, ρi=0) p (zi=j ∣∣θ,yPi ,ySi ,πi, ρi )
=
p (ti |θ, zi=k, ρi=0) p
(
zi=k
∣∣yPi ,ySi ,πi )
ki∑
j=0
p (ti |θ, zi=j, ρi=0) p
(
zi=j




{p (tij |θ, zi=k, ρi=0)} p
(
zi=k















i p (tik |θ, zi=k, ρi=0) p
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i p (tik |θ, zi=j, ρi=0) p
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and ρi=0 it follows that





































and ρi=0 it follows that




































it follows that p(zi=k | θ, ti,yPi ,ySi ,πi, ρi=1) is
equal to
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The mode of this distribution is a point-estimator of the phase arrivals. This
distribution is important as it can be used to answer (as does the MAP of z)
the question posed in Subsection 4.1.2 when θ = θMAP and πi = πiMAP. This
distribution will also be used in the Gibbs sampler discussed next in Section
4.4.
4.4 Posterior Distributions via MCMC
4.4.1 Motivation
Markov Chain Monte Carlo (MCMC) method is a well-known technique of obtain-
ing (or approximating) a complex posterior distribution in Bayesian analysis; for
a comprehensive review of these methods see Neal [55]. Ideally, one would want
to obtain the full posterior distribution over the parameters and variables of in-
terest, but this takes too long to calculate in a situation where fast processing is of
the essence. Fortunately, the maximum a posteriori (MAP) estimate, which is the
mode of the posterior distribution, is often sufficient for the purpose. There are
techniques for MAP estimation that will be discussed in Subsection 4.5 which do
not rely on approximating the full posterior distribution. In this section, posterior
distributions of parameters will be approximated for a few seismic events in order
to test the logical and mathematical structure of our model which the production
algorithms approximate. Examples of the posterior distribution for a few seismic
events are shown in Section 4.8.
Two sampling techniques, namely Metropolis-Hastings (Metropolis et al. [56];
Hastings [57]) and Gibbs sampling (Geman and Geman [58]) will be employed to
sample the posterior distribution p (θ, z,π,ρ|t,y) . For simplicity, we will assume
ρi=0 for all i. There are two types of Metropolis-Hastings sampling algorithms:
1) the global algorithm, where all the parameters are updated simultaneously
and
2) the local algorithm, where each parameter is updated systematically in turn.
The local Metropolis-Hastings algorithm (also called variable-at-a-time Metropolis-
Hastings or Metropolis-within-Gibbs algorithm (Geyer [59]) will be used to sample
θ and π. The algorithm specifies a way to generate samples using a proposal
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density that rejects or accepts proposed new samples of the posterior distribu-
tion. The proposal distribution of a new θ(t) will be the symmetric random walk
model centered at the previous θ(t−1), i.e. θ(t)|θ(t−1) ∼ N (θ(t−1), h), where h is the
standard deviation of the jumps, while the proposal distribution of π
(t)
i will be the
Dirichlet prior of πi ∼ Dir(1) which is independent of the current state π(t−1)i ; this
is discussed further in Subsection 4.4.2. Further, the zi variable will be marginal-
ised over when sampling πi , which is called a collapsed Gibbs sampler (Liu [60]).
The Gibbs sampler will be used to generate samples for each z. Gibbs sampling
generates samples from the conditional posterior distributions of each variable, i.e.
the distribution of a single parameter conditioned on all other parameters and data.
The conditional distributions of zi|θ, ti,yPi ,ySi ,πi are given by Equation 4.3.23 -
Equation 4.3.26. As shown in Section 4.4.2, sampling from zi|θ(t), ti,yPi ,ySi ,π
(t−1)
i
can be done directly and easily. The following step-by-step procedure will pro-
duce a sequence of observations that is approximately distributed according to the
posterior distribution of θ,π, z.
4.4.2 Procedure to Sample From Posterior Distribution




i for each i ∈ [n]. The following steps are
taken for each i to sample π
(t)
i for a given θ
(t−1) and π
(t−1)
i at time step t:
• Draw a proposal state πi ∼ q(πi|π(t−1)i ) = q(πi), where q (πi) = Dir (1) .





































∣∣θ(t−1),πi ) = ∑k p (ti,yPi ,ySi |θ, zi = k) p (zi = k |πi )










∣∣θ(t−1), ti,yPi ,yPi )
.
• If α ∼ Uni (0, 1) < r with Uni the uniform distribution, then accept the
proposed state, π
(t)
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• Draw a zi from p(zi | θ(t−1), ti,yPi ,ySi ,π
(t)
i ). This can be done by generating
α ∼ Uni(0, 1), then z(t)i = k∗ if∑[k∗−1]
j=0 p(zi = j | θ(t−1), ti,yPi ,ySi ,π
(t)
i ) < α <
∑[k∗]
j=0 p(zi = j | θ(t−1), ti,yPi ,ySi ,π
(t)
i ).
To evaluate the logarithm of Equation 4.3.1 for a proposed θ = (x, y, z, t0), where
θ was generated by perturbing θ(t−1) with a standard deviation of 10 meters for





i , the following steps are taken:
• Calculate the distance di between (x, y, z) and the coordinate of the sensor.
• Determine the travel time between (x, y, z) and the coordinate of the sensor,
i.e. (di/v
P
i ) for P-wave and (di/v
S
i ) for S-wave.
• Calculate the expected arrival time tPi (θ) = t0 +
di
vPi











































ik∗)(πik∗) if zi ∈ (mi, ki] .
(4.4.1)





i ,πi) + ln p (θloc) .
• Compute τ = min
{





• With probability exp(τ), set θ(t) = θ; otherwise θ(t) = θ(t−1).
Note that care has been taken to approximate p(θ, z,π,ρ|t,y). To draw samples of
z and θ from the posterior distribution is straightforward, as we can directly sample
z, and θ is only four-dimensional. Sampling πi from the posterior distribution, on
the other hand, is more problematic:
• The Markov chain can take extremely long (hours to days) to sample the
target distribution when ki > 10. For this reason, the proposed πij is set
to zero for any j, in cases when p(zi=j|θMAP, ti,yPi ,ySi ,πi, ρi=1) < 0.05.
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We therefore do not propose values other than zero if we know that the
distribution of πij will peak at zero. In essence, only proposed samples near
the mode are allowed; low probability regions are ignored. With this scheme
the number of independent samples n0 = 500, 000 and to run the sampler
takes about 5 minutes.
• The lag at which the autocorrelation of the MCMC samples of π starts to be
weakly dependent was calculated, i.e. where the Pearson correlation coefficient
became smaller than some ε as ηε. The autocorrelation at lag 5 is below 0.01.
For our problem we thus have η0.01 = 5; hence every 5th sample can be
assumed to be practically independent.
• Burn-in periods are not an issue here as the starting values of the parameters
are the MAP values.
• The number of optimal independent samples, no, was obtained by determining











is smaller than some critical value λ for
all i and j. In our case, λ was set to be 0.0005.
• With this scheme, the acceptance ratio in sampling πi is around 0.66.
4.5 Maximum A Posteriori Estimation
As will be shown in this section, it turns out that the maximum a posteriori (MAP)
estimates of zi, πi and ρi can be determined analytically given θMAP, while θMAP
itself can only be derived numerically by using a nonlinear optimisation algorithm
such as Nelder-Mead (Olsson and Nelson [32]). In this dissertation, we are more
interested in the MAP estimates, but in Section 4.8 I do compare the posterior
distributions of zi and πi to p(zi=k|θMAP, ti,yPi ,ySi ,πi, ρi). It turns out that these
distributions are similar.
For a known θ, obtaining MAP estimates (technically these are MAP estimates
only if θ = θMAP) for zi, πi and ρi for i ∈ [n] is straightforward. The MAP estimate
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The MAP estimate of πi is: πik̂i = 1 and πij = 0 for all j ∈
{
n ∈ [ki]|n 6= k̂i
}
.









































and otherwise it is 1.



















































Firstly, starting locations of θ as close as possible to the true location (in the
basin of attraction of Equation 4.5.2 ) are desirable. The location found by minim-
ising the travel time equations TTE (Equation 4.1.6 and Equation 4.1.7), using the
most likely P-wave onset and S-wave onset found from the HMM as arrival times,
can be used as a starting point in most scenarios, with the origin time starting
point the difference between the average arrival times and average travel times of
all sensors. The coordinates of the first sensor that triggered can also be a starting
point (for a relatively dense seismic array). A starting point of the origin time is
the trigger time of the first sensor location.
Secondly, we want the search space of the maximisation algorithm to be as
small as possible. The probability of θMAP falling into this volume should be high.
The radius of this volume can be obtained by calculating the distance between the
median first possible/candidate arrival time (assume this is P-wave onset) and the
median last possible arrival time (assume this is S-wave onset). Using the TTE,
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this distance can be calculated by subtracting the travel time of the S-wave from
the travel time of the P-wave, i.e.
















The larger distances associated with noisy signals are still acceptable, as in most
cases the optimisation algorithm converges to the global maximum. Though this
distance may be large in very noisy signals, it at least shrinks the search area for
the MAP estimation.
The Nelder-Mead optimisation method is used because of its speed. Multiple
starts are generated within a radius d from the possible starting points.
4.5.1 Procedure to Obtain MAP Estimation
Evaluating the logarithm of Equation 4.3.1 for a specific θspec = (xspec, yspec, zspec, t0,spec)
for MAP estimation is done as follows:
• Calculate the distance dspec,i between (xspec, yspec, zspec) and the coordinate of
sensor i.
• Calculate the travel time between (xspec, yspec, zspec) and the coordinate of the
sensor, i.e. (dspec i/v
P
i ) for P-wave and (dspec i/v
S
i ) for S-wave.
• Calculate the expected arrival time tPi (θspec) = t0 spec+(dspec i/vPi ) and tSi (θspec) =
t0 spec + (dspec i/v
S
i ).
• Calculate the variance σ2
tPθi
















• The likelihood of sensor i for possible arrival time pair tik given ρi=0 is


























• The likelihood of sensor i for possible arrival time pair tik given ρi=1 is











• Obtain pik = max
[
Lmax i (θspec, ρi=0) p(ρi=0) , Lmax i (θspec, ρi=1) p(ρi=1)
]
.
• Obtain the maximum pik of all ki possible arrivals time pairs for sensor i,
pmax i.
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• Obtain
∑n
i=1 ln pmaxi and add this term to the logarithm of the prior seismic
event location probability ln p (θloc) to obtain the logarithm of the posterior
distribution.
This step-by-step algorithmic procedure can be used to find the MAP estimates of
the parameters when using a Nelder-Mead algorithm.
4.6 Examples of the Likelihood of Sensors
For any arbitrary θ there are corresponding expected arrival times tPi (θ) and t
S
i (θ).
Of scientific interest are the graphs of the likelihoods of S- and P-arrivals, Equation
4.3.14 versus tPi (θ) and Equation 4.3.15 versus t
S
i (θ) for zi=k̂i for different seis-
mograms. Equations 4.3.14 and 4.3.15, which are dependent only on the candidate
P-wave arrival times and S-wave arrival times respectively, are used for visualisa-
tion purposes: plotting these equations, together with the raw seismogram, can
give insight into the sample times k̂i, at which the preferred arrival time changes
from one zi to another. For example: for expected arrivals far in time from any
candidate arrivals, k̂i will equal zero. Expected values of arrival times close to
candidate arrival times will result in k̂i 6= 0. As mentioned, only zi ∈ [ni,mi]
(P-no-S) is considered for the graph of Equation 4.3.14 versus tPi (θ) for zi=k̂i and
only zi ∈ [mi, ki] (S-no-P) is considered the graph of Equation 4.3.15 versus tSi (θ)
for zi=k̂i as visualisation of other pairs, where there are P- and S-wave arrivals is
nonsensical.
The variance of the distribution, σ2
tPθi








)2, depends on the
distance between the source (hypocentre) and recorded sensor. The larger the
distance, the flatter the distribution (i.e. the higher the variance) will be; the shorter
the distance, the more peaked the distribution. This makes sense, as the velocity
error aggregates with distance. The graphs of Equation 4.3.14 versus tPi (θ) for
zi=k̂i and Equation 4.3.15 versus t
S
i (θ) for zi=k̂i at different distances dj are also
of scientific interest. For flatter likelihood functions, i.e. for larger dj, the preferred
arrival time tends to be arrival times with a larger STA/LTA value: that is ϕPij and
ϕSij dominate. On the other hand, for θ close to the sensor, the preferred P-wave
arrival (S-wave arrival) will tend to be close to tPi (θ) (t
S
i (θ)). This is evident in
Figures 4.8 to 4.15, where the likelihood distribution is flatter, assuming a distance
between the hypothetical event location and the sensor coordinate of 2000 m as
opposed to 50 m. The more complex the waveforms, the more possible arrivals
there are and hence, the more local maxima.
Figures 4.8 to 4.15 present a set of typical results and examples of real seismic
events of the likelihood functions for P-wave and S-wave arrival times.
I now summarise the figures and their properties as follows.
• In all cases, the horizontal axis represents time (sampled at 6000 Hz).
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• The seismogram amplitudes are shown on the left for the x(red)- y(green)-
and z(blue)-components, while the likelihood function values are shown on
the right which quantify the smooth red likelihood curves.
• The shapes of the likelihood functions resemble Laplace mixture models. This
should be of no surprise. Let ϕPikπik = pik; then the marginal likelihood of




















which is the same mathematical expression as a Laplace mixture model. In-





the most likely candidate arrival. Note that even though the shape of the
likelihood is similar to a mixture model, the interpretation is fundament-
ally different. Where standard mixture models have modes at the mixture
component means, the likelihood function has modes at the candidate arrival
times. In standard mixture models, the dimension of the parameters (number
of mixture components) determines the number of modes, but in our case,
any given θ corresponds to or represents only one mode, namely the expected
arrival at each sensor. Hence, technically, our model is not a mixture model,
even though the shape of the distribution resembles one. Martinsson [23]
claims it is a mixture model, but as I have explained here, that is not the
case.
• As mentioned previously, the modes of the likelihood functions shown in the
figures correspond to only P-wave (or S-wave) candidate arrival times and
will therefore typically differ from the modes of the posterior distribution of
zi. On the other hand, the modes of the likelihood functions of Equation
4.3.13, which have corresponding P-wave and S-wave arrivals, will be similar
to the modes of the posterior distribution of zi, but cannot be superimposed
on the seismograms.
• The larger the distance (bottom panels), the flatter the distribution, i.e. the
higher the variance will be; the shorter the distance (top panels), the more
peaked the distribution. This makes sense, as the velocity error aggregates
with distance.
• The main reason for these figures is to illustrate (in cases of multiple possible
arrivals) at what sample times k̂i, the preferred arrival time changes from one
zi to another. Many examples are shown so that the reader can appreciate
the complexities in the likelihood function, the local maxima it produces and
the natural variability of seismograms producing the corresponding candidate
arrivals.
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Figure 4.8: Seismograms and superimposed likelihood functions of the P-wave arrival for
given distances, 50 m (upper panel) and 2000 m (lower panel), between the hypothetical
event location and the sensor location. The larger the distance between source and
sensor, the larger the variance, as the error in the velocity plays a more significant role.
In this example there is only one likely P-wave arrival, and finding the global maximum







































































Figure 4.9: Likelihood functions of the S-wave arrivals for a seismogram given for the
same distances used in Figure 4.8. For the upper 50 m distance seismogram, there are
three possible S-wave arrivals. The first arrival peak is clearly wrong as it corresponds
to the P-wave arrival, and the likelihood amplitude of this is correctly small. The largest
peak and the most likely arrival time correctly corresponds to the true S-wave arrival.
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Figure 4.10: Likelihood functions of the P-wave arrivals for a seismogram at 50 m
(upper panel) and 2000 m (lower panel) distances. While there are two possible P-wave
arrivals, the second arrival is clearly wrong as it corresponds to the S-wave arrival. The








































































Figure 4.11: Likelihood functions of the S-wave arrivals for a seismogram with two
seismic events at 50 m (upper panel) and 2000 m (lower panel) distances. In this example
there are four possible S-wave arrivals: two incorrect arrivals that correspond to the P-
wave arrivals of the two events and then also the two most likely arrivals corresponding
to the S-wave arrivals. The second event has a slightly higher probability. The event
with the larger maximum amplitude should be picked if the global maximum is found.
In this example, with multiple possible arrivals, finding the global maximum as discussed
in Subsection 4.5.1 should become more sensitive to the initial values of θ.
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Figure 4.12: The likelihood function of the P-wave arrivals for a seismogram at 50 m
(upper panel) and 2000 m (lower panel) distances. In this example there are two possible
P-wave arrivals, but the most likely P-wave arrival is incorrectly identified at the onset






































































Figure 4.13: The likelihood function of the S-wave arrivals for the same seismogram
of Figure 4.12. In this example there are only two likely S-wave arrivals close to each
other. As the S-wave arrival has been correctly identified, it should solve the problem of
the incorrect P-wave identification in the previous figure.
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Figure 4.14: The likelihood function of the P-wave arrivals for a seismogram. There
are many possible arrivals, but the most likely arrival has been correctly identified as the
one with the highest likelihood peak. Because optimisation algorithm can easily become
stuck in a local maximum, multiple starts are carried out as discussed in Section 4.5.1.






































































Figure 4.15: Last example of the likelihood function of the S-wave arrivals for a
seismogram. This is the same seismogram as the previous example and again there
are multiple arrivals for the S-wave. Note that the most likely S-wave arrival was also
identified correctly.
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4.7 Examples and Necessity of Multi-Sensor
Analysis
As mentioned in Chapter 2, recorded data needs to be processed within 5 seconds
to be of any value. Obtaining posterior distributions of the parameters is thus not
practical, but at least MAP estimates of zi in particular are quick. However, the
posterior distribution of zi or πi can indicate how many likely candidate arrival
pairs there are. This may be useful in identifying seismic events that may be
potentially incorrectly processed by the automatic processor in order for these to
be automatically forwarded to human processors for further assessment.







i , ρi (distribution 10 in Section 4.2), where π
prior





, . . . , 1
ki
), is similar to the posterior distribution of zi and is quick to evaluate;
see Section 4.8 for the similarities. This conditional distribution can therefore be
used as an approximation for the posterior distribution. To appreciate the effect of
knowing what θMAP has on the distribution of the arrival, a comparison between the
modes of zi|θMAP, ti,yPi ,ySi ,π
prior
i , ρi (blue bars) and the single seismogram picker
zi|yPi ,ySi ,π
prior
i (red bars) is shown in Figures 4.16 to 4.25.
I summarise the figures and their properties as follows.
• In all cases, the horizontal axis represents the sample times (sampled at 6000
Hz). These seismic events are real events that occurred on a mine serviced
by IMS.
• Only one figure per page is displayed due to its size and length of the caption.
• In all figures, the upper panel displays the seismogram amplitudes on the left
for the x(red)- y(green)- and z(blue)-components, while the lower panels rep-
resent the modes of the multi-sensor arrival times (blue bars) and the modes
of the single seismogram picker (red bars). P-values indicate the probability
of the specific arrival time pair being shown. Note that there may be many
red bars and blue bars (candidate arrivals), but only the most likely ones are
shown. Also, note that if there are two or more modes for the multi-sensor
arrival times, the possible arrival pairs will be close (in time) to one another
— see for example Figure 4.16.
• Only one (or a few) seismogram in the examples is shown, but many seismo-
grams were recorded and used to determine the multi-sensor arrival distribu-
tion.
• The main reason for these examples being shown is to illustrate the necessity
of using multi-sensor analysis (fully Bayesian analysis) in phase arrival detec-
tion. In most examples the algorithm performs well. Note that the mode of
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the multi-sensor arrival times shown in Figure 4.25 is wrong. This is not a
rare occurrence and the automatic processor may get stuck in local maxima
in up to about 30% of cases. Outlier detection techniques, as discussed in
Section 4.9, are used to possibly identify these types of mistakes.





























Figure 4.16: Example I of the single seismogram arrival time distribution (red bars)
and the multiple seismogram arrival time distribution (blue bars). In this example there
are multiple events from which one of the smaller seismic events was picked: of all the
sensors that recorded the seismic event, this event was the dominant one. The mode
of the single seismogram arrival time distribution does not contain the correct P-wave
arrival.
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Figure 4.17: Example II of the single seismogram arrival time distribution (red bars)
and the multiple seismogram arrival time distribution (blue bars). This is a relatively
easy event in that the mode of the single seismogram arrival time distribution correctly
contains both the true P-wave and true S-wave arrivals.
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Figure 4.18: Example III of the single seismogram arrival time distribution(red bars)
and the multiple seismogram arrival time distribution (blue bars). The mode of the single
seismogram arrival time distribution contains the true S-wave arrival.
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Figure 4.19: Example IV of the single seismogram arrival time distribution (red bars)
and the multiple seismogram arrival time distribution (blue bars). The mode of the single
seismogram arrival time distribution does not contain the P-wave arrival and corresponds
to P-wave coda. The second most likely arrival pair of the single seismogram picker
corresponds to the true P-wave and S-wave arrival.
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Figure 4.20: Example V of the single seismogram arrival time distribution (red bars)
and the multiple seismogram arrival time distribution (blue bars). The mode at 600 of
the single seismogram arrival time distribution is not the P-wave arrival and corresponds
to noise.
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Figure 4.21: In this example the mode of the single seismogram arrival time distribution
does not contain the P-wave arrival and corresponds to coda. Here the mode corresponds
to an incorrectly identified P-wave arrival close to the true S-wave arrival.
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Figure 4.22: Example VII of a uni-axial waveform (second panel, blue) for which it is
almost impossible to identify the correct P-wave arrival considering only this individual
seismogram. The top panel shows the recorded seismogram of the same event by a
different tri-axial sensor, where the true P-wave arrival is clear. By combining all the
information from multiple seismograms, the automatic processor identified the correct
P-wave and S-wave (blue bars).
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Figure 4.23: In this example the mode of the single seismogram arrival time distribution
contains the true P-wave arrival. The S-wave arrival is not clear, but the mode of the
single and multiple seismogram arrival time distribution does however correctly identify
the true S-wave arrival.
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Figure 4.24: Example IX of the seismogram arrival time distributions. The top graph
is the recorded seismogram from a different sensor, where it clearly shows the P-wave
arrival. From the uni-axial it is not clear which event is the most energetic or which
arrivals are correct. As mentioned in other examples, considering it as a multivariate
problem, combining the information contained in all sensors is critical in solving this
problem of identifying the correct arrivals on the uni-axial.
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Figure 4.25: The top graph is the recorded seismogram from a different sensor, where
it clearly shows the P-wave arrival. The correct P-wave arrival is almost totally hidden in
the noise and not identified as a possible P-wave arrival. The nearest candidate P-wave
arrival to the true arrival (leftmost blue bar) was chosen as the estimate of the P-wave
arrival. Outlier detection techniques, as discussed in Section 4.9, are used to possibly
identify the type of mistakes made by the algorithm in this example.
4.8 Examples of the Posterior Distributions
The posterior distribution of parameters can be obtained as described in Section 4.4.
In Figures 4.26 to 4.29 the posterior distributions of θ, π1k and z1 are shown for a few
seismic events, where k corresponds to the mode of the arrival time of the nearest
sensor. Note the difference in the shape of the marginal posterior distribution of π1k
depending on the number of modes of zi. In general, if the posterior distribution of
zi has only one mode at the kth possible arrival pair, then the marginal posterior
distribution of πik will be linearly increasing with a mode at 1 (with density 2) and
a minimum value at 0 (with density 2); see Figures 4.27 and 4.28. Hence, the mode
of the marginal posterior distribution of πik will be equal to the kth entry of the
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MAP estimate of πi. When the posterior distribution of zi has multiple modes,
then the posterior distribution of πik can take on more general shapes, as shown by
example in Figures 4.26 and 4.29. p(z1|θMAP, ti,yPi ,ySi ,π
prior
i , ρi) written shortly
as p(zθMAP1 ) in the figures below are also given as reference and, as can be seen, are
similar to the posterior probabilities of z1 in most cases.
I now summarise the figures and their properties as follows.
• These seismic events are real events that occurred on a mine serviced by IMS.
The arrivals times were verified by experienced human processors. The top
left panel shows the four seismograms that triggered (as explained in Section
2.5.1) first. I indicate the MAP arrivals of the first triggered seismogram (top
left seismogram) with solid lines and P and S symbols at the bottom of the
seismogram. The posterior distribution of the hypocentre (indicated by the
blue dots) is shown in the top right panel. The pink and red triangles indicate
the sensors that recorded the seismic events (the red triangles show the sensors
of the seismograms in the top right panel). The posterior distribution of the
mixing weight of the MAP arrival is shown in bottom left panel. Lastly, the
posterior distribution of the arrival times (solid lines with P and S symbols
of top left seismogram) of the nearest sensor is shown in the bottom right
panel.
• The distance scale for Figure 4.26 equals 109 m, for Figure 4.27 the distance
scale is 191 m, 197 m for Figure 4.28 and lastly, 67 m for Figure 4.29. Note
the wide range of possible shapes of the posterior of the hypocentre and that
the variance of the distribution tends to increase as the average hypocentre
distance between the seismic event and the sensors increases. It also increases
the less surrounded the seismic event is by seismic sensors.
• For very clear seismograms and only one signal in a buffer, the probability
of the MAP of z1 equals one - for example Figure 4.28. In such cases the
marginal posterior distribution of πik will be linearly increasing with a mode
at 1 (with density 2) and a minimum value at 0 (with density 0). For more
complex waveforms - for instance many signals in a buffer (Figure 4.26) or
lower SNR (Figure 4.29) - there will be more than one mode in the posterior
of z1. In these cases, the marginal posterior distribution of πik deviates from
linearly increasing with a mode at 1 (with density 2) and a minimum value
at 0 (with density 0).
• Note how similar in most cases p(z1|θMAP, ti,yPi ,ySi ,π
prior
i , ρi) is to the pos-
terior probabilities of z1. p(z1|θMAP, ti,yPi ,ySi ,π
prior
i , ρi) is thus a good ap-
proximation of the posterior counterpart and has the added advantage of
being quick to calculate.
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Figure 4.26: Example I of the posterior distribution of the hypocentre (top right)
indicated by blue dots, mixing weight of the MAP arrival (bottom left) and the arrival
time at the nearest sensor (bottom right) of a seismic event with recorded seismograms
shown in top left. The pink and red triangles in the top right figure indicate the sensors
that recorded the seismic event. The red triangles show the sensors of the seismograms
in the top right panel. Only the arrival time pairs that have non-zero posterior densities
are shown in the bottom right table. There is more than one mode in the posterior of
p(zθMAP1 ) and z1; hence the deviation in the marginal posterior distribution of πik from
linearly increasing with a mode at 1 (with density 2) and a minimum value at 0 (with
density 0). In this example the deviation is significant.
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Figure 4.27: Example II of the posterior distribution of the hypocentre (top right)
indicated by blue dots, mixing weight of the MAP arrival (bottom left) and the arrival
time at the nearest sensor (bottom right) of a seismic event with recorded seismograms
shown in top left. The pink and red triangles in the top right figure indicate the sensors
that recorded the seismic event. The red triangles show the sensors of the seismograms
in the top right panel. Only the arrival time pairs that have non-zero posterior densities
are shown in the bottom right table. The probability of the MAP of z1 equals one; hence
the marginal posterior distribution of πik is linearly increasing with a mode at 1 (with
density 2) and a minimum value at 0 (with density 0).
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Figure 4.28: Example III of the posterior distribution of the hypocentre (top right)
indicated by blue dots, mixing weight of the MAP arrival (bottom left) and the arrival
time at the nearest sensor (bottom right) of a seismic event with recorded seismograms
shown in top left. Similar to Figure 4.27, the probability of the MAP of z1 equals one;
hence the marginal posterior distribution of πik is linearly increasing with a mode at 1
(with density 2) and a minimum value at 0 (with density 0).
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Figure 4.29: Last example of the posterior distribution of the hypocentre (top right)
indicated by blue dots, mixing weight of the MAP arrival (bottom left) and the arrival
time at the nearest sensor (bottom right) of a seismic event with recorded seismograms
shown in top left. There is more than one mode in the the posterior of z1; interestingly,
while the marginal posterior distribution of πik is linearly increasing with a mode at 1
and a minimum value at 0, the densities are not equal to 2 and 0 respectively.
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4.9 Outlier Detection
In the cases where the phase arrival MAP estimates may be incorrect the vast
majority of those cases the algorithm would have got stuck in a local maximum.
The MAP estimates that result from the local maximum will typically be due to a
few outliers. To identify these outliers, the ACE algorithm is applied to the seismic
event. The ACE algorithm as described below adheres to the same rules as followed
by manual processors before a seismic event is allowed to be “saved” in the data
base. The normalised distance residual must be below 3%, and at some mines all
per site distance residuals must be below some threshold (typically 50 m). The
average hypo-central distance is defined as AHD = (1/n)
∑
di and the normalised













∣∣∣∣tPi − t0 − di(x, y, z)vPi




A residual of 3% will typically result in a accurate hypocentre. A simple, yet
effective, identification of accurate phase arrivals is achieved by using the following
algorithm (ACE algorithm):
• Calculate all the site-specific P-wave and S-wave residuals.
• Obtain the maximum per-site residual.
• If the per site residual is larger than 50 m or the normalised residual larger
than 0.03, disable the largest residual arrival and iterate; else exit.
The classification carried out in Chapter 3 did not use all arrival onset information
in the decision-making process. With arrival time onset information available,
post-pick classification can be carried out. The picking information is needed for
verifying polarities of the P-wave and S-wave arrival onset, SNR and other types of
sanity checks. This can also be used for post-pick blast discrimination as described
in Section 3.2. P-picks and S-picks with low SNR are disabled. With the pick
information, some single shot blasts can be identified by dominant frequency and
maximum amplitudes, time duration and amplitude of the coda. Some waveforms
are not seismic in nature, but missed by the HMM (as shown for example in Figures
3.18 and 3.21) and can similarly be identified and rejected.
Despite all these sanity checks, some visually obvious but incorrect automat-
ically processed events may still survive. Even though an informative prior of
hypocentres is used, in many cases the locations of these incorrectly processed seis-
mic events are spatially far from any cluster. In our algorithm, such events which
have an automatic location far from clusters should not be saved in the seismic
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database using the automatic processing, but should rather be selected for human
processing. This cluster check for outliers is most successful.
In addition, source parameter outliers (such as suspiciously high/low energy
events given the moment, suspiciously high/low ground motion given the distance
to sensor and suspiciously high/low moments given energy) should not be auto-
matically processed and are left for human processing.
The Wadati analysis is one of the oldest in seismology (Wadati [61]) and useful
in identifying unreliable phase arrivals. The difference between the modelled travel
times of the P-wave of two sensors, assuming a homogeneous velocity medium, is






which simply states a linear relationship between differences in S-wave travel times
and P-wave travel times, with a slope equal to the ratio of the P-wave and S-wave
velocity and intercept of zero. Automatically processed seismic events that have
data points that differ statistically significantly from the expected line are not saved
in the seismic database and are rather selected for human processing.
4.10 Results: Human Versus Automatic
Processing
In this subsection, I consider how the algorithms developed in this dissertation
compare to the current best available methods - those of normal and of elite quality
control human pickers. I specifically compare the classification and picking accuracy
of the automatic processor and decentralised human processors on the one hand to
the corresponding processing of the quality control (QC) processors; see Subsection
2.8 for definitions.
Every event that is quality controlled has an initial score of 100 and marks are
deducted for any misclassification (difference between original classification and
QC classification) or any phase arrival differences (picking differences) that are
outside the error bounds of the arrivals points. A score of zero is given when the
original processing is rejected and the QC processing is accepted, while a score
of 50 is given when the original processing is accepted and the QC processing is
rejected. The deduction formula for incorrect P-wave picks for a seismogram i is
(100/n)[1 − exp(−|Pdec,i − PQC,i|/σPQC,i)], where n is the number of seismograms
recorded by the sensors and σPQC,i is a function of the SNR of the P-wave pick of
the QC processor; the lower the SNR, the larger σPQC,i . A similar formula holds
for incorrect S-wave picks.
An example of two seismograms that were picked by a decentralised processor
(Pdec and Sdec) and a QC processor (PQC and SQC) is shown in Figure 4.30. The
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QC processor picked the seismograms correctly and the decentralised processor
incorrectly. The S-wave pick by the decentralised processor in the seismogram in
the top graph is too early, while the P-wave pick of the seismogram in the bottom
graph is too early. Both these incorrect picks resulted in marks being deducted.

























































Figure 4.30: Comparison of arrival picks by normal decentralised human processors
(Pdec and Sdec) and quality control processors (PQC and SQC). See text for discussion.
For this specific event, the QC score was 61.92.
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As the QC processing can sometimes be incorrect or where the classification
of certain events are ambiguous (for example low SNR events), a quality control
query (QCQ) system is in place, where all events that did not score 100 are double-
checked by experienced in-house processors employed by IMS. Incorrectly classified
events by the QC processor are corrected and ambiguous events are also given a
score of 100.
For quantitative comparison of many events, I analysed a total of 5000 quality-
controlled events sourced from the two highest activity mines which we shall refer
to as Mine1 and Mine2. These events were recorded between 01 January 2018
and 01 January 2019. The QC scores before and after QCQ for the automatic
processor and decentralised processing are shown in Table 4.2 for Mine1 and Table
4.3 for Mine2. Note that each decentralised processor processed a similar number
of events, i.e. 71 events for each mine. At Mine1 the auto-processor can process
81.96% of data and at Mine2 80.90% of data.
Table 4.2: Comparison of human and automatic processing at Mine1. ’Auto’ is the auto-
matic algorithm developed in this dissertation and ’Human’ is the decentralised human
processors
Before QCQ After QCQ
Auto., % Human,% Auto., % Human, %
QC score 87.25 85.87 96.43 95.50
Classification score 89.56 88.94 98.73 98.58
Picking score 93.57 91.18 93.57 91.18
Table 4.3: Comparison of human and automatic processing at Mine2.
Before QCQ After QCQ
Auto., % Human,% Auto., % Human, %
QC score 91.87 92.63 97.74 97.26
Classification score 92.73 94.08 98.60 98.69
Picking score 94.33 91.26 94.33 91.42
As can be seen from the results in this section, the automatic processor has
more or less the same QC score as the average decentralised processor and per-
forms considerably better than the worst decentralised processor. The automatic
processor has the added advantage of being much faster and cheaper.
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4.11 Chapter Summary
Since this Chapter contains the essence of the original work done by me, and
since it is so long, I end with a summary of its contents. A PGM-based method
was developed that utilises the information contained in the single seismogram
automatic picker(s) recorded at all sensors with the information contained in the
hypocentre and origin time of the event. A single seismogram automatic picker that
uses modified STA/LTA measurements to determine the candidate phase arrivals
of a sensor was developed. The PGM is a Bayesian network and in particular a
hierarchical Bayesian network. Using a probabilistic graphical model enables us
to derive the joint probability density function of all the variables at play. Latent
variables were introduced to model the phase arrivals. The mode of the latent
variable distribution is a point-estimator of the phase arrivals.
Section 4.5 outlined how to obtain, with a high probability, the MAP estimates
of the posterior distribution. Starting points for θ that fall with a high probability
into the basin of attraction of the joint distribution were discussed. I found analyt-
ical solutions for the arrival distribution where θMAP is known. The solutions are
quick to obtain and similar to the posterior distribution of the phase arrivals.
The effectiveness of the proposed PGM was demonstrated using examples. Tech-
niques and conditional distributions to solve the statistical inference of this PGM
were found.
Outliers, based on the processing of the automatic processor, as discussed in
Section 4.9, are not saved in the seismic database, but are selected for human
processing instead.
In Section 4.10, a comparison between the quality of the automatic processor
and the decentralised (human) processing was given. The automatic processor has






Strong changes in the rate of seismic activity, so-called bursts, are due to a step-
loading caused by production blasts or large events. When these bursts occur, it
is critical to ascertain as quickly as possible where the mainshock(s) (main seismic
event) and aftershocks have occurred with a view to order withdrawal of under-
ground personnel. For re-entry purposes of workers, it is also important to know
when the level of seismic activity has returned to an acceptable level. These bursts
can occur at a rate of up to 100 times the normal background activity, in which
case the number of human processors on shift during these times will typically
not be sufficient. As human processing takes long and it may take hours to catch
up, activity bursts will lead to longer delays before workers can re-enter the mine.
Automatic processors are therefore a critical matter, in terms of safety and financial
efficiency.
This dissertation documents my development of a successful automatic pro-
cessor. The processor can classify (Chapter 3) and determine phase arrivals (Chapter
4) at the same level of quality as human processing, but is much faster. The phase
arrival determination algorithm can be described by a Bayesian network (Figure
4.6) with a joint distribution given by Equation 4.3.1; this formula provides the
most compact and accurate summary of my model. The automatic processor can
also determine when it is unsure of a specific event and pass the event back to the
decentralised human team (Section 4.9).
The method documented here can successfully process more than 50% of all
recorded data at mines serviced by IMS, that is on average more than 20,000
recorded events per day. In addition to handling bursts, it has the added advantage
of making processing costs cheaper for both IMS and its customers.
The automatic processor in its current state is constrained by business consid-
erations as there was a need to produce an automatic processor that has a quality
comparable to human processors as quickly as possible. There is future work to be
carried out discussed below.
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The HMM derived in this dissertation is linear and sequential. In deep learning,
a recurrent neural network is also a sequential model, but has the advantage of being
nonlinear and has long-term dependency. Also, convolutional neural networks have
had much success in image classification. Such models have become very popular
in recent years, but these deep learning models were not tested in this dissertation.
Future work will include testing these new algorithms for classification of seismic
data recorded at mines and compare the success rate (QC scores) to that of the
HMM using the customised Viterbi algorithm as developed in this dissertation.
The MAP estimates of the Bayesian network should be the correct phase arrivals
from a set of possible (or candidate) arrivals for each sensor. A simple STA/LTA
algorithm was used to identify only candidate or possible arrivals for each sensor,
the so-called single seismogram picker. To improve the current automatic processor,
it would be helpful if the single seismogram picker could produce fewer false alarms.
There is currently promising research being carried out in deep learning, for example
such as convolutional neural networks described in Zhu and Beroza [62] and Wang
et al. [63]. If these types of single seismogram pickers could reduce false alarms,
far fewer local maxima and a smoother objective function would be achieved. The
number of successfully processed seismic events will thus increase. This, too, is
work for the future.
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