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Data mining je v současné době mocným nástrojem pro analýzu
dat. Pomoćı této techniky lze objevovat skryté informace,
předpov́ıdat vývoj nemoćı, nebo monitorovat pr̊uběh výroby,
který bývá reprezentován formou časových řad. Diplomová práce
je zaměřena na popis a členěńı časových řad spolu se zpra-
cováńım př́ıpadových studíı založených na časových řadách. V
práci byly zkoumané a popsané př́ıpadové studie v data minin-
gových nástroj́ıch použ́ıvaných na fakultě mechatroniky pro obor
informačńı technologie v kurzu data miningu a jsou zachycovány
rozd́ıly při jejich použ́ıváńı. V závěru jsou nástroje vyhodnoceny
spolu s doporučeńım z hlediska použit́ı v daľśıch úlohách.
Abstract
Data mining is currently a powerful tool for analyzing data. This
technique can discover a hidden information, predict a development
of dieseases or monitor a process of production which is represented
in many cases by form of time series. In this thesis were examined
and reported case studies using data mining tools used by the fa-
culty of mechatronics in the field of information technology in the
data mining course and described differences in their use. Data mi-
ning tools are evaluated with the recommendations in terms of use
in other tasks.
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2.3 Daľśı děleńı časových řad . . . . . . . . . . . . . . . . . . . . . . . . . 11
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2.9 Metody analýzy časových řad . . . . . . . . . . . . . . . . . . . . . . 19
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V současné době se v řadě odvětv́ı elektronicky zaznamenává obrovské množstv́ı dat
na rozd́ıl od dř́ıvěǰśıch dob, kdy záznam dat nebyl v takovém měř́ıtku. Nastává tedy
otázka, jak nasb́ıraná data smysluplným zp̊usobem využ́ıt. Odpověd́ı na tuto otázku
je data mining, do češtiny často překládáno jako dolováńı dat. Data mining slouž́ı
k nalezeńı a zkoumáńı skrytých a užitečných informaćı ze zkoumaných dat. Dı́ky této
technice je možné z dat předv́ıdat nadcházej́ıćı trendy, vývoj nemoćı, předpov́ıdat
budoućı prodeje nebo plánovat výrobu. Data z oblasti, jakou je např́ıklad výroba,
jsou často reprezentovány ve formě časových řad.
Diplomová práce se zabývá vytvořeńım př́ıpadových studíı obsahuj́ıćı časové
řady spolu se sestaveńım predikčńıch model̊u modelovaných v data miningových
nástroj́ıch. Použité data miningové nástroje byly vybrány na základě studijńıho
využit́ı ve výuce a to z d̊uvodu, že diplomová práce má za ćıl vytvořit př́ıpadové
studie pro výuku praktického zpracováńı časových řad na fakultě mechatroniky v
předmětu zabývaj́ıćım se data miningem.
Před samotnou tvorbou př́ıpadových studíı je zapotřeb́ı uvést čtenáře do pro-
blematiky časových řad a jejich členěńı. V kapitole 2 se zabývám představeńım
základńıch pojmů časových řad, jejich charakteristikami a v posledńı řadě mani-
pulaćı s časovými řadami. Kapitola 3 je věnována úvodu čtenáře do problematiky
data mimingu. V textu je popsána př́ıprava dat před nasazeńım data miningových
nástroj̊u spolu s představeńım vybraných modelovaćıch nástroj̊u, které maj́ı v dnešńı
době velké zastoupeńı.
Stěžejńı část diplomové práce je zaměřena na vytvořeńı př́ıpadových studíı zalo-
žených na časových řadách. Prvńı př́ıpadová studie, kterou jsem označil jako monito-
rováńı provozu stroj̊u, je založena na predikci poruchy stroj̊u za pomoćı vytvořeného
modelu zpracovávaj́ıćıho poskytnuté data ve formě časové řady zaznamenávaj́ıćı
vlastnosti stroje jako je tlak, teplota, výkon aj. před jeho selháńım. Druhá př́ıpadová
studie je označena jako předpověd’ spotřeby elektrické energie. Studie je zaměřena na
analýzu a predikci spotřeby elektrické energie na následuj́ıćı den pomoćı naměřených
časových řad spotřeby elektrické energie za dané obdob́ı spolu s teplotou na několika
stanovǐst́ıch. Studie dále obsahuje analýzu spotřeby elektrické energie v závislosti
na dnu v týdnu, svátku a venkovńı teploty. V obou př́ıpadech jsem vytvořil detailńı
př́ıručky zachytávaj́ıćı nutné operace pro tvorbu př́ıpadových studíı ve zvolených
nástroj́ıch. Př́ıručky také slouž́ı jako podklad pro výuku.
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Zpracováńı př́ıpadových studíı prob́ıhá v data miningových nástroj́ıch IBM
SPSS Modeler a nástroji Knime. Výběr nástroj̊u byl založen za ćılem porovnáńı
komerčńıho nástroje (IBM SPSS Modeler) spolu s volně dostupnou platformou
Knime. Ćılem je porovnat oba použité nástroje při modelováńı př́ıpadových studíı
z hlediska nab́ızených funkćı a vyvodit doporučeńı pro nasazeńı na konkrétńı typy
úloh.
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2 Analýza časových řad
Časové řady se vyskytuj́ı v každém odvětv́ı, kde jsou produkována a zaznamenávána
data v závislosti na čase, a jsou mocným nástrojem pro nalezeńı určitých, opa-
kuj́ıćıch se událost́ı. Takové jevy se daj́ı objevit pomoćı analytických metod. Z
d̊uvodu velkého rozsahu analytických metod bude v této diplomové práci popsána
pouze vybraná část. Ćılem analyzačńıch metod je podle [1] následuj́ıćı: Metody pro
analýzu časových řad slouž́ı k nalezeńı pravidla pro tvorbu časové řady. Nalezeńım
pravidla se dostáváme do situace, kdy máme šanci předv́ıdat budoućı vývoj zkou-
mané časové řady a přizp̊usobit podle ńı daľśı činnost, která je na časové řadě závislá.
Po nalezeńı mechanismu vytvářeńı časové řady se vytvář́ı model. Model se následně
testuje a ověřuje se jeho korektnost v̊uči zkoumané časové řadě.
V této kapitole budou nejprve vymezeny některé základńı termı́ny, které čtenáře
uvedou do zkoumané problematiky. Dále budou popsány vlastnosti časových řad
spolu s jejich možnostmi analýzy.
2.1 Časové řady
Časová řada je posloupnost časově uspořádaných hodnot. Hodnoty jsou nejčastěji
výsledkem měřeńı, nebo sledováńım veličin jakou jsou ekonomické ukazatele apod.
Časové řady mohou obsahovat např́ıklad data o stavu oleje výrobńıho stroje sledo-
vané v čase, nebo stavy zásob sklad̊u za dané obdob́ı. Časové řady bývaj́ı nejčastěji
źıskávány ekvidistantně, tzv. jsou źıskány ve stejných časových intervalech. Př́ıkla-
dem ekvidistantńıch interval̊u je periodické zaznamenáváńı teploty vzduchu každou
hodinu.
Zápis časové řady je v následuj́ıćım tvaru:
y1, y2, . . . , yn (2.1)
nebo -li
yt, t = 1, . . . , n (2.2)
Časové řady slouž́ı k vytvořeńı modelu, podle kterého můžeme např. predikovat
některé situace. [1]
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Situace, které lze z časových řad předpov́ıdat jsou např́ıklad predikce nezaměst-
nanosti, havárie stroj̊u, nebo intervence na devizových trźıch.
2.2 Děleńı časových řad
Časové řady popisuj́ı vývoj statistického znaku a rozděluj́ı se do mnoha skupin [4].
Mezi hlavńı skupiny děleńı patř́ı řady:
Intervalová časová řada
Hodnota sledovaného ukazatele časové řady záviśı na celé délce sledovaného inter-
valu. Př́ıkladem může být r̊ust mezd v České republice od roku 2000 do roku 2015,
tzv. o kolik Kč se změnila mzda od roku 2000 do roku 2015. Dále pak např́ıklad
měśıčńı provozńı náklady pro chod restaurace nebo čtvrtletńı spotřeba vody pro
sledované śıdlǐstě.
Okamžiková časová řada
Hodnota ukazatele okamžikové časové řady nezáviśı na délce sledovaného intervalu,
jako v př́ıpadě intervalové časové řady, nýbrž na jistém okamžiku. T́ımto okamžikem
může být určitý čas, den v měśıci apod. Př́ıkladem je počet dopravńıch nehod k datu
31.12.2014, nebo počet evidovaných uchazeč̊u v určitém okamžiku apod.
Odvozená časová řada
Posledńı rozděleńı časových řad je odvozená časová řada, která je výsledkem kom-
binace řad intervalových nebo řad okamžikových. Př́ıkladem může být efektivita
výroby. Výsledná časová řada bude vytvořena pod́ılem řady, která reprezentuje počet
kus̊u výrobku a řady reprezentuj́ıćı nezávadné výrobky.
2.3 Daľśı děleńı časových řad
Časové řady lze dále dělit do několika skupin [1, 3, 4] a to podle délky časových řad,
ekvidistance, zda jsou deterministické či nikoliv apod. Děleńı řad podle zmı́něných
kritéríı jsou popsány v následuj́ıćıch odstavćıch.
Řady s absolutńımi a relativńımi ukazateli
Hodnoty časové řady s absolutńımi ukazateli nejsou žádným zp̊usobem upraveny,
ale jsou ve ”stavu“, ve kterém byly źıskány (naměřeny). Naproti tomu časové řadys relativńımi ukazateli jsou již nějakým zp̊usobem upraveny. Ukazatelé mohou být
zpr̊uměrovány, mohou být nad těmito ukazateli prováděny r̊uzné výpočty apod.
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Řady deterministické a stochastické
Deterministické časové řady neobsahuj́ı žádný náhodný prvek a jsou tvořeny podle
určitého modelu. Naopak u stochastických řad se náhodný prvek vyskytuje a nelze
je tak predikovat, nýbrž pouze odhadovat. Př́ıkladem stochastické časové řady je
vývoj akcíı na akciovém trhu, který se odv́ıj́ı podle situaćı ve světě.
Řady krátkodobé a dlouhodobé
Hodnoty krátkodobých časových řad jsou zaznamenávány v časových úsećıch kratš́ıch
než jeden rok. Jedná se např́ıklad o měśıčńı uzávěrky, čtvrtletńı hodnoceńı apod.
U dlouhodobých časových řad se hodnoty sleduj́ı v horizontu větš́ım než jeden rok.
Takové řady např́ıklad obsahuj́ı hodnoty o subjektu za posledńıch x let a obsahuj́ı
tak historii.
Řady ekvidistantńı a neekvidistantńı
Ekvidistantńı řady obsahuj́ı hodnoty se stejným časovým krokem, tzv. interval mezi
hodnotami řady je stejný a hodnoty jsou zaznamenávány ve stanovém čase. Neekvi-
distantńı časové řady žádným intervalem nedisponuj́ı a hodnoty řad jsou źıskávány
náhodně, nebo v závislosti na okolńıch procesech. Při práci s neekvidistantńımi
řadami je nutné nejprve tyto řady upravit. Často se uvád́ı převod na jednotkový
interval. Ekvidistantńı časovou řadu lze źıskat např́ıklad periodickým sńımáńım tep-
loty ovzduš́ı každou hodinu. Neekvidistantńı časovou řadu lze poř́ıdit zaznamenáńım
hodnot při selháváńı elektroniky a to měřeńım např. napět́ı a proudu na kĺıčových
elektronických součástkách.
Řady stacionárńı a nestacionárńı
Označeńı řady pojmem stacionárńı a nestacionárńı časové řády záviśı na tom, zda
obsahuj́ı změny v pr̊uměru, nebo rozptylu hodnot řady. Stacionárńı řady obsahuj́ı
cyklické změny pr̊uměru nebo rozptylu a tud́ıž nejsme schopni rozeznat jednotlivé
hodnoty v r̊uzných časových okamžićıch, tzv. docháźı k oscilováńı hodnot. Naopak
u nestacionárńıch časových řad docháźı k vývoji hodnot na celém časovém měř́ıtku
řady. Nestacionárńı řady obsahuj́ı trend. Stacionárńı řadou může být např́ıklad
diskrétńı sinusový signál. Př́ıkladem nestacionárńı časové řady je vývoj světové
populace, která se neustále zvyšuje. Rozd́ıl mezi těmito řadami je zobrazen na
následuj́ıćım obrázku.
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Obrázek 2.1: Rozd́ıl mezi nestacionárńı a stacionárńı časovou řadou
2.4 Charakteristiky časových řad
S časovými řadami je možné provádět mnoho matematických operaćı, které se ve
statistice použ́ıvaj́ı. Operace nad časovými řadami se děĺı do dvou skupin. Prvńı
skupinu tvoř́ı charakteristiky polohy, kde hlavńı skupinu tvoř́ı pr̊uměry. Druhou
skupinu zastupuje rozptyl, který je jedńım ze zástupc̊u charakteristiky variability.
Mezi základńı operace s časovými řadami jsou zmı́něný aritmetický pr̊uměr a rozptyl.
[3, 4] Tyto a daľśı nejv́ıce použ́ıvané operace nad časovými řadami jsou popsány v
následuj́ıćım textu.
2.4.1 Charakteristiky polohy
Jedná se o hodnoty, které charakterizuj́ı střed zkoumaného souboru a kolem kterých
koĺısaj́ı všechny hodnoty souboru.
Aritmetický pr̊uměr









Výsledkem váženého pr̊uměru je pod́ıl součtu hodnot yi časové řady, které jsou











Chronologický pr̊uměr se použ́ıvá pro zjǐstěńı pr̊uměrné hodnoty okamžikové časové
řady.















,kde yi jsou hodnoty časové řady.
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,kde di; i = 2, . . . , n je délka interval̊u mezi jednotlivými hodnotami časové řady.
2.4.2 Charakteristiky variability
Charakteristiky variability slouž́ı ke zjǐstěńı variability zkoumaného souboru, tj. o
kolik se lǐśı zkoumané hodnoty v celé řadě.
Rozptyl
Udává, jak jsou hodnoty rozptýleny od středńı hodnoty.
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kde n − 1 znač́ı počet prvk̊u řady výběrového souboru, yi je prvek řady a ȳ je
pr̊uměr hodnot řady.
Směrodatná odchylka




V ar (X) (2.9)
2.5 Korelace




(xi − x̄) (yi − ȳ)
σxσy
(2.10)
, kde hodnoty rxy mohou nabývat hodnot z intervalu 〈−1; 1〉. Veličiny xi a yi
jsou hodnotami zkoumaných řad a σx, σy směrodatné odchylky časových řad x a
y. Pokud se hodnoty rxy výsledku korelace bĺıž́ı k hodnotě −1, docháźı k záporné
korelaci. Hodnoty jedné časové řady v záporné korelaci stoupaj́ı, kdežto hodnoty v
druhé časové řadě klesaj́ı. Pokud korelace časových řad nabývá hodnoty 1, tak se
hodnoty koreluj́ıćıch řad vyv́ıjej́ı stejně (hodnoty rostou). Korelace nabývaj́ı hod-
noty 0 udává nezávislost zkoumaných řad.
Pokud se však u časových řad vyskytuje časové zpožděńı, tj. hodnoty časových
řad jsou źıskávány v jiných časových intervalech, pak závislost těchto řad nemuśı
být odhalena. Časové řady obsahuj́ıćı časové zpožděńı by měli být nejdř́ıve upraveny
do stejných časových interval̊u. [4]
2.6 Ḿıry dynamiky
Mezi daľśı transformace časových řad patř́ı mı́ry dynamiky. Mı́ry dynamiky zahrnuj́ı
tempa a př́ır̊ustky. Tempem se rozumı́ procentuálńı r̊ust sledované veličiny v daném
obdob́ı oproti obdob́ı minulému. Př́ır̊ustek pak označuje př́ır̊ustek sledovaného uka-




Absolutńı př́ır̊ustek označuje rozd́ıl současného a minulého obdob́ı , tj. t, t − 1
sledované veličiny.
∆yt = yt − yt−1 (2.11)
kde t = 2, 3, . . .
Pr̊uměrný absolutńı p̌ŕır̊ustek
Jedná se pr̊uměrnou hodnotu absolutńıch př́ır̊ustk̊u za stanovené obdob́ı n







Koeficient r̊ustu označuje pod́ıl dvou sousedńıch obdob́ı, tj. o kolik procent vzrostla
sledovaná veličina o proti obdob́ı minulému. Koeficient r̊ustu se také označuje jako





kde t = 2, ..., n
Pr̊uměrný koeficient r̊ustu
Označuje pr̊uměrný koeficient r̊ustu za stanovené obdob́ı n.
k̄ = n−1
√
















Udává změnu sledovaného ukazatele časové řady v čase t oproti hodnotě ukazatele








2.7 Úpravy časových řad
V následuj́ıćıch odstavćıch budou popsány základńı úpravy časových řad.
Doplněńı chyběj́ıćıch hodnot
V některých př́ıpadech je nutné časovou řadu doplnit o určitý počet hodnot z
d̊uvodu, že zkoumaná řada je pro daľśı práci př́ılǐs ”krátká“. V takovémto př́ıpaděje několik zp̊usob̊u, jak tyto chyběj́ıćı hodnoty doplnit [4]:
• Prvńı z možnost́ı je doplnit řadu nulami. Doplněńım lze zvětšit velikost časové
řady na požadovanou velikost. Jedná se o nejjednoduš́ı metodu, ale nemá
žádnou vypov́ıdaj́ıćı hodnotu z d̊uvodu nepřidáńı žádné nové informace.
• Daľśı možnost doplněńı chyběj́ıćıch hodnot je doplnit řadu aritmetickým pr̊u-
měrem nebo mediánem. Tato metoda je často použ́ıvána a využ́ıvá se předevš́ım
pro doplněńı hodnot mezi hodnoty již naměřené.
• Mezi daľśı metody doplněńı hodnot patř́ı metoda lineárńı interpolace. Lineárńı
interpolace vkládá mezi jednotlivé sousedńı hodnoty, hodnoty nové źıskáńım
lineárńı interpolaćı.
• Pro doplněńı hodnot lze také použ́ıt metodu extrapolace. Extrapolace slouž́ı
k odhadu hodnot řady mimo tuto řadu. Extrapolované hodnoty maj́ı v praxi
smysl pouze pro malé intervaly. Pro větš́ı intervaly je extrapolace považována
za velmi nepřesnou metodu.
Doplňováńım časových řad chyběj́ıćımi hodnotami je v praxi nutné brát zřetel
nad t́ım, že docháźı k dosazováńım ”uměle“ vytvořeným hodnotám, které by v praxinemuseli v̊ubec nastat.
Transformace mě̌ŕıtka
Transformace měř́ıtka se použ́ıvá pro zmenšeńı variability hodnot časové řady. Trans-
formace může být uskutečněna za pomoćı matematických operaćı, a to např́ıklad
vynásobeńım řady vhodnou konstantou, logaritmováńım, kombinaćı dvou řad apod.
Pro źıskáńı p̊uvodńı řady se provede zpětná transformace. [4]
Sezónńı diference
Sezónńı diference slouž́ı ke zjǐstěńı, zda došlo k diferenci v opakuj́ıćıch se (sezónńıch)
okamžićıch. Diference může být kladná nebo záporná. Př́ıkladem je diference čtvrt-
letńıch uzávěrek za předešlé obdob́ı několika let, nebo změna vyrobených produkt̊u
v určitém měśıci za několik let. [4]
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Vyhlazováńı časových řad
Časové řady mohou někdy obsahovat několik náhodných hodnot časové řady, nebo
hodnoty, které se do časové řady mohou dostat z d̊uvodu chybného měřeńı. Vyhlazeńı
časové řady je schopné tyto jevy částečně potlačit a zobrazit tak řadu bez daľśıch
vliv̊u. Vyhlazeńı časové řady lze doćılit pomoćı klouzavých pr̊uměr̊u. [4]
2.8 Problémy časových řad
Při tvorbě časové řady se sledovaná veličina transformuje na matematický model.
Transformaćı může doj́ıt k řadě problémům, kterým je vhodné se věnovat před
vlastńı analýzou časové řady [1, 4].
Problémy s délkou časových řad
U časových řad může docházet k problémům z d̊uvodu délky řady. Např́ıklad některé
algoritmy pro analýzu časové řady požaduj́ı minimálńı velikost časové řady pro
správné fungováńı algoritmu. Daľśı problém ”krátkých“ řad je, že řady nemuśı do-statečně zachytit sledovaný vývoj zkoumaného problému. V dlouhých řadách se na-
opak může vyskytovat prvek, který ovlivńı řadu a znehodnot́ı očekávaný výsledek
pozorováńı.
Problémy s kalendá̌rńımi dny
Daľśım problémem časových řad je problém kalendářńıch dn̊u. Problém spoč́ıvá v
délce jednotlivých měśıćıch, ale také v pracovńıch dnech. Pracovńı dny jednoho
měśıce často nekoresponduj́ı s pracovńımi dny v jiném měśıci. Nelze zapomenout
na svátky nebo přestupný rok, které mohou ovlivňovat časové řady a komplikovat
souvisej́ıćı algoritmy. Problémy kalendářńıch dńı lze řešit stanoveńım pevného počtu
dńı měśıce, roku apod.
Problémy se vzorkem mě̌reńı
Výběr vzorku naměřených dat časové řady nemuśı být vždy prováděn stejným
zp̊usobem nebo vybraný vzorek nemuśı korektně reprezentovat zkoumanou časovou
řadu. Např́ıklad pouhým zkoumáńım několika počátečńıch záznamů časové řady
nezjist́ıme chováńı časové řady a źıskaný vzorek nemuśı korespondovat s daľśım
vývojem. Výsledná analýza vzorkované časové řady by byla velmi zkreslená.
Problémy s volbou časových bod̊u pozorováńı
Při tvorbě časové řady se sledovaná veličina spojitého charakteru přeměňuje na řadu
diskrétńıch hodnot, které jsou časově uspořádány. Při transformaci je nutné zvolit
zp̊usob diskretizace. Základńı technikou diskretizace je zaznamenáváńı hodnoty v
konkrétńım čase, např́ıklad počet bit̊u přenesených v konkrétńım okamžiku. Daľśı
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metodou diskretizace je akumulace hodnot. Akumulace hodnot sč́ıtá jednotlivé hod-
noty časové řady za určité obdob́ı. Posledńı část diskretizace je metoda pr̊uměrováńı.
Metoda při diskretizaci spojité veličiny pr̊uměruje diskrétńı hodnoty za zvolené ob-
dob́ı.
2.9 Metody analýzy časových řad
Pro analýzu časových řad existuje řada metod, které se lǐśı zp̊usobem aplikace na
daný problém. Metody jsou dále závislé na aplikaci na konkrétńıch časových řadách.
Mezi nepouž́ıvaněǰśı metody patř́ı [4, 1]:
• Grafická analýza




Jedná se o základńı metodu analýzy časové řady. Jak již název napov́ıdá, při této
analýze se zkoumá časová řada reprezentována grafem. Proložeńım grafu lze na-
př́ıklad zjistit přibližný trend časové řady nebo vyhledáváńım tzv. patterns1lze
odhadovat budoućı vývoj. Grafická analýza se např́ıklad využ́ıvá při analýze akcíı.
Použit́ım grafické analýzy jsme schopni porovnávat v́ıce časových řad mezi sebou a
hledat určité závislosti.
Dekompozice časových řad
Dekompozice časových řad je metoda umožňuj́ıćı časovou řadu rozdělit do několika
složek. Důvodem rozděleńı časové řady na jednotlivé složky je jej́ı snadněǰśı následná
analýza, než analyzovat časovou řadu jako celek. Princip metody bude popsán v
následuj́ıćı kapitole 2.10.
Spektrálńı analýza
Spektrálńı analýzu lze přirovnat k fourierově analýze. Časová řada je považována
za kombinaci sinusových a kosinusových funkćı, které maj́ı r̊uzné amplitudy a frek-
vence. Princip metody spoč́ıvá v analýze spektra, tedy nalezeńı frekvenćı, které řada
zastupuje a následná analýza jednotlivých složek spektra.




Box-Jenkinsovské metologie stav́ı na analýze reziduálńı (náhodné) složky, která je
popsána v kapitole 2.10. Analýza zjǐst’uje možnou korelaci veličin reziduálńı složky
s jinými prvky řady. Box-Jenkinsovská metologie zkoumá možnou závislost pomoćı
změny vstupńıch dat a pozorováńım změny prvk̊u zkoumané řady.
2.10 Dekompozice časových řad
Rozkladem časové řady na složky lze snadněji řadu zkoumat a odhalit r̊uzné vlast-
nosti vývoje zkoumané řady jako celku. Tyto složky vycháźı z potřeb klasické analýzy
ekonomických časových řad a je možné hledat stejné analogie i v jiných časových
řadách. Rozklad však klade za předpoklad, že model časové řady je závislý pouze
na čase a neńı ovlivňován žádnými daľśımi vlivy. Popis složek časové řady vycháźı
z [1, 3, 4]
Předpokladem dekompozice časových řad je dekompozice časové řady do několika
jednotlivých složek:
• Trend - Tt
• Sezonńı složka - St
• Cyklická složka - Ct
• Náhodná složka - Et
Trend Tt
Určuje směr vývoje zkoumaného jevu z dlouhodobého hlediska, tedy je výsledkem
dlouhodobých a stálých proces̊u. Trend může být rostoućı, klesaj́ıćı, nebo konstantńı
(bez trendu). Trend se modeluje obvykle pomoćı matematických křivek. Př́ıkladem
trendu mohou být životńı podmı́nky v dané zemi, pokroky ve vědě nebo porodnost




Jedná o jevy, které se každoročně opakuj́ı a to vždy ve stejných obdob́ıch. Př́ıkladem
sezónńı složky je změna souvisej́ıćı s ročńım obdob́ım, národńı svátky, tradice apod.
S těmito změnami jsou např́ıklad spjaté sezónńı práce, uzav́ıráńı obchod̊u apod.
Sezónńı složku zobrazuje obrázek 2.3.
Obrázek 2.3: Sezónńı složka
Cyklická složka Ct
Cyklická složka obsahuje cykly dlouhodobého hlediska oproti sezónńı složce, kde
časové obdob́ı je např́ıklad jeden rok. Cyklická složka většinou nemá konstantńı pe-
riodu a může mı́t r̊uznou amplitudu. Cykly mohou být zp̊usobeny r̊uznými faktory.
Mohou to být ekonomické faktory, technologické, inovačńı, demografické aj. Cyk-
lická složka zachytává koĺısáńı okolo trendu, kdy se stř́ıdaj́ı fáze r̊ustu a poklesu.
Cyklickou složku představuje následuj́ıćı obrázek.
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Obrázek 2.4: Cyklická složka
Př́ıkladem cyklické složky je schodek rozpočtu ČR.
Náhodná složka Et
Posledńı složkou dekompozice řady je náhodná složka, také označována jako složka
reziduálńı. Reziduálńı složka obsahuje náhodné výkyvy řady. Dále se může jednat o
chybu měřeńı, zaokrouhlovaćı chyby apod. Reziduálńı složka je zobrazena na obrázku
2.5.
Obrázek 2.5: Náhodná složka
Modely dekompozice časových řad




Vyjmenované modely určuj́ı, jak je výsledná časová řada složena z jednotlivých
složek popsaných v předešlé části 2.10. [1]
Aditivńı model
Výsledná časová řada aditivńıho modelu je součet všech jednotlivých složek. Složky
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jsou uváděny v absolutńı hodnotě a obsahuj́ı stejné jednotky. Aditivńı model je dán
rovnićı 2.17. [3]
Yt = Tt + Ct + St + Et (2.17)
Obrázek 2.6: Znázorněńı skládáńı složek aditivńıho modelu (převzato z [4] obr. 7)
Aditivńı model se využ́ıvá v př́ıpadech, kdy rozptyl hodnot časové řady s časem
neroste.
Obrázek 2.7: Aditivńı model
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Multiplikativńı model
Výsledná řada tohoto modelu je oproti modelu aditivńımu složena ze součin̊u jed-
notlivých složek. Multiplikativńı model se použ́ıvá v př́ıpadech, kdy rozptyl hod-
not časové řady s časem roste. Jednotku obsahuje pouze složka trend, ostatńı jsou
považovány za bezrozměrné. Multiplikativńı model je dán rovnićı 2.18. [3]
Yt = Tt · Ct · St · Et (2.18)
Obrázek 2.8: Multiplikativńı model
Smı́̌sený model
Jak již název napov́ıdá, smı́̌sený model je kombinaćı modelu aditivńıho spolu s
modelem multiplikativńım. Častým př́ıkladem zápisu smı́̌seného modelu je rovnice
2.19. [1]
Yt = Tt · Ct · St + Et (2.19)
Volba modelu záviśı na zkoumané časové řadě, resp. na ukazateli, který řadu
reprezentuje. V rozhodováńı nám může být nápomocný graf. V aditivńım modelu
sezónńı složka osciluje kolem trendu s konstantńı amplitudou, kdežto v multiplika-
tivńım modelu se sezónńı složka měńı.
2.11 Metody dekompozice časových řad
Pro samotnou dekompozici časových řad existuje několik metod, které se lǐśı zp̊u-
sobem pohledu na časovou řadu tzv. v pohledu na vývoji sledovaného ukazetele.
Ćılem dekompozice je identifikace trendu a sezónńı složky. Složky časové řady byly
představeny v kapitole 2.10. Pro identifikaci jednotlivých složek se v praxi použ́ıvaj́ı
následuj́ıćı čtyři metody dekompozice [1]:
• naivńı modely
• vyrovnáńı trendu matematickou křivkou
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• vyrovnáńı klouzavým pr̊uměrem
• exponenciálńı vyrovnáńı
V následuj́ıćım textu bude popsán stručný princip jednotlivých metod pro analýzu
časových řad.
Naivńı modely
Naivńı model je základńı model dekompozice časové řady. Princip modelu spoč́ıvá
ve vyjádřeńı současné hodnoty sledované veličiny za pomoćı hodnot minulých. Tento
typ modelu se použ́ıvá pro prvńı iteraci hodnot před použit́ım přesněǰśıch model̊u.
Vyrovnáńı trendu matematickou ǩrivkou
Tento typ modelu předpokládá neměnnost trendu v námi sledovaném úseku a lze
ho tak popsat matematickou křivkou. Jedná se o tzv. neadaptivńı metodu. Ćılem
modelu je určeńı matematické křivky spolu s odhadem jej́ıch parametr̊u, tj. jde nám
o nalezeńı předpisu funkce daného trendu.
Vyrovnáńı klouzavým pr̊uměrem
V některých př́ıpadech nelze vyjádřit trend v námi zkoumané časové řadě jednou
matematickou křivkou a to ani zp̊usobem, který by rozdělil celý problém do menš́ıch
část́ı, u kterých by se zjistili matematické funkce těchto část́ı a následně by se sjed-
notili v jeden celek. Zp̊usob této ”techniky“ by mohl být velmi náročný, nebo bynemusel být v̊ubec realizovatelný a to z d̊uvodu spojitosti zkoumaného trendu. Z
tohoto d̊uvodu se doporučuje využ́ıt adaptivńıch metod, do kterých patř́ı metoda
klouzavých pr̊uměr̊u. Metoda klouzavých pr̊uměr̊u je založena na pr̊uměrováńı hod-
not intervalu řady nejčastěji o lichém počtu po sobě následuj́ıćıch hodnot časové
řady, aby výsledná hodnota byla uprostřed zvoleného intervalu, tj. výsledný pr̊uměr
hodnot je zpětně zapsán na index poloviny intervalu pr̊uměrované řady. Postup je
znázorněn na obrázku 2.9.
Obrázek 2.9: Vyrovnáńı klouzavým pr̊uměrem
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Exponenciálńı vyrovnáńı
Posledńı představovanou metodou dekompozice časových řad je metoda exponenciál-
ńıho vyrovnáńı trendu. Jedná se o daľśı adaptivńı metodu, která na rozd́ıl od metody
Vyrovnáńı klouzavým pr̊uměrem vyrovnává všechny předešlé hodnoty a ne jen určitý
interval. S rostoućım intervalem vyrovnáńı maj́ı předešlé hodnoty exponenciálně
klesaj́ıćı váhy. Zp̊usob exponenciálńıho vyrovnáńı je znázorněn na obrázku 2.10.
Obrázek 2.10: Exponenciálńı vyrovnáńı
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3 Data mining
V současné době se ve všech odvětv́ıch společnosti elektronicky zaznamenává a
uchovává obrovské množstv́ı dat na rozd́ıl od dř́ıvěǰśıch dob, kdy data byla zazna-
menává taktéž, ale ne v takovém množstv́ı. Velkým problémem byla hlavně forma,
ve kterých byla data zaznamenána. Nejčastěji se data uchovávala v paṕırové podobě,
tud́ıž analýza byla velmi zdlouhavá nebo dokonce nemožná. Data byla také velmi
ovlivněná chybami vznikaj́ıćı při pořizováńı dat. V záznamech se často např́ıklad ob-
jevovaly např́ıklad duplicity, záznamy byly nekompletńı či data obsahovala dokonce
vymyšlená data. To sa stávalo, když někteř́ı pořizovatelé neviděli smysl následného
užit́ı dat, uchovávalo se př́ılǐs velké množstv́ı dat, často duplicitně vymáháné ř́ıd́ıćımi
orgány. Ještě v nedávné minulosti bylo z výše zmı́něných d̊uvod̊u pořizováńı dat
r̊uzně bojkotované. Současná digitálńı doba se tyto vlivy snaž́ı eliminovat a źıskávat
relevantńı data. Nastává otázka zda lze pořizovaná data smysluplně využ́ıt. Od-
pověd’ na tuto otázku dává data mining, často označováno v českém překladu
jako dolováńı dat. Data mining je určen k nalezeńı skrytých a užitečných informaćı
ze zkoumaných dat. Dı́ky této technice je možné z dat předv́ıdat budoućı trendy,
vývoj nemoćı, předpověd’ prodej̊u nebo klasifikaci zákazńık̊u. S analýzou dat mám
zkušenosti z profesńıho života, jelikož pracuji jako konzultant/vývojář v oblasti SAP
Business Warehouse a pomoćı analýzy dat vytvář́ım datové výstupy nejčastěji ve
formě report̊u a to jak z oblasti výroby, prodej̊u, tak i z oblasti Customer Re-
lationship Management známé častěji pod zkratkou (CRM). Data z oblast́ı
jako je právě např́ıklad výroba jsou často reprezentovány ve formě časových řad. V
[17] je publikováno využit́ı dat provozńım centrem Rolls-Royce ve Velké Británii.
Společnost nepřetržitě monitoruje přes 3700 prodaných leteckých motor̊u na celém
světě, aby předv́ıdala poruchy, které by mohly nastat po detekci signifikantńıch
problémů. Společnost neńı jen výrobcem, ale také poskytovatelem této data minin-
gové služby a podle [17] tvoř́ı až 70% ročńıch tržeb divize pro výrobu dopravńıch
letadel.
3.1 Př́ıprava dat
Před nasazeńım data miningových nástroj̊u je d̊uležitým krokem př́ıprava samotných
dat. Př́ıprava dat je časově náročný a obt́ıžný krok a zabere velkou část celého řešeńı.
Ćılem je ze ”surových“ dat vybrat potřebné údaje a upravit je do tvaru, který jevhodný pro daľśı zpracováńı, např. pro r̊uzné algoritmy apod. Nejčastěji se data
upravuj́ı do datové matice. Matice je strukturována do řádk̊u a sloupc̊u, kde řádky
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označuj́ı záznamy a sloupce jejich atributy. Strukturou jsou tedy stejné jako da-
tabázová relace v relačńıch databáźıch. Zásadńı rozd́ıl spoč́ıvá v tom, že vstupńı
matice pro modelováńı v data miningu vzniká opačným postupem než je tomu při
návrhu datového modelu pro relačńı databázový systém. Návrh datového modelu
v relačńıch databáźıch řeš́ı redundanci dat dekompozićı dat do tabulek, které jsou
provázány relacemi a spojeny pomoćı kĺıčových atribut̊u. Naopak data v data mi-
ningu jsou z r̊uzných zdroj̊u, nejen databázových, a spojuj́ı se do jedné datové matice.
Matice nemuśı být relaćı a tud́ıž může obsahovat duplicity a redundance, které když
maj́ı smysl, nevad́ı.
Př́ıprava dat zahrnuje několik datových operaćı. Mezi ně např́ıklad patř́ı zpra-
cováńı nekompletńıch záznamů (např. několik chyběj́ıćıch atribut̊u v záznamu), od-
vozováńı atribut̊u, redukci záznamů nebo atribut̊u. Mezi operace, které se prováděj́ı
při chyběj́ıćıch hodnotách, patř́ı odstraněńı nekompletńıch záznamů nebo doplněńı
chyběj́ıćı hodnotou. Doplněńı nekompletńıch hodnot záznamu může být např́ıklad
hodnotou ”null“. Dále je možné nekompletńı záznamy doplnit libovolnou hodnotou,pr̊uměrem (pokud se jedná o č́ıselnou hodnotu) apod. Proces nahrazeńı chybějićıch
hodnot muśı být uvážený a logicky spojený se zamýšleným použit́ım atributu v
následném modelu. Některé daľśı možnosti doplněńı byly představeny v kapitole 2.7.
Někdy je vhodné velké datové zdroje redukovat a vybrat pouze část dat, které bu-
dou dále vybrané. Redukćı počtu záznamů je možné zrychlit následnou analýzu dat.
Mezi daľśı redukce vybudované vstupńı matice patř́ı redukce atribut̊u. Důvodem je
např́ıklad korelace atribut̊u, významová redukce apod. Atributy datového souboru
je také možno odvozovat. Odvozováńım atribut̊u se rozumı́ vytvořeńı nového atri-
butu na základě jiného atributu, nebo větš́ıho počtu atribut̊u. Př́ıkladem může být
odvozeńı týdne z atributu obsahuj́ıćı datum.
Daľśım zpracováńım je úprava matice pro použité algoritmy ve vlastńı analýze.
Jak již bylo zmı́něno v kapitole 2.8, některé algoritmy vyžaduj́ı numerické vstupy
jiné pouze kategoriálńı data. Z tohoto d̊uvodu muśı být někdy hodnoty převedeny
do numerické podoby a to např́ıklad v př́ıpadě, že algoritmus vyžaduje pouze kvanti-
tativńı (č́ıselná) data. Typickým převodem je vytvořeńı substituce, tzv. kategoriálńı
hodnoty nahradit stanoveným č́ıslem. To plat́ı pouze pro ordinálńı typ dat, tj. kate-
gorie, kterou lze seřadit. U nominálńıch dat, tzv. neseřaditelná kategorie, se obvykle
provád́ı převod na indikátorové proměnné. Naopak pokud s č́ıselnými hodnotami
algoritmus pracovat neumı́, nebo vyžaduje kategorie, muśı se data transponovat na
intervalové kategorie. Tento proces může být relativně jednoduchý. A to když děleńı
do interval̊u je dáno počtem vyskytuj́ıćıch se hodnot podle percentil̊u, nebo pevnou
velikost́ı intervalu. Pokud do kategorizace promı́tneme vztah k predikované hodnotě,
algoritmus návrhu intervalu pro optimálńı kategorizaci může být komplikovaněǰśı,
je-li v modelu definovaná predikovaná proměnná.[2]
Nast́ıněné postupy maj́ı pouze ilustrovat techniky práce s daty ve fázi př́ıpravy
datové matice. Porozuměńı dat̊um, logickým vztah̊um a ćıl̊um data miningové úlohy
teprve rozhoduje o použitých technikách a postupech. Obvykle je to náročný a ne-
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triviálńı proces.
3.2 Data miningové nástroje
V dnešńı době existuje velká řada data miningových nástroj̊u, které nab́ızej́ı řadu
r̊uzných algoritmů a technik pro zkoumańı dat. Z tohoto d̊uvodu bude představeno
pouze několik vybraných data miningových programů. Hlavńı pozornost je věnována
dvěma nástroj̊um použ́ıvaných v předmětu MTI/DM zejména z hlediska doporučeńı
jejich použit́ı pro typické problémy data miningových úloh.
Orange
Orange je open source nástroj, který je určen pro vizualizaci a analýzu dat. Nástroj
je dostupný ve formě Python knihovny a skripty z této knihovny pak mohou být
spuštěny v terminálu, nebo v prostřed́ıch jako je PyCharm apod. Orange je vyv́ıjen
Bioinformatickou laboratoř́ı na fakultě poč́ıtačových a informačńıch věd na Slo-
vinské univerzitě Ljubljana, kde je dále s komunitou vyv́ıjen. Data mining se v
tomto nástroji uskutečňuje pomoćı vizuálńıho programováńı, nicméně lze také využ́ıt
programovaćı jazyk Python. Orange obsahuje komponenty pro machine learning,
nástroje pro bioinformatiku a text mining spolu s nástroji pro datovou analýzu. [5]
Weka
Weka obsahuje kolekci algoritmů pro machine learning1. Tyto algoritmy mohou
být př́ımo aplikovány na datové soubory pomoćı vizuálńıho prostřed́ı, nebo mohou
být volány za pomoćı vlastńıho programového kódu v jazyce Java. Weka disponuje
nástroji pro již zmı́něný machine learning, data mining, klasifikaci, regresi, asociačńı
pravidla a daľśı. Nástroj Weka je vyv́ıjen univerzitou Waikato na Novém Zélandě.
Předpokladem nástroje je, že data jsou uložena v jednom souboru, či jedné tabulce.
Daľśı možnost́ı je využ́ıt nástroj pro dotazováńı se nad databáźı a ke zpracováńı
obdržených výsledk̊u. [6]
Rattle GUI
Jedná se o grafické uživatelské rozhrańı, které poskytuje data miningové nástroje
použ́ıvaj́ıćı se skrze programovaćı jazyk R. Výstupy nástroje Rattle jsou reprodu-
kovány v grafické podobě. [7]
RapidMiner
RapidMiner je prostřed́ı poskytuj́ıćı nástroje pro machine learning, data mining a
prediktivńı analýzu. Nástroj umožňuje vytvářet analytický workflow, tzv. vytvářet
2Věda zabývaj́ıćı se algoritmy algoritmy umělé inteligence, které jsou schopné se samy
přizp̊usobovat a učit se. [2]
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grafické schéma, kde jednotlivé uzly představuj́ı algoritmy a daľśı operace. Dále
RapidMiner umožňuje použ́ıvat algoritmy z jiných nástroj̊u a to z nástroj̊u Weka
a R. Výhodou je možnost rozš́ı̌rit RapidMiner daľśımi funkcemi za pomoćı volně
dostupných rozš́ı̌reńıch. [8]
Mezi daľśı nástroje patř́ı nástroj IBM SPSS Modeler a nástroj Knime. IBM
SPSS Modeler a Knime byly vybrány na základě použ́ıváńı ve výuce a proto v nich
jsou př́ıpadové studie modelovány.
IBM SPSS Modeler
Jedná se o datamingový nástroj, který slouž́ı pro zpracováńı celého data minin-
gového procesu. Data miningový proces zahrnuje źıskáńı dat i uvedeńı výsledk̊u
do reálného nasazeńı. Nástroj je vyv́ıjen společnost́ı IBM, která se již deśıtky let
zabývá informačńımi technologiemi.
IBM SPSS Modeler nab́ıźı celou řadu vestavěných funkćı pro zpracováńı dat a
také mnoho modelovaćıch algoritmů. Nástroj poskytuje podporu jazyka R a je do
něj možné integrovat nástroje využ́ıvaj́ıćı tento jazyk. IBM SPSS Modeler podpo-
ruje integraci softwaru SAP HANA, Oracle R a daľśı databázové stroje založené
na jazyku R. Všechny obsažené funkce data miningového nástroje a algoritmy jsou
uspořádány do přehledného editoru, ve kterém celý proces zpracováńı a modelováńı
dat prob́ıhá v grafické podobě, to znamená, že celé modelováńı je tvořeno jako gra-
fické schéma. Ve schématu jsou jednotlivé uzly, které reprezentuj́ı určitý algoritmus
či jiné datové operace, propojovány do orientovaného grafu. V orientovaném grafu
jsou uzly mezi sebou propojeny a to od uzl̊u, které reprezentuj́ı zdroj dat až po
námi definovaný výstup. Seskupeńı uzl̊u se označuje jako proud neboli stream. Na
následuj́ıćım obrázku je znázorněn př́ıklad datového proudu, který je realizován v
IBM SPSS Modeleru.[9]
Obrázek 3.1: Data miningové prostřed́ı IBM SPSS Modeler
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Licence
IBM SPSS Modeler je nab́ızen v několika verźıch, které se lǐśı v nab́ızených funkćı:
SPSS Modeler Personal
Jedná se o základńı verzi tohoto software. Verze Personal je určena pouze pro osobńı
poč́ıtače, tud́ıž neńı možné využ́ıvat Analytic server použ́ıvaj́ıćı se pro zpracováńı
Big Data. Cena základńı licence čińı 4 530$ na rok pro jednoho uživatele a nab́ıźı
ročńı technickou podporu.
SPSS Modeler Professional
Oproti minulé verzi verze Professional nab́ıźı pokročileǰśı algoritmy a techniky pro
př́ıpravu dat. Verze Professional nav́ıc disponuje možnost́ı provádět výpočty na již
zmı́něném Analytic serveru. Cena licence je 6 800$ pro uživatele na jeden rok.
SPSS Modeler Premium
Verze Premium nab́ıźı jak výpočet na uživatelském poč́ıtači, tak i možnost přenést
výpočet na Analytic server. Dále nab́ıźı možnost analýzy sociálńıch śıt́ı, nebo Text
mining. Cena licence je 11 300$ pro jednoho uživatele na jeden rok.
Veškeré ceny licenćı jsou aktuálńı ke dni 1.5.2016 [10]
Knime
Jedná se v základńı verzi o volně dostupný software pro analýzu dat. Platforma
nab́ıźı mnoho r̊uzných komponent (uzl̊u) pro Machine learning a data mining. Knime
aktivně vyv́ıj́ı skupina Michaela Bertholda na univerzitě Konstanz v Zurichu. Nástroj
je vyv́ıjen od roku 2006, kdy byl prvně využ́ıván pro farmaceutické výzkumy. Později
byl Knime použit v ostatńıch odvětv́ıch jako business inteligence, nebo analýza fi-
nančńıch dat. Velkým rozd́ılem licenčńı politiky platformy Knime je v poskytováńı
uzl̊u a algoritmů. Všechny nab́ızené licence obsahuj́ı stejné uzly a lze tedy stejný
datový tok vytvořit v jakékoliv licenci na rozd́ıl od nástroje IBM SPSS Modeler,
který ve vyšš́ıch verźı poskytuje uzly neobsahuj́ıćı v základńı verzi. Platforma ve
vyšš́ıch licenćı nab́ıźı řadu doplňkových služeb, mezi které patř́ı např́ıklad vzdálené
spouštěńı datových tok̊u, plánované spouštěńı, autentifikaci uživatele pro př́ıstup k
datovým tok̊um umı́stěných na serveru a také webové API pro konfiguraci webových
služeb. Cena nástroje Knime ve své nejvyšš́ı licenci, která je označována jako Knime
server poskytuj́ıćı veškeré funkce platformy, činńı 21 000 pro 5 uživatel̊u na jeden
rok. [20]
Stejně jako nástroj IBM SPSS Modeler, Knime je koncipován jako editor, ve
kterém se zpracováńı a úprava dat provád́ı pomoćı k tomu určených uzl̊u. Uzly
tvoř́ı datový proud nebo-li workflow. Výhodou nástroje je možnost vyv́ıjet své
vlastńı moduly, nebo použ́ıvat uzly, ve kterých lze požadované chováńı naprogramo-
vat a to za pomoćı programovaćıho jazyka JAVA a R. Daľśı výhodou jsou dostupné
př́ıklady. Př́ıklady jsou zaměřeny na konkrétńı problémy a je pro ně vždy vytvořena
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samostatná sekce, ve které může uživatel nalézt r̊uzné varianty řešeńı. [11] Přehled
workflow v tomto prostřed́ı lze vidět na následuj́ıćım obrázku.
Obrázek 3.2: Data miningové prostřed́ı Knime
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4 Př́ıpadové studie
V diplomové práci byly vypracované dvě př́ıpadové studie v data miningovém ná-
stroji Knime a IBM SPSS Modeler a to předevš́ım proto, aby byla ověřena možnost
práce s časovými řadami ve vybraných, sṕı̌se technických než ekonomických úlohách.
Prvńı studie se nazývá monitorováńı provozu stroj̊u a je určena na sestaveńı modelu,
který je schopen predikovat selháńı stroje. Vycháźı se historie, kde je ”mapován“ pro-voz stroje až do jeho zastaveńı při selháńı sledováńım veličiny výkonu stroje, teploty
stroje, tlaku a daľśıch parametr̊u. Pomoćı těchto parametr̊u se model ”nauč́ı“ ro-zeznávat z provozu stroje chybové stavy za pomoćı naměřených časových řad. Druhá
studie je zaměřena na predikci spotřeby elektrické energie. Ćılem druhé studie je vy-
tvořit model, který z naměřených časových řad (teploty, spotřeby, ...) bude schopen
predikovat spotřebu el. energie. Datové soubory obsahuj́ı jak data pro učeńı, tak i
pro testováńı. Za t́ımto účelem byla použita data, která mi byla poskytnuta a budou
použita ve výuce v předmětu data miningu.
Př́ıpadové studie jsou modelovány v data miningových nástroj́ıch Knime a IBM
SPSS Modeler. Ćılem celé práce bylo porovnat volně dostupný nástroj Knime a jeho
aktuálńı nástroje pro př́ıpravu dat, vlastńı modelováńı, testováńı a př́ıpadné na-
sazeńı do provozu s profesionálńım nástrojem IBM SPSS Modeler. V následuj́ıćım
textu jsou popsány obecné kroky provedené v každé studii a budou zde popsány
pouze rozd́ıly implementace ve zvolených data miningových nástroj́ıch. Konkrétńı
implementace model̊u ve vybraných nástroj́ıch je popsána na přiloženém CD a bude
k dispozici student̊um při studiu časových řad v předmětu data mining na fakultě
mechatroniky.
Vlastńı struktura př́ıpadových studíı je popsána následuj́ıćımi body:
• ćıl studie
• struktura datového souboru
• analýza závislost́ı dat
• vytvořeńı modelu
• testováńı modelu na testovaćıch datech a jeho vyhodnoceńı
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4.1 Algoritmy p̌ŕıpadových studíı
Predikce model̊u př́ıpadových studíı jsou založeny na modelováńı pomoćı rozhodo-
vaćıch stromů a neuronových śıt́ı. Důvod výběru algoritmu rozhodovaćıch stromů a
neuronové śıtě vyplynul ze zadáńı úloh. Př́ıpadové studie jsou klasifikačńıho typu a
tud́ıž zmı́něné algoritmy jsou pro tento typ úloh vhodné.
Při tvorbě př́ıpadových studíı v nástroj́ıch IBM SPSS Modeler a KNIME byla
snaha dodržet shodnou strukturu datových tok̊u a vybrat stejné rozhodovaćı algo-
ritmy. Bohužel oba nástroje nedisponovaly shodnými algoritmy a tak byly vybrány
takové algoritmy, které se spolu nejv́ıce podobaj́ı. V nástroji IBM SPSS Modeler byl
vybrán rozhodovaćı strom s algoritmem C5.0 , který se pro takovéto typy úloh často
využ́ıvá. Prostřed́ı Knime niceméně t́ımto algoritmem nedisponuje, ale nab́ıźı rozho-
dovaćı strom, který obsahuje modifikaci algoritmu C4.5. [?]. Pro neuronovou śıt’ byl
v prostřed́ı Knime vybrán uzel RProp MLP což znač́ı neuronovou śıt’ typu resi-
lent backpropagation. Knime dále nab́ıźı neuronovou śıt’ typu PNN (Probabilistic
neural network), nicméně tato neuronová śıt’ při testováńı vykazovala úspěšnost
v modelu monitorováńı provozu stroj̊u pouhých 42%. Daľśı typy neuronových śıt́ı
prostřed́ı Knime v testované verzi nenab́ıźı. V nástroji IBM SPSS Modeler je k dis-
pozici pouze jeden uzel neuronové śıtě, který byl nastaven jako MLP neuronová śıt’.
Neuronová śıt’ typu MLP disponuje výběrem počtu neuron̊u ve skrytých vrstvách.
Neuronová śıt’ v nástroji IBM SPSS Modeler dále nab́ıźı možnost časového omezeńı
prováděného výpočtu, nebo je možné nastaveńı počátečńı inicializačńı hodnoty pro
źıskáńı stejných výsledk̊u při každém daľśım spuštěńı modelu.
4.1.1 Klasifikačńı algoritmy
Rozhodovaćı strom je jeden z klasifikačńıch algoritmů, který je ve výsledku složen
z uzl̊u a list̊u, kde uzly testuj́ı hodnotu atributu a listy představuj́ı výsledky těchto
test̊u tzv. obsahuj́ı výsledky klasifikace. Klasifikačńı stromy pracuj́ı pouze s kate-
goriálńımi daty a proto je nutné data do tohoto typu převést. Některé algoritmy
prováděj́ı konverzi automaticky. Rozhodovaćı stromy obsahuj́ı několik klasifikačńıch
algoritmů. Mezi klasifikačńı algoritmy patř́ı ID3, C4.5, C5.0, SPRINT a daľśı. V
př́ıpadových studíıch se využ́ıvá algoritmus C4.5 a C5.0. Algoritmus C4.5 je založen
na algoritmu ID3 . Algoritmus ID3 pracuje na principu klasického rozhodovaćıho
stromu, který byl popsán výše a tedy je založen na testováńı hodnoty vstupńıho
atributu v uzlu a přǐrazeńı tř́ıdy v listech stromu. [14]
Algoritmus buduje strom hledáńım nejlepš́ıho prediktora (atribut) pro predi-
kovanou proměnnou pomoćı informačńıho zisku, který nejlépe buduje daľśı úroveň
rozhodováńı na trénovaćıch datech tzv. má nejvyšš́ı informačńı zisk. Informačńım
ziskem (Gain(A)) se rozumı́ sńıžeńı entropie při znalosti atributu A, tedy rozd́ıl en-
tropie pro ćılový atribut (celá data) a entropie uvažované tř́ıdy atributu. Ćılem
volby vhodného atributu v rozhodovaćım stromu je co nejlepš́ı odlǐseńı vstupńıch
dat vzhledem k ćılovému atributu (predikované proměnné).
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Entropie
Systém S má T diskrétńıch navzájem se vylučuj́ıćıch stav̊u si kde i = 1 . . . T , pi jsou




(pt · log2pt) (4.1)
definuje entropii, která vyjadřuje mı́ru neuspořádanosti systému S.
Každý kategoriálńı atribut A lze chápat jako systém ve výše uvedeném smyslu,
jeho jednotlivé kategorie jako stavy si a relativńı četnosti pi lze snadno spoč́ıtat z
trénovaćıch dat. Pro hledáńı vhodného atributu pro větveńı je použ́ıvaná entropie
možných prediktor̊u podmı́něná ćılovým atributem C tj. predikovaným atributem
H(A
C
). Voĺı se ten atribut, který má nejmenš́ı entropii.
Výpočet informačńıho zisku
Informačńı zisk je mı́ra odvozená od entropie a měř́ı redukci entropie při volbě
prediktora A. Tedy o kolik se sńıž́ı celková entropie ćılového atributu C volbou




Informačńı zisk pro hledáńı vhodného prediktora nad danou množinou dat se
spoč́ıtá pro všechny možné prediktory a voĺı se ten, kde informačńı zisk je největš́ı.
Pro výběr prediktor̊u při budováńı rozhodovaćıho či klasifikačńıho stromu se použ́ı-
vaj́ı i jiné statistiky či algoritmické postupy. Volba, těch co zde popisuji, je d̊usledkem
použitých nástroj̊u v př́ıpadových studíıch.
Informačńı zisk se využ́ıvá v následuj́ıćıch algoritmech:
Algoritmus C4.5 je modifikace algoritmu ID3, který je vylepšen o přidáńı prořezáváńı,
umožňuje zpracovávat spojitá data a to t́ım, že je automaticky diskretizuje a také
je schopen zpracovávat chyběj́ıćı hodnoty, které se nezahrnuj́ı ve výpočtech entropie
a informačńıho zisku.
Následńıkem algoritmu C4.5 je komerčńı verze algoritmu C5.0, který je vylepšen
o nižš́ı nároky na pamět’, dosahuje vyšš́ı rychlosti klasifikace, umožňuje boosting a
daľśı.
Informačńı zisk je možné modifikovat na tzv. poměrný informačńı zisk (in-
formation gain ratio). Poměrný informačńı zisk bere v potaz i počet hodnot
atributu, rozuměj počet kategoríı, tedy když by byla stejná hodnota pro atribut v
celé datové množině, tj. existovala by jediná kategorie pro danou datovou množinu,
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pi = 1 pro i = 1 a výsledná entropie by byla nulová. Takovýto atribut je nepoužitelný
pro klasifikaci a je automaticky z klasifikace vyloučen. [15]
Rozhodovaćı stromy obsahuj́ı daľśı typ klasifikátoru dat, který hledá vhodný pre-
diktor na základě Gini indexu. Gini index využ́ıvá např́ıklad algoritmus CART,
SPRINT a daľśı.





kde pt označuje relativńı četnost pro kategorii t atributu A.
Pokud hodnota Gini indexu nabývá hodnoty nula, pak je v konečném uzlu jediná
kategorie. Pokud Gini index nabývá hodnoty 1, je v každé kategorii stejný počet
hodnot. [16]
Nastaveńı rozhodovaćıch stromů v použitých nástroj́ıch
Rozhodovaćı stromy obsahuj́ı řadu nastaveńı. Následuj́ıćı text popisuje možnosti na-
staveńı rozhodovaćıch stromů v nástroj́ıch IBM SPSS Modeler a Knime.
IBM SPSS Modeler - uzel C5.0
• boosting - provede se standardńı klasifikace a na špatně klasifikované výsledky
se znovu aplikuje nový model a tak dále. Počet model̊u je omezen uživatelem
- výsledkem je zvýšeńı přesnosti vyhodnocováńı rozhodovaćıho stromu
• pruning severity - určuje mı́ru prořezáváńı, lze nastavit č́ıslo v rozmeźı 0
až 100. Č́ım bĺıže se č́ıslo bĺıž́ı hodnotě 0, t́ım přesněǰśı je výsledný strom tzv.
obsahuje v́ıce informaćı a opačně.
• Min number records per node - počet záznamů na uzel, použ́ıvá se jako
stop kritérium algoritmu
Nastaveńı uzlu vycháźı z dostupné dokumentace IBM SPSS Modeler viz. [12].
Knime - uzel Decision Tree Learner
• Quality measure - klasifikačńı kritérium stromu - Gini index a Gain ratio
• Pruning method - slouž́ı k prořezáváńı stromu a předcházeńı tzv. overfiting
což znač́ı, že model se uč́ı i šumy, které se v datech mohou vyskytovat, a t́ım
se může snižovat přesnost modelu na testovaćıch datech.
• Number threads - počet vláken procesu pro výpočet
Nastaveńı uzlu vycháźı z dostupné dokumentace Knime viz. [13].
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4.2 Monitorováńı provozu stroj̊u
Studie monitorováńı zkušebńıho provozu je zaměřena na predikci selháńı stroje peri-
odickým sledováńım jeho parametr̊u jež jsou tlak stroje, teplota stroje, výkon stroje,
aktuálńı stav stroje, stav stroje na konci časové řady a čas od posledńı kontroly. V
této úloze bude vytvořen model, který ze vstupńıch dat, tj. trénovaćı množiny ve
formě časové řady, se nauč́ı předpov́ıdat selháńı stroje. Vytvořený model bude apli-
kován na testovaćı data a následně bude vyhodnocena jeho přesnost. Pro učeńı byly
zvoleny rozhodovaćı stromy a neuronová śıt’.
4.2.1 Struktura datového souboru
Monitorováńı zkušebńıho provozu obsahuje dva datové soubory. Prvńı z nich je
datový soubor pro ”učeńı“ modelu a je označen jako monitorovaniUceni, nebo-li trénovaćı množina. Druhý datový soubor obsahuje testovaćı data a nese označeńı
monitorovaniTestovani. Testovaćı data slouž́ı pro zjǐstěńı přesnosti modelu. Přeh-
led záznamů datového souboru je zobrazen na obrázku 4.1.
Obrázek 4.1: Přehled struktury záznamů datového souboru v monitorováńı
zkušebńıho provozu
V následuj́ıćı tabulce jsou popsány jednotlivé atributy datových soubor̊u.
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Tabulka 4.1: Atributy datového souboru - Monitorováńı zkušebńıho provozu
Název Akce
Cas čas poř́ızeného záznamu (pořad́ı záznamu)
Vykon výkon stroje [W]
Teplota teplota stroje [ ℃]
Tlak tlak stroje, hod. 0 - normálńı stav, hod. 1 - výstr. stav
PosledniKontrola čas od provedené posledńı kontroly
AktualniStav stav stroje, 0 normálńı stav (101, 202 a 303 jsou chyb. stavy)
KonecovyStav chybový stav, do kterého se dostane stroj na konci čas. řady
Daľśım krokem studie je nalezeńı závislost́ı mezi atributy datového souboru a
následné vytvořeńı modelu pro předpověd’ poruchy stroj̊u.
4.2.2 Analýza vstupńıch dat
Pro zjǐstěńı závislost́ı mezi atributy byl zvolen datový soubor monitorovaniUceni.
Vstupńı data jsem podrobil analýze pro porozuměńı dat před samotnou tvorbou
modelu pro předpověd’ poruchy stroj̊u. Před započet́ım manipulaci s daty jsem
si pomoćı uzlu Table zobrazil vstupńı matici pro přehled vstupńıch dat. Velmi
nápomocný pro rychlou analýzu vstupu je uzel Data audit, který slouž́ı k prove-
deńı rychlé analýzy bez nutné manipulace s daty. Výstupem uzlu je přehled atri-
but̊u vstupńı matice spolu se zobrazeńım maximálńıch, resp. minimálńıch hodnot
č́ıselných atribut̊u, pr̊uměrná hodnota a také celkový počet záznamů, počet zastou-
peńı kategoríı atributu apod. Zde je nutné zmı́nit fakt, že uzel Data audit se nacháźı
pouze v nástroji IBM SPSS Modeler a konkurenčńı nástroj Knime obdobnou varian-
tou bohužel nedisponuje. Ćılem analýzy závislosti atribut̊u je zjistit chováńı stroje
v chybových stavech a odhalit atributy, které nejv́ıce ovlivňuj́ı stroj. Chybovým
stavem je v datovém zdroji označen atribut AktualniStav a může nabývat č́ıselných
hodnot 101, 202 a 303. Za t́ımto účelem jsem separoval záznamy s těmito hodnotami
do třech skupin. V každé skupině jsou pak analyzovány závislosti atribut̊u. Ve studii
je v jednotlivých chybových stavech monitorována s přibývaj́ıćım časem teplota a
výkon. Struktura uzl̊u pro nalezeńı závislost́ı atribut̊u zachycuje obrázek 4.2.
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Obrázek 4.2: Analýza závislosti atribut̊u v monitorováńı zkušebńıho provozu v IBM
SPSS Modeler
Výsledkem analýzy závislost́ı je, že při chybovém stavu 101 je teplota s časem
konstantńı, ale výkon klesá. Chybový stav 202 indikuje, že teplota stroje s časem
roste a výkon mı́rně osciluje. Při chybovém stavu 303 je naopak teplota stroje kon-
stantńı a výkon stroje klesá. Atributy teplota a výkon stroje jsou tedy d̊uležitými
atributy pro predikčńı model. Daľśı uzly analýzy dat jsou uzly pro zjǐstěńı délky
jednotlivých časových řad, zjǐstěńı počtu chyb apod. Samozřejmě by nás dále mohly
zaj́ımat maximálńı, resp. minimálńı hodnoty tlaku, teploty a daľśı informace. Na
přiloženém CD v souboru (Monitorovani provozu stroju - zkoumani dat) je k dispo-
zici několik otázek, kterými jsem analyzoval datový soubor použitý v tomto modelu
a následně to vedlo k porozuměńı dat̊um.
4.2.3 Př́ıprava dat
Při tvorbě data mingového modelu je v prvńım kroku potřeba připravit data před
daľśım použit́ım. Př́ıprava dat je d̊uležitým krokem před tvorbou model̊u či daľśım
zkoumáńım. Několik metod př́ıpravy dat bylo popsáno v kapitole 3.1.
V př́ıpravě dat nás budou zaj́ımat atributy měńıćıho se tlaku, teploty a výkonu.
Vhodnými statistickými úpravami budeme cht́ıt data upravit do takové podoby,
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abychom zjistili určité vlivy mezi daty, které nastávaj́ı během provozu monitoro-
vaného stroje. Ćılem bude zjistit změnu (rozd́ıl) následuj́ıćıch hodnot časové řady,
které budou vstupy pro daľśı uzly využ́ıvaj́ıćı klouzavého pr̊uměru. Z tohoto d̊uvodu
bude př́ıprava dat obsahovat několik nových uzl̊u, které budou popisovat změny
zmı́něných veličin tlaku, teploty a výkonu. V několika následuj́ıćıch bodech jsou
popsány nově odvozené uzly.
Obrázek 4.3: Uzly využ́ıvaj́ıćı veličiny tlaku, teploty a výkonu v nástroji IBM SPSS
Modeler
• Narust vykonu - slouž́ı k výpočtu rozd́ılu výkonu ve dvou následuj́ıćıch
záznamech
• Narust teploty – slouž́ı k výpočtu rozd́ılu teploty ve dvou následuj́ıćıch
záznamech
pro výpočet změny dvou následuj́ıćıch hodnot byla v nástroji IBM SPSS Modeler
vybrána funkce @DIFF1(FIELD1, FIELD2), která vraćı rozd́ıl prvńıho argu-
mentu v závislosti na změně druhého argumentu. V našem př́ıpadě to byly diference
neboli př́ır̊ustek v časové řadě pro výkon stroje a v časové řadě monitoruj́ıćı teplotu.
Odvozeńı této nové proměnné vyšlo ze zkoumáńı časových řad ve fáze analyzováńı
dat, které byly k dispozici. Výkon i teplota byly rostoućı či klesaj́ıćı, př́ıpadně os-
ciluj́ıćı. Odlǐsit tyto stavy diferenćı po sobě jdoućıch hodnot je prvńı fáźı př́ıpravy
dat. V nástroji IBM SPSS Modeler se toto chováńı realizuje pomoćı uzlu Derive
a správně zvolených parametr̊u. Uzel Derive poskytuje několik možnost́ı nastaveńı.
Nastaveńı záviśı na posouzeńı dataminera a konkrétńı situaci. Několik variant na-
staveńı zachycuje obrázek 4.4.
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Obrázek 4.4: Nastaveńı uzlu Derive v nástroji IBM SPSS Modeler
Poĺıčko Derive field v uzlu Derive je určené k pojmenováńı odvozeného atributu.
Polem Derive as se nastavuje chováńı uzlu, které může být např́ıklad operace Count.
Zde se nastavuje počátečńı podmı́nka, hodnota pro inkrementaci a podmı́nka Reset
when určuj́ıćı nové podmı́něné nač́ıtáńı.
Knime nicméně žádným obdobným uzlem pro poskytnut́ı takovýchto funkćı ne-
disponuje a tud́ıž bylo nutné toto chováńı naprogramovat. Platforma disponuje uzly,
do kterých je možné psát programový kód v jazyce JAVA a je tedy možné ”ručně“manipulovat s daty pomoćı programovaćıho jazyka. Ukázka programového kódu ja-
zyka JAVA v programovatelném uzlu Java Snippet nástroje Knime je zobrazen na
obrázku 4.5.
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Obrázek 4.5: Ukázka prog. kódu JAVA v nástroji Knime
Daľśı mapováńı vývoje atribut̊u výkon a tlak jsou určeny následuj́ıćı uzly:
• Pocet vykyvu vykonu – vraćı hodnotu TRUE pokud jsou dva následuj́ıćı
záznamy výkonu opačné (lǐśı se znaménka). Osciluje-li výkon je to charakte-
ristické pro chybový stav.
• Narust tlaku – počet výstražných tlak̊u pro každou časovou řadu zvlášt’
Pro nár̊ust výstražných tlak̊u se ukládá jejich počet v časové řadě do aktuálńıho
záznamu. Situace je zachycena na obrázku 4.6
Obrázek 4.6: Nár̊ust výstražných tlak̊u
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Při stavu 101 docháźı k prvńımu tlakovému výkyvu, který se opakuje nepravi-
delně až do selháńı stroje.
Dı́ky provedené analýze vstupńıch dat, ve které byla zjǐstěna závislost změny
teploty a změny výkonu v čase v závislosti na chybovém stavu, jsem vytvořil dva
nové uzly pro odvozeńı nových atribut̊u. Odvozovanými atributy jsou zmena tep-
loty a zmena vykonu. Uzly použ́ıvaj́ı metodu klouzavého pr̊uměru pro vyhlazeńı
možných výkyv̊u hodnot zp̊usobené chybou měřeńı či anomálíıch, které mohly na-
stat. Velikost nastaveného klouzavého pr̊uměru ovlivňuje přesnost výsledného mo-
delu a z tohoto d̊uvodu byl vhodný klouzavý pr̊uměr vybrán na základě několika
provedených měřeńı, které jsou zaznamenány v následuj́ıćı tabulce. Měřeńı bylo pro-
vedeno na již hotovém modelu a slouž́ı pro zpětné zpřesněńı modelu. Ve výchoźım
nastaveńı byl klouzavý pr̊uměr nastaven na hodnotu 5.
Tabulka 4.2: Závislost počtu záznamů klouzavého pr̊uměru na přesnost modelu
Úspěšnost [%]
Počet záznamů pro klouzavý pr̊uměr Strom Neuronová śıt’
1 záznam 91,22 95,34
3 záznamy 98,88 98,57
5 záznamů 99,68 99,35
7 záznamů 99,88 99,56
9 záznamů 99,93 99,56
11 záznamů 99,98 99,71
Provedené měřeńı ukazuje závislost přesnosti modelu na zvoleném klouzavém
pr̊uměru. Z uvedené tabulky 4.2 je vhodné nastaveńı klouzavého pr̊uměru na hod-
notu 11 z d̊uvodu největš́ı přesnosti modelu. Hodnoty tabulky byly źıskány z nástroje
IBM SPSS Modeler s nastavenou inicializačńı hodnotou 284 681 600 pro neuronovou
śıt’.
Pro uzel výpočet nár̊ustu tlaku nebyla již využita stejná statistická metoda
klouzavého pr̊uměru a to z d̊uvodu, že tlak je reprezentován hodnotou 1 a 0 a
nechceme vyhlazovat data, chceme znát výkyv hodnot, proto s tlakem pracujeme
jinak. V daľśım kroku byly vytvořeny následuj́ıćı uzly:
• Zmena vykonu - klouzavý pr̊uměr hodnot, které produkuje uzel Narust vy-
konu
• Stav – pokud jsou dva záznamy po sobě z uzlu Pocet vyskytu vykonu TRUE,
uzel vraćı hodnotu fluctuating (nestabilńı), jinak vraćı hodnotu stable. Z ne-
stabilńıho stavu se vraćı, pokud je po sobě pět záznamů (výchoźı nastaveńı) z
uzlu Pocet vyskytu vykonu FALSE.
• Zmena teploty – klouzavý pr̊uměr hodnot, které produkuje uzel Narust tep-
loty
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Stejně tak jako volba klouzavého pr̊uměru, nastaveńı hodnoty v uzlu Stav, po
které uzel přecháźı zpět do stabilńıho stavu, ovlivňuje přesnost modelu. V následuj́ıćı
tabulce je zobrazeno testováńı počtu záznamů na přesnost modelu při návratu do
stabilńıho stavu.
Tabulka 4.3: Závislost počtu záznamů na přesnost modelu při návratu do stabilńıho
stavu
Úspěšnost [%]
Počet záz. pro stabilńı stav Strom Neuronová śıt’
1 záznam 98,88 98,88
3 záznamy 99,01 98,52
5 záznamů 99,68 99,35
7 záznamů 99,83 99,79
9 záznamů 99,88 99,83
11 záznamů 99,88 99,83
Hodnoty se ustálily na dev́ıti záznamech s přesnost́ı modelu 99,88% pro rozho-
dovaćı strom a 99,83% pro neuronovou śıt’, když uzly zmena teploty a uzel zmena
vykonu měli nastavený klouzavý pr̊uměru na hodnotu 5. Hodnoty byly naměřeny v
nástroji IBM SPSS Modeler.
Zbývaj́ıćı část př́ıpravy dat obsahuje několik daľśıch vytvořených uzl̊u. Jedńım z
nich je uzel pro filtrováńı dále nepotřebných atribut̊u z datové matice, protože jsou
zakompovány do jiných uzl̊u a pro daľśı zpracováńı již nejsou potřeba. Mezi tyto
atributy patř́ı Pocet vyskytu vykonu, který je využit v uzlu Stav, čas, výkon, teplota
a tlak a také nár̊ust teploty, nár̊ust výkonu a počet výkyv̊u výkonu. Dále je zapotřeb́ı
odstranit počátečńı záznamy v každé časové řadě, protože v těchto záznamech nejsou
definovány referenčńı charakteristiky a obsahuj́ı hodnoty NULL. Pro tyto operace
jsou v každé platformě určeny jiné uzly a z tohoto d̊uvodu je konkrétńı implementace
popsána v př́ılohách pro každou studii zvlášt’. Obrázek 4.7 představuje př́ıpravu dat
v prostřed́ı IBM SPSS Modeler.
Obrázek 4.7: Př́ıprava dat monitorováńı provozu stroj̊u v nástroji IBM SPSS Mo-
deler
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Poznámka: V modelu vytvářeném v prostřed́ı Knime bylo pro některé algo-
ritmy, které budou představeny v daľśı části zabývaj́ıćı se tvorbou modelu, potřeba
převést ćılový atribut na typ string, který bude model využ́ıvat pro”učeńı“. Důvodempřevodu jsou použité algoritmy, které pracuj́ı pouze s datovým typem string. Nástroj
IBM SPSS Modeler konverzi datového typu nevyžadoval z d̊uvod̊u automatické kon-
verze.
4.2.4 Model
Model monitorováńı poruchy stroj̊u se skládá z již zmı́něné části př́ıpravy dat a také
z rozhodovaćıch algoritmů. Použité rozhodovaćı algoritmy jsou rozhodovaćı strom a
neuronová śıt’. Model je aplikován jak na testovaćı data, tak i na data pro”učeńı“ protransformaci vstup̊u do stejné struktury. Posledńı část́ı modelu je uzel reprezentuj́ıćı
matici záměn pro vyhodnoceńı úspěšnosti naučeného modelu. V modelu je dále
připojen datový soubor monitorovaniTestovani, na kterém je prováděno testováńı
naučeného modelu.
Obrázek 4.8: Model monitorováńı poruchy stroj̊u v prostřed́ı Knime
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V následuj́ıćı tabulce je zobrazen přehled naměřených výsledk̊u vytvořeného mo-
delu v základńım nastaveńı, tj. klouzavý pr̊uměr atribut̊u zmena vykonu a zmena
teploty byla nastavena na velikost 5. Stejná hodnota byla také nastavena pro atri-
but návrat do stabilńıho stavu uzlu uzlu Stav. Hodnota pro tyto uzly byla zvolena z
praktického hlediska, jelikož větš́ı hodnoty pro klouzavé pr̊uměry maj́ı za následek
vynecháńı krajńıch hodnot intervalu a to pro časové řady o několika hodnotách může
být velice zaváděj́ıćı. Model v datovém toku vytvářeném v nástroji IBM SPSS Mo-
deler dále obsahuje třemi daľśımi algoritmy rozhodovaćıch stromů. Jelikož Knime
obdobnými algoritmy nedisponuje, nebyly výsledky zařazeny do následuj́ıćıho shr-
nut́ı a jsou k dispozici na přiloženém CD v souboru Monitorovani - vysledky modelu.
Tabulka 4.4 obsahuje přehled naměřených hodnot přesnosti testovaných model̊u v
použitých nástroj́ıch při nastaveńı uzl̊u v automatickém režimutj. automatické na-
staveńı stromu a počtu neuron̊u v neuronové śıti.
Tabulka 4.4: Výsledky přesnosti modelu monitorováńı zkušebńıho provozu
Rozhod. algoritmus IBM SPSS Modeler Knime
Strom 99,68 99,85
Neuronová śıt’ 99,35 98,23
V následuj́ıćı tabulce je zobrazeno měřeńı na sledováńı přesnosti modelu pomoćı
změny počtu vrstev a počtu neuron̊u neuronové śıtě. 4.5
Tabulka 4.5: Vliv počtu neuron̊u na přesnost modelu
Úspěšnost [%]
Počet vrstev Počet neuron̊u IBM SPSS Modeler Knime
1 1 69,01 96,75
1 3 99,52 65,23
1 5 99,32 96,44
1 10 99,76 98,23
2 1 69,2 56,45
2 3 97,96 38,51
2 5 99,76 69,25
2 10 99,83 93,11
Rozhodovaćı stromy obsahuj́ı několik typ̊u nastaveńı. Následuj́ıćı tabulky 4.6
a 4.7 měřeńı zobrazuj́ı vliv nastaveńı rozhodovaćıch stromů na přesnost modelu.
Znaménko ”-“ označuje výchoźı nastaveńı.
Tabulka 4.6: Nastaveńı rozhodovaćıho stromu v prostřed́ı KNIME




Tabulka 4.7: Nastaveńı rozhodovaćıho stromu v prostřed́ı IBM SPSS Modeler











Studie monitorováńı zkušebńıho provozu je zaměřena na analýzu a sestaveńı mo-
delu pro predikci poruchy stroj̊u. Studie obsahuje dva datové soubory obsahuj́ıćı
časové řady pr̊uběhu činnosti stroje, resp. monitorováńı vlastnost́ı stroje jako jsou
tlak, teplota, výkon a daľśı. Datové soubory maj́ı stejnou strukturu, prvńı datový
soubor slouž́ı k analýze a natrénováńı vytvořeného modelu a druhý soubor slouž́ı k
následnému testováńı modelu. Před stavbou predikčńıho modelu byla analyzována
vstupńı data pro nalezeńı závislost́ı vstupńıch atribut̊u. Model studie obsahuje roz-
hodovaćı strom a neuronovou śıt’. Rozhodovaćı strom nab́ıźı přehledový graf, který
interpretuje pr̊uběh rozhodováńı a zobrazuje atributy, podle kterých se nejv́ıce roz-
hodoval. Rozhodovaćıho stromu je možné vidět na obrázku 4.9. Nejd̊uležitěǰśım pa-
rametrem pro rozhodováńı byl atribut změny teploty, který udává, že pokud nastává
nár̊ust teploty, stroj se dostane do chybového stavu 202. Daľśım významným atri-
butem pro rozhodováńı byla změna výkonu stroje. Rozhodovaćı strom je možné
jednoduchým zp̊usobem interpretovat a to segmentaćı objekt̊u do daných tř́ıd. U
neuronové śıtě však takováto interpretace neńı možná. Výsledná přesnost modelu je
také ovlivněna nastaveńım klouzavého pr̊uměru spolu s nastaveńım rozhodovaćıch
uzl̊u strom a neuronová śıt’, kde nevhodně zvolené nastaveńı může mı́t špatný vliv
na výslednou přesnost modelu.
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Obrázek 4.9: Rozhodovaćı strom v IBM SPSS Modeler
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4.3 Předpověd’ spoťreby elektrické energie
Ćılem úlohy je sestavit model, který z naměřených dat urč́ı spotřebu na následuj́ıćıch
24 hodin. Data obsahuj́ı jak hodnoty spotřeby elektrické energie, tak i teploty z
měřených oblast́ı, kam elektrická energie je distribuována elektrárenskou společnost́ı.
4.3.1 Struktura datového souboru
Úloha obsahuje datový soubor spotrebaElektriny. Datový soubor obsahuje 35 064
záznamů spotřeby elektřiny v konkrétńıch dnech, resp. hodinách spolu s naměřenými
teplotami z r̊uzných oblast́ı. V datovém souboru je označeno, zda-li byl v měřený
den svátek či nikoliv. Struktura části datového souboru je zobrazena na obrázku
4.10.
Obrázek 4.10: Rozhodovaćı strom v IBM SPSS Modeler
Tabulka 4.8 obsahuje popis všech atribut̊u datového souboru studie předpovědi
elektrické energie.
Tabulka 4.8: Atributy datového souboru - Předpověd spotřeby elektrické energie
Název atributu Popis
Cas Datum a čas provedeného měřeńı
Spotreba Naměřená spotřeba elektřiny v MW
Celodenni prumerna teplota Denńı pr̊uměrná teplota
Prumerna teplota Pr̊uměrná aktuálńı teplota všech oblast́ı
Teplota oblast 1 Aktuálńı teplota oblasti 1
Teplota oblast 2 Aktuálńı teplota oblasti 2
Teplota oblast 3 Aktuálńı teplota oblasti 3
Teplota oblast 4 Aktuálńı teplota oblasti 4
Teplota oblast 5 Aktuálńı teplota oblasti 5
Teplota oblast 6 Aktuálńı teplota oblasti 6
Teplota oblast 7 Aktuálńı teplota oblasti 7
Teplota oblast 8 Aktuálńı teplota oblasti 8
Svatek Svátek - hodnoty ano/ne
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4.3.2 Př́ıprava dat
Z analýzy atribut̊u vstupńıho datového souboru, kterou jsem provedl před tvorbou
datového modelu, jsem došel k závěru, že v př́ıpravě dat se zaměř́ım na zjǐstěńı
informaćı z poskytovaného data, jako jsou den v týdnu, měśıc apod., d́ıky čemuž
bude možné zobrazovat spotřebu elektrické energie v těchto časových údaj́ıch. Dále
se zaměř́ım na zjǐstěńı výkyv̊u spotřeby, resp. na zjǐstěńı maximálńı a minimálńı
hodnoty ve stanovených dnech i týdnech spolu se źıskáńım informaćı o pr̊uměrné
spotřebě za stanovené obdob́ı a také zjǐstěńı závislosti teploty na spotřebě elektrické
energie. Mezi zaj́ımavost přilož́ım zobrazeńı závislosti spotřeby elektrické energie na
svátćıch. Z poř́ızených dat vyplývá, že data byla naměřena za časový úsek čtyř let.
Pro př́ıpravu dat byl vytvořen vlastńı datový tok, ve kterém jsou připravovány
data pro tvorbu modelu předpovědi spotřeby elektrické energie. Datový tok je oz-
načen jménem elektrinaPripravaDat. Sktruktura datového toku je zobrazena na
obrázku 4.11.
Obrázek 4.11: Datový tok elektrinaPripravaDat v nástroji IBM SPSS Modeler
Datový tok př́ıpravy dat se skládá z několika uzl̊u, mezi nimiž je uzel pro načteńı
datového souboru spotrebaElektriny. V datovém toku se nacháźı uzel pro zobrazeńı
vstupńıch dat a také uzel Data audit, který slouž́ı k provedeńı rychlé analýzy bez
nutné manipulace s daty. Výstupem uzlu je přehled atribut̊u vstupńı matice spolu
se zobrazeńım maximálńıch, resp. minimálńıch hodnot č́ıselných atribut̊u, pr̊uměrná
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hodnota a také celkový počet záznamů, počet zastoupeńı kategoríı atributu apod.
Nevýhodou je fakt, že tento typ uzlu se nacháźı pouze v nástroji IBM SPSS Modeler
a druhý testovaný nástroj bohužel t́ımto typem uzlu nedisponuje.
Důležitým uzlem celého datového toku př́ıpravy dat je uzel Priprava dat. Uzel
slouž́ı k úpravě vstupńıch dat do požadovaného tvaru a jedná se o uzel typu Su-
perNode v IBM SPSS Modeleru, resp. Meta node v nástroji Knime. Uzel slouž́ı k
zapouzdřeńı vybraných uzl̊u do uzlu jednoho. Výhodou nástroje Knime je možnost
nastaveńı počtu vstup̊u a výstup̊u a tud́ıž uzel může přij́ımat v́ıce datových tok̊u a
následně je zpracovávat pomoćı vnitřńı logiky navržené uživatelem.
Vnitřńı struktura uzlu Priprava dat je rozdělena do tř́ı část́ı. V prvńı části uzlu
jsou zjǐst’ovány časové údaje, jako je den v týdnu, měśıc, zjǐstěńı spotřeby elek-
trické energie před 24 hodinami a také zjǐstěńı spotřeby minulý týden ke každému
poř́ızenému záznamu. Druhá část uzl̊u je zaměřena na agregačńı funkce, tedy na
výpočet pr̊uměrných hodnot, hledáńı maximálńı a minimálńı hodnoty spotřeby
elektrické energie a to jak pro hodnoty denńı spotřeby, tak i týdenńı spotřebu
elektrické energie. V posledńı třet́ı části se poč́ıtá pr̊uměrná teplota všech oblast́ı
spotřebovávaj́ıćı elektrickou energii. V každé oblasti je poč́ıtána pr̊uměrná teplota
za 24 hodin spolu s pr̊uměrnou teplotou za celý týden. V následuj́ıćım textu jsou
popsány jednotlivé uzly obsažené v SuperNode, resp. Meta node Priprava dat.
Obrázek 4.12: Struktura uzlu Priprava dat v nástroji Knime
Prvńı část uzlu Priprava dat je zaměřena na úpravu dat do časových obdob́ı. To
znamená, že jsou v datech vyhledávány údaje o spotřebě před 24 hodinami, spotřeby
před týdnem, zjǐstěńı dnu a měśıce z časového údaje apod. V nástroji IBM SPSS Mo-
deler jsem pro zjǐstěńı hodnoty spotřeby před týdnem použil již zmı́něný uzel typu
Derive a pomoćı jazyka CLEM jsem zapsal př́ıkaz pro posun atributu Spotreba o
168 záznamů, abych źıskal požadovanou hodnotu spotřeby minulého týdne. Pro od-
vozeńı hodnoty spotřeby elektrické energie, která byla před, resp. za 24 hodin jsem
postupoval stejným postupem. Uzel Derive s nastaveńım uzlu Derive as: Nominal
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jsem dále použil pro zjǐstěńı dnu v týdnu z atributu poskytuj́ıćıho časovou hodnotu.
V jazyce CLEM jsem použil př́ıkaz datetime weekday(Cas) pro každý možný př́ıpad.
Výsledkem byl kód o 7 př́ıkazech datetime weekday(Cas), který byl obdobou kon-
strukce př́ıkazu Switch. Pro zjǐstěńı měśıce z časové hodnoty byl použit podobný
postup s rozd́ılem použitého př́ıkazu pro zjǐstěńı měśıce.
V nástroji Knime jsem musel postupovat jiným zp̊usobem, jelikož takovými funk-
cemi nedisponuje. Pro spotřeby před 24 hodinami a minulého týdne bylo zapotřeb́ı
použ́ıt několik typ̊u uzl̊u, abych źıskal stejné výsledky jako v druhém nástroji. Mezi
operace potřebné pro źıskáńı stejných výsledku patř́ı posun hodnot atributu Spo-
treba o požadovaný počet řádk̊u, tj. 24, resp. 168 řádk̊u, vytvořeńı nového atributu
pro zápis posunutých hodnot a následně napárováńı na p̊uvodńı vstupńı matici. To
samé platilo pro zjǐstěńı dnu v týdnu a měśıce z časového atributu, kdy jsem musel
převést časový údaj z typu string na typ datum pomoćı uzlu Date Field Ex-
tractor a následně provést převod hodnot dnu v týdnu za pomoćı konstrukce typu
Switch v uzlu typu Java snippet použit́ım programovaćıho jazyka Java na český
formát, jelikož uzel automaticky převád́ı den v týdnu do tvaru, kdy týden zač́ıná
neděĺı narozd́ıl od našeho formátu, kdy týden zač́ıná ponděĺım. Konkrétńı popis im-
plementace je zachycen v podrobném popisu úloh na přiloženém CD.
Druhá část uzlu Priprava dat je zaměřena na výpočet pr̊uměrných hodnot,
hledáńı maximálńı a minimálńı hodnoty spotřeby elektrické energie a to jak pro
hodnoty denńı spotřeby, tak i týdenńıch hodnot. Pro tyto účely jsem zvolil v nástroji
IBM SPSS Modeler uzel typu Derive, do kterého jsem pomoćı jazyka CLEM psal
požadovanou funkčnost. Pro pr̊uměr to byla funkce @AVE, pro minimálńı hodnotu
funkce @MIN, resp. @MAX pro maximálńı hodnotu. Jelikož Knime nedisponoval
potřebnými nástroji pro zjǐstěńı těchto údaj̊u, musel jsem toto chováńı uzl̊u napro-
gramovat. Z toho d̊uvodu jsem použil již zmı́něný uzel Java snippet, který umožňuje
psát programový kód v jazyce Java.
V posledńı části uzlu Priprava dat poč́ıtám pr̊uměrnou teplotu všech oblast́ı, kde
se spotřebovává elektrická energie. V každé oblasti je poč́ıtána pr̊uměrná teplota za
24 hodin spolu s pr̊uměrnou teplotou za celý týden.
Dále se v datovém toku nacháźı tři uzly pro grafické znázorněńı upravených
dat. Mezi tyto uzly patř́ı uzel Spotreba podle dnu, který interpretuje spotřebu
elektrické energie ve dnech v týdnu, kterou zobrazuje obrázek 4.13. Výstupem uzlu
je krabicový graf zachycuj́ıćı minimálńı, resp. maximálńı hodnotu, 1. a 3. kvartil
spolu s mediánem a také outliners.
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Obrázek 4.13: Závislost spotřeby elektrické energie na dnu v týdnu a svátku v
nástroji IBM SPSS Modeler
Spotřeba elektrické energie je ve všedńıch dnech, resp. úterý až čtvrtek velice
vyrovnaná. V ponděĺı a pátek je vidět vliv v́ıkendových omezeńı, kdy může docházet
např. k omezeńı výroby, resp. k jej́ı obnově.
Obrázek 4.14: Závislost spotřeby elektrické energie na dnu v týdnu a svátku v
nástroji IBM SPSS Modeler
Obrázek 4.14 zachycuje situaci spotřeby elektrické energie při svátćıch, která se
zjǐst’uje v uzlu Spotreba dle svatku. Při svátćıch má mnoho obchod̊u, státńıch
firem a daľśıch institućıch zavřeno a tud́ıž nedocháźı k tak ”velkému“ odběru jako vpracovńı den.
Posledńı uzel datového toku zabývaj́ıćı se př́ıpravou dat je uzel Teplota x spo-
treba a slouž́ı k zachyceńı závislosti spotřeby elektrické energie na teplotě, kterou
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zachycuje obrázek 4.15 na pr̊uměrné teplotě. Z obrázku je patrné, že při poklesu
venkovńı teploty stoupá spotřeba elektrické energie. V př́ıpadové studii jsou použity
záznamy spotřeby elektrické energie poř́ızené v roce 2004. V současné době odha-
duji, že nastává opačná situace, kdy při rostoućı teplotě roste spotřeba elektrické
energie. Důvodem je rostoućı trend chlad́ıćıch zař́ızeńı, jako jsou klimatizace apod.
a t́ım svázaný r̊ust spotřeby energie.
Obrázek 4.15: Závislost spotřeby elektrické energie na pr̊uměrné teplotě v nástroji
IBM SPSS Modeler
4.3.3 Model p̌redpovědi spoťreby elektrické energie
Daľśı část úlohy je zaměřena na vlastńı modelováńı předpovědi spotřeby elektrické
energie za daľśıch 24 hodin. Pro tyto účely jsem vytvořil datový tok s názvem elek-
trinaModel, ve kterém je realizována předpověd’. Následuj́ıćı obrázek 4.16 zobra-
zuje strukturu datového toku modelu budoućı spotřeby elektrické energie.
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Obrázek 4.16: Model předpovědi spotřeby elektrické energie v nástroji Knime
Prvńım uzlem ve datového toku je uzel pro načteńı dat, které jsem uložil v
př́ıpravné části této úlohy. Dále je potřebovat rozdělit načtená data na trénovaćı a
testovaćı množinu tak, aby měl model data pro učeńı a testováńı. K tomuto rozděleńı
jsem použil uzel Rozdeleni dat typu Partition, ve kterém jsem nastavil relativńı
rozděleńı dat na 50%. Takto jsem doćılil rozděleńı připravených dat na dvě stejně
velké části. Pro predikci pomoćı neuronové śıtě jsem vybral uzel neuronové śıtě a
jako ćılovou proměnnou jsem nastavil atribut Spotreba za 24 hodin.
V posledńı části modelu jsem filtroval špatné výsledky predikce a to předevš́ım,
když v modelu dojde k tzv. outliers, tedy k hodnotám, které se rapidně lǐśı od
skutečných hodnot. Za t́ımto účelem byly vytvořeny tři větve, kde v této prvńı
větvi zjǐst’uji odhady, které se lǐsili o v́ıce než 2000MW a zároveň byl odhad menš́ı
než skutečná hodnota. Druhá větev obsahuje přehled předpověd́ı, které byly větš́ı
než skutečná hodnota a měly rozd́ıl větš́ı než 2000MW.
Dále jsem označil špatné předpovědi, které se lǐsily o max. 500MW pomoćı uzlu
Spatny odhad.
Pro zobrazeńı rezidúı predikované hodnoty se skutečnou hodnotou v daľśıch 24
hodinách slouž́ı histogram s názvem Rezidua, který zobrazuje četnosti jednotlivých
rozd́ıl̊u, viz. obrázek 4.17.
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Obrázek 4.17: Histogram rezidúı v nástroji IBM SPSS Modeler
4.3.4 Výsledky
Z výsledk̊u je možné usoudit, že k nejv́ıce špatným předpověd́ı docházelo při vyšš́ı
změně teploty v jinak konstantńıch měśıćıch. V nástroji IBM SPSS Modeler se jed-
nalo se pouze o měśıc Ř́ıjen, kdežto výsledky v nástroji Knime ukazovali zastoupeńı
v́ıce měśıc̊u. Celkově však šlo o obdob́ı náchylné na změny spotřeby z d̊uvodu na-
stupuj́ıćıho zimńıho obdob́ı. Model celkově produkoval 10 ńızkých odhad̊u v nástroji
IBM SPSS Modeler, resp. 74 v Knime. Jedná se tzv. odhady, které byly nižš́ı než
skutečná hodnota za 24 hodin, a jejich rozd́ıl byl větš́ı než 2000MW.
Pro vysoké odhady, tj. odhady vyšš́ı o 2000MW než byla skutečná spotřeba
elektrické energie za 24 hodin, model produkoval 3 předpovědi v nástroji IBM SPSS
Modeler a 75 předpověd́ı v nástroji Knime. Pro tuto úlohu byla zvolena neuronová
śıt’ typu PNN a to z d̊uvodu, že neuronová śıt’ použitá v předešlé úloze nepodporuje
jiné vstupńı parametry, než je typ double (kromě ćılové proměnné). Výsledkem jsou
naměřené hodnoty, které se neshoduj́ı s výsledky v nástroji IBM SPSS Modeler.
Nejenom že výpočet byl časově náročný (deśıtky minut), ale také přesnost modelu
nedosahovala podobných výsledk̊u jako v nástroji IBM SPSS Modeler. Nepřesnost
této neuronové śıtě byla také ověřena v předešlé př́ıpadové studii, kdy śıt’ dosahovala
přesnosti pouze 42%. Pro vyvozeńı závěru o použit́ı této neuronové śıtě v nástroji
Knime, by bylo zapotřeb́ı provést testováńı na daľśıch séríı úloh. Ze zkušenost́ı v
práci v IBM SPSS Modeler v́ım, že neuronová śıt’ je silný a spolehlivý nástroj v
tomto nástroji. Platforma Knime je typu open source a je možné, že jeho některé
moduly jsou stále vývoji a mohou obsahovat chyby.
Histogramem jsem zjistil, že k nejv́ıce špatným předpověd́ım docházelo v neděli.
Důvodem je zřejmě fakt, že v neděli docházelo k největš́ım rozptyl̊um spotřeby
elektrické energie.
4.3.5 Závěr
Studie předpovědi spotřeby elektrické energie je zaměřena na analýzu a předpověd’
na základě záznamů časové řady, které byly poř́ızeny v časovém horizontu čtyř
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let. Pomoćı data miningových nástroj̊u byly z poskytnutých dat zjǐstěny závislosti
spotřeby elektrické energie na svátćıch, dnech v týdnu a také byla zjǐstěna závislost
spotřeby na venkovńı teplotě. Pomoćı analýzy byl následně vytvořen model pro
ověřeńı přesnosti předpovědi na testovaćıch datech. Modelováńı předpovědi spotřeby
elektrické energie je nicméně velmi složitá úloha a nelze dosáhnout přesných výsledk̊u,
ale pouze přibližných hodnot v určitém rozmeźı. Hlavńım d̊uvodem je vysoká varia-
bilita teploty, což velmi ovlivňuje vlastńı predikci. Výsledky je nutné brát s rezervou.
4.4 Hodnoceńı použitých nástroj̊u
Pro tvorbu model̊u př́ıpadových studíı byly použity datamingové nástroje IBM SPSS
Modeler a Knime. IBM SPSS Modeler byl testován ve zkušebńı verzi 17 a nástroj
Knime byl použit ve verzi 3.0.1. v plném baĺıčku, tzv. obsahoval všechny volně do-
stupné doplňkové rozš́ı̌reńı. Oba použité nástroje byly testovány v 64 bitové verzi
na operačńım systému Windows 10.
V současné době je k dispozici IBM SPSS Modeler ve verzi 18, která nab́ıźı
několik novinek a to předevš́ım implementaćı algoritmů, které byly dostupné pouze
na serverové straně a nebyly implementovány v klientu jako je např́ıklad Linear
Support Vector Machines, Linear-AS pro lineráńı regresi, Tree-AS, který je založen
na algoritmu CHAID, a daľśı. Velkým př́ınosem je také možnost paralelńıch běh̊u
těchto algoritmů a použ́ıt tak v́ıce jader procesoru pro výpočet. Nově je možné
použ́ıvat programovaćı jazyk Python s rozš́ı̌reńım Spark, které slouž́ı pro progra-
mováńı s využit́ım výpočetńıch cluster̊u. Dř́ıve byla tato možnost dostupná pouze
na výpočetńım serveru AS - analytic server, ke kterému se muselo pomoćı IBM SPSS
Modeler připojit. Připojeńı však neumožňovala základńı verze software, ale pouze
nástroje s ”vyšš́ı“ licenćı. Velkou změnou prošel nástroj v propojeńı s komunitou.Nástroj se v posledńı verzi snaž́ı být v́ıce otevřen komunitě a nyńı umožňuje po-
moćı kontextové nab́ıdky uživateli zobrazit dostupná rozš́ı̌reńı, které lze dodatečně
implementovat. [18]
Data miningový nástroj Knime je oproti svému konkurentovi aktualizován častěji
a to předevš́ım aplikaćı oprav vyskytuj́ıćıch se chyb. Posledńı aktualizaćı nástroje je
Knime ve verzi 3.3, která vyšla 6.12.2016. Nová verze obsahuje změny předevš́ım v
rychlosti zpracováńı dat a to předevš́ım při práci s datově obsáhlými daty uloženými
v Excelu. Vylepšeńı se také týkalo rozš́ı̌reńıch poskytuj́ıćıch Text Mining. V současné
verzi uzly poskytuj́ıćı Text Mining umožňuj́ı zpracovávat formáty typu pdf, ppt, doc,
txt, zip a daľśı, a nav́ıc disponuj́ı extrakćı metadat zkoumaných soubor̊u, jako je
autor, čas modifikace dokumentu apod. Daľśı novinkou v oblasti Text Mining je
rozpoznáńı jazyka psaného textu. Př́ıjemná nová funkce je v dnešńı době předevš́ım
v implementaci uzl̊u pro vzdálené připojeńı do cloudových uložǐst’, mezi které patř́ı
Amazon S3 a Azure Blob Store, a následné zpracováváńı soubor̊u z těchto
webových služeb. Mezi daľśı změny patř́ı aktualizace platformy Eclipse, na které je
Knime založen. Platforma byla aktualizována na verzi Neon (4.6). Posledńı z velkých
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změn je automatická instalace chyběj́ıćıch rozš́ı̌reńı při práci s workflow z nověǰśıch
verźı nástroje, nebo při použit́ı práci s workflow, které obsahuj́ı některý uzel z ko-
munitńıho uložǐstě. [19]
Nyńı se zaměř́ım na hodnoceńı použitých nástroj̊u z praktického hlediska, které
vyšlo z vytvářeńı představených studíı. Prvńı dojem každého programu utvář́ı pros-
třed́ı aplikace. Prostřed́ı obou nástroj̊u má velmi podobné členěńı a skládá se z
hlavńıho okna pro tvorbu datového toku a menu obsahuj́ıćı uzly, které se pro datový
tok použ́ıvaj́ı. Uzly jsou seskupeny do kategoríı, ve kterých nástroj Knime nab́ıźı vy-
hledáváńı podle zadaného textu. Vyhledáváńı nástroj IBM SPSS Modeler nenab́ıźı,
což pro početné skupiny uzl̊u je značnou nevýhodou.
Hodnoceńı je také zaměřeno na hodnoceńı funkćı, které nástroje nab́ızej́ı. IBM
SPSS Modeler nab́ıźı bohatou řadu vestavěných funkćı a to včetně komerčńıch al-
goritmů jako je např. klasifikačńı algoritmus C5.0. Nástroj Knime ve směru ”vy-bavenosti“ funkcemi zaostává a nab́ıźı pouze funkce základńı, nebo řadu modifiko-
vaných algoritmů. Nevýhodou některých algoritmů je i doba výpočtu, která může
být oproti komerčńımu nástroji několikanásobně vyšš́ı, což se např́ıklad projevilo
ve studii zabývaj́ıćı se spotřebou elektrické energie, kdy výpočet neuronové śıtě tr-
val až deśıtky minut, kdežto v komerčńım nástroji IBM SPSS Modeler byl výpočet
dokončen během necelé minuty. Použit́ı neuronové śıtě se v nástroji Knime př́ılǐs
neosvědčilo, proto doporučuji použit́ı jiného algoritmu podle typu úlohy. Rozd́ıl v
obsažených algoritmech je předevš́ım licenčńımu omezeńı. V tomto směru je nutné
zopakovat, že nástroj Knime je v základńı verzi distribuován zdarma, kdežto IBM
SPSS Modeler je nab́ızen pouze v komerčńıch licenćıch viz. 3.2. Naopak velkou
výhodou nástroje Knime je možnost vytvářeńı doplňuj́ıćıch rozš́ı̌reńı. Rozš́ı̌reńı mo-
hou obsahovat nové algoritmy, uzly, nebo celé předpřipravené datové toky. V tomto
směru je velice aktivńı komunita, která již vytvořila spoustu rozš́ı̌reńı.
Srovnáńı použitých nástroj̊u z hlediska složitosti datového modelu je patrná z vy-
tvořených př́ıpadových studíı popisovaných v této kapitole. Stejná úloha v nástroji
IBM SPSS Modeler jde jednodušeji vytvořit pomoci několika uzl̊u než je tomu v
nástroji Knime. Práce v obou nástroj́ıch je intiutivńı, ovládáńı je velice vĺıdné.
Výsledné řešeńı práce s daty, modelováńı i evaluace či nasazeńı je složeno z do-
stupných uzl̊u (blok̊u) spojených orientovanými spojnicemi, které naznačuj́ı tok daty
mezi uzly. V nástroji IBM SPSS Modeler je to stream a workflow v nástroji Knime.
V obou nástroj́ıch je nutné porozumět jednotlivým uzl̊um (blok̊um) tak, aby jejich
použit́ı bylo smysluplné. Některé uzly umožňuj́ı velkou variabilitu nastaveńı a výběr
vstupńıch parametr̊u od jednoduchých či expertńıch, které vyžaduj́ı od dataminera
hlubš́ı znalosti data miningové algoritmizace. V r̊uzných bloćıch je možné ”doprogra-movat“ vlastńı implementaci. Složitěǰśı část nastává při tvorbě programových uzl̊u
pokud prostřed́ı nenab́ıźı požadovanou funkčnost a to ve formě programového kódu.
Knime umožňuje v k tomu určených uzlech použ́ıvat programovaćı jazyk JAVA
nebo jazyk R. Tuto možnost jsem hojně využ́ıval při tvorbě př́ıpadových studíı.
IBM SPSS Modeler možnost́ı programováńı v jazyce R také disponuje, nicméně pro
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použ́ıváńı některých uzl̊u je nutné znak skriptovaćı jazyk CLEM, který se použ́ıvá
např́ıklad v již zmı́něném uzlu Derive použitém v př́ıpadových studíı. Oproti jazyku
JAVA se jedná o psańı výraz̊u, podmı́nek a podobných konstrukćı. Jazyk CLEM
je proprietárńı jazyk nástroje IBM SPSS Modeleru a tud́ıž neńı běžnou znalost́ı IT
specialist̊u.
Důležitým srovnáńım obou nástroj̊u je nutné věnovat grafické interpretaci výstu-
p̊u. V tomto směru jasně převládá IBM SPSS Modeler, se kterým se nástroj Knime
nemůže srovnávat. Rozd́ıly v reprezentaci výstup̊u lze vidět v přiložených obrázćıch
této kapitole, nebo v př́ıručkách vytvořených studíı v přiložené př́ıloze. IBM SPSS
Modeler nab́ıźı výstup v přehledných grafech, které nab́ızej́ı řadu nastaveńıch a
to od nastaveńı barev přes omezeńı vykreslované oblasti až po interakci s grafem.
Knime podobnými nastaveńı disponuje také, nicméně grafický výstup a jednodu-
chost ovládáńı neodpov́ıdá zvyklostem dnešńı doby, což považuji v současné době
za velkou nevýhodu tohoto nástroje. Vylepšeńı grafické části pak mohou poskytovat
některé nab́ızené rozš́ı̌reńı nebo export a následné zpracováńı jinými programy jako
je Matlab. Výstup v grafické podobě je také umožněn programovat pomoćı jazyka R.
Závěrem bych doporučil nástroj Knime pro uživatele, kteř́ı již maj́ı zkušenosti s
ostatńımi data miningovými nástroji a neboj́ı se experimentovat a vytvářet vlastńı
uzly s požadovaným chováńım pomoćı vlastńıch implementaćı a to předevš́ım po-
moćı programovaćıho jazyka at’ už se jedná o jazyk JAVA, R, nebo práci s ex-
terńımi programy jako je Matlab. Na druhou stranu nástroj IBM SPSS Modeler
bych doporučil uživatel̊um, kteř́ı vyžaduj́ı kvalitńı grafický výstup, upřednostňuj́ı
jednoduché ovládáńı a požaduj́ı rychlé řešeńı problému.
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5 Závěr
Ćılem diplomové práce bylo vytvořit př́ıpadové studie, které obsahuj́ı časové řady a
sestavit predikčńı modely, které budou modelovány v data miningových nástroj́ıch
použ́ıvaných ve výuce spolu se srovnáńım použitých nástroj̊u z hlediska použit́ı a
funkćı, které nab́ızej́ı.
Před samotnou tvorbou predikčńıch model̊u bylo zapotřeb́ı uvést čtenáře do
problematiky časových řad a jejich členěńı. Shrnuty byly základńı pojmy, charakte-
ristiky a manipulace s časovými řadami.
Kapitola 3 je věnována popisu využit́ı časových řad v data maningu spolu se
základńım uvedeńım čtenáře do problematiky této analýzy. V textu jsou dále uve-
deny popisy vybraných data miningových nástroj̊u spolu s komerčńım nástrojem
IBM SPSS Modeler a s volně dostupným nástrojem Knime, které byly vybrány a
detailněji popsány z d̊uvodu použit́ı ve výuce předmětu zabývaj́ıćım se problemati-
kou dolováńı dat.
Stěžejńı část diplomové práce tvoř́ı př́ıpadové studie, které byly vytvořeny za
účelem ukázky zpracováńı časových řad ve vybraných data miningových nástroj́ıch.
V této části jsou také popsány algoritmy, které se ve vytvořených studíı použ́ıvaj́ı.
Mezi použité algoritmy patř́ı rozhodovaćı strom a neuronová śıt’. Prvńı př́ıpadová
studie popisuje monitorováńı zkušebńıho provozu. V př́ıpadové studii monitorováńı
zkušebńıho provozu jsou zaznamenávány vlastnosti stroj̊u, jako je tlak, teplota výkon
a daľśı. Měřené veličiny slouž́ı pro sestaveńı modelu a následnou predikci poruchy
stroj̊u. Druhá př́ıpadová studie je zaměřena na analýzu a predikci dodávek spotřeby
elektrické energie elektrárenské společnosti na následuj́ıćı den. V obou př́ıpadech
byly vytvořeny datové toky spolu s detailńımi př́ıručkami, které popisuj́ı vytvářeńı
př́ıpadových studíı a mohou složit jako podklad pro výuku.
V posledńı části diplomové práce se zabývám hodnoceńım použitého softwaru.
Pro budováńı datových model̊u byly vybrány dva data miningové nástroje a to IBM
SPSS Modeler a Knime. Důvodem výběru je použ́ıváńı těchto nástroj̊u ve výuce
data miningu a také ukázat čtenář̊um jejich srovnáńı při vytvářeńı př́ıpadových
studíı. Srovnáńı má př́ıpadnému řešiteli data miningového projektu ulehčit rozho-
dováńı o DM nástroji, který chce použ́ıt. Porovnáńı data miningových nástroj̊u bylo
uskutečněno z několika pohled̊u. Nástroje byly podrobeny hodnoceńım nab́ızených
funkćı, kde IBM SPSS Modeler nab́ıźı uzly, které obsahuj́ıćı v́ıce vestavěných funkćı a
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algoritmů než je tomu u druhého nástroje. Mezi algoritmy patř́ı i komerčńı algoritmy
jako je např́ıklad rozhodovaćı strom C5.0 a j́ımž nedisponuje nástroj Knime. Při
zpracováńı př́ıpadových studíı se mi použit́ı neuronové śıtě v nástroji Knime př́ılǐs
neosvědčilo, proto doporučuji použit́ı jiného algoritmu podle typu úlohy. Hlavńım
rozd́ılem obou nástroj̊u je licenčńı politika. IBM SPSS Modeler je komerčńı nástroj
nab́ızený v několika licenćıch, které byly popsány v kapitole 3.2, kdežto nástroj
Knime je v základńı verzi volně dostupný a je možné do něj vytvářet vlastńı doplňky,
nebo je lze źıskat od aktivńı komunity. Nástroje kladně hodnot́ım po stránce tvořeńı
datových model̊u z d̊uvodu intuitivńı tvorby datových tok̊u použ́ıváńım dostupných
funkćı. Nevýhodou je fakt, že Knime ve srovnáńı s nástrojem IBM SPSS Modeler
mnoha funkcemi nedisponuje a ve složitěǰśıch př́ıpadech je nutná vlastńı implemen-
tace pomoćı programovaćıho jazyka JAVA nebo R, což v př́ıpadových studíıch bylo
v mnoha př́ıpadech nutné. Z hlediska grafické reprezentace výstupu IBM SPSS Mo-
deler vyniká a z mého hlediska neńı nástroj Knime v této kategorii soupeřem. V
testované verzi je značné, že Knime nemůže konkurovat ani s možným využit́ım ex-
terńıch nástroj̊u jako je Matlab apod. V závěru hodnoceńı doporučuji nástroj Knime
pro uživatele, kteř́ı již maj́ı zkušenosti s ostatńımi data miningovými nástroji a ne-
boj́ı se experimentovat a vytvářet vlastńı uzly s požadovaným chováńım pomoćı
vlastńıch implementaćı a to předevš́ım pomoćı programovaćıho jazyka at’ už se jedná
o jazyk JAVA, R, nebo práci s exterńımi programy jako je Matlab. Na druhou stranu
nástroj IBM SPSS Modeler doporučuji uživatel̊um, kteř́ı vyžaduj́ı kvalitńı grafický
výstup, upřednostňuj́ı jednoduché ovládáńı a požaduj́ı rychlé řešeńı problému.
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[17] MAYER-SCHÖNBERGER, Viktor a Kenneth CUKIER. Big Data. Brno: Com-
puter Press, 2014. ISBN 978-80-251-4119-9.
[18] FISCHER, Ted, Announcing IBM SPSS Modeler 18 [on-line],
15.3.2016 [cit. 2016-18-12] Dostupné z: https://developer.ibm.com/
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IBM SPSS Modeler . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
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