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A connection is made between the M(1) matrix of Hinton-Shaw and the two 
dimensional subspaces of H. D. Niessen. It is shown that the surface on which the 
M(i) matrices lie can be represented as a generalization of a sum of Niessen circles, 
namely ellipsoids, some of whose directions may have collapsed. 0 1991 Academic 
Press, Inc. 
1. INTR~DuOTI~N 
There are two generalizations of Weyl’s second theorem concerning the 
existence of square integrable solutions of a homogeneous differential 
equation of second order 
- ( py’)’ + qy = %wy. 
For problems of higher order or Hamiltonian systems of even dimension, 
greater than or equal to 2, one approach is to use the same boundary 
condition technique to develop a matrix M(L), which is used to generate 
the square integrable solutions. Developed by D. B. Hinton and J. K. Shaw 
[ 1,2], this approach seems natural, giving many formulas and equations 
which are obvious generalizations of the second order Weyl-Titchmarsh 
theory [7, 81. A major difficulty arises, however. For second order or two 
dimensional problems, M(A) is a 1 x 1 complex matrix (scalar), lying on a 
circle in the complex plane. It is thus easily visualized. For higher order 
problems M(n) is an n x n complex matrix, lying on a surface in complex 
n2 dimensional space. Exactly what this surface is, is almost impossible to 
say, especially since it may be degenerate, 
Another approach, exploited by H. D. Niessen [6] in his study of 
s-hermitian differential systems, is to develop a symmetric monotonic 
matrix whose eigenvalues generate square integrable solutions. Niessen 
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does this by arranging the solutions in two dimensional subspaces. In each 
an appropriate linear combination, determined by a (possibly degenerate) 
circle in the complex plane, has the desired square integrable properties. 
It is our purpose here to connect the n x n matrix M(1) of Hinton-Shaw 
with the n two dimensional circles of Niessen. In so doing we shall show 
that M(L) is represented by ellipsoids which involve the Niessen eigen- 
values and circle radii. The angular component of the Niessen circles is 
replaced by a complex unitary matrix. Only in “extremal” directions will 
the actual Niessen circles come into play. 
2. NOTATION AND DEFINITIONS 
Over an interval (a, b] we consider the differential expression 
JY’ = (LA + B) Y, 
where Y is of dimension 24 .Z= (19, -O’n), A = A* > 0, B = B* are real, 
locally integrable 2n x 2n matrices. We assume that a is a singular point. 
That is, either a is - co or perhaps A and/or B fails to be integrable in any 
neighborhood of a. We assume that b is a regular point. That is b is finite, 
and both A and B are integrable in any neighborhood of 6. At b a regular, 
separated, self-adjoint boundary condition 
where rank@, pz) = n, 
(PIBJ Y(b) = 0, 
sIB:+B*D2*=zn, B,B:-BZB:=O 
is normally imposed for the study of self-adjoint boundary value problems 
[3-51. We shall not need such a boundary condition in this paper, 
however, since our goal is a bit different. We do not use /I1 and /I2 to 
choose our fundamental matrix. We assume that ?V(x, 2) = (0,4)(x, A) is a 
non-singular 2n x 2n matrix satisfying 
JY’ = (1A + B)Y 
together with the initial condition Y(b, A) = ($ -$). If desired, it is no real 
restriction to require p1 = Z,, /?I = 0. The resulting M(L) matrices for 
different choices of p, and pz are equivalent [3-51. Finally, in order to 
eliminate some degenerate conditions, we assume that the differential 
equation is “Atkinson regular.” (See [l-5].) 
In what follows we outline the Hinton-Shaw and Niessen approaches 
with the singular point a at the left. Then we make the connection between. 
The choice of a singularity on the left is largely for convenience. Niessen 
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used this same setting, and Hinton-Shaw’s work for doubly singular 
problems also can be quickly adapted to having the left boundary point 
singular [4]. 
Our setting is Li (a, b), the Hilbert space generated by the inner product 
(Y,Z)=j’Z*AYdf, 
0 
where A is the weight matrix in the differential equation 
JY’ = (AA + B) Y. 
3. THE HINTON-SHAW THEOREM OF M(A) MATRICES 
We let x(x, A) = +Y(x, L)($) and impose the boundary condition 
(czi CQ) ~(a’, A) = 0, where a < a’ <b. It is shown in [3] that x satisfies uch 
a boundary condition when Im 2 # 0 if and only if 
(I,, M*) %Yy*(u’, A)(@) qa’, ;I) 
and that 
If we let 
we then have 
or 
hf= - C(@l%) d(a’)l-‘C(al%) e(a’)l. 
It is possible to show that 
a = Te*(u’, A)(J/i) @a’, A) 
DECOMPOSITION OF M(~)SURFACES 295 
B = T$*(a’, i)(J/i) B(a’, i) 
23 =Tqs*(a', A) J/i) qqa', A  
= f2 Im i 
Further if R, =9ij2, R,= R,(A), and C= -W’B, then 
M= C= R, + R, UR,, 
where U is a unitary matrix. 
The surfaces over which A4 varies for different a’ are nested. That is, if 
a< a” <a’, then M’s on the surface for a” are inside the surface for a’. 
Hence, as a’ -+ a, the surfaces contract to a limiting surface. Since C, R,, 
and R, all have limits C,, R,, i??,, M lies on the limiting surface if and only 
if 
M=C,+R,U& 
The matrices R, and iT, may be singular. 
Finally we characterize the limiting surfaces by 
THEOREM 3.1. M is on the limiting surface if and only if 
lim,. _ u ~*(a’, i)(.Z/i) ~(a’, A) = 0. For such M, 
M*-M 
x*&dt= 2iIm1. 
Some additional notation: Since x is a 2n x n matrix, it represents n 
linearly independent solutions to JY’ = (AA + B)Y. We denote these by 
x1, . . . . xn. We also set 
Hence M is on the limiting surface if and only if 
cxi, Xkl = 0, j, k = 1, . . . . n. 
It was shown in [3] that the solutions represented by x can be arranged 
in two groups x1 and 1~~. Those in x1 generate singular boundary condi- 
tions through the formula 
B,(Y) = lim x:(x, 1.) JY(x). 
r - 0 
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Those in x2 also seem to generate boundary conditions through the same 
formula. The result in this case, however, is always zero, and so only 
“automatic” conditions are generated. 
x, consists of (m-n) columns, while x2 has 2n -mm. The sum, n, is the 
number of columns in x. 
4. THE NIESSEN CIRCLES 
Niessen’s approach seems at first unrelated to that of Hinton-Shaw, but 
there are strong connections. First, for Im A # 0 he develops the formula 
(l/2 Im A) Y*(x, A)(J/i) Y(x, A)1 “,, = li, Y *AY dt. Using this he shows that 
THEOREM 4.1. (1) For all a’, (l/2 Im A) Y*(x, A)(J/i) Y(x, A) has n 
positive and n negative eigenvalues. (At x = 6, it is reduced to (l/2 Im n)(J/i), 
which is easily diagonalized as (l/2 Im A)( 2 -9,). Then as x varies, it is noted 
that the matrix is never singular.) 
(2) As a’ decreases, the matrix is monotone decreasing. Thus its eigen- 
values are decreasing. 
(3) The eigenvalues {,ui(x, 1)}7!, are related through the formula 
p,(x, A) = - 1/4(Im i)2~n+j(x, A), j = 1, . . . . n. 
THEOREM 4.2. Let lim,, _ * pj(a’, I) > - co, j = 1, . . . . m. Then there exist 
m solutions { y,},“, , of JY’ = (AA + B) Y, Im I # 0, satisfying 
i 
b 
yj*Ay, dt < co, j=l , . . . . m. 
CI 
yj= Yvj, where vi is the eigenvector associated with lim,,,. pj(a’, A), 
j = 1, . . . . m. 
Proof Using subsequences, if necessary to assure the convergence of 
normalized eigenvectors, we find 
I 
b 
y,*Ay, dt = & Co,*(J/i)vj- boil, (1 
where pj(A) =lim,,,. uj(a’, A), j= 1, . . . . m, v1 is the limit (through sub- 
sequences) of the normalized eigenvectors v,(a’, A) associated with uj(a’, A), 
and yj=Y(x, A)v,. 
We note that in the calculation 
[ yj> yj] = ,“rr, yj*(a’, A)(J/i) yj(a’, 1) 
=P I’ j= 1, . . . . m. 
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THEOREM 4.2 (Niessen). For the real system JY’ = (IA + B) Y, 
Im I # 0, there is a direct decomposition of the solution space of JY’ = 
(AA + B) Y into n iwo dimensional subspaces N,, j= 1, . . . . n, such that for all 
j, k = 1, . . . . n. 
(1) dim N,nL:(a, b)> 1. 
(2) Ifdim NjnLi(a, b)= 1, then [u, y]=Ofor yENjnLi(a, 6). 
(3) If dim N,n Li(a, b) = 2, then there is a basis yj, z, E N, and a 
circle K,= (~1: Ial =pj>O} so thatfor each y= yj+~z,, ~EK,, [y, y] =O. 
(4) [y,z]=Ofor all yENjnLi(a,b), zENknL:(a,b), j#k. 
ProoJ: (1) Let {u,(x,i)}~~, b e an orthonormal system of eigen- 
vectors (l/2 Im(A)) Y*(x, 1)(J/i) g(x, A) with associated eigenvalues 
{Pj(x, A)}: 1’ A s x -+ a (through sequences if necessary), let uj(x, 3,) + vj. 
Let yj(x, A) = CY(x, A)u,, zj(x, A) = ?Y(x, A)u,+~, j= 1, . . . . n. Then N, is the 
collection of all linear combinations of y, and z,, j= 1, . . . . n. The solution 
space for JY’ = (AA + B) Y is the direct sum of the spaces N,, j = 1, . . . . II. 
Since m 2 n, one sees that there is at least one y,(x, A) E N,n Li (a, b), 
and so (1) holds. 
(2) If N, n Li (a, b) is one dimensional, then j + n > m. Thus p, = 0 
and 
(3) If dim N,nLi(a, b)=2, then j+n,<m and pj>Oo’ ,un+j> -co. 
Set 
Let 1~11 = pj, and y = yj + o”zj. Then 
CY, ~1=(2iImJ-) lim (Yj+aZh+j)*A(yj++z,+j) X’ll 
= (2iIm n)(Pj+ la12k+j) 
= 0. 
(4) If y and z are indifferent spaces 
[y,z]=(2iIm1).0, 
since the eigenvectors u, and u,, associated with each, are orthogonal. 
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5. THE CONNECTION BETWEEN THE HINTON-SHAW 
AND NIESSEN APPROACHES 
It is apparent that the spaces generated by the columns of x = Y ( $) of 
Hinton-Shaw and the eigenvector solutions y, = Yvj, j= 1, . . . . m, of 
Niessen should be related. We shall show that indeed they are, but the 
situation is more complicated than merely choosing appropriate solutions 
{ y,};, , , one from each of the Niessen subspaces N, n L’, (a, b), j= 1, . . . . n. 
Some x solutions are to be found in this manner, but others are not. 
We decompose x into two components x, and x2, as was done in [3], 
by multiplying by an appropriate matrix E,. 
The elements in x2 generate automatic boundary conditions. These are 
generated only by Niessen solutions from the one dimensional subspaces 
N,nLi(a,b), j=m--n+ 1, . . . . n, which are associated with the eigenvalues 
pj=O, j=m+n- 1, . . . . n. We shall return to these shortly. 
Our current attention, however, must be focused on the elements 
represented by xi. These depend upon all the solutions { y,},“, , . If 
I’= (u,, . . . . v,) represents the matrix of all limiting eigenvectors, then 
xl = YVC, where C = (C,CzC,C,)T. C, is 2n x (m - n), C, is 
2n x (2n -m), C, is 2n x (m -n) and C, is 2n x (2n -m) (all zeros). C is, of 
course, fully determined by the first m -n columns of V*( $)E,. C, multi- 
plies y,, . . . . y, _ n, those Li solutions corresponding to positive eigenvalues 
PI, ..‘> Pm-n. C, multiplies y, n + , , . . . . yn, those L; solutions correspond- 
ing to zero eigenvalues p,,, _ n + 1, . . . . p,, . C, multiplies yn + , , . . . . y,, those L; 
solutions corresponding to negative eigenvalues CL, + , , . . . . pm. C, = 0. Recall 
P II+/= - l/CWm E,)2Pj12 ( -PjlPn + j) = Pf, j = 1, . . . . n. 
Now we have 
= 0. 
DECOMPOSITION OF M(1) SURFACES 299 
Further, since x1 is m - n dimensional and [x, , x, ] = 0, both C, and C, 
are non-singular. Hence, letting D, represent 
PI 
112 
!... 1; Pnr-n 
D, represent 
we have 
u= ($1, 
x(x, I.) = GY(x, A) v 
(D:plC:plC: D;)(D&C;‘D;‘)=Z 
and D2 C3 Cl- ’ DC ’ = U, a unitary matrix. Hence C3 = Dim ’U D, Cl, or 
c3 = 
( 
PlUll ‘.. Pl~~*-nI~l~1’2~l,m~n 
1 
Cl. 
Pm-n(~,l~Lm-n)“21(,-n.l ... Pl?-?IU,-“,,-, 
(The general term in the first matrix is (p,(~j/~i)l%i,)). We set 
p= (Pf(Pj/Pi)1'2uij). 
x2 consists only of elements from one dimensional spaces N, n Li (a, b), 
which correspond to solutions y,,_,,+ , , . . . . y,. So x2 = YVD, where 
D=(D,, D,, D3, D,)T and D,=O, D,=O, D,=O. 
We therefore have 
THEOREM 5.1. Let p,, . . . . ,uL, be the finite Niessen eigenvalues, let 
pI=dz, j= 1, . . . . m-n, and let V= (v,, v2, . . . . v,) be the limiting 
Niessen eigenvectors. Then for some unitary (m-n) x (m-n) matrix 
! 
Cl 0 
C2 D: 
PC, 0 
0 0 
:, Eil, 
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where P = (~~(p~/p~)~‘~u~). Further 
E,‘. 
If we let Y+ = Y(V ,,..., Vmp,), Y. = Y(V,_,+, ,..., V,), Y- = 
yu( v, + 1, . . . . V,), then the variable component (as U varies), xi, can be 
expressed by 
~~(x,sl)=(Y++Y~P)c,+Y~c~. 
The component 
Z m -- n 
Y+ +Y-P=YV 
0 
i r 
P CI 
0 
is isomorphic to P. As U varies, P describes the intersection of (m -n) 
mutually orthogonal complex ellipsoids. Each point on the surface of inter- 
section gives a representation of xi. 
When U is diagonal (U = Sj,, exp(rO,)), the components of Y+ + Y- P are 
indeed Niessen circle solutions. In this case P is diagonal, P = (p, S,, exp( ie,)), 
andY++Y-P=([y,+p,e’e1y,+,].~.[y,~,+p,~,eiem~ny,])C,,where 
the bracketed terms are in N, n Li(a, b), . . . . N,,-, n Lfj,(a, b). The 
diagonal choice of P is in a sense like choosing points on the major and 
minor axes of an ellipse. 
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