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1 Introduction
Error-Correcting codes play important roles in application ranging from date networking to satellite
communication to compact disks. Most coding theory concerns on linear codes since they have clear
structure that makes them easy to discover, to understand and to encode and decode.
Codes over finite rings have been studied since the early 1970s. There are a lot of works on codes
over finite rings after the discovery that certain good nonlinear binary codes can be constructed
from cyclic codes over Z4 via the Gary map [8]. Since then, many researchers have payed more and
more attentions to study the codes over finite rings. In these studies, the group rings associated
with codes are finite chain rings.
Recently, Zhu et al. considered linear codes over the finite non-chain ring Fq + vFq. In [15], they
study the cyclic codes over F2 + vF2. It has shown that cyclic codes over this ring are principally
generated. In the subsequent paper [16], they investigate a class of constacyclic codes over Fp+vFp.
In that paper, the authors prove that the image of a (1 − 2v)-constacyclic code of length n over
Fp+vFp under the Gray map is a cyclic code of length 2n over Fp. Furthermore, they also assert that
(1 − 2v)-constacyclic codes over Fp + vFp are also principally generated. More recently, Yildiz and
Karadeniz [14] studied the linear codes over the non-principal ring Z4 + uZ4, where u
2 = 0. They
introduce the MacWilliams identities for the complete, symmetrized and Lee weight enumerators.
They also gave some methods to construct formally self-dual codes over Z4 + uZ4.
Self-dual codes are an important class of linear codes. They have connections to many fields of
research such as lattices, designs and invariant [2, 3]. The study of extremal self-dual codes and the
connections with unimodular lattices has generated a lot of interests among the coding theory. And
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this is one of the motivations to introduce self-dual codes over the ring Z4 + vZ4.
As a special class of cyclic codes, quadratic residue codes fall into the family of BCH codes and
have proven to be a promising family of cyclic codes. They were first introduced by Gleason and since
then have generated a lot of interests. This due to the fact that they enjoy good algebra properties
and they contain source of good codes. Recently, quadratic residue codes have been studied over
some special rings [10, 12].
In this paper, we mainly introduce some results on linear codes over the principal ring R =
Z4+vZ4, where v
2 = v. To the best of our knowledge, this is the first time to study the linear codes
over this ring. The remainder of this paper is organized as follows. In Section 2, we define the Gray
weight of the element of R, and introduce a Gray map that leads to some useful results on linear
codes over R. Moreover, we also give the MacWilliams identity on the linear code over R. In Section
3, we introduce some important class of linear codes: self-dual codes, MDS codes and MGDS codes.
We give the sufficient and necessary conditions for a linear code to be Euclidean self-dual, MDS and
MGDS codes. We also define the Hermitian dual on the linear code, and research the connections
between Hermitian self-dual codes and unimodular complex lattices. Furthermore, we obtain a Gray
distance bound on the code over R. In Section 4, we study the cyclic codes over R including the
generating polynomials, the generating idempotents and their duals. In Section5, we introduce an
important class of cyclic codes called quadratic residue codes over R. Moreover, the extensions of
quadratic residue codes are also discussed in this section. In Section 6, we give some examples to
illustrate the main work in this paper.
2 Linear codes over R
Let R = Z4 + vZ4, where v
2 = v. Then R is commutative and with characteristic 4. Clearly,
R ≃ Z4[v]/(v2 − v). An element r of R can be expressed uniquely as r = a + bv, where a, b ∈ Z4.
The ring R has the following properties
• There are 9 different ideals of R, and they are (1), (v + 1), (v + 2), (v − 1), (2), (v), (2v − 2),
(2v), (0);
• R is a principal ring;
• (v + 1) and (v + 2) are the maximal ideals of R;
• R is not a finite chain ring.
Furthermore, for any element r = a + bv of R, r is a unit if and only if a 6≡ 0(mod2) and
a+ b 6≡ 0(mod2). Moreover, one can verify that if r is a unit of R then r2 = 1.
Definition 1. Let r = a+ bv be any element of R. Then the Gray weight of the element r is defined
as
wG(r) = wL(a) + wL(a+ b),
where the symbol wL(✷) denotes the Lee weight of the element ✷ of Z4.
Define a Gray weight of a vector c = (c0, c1, . . . , cn−1) ∈ Rn to be the rational sum of the Gray
weight of its components, i.e. wG(c) =
∑n−1
i=0 wG(ci). For any elements c1, c2 ∈ Rn, the Gray
distance is given by dG(c1, c2) = wG(c1 − c2). A code C of length n over R is a subset of Rn. C is
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linear if and only if C is an R-submodule of Rn. The minimum Gray distance of C is the smallest
nonzero Gray distance between all pairs of distinct codewords. The minimum Gray weight of C
is the smallest nonzero Gray weight among all codewords. If C is linear, then the minimum Gray
distance is the same as the minimum Gray weight.
Now we give the definition of the Gray map on Rn as follows
Φ : Rn → Z2n4
(c0, c1, . . . , cn−1) 7→ (a0, a0 + b0, a1, a1 + b1, . . . , an−1, an−1 + bn−1),
where ci = ai + biv, i = 0, 1, . . . , n− 1.
It is well known that the Lee weights of the elements in Z4 are defined as wL(0) = 0, wL(1) =
wL(3) = 1 and wL(2) = 2. Then we have the following result.
Theorem 1. The Gray map Φ is a distance-preserving map from Rn (Gray distance) to Z2n4 (Lee
distance) and it is also Z4-linear.
Proof. Let k1, k2 ∈ Z4. Then, by the definition of Gray map Φ, for any c1, c2 ∈ Rn we have
Φ(k1c1+k2c2) = k1Φ(c1)+k2Φ(c2), which implies that Φ is Z4-linear. Let c1 = (c1,0, c1,1, . . . , c1,n−1)
and c2 = (c2.0, c2,1, . . . , c2,n−1) be elements of Rn, where c1,i = a1,i + b1,iv and c2,i = a2,i + b2,iv,
i = 0, 1, . . . , n− 1. Then c1− c2 = (c1,0− c2,0, . . . , c1,n−1− c2,n−1) and Φ(c1− c2) = Φ(c1)−Φ(c2).
Therefore dG(c1, c2) = wG(c1−c2) = wL(Φ(c1−c2)) = wL(Φ(c1)−Φ(c2)) = dL(Φ(c1),Φ(c2)). The
second equality above holds because of the definition of the Gray weight of the element in R.
Lemma 1. Let C be a (n,M, d) linear code over R, where n,M, d are the length, the number of the
codewords and the minimum Gray distance of C,respectively. Then Φ(C) is a (2n,M, d) linear code
over Z4.
Proof. From Theorem 1, we see that Φ(C) is Z4-linear, which implies that Φ(C) is a Z4-linear code.
From the definition of the Gray map Φ, Φ(C) is with length 2n. Moreover, one can check that Φ
is a bijective map from Rn to Z2n4 implying that Φ(C) has M codewords. At last, the preserving
distance of Φ leads to Φ(C) has the minimum Lee distance d.
Let x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) be two vectors of R
n. The Euclidean inner
product of x and y is defined as follows
x · y =
n∑
i=1
xiyi.
The Euclidean dual code C⊥ of C is defined as C⊥ = {x ∈ Rn|x · c = 0 for all c ∈ C}. C is said to be
Euclidean self-orthogonal if C ⊆ C⊥ and Euclidean self-dual if C = C⊥.
Theorem 2. Let C be a linear code. Then Φ(C)⊥ = Φ(C⊥). Moreover, if C is Euclidean self-dual,
so is Φ(C).
Proof. For all c1 = (c1,0, c1,1, . . . , c1,n−1) ∈ C and c2 = (c2,0, c2,1, . . . , c2,n−1) ∈ C⊥, where cj,i =
aj,i + bj,iv, aj,i, bj,i ∈ Z4, j = 1, 2, i = 0, 1, . . . , n − 1, if c1 · c2 = 0, then we have c1 · c2 =∑n−1
i=0 c1,ic2,i =
∑n−1
i=0 a1,ia2,i +
∑n−1
i=0 (a1,ib2,i + a2,ib1,i + b1,ib2,i)v = 0 implying
∑n−1
i=0 a1,ia2,i = 0
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and
∑n−1
i=0 (a1,ib2,i + a2,ib1,i + b1,ib2,i) = 0. Therefore, Φ(c1) · Φ(c2) =
∑n−1
i=0 (a1,ia2,i + a1,ib2,i +
a2,ib1,i+ b1,ib2,i) = 0. Thus Φ(C⊥) ⊆ Φ(C)⊥. From Lemma 1, we can verify that |Φ(C⊥)| = |Φ(C)⊥|,
which implies that Φ(C)⊥ = Φ(C⊥). Clearly, Φ(C) is Euclidean self-orthogonal if C is Euclidean self-
dual. From Lemma 1, we have |Φ(C)| = |C| = 16n/2 = 42n/2. Thus, Φ(C) is Euclidean self-dual.
One of the most remarkable results on coding theory is the MacWilliams identity that describes
the connections between a linear code and its dual code on the weight enumerator. In the following,
we discuss this issue over R.
Let C be a linear code of length n over R. Suppose that a is any element of R. For all c =
(c0, c1, . . . , cn−1) ∈ Rn, define the weight of c at a to be wa = |{i|ci = a}|.
Definition 2. Let Ai be the number of elements of the Gray weight i in C. Then the set {A0, A1, . . . , A4n}
is called the Gray weight distribution of C. Define the Gray weight enumerator of C as GrayC(X,Y ) =∑4n
i=0AiX
4n−iY i. Clearly, GrayC(X,Y ) =
∑
c∈CX
4n−wG(c)Y wG(c). Furthermore, define the com-
plete weight enumerator of C as cweC(X0, X1, X2, X3, Xv, X1+v, X2+v, X3+v, X2v, X1+2v, X2+2v, X3+2v,
X3v, X1+3v, X2+3v, X3+3v) =
∑
c∈CX
w0(c)
0 X
w1(c)
1 X
w2(c)
2 X
w3(c)
3 X
wv(c)
v X
w1+v(c)
1+v X
w2+v(c)
2+v X
w3+v(c)
3+v X
w2v(c)
2v
X
w1+2v(c)
1+2v X
w2+2v(c)
2+2v X
w3+2v(c)
3+2v X
w3v(c)
3v X
w1+3v(c)
1+3v X
w2+3v(c)
2+3v X
w3+3v(c)
3+3v .
For any codeword c of C, let
α0(c) = w0(c)
α1(c) = wv(c) + w3+v(c) + w1+3v(c)
α2(c) = w1(c) + w3(c) + w2v(c) + w3v(c) + w1+2v(c) + w2+2v(c) + w3+2v(c)
α3(c) = w1+v(c) + w2+v(c) + w2+3v(c) + w3+3v(c)
α4(c) = w2(c)
denote the number of elements of c with Gray weight 0, 1, 2, 3, 4, respectively. Then the Gray weight
wG(c) of c ∈ C is defined to be
wG(c) = α1(c) + 2α2(c) + 3α3(c) + 4α4(c).
Define the symmetrized weight enumerator of C as sweC(X0, X1, X2, X3, X4) = cweC(X0, X1, X2, X3, Xv, X1+v,
X2+v, X3+v, X2v, X1+2v, X2+2v, X3+2v, X3v, X1+3v, X2+3v, X3+3v) =
∑
c∈CX
α0(c)
0 X
α1(c)
1 X
α2(c)
2 X
α3(c)
3 X
α4(c)
4 .
Furthermore, the Hamming weight enumerator of C is defined as
HamC(X,Y ) =
∑
c∈C
Xn−wH(c)Y wH (c),
where wH(c) denotes the Hamming weight of the codeword c. Then we have the following results.
Theorem 3. Let C be a linear code of length n over R. Then
(i) GrayC(X,Y ) = sweC(X4, X3Y,X2Y 2, XY 3, Y 4);
(ii) HamC(X,Y ) = sweC(X,Y, Y, Y, Y );
(iii) GrayC(X,Y ) = LeeΦ(C)(X,Y );
(iv) GrayC⊥(X,Y ) = 1|C|GrayC(X + Y,X − Y ).
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Proof. (i) From the definition of the symmetrized weight enumerator, we have
sweC(X4, X3Y,X2Y 2, XY 3, Y 4)
=
∑
c∈C
X4α0(c)(X3Y )α1(c)(X2Y 2)α2(c)(XY 3)α3(c)Y 4α4(c)
=
∑
c∈C
X4α0(c)+3α1(c)+2α2(c)+α3(c)Y α1(c)+2α2(c)+3α3(c)+4α4(c)
=
∑
c∈C
X4n−wG(c)Y wG(c)
= GrayC(X,Y ).
(ii) From the definition of symmetrized weight enumerator, we have
sweC(X,Y, Y, Y, Y ) =
∑
c∈C
Xα0(c)Y α1(c)Y α2(c)Y α3(c)Y α4(c)
=
∑
c∈C
Xα0(c)Y α1(c)+α2(c)+α3(c)+α4(c)
=
∑
c∈C
Xn−wH(c)Y wH (c)
= HamC(X,Y ).
(iii) From the definition of Gray weight enumerator, we obtain that
GrayC(X,Y ) =
∑
c∈C
X4n−wG(c)Y wG(c)
=
∑
Φ(c)∈Φ(C)
X4n−wL(Φ(c))Y wL(Φ(c))
= LeeΦ(C)(X,Y ).
(iv) From Theorem 2, Φ(C⊥) = Φ(C)⊥ and they are both Z4-linear according to Lemma 1. By
Theorem 2.4 in [17] and (iii), we have
GrayC⊥(X,Y ) = LeeΦ(C⊥)(X,Y )
= LeeΦ(C)⊥(X,Y )
=
1
|Φ(C)|LeeΦ(C)(X + Y,X − Y )
=
1
|C|GrayC(X + Y,X − Y ).
3 Self-dual codes, MDS codes and MGDS codes
Self-dual codes, MDS codes and MGDS codes are important classes of linear codes. They have been
studied over a wide variety of rings, including finite fields, Galois rings and finite chain rings. In
this section, we investigate some properties of these codes over R.
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3.1 Euclidean Self-dual codes over R
Euclidean self-dual codes over rings have been shown to have closely interesting connections to the
invariant theory, lattice theory and the theory of modular forms. At the beginning, we introduce
some useful facts.
By the Chinese Remainder Theorem, we have
R = vR ⊕ (1− v)R
= vZ4 ⊕ (1− v)Z4.
Define
C1 = {x ∈ Zn4 |∃y ∈ Zn4 , vx+ (1− v)y ∈ C}
and
C2 = {y ∈ Zn4 |∃x ∈ Zn4 , vx+ (1− v)y ∈ C}.
Then C1 and C2 are both Z4-linear of length n. Moreover, the linear code C of length n over R can
be uniquely expressed as
C = vC1 ⊕ (1− v)C2.
Theorem 4. Let C be a linear code of length n over R. Then C⊥ = vC⊥1 ⊕ (1− v)C⊥2 . Moreover, C
is Euclidean self-dual if and only if C1 and C2 are both Euclidean self-dual over Z4.
Proof. Define
Ĉ1 = {x ∈ Zn4 | ∃y ∈ Zn4 , vx+ (1− v)y ∈ C⊥}
and
Ĉ2 = {y ∈ Zn4 | ∃x ∈ Zn4 , vx+ (1 − v)y ∈ C⊥}.
Then C⊥ = vĈ1 + (1 − v)Ĉ2 and this expression is unique. Clearly, Ĉ1 ⊆ C⊥1 . Let c1 be an element
of C⊥1 . Then, for any x ∈ C1, there exists y ∈ Zn4 such that c1 · (vx + (1 − v)y) = 0. Let
c = vx+ (1− v)y ∈ C. Then vc1 · c = 0, which implies that vc1 ∈ C⊥. By the unique expression of
C⊥, we have c1 ∈ Ĉ1, i.e. C1 = Ĉ1. Similarly, we can prove C2 = Ĉ2 implying C⊥ = vC⊥1 + (1− v)C⊥2 .
Clearly, C is Euclidean self-dual over R if C1 and C2 are both Euclidean self-dual over Z4. If C
is Euclidean self-dual, then C1 and C2 are both Euclidean self-orthogonal over Z4, i.e. C1 ⊆ C⊥1 and
C2 ⊆ C⊥2 . Next, we will prove C1 = C⊥1 and C2 = C⊥2 . If not, then there are elements a ∈ C⊥1 \ C1
and b ∈ C2 such that (va + (1 − v)b)2 6= 0, which is a contradiction that C is Euclidean self-dual.
Therefore, C1 = C⊥1 and C2 = C⊥2 .
For Euclidean self-dual codes, the conditions of existing are very important for the enumeration.
Theorem 5. There exist Euclidean self-dual codes of any length n over R.
Proof. Firstly, the element 2 of R generates a Euclidean self-dual code of length 1 over R. Secondly,
we assert that if C and D are both Euclidean self-dual codes of length n and m over R respectively,
then the direct product C × D is also a Euclidean self-dual code of length n +m over R. In fact,
let (c1,d1), (c2,d2) ∈ C × D. Then (c1,d1) · (c2,d2) = (c1 · c2,d1 · d2) = (0,0), which implies that
C ×D is Euclidean self-orthogonal. Moreover, since C and D are both Euclidean self-dual over R, it
follows that |C| = |R|n/2 and |D| = |R|m/2. Therefore |C ×D| = |C||D| = |R|(n+m)/2 implying C ×D
is Euclidean self-dual.
6
For a Z4-linear code C, C and its Euclidean dual C
⊥ have G and G⊥ as their standard generator
matrices, respectively
G =
(
Ik1 A B
0 2Ik2 2C
)
,
G⊥ =
( −Bt − CtAt Ct In−k1−k2
2At 2Ik2 0
)
.
Furthermore, C and C⊥ are of the type 4k12k2 and 4n−k1−k22k2 , respectively. Therefore C is
Euclidean self-dual over Z4 if and only if C and C
⊥ are of the same type, which implies that C is
of type 4k2n−2k. Then, by Theorem 4, Theorem 5 and Theorem 12.5.7 [9], we have the following
straightforward result.
Theorem 6. For 0 ≤ k ≤ ⌊n/2⌋, the total number of Euclidean self-dual code over R of length n is
(
⌊n/2⌋∑
k=0
νn,k2
k(k+1)/2)2,
where νn,k is the number of [n, k] Euclidean self-orthogonal doubly-even (i.e. the Hamming weight
of every codeword is divisible by 4 ) binary codes.
In the following of this section, we discuss some special class of Euclidean self-dual codes over
R. It needs the following definition first.
Definition 3. Let r = a + vb be an element of R. Then the Euclidean weight of r is defined as
follows
wE(r) = wE(a) + wE(a+ b),
where
wE(a) = min{|a|2, |4− a|2}
and
wE(a+ b) = min{|a+ b|2, |4− a− b|2}.
The Euclidean weight of a vector c = (c0, c1, . . . , cn−1) ∈ Rn is the rational sum of the Euclidean
weight of its components, i.e. wE(c) =
∑n−1
i=0 wE(ci).
Lemma 2. The Gray map Φ is Euclidean weight-preserving from Rn to Z2n4 .
Proof. It is well known that the Euclidean weight of the element a of Z4 is defined as wE(a) =
min{|a|2, |4 − a|2} and the Euclidean weight of a vector c = (c0, c1, . . . , cn−1) ∈ Zn4 is the rational
sum of the Euclidean weight of its components, i.e. wE(c) =
∑n−1
i=0 wE(ci). Then, by the definitions
of the Gray map Φ and the Euclidean weight of the element of R, we can show that Φ is a Euclidean
weight-preserving map from Rn to Z2n4 .
A Euclidean self-dual code C of length n over R is called Type II if the Euclidean weight of every
codeword of C is multiple of 8, otherwise C is called Type I.
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Theorem 7. Let C be a Euclidean self-dual code of length n over R. Then
(i) C is Type II if and only if n is multiple of 4.
(ii) If C is Type II, so is Φ(C).
(iii) The minimum Euclidean weight of C satisfies
dE ≤ 8⌊n/12⌋+ 8.
Proof. Let C be a Euclidean self-dual code of length n over R. Then, by Theorem 2, Φ(C) is a
Euclidean self-dual code of length 2n over Z4. From Lemma 2, we have that (ii) is valid. For (i), it
is well known that there exist self-dual codes of length n over Z4 if and only if n is multiple of 8 [2],
which follows (i). (iii) is follows from the Theorem 12.5.1 of [9].
The Euclidean self-dual codes meeting the bound in Theorem 7(iii) are called Euclidean extremal.
By Lemma 2 and Theorem 7(ii), if C is a Euclidean extremal Type II code over R, so is Φ(C) over
Z4. The bound of Theorem 7(iii) is obviously the bound on the minimum Gray weight of Euclidean
self-dual codes over R, but highly unsatisfactory one. An useful further studying is how to construct
Type II codes over R.
Similarly, by the Theorem 12.5.8 in [9], we have the following result on the enumerator of Type
II codes over R.
Theorem 8. Let n ≡ 0(mod 4) and N = 2n. Then the total number of Type II codes of length n
over R is
n∑
i=0
µN,k2
1+k(k−1)/2,
where µN,k is the number of [N, k] Euclidean self-orthogonal doubly-even binary codes containing the
vector 1.
A Euclidean self-dual code has the obvious property that its weight distribution is the same as
that of its dual. Some of the results proved for Euclidean self-dual codes require only this equality of
weight distributions. This has led to a broader class of codes known as Euclidean formally self-dual
codes that include Euclidean self-dual codes. A code C is called Euclidean formally self-dual provided
C and C⊥ have the same weight distribution. A subfamily of formally Euclidean self-dual codes is the
class of Euclidean isodual codes. A code C is called Euclidean isodual if it is equivalent to its dual.
Clearly, any Euclidean isodual code is Euclidean formally self-dual; however, a Euclidean formally
self-dual code need not to be Euclidean isodual. In the rest of this subsection, we will extend three
methods described in [9] to construct Euclidean isodual codes over R.
Construction A. Let M be an n× n matrix over R such that MT =M . Then the code generated
by the matrix [In|M ] is a Euclidean isodual code of length 2n over R.
Proof. Consider the matrix G = [−MT |In] = [−M |In] and G = [In|M ]. Let C and C be the codes
generated by G and G, respectively. Clearly, C and C are equivalent and with size 16n. Then we
just need to show C = C⊥.
Let v be the i-th row of G and w be the j-th row of G, respectively. Then v · w = 0 since
MT =M , which implies that C = C⊥ and C is equivalent to its dual C⊥.
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Construction B. Let M be an n × n circulant matrix over R. Then the matrix [In|M ] generates
a Euclidean isodual code of length 2n over R.
Proof. Let C and C be the codes generated by [In|M ] = G and [−MT |In] = G, respectively. Then
C = C⊥. Obviously, C is equivalent to the code D generated by [MT |In]. Therefore, we just need
to show that C is equivalent to D as follows.
(i) Apply a row permutation σ such that the first column of σ(MT ) is the same as the first
column of M . Since M is circulant, it follows that every column of M is then equal to a column of
σ(MT ).
(ii) Apply a column permutation τ such that τ(σ(MT )) =M .
(iii) Use another column permutation ρ such that ρ(σ(In)) = In.
Then we obtain the matrix G from [MT |In] by the consecutive applications of σ, τ, ρ, which
implies that C is equivalent to D. Therefore C is equivalent to C = C⊥.
Construction C. Let B be an n× n bordered circulant matrix as follows
B =


α β · · · β
γ
... M
γ

 ,
where M is an (n− 1)× (n− 1) circulant matrix over R and α, β, γ ∈ R such that γ = β or γ = −β.
Then the matrix [In|B] generates a Euclidean isodual code C of length 2n over R.
Proof. Let C and C be the codes generated by G = [In|B] and G = [−BT |In], respectively. Then
C = C⊥. By the same method was done in construction B, we have the parts of G and G except
β and γ can be made equivalent. Multiplying all the columns except the In by −1, we have C is
equivalent to a code D generated by the matrix [In|A], where
A =


α γ · · · γ
β
... M
β

 .
If β = γ, then C = D. If β = −γ, then multiply all but the first row of G by −1, we have C is
equivalent to D. Therefore C is equivalent to C .
Let C be a Euclidean isodual code over R. Then, by Theorem 2, Φ(C) is Z4-Euclidean isodual.
Therefore, Construction A, B, C and the Gray map Φ lead to constructions of Z4-Euclidean isodual
actually.
3.2 Hermitian self-dual codes and Complex lattices
In this subsection, we will discuss how to construct the unimodular complex lattice from the Her-
mitian self-dual code over R. Firstly, we need another inner product on Rn called Hermitian inner-
product.
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Definition 4. Let w,u ∈ Rn. Then the Hermitian inner-product of w,u is defined as 〈w,u〉 =∑n−1
i=0 wiui, where v = 1 − v. For any code C of length n over R, the Hermitian dual of C is
CH = {w ∈ Rn| 〈w,u〉 = 0, ∀u ∈ C}.
Let 2ℓ + 1 be a square free integer with ℓ ≡ 7(mod 8). Define K = Q(√−2ℓ− 1). Let ω =
1+
√−2ℓ−1
2 . Define OK = Z[ω], we have that OK is the ring of integers of the field K. The ω satisfies
the equation X2 −X + ℓ+12 . Notice that ℓ ≡ 7(mod 8) so that ℓ+12 is an integer divisible by 4.
Consider the canonical homomorphism ρ : OK → OK/4OK . Now the image of ω satisfies the
equation X2 −X = 0.
Lemma 3. The ring OK/4OK is ring isomorphic to R.
Proof. Define the map Ψ : OK/4OK → R by Ψ(a + bω) = a + bv, where a, b ∈ Z4. The map is
bijective and the fact that it is a homomorphism follows that ω2 = ω in OK/4OK .
Furthermore, we notice that Ψ(ω) = Ψ(12 +
√−2ℓ−1
2 ) = Ψ(
1
2 +
√
2ℓ+1
2 i) = Ψ(
1
2 −
√
2ℓ+1
2 i) =
1− v = v. Therefore complex conjugation corresponds to conjugation in R via the isomorphism Ψ.
A lattice Λ over K is an OK-submodule of Kn with full rank. The Hermitian dual of Λ is defined
as
Λ∗ = {v ∈ Kn| 〈v,w〉 ∈ Ok, ∀w ∈ Λ}.
If Λ = Λ∗, we say Λ is unimodular and if Λ ⊆ Λ∗, we say Λ is integral.
Lemma 4. Let C be a linear code of length n over R. Then we have the following results
(i) Λ(C) = {v ∈ OnK | ρ(v) ∈ C} is an OK-lattice.
(ii) Λ(CH) = 4Λ(C)∗.
(iii) (12Λ(C))∗ = 2Λ(C)∗.
Proof. (i) It is immediate from the definition of Λ(C) and C is an R-submodule of Rn.
(ii) If v ∈ 4Λ(C)∗, then 〈14v,w〉 ∈ OK for all w ∈ Λ(C). Therefore, we have
∑n−1
i=0
1
4viwi ∈
OK ⇒
∑n−1
i=0 viwi ∈ 4Ok ⇒ 〈ρ(v), ρ(w)〉 = 0, which implies that v ∈ Λ(CH). Then 4Λ(C) ⊆ Λ(CH).
Let v ∈ Λ(CH). Then ρ(v) ∈ CH and 〈ρ(v), ρ(w)〉 = 0 for all w ∈ Λ(C). Then we have∑n−1
i=0 viwi ∈ 4OK ⇒
∑n−1
i=0
1
4viwi ∈ OK ⇒ 〈14v,w〉 ∈ OK , which implies that v ∈ 4Λ(C)∗.
Therefore Λ(CH) = 4Λ(C)∗.
(iii) Let v ∈ (12Λ(C))∗, that is 〈v,w〉 ∈ OK for all w ∈ 12Λ(C). This implies that (12 × 2)〈v,w〉 ∈
OK . Then we have 〈12v, 2w〉 ∈ OK for all w ∈ 12Λ(C), that is for all 2w ∈ Λ(C). Then we have
1
2v ∈ Λ(C)∗, which implies that v ∈ 2Λ(C)∗. Therefore (12Λ(C))∗ ⊆ 2Λ(C)∗.
Now, assume that v ∈ 2Λ(C)∗. Then 〈v,w〉 ∈ OK for all w ∈ 2Λ(C). That is 12 〈v,w〉 ∈ OK for
all w ∈ Λ(C), which implies that v ∈ (12Λ(C))∗. Then 2Λ(C)∗ = (12Λ(C))∗.
Theorem 9. The linear code C over R is Hermitian self-dual if and only if 12Λ(C) is unimodular.
Proof. If C = CH , then by Lemma 4(iii), (12Λ(C))∗ = 2Λ(C)∗. Furthermore, by Lemma 4(ii), we have
Λ(CH) = 4Λ(C)∗, which implies that 2Λ(C)∗ = 12Λ(CH) = 12Λ(C). Therefore 12Λ(C) = (12Λ(C))∗.
Next, let 12Λ(C) = (12Λ(C))∗. Then (12Λ(C))∗ = 2Λ(C)∗ by Lemma 4(iii). Furthermore, 2Λ(C)∗ =
1
2Λ(CH) by Lemma 4(ii). Therefore, we have 12Λ(CH) = 12Λ(C). In the following, we show C = CH .
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Let v ∈ C. Then there exists w ∈ Λ(C) such that ρ(w) = v. But Λ(C) = Λ(CH), which implies
that ρ(w) ∈ CH . This yields C ⊆ CH . Similarly, we can prove CH ⊆ C. Thus C = CH implying C is
Hermitian self-dual.
3.3 MDS codes over R
In this subsection, we discuss another important class of linear codes over R called MDS codes. For
any Frobenius ring R, the Singleton bound for a code of length n over R states that
dH(C) ≤ n− log|R| |C|+ 1,
where dH(C) denotes the minimum Hamming distance of C. A code meeting this bound is said to
be a MDS code over R.
Theorem 10. Let C = vC1 ⊕ (1− v)C2 be a linear code of length n over R. Then we have
(i) dH(C) = min{dH(C1), dH(C2)};
(ii) C is an (n,M, d) MDS code over R if and only if C1 and C2 are both (n,
√
M,d) MDS codes over
Z4.
Proof. (i) It is straightforward from the fact that for any codeword c = vc1 + (1 − v)c2 ∈ C, c = 0
if and only if c1 = c2 = 0.
(ii) Denote d
(1)
H (C) and d(2)H (C) as the minimum Hamming distances of C1 and C2, respectively.
If dH(C) = d(1)H (C), then d(2)H (C) ≥ d(1)H (C) by (i). Let C be an (n,M, d) MDS code. Then d =
n− log16 |C|+1. Let M1 and M2 be the codewords number of C1 and C2, respectively. Then, by the
Singleton bound, we have
d
(1)
H ≤ n− log4M1 + 1
and
d
(2)
H ≤ n− log4M2 + 1.
From d = d
(1)
H ≤ d(2)H , we have that
log4
√
M ≥ log4M1 (1)
and
log4
√
M ≥ log4M2. (2)
Therefore the equalities in the above equations (1) and (2) hold if and only if M1 = M2 =
√
M .
From the Singleton bound and C is an MDS code, we deduce C1 and C2 are both MDS codes with
the same parameters. The necessary part is straightforward by the Singleton bound.
Corollary 1. There are no non-trivial MDS codes over R.
Proof. By Theorem 10(ii), we know that there exist non-trivial MDS codes over R if and only if
there exist non-trivial MDS codes over Z4. But it is well known that there are no non-trivial MDS
codes over Z4.
In the following, we give the bound of Gray distance of the linear code over R.
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Theorem 11. Let C = vC1 ⊕ (1− v)C2 be a linear code of length n over R. Then we have
(i) dG(C) = min{dL(C1), dL(C2)};
(ii) dG(C) ≤ 2n− logmin{|C1|,|C2|}2 +1.
Proof. (i) Clearly, dG(C) = min{dG(vC1), dG((1 − v)C2)} = min{dL(Φ(vC1)), dL(Φ((1 − v)C2))}.
Denote by ∗ the componentwise multiplication of two vectors, i.e.
(x1, x2, . . . , xn) ∗ (y1, y2, . . . , yn) = (x1y1, x2y2, . . . , xnyn).
Then, by the definition of the Gray map Φ, we have Φ(vC1) = (0, 1) ∗ Φ(C1) and Φ((1 − v)C2) =
(1, 0) ∗ Φ(C2), which implies that dL(C1) = dL(Φ(vC1)) and dL((1 − v)C2) = dL(Φ((1 − v)C2))
respectively.
(ii) From the Hamming weight Singleton bound for binary codes, we have
dL(Ci) ≤ 2n− log|Ci|2 +1
for i = 1, 2. Then, by (i), we have
dG(C) ≤ 2n− logmin{|C1|,|C2|}2 +1.
We shall refer to codes meeting the bound in Theorem 11(ii) as maximal Gray distance separable
(MGDS) codes. Clearly, C is a MGDS code over R if and only if C1 and C2 are both quaternary
maximal Lee distance separable (MLDS) codes and with the same parameters. A quaternary code
C is called MLDS code if dL(C ) = 2n− log|C |2 +1. Therefore if C is a MGDS code of length n over
R, then C is either (2), or the whole space, where the symbol 2 denote the all 2-vectors of length n
over R.
4 Cyclic codes over R
As a special class of linear codes, cyclic codes play very important roles in the coding theory. In this
section, we give some useful results on cyclic codes over R.
Let T be the cyclic shift operator on Rn, i.e. for any vector c = (c0, c1, . . . , cn−1) of Rn,
T (c) = (cn−1, c0, . . . , cn−2).
A linear code C of length n over R is called cyclic if and only if T (C) = C. Define the polynomial
ring Rn = R[X ]/(X
n− 1) = {c0+ c1X + · · ·+ cn−1Xn−1+(Xn− 1)| c0, c1, . . . , cn−1 ∈ R}. For any
polynomial c(X) + (Xn − 1) ∈ Rn, we denote it as c(X) for simplicity.
Define a map as follows
ϕ : Rn → Rn = R[X ]/(Xn − 1)
(c0, c1, . . . , cn−1) 7→ c(X) = c0 + c1X + · · ·+ cn−1Xn−1.
Clearly, ϕ is an R-module isomorphism from Rn to Rn. And a linear code C of length n is cyclic
over R if and only if ϕ(C) is an ideal of Rn. Sometimes, we identify the cyclic code C to the ideal of
Rn.
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Theorem 12. A linear code C = vC1 ⊕ (1− v)C2 is cyclic over R if and only if C1 and C2 are both
cyclic over Z4.
Proof. Let (a0, a1, . . . , an−1) ∈ C1 and (b0, b1, . . . , bn−1) ∈ C2. Assume that ci = vai + (1 − v)bi
for i = 0, 1, . . . , n − 1. Then the vector (c0, c1, . . . , cn−1) belongs to C. Since C is a cyclic code, it
follows that (cn−1, c0, . . . , cn−2) ∈ C. Note that (cn−1, c0, . . . , cn−2) = v(an−1, a0, . . . , an−2) + (1 −
v)(bn−1, b0, . . . , bn−2). Hence (an−1, a0, . . . , an−2) ∈ C1 and (bn−1, b0, . . . , bn−2) ∈ C2, which implies
that C1 and C2 are both cyclic codes over Z4.
Conversely, let C1 and C2 be both cyclic codes over Z4. Let (c0, c1, . . . , cn−1) ∈ C, where ci =
vai + (1− v)bi for i = 0, 1, . . . , n− 1. Then (a0, a1, . . . , an−1) ∈ C1 and (b0, b1, . . . , bn−1) ∈ C2. Note
that (cn−1, c0, . . . , cn−2) = v(an−1, a0, . . . , an−2) + (1− v)(bn−1, b0, . . . , bn−2) ∈ vC1⊕ (1− v)C2 = C.
Therefore, C is a cyclic code over R.
In the following of this section, we assume that n is an odd positive integer. Let C be a cyclic
code of length n over Z4. Then there exist unique monic polynomials f(X), g(X), h(X) such that
Xn − 1 = f(X)g(X)h(X) and C = (f(X)g(X))⊕ (2f(X)h(X)). See [17] for the details.
Theorem 13. Let C = vC1⊕(1−v)C2 be a cyclic code of length n over R. Then C = (vf1(X)g1(X)+
(1−v)f2(X)g2(X))⊕(2vf1(X)h1(X)+2(1−v)f2(X)h2(X)), where f1(X)g1(X)h1(X) = f2(X)g2(X)h2(X) =
Xn − 1 and C1 = (f1(X)g1(X)) ⊕ (2f1(X)h1(X)), C2 = (f2(X)g2(X)) ⊕ (2f2(X)h2(X)) over Z4,
respectively.
Proof. Let C˜ = (vf1(X)g1(X) + (1 − v)f2(X)g2(X)) ⊕ (2vf1(X)h1(X) + 2(1 − v)f2(X)h2(X)),
C1 = (f1(X)g1(X)) ⊕ (2f1(X)h1(X)) and C2 = (f2(X)g2(X)) ⊕ (2f2(X)h2(X)). Clearly, C˜ ⊆ C.
For vC1, we have vC1 = vC since v2 = v over Z4. Similarly, (1 − v)C2 = (1 − v)C. Therefore
vC1 ⊕ (v − 1)C2 ⊆ C. Thus C = C˜.
Corollary 2. The quotient polynomial ring R[X ]/(Xn − 1) is principal.
Proof. Let C = (f(X)g(X))⊕ (2f(X)h(X)) be a cyclic code of length n over Z4, where Xn − 1 =
f(X)g(X)h(X). Then C = (f(X)g(X) + 2f(X)). (See Theorem 7.25 and Theorem 7.26 in [17]
for the details.) By Theorem 13, we have any cyclic code C is principal over R, which implies the
results.
Furthermore, the number of distinct cyclic codes of odd length n over R is 9r, where r is the
number of the basic irreducible factors of Xn − 1 over Z4.
We have observed numerous times that Euclidean cyclic self-dual codes over R exist. (See
Example 2 in Section 6.) Theorem 13 gives the generating polynomials for cyclic codes over R. The
next result gives the conditions on these polynomials that lead to Euclidean cyclic self-dual codes.
Theorem 14. Let C = (vf1(X)g1(X)+(1−v)f2(X)g2(X))⊕(2vf1(X)h1(X)+2(1−v)f2(X)h2(X)),
where f1(X)g1(X)h1(X) = f2(X)g2(X)h2(X) = X
n − 1 and C1 = (f1(X)g1(X))⊕ (2f1(X)h1(X)),
C2 = (f2(X)g2(X)) ⊕ (2f2(X)h2(X)) over Z4, respectively. Then C is Euclidean self-dual if and
only if f1(X) = h
∗
1(X), g1(X) = g
∗
1(X) and f2(X) = h
∗
2(X), g2(X) = g
∗
2(X), where f
∗(X) =
Xdegf(X)f(X−1).
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Proof. Firstly, by C⊥ = vC⊥1 ⊕ (v − 1)C⊥2 , we have C⊥ is also a cyclic code if C is a cyclic code.
Moreover, by Theorem 4, we have C is Euclidean self-dual over R if and only if C1 and C2 are both
Euclidean self-dual over Z4. Then, by Theorem 12.5.10 in [9], we deduce the result.
When do there exist non-zero Euclidean cyclic self-dual codes of odd length n over R? By
Theorem 4 and Theorem 3 [11], we give an answer about this problem.
Theorem 15. Non-zero Euclidean cyclic self-dual codes of odd length n exist over R if and only if
2j 6≡ −1 (modn) for any j.
For example, if n = 7, then n satisfies the condition in Theorem 14. And then, there exist
non-zero Euclidean self-dual codes of length 7 over R. The Example 2 in Section 6 shows that there
exist non-zero Euclidean cyclic self-dual codes of length 7 over R indeed.
In the following, we consider some properties of the generating idempotents of cyclic codes over
R. An element e(X) ∈ C is called an idempotent element if e(X)2 = e(X) in Rn.
Theorem 16. Let C be a cyclic code of odd length n. Then there exists a unique idempotent element
e(X) = ve1(X) + (1− v)e2(X) ∈ R[X ] such that C = (e(X)).
Proof. If n is odd, then there exist unique idempotent elements e1(X), e2(X) ∈ Z4[X ] such that
C1 = (e1(X)) and C2 = (e2(X)). By Theorem 13, we have C = (ve1(X)+ (1− v)e2(X)). Let e(X) =
ve1(X) + (1− v)e2(X). Then e(X)2 = ve1(X)2 + (1 − v)e2(X)2 = ve1(X) + (1 − v)e2(X) = e(X),
which implies that e(X) is an idempotent element of C. If there is another d(X) ∈ C such that
C = (d(X)) and d(X)2 = d(X). Since d(X) ∈ C = (e(X)), we have that d(X) = a(X)e(X) for some
a(X) ∈ Rn. And then, d(X)e(X) = a(X)e(X)2 = d(X). Similarly, we can prove d(X)e(X) = e(X),
which implies that e(X) is unique.
The idempotent element e(X) in above theorem is called the generating idempotent of C.
Theorem 17. Let C = vC1 ⊕ (1 − v)C2 be a cyclic code of length n over R. Let e(X) = ve1(X) +
(1− v)e2(X), where e1(X) and e2(X) are generating idempotents of C1 and C2 over Z4, respectively.
Then the Euclidean dual code C⊥ has 1− e(X−1) as its generating idempotent.
Proof. By Theorem 4, we have C⊥ = vC⊥1 ⊕ (v − 1)C⊥2 . Moreover, C⊥ is also a cyclic code since
C⊥1 and C⊥2 are both cyclic codes. Let e1(X) and e2(X) be generating idempotents of C1 and C2,
respectively. Then C⊥1 and C⊥2 have 1 − e1(X−1) and 1 − e2(X−1) as their generating idempotents
respectively. (See Lemma 12.3.23(i) in [9] for the details.) Let e˜(X) be the generating idempotent
of C⊥. Then, by Theorem 16, e˜(X) = v(1− e1(X−1)) + (1− v)(1 − e2(X−1)) = 1− e(X−1).
5 Quadratic residue codes over R
In this section, let p be a prime number with p ≡ ±1(mod8). Let Qp denote the set of nonzero
quadratic residues modulo p, and let Np be the set of quadratic non-residues modulo p.
Let Q(X) =
∑
i∈Qp X
i, N(X) =
∑
i∈Np X
i and J(X) = p
∑p−1
i=0 X
i. By Theorem 16 and
Theorem 8 [12], we have the following results immediately.
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Lemma 5. Define r by p = 8r ± 1. If r is odd, denote the set S0 = {Q(X) + 2N(X), N(X) +
2Q(X), 1−Q(X)+2N(X), 1−N(X)+2Q(X)}. If r is even, denote the set Se = {−Q(X),−N(X), 1+
Q(X), 1 +N(X)}. Then
(i) For any e1(X), e2(X) ∈ S0 or e1(X), e2(X) ∈ Se, we have e(X) = ve1(X) + (1− v)e2(X) is the
idempotent of Rp.
(ii) J(X) is an idempotent of Rp.
We now discuss the quadratic residue codes over R. Firstly, we give the definitions of these codes.
The definitions depend upon the value p modulo 8.
Case I: p ≡ −1(mod8)
Definition 5. Let p+ 1 = 8r. If r is odd, define
D1 = (v(Q(X) + 2N(X)) + (1 − v)(N(X) + 2Q(X))),
D2 = (v(N(X) + 2Q(X)) + (1 − v)(Q(X) + 2N(X))),
and
E1 = (v(1−N(X) + 2Q(X)) + (1 − v)(1−Q(X) + 2N(X))),
E2 = (v(1−Q(X) + 2N(X)) + (1 − v)(1−N(X) + 2Q(X))).
If r is even, define
D1 = (v(−Q(X)) + (1 − v)(−N(X))),
D2 = (v(−N(X)) + (1 − v)(−Q(X))),
and
E1 = (v(1 +N(X)) + (1 − v)(1 +Q(X))),
E2 = (v(1 +Q(X)) + (1− v)(1 +N(X))).
These cyclic codes of length p are called the quadratic residue codes over R at the case I.
Let a be a non-zero positive integer defined as µa(i) = ai for any positive integer i. This map
acts on polynomials as
µa(
∑
i
X i) =
∑
i
Xai.
Theorem 18. Let p ≡ −1(mod8). Then the quadratic residue codes defined above satisfy the
following:
(i) Diµa = Di and Eiµa = Ei for i = 1, 2 and a ∈ Qp; D1µa = D2 and E1µa = E2 for a ∈ Np.
(ii) D1 ∩ D2 = (J(X)) and D1 +D2 = Rp.
(iii) E1 ∩ E2 = {0} and E1 + E2 = (J(X))⊥.
(iv) |D1| = |D2| = 4p+1 and |E1| = |E2| = 4p−1.
(v) Di = Ei + (J(X)) for i = 1, 2.
(vi) E1 and E2 are Euclidean self-orthogonal and E⊥i = Di for i = 1, 2.
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Proof. Let p+ 1 = 8r. We only verify when r is odd. The case of r is even can be proved similarly.
(i) If a ∈ Qp, then (v(Q(X) + 2N(X))+ (1− v)(N(X) + 2Q(X)))µa = v(Q(X)+ 2N(X))+ (1−
v)(N(X) + 2Q(X)), which implies that D1µa = D1. Similarly, D2µa = D2.
If a ∈ Np, then (v(Q(X) + 2N(X)) + (1 − v)(N(X) + 2Q(X)))µa = v(N(X) + 2Q(X)) + (1 −
v)(Q(X) + 2N(X)), which implies that D1µa = D2.
The parts of (i) involving Ei are similar.
(ii) Since p ≡ −1(mod8), it follows that J(X) = 3∑p−1i=0 X i = 3 + 3Q(X) + 3N(X). Therefore
(v(Q(X) + 2N(X)) + (1 − v)(N(X) + 2Q(X)))(v(N(X) + 2Q(X)) + (1 − v)(Q(X) + 2N(X))) =
(Q(X) + 2N(X))(N(X) + 2Q(X)) = J(X), which implies that D1 ∩ D2 = (J(X)). Moreover,
v(Q(X)+2N(X))+(1−v)(N(X)+2Q(X))+v(N(X)+2Q(X))+(1−v)(Q(X)+2N(X))−J(X) =
3Q(X) + 3N(X)− J(X) = 1, which implies that D1 +D2 = Rp.
(iii) For E1∩E2, we have (v(1−N(X)+2Q(X))+(1−v)(1−Q(X)+2N(X)))(v(1−Q(X)+2N(X))+
(1−v)(1−N(X)+2Q(X))) = (1−N(X)+2Q(X))(1−Q(X)+2N(X)) = 1+N(X)+Q(X)+J(X) = 0,
which implies that E1 ∩ E2 = {0}.
For E1+E2, it has generating idempotent 1−N(X)+2Q(X)+1−Q(X)+2N(X) = 2+N(X)+
Q(X) = 1− J(X) = 1− J(X)µ−1 as J(X)µ−1 = J(X). Then, by Theorem 17, E1 + E2 = (J(X))⊥.
(iv) We use the fact that |D1 + D2| = |D1||D2|/|D1 ∩ D2|. By (i), |D1| = |D2|, and by (ii),
|D1 + D2| = 16p and |D1 ∩ D2| = 16. Therefore, |D1| = |D2| = 16(p+1)/2 = 4p+1. Similarly, by (i)
and (iii), we can prove |E1| = |E2| = 4p−1.
(v) From (ii), we have J(X) ∈ D2 implying that (v(N(X)+2Q(X))+(1−v)(Q(X)+2N(X)))J(X) =
J(X) as v(N(X)+ 2Q(X))+ (1− v)(Q(X) + 2N(X)) is the multiplicative identity of D2. Then the
generating idempotent for E1 + (J(X)) is v(1 − N(X) + 2Q(X)) + (1 − v)(1 − Q(X) + 2N(X)) +
J(X)− (v(1−N(X)+ 2Q(X))+ (1− v)(1−Q(X) + 2N(X)))J(X) = v(1−N(X)+ 2Q(X))+ (1−
v)(1 −Q(X) + 2N(X)) + J(X) + (J(X) − J(X)) = v(Q(X) + 2N(X)) + (1 − v)(N(X) + 2Q(X)),
which implies that E1 + (J(X)) = D1. Similarly, E2 + (J(X)) = D2.
(vi) From Theorem 17, the generating idempotent for E⊥1 is 1 − (v(1 − N(X) + 2Q(X)) + (1 −
v)(1−Q(X)+2N(X)))µ−1 = v(N(X)+2Q(X))µ−1+(1−v)(Q(X)+2N(X))µ−1. Since −1 ∈ Np as
p ≡ −1(mod8), it follows that N(X)µ−1 = Q(X) and Q(X)µ−1 = N(X). Therefore the generating
idempotent for E⊥1 is v(Q(X)+2N(X))+(1−v)(N(X)+2Q(X)) implying that E⊥1 = D1. Similarly,
E⊥2 = D2. From (v), we have Ei ⊆ Di implying that Ei is Euclidean self-orthogonal for i = 1, 2.
Case II: p ≡ 1(mod8)
Definition 6. Let p− 1 = 8r. If r is odd, define
D1 = (v(1 −N(X) + 2Q(X)) + (1− v)(1 −Q(X) + 2N(X)))
D2 = (v(1 −Q(X) + 2N(X)) + (1− v)(1 −N(X) + 2Q(X)))
and
E1 = (v(Q(X) + 2N(X)) + (1− v)(N(X) + 2Q(X)))
E1 = (v(N(X) + 2Q(X)) + (1 − v)(Q(X) + 2N(X))).
If r is even, define
D1 = (v(1 +N(X)) + (1 − v)(1 +Q(X))),
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D2 = (v(1 +Q(X)) + (1 − v)(1 +N(X))),
and
E1 = (v(−Q(X)) + (1− v)(−N(X))),
E2 = (v(−N(X)) + (1 − v)(−Q(X))).
These cyclic codes of length p are called the quadratic residue codes over R at the case II.
Similar to Theorem 18, we also have the following results. Here we omit the proof.
Theorem 19. Let p ≡ 1(mod8). Then the quadratic residue codes defined above satisfy the following:
(i) Diµa = Di and Eiµa = Ei for i = 1, 2 and a ∈ Qp; D1µa = D2 and E1µa = E2 for a ∈ Np.
(ii) D1 ∩ D2 = (J(X)) and D1 +D2 = Rp.
(iii) E1 ∩ E2 = {0} and E1 + E2 = (J(X))⊥.
(iv) |D1| = |D2| = 4p+1 and |E1| = |E2| = 4p−1.
(v) Di = Ei + (J(X)) for i = 1, 2.
(vi) E⊥1 = D2 and E⊥2 = D1.
Let D1 and D2 be the quadratic residue codes defined above. In the following, we discuss two
extensions of Di denoted as D̂i and D˜i.
Definition 7. Let Gi be the generator matrix for the quadratic residue codes Ei. Then we define D̂i
and D˜i with Ĝi and G˜i as their generator matrices as follows, respectively.
(i) If p ≡ −1(mod8), then
Ĝi =


3 3 · · · 3
0
... Gi
0

 and G˜i =


1 3 · · · 3
0
... Gi
0

 .
(ii) If p ≡ 1(mod8), then
Ĝi =


3 1 · · · 1
0
... Gi
0

 and G˜i =


1 1 · · · 1
0
... Gi
0

 .
Theorem 20. Let Di be the quadratic residue codes of length p over R. The following hold
(i) If p ≡ −1(mod8), then D̂i and D˜i are Euclidean self-dual.
(ii) If p ≡ 1(mod8), then D̂⊥1 = D˜2 and D̂⊥2 = D˜1.
Proof. If p ≡ −1(mod8), by the fact that the sum of the components of any codeword in Ei is zero,
we have D̂i and D˜i are Euclidean self-orthogonal. Furthermore, |Di| = |D̂i| = |D˜i| = 4p+1 implying
D̂i and D˜i are Euclidean self-dual.
If p ≡ 1(mod8), then E⊥1 = D2 and E⊥2 = D1. Hence the extended codewords arising from Ei
are orthogonal to all codewords in either D̂j and D˜j where j 6= i. Since the product of the vectors
(3, 1, . . . , 1) and (1, 1, . . . , 1) is 3 + p ≡ 0(mod4), we have D̂⊥j ⊆ D˜i where j 6= i. Furthermore,
|Di| = |D̂i| = |D˜i| = 4p+1 implying D̂⊥j = D˜i where j 6= i.
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6 Examples
Example 1. In this example, we illustrate some Z4-Euclidean isodual codes obtained by the con-
struction methods A, B, C and the Gray map Φ.
(i) Consider the matrix
G =
[
1 0 2 + v 2
0 1 2 2 + v
]
.
Let C be a linear code generated by G over R. Then, by Construction A, we see that C is a Euclidean
isodual code of length 4 over R. As a Z4-module, C is generated by
G =


v 0 3v 2v
0 v 2v 3v
1− v 0 2(1− v) 2(1− v)
0 1− v 2(1− v) 2(1− v)

 ,
which implies that
Φ(G) =


0 1 0 0 0 3 0 2
0 0 0 1 0 2 0 3
1 0 0 0 2 0 2 0
0 0 1 0 2 0 2 0

 .
The linear code Φ(C) generated by Φ(G) is a Z4-Euclidean isodual code of length 8 with type 44. The
Lee weight distribution, Euclidean weight distribution and Hamming weight distribution of Φ(C) are
given as follows, reslectively.
WL(y) = 1 + 6y
2 + 15y4 + 4y5 + 84y6 + 4y7 + 15y8 + · · · .
WE(y) = 1 + 4y
2 + 6y4 + 24y6 + 43y8 + · · · .
WH(y) = 1 + 2y + 7y
2 + 16y3 + 35y4 + 58y5 + 65y6 + 52y7 + 20y8.
(ii) Consider the matrix
G =

 1 0 0 2 + v 1 + v 10 1 0 1 2 + v 1 + v
0 0 1 1 + v 1 2 + v

 .
Let C be a linear code generated by G over R. Then, by Construction B, we see that C is a Euclidean
isodual code of length 6 over R. The linear code Φ(C) is a Z4-Euclidean isodual code length 12 with
type 46. The Lee weight distribution, Euclidean weight distribution and Hamming weight distribution
of Φ(C) are given as follows, reslectively.
WL(y) = 1 + 2y
3 + 12y4 + 42y5 + 32y6 + 18y7 + 102y8 + · · · .
WE(y) = 1 + 2y
3 + 12y4 + 54y7 + 60y8 + · · · .
WH(y) = 1 + 10y
3 + 60y4 + 30y5 + 50y6 + 306y7 + 1035y8 + · · · .
(iii) Consider the matrix
G =


1 0 0 0 2 + v 2 2 2
0 1 0 0 2 2 + v 1 + v 1
0 0 1 0 2 1 2 + v 1 + v
0 0 0 1 2 1 + v 1 2 + v

 .
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Let C be a linear code generated by G over R. Then, by Construction C, we see that C is a Euclidean
isodual code of length 8 over R. The linear code Φ(C) is a Z4-Euclidean isodual code of length 16 with
type 48. The Lee weight distribution, Euclidean weight distribution and Hamming weight distribution
of Φ(C) are given as follows, reslectively.
WL(y) = 1 + y
2 + 25y4 + 18y5 + 75y6 + 102y7 + 268y8 + · · · .
WE(y) = 1 + 25y
4 + 16y5 + 12y6 + 2y7 + 157y8 + · · · .
WH(y) = 1 + y + y
2 + 9y3 + 52y4 + 168y5 + 254y6 + 426y7 + 1321y8 + · · · .
Example 2. In this example, we consider the Euclidean cyclic self-dual codes of length n ≤ 39 over
R. By Theorem 14, we have n = 7, 15, 21, 23, 31, 35, and 39.
(i) n = 7. It is well known that
X7 − 1 = (X − 1)f(X)(3f∗(X)),
where f(X) = X3+3X2+2X+3. There is only one non-trivial Euclidean cyclic self-dual code over
R. It is
C = ((X − 1)f(X), 2f(X)f∗(X)).
By Theorem 2, the Gray image Φ(C) is a Euclidean self-dual code of length 14 with type 4622 over Z4.
Moreover, Φ(C) is with minimum Lee distance 4, i.e., Φ(C) is a quaternary (n,M, dL) = (14, 4622, 4)
Type I code.
(ii) n = 15. It is well known that
X15 − 1 = (X − 1)(X4 +X3 +X2 +X + 1)(X2 +X + 1)f(X)f∗(X),
where f(X) = X4 + 2X2 + 3X + 1. There is only one non-trivial Euclidean cyclic self-dual code of
length 15 over R. It is
C = (f(X)h(X), 2f(X)g(X)),
where h(X) = (X − 1)(X4 +X3+X2+X +1)(X2 +X + 1) and g(X) = X4 + 3X3+ 2X2+1. By
Theorem 2, the Gray image Φ(C) is a Euclidean self-dual code of length 30 with type 48214 over Z4.
Moreover, Φ(C) is with minimum Lee distance 6, i.e., Φ(C) is a quaternary (n,M, dL) = (30, 48214, 6)
Type I code.
(iii) n = 21. It is well known that
X21 − 1 = (X − 1)(X2 +X + 1)f1(X)f∗1 (X)f2(X)(3f∗2 (X)),
where f1(X) = X
6 + 2X5 + 3X4 + 3X2 +X + 1, f2(X) = X
3 + 2X2 +X + 3, h1(X) = X
9 +X8 +
X7 + 3X2 + 3X + 3, h2(X) = X
15 + 3X14 +X8 + 3X7 +X + 3 and h3(X) = X
3 + 3. There are
9 different non-trivial Euclidean cyclic self-dual codes of length 21 over R. We illustrate them in
Table 1.
(iv) n = 23. It is well known that
X23 − 1 = (X − 1)f(X)(3f∗(X)),
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Table 1: Euclidean cyclic self-dual codes of length 21 over R
Codes number Generators of cyclic self-dual codes Gray images
C1 { f1h1, 2f1f
∗
1 } (42, 4
12218, 6)
C2 { vf1h1 + (1− v)f2h2, 2vf1f
∗
1 + 2(1− v)f2f
∗
2 } (42, 4
9224, 4)
C3 { vf1h1 + (1− v)f1f2h3, 2vf1f
∗
1 + 2(1− v)f1f2f
∗
1 f
∗
2 } (42, 4
15212, 4)
C4 { f2h2, 2f2f
∗
2 } (42, 4
6230, 4)
C5 { vf2h2 + (1− v)f1h1, 2vf2f
∗
2 + 2(1− v)f1f
∗
1 } (42, 4
9224, 4)
C6 { vf2h2 + (1− v)f1f2h3, 2vf2f
∗
2 + 2(1− v)f1f2f
∗
1 f
∗
2 } (42, 4
12218, 4)
C7 { f1f2h3, 2f1f2f
∗
1 f
∗
2 } (42, 4
1826, 4)
C8 { vf1f2h3 + (1− v)f1h1, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f
∗
1 } (42, 4
15212, 4)
C9 { vf1f2h3 + (1− v)f2h2, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f2f
∗
2 } (42, 4
12224, 4)
where f(X) = X11+2X10+3X9+3X7+3X6+3X5+2X4+X +3. There is only one non-trivial
Euclidean cyclic self-dual code of length 23 over R. It is
C = ((X − 1)f(X), 2f(X)f∗(X)).
By Theorem 2, the Gray image Φ(C) is a Euclidean self-dual code of length 46 with type 42222 over
Z4. Moreover, Φ(C) is with minimum Lee distance 7, i.e., Φ(C) is a quaternary (46, 42222, 7) Type
I code.
(v) n = 31. It is well known that
X31 − 1 = (X − 1)f1(X)(3f∗1 (X))f2(X)(3∗2(X))f3(X)(3f∗3 (X)),
where f1(X) = X
5+3X2+2X+3, f2(X) = X
5+2X4+3X3+X2+3X+3 and f3(X) = X
5+3X4+
X2+3X+3. Let h1(X) = (X − 1)f2(X)f∗2 (X)f3(X)f∗3 (X), h2(X) = h3(X) = (X − 1)f3(X)f∗3 (X)
and h4(X) = h5(X) = X − 1. There are 25 different non-trivial Euclidean cyclic self-dual codes of
length 31 over R. We illustrate them in Table 2.
(vi) n = 35. It is well known that
X35 − 1 = f1(X)f∗1 (X)f2(X)f∗2 (X)h(X),
where f1(X) = X
3 + 2X2 +X + 3, f2(X) = X
12 + 2X11 + 3X10 +X9 +X8 + 3X7 + 2X6 + 2X5+
X4 + 2X3 + 3X2 + X + 1 and h(X) = (X − 1)(X4 + X3 + X2 + X + 1). There are 16 different
non-trivial Euclidean cyclic self-dual codes over R. We illustrate them in Table 3.
(vii) n = 39. It is well known that
X39 − 1 = f(X)f∗(X)h(X),
where f(X) = X12 + X11 − X10 − X9 + 2X6 + X5 − X4 + X3 − X2 + 2X + 1 and h(X) =
(X − 1)(X2 + X + 1)(X12 + X11 + · · · + X + 1). There is only one non-trivial Euclidean cyclic
self-dual code of length 39 over R. It is
C = (f(X)h(X), 2f(X)f∗(X)).
By Theorem 2, the Gray image Φ(C) is a Euclidean self-dual code of length 78 with type 424230 over
Z4. Moreover, Φ(C) is with minimum Lee distance 6, i.e., Φ(C) is a quaternary (78, 424230, 6) Type
I code.
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Table 2: Euclidean cyclic self-dual codes of length 31 over R
Codes number Generators of cyclic self-dual codes Gray images
C1 { f1h1, 2f1f
∗
1 } (62, 4
10242, 6)
C2 { vf1h1 + (1− v)f1f2h2, 2vf1f
∗
1 + 2(1− v)f1f2f
∗
1 f
∗
2 } (62, 4
15232, 12)
C3 { vf1h1 + (1− v)f1f
∗
2 h3, 2vf1f
∗
1 + 2(1− v)f1f2f
∗
1 f
∗
2 } (62, 4
15232, 12)
C4 { vf1h1 + (1− v)f1f2f3h4, 2vf1f
∗
1 + 2(1− v)f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
20222, 6)
C5 { vf1h1 + (1− v)f1f
∗
2 f3h5, 2vf1f
∗
1 + 2(1− v)f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
20222, 6)
C6 { f1f2h2, 2f1f2f
∗
1 f
∗
2 } (62, 4
20222, 10)
C7 { vf1f2h2 + (1− v)f1h1, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f
∗
1 } (62, 4
15232, 12)
C8 { vf1f2h2 + (1− v)f1f
∗
2 h3, 2f1f2f
∗
1 f
∗
2 } (62, 4
20222, 10)
C9 { vf1f2h2 + (1− v)f1f2f3h4, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
25212, 10)
C10 { vf1f2h2 + (1− v)f1f
∗
2 f3h5, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
25212, 10)
C11 { f1f
∗
2 h3, 2f1f2f
∗
1 f
∗
2 } (62, 4
20222, 10)
C12 { vf1f
∗
2 h3 + (1− v)f1h1, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f
∗
1 } (62, 4
15232, 14)
C13 { vf1f
∗
2 h3 + (1− v)f1f2h2, 2f1f2f
∗
1 f
∗
2 } (62, 4
20222, 10)
C14 { vf1f
∗
2 h3 + (1− v)f1f2f3h4, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
25212, 10)
C15 { vf1f
∗
2 h3 + (1− v)f1f
∗
2 f3h5, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
25212, 10)
C16 { f1f2f3h4, 2f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
3022, 12)
C17 { vf1f2f3h4 + (1− v)f1h1, 2vf1f2f3f
∗
1 f
∗
2 f
∗
3 + 2(1− v)f1f
∗
1 } (62, 4
20222, 6)
C18 { vf1f2f3h4 + (1− v)f1f2h2, 2vf1f2f3f
∗
1 f
∗
2 f
∗
3 + 2(1− v)f1f2f
∗
1 f
∗
2 } (62, 4
25212, 10)
C19 { vf1f2f3h4 + (1− v)f1f
∗
2 h3, 2vf1f2f3f
∗
1 f
∗
2 f
∗
3 + 2(1− v)f1f2f
∗
1 f
∗
2 } (62, 4
25212, 10)
C20 { vf1f2f3h4 + (1− v)f1f
∗
2 f3h5, 2vf1f2f3f
∗
1 f
∗
2 f
∗
3 + 2(1− v)f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
3022, 12)
C21 { f1f
∗
2 f3h5, 2f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
3022, 12)
C22 { vf1f
∗
2 f3h5 + (1− v)f1h1, 2vf1f2f3f
∗
1 f
∗
2 f
∗
3 + 2(1− v)f1f
∗
1 } (62, 4
20222, 6)
C23 { vf1f
∗
2 f3h5 + (1− v)f1f2h2, 2vf1f2f3f
∗
1 f
∗
2 f
∗
3 + 2(1− v)f1f2f
∗
1 f
∗
2 } (62, 4
25212, 10)
C24 { vf1f
∗
2 f3h5 + (1− v)f1f
∗
2 h3, 2vf1f2f3f
∗
1 f
∗
2 f
∗
3 + 2(1− v)f1f2f
∗
1 f
∗
2 } (62, 4
25212, 10)
C25 { vf1f
∗
2 f3h5 + (1− v)f1f2f3h4, 2f1f2f3f
∗
1 f
∗
2 f
∗
3 } (62, 4
3022, 12)
Table 3: Euclidean cyclic self-dual codes of length 35 over R
Codes number Generators of cyclic self-dual codes Gray images
C1 { f1f2h, 2f1f2f
∗
1 f
∗
2 } (70, 4
30210, 4)
C2 { vf1f2h+ (1− v)f
∗
1 f2h, 2f1f2f
∗
1 f
∗
2 } (70, 4
30210, 4)
C3 { vf1f2h+ (1− v)f1f
∗
1 f2h, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f2f
∗
2 } (70, 4
27216, 4)
C4 { vf1f2h+ (1− v)f1f
∗
2 f2h, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f
∗
1 } (70, 4
18234, 4)
C5 { f
∗
1 f2h, 2f1f2f
∗
1 f
∗
2 } (70, 4
30210, 8)
C6 { vf
∗
1 f2h+ (1− v)f1f2h, 2f1f2f
∗
1 f
∗
2 } (70, 4
30210, 4)
C7 { vf
∗
1 f2h+ (1− v)f1f
∗
1 f2h, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f2f
∗
2 } (70, 4
27216, 6)
C8 { vf
∗
1 f2h+ (1− v)f1f2f
∗
2 h, 2vf1f2f
∗
1 f
∗
2 + 2(1− v)f1f
∗
1 } (70, 4
18234, 4)
C9 { f1f
∗
1 f2h, 2f2f
∗
2 } (70, 4
24222, 6)
C10 { vf1f
∗
1 f2h+ (1− v)f1f2h, 2vf2f
∗
2 + 2(1− v)f1f2f
∗
1 f
∗
2 } (70, 4
27216, 4)
C11 { vf1f
∗
1 f2h+ (1− v)f
∗
1 f2h, 2vf2f
∗
2 + 2(1− v)f1f2f
∗
1 f
∗
2 } (70, 4
27216, 6)
C12 { vf1f
∗
1 f2h+ (1− v)f1f2f
∗
2 h, 2vf2f
∗
2 + 2(1− v)f1f
∗
1 } (70, 4
15240, 4)
C13 { f1f2f
∗
2 h, 2f1f
∗
1 } (70, 4
6258, 6)
C14 { vf1f2f
∗
2 h+ (1− v)f1f2h, 2vf1f
∗
1 + 2(1− v)f1f2f
∗
1 f
∗
2 } (70, 4
18234, 4)
C15 { vf1f2f
∗
2 h+ (1− v)f
∗
1 f2h, 2vf1f
∗
1 + 2(1− v)f1f2f
∗
1 f
∗
2 } (70, 4
18234, 4)
C16 { vf1f2f
∗
2 h+ (1− v)f1f
∗
1 f2h, 2vf1f
∗
1 + 2(1− v)f2f
∗
2 } (70, 4
15240, 4)
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Table 4: The 21 new Z4-linear codes of length 62
Codes number Generators of cyclic self-dual codes Gray images
C1 { vf1h1 + (1− v)f1f2h2} (62, 4
15, 16)
C2 { vf1h1 + (1− v)f1f2f3h4} (62, 4
20, 14)
C3 { (1− v)f1f
∗
2 h3} (62, 4
15, 16)
C4 { f1h1} (62, 4
10, 28)
C5 { vf1h1 + (1− v)f1f
∗
2 f3h5} (62, 4
20, 14)
C6 { f1f2h2} (62, 4
20, 16)
C7 { vf1f2h2 + (1− v)f1h1} (62, 4
15, 16)
C8 { vf1f2h2 + (1− v)f1f
∗
2 h3} ((62, 4
20, 16)
C9 { vf1f2h2 + (1− v)f1f2f3h4} (62, 4
25, 14)
C10 { vf1f2h2 + (1− v)f1f
∗
2 f3h5} (62, 4
25, 14)
C11 { f1f
∗
2 h3} (62, 4
20, 18)
C12 { vf1f
∗
2 h3 + (1− v)f1h1} (62, 4
15, 18)
C13 { vf1f
∗
2 h3 + (1− v)f1f2h2} (62, 4
20, 16)
C14 { vf1f
∗
2 h3 + (1− v)f1f2f3h4} (62, 4
25, 14)
C15 { vf1f
∗
2 h3 + (1− v)f1f
∗
2 f3h5} (62, 4
25, 14)
C16 { f1f2f3h4} (62, 4
30, 14)
C17 { vf1f2f3h4 + (1− v)f1f2h2} (62, 4
25, 14)
C18 { vf1f2f3h4 + (1− v)f1f
∗
2 h3} (62, 4
25, 14)
C19 { vf1f
∗
2 f3h5 + (1− v)f1h1} (62, 4
20, 14)
C20 { vf1f
∗
2 f3h5 + (1− v)f1f2h2} (62, 4
25, 14)
C21 { vf1f
∗
2 f3h5 + (1− v)f1f2f3h4} (62, 4
30, 14)
Example 3. In this example, compared to the linear codes in table of The Z4 Database [1], we show
that some new linear codes over Z4 with improved minimum Lee weight can be constructed from the
cyclic codes over R. We do not list the generator matrices of these linear codes here for the interest
of space. If needed, they are available from the authors.
(i) It is well known that
X23 − 1 = (X − 1)f(X)(3f∗(X)),
where f(X) = X11 + 2X10 + 3X9 + 3X7 + 3X6 + 3X5 + 2X4 +X + 3. Let
C = ((X − 1)f(X)).
Then Φ(C) is a Z4-linear (46, 422) code with minimum Lee weight 8, which is better than 6.
(ii) It is well known that
X31 − 1 = (X − 1)f1(X)(3f∗1 (X))f2(X)(3∗2(X))f3(X)(3f∗3 (X)),
where f1(X) = X
5+3X2+2X+3, f2(X) = X
5+2X4+3X3+X2+3X+3 and f3(X) = X
5+3X4+
X2+3X+3. Let h1(X) = (X − 1)f2(X)f∗2 (X)f3(X)f∗3 (X), h2(X) = h3(X) = (X − 1)f3(X)f∗3 (X)
and h4(X) = h5(X) = X − 1. We list 21 new Z4-linear codes of length 62 from the cyclic codes of
length 31 over R in Table 4.
(iii) It is well known that
X35 − 1 = f1(X)f∗1 (X)f2(X)f∗2 (X)h(X),
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Table 5: The 4 new Z4-linear codes of length 70
Codes number Generators of cyclic self-dual codes Gray images
C1 { f
∗
1 f2h} (70, 4
30, 12)
C2 { vf
∗
1 f2h+ (1− v)f1f
∗
1 f2h} (70, 4
27, 12)
C3 { f1f
∗
1 f2h} (70, 4
24, 12)
C4 { vf1f
∗
1 f2h+ (1− v)f
∗
1 f2h} (70, 4
27, 12)
where f1(X) = X
3 + 2X2 +X + 3, f2(X) = X
12 + 2X11 + 3X10 +X9 +X8 + 3X7 + 2X6 + 2X5+
X4 + 2X3 + 3X2 +X + 1 and h(X) = (X − 1)(X4 +X3 +X2 +X + 1). We list 4 new Z4-linear
codes of length 70 from the cyclic codes of length 35 over R in Table 5.
(iv) It is well known that
X39 − 1 = f(X)f∗(X)h(X),
where f(X) = X12 + X11 − X10 − X9 + 2X6 + X5 − X4 + X3 − X2 + 2X + 1 and h(X) =
(X − 1)(X2 +X + 1)(X12 +X11 + · · ·+X + 1). Let
C = (f(X)h(X)).
Then Φ(C) is a Z4-linear (78, 424) code with minimum Lee weight 16, which is better than 10.
Example 4. Let p = 7. We consider the quadratic residue codes of length 7 over R. By the
definitions of Q(X) and N(X), we have Q(X) = X +X2 +X4 and N(X) = X3 +X5 +X6. Since
7 ≡ −1(mod8), by Definition 5, it follows that
D1 = (v(X +X2 + 2X3 +X4 + 2X5 + 2X6) + (1 − v)(2X + 2X2 +X3 + 2X4 +X5 +X6)),
D2 = (v(2X + 2X2 +X3 + 2X4 +X5 +X6) + (1 − v)(X +X2 + 2X3 +X4 + 2X5 + 2X6)),
E1 = (v(1 + 2X + 2X2 + 3X3 + 2X4 + 3X5 + 3X6)
+ (1− v)(1 + 3X + 3X2 + 2X3 + 3X4 + 2X5 + 2X6))
and
E2 = (v(1 + 3X + 3X2 + 2X3 + 3X4 + 2X5 + 2X6)
+ (1− v)(1 + 2X + 2X2 + 3X3 + 2X4 + 3X5 + 3X6))
are quadratic residue codes of length 7 over R. By Theorem 16, E1 and E2 can be regarded as the
Z4[X ]-modules, i.e.
E1 = v(1 + 2X + 2X2 + 3X3 + 2X4 + 3X5 + 3X6)
⊕ (1− v)(1 + 3X + 3X2 + 2X3 + 3X4 + 2X5 + 2X6)
and
E2 = v(1 + 3X + 3X2 + 2X3 + 3X4 + 2X5 + 2X6)
⊕ (1 − v)(1 + 2X + 2X2 + 3X3 + 2X4 + 3X5 + 3X6),
which implies that E1 and E2 have the following Z4-generator matrices
G1 =
[
vG11
(1− v)G12
]
and G2 =
[
vG21
(1 − v)G22
]
,
23
where
G11 = G22 =

 1 0 0 1 2 3 10 1 0 3 3 3 2
0 0 1 2 3 1 1

 ,
G12 = G21 =

 1 0 0 1 1 3 20 1 0 2 3 3 3
0 0 1 1 3 2 1

 .
By Definition 7, we have D̂1, D˜1 and D̂2, D˜2 are the extensions of D1 and D2, respectively. Fur-
thermore, thay have the generator matrices as follows
Ĝ1 =


3 3 · · · 3
0
... G1
0

 , G˜1 =


1 3 · · · 3
0
... G1
0

 ,
Ĝ2 =


3 3 · · · 3
0
... G2
0

 and G˜2 =


1 3 · · · 3
0
... G2
0

 .
D̂1, D˜1, D̂2 and D˜2 are equivalent and, by Theorem 20, they are extremal Type II codes. Theorefore,
by Theorem 7, the Gray images of D̂1, D˜1, D̂2 and D˜2 are extremal Type II codes of length 16 with
minimum Euclidean weight 8 over Z4. The Euclidean weight distributions of these codes are given
as follows
WE(y) = 1 + 256y
8 + 16636y16 + 32256y24 + 15878y32 + 256y40 + 252y48 + y64.
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