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Abstract
To the second order of the deformation parameter, we construct the black brane solutions, which
are dual to the multiple interface deformations of conformal field theories. We compute their
thermodynamic quantities from the gravity and the field theory sides, and find a precise agree-
ment, confirming the validity of the AdS/CFT correspondence. The correlation of two separate
interfaces induces a Casimir energy and an interesting form of correlated entropy contribution.
We comment on the properties of the interface lattice system too.
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1 Introduction
The Janus solutions [1] in various supergravity theories, which are dual to the interface confor-
mal field theories (ICFT), provide well-controlled deformations of the AdS/CFT correspondence
[2, 3, 4]. In the simplest examples, the bulk gravity is described by the Einstein-scalar theory
with a negative cosmological constant. One uses the AdSd slicing of the AdSd+1 and makes the
massless scalar field dependent on the slicing coordinate. The scalar field approaches two differ-
ent constant values at the boundary of the space, which results in a jump of the coupling through
the interface of the boundary CFT. Out of the original SO(d, 2) conformal symmetries of the
CFT, this simple interface deformation preserves one lower dimensional conformal symmetries,
SO(d− 1, 2). See Refs. [5]-[19] for further development and other related studies.
Recently in Ref. [15], the black Janus solution in three dimensions was considered, which
is the Janus deformation of the well known BTZ black hole solution [20]. The corresponding
boundary theory is given by the simple interface deformation of the CFT on R1,1. Strictly
speaking, the black Janus geometry is dual to the finite-temperature version of the ICFT. It was
found that the interface system carries a zero-temperature entropy whose exponential counts
the degeneracy of the ground states. Using the solution, the thermodynamic quantities of this
ICFT can be calculated based on the dictionary of the AdS/CFT correspondence. In the field
theory side, these results were reproduced, via the so-called conformal perturbation theory, to
the second order of the deformation parameter.
In this paper, we would like to extend the above analysis to the general multiple interface
system. We shall approach the problem by a perturbative construction of solutions. The zeroth
order of the perturbation theory begins with the BTZ black hole solution. Our background is
dependent upon a single (temperature) scale reflecting the conformal invariance of the underlying
system. Around the BTZ background, we shall consider general static perturbation of the
Einstein-scalar theory. The scalar perturbation begins with the term of O(γ) where γ is our
deformation parameter counting the order of the perturbation series. The order of the general
scalar perturbation terms is counted as γ2n+1 with n ≥ 0. On the other hand, the perturbation
in the geometric part begins with terms of O(γ2) and the order of its general perturbation is
counted as γ2n+2 with n ≥ 0.
We shall first solve the leading order term of the scalar part, which satisfies a linear partial
differential equation. One can show that the most general boundary condition for the scalar
term is that its values should approach piecewise constants at the boundary of the space. For
a single interface, the solution of the equation was already constructed in [15]. The general
solution can be given by the linear superposition of each single-interface solution whose center
is located at an arbitrary position of the boundary spatial direction. The leading order of the
geometric part is reduced to linear differential equations with source terms determined by the
above solution of the scalar part. The source is consisting of two different kinds of terms. One
is from the diagonal contributions of each scalar solution for each interface. The solution with
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a source term of this kind is known in Ref. [15]. The other kind is consisting of the off-diagonal
contributions of a set of scalar solutions from two different interfaces.
Up to the translational freedom in the boundary spatial direction, the source term and the
corresponding equations are characterized by the separation distance l of the two interfaces.
The existence of the extra scale l breaks the underlying conformal invariance in a rather clear
manner. Hence solving this geometric part becomes highly nontrivial. However, it should be in
principle possible to find solutions since we are dealing with linear partial differential equations
with specified source terms. To solve those nontrivial partial differential equations, we adopt a
suitable ansatz even though its structure is not completely justified. We shall find explicit forms
of solutions (with a freedom of adding homogeneous solutions), which satisfy all of the required
physical properties. Since the procedure of finding solutions is nontrivial, we shall present its
details below.
Once the full solution is constructed, one may study the properties of the multiple interface
system using the dictionary of the AdS/CFT correspondence. We first note the diagonal and
off-diagonal parts of the solutions involve specific homogeneous terms. We shall show that
these homogeneous solutions are related to the coordinate transformations that preserve the
original BTZ form of the metric to the O(γ2). Next for the above mentioned solutions, we shall
construct the Fefferman-Graham form of the metric and identify the energy momentum tensor
of the boundary field theory using the holographic dictionary [21]. In addition to the energy
momentum contribution of the undeformed CFT, we find the Casimir energy and pressure
coming from any pairs of two interfaces. Using the boundary-horizon map in [15, 22], we
compute the horizon length of the multiple interface system and identify the entropy of the
interface geometry.
The dual boundary field theory is given by the multiple-interface deformation1 of the CFT
on R1,1. Each interface is realized as a jump of the coupling where the corresponding marginal
operator is the Lagrange density operator. Using the conformal perturbation theory, we shall
compute the free energy up to the O(γ2) in the strong coupling limit. Once the free energy is
obtained, the energy and the entropy follow from the thermodynamic relations. We shall find
the agreement of these two independent computations in the strong coupling limit. We shall also
comment on the properties of interface lattice [26, 27, 28, 29] and discuss the zero temperature
limit of the multiple interface system.
In Section 2, we review the Janus and black Janus solutions in three dimensions, which
are relevant for the subsequent discussions. We also present the global Janus solution which is
dual to the interface deformation of the CFT on S1 × R. Using the method of the holographic
entanglement entropy, we identify the entropy of the interface on the circle S1. Section 3 discusses
the perturbative setup for the general static solutions around the BTZ black hole background.
In Section 4, we discuss the leading scalar part of solutions for the general interface system.
1The two impurity Kondo system in Refs. [23, 24, 25] has some similarity with our multiple interface system.
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Section 5 deals with the construction of the geometric part of solution to the O(γ2). Section 6
presents the (finite temperature) physics of the double interfaces. The field theoretic treatment
of the double interface system is considered in Section 7. Section 8 deals with the properties of
the general multiple interface systems including the interface lattice. In Section 9, we take the
zero temperature limit of the solutions. Last section is devoted to the discussions and concluding
remarks. Various technical details are collected in Appendices.
2 Janus system and some known solutions
We begin with the 3d Einstein scalar system
S =
1
16piG
∫
d3x
√
g
(
R− gab∂aφ∂bφ+ 2
)
, (2.1)
which can be consistently embedded into the type IIB supergravity theory [13]. Here we set
the AdS radius RAdS3 to be unity for simplicity and recover it whenever it is necessary. We
are interested in the most general geometries for which asymptotic values of the scalar field are
allowed to vary. The Einstein equation reads
Rab + 2gab = ∂aφ∂bφ (2.2)
and the scalar equation of motion is given by
∂a(
√
ggab∂bφ) = 0. (2.3)
Any resulting solutions involving nontrivial scalar field will be deformations of the well known
AdS3 × S3 background [30].
2.1 Janus solutions
For the static Janus solution, we take an ansatz for the three dimensional metric and the scalar
field in the following form
ds2 = dr2 + f(r)
−dt2 + dξ2
ξ2
, φ = φ(r). (2.4)
Using this ansatz, it was found that the solution of the equations of motion (2.2) and (2.3) is
given by [13]
f(r) =
1
2
(
1 +
√
1− 2γ2 cosh 2r
)
(2.5)
and
φ(r) = φ0 +
1√
2
log
(
1 +
√
1− 2γ2 +√2γ tanh r
1 +
√
1− 2γ2 −√2γ tanh r
)
. (2.6)
Without loss of generality, we may set φ0 = 0. The Janus solution holographically realizes an
ICFT where two CFTs defined on 1 + 1 dimensional half spaces are glued together over a 0 + 1
3
dimensional interface. The conformal boundary of the metric (2.4) has three components. As
r → ±∞ and finite ξ > 0, we can strip off the 1/ξ2 factor, and the corresponding boundary
components are two copies of R+ × R spanned by ξ, t. Note that the scalar approaches two
constant values at these boundaries
lim
r→±∞φ(r) = ±
1√
2
log
(
1 +
√
1− 2γ2 +√2γ
1 +
√
1− 2γ2 −√2γ
)
. (2.7)
The value of the scalar on the boundary is dual to a coupling (modulus) of the two dimensional
CFT. The third boundary component is at ξ = 0, which is the boundary of the AdS2 factor.
This describes the interface where the two half planes are glued together. Hence the dual CFT
is an ICFT where two CFTs defined on a half line are at different points in their coupling space.
After introducing an angular coordinate µ by
dr =
√
f(r)dµ, (2.8)
we can present the above solution in the form [13]
ds23 = f(µ)
(
dµ2 +
−dt2 + dξ2
ξ2
)
, φ = φ(µ) (2.9)
where
f(µ) =
κ2+
sn2(κ+(µ+ µ0), k2)
=
κ2+dn
2(κ+µ, k
2)
cn2(κ+µ, k2)
, (2.10)
φ(µ) =
1√
2
ln
(
dn(κ+(µ+ µ0), k
2)− kcn(κ+(µ+ µ0), k2)
dn(κ+(µ+ µ0), k2) + kcn(κ+(µ+ µ0), k2)
)
=
1√
2
ln
(
1 + k sn(κ+µ, k
2)
1− k sn(κ+µ, k2)
)
(2.11)
with
κ2± ≡
1
2
(1±
√
1− 2γ2), (2.12)
k2 ≡ κ2−/κ2+ =
γ2
2
+O(γ4), (2.13)
µ0 ≡ K(k2)/κ+ = pi
2
(
1 +
3
8
γ2 +O(γ4)
)
. (2.14)
This describes Janus deformation of the Poincare patch geometry.
For the deformation of the global AdS, we need to replace the AdS2 part in (2.4) and (2.9)
by the global AdS2 leading to the solution
ds23 = f(µ)
(
dµ2 +
dλ2 − dt2
cos2 λ
)
, φ = φ(µ), (2.15)
where the coordinate λ is ranged over [−pi/2, pi/2]. The constant time slice takes a shape of
a disk whose boundary is consisting of two half circles with µ = ±µ0. Hence the boundary
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spacetime corresponds to S1 ×R on which the ICFT is defined. We parameterize the circle S1
by angle θ defined by
θ =
 pi/2− λ for µ = µ0,
λ− pi/2 for µ = −µ0.
(2.16)
For the undeformed case with φ = 0, the metric takes a form
ds23 =
1
cos2 µ
(
dµ2 +
dλ2 − dt2
cos2 λ
)
(2.17)
where µ ∈ [−pi/2, pi/2]. After taking the coordinate transformation,
cosh ρ =
1
cosµ cosλ
, cos θ = sinλ coth ρ , (2.18)
one is led to the usual form of the metric
ds2 = − cosh2 ρdt2 + dρ2 + sinh2 ρdθ2 , (2.19)
where θ ∈ [−pi, pi].
The global Janus background is dual to the interface CFT on S1 × R. Using the standard
holographic dictionary, the energy density and the pressure of the ICFT can be identified as
E = p = − c
12
1
2pi
, (2.20)
where we have used the general fact
RAdS3
4G
=
c
6
. (2.21)
Note that these quantities are independent of the Janus deformation parameter and agree with
the well known results for the CFT on S1 ×R where the circle size is set to be 2pi.
2.2 Entanglement entropy of global Janus
A useful observable in the ICFT is the entanglement entropy which is defined as follows. The
space on which the CFT is living is divided into two regions A and A¯. The total Hilbert space
of states H is expressed by the product H = HA⊗HA¯, where HA (HA¯) is supported on A (A¯).
A reduced density matrix can be defined by tracing over all states in A¯,
ρA = trA¯ρ , (2.22)
where ρ is the density matrix of the total system. At zero temperature, one takes ρ to be the
projector on the ground state. The entanglement entropy associated with the region A is then
defined as
SA = −trAρA log ρA . (2.23)
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A holographic prescription to calculate the entanglement entropy in spaces which are asymp-
totic to AdSd+1 was presented in [31, 32]. We denote the boundary of the region A by ∂A. A
static minimal surface ΣA extends into the AdSd+1 bulk and ends on ∂A as one approaches the
boundary of AdSd+1. The holographic entanglement entropy can then be calculated as
SA =
Area(ΣA)
4Gd+1
, (2.24)
where Area(ΣA) denotes the area of the minimal surface ΣA and Gd+1 is the Newton constant
for AdSd+1 gravity.
The minimal surface is a space-like geodesic connecting the points in the constant-time slicing
given by
dr2 +
f(r)
cos2 λ
dλ2 . (2.25)
The geodesic to compute the entanglement entropy chooses the λ coordinate as constant λ =
pi/2−θ0, while r varies from −∞ to +∞. This corresponds to a symmetric region of −θ0 ≤ θ ≤ θ0
around an interface at θ = 0.
The geodesic length is divergent and has to be regularized by introducing a cutoff δ near the
boundary [33]
Area(Σ) = RAdS3
∫ r∞
r−∞
dr = RAdS3(r∞(Σ)− r−∞(Σ)). (2.26)
The regularized length can be read off from the relation f(r±∞)/ cos2 λ = f(r±∞)/ sin2 θ0 ≈ 1/δ2
which leads to
r±∞ = ∓
(
log δ +
1
2
log
√
1− 2γ2 − log(2 sin θ0)
)
. (2.27)
Hence
Area(Σ) = RAdS3
(
r∞(Σ)− r−∞(Σ)
)
= RAdS3
(
2 log
2 sin θ0
δ
− log
√
1− 2γ2
)
. (2.28)
The holographic result
SA =
c
3
log
2 sin θ0
δ
+ log gI (2.29)
has the same general form as the entanglement entropy calculated on the CFT side using the
replica trick [34], where δ is the UV cutoff and
SI = log gI =
c
6
log
1√
1− 2γ2 . (2.30)
This is interface entropy (sometimes called g-factor [35]) which is associated with the degrees
of freedom localized on the interface. Our 2d bulk part, i.e. (SA − SI), agrees with the general
CFT result in [34]. In [33], using the replica trick of CFT, the interface entropy in the weak
coupling limit has been computed as
S′I = log g
′
I =
c
48
log
1
2
(1 +√2γ
1−√2γ
) 1
2
√
2
+
(
1−√2γ
1 +
√
2γ
) 1
2
√
2
 . (2.31)
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This agrees with the above gravity result, which is inherently in the strongly coupled limit,
only up to O(γ2). Since the computation in the strongly coupled side is compared with that
in the weakly coupled side, there is no reason to expect any agreement of the two. Below in
the field theory computation, we shall use the conformal perturbation theory in which the basic
information about the coupling is contained in the correlation functions of relevant operators.
Since we use the forms of correlation functions in the strong coupling limit, it is expected to
have an agreement of the two sides even at higher orders of γ. However, our check below will
be up to O(γ2).
3 Black Janus as a perturbation
We begin our discussion of three dimensional Janus black holes by studying the leading order
corrections to the geometry and the scalar field starting from the BTZ black hole solution. The
Euclidean BTZ black hole in three dimensions [20] can be written as
ds2 =
1
z2
[
(1− z2)dτ2 + dx2 + dz
2
1− z2
]
(3.1)
where the coordinate x is range over (−∞, ∞). Of course the x direction can be compactified on
a circle but we shall be concerned below only with the non compact case. Note that the horizon
is located at z = 1. The regularity near z = 1 is ensured if the Euclidean time coordinate τ has
a period β = 2pi. The corresponding Gibbons-Hawking temperature can be identified as
T =
1
2pi
. (3.2)
The BTZ black hole with a general temperature can be given by the metric
ds2 =
1
z′2
[
(1− a2 z′2)dτ ′2 + dx′2 + dz
′2
1− a2 z′2
]
(3.3)
which may be obtained by the scale coordinate transformation
z′ =
z
a
, τ ′ =
τ
a
, x′ =
x
a
(3.4)
from (3.1). The temperature for this scaled version now becomes
T ′ =
a
2pi
. (3.5)
Below we shall mostly take the temperature T = (2pi)−1 for the sake of simplicity. When it
is necessary, we shall recover the general temperature dependence using this scale coordinate
transformation.
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3.1 Linearized deformation
Introducing a new coordinate y given by z = sin y, the planar black hole metric (3.1) can be
rewritten as
ds2 =
1
sin2 y
[
cos2 y dτ2 + dx2 + dy2
]
. (3.6)
Motivated by the form of this metric, we shall make the following ansatz
ds2 =
dx2 + dy2
A(x, y)
+
dτ2
B(x, y)
, φ = φ(x, y), (3.7)
which describes general static geometries. It is then straightforward to show that the equations
of motion (2.2) and (2.3) reduce to
(~∂A)2 −A ~∂2A = 2A−A2 (~∂φ)2, (3.8)
3(~∂B)2 − 2B ~∂2B = 8B2/A, (3.9)
~∂B · ~∂φ− 2B ~∂2φ = 0, (3.10)
where we introduced the notation ~∂ = (∂x, ∂y).
As a power series in γ, the scalar field may be expanded as
φ(x, y) =
∞∑
n=0
γ2n+1φ2n+1(x, y). (3.11)
Then the scalar equation in the leading order becomes
tan y ∂yϕ− sin2 y ~∂2ϕ = 0 (3.12)
where ϕ(x, y) denotes φ1(x, y). In the next section, we will construct the most general solution
of this equation.
The leading perturbation of the metric part begins at O(γ2). Let us organize the series
expansions of the metric variables by
A = A0
(
1 +
γ2
4
a(x, y) +O(γ4)
)
, B = B0
(
1 +
γ2
4
b(x, y) +O(γ4)
)
, (3.13)
where
A0 = sin
2 y, B0 = tan
2 y. (3.14)
The leading order equations for the metric part then become
−2a+ sin2 y ~∂2a = +4 sin2 y(~∂ϕ)2, (3.15)
−2 tan y ∂yb+ sin2 y ~∂2b = +4a. (3.16)
These linear partial differential equations (with the source term), (3.12), (3.15) and (3.16) are
of our main interest below.
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3.2 Linearized Black Janus
Using the Janus boundary condition φ(x, 0) = γ (x) + O(γ3) with the sign function (x), the
leading order scalar equation is solved by [15]
ϕ =
sinhx√
sinh2 x+ sin2 y
. (3.17)
The solution for the geometry part can be found as a(x, y) = b(x, y) = q(x, y) where
q(x, y) = 3
(
sinhx
sin y
)
tan−1
(
sinhx
sin y
)
+
sinh2 x
sinh2 x+ sin2 y
+ 2 + 2C
sinhx
sin y
(3.18)
with a O(1) integration constant C [15]. Indeed checking that (3.18) solves Eqs. (3.15) and
(3.16) is straightforward. Then the metric for the black Janus can be written as
ds2 =
1− γ24 q(x, y)
sin2 y
[
cos2 y dτ2 + dx2 + dy2
]
+O(γ4). (3.19)
Next we introduce an angular coordinate µ that is defined by
tan
(
µ+
γ2
4
C
)
=
sinhx
sin y
. (3.20)
The above metric for the linearized black Janus can be written using the scale function f(µ) of
the original Janus solution: Namely, the metric can be expressed in the following form
ds2 =
f(µ)
sinh2 x+ sin2 y
[
cos2 y dτ2 + dx2 + dy2
]
+O(γ4) (3.21)
with f(µ) given in (2.10). To show this, we have used the expansion of the scale function f(µ)
in the form
f(µ) =
1− γ24 q(x, y)
cos2
(
µ+ γ
2
4 C
) +O(γ4). (3.22)
The zeroes of the function A and B occur at µ = ±µ0, which correspond to the boundary of
the asymptotically AdS space. As a consequence the coordinate µ is ranging over [−µ0, µ0] as
in the case of the original Janus solution.
In fact the all order exact black hole solution with the Janus boundary condition can be
found as [15]
ds2 = f(µ)
(
dµ2 + dκ2 − dt2 sinh2 κ
)
, φ = φ(µ) (3.23)
where the coordinate κ is ranged over [0,∞). The horizon is located at κ = 0 whereas µ = ±µ0,
and (µ = 0, κ =∞) correspond to the boundary on which the ICFT is defined.
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4 Scalar part for multiple interfaces
In this section, we shall analyze the linearized equation (3.12) for the general cases. We begin
with the scalar field perturbation. The equation can be rewritten as[
∂2x + 4s∂s (1− s) ∂s
]
ϕ(x, s) = 0 (4.1)
where we introduce the variable s by s = sin2 y. This is solved by
ϕ(x, s) =
∫
dk ϕ˜(k) eikxF (ik/2,−ik/2; 1; 1− s)|Γ(1 + ik/2)|2 (4.2)
where F (a, b; c;x) is the hypergeometric function
F (a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
(4.3)
with the Pochhammer symbol (a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1) ((a)0 = 1). Note
F (a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) (4.4)
if Re(c) > Re(a+ b) and thus
F (ik/2,−ik/2; 1; 1)|Γ(1 + ik/2)|2 = 1. (4.5)
Let us first look at the behavior of the scalar perturbation at the boundary s = 0. Since the
scalar field at the boundary has to be well behaved and finite, it can be expanded as
ϕ = ϕ0(x) + sϕ1(x) + s
2ϕ2(x) + · · · . (4.6)
Then the scalar equation tells us that
∂2xϕ0(x) + s
[
(∂2x − 2)ϕ2(x) + 8ϕ4(x)
]
+O(s2) = 0. (4.7)
Therefore ϕ0(x) has to be piecewise constant since the term linear in x violates the requirement
of asymptotically AdS space. We claim that any piecewise constant boundary condition leads
to well defined asymptotically AdS geometry. But the rigorous proof of this from the geometric
consideration is far from obvious and beyond the scope of this paper. Based on the AdS/CFT
correspondence, the corresponding regular geometry should exist since the finite temperature
version of the field theory with such deformation by any marginal operator is well defined.
Let us illustrate various cases of solutions. First we consider the Janus boundary condition
ϕ(x, 0) = (x). For this case, one finds ϕ˜(k) = 1/(piik) leading to
ϕ(x, s) =
∫ ∞
0
dk
2 sin kx
pik
F (ik/2,−ik/2; 1; 1− s)|Γ(1 + ik/2)|2. (4.8)
Noting F (ik/2,−ik/2; 1; 0) = 1 and |Γ(1 + ik/2)|2 = pik/2sinhpik/2 , one can perform the integral for
s = 1 and find
ϕ(x, s = 1) =
∫ ∞
0
dk
sin kx
sinhpik/2
= tanhx. (4.9)
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Then using this and the series expansion of the hypergeometric function in (4.3), the expression
in (4.8) can be arranged and summed up as
ϕ(x, s) =
∞∑
n=0
(1− s)n
(n!)2
(
−∂x
2
)
n
(∂x
2
)
n
tanhx =
sinhx√
sinh2 x+ s
(4.10)
which is nothing but (3.17).
The second is an example where the boundary condition ϕ(x, 0) is given by
ϕ(x, 0) =
 2, for 0 ≤ x ≤ l,
0, otherwise.
(4.11)
The corresponding scalar solution can be found as
ϕ(x, s) = 2
∫ ∞
0
dk
cos k(x− l/2) sin kl/2
sinhpik/2
F (ik/2,−ik/2; 1; 1− s) (4.12)
leading to
ϕ(x, s = 1) =
2 sinh l
cosh(2x− l) + cosh l = tanhx− tanh(x− l). (4.13)
This is a double interface system which we shall consider in detail later on.
4.1 Realization of holographic lattice
One can also consider the periodic case with a period 2l. For simplicity we take the simple case
ϕL(x, 0) =
 1, for 0 ≤ x < l,
−1, for − l ≤ x < 0.
(4.14)
With km = pi(2m+ 1)/l, the scalar solution can be expressed as a Fourier series
ϕL(x, s) =
2pi
l
∞∑
m=0
sin kmx
pikm/2
F (ikm/2,−ikm/2; 1; 1− s)|Γ(1 + ikm/2)|2. (4.15)
On the horizon at s = 1, the scalar takes the form
ϕL(x, s = 1) =
2pi
l
∞∑
m=0
sin kmx
sinhpikm/2
= ωω+sn
(
ω+x, ω
2
)
(4.16)
where piω+ = 2K
′(ω2) = 2K(1− ω2) with the complete elliptic integral K, and ω (∈ (0, 1)) is
related to the periodicity by
2l = 2piK(ω2)/K ′(ω2) = 2piK(ω2)/K(1− ω2). (4.17)
As ω → 1, l → ∞ the boundary condition (4.14) approaches that of the black Janus. The
corresponding horizon image has the limit
ϕL(x, s = 1)→ tanhx (4.18)
which agrees with (4.9). For general s, one finds an alternative form
ϕL(x, s) = ωω+
∞∑
n=0
(1− s)n
(n!)2
(
−∂x
2
)
n
(∂x
2
)
n
sn(ω+x, ω
2) (4.19)
with the Jacobi elliptic function sn(ω+x, ω
2), and it is not simple to sum up.
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Figure 1: Some plots of the function (4.23) with l = 1 for s = 0, 110 ,
1
2 , 1 (from the above).
4.2 Simple form of general solutions
For a further analysis, it is convenient to use another alternative expression for ϕ(x, s) instead
of the Fourier integral form (4.2). Note that there is a translational invariance in the x direction
in (3.12) and thus ϕ(x− l, s) is also a solution when ϕ(x, s) is. The most general solution takes
the form
ϕ(x, s) =
∞∑
n=−∞
αnϕ0(x− ln, s) (4.20)
where ϕ0(x, s) =
sinhx√
sinh2 x+s
in (3.17) and αn, ln are constants realizing general piecewise con-
stant boundary condition at infinity (s = 0). We shall order ln such that ln < ln+1 for all n and
refer αn as the n-th interface coefficient. For the above form of general solution, ϕ(x, 0) can be
identified as
ϕ(x, 0) =
∞∑
n=−∞
αn(x− ln). (4.21)
which is the most general boundary condition consistent with our previous analysis. For the
double interfaces in (4.11), one is led to the rather simple expression
ϕ(x, s) = ϕ0(x, s)− ϕ0(x− l, s) (4.22)
We may present the periodic solution (4.15) in the form
ϕL(x, s) =
∞∑
n=−∞
(−1)nϕ0(x− nl, s) (4.23)
which is more convenient to deal with. In Fig. 1, some plots of the function (4.23) for various
values of s are given where the length l is set to be unity. Note that ϕ(x, 0) shows the form of
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the square wave function, which is set by the boundary condition. When s = 1, it becomes
ϕL(x, s = 1) =
∞∑
n=−∞
(−1)n tanh(x− nl), (4.24)
which is nothing but a different representation of the Jacobi elliptic function in (4.16).
5 Geometric part
For the geometry part, one finds that a and b behave as
a(x, y) = aH0(x) + cos
2 y aH1(x) + cos
4 y aH2(x) + · · · ,
b(x, y) = bH0(x) + cos
2 y bH1(x) + cos
4 y bH2(x) + · · · (5.1)
near horizon region, where y = pi2 still corresponds to the horizon location
2. On the other hand,
near the boundary at infinity, they should have the expansion
a(x, y) = sin2 y a1(x) + sin
4 y a2(x) + sin
6 y a3(x) + · · · ,
b(x, y) = b0(x) + sin
2 y b1(x) + sin
4 y b2(x) + · · · , (5.2)
where a0 term is not allowed, and a1 and b0 are related to the extra mass density of black hole
induced by the multiple interfaces. The term of order s−1/2 = 1/ sin y can be added representing
the freedom of coordinate transformations. We shall get back to this issue in the analysis of
examples below.
The back reaction to the gravity sector is determined by two equations, (3.15) and (3.16).
We plug the solution (4.20) into (3.15), getting
4 sin2 y(~∂ϕ)2 = 4 sin2 y
∑
n1,n2
αn1αn2
~∂ϕ0(x− ln1 , y) · ~∂ϕ0(x− ln2 , y) (5.3)
for the right hand side. It is convenient to split this into the “diagonal” part
4 sin2 y
∞∑
n=−∞
α2n(
~∂ϕ0(x− ln, y))2 (5.4)
and the “off-diagonal” part
4 sin2 y
∑
n1<n2
2αn1αn2
~∂ϕ0(x− ln1 , y) · ~∂ϕ0(x− ln2 , y). (5.5)
The linearity of (3.15) allows us to find its solution by adding the solution with the source term
(5.4) and the one with (5.5). Each source term for the diagonal part is the same as that for the
2 The horizon here is defined by the surface of gττ = 0. This value y =
pi
2
can be regarded as a coordinate
choice since we have the freedom of coordinate transformation. We demand the regularity of geometry on the
horizon and the Dirichlet boundary condition ∂
∂y
a|y=pi
2
= ∂
∂y
a|y=pi
2
= 0 [15]. Then the expansions in (5.1) follows
from a straightforward analysis of the differential equations (3.15) and (3.16).
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black Janus up to the translation in x. One may then easily find the solution for the diagonal
part
adiag(x, y) = bdiag(x, y) =
∞∑
n=−∞
α2n
[
q0(x− ln, y) + Cn sinh(x− ln)
sin y
]
, (5.6)
where
q0(x, y) = 3
sinhx
sin y
(
tan−1
(
sinhx
sin y
)
− pi
2
)
+ 2 +
sin2 y
sinh2 x+ sin2 y
. (5.7)
Later we shall show that the different choices of Cn are all related by an appropriate coordinate
transformation. Hence we can set Cn = 0 without loss of generality.
5.1 Off-diagonal part
Finding a closed form of the off-diagonal part is rather involved. First step in that direction
should be finding a solution of the equation with a term in the off-diagonal source term (5.5).
Since one has a translational invariance in x direction and l > 0 is arbitrary, it suffices to consider
the case of n1 = 0 and n2 = 1 with l0 = 0 and l1 = l. This leads to the equations
3
− 2ac(x, y, l) + sin2 y ~∂2ac(x, y, l) = 4(cosh l +XY )
(1 +X2)3/2(1 + Y 2)3/2
, (5.8)
−2 tan y ∂y bc(x, y, l) + sin2 y ~∂2bc(x, y, l) = 4ac(x, y; l), (5.9)
where we have introduced
X =
sinhx
sin y
, Y =
sinh(x− l)
sin y
. (5.10)
Once the solution of the above equations is given, the full off-diaginal part of the solution may
be given in the form
aoff(x, y) =
∑
n1<n2
2αn1αn2 ac(x− ln1 , y, ln2 − ln1),
boff(x, y) =
∑
n1<n2
2αn1αn2 bc(x− ln1 , y, ln2 − ln1). (5.11)
We first take the range of x and y as l < x and 0 ≤ sin y ≤ 1. Then X and Y can take
positive real values. We shall describe below how to extend the solution of this region to x ≤ l.
Remarkably, it turns out that we can find a solution of this equation by taking the ansatz4:
ac(x, y, l) =
1√
1 +X2
√
1 + Y 2
G(m), bc(x, y, l) = H(m) (5.12)
3 Here and below, the subscript or the superscript c in ac and bc represents the cross-term solution of (5.8) and
(5.9), whose source term is from the cross-term contribution of the scalar field of the two interfaces that involve
unit interface strengths and are located respectively at x = 0 and x = l.
4 One may motivate this ansatz by studying the scaling behavior of the solution near x = y = 0 and x − l =
y = 0. We do not know why the problem is reduced to an ordinary differential equation with just one variable m.
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where
m = (
√
1 +X2 −X)(
√
1 + Y 2 − Y ). (5.13)
Using this ansatz and regarding m and XY as two independent variables, we may cast the above
equation into the form:
Γ2G
′′(m) + Γ1G′(m) + Γ0G(m) = 4(cosh l +XY ) (5.14)
where
Γ2 =
1
2
(1 +m2)2 +m(1 +m2) cosh l +m(1 +m2 + 2m cosh l)XY, (5.15)
Γ1 =
1
4
(3 +m2)(m+m−1) + 2 cosh l +
1
2
(1 + 3m2 + 4m cosh l)XY, (5.16)
Γ0 = −1
4
(1 + 3m2)(1 + 3m−2)− (3m+ 3m−1 + 2 cosh l)XY. (5.17)
Since we treat XY and m independent, (5.14) implies two ordinary differential equations:
4 = (m3 +m+ 2m2 cosh l)G′′ +
1
2
(
3m2 + 1− 4m cosh l
)
G′
−(3m+ 3m−1 + 2 cosh l)G , (5.18)
−16 cosh l =
(
2(m2 + 1)2 + 4m(m2 + 1) cosh l
)
G′′ + (m3 + 4m+ 3m−1 + 8 cosh l)G′
−(3m2 + 10 + 3m−2)G. (5.19)
We may eliminate the second order derivative term and get the following first order equation:
2m(1−m2)
(
1 +m2 + 2m cosh l
)
G′(m) +
(
3 + 2m2 + 3m4 + 4m(1 +m2) cosh l
)
G(m)
= 8m(1 +m2 + 2m cosh l). (5.20)
Indeed one can check that any solution of this first order equation solves the above two second
order equations at the same time. Using the homogeneous solution to this equation,
Gh(m, cosh l) =
1
m3/2
(1−m2)
√
1 +m2 + 2m cosh l, (5.21)
one may easily find the solution5
G(m) = 4Gh(m)
∫ m
0
dx
(1− x2)Gh(x)
= 4Gh(m)
∫ m
0
dx
x3/2
(1− x2)2√1 + x2 + 2x cosh l . (5.22)
5The cosh l dependence will be omitted below in case it is not confusing.
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Using the identity,
x
3
2
(1− x2)2√1 + x2 + 2x cosh l =
(
x
5
2
2(1− x2)√1 + x2 + 2x cosh l
)′
−1
4
(
x
1 + x2 + 2x cosh l
) 3
2
, (5.23)
the solution can be presented in the form
G(m) = G(m, cosh l) ≡ 2m− I(m, cosh l)Gh(m, cosh l), (5.24)
where the integral I(x, cosh l) is given by
I(m, cosh l) =
∫ m
0
dx
(
x
1 + x2 + 2x cosh l
) 3
2
. (5.25)
Of course one may add the homogeneous part of the solution CGGh(m) to the above with CG
being an integration constant. We note that the integral I(m) can be evaluated explicitly in
terms of the elliptic functions. The details are given in Appendix A.
5.2 Remaining off-diagonal part
Now we turn to the second equation, (5.9) for the metric. Again the linearity of the equation
allows us to find the desired solution by summing every solution associated with each term in
the right hand side of the equation. With the ansatz in (5.12), (5.9) becomes
2m
(
1 +m2 + 2m cosh l
)
H ′′(m) +
(
5m2 − 1 + 4m cosh l
)
H ′(m) = 8G(m) (5.26)
where we use the general solution
G(m) = G(m) + CGGh(m) (5.27)
constructed in the previous section. This equation is essentially first order with respect to H ′.
We introduce the homogeneous solution Q given by
Q(m) =
m
1
2
(1 +m2 + 2m cosh l)
3
2
, (5.28)
Then Eq. (5.26) can be rewritten as
(
H ′
Q
)′
= 4
(
1 +m2 + 2m cosh l
) 1
2
m
3
2
G(m). (5.29)
Now note that the right hand side can be rearranged as
(
H ′
Q
)′
=
2(1 +m2 + 2m cosh l
m
)2
(I(m)− CG)
′ + 6(1 +m2 + 2m cosh l
m
) 1
2
. (5.30)
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Now integral of this yields
H ′
Q
= 2
(
1 +m2 + 2m cosh l
m
)2
(I(m)− CG) + 6M(m) + 8CG sinh2 l (5.31)
where M(m) is defined by
M(m, cosh l) ≡
∫ m
0
dx
(
1 + x2 + 2x cosh l
x
) 1
2
(5.32)
and we added an integration constant 8CG sinh
2 l. Now using the identities
3M(x) + 4 sinh2 l I(x) = 2x
1
2
(1 + x2 + 2x cosh l)
1
2
(3 + x2 + 4x cosh l) (5.33)
(1 + x2 + 2x cosh l)
1
2
x
3
2
− 4x
1
2 sinh2 l
(1 + x2 + 2x cosh l)
3
2
= −
(
2xGh(x)
1 + x2 + 2x cosh l
)′
(5.34)
one is led to
H ′(m) = 4
[
2m2
1 +m2 + 2m cosh l
+
(1−m2) (−I(m) + CG)√
m(1 +m2 + 2m cosh l)
]′
. (5.35)
One more integration provides us with
H(m) =
4m
1 +m2 + 2m cosh l
G(m) (5.36)
and the homogeneous part of the solution
Hh(m) = CH
∫ m
0
dx
x
1
2
(1 + x2 + 2x cosh l)
3
2
+DH (5.37)
can be added to the above in order to obtain a general solution.
5.3 Other types of ansatz
In fact one may try various forms of ansatz that are similar to (5.12). The first alternative is
a1c(x, y, l) =
1√
1 +X2
√
1 + Y 2
G1(1/m), b1c(x, y, l) = H1(1/m), (5.38)
1/m = (
√
1 +X2 +X)(
√
1 + Y 2 + Y ). (5.39)
With this ansatz, one has precisely the same equations whose solution is essentially not different
from the previous one given in (5.24)6. Namely the general solution solution for G1(1/m) is
given by
G1(1/m) = G(1/m) + C ′GGh(1/m). (5.40)
6This is clear from the beginning since the ansatz is basically the same as before.
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Using the identities
G(1/m) = G(m) + I(∞)Gh(m) , Gh(1/m) = −Gh(m), (5.41)
one can show that
G1(1/m) = G(m) +
(I(∞)− C ′G)Gh(m). (5.42)
Similar analysis can be done for H1(1/m). Thus no new solution is generated by this ansatz.
The second alternative one may try is the form
a2c(x, y, l) =
1√
1 +X2
√
1 + Y 2
G2(m¯), b2c(x, y, l) = H2(m¯), (5.43)
m¯ = (
√
1 +X2 −X)(
√
1 + Y 2 + Y ). (5.44)
This ansatz leads to the equations which agrees with (5.14) and (5.26) by the replacement:
m¯→ m, XY → −XY , cosh l→ − cosh l , G2, H2 → −G,−H (5.45)
Using this property, the solution can be found as
G2(m¯) = −G(m¯,− cosh l) , H2(m¯) = − 4m¯
1 + m¯2 − 2m¯ cosh l G(m¯,− cosh l) (5.46)
plus the corresponding homogeneous part which does not play any role in our discussion below.
The last alternative one may try is the form
a3c(x, y, l) =
1√
1 +X2
√
1 + Y 2
G3(1/m¯) , b3c(x, y, l) = H3(1/m¯) (5.47)
1/m¯ = (
√
1 +X2 +X)(
√
1 + Y 2 − Y ), (5.48)
but the corresponding solution is essentially the same as that from the second alternative ansatz.
Thus the solution can be in general of the form
(1− δ)G(m) + δ G2(m¯), (1− δ)H(m) + δ H2(m¯) (5.49)
and we shall show that δ has to be zero to satisfy the required boundary conditions. For this
purpose, it suffices to consider the limit where l goes to zero. In this limit the cross term should
be reduced to the diagonal solution in (5.7) up to the homogeneous part of the solution. Note
that
1√
1 +X2
√
1 + Y 2
G(m, cosh l) −→ 3X
(
tan−1X − pi
2
)
+ 3− X
2
1 +X2
= q0(x.y) (5.50)
and
− 1√
1 +X2
√
1 + Y 2
G(m¯,− cosh l) −→ − 2
1 +X2
(5.51)
in the limit l goes to zero. Comparing (5.50) with (5.7), we have a precise agreement with each
other. Then to satisfy the required boundary conditions in the limit l→ 0, δ has to be zero since
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Figure 2: (a) describes the boundary condition, ϕ(x, 0), for α− = −α+ = 1 while (b) for
α− = α+ = 1.
the solution − 2
1+X2
by itself does not satisfy the required boundary conditions. (This conclusion
does not change even if one includes any possible homogeneous part of solutions.)
Thus the solution for the cross term including the homogeneous part becomes
ac(x, y, l) =
1√
1 +X2
√
1 + Y 2
(
G(m, cosh l) + CGGh(m, cosh l)
)
, (5.52)
bc(x, y, l) =
4m
1 +m2 + 2m cosh l
(
G(m, cosh l) + CGGh(m, cosh l)
)
. (5.53)
Finally the full off-diagonal part can be constructed in the form (5.11) using the above.
6 Double interfaces
As described before, we consider the boundary condition for the scalar given by
ϕ(x, 0) = α−(x) + α+(x− l) = (x)− (x− l). (6.1)
(In Fig. 2, we depict this boundary condition as well as the one with α− = α+ = 1.)
The scalar part of the solution has been given in (4.22). The full geometric part of the
solution takes the form
a(x, y, l) = q0(x, y) + q0(x− l, y) + 3piY − 2a0c(x, y, l), (6.2)
b(x, y, l) = q0(x, y) + q0(x− l, y) + 3piY − 2b0c(x, y, l), (6.3)
where a0c(x, y, l) and b
0
c(x, y, l) represents the unit-coefficient cross-term solution given by
a0c(x, y, l) =
1√
1 +X2
√
1 + Y 2
(
G(m, cosh l) + 1
2
∆(l)Gh(m, cosh l)
)
, (6.4)
b0c(x, y, l) =
4m
1 +m2 + 2m cosh l
(
G(m, cosh l) + 1
2
∆(l)Gh(m, cosh l)
)
. (6.5)
Note that we have added here appropriate homogeneous solutions to make the solution even
under the exchange
x ↔ l − x (6.6)
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To see this, we first observe that
m↔ 1/m , X ↔ −Y (6.7)
under the exchange. Then one finds
G(m) + 1
2
∆(l)Gh(m) (6.8)
is symmetric under the exchange, which one can show using the identity
G(m) + 1
2
∆(l)Gh(m) =
1
2
(
G(m) + G(1/m)
)
. (6.9)
Further using the identity
q0(x− l, y) + 3piY = q0(l − x, y), (6.10)
one finds that the remaining part of the solution is also symmetric under the exchange.
6.1 Shape of the boundary
The change in the shape of the boundary in (x, y) space is of particular interest. Near boundary
region, the diagonal and cross terms behave completely differently. Since the solution has the
symmetry under the exchange x↔ l−x, we shall describe the behaviors of the two terms for the
regions l ≤ x and 0 < x < l only. Then the remaining region x ≤ 0 will be given by the reflection
symmetry. For the region 0 < x < l there is no singular term in q0(x, y) and q0(x− l, y) + 3piY .
They behave
q0(x, y) = − 2 sin
4 y
5 sinh4 x
+O(sin6 y), for 0 ≤ x, (6.11)
q0(x− l, y) + 3piY = − 2 sin
4 y
5 sinh4(x− l) +O(sin
6 y), for x ≤ l. (6.12)
(6.13)
On the other hand, the cross term behaves
ac(x, y) = a
c
1(x) sin
2 y + ac2(x) sin
4 y +O(sin6 y), (6.14)
bc(x, y) = b
c
0(x) + b
c
1(x) sin
2 y +O(sin4 y) (6.15)
for 0 < x < l. Since there are no boundary terms which show singular behavior as powers of
sin y, the boundary of space remains at y = 0, as illustrated in Fig. 3.
For l ≤ x, the situation is quite different: q0(x, y) term remains nonsingular. But the terms
3piY and Gh(m) in both of a(x, y, l) and b(x, y, l) involve the 1/ sin y singularity, which implies
that the boundary deviates from y = 0. Let us look at some details of this change of boundary.
Basically we would like to show that the singular homogeneous terms are precisely the terms that
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Figure 3: The shape of the boundary in (x, y) space is depicted for γ2 = 0.1, l = 1 and
α− = −α+ = 1. The cusps represent the locations of interfaces. We use the convention where
the coordinate y grows in the upward direction.
are required for new metric (including the change of boundary) to be the form of the original
BTZ metric without any deformation. To show this, we begin with
ds2 =
1
sin2 y
[
dx2 + dy2
1 + γ
2
4 ah(x, y) +O(γ
4)
+
cos2 y dτ2
1 + γ
2
4 bh(x, y) +O(γ
4)
]
(6.16)
where ah and bh denote the homogeneous part of the solution. Then by the coordinate trans-
formation,
y′ = y +
γ2
4
cos y Ah(x, y) +O(γ4),
x′ = x+
γ2
4
coshxBh(x, y) +O(γ4), (6.17)
one can bring the metric into the original BTZ form
ds2 =
1
sin2 y′
[
dx′2 + dy′2 + cos2 y′ dτ2
]
. (6.18)
Comparing g′ττ and gττ components, one finds
Ah(x, y) = 1
2
bh(x, y) sin y (6.19)
together with the conditions
1
coshx
∂xAh + 1
cos y
∂yBh = 0, (6.20)
1
cos y
∂yAh −Ah sin y −Ah cos2 y = −1
2
ah, (6.21)
1
coshx
∂xBh + Bh sinhx−Ah cos2 y = −1
2
ah. (6.22)
Combining these equations and eliminating Ah and Bh, one finds our original equations (3.15)-
(3.16) without the source term,
2ah − sin2 y ~∂2ah = 0, (6.23)
2 tan y ∂ybh − sin2 y ~∂2bh + 4ah = 0, (6.24)
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Figure 4: The shape of the boundary in (x, y) space is depicted for γ2 = 0.1, l = 1 and
α− = α+ = 1. The change of the boundary is in the opposite direction compared to the
configuration in Fig. 3.
together with the relation
ah = bh sin
2 y − sin y cos y∂xbh. (6.25)
Showing this for the homogeneous part of the cross term solution is not that straightforward
and its proof will be relegated to Appendix B. For the diagonal part, the above relation can be
checked immediately for homogeneous solution adiagh (x, y) = b
diag
h (x, y) =
sinhx
sin y .
Thus this proves the existence of the function Ah and the corresponding coordinate trans-
formation. The resulting form of the coordinate transformation for y′ reads explicitly
y′ = y +
γ2
8
3pi sinh(x− l) cos y − 4∆(l) 1m −m√
m+ 1m + 2 cosh l
sin y cos y
+O(γ4) (6.26)
for x ≥ l. The boundary defined by y′ = 0 is determined by the equation
sin y =
γ2
8
4∆(l) 1m −m√
m+ 1m + 2 cosh l
sin y − 3pi sinh(x− l)
+O(γ4). (6.27)
For general grounds, one expects that the curve defined by (6.27) can be solved in the form
sin y = γ2g(x) +O(γ4) (6.28)
with some O(1) function g(x). Consider the case where
X =
sinhx
sin y
=
sinhx
g(x)
γ−2 +O(γ0) 1,
Y =
sinh(x− l)
sin y
=
sinh(x− l)
g(x)
γ−2 +O(γ0) 1. (6.29)
Assuming these, the curve (6.27) is solved by
sin y = γ2
(
∆(l)
√
sinhx sinh(x− l)− 3pi
8
sinh(x− l)
)
+O(γ4) (6.30)
and thus
g(x) = ∆(l)
√
sinhx sinh(x− l)− 3pi
8
sinh(x− l). (6.31)
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Using this, one finds that our original conditions in (6.29) are met if
√
x− l  γ2∆(l) sinh l. (6.32)
For x/l 1, the boundary trajectory is further simplified as
sin y = γ2
(
∆(l) e
l
2 − 3pi
8
)
sinh(x− l) +O(γ4). (6.33)
For the region where the condition (6.32) is violated, one finds the solution of (6.27) is
sin y = O(γ4). (6.34)
Determining its precise functional form lies beyond the scope of our approximation since it
requires the knowledge of O(γ4) corrections to the geometry. The full shape of the boundary
including a solution of (6.27) for x > l is depicted in Fig. 3. This may be compared with the
boundary shape of the double interface system with α− = α+ = 1, which is depicted in Fig. 4
6.2 Casimir energy and pressure
In this subsection, we shall construct the Fefferman-Graham metric to determine the boundary
stress energy tensor. In order to use the prescription developed in Ref. [21], we introduce the
metric in the following Fefferman-Graham form,
ds2 =
dχ2
χ2
+
1
χ2
gµν(q, χ)dq
µdqν (6.35)
where qµ (µ = 0, 1) denote the boundary coordinates and χ = 0 corresponds to the location of
the boundary. In general one may expand gµν by
gµν(q, χ) = g
(0)
µν (q) + χ
2g(2)µν (q) + · · · (6.36)
where g
(0)
µν is the metric for the boundary system. In three dimensions, the boundary stress
energy tensor is then given by [21]
Tµν(q) =
1
8piG
[
g(2)µν (q)− g(0)µν (q) g(2)αβ (q)g(0)αβ(q)
]
+ τµν(q) (6.37)
where τµν(q) is the scalar contribution for the stress energy tensor given by
τµν(q) =
1
8piG
[
∂µφB∂νφB − g
(0)
µν
2
g(0)αβ∂αφB∂βφB
]
(6.38)
with φB denoting the boundary value of the scalar field. For our case, the boundary metric is
given by
g(0)µν = diag(−1, 1) = ηµν (6.39)
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since the boundary system is defined in the flat Minkowski space in two dimensions and the
scalar contribution to the stress energy tensor vanishes since the scalar field is constant except
x = 0, l. Let us first bring the metric in (3.21) to the form
ds2 =
dp2
sin2 p
+
dq21
sin2 p
(
1− γ
2
4
D1(x, y)
)
− dq20 cot2 p
(
1− γ
2
4
D2(x, y)
)
(6.40)
where q0 = −iτ . Introducing XFG(x, y) and YFG(x, y) by
q1(x, y) = x− γ
2
8
XFG(x, y) +O(γ4), p(x, y) = y − γ
2
8
YFG(x, y) +O(γ4) (6.41)
and comparing the two forms of the metric to the O(γ2), one finds the differential equations
∂yYFG − YFG cot y = a(x, y), ∂xYFG + ∂yXFG = 0 (6.42)
with
D1(x, y) = a(x, y)− ∂xXFG + YFG cot y,
D2(x, y) = b(x, y) +
YFG
sin y cos y
. (6.43)
The boundary conditions D1(x, 0) = D2(x, 0) = 0 are required to have the standard form of the
boundary metric ηµν .
For the regions x ≥ l and x ≤ 0, after change of the coordinate transformation in (6.17), the
transformed solutions behave
a′(x′, y′) = O(sin4 y′) , b′(x′, y′) = O(sin4 y′) (6.44)
and one can show that there is no stress-energy contribution except that of the original, unde-
formed BTZ black hole.
Let us turn our attention to the region between the interfaces, 0 ≤ x ≤ l. For the diagonal
part, the asymptotic behaviors in (6.44) still hold in this region and, thus, it does not contribute
to the stress tensor. For the case of the cross-term, the situation is different and one expects
an extra contribution to the stress tensor, which leads to a nonvanishing Casimir energy. We
shall analyze the details by constructing the corresponding Fefferman-Graham metric in the
near-boundary region.
We note that the solution has the expansion
a(x, y) = a1(x) sin
2 y + a2(x) sin
4 y +O(sin6 y), (6.45)
b(x, y) = b0(x) + b1(x) sin
2 y +O(sin4 y) (6.46)
in the region between the interface. Then the corresponding solution of satisfying (6.42) the
boundary condition D1(x, 0) = D2(x, 0) = 0 is given by
XFG = −
∫
dx b0(x) + b
′
0(x)(1− cos y) +O(sin4 y), (6.47)
YFG =
[
−b0(x) + a1(x)(1− cos y) +O(sin4 y)
]
sin y, (6.48)
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where the prime denotes the derivative with respect to the argument. ThenD2(x, y) andD2(x, y)
can be expanded as
D1(x, y) = −b
′′
0 − b0 − 3a1
2
sin2 y +O(sin4 y), (6.49)
D2(x, y) =
b′′0 − b0 − 3a1
2
sin2 y +O(sin4 y), (6.50)
where we have the relation
b1(x) = −4a1 − b
′′
0
2
(6.51)
which holds for any nonsingular solutions of the geometric part.
Now explicitly,
a1(x) = −2 1
sinhx sinh(l − x)
(
G(m0) + 1
2
∆(l)Gh(m0)
)
, (6.52)
b0(x) = −2 4
m0 +
1
m0
+ 2 cosh l
(
G(m0, cosh l) + 1
2
∆(l)Gh(m0)
)
, (6.53)
where
m0 =
sinh(l − x)
sinhx
. (6.54)
A crucial simplification comes from the relation
b′′0 − b0 − 3a1 = (−2)
8
sinh2 l
, (6.55)
where the extra factor (−2) reflects the fact that the cross term for the current case comes with
extra factor (−2). Thus finally,
D1(x, y) =
8
sinh2 l
sin2 y +O(sin4 y), (6.56)
D2(x, y) = − 8
sinh2 l
sin2 y +O(sin4 y). (6.57)
The rest is straightforward. Noting
χ = 2 tan
q
2
(6.58)
one finds
g(2)µν =
(
1
2
− 2
sinh2 l
Θ(x)Θ(l − x)γ2
)
diag(+1,+1) +O(γ4) (6.59)
with the step function Θ(x) = 1+(x)2 . Therefore, one has
Tµν =
1
16piG
(
1− 4γ
2
sinh2 l
Θ(x)Θ(l − x)
)
diag(+1,+1) +O(γ4). (6.60)
Finally recovering the temperature dependence by the scaling transformation, we have
Tµν =
pi2 T 2 − 4pi2T 2γ2
sinh2 2piT l
Θ(x)Θ(l − x)
4piG
diag(+1,+1) +O(γ4) (6.61)
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which clearly shows the effect of the Casimir energy between the interfaces. The Casimir energy
density and pressure are respectively given by
EC = −2c
3
piT 2
sinh2 2piT l
Θ(x)Θ(l − x) γ2 +O(γ4), (6.62)
pC = −2c
3
piT 2
sinh2 2piT l
γ2 +O(γ4), (6.63)
and the pressure is acting on the interfaces. The Casimir energy contribution is negative and
the corresponding pressure is negative (attractive). For the general case of double interfaces,
the factor −2 in the above expression is replaced by 2α+α−. For the double interfaces with
α+α− > 0, the Casimir energy contribution becomes now positive reflecting the repulsive nature
of the same-signature interfaces. For the general double interfaces, the energy becomes
E =
c
6
[
piT 2L+
2piT 2l
sinh2 2piT l
(2α+α−)γ2 +O(γ4)
]
(6.64)
where the full size L of the system should be taken to be large to avoid any finite size effect.
6.3 Geometric entropy of the double interfaces
In this section we shall compute the entropy of the double-interface system from the geometric
side. In the later section, we shall compare the results with those from the direct field-theory
computation and show that they agree with each other.
The interface contribution from the diagonal terms has been computed in [15] to all order
in γ. For each of unit-coefficient diagonal term, the entropy correction reads [15]
δS0diag =
1
4G
γ2 +O(γ4). (6.65)
Therefore, the total diagonal contribution for the double interfaces reads
δSdiag =
1
4G
(α2+ + α
2
−)γ
2 +O(γ4) =
1
2G
γ2 +O(γ4) (6.66)
with α− = −α+ = 1.
Let us compute here the entropy correction due to the off-diagonal terms. For this we put the
boundary system in a box with a size L = 2w0 and consider the region −w0 + l2 ≤ q1 ≤ w0 + l2
where q1 is the Fefferman-Graham coordinate defined in (6.41). To avoid any finite size effect,
we shall assume w0  l and w0  1 and consider one half of the box specified by l2 ≤ q1 ≤ w0+ l2
utilizing the symmetry of the solution we are considering.
First let us translate the boundary coordinate q1 to our original coordinate x. As identified
in (6.41), (6.44) and (6.47), one has
q1 = x+
γ2
8
Θ(x)Θ(l − x)
∫ x
l
2
dx′b0(x′) +O(γ4) (6.67)
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q1=−L2 + l2
q1=δxB
q1=
l
2 q1=l−δxB
q1=
L
2
+ l
2
x=−L
2
+ l
2
−δxB
x=0 x= l
2
x=l
x=L
2
+ l
2
+δxB
xH=−L2 + l2−δxB−δxH xH=
L
2
+ l
2
+δxB+δxH
xH=
l
2
Figure 5: The relation between x and q1 coordinate along the boundary is depicted for the
double interfaces with the coefficients α− = −α+ = 1. The thick line represents the horizon
located at y = pi/2. The dotted lines represent the trajectories determined by the boundary-
horizon map.
which is along the boundary we identified in the previous section. For x = l2 , we let q1 =
l
2
by adjusting the integration constant. Let xB be the x-coordinate value corresponding to q1 =
w0 +
l
2 . The from the above relation, one finds
xB = w0 +
l
2
+ δxB (6.68)
with
δxB = −γ
2
8
∫ l
l
2
dx′b0(x′) +O(γ4). (6.69)
We evaluate this expression for the unit-coefficient cross term
bc0(x) =
4
m0 +
1
m0
+ 2 cosh l
(
G(m0, cosh l) + 1
2
∆(l)Gh(m0)
)
(6.70)
where m0(x) is given in (6.54) and we strip off the factor 2α+α−. Of course, we shall recover this
factor in order to obtain the full contribution. The integral can be straightforwardly evaluated,
which leads to
δxB = −γ
2
2
(
coth l − l
sinh2 l
)
+O(γ4). (6.71)
The details of computation are relegated to Appendix C. We illustrate the relation between x
and q1 coordinates along the boundary in Fig. 5.
Next we turn to the problem of the boundary-horizon map to find the horizon point corre-
sponding to x = xB. (For x =
l
2 , we choose xH =
l
2 .) We shall use the method [15] based on
the conserved current. (Alternatively one may use the method based on the lightlike geodesics
orthogonal to the boundary [22], which leads to the same result in the large size limit.) The
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condition reads
dxaabc∇bξc = 0 (6.72)
where ξa is the time translation Killing vector. This leads to
dx
dy
=
gyy ∂xgtt
gxx ∂ygtt
=
γ2
8
sin y cos y ∂xb(x, y) +O(γ
4) . (6.73)
Note that
bc(x, y) = 2∆(l)
ex−
l
2
sin y
+O(e−x) (6.74)
for x l and x 1. The above equation is solved by
x(y) = xB +
γ2
4
[
∆(l) sin y ew0 +O(e−w0)
]
+O(γ4) (6.75)
which describes the map from the boundary point x = xB to the corresponding horizon point.
Then at the horizon, the corresponding coordinate xH is given by
xH = w0 +
l
2
+ δxB + δxH (6.76)
with
δxH =
γ2
4
[
∆(l)ew0 +O(e−w0)
]
. (6.77)
The horizon length for the entropy then becomes
LH/2 =
∫ xH
l
2
dx
(
1− γ
2
8
a(x,
pi
2
)
)
+O(γ4)
= (w0 + δxB + δxH)− γ
2
8
∫ w0+ l2
l
2
dx a(x,
pi
2
) +O(γ4). (6.78)
The integral can be evaluated as∫ w0+ l2
l
2
dx ac(x, pi/2) = −4 + 2
√
2 cosh 2w0 + 2 cosh l
(
∆(l)− 2I(e−2w0 , cosh l)
)
= −4 + 2ew0∆(l) +O(e−w0) (6.79)
Thus the length correction due to the unit-coefficient cross term becomes
δcLH = γ
2
[
1−
(
coth l − l
sinh2 l
)]
+O(γ4) (6.80)
in the large L limit. Therefore, the total change of the entropy for the two interfaces is given by
δS =
1
4G
(LH − L) = 1
4G
[
(α+ + α−)2 − 2α+α−
(
coth l − l
sinh2 l
)]
γ2 +O(γ4) (6.81)
where we have added the diagonal contribution (6.66).
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Figure 6: The entropy of the cross term contribution is depicted for α− = α+ = 1, c = 3, and
γ2 = 1. It shows that this contribution of entropy vanishes for the large T l limit.
Recovering the temperature dependence, one finds
S = S0 + δS = S0 +
c
6
[
(α+ + α−)2 − 2α+α−
(
coth 2piT l − 2piT l
sinh2 2piT l
)]
γ2 +O(γ4) (6.82)
where S0 denotes the undeformed BTZ entropy
S0 =
c
3
piTL. (6.83)
When α− = −α+ = 1, the entropy correction
δS =
c
3
(
coth 2piT l − 2piT l
sinh2 2piT l
)
γ2 +O(γ4) (6.84)
comes from the thermodynamic effect related to the Casimir energy. As lT → 0, the two
interfaces join together and become a single interface with an interface coefficient α+ + α−.
Indeed the entropy correction approaches that of the single interface:
δS → c
6
(α+ + α−)2γ2 +O(γ4). (6.85)
On the other hand, in the limit where LT becomes infinity, one expects that the two interfaces
become independent with each other. The corresponding entropy correction becomes that for
the two independent interfaces,
δS → c
6
(α2+ + α
2
−)γ
2 +O(γ4) (6.86)
The behavior of the cross-term entropy correction (as a function of LT ), for α− = −α+ = 1
and c = 3, is illustrated in Fig. 6. It clearly shows that the contribution from the cross-term
vanishes in the large separation limit of the interface distance.
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7 Check of the correspondence
As discussed previously in [13], the corresponding field-theory dual to the Janus deformation is
defined by the Lagrangian density7
L(t, x) = L0(t, x) e−φB(x) (7.1)
where L0 is the Lagrange density for the original, undeformed CFT and φB denotes the boundary
value of the bulk scalar field φ(x) which is dual to the Lagrange density operator. For the
deformation of the current problem,
L(t, x) = L0(t, x)
[
1− γ
∑
n
αn(x− ln) +O(γ2)
]
(7.2)
where the boundary condition (4.21) is used. We shall consider the finite-temperature field
theory which is dual to our deformed black hole geometry constructed in the above.
The free energy,
F = − 1
β
ln tr e−βH (7.3)
can be computed perturbatively as a power series in γ using the so-called conformal perturbation
theory. Namely,
tr e−βH
= tr e−βH0
[
1− 1
2
∫ β
0
dτ
∫ β
0
dτ ′
∫ ∞
−∞
dx
∫ ∞
−∞
dx′〈δL(−iτ, x)δL(−iτ ′, x′)〉+O(γ4)
]
(7.4)
where we have used the fact that
〈L0(−iτ, x)〉 = 0. (7.5)
The expectation value is defined with respect to the undeformed (finite-temperature) CFT in
the regime where the gravity and the CFT correspondence is valid. See [13] for the details of
the conditions for the gravity approximation. The free energy can be expanded as
F = F0 + γ
2F2 +O(γ
4) (7.6)
where F0 is the undeformed BTZ free energy given by
F0 = − c
6
piT 2L. (7.7)
Using the two-point function [14] given by
〈L(−iτ, x)L(−iτ ′, x′)〉 = 1
16pi2G
(2piT )4
[ cos(2pi(τ−τ
′)
β )− cosh(2pi(x−x
′)
β )− i]2
(7.8)
7Strictly speaking, one has to use the boundary coordinate q1 instead of x since q1 differs from x. But for the
sake of simplicity of presentation, we shall here use x instead of q1 and, hence, x should be understood as the
boundary coordinate q1 in this section.
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and performing the τ and τ ′ integrals, one finds F2 is given by
F2 = − T
8G
∑
n,m
αnαm
∫ ∞
−∞
dx(x− 2piT ln)
∫ ∞
−∞
dx′(x′ − 2piT lm)h(x− x′) (7.9)
where we rescaled x and x′ by the factor 2piT and h(x) is given by
h(x) =
cosh(x) + q2
((cosh(x) + q2)2 − 1)3/2 (7.10)
with q2 = i. (The above expression is for the case of infinite-sized box and has to be regulated
appropriately by putting the system in a box with a finite size L.) For the further evaluation,
let us first consider the unit-coefficient cross-term
F c2 = −
T
8G
∫ ∞
−∞
dx(x)
∫ ∞
−∞
dx′(x′ − 2piT l)h(x− x′). (7.11)
Noting h(x) = h(−x), the above integral is rearranged as
F c2 = −
T
8G
∫ ∞
0
dx
∫ ∞
−∞
dx′
(
(x′ − 2piT l) + (x′ + 2piT l))h(x− x′)
= − T
4G
∫ ∞
0
dx
∫ ∞
2piT l
dx′
(
h(x− x′)− h(x+ x′))
= − T
2G
[W1(∞)−W2(2piT l)] (7.12)
where
W1(w) =
1
2
∫ w
0
dx
∫ ∞
0
dx′
(
h(x− x′)− h(x+ x′))
=
∫ w
0
dx
∫ x
0
dx′ h(x′) (7.13)
and
W2(w) =
1
2
∫ ∞
0
dx
∫ w
0
dx′
(
h(x− x′)− h(x+ x′))
=
∫ w
0
dx′
∫ x′
0
dxh(x). (7.14)
For the last equality in the above, we have interchanged the order of integrations on x and
x′. W2(2piT l) does not require any regularization related to the box size of the system. On
the other hand, W1(∞) requires a regularization and we shall change the range of integral
(−∞,∞) to [−piTL, piTL] leading to the regularized expression W1(piTL). Later we shall take
the large TL limit to avoid any finite size effect related to the size of the box. Note that
W1(w) = W2(w) = W (w). The integral W (w) is found in [15] and the result reads
W (w) =
w
2q2
− 1√
2 q
+
1
2
cothw +O(q2) (7.15)
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and, for the regularization with respect to q2(= i), we shall keep only the finite part, i.e.
1
2 cothw. Therefore,
F cross2 = −
T
4G
(1− coth 2piT l) (7.16)
where we take the large TL limit ignoring the finite size effect related to the box size.
For the case of a unit-coefficient diagonal term, one can follow the same procedure leading
to the result
F diag2 = −
T
4G
. (7.17)
Therefore, for the general double interface, one is led to
F = − c
6
[
piT 2L+ T
(
(α+ + α−)2 − 2α+α− coth 2piT l
)
γ2 +O(γ4).
]
(7.18)
Using the standard thermodynamic relations,
S = −∂F
∂T
, E = F − TS (7.19)
one finds the precise agreement with those from geometric side given in (6.64)and (6.81). One
can check the first law
TdS = dE + pLdL+ pldl (7.20)
where
pL = −∂F
∂L
=
c
6
piT 2, pl = −∂F
∂l
= α+α−
c
3
2piT 2
sinh2 2piT l
γ2 +O(γ4) (7.21)
One can check that pl agrees with pc in (6.63) from the geometric side with α+α− = −1. Of
course pL is in agreement with that from the stree energy tensor in (6.61).
8 General interfaces and the lattice
Until now, we have discussed the detailed properties of the double interface configurations.
Extending this analysis to the general interface system is rather straightforward. In this section,
we shall describe the boundary shape and the thermodynamic properties of the general interface
system. We shall also comment on the properties of the interface lattice briefly.
The solution for the general interface configuration is constructed in (4.21), (4.20), (5.6)
and (5.11). Finding the boundary shape for a given interface solution is rather involved. The
boundary shape in a particular coordinate system is dependent on the choice of the homoge-
neous terms though the geometry itself including its boundary should be independent of this
choice. This is because different choices of homogeneous solutions are all related by coordinate
transformations, as was verified in the previous section. This implies that the shape of the
boundary in one coordinate system is affected by the choice of the homogeneous terms. For
the homogeneous term X = sinhxsin y that is related to the diagonal solution q0(x), the part of
coordinate transformation in (6.17) takes the form
y′ = y +
γ2
8
cos y sinhx+O(γ4). (8.1)
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−0.01−0.02
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Figure 7: The trajectory y′ = 0 is depicted in (x, y) space for the coordinate transformation in
relation with the homogeneous solution X = sinhxsin y . We take l = 1 and γ
2 = 0.01.
x
y
−0.002−0.004
0.002
0.004
1−1 2
Figure 8: The trajectory y′ = 0 is depicted in (x, y) space for the coordinate transformation in
relation with the homogeneous solution Gh(m). We take l = 1 and γ
2 = 0.01.
The trajectory of y′ = 0 is described by
sin y = −γ
2
8
sinhx+O(γ4). (8.2)
This is illustrated in Fig. 7 for γ2 = 0.01 and l = 1.
It is rather clear that the coordinate transformation is highly nonlinear, which means that
any particular trajectory, e.g. y′ = 0, has different-looking shapes depending the choices of
coordinate system. Similarly for the homogeneous term Gh(x, y, cosh l) related to the cross-
term part of the solution, the trajectory y′ = 0 has an even complicated shape in the (x, y)
coordinate system. Using (6.17), one can identify the trajectory y′ = 0 as
sin y =
γ2
8
[
Θ(−x)
√
sinh(−x) sinh(l − x)−Θ(x− l)
√
sinhx sinh(x− l)
]
+O(γ4). (8.3)
As we see in Fig. 8, the trajectory y′ = 0 in the (x, y) plane reflects the highly nonlinear nature
of the coordinate transformation. Hence depending on the choice of homogeneous terms, the
shapes of the boundary in the (x, y) plane have to change rather drastically and one cannot
expect any kinds of shape invariance of under the coordinate transformations.
Having this complication in mind, with a specific choice of the homogeneous terms, one can
in general find the boundary shape of the geometry for the general interface system. For the
cases of double interfaces, we have illustrated these boundary shapes in Figs. 3 and 4. As a
further illustration, here we consider a three interface configuration with a boundary condition
of the scalar field,
ϕ(x, 0) = (x+ l)− (x) + (x− l). (8.4)
We illustrate this boundary condition in Fig. 9.
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xϕ(x, 0)
l−l
1
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Figure 9: The boundary condition, ϕ(x, 0), is depicted for the three interface configuration we
consider in (8.4).
The corresponding geometric part to the O(γ2) is described by
a(x, y) = q0(x+ l) +
1
2
(
q0(x) + q0(−x)
)
+ q0(l − x)
−2
(
a0c(x, y, l) + a
0
c(x+ l, y, l)
)
+ 2a0c(x+ l, y, 2l), (8.5)
b(x, y) = q0(x+ l) +
1
2
(
q0(x) + q0(−x)
)
+ q0(l − x)
−2
(
b0c(x, y, l) + b
0
c(x+ l, y, l)
)
+ 2b0c(x+ l, y, 2l). (8.6)
The homogeneous part of the solution is chosen in such a way that the geometric part of the
solution has a symmetry under the exchange x↔ −x. For 0 ≤ x ≤ l, the boundary is described
by
sin y = γ2
[
∆(l)
√
sinhx sinh(x+ l)− 3pi
16
sinhx
]
+O(γ4) (8.7)
while, for l ≤ x,
sin y = γ2
[
∆(l)
√
sinhx sinh(x+ l)− 3pi
16
sinhx− 3pi
8
sinh(x− l)
+∆(l)
√
sinhx sinh(x− l)−∆(2l)
√
sinh(x+ l) sinh(x− l)
]
+O(γ4). (8.8)
The corresponding shape of the boundary in (x, y) plane is illustrated in Fig. 10.
Next we turn to the problem of the thermodynamics of general interface system. The analysis
for the double interface configuration can be extended immediately by the same analysis. The
free energy can be identified as
δF = − c
6
[
T
∑
n
α2n + 2T
∑
m<n
αmαn(1− coth 2piT lmn)
]
γ2 +O(γ4) (8.9)
where δF = F − F0 and lmn = ln − lm. It follows that the energy and the entropy corrections
become
δE =
c
3
∑
m<n
αmαn
2piT 2lmn
sinh2 2piT lmn
γ2 +O(γ4),
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Figure 10: The shape of the boundary (solid line) in (x, y) space is depicted for the three interface
system with l = 1 and γ2 = 0.01. The three cusps represent the locations of the interfaces. The
dotted lines represent the function in (8.7) for x > l together with its image under the reflection
with respect to y-axis.
δS =
c
6
[∑
n
α2n + 2
∑
m<n
αmαn
(
1− coth 2piT lmn + 2piT lmn
sinh2 2piT lmn
)]
γ2 +O(γ4). (8.10)
One can verify the first law of the thermodynamics
TdS = dE + pLdL+
∑
n
plndln (8.11)
where
pln = −
∂F
∂ ln
=
c
3
αn
[∑
m<n
αm
2piT 2
sinh2 2piT lmn
−
∑
n<m
αm
2piT 2
sinh2 2piT lmn
]
γ2 +O(γ4). (8.12)
For the lattice configuration, these corrections diverge due to the invariance under the trans-
lation by 2l where 2l corresponds to the lattice spacing. We instead define thermodynamic
quantities per each cell covering an interval of size 2l. The energy correction per unit cell reads
δE2l = −2c
3
∞∑
n=1
(−1)n+1 2pinT
2l
sinh2 2pinT l
γ2 +O(γ4) (8.13)
while the entropy correction per unit cell becomes
δS2l =
c
3
[
1− 2
∞∑
n=1
(−1)n+1
(
1− coth 2pinT l + 2pinT l
sinh2 2pinT l
)]
γ2 +O(γ4). (8.14)
One can check the convergence of these expressions.
9 Interfaces in the T → 0 limit
The zero-temperature limit of the interfaces system is defined by taking the limit T → 0. For
any quantities (in the gravity side) that have the dimension of length, one has to multiply 2piT
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once we recover the temperature dependence. The zero temperature limit of the solution can
be obtained by the T → 0 limit. Practically we make the following replacement in the solution:
sinhx→ x, sin y → y, sinh(x− l)→ (x− l), sinh l→ l, cosh l→ 1 (9.1)
and
X → X0 = x
y
, Y → Y0 = x− l
y
, m(X,Y )→ m(X0, Y0). (9.2)
The integral I(m, cosh 0) in the cross-term can be analytically evaluated as
I0(m) = I(m, 1) = −
√
m(3 + 5m)
4(1 +m)2
+
3
4
tan−1
√
m (9.3)
and the homogeneous solution Gh(m, cosh l) becomes
Gh(m, cosh l)→ G0h(m) =
(1−m2)(1 +m)
m
√
m
. (9.4)
With these replacements, the zero-temperature limit can be found without any complication.
In the zero-temperature limit, the free energy F agrees with the energy E:
F = E =
c
6
∑
m<n
αmαn
pilmn
γ2 +O(γ4). (9.5)
The entropy of the system becomes
S =
c
6
[∑
n
αn
]2
γ2 +O(γ4). (9.6)
Hence in this zero temperature limit, the entropy contribution is the same as the single interface
whose interface coefficient is given by the sum
∑
n αn. Finally, for the lattice, the Casimir energy
per unit cell in the zero-temperature limit can be explicitly summed up as
E2l = − c
3
∞∑
n=1
(−1)n+1
pin l
γ2 +O(γ4) = − ln 2
3pi
c
l
γ2 +O(γ4). (9.7)
Thus the limit and the construction of solution is straightforward in a sense.
10 Conclusions
In this paper, we have constructed the black brane solutions which are dual to the multiple
interface field theories. We have computed their thermodynamic quantities from the gravity
and the field theory sides, and found a precise agreement.
In their finite temperature entropy, it is found that there are two distinct kinds of corrections
due to the interfaces. One is the diagonal contribution which is scale invariant and temperature
independent. The other is the cross-term contribution that comes from any pairs of two separated
interfaces. It is interesting in the sense that it represents a correlated entropy between two
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separate interfaces. As expected, this entropy is monotonically decreasing as a function of T l
and vanishes in the large T l limit8. This contribution alone can be either positive or negative
depending on the signatures of the relevant interface coefficients but the total entropy of the
interfaces should be positive definite.
Not to mention, it is of interest to find the higher order solutions, which involve contributions
from interfaces whose number is equal to or larger than three. Especially the computation of
O(γ4) geometric part will be interesting together with improving the field theory computation
to the same order.
Finally let us comment on the interface lattice solution that is dual to the interface lattice
system. Note that our lattice solution in the above does not show any manifest lattice trans-
lational symmetry. Of course this geometry itself has the lattice translational symmetry up to
the coordinate transformation. It is possible to compactify the lattice solution on a circle whose
circumference has the length of a lattice cell size. Its zero temperature limit is different from the
global Janus solution in many respects. For instance, the compactified one involves a Casimir
energy of O(γ2) while the global Janus carries only the Casimir energy that is independent of
γ. This is rather similar to the fact that the zero temperature limit of the compactified BTZ
solution on a circle does not agree with the global AdS3. In addition the global Janus solution
cannot be decompactified since there will be a conical singularity at the spatial origin by doing
so. Further studies in this direction are required.
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A Analytic expression for I(x, cosh l)
The integral plays an important role in our study. Here we present the analytic expression for
this integral. It reads
I(x, cosh l) = e
l
2
sinh2 l
(
cosh l E(tan−1
√
xel, 1− e−2l)− e−lF (tan−1
√
xel, 1− e−2l)
− sinh l
√
xel√
1 + x2 + 2x cosh l
)
, (A.1)
8One observation is that its functional form is the same as the radial shape of the BPS monopole. We wonder
if there are any reasons behind this coincidence.
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Figure 11: The function ∆(l) e
l
2 is depicted. It increases monotonically as a function of l from
3pi
8 to 2 for the interval l ∈ [0,∞).
where F (x, k2) and E(x, k2) are the elliptic integrals of the first and the second kinds. Then
I(∞, cosh l) has the expression
∆(l) ≡ I(∞, cosh l) = e
l
2
sinh2 l
(
cosh l E(1− e−2l)− e−lK(1− e−2l)
)
. (A.2)
One finds
I(∞, cosh 0) = 3pi
8
(A.3)
while
I(∞, cosh l)→ 2e− l2 as l→∞. (A.4)
We draw the function ∆(l) e
l
2 in Fig. 11.
For I(x,− cosh l), let us restrict the argument in the range 0 ≤ x < e−l. One then get
I(x,− cosh l) = 1
sinh2 l
(
e
l
2 (sinh l F (sin−1
√
xel, e−2l)− cosh l E(sin−1
√
xel, e−2l))
+
√
x(1− x cosh l)√
1 + x2 − 2x cosh l
)
. (A.5)
B Relation between ach(x, y) and b
c
h(x, y)
In this appendix, we show the relation
ach = b
c
h sin
2 y − sin y cos y ∂xbch (B.1)
for the homogeneous part of the cross-term solution
ach(x, y) = −
(m−m−1)√R(m)√
1 +X2
√
1 + Y 2
, (B.2)
bch(x, y) = −
4(m−m−1)√
R(m)
(B.3)
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with
R(m) ≡ m+m−1 + 2 cosh l. (B.4)
Let us note first
∂x lnm = −cot y
2
m−m−1√
1 +X2
√
1 + Y 2
. (B.5)
Then √
1 +X2
√
1 + Y 2 ∂xb
c
h =
m−m−1
R
3
2 (m)
[
2(m+m−1)R(m)− (m−m−1)2
]
cot y. (B.6)
Inserting this into (B.1) with (B.3), one gets
√
1 +X2
√
1 + Y 2 ach = −
m−m−1
R
3
2 (m)
[
4 sin2 y
√
1 +X2
√
1 + Y 2R(m)
+ cos2 y
(
2(m+m−1)R(m)− (m−m−1)2
)]
. (B.7)
Now using the following identity,
X2 + Y 2 = 2XY cosh l +
sinh2 l
sin2 y
(B.8)
one can show
4XY R(m) = (m−m−1)2 − 4sinh
2 l
sin2 y
, (B.9)
4
√
1 +X2
√
1 + Y 2R(m) = 2R(m)(m+m−1)− (m−m−1)2 + 4sinh
2 l
sin2 y
. (B.10)
Inserting (B.10) into (B.7), one recovers the expression for ach in (B.2).
C Evaluation of the integral for δxB
In this appendix, we shall evaluate the integral
U(l) ≡
∫ l
l
2
dx bc0(x) (C.1)
where
bc0(x) =
4
R(m0)
[
2m0 −Gh(m0)
(
I(m0)− ∆(l)
2
)]
(C.2)
with m0 given in (6.54). First note that
m′0(x) = −
sinh l
sinh2 x
= −m0R(m0)
sinh l
. (C.3)
Using the change of variable, the integral is rearranged as
U(l) = 4 sinh l
∫ 1
0
dm0
R2(m0)
(
2 + (1−m−20 )R
1
2 (m0)
(
I(m0)− ∆(l)
2
))
. (C.4)
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We use the mathematical identity
1−m−20
R
3
2 (m0)
(
I(m0)− ∆(l)
2
)
= − 2
R2(m0)
− d
dm0
1
R
1
2 (m0)
(
I(m0)− ∆(l)
2
)
. (C.5)
The integral becomes
U(l) = 4 sinh l
4 ∫ 1
0
dm0
R2(m0)
−
(
I(1)− ∆(l)2
)
cosh l2
 . (C.6)
We note that
I(1)− ∆(l)
2
= − 1
2 cosh l2
(C.7)
and
4
∫ 1
0
dm0
R2(m0)
=
sinh l − l
sinh3 l
. (C.8)
Therefore, one is led to
U(l) = 4
(
coth l − l
sinh2 l
)
. (C.9)
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