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ABSTRACT 
Filled tetrahedral semiconductors comprised of elements from group I, II, and V of 
the periodic table are of interest to the thermoelectric, photovoltaic, and battery fields due 
to their tunable electronic structures. However, until recently, the synthesis of these 
materials in a facile and scalable manner had remained elusive. In this thesis, we 
demonstrate the solution phase synthesis of three members of this class of compounds 
(LiZnP, LiCdP, and LiZnSb). Furthermore, we explore the presence of polytypism in these 
compounds and computationally investigate which additional phases would be expected to 
display polytypism. Finally, we closely investigate the phase space of Li-Zn-Sb made in 
solution to determine the relevant factors for phase and polytype selectivity. 
We begin by demonstrating the first solution phase synthesis of a I-II-V 
semiconductor by utilizing lithium hydride, diethylzinc, and tri-n-octylphosphine as 
precursors to synthesize LiZnP. We generalized this synthesis to be successful with 
multiple Li (lithiumdiisopropylamide, phenyllithium, n-butyllithium, and lithium hydride), 
Zn (zinc stearate, zinc chloride, and diethylzinc), and P (triphenylphosphine and tri-n-
octylposphine) precursors as well as substituting Cd for Zn by utilizing dimethylcadmium. 
Additionally, we were able to determine the mechanism of formation of these nanocrystals 
which agreed with prior literature reports for binary phosphides. 
Following which, we further extended this synthetic method to yield LiZnSb in 
solution. Interestingly, despite all prior literature reports showing LiZnSb crystallizing in 
the hexagonal LiGaGe-type, LiZnSb prepared in solution was found to crystalline in the 
cubic MgAgAs-type. This report was the first example of polytypism within the ternary 
filled tetrahedral semiconductors. Given the promising thermoelectric properties of 
viii 
hexagonal LiZnSb, we calculated transport properties and found cubic LiZnSb to be 
comparable to its hexagonal polytype but with the advantage of having high figure of merit 
in both p and n-type variants.  
With the surprising observation of polytypism within LiZnSb, we sought to better 
map out the phase space of Li-Zn-Sb to see if we could selectively target both hexagonal 
and cubic LiZnSb. We utilized a high throughput synthetic robot to screen the effects of 
precursor concentration, injection order, nucleation and growth temperatures, and reaction 
time on reaction products. Surprisingly, we found another previously unreported ternary 
phase which adopts a variant of the hexagonal LiGaGe-type. Additionally, we were able to 
obtain 6 unique crystalline products dependent on the reaction parameters used.  
The results of this work will open the door for increased application of I-II-V 
semiconductors. By synthesizing these phases in solution, their utility in thermoelectric 
devices is enhanced through a reduction in grain size and subsequent suppression of 
thermal conductivity. Furthermore, synthesizing these compounds by low temperature 
solution phase techniques significantly decreases the barrier for large-scale 
implementation. From a more fundamental perspective, the discovery of polytypism within 
this family of compounds offers a rich frontier to explore from a crystallographic 
perspective.  
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CHAPTER 1 
INTRODUCTION 
Sections adapted and reprinted with permission from Chemistry – A European Journal, 2017, 
24, 3650-3658. 
Copyright © 2017 
Wiley-VCH on behalf of ChemPubSoc Europe 
Miles A. White, Alan M. Medina-Gonzalez, and Javier Vela 
 
General Introduction 
This thesis describes the synthesis, characterization, and computational investigation 
of phases primarily belonging to the I-II-V family of filled tetrahedral semiconductors prepared 
through solution phase methods. This work reports the development of a synthesis for LiZnP 
that then is able to be generalized for other I-II-V semiconductors. This synthesis was then 
extended to LiZnSb which was found to adopt a previously unknown polytype. In light of this 
result, we systematically investigated the Li-Zn-Sb phase space to see the relevant reaction 
parameters for phase selectivity. 
Filled Tetrahedral Semiconductors 
Tetrahedral coordination is ubiquitous among crystalline materials, and many familiar 
inorganic semiconductors adopt the cubic zinc-blende/diamondoid (zb/d: II-VI, III-V, IV) or 
hexagonal wurtzite (w: II-VI, III-V) structure. Because the packing efficiency of these 
structures is less than half of that for hexagonal close-packing (hcp) (34% vs. 74% for perfect 
hcp),1 they may fill in with extra atoms, creating a more close-packed network. 
The addition of extra atoms to tetrahedral semiconductors gives rise to many unique 
filling patterns. For example, the zinc-blende unit cell has eight tetrahedral holes split between 
two Wyckoff positions. Filling one of these positions gives the half-Heusler, MgAgAs 
2 
structure type (Figure 1). Similarly stuffing of the wurtzite lattice gives the LiGaGe structure 
type, an ordered variant of the CaIn2 structure.
2 A stuffed wurtzite lattice may flatten to form 
hexagonal sheets, generating the ZrBeSi-type structure. In total, over 40 filled tetrahedral 
semiconductor structures are known.3 Interestingly, as with zinc-blende/wurtzite polytypism,4 
filled tetrahedral semiconductors are also expected to display polytypism, because the energy 
differences between possible structures are small.5 
One way to rationalize bonding and electronic structure in filled tetrahedral 
semiconductors is to look at the commonly adopted half-Heusler prototype (a similar analysis 
could be made for any of the available crystal structures). Half-Heusler compounds have the 
general composition XYZ. Elements X and Z are the more electropositive and electronegative 
elements, respectively. Elements Y and Z make up a zinc-blende lattice. Element X fills or 
‘stuffs’ this lattice to make a rock salt lattice with Y (Figure 1, MgAgAs-type).  
Semiconducting half-Heusler compounds have valence electron counts that completely 
fill their valence shell with either 8 or 18 electrons.6,7 For instance, half-Heusler compounds 
comprised of group I (X), III (Y), and IV (Z) elements closely resemble the elemental 
semiconductors such as silicon, featuring donation of s electrons from the group I element to 
the group III element.8 This renders the group III fragment isoelectronic with group IV 
elements, whose ability to form covalent sp3 bonds is responsible for the chemically robust 
zinc-blende (III-IV)- network.8 This behavior is the basis for the high stability and 
semiconducting properties of 8 and 18 electron half-Heusler phases. Moving beyond 8 or 18 
valence electrons results in a decrease in stability, due to the population of antibonding states. 
Nevertheless, one can still synthesize such compounds, which behave as half metals having 
3 
magnetic moments equal to the excess electron count.9,10 For instance, 18 electron TiCoSb is 
semiconducting, while 20 electron CrCoSb is metallic with a magnetic moment of ~ 2 B.11 
 
Figure 1. Crystal structure of three possible polytypes of filled tetrahedral semiconductors 
XYZ. Local coordination environment is shown using polyhedra to highlight the tetrahedral 
framework. Most common Wyckoff site preference is shown with X (green), Y (blue), and Z 
(orange). 
Because states located around the Fermi level are comprised of a sp3 network, the band 
gap of filled tetrahedral semiconductors can be tuned by changing the relative 
electronegativities of the elements making up the tetrahedral network.12 In the case of I-II-V 
variants (Figure 2), calculations on both cubic and hexagonal polytypes show that band gaps 
narrow as the electronegativity differences between II and V elements decrease.7 This trend is 
observed in both Li- and Na-based analogues. Specific band gap values are smaller for the 
larger Na cation, but the overall trend remains. 
4 
 
Figure 2. Band gap versus electronegativity difference for Li-based I-II-V eight electron filled 
tetrahedral semiconductors calculated using the TB-mBJ potential. 
Lithium-Based Nowotny-Juza Phases 
Nowotny-Juza compounds are filled tetrahedral semiconductors consisting of elements 
from groups I, II, and V (e.g., LiZnP), where the stuffing atom is typically the most 
electropositive alkali metal.13-15 The electronic structure of these compounds closely mimics 
that of classic binary semiconductors (IV-IV, III-V, or II-VI), with a tetrahedral (II-V)- network 
that is charge balanced with a stuffed I+ monovalent cation. As mentioned above, tuning the 
electronegativity difference of the constituent elements in the tetrahedral framework allows 
one to control the band gap of these compounds (Figure 2).12 However, due to the interstitial 
insertion rule,16-18 these compounds have direct band gaps, which improves their functionality. 
Li-based Nowotny-Juza phases typically adopt either the cubic MgAgAs-type or 
hexagonal LiGaGe-type crystal structures (Figure 1), which are most closely related to the 
zinc-blende and wurtzite frameworks, respectively. LiZnP is a particular interesting compound 
5 
due to its suggested application in thermoelectrics,20 photovoltaics,21,22 Li-ion batteries,23 and 
as a neutron detector.24 The band gap and lattice constant of LiZnP are in good agreement with 
CdS, making the former an ideal low toxicity substitute for the latter.12 Aside from LiZnP, 
hexagonal LiGaGe-type LiZnSb was predicted to be a promising thermoelectric material.35 
Lightly doped n-type LiZnSb was calculated to have a zT of ~ 2 at 600 K. As such, attempts 
were made to synthesize n-type LiZnSb.36 Nevertheless, all syntheses resulted in 
unintentionally p-type LiZnSb with minimal thermoelectric performance. Interestingly, the 
transport properties measured on p-type LiZnSb were in good agreement with calculation. 
Polytypism and Coloring in the Nowotny-Juza Phases 
The different reported crystal structures between LiZnP (cubic MgAgAs-type) and 
LiZnSb (hexagonal LiGaGe-type) highlights the possibility of different polytypes. 
Additionally, it is critical to consider the potential for alternative site preference (also referred 
to as coloring pattern),5,37,38 compared to other similar phases. 
Because structure strongly influences properties, both the specific polytype and 
coloring preference are extremely important in determining the utility of a particular phase. 
Fortunately, relatively simple ab initio calculations can correctly predict the preferred coloring 
patterns and lattice constants.39 For instance, a low level treatment of exchange and correlation 
using the Perdew-Burke-Ernzerhof (PBE) and local density approximation (LDA) yield results 
that agree well with available experimental data.40 Furthermore, accurate band gaps can then 
be calculated using the Tran-Blaha-modified Becke-Johnson (TB-mBJ) potential, which works 
quite well for these phases.41-43 When analyzing I-II-V Nowotny-Juza phases (such as LiZnSb), 
both methods (PBE or LDA) correctly predict the preferred polytype and respective coloring 
pattern.  
6 
When considering the lowest energy structure for filled-tetrahedral phases, it is 
essential to consider not only the structure but also every possible coloring pattern. While a 
thorough analysis would require an immense amount of computational time, identifying 
common trends in site preferences can expedite the scanning of possible crystal structures. 
Here again, the half-Heusler (MgAgAs-type) serves as a good prototype because it is the most 
comprehensively studied among dozens of commonly adopted structure types.44 
Within the MgAgAs crystal structure, there are multiple common structural motifs 
consistent with conflicting types of bonding. Using the XYZ notation discussed earlier, a 
highly ionic rock salt packing pattern is observed between X and Y atoms. Meanwhile, each 
of the XZ and YZ pairs form covalent zinc-blende frameworks. As such, there exist competing 
ionic and covalent interactions which dictate the correct coloring pattern. Elements X and Y 
are related by a translational shift of half a unit cell and, therefore, switching the elements 
occupying these positions has no impact on the total energy (i.e., the total energy of XYZ with 
X, Y, and Z being Li, Zn, and P is equivalent to them being Zn, Li, and P, respectively). This 
simplifies scanning possible coloring patterns, because the relevant parameter for correct 
coloring is given by the identity of the element occupying the heterocubic Z site. 
A recent bonding analysis in MgAgAs-type compounds analysed the difference 
between phases composed of either two early main group elements (AA') or two transition 
metals (TT') and one late main group element (E) (e.g., LiMgP vs. TiNiSn).45 In the AA’E 
compositions, E was found to always occupy the heterocubic site, whereas in the TT’E 
compositions, T’ was found to occupy the heterocubic site. This is explained by the covalent 
interaction dominating when electronegativity differences are small, and ionic interactions 
dominating when the electronegativity differences are large. 
7 
Building off this observation, we found a change in 4c site occupancy preference for 8 
electron phases containing high electronegativity elements such as those from group XI and 
XII. Table 1 includes calculations on all experimentally reported Nowotny-Juza phases in the 
ICSD.65 As expected, the metal starts to occupy the heterocubic site in the LiZnPn family as 
the electronegativity difference between Zn and the pnictide becomes small (where Zn actually 
prefers the heterocubic site for LiZnSb and LiZnBi).5 Additionally, when the monovalent 
cation is comprised of the coinage metals, these metals prefer the heterocubic site due to their 
extremely high electronegativity.  
The impact that this minor change has on the properties of these materials is quite 
dramatic. For instance, in LiZnSb, the lattice parameter can change as much 0.21 Å. 
Furthermore, the heterocubic atom is a large portion of the states located directly around the 
Fermi level (conduction band minimum and valence band maximum) which are responsible 
for the nature and size of the bandgap. The change in 4c site occupancy from the anticipated 
Sb to the observed Zn results in a change in band gap from a direct band gap of 1.3 eV to an 
indirect band gap of 1.2 eV. Additionally, the bands change shape which significantly alters 
the transport properties. Ultimately, this results in over double the calculated zT for the 
observed solution phase polytype with Zn occupying the heterocubic site.5  
Moving away from the cubic MgAgAs-type, the relevant coloring site will change but 
the competing ionic and covalent interactions remain. For instance, in the hexagonal LiGaGe-
type, the two elements making up the wurtzite lattice are symmetry equivalent and will 
generally be the two elements with most similar electronegativity. As such, the element that 
stuffs into the lattice is the most electropositive element which favors the more ionic type 
interactions (i.e., Li in LiGaGe). 
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The LiZnPn series highlights the numerous permutations of stable polytypes and 
coloring patterns possible within the Nowotny-Juza compounds (Figure 3). Due to the similar 
small electronegativity difference between Zn and Pn, it is clear these elements would prefer 
to be a part of the sp3 tetrahedral network in all cases. As such, Li will be the stuffing atom (2a 
site) for all hexagonal polytypes. However, as mentioned above, in the cubic case, Zn prefers 
the heterocubic site for the larger Pn elements. Although the difference in energy between the 
two coloring patterns for cubic LiZnP make them unlikely to coexist, polytypism between 
hexagonal and cubic LiZnP should be attainable.  For As, Sb, and Bi, the two possible cubic 
4c site occupancies and the hexagonal polytype are all close enough in energy to be attainable 
depending on reaction conditions. 
 
 
 
 
Table 1. Coloring preference and calculated lattice constant for cubic Nowotny-Juza phases reported in the International Crystal 
Structure Database (ICSD).65 The bolded element corresponds to the element occupying the 4c site that is lowest in energy. 
Phase 4c 
occupancy 
ΔE 
(meV/atom) 
aexp (Å) Acalc (Å) Phase 4c 
occupancy 
ΔE 
(meV/atom) 
aexp (Å) acalc (Å) 
LiZnN Li 
Zn 
N 
840.6 
534.1 
0 
4.88 4.79 
4.88 
4.80 
LiMgBi Li 
Mg 
Bi 
146.5 
151.0 
0 
6.74 6.39 
6.67 
6.69 
LiZnP Li 
Zn 
P 
449.0 
10.9 
0 
5.78 5.50 
5.58 
5.61 
LiCdP Li 
Cd 
P 
326.8 
185.7 
0 
6.09 5.79 
5.99 
5.98 
LiZnAs Li 
Zn 
As 
359.8 
6.6 
0 
5.94 5.67 
5.77 
5.81 
LiCdAs Li 
Cd 
As 
257.8 
136.9 
0 
6.26 5.95 
6.17 
6.17 
LiZnSb Li 
Zn 
Sb 
225.3 
0 
36.4 
6.23 6.02 
6.14 
6.23 
CuZnAs Cu 
Zn 
As 
0 
177.4 
77.7 
5.87 5.68 
5.73 
5.75 
LiZnBi Li 
Zn 
Bi 
203.4 
0 
57.1 
N/A 6.19 
6.34 
6.41 
CuMgSb Cu 
Mg 
Sb 
0 
471.0 
227.2 
6.17 6.09 
6.27 
6.28 
LiMgN Li 
Mg 
N 
686.1 
707.6 
0 
4.97 4.75 
4.94 
4.89 
CuMgBi Cu 
Mg 
Bi 
0 
402.8 
257.4 
6.27 6.26 
6.41 
6.45 
LiMgP Li 
Mg 
P 
325.2 
340.4 
0 
6.02 5.66 
5.92 
5.90 
AuCaBi Au 
Ca 
Bi 
0 
559.2 
282.9 
6.85 
 
6.77 
6.88 
6.84 
LiMgAs Li 
Mg 
As 
287.3 
292.6 
0 
6.19 5.84 
6.08 
6.07 
AgZnAs Ag 
Zn 
As 
42.5 
6.7 
0 
5.91 6.02 
5.98 
6.04 
ΔE is given as the difference in energy relative to the lowest energy coloring pattern. Calculations were performed using local density 
approximation as implemented in the Vienna Ab Initio Simulation Package (VASP). LDA has been shown to correctly predict the 
observed coloring pattern but generally underestimates the lattice constant by 1.4 ± 1.2 %.5 
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Figure 3. Comparison of the lowest energy structure for the LiZnPn series. Energy is given as 
the difference between one of two cubic MgAgAs-types and the hexagonal LiGaGe-type 
(positive values indicate hexagonal preferred). The area of the graph where polytypism is 
expected is shaded in grey. For the cubic phases, energies are given for both Zn (red square) 
and Pn (black circle) occupying the heterocubic (4c) site. 
Nanostructuring and thermoelectrics 
Half-Heusler phases have attracted considerable interest as potential thermoelectric 
phases due to their ease of synthesis, high melting points, and chemical stability.46 However, 
due to their rather simple unit cell, they possess a high lattice thermal conductivity that inhibits 
their thermoelectric figure of merit (zT=S2σTκ-1, where S is the Seebeck coefficient, σ is the 
electrical conductivity, T is the temperature, and κ is the thermal conductivity).47,48 However, 
motivated by theoretical predictions, there has been considerable experimental work 
displaying that nanostructuring can decrease thermal conductivity and subsequently enhance 
10 
thermoelectric efficiency. To date, nanostructuring has primarily been achieved through grain 
size reduction via ball milling, doping, or the inclusion of alternate phases to induce grain 
boundaries between phases.49,50 Along with a routine reduction in thermal conductivity with 
decreasing grain size, it is also possible to enhance Seebeck coefficient if crystallite sizes are 
small enough to exhibit quantum confinement.51,52 In light of these experiments, filled 
tetrahedral semiconductors are once again being researched as an extremely promising class 
of thermoelectric phases. To date, the majority of focus has fallen on 18 e- half-Heusler 
phases.53 
Nanostructuring has been explored in numerous half-Heusler compositions but, of 
these, MNiSn (M = Ti, Zr, Hf) has been the most actively studied composition.54,55 In bulk, 
these semiconductors have a band gap of 0.13–0.19 eV and typically achieve zT of ~ 0.2 at 
700 K.56 However, doping the M site with alternative group 4 elements leads to a substantial 
improvement, with a zT of up to 1.1 at 700 K (composition Zr0.25Hf0.75NiSn).
57 Furthermore, 
doping the Sn site with a minimal amount of Sb (< 2%) increased the zT to 1.09 at 800K 
(composition Ti0.5Hf0.5NiSn0.98Sb0.02).
58 These phases have the additional benefit of being 
efficient in both n-type and p-type compositions. For instance, a device consisting of n-type 
Hf0.5Zr0.5NiSn0.995Sb0.005 and p-type Hf0.3Zr0.7CoSn0.3Sb0.7 achieved a zT of 1.05 at 900 K and 
an efficiency of 8.7%.59 Through doping of both sites, a zT of 1.5 at 700 K was obtained 
(composition (Zr0.5Hf0.5)0.5Ti0.5NiSn0.998Sb0.002).
60 
The alternate 18 e- MCoSb composition has also been nanostructured through the 
inclusion of full Heusler MCo2Sb quantum dots within the nanocomposite.
61 This study once 
again found that thermal conductivity is reduced by increasing the number of grain boundaries. 
More importantly, it demonstrated that power factor (PF = S2σ) can be substantially increased 
11 
through nanostructuring (140% increase with 5 mol% full Heusler inclusions). Despite 
promising advancement in modifying phonon and electron transport of these phases through 
top-down nanostructured methods, their commercial applicability is limited by the need for 
high temperature solid state reactions. A generally overlooked possibility to improve 
scalability and efficiency is through the generation of nanocomposites from solution processed, 
nanocrystal building blocks. Solution phase synthesis allows for complete control of size, 
composition, crystal phase, and surface chemistry that is not feasible through other methods. 
Recently, one such example was demonstrated with PbS-Ag nanocomposites obtained 
by annealing a powder containing PbS and Ag nanocrystals.62 While PbS has moderate 
thermoelectric performance by itself, the zT of the nanocomposite was increased three-fold. 
This was primarily due to a significant reduction in thermal conductivity, while at the same 
time retaining relatively high electrical conductivity. Colloidal synthesis optimization also 
showed a 30% increase over the highest figure of merit reported for PbS obtained by traditional 
doping. This study provides evidence that insulating can be readily removed from the surface 
of solution processed nanocrystals, without losing the benefit of numerous grain boundaries 
present in these materials. While widely applicable to filled tetrahedral semiconductors, only 
a limited number of these have been synthesized from solution.5,19 
Balancing abundance, biocompatibility, and application 
In the past 20 years, Cd, Pb, and As have been at the forefront of many semiconductor 
studies and applications. Examples include CdS, CdSe, PbS, GaAs, CdTe. Despite their 
attractive properties, a major drawback of these compounds is the presence of toxic heavy 
metals.63 The toxicity of a material is often dependent on (i) the identity and abundance of the 
element, (ii) its oxidation state, (iii) and the physical state.64 Typically, lighter elements tend 
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to be less toxic and more abundant than heavier elements with more d and f character. For 
example, Zn is about 200 times more abundant in the Earth's crust—and significantly more 
biocompatible—than Cd.65 Similarly, Na is 1,115 times more abundant than Li which reduces 
application costs by 30 % making Na a more versatile element in Nowotny-Juza I-II-V 
phases.66 As such, first row transition metals are attractive in Heusler materials. Elements with 
high oxidation states have enhanced chelating capabilities that can alter natural metabolic 
pathways. For example, Cr(VI) is toxic to many living organisms, while Cr(III) typically 
appears to have lower adverse effects.67 Additionally, Tl+ and K+ are monovalent cations with 
similar radii, but Tl+ has 10 times higher binding affinity than K+ which substantially increases 
its toxicity.68 The ability to fluctuate through multiple oxidation states and coordination 
environments further increases its toxicity.69,70 Additionally, the physical state of a material 
(colloidal, crystalline, amorphous, solid, liquid) can also affect toxicity. For example, the 
toxicity of certain materials can be diminished if specific reactivity can be masked by 
passivation (ligands, epitaxial shell).71,72 However, the rate of association and dissociation on 
the surface can determine toxicity. Taken together, colloidal Nowotny-Juza I-II-V phases 
appear an ideal alternative to many binary (III-V, IV-VI, etc.) semiconductors, based on both 
environmental and technological considerations. 
Thesis Organization 
Chapter 2 of this thesis describes the initial synthesis of phase pure LiZnP prepared 
from solution. The reaction proceeds through a zinc metal intermediate followed by 
intercalation of lithium and phosphorus. We show the extension of possible precursors to 
include n-butyllithium, diisopropylamide, phenyllithium, and lithium hydride for lithium; zinc 
stearate, zinc chloride, and diethylzinc for zinc; and n-trioctylphosphine and 
13 
triphenylphosphine for phosphorus. Additionally, the group II element is able to be exchanged 
for cadmium.  
Chapter 3 extends the synthesis of LiZnP to include LiZnSb. Interestingly, LiZnSb 
prepared from solution adopted the cubic MgAgAs-type instead of the previously observed 
hexagonal LiGaGe-type. Along with the different crystal structure, this polytype also displayed 
a unique coloring pattern where the pnictide and zinc site are switched. Furthermore, through 
calculating the transport properties, we were able to identify this cubic polytype to be a 
promising thermoelectric material.  
Chapter 4 conducts a thorough investigation of the effect of reaction parameters in the 
synthesis developed in Chapter 3. We utilize the high throughput facilities at Lawrence-
Berkeley National Laboratory to screen the impact of precursor concentration, nucleation and 
growth temperature, reaction time, and injection order on the products. By doing so, we 
construct a phase space diagram to target either ternary, binary, or unary phases. One of the 
synthesized ternaries is a variant (CaZn2Sb2-type) of the previously observed hexagonal 
LiGaGe-type where the c-axis is considerably extended to create a 2D structure. Through 
monitoring the reaction with PXRD, TEM, and XPS, we were able to determine a mechanism 
for formation of this observed phase. Chapter 5 provides a conclusion for the thesis contents 
and provides an outlook for future work. 
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Abstract 
 We report the synthesis and characterization of nanocrystalline LiZnP. The reaction 
proceeds through a zinc metal intermediate followed by rapid incorporation of lithium and 
phosphorus. We demonstrate flexibility in the selection of Li, Zn, and P precursors, as well as 
extension of this method to other half-Heusler phases. 
Introduction 
Half-Heusler phases are an interesting class of compounds with the general formula 
XYZ. Their structure can be described as a zinc-blende lattice of Y and Z stuffed with an 
interpenetrating fcc lattice of X (Fig. 1). A special instance of these compounds is when X, Y, 
and Z are comprised of elements from group I, II, and V, respectively (for instance Li, Zn, and 
P). These compounds, known as Nowotny–Juza phases,1–3 have attracted considerable 
attention due to their potential application in thermoelectric devices,4 solar cells,5,6 neutron 
detectors,7 and anode materials for Li ion batteries.8 The electronic structure of these 
compounds resembles classic group IV or III–V 8 e- semiconductors because of the presence 
of the (II–V)- zinc-blende lattice.9 Because of this, the band gap of Nowotny–Juza phases can 
be tuned based on the electronegativity difference of the elements comprising the zinc-blende 
network.10  
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Fig. 1. (a) Partial unit cell of half-Heusler XYZ showing the covalent zinc-blende lattice 
of Y and Z (without X). (b) Full XYZ unit cell with X occupying the octahedral holes in 
the YZ lattice. 
Heavier, n-type 18 e- half-Heusler phases have already shown promise for 
thermoelectric devices. For instance, Ti doped (Zr,Hf)NiSn displayed a figure of merit (zT) of 
1.5 at 700 K.11,12 Similarly, a recent computational investigation of Nowotny–Juza phases 
showed high power conversion efficiencies and large carrier effective masses,4 both of which 
are promising signs of their ability to be used in thermoelectric devices. For example, LiZnSb 
was suggested as a thermoelectric material with zT ≈ 2 at 600 K.13,14 Nowotny–Juza phases 
have also attracted attention as a buffer layer in CuInxGa1−xSe2 (CIGS) solar cells. This layer 
should contain a material with a band gap of no less than 2.0 eV and a lattice constant of 5.9 
Å.10 Currently, CdS and other cadmium containing compounds are used to satisfy these 
criteria. However, an alternative material is desirable due to the toxicity of cadmium. LiZnP 
has a 2.0 eV band gap, as well as a similar unit cell and lattice parameter compared to CIGS, 
thus enabling epitaxy between these two materials. 
Despite the potential use of LiZnP and other Nowotny–Juza phases in thermoelelectric 
and photovoltaic devices, their synthesis has been limited to the bulk, starting from the 
constituent elements, through the use of high temperature solid-state reactions.7,15,16 A 
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reduction in particle size could lower thermal conductivity which, in turn, could increase 
thermoelectric efficiency. Additionally, lower temperature and solution phase preparations 
could be useful in fine-tuning the optical and electronic properties of these materials, 
decreasing lattice strain, and improving their processability and implementation into flexible 
devices.17,18 Herein, we report the first solution phase synthesis of nanoscale LiZnP and LiCdP. 
Results and Discussion 
Nanocrystalline LiZnP was initially synthesized by reacting lithium hydride, diethyl 
zinc (injected at 250 °C), and an excess of tri-n-octylphosphine (TOP) at 330 °C (Scheme 1). 
 
Scheme 1. Synthesis of nanocrystalline LiZnP.  
TOP was chosen as a P source due to its ability to simultaneously act as both solvent 
and surface passivating ligand. The reaction was monitored by precipitating the solid products 
and analyzing them by powder X-ray diffraction (XRD) (Figure 2). Our data clearly show that 
metallic zinc forms immediately upon injection of diethyl zinc into the reaction mixture. This 
behavior is reminiscent of that reported during the colloidal synthesis of other metal phosphide 
nanoparticles that utilize TOP as the P source.19–25 LiZnP begins to be observable after 10 min 
of reaction at 330 °C, and becomes the only crystalline phase observable by XRD within 20 
min. Longer reaction times do not appear to have any detrimental effect on crystallinity or 
particle size (estimated from Scherrer equation). To test whether the reaction truly progresses 
through a Zn metal intermediate, Zn metal nanoparticles were synthesized ex situ and 
subsequently used as the injected Zn source (in lieu of ZnEt2). As before, this reaction yielded 
a majority of nanocrystalline LiZnP (see Fig. S1). 
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Fig. 2. Powder XRD of solids isolated after reacting LiH, Et2Zn and TOP at different time and 
330 °C. Std. patterns are in black. 
Using a transmission electron microscope (TEM), energy-dispersive X-ray 
spectroscopy (EDX) (see Fig. S2 and S3) was employed to further characterize the LiZnP 
particles. While this technique is unable to detect the light (low Z) Li element, EDX allows 
gathering critical information about the relative Zn and P content. Representative data taken 
from several sample areas showed 36.3 ± 0.7 atom% Zn and 63.7 ± 0.4 atom% P. We attribute 
the deviation from the anticipated 1 : 1 Zn to P ratio to the presence of excess ligand (TOP) in 
the sample. This hypothesis is supported by TEM and XPS measurements, which show some 
amorphous material surrounding the nanocrystals (see Fig. S2 and S3). 
Distinct powder rings without outlier reflections in the selected area electron diffraction 
(SAED) show the high level of crystallinity possessed by these particles as well as the absence 
of other identifiable crystalline phases (see Fig. S2). The observed reflections correspond well 
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to the lattice d-spacings expected for LiZnP. The most intense reflection (111) is located very 
near the beam stop and is difficult to discern. Instead, the second most intense reflection (022) 
is the first easily observed ring. As such, this ring is the most prominent in the SAED. All other 
observed reflections agree with LiZnP d-spacings. 
The electronic and optical properties of LiZnP nanoparticles are important for their 
potential integration into energy conversion devices. The optical absorption spectrum of LiZnP 
is consistent with the direct forbidden band gap reported for this material.15,26,27 The magnitude 
of this gap was found to be 2.0 eV using a Tauc plot (Fig. 3). A lack of sharp absorption 
features suggests the LiZnP particles are not quantum confined. This is understandable based 
on the large effective carrier masses of Nowotny–Juza phases,4 which are nonetheless ideal for 
the development of more efficient thermoelectric materials. 
 
Fig. 3. (a) UV-Vis absorbance spectra for LiZnP and (b) Tauc plot displaying a band gap of 
2.0 eV. 
We have sought to probe the synthetic flexibility of our reaction by investigating the 
use of alternative precursors. We specifically looked to increase the homogeneity of the 
reaction through the use of soluble organolithium reagents, as well as to develop less reactive 
zinc reagents. Various organolithium reagents are widely accessible, and some are known to 
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undergo reductive elimination at elevated temperatures to yield LiH.28 Repeating the parent 
reaction with n-butyllithium (n-BuLi), lithium diisopropylamide (LDA), or phenyllithium 
(PhLi) instead of LiH yielded phase pure LiZnP (see Fig. S5). Critically, the ability to better 
control the quantity of lithium added using one of these two soluble reagents allowed us to 
control the particle size by simply fine-tuning the reaction stoichiometry. Altering the Li to Zn 
from 1 : 1 to 5 : 1 changed the LiZnP particle size from 10 nm to 25 nm (estimated by the 
Scherrer equation, see Fig. S6). 
In our search for non-pyrophoric, safer alternatives to Et2Zn, we found that either zinc 
stearate (ZnSt2) or zinc chloride (ZnCl2) can be used to successfully generate LiZnP (see Fig. 
S7). The use of a zinc carboxylate, in particular, is not only greener, but also potentially 
beneficial for size control. In the case of Zn3P2, it has been demonstrated that passivation with 
a carboxylate ligand results in much smaller particle size than that observed with 
TOP.29 Similarly, we found that other phosphines such as triphenylphosphine (Ph3P, m.p. = 
80.5 °C) can also be successfully used as a solvent and phosphorous source instead of TOP, 
although this required longer reaction times to form LiZnP (6 h, PPh3 vs. 20 min, TOP). 
Finally, based on our ability to synthesize LiZnP nanocrystals with a variety of reagents 
and conditions, we sought to generalize the scope of our approach to the synthesis of other 
Nowotny–Juza phases. To test this hypothesis, we replaced dimethyl cadmium with diethyl 
zinc in the parent reaction in an attempt to synthesize LiCdP. Powder XRD reveals the 
formation of majority phase LiCdP, accompanied by a Cd3P2 impurity phase (see Fig. S8). 
While some optimization is needed in order to remove excess ligand (from LiZnP) or impurity 
phases (from LiCdP), the ability to generate nanocrystals of both Nowotny–Juza phases 
through a simple, low temperature solution phase method with a variety of reagents is 
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encouraging. More generally, a broader survey of the solution-phase synthesis of other 
nanocrystalline Nowotny–Juza compounds is warranted, although this is beyond the scope of 
this communication. 
Conclusions 
In conclusion, nanocrystalline LiZnP and LiCdP were prepared at low temperature 
using solution phase synthesis. Our general approach relies on the use of a neat, high boiling 
phosphine such as TOP or PPh3 as both phosphorus source and solvent, and proceeds through 
the in situ generation of an intermediate metallic phase (for example, Zn). Powder XRD and 
TEM data showcase the high crystallinity as well as the relative thermal stability of LiZnP. 
Further, the optical properties match those of the bulk. Because of its synthetic flexibility and 
generality, this synthetic approach has the potential to be useful in the preparation of other 
Nowotny–Juza phases. Future experiments will explore the effects of stoichiometry and 
precursor reactivity on the composition, size and shape control of these and other related nano 
phases.30,31  
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Appendix of supporting information 
Synthesis: Tri-n-octylphosphine (5 mL, TOP, 97% Strem) and lithium hydride (10-20 
mg, powder 97 % Alfa-Aesar) were added to a three-neck flask in dry N2 filled glove box. The 
flask was then degassed for 30 min followed by refilling with Ar and heating to 250 °C. Diethyl 
zinc (56 wt. % Zn Sigma Aldrich), in the case of LiZnP, or dimethyl cadmium (97% Strem), 
for the synthesis of LiCdP (1 equiv), was then immediately injected. The reaction mixture was 
heated to 330 °C over the course of 10 min followed by continuous stirring over the period of 
time indicated. The crude product was washed with toluene (10 mL) followed by centrifugation 
at 5000 rpm for 10 min. The washed product was washed again after adding enough toluene to 
re-suspend the particles (roughly 3 mL). For alternative reagents, the following were also 
successfully used: (Li) n-Butyllithium (2.5M in hexane Sigma Aldrich), 
lithiumdiisopropylamine (10 wt. % in hexane Sigma Aldrich), and phenyllithium(1.6M in 
diethyl ether, Sigma Aldrich) ; (Zn) zinc stearate (tech. grade Sigma Aldrich), and zinc chloride 
(97% Anhydrous, Strem); (P) triphenylphosphine (99% Acros). Caution: On a few instances, 
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LiZnP prepared from n-BuLi ignited upon exposure to air. This is likely due to the presence of 
excess n-BuLi but needs further investigation.  
Characterization: Powder X-ray diffraction data were measured using Cu Kα 
radiation on a Rigaku Ultima IV diffractometer. Transmission electron microscopy was 
conducted on carbon-coated nickel grids using a FEI Technai G2F20 field emission scanning 
transmission electron microscope (STEM) at 200 kV (point-to-point resolution <0.25 nm, line-
to-line resolution <0.10 nm). Energy-dispersive X-ray spectroscopy was performed using area 
scans in STEM mode. Absorption spectra were measured with a photodiode array Agilent 8453 
UV-Vis-NIR spectrophotometer. The XPS measurements were performed using a Kratos 
Amicus/ESCA 3400 instrument. The sample was irradiated with 240 W non-monochromated 
Mg Kα x-rays, and photoelectrons emitted at 0° from the surface normal were energy analyzed 
using a DuPont type analyzer. The pass energy was set at 75 eV. CasaXPS was used to process 
raw data files. Thermogravimetric analysis (TGA) and differential scanning calorimetry 
(DSC). Measurements were taken using a Netzsch STA449 F1 Jupiter® TGA/DSC instrument 
coupled to a Quadrupole Mass Spectrometer (QMS) and Bruker Tensor 27 FT-IR 
spectrometer. 10 mg sample in an alumina crucible was heated from 40 °C to 600 °C using Ar 
as the carrier gas and 10 °C /min for the ramp rate. 
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Figure S1. Experimental powder XRD patterns obtained for zinc metal generated ex situ and 
for nanocrystalline LiZnP using zinc metal as the Zn precursor after 30 min at 330 °C. Standard 
patterns of potential phases are shown for comparison. 
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Figure S2. TEM image of nanocrystalline LiZnP particles (a, c, d). SAED of LiZnP from (a) 
with the visible reflections labelled with their corresponding lattice planes (b). SEM low 
magnification images of nanocrystalline LiZnP (e, f). Elemental mapping of phosphorus and 
zinc given in (g) and (h), respectively. 
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Figure S3. XPS of LiZnP nanocrystals prepared using TOP, LiH, and Et2Zn at 330 °C for 30 
min. Spectra contained two major peaks corresponding to Li+ bound to oxygen (with a binding 
energy of 55 eV)1 and P5+ bound to oxygen (with a binding energy of 133 eV).2 XPS is a 
surface technique that only probes the first 5 nm with the majority of signal coming from the 
first 1-2 nm. For this reason, a large quantity of excess ligands bound to the particle surface 
could explain the lack of a Zn signal (see also TEM and thermal analysis). With knowledge 
that the nanocrystals were most likely not measured, it is feasible to assign the peaks 
corresponding to Li and P to excess LiOH and TOPO, respectively. This large excess of surface 
ligands is likely due to oligomerization of TOP which accounts for the aggregation and 
difficulty in discerning descrete particles by TEM imaging. 
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Figure S4. TGA/DSC data for LiZnP nanocrystals prepared using TOP, LiH, and Et2Zn at 330 
°C for 30 min. Broad mass loss from 250-500 °C is consistent with decomposition of TOPO 
ligands on the surface of the nanocrystals. 
 
Figure S5. Experimental powder XRD patterns obtained for nanocrystalline LiZnP using LiH, 
n-BuLi, LDA and PhLi as the lithium source for 30 min at 330 °C. Standard patterns of 
potential phases are shown for comparison. 
32 
 
 
Figure S6. Experimental powder XRD patterns obtained using n-BuLi with ZnCl2 (bottom 
exp. pattern) and LiH with Zn(St)2 (top exp. pattern) for 30 min at 330 °C. Standard patterns 
of potential phases are shown for comparison.  
 
Figure S7. Experimental powder XRD patterns obtained using varying stoichiometry of n-
BuLi relative to Et2Zn for 30 min at 330 °C. Standard patterns of potential phases are shown 
for comparison. Particle size is found to be 25 nm in the case of excess n-BuLi and 10 nm for 
stoichiometric n-BuLi. 
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Figure S8. Experimental powder XRD pattern obtained for nanocrystalline LiCdP after 30 min 
at 330 °C. Standard patterns of potential phases are shown for comparison. The ratio of LiCdP 
to Cd3P2 was simulated to be 2:1.   
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Abstract 
The first example of polytypism in the I− II−V semiconductors has been demonstrated 
with the synthesis of cubic LiZnSb by a low-temperature solutionphase method. This phase 
exhibits a unique coloring pattern that is novel for this class of compounds. The choice of site 
configuration has a considerable impact on the band structure of these materials, which in turn 
affects the transport properties. While the hexagonal polytype has been suggested as a 
promising n-type and extremely poor p-type thermoelectric material, the cubic analogue is 
calculated to have high efficiencies for both the n- and p-type derivatives (1.64 and 1.43, 
respectively, at 600 K). Furthermore, the cubic phase is found to be the energetically favored 
polytype. This surprising result provides a rationale for the lack of success in synthesizing the 
hexagonal polytype in either stoichiometric or n-type compositions. 
Introduction 
Thermoelectric materials offer an attractive means of generating electricity from heat 
that would otherwise be wasted. However, thermoelectrics have failed to reach largescale 
commercialization because of their relatively high cost and low device efficiency. The 
challenge with enhancing thermoelectric performance (given by the figure of merit, zT) arises 
from having to optimize three concordant properties (Seebeck coefficient S, electrical 
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conductivity σ, and thermal conductivity κ), all of which are dependent on the carrier 
concentration.1 While this problem makes it difficult to intuitively increase the zT value, recent 
computational work shows promise in predicting new thermoelectric materials.2 Among those 
suggested, lightly doped n-type (0.01 electron/unit cell) LiZnSb was calculated to have zT ∼ 
2 at 600 K.3 However, the syntheses of n-type LiZnSb attempted to date resulted in 
unintentionally doped p-type LiZnSb with zT < 0.1.4 Nevertheless, the experimental transport 
properties measured for this material were in good agreement with ab initio calculations, 
increasing the likelihood that the n-type analogue will have a high zT. In order to synthesize 
n-type LiZnSb, an alternative method is necessary to avoid unintentionally doped compositions 
at the commonly used annealing temperatures.  
A potentially promising approach to synthesize LiZnSb is to use solution-phase 
techniques. The advantages of this method would be twofold. First, hot injection is likely to 
result in reduced particle size, which has been shown to lower the thermal conductivity and, 
with it, to increase the thermoelectric efficiency. Second, precursor manipulation can provide 
better synthetic control compared with traditional solid-state synthesis.5 
Results and Discussion 
Building upon the recent solution-phase synthesis of a related I−II−V semiconductor 
(collectively termed Nowotny−Juza phases),6 we report the solution-phase synthesis of LiZnSb 
(Figure 1 and Scheme S1). Briefly, diethylzinc (0.2 mmol) and n-butyllithium (0.2 mmol) were 
injected in quick succession into a flask containing triphenylstibine (2.0 mmol) in 1- 
octadecene (5 mL) at 250 °C, after which the mixture was heated to 300 °C for 4 h. Despite 
prior literature reports that bulk LiZnSb made by solid-state synthesis exhibits a hexagonal 
structure, LiZnSb synthesized by this solution-phase method exhibits a previously unknown 
36 
cubic structure (a = 6.23 Å from Rietveld refinement), making it the first example of 
polytypism within the Nowotny−Juza phases. Furthermore, when lightly doped (<0.02 
carriers/unit cell), n-type and p-type forms of this material are calculated to exhibit exceptional 
zT values of 1.64 and 1.43, respectively, at 600 K. 
 
Figure 1. Experimental powder X-ray diffraction pattern containing cubic LiZnSb (first from 
top). Also shown are the calculated pattern of cubic LiZnSb (majority, a = 6.23 Å), the 
reference patterns of antimony metal (by-product), and the previously known hexagonal 
LiZnSb (unobserved). More information pertaining to the observed and calculated reflections 
can be found in Table S1. 
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Figure 2. Unit cell, local environment, and energy vs. volume curves for hexagonal (a) and 
cubic (b) LiZnSb polytypes. The unique crystallographic sites that impact total energy with 
coloring are the 2a and 4c in the hexagonal and cubic unit cells, respectively (a,b). Energy vs. 
volume, E(V) curves for each of the constituent elements occupying the coloring site for both 
the hexagonal (c) and cubic (e) phases. A comparison between the lowest energy coloring 
patterns for hexagonal and cubic phases is given as a difference relative to the energy of the 
optimized cubic geometry (d). 
Although previously unreported, the existence of polytypism in Nowotny-Juza phases 
is not entirely surprising. These phases are usually described as comprised of a wurtzite or 
zinc-blende substructure of groups II and V elements stuffed with a monovalent closed shell 
group I cation. Because these tetrahedral nets are isostructural and isoelectronic with classic 8-
electron semiconductors, one could expect a low energy barrier for rearrangement of this 
structural component.7 To probe the energy difference between the hexagonal and cubic 
polytypes, the Vienna ab initio simulation package (VASP) was used.8,9 
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VASP calculations used projected augmented-wave (PAW) pseudopotentials10. A 
conjugated algorithm was applied to the structural optimization with an 11 x 11 x 11 
Monkhorst-pack k-points grid.11 During structural optimizations, atomic coordinates as well 
as cell volumes were allowed to relax except for E(V) curves, during which the cell volume 
was fixed. Total energies were calculated using the tetrahedron method with Blöchl corrections 
applied.12 VASP calculations treated exchange and correlation by either the local density 
approximation (LDA) or the Perdew-Burke-Ernzerhof (PBE)13 generalized gradient functional 
in the case of total energy calculations. To estimate accurate gaps from the band structures, the 
Tran-Blaha modified Becke-Johnson (TB-mBJ) potential was utilized.14,15 Transport 
properties were calculated using the rigid-band approximation and constant scattering time 
approximation as implemented by the BoltzTraP code.16 For these calculations, a much denser 
41 x 41 x 41 k-point grid was used with the TB-mBJ potential due to the importance of an 
accurate band gap for transport property calculations. Denser k-meshes were used but found 
to yield similar results. 
The experimentally reported hexagonal crystal structure of LiZnSb is comprised of a 
(ZnSb) wurtzite-type net stuffed with lithium. The analogous cubic polytype would be 
comprised of a (ZnSb) zinc blende framework stuffed with lithium. However, unlike in the 
hexagonal case, where the two wurtzite network positions have similar coordination 
environments, these two sites are inequivalent in the zinc blende substructure (Figure 2): One 
site, 4c has a heterocubic coordination environment formed by two tetrahedral surroundings to 
the other two constituent elements; the other site, 4b has tetrahedral coordination to the 4c site 
and octahedral coordination to the Li 4a site. Because of this, the choice of coloring pattern,17,18 
i.e. the distribution of elements among possible crystallographic sites, greatly impacts total 
39 
energy. To examine this question, total energy vs. volume curves were plotted for the cubic 
and hexagonal polytypes while retaining stoichiometry and symmetry (Figure 2). 
The lowest energy coloring pattern for hexagonal LiZnSb agrees with experimental 
observations from prior solid-state synthesis of the bulk material. Having either Zn or Sb 
occupying the 2a site in a Li-based wurtzite structure is found to be highest in energy (Figure 
2c). Similarly, in the cubic case, having lithium occupy the 4c site and being involved in the 
polar-covalent zinc blende network is not preferred (Figure 2e). Although not as unfavorable 
as Li, Sb occupying the 4c site is also energetically unfavorable. This is contrary to other cubic 
LiZnPn (Pn = N, P, As) Nowotny-Juza phases known in the bulk, which show a preference for 
the pnictide occupying the heterocubic site.19,20 In fact, cubic LiZnSb is the first instance of a 
Nowotny-Juza phase with the group II element occupying the 4c site (see below). 
To ensure the validity of this coloring approach, energy vs. volume, E(V) curves were 
generated for a larger, comprehensive family of pnictide-containing cubic Nowotny-Juza 
phases (see Table S2). In all cases for which an experimental bulk cubic crystal structure is 
known, this agrees with the lowest energy calculated coloring pattern. The transition in cubic 
site preference occurs upon moving to the heavier pnictides (Sb and Bi). However, only the 
hexagonal phases of both LiZnSb and LiZnBi have previously been reported. 
Along with a considerable energy difference, noticeable changes in lattice parameter 
are expected between coloring patterns. The theoretical a lattice parameter for cubic LiZnSb, 
calculated using the local density approximation (LDA) is 6.14 Å (Figure 1), slightly (1.4%) 
smaller than the experimental lattice constant of 6.23 Å obtained from Rietveld refinement. 
This agrees with the extent (1.4±1.2%) to which LDA underestimates the known experimental 
lattice parameters of other previously reported pnictide-containing cubic Nowotny-Juza phases 
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(see Table S1). LDA also underestimates (by 2.03%) the lattice parameters of hexagonal 
LiZnSb. In other words, the slightly low estimate of the lattice parameter for Zn occupying the 
4c site is consistent with the limitations of this method, and in line with similar low estimates 
obtained by LDA in other classes of compounds.21 Based on this comparison between the 
calculated cubic lattice parameter and powder XRD data, along with the energy difference 
between coloring patterns, we can assign Zn to the 4c site, despite prior LiZnPn structures 
having always preferred the pnictide on the 4c site. This site preference is not trivial, because 
the lattice constant and the band structure (see Fig. S1) are affected. In particular, the value 
and nature of the band gap, as well as the lowest energy conduction bands change with 
coloring. With Zn in the 4c site, cubic LiZnSb has an indirect band gap of 1.2 eV, whereas 
with Sb in this site, the material has a direct band gap of 1.3 eV. These differences significantly 
alter transport properties (below). 
Having determined its crystal structure and most favorable site preference allows 
comparing the energy of the new cubic LiZnSb phase to the hexagonal polytype. As shown in 
Figure 1b, cubic LiZnSb is energetically preferred across all unit cell volumes. This result is 
surprising because it suggests that the thermodynamically less stable hexagonal phase forms 
at high temperature (in the bulk). However, all of the calculations were performed on 
stoichiometric phases whereas, based on past experiments, bulk hexagonal LiZnSb is known 
to be an unintentionally p-type doped and, likely, non-stoichiometric semiconductor.4 These 
computational results provide a rationale for the extreme difficulty researchers have faced 
while trying to synthesize stoichiometric or n-type compositions of LiZnSb using high-
temperature synthesis. 
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The calculated transport properties and thermoelectric efficiencies of cubic LiZnSb at 
600 K with either Zn or Sb occupying the heterocubic 4c site are shown in Figure 3. In both 
cases, the large Seebeck coefficients give rise to impressive power factors of over 110 
μW/cmK2s. However, when Sb occupies the 4c site, the peak in power factor occurs at a doping 
level that is too high to be useful (even at 0.3 e-/u.c. the power factor is still below 80 
μW/cmK2s). In contrast, when Zn occupies this site, the power factor increases much more 
abruptly with doping. As a result, despite Sb coloring having a slightly higher power factor, 
the thermal conductivity becomes too large and yields a smaller zT value. By treating the 
electronic thermal conductivity according to the Wiedemann-Franz law, in which the Lorentz 
number is determined by the Seebeck coefficient,22 zT can be calculated without knowing the 
electronic component to the thermal conductivity. The benefit of this approach is that every 
variable, with the exception of κl/τ, can be obtained directly from the band structure. 
The large zT found for n-type cubic LiZnSb is on a similar scale to the hexagonal 
polytype (see supporting information for additional operating temperatures and the 
calculations repeated using PBE for direct comparison with past hexagonal LiZnSb 
calculations). However, as has been demonstrated for the hexagonal case and other Sb-based 
Zintl phases, synthesis of these compounds generally yields the p-type analogues (likely due 
to vacancies, as discussed before).4 This makes the large zT for p-type cubic LiZnSb especially 
promising. 
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Figure 3. Thermoelectric properties at 600K of cubic LiZnSb calculated using TB-mBJ with 
both Zn (black, solid) and Sb (red, dashed) occupying the 4c site. Seebeck coefficient (a) and 
thermopower (b) versus Fermi level have the Fermi level placed directly in the middle of the 
band gap. Thermal conductivity (c) and zT (d) versus doping are given so that –ve and +ve 
doping levels correspond to n- and p-type, respectively. 
To calculate zT, a common value of 11014 W/Kms was assumed for κl/τ, which makes 
a comparison with prior calculations on the hexagonal polytype more straightforward.3 This 
assumption agrees well with experimental measurements on p-type hexagonal LiZnSb.4 An 
added benefit of the solution phase preparation of cubic LiZnSb is the tendency for hot 
injection methods to give reduced grain size, which causes a reduction in lattice thermal 
conductivity. This lowering of the lattice thermal conductivity by nanostructuring makes the 
assumption of κl/τ = 11014 W/Kms relatively conservative and not overly optimistic.1 Thus, 
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combining solution phase synthesis and nanostructuring to reduce the thermal conductivity 
could keep the extremely high power factor and place cubic LiZnSb among the most efficient 
thermoelectric materials for both n- and p- type compositions. Furthermore, its constituent 
elements and low-temperature synthesis makes LiZnSb promising from both a cost and a 
toxicity perspective. 
Conclusions 
In summary, our results address the difficulty in synthesizing n-type or even 
stoichiometric compositions of the suggested hexagonal LiZnSb for thermolelectric 
applications. Furthermore, by using low-temperature solution phase methods, the first instance 
of polytypism within Nowotny-Juza phases has been demonstrated. This cubic polytype shows 
the first example of a group II element occupying the heterocubic site, which has important 
implications for its band structure and, ultimately, its transport properties. The extremely high 
power factor of cubic LiZnSb at 600K results in promising zT values for both n- and p- type 
doping of over 1.6 and 1.4, respectively. This result uses a conservative estimate for the lattice 
thermal conductivity, an estimate which can likely be reduced by nanostructuring. We hope 
that this report sparks additional investigation into the development of cubic LiZnSb for 
thermoelectric applications. 
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Appendix of supporting information 
Synthesis. Triphenylantimony (Ph3Sb, 700-750 mg, 2.0 mmol, 97%, Strem) and 1-
octadecene (5 mL, 90%/technical grade, Sigma Aldrich) were added to a three-neck flask. The 
flask was then degassed for 30 min followed by refilling with Ar and heating to 250 °C. n-
butyllithium (0.125 mL, 0.2 mmol, 1.6 M in hexane, Sigma Aldrich) and diethyl zinc (0.02 
mL, 0.2 mmol, 56 wt.% Zn, Sigma Aldrich) were then immediately injected in quick 
succession. The reaction mixture was heated to 300 °C over the course of 10 min followed by 
continuous stirring over a 4 h period. The crude product was washed twice with toluene (3-10 
mL) and ethanol (5 mL) followed by centrifugation at 5000 rpm for 10 min. Characterization. 
Powder X-ray diffraction (XRD) data were measured using Cu Kα radiation on a Rigaku 
Ultima IV diffractometer. 
 
Scheme S1. Solution phase synthesis of cubic LiZnSb. 
Computational: All VASP calculations used projected augmented-wave (PAW) 
pseudopotentials with a cutoff energy of 500 eV and a convergence energy of 1x10-6 eV.1 A 
conjugated algorithm was applied to the structural optimization with an 11 x 11 x 11 
Monkhorst-pack k-points grid.2 During structural optimizations, atomic coordinates as well as 
cell volumes were allowed to relax except for E(V) curves, during which the cell volume was 
fixed. For hexagonal volumes, a c/a ratio was established based on geometry optimization and 
then used for E(V) curves. In the cubic case, this step was not required due to the symmetric 
lattice parameters. Total energies were calculated using the tetrahedron method with Blöchl 
corrections applied.3 VASP calculations treated exchange and correlation by either the local 
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density approximation (LDA) or the Perdew-Burke-Ernzerhof (PBE)4 generalized gradient 
functional in the case of total energy calculations. To estimate accurate gaps from the band 
structures, the Tran-Blaha modified Becke-Johnson (TB-mBJ) potential was utilized.5,6 
Transport properties were calculated using the rigid-band approximation and constant 
scattering time approximation as implemented by the BoltzTraP code.7 For these calculations, 
a much denser 41 x 41 x 41 k-point grid was used with the TB-mBJ potential due to the 
importance of an accurate band gap for transport property calculations. Denser k-meshes were 
used but found to yield similar results. 
 
Table S1. Observed and calculated powder X-ray diffraction reflections for cubic 
LiZnSb with a lattice parameter of a = 6.23 Å. 
Reflection 2θmeas Measured 
Relative Intensity 
(%) 
2θcalc Calculated Relative 
Intensity (%) 
(1 1 1) 24.66 100 24.73 100 
(0 2 2) 40.92 68.3 40.94 80.2 
(1 1 3) 48.46 40.1 48.42 47.7 
(0 0 4) 59.34 13.9 59.28 13.1 
(1 3 3) 65.34 13.1 65.22 19.0 
(2 2 4) 74.70 16.2 74.56 25.9 
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Figure S1. Band structure and density of states of cubic LiZnSb calculated using TB-mBJ with 
Zn (a) and Sb (b) filling the 4c site (see Figure 2). The site occupancy most notably changes 
the nature of the band gap from indirect to direct between Zn and Sb, respectively. The 
maximum valence band also becomes much broader with Zn occupancy. 
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Figure S2. Band structure and density of states of cubic LiZnSb calculated using PBE-GGA 
with Zn (a) and Sb (b) filling the 4c site. The change in the nature of band gap is the same as 
with TB-mBJ as is the nature of the maximum valence band. 
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Table S2. Coloring preference and calculated lattice constant for the cubic Nowotny-Juza phases using local 
density approximation (LDA). The bolded element in each phase corresponds to the lowest energy coloring 
pattern. The grey shaded phases (LiZnSb and LiZnBi) remain unreported in the cubic polytype. LDA 
underestimates the lattice constant by an average of 1.41%, but it accurately predicts the experimentally 
observed coloring pattern. 
Phase 4c site 
occupancy 
ΔE 
(meV/atom) 
aexp 
(Å) 
acalc 
(Å) 
Phase 4c site 
occupancy 
ΔE 
(meV/atom) 
aexp 
(Å) 
acalc 
(Å) 
LiZnN Li 
Zn 
N 
840.6 
531.4 
0 
4.88 4.79 
4.88 
4.80 
LiCdP Li 
Cd 
P 
326.8 
185.7 
0 
6.09 5.79 
5.99 
5.98 
LiZnP Li 
Zn 
P 
449.0 
10.9 
0 
5.78 5.50 
5.58 
5.61 
LiCdAs Li 
Cd 
As 
257.8 
136.9 
0 
6.26 5.95 
6.17 
6.17 
LiZnAs Li 
Zn 
As 
359.8 
6.6 
0 
5.94 5.67 
5.77 
5.81 
CuZnAs Cu 
Zn 
As 
0 
177.4 
77.7 
5.87 5.68 
5.73 
5.75 
LiMgN Li 
Mg 
N 
686.1 
707.6 
0 
4.97 4.75 
4.94 
4.89 
CuMgSb Cu 
Mg 
Sb 
0 
471.0 
227.2 
6.17 6.09 
6.27 
6.28 
LiMgP Li 
Mg 
P 
325.2 
340.4 
0 
6.02 5.66 
5.92 
5.90 
CuMgBi Cu 
Mg 
Bi 
0 
402.8 
257.4 
6.27 6.26 
6.41 
6.45 
LiMgAs Li 
Mg 
As 
287.3 
292.6 
0 
6.19 5.84 
6.08 
6.07 
AuCaBi Au 
Ca 
Bi 
0 
559.2 
282.9 
6.85 6.77 
6.88 
6.84 
LiMgBi Li 
Mg 
Bi 
146.5 
151.0 
0 
6.74 6.39 
6.67 
6.69 
AgZnAs Ag 
Zn 
As 
42.5 
6.7 
0 
5.91 6.02 
5.98 
6.04 
LiZnSb Li 
Zn 
Sb 
225.3 
0 
36.4 
6.23 6.02 
6.14 
6.23 
LiZnBi Li 
Zn 
Bi 
203.4 
0 
57.1 
 6.19 
6.34 
6.41 
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Table S3. Coloring preference and calculated lattice constant for 
hexagonal LiZnSb. In this instance, LDA underestimates the lattice 
constant by 2.03%. 
Phase 2a site 
occupancy 
ΔE 
(meV/atom) 
aexp 
(Å) 
acalc 
(Å) 
c/aexp 
(Å) 
c/acalc 
(Å) 
LiZnSb Li 
Zn 
Sb 
0 
213.5 
142.2 
4.43 4.34 
4.30 
4.39 
1.62 1.62 
1.90 
1.91 
 
 
 
Figure S3. Experimental vs. calculated lattice constant (a) for cubic Nowotny-Juza phases. 
Dashed black line corresponds to a perfect match between experiment and computation with 
the blue lines indicating an under/overestimation of 2%. Previously reported phases are 
indicated with black markers and cubic LiZnSb is shown in red. 
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Figure S4. Thermoelectric properties at 600K of cubic LiZnSb calculated using GGA-PBE 
with both Zn (black) and Sb (red) occupying the 4c site. Seebeck coefficient (a) and 
thermopower (b) versus Fermi level have the Fermi level placed directly in the middle of the 
band gap. Thermal conductivity (c) and zT (d) versus doping are given so that –ve and +ve 
doping levels correspond to n- and p-type, respectively. 
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Figure S5. Figure of merit vs. carrier concentration as a function of temperature for TB-mBJ 
(a) and PBE (b).  
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Abstract 
Soft chemistry methods offer the possibility of synthesizing metastable and kinetic 
products that are unobtainable through thermodynamically-controlled, high-temperature 
reactions. A recent solution-phase exploration of Li-Zn-Sb phase space revealed a previously 
unknown cubic half-Heusler MgAgAs-type LiZnSb. Interestingly, this new cubic phase was 
calculated to be the most thermodynamically stable, despite prior literature reporting only two 
other ternary phases (the hexagonal half-Heusler LiGaGe-type LiZnSb, and the full-Heusler 
Li2ZnSb). This surprising discovery, coupled with the intriguing optoelectronic and transport 
properties of many antimony containing Zintl phases, mandates a thorough exploration of 
synthetic parameters. Here, we systematically study the effects that different precursor 
concentrations, injection order, nucleation and growth temperatures, and reaction time have on 
the solution-phase synthesis of these materials. By doing so, we identify conditions that 
selectively yield six unique ternary (c-LiZnSb, h*-LiZnSb), binary (ZnSb, Zn8Sb7), and 
metallic (Zn, Sb) products. Further, we find one of the ternary phases adopts a variant of the 
previously observed hexagonal LiZnSb structure. Our results demonstrate the utility of low 
temperature solution phase—soft synthesis—methods in accessing and mining a rich phase 
space. We anticipate that this work will motivate further exploration of multinary I-II-V 
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compounds, as well as encourage other thorough investigations of related Zintl systems by 
solution phase methods. 
Introduction 
Classical Zintl phases are valence precise compounds comprised of electropositive and 
electronegative elements, where the former donate their electrons to the latter, and 
electronegative elements use these electrons to satisfy octet rule by forming covalent bonds 
and lone pairs of electrons.1-3 The electropositive element is either an alkali/alkali earth or rare-
earth metal, while the electronegative element is a non-metal, metalloid with the possible 
incorporation of transition metal.4 Zintl compounds typically display a covalent anionic 
sublattice that is permeated by electropositive cations, resulting in a complex crystal structure.5 
For instance, in the 8 electron half-Heusler LiZnSb, Li donates its valence electron to stabilize 
a covalent zinc-blende (ZnSb)- network (Figure 1).6,7 As would be expected due to the similar 
8 electron semiconductor network, the same stabilization occurs in a hexagonal LiGaGe-type 
structure, where Li+ charge balances the wurtzite (ZnSb)- sublattice.8 
Zintl compounds often exhibit complex crystal structures that enable the precise tuning 
of transport properties by manipulating stoichiometry.9 The strong correlation between 
structural and electronic properties have garnered substantial interest from the thermoelectric 
community.10-12 Of particular interest are Zintl phases containing Sb and Zn due to their 
structural diversity and stoichiometric tolerance. For instance, compounds belonging to the 
AZn2Sb2 (A = Ca, Sr, Ba, Eu, Yb) family are stable to both vacancies and substitutions on each 
crystallographic site.13,14 In addition to showing potential in thermoelectric applications, these 
materials often contain elements that are more biocompatible than other state-of-the-art 
materials that rely on the use of toxic and heavily regulated elements such as Pb as well as 
more abundant compared to thermoelectric tellurides.15 However, with many possible 
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compositions and structures, it becomes challenging to reliably synthesize a target compound 
in a phase pure manner. Solution phase methods offer increased synthetic control and an 
avenue to accessing metastable and kinetic products.11  
 
Figure 1. Unit cells and Zn polyhedra highlighting the tetrahedral coordination environments 
in cubic MgAgAs-type LiZnSb (zinc blende, a), hexagonal LiGaGe-type (wurtzite, b) 
CaZn2Sb2-type LiZnSb (extended hexagonal, c) and binary ZnSb (d). Sb is shown in grey, Zn 
in purple, and Li in red. 
A majority of newly discovered crystalline phases are synthesized under 
thermodynamic control through the use of high-temperature solid-state reactions. However, a 
vast phase space exists of metastable compounds that are accessible through soft chemistry 
techniques.16-19 In particular, low-temperature solution-phase reactions under kinetic control 
can be tuned to form new phases that are difficult or impossible to target utilizing traditional 
solid-state chemistry. In this way, metastable polytypes of crystal structures have been 
successfully synthesized.20 Until recently, these efforts have been focused primarily on the 
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control of zinc-blende/wurtzite polytypism within the II-VI and III-V binary 
semiconductors.21-26 However, our group successfully expanded this approach to I-II-V ternary 
semiconductors, where a new cubic half-Heusler structure of LiZnSb was synthesized instead 
of the previously observed hexagonal structure.6 As such, the binary and more complex ternary 
Zintl phases formed from Li, Zn, and Sb are a particularly interesting family of compounds to 
explore utilizing kinetic control due to their tendency to form complex crystal structures and 
their large number of potential crystalline products. 
Apart from their intriguing structural chemistry, interest in Zn-Sb phases has resurged 
by the successful synthesis and promising thermoelectric characterization of numerous binaries 
including Zn4Sb3, ZnSb, and Zn8Sb7.
27-33 A computationally derived convex hull of formation 
enthalpies for various binary zinc antimonides predicts ZnSb to have the most negative 
formation enthalpy.34 Low-temperature, soft chemistry techniques may provide a reproducible 
means to observe and isolate many of these phases. Additionally, computational surveys of 
antimony-based Zintl phases have revealed intriguing ternary compositions such as LiZnSb, 
KAlSb4, and KSnSb.
35-37 While this class of compounds has already demonstrated incredible 
structural diversity, very few solution phase syntheses have been reported to date for the binary 
zinc antimonides.38-41 Furthermore, there is only one report of a ternary LiZnSb phase prepared 
from solution.6 As such, the synthesis of kinetically mediated products is an exciting frontier 
that remains underexplored. Here, we demonstrate the exploration of this phase space and 
recognize critical reaction parameters for the control of phase dimensionality. These efforts 
allow us to identify a previously unreported variant of the ternary LiZnSb structure. 
Results and Discussion 
Recent exploration of the solution phase synthesis of Zintl zinc antimonides enabled 
the surprising discovery of cubic LiZnSb (c-LiZnSb). This previously unreported phase is the 
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first documented example of polytypism in the family of I-II-V half Heusler compounds 
commonly referred to as Nowotny-Juza phases.Error! Bookmark not defined. The synthesis utilized 
two subsequent hot injections of n-butyllithium and diethylzinc into a 1-octadecene solution 
containing triphenylstibine (Scheme 1). Interestingly, despite prior literature reports of LiZnSb 
crystallizing in the hexagonal LiGaGe-type (wurtzite) structure (h-LiZnSb), LiZnSb prepared 
in this manner adopts a cubic, MgAgAs-type (zinc blende) structure (Figure 1). Unfortunately, 
the first samples prepared by this method contained a significant amount of antimony by-
product (Figure 2).6 To be able to isolate and study the new cubic LiZnSb, and to facilitate its 
comparison to the better known hexagonal polytype, a more thorough study of the Li-Zn-Sb 
phase space was warranted. Critically, the large number of possible synthetic parameters—
individual precursor concentrations, nucleation (injection) temperature (Tinj), growth 
temperature (Tgrow), and reaction time (t)—made a traditional ‘one-reaction-at-a-time’ 
approach to conditions optimization prohibitively time consuming. 
 
Scheme 1. Soft chemistry exploration of Li-Zn-Sb phase space. 
 
 
Parallel screening: Optimizing multivariate parameter space.  To overcome the task of 
meticulously exploring a vast number of possible experimental conditions, and to expedite the 
screening of Li-Zn-Sb phase space, we leveraged the high throughput facilities available in the 
Molecular Foundry at Lawrence-Berkeley National Laboratory.42-44 We specifically used the 
Workstation for Automated Nanomaterials Discovery and Analysis (WANDA), a robot 
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capable of heating 8 reactors from 30 to 325 °C while providing consistent magnetic stirring. 
WANDA features two liquid handling robotic arms, which are capable of doing injections as 
well as withdrawing aliquots during a synthetic operation. Samples prepared using WANDA 
can then be analyzed by powder X-ray diffraction. In this manner, WANDA offers the 
combined benefits of greatly accelerated reaction condition screening and an extremely high 
level of synthetic reproducibility that far exceeds traditional Schlenk techniques. 
Selected results from this screening are summarized in Table 1 and Figure 2. The 
general reaction in Scheme 1 fails to generate any solid products when performed at growth 
temperatures of 200 °C or lower. Only amorphous solids are isolated after for 4 h at 200 °C, 
as evidenced by the lack of any clear reflections observable by powder X-ray diffraction. At 
temperatures above 230 °C, an extended hexagonal CaZn2Sb2-type LiZnSb (h*-LiZnSb) 
ternary phase (see discussion below) is observed, which then decomposes into binary ZnSb 
upon continued heating for longer reaction times (> 2 h). Heating at or above 300 °C quickly 
results in the formation of metallic antimony, and continued heating for longer reaction times 
fails to produce additional crystalline products (Table 1). 
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Figure 2. Li-Zn-Sb phase space diagram using the generalized synthesis presented in Scheme 
2 with Tinj = 150 °C, [Li] = [Zn] = 40 mM, and [Sb] = 160 mM. 
Table 1. Selected results from parallel synthetic screening. 
[Li] 
(mM) 
[Zn] 
(mM) 
[Sb] 
(mM) 
TGrow 
(°C) 
TInj 
(°C) 
t        
(h) 
Product(s)a 
40 40 320 260 150 0.5 No rxn. 
40 40 320 260 150 1.0 h*-LiZnSb 
40 40 320 260 150 4.0 h*-LiZnSb, 
c-LiZnSb, 
and ZnSb 
40 40 40 260 200 4.0 h*-LiZnSb 
and Sb 
40 40 80 240 200 2.0 h*-LiZnSb 
40 40 320 300 200 4.0 Sb 
80 40 320 260 150 1.0 Sb 
40 80 320 260 150 1.0 h*-LiZnSb 
40 80 320 260 150 2.0 h*-LiZnSb 
and ZnSb 
40 40 400 300 250 4.0 c-LiZnSb 
and Sb 
aDetermined by powder XRD. 
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We next examined what effects the concentrations of Li, Zn, and Sb precursors would 
have in dictating the rate as well as the final synthetic outcome of the reaction. Interestingly, 
varying the Sb precursor concentration appears to be the most useful strategy for determining 
phase selectivity. At a fixed growth temperature of 260 °C, the use of identical precursor 
concentrations of [Li] = [Zn] = [Sb] = 40 mM results in no reaction prior to 2h, where the 
primary product is amorphous antimony. Further heating at 260 °C results in a mixture of 
elemental Sb and h*-LiZnSb (Table 1). However, increasing the Sb concentration to [Sb] = 80 
mM, while keeping other conditions constant results in the formation of the h*-LiZnSb after 2 
h followed by the decomposition into ZnSb after 4 h. Further increasing the Sb precursor 
concentration to either [Sb] = 160 mM or 360 mM causes more rapid formation of h*-LiZnSb, 
but also eventual decomposition into binary ZnSb. Using [Zn] = 80 mM, [Sb] = 320 mM, and 
[Li] = 40 mM at 260 °C results in h*-LiZnSb formation after 1 h, and a majority ZnSb phase 
after 2 h. Increasing the concentration of Li to [Li] = 80 mM causes rapid reduction of 
triphenylstibine and yields exclusively metallic antimony (Table 1). 
Along with growth temperature, reaction time, and precursor concentrations, injection 
parameters can have a profound effect on resultant products. We find that the order of injection 
(addition) of precursors does not have any noticeable impact on the reaction. Additionally, the 
time delay between the injections of n-butyllithium and diethylzinc does not change the 
identity or relative yield of products when a concentration of [Sb] = 80 mM. However, with a 
higher concentration of [Sb] = 320 mM, a longer delay causes the formation of Sb metal, which 
is otherwise only observed at higher reaction growth temperatures or higher concentrations of 
Li. Interestingly, even in this situation, metallic Sb only becomes observable after 4 h reaction. 
Finally, we also studied the effect of injection temperature. For both Tinj = 150 °C and 200 °C, 
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the same products and relative compositions were observed. Using [Li] = [Zn] = 40 mM, [Sb] 
= 160 mM, and Tinj = 150 °C, a phase space diagram can be constructed (Figure 2). 
Selectivity for cubic- vs. hexagonal-LiZnSb. Armed with this information, we successfully 
prepared h*-LiZnSb (see description below and Figure 3). Using [Li], [Zn], and [Sb] 
concentrations of 40 mM, 40 mM, and 80 mM, respectively, h*-LiZnSb is generated at growth 
temperatures in the range of 220–310 °C. At low growth temperatures (220 °C), phase pure 
h*-LiZnSb requires reaction times in excess of 2 h. However, higher growth temperatures (310 
°C) result in the formation of this phase in under 10 min. 
Through increasing the concentration of Sb above 300 mM, we successfully 
synthesized c-LiZnSb as well. This phase is always found to form in the presence of an 
elemental Sb impurity, which is likely caused by the reduction of the unreacted Sb precursor. 
Phase evolution studies followed by powder XRD show decomposition of h*-LiZnSb into c-
LiZnSb (see SI). Interestingly, although c-LiZnSb was not observed when using an injection 
temperature of 150 °C, the same conditions with an injection temperature of 200 °C caused 
cubic LiZnSb to form at reaction times longer than 2 h. Therefore, despite a lack of evidence 
of the cubic phase at early reaction times, the injection temperature still plays a critical role in 
this reaction at longer reaction times. This result indicates the importance of nucleation kinetics 
in the Li-Zn-Sb phase space.  
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Figure 3. Powder X-ray diffraction patterns of h*-LiZnSb, c-LiZnSb (* = Sb metal impurity), 
and binary ZnSb. Also shown are the calculated (h*-LiZnSb and c-LiZnSb) and reported (h-
LiZnSb and ZnSb) standard patterns (ICSD collection codes 42064 and 43653). 
 
Extended hexagonal LiZnSb. Despite the powder X-ray diffraction pattern of h*-LiZnSb 
closely resembling the known LiGaGe-type h-LiZnSb, there are some inconsistencies that 
indicate a deviation from this structure type (Figure 3). Notably, the reflections corresponding 
to the 002 and 012 planes are substantially suppressed. Additionally, the peak position of the -
120 and 013 planes have poor agreement with the experimental pattern and are shifted in 
opposite directions (-120 is shifted to higher 2θ while 013 is shifted to lower 2θ). These 
differences can be accounted for by slight changes in lattice parameters; specifically, a 1.4% 
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suppression in a and b along with a 3.4% expansion along c. A literature survey of compounds 
that possess a similar a/c ratio reveals a large class of ternary zinc antimonides that crystallize 
in the CaZn2Sb2-type structure (Figure 4). 
The CaZn2Sb2 structure is a layered variant of the LiGaGe structure type where slabs 
of tetrahedrally coordinated [Zn2Sb2]
2- are separated by layers of Ca2+. The structure of this 
Zintl phase has been thoroughly investigated as a promising thermoelectric material.45,46 
Further, there is ample precedent for all of the crystallographic positions having substantial 
mixing and disorder. In the case of a ternary phase forming from Li, Zn, and Sb, the most likely 
site preferences would be Li+ replacing Ca2+ to form the cationic layer while Zn and Sb 
continue to form the tetrahedral anionic slab. 
 
Figure 4. Unit cell and local environments for (a) previously reported h-LiZnSb and (b) h*-
LiZnSb. Extended supercell of the two ternary hexagonal structures highlighting the 3D (c) 
and 2D (d) nature of the tetrahedral [ZnSb] anionic layer. 
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The CaZn2Sb2-type has three unique crystallographic sites, one for each element 
(Figure 4). To properly charge balance, the anionic slab needs to have an overall charge of -1 
per unit cell to be compensated by the one Li+ per unit cell. This can either be achieved through 
a slightly zinc rich tetrahedral layer of [Zn2.2Sb1.8]
-, or through vacancies in the Sb position to 
give a composition of [Zn2Sb1.66]
-. Additionally, the cationic layer could dope Zn2+ into Li+ 
sites due to their nearly identical ionic radii (76 pm and 74 pm effective ionic radii for Li+ and 
Zn2+, respectively), as in the case of Li2ZnSb.
47 Likely, these three possibilities could occur in 
tandem to create a relatively disordered structure. 
To probe possible structure, the Vienna Ab Initio Simulation Package (VASP) was 
used.48,49 A conjugated algorithm was applied to the structural optimization with an 111111 
Monkhorst-Pack k-point grid.50 The theoretical lattice parameters of LiZn2Sb2, calculated 
using the LDA, are a = 4.11 Å and c = 7.20. This is slightly smaller (by only 3.0 %) than the 
experimentally observed lattice constants of a = 4.43 Å and c = 7.40 Å, which agrees well with 
the typical level of underestimation obtained with LDA for similar systems.51 Aside from the 
changes in lattice parameters, no further changes occurred in the local site environments or 
structure. 
Phase evolution: From Zn unary seeds to LiZnSb ternary. To further probe the ternary 
formation mechanism at a microscopic level, we followed the phase evolution of h*-LiZnSb 
over time. More specifically, we injected triphenylstibine to a solution of 40 mM Li and 40 
mM Zn in ODE/TOP at 240 °C, took small aliquots out of the reaction at different times, and 
isolated and analyzed the solids produced by XRD, X-ray photoelectron spectroscopy (XPS), 
and TEM. It is worth noting that this injection of triphenylstibine into a solution of n-
butyllithium and diethylzinc is opposite what was utilized in the prior synthesis of cubic 
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MgAgAs-type LiZnSb. We made this modification to increase the reproducibility of the 
formation of h*-LiZnSb. This is due to the importance of Zn metal as an intermediate in the 
formation of this phase (see below). 
 
Figure 5. Powder X-ray diffraction of solids isolated after reacting n-butyllithium, diethylzinc, 
and triphenylstibine for different times at 280 °C. 
Immediately upon injection, the only crystalline phase present is Zn metal formed from 
the reduction of diethylzinc by n-butyllithium (Figure 5). Over the 15 min after injection, the 
relative intensity of the reflections corresponding to Zn are reduced until the peaks are no 
longer visible by 30 min. A large amorphous peak evolves in the first 15 min of the reaction 
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but is absent at longer time steps. This amorphous phase has a maximum intensity 
corresponding to the most intense reflection of elemental Sb (2 = 28.48 degrees). After 12 
min reaction, XPS shows the coexistence of three peaks in the Sb 3d5/2 and 3d3/2 regions (Figure 
6). The most intense peak is located at 528.3 eV and 537.8 eV for 3d5/2 and 3d3/2, respectively. 
This is in good agreement with literature reports of zerovalent Sb and reinforces the assignment 
of Sb metal as the amorphous product.52 The additional XPS peaks at higher binding energies 
correspond to higher oxidation states of +3 and +5. These oxidized phases are likely to be free 
(unreacted) or surface-bound triphenylstibine (Scheme 3). 
While powder XRD and XPS show the presence of amorphous antimony metal, these 
techniques do not provide information about its spatial proximity or relationship to the initially 
formed Zn seeds. To investigate this further, we used transmission electron microscopy (TEM) 
with elemental dispersive X-ray spectroscopy (EDX) (Figure 7). Interestingly, the Zn and Sb 
are colocalized across particles produced after 12 min instead of phase segregated. The average 
elemental composition of these particles is 48.4% and 51.6% for Zn and Sb, respectively, 
which closely matches the anticipated composition of 1:1. Observed lattice fringes correspond 
to the most intense reflection (011) of Zn (see SI). Further, the rings in the selected area 
electron diffraction (SAED) of these particles show sharp crystalline peaks that agree with Zn 
and much more diffuse rings that have a maximum intensity in agreement with the most intense 
reflection (012) of Sb (see SI). 
67 
 
Figure 6. X-ray photoemission spectroscopy at early reaction times (12 min) during the 
synthesis of h*-LiZnSb at 280 °C. Typical peak positions of Sb5+, Sb3+, and Sb0 are given by 
the dashed blue, green, and red curves, respectively. 
 
Figure 7. Representative EDX elemental mapping of h*-LiZnSb after 12 min at 280 °C. 
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These data, coupled with the XRD and XPS above, supports a mechanism that 
progresses in three steps (Scheme 3). First, Zn seeds are formed by the rapid reduction of 
diethylzinc from n-butyllithium. Second, amorphous Sb surrounds the Zn seeds and, finally, 
interfacial solid-state diffusion occurs between these domains and results in crystalline h*-
LiZnSb. Unfortunately, due to the atomic number threshold of EDX, it is not possible to track 
the position of the light Li throughout the reaction using this technique. Li is likely either 
intercalated into the Zn seeds or amorphous Sb. Powder XRD data of the ‘0 min’ sample 
(removed and isolated immediately upon injection) doesn’t show any evidence of a change in 
lattice constant and the peaks are not substantially broadened, which makes the intercalation 
of Li into the Zn seeds unlikely. This mechanism is extremely similar to what was observed 
previously for LiZnP, as well as binary phosphides.53-60 
 
Scheme 3. Mechanism of formation h*-LiZnSb. 
 
 
Probing hexagonal- vs. cubic-LiZnSb stability. Previous calculations indicated that c-
LiZnSb is more thermodynamically stable than its better known hexagonal polytype.6 Given 
that solution phase synthesis allowed us to isolate an extended hexagonal (h*-LiZnSb) version 
of LiZnSb, we sought to determine whether h*-LiZnSb could transform into c-LiZnSb through 
thermal annealing. 
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In situ XRD experiments performed on the 17-BM beamline at Argonne National 
Laboratory's Advanced Photon Source (APS) show similar decomposition pathways for h*-
LiZnSb and c-LiZnSb. As expected from the strong 3D covalent (ZnSb)- zinc-blende sublattice 
within c-LiZnSb, the thermal stability of this phase is higher than that of the 2D h*-LiZnSb. 
We observe decomposition of c-LiZnSb at 360 °C vs. 240 °C for h*-LiZnSb. Interestingly, a 
high thermoelectric figure of merit calculated for c-LiZnSb assumed a hot-side temperature in 
the range of 230-330 °C.6 Our results indicate that this phase should be stable in this 
temperature range. Following ternary decomposition, metallic antimony is observed with a 
minority phase ZnO. Upon reaching 632 °C, Sb melts and ZnO is the only crystalline phase 
observed. While the major decomposition products of h*-LiZnSb were also Sb and ZnO, a 
small peak that corresponds to the most intense (111) reflection of c-LiZnSb begins to evolve 
at 335 °C. This peak becomes more intense with further heating to 632 °C but remains the 
minority phase with Sb metal being the majority. 
In agreement with the beamline study, variable temperature or ‘hot-stage’ XRD and 
thermogravimetric analysis (TGA) / differential thermal analysis (DTA) show that heating h*-
LiZnSb from room temperature up to 150 °C results in no significant changes (see SI). 
However, upon reaching 200 °C, amorphous Sb begins to crystallize. This corresponds well to 
an exothermic transition observed by DTA at 204 °C. Additionally, h*-LiZnSb decomposes 
by 250 °C. Further heating does not evolve any more phases. Elemental antimony is observed 
until its melting point, which coincides with a large endothermic transition in the DTA at 633 
°C. 
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Figure 8. Variable temperature powder X-ray diffraction of h*-LiZnSb collected with a 
heating rate of 15 °C/min on 17-BM at APS from room temperature up to 717 °C.  Only h*-
LiZnSb (peak positions is labeled with black *) is observed until 145 °C, where Sb begins to 
crystallize. h*-LiZnSb (black *) has completely decomposed by 240 °C where Sb and ZnO are 
the primary crystalline components. After the melting of Sb at 632 °C, only ZnO is observed. 
The single peak attributed to c-LiZnSb is denoted a s green *. 
Synthetic control of phase dimensionality: Ternary vs. binary (Li)-Zn-Sb. Upon exploring 
longer reaction times and higher antimony concentrations, we have successfully synthesized 
ZnSb from solution (Figure 3). The evolution of ZnSb appears at times greater than 2 hours 
for samples of h*-LiZnSb. This result is consistent with the observation of low thermal stability 
(see above) of h*-LiZnSb. While ZnSb begins to be seen as a decomposition product when 
[Sb] = 80 mM and [Zn] = [Li] = 40 mM, when [Sb] > 160 mM, it becomes the majority 
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crystalline phase. Furthermore, extending reaction times beyond four hours results in phase 
pure ZnSb.  
While ZnSb is commonly observed as the decomposition product, the concentration of 
Zn and Li dictates whether ZnSb or cubic LiZnSb forms. When [Zn] = [Li] = 40 mM, cubic 
LiZnSb begins to be visible by PXRD after 4 hours at 260 °C. While for [Zn] = 80 mM and 
[Li] = 40 mM, no cubic LiZnSb is observed at any time step and instead the majority phase 
present is ZnSb. This observation provides additional evidence for the existence of h*-LiZnSb 
which possesses layered tetrahedral slabs.  
ZnSb adopts an orthorhombic crystal structure with one unique crystallographic 
position for both Zn and Sb (Figure 1). The coordination around Zn is a distorted tetrahedron 
of Sb, whereas, the Sb local environment is a square pyramid comprised of four Zn and one 
Sb. These local environments and composition mimic the 2D tetrahedral layers contained 
within h*-LiZnSb that we observe. As such, it appears that longer reaction times lead to 
leaching of the cationic Li layers which results in the formation of ZnSb. This leaching can be 
inhibited through the presence of excess lithium in solution which is consistent with the 
observation that the decomposition product at higher Li concentrations is c-LiZnSb. 
All the binary zinc antimonides show high thermoelectric figure of merit; however, the 
thermoelectric performance of ZnSb is limited by its high thermal conductivity which is 
consistent with its relatively simple crystal structure.61,62 This low temperature facile synthesis 
of ZnSb is useful as a means of reducing the thermal conductivity. By utilizing solution phase 
methods there is a high propensity for a reduction in grain size or nanostructuring to occur, 
which has been shown to effectively reduce thermal conductivity.63-65 Furthermore, for large 
scale applications, a fast and facile synthesis using non-toxic elements is required.66 
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When lower reaction times are utilized (215 °C), an unidentified crystalline product 
forms (see SI). The most intense reflections correspond to β-Zn8Sb7. However, relative 
intensities of the reflections are not in good agreement with the standard pattern. This could be 
due to anisotropic growth, varying composition, or a crystallographic difference. Further 
exploration will be necessary to characterize this compound. 
Characterization of LiZnSb using solid state NMR. MAS 1H spin echo NMR spectra show 
distinct peaks which could be assigned to triphenylstibine (Ph3Sb) and 1-octadecene (ODE) 
(see SI). This result is further confirmed by 1H-13C cross polarization (CP) spectra, which show 
the presence of two carbonaceous species: Ph3Sb and ODE (see SI). In order to get a better 
understanding of the relative spatial proximity of Ph3Sb and ODE, we acquired 
1H double 
quantum – single quantum (DQ-SQ) 2D spectra (Figure 9 and Figure S18). The presence of a 
peak in the DQ-SQ spectrum indicates that two 1H nuclei are in close spatial proximity. The 
chemical shift in the indirect DQ dimension (δDQ) is determined by the sum of the two SQ 
chemical shifts (δSQ) that generate the DQ coherence. Therefore, the signals along the diagonal 
are due to aggregation of similar species, while off-diagonal intensities indicate that some 
Ph3Sb and ODE are in close spatial proximity. For example, the 1-octadecene peak at ca. δSQ 
= 0.9 ppm and the Ph3Sb peak at ca. δSQ = 7.3 ppm show a cross-peak at ca. δDQ = 8.2 ppm 
(highlighted by the horizontal red line in Figure 9), indicating the close spatial proximity of 
some of these species on the surface. 
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Figure 9. 2D dipolar double quantum–single quantum (DQ-SQ) correlation spectrum of h*-
LiZnSb obtained using BABA dipolar recoupling. 
Proton detected dipolar – refocused insensitive nuclei enhanced by polarization transfer 
(D-RINEPT) solid-state NMR experiments can selectively observe half-integer quadrupolar 
nuclei that are in close spatial proximity (dipolar coupled) to protons. For h*-LiZnSb, there are 
unlikely to be protons in the bulk of the material Therefore, the 2D 7Li→1H D-RINEPT spectra 
are surface-selective and show spatially proximate surface 7Li sites and 1H of both Ph3Sb and 
ODE(Figure 10). A comparison between the positive projections of the 2D D-RINEPT 
HETCOR spectra along the 7Li dimension and 7Li spin echo spectra show identical line shapes 
and linewidths for both spectra. However, surface 7Li nuclei show longer longitudinal 
relaxation times compared to bulk 7Li (Figure 11). This may be attributed to the presence of a 
highly passivated surface with perfectly coordinated ligands, while the inside of the particles 
may contain defects, leading to slightly shorter T1 (see below). 
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Figure 10. Surface-selective 1H detected 2D 7Li→1H D-RINEPT of h*-LiZnSb. The 
appearance of through space cross-correlation peaks between Li and H indicates the surface 
environment of LiZnSb. 
 
 
Figure 11. Comparison of the 7Li spin echo spectra and positive projections of the 7Li 
dimension from the 2D 7Li→1H D-RINEPT spectra for cubic MgAgAs-type LiZnSb (a, b) and 
h*-LiZnSb (c, d). 7Li spin echo spectra show all Li chemical environments. 7Li-1H D-RINEPT 
involve magnetization transfer between 7Li and 1H, which only involves surface lithium sites. 
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Finally, we sought to use ssNMR to probe the local coordination environment around 
Sb. Antimony has two NMR active isotopes: 121Sb and 123Sb. Based on its higher natural 
abundance (57.2%) and smaller nuclear quadrupole moment (-54.3±1.1 fm2), the former is 
more amenable to ssNMR. For example, the 121Sb ssNMR spectrum of KSb(OH)6 at 21.14 T 
using the WURST-QCPMG and quadrupolar echo pulse sequences was reported, with an 
overall central transition linewidth of ca. 450 kHz.2 However, even compounds with high, 
near-tetrahedral or octahedral symmetry can show broad 121Sb ssNMR spectra. In fact, electric 
field gradient (EFG) parameters of various antimony-based compounds calculated using 
CASTEP67 predict very large 121Sb quadrupole coupling constants (CQ). A large CQ results in 
very broad 121Sb ssNMR spectra, and often hampers both acquisition and interpretation. The 
calculated CQ of cubic LiZnSb is zero, as expected for a perfect, spherically symmetric charge 
distribution in a cubic space group. However, the static 121Sb ssNMR spectrum of cubic 
LiZnSb at 9.4 T shows a single site with an unexpectedly large CQ of 74 MHz. The substantial 
difference between the calculated and experimental CQ values implies that there must be 
homogenously distributed impurities or defects, likely arising from multiple coloring patterns 
or superstructures, that must be present and result in a sizable electric field gradient and CQ for 
121Sb.6,68  
Conclusion 
In summary, we have explored the diverse phase space generated from the solution-
phase reaction between triphenylstibine, n-butyllithium, and diethylzinc. Depending on 
reaction time and temperature, we are able to selectively synthesize six different crystalline 
phases: Zn, Sb, ZnSb, Zn8Sb7, extended h-LiZnSb, and c-LiZnSb. A previously unreported 
CaZn2Sb2-type ternary, extended hexagonal LiZnSb is a layered variant of the hexagonal 
LiGaGe-type LiZnSb seen from high temperature reactions. Antimony concentration and 
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temperature are the main factors affecting the selectivity between hexagonal CaZn2Sb2-type 
and cubic MgAgAs-type LiZnSb (the latter is formed at higher Sb concentrations and higher 
growth temperatures). Using a combination of powder XRD, XPS, and EDX, we studied the 
phase evolution of CaZn2Sb2-type LiZnSb, and identified a mechanism for its formation. Using 
high temperature diffraction experiments, we find that cubic MgAgAs-type LiZnSb is more 
thermodynamically stable than CaZn2Sb2-type LiZnSb. Further, the latter appears to transition 
to MgAgAs-type c-LiZnSb upon heating. 
A staple of crystalline semiconductors prepared by low-temperature solution-phase or 
soft chemistry methods is the presence of surface passivating ligands. Using solid state (ss) 
NMR, we have identified the presence of ODE and Ph3Sb on the surface of both cubic 
MgAgAs-type and CaZn2Sb2-type LiZnSb particles. Additionally, ssNMR confirms the 
presence of Li within these crystals. Finally, ssNMR supports multiple coloring patterns or 
superstructures are present in the cubic MgAgAs-type structure. In conclusion, the Li-Zn-Sb 
phase space appears to be extremely rich with many promising thermoelectric materials 
already revealed. We hope that this report sparks additional investigation into the solution 
phase synthesis and optimization of binary and ternary zinc antimonides. 
Experimental 
Materials. 1-octadecene (ODE, technical grade, 90%), diethylzinc (Et2Zn, 56 wt. % Zn), and 
n-butyllithium (n-BuLi, 1.6 M in hexane) were purchased from Sigma; triphenylstibine (Ph3Sb, 
97%) and tri-n-octylphosphine (TOP, 97%) were purchased from Strem. All chemicals were 
used as received. Stock solutions were made with ODE as the solvent with concentrations of 
0.8 M, 0.4 M, and 0.4 M for Ph3Sb, n-BuLi, and Et2Zn, respectively.  
Synthesis. In a general synthesis, x mL 0.4 M n-BuLi in ODE (x = 0.5–2) and y mL 0.4 M 
Et2Zn in ODE (y = 0.5 -2) were added to a three-neck flask containing (7 – x – y – z) mL ODE 
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and 3 mL tri-n-octylphosphine (TOP, 97% Strem) at 120 °C which had been degassed for 30 
min. The flask was then heated to 240 °C and held for 15 min to crystallize zinc seeds. Next, 
z mL 0.8 M Ph3Sb in ODE (z = 0.5 – 4) was injected and the reaction mixture was heated to 
the reaction temperature and held for the reaction time. The crude product was washed twice 
with toluene (3-10 mL) and ethanol (5 mL) followed by centrifugation at 5000 rpm for 10 min. 
Synthesis of h*-LiZnSb ternary. 3 mL TOP and 4 mL ODE were heated to 120 °C under Ar 
followed by injection of a mixture of 1 mL 0.4 M n-BuLi and 1 mL 0.4 M Et2Zn in ODE. The 
reaction was then heated and held at 240 °C for 15 min. Next, 1 mL 0.8 M was injected and 
the reaction mixture was heated to 280 °C and held for 30 min. Synthesis of c-LiZnSb ternary. 
A mixture of 1 mL 0.4 M n-BuLi and 1 mL 0.4 M Et2Zn in ODE was injected into a three-
neck flash containing 3 mL TOP and 4 mL ODE at 120 °C. The reaction was heated to 240 °C 
and held for 15 min followed by heating to 310 °C. 0.5 mL 0.8 M Ph3Sb in ODE was injected 
into the flask and the reaction was held at 310 °C for 2 h. Synthesis of ZnSb binary. 5 mL 0.8 
M Ph3Sb in ODE and 3 mL TOP were heated to 185 °C followed by the injection of a mixture 
of 1 mL 0.4 M Et2Zn and 1 mL 0.4 M n-BuLi in ODE. This reaction mixture was then heated 
to 220 °C and held for 4 h. 
Characterization. Powder X-ray diffraction (PXRD) data were measured using Cu Kα 
radiation on a Rigaku Ultima IV diffractometer. Transmission electron microscopy (TEM) and 
energy dispersive spectroscopy (EDX) were conducted on carbon-coated copper grids using a 
FEI Titan Themis Cubed Aberration Corrected Scanning Transmission Electron Microscope.  
XPS. The X-ray photoemission spectroscopy (XPS) measurements were performed 
using a Kratos Amicus/ESCA 3400 instrument. The sample was irradiated with 240 W non-
monochromated Mg Kα x-rays, and photoelectrons emitted at 0° from the surface normal were 
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energy analyzed using a DuPont type analyzer. The pass energy was set at 75 eV. CasaXPS 
was used to process raw data files.  
Hot-Stage XRD. Variable temperature PXRD was conducted using a Panalytical X'Pert 
Pro MPD system fitted with an Anton Paar HTK1200N furnace and an X'Celerator detector. 
Diffraction measurements with Cu-Kα radiation were taken at temperature steps from 25°C to 
550 °C. The sample was heated to the specified temperature and held during the measurement 
under flowing helium.  
Variable temperature synchrotron powder XRD data were collected at the synchrotron 
beamline: 17-BM at the Advanced Photon Source (APS) at Argonne National Lab (ANL). The 
samples of LiZnSb were loaded into silica capillaries (0.5 mm inner diameter; 0.7 mm outer 
diameter) and sealed under vacuum. The sealed silica capillaries were placed inside a 
secondary shield capillary in the flow furnace, with a thermocouple set as close as possible to 
the end of the inner silica capillary.69 The data were collected with λ = 0.24128 Å on heating 
from room temperature to ~700C and on cooling; with the heating rate of 10-15 deg. C/min, 
and 20 deg .C /min for cooling. Diffraction data were collected continuously with 1-min 
collection times. The temperature calibration was applied by comparing the tabulated melting 
points of the elemental Sn, Sb, Ge with the temperatures, when the diffraction peaks of 
elemental Sn, Sb, Ge disappear (e.g. melting). 
TGA-DTA. Thermal analysis was conducted using a TA Instruments SDT 2960 
(simultaneous DTA-TGA).  The apparatus has a micro-balance sensitivity of 0.1 micro-grams 
and temperature sensitivity (for DTA) of 0.001⁰C.  The apparatus can be used to study material 
transformations over a temperature range from ambient to 1500⁰C. The experiments were 
conducted in a nitrogen atmosphere (dynamic, flow rate = 100ml/min), from ambient to 690⁰C 
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at a scanning rate of 5⁰C/minute.  The experiments were conducted with alumina sample pans 
(size = 90 micro-liter). Calcined alumina was used in the reference pan.  A nominal sample 
size of 20 mg was used for this study. 
Solid-state NMR. All moderate-field [B0 = 9.4 T, 0(1H) = 400.5 MHz, 0(7Li) = 155.6 
MHz, 0(13C) = 100.7 MHz, 0(121Sb) = 95.8 MHz] solid-state (ss) NMR experiments were 
performed on a Bruker Avance III HD spectrometer with a wide-bore magnet. A Bruker 1.3 
mm HX double resonance MAS probe was used to perform all fast-MAS experiments at a 
spinning rate (rot) of 45 kHz. 1H NMR shifts were referenced to neat Tetramethylsilane using 
adamantane (iso(1H) = 1.82 ppm) as a secondary chemical shift standard. Previously published 
relative NMR frequencies70 were used to indirectly reference 7Li, 13C and 121Sb chemical shifts. 
All experiments were performed using optimum recycle delays of 1.3 × T1; the recycle delays 
and number of scans of all experiments are listed in the SI. All the NMR spectra were processed 
in Topspin 4.0. 
1H ssNMR. 1H MAS NMR spectra were acquired using a Hahn echo sequence; all NMR 
experiments were performed with 2.5 s and 5 s /2 and  pulses respectively on the 1H 
channel. 1H radiofrequency (RF) fields were calibrated directly on each sample using a /2-
spin-lock pulse sequence to find the 2nd order rotary resonance recoupling (R3) conditions (2 × 
rot).71  1H DQ-SQ 2D spectra were acquired using the BABA recoupling method72 with a one 
rotor cycle duration each for DQ excitation and reconversion, and /2 pulse lengths of 2.5 s.  
7Li ssNMR. 7Li MAS NMR spectra were acquired using a Hahn-echo sequence with 
central transition (CT) selective /2 and  pulses lengths of 1.5 s and 3 s respectively. 1H 
detected 7Li→1H D-RINEPT spectra were obtained with a short recoupling time of 6 rotor 
cycles per recoupling block for near-surface characterization. The T1 of the surface 
7Li sites 
80 
were obtained using the 1H detected 7Li→1H D-RINEPT pulse sequence with an additional 
saturation recovery block before the D-RINEPT transfer block.73 
13C ssNMR. 1H detected 1H{13C} CP-HETCOR and direct detected 1H→13C CP spectra 
were acquired using spin-lock RF fields of ca. 125 kHz and 80 kHz on the 1H and 13C channels 
respectively, and a 13C /2 pulse length of 2.5 s. The 1H spin-lock RF fields were optimized 
directly on the samples with a fixed 13C spin-lock RF field to meet the Hartmann-Hahn CP 
match conditions. 80%-100% amplitude ramped spin-lock pulses were employed for the 1H 
spin-lock during all CP experiments. Heteronuclear 1H decoupling was applied at a RF field 
of 22.5 kHz (0.5 × rot) for the 7Li and 13C experiments. 
121Sb ssNMR. The 121Sb static NMR spectrum was acquired using the QCPMG pulse 
sequence by the piece-wise frequency-stepped acquisition technique with a step-size of 250 
kHz, spanning a total spectral width of ca. 14 MHz.74 Each QCPMG spectrum was acquired 
with a spectral window of 2 MHz and an echo train comprising of 20 echoes of 20 s duration 
each. The simulated 121Sb spectrum was generated using QUEST75 with the EFG parameters 
showed in the SI. The CASTEP76 program was used to calculate 121Sb electric field gradient 
(EFG) tensor parameters of a list of antimony-based compounds according to the previous 
reported calculation procedure, using the Materials Studio 2017 R2 environment (see SI).77 All 
calculations used the Perdew-Burke-Ernzerhof (PBE)78 generalized gradient approximation 
functional with the Tkatchenko-Scheffler dispersion correction79 and ultra-soft 
pseudopotentials generated on-the-fly. All atomic positions were optimized and P1 symmetry 
was imposed on the unit cell prior to performing the NMR calculations. The NMR calculations 
were performed using the GIPAW method implemented in CASTEP.80,81 
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Calculations. All VASP calculations used projected augmented-wave (PAW) 
pseudopotentials with a cutoff energy of 500 eV and a convergence energy of 1x10-6 eV.82 A 
conjugated algorithm was applied to the structural optimization with an 11 x 11 x 11 
Monkhorst-pack k-points grid.50 During structural optimizations, atomic coordinates as well 
as cell volumes were allowed to relax. Total energies were calculated using the tetrahedron 
method with Blöchl corrections applied.83 VASP calculations treated exchange and correlation 
by either the local density approximation (LDA) or the Perdew-Burke-Ernzerhof (PBE) 
generalized gradient functional in the case of total energy calculations. Denser k-meshes were 
used but found to yield similar results. 
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Appendix of Supporting Information 
Scheme S1. Solution phase general screening of reaction parameters (x, y, z, injection temp, 
growth temp, and reaction time) on WANDA. 
 
 
 
Scheme S2. Solution phase synthesis of hexagonal LiZnSb. 
 
 
 
Scheme S3. Solution phase synthesis of binary ZnSb. 
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Scheme S4. Solution phase synthesis of binary β-Zn8Sb7. 
 
 
 
 
 
Figure S1. Hot-stage powder X-ray diffraction of h*-LiZnSb prepared from reacting 
precursors at 250 °C for 2 h. Data was collected every 50 °C while heating (red) with no 
temperature increase occurring during data collection. Data was collected every 100 °C while 
cooling (blue) with no temperature change occurring during data collection. Guidelines are 
given to show the location of the three most intense reflections for hexagonal CaZn2Sb2-type 
(green), Sb (black), and ZnO (purple). 
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Figure S6. PXRD binary ZnSb obtained for long reaction times (4h) after decomposition of 
hexagonal LiZnSb. Standard patterns of potential phases are shown for comparison.  
 
 
 
Figure S2. TGA-DTA of h*-LiZnSb sample heated from ambient to 690 °C at a rate of 
5°C/min. Nitrogen gas was consistently flushed through the system at a rate of 100 mL/min.  
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Figure S3. TGA-DTA of h*-LiZnSb sample heated from ambient to 690 °C at a rate of 
5°C/min zoomed into the first significant exothermic transition at 204 °C showing the 
crystallization of amorphous antimony. Nitrogen gas was consistently flushed through the 
system at a rate of 100 mL/min.  
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Figure S4. TGA-DTA of h*-LiZnSb sample heated from ambient to 690 °C at a rate of 
5°C/min zoomed into the significant endothermic transition at 633 °C highlighting the melting 
of of crystalline antimony. Nitrogen gas was consistently flushed through the system at a rate 
of 100 mL/min.  
 
Figure S5. PXRD of h*-LiZnSb collected after heating to 690 °C for TGA-DTA and then 
subsequent cooling back to ambient temperature (top panel). The primary crystalline products 
are antimony metal (bottom panel) and zinc oxide (middle panel). 
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Figure S7. WANDA screening of Sb concentration effect with an injection temperature of 150 
°C and grown temperature of 260 °C with aliquots taken at (from bottom to top) 30 min, 1 h, 
2 h, and 4 h. Standard patterns from bottom to top are Sb, hexagonal LiZnSb, cubic LiZnSb, 
Li2ZnSb , and ZnSb. The tested Sb concentrations are 2-fold excess (top left), 4-fold excess 
(top right), and 8-fold excess (bottom). 
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Figure S8. WANDA screening of Sb concentration effect with an injection temperature of 200 
°C and grown temperature of 260 °C with aliquots taken at (from bottom to top) 30 min, 1 h, 
2 h, and 4 h. Standard patterns from bottom to top are Sb, hexagonal LiZnSb, cubic LiZnSb, 
Li2ZnSb , and ZnSb. The tested Sb concentrations are stoichiometric (top left), 2-fold excess 
(top right), 4-fold excess (bottom left), and 8-fold excess (bottom right). 
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Figure S9. WANDA screening of Sb concentration effect with an injection temperature of 200 
°C and grown temperature of 260 °C in the presence of TOP with aliquots taken at (from 
bottom to top) 30 min, 1 h, 2 h, and 4 h. Standard patterns from bottom to top are Sb, hexagonal 
LiZnSb, cubic LiZnSb, Li2ZnSb , and ZnSb. The tested Sb concentrations are stoichiometric 
(top left), 2-fold excess (top right), and 4-fold excess (bottom). 
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Figure S10. WANDA screening of the effect of delayed injection between the n-BuLi and 
Et2Zn for a 2-fold excess of Sb vs. Li/Zn with aliquots taken at (from bottom to top) 1 h and 4 
h. Standard patterns from bottom to top are Sb, hexagonal LiZnSb, cubic LiZnSb, Li2ZnSb , 
and ZnSb. The tested delay times are 2 min (top left), 5 min (top right), 10 min (bottom left), 
and 15 min (bottom right). 
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Figure S11. WANDA screening of the effect of delayed injection between the n-BuLi and 
Et2Zn for a 8-fold excess of Sb vs. Li/Zn with aliquots taken at (from bottom to top) 1 h and 4 
h. Standard patterns from bottom to top are Sb, hexagonal LiZnSb, cubic LiZnSb, Li2ZnSb , 
and ZnSb. The tested delay times are 2 min (top left), 5 min (top right), 10 min (bottom left), 
and 15 min (bottom right). 
 
96 
  
 
Figure S12. WANDA screening of the effect of growth temperature for a 8-fold excess of Sb 
vs. Li/Zn with aliquots taken at (from bottom to top) 1 h, 2h, and 4 h. Standard patterns from 
bottom to top are Sb, hexagonal LiZnSb, cubic LiZnSb, Li2ZnSb , and ZnSb. The tested growth 
temperatures are 200 °C (top left), 260 °C (top right), and 300 °C (bottom). 
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Figure S13. WANDA screening of the effect of varying concentration of Li and Zn relative to 
Sb aliquots taken at (from bottom to top) 1 h, 2h, and 4 h. Standard patterns from bottom to 
top are Sb, hexagonal LiZnSb, cubic LiZnSb, Li2ZnSb , and ZnSb. The tested concentrations 
of Li:Zn:Sb are 1:2:8 (top left), 1:1:8 (top right), and 2:1:8 (bottom). 
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Figure S14. XRD with variable temperature of c-LiZnSb collected on 17-BM at APS from 
room temperature up to 742 °C. Main reflections until 370°C correspond to c-LiZnSb and 
elemental Sb. Between 370 °C and 624 °C both Sb and ZnO are observed. Following the 
melting of Sb, only ZnO reflections are seen. 
 
 
Figure S15. Density of state for h*-LiZnSb calculated using LDA. Partial density of states for 
Li (blue), zinc (orange), and Sb (purple) are provided. h*-LiZnSb is a metal with a peak in the 
DOS at the Fermi level. It is located nearby a pseudogap around 1.3 eV, indicating that a slight 
excess in electrons should stabilize this structure. 
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Figure S16. Representative TEM and SAED of h*-LiZnSb after 12 min at 280 °C. The TEM 
shows lattice fringes consistent with the most intense reflection of Zn metal (011) indicating 
its presence as an intermediate. SAED shows distinct crystalline reflections consistent with Zn 
metal and amorphous lines consistent with the most intense reflection of Sb (012).  
 
Figure S17. 1H spin echo spectra of c-LiZnSb (a) and h*-LiZnSb (b). 
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Figure S18. 1H detected 2D 13C→1H CP-HETCOR spectra of c-LiZnSb (a) and h*-LiZnSb 
(b). The cross peaks shown in the spectra indicate protons bonded to carbon atoms in a given 
system. 
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Figure S19. Comparison of direct detected 1H→13C CP ssNMR spectra of c-LiZnSb (a) and 
h*-LiZnSb (b). 
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Figure S20. 2D dipolar double quantum–single quantum (DQ-SQ) correlation spectra of the 
c-LiZnSb (a) and h*-LiZnSb (b), respectively obtained using BABA dipolar recoupling. The 
DQ chemical shift corresponding to a certain DQ coherence is the sum of two SQ chemical 
shifts. The presence of a peak in the DQ dimension indicate two 1H nuclei in close spatial 
proximity. 
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Figure S21. 1H detected surface-selective 2D 7Li→1H D-RINEPT of c-LiZnSb (a) and h*-
LiZnSb (b). The appearance of through space cross-correlation peaks between Li and H 
indicates the surface environment of LiZnSb. 
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Figure S22. 1H detected 1D 7Li→1H D-RINEPT spectra with short recoupling time. The 
observed proton peaks are originated from protons which are in close spatial proximity of 
surface lithium sites. 
 
 
 
 
 
Table S1. Recycle delays, number of scans and indirect dimension points of solid state NMR 
spectra of c-LiZnSb NPs and h*-LiZnSb NPs. 
 1H Spin 
Echo 
7Li Spin 
Echo 
1H 
BABA 
DQ-SQ 
13C→1H CP-
HETCOR 
1H→13C 
CP 
2D 
7Li→1H D-
RINEPT 
c-LiZnSb NPs 
Recycle 
Delay 
(s) 
1.4 16.9 1.4 1.4 1.4 26 
Scansa 8 2 8×138 64×204 16384 8×160 
h*-LiZnSb NPs 
Recycle 
Delay 
(s) 
1.4 6.5 1.4 1.4 1.8 7.0 
Scansa 8 2 8×144 32×256 6144 4×160 
aFor 2D experiments, the first number represents the number of scans and the second number 
represents the number of indirect dimension points. 
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Table S2. Calculated EFG parameters using CASTEP. 
Compound Calculated Referencea 
Vzz/a.u. CQ/MHz  
SbH3 1.3939 178 0.07 [1] 
SbF3 -3.4984 -466 0.11 [2] 
SbCl3 -2.3833 -304 0.11 [3] 
SbI3 4.8809 622 0 [4] 
SbCl5 -0.4752 -60.6 0 [5] 
c-LiZnSb 0 0 N/A This work 
h*-LiZnSb 0.546 69.6 0 This work 
aThe reference listed here showed the origin of the crystal structure. 
 
 
 
 
Figure S23. Experimental (lower trace) and simulated (upper trace) 121Sb solid-state NMR 
spectra of c-LiZnSb acquired at 9.4 T. Recycle delay = 0.1 s. Number of scans for each 
QCPMG spectrum = 32768.  
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Table S3. EFG parameters using to simulate experimental spectrum.  
 δiso/ppm CQ/MHz η 
c-LiZnSb -500 74 0.05 
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CHAPTER 5 
CONCLUSIONS AND OUTLOOK 
This thesis describes the synthesis, characterization, and computational investigation 
of filled tetrahedral semiconductors prepared through solution phase methods. Chapter 2 
displays the first solution phase synthesis of a filled tetrahedral semiconductor through the 
successful synthesis of LiZnP. This result served as a springboard for the remainder of the 
work presented throughout this thesis. First, it presented a generalized reaction for the 
formation of I-II-V semiconductors using a wide range of precursors. Notably, it established 
triphenylpnictides, which are commercially available for all pnictides, to be effective 
precursors. This allowed for later (Chapter 3) synthesis of LiZnSb from triphenylstibine. 
Second, it established a mechanism for the formation of LiZnP through a zinc metal 
intermediate. This zinc metal, which was formed from the rapid reduction of diethylzinc, is 
quickly intercalated with phosphorus and lithium to generate the ternary. This mechanism was 
found to be consistent with the formation of h*-LiZnSb (Chapter 4). Following the 
generalization of the reaction to include various precursors, we extended to synthesis to 
alternative group II elements (demonstrated by the synthesis of LiCdP).  
In the third chapter, we extended the generalized synthesis established in Chapter 2 to 
form a new polytype of LiZnSb. This phase adopts the cubic MgAgAs-type half-Heusler 
structure instead of the previously observed hexagonal LiGaGe-type. Motivated by this 
observation, we further examined the I-II-V family of structures to identify numerous other 
compounds that are expected to display polytypism. Additionally, c-LiZnSb was the first 
example of a I-II-V semiconductor having the 4c site occupied by Zn instead of the typical 
pnictide. Along with being interesting from a crystallographic perspective, c-LiZnSb was 
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calculated to be a promising thermoelectric material. In light of this new polytype being 
observed, we sought to better map the Li-Zn-Sb phase space. 
In Chapter 4, we employed WANDA to screen the effect of reaction parameters 
(precursor concentrations, injection order, nucleation and growth temperatures, and reaction 
time) on crystalline products while keeping precursors constant (triphenylstibine, n-
butyllithium, and diethylzinc). In total, we were able to selectively synthesize six different 
phases: Zn, Sb, ZnSb, Zn8Sb7, c-LiZnSb, and h*-LiZnSb. Most notable of these is h*-LiZnSb 
which adopts a previously unreported extended variant of the typical hexagonal LiGaGe-type. 
We identified a mechanism of formation for h*-LiZnSb by measuring phase evolution over 
time with PXRD, TEM, and XPS. Additionally, we found that this layered variant is less stable 
to heating than c-LiZnSb.  
Although X-ray based techniques limit our ability to observe lithium, through the use 
of ssNMR, we were able to observe lithium with T1 relaxation times consistent with being 
crystalline. Furthermore, ssNMR provides evidence for the existence of multiple coloring 
patterns within c-LiZnSb. This result is consistent with the calculations performed in Chapter 
3 that placed the coloring patterns containing either zinc or antimony on the 4c site within a 
small energy difference. Using all of this information, we were able to construct a phase space 
diagram that identifies key reaction parameters responsible for different products. 
The work presented in this thesis will provide a great starting point for the exploration 
of filled tetrahedral semiconductors from solution. Prior to this work, there was not yet an 
established preparation for these compounds. Some of the benefits of a soft synthesis approach 
to these compounds, instead of the previously utilized high-temperature routes, have already 
become apparent from this thesis.  
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I-II-V filled tetrahedral semiconductors have immense use in energy harvesting devices 
such as photovoltaics or thermoelectrics, as well as in energy storage. However, a critical 
limitation for any application is the ability to produce high performance materials at large scale. 
This problem can be conveniently addressed through solution processed particles. Outside of 
the possible applied benefits, this thesis will aid our understanding of how to synthesize 
complex phases that are still unknown. While considerable work has been performed with 
high-temperature conditions that favor thermodynamic products, a rich phase space of 
structures awaits to be discovered under kinetic control.  
 
