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STRICHARTZ ESTIMATES FOR SCHRO¨DINGER EQUATION WITH
SINGULAR AND TIME DEPENDENT POTENTIAL AND APPLICATION
TO NLS
SAIKATUL HAQUE
Abstract. We establish inhomogeneous Strichartz Estimates for the Schro¨dinger equation
with inverse square and time dependent potentials for non-admissible pairs. Our work
extends the results provided by Vilela [21] and Foschi [6] where they proved the results in
the absence of potential. It also extends the works of Pierfelice [19] and Burq, Planchon,
Stalker, Tahvildar-Zadeh [3], who proved the estimates for admissible pairs. We also extend
the recent work of Mizutani, Zhang, Zheng [17] and as an application of it, we improve the
stability result of Kenig-Merle [12], which in turn establishes a proof (alternative to [23])
of existence of scattering solution for the energy critical focusing NLS with inverse square
potential.
1. Introduction
Let us consider the following Cauchy problem for the inhomogeneous Schro¨dinger equation
with potential
(1.1)
{
i∂tu+∆u+ V u = F, in R× R
d
u(0, ·) = 0, on Rd
and its homogeneous counterpart
(1.2)
{
i∂tu+∆u+ V u = 0, in R× R
d
u(0, ·) = f, on Rd
where u : R×Rd → C is unknown and V : Rd → R, F : R×Rd → C, f : Rd → C are given.
The solution to (1.2) is denoted by eit(∆+V )f and the solution u to (1.1) can be written in
the Duhamel’s form
u(t) =
∫ t
0
ei(t−τ)(∆+V )F (τ)dτ.
The equations (1.1), (1.2) play important role in quantum mechanics. We are interested in
finding estimates of the form ∥∥eit(∆+V )f∥∥
LqLr
. ‖f‖L2(1.3)
‖u‖LqLr =
∥∥∥∥∫ t
0
ei(t−τ)(∆+V )F (τ)dτ
∥∥∥∥
LqLr
. ‖F‖Lq˜′Lr˜′ ,(1.4)
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where u solves (1.1). Precisely, we would like to find the exponents 1 ≤ q, r, q˜, r˜ ≤ ∞ for
which (1.3) and (1.4) are true.
For V = 0, the study of these equations goes back to 1977 when Strichartz in [20] proved
(1.3) with q = r = 2(d+2)
d
. Latter in 1985 Ginibre, Velo [7], in 1998 and Keel, Tao [10] studied
the equations and we have a complete understanding of the homogeneous problem, namely
we have the following result:
Theorem 1.1. The estimate
(1.5)
∥∥eit∆u0∥∥LqLr . ‖u0‖L2
holds if and only if q, r ≥ 2, (q, r, d) 6= (2,∞, 2) and 2
q
= d
(
1
2
− 1
r
)
.
Definition 1.2. The pairs (q, r) for which the estimate (1.5) holds are called admissible pairs.
In other words (q, r) is called admissible if q, r ≥ 2, (q, r, d) 6= (2,∞, 2) and 2
q
= d
(
1
2
− 1
r
)
.
For the inhomogeneous case with V = 0, we note that, from rescaling (q, r, q˜, r˜) must
satisfy
(1.6)
1
q
+
1
q˜
+
d
2
(
1
r
+
1
r˜
)
=
d
2
.
Strichartz [20] proved (1.4) for q = r = q˜ = r˜ = 2(d+2)
2
in 1977. Then Yajima [22] in 1987 and
Cazenave, Weissler [4] in 1988 proved (1.4) assuming (q, r), (q˜, r˜) are admissible pairs and
q 6= 2, q˜ 6= 2. In 1998, Keel and Tao [10] proved the end point case. For non-admissible pairs,
various authors including Cazenave-Weissler [5] in 1992, Kato [9] in 1994 and recently Foschi
[6] in 2005, Vilela [21] in 2006, Koh [15] in 2011, proved the inequality (1.4) for q, r, q˜, r˜
satisfying (1.6) and other restrictions. Let us state the result of Vilela:
Theorem 1.3. Let V = 0 and (q, r), (q˜, r˜) satisfy (1.6) along with
(1.7)

d−2
d
< r
r˜
< d
d−2
, 1
q
+ 1
q˜
≤ 1
d
2
(
1
r
− 1
r˜
)
< 1
q˜
if 2 ≤ r ≤ r˜
d
2
(
1
r˜
− 1
r
)
< 1
q
if 2 ≤ r˜ ≤ r.
Then for any solution u of (1.1) we have
(1.8) ‖u‖LqLr . ‖F‖Lq˜′Lr˜′ .
Now one question arises: what happens to the case when V is non zero? Let us go back
to the Cauchy problem (1.2) with potential V 6= 0. In 2003 with V = a
|·|2
, a ∈
(
−∞, (d−2)
2
4
)
Burq, Planchon, Stalker and Tahvidar-Zadeh [3], using spherical harmonics and Hankel
transforms, proved the following result analogous to Theorem 1.1:
Theorem 1.4. Let d ≥ 2, a ∈
(
−∞, (d−2)
2
4
)
and La = ∆+
a
|·|2
. Then∥∥eitLau0∥∥LqLr . ‖u0‖L2
holds if and only if (q, r) is an admissible pair.
As a corollary we can derive the following inhomogeneous estimates:
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Theorem 1.5. Let d ≥ 2, a ∈
(
−∞, (d−2)
2
4
)
and (q, r), (q˜, r˜) be admissible pairs. Then∥∥∥∥∫ t
0
ei(t−τ)LaF (τ)dτ
∥∥∥∥
LqLr
. ‖F‖Lq˜′Lr˜′ .
In 2006 assuming (q, r), (q˜, r˜) are admissible pairs Pierfelice [19] proved the inhomogeneous
estimate (1.4) for V with Lorentz (quasi-)norm ‖V ‖Ld/2,∞ (see (2.1)) sufficiently small. Sim-
ilar problem is also studied by Bouclet and Mizutani [2] in 2018, where the authors provided
estimates, for potentials in Morrey-Campanato space. Let us state the result of Pierfelice.
Theorem 1.6. Let d ≥ 3 and V be a real valued potential with cs2
∗‖V ‖Ld/2,∞ < 1 (here cs is
the constant appearing in the Strichartz estimates for the unperturbed equation). Then for
any solution u of (1.1) we have
‖u‖LqLr . ‖F‖Lq˜′Lr˜′ , ‖u‖LqLr,2 . ‖F‖Lq˜′Lr˜′,2
where (q, r), (q˜, r˜) are admissible pairs.
Moreover, the same result holds for time dependent potential, if cs2
∗‖V ‖L∞Ld/2,∞ < 1.
Here we would like to ask the question: what happens when the exponents q, r, q˜, r˜ are
such that (q, r), (q˜, r˜) are not admissible pairs? First result answering the above two question
is the very recent (in 2020) work of Mizutani, Zhang, Zheng [17], where they improved the
inhomogeneous Strichartz estimate (Theorem 1.5), for some non admissible pairs with inverse
square potential. Namely they proved following result:
Theorem 1.7. Let d ≥ 3, a ∈ (−∞, (d−2)
2
4
) and s ∈ Aa
(1.9)
∥∥∥∥∫ t
0
ei(t−τ)LaF (τ)dτ
∥∥∥∥
L2L
2d
d−2s
. ‖F‖
L2L
( 2d
d−2(2−s)
)′
where Aa =
[
d
2(d−1)
, 3d−4
2(d−1)
]
∩ Ra and Ra is given by
Ra =

(
1
2
, 3
2
)
, if
√
(d−2)2
4
− a > 1
2(
1− (d−2)
2−4a
2(2+4a−(d−2)2)
, 1 + (d−2)
2−4a
2(2+4a−(d−2)2)
)
, if 0 <
√
(d−2)2
4
− a ≤ 1
2
.
Here we state our main results which also give some partial answer to the above two
question:
Theorem 1.8. Let d ≥ 3 and (q, r), (q˜, r˜) satisfy (1.6), (1.7), 2(d−1)
d−2
< r < 2
∗(d−1)
d−2
and
(1.10)
{
d
(
1
r
− 1
2∗
)
< 1
q′
for 2(d−1)
d−2
< r ≤ 2∗,
d
(
1
2∗
− 1
r
)
< 1
q
for 2∗ ≤ r < 2
∗(d−1)
d−2
.
Let V be a real valued potential with cs(
dr
2r+d
)′‖V ‖Ld/2,∞ < 1 (here cs is the constant appearing
in the Strichartz estimates for the unperturbed equation). Then for any solution u of (1.1)
we have
‖u‖LqLr . ‖F‖Lq˜′Lr˜′ , ‖u‖LqLr,2 . ‖F‖Lq˜′Lr˜′,2.
Moreover, the same result holds for time dependent potential, if cs(
dr
2r+d
)′‖V ‖L∞Ld/2,∞ < 1.
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As inverse square potentials belong to Ld/2,∞(Rd), the above result is applicable to poten-
tials of the form a/| · |2, with |a| sufficiently small. As a corollary to the above theorem we
have the following result:
Theorem 1.9. Let d ≥ 3 and V be a real valued potential with cs2
∗‖V ‖Ld/2,∞ < 1. Then for
any solution u of (1.1) we have
‖u‖LqLr . ‖F‖Lq˜′Lr˜′ , ‖u‖LqLr,2 . ‖F‖Lq˜′Lr˜′,2
where (q, r), (q˜, r˜) satisfy the scaling condition (1.6) and
(1.11)

d
2
(
1
r˜
− 1
r
)
< 1
q
, 1
2
(
1
2
− 1
r˜
)
< d−1
d
(
1
2
− 1
r
)
, 2 < r˜ ≤ r ≤ 2∗
or
d
2
(
1
r˜
− 1
2∗
)
< 1
q
, 1
q
+ 1
q˜
> 1
2
, 2 ≤ r ≤ 2∗, 2 < r˜ ≤ 2∗.
Moreover, the same result holds for time dependent potential, if cs2
∗‖V ‖L∞Ld/2,∞ < 1.
Note that the original version of Theorem 1.7 i.e. [17, Theorem 1.3] covers more general
potential V of the form V (x) = v(θ)r−2 where r = |x|2, θ = x/|x|, v ∈ C1(Sd−1). Since there
exists potentials in Ld/2,∞(Rd) which are not of the afore said form, our results Theorems
1.8 and 1.9 improves Theorem 1.7 when |a| is sufficiently small. Our result also extends
Theorem 1.7 in the sense that, it accommodates time dependent potentials and exponents
q, r, q˜, r˜ which are not applicable to Theorem 1.7.
Using Theorem 1.5 and Theorem 1.7 we improve Theorem 1.7 to derive the following:
Theorem 1.10. Let d ≥ 3, a ∈ (−∞, (d−2)
2
4
), 0 < γ, γ˜ ≤ 1 and s ∈ Aa,γγ˜. Then∥∥∥∥∫ t
0
ei(t−τ)LaF (τ)dτ
∥∥∥∥
L2/γL
2d
d−2(s+γ−1)
. ‖F‖
L(2/γ˜)
′
L
( 2d
d−2(1+γ˜−s)
)′
where Aa,γγ˜ =
(
1− d−2
2(d−1)
γγ˜, 1 + d−2
2(d−1)
γγ˜
)
∩Ra,γγ˜ and Ra,γγ˜ is given by
Ra,γγ˜ =

(
1− γγ˜
2
, 1 + γγ˜
2
)
, if
√
(d−2)2
4
− a > 1
2(
1− (d−2)
2−4a
2(2+4a−(d−2)2)
γγ˜, 1 + (d−2)
2−4a
2(2+4a−(d−2)2)
γγ˜
)
, if 0 <
√
(d−2)2
4
− a ≤ 1
2
.
This article is structured in the following manner: In section 2 the notations and some
known results are mentioned, in section 3 we present the proofs of results. At the end, in
section 4, as an application of Theorem 1.10, we present a proof of the Long time perturbation
result with inverse square potential, improving the result by Kenig-Merle [12, Theorem 2.14].
This in turn, gives a proof (an alternative to [23]) of the scattering result for focusing energy
critical NLS with inverse square potential.
2. Preliminaries
2.1. Notations. Throughout this article we denote by ‖ · ‖ and 〈·, ·〉 the L2(Rd) norm and
inner product respectively unless otherwise specified.
By lβq , we denote the weighted sequence space L
q(Z, 2jβdj), where dj stands for counting
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measure.
The Lorentz space is the space of all complex valued measurable functions f such that
‖f‖Lr,s(Rd) <∞ where ‖f‖Lr,s(Rd) is defined by
(2.1) ‖f‖Lr,s(Rd) := r
1
s
∥∥∥tµ{|f | > t} 1r∥∥∥
Ls((0,∞), dtt )
where 0 < r <∞, 0 < s ≤ ∞ and µ denotes the Lebesgue measure on Rd. Therefore
‖f‖Lr,s(Rd) =
{
r1/s
(∫∞
0
ts−1µ{|f | > t}
s
r dt
)1/s
for s <∞
supt>0 tµ{|f | > t}
1
r for s =∞.
For an interval I ⊂ R the norm of the space-time Lebesgue space Lq(I, Lr(Rd)) will be
defined by ‖u‖Lq(I,Lr(Rd)) :=
(∫
I
‖u(t)‖qLrdt
)1/q
. Similarly Lq(I, Lr,s(Rd)) is defined. We write
‖u‖Lq(I,Lr) for ‖u‖Lq(I,Lr(Rd)) and ‖u‖LqLr for ‖u‖Lq(R,Lr(Rd)). By ‖ · ‖S(I), ‖ · ‖W (I) we denote
‖u‖S(I) = ‖u‖
L
2(d+2)
d−2
(
I,L
2(d+2)
d−2 (Rd)
) , ‖u‖W (I) = ‖u‖
L
2(d+2)
d−2
(
I,L
2d(d+2)
d2+4 (Rd)
).
We define the real interpolation space (A0, A1)θ,ρ (0 < θ < 1, 1 ≤ ρ ≤ ∞) of two Banach
spaces A0, A1 via the norm
‖u‖(A0,A1)θ,ρ =
(∫ t
0
(t−θK(t, u))ρ
dt
t
)1/ρ
, K(t, u) = inf
u=u0+u1
‖u0‖A0 + t‖u1‖A1
where the infimum is taken over (u0, u1) ∈ A0 × A1 such that u = u0 + u1.
The Fourier transform f̂ of a function f is defined by f̂(ξ) =
∫
Rd
e−2piix·ξf(x)dx. We denote
the Homogeneous Sobolev spaces by W˙ s,p(Rd) which is defined as the completion of C∞c (R
d)
with the norm
‖u‖W˙ s,p = ‖(−∆)
s/2u‖Lp(Rd), u ∈ C
∞
c (R
d).
where ̂(−∆)s/2u(ξ) = 2π|ξ|sû(ξ). We will denote H˙s(Rd) = W˙ s,2(Rd).
Consider the operator La := ∆ +
a
|x|2
(defined on L2 by standard Friedrichs extension). We
define as before : W˙ s,pa (R
d) = the completion of C∞c (R
d) with ‖ · ‖W˙ s,pa , where
‖u‖W˙ s,pa = ‖(−La)
s/2u‖Lp(Rd), u ∈ C
∞
c (R
d)
and H˙sa(R
d) = W˙ s,2a (R
d). We often use ‖ · ‖H˙1, ‖ · ‖H˙1a for ‖ · ‖H˙1(Rd), ‖ · ‖H˙1a(Rd) respectively.
2∗ denotes the Sobolev conjugate 2d
d−2
of 2. By a ∨ b we mean max{a, b}.
2.2. Some facts. Here we collect some known results.
Lemma 2.1 (Theorem 3.4 in [18]). Let 1
r
= 1
r0
+ 1
r1
< 1 and s ≥ 1 is such that 1
s
≤
1
s0
+ 1
s1
. Then f ∈ Lr0,s0(Rd) and g ∈ Lr1,s1(Rd) imply fg ∈ Lr,s(Rd) and ‖fg‖Lr,s ≤
r′‖f‖Lr0,s0‖g‖Lr1,s1 .
Lemma 2.2 (See [1, 8] for example). Let qj , rj, q˜j , r˜j ∈ [1,∞], j = 0, 1. Let q, r is such that
1
q
= 1−θ
q0
+ θ
q1
, 1
r
= 1−θ
r0
+ θ
r1
, 1
q˜
= 1−θ
q˜0
+ θ
q˜1
, 1
r˜
= 1−θ
r˜0
+ θ
r˜1
for some θ ∈ [0, 1]. Then for T linear,
(i) T : Lq0Lr0 → Lq˜0Lr˜0 and T : Lq1Lr1 → Lq˜1Lr˜1 imply T : LqLr → Lq˜Lr˜.
(ii) T : Lq0Lr0,2 → Lq˜0Lr˜0,2 and T : Lq1Lr1,2 → Lq˜1Lr˜1,2 imply T : LqLr,2 → Lq˜Lr˜,2.
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Lemma 2.3 (Section 3.13, exercise 5(b) in [1] ). Let A0, A1, B0, B1, C0, C1 are Banach spaces
and T be a bilinear operator such that
T :

A0 × B0 −→ C0,
A0 × B1 −→ C1,
A1 × B0 −→ C1,
then whenever 0 < θ0, θ1 < θ = θ0 + θ1 < 1, 1 ≤ p, q, r ≤ ∞ and 1 ≤
1
p
+ 1
q
, we have
T : (A0, A1)θ0,pr × (B0, B1)θ1,qr −→ (C0, C1)θ,r.
Lemma 2.4 (Theorems 5.2.1 and 5.6.1 in [1]). We have the following interpolation results:
(i) Let r0 < r < r1 and 0 < θ < 1 be such that
1
r
= 1−θ
r0
+ θ
r1
, then for r0 < p we have
(Lr0, Lr1)θ,p = L
r,p
(ii) Let β0 < β1 and 0 < θ < 1 be such that (1− θ)β0 + θβ1 = β, then (l
β0
∞ , l
β1
∞)θ,1 = l
β
1 .
Note that ‖u‖2
H˙1(Rd)
= 〈(−∆)1/2u, (−∆)1/2u〉 = 〈−∆u, u〉 = ‖∇u‖2 and
‖u‖2
H˙1a(R
d)
= 〈(−La)
1/2u, (−La)
1/2u〉 = 〈−Lau, u〉 = ‖∇u‖
2 − a
∥∥∥∥ u|x|
∥∥∥∥2 .
Therefore using the Hardy’s inequality
(2.2)
∫
Rd
|∇u(x)|2dx ≥ (
d− 2
2
)2
∫
Rd
|u(x)|2
|x|2
dx , u ∈ C∞c (R
d)
we have
Lemma 2.5. The homogeneous spaces H˙1(Rd), H˙1a(R
d) are the same when a < (d− 2)2/4.
3. Proof the results
3.1. Lorentz Potential. As we like to use the perturbation argument (see [19]), let us
consider the Cauchy problem without potential:
(3.1)
{
i∂tu+∆u = F
u(0, ·) = 0.
To prove Theorem 1.8 we first prove the following inhomogeneous Strichartz estimates in-
volving Lorentz space.
Theorem 3.1. Let (q, r), (q˜, r˜) satisfy (1.6) and (1.7). Then for any solution u of (3.1) we
have
(3.2) ‖u‖LqLr,2 . ‖F‖Lq˜′Lr˜′,2 .
Remark 3.2. Note that the inequality (3.2) is stronger than the inequality (1.8) for 1 <
r, r˜ < ∞ and hence the above result is stronger than Theorem 1.3. This follows from the
following Caldero´n’s result:
‖v‖Lp,s ≤
(
σ
p
)1/σ−1/s
‖v‖Lp,σ
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for 1 < p < ∞ and s > σ (see Lemma 2.5 in [18]) which implies ‖u‖LqLr = ‖u‖LqLr,r ≤
(2/r)1/2−1/r ‖u‖LqLr,2 and ‖F‖Lq˜′Lr˜′,2 ≤ (r˜
′/r˜′)1/r˜
′−1/2 ‖F‖Lq˜′Lr˜′,r˜′ = ‖F‖Lq˜′Lr˜′ .
Proof of Theorem 3.1. We use the techniques from Keel-Tao [10] and Vilela [21]. Note
that by Duhamel’s formula
u(t) =
∫ t
0
ei(t−s)∆F (s, ·)ds.
Using TT ∗ method we need to prove
|T (F,G)| . ‖F‖Lq˜′Lr˜′,2‖G‖Lq′Lr′,2
where T is given by T (F,G) =
∫
R
∫ t
−∞
〈e−is∆F (s, ·), e−it∆G(t, ·)〉dsdt. Decomposing T by
T =
∑
Tj where
Tj(F,G) =
∫
R
∫ t−2j
t−2j+1
〈e−is∆F (s, ·), e−it∆G(t, ·)〉dsdt,
it is enough to prove
(3.3)
∑
j∈Z
|Tj(F,G)| . ‖F‖Lq˜′Lr˜′,2‖G‖Lq′Lr′,2 .
Set TF,G = {Tj(F,G)}, then (3.3) is equivalent with
(3.4) ‖TF,G‖l01 . ‖F‖Lq˜′Lr˜′,2‖G‖Lq′Lr′,2.
Now we quote a result due to Vilela, see [21, Lemma 2.2]. Using this Lemma for three dif-
ferent choices of (r, r˜) we would get three estimates. These estimates together with Lemmata
2.3 and 2.4 would finally imply (3.4).
Lemma 3.3. Let d ≥ 3 and r, r˜ be such that 2 ≤ r, r˜ ≤ ∞ and
(3.5)
d− 2
d
≤
r
r˜
≤
d
d− 2
.
Then for all q, q˜ satisfying
(3.6)

1
q
+ 1
q˜
≤ 1
d
2
(
1
r
− 1
r˜
)
< 1
q˜
if r ≤ r˜
d
2
(
1
r˜
− 1
r
)
< 1
q
if r ≥ r˜
the following estimates holds for all j ∈ Z
(3.7) |Tj(F,G)| ≤ c2
−jβ(q˜,q,r˜,r)‖F‖Lq˜′Lr˜′,2‖G‖Lq′Lr′,2
where β(q˜, q, r˜, r) =
(
1
q˜′
− 1
q
)
+ d
2
(
1
r˜′
− 1
r
)
− 1.
Let us fix q, q˜ and choose (see in Appendix) r0, r˜0, r1, r˜1 ≥ 2 satisfying
(3.8) β(q˜, q, r˜0, r1) = β(q˜, q, r˜1, r0)⇐⇒
1
r˜′0
−
1
r1
=
1
r˜′1
−
1
r0
⇐⇒
1
r1
−
1
r0
=
1
r˜1
−
1
r˜0
8 SAIKATUL HAQUE
such that applying Lemma 3.3 (for which we need additional conditions on r0, r˜0, r1, r˜1) we
achieve
(3.9) T :

Lq˜
′
Lr˜
′
0 × Lq
′
Lr
′
0 −→ l
β(q˜,q,r˜0,r0)
∞ = lβ0∞ ,
Lq˜
′
Lr˜
′
0 × Lq
′
Lr
′
1 −→ l
β(q˜,q,r˜0,r1)
∞ = lβ1∞ ,
Lq˜
′
Lr˜
′
1 × Lq
′
Lr
′
0 −→ l
β(q˜,q,r˜1,r0)
∞ = lβ1∞ .
Let us impose the condition
(1− θ)β0 + θβ1 = 0 with 0 < θ < 1(3.10)
1
r˜
=
1− θ0
r˜0
+
θ0
r˜1
with 0 < θ0 < 1(3.11)
1
r
=
1− θ1
r0
+
θ1
r1
with 0 < θ1 < 1(3.12)
θ0 + θ1 = θ.(3.13)
to apply Lemma 2.3 and Lemma 2.4. Applying Lemma 2.3 we get
(3.14) T : (Lq˜
′
Lr˜
′
0 , Lq˜
′
Lr˜
′
1)θ0,2 × (L
q′Lr
′
0 , Lq
′
Lr
′
1)θ1,2 −→ (l
β0
∞ , l
β1
∞)θ,1
which implies T : Lq˜
′
Lr˜
′,2 × Lq
′
Lr
′,2 −→ l01 (by Lemma 2.4) this proves (3.4). 
Proof of Theorem 1.8. Let us split u as u = u1 + u2 where u1, u2 satisfy{
i∂tu1 +∆u1 = F
u1(0, ·) = 0
,
{
i∂tu2 +∆u2 = −V u
u2(0, ·) = 0.
Let r, r˜, q, q˜ satisfy (1.7). Using Theorem 3.1 for exponents (q, r), (q˜, r˜) we have that
‖u1‖LqLr,2 ≤ cs‖F‖Lq˜′Lr˜′,2
and for exponent (q, r), (q′, ( dr
2r+d
)′) we have
‖u2‖LqLr,2 ≤ cs‖V u‖
LqL
dr
2r+d
,2
provided we farther assume{
d
(
1
r
− 1
2∗
)
< 1
q′
for 2(d−1)
d−2
< r ≤ 2∗,
d
(
1
2∗
− 1
r
)
< 1
q
for 2∗ ≤ r < 2
∗(d−1)
d−2
.
Now using Ho¨lder inequality for Lorentz spaces (see Lemma 2.1) we have
‖V u‖
LqL
dr
2r+d
,2 ≤ (
dr
2r + d
)′‖V ‖L∞Ld/2,∞‖u‖LqLr,2
and therefore
‖u‖LqLr,2 ≤ ‖u1‖LqLr,2 + ‖u2‖LqLr,2 ≤ cs (‖F‖Lq˜′Lr˜′,2 + ‖V u‖Lq˜′Lr˜′,2)
≤ cs
(
‖F‖Lq˜′Lr˜′,2 + (
dr
2r + d
)′‖V ‖L∞Ld/2,∞‖u‖LqLr,2
)
.
Then we have that
‖u‖LqLr,2 ≤
cs
1− cs(
dr
2r+d
)′‖V ‖L∞Ld/2,∞
‖F‖Lq˜′Lr˜′,2
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provided cs(
dr
2r+d
)′‖V ‖L∞Ld/2,∞ < 1. 
Proof of Theorem 1.9. Case I: Here we prove the result assuming the first set of condi-
tions in (1.11). Multiplying the equation (1.1) by u¯ and integrating by parts we get
i
∫
Rd
∂tuu¯−
∫
Rd
|∇u|2 +
∫
Rd
V |u|2 =
∫
Rd
F u¯.
Taking imaginary part of both side we get Re
(∫
Rd
∂tuu¯
)
= Im
(∫
Rd
F u¯
)
. Cauchy-Scwhartz
inequality now implies ∂t‖u(t)‖
2 ≤ 2‖u(t)‖‖F (t)‖ which in turn gives (after cancelling one
‖u(t)‖ from both side and then integrating in time on [0, t])
(3.15) ‖u‖L∞L2,2 . ‖F‖L1L2,2
(see proof of Proposition 3 in [19] for details). Now we would like to have the estimate
(3.16) ‖u‖Lq1L2∗,2 . ‖F‖Lq˜′1Lr˜′1,2
using Theorem 1.8 for appropriate q1, q˜1, r˜1.
Choose 0 ≤ θ ≤ 1 so that 1
r
= 1−θ
2
+ θ
2∗
⇐⇒ θ = d
(
1
2
− 1
r
)
, then take r˜1 > 2 so that
1
r˜
= 1−θ
2
+ θ
r˜1
. Set q1 = θq, q˜1 = θq˜1. Let us now verify the conditions in Theorem 1.8 so that
(3.16) holds. Note that by direct computation we have
1
q1
+ 1
q˜1
+ d
2
(
d−2
2d
+ 1
r˜1
)
= d
2
⇐⇒ 1
q
+ 1
q˜
+ d
2
(
1
r
+ 1
r˜
)
= d
2
⇐⇒ (1.6).
d
d−2
< r˜1
2∗
< d
d−2
⇐⇒ 0 < 1
2
− 1
r˜
< 2(d−1)
d
(
1
2
− 1
r
)
1
q1
+ 1
q˜1
= 1
θ
(
1
q
+ 1
q˜
)
≤ 1⇐⇒ 1
q
+ 1
q˜
≤ d
(
1
2
− 1
r
)
⇐⇒ r ≥ r˜
d
2
(
1
r˜1
− 1
2∗
)
< 1
q1
⇐⇒ d
2
(
1
r˜
− 1
r
)
< 1
q
.
Now for cs2
∗‖V ‖L∞Ld/2,∞ < 1, the above four conditions ensures (3.16). Interpolating (see
Lemma 2.2) (3.15) and (3.16), we get the result.
Case II: Let us assume the second set of conditions in (1.11). By Theorem 1.6 we have
‖u‖L∞L2,2 . ‖F‖L2L2∗′,2(3.17)
for cs2
∗‖V ‖Ld/2,∞ < 1. Here again we would like to have the estimate of the form
(3.18) ‖u‖Lq1L2∗,2 . ‖F‖Lq˜′1Lr˜′1,2
using Theorem 1.8 for appropriate q1, q˜1, r˜1.
Choose 0 ≤ θ ≤ 1 so that 1
r
= 1−θ
2
+ θ
2∗
⇐⇒ θ = d
(
1
2
− 1
r
)
, then take r˜1 > 2 so that
1
r˜
= 1−θ
2∗
+ θ
r˜1
. Set q1 = θq and q˜1 so that
1
q˜
= 1−θ
2
+ θ
q˜1
. Then again by direct computation
we have
1
q1
+ 1
q˜1
+ d
2
(
d−2
2d
+ 1
r˜1
)
= d
2
⇐⇒ 1
q
+ 1
q˜
+ d
2
(
1
r
+ 1
r˜
)
= d
2
⇐⇒ (1.6).
d
d−2
< r˜1
2∗
< d
d−2
⇐⇒ 2 < r˜1 <
2∗d
d−2
⇐= 1
q
+ 1
q˜
> 1
2
and r˜ ≤ 2∗.
1
q1
+ 1
q˜1
= 1
θ
(
1
q
+ 1
q˜
)
− 1−θ
2θ
≤ 1⇐⇒ r˜ ≤ 2∗
d
2
(
1
r˜1
− 1
2∗
)
< 1
q1
⇐⇒ d
2
(
1
r˜
− 1
2∗
)
< 1
q
.
The above set of assumption together with cs2
∗‖V ‖L∞Ld/2,∞ < 1 imply (3.18). Now we
interpolate (3.17) and (3.18) to get the result. 
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3.2. Inverse square potential. In this subsection we give poofs of Theorems 1.5 and 1.10.
Proof of Theorem 1.5. Using Theorem 1.4, the result follows from appropriate modifica-
tion of [16, Theorem 4.2, Corollary 4.1]. See also [2] and Theorem 1.7. 
Proof of Theorem 1.10. We prove the result using interpolation twice in two steps.
Step I: Set 1
q0
= 1
q˜0
= 1
2
, 1
r˜0
= d−2(2−σ)
2d
, 1
r˜0
= d−2(2−σ)
2d
, 1
q˜1
= 1
2
and 1
r˜1
= d−2
2d
. From Theorem
1.7 we have
(3.19)
∥∥∥∥∫ t
0
ei(t−τ)LaF (τ)dτ
∥∥∥∥
L2L
2d
d−2σ
. ‖F‖
L2L
( 2d
d−2(2−σ)
)′
for appropriate σ. Let us choose θ so that
1
r˜
=
1− θ
r˜0
+
θ
r˜1
.(3.20)
Note that 1
r˜0
− 1
r˜
= d−2(2−σ)
2d
− d−2(2−s)
2d
= σ−s
d
and 1
r˜0
− 1
r˜1
= d−2(2−σ)
2d
− d−2
2d
= 2−2(2−σ)
2d
=
1−(2−σ)
d
= σ−1
d
. These together with (3.20) imply θ =
(
1
r˜
− 1
r˜0
)
/
(
1
r˜1
− 1
r˜0
)
= σ−s
σ−1
. In order to
make θ ∈ (0, 1) we must have
(3.21) 1 < s < σ or σ < s < 1.
Set q1 so that
1
q
= 1−θ
q0
+ θ
q1
. To make q1 > 0 we need
1
q1
=
1
θ
[
1
q
− (1− θ)
1
2
]
> 0⇐⇒
γ
2
>
s− 1
σ − 1
1
2
⇐⇒ γ >
s− 1
σ − 1
.(3.22)
Then 1
2
− 1
q1
= 1
θ
(
1
2
− 1
q
)
≥ 0 ⇐⇒ q1 ≥ 2 as q ≥ 2. Now choose r1 so that (q1, r1) is an
admissible pair. Then by Theorem 1.5 we have
(3.23)
∥∥∥∥∫ t
0
ei(t−s)LaF (s)ds
∥∥∥∥
Lq1Lr1
. ‖F‖L2L2∗′ .
Interpolating (see Lemma 2.2) of (3.19) and (3.23) we have
(3.24)
∥∥∥∥∫ t
0
ei(t−τ)LaF (τ)dτ
∥∥∥∥
L2/γL
2d
d−2(s+γ−1)
. ‖F‖
L2L
( 2d
d−2(2−s)
)′
where s ∈ Aa,γ =
(
1− d−2
2(d−1)
γ, 1 + d−2
2(d−1)
γ
)
∩Ra,γ . Note that (3.22) is equivalent to{
s < 1 + (σ − 1)γ if σ > 1
s > 1− (1− σ)γ if σ < 1.
This ensures (3.21) and sets the conditions s ∈ Aa,γ.
Step II: Set 1
q0
= 2
γ
, 1
r0
= d−2(σ+γ−1)
2d
, 1
q˜0
= 1
2
, 1
r˜0
= d−2(2−σ)
2d
, 1
q1
= γ
2
and 1
r1
= d−2γ
2d
. From
Step I we have
(3.25)
∥∥∥∥∫ t
0
ei(t−τ)LaF (τ)dτ
∥∥∥∥
L2/γL
2d
d−2(σ+γ−1)
. ‖F‖
L2L
( 2d
d−2(2−σ)
)′
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for appropriate σ. Set θ so that 1
r
= 1−θ
r0
+ θ
r1
. Then 1
r
− 1
r0
= σ−s
d
, 1
r1
− 1
r0
= σ−1
d
and hence
θ = σ−s
σ−1
. Take q˜1 so that
1
q˜
= 1−θ
q˜0
+ θ
q˜1
. To make q˜1 > 0 as before we need γ˜ >
s−1
σ−1
. This
ensures θ ∈ (0, 1) and sets the condition s ∈ Aa,γγ˜ . At last choose r˜1 so that (q˜1, r˜1) is an
admissible pair. Then by Theorem 1.5 we have
(3.26)
∥∥∥∥∫ t
0
ei(t−s)LaF (s)ds
∥∥∥∥
Lq1Lr1
. ‖F‖
Lq˜
′
1Lr˜
′
1
.
Now the theorem follows from interpolation of (3.25) and (3.26). 
4. Application
In this section we study the scattering solutions of the Cauchy problem
(NLSa) i
∂
∂t
u(t, x) + Lau(t, x) + |u(t, x)|
4
d−2u(t, x) = 0, u(t0, x) = u0(x).
We show that as an application of Theorem 1.10, we can establish a stability result for this
problem, similar to that of [12, Theorem 2.14] for the case a = 0. This stability result in
tern will establish the existence of scattering solutions in dimension 3, 4 and 5 by proceeding
exactly as in Kenig and Merle [12]. In fact when this project was on its final stage, we came
across the very recent work of Yang [23] where the same result has been established using
slightly different arguments. Therefore our work serves as an alternative proof of Theorem
4.5.
In Subsection 4.1, we establish this stability result and in Subsection 4.2 we outline the
proof without details as the proofs deviate very little from that of [12].
4.1. Stability of Solution. Let I be an open interval in R, t0 ∈ I and u0 ∈ H˙
1(Rd) . We
say that u ∈ C(I, H˙1(Rd)) is a solution of (NLSa) if ‖∇u‖W (I˜) < ∞ for all I˜ ⊂⊂ I and
satisfy the integral equation
u(t) = ei(t−t0)Lau0 + i
∫ t
t0
ei(t−τ)Laf(u)(τ)ds,
with f(u) = |u|
4
d−2u. Then proceeding exactly as in the proof of Theorem 2.5 in [12] by
using Strichartz estimates with potential i.e. Theorem 1.4, Theorem 1.5 we can establish
the following local existence theorem.
Proposition 4.1 (Local existence). Let d ∈ {3, 4, 5} and a <
(
d−2
2
)2
−
(
d−2
d+2
)2
. Then for
every A > 0 there exists δ = δ(A) > 0 such that for any interval I ⊂ R containing t0 and
u0 ∈ H˙
1(Rd) satisfying ‖u0‖H˙1 < A and ‖e
i(t−t0)Lau0‖S(I) < δ, the Cauchy problem (NLSa)
has a unique solution in I with ‖∇u‖W (I) < ∞, ‖u‖S(I) ≤ 2δ . Moreover, if u0,k → u0 in
H˙1(Rd) , the corresponding solutions uk → u in C(I, H˙
1(Rd)).
Using this Proposition and standard arguments, we can define the maximal interval of
existence. It is easy to see from the above Proposition by using the Sobolev inequality that
(NLSa) has a global Solution when the the initial data is small enough. Also following the
very same arguments as [12, Lemma 2.11] we have,
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Lemma 4.2 (Standard finite blow-up criterion). Let I = (−T−(u0), T+(u0)) be the maximal
interval of existence of solution to (1.8). If T+(u0) < ∞, then ‖u‖S([t0,t0+T+(u0)]) = ∞. A
corresponding result holds for T−(u0).
Now we can state the Main theorem of this section:
Theorem 4.3 (Long time perturbation). Let d ∈ {3, 4, 5}, a <
(
d−2
2
)2
−
(
d−2
d+2
)2
and I be
an open interval in R containing t0. Let u˜ be defined on I×R
d and satisfy supt∈I ‖u˜(t)‖H˙1 ≤
A, ‖u˜‖S(I) ≤M for some constants M,A > 0. Assume that u˜ satisfies i∂tu˜+Lau˜+f(u˜) = g,
i.e.,
u˜(t) = ei(t−t0)Lau˜(t0) + i
∫ t
t0
ei(t−τ)La(f(u˜(τ))− g(τ))dτ = 0.
Then for every A′ > 0, there exists ǫ0 = ǫ0(M,A,A
′, d) > 0 such that whenever
‖u0 − u˜(t0)‖H˙1 ≤ A
′, ‖∇g‖
L2(I,L
2d
d+2 )
≤ ǫ, ‖Sa(t− t0)[u0 − u˜(t0)]‖S(I) ≤ ǫ
for some 0 < ǫ < ǫ0, then the Cauchy Problem (NLSa) has a solution u defined on I
satisfying the estimate
‖u‖S(I) ≤ C(M,A,A
′, d) and ‖u(t)− u˜(t)‖H˙1 ≤ C(A,M, d)(A
′ + ǫ) for all t ∈ I.
Proof. Here we follow the work [11], where the case a = 0 is dealt. First note that for any
u0 as in the statement of the theorem, Cauchy problem (NLSa) has a solution in a maximal
interval of existence by Proposition 4.1. We prove that this solution satisfies the required a
priori estimates. By blow up alternative i.e. Lemma 4.2, this will immediately imply that
solution has to exist in all of I as ‖u‖S(I) ≤ C(M,A,A
′, d) <∞.
STEP I: Let us show that ‖∇u˜(t)‖W (I) ≤M
′ = M ′(A,M, d) <∞.
For η > 0 split I into γ = γ(M, η) intervals I1, I2, · · · , Iγ so that ‖u˜(t)‖S(Ij) ≤ η for
j = 1, 2, · · · , γ. Then
u˜(t) = ei(t−tj )La u˜(tj) + i
∫ t
tj
ei(t−τ)Laf ◦ u˜(τ)dτ + i
∫ t
tj
ei(t−τ)Lag(τ)dτ
for some tj ∈ Ij fixed. Then
‖∇u˜‖W (Ij) ≤ cA + c‖u˜‖
4
d−2
S(Ij)
‖∇u˜‖W (Ij) + c‖∇g‖
L2(Ij ,L
2d
d+2 (Rd))
≤ cA + cη
4
d−2‖∇u˜‖W (Ij) + c‖∇g‖
L2(Ij ,L
2d
d+2 (Rd))
≤ c(A+ ε) +
1
2
‖∇u˜‖W (Ij)
choosing η = η(d) > 0 small enough. Hence we have ‖∇u˜‖W (Ij) ≤ 2c(A + ε) consequently
by taking ε0 ≤ 1, we have ‖∇u˜‖W (I) ≤ 2γ(η(d),M)c(A+ 1) =: M
′(A,M, d).
STEP II: A priori estimate.
Let us set q, r, q˜, r˜ by q = 2(d+2)
d−2
, 1
r
= d−2
2(d+2)
+ α
d
, q˜ = 2 and 1
r˜
= d
2+2(1−α)d−4α
2d(d+2)
. If we write
1
q
= γ
2
, 1
q˜
= γ˜
2
, 1
r˜
= d−2(2−s)
2d
then we have γ = d−2
d+2
< 1, γ˜ = 1 and s − 1 = 1 − α. Since
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Theorem 1.10 is valid for s in a neighbourhood of 1, we conclude
(4.1)
∥∥∥∥∫ t
0
ei(t−τ)Lah(τ)dτ
∥∥∥∥
LqLr
. ‖h‖Lq˜′Lr˜′
is valid for 0 < α < 1 close enough to 1. By fractional Hardy inequalities we have
(4.2) ‖f‖S(I) . ‖D
αf‖LqLr . ‖∇f‖W (I)
by interpolation
(4.3) ‖Dαf‖Lq(I,Lr) . ‖f‖
1−α
S(I)‖∇f‖
α
W (I)
by Holder
(4.4) ‖|u|4/(d−2)Dαu‖Lq˜′Lr˜′ ≤ ‖u‖
4/(d−2)
S(I) ‖D
αu‖LqLr .
Let η > 0. Again split I into l = l(M,M ′, η) intervals I0, I1, · · · , Il−1 with Ij = [tj , tj+1]
so that ‖u˜‖S(Ij) ≤ η and ‖D
αu˜‖Lq(Ij ,Lr) ≤ η for j = 0, 1, · · · , l − 1. Let us write u = u˜ + w.
Then w solves
i∂tw + Law + f(u˜+ w)− f(u˜) = −g
with w(t0) = u0 − u˜(t0) if u solves (NLSa). Now in order to solve for w, we need to solve,
in Ij, the integral equation
(4.5) w(t) = ei(t−tj )Law(tj) + i
∫ t
tj
ei(t−τ)La [f(u˜+ w)− f(u˜)](τ)dτ + i
∫ t
tj
ei(t−τ)Lag(τ)dτ.
Put Bj = ‖D
αw‖Lq(Ij ,Lr), γj = ‖D
αe−i(t−tj )Law(tj)‖Lq(Ij ,Lr) + cε and Nj(w, u˜) = ‖D
α[(f ◦
(u˜+ w))− (f ◦ u˜)]‖Lq˜′(Ij ,Lr˜′). Then by (4.1)
Bj ≤ γj + cNj(w, u˜).
Now by fractional Leibnitz and chain rule
Nj(w, u˜) .
(
‖u˜‖
4
d−2
S(Ij)
+ ‖w‖
4
d−2
S(Ij)
)
‖Dαw‖Lq(Ij ,Lr)
+ ‖w‖S(Ij)
(
‖u˜‖
6−d
d−2
S(Ij)
+ ‖w‖
6−d
d−2
S(Ij)
)(
‖Dαu˜‖Lq(Ij ,Lr) + ‖D
αw‖Lq(Ij ,Lr)
)
.
Therefore Bj ≤ γj + cη
4
d−2Bj + cB
d+2
d−2
j and choosing η > 0 small
Bj ≤ 2γj + cB
d+2
d−2
j = 2γj + cB
4
d−2
j Bj .
This implies if Bj ≤
(
1
2c
) d−2
4 =: c0 (so that cB
4
d−2
j ≤
1
2
) then Bj ≤ 4γj. Hence we have
‖∇w‖W (Ij) ≤ 4
(
‖e−i(t−tj )Law(tj)‖W (I) + cε
)
provided Bj ≤ c0.
Now put t = tj+1 in the integral formula (4.5), and apply e
i(t−tj+1)La to we obtain
ei(t−tj+1)Law(tj+1) = e
i(t−tj )Law(tj) + i
∫ tj+1
tj
ei(t−τ)La [f(u˜+ w)− f(u˜)](τ)dτ
+ i
∫ tj+1
tj
ei(t−τ)Lag(τ)dτ.
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Therefore as before provided Bj ≤ c0 we have
‖Dαei(t−tj+1)Law(tj+1)‖Lq(Ij ,Lr) ≤ ‖D
αei(t−tj )Law(tj)‖Lq(Ij ,Lr) + cε+ cη
4
d−2Bj + cB
d+2
d−2
j
≤ γj + cη
4
d−2Bj + 2γj ≤ 3γj + cη
4
d−24γj
and choosing η > 0 small we get γj+1 ≤ 5γj. Note that by (4.3)
‖Dαe−i(t−tj )Law(tj)‖Lq(I,Lr) . ‖e
−i(t−tj )Law(tj)‖
1−α
S(I)‖∇e
−i(t−tj )Law(tj)‖
α
W (I)
. ‖e−i(t−tj )Law(tj)‖
1−α
S(I)‖w(tj)‖
α
H˙1
.
Therefore by hypothesis that γ0 ≤ ε
1−βA′+cε. Iterating, we have γj ≤ 5
j(ε1−βA′+cε) if Bj ≤
c0. Thus Bj ≤ 4γj ≤ 5
j4(ε1−βA′ + cε) if Bj ≤ c0. Choose ε0 = ε0(c, l) = ε0(c,M,M
′, η) =
ε0(c,M,A, d) > 0 so that 5
l4(ε1−β0 A
′ + cε0) = c0.
Therefore for 0 < ε < ε0 we have ‖D
αw‖Lq(I,Lr) ≤ 5
ll4(ε1−βA′ + cε) and hence by (4.2)
‖w‖S(I) ≤ c5
ll4(ε1−βA′ + cε). Using Strichartz again we get ‖w(t)‖H˙1 ≤ C(ε
1−βA′ + cε) for
all t ∈ I. This proves the required estimates and hence the theorem. 
4.2. Scattering of Solutions. In this subsection we outline an alternative proof of the
scattering result of [23], see Theorem 4.5 below for the exact statement. First we define the
ground state solution Wa and energy of a solution of (NLSa):
Definition 4.4. (i) Given a <
(
d−2
2
)2
, we define β > 0 via a =
(
d−2
2
)2
[1−β2]. Then define
the function (ground state solution) by Wa(x) := [d(d− 2)β
2]
d−2
4
[
|x|β−1
1+|x|2β
](d−2)/2
.
(ii) By Ea(u(t)) =
∫
Rd
(
1
2
|∇u(t, x)|2 − a
2|x|2
|u(t, x)|2 − 1
2∗
|u(t, x)|2
∗
)
dx, we define the Energy
Ea(u) of a solution u corresponding to our problem.
Now we are in a position to state the scattering result:
Theorem 4.5. Let d ∈ {3, 4, 5} and a <
(
d−2
2
)2
−
(
d−2
d+2
)2
. Assume that Ea(u0) < Ea∨0(Wa∨0)
and ‖u0‖H˙1a < ‖Wa∨0‖H˙1a∨0 and u0 is radial. Then the solution u to (NLSa) with data at
t = 0 is defined for all time with ‖u‖S(R) <∞ and there exists u0,+, u0,− in H˙
1 such that
lim
t→+∞
‖u(t)− eitLau0,+‖H˙1a = 0, limt→−∞
‖u(t)− eitLau0,−‖H˙1a = 0.
Before giving the proof of Theorem 4.5, we state a few preliminaries form early works:
Theorem 4.6 (Coercivity, see Corollary 7.6 in [13]). Let d ≥ 3 and a <
(
d−2
2
)2
. Let
u : I × Rd → C be a solution to (NLSa) with initial data u(t0) = u0 ∈ H˙
1(Rd) for some
t0 ∈ I. Assume Ea(u0) ≤ (1 − δ0)Ea∨0(Wa∨0) for some δ0 > 0. Then there exist positive
constants δ1 and c depending on d, a, δ0, such that if ‖u0‖H˙1a ≤ ‖Wa∨0‖H˙1a∨0, then for all t ∈ I
(i) ‖u(t)‖H˙1a ≤ (1− δ1)‖Wa∨0‖H˙1a∨0.
(ii)
∫
Rd
|∇u(t, x)|2 + a
|x|2
|u(t, x)|2 − |u(t, x)|
2d
d−2dx ≥ c‖u(t)‖2
H˙1a
.
(iii) c‖u(t)‖2
H˙1a
≤ 2Ea(u) ≤ ‖u(t)‖
2
H˙1a
.
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Theorem 4.7 (Concentration compactness, see Theorem 3.1 in [13], [23]). Assume a <(
d−2
2
)2
−
(
d−2
d+2
)2
. Let {v0,n} ∈ H˙
1(Rd), ‖v0,n‖H˙1 < A, v0,n is radial for all n ∈ N. Assume
that ‖eitLav0,n‖S(R) ≥ δ > 0, where δ = δ(A) is as in Proposition 4.1. Then there exist
a sequence {V0,j}
∞
j=1 in H˙
1(Rd), a subsequence of {v0,n} (which we still call {v0,n}) and a
couple (λj,n, tj,n) ∈ (0,∞)× R, with
λj,n
λj′,n
+
λj′,n
λj,n
+
|tj,n − tj′,n|
λ2j′,n
→∞
as n → ∞ for j 6= j′ such that ‖V0,1‖H˙1(Rd) ≥ α0(A) > 0. If V
l
j (x, t) := e
itLaV0,j(x), then,
given ǫ0 > 0, there exists J = J(ǫ0) and {wn}
∞
n=1 ∈ H˙
1(Rd), so that
(i) v0,n =
∑J
j=1
1
λ
(d−2)/2
j,n
V lj
(
−
tj,n
λ2j,n
, x
λj,n
)
+ wn
(ii) ‖eitLawn‖S(R) ≤ ǫ0
(iii) ‖v0,n‖
2
H˙1a
=
∑J
j=1 ‖V0,j‖
2
H˙1a
+ ‖wn‖
2
H˙1a
+ o(1) as n→∞
(iv) Ea(v0,n) =
∑J
j=1Ea
(
V lj
(
−tj,n
λ2j,n
))
+ Ea(wn) + o(1) as n→∞.
In addition we may assume that for each j either
tj,n
λ2j,n
≡ 0 or
tj,n
λ2j,n
→∞ as n→∞.
Remark 4.8. The original result [13, Theorem 3.1] says we would get a sequence {xj,n}
along with {λj,n}, {tj,n}. But due to the radial situation we can take xj,n = 0 for all j, n’s.
Proposition 4.9 (Localized virial identity). Let φ ∈ C∞0 (R
d), t ∈ [0, T+(u0)). Then for u
satisfying i∂tu+∆u− V u+ |u|
4/(d−2)u = 0 we have
(i) d
dt
∫
Rd
|u|2φ = 2Im
∫
Rd
u¯∇u · ∇φdx
(ii) d
2
dt2
∫
Rd
|u|2φ = 4
∑
i,j Re
∫
Rd
∂xixjφ∂xiu∂xj u¯−
∫
Rd
[∆2φ+2∇φ ·∇V ]|u|2− 4
d
∫
Rd
∆φ|u|2
∗
.
Proof. See [14, Lemma 7.2] by Killip and Visan. 
Theorem 4.10. Let G be a dislocation in a Hilbert space H. Then for any compact set K˜
in the quotient space H/G with the quotient topology, there exists a compact set K in H such
that K˜ = P (K), where P : H → H/G is the standard canonical projection.
Now let us give a short hand notation to an u0 ∈ H˙
1(Rd) for which scattering happens:
Definition 4.11. Let u0 ∈ H˙
1
a(R
d) with ‖u0‖H˙1a < ‖Wa∨0‖H˙1a∨0 and Ea(u0) < Ea∨0(Wa∨0).
We say that (SC)(u0) holds, if the maximal interval I of existence of solution u to (NLSa)
with initial data u0 at t0, is R and ‖u‖S(R) <∞.
Note that, because of Proposition 4.1, Strichartz and Sobolev inequality, if ‖u0‖H˙1a ≤ δ,
(SC)(u0) holds. Thus, in light of Theorem 4.6, there exists η0 > 0 such that ‖u0‖H˙1a <
‖Wa∨0‖H˙1a∨0, Ea(u0) < η0, then (SC)(u0) holds. Thus, there exists a number EC , with
0 < η0 ≤ EC ≤ Ea∨0(Wa∨0), such that, if ‖u0‖H˙1a < ‖Wa∨0‖H˙1a∨0 and Ea(u0) < EC , then
(SC)(u0) holds and EC is optimal with this property. Note that
EC = sup
{
E ∈ (0, Ea∨0(Wa∨0)) : ‖u0‖H˙1a < ‖Wa∨0‖H˙1a∨0, Ea(u0) < E ⇒ (SC)(u0) holds
}
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and EC ≤ Ea∨0(Wa∨0). Assuming EC < Ea∨0(Wa∨0), we have existence of a critical solution
with some compactness property, namely we have the following result:
Proposition 4.12. Let EC < Ea∨0(Wa∨0). Then there exists u0,C ∈ H˙
1(Rd) with
Ea(u0,C) = EC < Ea∨0(Wa∨0), ‖u0,C‖H˙1a < ‖Wa∨0‖H˙1a∨0
such that, if uC is the solution of (NLS)a with initial data u0,C at t = 0 and maximal
interval of existence I, then ‖uC‖S(I) = ∞. In addition uC has the following property: If
‖uC‖S(I+) =∞ then there exists a function λ : I+ → (0,∞) such that the set
K =
{
v(t, x) : v(t, x) =
1
λ(t)(d−2)/2
uC
(
t,
x
λ(t)
)}
has compact closure in H˙1(Rd). A corresponding conclusion is reached if ‖uC‖S(I−) = ∞,
where I+ = (0,∞) ∩ I, I− = (−∞, 0) ∩ I.
Proof. The existence og uC follows exactly in the same way as in [12, Proposition 4.1] once
we have Theorems 4.3 and 4.7. For the existence of λ we go in the way of proof of [12,
Proposition 4.2] along with Theorem 4.10. 
Now we have the following rigidity result:
Proposition 4.13. Let u0 ∈ H˙
1(Rd) such that Ea(u0) < Ea∨0(Wa∨0), ‖u0‖H˙1a < ‖Wa∨0‖H˙1a∨0
and u be the solution to (NLSa) with u(0, ·) = u0. Assume there exists a function λ : I+ →
(0,∞) such that the set
K =
{
v(t, x) : v(t, x) =
1
λ(t)(d−2)/2
u
(
t,
x
λ(t)
)}
has compact closure in H˙1(Rd). Then u = 0.
Proof. The proof is similar to that of [12, Proposition 5.3] once we have Theorem 4.6 and
Proposition 4.9. 
Proof of Theorem 4.5. Note that Theorem 4.5 is the assertion EC = Ea∨0(Wa∨0). If not
assume EC < Ea∨0(Wa∨0). By Proposition 4.12 we have existence of a minimal solution uC
satisfying the assumption of Proposition 4.13. Applying Proposition 4.13 to uC we conclude
that uC = 0 which is a contradiction as we had ‖uC‖S(I) =∞ from Proposition 4.12. 
5. Appendix
Finding of exponents r0, r˜0, r1, r˜1, θ0, θ1, θ for proof of Theorem 3.1. Note that the
conditions are
d− 2
d
<
r0
r˜0
,
r0
r˜1
,
r1
r˜0
<
d
d− 2
, r0, r˜0, r1, r˜1 ≥ 2(5.1)
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(5.2)

d
2
(
1
r0
− 1
r˜0
)
< 1
q˜
if r0 ≤ r˜0
d
2
(
1
r˜0
− 1
r0
)
< 1
q
if r0 ≥ r˜0
,

d
2
(
1
r1
− 1
r˜0
)
< 1
q˜
if r1 ≤ r˜0
d
2
(
1
r˜0
− 1
r1
)
< 1
q
if r1 ≥ r˜0
(5.3)

d
2
(
1
r0
− 1
r˜1
)
< 1
q˜
if r0 ≤ r˜1
d
2
(
1
r˜1
− 1
r0
)
< 1
q
if r0 ≥ r˜1
along with (3.8), (3.10), (3.11), (3.12) and (3.13).
Since the maps (x, y) 7→ x
y
, (x, y) 7→ d
2
(
1
x
− 1
y
)
are continuous on (0,∞)× (0,∞), because
of (1.7), there exists δ > 0 such that
d− 2
d
<
1
r
+ a
1
r˜
+ b
<
d
d− 2
,
{
d
2
(
1
r
+ a− 1
r˜
− b
)
< 1
q˜
if r ≤ r˜
d
2
(
1
r˜
+ a− 1
r
− b
)
< 1
q
if r ≥ r˜
for all |a|, |b| ≤ δ. Set
1
r0
=
1
r
− a,
1
r1
=
1
r
+ b,
1
r˜0
=
1
r˜
− a,
1
r˜1
=
1
r˜
+ b
with
0 < a, b <
{
min{δ, 1
r
, 1
r˜
, 1
2
− 1
r
, 1
2
− 1
r˜
, 1
2
∣∣1
r
− 1
r˜
∣∣} if r 6= r˜
min{δ, 1
r
, 1
r˜
, 1
2
− 1
r
, 1
2
− 1
r˜
, 1
2
} if r = r˜.
Then (3.8), (5.1), (5.2), and (5.3) are satisfied. Because of (3.11) and (3.12) we have a(1 −
θ0) = bθ0 and a(1 − θ1) = bθ1. Adding them we have a(2 − θ) = bθ using (3.13). Therefore
we have
(5.4) θ =
2a
a+ b
.
Subtracting a(1− θ0) = bθ0 from a(1− θ1) = bθ1 we get θ0 = θ1 and therefore θ0 = θ1 =
a
a+b
.
Since we require 0 < θ < 1 we choose a < b.
Note that (3.10) is equivalent to(
1
q˜′
−
1
q
)
+
d
2
(
1
r˜′0
−
1
r0
)
+ θ
d
2
[(
1
r˜′0
−
1
r1
)
−
(
1
r˜′0
−
1
r0
)]
= 1(5.5)
Now using (1.7) we have 1
q˜′
− 1
q
= 1 − 1
q˜
− 1
q
= 1 − d
2
(
1− 1
r
− 1
r˜
)
and therefore (5.5) is
equivalent with
d
2
(
1
r˜′0
−
1
r0
)
+ θ
d
2
(
1
r0
−
1
r1
)
=
d
2
(
1−
1
r
−
1
r˜
)
⇐⇒
1
r0
+
1
r˜0
=
1
r
+
1
r˜
+ θ
(
1
r0
−
1
r1
)
and by our choice of r0, r˜0, r1, r˜1, θ0, θ1, θ this is equivalent to 2a = θ(a+b) which is equivalent
to (5.4).
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