P300 speller is a famous brain-computer interface (BCI) method, which translates mental attention by identifying the event-related potentials evoked by target stimulus. To improve its efficiency, subject-independent classification models and dynamical stopping strategies have been introduced into P300 speller. However, it has still not been determined whether these methods remain effective when the configurations of visual stimuli are changed. This study investigates whether subject-independent dynamical stopping model (SIDSM) can maintain high efficiency in the case of stimulus onset asynchrony (SOA) change. The SIDSM was built on a 55-subject database, and the classification efficiency was tested online with 14 new subjects. During the online experiment, four SOA conditions were tested, one of which had the same SOA as the modeling data, while the other three had different SOA settings. The SIDSM obtained comparable classification accuracy under different SOA settings. Thus, the efficiency of information transmission can be significantly improved by changing SOA only, without retraining the model. These results suggest that SIDSM has good robustness to changes in stimulus settings and can provide P300 speller with good flexibility for individual optimization.
I. INTRODUCTION
Brain-computer interface (BCI) is a communication system in which an individual can send messages or commands to the external world without using brain's normal output pathways of peripheral nerves and muscles [1] . One of the most popular non-invasive BCIs is P300 speller, which was first described by Farwell and Donchin [2] . P300 speller has been shown to have many clinical applications, including in patients with amyotrophic lateral sclerosis [3] , spinal cord injury [4] , or cerebral palsy [5] .
P300 is a component of the event-related potential (ERP) response evoked by an oddball paradigm [6] . In the Farwell-Donchin P300 speller, 36 candidate letters form a matrix of six rows and six columns, which flash on the computer screen. The flash containing the letter in which the user is interested represents the target stimulus, which stimulates the The associate editor coordinating the review of this manuscript and approving it for publication was Yongping Pan. P300 response, while the other flashes are non-target stimuli. Therefore, identifying one letter requires identification of two P300s in a six-row six-column flash sequence: one for the row containing the target letter, and the other for the column containing the target letter. A simple row-column encode mode is then used to locate the target letter in the typical Farwell-Donchin paradigm, although a number of new coding methods have been developed to improve coding efficiency [7] - [9] .
P300 has proven to be a reliable means to decode user's mental selection from a candidate letter set [3] - [5] . However, owing to the low signal-to-noise ratio (SNR) of electroencephalogram (EEG) signals, the P300 speller needs to induce multiple P300s with repeated flash sequences to improve the SNR, and thereby increase the accuracy of recognition. Moreover, there exists a trade-off between the encoding speed and the recognition accuracy in the P300 speller. Thus, several Bayesian approaches for dynamically stopping sequence iteration were developed to adaptively balance these VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ two factors in the recognition of each command [10] , [11] . By using dynamic stopping models, significant increases in the accuracy and communication rate of P300 speller can be achieved [11] . However, from the perspective of encoding efficiency, some other aspects of the flashing also have important influence, such as stimulus onset asynchrony (SOA) in Figure 1 . In a fixed encoding mode, the total number of stimuli needed to decode a letter is fixed; the total time consumed for decoding is proportional to the SOA and the number of repetitions. In order to obtain better information transfer efficiency, P300 speller system needs to achieve suitable balance among SOA, repetition and SNR. Unfortunately, however, SOA has more complicated effect than the repetition of the flash sequence. Previous studies have shown that an SOA change can bring about change in P300 responses [12] . In pattern recognition, this means that a recognition model built under one SOA will no longer be applicable under another. To the best of our knowledge, the use of P300 recognition model in different SOAs has not yet been studied. Another issue affecting performance and user experience in P300 speller is the so-called calibration problem. Typically, a P300 speller system needs to set up a recognition model before it can be used, which requires collection of EEG data containing P300 responses. For P300 speller, this calibration process will take additional time, which reduces the efficiency of the system and impairs user experience. Although some studies have proposed different methods to reduce the time consumption of calibration [13] - [15] , ideal solution is still to use subject-independent model (SIM) [16] - [17] . Unlike the subject-dependent model, SIM is built using an other-subject database. Therefore, it does not need to collect data before the system is used to train the recognition model. SIM has been proved to be effective in P300 speller, since it significantly improves robustness and efficiency [18] .
Obviously, if the system must build a specific recognition model for each SOA in order to optimize the SOA setting, this will obviously worsen the calibration dilemma. However, given that the robustness of SIM has been demonstrated with respect to different subjects [16] , a reasonable expectation is that SIM can maintain similar robustness under different SOAs. If this is true, then we can improve the performance of P300 speller by adjusting SOA while maintaining the calibration-free advantage of SIM. In addition, considering the effectiveness of dynamic stop strategy for improving the efficiency of P300 speller, it is worth exploring whether it can play a similar role when SOA changes. So, in this study, our hypothesis was that a subject-independent dynamic stopping model (SIDSM) could continue to work well when SOA is changed. This may provide a basis for improving the efficiency of P300 speller by selecting a suitable SOA for different individuals, while maintain the non-calibration that is very important to the user experience.
II. MATERIALS AND METHODS

A. EXPERIMENT
The experiment was divided into two parts: model building and model testing. In the first part, EEG signals from 55 subjects were collected to build a SIM to recognize the P300. This was an off-line experiment, which means that the subjects did not receive any feedback about the P300 recognition. In the second part, 14 subjects used the SIM to operate the P300 speller online. During this online experiment, the subjects received feedback after each letter recognition task. The EEG signals and the online recognition results were saved for further analysis and comparison.
During the two experiments, the EEG signals were recorded using two Neuroscan SynAmps 2 systems. Electrodes were placed in accordance with the revised international 10/20 system at Fz, Cz, Pz, Oz, Po7 and Po8. This location set has been shown to be capable of achieving similar performance to a large set of electrodes [19] . Electrode impedance was always kept under 5 k . All the sites referred to the left ear lobe, and a ground electrode was positioned at the right ear lobe. The EEG signals were sampled at 1000 Hz and bandpass filtered at 0.1-40 Hz.
The participants were seated in a comfortable chair in front of a computer monitor 60 cm away from eyes. They were not supposed to make any muscle movements during the EEG recording. During the experiment, a 6 × 6 matrix containing 36 letters (characters A-Z and numbers 0-9) was presented on the computer screen. In random order, each row or column was intensified for a short period. The participant was asked to focus on a specific letter in the matrix and silently count the number of flashes of this letter. The flashes of the row or column containing the desired symbol constituted target stimuli and were intended to evoke a P300 wave, while all other flashes constituted non-target stimuli and would not evoke P300. Thus, the target row flash and the target column flash could identify the relevant symbol. In this experiment, 12 flashes constituted one sequence, in which each row/column was intensified only once. Ten repetitive sequences constituted one trial, during which the participants focused their attention on the same target letters.
In the model building experiment, the intensification of each row/column lasted for 100 ms, after which it was dark for 125 ms, such that the SOA was 225 ms. For each subject, 20 letters were tested during the experiment, which meant that EEG epochs corresponding to 2400 flashes (20 × 10 × 12) could be collected from each subject. Two models were built from these data: the SIM, which identified the letter using 10 repetitive sequences, and the SIDSM, which identified the letter using repetitive sequences adaptively stopping during the ongoing EEG data collection.
In the model testing experiment, each subject operated the P300 speller online under five conditions, which corresponded to the four SOA settings and two recognition models described above, i.e., the SIM and the SIDSM. Table 1 shows the SOA settings and recognition models for the five online experimental conditions. It should be noted that when the SIM model is used, the number of repetitions is 10, and when the SIDSM model is used, the number of repetitions is controlled by the SIDSM model. The SOA settings were 125 ms, 175 ms, 225 ms and 275 ms, corresponding to 50 ms light and 75 ms dark, 75 ms light and 100 ms dark, 100 ms light and 125 ms dark, and 125 ms light and 150 ms dark, respectively. For need of fair comparison, the 225 ms SOA setting was the same as that used in the model building part (flash 125 ms and dark 100 ms). The other three SOA settings are separated by 50ms in turn, in which dark time is 25ms difference and flash time is 25ms difference either. During the first session, the subjects used the SIM with an SOA of 225 ms to operate the P300 speller in order to test whether the SIM works for each individual. Each letter was identified after 10 repetitions. The subsequent four sessions were used to test whether the SIDSM works for different SOA settings. The last four sessions were ordered randomly for each subject, and each session contained only one SOA setting. When using SIDSM, the P300 speller system dynamically stopped the flashing repetition according to the SIDSM output during the identification of each letter. There were five conditions in the model testing experiment, the first of which used static repetition, while the others used dynamic repetition. They were referred to as S-225, D-125, D-175, D-225 and D-275 respectively. In the five sessions, each subject conducted operations of 20, 15, 15, 15 and 15 letters respectively. The sessions were separated by a break of 5-10 min. Online feedback was presented by highlighting the predicted letter for 1 s.
B. SIM AND SIDSM
Data epochs of length 700 ms after the flash stimuli were extracted. All EEG signals were filtered with a Finite Impulse Response (FIR) bandpass filter with 0.5-10 Hz cut-off frequencies, and then resampled to 20 Hz. Thus, 14 features were collected for each channel, and the total feature dimension was 14 × 6.
The Fisher Linear Discriminant Analysis (LDA) algorithm was used to build the P300 recognition model. LDA has been proven to work efficiently with P300 speller in many previous studies, such as [20] . In LDA, a weight vector ω ∈ R D was optimized from the training data. Let x j denote the EEG feature of the jth row/column flash in the P300 recognition. LDA projects x j on ω to find the decision value
As only one P300 was elicited for each of the six row/column flashes in each sequence, the target row/column flash was chosen as the jth row/column with the maximum value of y. In each trial, there were several repetitive sequences, and P300 was elicited by the same row/column in each sequence. The final recognition was obtained from the averaged value y:
target row = arg max j ȳ j,n row , j = 1, . . . , 6
target column = arg max j ȳ j,n column , j = 1, . . . , 6 (4)
Here, y j,i denotes the jth row/column flash in the ith sequence in the same trail, and n is the number of repetitive sequences.
In the model building experiment and the S-225 condition of the model testing experiment, the value of n was 10.
The SIM of P300 recognition was trained on the data set collected from the 55-subject model building experiment. And then, in the P300 recognition, a multiple-channel EEG response of each row/column flash could be projected to a one-dimensional value.
Using Bayesian approach, the posterior probability of a row/column flash containing the target letter after n repetitions is p(tar/ȳ j,n ) = p(ȳ j,n /tar) × p(tar) p(ȳ j,n /tar) × p(tar) + p(ȳ j,n /non) × p(non)
Here, p(tar) and p(non) are the prior probabilities of the target and non-target stimuli, whose values were 1/6 and 5/6 respectively in the P300 speller. p(ȳ j,n /tar) is the conditional probability of the SIM output for the target response after n repetitions, while p(ȳ j,n /non) is the conditional probability of the non-target response after n repetitions. Here, p(ȳ j,n /tar) is taken as an example to illustrate the calculation process.
First, all the target flashes {x j } form a one-dimensional data set {y j by Formula 1, and then the probability density function (PDF) of y is estimated by a kernel density estimation method. Finally, the conditional probability corresponding to the jth row/column flash can be obtained by taking the y value into the PDF. For the case of n times of repetition, a similar process is also adopted. That is, the data set after n repetition is first established, and then the PDF is estimated, and finally the conditional probability is obtained according to the averaged y value after n repetitions. In principle, P300 speller's dynamic stop strategy is to use this posterior probability to automatically determine how many sequences to be adopted in each trial, rather than using the same number of sequences in each trial.
Formula (5) shows that p(tar/ȳ j,n ) is only related to the jth row/column flash, not to other flashes in the same row/column sequence. However, as shown by Formulas (3) and (4), the target response is the one with the maximum likelihood of the six row/column flashes occurring in the same sequence, indicating that the six flashes affected each other in the P300 recognition. In order to take into account all flashes in a sequence in the P300 cognition, the six mean y values of n repetitive row/column sequences were sorted from large to small, and then organized into a new feature vector: y s n = (ỹ 1,n ,ỹ 2,n , . . . ,ỹ 6,n ) T
Here,ỹ j,n is the jth largest of the 6ȳ value of the same sequence after n repetitions, and it should be noted that it does not correspond to the jth row/column flash. y s n denotes the new feature vector of n row/column sequences. Let H 1 and H 0 denote the correct and wrong P300 recognitions after n repetitions. And then, the y s n can be projected to a one-dimensional value using another LDA model:
Similarly, using a Bayesian approach, the posterior probability of P300 recognition by n repetitions being correct is calculated according to the following formula,
Here H 1 refers to the successful identification of target flash in a sequence, that is, correctly identifying the rows/column containing the target character in the 6-rows/column sequence. Therefore, the prior probability p(H 1 ) is the sequence accuracy in P300 recognition, and p(H 0 ) is 1 − p(H 1 ). In the model training data set, p(H 1 ) and p(H 0 ) were estimated using a leave-one individual-out cross validation, in which one individual served as the test and the other individuals served as model training in each fold. A kernel density estimation method was then used to estimate the probability density function of the z n in H 1 and in H 0 . The calculation of the conditional probability is similar to the previous one. First, all sequences with n repetition y s n form a one-dimensional data set {z n } by Formula 7, and then the probability density function (PDF) of z n is estimated by a kernel density estimation method. Finally, the conditional probability can be obtained by taking the z n value into the PDF. In the model testing experiment, the threshold of p(H 1 /z n ) for stopping the repetition was set as 0.85. If the number of repetitions reaches 10 but the p(H 1 /z n ) has not yet reached the threshold, the P300 speller system stops the current trial but not the outputs, and next letter operation starts.
The information transfer rate (ITR) is used to evaluate the efficiency of the P300 speller, which is defined as follows
where N is the number of characters (36 in this article), P is the recognition accuracy of characters, and T is the total time spent to output characters. Figure 2 shows the online performance of the model testing experiment. In Figure 2A -D, the blue symbols depict the distribution of the average number of repetitions during the dynamic stopping output, and the red symbols depict the average recognition accuracy. As shown in Figure 2C , under the D-225 condition, which has the same SOA setting as the model building condition, SIDSM could automatically stop the stimulus repetition in 95.63% of trials and then output a character. The mean stopping sequence was 5.87, which significantly reduced the operation time for each trial compared with the fixed repetition sequence (10 sequences). Moreover, the mean classification accuracy under D-225 reached 89.05%, which was not significantly different from the classification accuracy under the S-225 condition ( Figure 2F ). Hence, the SIDSM can maintain recognition performance while greatly reducing the repetition. Although the SIDSM used an SOA setting different from the model building condition, the P300 speller still worked well. Under the conditions of D-125, D-175 and D-275, as depicted in Figures 2A, 2B and 2D, respectively, most of the trials automatically stopped the repetition and produced output with high accuracy. Under the three conditions, the mean ratios of dynamic output trials were 88.57%, 93.93% and 95.74% (Figure 2E ), and the mean classification accuracies were 84.76%, 84.40% and 88.12% ( Figure 2F ), respectively. In the paired t-test with false discovery rate (FDR) correction, no significant difference was found between the three conditions and the D-225 condition, neither in the output trials nor in the classification accuracy (p > 0.1). Moreover, the averaged stop sequences were 6.29, 6.13 and 5.71 under the three conditions, with no significant difference in comparison with D-225 either. In the dynamic stopping experiment, significant difference in the stop sequence was found only between D-125 and D-275 by using pairwise t-test (p < 0.05). This indicates that as the SOA increases, the stop sequence has slight decreasing trend. The results show that SIDSM can be built under one SOA setting and applied under another, representing promising flexibility for P300 speller application.
III. RESULTS AND DISCUSSION
The ITR in P300 speller depends on two factors: encoding efficiency and classification accuracy. As the classification accuracy of the SIDSM is maintained under different SOA conditions, the ITR depends only on encoding efficiency. In a dynamically stopping P300 speller system, the coding efficiency depends on the combined effect of SOA and stop sequences. Figure 2H shows the ITR under five conditions during the online experiment. Owing to the high robustness of the SIDSM under different conditions, the SOA had clear effect on the ITR. Using one-way ANOVA, it was confirmed that ITR increased with the decrease of SOA (p < 0.005). D-125 achieved the highest ITR of 25.3 bit/min, nearly 48.9% higher than the value of 17 bit/min achieved under D-225, and nearly181.1% higher than the 9 bit/min achieved under the S-225 condition. Another thing that needs to be emphasized is that not all subjects got the highest ITR under D-125. Of the 14 subjects, 4 subjects got the highest ITR under D-175 or D-225.
Due to individual difference among users, optimizing SOA settings for each individual is a preferable way to improve the efficiency of P300 speller. However, if collection of a certain amount of data is required for each setting, the cost of such optimization is too high. The results in Figure 1 show that it is not necessary to repeatedly collect data and train the model, which means that calibration process can be greatly reduced. Considering that cumbersome calibration process is one of the most serious factors affecting P300 speller user's experience, the establishment of SIDSM model has great potential for improving user's experience. Figure 3 further illustrates the influence of the ERP waveform on the performance of the SIM. Figures 3A and 3B show the averaged ERP waveform on Cz and Oz evoked by the target stimulus, in which the black curve represents the averaged ERP waveform in the model building experiment, and the curves with other colors represent the averaged ERP waveforms in the online model testing experiment under different SOA conditions. As shown in Figures 3A and 3B , the ERP waveform curves in the two experiments were very similar, making the SIDSM effective in different individuals and under different SOA conditions. The shadowed area in Figures 3A and 3B depicts significant difference between ERP waveforms under different SOA conditions, which were identified by using pairwise t-test with FDR correction. This indicates that change in SOA causes certain change in the ERP waveform, consistent with previous studies [12] . Figures 3C and 3D show the Pearson correlation coefficients (CC) between the ERP waveforms in the two experiments. Cz has the highest waveform proximity in all six electrodes, and the averaged Pearson CC reached as high as 0.74 ( Figure 3C ). However, the mean CC value across all six electrodes showed no significant difference among the different SOA conditions ( Figure 3D) using pairwise t-test with FDR correction (p > 0.1). This indicates that change in SOA did not significantly change the overall similarity of the ERP waveform to that of the modeling data, explaining why the SIDSM achieved comparable efficiencies under different SOAs. Figure 3E shows the results of a further analysis of correlation between row/column sequence classification accuracy and the ERP waveform proximity in each session. The average CC of the six electrodes was used to index the global ERP proximity. Pearson Correlation Analysis shows significant correlation between CC and the sequence accuracy (p < 0.0005). This indicates that SIM performance in the P300 speller was influenced by the ERP proximity between the test data and the modeling data. To a certain extent, this explains the different performance of the SIM with different subjects.
Another analysis, presented in Figure 4 , focused on the influence of the SNR of EEG signals on the performance of the SIM and SIDSM. Consistent with previous studies [21] , r 2 value was used to measure the discrepancy between EEG responses of target and non-target stimuli, and then the mean r 2 value was used to index the SNR. Figure 4A depicts the mean r 2 value under five conditions. As shown in Figure 4A , the mean r 2 value tended to rise with the increase of SOA, and one-way ANOVA confirmed the significant difference (p < 0.05). Figure 4B shows the correlation between the SNR and the sequence accuracy. As expected, the SNR had significant influence on the classification performance of the SIM (p < 10 −7 , Pearson Correlation Analysis), which is consistent with the results of the studies using subjectdependent methods. Figure 4C shows the correlation between the sequence accuracy and the stop sequence of the SIDSM. Figure 4D shows the correlation between the mean r 2 value and the stop sequence of the SIDSM. Pearson Correlation Analysis confirmed that there was a high correlation in both cases ( Figures 4C and 4D ; p < 10 −5 and p < 10 −22 , respectively).
As shown in Figure 4 , when SOA was gradually reduced from 275 ms to 125 ms, the SNR of the EEG signal decreased correspondingly, and the sequence accuracy of the SIM dropped. Meanwhile, the SIDSM could automatically increase the number of stop repetitions ( Figure 2G) , thus ensuring the stability of the final character recognition rate ( Figure 2F ). This further confirms the superiority of the dynamic stopping strategy, that is, adaptively stopping the repetitive sequence according to the EEG signal quality for each output decision.
As EEG signal can be affected by many factors, including attention change, irrelevant mental activity or interrupting noise, the signal quality of an EEG-BCI might often change substantially. Therefore, dynamic stopping strategy might be more appropriate for practical application of P300 speller. Furthermore, the robustness of the SIM presented in this study provides basis for more efficient dynamic stopping models.
There are several factors that affect the information transfer efficiency of P300 speller: recognition accuracy, coding efficiency, repetition times and stimulus presentation efficiency. However, most of the current research focuses on the effect of these factors alone on the efficiency of P300 speller. It is reasonable to expect that future research should consider the combined effect of multiple factors and try to optimize them together. In this case, calibration cost will be an unavoidable problem. Therefore, in this sense, the calibration-free SIDSM model proposed in this paper provides technical basis for multi-factor optimization of P300 speller.
IV. CONCLUSION
In this work, a SIDSM was built using a large data set and tested on a different set of subjects. The results showed that the SIDSM could operate effectively under different SOA conditions with comparable performance. Thus, the ITR of P300 speller can be significantly promoted by optimizing SOA for each individual, with no need to re-collect training data or rebuild models.
