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a b s t r a c t
In this paper, we consider the nonlinear second-order cone programming problem. By
combining an SQPmethod and filter technique,we present a trust region SQP-filtermethod
for solving this problem. The proposed algorithm avoids using the classical merit function
with penalty term. Furthermore, under standard assumptions, we prove that the iterative
sequence generated by the presented algorithm converges globally. Preliminary numerical
results indicate that the algorithm is promising.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The nonlinear second-order cone programming (NSOCP for short) problem is stated as follows:
min f (x),
s.t. h(x) ∈ K . (1)
where f : Rn → R, h : Rn → Rl are twice continuously differentiable functions, K is the Cartesian product of second-order
cones, that is K = K l1 ×K l2 ×· · ·×K ls with l1+ l2+· · ·+ ls = n, and the li-dimensional second-order cone K li is defined by
K li := {(x1, xT2)T ∈ R× Rli−1|x1 ≥ ∥x2∥},
with ∥ · ∥ denoting the Euclidean norm and K 1 denoting the set of nonnegative reals R+ (the nonnegative orthant in R).
The second-order cone programming problem has a wide range of applications in many fields, such as engineering,
control and so on [1–7]. As a special case, the linear second-order cone programming should be mentioned, which is to
find a vector x ∈ Rn such that
min

n
i=1
cTi xi :
n
i=1
ATi xi = b, xi ∈ Ki, i = 1, 2, . . . , n

. (2)
Some algorithms have been developed to treat this class of problems [8,9,2,10,11], but there is little work for solving
nonlinear second-order cone programming. It is well known that the sequential quadratic programming (SQP) method is a
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classical and efficient approach for solving nonlinear programming and has been extensively discussed in [12–18], as well as
numerous subsequent references. Lately, Kato and Fukushima proposed an SQP-type algorithm for nonlinear second-order
cone programming [19]. Their method is to generate iteratively a sequence {xk}which converges to a Karush–Kuhn–Tucker
point of the problem (1) by solving the following quadratic subproblem QP(xk, d):
min sk(d) = ∇f (xk)Td+ 12d
TMkd
s.t. h(xk)+∇h(xk)Td ∈ K ,
(3)
where xk is a current iterate and Mk is a symmetric positive definite matrix approximating the Hessian of the Lagrangian
function of problem (1) in some sense. It is obvious that the subproblem (3) is a convex programming problem.
However, whether the exact linear search or the inexact linear search is used in the general SQP method, there are many
difficulties obtaining the penalty parameter in the penalty function, as we see that the algorithm for nonlinear second-order
cone programming presented by Kato et al. [19] also needs to choose the penalty parameter. In order to dispense with
the idea of a penalty function in linear search and overcome the infeasibility of the general QP subproblem, we consider a
modified SQP-filter method to solve the nonlinear second-order cone programming problem.
Ever since filter methods were introduced for constrained optimization by Fletcher and Leyffer [20,21], they have
attached a lot of attention [22–26] partially due to their superior numerical results, more importantly, they avoid some
pitfalls of penalty functionmethods. The filter methods give up the strict monotone behavior of usual measures, like penalty
functions. Instead of combining the objective and constraint violation into a single function, they view (1) as a biobjective
optimization problem that minimizes f (x) and constraint violation, and then the filter allows to increase the flexibility in
optimization processes to accept new iterates and generally allows larger steps towards the solution. More recently, they
have been extended to deal with many different optimization problems, such as a pattern search algorithm for derivative-
free optimization [22], a bundle method for non-smooth optimization [27], and a trust region filter method for general
nonlinear programming [24], and so on.
In this paper, we present a trust region SQP-filter method for nonlinear second-order cone programming by considering
themerits of themodified SQPmethod and filter technique. It is shown that our algorithmhas the following goodproperties:
(1) It does not need to consider the penalty parameter, avoiding therefore the update of penalty parameters associatedwith
the penalization of the constraints in merit functions;
(2) The algorithm either terminates at a Karush–Kuhn–Tucker (KKT) point within finite steps or generates an infinite
sequential whose every accumulation point is a KKT point under proper conditions.
The rest of the paper is organized as follows. In the next section, we first review some preliminaries associated with
second-order cones, then give some notations and lemmas to develop the modified SQP method, and finally study the filter
technique. In Section 3, we present a trust region SQP-filter algorithm for nonlinear second-order cone programming. The
global convergence of the algorithm is discussed in Section 4. Preliminary numerical results are reported in Section 5. Some
conclusions are given in Section 6.
Throughout this paper, all vectors are column vectors, and T denotes transpose. I represents an identitymatrix of suitable
dimension, and ∥ · ∥ denotes the Euclidean norm defined by ∥x∥ := √xT x for a vector x. For any differentiable function
f : Rn → Rn, ∇f (x) denotes the gradient of f at x. Let int K denote the interior of K . x ≽ y or x ≻ y means that x − y ∈ K
or x − y ∈ int K , respectively. R++ means the positive orthant of R. For simplicity, we use x = (x1, x2) ∈ R × Rn−1 for the
column vector x = (x1, xT2)T .
2. Preliminaries
In this section, we first review some basic facts on Euclidean Jordan algebra with the second-order cone. Then we give
some notations and lemmas for QP problems. Finally, we shall recall the filter technology.
Euclidean Jordan algebra has been introduced in [8,28], which provides a useful methodology of dealing with SOC.
A Euclidean Jordan algebra is a triple (V , ⟨·, ·⟩, ◦) (V for short), where (V , ⟨·, ·⟩) is a finite dimensional inner product
space over R and (x, y) → x ◦ y : V × V → V is a bilinear mapping which satisfies the following conditions:
(a) x ◦ y = y ◦ x, for any x, y ∈ V .
(b) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) for all x, y ∈ V where x2 = x ◦ x.
(c) ⟨(x ◦ y, z)⟩ = ⟨(x, y ◦ z)⟩ for all x, y, z ∈ V .
Based on the general definition of Euclidean Jordan algebra, given the n-dimension Euclidean space Rn, the inner product
and the Jordan product are defined as follows respectively.
For any x = (x1, x¯2) ∈ R× Rn−1, y = (y1, y¯2) ∈ R× Rn−1, define the Jordan product:
x ◦ y := (xTy, x1y¯2 + y1x¯2).
the inner product is:
⟨x, y⟩ =
n
i=1
xiyi,
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where xi and yi denote the i-th component of x and y respectively.
then (Rn, ⟨·, ·⟩, ◦) is a Euclidean Jordan algebra.
In this paper, we consider the Euclidean Jordan algebra (Rn, ⟨·, ·⟩, ◦) and norm ∥ · ∥. In this algebra, the SOC K is the cone
of squares, i.e., K = {x2 : x ∈ (Rn, ⟨·, ·⟩, ◦)}. For any x = (x1, x2), y = (y1, y2) ∈ R × Rn−1, their Jordan product associated
with K is defined by
x ◦ y := (xTy, x1y2 + y1x2).
The identity element under this product is e := (1, 0, . . . , 0)T ∈ Rn. We write x2 to mean x ◦ x and x + y for the usual
componentwise addition of vectors. For any x ∈ Rn, we have x2 ∈ K . If x ∈ K , then there exists a unique vector in K , denoted
by x
1
2 , such that (x
1
2 )2 = x 12 ◦ x 12 = x.
2.1. Filter technique
In this subsection, we first give some necessary definitions associated with filter methods, and then we discuss the filter
techniquewhichwill be employed as a criterion to accept or to reject a trial step generated by a subproblem in our algorithm.
The definition of filter is based on the definition of dominance, which is originated from multi-objective terminology.
Definition 2.2. For a pair of w,w′ with finite components, w dominates w′, written as w ≺ w′ if and only if wi ≼ w′i for
each i andw ≠ w′.
Definition 2.3. A filter set Γ is a set of points in Rn such that no point dominates any other.
Fletcher et al. [29] presented a filter-SQP framework for the solution of nonlinear programming. The basic idea of the filter
is that if the objective function value or the constraint violation is reduced, this step is accepted by a filter. It was shown that
this class of methods possesses superior performance. But it is well known that Maratos (1978) pointed out that for the SQP
method, the unit step-size can not be accepted although the iterate points are close enough to the optimum of the problem
(1) when the non-differentiable exact penalty function is used as the merit function and the solution of (3) is used as the
search direction. This phenomenon is named the Maratos effect. Just as pointed out by Fletcher et al., in the Maratos effect,
a good point may be rejected if the filter method is employed. Thus, Nie and Ma [24] utilized ∥h(x)+∥∞ in two objectives to
relax the criterion of the acceptance, and introduced a trust region filter method for general nonlinear programming. This
motivates us to use this idea, and denote the functions in this paper as follows,
q(x) =
s
j=1
∥h(x)+∥∞
and
p(x) = f (x)+ δq(x),
where hj(x)+ =

0, hj(x) ∈ K
hj(x), other
and δ is a constant whichmay be positive or negative. When δ = 0, the filter criterion is original,
when δ > 0, the criterion is strict, and when δ < 0, the criterion becomes easy to accept.
As we observe that this approach is not to reduce the objective function and constraint violation directly, but to reduce
the degree of constraint violation and the entry of some function. The function is a combination of the objective function
and the degree of constraint violation. Meanwhile, it was proved that this technique can overcome the Maratos effect with
proper δ [24].
Let
Dk = {j|qj ≥ qk, pj ≥ pk, j ∈ Γk−1},
then
Γk = Γk−1 ∪ {k} \ Dk.
And we say a point x is acceptable to a filter if for all (qj, pj) ∈ Γk
either q(x) ≤ (1− γ )qj or p(x)+ γ qj ≤ pj, (4)
with constants 0 < γ < 1 and γ close to zero.
As the algorithm progresses, wemaywant to add a (qk, pk) pair to the filter. If an iterate xk is acceptable for Γ , we do this
by adding the pair (qk, pk) to the filter and by removing from it every other pair (qj, pj) such that qj ≥ γ qk and pj ≥ pk−γ qk.
Namely, after getting a trial step, if it is accepted by a filter, then alternate Γk−1, and get Γk.
In our algorithm, we employ this approach and need to remember iterates that are not dominated by any other iterates
using a filter Γ , which is a list of pairs of the form (qj, pj).
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3. Algorithm description
Based on the preliminaries in the previous section, we propose a trust region SQP-filter method for the NSOCP, and then
we will show the well-definedness of the algorithm.
Given x ∈ Rn, let L = {1, . . . , s}. we defineΩ(x, ρ) to be the set
{d ∈ Rn : (hj(x)+∇hj(x)Td) ∈ K lj , j ∈ L, ∥d∥∞ ≤ ρ}, (5)
where ρ > 0. then the quadratic subproblem is the following convex programming problem QP(xk, d),
min sk(d) = ∇f (xk)Td+ 12d
TMkd
s.t. (hj(xk)+∇hj(xk)Td) ∈ K lj , j ∈ L
∥d∥∞ ≤ ρ.
(6)
whereMk is a positive matrix.
Lemma 3.1. Let xk ∈ Rn, and Mk ∈ Rn×n be symmetric and positive definite. Under certain constraint qualifications, the convex
programming problem Q (x, d) has a unique solution d, which satisfied the following KKT conditions, i.e., there exist vectors λ such
that
(a) ∇f (x)+Md−∇h(x)λ+ µ− ξ = 0.
(b) (hj(x)+∇hj(x)Td)Tλj = 0, j ∈ L, λj ∈ K lj .
(c) hj(x)+∇hj(x)Td ∈ K lj , j ∈ L.
(d) µT (d− ρe) = 0, ξ T (−d− ρe) = 0, where e = (1, 1, . . . , 1)T ∈ Rn.
(e) µ ≥ 0, ξ ≥ 0.
Based on the previous discussion and the subproblem (6), the trust region SQP-filter algorithm can be described
specifically as follows.
Algorithm 3.1. Step 0. Choose constants γ , r0 ∈ (0, 1), δ, ρ > 0, c1 < 1 < c2. Choose a starting point x0 ∈ Rn. Set k := 0,
Γ0 = {x0}.
Step 1. If dk = 0, stop; otherwise, go to Step 2 ;
Step 2. Compute the subproblem QP(xk, d) (6), obtain the solution dk ∈ Rn. Denote xk+ = xk + dk, calculate
Ared = f (xk)− f (xk+), Pred = s(0)− s(dk),
and let
rk = Ared
Pred
,
If xk+ is not accepted by the filter, go to Step 3; otherwise, set xk+1 = xk + dk (called a successful iteration) and go to
Step 4;
Step 3. If rk ≥ r0, set xk+1 = xk+, ρk+1 = c2ρk, and go to Step 5; otherwise, set ρk+1 = c1ρk, go to Step 2 (called inner cycle);
Step 4. If rk ≥ r0, ρk+1 = c2ρk, and go to Step 5; otherwise, set pk+1 = p(xk+1), qk+1 = q(xk+1), remove the points dominated
by (qk+1, pk+1) from the filter according to Γk+1. Update the filter, set ρk+1 = c1ρk, go to Step 5;
Step 5. ChooseMk+1, σk+1 ∈ [σl, σr ], set k := k+ 1, go to Step 1 (called outer cycle).
In our algorithm, the filter criterion is defined in (4), if xk+1 = xk + dk is accepted by the filter, the filter set is updated as
the following rule:
Γk+1 = Γk ∪ {k+ 1} \ Dk+1.
Remark. (a) Mk is a positive definite matrix, which can be obtained by the iterative formula.
(b) the algorithm employs a filter (pk, qk) to decide whether the direction dk ∈ Rn is acceptable or not, avoiding therefore
the update of penalty parameters associated with the penalization of the constraints in merit functions.
(c) when solving the subproblem, the solution dk satisfies the following condition,
s(0)− s(dk) ≥ 1
2
∥∇f (xk)∥min

ρki ,
∥∇f (xk)∥
∥Mk∥

.
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4. Convergence analysis
The convergence analysis to the algorithm is based on the following standard assumptions.
Assumption 4.1. (A1) The objective function f and the constraint functions are twice continuously differentiable.
(A2) The iterate {xk} and the multiplier λk remain in a closed and bounded convex subsets.
(A3) There exist two constants 0 < a ≤ b such that a∥d∥2 ≤ dTMkd ≤ b∥d∥2 for all k and d ∈ Rn.
Remark. (A1) and (A2) are the standard assumptions. (A3) plays an important role to obtain the convergent result.
Lemma 4.1. Suppose that Assumption 4.1 holds. Then the Algorithm 3.1 does not cycle in the inner cycle infinitely.
Proof. Suppose that Algorithm 3.1 cycles infinitely between Step 1 and Step 3 at the kth iterate. It then follows from
Algorithm 3.1 that rk < r0, ρk+1 = 12ρk → 0 as k →∞ and thus ∥dk∥ tends to zero. Since as k →∞, we have
∥rk − 1∥ =
Aredk − PredkPredk

=
 f (xk)− f (xk+1)+ s(dk)s(0)− s(dk)

≤ O(∥d
k∥2)
∥ − s(dk)∥ → 0
which indicates that rk → 1. Then we eventually have rk ≥ r0 for sufficient large k. This is a contradiction and the desired
conclusion follows. Thus a sequence {xk} can be generated by Algorithm 3.1. 
Lemma 4.2. Suppose that there are infinite points added to the filter, then limk→∞ q(xk) = 0.
Proof. The proof is similar to the Theorem 4.1 in [30], we omit it here.
Based on the KKT conditions of the problem (1), it is immediate to obtain that under certain constraint qualifications,
dk = 0 is an optimal solution of subproblem QP(xk, d) (6) if and only if xk is a stationary point of NSCOP. 
Theorem 4.1. Suppose that the Assumption 4.1 holds. Then any sequence {xk} generated by the Algorithm 3.1 either terminates
at a Kuhn–Tucker point of (6) or any accumulation point is a Kuhn–Tucker point of (6).
Proof. Suppose that the sequence {xk} is generated by Algorithm 3.1. It follows from Assumption (A2) that there exists a
point x∗ such that xk → x∗ (k ∈ K ), where K is an infinite index set. Then, it suffices to prove that dk = 0 or limk→∞ dk = 0.
From Lemma 4.2, it then follows that limk→∞ q(xk) = 0 (k ∈ K ), whichmeans that x∗ is a feasible point andΦ0(xk, σ k)→ 0
(k ∈ K ). We can prove that by contradiction. Suppose x∗ is not a Kuhn–Tucker point.
If the algorithm iterates finitely, we readily obtain that dk = 0. Otherwise, all we need to prove limk→∞ dk = 0.
If limk→∞ dk = 0, it then follows that x∗ is a Kuhn–Tucker point. This is a contradiction. Suppose that limk→∞ dk ≠ 0.
There is no loss of generality in assuming that we let
K1 =

k ∈ K |∇f (xk)Tdk > −1
2
(dk)TMkdk

⊂ K
and ∥dk∥ > ε for k ∈ K1 and some ε > 0. Next we prove that by considering the following two cases.
Case 1. If K1 is an infinite index set. By limk→∞ q(xk) = 0 and Assumption 4.1 (A3), we can assume that there exists k0, for
k > k0 and someM > 0, k ∈ K1. Then we have that
q(xk) ≤ aε
2
2M
≤ a∥d
k∥2
2M
≤ (d
k)TMkdk
2M
.
On the other hand, using KKT condition of the problem (6) yields that
∇f (xk)+Mkdk −∇h(xk)Tλk + µk − ξ k = 0.
Without loss of generality, we suppose that ∥λk∥ ≤ C for all k by Assumption (A2). Then for all sufficiently large k > k0,
k ∈ K1, we obtain that
∇f (xk)Tdk = −(dk)TMkdk + (dk)T∇h(xk)Tλk − (µk − ξ k)Tdk
= −(dk)TMkdk − (λk)Th(xk)− (µ− ξ)Tdk
≤ −(dk)TMkdk + Cq(xk)− ρ(µ+ ξ)T e
≤ −1
2
(dk)TMkdk.
with j ∈ L. This contradicts the definition of K1. Hence x∗ is a Kuhn–Tucker point.
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Table 1
Numerical results of Algorithm 3.1 for the convex NSOCP.
n K Nt Iter Cpu(s)
10 K 5 × K 5 6.5 10.0 0.38
20 K 5 × K 15 6.9 11.2 0.41
30 K 5 × K 5 × K 20 7.3 11.7 0.45
50 K 5 × K 10 × K 35 8.1 12.5 0.57
Table 2
Numerical results of Algorithm 3.1 for the nonconvex NSOCP.
n K Nt Iter Cpu(s)
10 K 5 × K 5 10.6 21.3 0.59
20 K 5 × K 15 10.7 26.1 0.63
30 K 5 × K 5 × K 20 10.2 26.5 0.63
50 K 5 × K 10 × K 35 11.8 32.7 0.75
Case 2. K1 is a finite index set. That means that only finite point k ∈ K1. So, for large enough k ∈ K , we have ∇f (xk)Tdk ≤
− 12 (dk)TMkdk.
∥f (xk)− f (xk+1)∥ =
−∇f (xk)Tdk − 12 (dk)TMkdk − O(∥dk ∥2)

≥
12 (dk)TMkdk − 12 (dk)TMkdk − O(∥dk ∥2)

= ∥ − O(∥dk ∥2 ∥)∥.
Thus, there exists an constant C > 0 such that
∥f (xk)− f (xk+1)∥ ≥ C∥dk∥2.
Since f is bounded below, then for some integer i0, we have
∞ >
∞
k=i0
∥(f (xk)− f (xk+1))∥ ≥
∞
k=i0
C∥dk∥2.
which implies that limk→∞,k∈K ∥dk∥ = 0. Hence x∗ is a Kuhn–Tucker point. 
5. Numerical results
In order to confirm the effectiveness of Algorithm 3.1, we implement some numerical experiments on the second-order
cone programming problem in this section. All experiments were performed on a desktop computer with 1.86 GHz CPU and
1GB memory. The operating system was Windows XP and the implementations were done in MATLAB 7.0.1.
In our experiments, the parameters used were as follows: r0 = 0.4, δ = −3, γ = 0.25, c1 = 0.5, c2 = 1.5 and the
stopping criterion as ∥dk∥ ≤ 10−6. Numerical results were summarized in Tables 1 and 2.
5.1. the experiment on convex NSOCP
In the first example, we test the following convex NSOCP, which was derived from [19].
min xTCx+
n
i=1
(dix4i + fixi)
s.t. Ax+
b1...
bs
 ∈ K := K n1 × · · · × K ns ,
where di, fi (i = 1, . . . , n) are scalars, bj(j = 1, . . . , s) are nj dimensional vectors with n1 + n2 + · · · + ns = n, C is an
n × n symmetric positive semidefinite matrix, and A is an n × n matrix. The constants are determined similarly to the
measure in [19]: di and fi are randomly chosen from the intervals [0, 1] and [−1, 1], respectively, and C is obtained by
setting C = NTN , where N is a square matrix whose elements are randomly chosen from the interval [0, 1]. The elements
of the matrix A are chosen from the interval [0, 2]. Vectors bj ∈ Rnj(j = 1, . . . , s) are determined as bj1 = 1, bj2 = 0,
where bj1 ∈ R1 and bj2 ∈ Rnj−1. The initial points in the experiments are randomly generated from the interval [−1, 1],
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and we solved ten problem instances for each of n = 10, 20, 30, 50. In the experiments, we deal with the subproblems
by using the SDPT3-Solver [19], and we choose the modified Newton formula to update the matrix M in the problems. If
the Hessian ∇2xxL(xk, µk−1) of the Lagrangian is positive definite at iteration k we set Mk = ∇2xxL(xk, µk−1), otherwise, set
Mk = ∇2xxL(xk, µk−1) + (|νk| + 0.1)I , where νk is the minimum eigenvalue of ∇2xxL(xk, µk−1), and we set M0 the identity
matrix at the first iteration.
The numerical results were summarized in Table 1. Iter and Nt denote the average number of outer iterations and inner
iterations for the 10 trials, respectively. The Cpu time is in seconds. From the results in Table 1, we may observe that the
algorithm is effective.
5.2. The experiment on nonconvex NSOCP
Next, we consider the nonconvex NSOCP, which was introduced by H. Kato and M. Fukushima [19]. It can be described
as follows:
min xTCx+
n
i=1
(dix4i + eix3i + fixi)
s.t.

a1(ex1 − 1)
a2(ex2 − 1)
...
an(exn − 1)
+

a¯1x1x2
a¯2x2x3
...
a¯nxnx1
+
b1...
bs
 ∈ K := K n1 × · · · × K ns
The constants in this problem are determined as follows: ai, a¯i, ei, fi are randomly chosen from the interval [−1, 1], di are
randomly chosen from the interval [0, 1]. The matrix C and vectors bj ∈ Rnj(j = 1, . . . , s) are determined as bj0 = 1, b¯j = 0
similarly to the cases of Example 1. We generate ten problem instances for each of n = 10, 20, 30, 50.
The Numerical results are reported in Table 2, where Iter and Nt have the same meanings with those in the above
experiment, and the Cpu time is also in second. The Numerical results indicate that the algorithm is effective on the
nonconvex second-order cone programming problems. The number of inner iteration and the CPU time have slightly change
with the size of the problem.
6. Conclusions
In this paper, the nonlinear second-order cone programming problem is discussed in detail. A trust region SQP filter
method is presented for solving the problem. The proposed algorithm avoids the difficulty of the infeasibility of the
subproblem in SQP-type method and the necessity to determine a suitable value of the penalty parameter in the merit
function by using the filter approach, which offers another important advantage regarding robustness in the context of a
line search method. Moreover, it was proved that the algorithm has the global convergence under standard assumptions.
The experiment results show that our algorithm performs well.
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