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Abstract
Static analysis may cause state space explosion problem. In this paper we explore diﬀerential equation model
that makes the task of verifying software architecture properties much more eﬃcient. We demonstrate how
ordinary diﬀerential equations can be used to verify application-speciﬁc properties of an architecture de-
scription without hitting this problem. An architecture behavior can be modeled by a group of ordinary
diﬀerential equations containing some control parameters, where the control parameters are used to rep-
resent deterministic/nondeterministic choices. Each equation describes the state change. By checking the
conditions associated with the control parameters, we can check whether an equation model is feasible.
After solving a feasible equation model, based on the solution behavior and the state variable representa-
tion, we can analyze properties of the architecture. A WRIGHT architecture description of the Gas Station
problem has been used as the example to illustrate our method. All of the equations have been computed
with Matlab tool.
Keywords: Static analysis; architecture; ordinary diﬀerential equation; Wright.
1 Introduction
Static analysis is an approach to program behavior veriﬁcation without execution.
The approach is particularly useful in identifying program design errors prior to
implementation. It has been demonstrated that detecting errors early in the lifecycle
greatly reduces the cost of ﬁxing those errors. A number of static analysis techniques
1 Email:zuohuading@hotmail.com
2 Email:jliu@sei.ecnu.edu.cn
3 Corresponding author
Electronic Notes in Theoretical Computer Science 243 (2009) 49–67
www.elsevier.com/locate/entcs
doi:10.1016/j.entcs.2009.07.005
1571-0661 © 2009 Elsevier B.V. Open access under CC BY-NC-ND license.
have been proposed. They span such approaches as reachability-based analysis
techniques, symbolic model checking, ﬂow equations, and dataﬂow analysis.
These techniques and approaches have been used in several analysis tools such
as Flow equation is used in INCA [5], data ﬂow analysis is used in FLAVERS [11],
Reachability Analysis is used in SPIN [14], Symbolic model checking is used in
SMV [4] and SMC [21].
In general all existing approaches appear to be very sensitive to the size of the
program being analyzed in terms of the use of concurrency constructs and the num-
ber of asynchronous processes. Particularly, reachability analysis may cause state
space explosion problem since it has to exhaustively explore all the reachable state
space to detect concurrency errors. Although many techniques have been proposed
to combat this explosion, such as state space reductions, compositional techniques,
abstraction, the state explosion problem still is the main technical obstacle to tran-
sition from research to practice.
Current concurrent systems are described as discrete event system models which
are suited to model system concurrency. However, the discrete will lead to state
explosion problem since model checkers build a ﬁnite state transition system and ex-
haustively explore the reachable state space searching for violations of the properties
under investigation [3]. Hence, to thoroughly solve the state explosion problem, one
solution is that the discrete event system model should be continunized to continu-
ous system model, such that the systems can be described with analytic expressions.
Therefore, instead of counting states, we can analyze the solutions of the analytic
expressions.
Petri net seems a good candidate that bridges discrete event systems and con-
tinuous systems. On one hand, Petri nets have been used extensively as tools for
the modeling, analysis and synthesis of discrete event systems. Petri nets oﬀer ad-
vantages over ﬁnite automata, particularly when the issues of model complexity and
concurrency of processes are of concern. On the other hand, a continuous system
can be approximated by a Petri net [20] and a Petri net model is used as discrete
event representation of the continuous variable system by Lunze et al. [17].
However, Petri nets also suﬀer from the state explosion problem while doing
reachability analysis[18] even through there are some net reduction methods. One
way to tackle that problem is to use some kind of relaxation by removing the
integrality constraints. This relaxation leads to a continuous-time formalism: Con-
tinuous Petri Net (CPN) by David and Alla[6][7]. A continuous Petri net, in fact, is
an approximation of the timed (discrete) Petri net. The semantics of a continuous
Petri net is deﬁned by a set of ordinary diﬀerential equations (ODEs), where one
equation describes the continuous changes over time on the marking value of a given
place. Diﬀerent ﬁring styles in the CPN can lead to diﬀerent semantics of CPN. In
this paper, we consider a modiﬁed VCPNs in which the instantaneous ﬁring speeds
depend on the markings such that the markings are continuous without points of
discontinuity.
Based on CPN, a concurrent system can be modeled by a group of ordinary
diﬀerential equations containing some control parameters, where the control param-
Z. Ding, J. Liu / Electronic Notes in Theoretical Computer Science 243 (2009) 49–6750
eters are used to represent deterministic/nondeterministic choices. Each equation
describes the state change, which indicates that the state can be reached to some
extent when the program is in execution. By checking the conditions associated
with the control parameters, we can check whether an equation model is feasible.
After solving a feasible equation model, based on the solution behavior and the state
variable representation, we can analyze properties of the architecture. All equation
groups will be solved by Matlab.
The primary goal of our work is to investigate the applicability of our skill for
verifying application-speciﬁc properties of architectures. We investigate one exam-
ple architecture, a WRIGHT description of the gas station problem, and illustrate
the kinds of properties that can be veriﬁed and the kinds of errors that can be found
early in the lifecycle. Since our architecture is described with CSP, we ﬁrst translate
CSP to Petri net and then build a diﬀerential equation model in order to analyze
the state space.
This paper is organized as the following. Section 2 speciﬁes a Gas-station with
Wright. Section 3 builds Petri net model from Wright speciﬁcation. Section 4
builds diﬀerential equation model based on Petri net. In Section 5, we show how
to compute state measures. Section 6 is property analysis based on the solutions.
In Section 7, we demonstrate how our method can be used to check the properties
of Gas-station. The last section, Section 8, is the conclusion and discussion of the
paper.
2 Speciﬁcation of The Gas-Station Using Wright
According to [1], the Architectural Speciﬁcation Language, Wright, was developed
to provide a formal basis for specifying both the structure and behavior of archi-
tectural descriptions. Wright is built around the basic architectural abstractions
of components, connectors, and conﬁgurations. Each component is deﬁned by a
component type description which consists of an interface and a computation. An
interface further contains a number of ports. Each port represents an interaction
with the environment that the component may participate in, while the compu-
tation describes the internal behavior of the component. Connectors in Wright
deﬁne patterns of interaction between components. Each connector consists of the
glue and a set of roles. Roles indicate the constraints on the components that will
participate in the interaction. Glue is actually the counterpart of the computation
in components. Wright uses CSP [13] to formalize the system behaviors.
The Gas-Station problem has been widely studied for property analysis,
specially deadlock analysis. Generally, the automated gas station consists of a set
of operators, a set of pumps and a set of customers. The scenario is as follows:
customers continuously arrive at the gas station requesting a certain amount of gas
from one of the pumps chosen at random. Each customer must go to an available
cashier and pay for the gas before being allowed to pump it. If all the cashiers are
serving customers, a customer who needs to pay must wait for the next available
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cashier. After the gas is paid for, the cashier will activate the customer’s pump. If
all the pumps are being used, the customer has to wait until a pump is free. In our
study case, we consider a simpliﬁed instance of the Gas-Station problem, which
consists of two customers, one cashier and one gas pump. A Wight speciﬁcation is
illustrated in the following.
Component Casher
Port Customer1 = accept?x→ Customer1
Port Customer2 = accept?x→ Customer2
Port ToPump = activate!x → ToPump
Computation = customer1.accept?x→ ToPump.activate!x →
Computation  Customer2.accept?x→
ToPump.activate!x → Computation
Component Pump
Port Hose1 = take?x→ Hose1
Port Gas1 = pump!x → Gas1
Port Hose2 = take?x→ Hose2
Port Gas2 = pump!x → Gas2
Port FromCasher = get order?x → FromCasher
Computation = FromCasher.get order?x →
((Hose1.take?x→ Gas1.pump!x→ computation )
(Hose2.take?x→ Gas2.pump!x→
computation))
Component Customer
Port Pay = pay!x → Pay
Port Take = take!x → Take
Port Gas = pump!x→ Gas
Computation = Pay.pay!x → Take.take!x→
Gas.pump?x→Computation
Component Customer Casher
Role Givemoney = pay!x → Givemoney
Role Getmoney = accept?x → Getmoney
Glue = Givemoney.pay?x→ Getmoney.accept!x Glue
Component Customer Pump Hose
Role Gethose = take!x → Gethose
Role Givehose = take?x → Givehose
Glue = Gethose.take?x→ Givehose.take!x Glue
Component Customer Pump Gas
Role Getgas = pump?x → Getgas
Role Givegas = pump!x→ Givegas
Glue = Givegas.pump?x→ Getgas.pump!x Glue
Component Casher Pump
Role Tell = activate!x → Tell
Role Ack = get order?x → Ack
Glue = Tell.activate?x→ Ack.get order!x Glue
Instances
customer1: Customer
customer2: Customer
casher: Casher
pump: Pump
(omitted)
Attachments
(omitted)
We created four component instances and seven connector instances under
the Instances section. The cashier module has a total of three communication
ports (Customer1, Customer2 and ToPump). Two are inputs (Customer1 and
Customer2, depicted by the CSP ”?” operator) and the remaining one is output
communication (ToPump, depicted by the CSP ”!” operator). The internal ac-
tion of this cashier module is speciﬁed as the Computation of the cashier com-
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ponent, which nondeterministically (with the CSP  operator) selects one out
of two possible execution paths: rendezvous with the input communication from
port Customer1 then the output communication to port ToPump (which is the
” 1 ? → ! ” branch), or rendezvous with the in-
put communication from port Customer2 then the output communication to port
ToPump (which is the ” 2 ? → : ! ” branch). All
other component and connector speciﬁcations can be interpreted similarly.
As in [19], we will check two speciﬁcations of the architecture. The ﬁrst one is a
critical race, in which one customer pays for gas and the second customer then pays
and takes the pump before the ﬁrst customer gets gas. The second speciﬁcation is
that no customer receives gas without paying for it.
3 Building a Petri Net Model of the Gas Station
In this section, we will explain how to map the Wright speciﬁcation of a system into
a Petri-net model. We need some general concepts which can be found in [16].
Hierarchy and modules: The basic Petri-net model does not support hierarchy
and composition explicitly. As in most ADL speciﬁcations, a whole system is nor-
mally composed of components and connectors, which are most suitably described
as submodules of a whole system. To support this, we introduce the module concept
into the Petri-net model. We can map each component or connector into a small
Petri-net module (sub-graph). With all the modules, together with the IO-nets
concept below, we can model the whole system.
IO-nets, IO-places and IO-transitions: The concept of IO-nets comes from the
idea of modularity in software design. An IO-net is a combination of a Petri-net
and an interface. The interface speciﬁes the way that an IO-net (module) inter-
acts with its environments. It can represent a set of asynchronous communication
channels. The interfaces of IO-nets are represented using IO-places together with
the related arcs as illustrated in Figure 1. IO-transitions are those transitions that
have outgoing arcs to, or incoming arcs from, IO-places.
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Fig. 1. Example of IO net.
Internal transitions: All the Petri-net transitions that have no outgoing arcs to,
or incoming arcs from, IO-places are deﬁned as internal transitions.
The basic idea of the mapping algorithm is to map each component instance to a
submodule of a Petri-net model and each atomic connector instance to an IO-place.
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The atomic connector here refers to the connectors whose Glue part only contains
the actions deﬁned in the Role part. If there are internal computation steps other
than simply carrying data between Role parts, which make the connectors non-
atomic, we can map the computation steps of these connectors into sub-modules
in the same way as components. The basic unit of a CSP behavior speciﬁcation is
an event which represents an action in Wright. Thus, each event in Wright can be
mapped into a transition in a Petri-net. Actions carrying data can be mapped to
IO-transitions. Output actions (e!x) contain outgoing arcs to IO-places while input
actions (e?x) contain incoming arcs from IO-places. Actions not carrying data can
be mapped into an internal transition. Once transitions have been ﬁxed, places
can be added between transitions to connect the whole Petri-net together based on
the speciﬁcations in the Computation part. Normally, each Port of the component
instance can be mapped into an aggregation of transitions which contains at least
one IO-transition. In most cases, the Port contains no internal transition, so the
Port can be mapped into an IO-transition because such Ports normally contain only
one input/output action. For detailed rules, we refer to [16].
This mapping is actually a conversion of CSP operators into Petri-net transition
structures. A set of conversion rules have been deﬁned to cover the most common
CSP operations [22]. Under these rules, the properties of the architecture, such as
deadlock, will be reserved.
In this way, we get Petri nets such that each transition has at most two input
arcs and at most two output arcs. We have the following deﬁnitions.
Deﬁnition 3.1 A Place/Transition Chain is a net such that transitions are con-
nected by a head place that has one output arc and no input arc, an end place that
has one input arc and no output arc, and places that have one input arc and one
output arc. If the head place and the end place are overlapping, then the chain is
called Place/Transition Cycle.
Deﬁnition 3.2 A place/transition cycle is called Process Cycle, if every transition
in the cycle is 1) a transition that has one input arc and one output arc; this
transition is called an Internal Transition of the process, 2) a transition that has one
input arc and two output arcs; this transition is called an Output Transition of the
process, here one output arc is to construct the cycle and the other is for the output of
the cycle, 3) a transition that has two input arcs and one output arc; this transition
is called an Input Transition of the process, here one input arc is to construct the
cycle and the other is for the input of the cycle, 4) a transition that has two input
arcs and two output arcs; this transition is called an Input-Output Transition of the
process, here one input arc and one output arc are used to construct the cycle and
the other two are used for the input and output of the cycle, respectively.
Thus, each component contains one or many process cycles depending on
whether the component contains no or some select controls.
The complete Petri-net model of the Gas-Station problem is shown in Figure 2.
While building a Petri net, we may obtain some ”valued-oriented” constructs
such as parameters, variables that deﬁne the dynamic state of a program. We use
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Fig. 2. Gas station net.
special variables, called state variables, to record them at each place such that when
the system is executed from one place to another place, state variable’s values will
be changed. In this paper, these variables are extracted from control structures
such as if/else, switch, etc. In the Gas-Station example, we may have two variable,
1 and 2, that represent who pays the money and who picks the hose, respectively.
Thus each variable has the domain {customer1 customer2}. We have the following
deﬁnition.
Deﬁnition 3.3 (System State) A system state is deﬁned as a group of variables
whose values have changed.
Thus, each place corresponds to a state.
4 Building A Model Using Ordinary Diﬀerential Equa-
tion
4.1 Continuous Petri Net
The Petri net obtained in the last section is discrete Petri net, in which the number
of marks in the places are integers. A transition is enabled if each input place of
the transition is marked with a token. An enabled transition ﬁres by removing a
token from each input place and adding a token to each output place.
Now check the following example to ﬁnd out how the data is processed. As
shown in Figure 3(a), a process cycle has places 1 2 and has an input place
i at transition 1. We assume that place 1 has a token, meaning that the process
is visiting this place, and i has 3 tokens, meaning that there are three data in the
buﬀer.
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Fig. 3. Marking changes in discrete Petri net.
The process has to visit place 1 for 3 times to move away all 3 tokens in the
place i. In other words, 3 × 1 tokens will be moved from place 1 as shown in
Figure 3(b)(c). Thus the tokens in the input place i can be regarded as an impact
factor while tokens are moved from the process place 1. If the number of data
in the buﬀer is big, and a program has many such buﬀers, then we will get large
number of reacheable markings which could limit the use of discrete Petri nets.
Now we assume that the marking is moving as a continuous ﬂow, then the
marking moving rate can be regarded as the product of 1( )× i( ), where 1( )
and i( ) are the markings of 1 and i at time , respectively. This can be pictured
in Fig. 4.
1
2
1
i
1
1( )
2( )
1( ) 2( )
Fig. 4. Continuous ﬂow in Petri net.
Based on this idea, we propose a new continuous Petri net model. In this model,
the instantaneous ﬁring speed of a transition is proportional to the product of the
markings of the input places.
Deﬁnition 4.1 A Continuous Petri Net is a tuple = pre post ,
where
(i) = { 1 2 n} is a ﬁnite nonempty set of places,
(ii) = { 1 2 m} is a ﬁnite nonempty set of transitions,
(iii) pre = { → } is a set of directed arcs which connect places with transitions,
post = { → } is a set of directed arcs which connect transitions to places,
(iv) : → (0 ∞) is a mapping to assign a ﬁring rate to each transition.
Deﬁnition 4.2 Let = [0 ∞) be the time interval and let i : → [0 ∞) =
1 2 be a set of mappings that associated with place i. A marking of a Con-
tinuous Petri Net = pre post is a mapping
: → [0 ∞)n ( ) = ( 1( ) 2( ) n( ))
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Deﬁnition 4.3 A marked CPN is a 2-tuple ( 0) where
- is a CPN,
- 0 = ( 1(0) 2(0) n(0)) is its initial marking, where i(0) takes value
1 or 0.
A place holding initial marking 1 is called start place. The marking of a place can
be used to measure how often this place has been visited. We have the deﬁnition:
Deﬁnition 4.4 (State Measure) Given any time moment ∈ [0 ∞), the state can
be reached to some degree. This degree is called State Measure, denoted as ( ).
State measures take nonnegative real numbers as their values.
Later, we will prove that the states of each process cycle take values from [0,1].
For a state , if ( ) = 1, then we say that the program is completely in the state
, or simply in the state . If ( ) = 0, then we say that the program is not in the
state .
All the i deﬁned above are the state measures. So, if new marking is moved
into a place, we say that the state is increasing; if some marking is moved out from
a place, we say that the state is decreasing. The change rate of state measure can
be calculated as the following.
Let 1 and 2 be the input places of a transition and their markings are
1( ) and 2( ), respectively. Let be the ﬁring rate associated with , then
the mark moving rate from each place is deﬁned as the product ∗ 1( ) ∗ 2( ),
where ∗ represents the regular multiplication. This expression contains the enabling
information: if one of 1 and 2 is zero, then the ﬁring rate is 0, meaning the
transition is not enabled. Our deﬁnition magnify the states, which is useful when
we study the state trend. Our deﬁnition is to make the state marking diﬀerential,
thus the state change is continuous without points of discontinuity.
Gilbert and Heiner [12] have successfully used the similar continuous Petri net
model to study biochemical systems to explore possible observable behaviors, where
the ﬁring rates of all the atomic actions is the product of the concentrations of the
involved substances. Here concentrations are continuous functions, which are the
state measure functions in our paper.
Deﬁnition 4.5 A stationary state of a marked CPN is a state where all transitions
are ﬁring.
4.2 Building A Diﬀerential Equation Model
The net marking (state measure) change depends on the program structures and
the ﬁring rates. Based on the semantics deﬁned in the above section, the marking
at each place can be represented by a diﬀerential equation. We consider choice
structure here. For other cases, please see [9][8] for details.
1) Deterministic choice as shown in Figure 5.
Let be a place that can move the marking to 2 or 3 deterministically based
on some conditions. We assign a variable , called control parameter, to to assist
building equations. is associated with some condition. If condition is true, then
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Fig. 5. Deterministic choice.
takes on the value 1, otherwise k is 0. Assume that the condition is true from
to 2, then the input of transition 1 is , while the input of 3 is (1 − ) . The
equation model for this net is
⎧⎪⎨
⎪⎩
′ = 1 1 − 2 − (1− ) 3
′
2 = − 2 2
′
3 = (1− ) − 3 3
2) Nondeterministic choice as shown in Figure 6. Let be a place that can move
a marking to 1 or 2 nondeterministically. We also assign a control parameter to
to assist building equations. But this time no condition is associated with the
control parameter. takes value 0 or 1. In this picture, the input of transition 1 of
the ﬁrst process is 1 , while the input of 3 of the second process is 3(1− ) .
1
2
1
3
1
33
1−
4
2 4
Fig. 6. Nondeterministic choice.
The corresponding diﬀerential equations are:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
′
1 = ()1 − 1 1
′
2 = 1 1 − 2 2
′
3 = ()2 − 3 3(1− )
′
4 = 3 3(1− ) − 4 4
Here we use () to represent some other state measures. If more than two processes
are involved in sharing , say 3 processes 1 2 and 3, then we will have two
parameters: 1 and 2. Let 1, 3 and 5 be the input transitions that need resource.
The inputs to the transitions are: ()1 ∗ 1 ∗ , ()2 ∗ (1− 1) ∗ 2 ∗ , and ()3 ∗ (1−
1) ∗ (1− 2) ∗ , respectively.
All the parameters in the system form a vector, ( 1 2 n), called control
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vector. By selecting the values of 1 2 n, we can show the diﬀerent aspect
while the system is executing.
5 Computing Program States
The diﬀerential equation model contains some nonlinear ordinary diﬀerential equa-
tions, and thus it is hard to give analytic expressions to the solutions. Nevertheless,
we may compute the solution trend and estimate the solution range.
Proposition 5.1 For any place/transition cycle, if it has at most one start place,
then the state measures of the cycle are all converging to numbers in [0,1] no matter
how the ﬁring rates are chosen. Particularly, 1) If the cycle does not contain start
place, then all state measures are 0. 2) If the cycle contains one start place, and all
the inputs to the cycle have positive state measures, then the state measures of the
cycle converge to the numbers in (0, 1).
We assume that each process has one start place.
Proposition 5.2 When a system reaches stationary state, the measures of each
process are all approaching to numbers in [0,1] no matter how the ﬁring rates are
chosen.
Proof. Since each process is one or several place/transition cycles containing a
start place. From Proposition 5.1, the state measures of the process will approach
to the numbers in [0,1].
Note: We did not count the input places and the output places. Their state
measures may exceed 1, unless they are also in some place/transition cycle.
Proposition 5.3 Given a process cycle, if it does not have inputs, then all the state
measures converge to numbers in (0, 1).
6 Property Analysis
The ordinary equation model we obtained based on the Petri net may be infeasible,
i.e. the system is not able to take on certain states whose state measures can be
solved in the equation model. In other words, some states can not be visited in
the execution. Thus, in order to study the program properties, we ﬁrst need to
determine that the obtained equation model is feasible.
When a state is visited, some state variable’s value has been changed, or state
variable’s domain has been changed. If some state variable’s domain at the state
is empty, then this state may not be visited and the equation model is infeasible.
If no state has empty state variable domain, then the equation model is feasible.
Basically the variable domain is updated by the conditions from control parameters.
For example, let be a state variable and we also use Dx to denote the domain of
. We call ( Dx) the representation of variable . Let [ ] be a condition for
variable , then [ ] ∧Dx ⊂ Dx. We also deﬁne
[ ] ∧ ( Dx) = ( [ ] ∧Dx)
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If Dx = ∅, then ( Dx) = ⊥.
Let be a control parameter. A condition is associated with if = 1,
denoted as ( = 1)  . Assume that 1 and 2 are two parameters such that
( 1 = 1)  1[ ] and ( 2 = 1)  2[ ], and 1[ ] ∧ 2[ ] = ∅. Then
1[ ] ∧ 2[ ] ∧ ( Dx)
= 1[ ] ∧ ( 2[ ] ∧Dx)
= ( 1[ ] ∧ 2[ ] ∧Dx)
= ( ∅) = ⊥
Hence, the state with 1 or the state with 2 will not be visited. The equation
model is infeasible.
Generally, for the system, we have a vector of variable representation:
( ( Dx) ). For this vector, we have rule
[ ] ∧ ( ( Dx) ) = ( [ ] ∧ ( Dx) )
Properties of the system will be implied from this vector. Note that in the case that
condition has input or output, we will use marco to separate input/output from the
condition. So the above deﬁnitions are still true.
For feasible equation models, we have the following deﬁnition:
Deﬁnition 6.1 (Stable and Unstable System) For any group of control parameter
values, if all states of a system are converging to numbers in [0,1] no matter how
the ﬁring rates are chosen, then the system is stable. For some group of control
parameter values, if there exists one group of ﬁring rates such that there is at least
one state measure converging to a number greater than 1, then the system is unstable.
In the case that the system is stable, we have proved the following result for
concurrent systems which consists of a set of processes that communicate with one
another via message passing[10].
Theorem 6.2 A program has a deadlock iﬀ there exists a group of control pa-
rameter values such that every state measure of the program either converges to 1
(including identically to 1) or converges to 0 (including identically to 0) no matter
how the ﬁring rates are chosen.
In the case that the system is unstable, we have the following result.
Theorem 6.3 Given an unstable system, there is at least one input / output place
that does not belong to any place / transition cycle.
Proof. Assume that the system is unstable. Then there is a state whose state
measure is greater than 1. Let the state be , ( ) 1. If every place is in some
cycle, then from Proposition 5.1, we know that is in [0,1]. Hence is not in any
cycle. We say that is not in any process cycles since all state measures in the
process cycle are in [0, 1]. So must be an input/output place. This completes
the proof.
This result implies that with some control parameter values, there must exist
one place/transition chain that is attached to a process cycle. Hence, we can infer
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that in this situation the system has chance to hit some synchronization problems
or nondeterministic behavior, such as Race Condition.
Informally, an execution of a program contains a race if the result of some com-
putational step depends upon the scheduling of the individual threads of execution.
For example, in Figure 7, processes 1 and 2 send messages to 3.
1
2
3
4
5 6
1 2
3
7
8
Fig. 7. Race example.
We assume that the ﬁring rates all equal 1. The equation model is
8>>>>><
>>>>>:
m′
1
= m2 −m1,
m′
2
= m1 −m2,
m′
3
= m4 −m3,
m′
4
= m3 −m4,
m′
5
= m1 − km5m7,
m′
6
= m3 − (1 − k)m6m7,
m′
7
= m8 − km5m7 − (1 − k)m6m7,
m′
8
= km5m7 + (1− k)m6m7 −m8.
If = 1, then process 3 takes the message from 1 and if = 0, then process 3
takes the message from 2. Let = ” 3 gets message from 1” and ¬ =
” 3 gets message from 2”. Then ( = 1)  and ( = 0)  ¬ . In both
cases, three processes are all running. But with the same inputs from 1 and 2, we
may get diﬀerent outputs. This will be reﬂected in the following equation models.
If = 1, we get the equation model
8>>>>><
>>>>>:
m′
1
= m2 −m1,
m′
2
= m1 −m2,
m′
3
= m4 −m3,
m′
4
= m3 −m4,
m′
5
= m1 −m5m7,
m′
6
= m3,
m′
7
= m8 −m5m7,
m′
8
= m5m7 −m8.
By the simple calculation, 5 will be accumulated to a number greater than 1. Let
be the state variable that describes the situation in which process 3 will get
message. So the variable representation is ( { 1 2}). This representation will
be updated to ( { 1 2}) ∧ = ( { 1}). If = 0, then we get the equation
model 8>>>>><
>>>>>:
m′
1
= m2 −m1,
m′
2
= m1 −m2,
m′
3
= m4 −m3,
m′
4
= m3 −m4,
m′
5
= m1,
m′
6
= m3 −m6m7,
m′
7
= m8 −m6m7,
m′
8
= m6m7 −m8.
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By calculation, 6 will be accumulated to a number greater than 1, and the repre-
sentation will be updated to ( { 1 2}) ∧ ¬ = ( { 2}).
Hence, in the above two models we get two diﬀerent outputs for the same mes-
sages from 1 and 2.
7 Analyzing the Gas-Station With Diﬀerential Equa-
tions
Based on the net of Figure 2, we label each place with a state measure as shown in
Figure 8.
1
2
3
4
5 6
7
8
9
10
11
12
13
14
15
16
17
18
19
1
2
1− 1
1− 2
pay pay
taketake pumppump
c1.acceptc2.accept
activate
get order
oil1.pumpoil2.pump
hose1.takehose2.take
Customer1Customer2
Casher
Pump
Fig. 8. Gas station net with marking and control parameters.
There are 19 places, and therefore, we will have 19 equations. In the component
Casher, since the token in 13 can be assigned to c1.accept or c2.accept nondeter-
ministically, we need a control parameter for this place, which is 1 in the ﬁgure.
If 1 = 1, then casher gets money from customer1 ﬁrst, otherwise customer2 ﬁrst.
Also in component Pump, both hose1.take and hose2.take have the same chance
to get the token from 17, we need another control parameter 2 here for 17. If
2 = 1, then customer1 will take the hose ﬁrst, otherwise customer2 takes the hose.
Without loss of generality, we may assume that these two customers use the same
speed to pay the money, to pick the hose and pump the gas. Thus we may assume
the ﬁring rates all equal 1. We may use two state variables 1 and 2 to represent
from whom the casher accepts the money and who picks the hose, respectively.
Their domains are:
Dx1 = {customer1 customer2} Dx2 = {customer1 customer2}
Vector ( 1 2) will be associated with each state. Let
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1[ 1] = casher accepts money from customer1,
¬ 1[ 1] = casher accepts money from customer2,
2[ 2] = customer1 pick the hose,
¬ 2[ 2] = customer2 pick the hose.
Two parameters 1 and 2 are associated with these conditions by
( 1 = 1)  ( 1[ 1]) ( 1 = 0)  (¬ 1[ 1])
( 2 = 1)  ( 2[ 2]) ( 2 = 0)  (¬ 2[ 2])
The diﬀerential equation model of Gas-station is in the following:
8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:
m′
1
= m6m3 −m1
m′
2
= m1 −m2
m′
3
= m2 −m3m6
m′
4
= m1 − k1m4m13
m′
5
= m2 − k2m5m17
m′
6
= m16 −m6m3
m′
7
= m9m12 −m7
m′
8
= m7 −m8
m′
9
= m8 −m9m12
m′
10
= m7 − (1− k1)m10m13
m′
11
= m8 − (1− k2)m11m17
m′
12
= m18 −m12m9
m′
13
= m14 − k1m13m4 − (1− k1)m13m10
m′
14
= k1m13m4 + (1− k1)m13m10 −m14
m′
15
= m14 −m15m19
m′
16
= k2m5m17 −m16
m′
17
= m15m19 − k2m5m17 − (1− k2)m11m17
m′
18
= (1− k2)m11m17 −m18
m′
19
= m16 + m18 −m19m15
The initial values for the equation model are 1(0) = 7(0) = 13(0) = 19(0) =
1, 2(0) = 3(0) = 4(0) = 5(0) = 6(0) = 8(0) = 9(0) = 10(0) =
11(0) = 12(0) = 14(0) = 15(0) = 16(0) = 17(0) = 18(0) = 0
Based on the values assigned to 1 and 2, we totally have 4 cases:
1) Case 1. ( 1 2) = (1 1). The solutions of the model are plotted in Fig. 9(a).
Since all the state measures are in [0,1], in this case, the system is stable. State
variable domains can be calculated as following. For the process Casher, we have
(( 1 Dx1) ( 2 Dx2)) ∧ 1[ 1]
= (( 1 1[ 1] ∧Dx1) ( 2 Dx2))
= (( 1 {customer1}) ( 2 Dx2))
For the process Pump, we have
(( 1 {customer1}) ( 2 Dx2)) ∧ 2[ 2]
= (( 1 {customer1}) ( 2 2[ 2] ∧Dx2))
= (( 1 {customer1}) ( 2 {customer1}))
Thus for the whole system, we have the variable representation:
(( 1 {customer1}) ( 2 {customer1}))
We can interpret this expression as that customer1 pays the money and will get the
gas. From the solution curves, we can also ﬁnd that the state measures
7 → 0 8 → 0 12 → 0 18 → 0
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Fig. 9. (a). Case1: (k1, k2) = (1, 1). (b). Case 2: (k1, k2) = (0, 0).
8 → 0 means that the state 8 is eventually not being visited, in other words,
Customer 2 does not pay the money. Similarly, 18 → 0 means that the state 8
is eventually not being visited, in other words, Customer 2 does not have chance to
pick the hose and thus does not get the gas.
2) Case 2. ( 1 2) = (0 0). The solutions of the model are plotted in Figure 9(b).
The system is stable. This case is for customer2 as that for Customer1 in case 1.
Customer2 pays the money and will get the gas. Customer1 does not pay the money
and will not get the gas.
Hence, from Case 1 we imply that if a customer pays, then he/she will get the
gas; from Case 2 we imply that if a customer does not pay, then he/she will not
get the gas. Thus, we may conclude that the second speciﬁcation ”no free gas” is
satisﬁed.
3) Case 3: ( 1 2) = (1 0). The solutions of the model are plotted in Fig-
ure 10(a). Form the curves, we ﬁnd that state measure 10 approaches to 2. Thus
the system is unstable. Variable domains can be calculated as following. For the
process Casher, we have
(( 1 Dx1) ( 2 Dx2)) ∧ 1[ 1]
= (( 1 1[ 1] ∧Dx1) ( 2 Dx2))
= (( 1 {customer1}) ( 2 Dx2))
For the process Pump, we have
(( 1 {customer1}) ( 2 Dx2)) ∧ ¬ 2[ 2]
= (( 1 {customer1}) ( 2 ¬ 2[ 2] ∧Dx2))
= (( 1 {customer1}) ( 2 {customer2}))
Thus for the whole system, we have the variable representation:
(( 1 {customer1}) ( 2 {customer2}))
We can interpret this expression as that customer1 pays the money and customer2
gets the gas.
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Fig. 10. (a). Case1: (k1, k2) = (1, 0). (b). Case 2: (k1, k2) = (0, 1).
4) Case 4: ( 1 2) = (0 1). The solutions of the model are plotted in Fig. 10(b).
The system is unstable as well. This is the same as case case 3) except the positions
of Customer1 and Customer 2 are changed.
Hence, from Case 3 and Case 4, we may conclude that the ﬁrst speciﬁcation is
satisﬁed.
8 Discussion and Conclusion
The most closed work is by Naumovich et al. in [19], where they used two con-
currency analysis tools, INCA and FLAVERS, to verify the same speciﬁcations of
Gas station architecture as in our paper. Flow equation technique has been used in
INCA to check the consistency of the system. Inequalities are solved using standard
integer linear programming packages. However, integer linear programming prob-
lems are generally NP-hard, and the standard techniques involved are potentially
exponential. FLAVERS is data ﬂow analysis based tool. By approximating the
execution model of a program, properties can be eﬃciently checked using a polyno-
mial algorithm. However the conclusion thus obtained is usually either complete or
sound but not both.
Generally speaking, the existing static analysis techniques can not complete
avoid hitting state explosion problem even some state reduction techniques have
been used such as in SPIN. The reason is that we have to search all reachable states
to determine if the properties can be satisﬁed. With our method, we only need
to solve 2k diﬀerent diﬀerential equation groups, where is the number of control
parameters. Given a group of values for these s, we will obtain an equation group.
Hence, these equation groups are independent and can be solved in parallel. So the
complexity is determined only by one equation group. By analyzing the solutions,
we may determine if the architecture can satisfy the requirement. The more larger
the system, the more powerful this method will express. This is why we can avoid
the state explosion problem when we do statically analysis.
The existing static analysis tools can automate the checking of properties, but it
is still up to the system architect to formulate those properties. With our method, it
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is very easy to write equation group and compute them with Matlab. If the numbers
of the equations is huge, we do require a tool to analyze the discrete-valued solutions,
not just to check the curves from Matlab.
We make no claim that our technique can replace the existing analysis tools.
In the existing tools, properties are expressed by Temporal Logic. To check the
property of interest, we can design some check statements and insert them to the
input language. In this way, we can immediately know if the speciﬁed property is
satisﬁed. The disadvantage is that the tools may not suitable for large systems. In
our case, we can easily ﬁnd the abnormal behavior, and then based on the state
variable representation to analyze if the properties of the architecture are satisﬁed.
The disadvantage is that we need to interpret the variable representation. Also,
we have not proved yet that the state variable representation can describe all the
properties of the architecture.
By combining our technique with the existing skills, we may also improve the
checking speed. For example, use our equation method as the ﬁrst step to ﬁnd
abnormal behavior which corresponds to a group of control parameter values, and
then based on the interpretation from these values to design some statements to
be inserted to the input languages for the model checking. Since in the ﬁrst step
we have narrowed the analysis scope, we may quickly check the property without
hitting explosion problem.
As one might concern, if the system is very large, the equation model will be
very big. And sometime, even a single equation group may contain huge number of
equations, for example to model a system with 1020 states that has been used for
Symbolic Model Checking by Burch et al.[2]. Matlab may not have enough power to
do such computing. A solution is to solve the equation group in parallel. Currently,
we are developing a computing algorithm based on the work by Intievergelt[15]. A
large diﬀerential equation group can be separated into several small equation groups
that can be computed in parallel. Eventually, we will develop a tool to support the
analysis from building equation model to parallel computing, and to the solution
analysis.
As the next step study, we will check the eﬃciency of our method applied to
the systems that consist of large number of behaviorally similar processes, e.g. in
the gas station example there exist lots of customer processes, pump processes and
casher processes, and ﬁnd out how our model complement to those discrete event
based models, e.g. [23], that are used to handle the large number of processes.
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