Abstract-We propose a service concept in which high-speed Ethernet interfaces from end hosts are dynamically cross-connected to equivalent-rate Ethernet-over-SONET (EoS) optical circuits for transport across metro-area networks and/or wide-area networks. We call our service concept reconfigurable Ethernet/SONET circuits to end users (RESCUE). We describe how RESCUE can be used for two applications: dial-up service to Internet service provider routers and file transfers. We propose to deploy RESCUE service as an "add-on" to current Internet access for many reasons. Primary among these is that it allows a metro optical circuit-switched network to be operated at a high utilization, which is important to achieve a cost-effective bandwidth-efficient network. Given that end hosts with access to RESCUE service will have a choice of two paths, the primary Internet path and a secondary RESCUE option, end-host applications will need to make a routing decision. We carry out a quantitative analysis to provide a basis for this routing decision for both dial-up service and file transfers. For example, with the file-transfer application, if call-blocking probability on the optical circuit-switched network is 30% and the packet-loss rate on the transmission control protocol/Internet protocol path is 1%, a circuit setup should be attempted for files 180 KB or larger in low-propagation delay environments.
I. INTRODUCTION

M
ETRO optical networks based on synchronous optical network (SONET), synchronous digital hierarchy (SDH), and wavelength-division-multiplexing (WDM) technologies offer leased-line services to meet different connectivity needs. As illustrated in Fig. 1 , these needs include: 1) interconnecting nodes in geographically distributed enterprise buildings; 2) providing Internet service provider (ISP) access for enterprises; 3) connecting ISP nodes to wide-area network (WAN) nodes; and 4) offering enterprises WAN connectivity.
Current costs of leased optical circuits are quite high. For example, [1] lists annual costs of about $110 K for an OC3 circuit, $320 K for an OC12 circuit, and $495 K for an OC48 circuit. This has led to the commonly stated research goal of enabling "simple, cost-effective, and bandwidth-efficient" metroarea networks (MANs) as stated in [2] . Toward achieving this goal, one option has been to enable bandwidth-on-demand services. Many approaches are being implemented to support bandwidth-on-demand services, including: 1) Web services such as open grid services infrastructure (OGSI) [3] , [4] and Sun MicroSystem's Jini/JavaSpaces paradigm for high-availability distributed services [5] and 2) signaling solutions as in generalized multiprotocol label switching (GMPLS) [6] , [7] , user network interface (UNI) 1.0 specification [8] , and automatic switched optical networks (ASON) [9] . Both GMPLS and UNI 1.0 specifications include a signaling protocol based on the resource reservation protocol with traffic engineering (RVSP-TE) [7] .
The main applications envisioned for bandwidth-on-demand optical circuit services are fast restoration and rapid provisioning of circuits between Internet protocol (IP) routers, frame-relay switches, or cross-connects/telephony switches. A request for fast restoration is triggered when a failure occurs. Requests for rapid provisioning of circuits are expected to be generated by network administrators as and when they identify a need for additional bandwidth between their network switches/routers. Focus has been directed primarily at interswitch/interrouter circuits because these links are the ones that require the high-bandwidth capability of optical circuits.
In this paper, we propose an architecture that extends bandwidth-on-demand high-speed circuit service to end users. The reason for doing so is to allow end users to run applications on their end hosts that can automatically request on-demand high-bandwidth circuits to a remote node. Contrary to the conventional thinking of video-stream transfers being the prime contributor to high-bandwidth applications, we note that file transfers can enjoy any amount of bandwidth. The higher the rate, the lower the file-transfer delay. This is unlike video-stream applications, which with compression technologies often require only a few megabits per second, but long durations. Increasingly, the grid community is recognizing the value of optical circuit-switched networks to carry out transfers of very large files created by scientists, e.g., terabyte and petabyte sized files [10] . Thus, having identified that there are end-user applications that can use high-speed circuits, we 0733 -8716/04$20.00 © 2004 IEEE propose an architecture called reconfigurable Ethernet/SONET circuits to end users (RESCUEs). This does not, however, mean that the optical circuit-switched network needs to be extended all the way to end hosts. We describe how RESCUE can be realized in practice within the constraints of existing metro optical networks in Section III. In Section IV, we explore two applications of the RESCUE service: 1) a dial-up service to Internet routers and 2) an end-to-end file transfer.
The RESCUE concept and its applications are novel in two ways. First, the RESCUE architecture is a "parallel-hybrid" solution in contrast to today's "sequential-hybrid networks," where different types of switches could exist sequentially on an end-to-end path. RESCUE is proposed as an "add-on" service to existing Internet connectivity that extends all the way to end hosts giving end hosts an option between two paths: 1) an Internet packet-switched path and 2) a dedicated circuit. End-host applications need to make a routing decision on which path to use. In current-day networks, such routing decisions are typically made only at switches, not at end hosts. Drawing an analogy to transportation system, we note that in some situations (e.g., traveling between New York and Boston), people have a choice of multiple transportation options. In this paper, we illustrate the advantages and costs of such an approach. Second, not only is our proposal to extend bandwidth-on-demand high-speed (e.g., 10 Gb/s) circuit services to end hosts new to the optical networking research community, but our proposal to enable these networks to support calls with very small holding times (e.g., in the order of milliseconds for single data transfers within a file-transfer application) pushes the envelope of bandwidth-on-demand thinking. Our analysis in this paper includes both delay and utilization considerations to show how far this envelope can be pushed.
II. PRIOR WORK
We proposed the use of high-speed circuits for the file-transfer application in an earlier paper [11] , where we called the architecture circuit-switched high-speed end-to-end architecture (CHEETAH). Our reason for redefining this architecture as RESCUE is to include the dial-up service application in which high-speed circuits are not set up end-to-end between end hosts but rather between an end host and an IP router. The dial-up application was originally identified in our papers [12] , [13] as a solution to the enterprise access-link bottleneck problem. The concept is to provide enterprise end hosts with the connectivity and software needed to generate on-demand requests for high-speed circuits that could bypass the bottleneck access link from the enterprise router to the ISP's IP router. In [12] and [13] , we analyzed call-blocking probabilities and call waiting times in an Engset-based model but did not consider the effects of these high-speed dial-up bypass circuits on transmission control protocol (TCP) delays in applications such as file transfers. In this paper, we provide such an analysis of the dial-up service and combine it with the CHEETAH concept to propose the RESCUE service.
Further, the analysis provided in this paper for the file-transfer application is an extension of the analysis provided in the CHEETAH paper [11] . First, in [11] , we assumed the same rate for both the end-to-end circuit and the bottleneck link on the TCP/IP path. Here, we consider the effect of having different values for these two rates. Second, the utilization analysis in [11] was for a single-link circuit (ErlangB). Here, we extend this analysis to multilink circuits.
Among work from other researchers, the notion of setting up high-speed circuits for end user sessions has been examined in a proposal called TCP switching in [14] . The concept is to classify TCP flows at IP routers and initiate requests for dynamic circuit setup for individual TCP flows through optical circuit-switched networks. Advances in network processor technology have been targeted at enabling high-speed flow classification needed to trigger circuit setup/release. Nevertheless, these approaches have remained difficult to realize in practice because of scalability reasons. By distributing the trigger for circuit setup to software at end hosts in the RESCUE solution, we believe this scalability issue can be resolved. The disadvantage of RESCUE, however, is that it requires "circuit" connectivity all the way to the end hosts. In Section III, we describe how we leverage the Ethernet dominance of local area networks (LANs) to enable such connectivity without requiring optical fiber drops to desktops.
III. PROPOSED SOLUTION: RESCUE
At first glance, it appears that to extend the services of metro optical networks to end hosts, we somehow need to extend the reach of optical networks all the way to desktops. Attempts to extend optical networks to the desktop were made in mid-tolate nineties with ATM-to-the-desktop projects, most of which failed. However, three major advances have occurred since the late nineties that allow us to implement a solution for extending metro optical network services to end hosts without actually dropping fiber to desktops.
First, optical fiber has been deployed extensively within both MANs and enterprise/university campuses. Second, fast Ethernet and gigabit Ethernet (GbE) technologies have been deployed at end hosts using existing twisted-pair copper wires and these end host links are not bottlenecks on end-to-end paths. The bottleneck for enterprise users is the enterprise access link rather than the drop to the desktop. Third, a new system called Multiservice provisioning platform (MSPP) has been defined, developed, and more importantly, already deployed within enterprises. Among its functions, which we will review in Section III-A, MSPPs provide a means for cross-connecting Ethernet signals from end hosts to equivalent Ethernet-over-SONET (EoS) signals on access links. Currently, service providers such as Verizon [15] offer "Ethernet access services" to enterprises through MSPPs. These Ethernet/EoS circuits: 1) are leased for long durations and 2) originate/terminate at routers. We propose to 1) use these hybrid circuits in a dynamic mode and 2) extend them to end hosts.
Leveraging these advances, we propose a metro optical network service called RESCUE. With this service end hosts should be able to dynamically request reconfigurable Ethernet/EoS circuits for durations as short as a few milliseconds. We describe factors that enable RESCUE service in Section III-A, and the basic RESCUE service operation in Section III-B. In Section III-C, we describe an important aspect of our approach, which is to use additional network interface cards (NICs) at end hosts for the RESCUE service so that it is an "add-on" service to basic Internet access rather than a replacement.
A. Enabling Factors (Background)
Before we describe our solution, we provide the reader with background on recent advances in enterprise and MANSs. This background is necessary to understand that our solution is an evolutionary step from current carriers' networks.
As stated earlier, MSPPs have already been deployed in enterprises. The primary reason for this deployment is to integrate T1s from PBX's carrying voice traffic and T1s/T3s/Ethernet signals from wide-area-access IP routers carrying data traffic on to a SONET/SDH/WDM signal used for metro access (hence, the term "multiservice"). For our proposal, the multiplexing aspect of MSPPs is not relevant. Instead we exploit the ability of MSPPs to encapsulate Ethernet frames into SONET frames using Ethernet-over-SONET (EoS) specifications, such as generic framing procedure (GFP) [16] , along with virtual concatenation [17] , a technique for allowing arbitrary-bandwidth SONET signals to be created to reduce wasted bandwidth [18] , e.g., a 100 Mb/s Ethernet signal can be carried on two OC1 circuits instead of an OC3 circuit.
The architecture of a typical MSPP [19] - [21] is shown in Fig. 2 . Nodes within an enterprise are connected to interface cards, such as Ethernet (10/100 Mb/s), T1, T3, and Gb/s Ethernet. The Ethernet cards encapsulate Ethernet frames into SONET frames using EoS devices. The cross-connect (XC) card is used to XC signals from incoming ports to outgoing ports. The control card typically has a processor and implements management software to control the MSPP. Communication with the control card is through its own Ethernet and/or serial interface. The metro access link card is a high-rate SONET, SDH and/or WDM interface. Typically, Ethernet, T1, T3 signals from the interface cards connected to nodes within the enterprise are cross-connected through the XC card to equivalent-rate signals on the metro access SONET link.
Increasingly, optical XCs and MSPPs now implement control-plane signaling protocols to enable the dynamic setup and release of optical circuits across the network. For example, a signaling protocol interoperability test involving many vendors' products was demonstrated at the Optical Fiber Communications (OFC) Conference in March 2003 [22] .
B. Basic RESCUE Concept
RESCUE hardware configuration consists of second Ethernet NICs in end hosts connected to the Ethernet ports of a signaling-capable enterprise MSPP. A high-speed optical circuit should be leased from the enterprise MSPP to either a metroarea signaling-capable network switch or another signaling-capable enterprise/service-provider MSPP. Software enhancement is needed at end hosts to generate call-setup/release requests for applications that can benefit from high-bandwidth RESCUE service. We will discuss applications for RESCUE in Section IV.
RESCUE operation is as follows. A call-setup request for an Ethernet/EoS circuit is generated by end-host software. This request is received by the control software on the enterprise MSPP. The control software locates a free equivalent-rate SONET circuit on its access link and XCs the Ethernet signal from the requesting end host to this SONET circuit. The enterprise MSPP's control software then forward the call-setup request to the next switch on the path. Circuit setup proceeds hop-by-hop in this manner. Fig. 3 illustrates an example of circuit setup. An end host in enterprise 1 requests an Ethernet/EoS circuit to a router in service provider 's network. Call setup proceeds hop-by-hop with the signaling messages (RSVP-TE Path message in the forward direction and RSVP-TE Resv message in the opposite direction) being processed at each intermediate node. If resources are available on links L1, L2, L4, and L6, the MSPPs and optical XCs in route will be programmed for the circuit (the dashed line represents the dynamically setup circuit). Once setup, the circuit is held and used for a short duration, and then released using a similar hop-by-hop circuit release procedure. Subsequently, a different communication session can reuse the same resources. RESCUE Ethernet/EoS circuits can be set up from a host to a router/switch or another host.
RESCUE service can be introduced gradually by interconnecting signaling-capable switches/MSPPs via leased circuits. For example, two buildings of a single organization located within a metro area may lease a multichannel circuit between the buildings but share these channels on a call-by-call basis. In this scenario, only the enterprise MSPPs would need to be signaling-capable.
C. RESCUE as an "Add-On" Service to Primary Internet Access
We illustrate how RESCUE service is configured as an "add-on" service to primary Internet access in Fig. 4 . The primary NICs in end hosts are connected through the usual LAN Ethernet switches/IP routers to the wide-area access router, which in turn is connected to an Internet router by a leased circuit passing through the enterprise MSPP. For example, in Fig. 4 , leased circuit I is the primary Internet access link for enterprise building 1. Hosts requiring access to RESCUE service will be equipped with second NICs, as shown in Fig. 4 . These second NICs are connected to ports on the enterprise MSPP's Ethernet interface card allowing them to be cross-connected on-demand to equivalent EoS circuits at the MSPP. For communication between two entities that can be connected by a direct EoS circuit, there is a choice of two paths: the primary TCP/IP path and an Ethernet/EoS circuit. For example, an end host in enterprise building I with a second Ethernet NIC configured for RESCUE service has two paths to router I in Fig. 4 : 1) the primary leased circuit I reachable through its primary NIC, enterprise Ethernet switches/IP routers, and its MSPP (see solid line marked "leased circuit I") and 2) an on-demand Ethernet/EoS circuit through its second NICs and MSPP (see dashed line from the MSPP in enterprise building I to router I).
The presence of two such paths raises the question of which path an end-host application should choose. We recognize that it is not appropriate to attempt a circuit setup for all communication sessions. For example, for a small-file transfer (file size is on the order of a few kilobytes), the total delay incurred in setting up a circuit and then transferring the file could be larger than the delay incurred in directly using the TCP/IP path. Thus, a routing decision needs to be made at end hosts with access to RESCUE. This explains the need for a routing decision software module at the end hosts as shown in Fig. 5 . The application software module shown in Fig. 5 interacts with the RESCUE routing decision software module to decide whether or not to attempt a circuit setup. If it decides to attempt a circuit setup, the RESCUE signaling software module initiates a call-setup request (RSVP-TE Path message). If the circuit setup is successful, RESCUE software will direct the user application to initiate data transfers on the Ethernet/EoS circuit through its second NIC. Depending upon the application, TCP or some other transport protocols could be used on this path. If, on the contrary, the routing decision determines the primary TCP/IP path is preferred, or if the circuit setup is unsuccessful, the user application will be directed to the primary TCP/IP path through its primary NIC. Having the option to fall back to the primary TCP/IP path allows for a RESCUE service provider to operate the circuit-switched network at a high enough call-blocking probability to achieve satisfactory utilization. As is well known, resource utilization and call-blocking probability operate at cross purposes. Without the option of falling back to the primary TCP/IP path, the circuit-switched network would need to engineered to operate at a low call-blocking probability at the expense of utilization. It would make it more difficult to achieve "cost-effective, bandwidth-efficient" metro-area optical networks. The presence of the dual path also allows applications to take advantage of both paths during a file transfer as will be explained in Section IV-B.
While providing end hosts this choice of a second path, with its distinctly different service quality when compared with the packet-by-packet shared IP path, has its obvious advantages, the costs lie in the additional infrastructure needed to support such a deployment. Access link costs are especially of concern. It is expensive for an enterprise to lease a second access link for RESCUE service, one that terminates on a signaling-capable SONET/SDH/WDM switch. We are currently exploring a solution to this problem in which such an additional access link is not necessary. Instead a part of the enterprise-router-to-ISP-router access link capacity is reassigned as needed for RESCUE circuits. We plan to present this work in a subsequent paper.
IV. APPLICATIONS
We have identified two applications that can use RESCUE circuits: 1) a dial-up application to dynamically set up high-speed circuits bypassing enterprise access links to the ISP's routers and 2) the file-transfer application. We describe the dial-up application in Section IV-A, and the file-transfer application in Section IV-B.
A. Dial-Up Application
We propose a dial-up service to ease the enterprise's accesslink bottleneck problem. The lag in access link rates behind LAN and core network rates has been identified as a problem [23] . The most common solution is to increase the data rate of the access link leased by the enterprise. Increasing the rate of the access link brings some advantages, but the more significant factor of packet loss on an individual flow is not addressed. We see the difference in the impact of increasing bottleneck link rates versus reducing packet-loss rates in the analysis below. To study the impact of packet loss on end-to-end TCP delays, 1 we use the analytical model proposed by Padhye et al. [24] , along with the extensions by Cardwell et al. [25] . These models include all the complex steps of TCP data transfer: the time spent in slow start , the expected cost of a recovery following the first loss , the time spent in congestion avoidance , and the time to delay the ACK for the initial segment
The reader is referred to [24] and [25] for the detailed closedform expressions for each term on the right hand side of (1). These expressions are functions of three key parameters: the bottleneck link rate , the packet-loss rate , and the roundtrip time (RTT) on the TCP/IP path. We set the time for delayed ACKs to 0 because we assume a starting initial window size of 2 [26] and the ACK-every-other-segment strategy.
Input parameter values assumed for the numerical computation are shown in Table I . We assume four values for , two values for , and three values of the round-trip propagation delay to create a total of 24 cases. We obtain the queueing delay by determining the load at which an M/D/1/k system 2 will experience the assumed values. For all the cases, we compute , the delay-bandwidth product, i.e., assuming a 1500-B packet size.
From the numerical results presented in Table I , we note the following. First, as increases, the mean transfer delay increases significantly if is high. For example, when increases from 0.0001 (lightly loaded path) to 0.01, assuming a bottleneck link rate of 100 Mb/s, delay goes up from 396.5 s for a 1 GB transfer to 4417 s if the transfer is across a wide area (say across the USA, where is 50 ms). This means for wide-area paths, it is especially important to maintain a low . Second, we note that for such wide-area paths, there is little benefit to be gained by increasing the bottleneck link rate if stays the same. For example, increasing the bottleneck link rate from 100 Mb/s to 1 Gb/s results in decreasing the mean file-transfer delay from 1293 to 1287 s, when is 50 ms and is 0.001. The implication of this result is that even if leased access link rates are increased, if the link sharing mode remains packet-by-packet sharing, the link bandwidth can be filled up with traffic from other users causing to stay the same. Therefore, we conclude that in order to reduce end-to-end TCP delay it is more important to drop seen by an individual TCP flow than to increase access link rate beyond a certain level.
Given these results, we propose a dial-up service that bypasses the shared access link of the enterprise and thus allows the end host application to enjoy lower packet-loss rates. Section IV-A1 describes the operational steps in using RESCUE for dial-up service. Section IV-A2 describes our analytical basis for the routing decision. An implementation issue is discussed in Section IV-A3.
1) Operational
Steps: For dial-up service, as illustrated in Fig. 4 , an end host with a second Ethernet NIC can request a direct high-speed Ethernet/EoS circuit to the ISP's IP router. This is comparable to current-day dial-up telephone service but at a significantly higher bandwidth. The RESCUE software will make a routing decision on whether to use the host's primary NIC or whether to request an Ethernet/EoS circuit through the host's second NIC to the ISP's IP router. The circuits are held only for the duration of single transfer within a TCP session (note that within the holding time of a TCP connection, there can be many data transfers). This allows for increased sharing of resources. Without such an implementation, the SONET resources on the access link will lie unused during a user's "think" time.
Dial-Up Server: Since the ISP's IP router is the terminating endpoint for the Ethernet/EoS circuit, it should be capable of receiving signaling messages and accepting/rejecting circuit setup requests. However, given the difficulty in adding new software to routers, we propose an external "dial-up server," which consists of: 1) software to terminate signaling messages on behalf of the IP routers and 2) software to configure the routers. The signaling component of the software will respond to the signaling messages issued by MSPPs/access network switches. The configuration part of the software will have administrative user permissions to write into the routing table and address resolution protocol (ARP) table of the ISP's IP router. This step is required to create a mapping of the IP address and MAC address of the host connected temporarily via the newly established Ethernet/EoS circuit to the corresponding interface on the ISP's IP router because at different time instants, different Ethernet hosts are reachable through the same interface of the IP router. It allows the router to route packets arriving from the Internet destined to end hosts by consulting the updated routing and ARP tables.
2) Analytical Basis for the Routing Decision: Delay Analysis:
In this section, we create an analytical model and obtain numerical values to provide a quantitative basis for the routing decision. Let be the mean transfer delay incurred if a dial-up circuit setup is attempted prior to a data transfer within a TCP session (2) where is the call-blocking probability on the metro optical circuit-switched network, is the mean call-setup delay of a successful circuit setup, is the mean delay incurred in a failed call-setup attempt, is the mean time to transfer the file using the dial-up circuit for access, and is the mean time to transfer the file using the primary access link. If the call is not blocked, mean delay experienced is , but if it is blocked, then after incurring a cost , the end host has to use the TCP/IP path and, hence, will incur the delay. If a circuit setup is not attempted, the mean delay is simply . We compare from (2) with to determine whether the dial-up end host should directly resort to the primary path or whether it should attempt a dial-up circuit setup. Approximating to be equal to , we get resort directly to the TCP/IP path if attempt circuit setup (3) and are computed using (1) with different packet-loss rates, and , different bottleneck link rates, and , respectively, but the same end-to-end propagation delay . The mean call-setup delay includes mean signaling message transmission delays, mean call-processing delays (to process signaling protocol messages), and a round-trip propagation delay between the dial-up end host and the ISP's IP router (4) where is the cumulative size of signaling messages used in call setup, is the signaling link rate, is the number of switches on the dial-up circuit path (between the dial-up end host and the ISP's IP router), and is the call-processing delay incurred at each switch. We approximate the queueing delay for the signaling link with an M/D/1 queue at a load , and the queueing delay for the call processor also with an M/D/1 3 queue at a load . Numerical Results: We plot the two sides of (3) B, Mb/s, ms, and ms. The 4 s call-processing delay is based on our work on hardware-accelerated signaling protocol implementations [28] .
is set to either 0.1 ms or 50 ms. Note that is the end-to-end round-trip propagation delay between the two end hosts participating in the TCP connection, while is the round-trip propagation delay between the end host invoking a RESCUE circuit and its ISP's IP router. The latter is likely to be local and, hence, we only use the 0.1 ms number.
For the three horizontal lines in Fig. 6 on which values are listed, the axis is the left-hand side of (3), i.e., . For the remaining three lines, which are marked with values and values, the axis is the right-hand side of (3), i.e., , which we refer to as the "difference" curves. Under some circumstances, there are crossovers between the difference curves and the horizontal lines. For transfers of sizes below the crossover size, the end-host software should resort directly to using the primary path, and for file sizes larger than the crossover size, the software should attempt a dial-up circuit setup.
We computed crossover sizes for various combinations of , , , and . As a sample, in Table II we show the crossover sizes for the case when the primary access link is an OC3 circuit, while is 100 Mb/s (e.g., when end hosts use Fast Ethernet for their second NICs).
From these results we see that if the file transfer is across a wide area ( of 50 ms), a dial-up circuit should be attempted even for small files (in the order of kilobytes) unless the end host knows that its access link is not the bottleneck link on the path. For metro-area transfers ( of 0.1 ms), a dial-up circuit should be attempted for files in kilobyte range if the end host knows that upon setting up a dial-up circuit it can clearly lower the end-to-end packet-loss rate from 1% to 0.001% or to even half its value 0.5%. 
3) Implementation Issues:
We consider the question of when the RESCUE software should initiate the release of a dial-up circuit. If the dial-up circuit is set up from a server end for a given transfer, the RESCUE software can detect the end of the transfer and release the dial-up circuit soon after it sees the final ACK from the remote client. On the client side, with some application protocols such as ftp, the transfer size is indicated in the server's response, which can be extracted. The circuit can then be released after all bytes are successfully received within that transfer. In other application protocols, the RESCUE software would have to rely on end-of-file indications or by monitoring when the TCP-restart window resets if the TCP connection is idle beyond a certain time-out value (see RFC 2581 [26] for details on restart windows). While implementing software that processes higher layer headers is difficult at routers, it is simpler to implement at an end host because of the smaller numbers of connections.
B. File-Transfer Application
Section IV-B1 describes the operational steps in using end-to-end RESCUE circuits for file transfers. Sections IV-B2 and IV-B3 describe our routing decision algorithm based on delay and utilization analysis. Finally, we discuss implementation issues in Section IV-B4.
1) Operational
Steps: File-transfer applications based on hyper-text transfer protocol (HTTP) and file-transfer protocol (FTP) typically involve the exchange of small messages prior to the actual data transfer. Exploiting the presence of the dual paths (another one of our reasons for RESCUE being an "add-on" service), we propose using the primary TCP/IP path for these small messages. RESCUE circuits are used only for the actual data transfer. To achieve high circuit utilization, we propose that the circuit be held only for the duration of the actual data transfer and released immediately upon completion. Furthermore, we recommend that the EoS circuit be unidirectional from the server to the client.
Optical Connectivity Service (OCS): When a sending host is ready to transfer a file, it has to determine whether the correspondent end can be reached by a direct Ethernet/EoS circuit. We propose a service called Optical Connectivity Service (OCS), similar to the Domain Name Service (DNS), to maintain connectivity information. As with DNS, information can be cached to reduce delay overhead incurred in determining whether the correspondent end host is reachable with RESCUE. Alternatively, OCS service can be implemented in a centralized fashion as a part of a carrier network management system. For example, it can be combined with an authentication, authorization, and accounting (AAA) service [29] . OCS is important to enable a gradual growth of RESCUE users. If an end host with RESCUE capability wants to communicate with an end host without such capability, it will simply use the Internet. If, through OCS, it determines that the correspondent host also has RESCUE capability, and furthermore it is connected via the same optical circuit-switched network, it can use a RESCUE circuit.
Transport Protocol on End-to-End Ethernet/EoS Circuits:
For the actual data transfer on the Ethernet/EoS circuit, we recommend using a combination of a transport protocol called Scheduled Transfer (ST), an ANSI standard [30] , on the unidirectional end-to-end Ethernet/EoS circuit from the server to the client and a TCP connection for the reverse direction through the IP network. Standard TCP is not well-suited for end-to-end circuits, i.e., paths on which there are no packet switches, because of the congestion-control mechanisms built into Standard TCP. This functionality is not only unnecessary if the end-to-end path is a circuit, it is also detrimental because bit errors will be interpreted as congestion losses causing variations in the sending rate. For full utilization of the circuit what we need is a transport protocol that uses rate-based flow control and constantly sends data. As for error control, we do expect losses both as a result of bit errors on links (which are likely to be rare because of the high quality of optical fiber transmission), and receive-buffer overflows resulting from mismatches in the instantaneous rate at which the sending NIC emits data on to the circuit and the rate at which the receiving end host software moves data to disk. ST allows for a negative acknowledgment (ACK)-based error-control scheme, which is well suited for end-to-end circuits where data blocks are received in sequence. Retransmissions can be sent on the Ethernet/EoS circuit if they occur in the middle of the transfer and on the TCP connection if they occur at the end. The reason for the latter is to avoid having to hold the circuit open after completion of the initial file transfer, while waiting for the final acknowledgment confirming completion.
2) Analytical Basis for the Routing Decision: Delay Analysis:
In this section, we use the analytical model described in Section IV-A2 to provide a quantitative basis for the routing decision in the file-transfer application. Using similar reasoning to that presented in (2) and (3), we can base the routing decision on whether to attempt a circuit setup for an end-to-end file transfer as follows: if resort directly to the TCP/ IP path if attempt circuit setup (5) is the actual file-transfer delay on the end-to-end Ethernet/EoS circuit: (6) where is the size of the file being transferred and is the data rate of the circuit. We have not included retransmission delays here because on Ethernet/EoS circuits, retransmissions required due to random bit errors and/or receive-buffer overflows are needed in both the TCP path and the Ethernet/EoS end-to-end circuit. Since the routing decision is based on comparing delays on the two paths before deciding whether or not to attempt a circuit setup, we have omitted retransmission delays on both paths. Including this delay would in fact favor using the Ethernet/EoS circuit. This is because bit errors on the TCP/IP path would be misinterpreted as packet losses caused by congestion leading to a reduction in the sending rate.
The key difference between (5) and (3) is that we have in (5) instead of the term in (3). This is because in the dial-up application, since only the access link is being bypassed, TCP is still required end-to-end, while on the end-to-end circuit, the transfer time after the circuit is set up is given by (6) . A second difference is in the term . In (4), we used the term to denote the round-trip propagation delay between the RESCUE end host and its ISP's IP router. To obtain the numerical results, we assumed this delay to be typically small and, hence, set it to 0.1 ms. In the file-transfer application, will include an end-to-end round-trip propagation delay between the two hosts, which could have a small or large value depending on the distance between the two hosts. For example, we use 0.1 ms for a metro-area path and 50 ms for a wide-area path.
Numerical Results: We provide two sets of numerical results. In Section IV-A, we consider the case when the circuit rate is the same as the bottleneck link rate on the primary TCP/IP path. In Section IV-B, we consider the case when the circuit rate is only 100 Mb/s, while the bottleneck rate on the TCP/IP path is 1 Gb/s.
Discussion of the Routing Decision (5) if :
We plot the two sides of (5) in Fig. 7 assuming that both and are 100 Mb/s. The parameter values used to compute are (5) with r = 100 Mb/s, r = 100 Mb/s, = = 0:7, and k = 20.
TABLE III
CROSSOVER FILE SIZES WHEN r = r = 100 Mb/s AND T = 0:1 ms same as those used in Section IV-A2 for the dial-up application except for , the number of switches, and . We increase from 4 to 20 since the end-to-end circuit between hosts could consist of more circuit switches than the dial-up path from a host to its ISP's IP router.
is set to either 0.1 ms or 50 ms as previously mentioned.
For wide-area paths, when is 50 ms, for the entire file range (100 KB, 1 GB), a RESCUE circuit setup should be attempted for the and values shown. This is because is always less than the difference [see (5) ]. However, on low-propagation delay paths [ Fig. 7(a) ] in which ms, we see that there are crossover file sizes below which an end host should resort directly to the TCP/IP path and above which it should attempt an Ethernet/EoS circuit setup. These crossover file sizes are listed in Table III . As an example, if the call-blocking probability on the optical circuit-switched network is 30% and the packet-loss rate on the TCP/IP path is 1%, then for calls in which the RESCUE circuit traverses 20 switches, 650 KB is a crossover file size in low-propagation delay environments, i.e., when the end-to-end path is within a single metro area. For files below this size, the end host application software should directly resort to the TCP/IP path.
Plots of the Routing Decision (5) if
Mb/s and Gb/s: Our reason for considering this option is as follows. Consider the case when the leased line for the primary Internet access of an enterprise is increased to 1 Gb/s (e.g., leased circuit I shown in Fig. 4) . Say, the line leased for RESCUE service is also 1 Gb/s (e.g., Link L1 in Fig. 3 ). In this case, if a RESCUE circuit for a single-file transfer is allocated the full 1 Gb/s rate of the RESCUE leased line, all other calls will be blocked. For increased sharing of the RESCUE leased line, each RESCUE circuit may only be allocated 100 Mb/s. This is the classical difference between bandwidth sharing modes of circuit-switched and packet-switched networks. In this section, we consider the question of whether there is any value for the circuit-switched path even with this tenfold handicap in the data rate.
We plot the two sides of (5) in Fig. 8 assuming that Mb/s and Gb/s. When ms, for the entire file range (100 KB, 1 GB), a RESCUE circuit should be attempted first as shown in Fig. 8(b) . However, when ms, for the entire file range (100 KB, 1 GB), the TCP/IP path should be used directly if there is such a rate mismatch. For the ms case, the difference is not only smaller than , but also negative. This implies that the mean transfer delay on the higher-rate TCP path is smaller than the time to transfer on the lower-rate circuit. In summary, from this file-transfer delay analysis, we conclude that a circuit setup should be attempted if is 50 ms for files 100 KB or larger even with gross rate mismatches, while in low propagation-delay environments, the decision depends upon the file size, the rates on the two paths, and the loading conditions on the two paths.
3) Analytical Basis for the Routing Decision: Utilization Analysis: While file-transfer delay is an important user measure for making the routing decision of whether or not to attempt a circuit setup, service provider measures such as utilization should also be considered since utilization ultimately does impact users through prices charged. Total network utilization has two components: per-circuit utilization and aggregate circuit utilization .
Per-circuit utilization is given by where (7) where is the average file size. Even though we hold circuits only for the duration of the transfer, and only set up unidirectional circuits, given that call holding times are short, callsetup delays lower utilization. This is because switches hold resources for a call as its setup procedure proceeds end-to-end. When is large (e.g., 50 ms), there should be a minimum file size below which circuit setup should not be attempted. Without such a minimum, per-circuit utilization can be poor. For example, consider a file size of 100 kB. For the 50-ms propagation delay environments, we concluded from our filetransfer delay analysis in Section IV-B2 that circuits should be attempted for all file sizes in the range (100-kB, 1 GB). However, for a 100 kB file transfer on a 100-Mb/s circuit with four switches on the end-to-end path, we need 50.158-ms setup time and 8-ms total transfer time. As a result, the utilization per circuit is only 13.7%. From our file-transfer delay analysis, we found crossover file sizes for low-propagation delay environments, but from a utilization perspective, we see that such crossover file sizes are necessary for large-propagation delay environments.
To obtain aggregate circuit utilization , we model the three-link scenario shown in Fig. 9 . In general, depending upon the number of switches equipped with signaling engines, an Ethernet/EoS circuit could traverse many links. In the scenario shown in Fig. 9 , each switch connects enterprises. Assume that each access link has circuits and the core link has circuits. We further assume that each enterprise generates the same offered call load to the network of which a fraction represents local traffic (i.e., calls between two enterprises within the metro network) and the remaining fraction representing long distance traffic (to enterprises located in the other metro network). Both local and long distance call arrival processes are assumed to be Poisson. We use the reduced load approximation [31] , also known as Erlang's fixed point method, for call-blocking probabilities, which is known to be quite accurate except under very high offered call loads. Nevertheless we validated our analytical results with simulations and found a close match.
Call-blocking probabilities for the access links and core links are given by and (8)
where is the Erlang-B formula and (9) and (10) characterize the thinning effect of the load due to blocking on other links. is the fractional offered call load of each enterprise created by only allowing for transfers with files larger than some crossover file size requesting a RESCUE circuit. Using the Pareto distribution for file sizes [32] , we compute the fractional offered load as (11) where , the shape parameter, is 1.06 and , the scale parameter, is 1000 bytes as computed in [32] , and is the total offered load.
The fixed-point reduced load approximation requires an iteration of (8) . While the two switches shown in Fig. 9 could both belong to the same metro network, for purposes of understanding the impact of propagation delay, we assume that these two switches are located in distant metro networks with the round-trip propagation delay between the two switches being 50 ms. We assume intra-area round-trip propagation delay to be 0.1 ms. Furthermore, we assume local calls pass through three switches (MSPPs at each enterprise and one of the two switches shown in Fig. 9 ) and long-distance calls pass through four switches (two enterprise MSPPs and the two switches shown in Fig. 9 ).
We plot the numerical results of and in Fig. 10 (a) and (b), respectively, for different call-blocking probabilities , and different values of in Fig. 10 . As crossover file size is increased, is kept constant by increasing and , correspondingly. The "zigzag" pattern of the plots occurs because and have to be integers. As the crossover file size is increased, the access link aggregate utilization decreases because offered load decreases. Since the for local calls ( ms and ) is small (0.8 ms), and 80% of the calls are assumed to be local calls, per-circuit utilization is high even for the small files, e.g., 91% for a 100 KB file. Increasing the crossover file size will not improve the per-circuit utilization significantly. As a result, the total access link utilization in Fig. 10(a) decreases slightly as crossover file size is increased.
In Fig. 10(b) , we plot , the utilization of the core link. All calls passing through this link are long-distance calls ( ms and ). As the crossover file size is increased, the plots show total utilization increasing because per-circuit utilization increases. However, beyond a critical crossover file size, the drop in the offered call load and the corresponding drop in the aggregate utilization slows the increase of the total utilization, making it stable at some value below 1 or even dropping it slightly. For example, the optimal crossover file size is 2.7 MB when is 5 and is 30%. Another observation is that high utilization is possible by operating the network at a high call-blocking probability (30%). For example, with and a blocking probability of 30%, we can achieve a 93% total utilization on the core link using a crossover file size of 500 KB, while at a blocking probability of 1%, we can only achieve 84% utilization.
4) Implementation Considerations:
The analysis above shows that ideally routing decision software at end hosts should use dynamically obtained values of RTT, , , bottleneck link rate on the TCP/IP path, on the circuit-switched path, and other such measures. However, such a dynamic algorithm will be complex because of the difficulties in obtaining such data. Since the benefit of using RESCUE is not significant for small file sizes, a simpler alternative is to use values for these parameters under nominal operating conditions of the two networks and program static values for the decision points. Tomography experiments have shown that can be estimated by end hosts [33] . As an example, say we determine using such tomography experiments that is 0.01, the metro service provider wants to be 0.3 (to achieve a given utilization), and is determined to be 5 Erlangs (dependent upon the number of end hosts connected to enterprise MSPPs at each enterprise and the file-transfer generation rate per host). For these numerical values, the static crossover file size should be set to 2.7 MB for long-distance transfers and 180 kB for local calls in end-host application software. The former comes from a utilization consideration and the latter from a delay consideration (see Table III ). As to whether a call is a local or long-distance call can be determined from the RTT measurement taken during TCP connection establishment (as stated in Section IV-B1, all transfers require a TCP connection for short message exchanges).
V. CONCLUSION
To create "cost-effective" and "bandwidth-efficient" metro optical networks, it is not sufficient to simply require optical circuit switches to support bandwidth-on-demand capabilities. We need to create applications that will generate a large enough call load, i.e., a large enough volume of short-duration bandwidth-on-demand requests, to achieve high utilizations of metro optical networks. With this goal, we propose extending the services of metro optical networks to end hosts, and creating a dial-up application to enable end hosts to bypass leased enterprise access links to ISP routers, and a file-transfer application to use end-to-end circuits. "Extending" metro optical networks to end hosts does not require fiber drops to desktops. Instead, our proposed service called Reconfigurable Ethernet/EoS Circuits to End Users (RESCUE) offers a means of setting up and releasing on-demand circuits consisting of Ethernet LAN segments and Ethernet-over-SONET metro-and/or wide-area segments. RESCUE is proposed as an add-on service to the currently available Internet access. This allows end host applications to attempt Ethernet/EoS circuit setup, and if the attempt fails due to a lack of resources, the applications can fall back to the basic Internet service. We carried out a detailed analysis of how the dial-up service and file transfers can be supported using RESCUE. Careful attention was paid to achieving high utilization of the metro optical network resources in the design of these applications. Clearly, this concept can be applied to 10-Gb/s Ethernet and all-optical WDM circuit-switched networks as and when these technologies become commonplace.
