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Introduction
Major depressive disorder (MDD) is one of the most frequent psychiatric diseases. It is mainly characterized by low mood, reduced drive, and loss of interest. Patients commonly also report reduced pleasure in previously enjoyable activities, so-called anhedonia. It is commonly held that the symptoms of MDD and in particular anhedonia are caused by dysfunctional processing of affective and motivational information (Gotlib and Krasnoperova, 1998; Naranjo et al., 2001; Nestler and Carlezon, 2006; Russo and Nestler, 2013; Admon and Pizzagalli, 2015) . According to this view, individuals with MDD exhibit hyposensitivity to rewarding and hypersensitivity to aversive events, resulting in reduced hedonic pleasure and loss of motivation. In line with this concept, previous work has shown impaired learning of reinforcement contingencies in MDD, resulting in a failure to adjust behaviour appropriately in response to rewards and punishments (Henriques and Davidson, 2000; Pizzagalli et al., 2005; Taylor Tavares et al., 2008; Whitmer et al., 2012; Vrieze et al., 2013) .
Besides dysfunctional behavioural responses, the identification of maladaptive neural processes is important for a mechanistic understanding of depressive psychopathology. While the striatum and prefrontal areas form the basis for the processing of rewards, the amygdala and insula are primarily dedicated to the processing of aversive information (Wä chter et al., 2009; Sescousse et al., 2013) . Despite considerable heterogeneity between previous studies, there is evidence from functional MRI that the anticipation and delivery of rewards and penalties in depression is related to altered neural responses in these areas (Eshel and Roiser, 2010; Stoy et al., 2012; Zhang et al., 2013) , pointing to dysfunctional processing of reinforcers as a central mechanism underlying depression. However, it is now well established that reinforcement learning is not primarily driven by the amount of obtained reward or punishment per se but rather by the generation of prediction errors (PEs), representing the difference between expected and actual outcomes (Hollerman and Schultz, 1998; Waelti et al., 2001) . The identification of PE-related brain activity is thus central to the understanding of learning processes (Steinberg et al., 2013) . In this context, the formalization of computational models provides a fruitful approach to map psychological learning processes onto the underlying neural mechanisms. In healthy individuals, model-based functional MRI has shown that activity in the striatum and prefrontal cortex correlates with reward PEs, whereas punishment PEs are reflected by insular activity (Garrison et al., 2013) . Recently, model-based analyses have also been applied to behavioural responses of depressive patients during reinforcement learning to elucidate the specific processes contributing to deficits in MDD or anhedonia in particular Chen et al., 2015) . Furthermore, model-based functional MRI has shown blunted reward PE signals in the striatum for instrumental (Gradin et al., 2011; Dombrovski et al., 2015) as well as Pavlovian conditioning (Kumar et al., 2008) in patients with MDD. These studies focused on reward processing, leaving open the question of whether neural punishment PE signals are also altered in depression. Most importantly, however, evidence for altered PE signalling in depression so far only comes from patients on pharmacological treatment. As pharmacological interventions, for instance with selective serotonin reuptake inhibitors (SSRIs), reduce neural responses to motivational and affective information (Kumar et al., 2008; McCabe et al., 2010) and hamper learning from feedback (Herzallah et al., 2013) , such reduced PE signals observed in depression cannot be disentangled from medication effects.
To rule out any confounding medication effects, we investigated the neural substrates of reinforcement learning in a group of unmedicated patients with MDD with a considerable sample size of n = 28 in comparison to healthy controls (n = 30) using functional MRI. We used a computational modelling approach by estimating trial-by-trial PEs based on each participant's choices during an instrumental learning task that involved monetary reward and, in contrast to previous studies, also punishment. Based on previous work (Pessiglione et al., 2006) , we specifically focused on neural coding of reward PE in ventral striatum and medial orbitofrontal cortex (mOFC) as well as punishment PE in anterior insula. In line with the hypothesis of hyposensitivity to rewarding events and hypersensitivity to aversive events, we expected to find blunted neural reward PE signalling and enhanced punishment PE signalling in patients with MDD. Moreover, we hypothesized that altered neural PE signalling in patients with MDD is associated with the severity of anhedonia.
Materials and methods

Participants
Sixty-eight participants took part in the study, 35 of whom were diagnosed with MDD and 33 participants, matched in age and sex, without a history of psychiatric diseases serving as a healthy control sample. The data of 10 participants (three healthy control subjects, seven patients with MDD) were discarded (see Supplementary materials for details). Final sample sizes for all analyses thus amounted to n = 28 participants with MDD and n = 30 participants without MDD. Both groups did not significantly differ in age and gender (Table 1) .
Participants with a diagnosis of MDD were either inpatients at the Department of Psychiatry and Psychotherapy of the Charité -Universitä tsmedizin Berlin or recruited through online advertisements. Volunteers with a diagnosis of MDD were only invited for the study if (i) they fulfilled DSM-IV criteria for a unipolar depression; (ii) their HAMD (Hamilton Rating Scale for Depression) score was 518; and (iii) they had not been taking any psychotropic medication within 4 months prior to the experiment. All participants completed two self-ratings: the Beck Depression Inventory (BDI; Beck et al., 1961) and the Snaith-Hamilton-Pleasure-Scale (SHAPS-D; Snaith et al., 1995; Franz et al., 1998) , assessing the severity of anhedonia. For the SHAPS-D a binary scoring system was used such that all 'disagree' responses received a score of one and all 'agree' responses received a score of zero.
Written informed consent was obtained from all participants prior to their participation. The study was approved by the local Ethics committee of the Charité -Universitä tsmedizin Berlin.
Experimental design
Participants performed a monetary reinforcement learning task, a typical trial of which is depicted in Fig. 1 . The task was divided into five blocks, each consisting of 40 trials. Each trial started with a randomly jittered fixation period of 1-3 s duration, followed by an anticipation phase and a feedback phase, which were again separated by fixation periods jittered randomly between 1 and 3 s. During the anticipation phase, two fractal stimuli were presented for 2.5 s, one in each half of the screen. Participants were instructed to choose one of the two stimuli by button press to maximize their overall payoff. On a button press, the selected stimulus was highlighted with a red frame. During the feedback phase, participants' monetary loss or gain in the current trial was presented on the screen for 0.5 s.
Each stimulus pair presented in a particular trial was either associated with monetary reward or monetary punishment. While one of the two stimuli led to a monetary outcome (i.e. reward or punishment) with a high probability of 80%, the other stimulus of the pair was associated with a low probability of 20% of receiving a monetary outcome. In trials in which a monetary outcome was delivered participants were either rewarded with 50¢ (indicated by ' + 50¢' displayed on the screen during the feedback phase) or lost 50¢ (indicated by 'À50¢'). In all other cases, participants neither gained nor lost money, indicated by '0¢' during the feedback phase. In each trial, the two stimuli of one pair were both either associated with reward or punishment. This means that in a reward trial, participants could either win money or win nothing. In punishment trials, participants could either lose money or lose nothing (i.e. avoid punishment). There were no trials in which reward-and punishment-related stimuli were presented concurrently. The position of the two stimuli within each pair was counterbalanced and randomized across trials.
All eight stimuli were used for each participant, which means that two different stimuli were associated with each outcome condition. The association between stimuli and the probability of winning or losing money, respectively, was counterbalanced across all participants and kept constant throughout the functional MRI experiment for each participant. The order of reward and punishment trials was randomized within each block. After the experiment, participants were paid a fixed amount of e25. Importantly, participants did not know beforehand that they would receive a fixed amount at the end but rather that their compensation would depend on their performance in the experiment.
Computational modelling of learning behaviour
A standard Q-learning algorithm (Daw, 2011 ) generated trialby-trial estimates of Q-values and PEs. Based on each individual's choices and the associated outcomes, the model estimates the expected values Q a and Q b for the stimuli a and b of each stimulus pair on every trial. All Q-values were set to 0 at the start of the experiment. For each trial t 4 1, the Q-value of the selected stimulus was updated according to the following equation: Figure 1 A typical trial of the reinforcement learning task.
The prediction error PE results from the difference between the actual monetary outcome and the expected outcome associated with the selected stimulus. In reward-related trials in which a reward was either delivered or omitted, the actual outcome R was coded as + 1 for reward and 0 for nothing. In trials in which the stimuli were related to punishment, the actual outcome R was coded as À1 when participants were penalized for their choice or coded as 0 when they were not punished.
PEðtÞ ¼ RðtÞ À Q a ðtÞ ð 2Þ
The probability of the individual's actual choice on each trial t was estimated on the basis of the softmax rule:
While a reflects the learning rate, is usually referred to as the temperature parameter. The latter indicates how stochastic or exploratory, respectively, the individual's choices are. However, it can also be interpreted as the individual's sensitivity for reward or punishment . In our case, a high parameter indicates similar choice probabilities for all choices, which corresponds to a low reward/punishment sensitivity. A low parameter, in contrast, indicates that the choice probability is strongly driven by the expected outcome. This corresponds to a high reward/punishment sensitivity. To estimate the constants a and of the learning model we pursued a fixed-effects approach. This means that one set of constants was estimated across participants and groups. It has been argued that a fixed-effects approach reflects a more robust approach than random-effects estimation of learning parameters, especially in the context of functional MRI data. This is also in line with several previous functional MRI studies using a fixed set of learning parameters across participants (e.g. Daw et al., 2006; Schö nberg et al., 2007) . To this end, a and were first estimated for each participant individually by maximizing the sum of the log-likelihood of the observed choices a across all trials t given the set of model parameters Â.
log PðaðtÞjÂÞ ð 4Þ
The distribution of the individual model parameters is depicted in Supplementary Fig. 1A (see also the Supplementary material for a Bayesian approach to model parameter estimation). Next, we tested whether these two constants differed significantly between the two groups. Since there were no group differences regarding model parameters alpha (twosample t-tests: reward: t 5 1, P = 0.51; punishment: t 5 1, P = 0.40) and beta (two-sample t-tests: reward: t(56) = 1.23, P = 0.23; punishment: t 5 1, P = 0.88) we estimated one set of a (reward: a = 0.01, punishment: a = 0.53) and values (reward: = 0.05, punishment: = 0.94) for reward and punishment, respectively, across participants and groups. These parameters were finally used to generate trial-by-trial estimates of Q values and PEs for each participant, which were then used for the analyses of functional MRI data.
Statistical analysis of behavioural data
To analyse participants' success in learning reward and punishment values associated with the different stimuli we computed each participant's rates of optimal choices, which were defined as the selection of stimuli associated with a high reward or a low punishment probability, respectively. For second-level analyses, optimal choice rates were subjected to a 2 Â 5 Â 2 repeated measures ANOVA with the within-subject factors valence (reward, punishment) and block (blocks 1 to 5) and the between-subject factor group (MDD, healthy control). Statistically significant effects (P 5 0.05) were further explored using t-tests with Bonferroni-correction for multiple comparisons.
Statistical analysis of functional MRI data
After preprocessing (Supplementary material), the estimated PE values resulting from the Q-learning algorithm were used for statistical analysis of functional MRI data. Neural PE signals thus reflect the strength of the correlation between neural responses and the trial-by-trial fluctuations of model-based PE values. We additionally performed an exploratory analysis probing neural responses during the anticipation of reward and punishment (Supplementary material, Supplementary Fig.  2 and Supplementary Table 1) .
Based on previous work, we focused our analyses on a priori defined regions of interest, ventral striatum and OFC for reward and anterior insula for punishment processing. A binary mask for the OFC was generated with the Automatic Anatomic Labeling tool implemented in the WFU PickAtlas (http://fmri.wfubmc.edu/software/PickAtlas). For the ventral striatum and the anterior insula, we used publication-based bilateral masks that were based on the distribution of probability density estimates of locations derived from the BrainMap database (http://hendrix.imm.dtu.dk/services/jerne/ ninf/voi.html). For these masks we used a cut-off at 75% (see also the Supplementary material for an additional analysis with an extended mask for the ventral striatum thresholded at 50%). These masks were then used for small-volume correction. Findings from region of interest-based analyses were further Bonferroni-corrected for the number of regions of interest to control for the increased risk of type I errors due to the performance of multiple statistical tests in the different regions of interest.
In addition to the region of interest-based approach, we performed whole-brain analyses of the neural coding of reward and punishment PEs. To adjust for multiple comparisons of the results, voxel-wise activations were considered statistically significant when they surpassed a threshold of P 5 0.05 after family-wise error (FWE) correction (see Supplementary material and Supplementary Table 2 for an analysis using a more lenient threshold).
Correlation with anhedonia scores
In addition to between-group comparisons, we probed correlations between neural PE signals and anhedonia severity within the patient group in our regions of interest. We extracted the individual parameter estimates for the reward PE and punishment PE contrasts from the group peak voxels from our main analysis (i.e. from mOFC and ventral striatum for PE reward and from anterior insula for PE punishment), which were then subjected to a correlation analysis with the anhedonia scores as provided by the SHAPS. To test whether any correlation with anhedonia scores may reflect a more general association with depressive symptom severity, we performed additional exploratory analyses testing for correlation of PErelated parameter estimates with HAMD and BDI scores.
Results
Behavioural results
Optimal choice rates, reflecting participants' learning performances for all five blocks of the experiment are depicted in Fig. 2A for rewarded stimulus pairs and in Fig. 2B for stimulus pairs associated with monetary punishment. A main effect of valence [F(1,56) = 12.88, P 5 0.001], indicating superior learning performance for rewarded versus punished stimuli, as well as a main effect of block [F(4,53) = 34.54, P 5 0.001] were observed. The latter main effect indicated an increase in learning performance across the first three blocks (P 5 0.001 for all pair-wise ttests between blocks 1-3), reaching saturation within the second half of the experiment (P 4 0.09 for the remaining blocks). Importantly, participants successfully learned the association between stimuli and outcome as signified by choice rates exceeding a random selection in the last block [one-sample t-tests against choice rates of 0.5: MDD reward: t(27) = 8.06, P 5 0.001, MDD punishment: t(27) = 5.74, P 5 0.001; healthy control reward: t(29) = 10.63, P 5 0.001, healthy control punishment: t(29) = 8.01, P 5 0.001]. No main effect of group was observed [F(1,56) = 0.37, P = 0.55].
Moreover, none of the interactions became significant (block-by-valence: P = 0.09, group-by-valence: P = 0.56, group-by-block: P = 0.54, group-by-valence-by-block: P = 0.45). Thus, participants with depression did not show any impairment at the behavioural level in learning the pairing of stimuli with rewards and punishments.
Functional MRI prediction errors
To test our a priori hypothesis of altered reward and punishment PE signalling in patients with MDD, we analysed the modulation of functional MRI responses during monetary feedback by PE values as estimated by the learning algorithm.
Reward
Neural coding of reward PE was found in our a priori defined regions of interest ventral striatum, bilaterally, and mOFC across both groups (Fig. 3A) , as well as in occipital cortex, frontal gyrus, and cingulate cortex. The reward PE effect in the mOFC was further qualified by a group difference with depressive patients showing less neural activity corresponding to reward PE in comparison to healthy control participants (Table 2 and Fig. 3A ). Our other a priori region of interest, the ventral striatum, did not show a group difference (P = 0.51 in the right and P = 0.32 in the left hemisphere, Fig. 3A ). To test whether PE signals could be distinguished from responses to the actual reward outcome, we performed an additional analysis intended to identify the two subcomponents of the PE signal, the actual outcome and the expected outcome, in the ventral striatum and the mOFC (Behrens et al., 2008; Chowdhury et al., 2013) . This decomposition analysis yielded significant effects of the actual outcome but not of the expected outcome. It should therefore be noted that, because of the high correlation between reward PE trajectories and outcome magnitude in our data, we cannot distinguish with certainty between the neural coding of reward PEs and the neural processing of rewarding outcomes in ventral striatum and mOFC (Supplementary material).
Punishment
Across both groups, punishment PEs showed a negative correlation with neural activity in bilateral anterior insula and dorsomedial prefrontal cortex (Table 2 and Fig. 3B ). This indicates that a high negative PE, i.e. an unexpected negative outcome, was related to increased responses in these areas. Neither whole-brain nor region of interestbased analysis showed any between-group differences in neural responses related to punishment PE (P = 0.62 and Figure 2 Behavioural learning performance. Optimal choice rates for reward (A) and punishment (B) learning over all five blocks of the experiment are depicted for the MDD (red) and healthy control (HC, green) group. The shaded areas illustrate standard errors of the mean (SEM). A repeated-measures ANOVA showed main effects of block and valence, but no differences between groups. P = 0.26 at the peak voxel of the anterior insula in the right and left hemisphere, respectively, Fig. 3B ). For punishment trials, the abovementioned decomposition analysis yielded neural signatures of both the actual outcome and expected outcome in the anterior insula, indicating that the reported effects reflect the neural coding of PEs in this region and not only the neural processing of the actual outcome (Supplementary material). responses in the ventral striatum (VS) and mOFC in both groups. The activation map is superimposed onto a horizontal and a coronal section, respectively, of a T 1 -weighted structural scan and thresholded at P 5 0.001 with an extent threshold of 10 voxels. Bar graphs depict parameter estimates derived from the peak voxel in the right ventral striatum and the mOFC for both groups. The parameter estimates from the mOFC showing decreased reward PE-related responses in the MDD compared to the healthy control group. Error bars depict standard errors of the mean. (B) Punishment prediction errors were negatively correlated with responses in the anterior insula. The activation map is superimposed onto a horizontal section of a T 1 -weighted structural scan and thresholded at P 5 0.001 with an extent threshold of 10 voxels. The bar graph shows the parameter estimates derived from the peak voxel in the left anterior insula for both groups. Error bars depict SEM. b Family-wise error corrected P-value for the entire brain. c P-value related to the extraction of parameter estimates from the peak voxels in the regions of interest and corrected for the number of regions of interest.
Correlation of neural prediction error signals with anhedonia
Reward PE signals in the ventral striatum (r = À0.42, P = 0.024; Fig. 4A ) and mOFC (r = À0.42, P = 0.026; Fig. 4B ) showed significant inverse correlations with anhedonia scores. Punishment PE signals in the anterior insula did not correlate significantly with anhedonia (P 4 0.30). After partialling out the influence of BDI and HAMD scores, the correlation of SHAPS scores with reward PE signals remained significant in the ventral striatum (r = À0.54, P 5 0.01) and in the mOFC (r = À0.42, P = 0.032). This indicates that the correlations of SHAPS scores with neural reward PE signals are specifically related to anhedonia rather than reflecting a more general effect of depressive symptom severity (Supplementary material and Supplementary Fig. 3 for a correlational analysis in which the PE signal is further decomposed into its two constituents, the actual and the expected outcome). We additionally performed exploratory correlation analyses for the healthy control sample. As the majority of participants in this group had a SHAPS score of zero and thus the data distribution was highly skewed, we calculated Spearman's rank correlation. None of the correlation coefficients was significant (P 4 0.10). Likewise, there was no correlation across groups that remained significant after correction for general depression severity (P 4 0.05).
Discussion
We investigated the neural mechanisms of reinforcement learning in unmedicated patients with MDD and a control group of non-depressed participants. Behaviourally, patients with MDD were not impaired in reinforcement learning, neither for monetary reward nor punishment. At the neural level, in contrast, we found that functional MRI responses in relation to individually estimated PE time courses were reduced in the mOFC of patients with MDD compared to healthy controls. In the ventral striatum we observed no such difference between groups, but both the mOFC and ventral striatal activations correlated with the degree of anhedonia in the patient group, an effect that was largely independent of overall depression severity. We found no evidence for altered processing of punishment PE in MDD. Previous research has produced inconsistent results regarding behavioural and neural responses during reinforcement learning in depression. While some studies suggest a reduced ability of patients with MDD to adjust behaviour in accordance with previously experienced outcomes, especially with respect to positive feedback (Henriques and Davidson, 2000; Pizzagalli et al., 2005; Vrieze et al., 2013) , others did not observe such performance differences between participants with and without MDD (Shah et al., 1999; Chase et al., 2010; Gradin et al., 2011) . Similarly, attenuated striatal reward signals in individuals with MDD were found in a variety (Pizzagalli et al., 2009; Robinson et al., 2012; Stoy et al., 2012; Hall et al., 2014) , albeit not all studies (Knutson et al., 2008) . Besides these inconsistencies, our findings seem to contradict a large part of previous research suggesting ventral striatal dysfunction in MDD. The following factors could account for these discrepancies.
First, patients included in our study did not receive pharmacological treatment at the time of and within 4 months prior to participation in the experiment. There is substantial evidence that at least the acute administration of psychopharmacological medication, especially SSRIs, impair learning performance and reduce PE-related neural activity in ventral striatum and anterior insula in MDD patients (McCabe et al., 2010; Chase et al., 2013; Herzallah et al., 2013) and healthy participants (Kumar et al., 2008) . Such findings are in accord with the subjective dampening of positive and negative emotions reported by patients taking SSRIs (Price et al., 2009) . Similarly, the influence of pharmacological medication on reward-and punishment-related neural processes has recently been demonstrated in bipolar disorder (Yip et al., 2015) , questioning the previously assumed 'reward hypersensitivity' theory in bipolar disorder. Whether the chronic administration of SSRIs, which is the case for the majority of the previous work mentioned above, has similar effects on reward-and punishment-related responses in MDD, however, remains to be investigated. Thus, while for the present study we can safely preclude any medication effects, it is unclear to what extent the medication status might have had an impact on previously reported blunting of rewardrelated neural activity in depression.
Second, the task structure and difficulty likely play an important role. Several previous studies probed the relation between depressive symptoms and reward processing using reaction time tasks (Knutson et al., 2008; Pizzagalli et al., 2009; Cléry-Melin et al., 2011) . In contrast, we used a standard reinforcement learning task requiring participants to learn the association of stimuli with positive or negative Figure 4 Correlations between anhedonia severity and neural reward PE signals in the group of depressive patients. Parameter estimates were extracted from the peak voxels of the reward PE effect in the ventral striatum (A) and mOFC (B).
outcomes and responding by simple button presses instead of exerting fast or physically effortful reactions. As psychomotor retardation is a relevant component of depressive symptomatology (Buyukdura et al., 2011) , the failure of MDD patients to adjust behaviour to reinforcing feedback may be largely restricted to situations necessitating fast or laborious reactions. Furthermore, only certain aspects of reward and punishment learning are impaired in depression: while patients with MDD show reduced behavioural biases towards appetitive stimuli, their ability to discriminate between advantageous and less advantageous options is unimpaired (Alloy and Abramson, 1979; Pizzagalli et al., 2008) . Similarly, while patients with depression exhibit augmented sensitivity to irrelevant negative feedback, their learning performance is not disrupted by accurate negative feedback (Murphy et al., 2003) as used in our study. Notably, however, decreased neural responses to rewarding information in patients with MDD have also been observed in tasks that did not require speeded responses (Segarra et al., 2016) . This further underlines the relevance of the employment of various task designs to demarcate situations in which depressive patients exhibit attenuated responses to pleasurable events and situations in which they show normal responding to such events.
Third, we used a computational modelling approach by estimating individual reward and punishment PEs at each trial. While it is known from single cell recordings that dopaminergic neurons code PEs, which form the basis for an individual's ability to learn from positive and negative feedback (Hollerman and Schultz, 1998; Waelti et al., 2001) , in our data we could not distinguish the neural coding of reward PEs from neural responses to the reward outcome magnitude with certainty. This is due to the inherently high correlation between the reward PE time courses and the sequence of reward magnitudes, which-at least for reward trials-precluded a meaningful decomposition of the PE signal into its underlying constituents as suggested previously (Behrens et al., 2008; Chowdhury et al., 2013) (Supplementary material). Thus, while the goal of our study was the investigation of PE signalling in MDD, it should be noted that with respect to reward processing the results of our group analysis cannot be unambiguously related to the neural coding of PEs. Instead, these results may at least in part reflect the neural processing of reward outcomes and should therefore be interpreted with caution. Importantly, however, the decomposition of the reward PE signal into expected values and actual outcome magnitudes yielded differential relationships between individual levels of anhedonia in the group of depressive patients and neural responses in the ventral striatum and the mOFC. While the actual outcome correlated negatively with anhedonia scores in the ventral striatum and mOFC, expected value showed no correlation (ventral striatum) or a positive correlation (mOFC), respectively, with neural responses. This latter finding indeed indicates that an alteration in computing the difference between expected and actual outcomes, that is PE, plays a role in determining the degree of anhedonia as observed clinically in patients with MDD. Thus, while we cannot with certainty differentiate the mean reward PE responses in the ventral striatum and mOFC from neural responses to the outcome magnitude, the computational modelling approach revealed differential relationships between neural responses to expected and actual outcomes in reward-related regions and anhedonia severity, which would have remained undetected by an approach simply contrasting reward versus neutral outcomes. Furthermore, in the case of punishment PEs, we were able to reliably disentangle neural punishment PE signals from the neural processing of aversive outcomes.
It has to be noted, that the learning rate for the reward trials in our study was rather small, which implies that Qvalues and PEs changed only in small steps from trial to trial. While previous work has shown a great variety of the magnitude of learning rates for reward learning and such learning rates are likely dependent on the specific characteristics of a particular task (e.g. number of different stimuli, reward contingency), we would like to point out that other studies have found similarly low levels of reward learning rates in the range between 0.04 to 0.06 (Murray et al., 2008; Valentin and O'Doherty, 2009) . A difficulty that could arise from such low learning rates is the differentiation between the specific contribution of reward PEs and reward outcome to the neural signal. On the basis of an additional parameter estimation procedure (Supplementary material), we can rule out that the observed learning rate arose from statistical outliers. Furthermore, our learning task comprised a sufficiently large number of trials so that, despite small-scale changes, PEs to rewarding outcomes were considerably smaller towards the end of the experiment compared to the beginning.
Finally, while one could argue that our task or methods might have lacked sensitivity to detect differences between groups, two important factors speak against this possibility. In comparison to previous studies our analyses were based on considerable sample sizes, providing substantial statistical power to detect potential group differences. Moreover, our task and methods elicited strong neural responses in a priori expected regions across groups, indicating that they were basically suitable to evoke neural activations in regions commonly associated with reward and punishment processing.
While there is abundant previous work on the mechanisms of reward learning, the mechanisms underlying punishment learning, i.e. learning to avoid punishment, is far less well understood (Lloyd and Dayan, 2016) . Typically, punishment learning is more complex than reward learning, as can also be seen from the lower learning performance in punishment trials compared to reward trials in the present study. Importantly, however, both groups showed such a lower learning performance for the avoidance of punishment. According to the influential two-factor theory (Mowrer, 1951) , avoidance learning comprises two aspects: first, the association between a stimulus and an aversive outcome on the basis of Pavlovian conditioning and, second, the reduction of the fear related to the conditioned stimulus through the appropriate behavioural response (i.e. avoidance). While previous work has shown the relevance of the Pavlovian and instrumental component for the success of avoidance learning (Guitart-Masip et al., 2012) , our task design does not allow for a distinction between the two. Thus, although patients with MDD did not show signs of reduced learning from punishment in our study, neither at the behavioural nor at the neural level, it is still possible that they might exhibit specific impairments in one of the two subcomponents under different task conditions.
Despite the absence of group differences in the ventral striatum and anterior insula, neural processing of reward information in the mOFC was attenuated in MDD patients. Importantly, this attenuation was not accompanied by a decreased learning performance, possibly indicating that PE or reward outcome signals in mOFC do not substantially contribute or at least directly relate to reward learning. This gives rise to the compelling question of whether the reduced responses in the mOFC are associated with any deficit in the behaviour or experience of patients with depression. The different response profiles of the ventral striatum and the mOFC in our study likely represent distinct aspects of motivationally-guided learning. While the mOFC is particularly involved in the representation and storage of values and the subjective experience of pleasure (Levy and Glimcher, 2012) , the ventral striatum could be critical for stimulus-response learning to optimize behaviour, similar to the known distinction between 'wanting' and 'liking' as separate components of motivation (Berridge and Robinson, 1998) . Thus, despite intact reinforcement learning, the reduced responses in the mOFC in patients with MDD could indicate attenuated levels of experienced pleasure from positive outcomes, corresponding to the previous finding that liking and expended effort are dissociated in depression (Sherdell et al., 2012) . This interpretation is supported by our finding that individual levels of anhedonia were related to neural reward PE signals in the mOFC (and also the ventral striatum), providing a direct link between neural reward PE signalling and the ability to experience pleasure. Interestingly, anhedonia is supposed to reflect a separate entity that is to some extent independent of the overall severity of depression (Schrader, 1997; Leventhal et al., 2006) . In line with this notion, our findings suggest that anhedonia is specifically related to neural processes underlying reward processing. In a similar vein, previous research has pinpointed individual levels of anhedonia as the strongest predictor for approach and avoidance learning as well as for the neural processing of emotional stimuli, independent of depression severity per se (Keedwell et al., 2005; Chase et al., 2010; Greenberg et al., 2015) . The clinical importance of the link between brain responses to rewarding events and individual levels of anhedonia is further underlined by the graded nature of this relationship across the risk spectrum of depression and its potential to predict the development of clinically relevant depressive symptoms (Stringaris et al., 2015) .
Conclusions
We show that unmedicated patients with depression are able to adjust their behaviour contingent on monetary reinforcement, which is underlined by intact neural processing of reward and punishment information in the ventral striatum and anterior insula. In contrast, patients with depression showed reduced reward-related neural signals in the mOFC, and reward PE signals in this region correlated negatively with anhedonia. Our findings likely reflect impairment in the ability to experience pleasure from rewarding events and point to blunted reward PE signalling in the mOFC as a key neural mechanism underlying anhedonia.
