Abstract. In plasma based accelerators (LWFA and PWFA), the methods of injecting high quality electron bunches into the accelerating wakefield is of utmost importance for various applications. To fully understand the numerical effect of simulating the trapping process, numerous numerical convergence tests were performed to ensure the correctness of preionized simulations which confirm the physical picture first proposed in [1] . We Further investigate the use of a two-stage ionization injected LWFA to achieve high quality monoenergetic beams through the use of 3D PIC simulations. The first stage constitutes the Injection Regime, which is 99.5% He and 0.5% N, while the second stage constitutes the Acceleration Regime, which is entirely composed of He. Two of the simulations model the parameters of the LWFA experiments for the LLNL Callisto laser, at laser powers of 90 and 100TW. energies as high as 680MeV were observed in the 90TW simulation, and those as high as 1.44GeV were observed in the 100TW simulation. The affect of the matching condition of the spot size in this LWFA is discussed.
INTRODUCTION
In plasma based accelerators, a wave is induced in a plasma with a phase velocity close to the speed of light [2, 3] . A particle injected in such a wave with sufficient energy will interact with the longitudinal electric field for a long enough time to gain a substantial amount of energy. When a laser pulse is used to induce these wakes, this process is called laser wakefield acceleration (LWFA), whereas when a particle bunch is used it is called plasma wakefield acceleration (PWFA).
Using OSIRIS Lu et al. [1] demonstrated in simulations that a monoenergetic bunch of self-injected electrons with energies as high as 1.5GeV may be generated by a 200TW laser interacting with 0.75cm of plasma, having a density of 1.5 × 10 18 cm −3 . Since then we have added higher order particle shapes and new diagnostic techniques into OSIRIS, as well as improved the speed of OSIRIS and gained access to much greater computer power. Using these improvements and computational resources, we repeated this simulation with higher order interpolations as well as with a higher particle count in order to assess the accuracy of the original result.
In a partially ionized plasma, electrons may be injected into the wake due to the ionization process induced by the laser or the beam [4] . One method (called ionization-injection) utilizes the large difference in ionization potentials between successive ionization states of trace atoms, for example Nitrogen. For typical parameters the ionized L shell electrons from Nitrogen, and Helium electrons, form the wake, while the electrons from the K shell of Nitrogen, being ionized near the peak of the laser pulse, are injected into the wake. The field of the laser, and not the wake, controls the injection process. This allows the trapping of electrons at both lower plasma densities and lower laser intensitiesas is shown in ref. [5] .
To further explore possibilities of achieving high quality mono-energetic beams with a low energy spread, a twostage ionization-injected LWFA design was explored. We are currently performing large scale 3D simulations of a twostage laser wakefield accelerator (LWFA). The two stages are the Injector Regime (1.5 mm long) and the Accelerator Regime (21.5 mm long). The injector Regime consists of a gas (total density 1x10 7 cm − 3) composed of 99.5% He and FIGURE 1. This is the P x vs x plot superimposed on the lineout of the wakefield, for a quadratic interpolation run with 8 PPC. The effect of the beam loading on the field is greater in both buckets compared to the original run in [1] . 0.5% N. The 6th and 7th ionized electrons of the Nitrogen atoms inject into the wakefield produced by the He electrons and the rest of the N electrons. The Accelerator regime merely forms a wake and does not inject any electrons (hence accelerating a mono-energetic bunch of electrons over a much longer range of plasma).
In the following sections we will discuss some results from the preformed plasma and two stage ionization injection simulations and then provide a summary of the preliminary results.
SIMULATIONS Preformed Plasma With Self-Injection
In these simulations, as with Lu et al., a circularly polarized 30 f s (FWHM) 0.8µm laser pulse containing 200TW of power is focused to a matched spot size w 0 = 19.5µm at the entrance of a 1.5 × 10 18 cm −3 density plasma to give a normalized vector potential of a 0 = 4. The electrons are then self-injected and accelerated over 7.5mm of plasma. The original simulation used 2 particles per cell (PPC) and linear interpolation, but here we performed three additional simulations with identical physical parameters but with different numerical choices. We used 2PPC with quadratic interpolation, 8PPC with quadratic interpolation, and simulation 2PPC and Linear interpolation, but with double the resolution in all three spatial dimensions (and time, to satisfy the Courant condition).
Each simulation produced two monoenergetic bunches which are visible in Figure 1 . Table 1 lists the charge, emittance, and energies of the electron bunches trapped in the first bucket. We note here that in similar runs with an added 500µm ramp the particles trapped in the second bucket disappear, but the particles in the first bucket are FIGURE 2. The spectrum of the particles show two monoenergetic beams consistent with ref. [1] . Apart from the 2pp linear run, that estimates significantly lower charge, the main change for the high resolution run is the emittance. The energy spectrum for all the runs is below ( 2pp linear -black, 2 ppc Quad -green, 8 ppc quad -blue, HR -red ) unaffected, meaning that the second bucket particles are arise due to the sharp plasma boundary. The results of the simulations are mostly consistent, except for a slightly increased charge in the quadratic, 8PPC, and high resolution runs, as well as a significantly improved emittance in the high resolution run. This indicates that simulations which even higher resolution should be performed in the future as more computer resources become available. Figure 2 shows the energy spectra for each run for comparison.
Two-Staged Ionization-Induced Injection
The two-stage ionization-injected profile is shown in Figure 3 . We have carried out numerous 2D simulations. Here we present results from 3D simulations. Here we present some preliminary results from two simulations. In each case we used a laser with a FWHM pulse length of 60 f s, a spot size of 15µm, and a plasma density of 1x10 18 cm −3 . In one simulation the laser power was 90TW and in the other it was 100TW . These parameters were chosen to correspond to experimental parameters of the Callisto laser. The 90TW simulation was only run to about 8mm as the peak energy was already saturating by this propagation distance, whereas the 100TW simulation was run to 22.8mm. In the 100TW simulation the energy spread was maintained much better and the peak energy continued to increase (See Figure 5) .
The 90TW and 100TW have slightly mismatched spot sizes. Both having a beam width of 15ţm, the 90 TW laser is 20% mismatched and the 100TW laser is 12% mismatched. The relatively small improvement in matching the spot size leads to a large change in final energy. After 8mm into the plasma, the 90 TW run injected electron beam reached FIGURE 4 . A comparison of the spectrums of the output beams at the equidistant point of 8mm, in the 90TW simulation (left) and the 100TW simulation (right). Notice that despite there being only a small difference in laser energy (power), the energy spread is drastically improved due to better spot size matching. an energy of 0.68GeV with a 32 % energy spread after 8mm, whereas in the 100TW the energy spread was 28%, after having traversed 22.8mm and the central energy was 1.4GeV . To better illustrate the importance of using a matched spot size, in figure 4 , we compare the spectra from the two runs at the same point (8mm into the plasma).
SUMMARY
We presented some results on how changes in numerical parameters effect the results from a simulation first presented in ref. [1] . The new simulations used higher-order particle shapes, and/or higher-particle-count, and/or higher-3D Simulations of Pre-Ionized and Two-Stage Ionization Injected Laser Wakefield Accelerators August 17, 2012 4 resolution. These new results were in very good agreement with the original except a notable decrease in the emittance for the higher resolution run. There were also slight changes in the self-trapped charge, the peak and average beam energy, and the energy spread for other all cases. Therefore, it is likely that typical simulations are providing reasonable estimates for beam charge and energy but are over estimating the emittance. Higher resolution simulations are therefore needed and will be performed as more computer resources become available.
The two-stage ionization-injection simulations indicated that the concept works as intended. Electrons were trapped during in the Injector Region, after which they continued to be accelerated as a mono-energetic bunch in the Accelerator Region. In addition, we found a significant difference in the final energy. These preliminary results indicates that the use of a matched spot size [1] can significantly improve the results. We will continue to explore this InjectorAccelerator idea and extend the parameter space to higher power lasers.
