ABSTRACT Contour-matching-based textureless 3-D object tracking algorithms commonly use 3-D-2-D correspondence between the 3-D object model and 2-D object contour in the image to track the 3-D object. However, this often fails in highly cluttered backgrounds or in presence of motion blur. To overcome this problem, we propose a monocular textureless 3-D object tracking method based on adaptive fusion of contour feature and color feature. First, contour matching and local color statistics are performed nearby the projection contour of 3-D model to extract contour feature and color feature. Then, the energy function is defined based on adaptively weighted contour feature and statistical color feature, and the differentials of this energy function with respect to pose parameters of the 3-D object are derived. Finally, the optimal pose is obtained via LM solver. To deal with fast motion of object and camera, a coarse-to-fine tracking strategy is applied iteratively for multi-scale video frames. Qualitative and quantitative experiments show that the proposed algorithm has a great advantage over other state-of-the-art algorithms in the case of cluttered background and motion blur, and can obtain more accurate and robust tracking results.
I. INTRODUCTION
3D object tracking is an important issue in computer vision. It is widely used in many fields such as augmented reality, robot vision servo and medical surgery. The aim of 3D object tracking is to estimate the relative spatial relationship between object and camera in continuous video frames, including the six degrees of freedom (6DOF) position and orientation parameters.
So far, many algorithms have been proposed to 3D object tracking. According to their different characteristics, they can be divided into marker based tracking, feature based tracking and contour matching based tracking. Lepetit and Fua [7] give an overview of the existing algorithms. Marker based algorithm is the simplest and has been implemented commercially [6] because of its maturity and robustness. However, the application scope of this algorithm is very limited due to the need to place markers for the scene and the markers cannot be occluded during the tracking process. With the development of robust feature point detection and description algorithms [2] , [10] , [13] , many feature based algorithms have been proposed [9] , [11] , [18] . Such algorithms can effectively track objects of rich surface textures. However, due to the need to extract feature points on the surface of the objects, they are not suitable for tracking objects with little or no texture. Since the effective texture feature cannot be extracted, textureless object tracking algorithm is more difficult. In most situations, the contour information is the only available cue for textureless object tracking. Therefore, 3D object model has been widely used in contour matching based textureless 3D object tracking [7] . With a given 3D object model [5] , contour matching based textureless 3D object tracking methods commonly use 3D-2D correspondence between the 3D object model and 2D object contour in the image to track the 3D object. In this paper, we focus on monocular model-based textureless 3D object tracking.
Contour-based algorithm first projects the 3D model onto the 2D image, and then finds the 2D imaging corresponding points of the 3D model points. Finally, the position and orientation of the object are calculated by minimizing the re-projection error of the 3D model points. Rapid [3] proposed the first completely contour-based monocular 3D object tracking method. Although this contour-based algorithm is fast and plausible, it is susceptible to cluttered backgrounds and results in poor algorithm accuracy. Many methods have been proposed to solve this problem, such as multiple-pose hypotheses [6] , [15] and multiplecontour hypotheses [17] , [20] . Among these contour-based algorithms, the method proposed by Wang et al. [19] achieves the state-of-the-art results. However, their method is still affected by motion blur. In order to solve motion blur, region-based methods [12] have been proposed. These approaches combine 2D segmentation and 3D object model to construct a unique energy functional framework. Regionbased algorithm can tolerate a certain degree of motion blur without relying on clear contour. However, it is difficult to ensure accurate foreground and background segmentation in complex scenes, which affects the accuracy of pose estimation.
Although these existing algorithms have achieved good tracking results, they are still prone to pose estimation inaccuracy or missing situations in the case of cluttered background environment and motion blur. In order to improve the accuracy and robustness of 3D object tracking while satisfying the requirements of real-time tracking, in this paper we propose a 3D object tracking algorithm that adaptively fuses color feature and contour feature. This approach effectively tackles the problem of tracking failure in the case of cluttered background and motion blur. Like Wang et al. [19] , our method first extracts the normal search line of the 3D model projection contour line, but unlike Wang et al. [19] , our method uses all the pixels on the normal search line to extract both contour feature and color feature. Then, the energy function for adaptive fusion of contour feature and color feature is defined. According to the matching success rate of contour points, two features are adaptively fused. Finally, LM (Levenberg-Marquardt) algorithm is adopted to calculate the pose parameters of object. Qualitative and quantitative experiments show that this algorithm has a significant advantage over other state-of-the-art algorithms in the case of cluttered background and motion blur, and can obtain more accurate and robust tracking results.
II. RELATED WORKS
In this paper, we focus on monocular model-based textureless 3D object tracking. Currently, model-based textureless 3D object tracking algorithms can be divided into two types of algorithms based on contour [3] , [8] , [15] , [17] , [19] , [20] and region [4] , [12] , [14] , [16] .
Contour-based algorithm first finds the correspondence between 3D object model points and 2D image points. Then, the algorithm estimates 3D pose of the object with these correspondences. Rapid Tracker [3] is the first contourbased 3D object tracker. This algorithm finds the corresponding point on the normal search line passing through the 2D projection point. The point with the largest gradient response value is used as the matching object 2D imaging corresponding point. This algorithm is prone to mismatches in the scene with cluttered background, which affects tracking accuracy. Vacchetti et al. [17] and Wuest et al. [20] proposed multiple-contour hypotheses algorithm to assign certain weight to the candidate points according to the distances between multiple candidate points and the projected contour, thereby improving the robustness of the algorithm. Seo et al. [15] used not only the contour information but also the color statistical information in the vicinity of the contour when searching for corresponding points, which were more robust than the previous algorithms. However, the algorithm is independent and local search when searching for corresponding points, and lacks of constraints between adjacent points. Therefore, Wang et al. [19] proposed considering the constraints between adjacent points, finding the corresponding point by global optimization of the graph model to improve the robustness of the algorithm. Li et al. [8] proposed calculating the derivative of the objective function by off-line sampling and solving the problem that the contour matching objective function cannot be analytically solved. Contour-based algorithm is fast and easy to implement realtime tracking, but its main difficulty lies in the matching of 3D model points with its 2D imaging points. When object and camera are moving fast, image motion blur cannot accurately match the 3D-2D correspondence points, and the algorithm may fail to track.
Region-based algorithm uses the level-set segmentation algorithm to distinguish foreground and background region. When the best segmentation are achieved, the object pose is obtained. In order to reduce the parameter space dimension of 2D segmentation, Schmaltz et al. [14] proposed simultaneous 2D foreground background segmentation and 3D pose estimation, and the pose parameters are directly optimized by minimizing the projection error of the 3D model on the image. In order to improve the accuracy of the algorithm, Shahrokni et al. [16] proposed using a Markov-based texture boundary detection algorithm instead of region segmentation. Prisacariu and Reid [12] proposed the PWP3D algorithm to model the foreground and background regions in the image according to the posterior probability of the pixel color. This algorithm implements both segmentation and pose parameter by pixel-by-pixel minimization of the posterior probability error of the pixel color of the foreground and background regions. This algorithm performs global modeling of the foreground and background pixel colors. Objects with the same foreground color in the background will affect the segmentation and pose estimation results. In response to this problem, Hexner and Hagege [4] built a local model of foreground and background pixel colors in the vicinity of the contour sampling point to avoid the above problem. Region-based algorithm does not rely on a clear contour and can tolerate a certain degree of motion blur. In the case of fast motion of object and camera, the tracking stability is better than contour-based algorithm. However, it is difficult to ensure accurate foreground background segmentation in complex scenes, which affect the accuracy of pose estimation. In the process of pose estimation, the segmentation information of foreground and background needs to be calculated pixel by pixel, and the amount of calculation is large. Although GPU parallel acceleration can be used, the hardware configuration requirements are high.
III. CAMERA MODEL AND POSE PARAMETER
Our method focuses on monocular model-based textureless 3D object tracking, so we use the pinhole camera model. Let u = [u, v, 1] T represents the projection point of a 3D point X = [x, y, z, 1] T on the image. This projection relationship can be expressed as following:
where K is the camera internal reference matrix:
f is the camera focal length, and p x , p y is the reference point. The camera has been pre-calibrated, and the camera internal reference matrix K is given.
[R|t] is the transformation matrix from the object coordinate system to the camera coordinate system, which needs to be estimated by the 3D object tracking method. P is the projection matrix of the camera. In this paper, the translation vector t is expressed as (x, y, z), and rotation matrix R is expressed as the function of (rx, ry, rz) by Euler angle representation. Then the position and orientation parameters of the object can be expressed as the following:
IV. ADAPTIVE FEATURE FUSION 3D OBJECT TRACKING ALGORITHM
The algorithm in [19] has the same disadvantages as other contour-based tracking algorithms: when motion blur appears, the object does not have a clear contour, so the algorithm cannot accurately match the corresponding points of the contour, and it may fail to track. Color-based tracking algorithm does not rely on sharp outlines and is insensitive to image motion blur. Considering the complementarity between color feature and contour feature, our method extracts color feature and contour feature on the projected contour normal search line, and adaptively fuses the two features according to the contour point matching success rate to improve the tracking accuracy and robustness.
A. EXTRACT NORMAL SEARCH LINE OF THE PROJECTION MODEL CONTOUR
As shown in Fig. 1a , the contour sampling point c i is firstly extracted on the 3D model projection image, and then the Bresenham algorithm [1] is used to construct a onedimensional normal search line l i for the contour sampling point, which includes foreground and background area near the object contour. In order to facilitate the unified operation of these normal search lines, a new image L is introduced. As shown in Fig. 1b , the image is composed of all normal search lines stacked by rows. The left side of the image L corresponds to the background region, the middle red line corresponds to the object contour, and the right side corresponds to the foreground region. The width of image L is the length D of the normal search line, and the height is the number N of contour sampling points. The subsequent algorithm of this paper only uses image L to extract color feature and outline feature. Because the size of L is much smaller than the size of the input video frame, the computational complexity of the algorithm is greatly reduced. Furthermore, since only the image features in the vicinity of the object contour are concerned, the complex background interference in other regions is avoided.
B. EXTRACT COLOR FEATURE
The basic idea of the state-of-the-art region-based tracking algorithm [12] is to optimize the pose parameters of 3D object model iteratively, so that the color difference between the foreground and the background of the 3D model projection is maximized. In order to segment the foreground and background, the PWP3D algorithm needs to calculate the distance map over the entire image. However, the distance map only considers the position information of the pixel sampling point, which does not take into consideration the direction information between the pixel sampling point and the object contour. The objective function optimization algorithm is difficult to converge and the pose estimation is inaccurate. In order to solve this problem, this paper proposes to extract color feature on the search line stack image L. In the process of pose optimization, the direction constraints between sampling points and object contour are added.
As shown in Fig. 2 , the sampling point on the 3D model projected contour C is c i , the direction vector of the normal search line l i is n i , and the pixel sampling point on it is x ij . Firstly, the pixel colors in the foreground and background area of the image L are modelled by probability statistics. Then calculate the color probability statistical error of all sampling points x ij on the normal search line l i according VOLUME 6, 2018 to color statistical information, and iteratively optimize the pose parameters of 3D model so that the color probability statistical error of all pixels on the normal search line is minimized. That is, the difference between foreground color and background color is maximized. Finally, the pose parameters of object are obtained.
Similar to [12] , assuming that the pixels are independent, the pixel-by-pixel color posterior probability of the projection profile C on the image L is defined as following:
where the step function H e is defined as following:
calculates the directed Euclidean distance between the contour sampling point c i and sampling point x ij on the normal search line l i on video frame image, which is shown as following:
P f and P b are the foreground posterior probability and background posterior probability of RGB color value y, respectively.
The RGB color histogram is used to perform probabilistic statistical modeling on the color values of the foreground region and the background region of the image L. The foreground prior probability P(y|M f ) and the background prior probability P(y|M b ) of the pixel color y can be effectively represented by the histogram. To maximize P(C|L), define the energy function of the color feature as following
To optimize the pose parameters, we need to calculate the Jacobian matrix J color and the gradient vector g color of the color feature energy function relative to the pose parameters. The Jacobian vector of sampling point x ij relative to pose parameters is as following
where ∂c i ∂θ can be derived from equation (1), δ e is the derivative of the step function H e . Then the Jacobian matrix of the color feature energy function is as following:
The gradient vector g color is as following:
C. EXTRACT CONTOUR FEATURE
The basic idea of contour-based 3D object tracking is to minimize the Euclidean distance between the 3D model projection contour sampling point c i and the object contour corresponding point h i in the video image by iteratively optimizing the pose parameters of the 3D model, and finally obtain the object pose parameters. The main difficulty of contour-based tracking algorithm is to search for the correct object contour corresponding points in a complex environment. This paper uses the algorithm of [19] to search for the object contour corresponding points. The energy function of the contour features is defined as following:
The Jacobian vector of the contour sampling point c i is as following:
The Jacobian matrix of the contour feature energy function is as following
The gradient vector g edge is as following:
T edge e
D. ADAPTIVE FEATURE FUSION
In this paper, the pose estimation problem is reduced to energy function optimization. That is to find the optimal pose parameter to minimize the following energy function:
where w edge is the weight of the contour feature. In order to ensure the convergence accuracy of the algorithm and take into account the efficiency of the algorithm, in this paper we use LM algorithm to solve the optimization problem of Eq. 2. The LM algorithm is an improved Gaussian-Newton algorithm. Due to the use of approximate second-order derivative information, the algorithm is much faster than the gradient method and is suitable for solving nonlinear optimization problems. Given parameter θ and energy function E(θ), we need to find θ so that E(θ + θ) gradually decreases until E(θ) is minimum, thenθ is the required optimal parameter. The parameters in the LM algorithm are described as follows:
When the image is quite clear, the contour-based algorithm and the color-based algorithm can track the object relatively accurately. In this paper, color feature and contour feature are fused according to equal-proportional weight, and w edge is set to 0.5. Compared with the algorithm using a single feature, the feature fusion algorithm can avoid the pose optimization solution to local extremum. When the image is blurred, the matching success rate of contour corresponding points based on contour-based algorithm is lower, and the situation of inaccurate tracking tends to occur. In order not to affect the tracking accuracy after feature fusion, this paper adaptively reduces the contour feature weight w edge according to the matching success rate of contour corresponding points. When the matching success rate of contour corresponding points is less than the threshold of 0.8, the contour-based algorithm is easy to fail. At this time, only the color-based algorithm is used for tracking, so the corresponding w edge is set to 0. The specific definition is as follows:
where N is the number of contour sampling points and N match is the number of successfully matched contour sampling points.
E. MULTI-SCALE ITERATIVE TRACKING
When the object or camera moves quickly, the object contour will exceed the normal search line length range so that the tracking failed. Although it can be considered to increase the length of the search line, it is more susceptible to mismatches due to complex background interference, and at the same time increases the amount of unnecessary calculations. To deal with this problem, we adopt a coarse to fine strategy for iterative tracking on multi-scale images. The coarse step means that the object pose parameters are first roughly estimated on a small-scale image. The fineness step refers to using the rough estimation as the initial value to further accurately estimate the object pose parameters on large-scale images. In this paper, we adopt two scales. The scale zero represents the original image size, and the scale one represents down sampling the image to 1/4 of the original size. To correctly render the 3D model and solve the pose parameters on different scale images, the internal parameter matrix of the scale one image needs to be set to the following:
V. EXPERIMENTAL RESULTS AND ANALYSIS
In order to examine the tracking accuracy and speed of the proposed algorithm, five video sequences were collected and tested with a camera with a resolution of 1280 × 720. In the video sequences, the object was positioned in a cluttered background environment, and the video screen had rotation transformation, scale transformation and motion blur. We compared the proposed method with two state-of-the-art methods including GOS method [19] and PWP3D method [12] . We implemented the proposed method in C++, running the algorithm on a 4.0-GHz Intel i7-6700K CPU, with 16GB of RAM and Nvidia GTX 1080 video card. The initial camera poses and camera calibration parameters were provided in advance. All of the 3D object models were represented by wireframes with vertexes and lines, and we visualized the results with the wireframes directly on the model in the video. In this paper, we compared the estimated poses from the well-known ARToolKit as the ground truth [6] . The coordinates of the 3D objects and the markers were registered in advance. For the convenience of expression, GT stands for the ground truth based on ARToolKit [6] , GOS stands for the algorithm of [19] , PWP3D stands for the algorithm of [12] , CT stands for the color feature based algorithm proposed in section 4.2, and ECT stands for the adaptive feature fusion algorithm proposed in section 4.4. To ensure the fairness of the comparison, the GOS algorithm and the proposed algorithms use the same parameter configuration. The number of sampling points on the projection contour is 300, and the length of the normal search line is 20 pixels. The PWP3D algorithm turns on the GPU acceleration option. To ensure convergence of the PWP3D optimization algorithm, the iterative search time is 20, displacement search step is 0.1cm, and rotation search step is 0.1 degrees. 
A. QUALITATIVE ANALYSIS
We first used the BUNNY model to compare the tracking effect of each algorithm when the camera motion is relatively stable. As shown in Fig. 3a , when the object contour is relatively clear, the GOS algorithm based on contour matching has a good tracking effect. The object is basically covered by the rendered 3D model, but the deviation may still occur in the case of partial occlusion or cluttered background. As shown in Fig. 3b and Fig. 3c , the PWP3D algorithm and our CT algorithm both have some deviations. This is because the energy function based on the color feature is non-convex and contains many local minima, which makes it difficult for the optimization algorithm to converge to the optimal solution to some poses. However, tracking effect of our CT algorithm is better than that of the PWP3D algorithm. This is because the PWP3D algorithm does not consider the directionality constraints on the sampling points, and the convergence accuracy of the stochastic gradient descent optimization algorithm is not as good as that of the LM algorithm. As shown in Fig. 3d , tracking effect of our ECT algorithm is significantly improved compared with other algorithms. This is because feature fusion avoids the problem of using a single feature.
We then used the cat model to compare the tracking effect of each algorithm in the case of irregular fast motion of the camera. Figure 4 shows the tracking results of the algorithms in frames 104, 105, 106, 479, 480, and 481. In the case of motion blur, the contour-based GOS algorithm fails to track in frame 481 due to the inability to extract a clear contour. The color-based PWP3D algorithm does not rely on object contours. Although there is no tracking failure, due to the limitations of the stochastic gradient descent optimization algorithm, the tracking results show some deviation in frame 105. Due to the use of multi-scale tracking, and the LM optimization algorithm has high convergence accuracy, our CT algorithm can still accurately track the object in the case of motion blur. When the motion blur is obvious, due to the use of adaptive weights, the poor contour feature does not affect the tracking effect of our feature fusion ECT algorithm. Figure 5 shows the quantitative results of calculating w edge from Eq. 3 on the CAT video sequence. Frame 105 has motion blur, so the corresponding w edge drops to 0.3. The contour-based GOS algorithm fails to track in frame 481. However, since the corresponding w edge is 0, the feature fusion ECT algorithm is not affected by the contour feature and can still track the object accurately. Figure 6 shows the quantitative comparison of each tracking algorithm on CAT video sequences. The GOS algorithm has a large error around the frame 481, which is caused by the irregular fast motion of the camera. The PWP3D algorithm is more stable than the GOS algorithm, but there are still gaps compared to our algorithm. The CT algorithm and ECT algorithm proposed in this paper are effective, and their tracking results are basically consistent with the ground truth. Tables 1 to 5 shows the tracking speed and tracking accuracy of these algorithms on BUNNY, CAT, DUCK and LEGO video sequences. In the comparison of tracking speed, since only a small number of contour sampling points are used, the GOS algorithm has the fastest tracking speed and can reach 35 fps. The PWP3D algorithm needs to calculate the directional distance field and color statistics on a pixel-bypixel basis of the entire image. After parallel acceleration VOLUME 6, 2018 using the GPU, the PWP3D algorithm can achieve 25 fps. However, the algorithm requires high hardware. Our algorithm only needs to calculate the pixel-by-pixel color statistics on the search line stack image L. Because image L is much smaller than the original image, our algorithm is less computationally intensive and more efficient when extracting color feature. Without using GPU parallel and multi-thread parallel optimization, our ECT algorithm can still reach 30 fps. It is reasonable to believe that the tracking speed of our algorithm can be further improved by using GPU parallel or multi-thread parallel acceleration.
B. QUANTITATIVE ANALYSIS
In the comparison of tracking accuracy, due to the cluttered background and motion blur in the video sequence, the contour-based GOS algorithm is easy to produce contour point mismatches, resulting in tracking inaccuracy and tracking failure. Therefore, the tracking accuracy of the GOS algorithm is poor. The color-based PWP3D algorithm is insensitive to motion blur and is not prone to tracking failures, so its tracking accuracy is higher than that of the GOS algorithm. The color-based CT algorithm in this paper is also insensitive to motion blur, and adopts LM optimization algorithm with higher convergence accuracy and multi-scale iterative tracking strategy, which can better handle the fast motion of the object or camera. Therefore, the CT algorithm in this paper is greatly improved than the PWP3D algorithm. The ECT algorithm in this paper adaptively fuses color feature and contour feature, avoids the problem of tracking inaccuracy or tracking failures that occur with a single feature, and can achieve accurate tracking results in the case of smooth camera movement and fast motion. In most cases, the ECT algorithm is superior to other algorithms, and it can achieve about 2 • rotation error and about 1cm displacement error. Figure 7 shows the visual tracking results of the ECT algorithm on BUNNY, CAT, DUCK and LEGO video sequences. It can be seen that the algorithm can achieve accurate and stable tracking in the case of cluttered background environment and camera irregular fast motion.
C. LIMITATION
Although our algorithm can work stably in both complex and dynamic scenes, it will still fail to track under certain conditions. For example, in the case that the background color is similar to the object appearance color or the object is covered by a large area, the algorithm cannot distinguish the foreground and the background based on the contour feature and the color feature. It is easy to fail to track. In addition, this algorithm is difficult to accurately estimate the pose of objects with symmetrical and similar structures, because such objects have the same contour in different poses.
VI. CONCLUSION
In this paper, we present a textureless 3D object tracking algorithm based on adaptive fusion of color feature and contour feature. It avoids the problem of inaccurate or unstable tracking results due to the simple use of contour feature or color feature. This algorithm can accurately estimate the position and orientation parameters of the object in continuous video frames. The algorithm simultaneously extracts color feature and contour feature on the normal search line of the model projection contour, and adaptively fuses the two features into a jointly solved pose optimization problem. Finally, the LM algorithm is used to accurately estimate the position and orientation parameters of the object. Experimental results show that the algorithm not only improves the estimation accuracy of the color-based tracking algorithm, but also avoids the problem that the contour-based tracking algorithm is easy to fail to track when the background is complex and the fast motion of object and camera. In the case of cluttered background and motion blur, this algorithm has great advantages over other state-of-the-art algorithms, and can obtain more accurate and stable tracking results.
