We used an advanced computer logic system (NETS 3.0) to decipher electromagnetic (EM) scans in lieu of traditional linear regression for estimation of pork carcass composition. Fifty EM scans of pork carcasses were obtained on-line (prerigor) at a swine slaughter facility. Right sides were cut into wholesale parts and dissected into fat, lean, and bone to obtain total dissected carcass and primal cut lean. In this study, the input layer consisted of 81 nodes (80-point EM scan curve and warm carcass weight), one hidden layer of 42 nodes, and an output layer consisting of one node, which were run separately for outputs of ham, loin, or shoulder lean. The hidden layer connected to the output of total lean contained 50 nodes. Thirty-five scans were used for training of the network. The new network was then tested with 15 previously unseen input/output pairs. Separate neural networks were developed for the estimation of dissected total carcass, ham, loin, and shoulder lean. The NETS configuration improved on linear regression equations for estimation of total carcass lean by .31 kg, ham lean by .284 kg, and shoulder lean by .148 kg. Our results show that advanced computer logic systems have the capacity to improve upon traditional linear regression equations for prediction of pork carcass composition.
Introduction
The use of neural networks has been tested in the packing plant environment. Brethour (1994) reported that advanced logic systems are capable of discerning the degree of marbling from ultrasonic images of beef longissimus. Thodberg (1993) reported that neural networks were helpful for identifying erroneous fat depths for estimation of pork carcass composition. Madsen and Thodberg (1994) found neural networks and video image analysis of the Danish Beef Classification Center to be more accurate at prediction of beef carcass composition than manual estimates. Traditional methods for development of prediction equations that estimate carcass composition involve a complex series of linear regressions or allometric functions. Linear regression is a "static" approach for the prediction of a population mean. The strength of the regression equation for accurate population representation is dependent on the traits (predictors) used within the model (i.e., backfat, carcass weight, sex, and genetic line). These predictors may change as genetic improvements are made. Electromagnetic ( EM) scanning generates a large amount of data per carcass. Traditional linear regression analysis may not adequately determine a viable model to estimate carcass composition. Artificial neural networks have been developed that have the capacity to analyze and sort large inputs of data. Because the function of the neural network was patterned after the human brain, it has the capacity to learn, remember, and forget. This is advantageous because the system can constantly update its own efficiency for prediction of the desired output. The objective of this study was to test the feasibility of neural network analysis of the EM scan curve for best possible prediction of pork carcass and primal cut lean.
Materials and Methods

Carcass Selection and Electromagnetic Scanning
The data for this study were obtained from Berg et al. (1994) , who used an MQ-25 electromagnetic scanner (Meat Quality Inc., Springfield, IL) installed in a slaughter plant (Sioux-Preme Packers, Sioux Center, IA) at the end of the existing slaughter line. Fifty warm, prerigor pork carcasses, average weight 82.2 kg ( ± 7.4 kg), were selected from the daily slaughter population. Carcasses were selected from visual appraisal of last-rib backfat depth and prerigor carcass weight. Selection occurred over a 4-wk period to obtain carcasses from a variety of production systems representative of hogs marketed at the plant. The right carcass sides were collected, fabricated into wholesale cuts, and dissected into knife-separable components of subcutaneous fat, lean, intermuscular fat, and bone (Berg et al., 1994) .
The MQ-25 generates an EM phase absorption index curve consisting of 400 to 500 points of EM absorption. A detailed description of the EM scan curve is described in Berg et al., 1994 . Because the MQ-25 generates such a large amount of data, the phase absorption curve was scaled to a constant 80-point curve by averaging adjacent points along the EM scan curve. The adjusted EM phase absorption curve served as the predictor for estimation of pork carcass lean.
Neural Network
This project used the NETS version 3.0 (Baffes et al., 1991) developed by the Software Technology Branch of the Lyndon B. Johnson Space Center. Neural networks are a form of artificial intelligence patterned after the mammalian brain, particularly the cerebral cortex. There are two basic components of the neural network (Figure 1 ): the node (processing element, neuron) and its connections (weight). The nodes of a specific network are grouped together in layers (Figure 1 ) that form a fully connected network; each node of an input layer is connected to all the nodes of the hidden layer. Through the training process, each connection is given a weighted value. A typical network will contain an input layer that contains the information to trigger a desired response in the output layer. The hidden layer does not directly relate to either the input or output layers but serves to direct an input to its appropriate output.
Training of the NETS program use feed forward back propagation methodology. A constraint error, determined by the user, provides a threshold of acceptable system error. Each input is propagated through the network and compared to the output. The system error is determined from the output received. If the level of error is not below the constraint error, the NETS system will adapt and alter the mapping of the input through the system until the desired constraint error is achieved. A sigmoidal activation function was used for neural network training. Each input/output ( I/O) pair is mapped, and changes are implemented in the network as errors are found. Each cycle is one presentation of each I/O pair. The maximum error ( MAX) at the end of each cycle is reported, as is the square root of the average of all errors squared (the RMS error). The RMS error is the function that the neural network uses to make its gradient descent. When the MAX error is equal to or less than the constraint error, the training process halts (Figure 2 ; Baffes et al., 1991) . The neural network does not execute programs, but rather behaves given a specific input. The neural network has the ability to react, learn, and forget (Caudill, 1990) .
Calculation of mean square error ( MSE) requires the sum of squares error divided by the sample size ( n ) minus the degrees of freedom (df). The RMS error reported by NETS 3.0 does not adjust for degrees of freedom. To make a direct comparison between linear regression derived RMSE and the NETS RMS error, RMSE was recalculated. The equation for predicting MSE was altered by replacing n − df with n in the denominator, and it is reported as the stdRMSE.
Training and Testing
Data for training the NETS 3.0 included 50 EM scans of pork carcasses obtained on-line at SiouxPreme packers. Thirty-five scans were used for training of the network. The same 35 I/O pairs were used for testing as well as 15 I/O pairs that had not been seen by the network. Electromagnetic scans were reduced to composite size with a method developed by Fisher (1995; personal communication) so that each scan contained 80 phase absorption points as described in the Electromagnetic Scanning section. Separate neural networks were developed for the estimation of total carcass, ham, loin, and shoulder lean. The input layer was composed of 81 nodes including the scan curve (80 nodes) and warm (prerigor) carcass weight ( 1 node). The hidden layer had 42 nodes and the output layer had one node, each trained separately for outputs of ham, loin, or shoulder lean. The number of nodes within the hidden layer was originally obtained by adding the number of input and output layer nodes and dividing by two. The hidden layer for the output of total lean contained 50 nodes. The I/O scaling feature, provided by NETS 3.0, was used to scale the I/O pairs. The scaling feature automatically scales the raw input data to levels between 0 and 1 for recognition by the NETS program.
The connection strength was altered after each cycle by a multiplier known as the learning rate. The changes made in the connection strength by the learning rate is the heart of the back propagation algorithm and, in essence, the power of the neural network. The error at the end of each cycle is the difference between the cycle's output and the desired output, squared. This error function is used to perform the gradient descent to alter the weights of the network. A larger error will produce a greater change to the connections of the network. The learning rate is used in this process to "scale down" the degree of change. Larger learning rates allow the network to learn faster and quite often recklessly. The NETS 3.0 program allows for dynamic changes in the learning rate during the training process. For this project, the system default global learning rates were used for the first 200 cycles to allow initial learning to take place and then increased to speed up the learning process and to prevent the learning process from becoming "stuck" in a local minima.
Results and Discussion
All neural network configurations used a simple, fully connected design that included only one hidden layer. The hidden layer in the network for total carcass lean possessed 50 nodes, whereas the networks for ham, loin, and shoulder lean had 42 nodes. The addition of more hidden layers during initial training of the neural network resulted in a greater number of cycles to reach the constraint error. We concluded that additional hidden layers were not advantageous to the learning process. The RMS (residual mean square) error is the square root of the average of all errors squared (per cycle), and the MAX (maximum) error is simply the largest error associated with one cycle of the I/O pairs. The neural network efficiency of training and testing is reported in Table 1 . The RMS and MAX errors shown in Table  1 have been converted back to kilograms.
The network configuration for estimation of total carcass lean met the desired constraint error of .09 in 362 cycles, completing the learning process in approximately 10 min on a Sun (model 4/280) computer Table 2 . Comparison of error associated with linear regression (Berg et al., 1994) and neural network analysis of electromagnetic scans a Linear regression analysis using electromagnetic scan variables obtained on warm, prerigor pork carcasses as reported by Berg et al. (1994) . stdRMSE = (SSE/n) .5 .
b NETS 3.0 RMS error output × NETS 3.0 scaling factor. server. The initial default global learning rate was set at .185 (the momentum function remained off) for the initial learning process of 200 cycles. The learning rate was manually increased to .300 for the completion of network education. During the initial training sessions, the default learning rate was not adjusted. Adjustments to the learning rate reduced the training cycles by one-half for all desired output variables. The neural network will assign weighted values to node connections, establishing which nodes are the most important for determination of the designated output. During the learning process, NETS reports the RMS and MAX error for each cycle so the operator can monitor the learning process and make adjustments to the learning rate to facilitate the efficiency of the learning process. The neural network established by the learning file was saved in a portable format and tested with the same training file. Error readings of .103 and .049 kg (MAX and RMS, respectively) were reported instantly from the test file. There was a slight increase in the error (MAX = .156 kg; RMS = .080 kg) when the network was exposed to a previously unseen I/O file. A similar procedure was followed for the training of the network configuration for ham, loin, and shoulder lean. Error readings were the highest for the loin net configuration at .229 (MAX) and .114 kg (RMS) for the set of 15 testing I/ O pairs.
Comparison of statistics derived from linear regression equations, which were developed from Berg et al., 1994 , to neural networks is reported in Table 2 . The neural network used only the standardized EM scan curves and prerigor (warm) carcass weight as inputs, which were scaled by NETS 3.0. The amount of variation explained by EM scanning (Berg et al., 1994) declined for the prediction of primal cut lean compared to prediction of total carcass lean ( R 2 = .904, .832, .862, and .849 for total, ham, loin, and shoulder dissected lean, respectively). This has been reported before Kuei et al., 1989) , because specific areas of the carcass lean are more difficult to pick out of the entire EM scan curve. The NETS configuration improved on linear regression equations derived from electromagnetic scan for estimation of total carcass lean by .31 kg, ham lean by .284 kg, and shoulder lean by .148 kg. The NETS system was unable to improve prediction of loin lean in this study.
Future research combining electromagnetic scanning and neural networks should address several issues. The differences between points along the EM scan curve after it was scaled by NETS was rather small. The NETS system has difficulty learning from training sets with inputs similar to one another. Because the NETS system is patterned after the mammalian brain, it is more efficient with problems that are conceptual in nature rather than more advanced mathematical problems. Also, the EM scanner generated a large amount of data that served as the input layer of the neural network. The use of a relatively small sample size ( 3 5 ) for training of this neural network that possessed such a large input node may have resulted in over-training of the network. The strength of the neural network is its ability to "learn" and "forget"; therefore, training of the system with a large data set is advantageous. Before this combination of technology can be implemented into an on-line packing plant environment, a much larger data set will be necessary for training of the system. However, the neural network developed from the 35 pork carcass EM scans was acceptable when it was tested by exposing previously unseen EM scans. The change in accuracy was minimal comparing the 35 training EM scans with the 15 test scans (Table 1) , and the accuracy improved for the prediction of total carcass lean, ham, loin, and shoulder estimation of the 15 scan test group.
Implications
Computer technology is advancing at a rapid pace. Incorporation of computerized tracking systems for product and carcass identification are becoming more extensively used within the meat packing industry. Artificial neural networks have the capacity to analyze and sort large amounts of data at an extremely rapid rate and could have numerous applications in the meat industry, such as identification of acceptable meat quality parameters or identification and sorting of product based on a desired compositional end point. The results of this preliminary study show that advanced logic systems can improve upon traditional linear regression equations for prediction of pork carcass composition derived from electromagnetic scanning technology.
