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Abstract
In this paper we investigate existence as well as multiplicity of scalar flat metric of prescribed boundary
mean curvature on the standard 4-dimensional ball. Due to the existence of critical point at infinity, the
standard variational methods cannot be applied. To overcome this difficulty, we prove that in a neighborhood
of critical points at infinity, a Morse lemmas at infinity reduction holds, then develop a whole Morse theory
of this noncompact variational problem. In particular we establish, under generic boundary condition Morse
inequalities at infinity, which give a lower bound on the number of solutions to the above problem in terms
of the total contribution of the critical point at infinity to the difference of topology between the level sets
of the associated Euler–Lagrange functional. As further application of this Morse theoretical approach, we
prove more existence results and extend a topological invariant introduced by A. Bahri.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Boundary mean curvature; Blow up analysis; Morse theory; Morse lemma at infinity; Critical points at
infinity; Morse inequalities
Contents
1. Introduction and main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1308
2. Marino–Prodi type resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1314
* Corresponding author.
E-mail addresses: wael_hed@yahoo.fr (W. Abdelhedi), hichem.chtioui@fss.rnu.tn (H. Chtioui),
ahmedou@analysis.mathematik.uni-tuebingen.de (M.O. Ahmedou).0022-1236/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2007.11.016
1308 W. Abdelhedi et al. / Journal of Functional Analysis 254 (2008) 1307–13413. Variational structure and preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1316
4. Expansion of the functional and its gradient near potential critical points at infinity . . . . . . . . . 1318
5. Construction of a pseudogradient flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1324
6. A Morse lemma at infinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1330
7. Morse inequalities at infinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1333
8. Proof of the existence results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1337
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1339
1. Introduction and main results
In this paper, we study some nonlinear elliptic equation involving the Sobolev trace criti-
cal exponent, associated to conformal deformations of Riemannian metrics on manifolds with
boundary. Namely, given a Riemannian manifold with boundary (M,g) of dimension n  3,
with scalar curvature Rg and boundary mean curvature Hg , let g′ = v 4n−2 g, where v is a smooth
positive function, be a conformal metric. Then new curvatures Rg′ and Hg′ are related by
⎧⎪⎨⎪⎩
−4n− 1
n− 2gv +Rgv = Rg′v
n+2
n−2 , in M,
2
n− 2
∂v
∂ν
+Hgv = Hg′v nn−2 , on ∂M,
(1.1)
see e.g. [5]. In the above equation, ν denotes the inward unit vector perpendicular to ∂M , with
respect to the metric g.
The problem we are interested in arises naturally when looking at Eq. (1.1): given a function
H : ∂M → R, does there exist a metric g′ conformal to g such that Rg′ ≡ 0 and Hg′ ≡ H ?
From Eq. (1.1), the problem is equivalent to finding a smooth positive solution v of the equa-
tion
⎧⎪⎨⎪⎩
−4n− 1
n− 2gv +Rgv = 0, in M,
2
n− 2
∂v
∂ν
+Hgv = Hv nn−2 , on ∂M.
(1.2)
In this paper, as well as in its second part [1], we are interested in the case of standard balls where
the noncompact group of conformal transformations of the ball, acts on the equation giving rise
to Kazdan–Warner type obstructions, just as in the celebrated scalar curvature (or Nirenberg)
problem (see [39]). Namely, let Bn be the unit ball in Rn with Euclidean metric g0. Its boundary
will be denoted by Sn−1 and will be endowed with the standard metric still denoted by g0. Let
H be a smooth function on Sn−1.
In this case our problem becomes
⎧⎨⎩g0u = 0, u > 0, in B
n,
∂u + n− 2u = n− 2Hu nn−2 , on Sn−1. (1.3)
∂ν 2 2
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(of class C2). It is easy to see that a necessary condition for solving the problem is that H has
to be positive somewhere and as we already mentioned, there is at least another obstruction to
solving the problem, the so-called Kazdan–Warner conditions.
This problem has been studied by A. Chang, X. Xu and P. Yang, see [21], who proved a
perturbative result for Eq. (1.3) (that is in the case where H is close to a constant function).
In [33], Escobar and Garcia studied problem (1.3) for n = 3 in the nonperturbative setting,
proving that blow-ups of solutions (of subcritical approximations) occur at one point and also
obtained compactness and existence results. They also considered the four-dimensional case un-
der some flatness conditions of the function H near its critical points. In [28], Djadli, Malchiodi
and Ould Ahmedou considered the problem on the four-dimensional ball. They performed a re-
fined blow-up analysis à la Schoen [46,47] and Y.Y. Li [40,41] and gave an Euler–Hopf criterium
reminiscent to the one given by Bahri and Coron [13] and Chang, Gursky, Yang [20] for the
prescribed scalar curvature on the three-dimensional sphere. Related problems have been studied
in [4,17,25–27,35,36,45].
In this paper, we consider the prescribed boundary mean curvature problem with zero scalar
curvature on B4 = {x ∈ R4; ‖x‖ < 1}. This problem is equivalent to the equation
(PH )
⎧⎨⎩u = 0 and u > 0 in B
4,
∂u
∂ν
+ u = Hu2 on ∂B4,
where H : ∂B4 −→ R+ is a given C2 function and ν is the inward normal vector on ∂B4, with
respect to the standard metric g0.
Our choice of the dimension four is motivated by the special features of the noncompactness
in this dimension. In fact, one looking to the possible formations of blow up points, it comes
out that the strong interaction of the bubbles in dimensions three forces all blow up points to be
single while in dimension greater or equal five such any interaction of two bubbles is negligible
with respect to the self interaction, while in dimension four there is a phenomenon of balance
[28]. Similar phenomena occur for the scalar curvature on spheres [10,16].
Moreover, the main analytic difficulties of this problem are due to the presence of critical
exponent on the right-hand side of our equation. Indeed, due to the fact that the embedding
H 1(M) ↪→ L 2(n−1)n−2 (∂M) is not compact, the Euler–Lagrange functional J associated to our prob-
lem fails to satisfy the Palais–Smale condition. That is there exist noncompact sequences along
which the functional is bounded and its gradient goes to zero. Therefore, it is not possible to
apply the standard variational methods to prove existence of solutions. Moreover, we notice that
the above problem is a natural analogue to the well-known scalar curvature problems on closed
manifolds, to find a positive smooth solution to the following equation:
(SC) − cngu+Rgu = Ku(n+2)/(n−2), u > 0 in M,
and to which much works have been devoted (see [3,6–11,15,20–24,34,37,38,40,41,48,50] and
the references therein).
When H is a constant function, the problem is a variant of the so-called the Yamabe problem
on manifolds with boundary which also has been studied through many works. See [18,30–32,
35,36], and the references therein.
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lar through a Morse theoretical approach. Our aim is to give existence as well as multiplicity
results. We notice that it is standard to prove, see e.g. [2], that if H ∈ C1,α(S3) for some
α ∈ (0,1), then there exists a solution v ∈ C2,α of (PH ). We denote by Ξ the operator which
associates to H the solution v of (PH ), and we extend the definition of Ξ to the case of weak
solutions of (PH ).
Throughout this paper, we denote by H the subclass of positive functions H ∈ C2(S3) which
have only nondegenerate critical points y0, y1, . . . , y satisfying that
H(y0)H(y1) · · ·H(y) and H(yi) = 0, for i = 0,1, . . . , .
We denote
F∞ :=
{
q ∈ S3; ∇TH(q) = 0, S3H(q) < 0
}
,
where ∇TH denotes the tangential gradient of H .
To every (yi1, . . . , yiN ) ⊆F∞, we associate the matrix M = (Mij ) defined by⎧⎪⎪⎪⎨⎪⎪⎪⎩
Mjj = −C
H(yij )
H(yij )
3 , j ∈ {1, . . . ,N},
Mlj = −C′
Gyil
(yij )
H(yil )H(yij )
, l, j ∈ {1, . . . ,N}, l = j,
(1.4)
where
C = c¯
3
18
∫
R3
|x|2 dx
(1 + |x|2)3 and C
′ = c¯3
∫
R3
dx
(1 + |x|2)2 .
Here Gq(·) denotes the Green’s function for the operator Ξ with pole q .
Let ρ = ρ(yi1, . . . , yiN ) denotes the least eigenvalue of M and set
H+ := {H ∈H such that for any (q1, . . . , ql)⊆F∞, M(q1, . . . , ql) is nondegenerate}.
Before stating our first result, recall that a solution of (PH ) is said to be nondegenerate, if the
associated linearized operator does not have zero as an eigenvalue.
Theorem 1.1. Assume that the function H ∈H+, for every ε < ε0 there exists Hε ∈H+ such
that:
1. ‖H −Hε‖ < ε; H and Hε have the same critical points with the same Morse indices.
2. The problem (PHε) has only nondegenerate solutions.
3. To a solution of the problem (PHε) corresponds a solution to the problem (PH ).
4. Set l1 to be the cardinal of F∞+ := {q ∈ F∞; ρ > 0}, we set L0 := sup1sl1(4s − 1 −∑l1
j=1 kij ). Then it holds:∣∣∣∣∣1 −
l1∑
s=1
∑
ρ(yi ,...,yi )>0
(−1)s−1+
∑s
j=1 kij
∣∣∣∣∣NL0+1,
1 s
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ind(H,yij ). Here ind(H,yij ) denotes the Morse index of H at yij .
Remark 1.2. We emphasize that the solutions of problems (PH ) and (PHε) may be not nec-
essarily in one-to-one correspondence. Indeed some nondegenerate solutions of problem (PHε)
may through the homotopy that we built there come together to give birth of one degenerate
solution of the problem (PH ). A situation that we cannot rule out does happen even in the finite-
dimensional case. The reason is that, although the “topology at infinity” does not change during
our deformation process, one cannot give a precise lower bound on the number of critical points
of the associated Euler–Lagrange functional since a degenerate critical point may have contribu-
tion to the homology of its corresponding critical groups in the dimensions between the (strict)
Morse index and the (generalized) one, that is the Morse index plus the nullity.
However we assume that all the solutions of the problem (PH ) are nondegenerate one and
recovers the same lower bound as the one given in Theorem 1.1. See please the following corol-
lary.
Corollary 1.3. Assume that the function H ∈H+ and that all the solutions of the problem (PH ),
having their Morse indices  L0, where L0 is defined in Theorem 1.1, are nondegenerate, then
it holds: ∣∣∣∣∣1 −
l1∑
s=1
∑
ρ(yi1 ,...,yis )>0
(−1)s−1+
∑s
j=1 kij
∣∣∣∣∣N0+1,
where N0+1 is the number of solutions of (PH ) of Morse index  L0 + 1, and kij = 3 −
ind(H,yij ). Here ind(H,yij ) denotes the Morse index of H at yij .
Theorem 1.1 can be seen as Marino–Prodi type resolution as well as a Morse type inequal-
ity result in the sense that we give here a lower bound for the number of solutions in terms of
the topology at infinity that is the total contribution of noncompact orbits of the gradient flow
associated to the Euler–Lagrange functional (its critical point at infinity). Recall that Morse in-
equalities give a lower bound on the number of critical points of a Morse function in terms of the
Betti numbers of the underlying manifold. In our case, the space of variation is contractible and
hence has no topology. However, due to the noncompactness of the problem, there are critical
points at infinity whose topological contribution to the difference of topology between the level
sets of the functional can be computed thanks to a Morse lemma at infinity which provides new
coordinates in which the gradient flow takes a quite simple normal form.
In the following, we give a brief description of the main ingredients behind the proof of
Theorem 1.1.
A first main ingredient in the proof of Theorem 1.1 is a Marino–Prodi type approximation of
our problem by a new one whose critical points are all nondegenerate. Such an approximation
is performed using a perturbation of the function H . Building on the refined blow up analysis
à la Schoen of Djadli, Malchiodi and Ould Ahmedou, see [28], we prove a priori estimates for
solutions of the perturbed problem when the function H lies in some classes of C2-functions
on ∂B4. Using these a priori estimates and a continuity method argument, we prove that each
solution of the perturbed problem gives rise through the above continuity argument to a solution
of the unperturbed problem.
1312 W. Abdelhedi et al. / Journal of Functional Analysis 254 (2008) 1307–1341Besides the reduction to the nondegenerate case, the proof uses a careful analysis of the lack
of compactness of the Euler–Lagrange functional J associated to problem (PH ). Namely, we
study the noncompact orbits of the gradient flow of J the so called critical points at infinity
following the terminology of A. Bahri [10]. There are the noncompact orbits of J along which
J is bounded and its gradient goes to zero. These critical points at infinity can be treated as
usual critical points once a Morse lemma at infinity is performed from which we can derive just
as in the classical Morse theory the difference of topology induced by these noncompact orbits
and compute their Morse index. Such a Morse lemma at infinity which is a cornerstone in our
analysis is obtained through the construction of a suitable pseudogradient for which the Palais–
Smale condition is satisfied along the decreasing flow lines, as long as these flow lines do not
enter the neighborhood of a finite numbers of critical points of H such that the related matrix M
(see (1.4)) is positive definite. Moreover, along the flow lines of such a pseudogradient there can
be only finitely many blow up points. Furthermore, if some blow up points are close and the
interactions between them is large, then the flow lines starting from there will enter the zone with
at least one less blow up points.
Similar Morse lemma has been established for the prescribed scalar curvature problem on the
spheres S3, S4 under the hypothesis that the problem has no solution by A. Bahri and J.M. Coron
[13] and Ben Ayed, Chen, Chtioui and Hammami [16]. Since our aim is to prove multiplicity
rather than only existence, we have to perform our Morse lemma without such an assumption,
a situation which creates a new difficulty namely to deal with the possibility of existence of a new
type of critical points at infinity consisting of a sum of bubbles plus a solution of the problem.
Performing now a Morse lemma at infinity near an ε-neighborhood of such a potential critical
points at infinity, we rule out such a possibility for the problem (PH ) on the four-dimensional
ball B4.
Finally, we notice that related statement to Corollary 1.3 has been proved by Escobar and
Garcia [33] on the 3-dimensional ball, where due to the fact that in their case only single blow up
points occur, their formula is much more simple. Their proof which is drastically different from
ours involves a refined analysis for blowing up subcritical approximations. As another corollary
of Theorem 1.1, we recover an existence result, proved in [28] using topological degree argument
and blow up analysis.
Corollary 1.4. Assume that the function H ∈H+, if
l1∑
s=1
∑
ρ(yi1 ,...,yis )>0
(−1)s−1+
∑s
j=1 kij = 1
then problem (PH ) has at least one solution.
As above, kij = 3 − ind(H,yij ) where ind(H,yij ) denotes the Morse index of H at yij .
Next, we give another kind of existence results. Unlike Theorem 1.1 and Corollaries 1.3
and 1.4, where global information was used, these results use only local information. Namely,
under suitable conditions on the function H we prove that some local difference of topology can
only be explained by the presence of critical points.
Theorem 1.5. We assume that H ∈H. If the following conditions hold,
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(H2) ρ(y0, y1) < 0,
(H3) H(y)−32 >H(y0)−32 +H(y1)−32 ∀y ∈F∞ \ {y0, y1},
then problem (PH ) has a solution of Morse index k1 or k1 + 1, where k1 is the coindex of y1 as
critical point of H .
Now, to prove further existence results for the problem (PH ) we extend to the variational
framework of boundary critical nonlinearities a topological invariant denoted by μ, developed
by A. Bahri in his studies of some Yamabe type problems, see [11].
To state our results, we need to introduce some assumptions and notations. Let Z be a pseudo-
gradient of H of Morse–Smale type (that is the intersection of the stable and the unstable
manifolds of the critical points of H are transverse). Let
X = Ws(y1) = Ws(y1)∪Ws(y0),
where Ws(yi) is the stable manifold of yi for the pseudogradient Z. Notice that X is a manifold
without boundary, we denote by k1 its dimension.
Let Cy0(X) the following set:
Cy0(X) =
{
αδy0 + (1 − α)δx
∣∣ α ∈ [0,1], x ∈ X},
where δx is the Dirac measure at x. For λ large enough, we introduce a map
fλ : Cy0(X) → Σ+
αδy0 + (1 − α)δx →
αδ˜(y0,λ) + (1 − α)δ˜(x,λ)
‖αδ˜(y0,λ) + (1 − α)δ˜(x,λ)‖
.
For λ large enough, we define the intersection number (modulo 2) of fλ(Cy0(X)) with
Ws(y0, y1)∞,
μ(y0) = fλ
(
Cy0(X)
) ·Ws(y0, y1)∞,
where Ws(y0, y1)∞ is the stable manifold of the critical point at infinity (y0, y1)∞ (see Corol-
lary 6.3 below) for a decreasing pseudogradient V for the Euler–Lagrange functional associated
to (PH ) which is transverse to fλ(Cy0(X)). This intersection number is well defined, see [44].
We then have the following result.
Theorem 1.6. Let H ∈H. If the following conditions holds:
(H4) ρ(y0, y1) > 0,
(H5) μ(y0) = 0,
then problem (PH ) has a solution of Morse index k1 or k1 + 1, where k1 is the dimension of the
Morse complex at infinity X.
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type reduction, where we reduce our problem to one which has only nondegenerate critical
points. In Section 3, we set up the variational structure and we recall some well-known facts.
In Section 4, we perform an accurate expansion of J and its gradient near potential critical
points at infinity, in Section 5 we construct a suitable pseudogradient and in Section 6 we prove
a Morse lemma at infinity near such points. In Section 7, we derive a Morse inequality at infinity
and prove Theorem 1.1. Lastly in Section 8, we prove the remaining existence results.
2. Marino–Prodi type resolution
The celebrated Marino–Prodi theorem asserts that in the ε-neighborhood of any C2-function
defined on a C2-Finsler manifold M such that the D2f (p) at any critical point p ∈ M of f is a
Fredholm operator, there is a C2 function having only nondegenerate critical points (see [43]).
In the same spirit, we will perturb our initial equation (PH ) into a new equation whose solu-
tions are all nondegenerate. Recall that a solution is said to be nondegenerate when the linearized
operator does not admit zero eigenvalues. The main feature of our perturbation is that through
a continuity method argument and some a priori estimates, we associate to any solution of the
perturbed equation a solution of our original problem.
Theorem 2.1. Assume that H ∈H+ and that the problem (PH ) has only isolated solutions. Then
there exist ε > 0 and a function h ∈ C2(S3) such that for Hε := H + εh ∈H+ and the problem
(PHε)
⎧⎨⎩u = 0 in B
4,
∂u
∂ν
+ u = Hεu2 on ∂B4, (2.1)
there hold:
1. The perturbed equation (2.1) has only nondegenerate solutions.
2. To a solution of the problem (PHε) corresponds a solution to the problem (PH ).
A main ingredient in the proof of Theorem 2.1 is the following a priori estimate for the family
of problems (2.1) when the parameter ε is chosen sufficiently small. Namely we have
Lemma 2.2. For any H ∈ H+ there exists δ := δ(H) and C := C(H) < ∞ such that for all
H˜ ∈ C2(S3) with ‖H˜ −H‖C2 < δ and for every u solution of the problem
(Ph)
⎧⎨⎩u = 0 in B
4,
∂u
∂ν
+ u = H˜u2 on ∂B4,
we have that
C−1 < u<C on B4, ‖u‖C3 <C.
Proof. Arguing by contradiction, we suppose that there exists a sequence of Hε → H in C2(B4)
such that max 4 uε → ∞ for some solution of (2.1). It follows then from [28, Proposition 5.1]B
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on the boundary ∂B4 := S3.
We claim that N  2. Indeed, for N = 1 let pε → p the blow up point, it follows then from
[28, Proposition 5.1] that
uε(pε)uε → aG(pε, .) in C2
(
B4 \ {p}),
where a > 0 and G(pε, .) is the Green’s function of the operator Ξ .
By making a suitable stereographic projection to transform B4 to R4+ and pε to 0, uε is
transformed to vε which satisfies the equation⎧⎨⎩
vε = 0 in R4+,
−∂vε
∂y4
= Hεv2ε on ∂R4+,
Applying Pohozaev identity (see [28, Proposition 6.1]), we obtain
∫
R3
3∑
i=1
yi · ∂Hε
∂yi
v3ε = 0.
Using [28, Lemmas 2.8, 2.9] we derive that
∫
R3
3∑
i=1
yi · ∂Hε
∂yi
v3ε = Hε(0)
∫
R3
|x|2v3ε + o
((
vε(0)
)−2)
.
It follows now from the above estimates and [28, Lemma 2.8] that
0 = Hε(pε)
(
uε(pε)
)−2 + o((uε(pε))−2),
which contradicts the fact that Hε ∈H+ and our claim follows.
Now coming back to the proof of Lemma 2.2 and using again [28, Proposition 5.1] we derive
that, when N  2 it holds:
N∑
l=1
Mljλl = 0,
where λl > 0 for 1  l  N , which contradicts the fact that Hε ∈ H+. Therefore our lemma
follows. 
Proof of Theorem 2.1. We first observe that for ε ∈ (0,1) the function Hε := H + εh, where
h ∈ C2(S3) with |∇h| < |∇H | has the same critical point as the function H itself. We choose
ε1 ∈ (0,1) such that for every 0 ε  ε1, there holds
Hε := H + εh ∈H+ and ‖H −Hε‖C2(S3) < δ(H),
1316 W. Abdelhedi et al. / Journal of Functional Analysis 254 (2008) 1307–1341where δ(H) is the one defined in Lemma 2.2.
Now it follows from standard elliptic theory, the solution operator corresponding to the equa-
tion (PH ) is a Fredholm operator. It follows then from Sard–Smale theorem, see e.g. [51], that
for generic function h and for all ε ∈ (0, ε1) the problem (PHε), defined exactly as in the case of
problem (PH ) but with Hε instead of H , has only nondegenerate solutions. It follows then that
for every ε ∈ (0, ε1) there exists a function Hε satisfying properties 1 and 2 of Theorem 2.1.
Now let uε0 be a solution of (PHε0 ) and let
I := {t ∈ [0, ε0] such that (PHt ) has a solution ut}.
Observe that I is not empty since ε0 ∈ I and that it follows from Schauder theory that it is open.
Moreover, it follows from the a priori estimates of Lemma 2.2, that it is closed. Hence I = [0, ε0]
and our original problem (PH ) has a solution. The proof of our theorem follows. 
3. Variational structure and preliminary results
Our problem (PH ) enjoys a variational structure. Indeed, solutions of (PH ) correspond to
positive critical points of the functional:
J (u) = 1
(
∫
∂B4 Hu
3 dσg0)
2
3
,
defined on
Σ =
{
u ∈ H 1(B4), ‖u‖2 = ∫
B4
|∇u|2 dvg0 +
∫
∂B4
u2 dσg0 = 1
}
.
However, it is delicate from a variational viewpoint because the functional J does not satisfy the
Palais–Smale condition (P.S. for short). This means that there exist a sequences along which J is
bounded, its gradient goes to zero and which do not converge. The analysis of sequences failing
P.S. condition can be analyzed along the ideas introduced in [13,49]. In order to describe such a
characterization in our case, we need to introduce some notations.
We will use the notation x for the variables belonging to the unit ball Bn, n  3, or to the
half space Rn+ defined by Rn+ = {x ∈ Rn, xn > 0}. We will also use the notation x = (x′, xn) for
x ∈ Rn+.
It will be convenient to perform some stereographic projection in order to reduce the above
problem to Rn+. Let D1,2(Rn+) denotes the completion of C∞c (Rn+), with respect to the Dirich-
let norm. The stereographic projection πq through an appropriate point q ∈ Sn−1 induces an
isometry i : H 1(Bn) −→ D1,2(Rn+) according to the following formula:
iu(x) =
(
2
|x′|2 + (xn + 1)2
) n−2
2
u
(
2x′
|x′|2 + (xn + 1)2 ,
|x′|2 + xn − 1
|x′|2 + (xn + 1)2
)
,
where x′ = (x1, . . . , xn−1). In particular, we can check that the following relations hold true for
every u ∈ H 1(Bn),
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Bn
|∇u|2 + n− 2
2
∫
∂Bn
u2 =
∫
R
n+
|∇iu|2 and
∫
∂Bn
|u|2 (n−1)n−2 =
∫
∂Rn+
|iu|2 (n−1)n−2 .
In the sequel, we will identify the function H and its composition with the stereographic projec-
tion πq . We will also identify a point x of Bn and its image by πq . These facts will be assumed
as understood in the sequel.
For a ∈ ∂Rn+ and λ > 0, define the function:
δa,λ(x) = c¯ λ
n−2
2
((1 + λxn)2 + λ2|x′ − a′|2) n−22
,
where x ∈ Rn+, and c¯ is chosen such that δa,λ satisfies the following equation,⎧⎨⎩
u = 0 and u > 0 in Rn+,
− ∂u
∂xn
= u nn−2 on ∂Rn+.
Set
δ˜a,λ = i−1(δa,λ).
Let for ε > 0, p ∈ N∗ and w either a solution of (PH ) or zero,
V (p, ε,w) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u ∈ Σ s.t. ∃a1, . . . , ap ∈ Sn−1, ∃α0, α1, . . . , αp > 0,
∃λ1, . . . , λp > ε−1 with
∥∥∥∥∥u− α0w −
p∑
i=1
αi δ˜ai ,λi
∥∥∥∥∥< ε, εij < ε ∀i = j,∣∣∣∣ α
2
n−2
i H(ai)
α
2
n−2
j H(aj )
− 1
∣∣∣∣< ε ∀i, j = 1, . . . , p, and
∣∣α0J (u) n−12 − 1∣∣< ε,
where
εij =
(
1
λi
λj
+ λj
λi
+ λiλj |ai − aj |2
) n−2
2
.
If u is a function in V (p, ε,w), one can find an optimal representation, following the ideas
introduced in [11] and [12]. Namely we have
Lemma 3.1. (See [11,12].) For any p ∈ N∗, there is εp > 0 such that if ε  εp and u ∈
V (p, ε,w), then the minimization problem
min
{∥∥∥∥∥u−
p∑
αi δ˜(ai ,λi ) − α0(w + h)
∥∥∥∥∥, αi > 0, λi > 0, ai ∈ Sn−1, h ∈ Tw(Wu(w))
}i=1
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u =
p∑
i=1
αi δ˜(ai ,λi ) + α0(w + h)+ v,
where v belongs to H 1(Bn)∩ Tw(Ws(w)) and satisfies (V0), where Tw(Wu(w)) and Tw(Ws(w))
are the tangent spaces at w of the unstable and the stable manifolds of w, and (V0) are the
following conditions:
(V0):
⎧⎨⎩ 〈v,ϕi〉 = 0 for i = 1, . . . , p, and ϕi = δ˜i , ∂δ˜i/∂λi, ∂δ˜i/∂ai,〈v,w〉 = 0,〈v,h〉 = 0 for all h ∈ Tw(Wu(w)),
where, δ˜i = δ˜ai ,λi and 〈.,.〉 denote the scalar product defined on H 1(Bn) by
〈u,v〉 =
∫
Bn
∇u∇v dvg0 +
n− 2
2
∫
Sn−1
uv dσg0 .
Notice that Lemma 3.1 is also true if we take w = 0, therefore h = 0 and u in V (p, ε).
The failure of the Palais–Smale condition can be characterized taking into account the unique-
ness result of the corresponding problem at infinity, see e.g. Li, Zhu [42] following the ideas
introduced in [19,49] as follows.
Proposition 3.2. Let (uk) ⊂ Σ+ be a sequence satisfying J (uk) → c, a positive number and
∂J (uk) → 0. Then, there exist an integer p  1, a positive sequence (εk)k (εk → 0) and an
extracted subsequence of (uk), again denoted uk such that uk ∈ V (p, εk,w), where w is zero or
a solution of (PH ).
4. Expansion of the functional and its gradient near potential critical points at infinity
In this section, we will give the expansion of
J
(
p∑
i=1
αi δ˜(ai ,λi ) + α0(w + h)+ v
)
,
〈
∇J
(
p∑
i=1
αi δ˜(ai ,λi )
)
, λi
∂δ˜(ai ,λi )
∂λi
〉
and
〈
∇J
(
p∑
i=1
αi δ˜(ai ,λi )
)
,
1
λi
∂δ˜(ai ,λi )
∂ai
〉
,
where w is either a solution of (PH ) or zero. In order to simplify the notations, in the remainder
we write δ˜i instead of δ˜(ai ,λi ).
Proposition 4.1. For ε > 0 small enough and u =∑pi=1 αi δ˜i + v ∈ V (p, ε), we have the follow-
ing expansion:
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1
3
4
∑p
i=1 α2i
(
∑p
i=1 α
3
i H(ai))
2
3
[
1 − 2
3
c1
S4(
∑p
i=1 α
3
i H(ai))
p∑
i=1
α3i
H(ai)
λ2i
− c2
γ
∑
i =j
αiαj εij + f (v)+Q(v,v)+O
(∑
k =r
εkr + 1
λ2k
+ ‖v‖3
)]
,
where c1 and c2 are positive constants independent of u, with
Q(v,v) = 1
γ
‖v‖2 − 2
S4(
∑p
i=1 α
3
i H(ai))
∫
S3
H
(
p∑
i=1
αi δ˜i
)
v2,
f (v) = − 2
S4(
∑p
i=1 α
3
i H(ai))
∫
S3
H
(∑
αi δ˜i
)2
v,
γ = S4
(
p∑
i=1
α2i
)
, S4 = c¯3
∫
R3
dx
(1 + |x|2)3 .
The proof is very similar to the proof of Proposition 4.4 (see below, taking w = 0 and therefore
h = 0), so we will omit it here.
Proposition 4.2. For any u =∑pi=1 αi δ˜i ∈ V (p, ε), we have the following expansion:〈
∇J (u),λi ∂δ˜i
∂λi
〉
= 2J (u)
[
−c2
∑
j =i
αjλi
∂εij
∂λi
+ J (u) 32 2
3
c1α
2
i
H(ai)
λ2i
]
+O
(
1
λ2i
+
∑
i =k
εij
)
.
Proof. We have
〈∇J (u),h〉= 2J (u)[〈u,h〉 − J (u) 32 ∫
S3
Hu2h
]
.
Thus,
〈
∇J (u),λi ∂δ˜i
∂λi
〉
= 2J (u)
[〈
p∑
j=1
αj δ˜j , λi
∂δ˜i
∂λi
〉
− J (u) 32
∫
S3
H
(
p∑
j=1
αj δ˜j
)2
λi
∂δ˜i
∂λi
]
.
Observe that
∫
S3
H
(
p∑
j=1
αj δ˜j
)2
λi
∂δ˜i
∂λi
=
p∑
j=1
α2j
∫
S3
Hδ˜2j λi
∂δ˜i
∂λi
+ 2
∑
i =j
∫
S3
H(αi δ˜i)λi
∂δ˜i
∂λi
(αj δ˜j )
+O
( ∫
3
(∑
j =k
δ˜j
)
inf(δ˜j , δ˜k)2
)
. (4.1)S
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δ˜i , λi
∂δ˜i
∂λi
〉
= 0, (4.2)〈
δ˜j , λi
∂δ˜i
∂λi
〉
= c2λi ∂εij
∂λi
+ o(εij ), (4.3)∫
S3
δ˜i inf(δ˜i δ˜j )2 = o(εij ), (4.4)
∫
S3
Hδ˜2i λi
∂δ˜i
∂λi
= −c1
3
H(ai)
λ2i
+O
(
1
λ3i
)
, (4.5)
∫
S3
Hδ˜2j λi
∂δ˜i
∂λi
= c2H(aj )λi ∂εij
∂λi
+O
(
εij + 1
λ2j
)
, (4.6)
2
∫
S3
Hδ˜iλi
∂δ˜i
∂λi
δ˜j = c2H(ai)λi ∂εij
∂λi
+O
(
εij + 1
λ2i
)
. (4.7)
Using (4.1)–(4.7) and the fact that J (u) 32 αiH(ai) = 1 + o(1) for each i, the proposition fol-
lows. 
Proposition 4.3. For any u =∑pi=1 αi δ˜i ∈ V (p, ε), we have the following expansion:〈
∇J (u), 1
λi
∂δ˜i
∂ai
〉
= 2J (u)
[
−c2
∑
j =i
αj
λi
∂εij
∂ai
− J (u) 32 c3α2i
∇H(ai)
λi
]
+O
(∑
i =j
εij +
p∑
k=1
1
λ2k
)
.
Proof. We have,
〈
∇J (u), 1
λi
∂δ˜i
∂ai
〉
= 2J (u)
[〈
p∑
j=1
αj δ˜j ,
1
λi
∂δ˜i
∂ai
〉
− J (u) 32
∫
S3
H
(
p∑
j=1
αj δ˜j
)2
1
λi
∂δ˜i
∂ai
]
.
Observe that
∫
S3
H
(
p∑
j=1
αj δ˜j
)2
1
λi
∂δ˜i
∂ai
=
p∑
j=1
α2j
∫
S3
Hδ˜2j
1
λi
∂δ˜i
∂ai
+ 2
∑
i =j
∫
S3
H(αi δ˜i)
1
λi
∂δ˜i
∂ai
(αj δ˜j )
+O
((∑
δ˜j
)
inf(δ˜j , δ˜k)
)
, (4.8)j =k
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δ˜i ,
1
λi
∂δ˜i
∂ai
〉
= 0, (4.9)
〈
δ˜j ,
1
λi
∂δ˜i
∂ai
〉
= c2
λi
∂εij
∂ai
+ o(εij ), (4.10)∫
S3
Hδ˜2i
1
λi
∂δ˜i
∂ai
= c3 ∇H(ai)
λi
+O
(
1
λ2i
)
, (4.11)
∫
S3
Hδ˜2j
1
λi
∂δ˜i
∂ai
= c2 H(aj )
λi
∂εij
∂ai
+O
(
εij + 1
λ2j
)
, (4.12)
2
∫
S3
Hδ˜i
1
λi
∂δ˜i
∂ai
δ˜j = c2 H(ai)
λi
∂εij
∂ai
+O
(
εij + 1
λ2i
)
. (4.13)
Combining (4.4), (4.8)–(4.13) and the fact that J (u) 32 αiH(ai) = 1+o(1) for each i, we easily
derive our proposition. 
Next we prove a statement more general than Proposition 4.1.
Proposition 4.4. For ε > 0 small enough and u =∑pi=1 αi δ˜(ai ,λi ) +α0(w+h)+v ∈ V (p, ε,w),
we have the following expansion:
J (u) = S4
∑p
i=1 α2i + α20‖w‖2
(S4
∑p
i=1 α
3
i H(ai)+ α30‖w‖2)
2
3
[
1 −
2c1
∑p
i=1 α
3
i
H(ai )
λ2i
3[S4(∑pi=1 α3i H(ai))+ α30‖w‖2]
− c2
γ1
∑
i =j
αiαj εij − 2c3α0
γ1
p∑
i=1
αi
w(ai)
λi
+ f1(v)+Q1(v, v)
+ f2(h)+Q2(h,h)+ o
(∑
k =r
εkr +
p∑
k=1
1
λ2k
+ ‖v‖2 + ‖h‖2
)]
,
where c1, c2 and c3 are a positive constants independent of u, with
Q1(v, v) = 1
γ1
‖v‖2 − 2
S4(
∑p
i=1 α
3
i H(ai))+ α30‖w‖2
∫
S3
H
(
p∑
i=1
αi δ˜i
)
v2
− 2α0
S4(
∑p
i=1 α
3
i H(ai))+ α30‖w‖2
∫
S3
Hwv2,
Q2(h,h) = 1
γ1
‖h‖2 − 2α0
S4(
∑p
i=1 α
3
i H(ai))+ α30‖w‖2
∫
3
Hwh2,S
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S4(
∑p
i=1 α
3
i H(ai))+ α30‖w‖2
∫
S3
H
(
p∑
i=1
αi δ˜i
)2
v,
f2(h) = α0
γ1
p∑
i=1
αi〈δ˜i , h〉 − 2α0
S4(
∑p
i=1 α
3
i H(ai))+ α30‖w‖2
∫
S3
H
(
p∑
i=1
αi δ˜i
)2
h,
γ1 = S4
(
p∑
i=1
α2i
)
+ α20‖w‖2, S4 = c¯3
∫
R3
dx
(1 + |x|2)3 .
Proof. We need to estimate
N(u) = ‖u‖ and D =
∫
S3
Hu3.
We have
N(u) =
p∑
i=1
α2i ‖δ˜i‖2 + α20
(‖h‖2 + ‖w‖2)+ ‖v‖2 + p∑
i=1
αiαj 〈δ˜i , δ˜j 〉 + 2
p∑
i=1
αiα0〈δ˜i ,w + h〉.
Observe that
〈h,w〉 = 0,
‖δ˜i‖2 = ‖δi‖2 = S4,
〈δ˜i , δ˜j 〉 = c2εij + o(εij ).
We notice also that
〈δ˜i ,w〉 =
∫
R3
δ2i w = c3
w(ai)
λi
+ o
(
1
λi
)
.
Thus,
N = γ1 + c2
∑
i =j
αiαj εij + 2c3
p∑
i=1
αiα0
w(ai)
λi
+ α20‖h‖2 + ‖v‖2 + 〈δ˜i , h〉
+ o
(
p∑
i=1
1
λ2i
+
∑
i =j
εij
)
. (4.14)
For the denominator, we write
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∫
S3
H
(
p∑
i=1
αi δ˜i
)3
+ α30
∫
S3
H(w + h)3
+ 3α0
∫
S3
H
(
p∑
i=1
αi δ˜i
)2
(w + h)+ 3
∫
S3
H
(
p∑
i=1
αi δ˜i + α0(w + h)
)2
v
+ 3
∫
S3
H
(
p∑
i=1
αi δ˜i + α0(w + h)
)
v2 +O(‖v‖3)
+O
( ∫ ( p∑
i=1
αi δ˜i
)
inf
(
p∑
i=1
αi δ˜i ,w + h
)2
+
p∑
i=1
αiα0
∫
δ˜i (w + h)2
)
.
We also have∫
S3
H
(
p∑
i=1
αi δ˜i
)3
=
p∑
i=1
α3i
∫
S3
Hδ˜3i + 3
∑
i =j
α2i αj
∫
S3
Hδ˜2i δ˜j +O
(∑
i =j
∫
S3
δ˜i inf(δ˜i δ˜j )2
)
.
Expansion of H around ai and aj give∫
S3
Hδ˜3i = H(ai)S4 + c1
H(ai)
λ2i
+O
(
1
λ3i
)
, (4.15)
∫
S3
Hδ˜2i δ˜j = c2H(ai)εij +O
(
εij + 1
λ2i
)
. (4.16)
Combining (4.4), (4.15) and (4.16) we derive that
∫
S3
H
(
p∑
i=1
αi δ˜i
)3
=
p∑
i=1
α3i
(
H(ai)S4 + c1 H(ai)
λ2i
+O
(
1
λ3i
))
+ 3
∑
i =j
α2i αj
(
c2H(ai)εij +O
(
εij + 1
λ2i
))
. (4.17)
Using the fact that h belongs to the tangent space at w, we derive that∫
S3
H(w + h)3 =
∫
S3
Hw3 + 3
∫
S3
Hw2h+ 3
∫
S3
Hwh2 +O(‖h‖3)
= ‖w‖2 + 3
∫
S3
Hwh2 +O(‖h‖3). (4.18)
Also we have
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S3
H(w + h)
(
p∑
i=1
αi δ˜i
)2
= c3
p∑
i=1
α2i
H(ai)w(ai)
λi
+
∫
S3
H
(
p∑
i=1
αi δ˜i
)2
h
+ o
(
p∑
i=1
1
λi
)
. (4.19)
Since v ∈ Tw(Ws(w)) and h ∈ Tw(Wu(w)), the linear form on v can be written as
∫
S3
H
(
p∑
i=1
αi δ˜i + α0(w + h)
)2
v =
∫
S3
H
(
p∑
i=1
αi δ˜i
)2
v +
∫
S3
H
(
α0(w + h)
)2
v
+O
(
p∑
i=1
∫
S3
δ˜i |w + h||v| +
∫
S3
δ˜i |w + h||v|
)
= −S4(
∑p
i=1 α
3
i H(ai))+ α30‖w‖2
2
f1(v)
+ α20
∫
S3
Hw2v + 2
∫
S3
Hwhv +O(‖v‖‖h‖2)
= −S4(
∑p
i=1 α
3
i H(ai))+ α30‖w‖2
2
f1(v)
+O(‖v‖3 + ‖h‖3). (4.20)
Finally, we have
∫
S3
H
(
p∑
i=1
αi δ˜i + α0(w + h)
)
v2 =
∫
S3
H
(
p∑
i=1
αi δ˜i
)
v2 +
∫
S3
H(α0w)v
2
+ o(‖v‖2 + ‖h‖2). (4.21)
Combining (4.14)–(4.21) and the fact that α0J (u) 32 = 1 + o(1), J (u) 32 αiH(ai) = 1 + o(1) for
each i, the result follows. 
5. Construction of a pseudogradient flow
In this section, we are going to construct a pseudogradient W near infinity for the functional J
using some of the ideas introduced in the proof of [11, Proposition A.2], where a related pseudo-
gradient has been constructed for the scalar curvature problem. This construction allows as to
give a characterization of the critical points at infinity of our problem. We recall that the critical
points at infinity are the orbits of the gradient flow of J , which remain in V (p, ε(s)), where ε(s)
is a given function tends to zero when s tends +∞ (see [10]).
A crucial property of this gradient flow is that along its flow lines there can be only finitely
many isolated blow up points. Such a flow is defined by combining two basic facts. On the one
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tions as follows: points move according to −∇TH , concentrations move so as to decrease the
functional J . On the other hand, there is another pseudogradient when the points are very close
and the total interaction
∑
εij is large with respect to
∑ 1
λ2i
. We need to convex-combine both
flows to keep the pseudogradient property, to avoid the creation of new asymptotes and to ensure
the property that the flow lines when they leave some V (p, ε) will loose at least one bubble, that
is the flow will never come back to V (q, ε) for q  p, a fact which is not trivial in scalar cur-
vature problems whose functional’s levels on V (p, ε) are not constant. Some levels of V (p, ε)
might be below some other levels of V (q, ε) for some q < p.
We begin by giving the following main result.
Theorem 5.1. For p  1, there exists a pseudogradient W so that the following holds. There is a
constant c > 0 independent of u =∑pi=1 αi δ˜i ∈ V (p, ε) so that
(i) (−∇J (u),W ) c( p∑
i=1
|∇H(ai)|
λi
+ 1
λ2i
+
∑
i =j
εij
)
;
(ii)
(
−∇J (u+ v¯), ∂v¯
∂(αi, ai, λi)
(W)
)
 c
(
p∑
i=1
|∇H(ai)|
λi
+ 1
λ2i
+
∑
i =j
εij
)
;
(iii) |W | is bounded. Furthermore, the only case where the maximum of the λi ’s is not bounded
is when each point ai is close to a critical point yji of H with yji = yjk for i = k and
ρ(yi1, . . . , yip ) > 0, where ρ(yi1, . . . , yip ) denotes the least eigenvalue of M(yi1, . . . , yip ).
Proof. We start by proving claim (i). For this purpose, let η be a positive constant such
that η < infi =j d(yi, yj ) and for each i, if d(x, yi)  η then we have H(x) = 0. For u =∑p
i=1 αi δ˜ai ,λi ∈ V (p, ε) and τ = (j1, . . . , jp), five cases may occur.
Case 1. u ∈ {u | ai ∈ B(yji , η), yji = yjk for i = k with − H(yji ) > 0 and ρ(τ) > 0}. In this
case we have for any i = j , |ai − aj | > c and therefore,
εij =
(
1
λi
λj
+ λj
λi
+ λiλj |ai − aj |2
)
= 2
λiλj |ai − aj |2
(
1 + o(1))= 2Gij
λiλj
(
1 + o(1)),
where Gij denotes the Green’s function associated to the operator Ξ defined in S3. Thus,
λi
∂εij
∂λi
= −2Gij
λiλj
(
1 + o(1)).
Using the fact that for u ∈ V (p, ε) we have αiH(ai)J (u)3/2 = 1 + o(1) and Proposition 4.2, we
derive that
〈
∇J (u),αiλi ∂δ˜i
∂λi
〉
= 2J (u)
[
c2
∑
αiαj
2Gij
λiλj
+ 2
3
c1
H(ai)
α2i
H(ai)
λ2i
]
+O
(
p∑ 1
λ2j
)
j =i j=1
1326 W. Abdelhedi et al. / Journal of Functional Analysis 254 (2008) 1307–1341= 4J (u)−2
[
c1
3
H(ai)
H(ai)3λ2i
+
∑
j =i
c2Gij
H(ai)H(aj )
1
λiλj
]
+O
(
p∑
j=1
1
λ2j
)
. (5.1)
Let Z1 =∑pi=1 αiλi ∂δ˜i∂λi , we derive that
〈−∇J (u),Z1〉= cTΛMΛ+ o(∑
k
1
λ2k
)
, (5.2)
where M is the matrix already defined in Section 1 and Λ = T(λ1,...,λp). Recall that ρ, the least
eigenvalue of M , is positive in this case. Then (5.2) becomes
〈−∇J (u),Z1〉 c(∑
k
1
λ2k
)
 c
(∑
k
1
λ2k
)
+ c
∑
i =j
εij . (5.3)
To complete the construction in this case, we need to define ϕ a C∞ function which satisfies
ϕ(t) = 0 if t  1 and ϕ(t) = 1 if t  2. We also define
Z′ =
p∑
i=1
ϕ
(
λi |∇H(ai)|
) ∇H(ai)
|∇H(ai)|
1
λi
∂δ˜i
∂ai
and let W1 = CZ1 +Z′, where C is a large constant. Using Proposition 4.3 and (5.3), we derive
that
〈−∇J (u),W1〉 c(∑
i
|∇H(ai)|
λi
+
∑
k
1
λ2k
+
∑
i =j
εij
)
. (5.4)
Case 2. u ∈ {u | ai ∈ B(yji , η), ji = jk for i = k with − H(yji ) > 0 and ρ(τ) < 0}. In this
case, we define e = (e1, . . . , ep) the eigenvector associated to ρ such that ‖e‖ = 1 with ei > 0
for all i. Let r > 0 such that for any x ∈ B(e, r) = {y ∈ Sp−1 | ‖y − e‖ r}, we have TxMx <
(1/2)ρ. Two subcases may occur.
Subcase 2.1. Λ|Λ| ∈ B(e, r). In this case, we define W2 = −CZ1 +Z′. Using the estimates (5.2),
(5.4) and the fact that ρ(τ) < 0, we derive that
〈−∇J (u),W2〉 c(∑
i
|∇H(ai)|
λi
+
∑
k
1
λ2k
+
∑
i =j
εij
)
. (5.5)
Subcase 2.2. Λ|Λ| /∈ B(e, r). In this case, let y(t) = (1− t)Λ+ t |Λ|e, Λ(t) = y(t)/‖y(t)‖ and we
define
Z2 = −
p∑
|Λ|αiλ2i
∂δ˜i
∂λi
[ |Λ|ei −Λi
‖y(0)‖ −
yi(0)
‖y(0)‖3
(
y(0), |Λ|e −Λ)].i=1
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〈−∇J (u),Z2〉−c|Λ|2 ∂
∂t
(
TΛ(t)MΛ(t)
)+ o(∑
k
1
λ2k
)
. (5.6)
Since (TΛ(t)MΛ(t)) = ρ + (1−t)2‖y(t)‖2 (TΛMΛ − ρ‖Λ‖2), we derive that ∂∂t (TΛ(t)MΛ(t)) < −c.
Therefore, using (5.4) and (5.6) for W ′2 = CZ2 +Z′, we derive
〈−∇J (u),W ′2〉 c(∑
i
|∇H(ai)|
λi
+
∑
k
1
λ2k
+
∑
i =j
εij
)
. (5.7)
Case 3. u ∈ {u | ai ∈ B(yji , η), ji = jk for i = k and ∃j1, . . . , jp s.t. − H(yji ) < 0}. In this
case, we can assume without lose of generality, that 1, . . . , q are the indices which satisfy
−H(ai) < 0. Let I = {i | λi < (1/10) infk∈{1,...,q} λk}. Let also MI be the matrix defined by
the points (ai)i∈I and ρI be the least eigenvalue of MI . We define
Z3 = −
p∑
i=1
αiλi
∂δ˜i
∂λi
.
Since for any i = j we have |ai − aj | > c and using (5.1), we derive that
〈−∇J (u),Z3〉 c q∑
k=1
(
1
λ2k
+
∑
i =k
Gik
λiλk
)
 c
∑
k /∈I
(
1
λ2k
+
∑
i =k
εik
)
. (5.8)
Observe that in the case where I = ∅, we have to add an other vector field since only the
indices such as k /∈ I appear. Then, if the matrix MI is positive definite, we define Z′3 = Z1/I ,
(i.e. the action of Z1 using only the indices of I ). If MI is not positive definite, we define Z′3 =
Z2/I . In both case, we have
〈−∇J (u),Z′3〉 c∑
k∈I
(
1
λ2k
+
∑
i =k, i∈I
εik
)
− c
∑
k∈I, i /∈I
εik. (5.9)
Using (5.4), (5.8) and (5.9) for W3 = CZ3 + Z′3 + mZ′, where C is a large constant and m is a
small constant, we derive that
〈−∇J (u),W3〉 c(∑
i
|∇H(ai)|
λi
+
∑
k
1
λ2k
+
∑
i =j
εij
)
. (5.10)
Case 4. u ∈ {u | ai ∈ B(yji , η), ∃i = k such that ji = jk}. In this case, there is at least one Bi =
{j | aj ∈ B(yi, η)} which contains at least two indices. Without loss of generality, we can assume
that 1, . . . , q are the indices such that the set Bi (1  i  q) contains at least two indices. We
will decrease the λi ’s for i ∈ Bi with different speed. For this purpose, let χ be a smooth cutoff
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χ¯ (λj ) =∑i =j, i,j∈Bk χ(λj /λi). We define
Z4 =
q∑
k=1
∑
j∈Bk
αj χ¯(λj )λj
∂δ˜j
∂λj
.
Using Proposition 4.2, we obtain
〈−∇J (u),Z4〉= 2J (u) q∑
k=1
∑
j∈Bk
αj χ¯(λj )
[
c2
∑
j =i
αjλi
∂εij
∂λi
− 2
3
J (u)
3
2 c1α
2
i
H(ai)
λ2i
]
+ o
(
p∑
r=1
1
λ2r
+
∑
i =r
εir
)
.
If j ∈ Bk with k  q , if χ¯ (λj ) = 0, then there exists i ∈ Bk such that λ−2j = o(εij ) (for η small
enough). If i /∈ Bk or i ∈ Bk with λi and λj are of the same order, then we have −λr ∂εij∂λr =
εij (1 + o(1)), for r = i, j .
In the case where i ∈ Bk with λi < λj , ( λiλj < r ′) we have χ¯ (λj )− χ¯(λi) 1. Thus,
−χ¯ (λj )λj ∂εij
∂λj
− χ¯ (λi)λi ∂εij
∂λi
−λj ∂εij
∂λj
= εij
(
1 + o(1)).
We derive now
〈−∇J (u),Z4〉 c q∑
k=1
∑
j∈Bk,χ¯(λj ) =0
(
1
λ2j
+
∑
i =j
εij
)
. (5.11)
Observe as in the third case, we have to add some terms. Let λi0 = inf{λi | i = 1, . . . , p}, two
subcases may occur.
Subcase 4.1. There exists j such that χ¯ (λj ) = 0 and λi0λj > r ′. In this case, we can make appear
in (5.11) the term 1/λ2i0 and therefore all the 1/λ2i and the εik . Thus, we define in this case
W ′4 = CZ4 +Z′ where C is a large constant.
Subcase 4.2. For all j , we have χ¯ (λj ) = 0 or λi0λj < r ′. In this case, we define
D =
({
i | χ¯ (λj ) = 0
}∪( q⋃
k=1
Bk
)c)
∩
{
i
∣∣∣ λi
λi0
< 1/r ′
}
.
For each i, r ∈ D, such that i = r , we have ai ∈ B(yji , η) and ar ∈ B(yjr , η) since the set {i |
χ¯ (λj ) = 0} contains at most one index from each Bj for j = 1, . . . , q . Let u1 =∑i∈D αi δ˜i . This
element has to satisfy one of the three above cases. Thus, we can apply the associated vector field
which we will denote Z′ and we have the estimate4
W. Abdelhedi et al. / Journal of Functional Analysis 254 (2008) 1307–1341 1329〈−∇J (u),Z′4〉 c∑
i∈D
( |∇H(ai)|
λi
+ 1
λ2i
+
∑
i,j∈D
εij
)
+O
( ∑
k∈D,r /∈D
εrk
)
+ o
(∑
i /∈D
1
λ2i
)
. (5.12)
For k ∈ D and r /∈ D, we have either r ∈ Bq := {i | χ¯(λj ) = 0}∪(⋃qj=1 Bj ) or r ∈ (Bq)c . For the
case where r ∈ Bq , the term εkr appears in (5.11). If r ∈ (Bq)c and since r /∈ D we deduce that
λi0/λr < r
′
. Furthermore, we can prove that ak and ar are not in the same B(y,η) and therefore
|ak − ar | > c. Thus,
εkr 
c
λkλr
 cr
′
λkλi0
= o(εki0).
Since i0 ∈ D, then from 1/λ2i0 we can make appear in (5.11) all the 1/λ2i and εir for i, r ∈ (Bq)c(we have |ai − ar | > c). Thus, we derive that
〈−∇J (u),Z′4〉 c(∑
i∈D
|∇H(ai)|
λi
+
p∑
i=1
1
λ2i
+
∑
i,j∈(Bq )c
εij
)
+O
( ∑
k∈D,r∈Bq
εrk
)
. (5.13)
Using (5.4), (5.11) and (5.13) on the vector field W ′′4 = CZ4 + Z′4 + mZ′ where C is a large
constant and m is a small constant, we derive
〈−∇J (u),W ′′4 〉 c(∑
i
|∇H(ai)|
λi
+
∑
k
1
λ2k
+
∑
i =j
εij
)
. (5.14)
Case 5. u ∈ {u | ∃i1, . . . , ip such that |aij − y| > η/2 for all critical points y}. In this case, we
order the λi ’s in an increasing order, λ1  λ2  · · · λp . Let i1 be such that for any i < i1 we
have |ai − yji |  η/2 where yji is a critical point of H and |ai1 − y| > η/2, for any critical
point y. Since u =∑i<i1 αi δ˜i satisfy one of the four above cases, we can apply the associated
vector field which we will denote Z5 and we have
〈−∇J (u),Z5〉 c∑
i<i1
( |∇H(ai)|
λi
+ 1
λ2i
+
∑
j<i1
εij +O
( ∑
ji1
εij
))
+ o
(∑
ii1
1
λ2i
+
∑
k =r
εkr
)
.
We also define
Z′5 =
1
λi1
∂δ˜i
∂ai1
∇H(ai1)
|∇H(ai1)|
−C′
∑
ii1
2iλi
∂δ˜i
∂λi
,
where C′ is a large constant. Using Propositions 4.2 and 4.3 and the fact that |∇H(ai1)| > c, we
deduce that
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(∑
i =i1
εii1
)
+ cC′
∑
ii1
(∑
j =i
εij +O
(
1
λ2i
)
+ o
(∑
k =r
εkr + 1
λ2k
))

∑
ii1
(
c
λi
+
∑
j =i
εij
)
+ o
(∑
k =r
εkr + 1
λ2k
)
.
Using the vector field W5 = Z5 +CZ′5, where C is a large constant, we deduce that
〈−∇J (u),W5〉 c(∑
i
|∇H(ai)|
λi
+
∑
k
1
λ2k
+
∑
i =j
εij
)
. (5.15)
Now, we define the pseudogradient W as a convex combination of Wi for i = 1, . . . ,5. W satisfies
claims (i) and (iii). The second claim can be obtained once we have (i) arguing as in [11]. 
6. A Morse lemma at infinity
In this section, we use the pseudogradient constructed in Section 5, to derive a normal form of
the functional and its gradient flow near potential critical points at infinity. As a first application
of such a Morse lemma at infinity, we identify the critical points at infinity of the Euler–Lagrange
functional J as well as their Morse indices and their topological contribution to the difference of
topology between the level sets of J .
Theorem 6.1. For ε > 0 sufficiently small given, there exists a change of variables such that for
any u =∑pi=1 αi δ˜ai ,λi + v belongs to V (p, ε), (ai, αi, v) −→ (a′i , λ′i , V ) where V belongs to a
neighborhood of zero in a fixed Hilbert space so that
J
(
p∑
i=1
αi δ˜ai ,λi + v
)
= J
(
p∑
i=1
αi δ˜a′i ,λ′i
)
+ |V |2.
Furthermore, if each ai belongs to a neighborhood of yki ∈ F∞, such that ρ(yk1, . . . , ykp ) > 0,
then we can find another change of variables (ai, λi) → (a′i , λ′i ) such that
J
(
p∑
i=1
αi δ˜ai ,λi
)
= ψ(αi, a′i , λ′i ) :=
S
1
3
4
∑p
i=1 α2i
(
∑p
i=1 α
3
i H(a
′
i ))
2
3
{
1 − ηρ(yk1, . . . , ykp )
p∑
i=1
1
λ′2i
}
,
where η is a positive constant.
Theorem 6.2. For ε > 0 sufficiently small given, there exists a change of variables such that for
any u =∑pi=1 αi δ˜ai ,λi + α0(w + h) + v belongs to V (p, ε,w), (ai, αi, h, v) −→ (a′i , λ′i , H˜ ,V )
where each H˜ and V belongs to a neighborhood of zero in a fixed Hilbert space so that
J
(
p∑
αi δ˜ai ,λi + α0(w + h)+ v
)i=1
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(
p∑
i=1
αi δ˜a′i ,λ′i + α0w
)
+ |V |2 − |H˜ |2
= S4
∑p
i=1 α2i + α20‖w‖2
(S4
∑p
i=1 α
3
i H(ai)+ α30‖w‖2)
2
3
[
1 − 2
3
c1
S4
∑p
i=1 α
3
i H(ai)+ α30‖w‖2
×
p∑
i=1
α3i
H(ai)
λ2i
− c2
γ1
∑
i =j
αiαj εij − 2c3α0
γ1
p∑
i=1
αi
w(ai)
λi
]
+ |V |2 − |H˜ |2,
where c1, c2, c3, S4 and γ1 are defined in Proposition 4.4.
Proof of Theorem 6.1. Using Theorem 5.1, the proof is similar to the same argument in [11,
Appendix 2] (see also [16]). 
Corollary 6.3. Assume that H ∈H+. Then the only critical points at infinity of J in Σ+ corre-
spond to
p∑
j=1
1
H(yij )
δ˜(yij ,∞),
where p  1 and the points yij ’s are critical points of H satisfying ρ(yi1, . . . , yip ) > 0. Moreover,
the Morse index of such critical points at infinity is equal to p−1+∑pj=1 3− ind(H,yij ), where
ind(H,yij ) is the Morse index of H at yij .
Proof. By Theorem 5.1, the only region where the λi ’s are unbounded is the one where each
point ai is close to a critical point yji , with yji = yjk for i = k and ρ(yi1, . . . , yip ) > 0. In this
region, using Theorem 6.1, the normal form of J allows us to split the variables a˜i and λ˜i .
Then it is easy to see that if (a˜1, . . . , a˜p) is equal to (yi1, . . . , yip ), only λ˜i can move and since
ρ(yi1, . . . , yip ) > 0, in order to decrease the functional J , we have to increase λ˜i . Therefore, we
obtain a critical point at infinity only in this region.
In order to compute the Morse index of such critical points at infinity, we observe that this
Morse index corresponds to the index of the critical point of the following function:
g(α1, . . . , αp, a1, . . . , ap) :=
∑p
i=1 α2i∑p
i=1 α
3
i H(ai)
.
In variables αi ’s we have a degenerate critical point (α¯1, . . . , α¯p) which satisfies
α¯iH(ai)
2
α¯jH(aj )2
= 1.
This critical point has an index equal to p − 1 (since the function g is homogeneous in the
variables αi ’s and the critical point corresponds to a maximum), then
g(α1, . . . , αp, a1, . . . , ap) =
(
p∑ 1
H(ai)2
)1/3(
1 − |Y |2),i=1
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In order to prove Theorem 6.2, we need to introduce the following result.
Theorem 6.4. For p  1, there exists a pseudogradient W ′ so that the following holds: there is a
constant c > 0 independent of u =∑pi=1 αi δ˜i + α0(w + h) ∈ V (p, ε,w) so that
(i) (−∇J (u),W ′) c( p∑
i=1
|∇H(ai)|
λi
+ 1
λ2i
+
∑
i =j
εij + |h|2
)
,
(ii)
(
−∇J (u+ v¯), ∂v¯
∂(αi, ai, λi)
(W ′)
)
 c
(
p∑
i=1
|∇H(ai)|
λi
+ 1
λ2i
+
∑
i =j
εij + |h|2
)
.
This pseudogradient satisfies the P.S. condition (since the maximum of the λi ’s remains bounded).
The proof of Theorem 6.4 is very similar to the proof of Theorem 5.1, so we will omit it here.
Now, we need to state the following lemma, which proof may be deduced from [11,
pp. 354, 355].
Lemma 6.5. There is a C1-map which to each (α, a,λ) such that
∑p
i=1 αi δ˜(ai ,λi ) + α0w belongs
to V (p, ε,w) associated h¯ = h¯(α, a,λ) satisfying
J
(
p∑
i=1
αi δ˜(ai ,λi ) + α0w + h¯
)
= max
{
J
(
p∑
i=1
αi δ˜(ai ,λi ) + α0(w + h)
)
, h ∈ TwWu(w)
}
.
Proof of Theorem 6.2. Arguing as in [11, Appendix 2], we derive from Theorem 6.4 that for
each u =∑pi=1 αi δ˜(ai ,λi ) + α0(w + h) belongs to V (p, ε,w) we can find a change of variables
(a,λ,h) → (˜a, λ˜, h˜) such that
J
(
p∑
i=1
αi δ˜(ai ,λi ) + α0(w + h)+ v¯
)
= J
(
p∑
i=1
αi δ˜(a˜i ,˜λi ) + α0(w + h˜)
)
.
From Lemma 6.5, we deduce that there is a change of variables h− h¯ → H such that
J
(
p∑
i=1
αi δ˜(ai ,λi ) + α0(w + h)
)
= J
(
p∑
i=1
αi δ˜(ai ,λi ) + α0w + h¯
)
− |H |2.
Arguing as in [11, Lemma 3.1], we obtain the following estimate:
|h¯| = o
(
p∑ 1
λ2
)
.i=1 i
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(a,λ) → (a′, λ′) such that
J
(
p∑
i=1
αi δ˜(ai ,λi ) + α0w + h¯
)
= J
(
p∑
i=1
αi δ˜(a′i ,λ′i ) + α0w
)
.
The proof of Theorem 6.2 is therefore completed. 
Corollary 6.6. Let w be a nondegenerate solution of (PH ). Then, (yi1, . . . , yip ,w) is not a critical
point at infinity of J for each (yi1, . . . , yip ) critical point of H such that M(yi1, . . . , yip ) is definite
positive.
Proof. By Theorem 6.2, we have only compact flow lines in V (p, ε,w). Since the variable λi ’s
remains bounded, hence our result follows. 
7. Morse inequalities at infinity
This section is devoted to the proof of Theorem 1.1 and Corollaries 1.3 and 1.4. Using Theo-
rem 2.1 we assume that the Euler–Lagrange functional has only nondegenerate critical points.
Proof of Theorem 1.1. Let H∞ be the set of critical points at infinity of J and let L0 their
maximal Morse index. We define the following:
X :=
⋃
z∈H∞
Wu(z),
where Wu(z) is the unstable manifold of the critical point at infinity z.
By a theorem of A. Bahri and P. Rabinowitz [14], we have that
X =
⋃
z∈H∞
Wu(z)∪
⋃
{y dominated by a point z∈H∞}
Wu(y).
Therefore, X is a stratified set of top dimension L0, which is contractible in Σ+. Let U be such
a contraction which is a stratified set of top dimension L0 + 1. U can also be deformed using
the flow of −J . For dimension’s reason, the stable manifold of any critical point of Morse index
L0 +2 can be avoided during such a deformation, see e.g. [44]. Therefore, U is deformed onto
some set
Z :=
⋃
ind(z)L0+1
Wu(z),
where z is a critical point or critical point at infinity and m(z) denotes its Morse index. Again as
above, it follows from a theorem of A. Bahri and P. Rabinowitz [14], that
Z =
⋃
z ∈X
Wu(z∞)∪
⋃
Wu(x).∞ {x critical point dominated by X}
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We prove now the following proposition.
Proposition 7.1. Assuming that H ∈H such that all the critical points of J having their Morse
index L0 + 1 are nondegenerate, it holds:
#{critical points of Morse index  L0 + 1}
∣∣∣∣∣1 −
L0∑
s=1
∑
τs=(i1,...,is )/ρ(τs )>0
(−1)3s−1−
∑s
j=1 kij
∣∣∣∣∣.
Proof. Since X is contractible in Z, we have from the exact sequence in homology that
Hk(X) → Hk(Z) → Hk(Z,X) → Hk−1(X) → Hk−1(Z),
where Hk(X) := Hk(X,Q) is the kth homology group with rational coefficients. Therefore, it
follows that
L0+1∑
j=0
(−1)j (dimHj(Z,X)+ dimHj(X))= 1,
which then implies
L0+1∑
j=0
dimHj(Z,X)
∣∣∣∣∣1 −
L0∑
j=0
(−1)j dimHj(X)
∣∣∣∣∣. (7.1)
Now we claim the following lemma.
Lemma 7.2. Under the assumption that all the critical points are nondegenerate, it holds:
L0+1∑
j=1
dimHj(Z,X) #{critical points of index  L0 + 1}.
The critical points in the above estimate are those in Z but not in X.
Proof. The idea of the proof is that the pair (Z,X) is built by adding to X the unstable manifold
of other critical points of index  L0 + 1. Namely each time we add one of these unstable
manifolds, starting from X and going with increasing index. At each step the new object we
obtain has a total dimension of homology increased at most by one. Therefore the total homology
of (Z,X) has its dimension upperbound by the number of critical points of index  L0 + 1, not
dominated by X. In the following we give a detailed proof of these facts.
First, we decompose Z as follows: Z := X + X′ where X′ :=⋃Wu(z′) such that Wu(z∞) ∩
Ws(z
′) = ∅, where z∞ is any critical point at infinity of J . That is X′ is the union of the unstable
manifold of all the critical points in Z not dominated by X.
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X ∪X′′ ∪Wu(z′), and observe that by excision we have
H∗(Z,X ∪X′′) = H∗
(
Wu(z
′), ∂Wu(z′)
)= H∗(Dindex z′ , Sindex z′−1),
where Dindex z′ and Sindex z′−1 are respectively the ball and the sphere of dimension index z′ and
index z′ − 1.
Now we claim the following.
Claim.
dimH∗(Z,X) dimH∗(X ∪X′′,X)+ 1. (7.2)
Proof. Indeed, we have
X ⊂ X ∪X′′ ⊂ Z and H∗
(
Wu(z
′), ∂Wu(z′)
)= H∗(Sindex z′).
On the another hand, by the exact sequence in homology we have
Hk(X ∪X′′,X) → Hk(Z,X) → Hk(Z,X ∪X′′) → Hk−1(X ∪X′′,X).
From our assumption that all the critical points are nondegenerate, we have that
dimHk(Z,X ∪X′′) =
{
0 if k = index z′,
1 if k = index z′.
It follows from the above sequence in homology that for k = index z′, the homomorphism
Hk(X ∪X′′,X) → Hk(Z,X)
is onto, hence dimHk(X ∪X′′,X) dimHk(Z,X), while for k = index z′, we have that
dimHk(X ∪X′′,X) dimHk(Z,X)− 1.
Our claim follows. 
Now we set X ⊂ Z′ := X ∪ X′′ and observe that Z′ = Z′ since we have removed from Z its
top index.
The following lemma shows that we can actually continue our induction process.
Lemma 7.3. Let X˜ :=⋃Wu(z) be a union of unstable manifolds as above and z1 be a critical
point such that Wu(z1) is a part of X˜ of top dimension. Then for X˜1 := X˜ \Wu(z1), it holds
χ(X˜) = χ(X˜1)+ (−1)dimWu(z1),
where χ denotes the Euler characteristic.
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other critical points is bigger than 2, we may assume by transversality that X˜1 ∩ Wu(z1) = ∅. It
follows then that
χ(X˜) = χ(X˜1)+ (−1)dimWu(z1).
Otherwise observe that Wu(z1) is diffeomorphic to an open disk, and that Wu(z1)\Wu(z1) ⊂ X˜1.
Taking a collar neighborhood of Wu(z1) \Wu(z1) in Wu(z1) we denote it by V . We claim that
V ∩ X˜1 = Wu(z1) \Wu(z1).
Indeed, assuming that V ∩ X˜1 is larger than Wu(z1) \ Wu(z1) we argue as follows: since X˜1 is
a union of unstable manifolds so is also X˜1 by [14, Proposition 7.24]. Therefore V ∩ X˜1 will
be due to one of these unstable manifolds of X˜1. That manifold is a manifold of X˜, therefore
has dimension  dimWu(z1). Furthermore it has to intersect Wu(z1) not on his boundary, this
forces it to be Wu(z1) which is not a part of X˜1 neither X˜1, a contradiction! Thus, V ∩ X˜1 =
Wu(z1) \Wu(z1) and V ∪ X˜1 retracts by deformation onto X˜1.
We then consider the pair (V ∪ X˜1,Wu(z1) \ V ). Observe that the union is X˜, the intersection
is a sphere of dimension dimWu(z1) − 1. Moreover, Wu(z1) \ V is a disk that we denote by D.
It follows then that the pair (V ∪ X˜1,Wu(z1) \ V ) is an excessive pair, see for example Dold
[29, p. 47]. Writing then the Mayer–Vietoris sequence of this pair we obtain
Hl
(
SdimWu(z)−1
)→ Hl(V ∪ X˜1)⊕Hl(D) → Hl(X˜).
Therefore, it follows (see also Dold [29, pp. 104, 105]), that
χ(V ∪ X˜1)+ χ(D) = χ(X˜)+ χ
(
SdimWu(z1)−1
)
.
Hence
χ(X˜1)+ (−1)dimWu(z1) = χ(X˜).
Therefore Lemma 7.3 is proved. 
Now it is clear that from Lemma 7.3 and the claim (7.2), it follows Lemma 7.2. 
Now Proposition 7.1 follows by formula (7.1) and Lemma 7.2. Indeed, it follows by (7.1) that∣∣∣∣∣1 −
L0∑
j=0
(−1)j dimHj(X)
∣∣∣∣∣
L0+1∑
j=0
dimHj(Z,X).
Now observe that
L0∑
(−1)L0−1 dimHj(X) = χ(X) (the Euler characteristic of X).j=0
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X =
⋃
z∞
Wu(z∞)∪
⋃
{y dominated by z∞∈H∞}
Wu(y),
it follows then that χ(X) is equal to∑
ki index of zi∞∈H∞
(−1)ki +
∑
m(i) index of yi∈X, critical point
(−1)m(i).
Therefore,
∣∣∣∣1 − ∑
ki index of zi∞∈H∞
(−1)ki
∣∣∣∣ L0+1∑
j=1
dimHj(Z,X)+ #{critical point in X}.
Using now the upper bound of Lemma 7.2 on the homology on the right-hand side of the above
formula, our claim in Proposition 7.1 follows. 
Once Proposition 7.1 is proved, Theorem 1.1 as well as Corollaries 1.3 and 1.4 follow imme-
diately. 
8. Proof of the existence results
In this section we prove Theorems 1.5, 1.6. For that purpose, we need the following lemma
whose proof is very similar to the proof of [12, Corollary B.3] (see also [11]).
Lemma 8.1. Let a1, a2 ∈ S3, α1, α2 > 0 and λ large enough. For u = α1δ˜(a1,λ) + α2δ˜(a2,λ), we
have
J
(
u
‖u‖
)
 S1/34
(
1
H(a1)2
+ 1
H(a2)2
)1/3(
1 + o(1)).
Proof of Theorem 1.5. Arguing by contradiction, we assume that J has no critical points in Σ+.
Let
c∞(y0, y1) = S
1
3
4
(
1
H(y0)2
+ 1
H(y1)2
) 1
3
.
Observe that under the assumption (H2), (y0, y1) is not a critical point at infinity of J . Using
Corollary 6.3 and the assumption of the Theorem 1.5, it follows that the only critical points at
infinity of J under the level c1 = c∞(y0, y1) + ε, for ε small enough, correspond to δ˜(y0,∞)
and δ˜(y1,∞).
Let Z be a pseudogradient of H of Morse–Smale type. Set
X = W s(y1) = Ws(y1)∪Ws(y0),
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without boundary, where k1 is the coindex of y1 as a critical point of H , in particular X is not
contractible.
The unstable manifolds at infinity for such critical points at infinity, Wu(yi)∞, i = 0,1, can be
described as the product of Ws(yi) (for a decreasing pseudogradient of H ) by [A,∞[ domain of
the variable λ, for some positive number A large enough. Since J has no critical points in Σ+, it
follows from [14, Proposition 7.24 and Theorem 8.2], that Jc1 = {u ∈ Σ+ | J (u) c1} retract by
deformation onto X∞ = Wu(y1)∞ ∪Wu(y0)∞, which can be parameterized by X × [A,+∞[.
Now, we claim that X∞ is contractible in Jc1 . Indeed, let
f : [0,1] ×X∞ → Σ+
(t, x, λ) → t δ˜(y0,λ) + (1 − t)δ˜(x,λ)‖t δ˜(y0,λ) + (1 − t)δ˜(x,λ)‖
,
f is continuous and satisfies
f (0, x, λ) = 1
S
1/3
4
δ˜(x,λ) and f (1, x, λ) = 1
S
1/3
4
δ˜(y0,λ).
Furthermore, using Lemma 8.1, we deduce that
J
(
f (t, x, λ)
)

(
S
(
1
H(y0)2
+ 1
H(x)2
)) 1
3 (
1 + o(1)).
Since H(x)H(y1) for any x ∈ X, it follows from the above estimates that J (f (t, x, λ)) < c1
for any (t, x, λ) ∈ [0,1] ×X × [A,∞[.
Thus, the contraction f is performed under the level c1. We derive that X∞ is contractible
in Jc1 , which retracts by deformation on X∞, therefore X∞ is contractible leading to the con-
tractibility of X which is a contradiction. Now, we are going to show that such a critical point has
a Morse index equal to k1 or k1 + 1. Using a dimension argument and since f ([0,1],X∞) is a
manifold in dimension k1 + 1, we derive that the Morse index of such a critical point is  k1 + 1.
Now, arguing by contradiction, we assume that the Morse index is  k1 − 1. Perturbing J if nec-
essary, we may assume that all the critical points of J are nondegenerate and have their Morse
index  k1 − 1. Such critical points do not change the homological group in dimension k1 of the
level sets of J . Now let c∞(y1) = S1/34 H(y1)−2/3 and let ε be a small positive real. Since X∞
defines a homological class in dimension k1 which is not trivial in Jc1 but trivial in Jc∞(y1)+ε ,
a contradiction. The proof of Theorem 1.5 is thereby completed. 
Proof of Theorem 1.6. We notice that the assumption (H4) implies that (y0, y1) is a critical
point at infinity of J . Now, arguing by contradiction, we assume that (PH ) has no solution. We
claim that fλ(Cy0(X)) retracts by deformation on X ∪Wu(y0, y1)∞. Indeed, let
u = αδ˜(y0,λ) + (1 − α)δ˜(x,λ) ∈ fλ
(
Cy0(X)
)
,
the action of the flow of the pseudogradient W defined in the proof of Theorem 5.1, is essentially
on α. Three cases may occur:
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• If α > 1/2, the flow of W brings α to 1 and thus u goes to Wu(y1)∞ ≡ X∞.
• If α = 1/2, observe that only x can move and then y0 remains one of the points of concentra-
tion of u and x goes to Ws(yi), where i = 0 or i = 1. If yi = y1, then u goes to Wu(y0, y1)∞.
If yi = y0, then there exists s0  0 such that x(s0) is close to y0. Thus, using Lemma 8.1, we
have the following inequality
J
(
u(s0)
)
 c∞(y0, y0)+ γ := c2,
where c∞(y0, y0) = S
1
3
4 (
2
H(y0)2
)
1
3 and where γ is a positive constant small enough.
Since H(y0)  H(y1), it follows from Corollary 6.3, that Jc2 retracts by deformation on
Wu(y0)∞ ≡ {y0} and thus u goes to Wu(y0)∞.
Therefore, fλ(Cy0(X)) retracts by deformation on X ∪Wu(y0, y1)∞.
Since μ(yi) = 0, it follows that this strong retract does not intersect Wu(y0, y1)∞ and thus it
is contained in X∞. This implies that H∗(X∞) = 0 for all ∗ ∈ N∗ leading to the contractibility
of X. This yields a contradiction since X is a manifold of dimension k without boundary. Then
(PH ) admits a solution. Using the same arguments as used in the proof of Theorem 1.5, we
derive easily that the Morse index of the solution provided is equal to k1 or k1 + 1. Thus, our
result follows. 
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