In the single objective Unit Commitment Problem (UCP) the problem is usually separated in two sub-problems : the commitment problem which aims to fix the on/off scheduling of each unit and the dispatching problem which goal is to schedule the production of each turned on unit. The dispatching problem is a continuous convex problem that can easily be solved exactly. For the first sub-problem genetic algorithms (GA) are often applied and usually handle binary vectors representing the solutions of the commitment problem.Then the solutions are decoded in solving the dispatching problem with an exact method to obtain the precise production of each unit. In this paper a multiobjective version of the UCP taking the emission of gas into account is presented. In this multi objective UCP the dispatching problem remains easy to solve whereas considering it separatly remains interesting. A multi-objective GA handling binary vectors is applied. However for a binary representation there is a set of solutions of the dispatching problem that are pareto equivalent. Three decoding strategies are proposed and compared. The main contribution of this paper is the third decoding strategy which attaches an approximation of the Pareto front from the associated dispatching problem to each genotypic solution. It is shown that this decoding strategy leads to better results in comparison to the other ones.
Introduction
The UCP is used to find the scheduling of commissioning and production of generating units that minimizes the production cost. However, environmental protection has become a major issue. In response to the growth of the negative impacts on the environment and due to the growing importance of environmental interest in society, governments have developed and implemented laws or technical standards in order to reduce the negative impacts of human activity on the environment. For this reason new modeling of the UCP taking into account some limitation constraints on gas emissions [2] has been proposed. A bi-objective model has also been proposed, but is usually solved by reducing the two objectives to one, using the weighted sum approach [17, 13] . In [15] , a multiobjective version of the UCP is solved with a genetic algorithm, but it does not directly exploit the concept of Pareto dominance. The authors applied a classical genetic algorithm, with the exception that the selection process is based on a specific version of the tournament selection. Two individuals are randomly selected from the population and a stochastic competition of the objective that are chosen randomly, is performed to determine the winner that will survive into the next generation.
The UCP can be separated into two sub-problems. The commitment problem which is to give the on/off scheduling of each unit and then the dispatching problem which is to give the exact production for each turned on unit. In the single objective case, the dispatching problem is a quadratic continuous problem which is easy to solve exactly. For this reason evolutionary algorithms generally handle binary vectors giving the on/off scheduling of each unit to solve the single-objective UCP [3, 7, 8, 10, 16] . Then to obtain a complete description of the solution (the phenotypic solution), the production of each turned on unit is determined optimally using a λ-iteration method [14] . This binary representation takes advantage of a real one because the search space is considerably reduced. For the multi-objective the dispatching problem remains interesting to exploit separately because it has still good properties. All the solutions of the dispatching problem are supported and can be found by the scalarizing method. This method is to transform the problem with two objectives f 1 and f 2 into a single objective problem optimizing the function λf 1 + (1 − λ)f 2 , where λ ∈ [0, 1]. The quality of the results found in the single objective case and the fact that the multiobjective version of the dispatching problem has good properties lead us to a specific interest in considering a similar two level method of resolution for the multi-objective UCP.
In this paper a multi-objective GA based on NSGA-II [4] is proposed. This GA handle binary vectors representing the solutions of the commitment problem. Then the phenotypic solutions corresponding to the production of each unit has to be find by a decoding method. Since the dispatching problem is also a multi-objective problem there are many candidates of phenotypic solutions for one genotypic solution. Therefore three different decoding methods are proposed and compared. The first one is to construct the phenotypic solution by solving the dispatching problem by optimizing the function f 1 +f 2 . The second is to add a real λ into the genotypic representation of a solution. The phenotypic solution is decoded by solving the dispatching problem minimizing λf 1 + (1 − λ)f 2 . The third is to associate a set of Pareto equivalent solutions of the corresponding multi-objective dispatching problem to each genotypic solution. For the last decoding system, the process of fitness and diversity assignment of NSGA-II has to be adapted.The fact that many phenotypic solutions are attached to a single genotypic solution must be taken into account. The main contribution of this paper is to show that the multi decoding embedded approach has an advantage over the two other less complex decoding systems that are proposed.
The paper is organized as follows. In the next section the multi-objective UCP is described in details. Then the three solving methods corresponding to the three binary genetic algorithms using the different decoding strategies are presented. Finally the experimental process and the obtained results are presented and discussed before the conclusion section.
Multi-objective Unit Commitment Problem -MO-UCP
In this section, the MO-UCP is presented in details. This problem is the same as the classical UCP but an objective is added to take into account the gas emission of SO 2 and CO 2 .
Unit Commitment Problem
Unit Commitment Problem (UCP) [8] is to schedule generating units online or offline over a scheduling horizon. The goal is to minimize the power production cost while satisfying a set of operational constraints. The production cost includes the fuel and start-up costs. Constraints are capacity of production of each units, minimum up/down time and spinning reserve. UCP is usualy modeled as as a mixed integer non-linear problem. It consists of binary variables u i,t that takes value 1 if a unit i is turned on at time t and 0 otherwise, continuous variables p i,t that denotes their prodduction amounts. It is a very complex problem to solve because of its enormous dimension, a non-linear objective function, and time-dependent constraints. Indeed, the UCP is a NP-complete problem [6] .
Multi-objective UCP
The first objective is the same as in single-objective UCP. It minimizes the cost of production. This production cost is divided into two components, the fuel cost and the start up cost. For a system of N units and a time horizon of T periods, the objective function can be described as follows:
-F C i is the fuel cost function of the unit i, which is modeled by a quadratic function:
where a 1,i , a 2,i and a 3,i are real cost coefficients for the unit i.
-CS i is the start-up cost for unit i, which depends on time T of f i,t−1 the unit i has been turned off at time t − 1:
where T of f i,min + T cs,i is the time it takes the unit i to become cold. The second objective function measures the SO 2 and CO 2 emissions:
The coefficients b 0,i , b 1,i , b 2,i used in this paper are the ones proposed in [13] .
The minimization of the objectives of the UCP is subject to the following system and unit constraints:
where D t is a real number giving the load demand at time t.
Spinning reserve constraints:
where R t is a real giving the minimal reserve at time t. 3. Unit output constraints:
where p i,min and p i,max are the lower and upper bounds on the energy production of unit i respectively. 4. Minimum up time limit:
where T on i,t−1 is the time from which the unit i is turned on at time t − 1 and T on i,min is the minimal time during which unit i has to stay turned on. 5. Minimum down time limit:
where T of f i,t−1 is the time from which the unit i is turned off at time t − 1 and T of f i,min is the minimal time during which unit i has to stay off.
The feasible outcome vectors of the objective space are compared using the Pareto dominance ≻. In this minimization context, a solution x ∈ Ω is said to dominate a solution y ∈ Ω, denoted by x ≻ y, if they satisfy relation (1) .
Many evolutionary algorithms involving a decoding system have been proposed to solve the single objective version of the UCP [3, 7, 8, 10, 16] . A binary vector u of size T × N is used to represent the solutions. In this representation each u i,t gives the state of a unit i (on or off) at a given time period t of the scheduling. Then the exact production of each unit is decoded by solving the dispatching sub-problem (D(u)) using the lambda-iteration method [14] :
The advantage of the binary vector representation over a real vector representation where the productions are directly given is obvious: the search space is considerably reduced. In the multi-objective case, the dispatching problem is also a multi objective one as f 1 and f 2 have to be minimized. But this subproblem has still very good properties that make it easy to solve. It is a convex and continuous bi-objective problem. As the objective functions are convex and the decision variables are defined in a convex set all the solutions are supported [5] . Then the Pareto front solution is convex and totally defined by the set:
where f 1,λ = f 1 (p * λ ) and f 1,λ = f 1 (p * λ ), with p * λ solution of the dispatching problem D(u, λ) defined as follows:
such that (2) and (3) are met.
It seems interesting to consider a two level based method in the multiobjective version which will be similar to those proposed for the single-objective UCP. The method proposed is a GA, NSGA-II, handling binary vectors representing the solutions of commitment problem. Then the production of the units are obtained by using a decoding method. However, since the dispatching problem is a multi-objective one, there are many pareto equivalent solution to fix the production values. It becomes difficult to choose a method to associate phenotypic solutions with genotypic ones. Then three approaches of decoding are proposed and compared. In the first approach the solution associated with a binary representation is the one obtained by solving the dispatching problem for λ fixed to 0.5. This approach is a naive one because it might miss some possibly good solutions. The second approach consists of adding λ to the representation of an individual. Then a binary vector associated with an on/off scheduling can be present many times in the population with different value of λ and all the solutions are reachable. In the last approach, an approximation of the Pareto front of the dispatching sub-problem is associated with each individual. Therefore an adapted version of NSGA-II is proposed to manage the association of many phenotypic solutions to a single genotypic solution.
In the next subsection, the common components of the three methods, which are essentially evolutionary operators, are presented. Then each method are explained in details.
Common components
Each multi-objective GA proposed hereafter are based on NSGA-II [4] . In each case the following operators are used:
Crossovers: Two crossovers are used. The first one is the classical one-point crossover and the second one is an intelligent two-points crossover. It is to randomly choose a window size and if the window size is smaller than the remaining portion of the vector, a new individual is created with the window portion of the worst parent and the remaining portion from the best parent. The reverse is done if the window size is larger than the number of bits in the remaining vector.
Mutations: Two mutations are used. The first one is the standard 1-bit-flipmutation. This operator randomly flips a bit of the vector with a low probability. The second one randomly chooses a window whose size is randomly chosen and flips all the bits of this window.
Repair operator: The aim of this operator is to correct a solution if it does not meet the constraints of demand or of minimum on/off time. Firstly, it corrects the violations of time constraint hour by hour in modifying the states of unities if necessary. Then corrections are done on the constraints of power balance. This is done hour-by-hour. If the maximal capacity of production of the turned on units is lower than the power balance then a unit is turned on. The unit to turn on is chosen randomly among the units that can be turned on depending on the past hour (i.e. if this unit was turned on the previous hour or if it was turned off for a time long enough). The reverse process is done if minimal capacity of the turned on units exceeds the load demand. Naturally this correction process does not guarantee obtaining a feasible solution but this operator speeds up the algorithm and hence increases the possibility of finding such solutions.
Objective function: The objective values are computed by using the exact production p i,t at each time period t and for each unit i which is a phenotypic solution. The way to obtain phenotypic solutions from genotypic ones is different for each approach. The objective functions correspond to f 1 , the cost production and f 2 , the quantity of SO 2 and CO 2 emission. Nevertheless some penalties have to be added on the violation of time and load constraints. Therefore the objectives are:
where c p is a constant positive number.
Naive approach
In this approach a genotypic solution is decoded in solving a dispatching problem that is reduced to a single objective one by scalarization. Then it is possible that some pareto optimal phenotypic solutions cannot be reached because they are not solution of the chosen scalarized sub-problem. The decoding process is explained in detail hereafter.
Decoding process: The phenotypic solution (p i,t ) i,t associated to a genotypic is computed by solving the dispatching problem D(u, 0.5) thank to the λ-iteration method.
Scalarized decoding
In this approach an integer (λ u ∈ 0, 100 ) is added to the genotypic representation of a solution. This value is chosen randomly during the initialization process and then can be modified by the evolutionary operators. It is used to define the coefficients of scalarization during the decoding process. Hence, the main difficulty of the previous approach becomes possible to overcome, which is the inaccessibility of some pareto optimal solutions. Actually as the pareto front solution of the dispatching problem will always be convex all the pareto optimal solutions are reatchable by the scalarization method.
Representation: A value λ u is added at the end of the representation vector with a binary encoding. λ u is an integer between 0 and 100. The representation is shown Fig. 1 .
Decoding process: The phenotypic solution (p i,t ) i,t associated to a genotypic is computed in solving the dispatching problem D(u, λu 100 ) thank to the λ-iteration method. Adaptation on the crossover: The one point crossover is transformed in a two-points crossover with the first crossover point in a locus of the definition of u and the second point in a locus of definition of λ u . It is done in order that the crossover can have a significant impact on λ u .
Adaptation on the mutation: The 1-bit-flip-mutation is applied only on the bits corresponding to u. λ u is mutated by being replaced by a value chosen randomly between 0 and 100 with a normal distribution centered on its original value.
Multi decoding embedded approach
In this approach a genotypic solution is associated with a set of phenotypic solutions. This set of solutions is from the optimal pareto front solution of the dispatching problem associated with the genotypic solution. Fig. 2 helps to un- derstand how genotypic solutions are represented in the objective space. The continuous line is the optimal pareto front of the entire MO-UCP. This front can be non-convex. Each one of the convex pareto fronts composed of the round, square or diamond points is derived from a single genotypic solution. They are composed of the phenotypic solutions found in solving the dispatching problem defined by the corresponding genotypic solution. The phenotypic solutions attached to a genotypic solution are pareto equivalent and form a convex front.
Decoding process: In this case a pareto set P u will be associated with a genotypic solution u. This set is:
where n λ is a fixed integer and p Fig. 4 . representation phenotypic of a solution u for n λ = 3
As many phenotypic solutions are attached to a single genotypic solution, the fitness assignment and diversity assignment methods of NSGA-II have to be adapted. This will be explained in detail in the following. The decoding process is represented in Fig. 3 and Fig. 4 .
Adaptation of the fitness assignment process: The fitness value assigned to a solution u is the best fitness value among the fitness values of the phenotypic solutions p u ∈ P u :
In NSGA-II the fitness is the rank of the solution, then opt is the minimization operator. This process ensures that the genotypic solution from which a pareto optimal solution can be generated is not be discarded.
Adaptation of the diversity assignment process: Let F i be the set of the phenotypic solutions of rank i. In NSGA-II, the diversity measure used is the crowding distance between a solution x and the set of the other solutions having the same fitness, i.e. the same rank:
The adapted diversity assignment is the maximal diversity measurement among the ones of the individuals p u ∈ P u ∩ F f it(u) computed without considering the elements of
Experiments and Discussion
The aim of this section is to compare the three proposed methods.
Experimental Protocol
Instances Experiments will be realised on instances of 10, 40 and 100-unit data that are generated by duplicating the unit characteristics of the ten-unit system and the demand given in Tables 1 and 2 . The load demands are adjusted in proportion to the size system. In all cases it is supposed that the reserve is 10% of the demand. Performance Assessment The different methods of performance assessment that can be chosen to compare multi-objectives algorithms are explained in details in [9] . In our case the ε-indicator and the hypervolume difference indicator are selected as they are complementary. Let Z all be the set of objective vectors from all the Pareto set approximations we obtained during all our experiments. Then, a reference set R contains the non-dominated points of Z all . ε-indicator I 1 ε+ The unary version of this indicator is computed using the binary version given by (8) and the reference set R, with I 1 ε+ (A) = I ε+ (A, R). Experimental design All the implementations are realized under the Par-adisEO 2.0 [11] software framework. A sensitivity analysis is carried out for each algorithm to determine the effect of the crossover rate and of the mutation rate. It is done thanks to the R statistical package Irace [12] . The population size is fixed to 100 individuals. A convergence criteria of 100 generations without improvement of the hypervolume is used as stopping criteria. For the multi decoding embedded approach the parameter n λ is fixed to 10. For each case 20 runs are launched for each decoding system using the same seeds. Most of the performance assessment procedures are next achieved using PISA [1] platform and its performance assessment module. The existence of a significant difference between the result obtained by the different decoding systems is verified with the Friedman statistical test. Then a post-hoc test is carried out to compare the decoders by pairs. A p-value lower than 0.005 is used as a criterion for rejecting the null hypothesis.
Decoder Naive Scalarized Multi Naive 
Experimental Results
Results for the 10-units case: In Table 5 the results of the statistical tests of comparisons are summarized. The results do not differ from one indicator to the other one. In this table and on all the following the column "Naive" indicates results of the first approach, the column "Scalarized" those of the second one and the column "multi" those of the multi decoding embedded approach. From this table we can see that for the 10-unit based case the difference between the naive approach and the scalarized approach is statistically significant. However the multi decoding embedded approach gives results significantly better than those obtained by the other approaches. Table 6 gives the best and average values obtained for each indicator and decoder over the 20 runs. The decoding embedded approach improves the ε-indicator value of 1.36% in comparison to the other method. It also improves the hypervolume indicator of 2.54%.
Results for the 40-units case: In Table 7 the results of the statistical tests of comparisons are summarized. It can be observed that the multi decoding embedded approach gives significantly better results than the one obtained with the two other approaches. The scalarized decoding approach is better than the naive one. In Tab. 8 the best and average values obtained for each indicator and decoder over the 20 runs are shown. It can be seen that that for the ε-indicator the scalarizing approach improves the results of more than 7% in comparison with the first naive approach. Then the multi decoding embedded approach improves the result of the scalarizing approach by more than 99%. For the hypervolume indicator there is an improvement of 31% when adding the λ value in the representation. Then the multi decoding embedded approach improves the result of the scalarizing approach by more than 99.5%. Decoder Naive Scalarized Multi Naive - Results for the 100-units case: In Table 9 the results of the statistical tests of comparisons are summarized. Again, the multi decoding embedded approach gives results significantly better than the ones obtained with the two other approaches. The scalarized decoding approach is better than the naive one. In Table 10 the best and average values obtained for each indicator and decoder over the 20 runs are shown. In comparison with the naive approach, the scalarazing approach improves the results by 94.7% for the ε-indicator and by 97% for the hypervolume. Then the multi decoding embedded approach improves the result of the scalarizing approach by 75.69% for the ε-indicator and by 99% for the hypervolume-indicator .
This results and the statistical tests lead to conclude that the choice of the decoder system has a significant impact on the result. Results obtained with the last decoder are drastically better than the ones obtained with the other decoders.
Conclusion
In this article a binary genetic algorithm has been proposed to solve a multi -objectives UCP. The main difficulty is that for one genotypic solution many phenotypic solutions could be attached. These phenotypic solutions are those of the pareto front solution of the dispatching problem. Three original decoding systems associating phenotypic solutions with the genotypic ones have been presented and compared.
The multi decoding embedded system is the main contribution of this paper. The efficiency of this method has been shown on three data set of different size. In each case the results obtained are significantly better than those obtained by the two other strategies. The bigger the data, the better the improvement. This decoding system is then the one selected. In a future work, the objective will be to compare the proposed binary GA using this decoder to the GA proposed in [15] and to a more classical multi-objective GA using a real vector to encode the solutions. First of all, it will be interesting to make an analyse study of the impact of the choice of the n λ parameter. An important advantage of this method is that it could be reused to any multi-objective problem that can be written as follow: ... opt
x,y f n (x, y) (9) such that:
x ∈ X (10)
And such that for a fixed x the sub-problem P(x) finding the optimal pareto front of solutions with y ∈ Y (x) is easy to solve. In this case the genetic algorithm will handle the x variables and the phenotypic solutions are found in solving P(x). The methodology chosen to solve P(x) does not matter. This is another advantage of this decoding system. Then, to test the multi decoding embedded approach on some other problem is one of our perspectives. We also believe that the multi decoding embedded approach can be generalized to any multiobjectives genetic algorithm. Then we plan to develop a generalized version of this approach that is suitable to any genetic algotrithm.
