Abstract. We consider a boundary value problem for the beam equation, in which the boundary conditions mean that the beam is embedded at one end and free at the other end. Some new estimates to the positive solutions to the boundary value problem are obtained. Some sufficient conditions for the existence of at least one positive solution for the boundary value problem are established. An example is given at the end of the paper to illustrate the main results.
Introduction
In this paper, we consider the fourth order ordinary differential equation To prove our results, we will use the following fixed point theorem, which is due to Krasnosel'skii [20] .
Theorem K. Let (X, · ) be a Banach space over the reals, and let P ⊂ X be a cone in X. Let H 1 and H 2 be real numbers such that H 2 > H 1 > 0, and let
is a completely continuous operator such that, either
Then L has a fixed point in P ∩ ( Ω 2 − Ω 1 ).
One of the purposes of this paper is to establish some new estimates to the positive solutions of the problem (1.1)-(1.2). These estimates are essential to the main results of this paper. It is based on these estimates that we can define an appropriate cone, and apply the Krasnosel'skii's fixed point theorem to prove the existence results.
This paper is organized as follows. In Section 2, we obtain some new estimates to the positive solutions to the problem ( 
The functions a(t) and b 1 (t) will be used to estimate the positive solutions of the
satisfies the boundary conditions (1.2), and such that
The proof of Lemma 2.1 is very straightforward and therefore omitted. 
then we have
It's easy to see, from the above equations and (1.2), that
By mean value theorem, because h(0) = h(1) = 0, there exists r 1 ∈ (0, 1) such that h (r 1 ) = 0. Since h (0) = h (r 1 ) = 0, there exists r 2 ∈ (0, r 1 ) such that h (r 2 ) = 0. From (2.4) we see that h (t) is concave upward on the interval (0, 1).
Since h (r 2 ) = h (1) = 0, we have
So h is nondecreasing on the interval (0, r 2 ), and is nonincreasing on the intervals (r 2 , r 1 ) and (r 1 , 1). Because h (0) = h (r 1 ) = 0, we have
These, together with the fact that h(0) = h(1) = 0, imply that
Thus we proved the left half of (2.3) when u(1) > 0.
To prove the right half of (2.3) when u(1) > 0, we assume u(1) = 1, and define
It's easy to see that
From (2.5) we see that y(t) is concave downward. So (2.6) implies that y(t) ≥ 0
The proof is complete.
2) and (2.1), and u (t) is nondecreasing
Proof. The left half of (2.7) is already proved in Lemma 2.1. Therefore we need only to prove the right half of (2.7). Without loss of generality, we assume that
By mean value theorem, because y(0) = y(1) = 0, there exists r 1 ∈ (0, 1) such that y (r 1 ) = 0. Since y (0) = y (r 1 ) = 0, there exists r 2 ∈ (0, r 1 ) such that y (r 2 ) = 0.
Since y (r 2 ) = y (1) = 0, there exists r 3 ∈ (r 2 , 1) such that y (r 3 ) = 0. It is easy to verify that y (1) = 0. Because y (r 3 ) = y (1) = 0, there exists r 4 ∈ (r 3 , 1)
such that
Note that u (t) is nondecreasing on [0, 1]. From (2.8), we see that y (t) is nonincreasing on [0, 1] . This, together with (2.9), imply that y (t) ≥ 0 for t ∈ (0, r 4 ) and y (t) ≤ 0 for t ∈ (r 4 , 1).
Because y (r 3 ) = y (1) = 0, we have y (t) ≤ 0 for t ∈ (0, r 3 ) and y (t) ≥ 0 for t ∈ (r 3 , 1).
Because y (r 2 ) = y (1) = 0, we have y (t) ≥ 0 for t ∈ (0, r 2 ) and y (t) ≤ 0 for t ∈ (r 2 , 1 Because y (0) = y (r 1 ) = 0, we have y (t) ≥ 0 for t ∈ (0, r 1 ) and y (t) ≤ 0 for t ∈ (r 1 , 1).
These, together with the fact that y(0) = y(1) = 0 imply that
The proof is complete. satisfies the boundary conditions (1.2), and
Now Lemma 2.4 follows directly from Lemmas 2.1 and 2.2. The proof is complete. Proof. From Lemma 2.1 we see that u(t) satisfies (2.2), therefore u(t) is nondecreasing. From (H3), we see that u (t) = g(t)f (u(t)) ≥ 0, and u (t) is nondecreasing on the interval [0, 1]. Now from Lemma 2.3 we see that u(t) satisfies (2.7). The proof is complete.
Main Results
First, we define some important constants:
Throughout the rest of the paper, we let X = C[0, 1] be with norm
and let
Clearly X is a Banach space, and P is a positive cone in X. We can restate Lemma 2.4 as follows.
Lemma 3.1. If u(t) is a nonnegative solution to the problem (1.1)-(1.2), then
The next lemma shows that if u ∈ P , then u(t) achieves its maximum at t = 1.
Proof. If u ∈ P , then we have
Define the operator T : P → X by
It is well known that T : P → X is a completely continuous operator.
Proof. If u ∈ P , then (3.1) implies that T u(t) satisfies the boundary conditions (1.2), and 
In order to find a positive solution to the problem (1.1)-(1.2), we need only to find a fixed point u of T such that u ∈ P and u(1) = u > 0. Proof. First, we choose ε > 0 such that (F 0 + ε)B ≤ 1. From the definition of F 0 we see that there exists H 1 > 0 such that
For each u ∈ P with u = H 1 , we have
To construct Ω 2 , we choose δ > 0 and c ∈ (0, 1/4) such that
There exists H 3 > 0 such that
we have
Therefore, for each u ∈ P with u = H 2 , we have
which means T u ≥ u . Thus, if we let Ω 2 = {u ∈ X | u < H 2 }, then Ω 1 ⊂ Ω 2 , and
Now that the condition (K1) of Theorem K is satisfied, there exists a fixed point of T in P ∩ ( Ω 2 − Ω 1 ). The proof is now complete. Proof. First, we choose ε > 0 such that (f 0 − ε)A ≥ 1. There exists
To construct Ω 2 , we choose δ ∈ (0, 1) such that (F ∞ + δ)B < 1. There exists
If we let M = max
Note that (3.2) implies that
For each u ∈ P with u = H 2 , we have
Hence, the condition (K2) of Theorem K is satisfied, so T has at least one fixed Proof. Assume the contrary that u(t) is a positive solution of the problem (1.1)-(1.2). Then u ∈ P , u(t) > 0 for 0 < t ≤ 1, and
which is a contradiction. The proof is complete.
Theorem 3.7. If (H1), (H2), and the following condition hold.
(H5) Af (x) > x for all x ∈ (0, +∞).
Then the problem (1.1)-(1.2) has no positive solutions.
The proof of Theorem 3.7 is quite similar to that of Theorem 3.6 and therefore omitted.
More Results
Throughout this section, we assume that (H1), (H2), and (H3) hold, and we define the Banach space X, the constants A, F 0 , F ∞ , f 0 and f ∞ , and the operator T the same way as in Section 3. In this section, we define a new constant B 1 by
and the positive cone P 1 of X by 
The proof is similar to that of Lemma 3.2 and therefore omitted. Proof. If u ∈ P 1 , then u(t) is nondecreasing. Now (3.1) implies that T u(t)
satisfies the boundary conditions (1.2), and
From (H3) we see that (T u) (t) is nondecreasing. Now the lemma follows immediately from Lemma 2.3. 
