Abstract. In this paper we study the connection between matrix measures and random walks with a block tridiagonal transition matrix. We derive sufficient conditions such that the blocks of the n-step block tridiagonal transition matrix of the Markov chain can be represented as integrals with respect to a matrix valued spectral measure. Several stochastic properties of the processes are characterized by means of this matrix measure. In many cases this measure is supported in the interval [−1, 1]. The results are illustrated by several examples including random walks on a grid and the embedded chain of a queuing system.
Introduction. Consider a homogeneous Markov chain with state space
with d × d block matrices P ii , the probability of going in one step from state (i, j) to (i , j ) is given by the element in the position (j, j ) of the matrix P ii . In the state (i, j), i is usually referred to as the level of the state and j is referred to as the phase of the state. Some illustrative examples will be given below. Block tridiagonal transition matrices of the form (1.2) naturally appear in the analysis of the embedded Markov chains of continuous-time Markov processes with state space (1.1) and block tridiagonal infinitesimal generator (see, e.g., the monographs of Neuts (1981) and Neuts (1989) or the recent work of Marek (2003) and Dayar and Quessette (2002) among many others) and these models have significant applications in the performance evalutation of communication systems (see, e.g., Ost (2001) ). Markov chains with transition matrix (1.2) are known in the literature as level dependent quasibirth-and-death processes and several authors have contributed to the analysis of such processes (see Hajek (1982) , Gaver, Jacobs, and Latouche (1984) , Ramaswami and Taylor (1996) , Bright and Taylor (1995) , Latouche, Pearce, and Taylor (1998) , Bean, Pollett, and Taylor (2000) , and Li and Cao (2004) among many others). Bright and Taylor (1995) considered the problem of calculating the equilibrium distribution of a quasi-birth-and-death process for finite dimensional block matrices, while Ramaswami and Taylor (1996) investigated level dependent processes with infinite dimensional blocks. Quasistationary distributions of these processes were considered by Bean, Pollett, and Taylor (2000) . Latouche, Pearce, and Taylor (1998) discussed the existence and the form of invariant measures for quasi-birth-and-death processes. In the present paper we propose an alternative methodology for analyzing some level dependent quasi-birth-and-death processes which is based on some spectral analysis of the transition matrix.
For this we note that matrices of the form (1.2) are also closely related to a sequence of matrix polynomials recursively defined by
where Q −1 (x) = 0 and Q 0 (x) = I d denotes the d × d identity matrix. If A n = C n+1 and B n is symmetric it follows that there exists a matrix measure Σ = {σ ij } i,j=1,...,d on the real line (here σ ij are signed measures such that for any Borel set A ⊂ R the matrix Σ(A) is nonnegative definite) such that the polynomials Q j (x) are orthonormal with respect to a left inner product, i.e.,
(see, e.g., Sinap and Van Assche (1996) , or Duran (1995) ). In recent years several authors have studied properties of matrix orthonormal polynomials (see, e.g., Rodman (1990) , Duran and Van Assche (1995) , Duran (1996 Duran ( , 1999 , and Dette and Studden (2001) among many others).
In the present paper we are interested in the relation between Markov chains with state space C d defined in (1.1) and block tridiagonal transition matrix (1.2) and the polynomials Q j (x) defined by the recursive relation (1.4). In the case d = 1 this problem has been studied extensively in the literature (see Karlin and McGregor (1959) , Whitehurst (1982) , Woess (1985) , Schrijner (1993, 1995) , and Dette (1996) among many others), but the case d > 1 is more difficult, because in this case a system of matrix polynomials {Q j (x)} j≥0 satisfying a recurrence relation of the form (1.4) is not necessarily orthogonal with respect to an inner product induced by a matrix measure. In section 2 we characterize the transition matrices of the form (1.2) such that there exists an integral representation for the corresponding n-step transition probabilities in terms of the matrix measure and corresponding orthogonal matrix polynomials, i.e.,
where P n ij denotes the d × d block of the n-step block tridiagonal transition matrix P n in the position (i, j). In other words, the element in the position (k, l) of P n ij is the probability of going in n steps from state (i, k) to (j, l) and admitting an integral representation. We also derive a sufficient condition such that the spectral (matrix) measure Σ (if it exists) is supported on the interval [−1, 1]. In section 3 we discuss several illustrative examples where this condition is satisfied including some examples from queuing theory. Section 4 continues our more theoretical discussion and some consequences of the integral representation are derived. We present a characterization of recurrence by properties of the blocks of the transition matrix, which generalizes the classical characterization of recurrence of a birth-and-death chain (see Karlin and Taylor (1975) ). Finally, in section 5 we present some applications of our results, which demonstrate the potential of our approach. In particular we derive a very simple necessary condition for positive recurrence of a quasi-birth-and-death process and a new representation of the equilibrium distribution in terms of the random walk measure Σ and the orthogonal polynomials Q j (x).
Random walk matrix polynomials.
of finite signed measures σ ij on the Borel field of the real line R or of an appropriate subset. It will be assumed here that for each Borel set A ⊂ R the matrix Σ(A) = {σ ij (A)} i,j=1,...,d is symmetric and nonnegative definite, i.e., Σ(A) ≥ 0. The moments of the matrix measure Σ are given by the d × d matrices
and only measures for which all relevant moments exist will be considered throughout this paper. Let
The inner product of two matrix polynomials, say, P and Q, is defined by
where Q T (t) denotes the transpose of the matrix Q(t). Sinap and Van Assche (1996) 
are positive definite, it is well known (see, e.g., Marcellán and Sansigre (1993) ) that a matrix measure Σ with moments S j (j ∈ N 0 ) and a corresponding infinite sequence of orthogonal matrix polynomials with respect to dΣ(x) exist. Moreover, these matrix polynomials satisfy a three term recurrence relation.
Let {Q j (x)} j≥0 denote a sequence of matrix polynomials defined by the recurrence relationship (1.4), where the matrices C j (j ∈ N) and A j (j ∈ N 0 ) in (1.2) are assumed to be nonsingular. The following results characterize the existence of a matrix measure Σ such that the polynomials Q j (x) are orthogonal with respect to dΣ(x) in the sense of (2.2).
Theorem 2.1. Assume that the matrices A n (n ∈ N 0 ) and C n (n ∈ N) in the onestep block tridiagonal transition matrix (1.2) are nonsingular. There exists a matrix measure Σ on the real line with positive definite Hankel matrices H 2m (m ∈ N 0 ) such that the polynomials {Q n (x)} n∈N0 defined by (1.4) are orthogonal with respect to the measure dΣ(x) if and only if there exists a sequence of nonsingular matrices {R n } n∈N0 such that the following relations are satisfied:
Proof. Assume that the polynomials {Q n (x)} n∈N0 are orthogonal with respect to the measure dΣ (x) , that is,
where we use the notation F i > 0 for a positive definite matrix F i ∈ R d×d (the fact that the matrix F i is positive definite follows from a straightforward calculation using the assumption that H 2m is positive definite for all m ∈ N 0 ). Define R n = F −1/2 n andQ n (x) = R n Q n (x); then it is easy to see that the polynomials {Q n (x)} n∈N0 are orthonormal with respect to the measure dΣ(x). Therefore it follows from Sinap and Van Assche (1996) that there exist d×d nonsingular matrices {D n } n∈N and symmetric matrices {E n } n∈N0 such that the recurrence relation
is satisfied for all n ∈ N 0 , (Q −1 (x) = 0,Q 0 (x) = R 0 ). On the other hand, we obtain from (1.4) and the representationQ n (x) = R n Q n (x) the recurrence relation
and a comparison of (2.7) and (2.8) yields (2.9) where the matrix E n is symmetric. Now a straightforward calculation gives
This yields by an induction argument
and proves the first part of Theorem 2.1. For the converse assume that the relations in (2.4) are satisfied and consider the polynomialsQ n (x) = R n Q n (x). These polynomials satisfy the recurrence relation (2.8) and from (2.4) it follows that the matrices
by the second assumption in (2.4). Therefore the recurrence relation for the polynomialsQ n (x) is of the form (2.7) and by the discussion following Theorem 3.1 in Sinap and van Assche (1996) these polynomials are orthonormal with respect to a matrix measure dΣ (x) . This also implies the orthogonality of the polynomials Q n (x) = R −1 nQn (x) with respect to the measure dΣ (x) .
Because the polynomials Q n (t) = R
is nonsingular. On the other hand it follows from Dette and Studden (2001) that the left-hand side of (2.10) is equal to the Schur complement, say, S 2n − S − 2n , of S 2n in H 2n . Because the matrix H 2n is positive definite if and only if H 2n−2 and the Schur complement of S 2n in H 2n are positive definite it follows by an induction argument that all Hankel matrices obtained from the moments of the matrix measure Σ are positive definite.
Remark 2.2. Throughout this paper a matrix measure Σ with corresponding orthogonal matrix polynomials Q i (x) is called a random walk matrix measure or spectral measure and the polynomials Q i (x) will be called random walk matrix polynomials if the assumptions of Theorem 2.1 are satisfied. Because the polynomials Q i (x) = R i Q i (x) defined in the proof of Theorem 2.1 are orthonormal with respect to the measure dΣ(x) it follows that
where S 0 is the 0th moment of the matrix measure Σ (see (2.1)). We finally note that the matrices R n in Theorem 2.1 are not unique. If {R n } n∈N0 is a sequence of matrices satisfying (2.4), these relations are also fulfilled for the sequence {R n } n∈N0 = {U n R n } n∈N0 , where U n (n ∈ N 0 ) are arbitrary orthogonal matrices.
Before we present some examples, where the conditions of Theorem 2.1 are satisfied we derive some consequences of the existence of a random walk measure. For
T denote the vector of matrix polynomials defined by the recursive relation (1.4); then it is easy to see that the recurrence relation (1.4) is equivalent to
which gives (by iteration) (2.15) and from the orthogonality of the random walk polynomials we obtain the representation
for the block in the position (i, j) of the n-step block tridiagonal transition matrix P n .
Theorem 2.3. If the assumptions of Theorem 2.1 are satisfied, the block P n ij in the position (i, j) of the n-step block tridiagonal transition matrix P n of the random walk can be represented in the form (2.16), where Σ denotes a random walk measure corresponding to the one-step transition matrix P .
Remark 2.4. Note that the random walk measure is not necessarily uniquely determined by the random walk on the grid C d . However, using the case i = j = 0 in (2.16) it follows for the moments of the random walk measure
where P n 00 is the first block in the n-step transition matrix of the random walk. Therefore the moments of a random walk measure are essentially uniquely determined. In the following we will derive a sufficient condition such that the random walk measure (if it exists) is supported on the interval [−1, 1] . In this case the measure is determined by its moments. 
Proof. Note that the matrix in (2.18) is symmetric (because the assumptions of Theorem 2.1 are satisfied) and that the entries ofP are nonnegative, by the assumptions of the theorem. According to Schur's test (see Halmos and Sunder (1978) , Theorem 5.2) it follows that
if we can find two vectors, say, v, w, with positive components such that
(where the symbol ≤ means here inequality in each component). If v = w = R1 (here 1 denotes the infinite dimensional vector with all elements equal to one), then the representation (2.18) implies that
which shows that (2.19) is indeed satisfied. Now let (2.20) and consider the inner product
From the definition of P and Π j it is easy to see that Π i P ij = P T ji Π j (for all i, j ∈ N 0 ), which implies that P is a selfadjoint operator with respect to the inner product ·, · Π . Moreover, we have for any x
where we used the representation Π = R T R and (2.19). Consequently, P Π ≤ 1, which proves the theorem.
We note that there are many examples where the assumptions of Theorem 2.5 are satisfied and we conjecture, in fact, that a random walk measure is always supported in the interval [−1, 1]. In the case d = 1 this property holds because in this case the assumptions of Theorems 2.1 and 2.5 are obviously satisfied. This was shown before by Karlin and McGregor (1959) , and an alternative proof can be found in Dette and Studden (1997) , Chapter 8.
Our next result gives a relation between the Stieltjes transforms of two random walk measures, say, Σ andΣ, where only the matrices B 0 andB 0 differ in the corresponding one-step block tridiagonal transition matrices P andP . Theorem 2.6. Consider the one-step block tridiagonal transition matrix P in (1.2) and the matrixP 
Proof. Because the matrix R 0B0 R −1 0 is symmetric and the matrices P andP differ only by the element in the first block, the sequence of matrices R 0 , R 1 , . . . can be used to symmetrize the matrices P andP simultaneously (see the proof of Theorem 2.1). Consequently, there exists a random walk measure corresponding to the random walk with one-step block tridiagonal transition matrixP . Let {Q n (x)} n∈N0 denote the system of matrix orthogonal polynomials defined by the recursive relation (1.4) and define {Q n (x)} n∈N0 by the same recursion, where the matrix B 0 has been replaced byB 0 . A straightforward calculation shows that the difference polynomials
also satisfy the recursion (1.4) with initial conditions R 0 (x) = 0, R 1 (x) = A −1 0 (B 0 − B 0 ). In particular, these polynomials are "proportional" to the first associated orthogonal matrix polynomials
Recall from the proof of Theorem 2.1 that the systems {R n Q n (x)R −1 0 } n∈N0 and {R nQn (x)R −1 0 } n∈N0 are orthonormal with respect to the random walk measures
, respectively, and that μ andμ are determinate. Therefore we obtain from Markov's theorem for matrix orthogonal polynomials (see Duran (1996) ) that
n (x) denotes the first associated orthogonal matrix polynomial obtained by the analogue of (2.25) fromQ n (x) and we have used the fact thatQ
n (x) for the third equality (note that this identity is obvious from the definition of P and P in (1.2) and (2.23), respectively).
Remark 2.7. Note that Theorem 2.1 and some of its consequences are derived under the assumption of nonsingular matrices A n and C n . As pointed out by a referee there are several applications in queuing theory where these matrices do not have full rank (see Latouche and Ramaswami (1999) ). In this remark we indicate how the nonsingularity assumptions regarding the matrices C n can be relaxed (note that this covers most of the commonly used queuing models). For this purpose we rewrite the conditions in Theorem 2.1 as
for some sequence of symmetric matrices (E n ) n∈N0 . Note that the conditions (2.28) and (2.29) were derived in the proof of Theorem 2.1 (under the assumptions of Theorem 2.1 they are in fact equivalent to (2.4)). We will now demonstrate that these conditions are in fact sufficient for the proof of the existence of a random walk measure using some spectral theory of selfadjoint operators (see, e.g., Berezanskii (1968) ). In the following we indicate how such a measure can be derived; further details can be found in Berezanskii (1968) , pages 501-607.
For this purpose define
where the matrix valued pseudo inner product is defined by
Note that the space 2 (R d×d ) equipped with the inner product
is a Hilbert space and isometric isomorph to the space 2 (R d ) defined in (2.22). Moreover, the matrix P in (1.2) defines an operator acting on 2 (R d×d ) and 2 (R d ), denoted by P and J, respectively; that is,
Note that (2.28) and (2.29) imply the symmetry conditions
(this follows by an elementary calculation), and recalling the definition of the inner product ·, · Π in (2.21) we obtain
In other words, J is a selfadjoint operator acting on 2 (R d ). Let (E λ ) λ denote the corresponding resolution of the identity (i.e., J = λE λ ); then (E λ ) λ induces a resolution of the identity, say, (E λ ) λ , corresponding to the operator P on 2 (R d×d ) in the following way:
as the jth "unit" vector (here 0 d is the d × d matrix with all entries equal to 0) and the spectral measure by
then it follows by similiar arguments as in Berezanskii (1968) , pages 562-565, that
where δ ij denotes Kronecker's symbol. The same arguments as used in the derivation of Theorem 2.3 now imply
which is the statement of Theorem 2.3. Other results of this paper can be generalized in a similiar way. For example, Theorem 2.5 remains valid if there exists a matrixP with nonnegative entries such thatP R = R T P. The details are omitted for the sake of brevity.
Examples.
In this section we present several examples where the conditions of Theorem 2.1 are satisfied.
Random walks on the integers.
Consider the classical random walk on Z (see, e.g., Feller (1950) ) with one-step up, down, and holding transition probabilities p i , q i , and r i (respectively), where p i + q i + r i ≤ 1, i ∈ Z, where the strict inequality p i + q i + r i < 1 is interpreted as a permanent absorbing state i * , which can be reached from the state i with probability 1 − p i − q i − r i . By the one-to-one mapping ψ :
this process can be interpreted as a process on the grid C 2 , where transitions from the first to the second row are only possible if the process is in state (0, 1). The transition matrix of this process is given by (1.2) with 2 × 2 blocks
It is easy to see that the conditions of Theorem 2.1 are satisfied with the matrices
and consequently, there exists a random walk matrix measure corresponding to this process, say, Σ, which is supported in the interval [−1, 1] (see Theorem 2.5). For the calculation of the Stieltjes transform of this measure we use Theorem 2.6 and obtain
HereΦ is the Stieltjes transform of a random walk measureΣ with transition matrix (1.2), where the matrix B 0 in (3.1) has been replaced bỹ
, and the matrix B 0 −B 0 is given by
Note that the matrixΦ is diagonal and ifΦ + andΦ − denote the corresponding diagonal elements, we obtain from (3.4) the representation
In particular, for the classical random walk (p i = p, q i = q, r i = 0 for all i ∈ Z) we haveΦ
and a straightforward calculation gives the result
which was also obtained by Karlin and McGregor (1959) by a probabilistic argument.
An example from queuing theory.
In a recent paper Dayar and Quessette (2002) considered a system of two independent queues, where queue 1 is an M/M/1 and queue 2 is an M/M/1/d − 1. Both queues have a Poisson arrival process with rate λ i (i = 1, 2) and exponential service distributions with rates μ i (i = 1, 2). It is easy to see that the embedded random walk corresponding to the quasi-birth-anddeath process representing the length of queue 1 (which is unbounded) and the length of queue 2 (which varies between 0, 1, . . . , d − 1) has a one-step transition matrix of the form (1.2), where the blocks B i , A i , and C i are given by (3.8) and
respectively, and γ = λ 1 + λ 2 + μ 1 + μ 2 , λ 1 < μ 1 . A straightforward calculation shows that the assumptions of Theorem 2.1 are satisfied, where the matrices R n are diagonal and given by
It also follows from Theorem 2.5 that the corresponding random walk matrix measure is supported in the interval [−1, 1].
3.3. The simple random walk on the grid. Consider the random walk on the grid C d , where the probabilities of going from state (i, j) to (i, j + 1), (i, j − 1), (i − 1, j), (i + 1, j) are given by u, v, , r, respectively, where u + v + + r = 1. In this case it follows that (3.10) and it is easy to see that the conditions of Theorem 2.1 are satisfied with
It now follows from Theorem 2.5 that the corresponding random walk matrix measure is supported in the interval [−1, 1]. For the identification of the Stieltjes transform of the spectral measure we note that the orthonormal polynomials defined by (2.7) have constant coefficients given by
Therefore it follows from the work of Duran (1999) that the Stieltjes transform of the random walk measure is given by
From the same reference we obtain that the support of the random walk measure is given by the set
It is well known (see Basilevsky (1983) ) that the eigenvalues of the matrix E in (3.11) are given by
with corresponding normalized eigenvectors
Therefore it follows from (3.12) that
. For the calculation of the random walk measure we determine the spectral decomposition of the matrix
The eigenvalues of this matrix are given by
and by the results in Duran (1999) the weight of the matrix measure is given by
where the matrix Λ(x) is defined by
, and the elements of the matrix U = {u j } j, =1,...,d are given by
3.4. Finite state spaces. The assertions of section 2 remain correct for random walks on a finite grid, where the corresponding random walk measure has a finite support. As an example consider a random walk on the finite grid
where the probabilities of going from state (i, j) to (i, j +1), (i, j −1), (i−1, j), (i+1, j) are given by u, v, , and r, respectively, where u + v + + r = 1. Then the transition matrix P is given by the finite dimensional block tridiagonal matrix
, and matrices B i defined by (3.10). A straightforward calculation shows that the corresponding random walk matrix polynomials are given by
where U n (z) denotes the Chebyshev polynomial of the second kind and the matrix A is given by
Moreover, observing the representations
we obtain that the zeros of the polynomials Q N (x) are given by
In particular, it follows for the rate of convergence of the probability of no absorption that
3.5. A random walk on a tree. Consider a graph with d rays which are connected at one point, the origin. On each ray the probability of moving away from the origin is p and moving in one step toward the origin is q, where p + q = 1. From the origin the probability of going to the ith ray is d i > 0 (i = 1, . . . , d) (see Figure 1 , where the case d = 4 is illustrated). It is easy to see that this process corresponds to a random walk on the grid C d with block tridiagonal transition matrix P in (1.2), where
Moreover, this matrix clearly satisfies the assumptions of Theorem 2.1 with
and By an application of Theorem 2.6 and the inversion formula for Stieltjes transforms we obtain for the corresponding random walk measure
where the functions a, b i , e k, , and f k are given by
where e T = (0, . . . , 0, 1, 0, . . . , 0) T denotes the th unit vector in R d . We summarize this observation in the following corollary.
Corollary 4.1. Assume that the conditions of Theorem 2.1 are satisfied for the block tridiagonal transition matrix P in (1.2) corresponding to a random walk on C d and that the corresponding spectral measure is supported in the interval
is recurrent if and only if condition (4.2) is satisfied. Moreover, if the random walk is irreducible it is recurrent if and only if the condition
is satisfied for some j ∈ {1, . . . , d} (in this case it is satisfied for any j ∈ {1, . . . , d}). Proof. Let dτ (x) = e T dΣ(x)S −1 0 e ; then the probability of returning from state (0, ) to (0, ) in k steps is given by
The random walk is positive recurrent if and only if α = lim k→∞ α k exists and is positive. Considering the sequence α 2n it follows by the dominated convergence theorem that this is the case if and only if τ has a jump at x = −1 or x = 1. If τ has no jump at x = 1 we obtain
and consequently τ has no jump at x = −1. Therefore the random walk is positive recurrent if and only if τ has a jump at x = 1. Remark 4.3. For an irreducible random walk with a random walk measure Σ satisfying S 0 = I d the properties of recurrence and positive recurrence are characterized by the diagonal elements of the corresponding random walk measure Σ.
Canonical moments and random walk measures.
In this section we will represent the Stieltjes transform of a random walk matrix measure Σ which is supported in the interval [−1, 1] in terms of its canonical moments, which were recently introduced by Dette and Studden (2001) in the context of matrix measures. We will use this representation to derive a characterization of recurrence of the process in terms of blocks of the matrix P.
Theorem 4.4. The Stieltjes transform of a random walk measure Σ, which is supported in the interval [−1, 1] has the following continued fraction expansions:
where the quantities 
Proof. Let P n (t) denote the nth monic orthogonal polynomial with respect to the matrix measure dΣ(t); then it follows from Dette and Studden (2001) that P n (t) can be calculated recursively as
where P 0 (t) = I d , P −1 (t) = 0, the quantities ζ j ∈ R d×d are defined by ζ 0 = 0,
, and the sequences {U j } and {V j } are the canonical moments of the random walk measure Σ. Note that Dette and Studden (2001) define the canonical moments for matrix measures on the interval [0, 1], but the canonical moments are invariant with respect to transformations of the measure. More precisely, it can be shown that measures related by an affine transformation t → a + (b − a)t (a, b ∈ R, a < b) have the same canonical moments. The results for the corresponding orthogonal polynomials can also easily be extended to matrix measures on the interval [−1, 1]. The quantities
are positive definite (see Dette and Studden (2001) ) and consequently the polynomials
are orthonormal with respect to the measure dΣ (x) . Now a straightforward calculation shows that these polynomials satisfy the recurrence relation
with initial conditions
and coefficients
(note that the matrix Δ 2n = 4Δ 2n−2 ζ 2n−1 ζ 2n is symmetric and therefore the two representations in (4.9) and (4.11) for the matrix A n are in fact identical). If P (1) n (z) denotes the first associated orthogonal polynomial corresponding to P n (z) we obtain from Zygmunt (2002) the representation
Now a straightforward application of (4.9)-(4.11) yields
and an iterative application of the matrix identity
and Markov's theorem (see Duran (1996) ) gives
(note that this transformation is essentially a contraction). This proves the first part of the theorem. For the second part we put z = 1 and use formula (1.3) in Fair (1971) to obtain
where
Now a straightforward induction argument shows that X n+1 = V T n . . . V T 1 and (4.14) reduces to (4.4), which proves the remaining assertion of the theorem.
Our next result generalizes the famous characterization of recurrence in an irreducible birth-and-death chain to the matrix case. 
is infinite (in this case all diagonal elements of this matrix have this property).
Proof. A combination of Corollary 4.1 and Theorem 4.4 shows that the state (0, ) is recurrent if and only if (4.15) where U 1 , U 2 , . . . are the canonical moments of the random walk measure Σ and V j = I d − U j (j ≥ 1). In the following we express the right-hand side in terms of the blocks of the one-step block tridiagonal transition matrix P corresponding to the random walk. For this consider the recurrence relation (1.4) and define T n = Q n (1). Note that the polynomials Q n (t) = A 0 . . . A n−1 Q n (t) are monic and satisfy the recurrence relation
Therefore a comparison with (4.5) yields
Using these representations and the fact that Dette and Studden (2001) , Theorem 2.7) it is easy to see that
and it follows from the same reference that these matrices are nonsingular for all n ∈ N 0 . Therefore we can defineQ (4.17) and it is easy to see that these polynomials satisfy the recurrence relation
Combining (4.16) with (4.19) we obtain A 0 . . .Â n−1BnÂ
and by an induction argument (noting thatÂ n +B n +Ĉ
0 . Finally, we obtain for the left-hand side of (4.15)
, which proves the assertion of the theorem. Remark 4.6. It is interesting to note that the condition in Theorem 4.5 simplifies substantially if all the matrices T i , A i , C i are commuting. In this case an irreducible random walk is recurrent if and only if
Example 4.7. Consider the random walk on the tree introduced in section 3.5. By Corollary 4.1 the state (0, 1) (which corresponds to the origin) is recurrent if and only if
where the function a is defined in section 3.5 and we have used the fact that dΣ(x) = S 0 = (R 
Applications.
In this section we briefly discuss some applications of our approach.
Representations of the invariant measure.
Note that an irreducible quasi-birth-and-death process always has an invariant measure with a matrix product form (see Latouche, Pearce, and Taylor (1998) normalized so that x T e = 1, where e denotes a vector with all entries equal to one. We will now investigate these properties from the viewpoint derived in this paper and suppose that the assumptions of Theorem 2.5 are satisfied for an irreducible aperiodic Using the relations (2.4) it follows by straightforward algebra that the sequence {R j } j∈N0 is in fact a solution of the system (5.2) and (5.3), which yield to the stationary distribution. We finally note that the proof of Theorem 2.1 shows that the matrix Z Therefore, if the random walk would be positive recurrent it follows that d 1 =
