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The Part I of Primer of Statistics in Dental Research covered five topics that are often
mentioned in statistical check list of many peer-review journals [1–3] including (1) statistical
graph, (2) how to deal with outliers, (3) p-value and confidence interval, (4) testing equiva-
lence, and (5) multiplicity Adjustment [4]. The Part II of the series covers another set of
important topics in dental statistics including (1) selecting the proper statistical tests, (2)
repeated measures analysis, (3) epidemiological consideration for causal association, and (4)
analysis of agreement. First, a guide in selecting the proper statistical tests based on the
research question will be laid out in text and with a table so that researchers choose the
univariable statistical test by answering five simple questions. Second, the importance of
utilizing repeated measures analysis will be illustrated. This is a key component of data
analysis as in many dental studies, observations are considered repeated in a single patient
(several teeth are measured in a single patient). Third, concepts of confounding and the use
of regression analysis are explained by going over a famous observational cohort study.
Lastly, the use of proper agreement analysis vs. correlation for study of agreement will be
discussed to avoid a common pitfall in dental research.
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1. Selecting proper statistical tests
A famous British statistician, Douglas Altman said ‘‘Numerous
studies of the medical literature, in both general and specialist
journals, have shown that it is common to use the right
techniques wrongly, misinterpret their results, report their
results selectively, cite the literature selectively, and draw
unjustified conclusions. This is surely a scandal.’’ [5]. Fig. 1
depicts the relationship between NIH research funding for 29
different diseases and disability-adjusted person-years of life
lost due to these illnesses [6]. Pearson’s correlation coefficient
test revealed no statistical significance in the association
between NIH funding and life-years lost due to these illnesses,
whereas Spearman’s correlation coefficient test indicated
‘‘highly’’ significant association. As you see in this example,
choice of statistical tests can greatly influence study finding.
When Pearson correlation was used in this analysis, the
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Fig. 1 – Different statistical tests provide highly different
results.
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efficiently to save people’s lives.
Thus needless to say, selecting a proper statistical test to
address a specific research question is an extremely important
task that should be viewed as an essential skill in biostatistics.
The choice of a statistical test is based on the type of data.
Table 1 summarizes five essential points to select a correct
statistical test. All the researcher has to do is answering each
question in the table from left to right. After all the five
questions are answered, the process will lead you systemati-
cally to the appropriate statistical test.
We can use the Table 2 to find out whether we should be
using Pearson or Spearman in the above example of the NIH
funding (Y dollars) and disability-adjusted person-years of
life (X years). We are interested in evaluating the associa-
tion, thus ‘‘correlation’’ is the answer to Question 1. For
each variable, one observation is collected per disease
(disease is a unit of analysis in this example, typically it is
patient); thus ‘‘data are not repeated or paired’’ is the
answer to Question 2. Outcome variable is NIH funding,Table 1 – Selecting proper statistical tests.
Q1, difference/
correlation
Q2, paired/repeated Q3 and Q4, type o
(normalit
Difference Independent (unpaired) Continuous (normal)
Continuous (non-nor
categorical
Nominal 
Time to event 
Dependent (paired) Continuous (normal)
Continuous (non-nor
categorical
Nominal 
Correlation Continuous (normal)
Continuous (non-nor
Nominal (two levels)
Reproduction with permission from Ref. [7].
Transform outcome variables for normalizing residuals.which is a continuous variable (answer to Question 3), and
the NIH funding variable is skewed (answer to Question 4).
Pearson correlation test works only with normally distrib-
uted data. On the other hand, Spearman’s test is a non-
parametric test which is not influenced by data distribution.
Thus it is obvious that Spearman’s test is the right pick;
thus, we may conclude that NIH has spent money efficiently
to save people’s life. Normality of data can be tested with
statistical tests such as Kolmogorov–Smirnov or Shapiro–
Wilk test; however, caution should be taken because these
tests can be too sensitive with larger size data. For this
reason, I recommend to graphically check normality using
P–P or Q–Q plots.
2. Analysis of repeatedly measured data
One of the points in selecting proper statistical tests is whether
data are repeated or paired. This is called data dependency,f outcome
y)
Q5, no. of
groups
Valid tests
 2 Student’s t-test
>2 One-way ANOVA
mal)/ordered 2 Mann–Whitney U test
>2 Kruskal–Wallis H test
2 Fisher’s exact test
2 Chi-square test
Log-rank test (Kaplan–Meier plot)
 2 Paired t-test
>2 Repeated measured ANOVA
Mixed effect regression
mal)/ordered 2 Wilcoxon signed-rank test
>2 Friedman test
2 McNemar’s test
 Pearson’s correlation (r)
mal)/ordered Spearman’s correlation (rs)
 2 Spearman/Kappa (agreement)
Table 2 – Questions to be answered for selecting a proper statistical test.
Question 1. Are you comparing difference between groups, or assessing correlation between two continuous variables?
Question 2. Are data repeated, or paired? Are data measured more than once per subject?
Question 3. What is the type of outcome variables? (e.g. continuous, binary, ordinal, categorical (variables))
Question 4. For a continuous outcome variable, is the outcome variable normally distributed?
Question 5. How many groups are compared?
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specific variable per patient. The most common example in
dental research that can be given is a scenario where data for a
specific variable are measured for several teeth for the same
patient.
Teeth from a single patient are called ‘‘correlated,
clustered, paired, related, or dependent’’. The construct of
the data as ‘‘correlated’’ or ‘‘not correlated’’ has great
influence on the p-value derived from the statistical test
because observations measured within a patient (teeth from a
single patient) are correlated, whereas observations measured
between patients are not (teeth among different patients).
Thus we must select a proper statistical test which can
consider which observations are related and which are not. In
order to consider the difference in within-patient and
between-patients correlation, we use the statistical test called
‘‘repeated measures analysis’’, which often increases statisti-
cal power to detect statistical significance (please see the
section on agreement for more descriptions on within- and
between-patient correlation). In many situations, dental data
are correlated; thus, there is a good potential to improve
statistical practices in dental research by incorporating
repeated measures analysis.
The following mathematical exercise is to illustrate why p-
value (i.e., probability) for a test is greatly influenced by a
cluster of data.
Question: What is the probability where both researchers A
and B travel to the United States from Japan next month?
Each researcher has 10% chance to travel to the US next
month.
Possible answer A: It is 10%  10% = 1% because each has
a probability of 10%.
Possible answer B: It is 20%, because in fact both research-
ers are married; thus if one goes to the US, the other will go
along. They each have 10% chance of going to the US next
month; thus
10%  100% + 10%  100% = 20%
The answer A assumed that both researchers are not related,
thus one going to the US next month does not affect other’s
going to the US. On the other hand in situation B, the proba-
bility is greatly affected because the two researchers are
related.
Let us consider another example in which we are collecting
data from each tooth from multiple patients. We assume that
teeth within a single patient are similar to each other (if one
tooth has a cavity, the chance of other teeth within the same
patient having a cavity is high); on the other hand, dental
condition is not related between patients (i.e., if you are sittingin a waiting room of a dentistry, you do not have to worry
about catching ‘‘cavity’’ from the person sitting next to you).
Imagine that we are conducting a study comparing the
outcome of 100 teeth treated with drug A and another 100
teeth treated with drug B. Consider the following three
scenarios:
Scenario 1. 100 teeth are from 100 different patients (1
tooth per patient), for both drugs A and B. Of these, 20
patients with drug A and 10 patients with drug B have
cavity.
Scenario 2. 100 teeth are from 10 patients (10 teeth per
patient) who are treated with either drug A or drug B, and
all 10 patients with drug A had 2 teeth with cavity, and all
10 patients with drug B had 1 tooth with cavity.
Scenario 3. 100 teeth are from 10 patients (10 teeth per
patient) who are treated with either drug A or drug B, and
2 patients with drug A had all 10 teeth with cavity, and 1
patient with drug B had all 10 teeth with cavity (the other
9 patients did not have any cavity).
In Scenario 1, the teeth are not related as they come from
different patients; thus the p-value comparing the drugs A and
B was derived using Student’s t-test. For Scenarios 2 and 3,
mixed effect regression model was used because this is a
common repeated measures analysis, as the model is able
to consider that probability of decay varies between patients,
and within patient. In all scenarios, the percent of cavities per
group is the same (20% vs. 10%), although surprisingly, the p-
value for comparison of the two proportions varies dramati-
cally: p = 0.052 for Scenario 1, p < 0.00000001 for Scenario 2,
and p = 0.54 for Scenario 3. This simple exercise provides us
with an important lesson on why we should not ignore data
clustering in data analysis.
Another common application of data clustering may be
given in a study involving the outcome of dental procedures
where multiple procedures are performed by the same dentist.
The more variations we find in the quality of dental
procedures among dentists, the greater the necessity to
conduct repeated measures analysis. The importance of using
repeated measures analysis in a dental research cannot be
stressed enough in conducting research.
3. Multivariable analysis for adjustment of
confounders
In many dental research involving data from humans,
especially in observational research where no randomization
assures balancing in comparison groups, studies often
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confounding in general suffer because we cannot assess the
true effect of study exposure (e.g., new drug) as we do not
know if the observed difference is due to the effect of the new
drug or due to confounding which occurs often when
imbalance between the comparison groups exists. This can
cause a fatal flaw in statistical inference. The most commonly
used method of controlling for confounding is to use the
statistical tool of multivariable regression analysis. Next, a
famous aspirin study which nicely explains the issue of the
bias (called confounding) and the impact of multivariable
analysis will be discussed.
In a prospective cohort study assessing the effect of aspirin
among patients with high cardiac risk, approximately 2000
patients using aspirin and 4000 patients who were not using
aspirin were followed for average 3 years, and their mortality
was compared. In the study, 4.5% of patients died in both the
aspirin and no aspirin groups resulting in Hazard Ratios (HR)
quantifying the risk of death by aspirin as 1, with p-value = 0.5
[8]. Based on this finding, should our conclusion be that aspirin
is not effective, and therefore we should not use it? If this were
a randomized controlled study, we would have an easier time
in accepting this conclusion; however, this is an observational
study. In observational study, we have no guarantee that two
comparison groups are similar due to factors related to the
study exposure (i.e., people who are taking aspirin may be
sicker); thus we always need to ask ourselves a question, ‘‘who
were included in this study, and was the comparison fair?’’
Among 2000 patients with aspirin, the mean age was 62 years,
77% were men, and 70% had a history of coronary artery
disease (CAD). On the other hand, among 4000 non-aspirin
users, the mean age was 56 years, 56% were men, and only 20%
patients had a history of CAD. Do these numbers affect our
conclusion on aspirin effectiveness?
Indications for aspirin use: As we suspected, it is obvious that
the patients who used aspirin had a reason to use aspirin, which
means that they are a much sicker cohort than the non-aspirin
users. Even though HR of 1 indicates no difference in mortality,
we may still hold a hope on the effect of aspirin. We now know
that the failure to observe efficacy of aspirin may be due to the
fact that aspirin helped to improve prognosis among patients
who are sicker than non-aspirin users. Without the effective-
ness of aspirin, HR could be greater than 1. A phenomenon like
this where the effect of interest, in this case aspirin, is masked
because its effect is mixed with other factors (i.e., aspirin group
is much sicker) is called ‘‘confounding’’.
In this case, a multivariable Cox proportional hazard
regression model could be used to correctly assess the effect
of aspirin while adjusting for potential confounding such as
the observed difference in age, gender and past history of CAD.
In this study, when HR was adjusted for these confounding
variables, it became HRadjusted = 0.53 with p = 0.002, providing
grounds to suggest that aspirin reduced the morality by 47%
compared with that in patients without aspirin. Regression
adjustment enables us to assess the true effect of interest (i.e.,
treatment) after ‘‘removing’’ the effect caused by other factors.
When the past history of CAD was included in the model, the
amount of death caused by the excess number of CAD in the
aspirin group was removed in assessing the effect of aspirin;
therefore, we can view that 47% risk reduction is estimated ifwe compare two patients with the same age, gender, and past
history of CAD. The HRadjusted = 0.53 is often viewed as the effect
of aspirin independent of age, gender and past history of CAD.
Unadjusted analysis could lead to a biased conclusion in
research. Results from an adjusted analysis are less biased
when used properly and more generalizable as confounding
due to selection of a study cohort is controlled, improving
reproducibility. On these bases, some journals recommend
the authors to report results from unadjusted analysis only
when data are from a randomized trial {http://annals.org/
public/authorsinfo.aspx, #30} [5].
4. Epidemiological consideration for causal
association
British Dental Journal’s (BDJ) statistical checklist stated that
‘‘Statistical significance alone is not sufficient evidence for
causation. Especially in observational studies, researchers
need to carefully evaluate quality of the study based on their
non-statistical aspects such as study design to protect against
numerous sources of bias’’. In the section of Multivariable
analysis and adjustment for confounding, we emphasized the
importance of dealing with a confounding bias, as such
epidemiological concept is greatly necessary when we
conduct studies involving humans. Confounding bias can be
fixed at a stage of data analysis by using a proper statistical
analysis. Yet, there are many sources of biases which we
cannot fix even with a statistical tool. Numerous papers are
often rejected because their bias issues are not fixable once
data are collected.
Shortly after I came to the United States, I was told by an
urologist that a diet that includes eating raw fish on a regular
basis will cause stomach cancer. A great number of Japanese
eat raw fish regularly as part of their diet and it is well known
that Japanese people are at high risk of stomach cancer
compared with those in other countries [9].
This potential misconception could be made if it was
concluded based on two separate observations: (1) a great
number of Japanese eat raw fish regularly as part of their diet,
and (2) it is well known that Japanese people are at high risk of
stomach cancer compared with those in other countries [9].
Combining results from multiple studies may be useful to
generate a study hypothesis; yet, it is not sufficient to provide a
confirmatory evidence because we do not know whether a
person who eats raw fish has an increased risk for developing
stomach cancer. This is an example of ecological fallacy
concept: the two study populations are separated, thus we
cannot link the two episodes.
Ecological fallacy can be further illustrated using a trivial
example of ‘‘Ices-cream sales kill people by shark attack’’. This
obvious misconception could have occurred as the conclusion
was made based on two separate sources of information: (1)
ice-cream consumption increases during summer and (2) a
greater number of people are attacked by shark as more people
swim in the ocean in summer. Again, we do not know if a
person who eats ice cream has an increased risk of being
attacked by a shark.
If we want to prove that eating raw fish causes stomach
cancer, we need to conduct an epidemiological study which
Fig. 2 – Illustration of difference between agreement and correlation.
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clinical trial randomizing people to raw fish diet vs. no raw fish
diet, and compare their rate of stomach cancer after several
years of follow-up. Observational studies tend to suffer from
several biases because randomization is not possible. There
are mainly three types of biases: (1) selection bias, (2)
information bias and (3) confounding. Selection bias and
information bias are important concepts as they cannot be
corrected at the stage of statistical analysis.
4.1. Selection bias
Selection bias can occur when patient entry or participation
into a study is related to exposure (or outcome) of interest.
Consider conducting a survey which asks people if they have a
stomach cancer, and also ask if they eat raw fish. People who
participate in the survey may be those who are more aware of
healthy eating habits because they have a family history of
cancers and, as a result, eat raw fish more frequently than
others. Even when there is no association between raw fish
eating and stomach cancer, under existence of selection bias,
data may reveal that raw fish eating increases stomach cancer.
4.2. Information bias
Information bias can occur when misclassification of exposure
(or outcome) category leads to a distortion in statistical analysis.
An example of ‘‘information bias’’ may be from a case–control
study comparing rate of raw fish eating between people with
stomach cancer, and people without any form of cancer.
Raw fish again may appear to cause stomach cancer if
people with cancer remember their eating behavior much
better than those without cancer even when they are
absolutely unrelated.
4.3. Confounding bias
We reviewed confounding in the previous section. In an
example of raw fish vs. stomach cancer, confounding may
occur when more people who eat raw fish eat vegetables, and
vegetable is protective against stomach cancer. In this study,
raw fish may appear being protective against stomach cancer
even when it has no effect.Among the three types of biases, as we stated earlier
confounding can be mended in data analysis assuming
researchers have collected all important confounding vari-
ables, but selection bias and information bias cannot be fixed
with any statistical tool. Studies which suffer these unable-to-
fix biases may be instantaneously rejected in a review process;
therefore, researchers need to be aware of these biases and
consider them carefully when they design a study.
5. Analysis of agreement
Analysis of agreement cannot be assessed with a correlation
analysis such as Pearson or Spearman correlation. For
example, in a study assessing agreement between two
methods (CT scan vs. actual measurement) of measuring a
distance between two points on skulls, even when CT scan
mistakenly adds 5 mm to actual measures by error (i.e., two
measures are always different by 5 mm), Pearson or Spearman
correlation coefficient will be 1 with p-value very close to zero,
indicating a perfect correlation (Fig. 2). How can we claim a
perfect agreement when CT scan and the direct measurement
are in fact always off by 5 mm? p-Value does not make sense to
show agreement, because p < 0.05 only indicates that there is
an association between two methods of measurement. This
means that a non-significant p-value of correlation indicates
that two measures may be unrelated as they are measured on
two different patients.
Another example can be given in a study comparing
agreement on some disease diagnosis made by two dentists. p-
Value indicates whether a diagnosis (disease vs. non-disease)
made by doctor A is related to that of doctor B. If there is no
association, this could raise a huge concern on the quality of
practice by either doctor or both because no association means
that the two diagnoses are different as they were made on two
different patients. This is another point why p-value should
not be used when we assess agreement.
5.1. Intra-class correlation
In the previous example of comparing methods of measuring
a distance between two points on skulls, the analysis involved
two continuous variables; a proper choice of analysis of
Between-paent
var iaon
Within-paent 
var iaon
Actual 
Measure
Paent 1
ICC = 
Betwee n paent 
var iaon 
Within
Paent
Var iaon 
Between
Paent
Var iaon
+
CT
Scan 
Paent 2
Paent 3
Paent 4
• High agreement = With in paent var iaon  <<  Between  Paent  var iaon
• Low agreement = Within paent  var iaon >>  Be tween  Paent  var iaon
Fig. 3 – Intra-class correlation coefficient (ICC).
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computation consists of two sources of data variations: (1)
between-patients variation and (2) within-patient variations.
For example, difference between the two measurements (CT
scan vs. actual measurement) within a patient can be referred
as within-patient variation, whereas between-patients varia-
tion indicates variation in data among multiple patients. ICC is
quantified as a proportion of between-patients variation of the
total variation that is a sum of between- and within-patient
variations. High ICC corresponds with a much larger within-
patient variation relative to between-patients variation (Fig. 3).
In a case of complete agreement between two measures,
within-patient variation becomes zero; thus total variation only
reflects between-patients variation, providing ICC of 100%.
5.2. 95% confidence interval of within-patient difference
Another useful measure of agreement between two continuous
variables may be given with 95% confidence interval for the
mean of within-patient difference. We need to keep in mind
that we use the confidence interval over a p-value for inference
as what we learned in the section on Testing Equivalence in Part
I [4]. We claim that there is an ‘‘agreement’’ in a similar manner
in which we claim ‘‘equivalence’’. In the paper by Periaho et al.,
a linear distance between two points (Na–ANS) on skulls, mean
difference between measures obtained by three-dimentional
CT scan, and actual measures on skulls was 0.83 mm and its
95% CI was (0.55 mm, 1.1 mm). The authors mistakenly judged
that two measures do not agree, because of p-value <0.05. Based
on the statistical principle of agreement assessment, the 95% CI
falls within plus or minus 2 mm, which is smaller than the pre-
determined margin of agreement, thus there was a good
agreement between the two methods of measuring the linear
distance between Na and ANS.
When the analysis involves two binary variables, Cohen’s
Kappa coefficient (k) is often used to measure agreement
between the two variables {Cohen, 1996 #33}. k is generally
thought to be a more robust measure than simple percent
agreement calculation since k takes into account the agreement
occurring by chance. The equation for Cohen’s Kappa is given as
k ¼ PrðoÞ  PrðeÞ
1  PrðeÞ
where Pr(o) is the relative observed agreement between two
methods of measurement, and Pr(e) is the expected probability
of chance agreement {Cohen, 1996 #33}.Kappa provides a more robust measure of agreement than
simple percent of agreement because it takes into account the
agreement that happens by chance alone. For example, when
we know there is 90% chance of rain every day in June based on
the weather forecast given at the beginning of the month, we
may easily predict the weather of the next day for the whole
month of June without even looking at the sky. If one made a
prediction of rain every single day in June, the percent
agreement can be as high as 90% as it was predicted by the
forecast at the beginning of June, but Kappa coefficient will be
zero. In the above formula, both Pr(o) and Pr(e) becomes 90%,
and then Kappa, k = (0.9  0.9)/(1  0.9) = 0.
A guideline indicates that Kappa > 0.75 may indicate
excellent agreement; 0.4–0.75 can be referred to as good
agreement, and less than 0.4 may be viewed as marginal
agreement [10].
6. Conclusions
Among the many points mentioned in this paper, take-home
points that are described in the part I and II of this article [4]
will summarize the important concepts as follows:
Selecting proper statistical tests
 Improper use of statistical test can cause a great impact on a
study result.
 It is essential to be familiar with a strategy of selecting
proper statistical tests.
Analysis of repeatedly measured data
 p-Value computation can be largely affected by observations
which are correlated to each other. Thus a proper statistical
test must be used with a model which is capable of
considering data correlation.
Multivariable analysis for adjustment of confounders
 For observational studies, where no randomization provides
a balance between comparison groups, results must rely on
multivariable analysis with proper adjustment for potential
confounding.
Non-statistical consideration for causal association
 Proper evidence can never be achieved with a poorly
designed research study; always consider many sources of
bias which can mend critical bias which statistical analysis
cannot provide a remedy for.
Analysis of agreement
 Do not use p-value when agreement is being assessed.
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ment between two or more continuous variables.
 Use 95% CI for mean within-patient difference to assess
agreement between two continuous variables.
 Use Cohen’s Kappa coefficient to assess agreement between
two binary variables.
 Cohen’s Kappa removes the amount of agreement achieved
by chance alone.
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