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A B S T R A C T
Among the thin-film solar cells, the maximum efficiencies are achieved by de-
vices that use Cu(In,Ga)Se2 as absorber [1]. However, this fact should not mask
that there is room for improvement, if we could mitigate the main sources of
efficiency loss in this solar cell type, which are induced by lattice defects [2].
Therefore, a more complete picture of the nature of defects in Cu(In,Ga)Se2-
based solar cells would help to improve the growth process in such way that
detrimental defects are avoided and the efficiency increased. In order to achieve
this goal, first-principles calculations provide valuable insights that complement
experimental studies and can also be used as predictive tools. These calculations
have been and continue to be succesfully used for the case of point and planar
defects in Cu(In,Ga)Se2-based solar cells [3–10].
However, a defect type that has been studied to a lesser extent are lattice dislo-
cations. The aim of this thesis is to carry out a complete study of the structural
and electronic properties of Frank partials and perfect dislocations in CuInSe2
and CuGaSe2. Results from this study allow us to solve, at least partially, the
puzzle of Cu(In,Ga)Se2-based solar cells which exhibit decent efficiencies and
at the same time have a very high dislocation density [9, 11–13]. Specifically,
in the case of Frank partials our results suggest that these cores prefer to be
non-stoichiometric and, as a consequence, are expected to be highly detrimen-
tal. Therefore, this defect type should not be present in a fully grown and
highly efficient device. Furthermore, we relate the beneficial effect of the Cu-
rich stage of the three-stage co-evaporation process used to deposit the absorber
in high-efficiency devices with the disappearance of these loops. In the case of
stoichiometric perfect dislocations, our results show that their electrical activity
is related to the presence of cation-cation or anion-anion "wrong" bonds in the
cores. Moreover, we found that cation-rich α-cores are active in the Cu(In,Ga)Se2
semiconductor alloy, whereas the anion-rich β-cores are not. These results, along
with the study of sodium segregation tendency into the electrically active cores,
are put in perspective with respect to the experimental findings and structural
models available in literature.
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Z U S A M M E N FA S S U N G
Bei Dünnschichtsolarzellen werden die maximalen Effizienzwerte von Geräten
erreicht, die Cu(In,Ga)Se2 als Absorber verwenden [1]. Diese Tatsache sollte je-
doch nicht darüber hinwegtäuschen, dass es hier immer noch Verbesserungspo-
tential gibt. Die Hauptquellen für Effizienzverluste in diesem Solarzellentyp
werden durch Gitterdefekte erzeugt. Daher würde ein vollständigeres Verständ-
nis dieser Defektart in Cu(In,Ga)Se2-basierten Solarzellen helfen, den Wachs-
tumsprozess so zu verbessern, dass schädliche Defekte vermieden und die Ef-
fizienz gesteigert wird. Um dieses Ziel zu erreichen, liefern First-Principles-
Berechnungen wertvolle Erkenntnisse, die experimentelle Studien ergänzen und
auch als prädiktive Werkzeuge genutzt werden können. Diese Berechnungen
wurden und werden erfolgreich für den Fall von Punkt- und Planardefekten in
Cu(In,Ga)Se2-basierten Solarzellen durchgeführt [3–10].
Ein Defekttyp, der bis jetzt in geringerem Maße untersucht wurde, sind je-
doch Gitterversetzungen. Das Ziel dieser Arbeit ist es, eine vollständige Studie
über die strukturellen und elektronischen Eigenschaften von Frank Partialverset-
zungen und perfekten Versetzungen in CuInSe2 und CuGaSe2 durchzuführen.
Die Ergebnisse dieser Studie erlauben es uns, zumindest teilweise, das Rätsel
zu lösen, warum Cu(In,Ga)Se2-basierten Solarzellen mit einer sehr hohen Verse-
tungsdichte trotzdem einen guten Wirkungsgrad aufweisen können [9, 11–13].
Insbesondere im Falle von Frank Partialversetzungen deuten unsere Ergebnisse
darauf hin, dass diese Kerne eine nicht-stöchiometrische Konfiguration bevorzu-
gen und daher hochgradig schädlich sind. Deshalb sollte dieser Fehlertyp am
Ende des Herstellungsprozesses nicht vorhanden sein um ein hocheffizienten
Solarzelle zu erzeugen. Wir konnten den positiven Effekt der Cu-reichen Stufe
des dreistufigen Co-Verdampfungsprozesses, mit dem der Absorber in hochef-
fizienten Geräten abgeschieden wird, mit dem Verschwinden dieser Partialver-
setzungen verknüpfen. Im Falle von stöchiometrischen perfekten Versetzungen
zeigen unsere Resultate, dass deren elektrische Aktivität mit dem Vorhanden-
sein von Kationen-Kationen oder Anionen-Anionen "falschen" Bindungen in den
Kernen zusammenhängt. Außerdem haben wir herausgefunden, dass kationen-
reiche α-Kerne in Cu(In,Ga)Se2 Halbleitern elektrisch aktiv sind, während die
anionreichen β-Kerne es nicht sind. Diese Ergebnisse, zusammen mit unserer
Untersuchung der Tendenz zur Natriumanreicherung in den elektrisch aktiven
Kernen, werden in Bezug zu experimentellen Befunden und Strukturmodelle in
der Literatur gesetzt.
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M O T I VAT I O N
Supported by the majority of countries, the Paris agreement targets to cut green-
house gas emissions in a way that keep us from the 2◦C temperature rise
limit [14, 15]. In order to achieve this goal, our economy and energy produc-
tion technologies must become low-carbon ones. Renewable energy sources are
the natural answer to this challenge. However, they should not be used naively
as pointed out by Axel Kleidon in his excellent treatise on the thermodynamics
of the earth [16]. He remarks that although the raw energy delivered by the
sun at the upper atmosphere of the earth is 104 times the global energy needs
(approximately 17 TW), this ratio is very different when we analyze the energy
component available to do useful work, refered to as usable energy. For example,
when analyzing the raw energy consumption, the metabolism of all mankind
is usually regarded as minimal. Nevertheless, when analyzed in terms of us-
able energies, human metabolism and oceanic circulation dissipate a comparable
amount of energy [16]. This fact reveals the real size of the global energy needs,
which are 10-100 times larger than our metabolic needs. As Kleidon points out,
if we were to obtain such huge amount of energy from wind turbines, we would
take away more or less half the of the energy available in winds [16]. Such hy-
pothetical situation would imply a danger analogous to the one created by our
careless use of fossil fuels.
Having this in mind and based on the thermodynamic limits of the different
renewable energy sources available, it has been concluded that direct conversion
of solar radiation is by far the greatest and most secure alternative to achieve a
low-carbon economy [16–18]. Such direct conversion can be achieved by means
of solar cells, which in the case of single junction devices can reach a theoreti-
cal maximum efficiency of around 33%, as predicted by Shockley and Queisser
based on a detailed balance analysis [19]. Nevertheless, due to imperfections
in their constitutive materials and flaws in their design, efficiencies of real solar
cells are always below this value. Furthermore, despite the progress that has
been made in the development of these devices, transferring record efficiencies
achieved in laboratories into mass production at a cost competitive to fossil fuels
remains a challenge.
One approach to reduce the production cost of solar cell production is to use
thin-films, which imply a large reduction in the amount of material and energy
needed for device fabrication [20, 21]. In this thesis, we focus on the specific case
of thin-film solar cells with Cu(In,Ga)Se2 as absorber layer, which currently ex-
hibit a maximum efficiency of 22.6% [1]. This value is still far from the Shockley-
Queisser limit but represents the highest among thin-film solar cells [22]. When
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compared with other semiconductor materials used as absorbers in solar cells,
Cu(In,Ga)Se2 stands out due to its great tolerance to variations in stoichiome-
try [20], very high optical absorption coefficient [23] and due to the fact that the
polycrystalline Cu(In,Ga)Se2 tends to outperform its single crystalline counter-
part [24]. Nevertheless, despite all these remarkable traits, there is room for per-
formance improvement. Any futher increment in the efficiency of Cu(In,Ga)Se2
based solar cells would lower its cost and consequently help to establish photo-
voltaics as a real challenger to fossil fuels.
The main sources of efficiency loss in this solar cell type are non-radiative re-
combination and fluctuations in the electrostatic potential, both induced by the
presence of defects like point defects, dislocations and grain boundaries in the ab-
sorber layer [2, 9, 10]. Therefore, avoiding detrimental defects when fabricating
the device should improve the maximum efficiency possible. However, whether
a specific defect is harmful or not (there can even be beneficial ones) in a given
material cannot be known a priori. Naturally, experiments can shed light on
the subject, but defect identification and characterization is usually difficult and
frequently complex setups are needed. For Cu(In,Ga)Se2 based absorbers these
drawbacks in the experimental studies of defects are enhanced due to the intrin-
sic complexity of a quaternary semiconductor. However, during the last decades
first-principles calculations have reached the power and accuracy needed to com-
plement experimental studies and are now reliable enough to be used as predic-
tive tools [25–27]. In the case of Cu(In,Ga)Se2, both experiments and simulations
have been extensively used to reveal the properties of point defects and grain
boundaries present in this material (a more detailed description of the knowl-
edge gain with respect with these two defect types will be presented in sec-
tion 1.3 of this thesis). However, despite their intriguing properties, very little is
known about dislocations in Cu(In,Ga)Se2. In contrast to what has been reported
for other semiconductor materials, such as GaN, dislocations in Cu(In,Ga)Se2 ap-
pear to be harmless. Transmission electron microscopy experiments have shown
significant dislocation densities up to 1011 cm−2 in Cu(In,Ga)Se2 based devices,
which at the same time show power-conversion efficiencies of more than 15%
[13, 28]. This experimental result suggests that lattice dislocations in CIGSe-
based absorbers are intrinsically inactive or passivated by the segregation of
point defects. It is the aim of the present thesis to reveal the physical origin
of these observations by means of first-principles calculations of the structural
and electronic properties of dislocations in Cu(In,Ga)Se2 and to fill a gap in our
current understanding of the physical properties of defects in Cu(In,Ga)Se2 ab-
sorbers. Since, as mentioned before, defect related issues represent the biggest
efficiency loss in Cu(In,Ga)Se2 based devices, we hope that a more complete pic-
ture of their nature will help to improve the growth process in such way that
detrimental defects are avoided and the efficiency is increased.
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Part I
I N T R O D U C T I O N

The following part introduces the basics of Cu(In,Ga)Se2 solar cells. It in-
cludes a brief review of the role of point and planar defects in this material
and finishes with a detailed and up-to-date account of the available knowl-
edge on the topic of this thesis, the characteristics of lattice dislocations in
Cu(In,Ga)Se2.
1
C u ( I n , G a ) S e 2 B A S E D T H I N - F I L M S O L A R C E L L S
1.1 introduction
Semiconductor solar cells are solid-state devices with the ability to transform
light into electricity by means of a quantum process, namely the photovoltaic
effect [17, 18, 29, 30]. In this chapter, we present a brief introduction to the
structure, properties and limitations of one of the most succesful types of pho-
tovoltaic devices available today: Cu(In,Ga)Se2 thin-film solar cells. We start by
discussing the stacking sequence and growth method of such highly efficient de-
vices, followed by a section focused on the properties of point defects and planar
defects in this material. Finally, we present a review of the current understand-
ing of dislocations in the chalcopyrite structure of Cu(In,Ga)Se2 and its parent
compounds. At the end of the chapter, the open questions addressed by this
thesis are presented.
By no means this short chapter attempts to be a comprehensive treatise on a
complex topic like the physics of Cu(In,Ga)Se2 based solar cells. For detailed dis-
cussions on the matter we recommend the books by Scheer and Schock [23] and
by Kodigala [24]. A complete overview of the development status of the currently
available commercial technologies and a short discussion on third-generation
concepts can be found in the book edited by Conibeer and Willoughby [31].
Readers unfamiliar with the basic theory of solar cells and dislocations are
referred to Appendix A and B, respectively. In the former, we present a brief
introduction to the working principle of semiconductor solar cells along with
the physical origin of their efficiency limits. In the latter, we review the concept
of crystal dislocations in materials, with special attention to the case of semicon-
ductors, and we introduce the different types of dislocations.
1.2 basics and limitations of cu(in,ga)se2 based thin-film solar
cells
Thin-film solar cells with Cu-based absorber materials have been investigated
since the 1950s. Back then Cu2S and not CuInSe2 or Cu(In,Ga)Se2 was used as
absorber [32, 33]. In the beginning of the 1970s, S. Wagner and collegues used
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Figure 1.: Typical structure of a Cu(In,Ga)Se2 based thin-film solar cell (a) and band
diagram of such a device (b) (From Ref. [38], ©WILEY-VCH Verlag GmbH & Co.
KGaA)
p-type CuInSe2 in a photodetector for GaAs lasers [34, 35]. Only after measur-
ing the quantum efficiency spectrum of such device they realized that it could
be used as a solar cell [36]. After a deeper characterization of the new cell and
a few experiments where its voltage-current behavior was improved, conversion
efficiencies of 12% were reported [37]. Based on the large tolerance to varia-
tions in stoichiometry [20] and the very high optical absorption coefficient [23]
of CuInSe2, it was clear that there was room for improvement. Furthermore,
when Ga atoms are included such that the ratio of [Ga]/([Ga]+[In]) is around
0.2, the Cu(In,Ga)Se2 alloy has a bandgap of 1.15eV which is very close to the
optimum value (see Appendix A). These features, along with improvements in
the design of the device, have allowed thin-film solar cells with Cu(In,Ga)Se2 as
absorber to reach laboratory efficiencies of 22.6% [1].
1.2.1 Structure and band diagram of the heterojunction
The typical structure of a Cu(In,Ga)Se2 based thin-film solar cell is shown in Fig-
ure 1a. A soda-lime glass is used as substrate and the stacking sequence starts
with a Mo layer which serves as back contact. Within this configuration, as de-
position happens, sodium diffuses from the glass through the Mo layer into the
growing absorber material. The presence of sodium in the absorber resulting
from this process plays a primary role in the device quality, i.e. its incorporation
is associated to a higher conductivity [4, 23, 39, 40]. Nevertheless, the origin
of these beneficial effects is still under debate. A short survey on the most ac-
cepted explanations can be found in Chapter 6. The next layer is the Cu-poor
grown Cu(In,Ga)Se2 absorber, which is a p-type semiconductor [21, 23, 41]. Ex-
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Figure 2.: Depiction of the deposition of the Cu(In,Ga)Se2 absorbers by co-evaporation
on a heated substrate (a) and detailed deposition rates and substrates tempera-
tures used in the three-stage process (b). (Figure on the left was adapted from
Ref. [21], ©2011 with permission from Elsevier, and the one in the right from
Ref. [31], ©2014 John Wiley & Sons, Ltd)
periments have shown that a thin MoSe2 layer is formed at the Mo/Cu(In,Ga)Se2
interface [23, 42]. Such thin layer has been proposed as explanation of why the
contact across the Mo/Cu(In,Ga)Se2 is quasi-ohmic [43]. After the absorber, an
n-type CdS buffer layer is deposited by means of a chemical bath, followed by a
nominally intrinsic i-ZnO layer and a heavily doped ZnO:Al window layer. The
last two layers are sputtered on top of the CdS buffer. As we can see from this
stacking sequence, p-type and n-type layers in Cu(In,Ga)Se2 based thin-film solar
cell are not based on the same material, hence the name heterojunction.
In Figure 1b we show the band diagram of this device. The most relevant
detail we can grasp from such diagram is the existence of band offsets and dis-
continuities at the different interfaces present in the device. Futhermore, from
this diagram we can also get some insight on the not yet fully understood role
of the CdS buffer layer and the relevance of the i-ZnO. Being only 50 nm thick,
the buffer layer cannot complete the heterojunction by itself. However, the align-
ment of the conduction band (CB) in both the CdS/Cu(In,Ga)Se2 and i-ZnO/CdS
interfaces is almost flat [44, 45]. This behavior guarantees barrier-free electron
transport and that interface recombination is not enhanced.
1.2.2 Deposition method for the absorber
Devices with highest efficiencies use Cu(In,Ga)Se2 absorbers with a Ga/(Ga+In)
ratio between 20-30% prepared by a state-of-the-art three-stage co-evaporation
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process [21, 23]. This deposition technique was introduced in 1994 [46] and it
is based on the previously used "Boeing" two-stage process [47]. In Figure 3(a)
we can see a simplified depiction of the co-evaporation process used to grow the
Cu(In,Ga)Se2 absorbers. As shown there, Cu, In, Ga and Se are evaporated from
elemental sources into a high-vacuum chamber where they are deposited onto a
heated substrate. Specifically, the three-stage co-evaporation process starts with
the deposition of In, Ga and Se at relative low temperature of about 300◦C. Then,
the substrate temperature is increased and Cu is evaporated together with Se
until a Cu-rich compound is reached. This second stage is needed to achieve
good crystallization with resulting larger and less defective grains [21, 31, 48–50].
Such beneficial effect has been associated to the presence of a CuxSe phase, which
forms a quasi-liquid surface layer that enhances mass transport and thus grain
growth as it induces a liquid-solid growth mechanism [23]. In the third and
final stage of the process, In, Ga and Se are deposited to ensure an overall In-
rich composition. Such evaporation sequence combines large grains associated
to the Cu-rich stage with the advantageous electronic properties of the In-rich
(Cu-poor) structure [21, 31].
One drawback of this method is that the evaporation rates from each source
are difficult to control and reproducibility issues are to be expected [21, 51]. At
the industrial scale, an in-line process like the one depicted in Figure 3 is pre-
ferred [21, 51]. As we can see there, the substrate is exposed to elemental fluxes
of various compositions while it moves. The process is designed such that the
absorber is Cu-rich in the first part and Cu-poor at the end.
Figure 3.: Illustration of the in-line deposition process for co-evaporated Cu(In,Ga)Se2
absorbers from line sources. (From Ref. [21], ©2011 with permission from
Elsevier)
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1.2.3 Origin of dislocations in Cu(In,Ga)Se2
As we will see in the next section, defect related issues represent a large portion
of the efficiency losses in Cu(In,Ga)Se2-based thin-film solar cell. Naturally, the
presence of defects in the absorber is associated to the history of a given sample
and, as a consequence, its growth process. For example, the thermal equilibrium
concentration of point defects can be determined by their formation energies,
which depend on the availability of the atomic species during the growth pro-
cess [27]. In the case of dislocations, which are the subject of this thesis, such
approach is not valid since their formation energy diverges at zero stress, i.e.
they are nucleated at finite mechanical load [52]. Due to the diamond-type struc-
ture of the Cu(In,Ga)Se2 absorber, dislocation nucleation in this material should
occur in an analogous process as it occurs in Si and Ge, where dislocations are
known to be nucleated due to agglomeration of point defects, forming disloca-
tion loops, and thermal stresses [53, 54]. The latter is usually cited as the main
reason why dislocations occur. It certainly drives the multiplication of disloca-
tions but does not explain the nucleation of the first existing dislocations from
which other multiply [52, 53]. Based on atomistic simulations, it has been pro-
posed that dislocations in silicon could nucleate from surface steps or corners
in samples under stress [55–59], due to the far-field stress concentration and
the weakening of the image effect at such locations [58]. In the specific case of
Cu(In,Ga)Se2 absorbers, Dietrich et al. [11, 12] found that the observed gallium
gradients [21, 23, 48, 60] are strongly correlated with dislocation densities in the
absorber. Furthermore, they found that a gallium gradient exists within the grain
which result in intra-grain stresses. Therefore, analogously to the case of silicon,
steps or corners on the grain boundaries of polycrystalline Cu(In,Ga)Se2 under
this intra-grain stress could be the nucleation centers for the perfect dislocations
described in Section 1.3.2. On the other hand, the dislocation loops observed
in experiments and described in Section 1.3.2, are likely to be originated by ag-
glomeration of point defects or by growth accidents due to the low stacking fault
energy in Cu(In,Ga)Se2 [61].
1.2.4 Efficiency loss sources
Before considering the different loss mechanisms present in a Cu(In,Ga)Se2-
based thin-film solar cell, it is useful to introduce a pair of measures of quality
of solar cells. We start with the fill factor FF which is given by
FF =
Vm Jm
Voc Jsc
, (1.1)
where Vm and Jm are the voltage and current for which the solar cell reaches its
maximum power, respectively, and Voc and Jsc are the open-circuit voltage and
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short-circuit currents of the same solar cell. The second measure is the efficiency
of the device, η(V), which is a function of the photogenerated voltage at the
terminals of the solar cell, V, and is defined as
η(V) =
Voc JscFF
Pin
, (1.2)
where Pin is the input power defined in Equation A.5. It is clear that the sub-
optimal performance of a given solar cell is related to Voc, Jsc and FF being lower
than their corresponding maximum values predicted by the Shockley-Queisser
limit. Actually, loss mechanisms can be classified depending on which of these
values they affect the most. With this in mind, let us now focus on the specific
case of Cu(In,Ga)Se2 as discussed by Siebentritt [2], where the following loss
mechanisms are relevant:
1. Optical and collection losses affect the photocurrent as defined in Equa-
tion A.1 due to a reduction in the quantum efficiency of the device. As a
consequence, Jsc is also reduced. Both Voc and FF are basically unaffected.
A detailed account of all the optical and collection losses is shown in Fig-
ure 4. The photons reflected by the metallic grid used for collection at the
front of the cell represent a loss between 2% to 4%, the latter being the
typical value [2]. A larger loss comes from the reflection on the surface of
the ZnO window layer, which amounts to 9% of the incident light. For-
tunately, a MgF2 antireflex coating can be used to avoid such issue [23].
In addition to reflection, photons are also absorbed in the ZnO layer, typ-
ically representing an extra 4% loss. Partial solution to this problem can
be achieved by decreasing the infrared free carrier absorption in this ma-
terial [63]. Further absorption preventing photons from arriving to the
absorber occurs in the CdS buffer layer. In this case, the loss amounts to 2%
and in principle, can be tackled by means of buffer materials with larger
bandgaps [64]. Nevertheless, it should be said that finding new buffer lay-
ers that maintain or improve the efficiencies achieved with CdS buffer is a
quite difficult task [65]. Losses within the Cu(In,Ga)Se2 layer itself amount
to a 5% reduction in the conversion efficiency. Specifically, two mechanisms
can be identified in this layer, namely the weak absorption of photons with
energies near the band-gap energy, EG, of Cu(In,Ga)Se2 and failures in the
collection of photogenerated carriers due to a collection length shorter than
the absorber thickness [23]. The former can be solved by using a thicker ab-
sorber layer and the latter issue can be overcome by a lower doping (which
would increase the width of the space-charge region) and by reducing the
degree of doping compensation (which would decrease the scattering of
carriers due to charged defects) [2]. Both measures proposed to improve
collection losses require a deep understanding of the properties of defects
in Cu(In,Ga)Se2. According to Siebentritt [2], if losses were only optical or
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Figure 4.: Quantum efficiency vs wavelength for a typical Cu(In,Ga)Se2 solar cell. Areas
or regions related to optical and collections losses in these devices are pointed
out by numbers. In the table below it is possible to see a description of each
of these regions. (From Ref. [62], ©2011 John Wiley & Sons, Ltd)
coming from collection issues, the efficiency of solar cells would be around
28%. Furthermore, she reports that around 1-2% efficiency gain could be
achieved by using a better material for the window layer or by enhancing
the collection length.
2. Shockley-Queisser radiative-only recombination is not realistic since in
high-efficiency Cu(In,Ga)Se2 devices experimental findings point out that
the dominant recombination mechanism appears to be non-radiative and
is located in the space-charge region [2, 66]. Specifically, in Cu(In,Ga)Se2
with rather low net doping, between 1015 and 1016cm−3, the contribution of
Auger recombination is negligible compared to the one from the Shockley-
Read-Hall (SRH) recombination [38]. SRH recombination is stronger if the
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defect level is close to the middle of the gap (deep defect). Due to this non-
ideal behavior, both Voc and FF are reduced compared to their Shockley-
Queisser limit values.
3. Bandgap variations due to compositional changes and electrostatic fluc-
tuations are the two types of inhomogeneities considered for a polycrys-
talline material. Both reduce mainly the Voc of the solar cell. In the
first case, bandgap variations are caused by local changes of the com-
position and they can create recombination paths for energies smaller
than the average bandgap. In the case of state-of-the-art Cu(In,Ga)Se2 ab-
sorbers, the demostrated composition-related bandgap variations are be-
low 10 meV [67, 68]. Rau and Werner [69] proved that bandgap variations
smaller than 25 meV do not affect the efficiency of the device. Therefore,
the effect of bandgap variations caused by local changes of the composition
is considered negligible in this thin-film technology. On the other hand,
when fluctuations of the electrostatic potential are present, the bandgap is
everywhere the same. However, these fluctuations change the position of
the valence band maximum (VBM) and conduction band minimum (CBM)
and as a consequence, smaller effective bandgaps would be induced. These
fluctuations are caused by the presence of defects and, contrary to the case
of bandgap variations due to compositional changes, their effect is not neg-
ligible. For example, in the case of grain boundaries electrostatic potential
changes of about 100 meV have been reported (see Ref. [70] and references
therein).
4. Series and shunt resistances mostly affect the FF. However, based on
the values reported in literature, it can be concluded that their effect is
negligible [71, 72].
As pointed out by Siebentritt [2], a 7% gain in efficiency could be achieved by
improving Voc. Therefore, lifting the losses associated with non-radiative recom-
bination and with fluctuations of the electrostatic potential would represent an
efficiency boost larger than the one attainable by dealing with the optical and
collection losses. Since both mechanisms affecting the Voc in Cu(In,Ga)Se2 based
thin-film solar cells are caused by the presence of defects, their study is essential
in order to achive higher efficiencies and, consequently, make these solar cells
more competitive.
1.3 defect related efficiency losses in cu(in,ga)se2 based solar
cells
Based on the previous discussion, it is clear that defect-related Voc reduction is
the largest source of efficiency losses in Cu(In,Ga)Se2 based thin-film solar cells.
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Figure 5.: Energy levels within the bandgap associated with the intrinsic point defects
in CuInSe2 and CuGaSe2 based on currently available data from experiments
and simulations. (From Ref. [10])
Consequently, a great deal of research effort, both theoretical and experimental,
is related to the question of which defects cause such losses and by means of
which mechanisms. However, a definitive answer is not yet available and this is
an ongoing debate.
1.3.1 Point and planar defects
In this section we provide a short overview of the properties of point and planar
defects. More comprehensive overviews about point defects in Cu(In,Ga)Se2 and
its parents compounds, CuInSe2 and CuGaSe2, have been provided by Burgel-
man et al. [73], Rau and Schock [66], Rockett [74], Siebentritt et al. [41] and Pohl
and Albe [5]. In the case of planar defects, we recommend the reviews by Rau et
al. [70], Abou-Ras et al. [9] and the habilitation monograph of Abou-Ras [75].
Regarding point defects, positron annihilation spectroscopy showed that in
CuInSe2 the Cu-Se double vacancy VCu − VSe is dominant for Cu-poor material
while in the case of the Cu-rich material this role is played by the single Cu
vacancy VCu [76]. The same study showed that the VCu − VSe is dominant in
CuGaSe2. Furthermore, InCu and CuIn cation antisites in CuInSe2 and Ga interti-
tials, Gai, in CuGaSe2 have been detected by means of neutron diffraction [77, 78].
In agreement with experiments, recent state-of-the-art first-principles calcula-
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tions using hybrid functionals have reported that VCu, In/GaCu, CuIn/Ga and
Cui have low formation energies in CuInSe2 and CuGaSe2 [5, 79, 80].
A further issue addressed by both, experiments and simulations, has been
whether intrinsic point defects induce deep levels (see Section 3.3.3) and, there-
fore, represent a source of non-radiative recombination. Based on the currently
available data from experiments and simulations, Siebentritt [10] recently sug-
gested a scheme of energy levels within the bandgap associated with intrinsic
point defects in CuInSe2 and CuGaSe2 (shown in Figure 5). As we can see there,
deep defect levels in CuGaSe2 are induced by the presence of GaCu antisites. Fur-
thermore, although not included in Figure 5, photocapacitance measurements
have provided evidence of the existence of a deep level at 0.8 eV above the VBM
in Cu(In,Ga)Se2 independent of the gallium content [81, 82]. This observation is
in line with the findings of Pohl and Albe [5]. They reported that CuIn/Ga anti-
sites induce deep defect levels located at 0.62 eV and 0.75 eV above the VBM for
CuInSe2 and CuGaSe2, respectively. Thus, point defect-induced non-radiative re-
combination is expected to play a role in Cu(In,Ga)Se2-based solar cells. On the
contrary, temperature dependent photoluminescence [83, 84] confirmed that at
room temperature, the electrostatic potential variations caused by the presence
of charged donor and acceptor defects are screened by free carriers. Therefore,
point defect-related Voc reductions are not caused by potential fluctuations.
Concerning planar defects in Cu(In,Ga)Se2, it has been found that stacking
faults can exhibit atomic reconstructions when they are cation-cation or Se-Se
terminated. For example, by means of atom-probe tomography, Abou-Ras et
al. [9] reported Cu depletion and In enrichment for an stacking fault which ap-
peared to be Se-Se terminated. Consistent with the coherent nature of the stack-
ing faults, theoretical studies focusing on their electronic structure do not report
the presence of stacking fault-induced deep levels [85, 86]. However, since these
studies dealt only with stacking faults with cation-Se termination, a complete
picture of stacking fault properties in Cu(In,Ga)Se2 is still missing. In the case
of grain boundaries, an intriguing feature has been observed: polycrystalline
Cu(In,Ga)Se2-based solar cells tend to outperform their single crystalline counter-
parts [23, 24]. In fact, device simulations have shown that grain boundaries must
be electrically benign and the effective recombination induced by them should
be lower than 103 cms−1 for highly-efficient Cu(In,Ga)Se2-based solar cells to be
possible [87, 88]. Until now, most of the results reported in literature refer to
highly symmetric twin boundaries. Nevertheless, these studies are relevant due
to the fact that highly symmetric twin boundaries represent around 50-80% of
all grain boundaries in Cu(In,Ga)Se2-based solar cells [75, 89]. Experiments con-
ducted by Abou-Ras et al. [90] provided evidence of the presence of cation-Se
and Se-Se terminated twins in Cu(In,Ga)Se2 and found atomic rearrangements
in the surroundings of these boundaries. Specifically, they reported Cu deple-
tion or no compositional change in the surroundings of the cation-Se terminated
boundaries and Cu depletion accompanied by In enrichment in the case of Se-
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Se terminated twins. Simulations of the electronic structure of twin boundaries
revealed that stoichiometric cation-Se terminated ones cause shifts in the energy
bands along with band bending and Se-Se terminated ones induce deep levels in
the bandgap [91, 92]. The latter can therefore represent a source of non-radiative
recombination. However, atomic reconstructions in the form of Cu depletion, as
observed in experiments, could induce the creation of a hole-barrier formed at
the twin boundaries [6, 70]. Such barrier would block holes from reaching the
boundary region, hence preventing recombination at the defect states induced
by the grain boundary [70, 93]. Gloecker et al. [87] showed that in order to screen
holes out of the grain boundaries, barriers should be higher than 300 meV. Exper-
iments have reported that this is the case in Cu(In,Ga)Se2-based solar cells [94].
This is in line with catholuminescence studies, which reported no evidence of
radiative recombination reduction at most twin boundaries [68, 95].
In the case of low symmetry random grain boundaries, which represent the
remaining 20-50% of all grain boundaries in Cu(In,Ga)Se2, a reduced catholu-
minescence intensity has been reported [96]. This reduction is a sign that they
are sources of non-radiative recombination. Whether they are passivated, at
least partially, by atomic reconstruction like in the case of twins, is still an unan-
swered question. Ongoing efforts addressing this issue are hampered by the fact
that general trends for atomic rearrangements in the surroundings of random
grain boundaries in Cu(In,Ga)Se2 are not easily drawn. As pointed out by Abou-
Ras et al. [9] and references therein, even in the same Cu(In,Ga)Se2 absorber,
different random grain boundaries exhibit dissimilar changes in composition.
In addition to non-radiative recombination-related efficiency losses, electrostatic
potential fluctuations of about 100 meV have been reported to occur at grain
boundaries [70].
As mentioned at the beginning of this section, most reported studies on the
properties of defects in CuInSe2, CuGaSe2 and Cu(In,Ga)Se2 are focused on point
and planar defects. Unfortunately, dislocation studies on the same materials are
extremely rare. This is surprising considering the fact that dislocation densities
as high as 1011 cm−2 have been reported in highly efficient Cu(In,Ga)Se2-based
solar cells. Since this thesis is focused on dislocation properties and their role in
these devices, in the reminder of this chapter we will review what is currently
known about this defect type.
1.3.2 Dislocations
Cu(In,Ga)Se2 absorbers have a chalcopyrite structure which can be seen in Fig-
ure 6. This is a diamond-like tetragonal crystal structure equivalent to the
zincblende structure but twice as large in the [001] direction. From the crys-
tallographic point of view, the {112} planes in the chalcopyrite structure have
the highest packing density and therefore act as preferred slip planes for disloca-
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Figure 6.: Ideal CuInSe2 chalcopyrite structure with a shaded area that corresponds to
a {112} plane and the red lines show the directions associated with minimum
lattice translations in such plane. Copper, gallium and selenium are shown as
red, blue and yellow spheres, respectively. (Adapted from Ref. [97], ©2013 by
Jens Dietrich, available under the terms and conditions of the Creative Commons At-
tribution 2.0 License https://creativecommons.org/licenses/by-nc-nd/2.0/)
tions. These planes are analogues to the {111} planes in the diamond structure.
In Figure 6, the shaded area corresponds to a (112) plane and the minimum
lattice translations in this plane, shown as red lines in the Figure, can be ei-
ther 14 〈201〉 or 12 〈110〉. Therefore, perfect dislocations with the lowest energy
in Cu(In,Ga)Se2, occur in the {112} planes and have a Burgers vector, b, equal
to these minimum lattice translations. Furthermore, due to the relatively deep
Peierls barriers present in covalently bonded and tetrahedrally coordinated semi-
conductors like Cu(In,Ga)Se2, the line direction l is also given, at least locally, by
the minimum lattice translations in the (112) plane. Thus, energetically prefered
dislocations in the chalcopyrite structure have an angle between l and b of either
0◦ (screw) or 60◦ (mixed).
Although these are the relevant perfect dislocation types, the symmetry of
the Cu(In,Ga)Se2 structure allows the cores of these dislocations to have several
configurations. In the case of the 60◦-mixed dislocations, these variations are
defined by the termination of the inserted half-plane [98]. A general example of
a 60◦-mixed dislocation core is shown in Figure 7a with its inserted (112) half-
plane highlighted by the shaded region and its direction marked by a red line.
The possible configurations of this structure can be easily understood with the
help of Figure 7b, where two dashed lines indicate the possible terminations of
the inserted half-plane. If the inserted half-plane terminates on the closely spaced
{112} planes, the core belongs to the glide set (indicated with the corresponding
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Figure 7.: General structure of a 60◦-mixed dislocation with highlighted inserted (112)
half-plane and line direction marked by a red bold line (a). Projection of the
Cu(In,Ga)Se2 structure with glide and shuffle {112} planes pointed as dashed
lines (b). Copper, gallium and selenium are shown as red, blue and yellow
spheres, respectively. (Figure on the right was adapted from Ref. [97], ©2013
by Jens Dietrich, available under the terms and conditions of the Creative Commons
Attribution 2.0 License https://creativecommons.org/licenses/by-nc-nd/2.
0/)
dashed line). On the contrary, if this plane terminates on the widely spaced ones,
we have a shuffle core [98–100]. Furthermore, in Figure 7b it is also possible to
see that for both, glide and shuffle, cores the inserted half-plane can terminate
either in a row of cations or a row of anions. Thus, the 60◦-mixed dislocation
core can be either cation- or anion-rich. The former is called α-core and the latter
β-core [13, 101]. In the case of screw dislocations, since they do not introduce
an inserted half-plane, the different core configurations refer to the location of
the dislocation center [102]. It belongs to the glide set if its centers is located
between two closely spaced {112} planes and therefore is located on the lower
dashed line in 7b. On the other hand, if the center is located between two widely
spaced {112} planes, as it is the case of the upper dashed line in the same figure,
it belongs to the shuffle set. Cation- or anion-rich core configurations are non-
existent for screw dislocations.
Let us now compare the conclusions of this crystallography based analysis
with the reported findings on the issue. Early experimental studies on disloca-
tions in chalcopyrite-type single crystals were provided by Pasemann and Kli-
manek [103] and Pasemann, Klimanek and Oettel [104]. These studies focused
on the plastically deformed ZnSiP2 semiconductor. Later on, also focusing on de-
formed samples, transmission electron microscopy (TEM) results were reported
for natural chalcopyrite (CuFeS2) [105–107]. It was until 1991 that the first ana-
lysis of dislocations in CuInSe2 was provided by Kiely et al. [108]. In there, they
report the results of a TEM study focusing on both single crystals and polycrys-
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Figure 8.: High-resolution TEM measurement of a Cu(In,Ga)Se2 sample containing a
perfect 60◦-mixed dislocation. The sample is oriented in the [110 ] direction
and the {112} planes are pointed out by yellow lines. (Adapted and reprinted
from Ref. [13] with the permission of AIP publishing)
talline samples. However, despite being an interesting and valuable effort, this
study was performed on CuInSe2 samples whose efficiency as absorber was far
from the current records. Furthermore, their samples were grown by means of
a process different to the one used for state-of-the-art-devices devices. Although
they found dislocations in their single crystals, they did not report or examine
dislocations in the polycrystalline samples they analyzed.
As mentioned at the beginning of this chapter, published studies on the prop-
erties of dislocations in polycrystalline Cu(In,Ga)Se2 thin films in high-efficient
solar cells are scarce. Nevertheless, recent efforts by Dietrich et al. [11–13]
have provided reliable and helpful information on the matter. Based on high-
resolution TEM measurements (one example is shown if Figure 8), they reported
the existence of perfect 60◦-mixed dislocations with an introduced {112} plane,
b = 14 [201] and l =
1
2 [110]. These findings are in line with the crystallography
analyis presented before and are analogous to the situation encountered in Si
crystals [109]. However, contrary to what has been reported for Si, Dietrich et
al. [11–13] found a rather low frequency of dissociated dislocations and stacking
faults.
An interesting observation is that dislocations in fully grown Cu(In,Ga)Se2 are
most likely to appear in regions of the absorber with strong local variations in the
[Ga]/([Ga]+[In]) compositional ratio [11, 12]. In the same studies it is concluded
that dislocation densities as high as 1010 -1011 cm−2 are caused by the difference
in lattice parameters of CuInSe2 and CuGaSe2. Specifically, when a threshold of
12-13%/µm in the linear In/Ga gradients is exceeded within a given grain.
Regardless of their origin, the most intriguing result is that such high dis-
location densities are found in devices which at the same time show power-
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Figure 9.: Spatial variations of the phase around a dislocation in Cu(In,Ga)Se2 (a). In
there, a yellow arrow indicates the direction and extent of the phase and aver-
age electrostatic potential profile shown in (b). (Adapted and reprinted from
Ref. [13] with the permission of AIP publishing)
conversion efficiencies of more than 15% [13]. Such behavior is in contrast to
what has been reported for other semiconductor materials, e.g. in GaN the
presence of dislocations strongly modifies the electrical properties of the ma-
terial. [110, 111] This implies that lattice dislocations in Cu(In,Ga)Se2-based ab-
sorbers are electrically inactive or passivated by point defect segregation.
Dietrich et al. [13] provided a first attempt to explain the apparent harmless na-
ture of dislocations in Cu(In,Ga)Se2-based solar cells. By means of inline electron
holography experiments, they observed potential wells at various dislocations
in Cu(In,Ga)Se2 and measured the average electrostatic potential, ∆Vav, around
these defects. An example is shown in Figure 9b, where the measurement is car-
ried out along the path indicated by the yellow arrow in Figure 9a. In total, they
studied 18 dislocations and potential wells like the one in the figure were found
for ten of those defects. The remaining eight dislocations did not show evidence
of an induced potential well.
Since the variation of ∆Vav local minima at different dislocations is quite small,
they concluded that the potential wells should have similar origin. Based on
simulations, they found that the influence of strain fields and charge accumu-
lations was rather small and rule them out as plausible causes of the observed
wells. Nevertheless, a third possible explanation was proposed based on atom
probe tomography (APT) measurements: Na accumulation and Cu depletion
in the surroundings of the dislocation cores. As we can see in the APT data
cube displaying the Na distribution accross a Cu(In,Ga)Se2 sample shown in Fig-
ure 10a, the Na signal is enhanced along two line features, D1 and D2, which
can be related to dislocation cores. Furthermore, based on this APT data, they
analyzed the elemental distributions around the line feature D1 as it is presented
in Figure 10b. Besides the local maxima observed for Na and K concentrations,
18
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Figure 10.: APT data cube displaying the Na distribution accros the crystal with two line
features, D1 and D2, showing an enhanced Na signal (a) and elemental distri-
bution accros the defect D1 in the figure above (b). (Adapted and reprinted
from Ref. [13] with the permission of AIP publishing)
they found a considerable reduction in the Cu signal. Moreover, no consider-
able change in the In, Ga and Se concentrations is reported. Similar trends were
found for the D2 defect. The authors recognized that since only few of these
datacubes exhibit line features, the statistics of their findings are very poor.
To test whether this third possible cause of the potential wells is actually cor-
rect, Dietrich et al. [13] feed the chemical changes they found with the help of the
APT into a simulation model. In Figure 11, the comparison between the results
of their calculation of the mean-inner potential and the experimental potential
around the D1 dislocation is shown. Based on these findings, they concluded
that changes in composition, as the ones observed in experiments, can indeed
account for the potential wells around dislocations.
Afterwards, Dietrich et al. [13] proposed an structural model which could ac-
count for the observed Na accumulation and Cu depletion. Their idea is shown
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Figure 11.: Calculated mean inner potential for the elemental distributions found with
the help of the APT. For comparison, the measured potential is also shown
as open squares. (Adapted and reprinted from Ref. [13] with the permission
of AIP publishing)
in Figure 12. They start by assuming that all atoms at the termination of the half-
plane are not fully coordinated and thus exhibit unsaturated dangling bonds.
This excess charge would then be compensated by segregating charged intrinsic
defects like V−1Cu and In
+2
Cu/Ga
+2
Cu for the cation- and anion-rich cores, respectively.
The key ingredient of their proposal is that if NaCu segregates into the termina-
tion of the inserted half-plane, the charge compensation is no longer attained
and excess charge is again located at the termination of the inserted half-plane.
In the case of the cation-rich core, they propose that the remaining positive line
charge after NaCu is segregated, would be compensated by a field-driven Cu
depletion away from the core. Based on their data, they concluded that such de-
pletion would occur in a region of about 3 nm around the dislocation and would
create a potential well, as explained before. In the case of the anion-rich core,
the NaCu segregation would only mean a field-driven depletion of In+2Cu/Ga
+2
Cu
defects. Since the ionic scattering factor of Cu and of In+2Cu/Ga
+2
Cu do not differ
considerably and the fact that only negligible changes in the atomic density are
expected from substitution of Cu by In, Dietrich et al. [13] concluded that no
potential well is expected in anion-rich cores. These conclusions are in line with
the fact that they did not find potential wells for all the dislocations studied.
Regarding the effect of these dislocations on the power-conversion efficiency of
a Cu(In,Ga)Se2-based solar cells, Dietrich et al. [13] argued that the Cu depletion
observed for the cation-rich cores could induce a lowering of the VBM [6]. As
a consequence of the lower VBM close to the dislocation compared to its value
in the surrounding bulk, a barrier for holes would be formed and recombination
would be reduced. They suggest this hole-barrier could be one reason why dis-
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Figure 12.: Structural model for the inserted half-planes of the 60◦-mixed dislocation
core in CuInSe2 including Na and intrinsic defects. The termination of the
half-plane is at the top section of the figure. The model is proposed for both
cation-rich core (a) and anion-rich core (b). Such model can be extended for
the CuInSe2 case. (Adapted and reprinted from Ref. [13] with the permission
of AIP publishing)
locations are apparently harmless. In the case of Se-terminated {112} surfaces,
corresponding to anion-rich cores, no significant band-offset or hole-barrier is in-
duced. At the end of their study, Dietrich et al. [13] recognized that their model
and conclusions need confirmation from first-principles calculations.
At the beginning of this section, we analyzed the possible perfect dislocations
that could occur in the chalcopyrite structure. However, partial dislocations were
left out of the discussion. As stated before, this was done because fully grown
samples of highly-efficient Cu(In,Ga)Se2-based solar cells exhibit a rather low
frequency of dissociated dislocations and stacking faults [11–13]. Nevertheless,
interstitial (extrinsic) Frank loops were observed in CuInSe2 samples irradiated
with 400 keV Xe ions [113]. This defect consists of a {112} extra layer inserted into
Figure 13.: Structure of an interstitial Frank loop in the chalcopyrite structure. Also
shown are the two transversal section of its bounding Frank partial dislo-
cation with b = 16 〈221〉 Burgers vector. (Adapted and reprinted from
Ref. [100] with permission of Elsevier)
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Figure 14.: TEM micrograph of a Frank loop transversal section in a Cu(In,Ga)Se2 sample
whose growth process was interrupted before reaching the efficiency boosting
Cu-rich stage. (This figure was first published in Ref. [112])
the lattice, as can be seen in Figure 13. In order to understand the crystallogryphy
of this defect, let us first say that three different layers can be identifed in the
chalcopyrite structure and they are called A, B and C. A pristine sample would
have an ABCABC... stack sequence, whereas in the presence of the loop the
sequence would be ABCBABC... as it is shown in the Figure 14. As mentioned
before, the boundary between a stacking fault and the perfect crystal is a partial
dislocation. In the case of the interstitial Frank loop in the chalcopyrite lattice,
the stacking fault is bound by a Frank partial with b = 16 〈221〉.
Although not found in fully grown samples of high-efficient Cu(In,Ga)Se2-
based solar cells, new findings discussed in this thesis bring Frank loops and
partials into the spotlight (see Chapter 4). Collaborators within the scientific
consortium in which this thesis was carried out, performed TEM measurements
on samples whose growth process was interrupted before reaching the efficiency
boosting Cu-rich stage [46, 49, 114] and found evidence of the existence of Frank
loops in these samples, see Figure 14. Since the Cu-rich stage promotes planar
defect annhilation [50, 115], the disappearance of these loops could be related to
the efficiency boost occurring in this stage of the growth process.
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1.4 open questions
In Part III of this thesis, we present the first complete study of the structural
and electronic properties of Frank loops and perfect dislocations in CuInSe2 and
CuGaSe2. Furthermore, we investigate the segregation of defects and Na in the
surroundings of these dislocations and compare our findings with what has been
reported in literature. These results allow us to shed light on the physical mecha-
nism behind the apparent harmless nature of dislocations in Cu(In,Ga)Se2-based
solar cells. Our analysis is based on state-of-the-art first principles calculations
and we aim to answer the following questions:
• Are the stoichiometric Frank partials observed in not fully grown
Cu(In,Ga)Se2 samples electrically active?
• Do these Frank partials prefer to be non-stoichiometric by means of intrin-
sic point defect segregation?
• If this segregation is preferred, which is the driving force for such process?
• If segregation is prefered, which point defects are expected to occur in the
Frank partial cores and their surroundings?
• Are the electronic properties of Frank partials in not fully grown
Cu(In,Ga)Se2 samples affected by segregation of intrinsic point defects?
• Since the Cu-rich stage is expected to annihilate the Frank loops in
Cu(In,Ga)Se2, can our results provide insights about the physical mecha-
nism behind the efficiency boost observed in this stage?
• Are the stoichiometic screw and 60◦-mixed dislocations in CuInSe2 and
CuGaSe2 electrically active? What about Cu(In,Ga)Se2?
• If they are active, what is the origin of such behavior?
• For stoichiometric 60◦-mixed dislocation cores in Cu(In,Ga)Se2, Dietrich et
al. [13] proposed that all atoms at the termination of the inserted half-plane
exhibit unsaturated dangling bonds. Is that picture correct?
• Does Na prefer to segregate into the 60◦-mixed dislocation cores as pro-
posed by Dietrich et al. [13]? and if it is actually prefered, which is the
driving force of this process?
• If the Na segregation does occur, are the electronic properties of 60◦-mixed
dislocation cores in Cu(In,Ga)Se2 affected?
• Is the structural model proposed by Dietrich et al. [13] correct?
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• Based on the answers to these questions, can we explain why dislocations
in Cu(In,Ga)Se2 appear to be harmless?
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Part II
M E T H O D S

The following part introduces the basics of density functional theory (DFT),
one of the most popular and succesful quantum mechanical approaches to
study materials. Along with its basics, we present an overview of the appli-
cation of DFT to study defects in semiconductors. Specifically, we discuss
the details of dislocation simulation techniques as used in this thesis to carry
out the study presented in Part III.
2
D E N S I T Y F U N C T I O N A L T H E O RY
2.1 introduction
As stated before, in this thesis we aim at obtaining an accurate description of the
structural and electronic properties of dislocations in Cu(In,Ga)Se2 and its parent
compounds by means of computer simulations. As depicted in Figure 15, there
are different methods available to simulate materials. Each of these methods is
useful for certain time-length scales. In our case, we cannot neglect the quantum
nature of electrons and we need to solve the Schrödinger equation. However,
the direct solution of this equation for any system of interest is an intractable
problem due to what Walter Kohn called exponential wall [116]. An excellent
example useful to understand the meaning of this concept was introduced by
Kohn in his Nobel lecture [116] and later refined by Blöchl [117]. In here we
present the version of the latter:
"...imagine the wave function of a N2 molecule, having two nuclei and
fourteen electrons. For N particles, the Schrödinger equation is a par-
tial differential equation in 3N dimensions. Let us express the wave
function on a grid with about 110 points along each spatial direction
and let us now consider two spin states for each electron. Such wave
function is represented by 2141003∗16 ∼ 10100 complex numbers. A
data server for this amount of data, made of current terabyte hard
disks, would occupy a volume with a diameter of 1010 light years!"
This analysis points out the need for an affordable alternative method in order
to tackle real problems. In the 1960s, Hohenberg and Kohn [118] and Kohn
and Sham [118] proposed to reformulate quantum mechanics in terms of the
electronic density, which depends only on the three spatial coordinates, instead
of using the many-body wave function, which depends on 3N coordinates of N
electrons. Such step forward meant the birth of density functional theory (DFT),
which is the method we use throughout this thesis.
Our aim in this section is to provide a short introduction to the basic prin-
ciples of DFT and the details of its application to crystalline solids. However,
by no means this is a thorough treatment of this beautiful theory. For detailed
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Figure 15.: Diagram of the time and length scales accesible to the different methods
available to simulate materials. For completeness, red shaded regions pro-
vide the same information for the available experimental techniques. In here,
QM and MD stands for quantum mechanics and molecular dynamics, respec-
tively. The inbox shows a typical problem which needs quantum mechanics
to be solved: the charge density isosurface of an electronic state caused by a
defect in CuInSe2
discussions on the subject we strongly recommend the books by Martin [119],
Kohanoff [120] and Engel [121]. Furthermore, excellent introductions to DFT are
also provided by Jones and Gunnarsson [122] and Jones [123], which give a com-
plete overview of the historic development of the theory. A final reference we
would like to highlight is the recent review by Cohen et al. [124], which points
out the many issues to be solved in DFT and how this theory is still far from
complete.
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2.2 the hamiltonian for the electrons in a solid
Let us start with the definition of the Hamiltonian Hˆ for a system comprised of
electrons and nuclei given by [119, 120]
Hˆ = − h¯
2
2me
∑
i
∇2i −∑
i
∑
I
e2ZI
|RI − ri| +
1
2∑i 6=j
e2
|ri − rj|
− h¯
2
2 ∑I
∇2I
MI
+
1
2 ∑I 6=J
e2ZIZJ
|RI − RJ| ,
(2.1)
where upper case letters and subscripts refer to quantities associated to the nu-
clei, i.e. RI , MI and ZI are the coordinates, mass and charge of nucleus I, re-
spectively. Lower case letters and subscripts correspond to their electronic coun-
terparts, i.e. ri, me and e refer to the coordinates, mass and charge of electron
i, respectively. Regarding the physical meaning of this Hamiltonian, its first
and fourth terms are the operators for the kinetic energies of nuclei and elec-
trons, respectively. The remaining second, third and fifth terms account for, in
the same order, the interactions between electrons-nuclei, electron-electron and
nuclei-nuclei.
Based on the fact that nuclei are much heavier than electrons (the mass of a
single proton or neutron is about 1835 times larger than the electron mass), they
are expected to move much more slowly than electrons. This is the physical prin-
ciple behind the Born-Oppenheimer approximation [125] or adiabatic approximation,
which allow us to decouple the electronic system from the nuclei, i.e. we can con-
struct a Hamiltonian for the electrons inmersed in a field generated by a static
configuration of nuclei. Such electronic Hamiltonian is given, in atomic units, by
Hˆel = − h¯
2
2me
∑
i
∇2i︸ ︷︷ ︸
Tˆ
+∑
i
vext(ri)︸ ︷︷ ︸
Vˆext
+
1
2∑i 6=j
e2
|ri − rj|︸ ︷︷ ︸
Vˆee
, (2.2)
where Tˆ is the operator for the kinetic energy of the electrons, Vˆext is the inter-
action of the electrons with the external potential vext(r) generated by the fixed
nuclei and Vˆee accounts for the electron-electron interactions.
2.3 the electronic density as the basic variable
The dynamics of a quantum mechanical system, like the one described in Equa-
tion 2.2, is defined by the non-relativistic time-dependent Schrödinger equation[
ih¯∂t + Hˆel
]
Ψ(r, t) = 0, (2.3)
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where Ψ(r, t) is the many-electron wave function. Nevertheless, for most systems
it is sufficient to solve the time-independent version given by
HˆelΨ(r) = EΨ(r). (2.4)
As mentioned before, the direct solution of this equation cannot be obtained
for real systems. Approaches to overcome this difficulty are focused on replacing
the complex many-electron wave function by simpler objects. A first proposal,
which contained the complete quantum mechanical nature of electrons, is the
Hartree-Fock (HF) method [126, 127]. In there, the many-electron wave function
is assumed to have the form of a single Slater determinant (not including the
spin) given by
ΨHF(r1, r2, ..., rN) =
1√
N!
∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) . . . φ1(rN)
φ2(r1) φ2(r2) . . . φ2(rN)
. . .
φN(r1) φN(r2) . . . φN(rN)
∣∣∣∣∣∣∣∣ , (2.5)
where N and r1,...,N are the number and positions of the electrons in the system,
respectively, and the φ(r) are the single-particle orbitals to be obtained in the
calculation. Using this Slater determinant, the HF method is able to account
exactly for the exchange interaction between electrons, which arises from the an-
tisymmetry of the electronic wave functions. Nevertheless, it does so at a high
computational expense.
A second and more powerful alternative was suggested by Hohenberg and
Kohn [118], who proposed to replace the many-electron wave function by the
electronic density n(r) (not including the spin) given by
n(r) = N
∫
dr2...drNΨ∗(r, r2, ..., rN)Ψ(r, r2, ..., rN). (2.6)
Their work represents the backbone of DFT and it is contained in the following
two theorems [119]:
• Theorem I: For any system of interacting particles in an external potential
vext(r), the potential vext(r) is determined uniquely, except for a constant,
by the ground state particle density n0(r).
– Corollary I: Since the Hamiltonian is thus fully determined, except
for a constant shift of the energy, it follows that the many-body wave
functions for all states (ground and excited) are determined. There-
fore, all properties of the system are completely determined only by
the ground state density n0(r).
• Theorem II: A universal f unctional for the energy E[n(r)], in terms of the
density, n(r) can be defined for any external potential vext(r). For any
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particular vext(r), the exact ground state energy of the system is the global
minimun value of this functional, and the density n(r) that minimizes the
functional is the exact ground state density n0(r).
The first of these theorems shows that the ground state electronic density n0(r),
the ground state wave function Ψ0 and the external potential vext(r) determine
each other uniquely. In consequence, the Hamiltonian is also determined by
n0(r). The second theorem gives us a hint on how to calculate a very valuable
information: the ground state energy E0. The energy functional E[n(r)] defined
by Hohenberg and Kohn has the following form (not including the interaction
between nuclei)
E [n(r)] =
∫
drvext(r)n(r) + F [n(r)] , (2.7)
where F [n(r)] is given by
F [n(r)] =
〈
Ψ [n(r)] | Tˆ + Vˆee | Ψ [n(r)]
〉
, (2.8)
which is an universal functional by construction and includes all internal en-
ergies of the electronic system. The ground state energy can then be obtained by
minimizing E [n(r)] as
E0 = min
n(r)
E [n(r)] , (2.9)
which is analogous to the variational principle of quantum mechanics but per-
formed over the electronic density. It must be noticed that the form of the uni-
versal functional is unknown.
2.4 the engine of dft
Up to this point it has been shown that the Schrödinger equation can be rewrit-
ten using the electronic density as a variable. However, we still cannot solve it.
A year after the basic theorems of DFT were proposed, Kohn and Sham [128]
came up with the brilliant idea needed to overcome this predicament: replace the
complicated many-body system with interacting electrons by an auxiliary independent-
particle system which can be solved more easily. As illustrated in Figure 16, such
construction relies on the assumption that the n0(r) of the many-body system of
interest is equal to the one of the chosen auxiliary system. Their idea allows us
to study the many-body system by solving a set of coupled independent-particle
equations associated with the auxiliary system. These independent-particle equa-
tions, known as Kohn-Sham equations, can be considered exactly soluble within
the precision of the numerical scheme used to solve them.
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Figure 16.: Schematic of the Kohn-Sham proposal of replacing the complicated many-
body system with interacting electrons by an auxiliary independent-particle
system with the same ground state density n0(r). The particles in the auxil-
iary system are called Kohn-Sham particles.
Let us now focus on the mathematical machinery behind the Kohn and Sham
approach. In their scheme, the universal functional F [n(r)] has the following
form:
FKS [n(r)] = Ts [n(r)] +
1
2
∫ ∫
drdr’
n(r)n(r’)
|r− r′|︸ ︷︷ ︸
EHartree[n(r)]
+Exc [n(r)] , (2.10)
where Ts [n(r)] is the kinetic energy of a system of non-interacting electrons
with density n(r), EHartree [n(r)] is the Hartree energy which is the classical
Coulomb interaction energy for the electron density n(r) interacting with itself,
and Exc [n(r)] is the exchange-correlation energy in which all many-body effects are
isolated. All terms in Equation 2.10 can be evaluated exactly except for Exc [n(r)].
If this term would be known, then the exact E0 for the interacting system could
be calculated using the auxiliary system. However, only approximations for
Exc [n(r)] are attainable (see next section). The energy of such a system can be
obtained by replacing F [n] by FKS [n] in Equation 2.7 as
EKS [n(r)] = Ts [n(r)] +
∫
drvext(r)n(r) + EHartree [n(r)] + Exc [n(r)] . (2.11)
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We can apply the variational principle and obtain
δEKS [n(r)]
δn(r)
=
δTs [n(r)]
δn(r)
+ vext +
∫
dr’
n(r’)
|r− r′| +
δExc [n(r)]
δn(r)
= Γ, (2.12)
where Γ is the Lagrange multiplier associated with the conservation of the num-
ber of particles in the system. The corresponding equation for a system also
composed by non-interacting electrons with the same density but under the in-
fluence of an effective potential Ve f f [n(r)] is equal to
δE [n(r)]
δn(r)
=
δTs [n(r)]
δn(r)
+Ve f f [n(r)] = Γ. (2.13)
Comparing both, Equations 2.12 and 2.13, we see that the problems are equiv-
alent if
Ve f f [n(r)] = vext +
∫
dr’
n(r’)
|r− r′| +
δExc [n(r)]
δn(r)
. (2.14)
Therefore, the dynamics of the independent-particles in the auxiliary sys-
tem, called Kohn-Sham particles, is determined by the following single-particle
Schrödinger equations, i.e. the previously mentioned Kohn-Sham equations,[
−1
2
∇2 +Ve f f [n(r)]
]
︸ ︷︷ ︸
HˆKS
φKSi (r) = ε iφ
KS
i (r), (2.15)
with φKSi (r) being the single-particle Kohn-Sham orbitals and ε i their correspond-
ing energies. The density of such system is given by
n(r) =
N
∑
i=1
fi|φKSi (r)|2, (2.16)
where fi are the occupation numbers of the Kohn-Sham orbitals. As we can
see in Equations 2.15 and 2.16, the solutions of the Kohn-Sham equations depend
on the electronic density and, at the same time, the density depends on the
Kohn-Sham orbitals. Such non-linear problem can be solved by means of a self-
consistent cycle, as the one shown in Figure 17. The first step of this scheme is
to select an initial density ninit(r). Although, any positive function normalized
to the total number of electrons would be sufficient, a dramatic speed-up in the
calculation is achieved when an educated guess is used instead [119, 120]. In the
second step, the Hartree and exchange-correlation terms of the effective potential
in Equation 2.14 are evaluated for ninit(r). The external potential is typically
constructed by a superposition of nuclear potentials or pseudo-potentials (see
Section 2.6) centered at the atomic positions. At this point, Ve f f [n(r)] and HˆKS
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Initial guess
Self-consistent?
Calculation finished
Output: Energy, forces, etc
Yes
No
Figure 17.: Flowchart of the generic self-consistent cycle used to solve the Kohn-Sham
equations.
are defined and we can proceed to solve the Kohn-Sham equations in the third
step of the cycle. The solution of the Kohn-Sham equations is usually done
by means of an iterative matrix diagonalization technique. This method can
provide us with the N lowest eigenvalues while at the same time being memory
efficient [129]. After the diagonalization is finished, the Kohn-Sham orbitals are
available and in the fourth step of the cycle a new density can be obtained by
means of Equation 2.16. The cycle starts again using the new density to construct
the corresponding Ve f f [n(r)] and HˆKS. This procedure is repeated until self-
consistency is achieved. This usually means that the difference in energies or
densities at the beginning and at the end of the cycle differ by less than a user-
defined tolerance. In principle, such cycle could work without containing any
empirical parameters. Hence the name ab-initio or first-principles given to this
type of calculations. The most widely used DFT codes, e.g. Vienna ab-initio
simulation package (VASP) [130, 131] or ABINIT [132], solve the Kohn-Sham
equations following the cycle shown in Figure 17.
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2.5 approximations for the exchange-correlation functional
If the Exc [n(r)] term would be known, solving the Kohn-Sham equations would
yield the exact n0(r) for the interacting system. However, finding the exact ex-
pression for Exc [n(r)] would be equivalent to solve the complex-many body prob-
lem we are trying to circumvent. In practice, only approximations for Exc [n(r)]
are attainable. Let us now shortly introduce the aproximations mentioned in this
thesis.
2.5.1 Local and semi-local approximations
The local density approximation (LDA) was proposed by Kohn and Sham [128].
Its main assumption is that the spatial distribution of the charge density varies
slowly in the system under study. Hence, it is possible to consider it locally
equivalent to the density of an homogeneus electron gas. The local character
refers to the fact that both, the exchange-correlation energy and its functional
derivative with respect to the density, depend only on the density at point r. The
exchange-correlation energy ELDAxc [n(r)] in LDA is given by
ELDAxc [n(r)] =
∫
dr n(r)ehomxc [n(r)] , (2.17)
where ehomxc [n(r)] is the exchange-correlation energy density of an homogeneous
electron gas with density n(r). The exchange-correlation potential Vxc(r) can
then be written as
Vxc [n(r)] =
δExc [n(r)]
δn(r)
= ehomxc [n(r)] + n(r)
δehomxc [n(r)]
δn(r)
. (2.18)
The exchange contribution within this functional is known analytically from
the work by Dirac on the homogeneous electron gas [133]. Furthermore, exact an-
alytical expressions of the correlation energy for the same system are only known
for low- and high-densities [134–136]. Nevertheless, intermediate-densities have
been analyzed based on highly accurate quantum monte-carlo simulations [137].
The correlation used in LDA interpolates the values obtained from quantum
monte-carlo while reproducing the known exact limits [138, 139].
By construction, LDA performs well for systems with slowly varying densi-
ties, i.e. systems with highly delocalized electrons like metals. However, LDA
fails to describe transition metal compounds, where the electron inhomogene-
ity due to the open 3d shell is particularly pronounced [119, 140]. Furthermore,
regarding the structures predicted by LDA, it has been found that this approxi-
mation favors overbinding. This means that LDA calculations usually result in
high cohesive energies, smaller lattice constants and bond lengths compared to
experiments [119, 120].
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Besides introducing the LDA, Kohn and Sham [128] also suggested a first step
to go beyond: a gradient expansion approximation. Such functional includes both
the density and its gradient at each point. Since including derivatives allows the
functional to "feel" the density at the surroundings of point r, these functionals
are called semi-local. Despite being the natural step to go beyond LDA, as pro-
posed by Kohn and Sham [128], this approximation violates the sum rules and
does not bring a consistent improvement over LDA [119, 141]. The origin of these
problems is that such simple expansion cannot deal with the very large gradient
found in real materials [119].
The generalized gradient approximation (GGA) proposes to modify the behavior
at large gradients in a way that guarantees that the gradient expansion does not
breakdown. The exchange-correlation energy EGGAxc [n(r)] for the GGA is given
by
EGGAxc [n(r)] =
∫
dr n(r)ehomx [n(r)] Fxc(n(r),∇n(r)), (2.19)
where ehomx [n(r)] is the exchange energy density of the homogeneous electron
gas and Fxc(n(r),∇n(r)) is dimensionless.
The introduction of the gradients improves the calculated lattice parameters
and corrects the overbinding observed in LDA. However, the main argument in
favor of the GGA approximation comes from the fact that it improves the bond-
ing energies for solids and molecules [120]. Some of the most extensively used
GGA functionals are the ones proposed by: Perdew-Wang [142, 143], Becke [144]
and the Perdew-Burke-Ernzerhof (PBE) [145].
Before continuing on further types of functionals, it must be said that both,
LDA and GGA, fail to describe the band-gap and generally they understimate it.
This issue is known as the band-gap problem.
2.5.2 LDA+U and GGA+U
As mentioned in the previous section, local approximations for Exc [n(r)] work
better for delocalized electrons and fail to describe systems in which electrons
tend to be localized. This is the case of transition metal compounds and rare
earth elements and compounds [119, 120]. Aiming at a correct description of
these systems, Anisimov et al. [146] introduced the so-called LDA+U method,
where an LDA calculation is combined with an additional orbital-dependent on-
site repulsion interaction. Such interaction is applied via an adjustable Coulomb
parameter U, inspired on the "U" interaction in Hubbard models [147, 148].
Within this method, the energies ε i of the Kohn-Sham orbitals are given by [149]
εLDA+Ui = ε
LDA
i +U
(
1
2
− fi
)
. (2.20)
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Compared to the LDA value, the LDA+U method lowers the occupied states
by −U/2 and raises the unoccupied ones by U/2. As a consequence, LDA+U
"repels" less than half-filled orbitals ( fi < 1/2) and favors fully occupied orbitals,
i.e. enhances localization of the electrons [149]. Usually this approach is used on
d and f orbitals whose localized nature is not well reproduced by LDA or GGA
but is (partially) recovered due to the on-site Coulomb potential in LDA+U [149].
Furthermore, due to this enhanced electron localization, the LDA+U method
also improves the description of the band-gap [149]. Although it usually does
not reproduce the experimental band-gap, it does deliver a better result with an
affordable computational effort.
Regarding the value of the U for an specific orbital in a system, it can be
obtained without adjustable parameters by means of "constrained DFT" calcula-
tions or it can be tuned to reproduced a certain experimental feature [119, 120].
A final remark on this method is that when a GGA calculation is used instead of
an LDA one, we refer to it as GGA+U.
2.5.3 Hybrid functionals
Due to the fact that the correlation contribution in LDA and GGA is provided
by very accurate quantum Monte-Carlo calculations, it can be assumed to be
properly described. However, this is not the case for the exchange contribution,
which is considerable underestimated. As mentioned at the beginning of this
chapter, the HF method evaluates the exchange interaction accurately. Therefore,
a natural path for reaching a more complete approach would be to combine the
advantages of both methods. This is the motivation behind the so-called hybrid
functionals, whose basic idea behind is to create an exchange-correlation energy
Ehybridxc [n(r)] from mixing the LDA or GGA exchange-correlation energy with a
fraction of the HF exchange [119–121]. A first option to perform this mixing is
to apply a global approach, which in the case of using a GGA functional would
be given by
Ehybridxc = EGGAxc + ahybrid
(
EHFx − EGGAx
)
, (2.21)
where ahybrid is constant that can be fitted experimentally or estimated theo-
retically [129, 150, 151]. A second option to carry out the mixing is to use a
range-separated method. This is the case of the screened hybrid functionals,
among which the widely used HSE06 [152, 153] is found. In the case of this
specific functional, the exchange-correlation energy EHSExc is given by
EHSExc =
1
4
EHF,SRx (ωscr) +
3
4
EPBE,SRx (ωscr) + E
PBE,LR
x (ωscr) + E
PBE,LR+SR
c (ωscr),
(2.22)
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where ωscr is the exchange screening factor which defines the range separa-
tion and its standard value for the HSE06 functional is ωscr = 0.2 Å−1. In Equa-
tion 2.22 the superscripts SR and LR stand for short and long range contributions,
respectively. In general, hybrid functionals drastically improve the description
of the band-gap but they do so at a very high computational cost. Compared to
local or semi-local approaches, hybrids usually are at least two orders of magni-
tude more expensive.
2.6 basis sets and the concept of pseudopotentials
Once the exchange-correlation potential has been chosen and the complete prob-
lem is set, we need to select an appropriate mathematical representation (basis
set) of the Kohn-Sham orbitals φKSi (r) in order to solve the Kohn-Sham equations.
It is certainly possible to represent them using a three-dimensional grid in real
space, and then solve the Kohn-Sham equations using finite differences [120].
However, one can make use of specific features of the system under study to
construct more efficient alternatives. For example, based on the atomic nature of
materials, an intuitive approach would be to use localized atomic orbitals as basis
set [119]. However, although they can be very efficient, they lack transferability,
i.e. such basis is system dependent.
A natural basis set to deal with crystalline systems, which are the main in-
terest of this work, arises from the fact that we need to account for their trans-
lational periodicity. Therefore, the Kohn-Sham orbitals must satisfy the Bloch
theorem [154]
φi(r) = eik·rΞi(r), (2.23)
where Ξi(r) is a function with the periodicity of the lattice and k is a vector that
belongs to the first Brillouin zone. This term can be expanded using a discrete
and orthonormal set of plane-waves as follows
Ξi(r) =
1√
Ω
∑
B
ci,BeiB·r, (2.24)
where Ω is the volume of the unit cell, ci,B are the coefficients of the expansion
and B are lattice vectors of the reciprocal space. Inserting Equation 2.24 into 2.23
we obtain the following expansion
φi,k(r) =
1√
Ω
∑
B
ci,k+Bei(k+B)·r. (2.25)
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This last equation shows that plane waves are a natural representation of Kohn-
Sham orbitals in periodic systems, like solids. When using this basis set, the
Kohn-Sham equations assume a particularly simple form given by
∑
B′
[
1
2
|k + B|2δB,B′ +Ve f f (B− B′)
]
︸ ︷︷ ︸
Hk+B,k+B′
cn,k+B′ = ε i,kcn,k+B. (2.26)
In Equation 2.26, the kinetic energy is diagonal and the Kohn-Sham effective
potential is described by its Fourier transform. Solution of Equation 2.26 is car-
ried out by diagonalizing the Hamiltonian Hk+B,k+B′ . The size of such matrix
is determined by the dimension of the plane-wave set in expansion 2.25, which
is limited to a given maximum value of the kinetic energy known as the cutoff
energy Ecut. This last value satisfies the following condition
1
2
|k + B|2 < Ecut. (2.27)
The quality of a given DFT calculation which uses plane wave as basis set,
can be controlled and improved by systematically increasing the value of Ecut.
It must be noted that the precise value of Ecut is case dependent and should be
optimized every time a new system is studied. Furthermore, although plane
waves represent a general and accurate basis set, the solution of Equation 2.26
can become an intractable problem, if the size of the basis is too large. This
is the case when studying large systems and when the rapidly oscillating wave
functions associated to the core electrons are included in the expansion [119, 120].
This last problem can be overcome using the so-called pseudopotentials (PPs).
PPs are based on the fact that most physical properties of solids are strongly
associated to the valence electrons. Conceptually, a pseudopotential replaces the
density associated with a given set of core electrons with an smoother version
designed to reproduce some properties of the true core, e.g. its scattering proper-
ties and the phase shifts of the real wave function [155]. Furthermore, outside of
the core regions, the pseudopotential and the real potential are identical. Thanks
to this smoother description of the core electrons, the size of the plane wave basis
remains manageable.
A drawback of PPs approach is that all information on the full all-electron
wave function close to the cores is lost. Such information is valuable when
calculating certain properties like hyperfine parameters and electric field gra-
dients [156]. It would be ideal then to keep the information of the full wave func-
tion and at the same time maintain a low size of the basis set. This is achieved by
means of the projector augmented wave (PAW) method proposed by Blöchl [157].
Within this formalism, the full many-electron wave function Ψ(r) is decomposed
in smooth auxiliary wave functions Ψ˜(r), by means of a transformation τ [120].
In this way, a low number of plane waves is needed to describe Ψ˜(r), but the
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full all-electron wave function is still implicitely accounted for. Further details
on the theory of PPs and PAW can be found in the books by Martin [119] and
Kohanoff [120].
2.7 forces and stress in dft
At this point we know that DFT allows us to obtain the ground state electronic
density and as a consequence gives us access to all the properties of a given
system. Among them, the possibility of calculating the forces on the nuclei of a
solid stands out because, if they are known, it its possible to find the equilibrium
geometry for which the forces are smaller than a certain tolerance factor.
The Hellmann-Feynman theorem [158, 159], provides the mathematical ma-
chinery to find those forces. It states that if a given Hamiltonian Hˆλ depends on
the parameter λ, the variation of the energy Eλ with respect to λ is given by
dEλ
dλ
=
〈
Ψλ|∂Hˆλ
∂λ
|Ψλ
〉
, (2.28)
where Ψλ represents any normalized variational solution of the Schrödinger
equation associated to Hˆλ.
Let us now use this theorem to evaluate the force FI on nucleus I in the Kohn-
Sham auxiliary system, given by
FI = −∂EKS [n(r)]
∂RI
=
〈
ΨKS|∂HˆKS
∂RI
|ΨKS
〉
, (2.29)
with RI being the position of the nucleus I and the Hamiltonian Hˆλ being given
by Equation 2.15. Furthermore, ΨKS is the wave function described by the Slater
determinat shown in Equation 2.5 but constructed with the Kohn-Sham orbitals.
Thus, FI can be explicitly expressed as [129]
FI =
∫
drn(r)
ZI(RI − r)
|RI − r|3 +∑I 6=J
ZIZJ(RI − RJ)
|RI − RJ|3 . (2.30)
The equilibrium geometries can be then found by variating all the RI until the
energy is a minimum and the condition
‖FI‖ < tol, (2.31)
is satisfied for all nuclei. In this last equation, tol ≈ 0 and it is the user-
defined tolerance factor mentioned before. This factor enters the calculation as a
parameter.
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Closely related to the calculation of forces within DFT, the stress tensor can
also be obtained using this formalism. Macroscopically, the components of the
stress tensor are defined as [119]
σηζ = − 1Ω
∂Etotal
∂uηζ
, (2.32)
where uηζ are the components of the strain tensor, u, and Etotal is the total
energy of the system. The quantum-mechanical theory of stress developed by
Nielsen and Martin [160], allows us to calculate these stress tensor components
from DFT calculations. Their formulation is rather involved and goes beyond
the aim of this short introduction to the methods used in this thesis. We refer
the interested reader to their original paper. In here, we only point out the
direct relation of the stress tensor components, σηζ , and the forces between atoms,
which can be quantified in the following way [119]
σηζ = − 12Ω ∑I 6=J
FI J,ηrI,ζ , (2.33)
where FI J,η is the η-component of the contribution to the force on nucleus I
due to nucleus J.
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A B - I N I T I O C H A R A C T E R I Z AT I O N O F D E F E C T S I N
S E M I C O N D U C T O R S
3.1 introduction
In this chapter, we provide an overview of the methodologies used in this thesis
in order to study point defects and dislocations in Cu(In,Ga)Se2. Although we
are not strictly focused on point defects, we discuss the DFT-based calculation
schemes developed for them because they are already in a mature stage and serve
as a smooth introduction to the case of dislocations, for which the application of
DFT is not well established. Specifically, we introduce the concepts of formation
energy and charge transition level as proposed for point defects and we show how
to apply them when dealing with dislocations. Furthermore, in the case of point
defects, we also introduce the elastic dipole tensor, which allows us to study the
strain-driven interaction between point defects and dislocations in Cu(In,Ga)Se2.
For detailed discussions on the ab-initio theory of point defects we refer the
reader to the excellent review by Freysoldt et al. [27] and the books by Drabold
and Streicher [161], Alkauskas et al. [162] and the chapter dedicated to the topic
in the book by Abou-Ras et al. [38]. For the connection between these simulations
and experiments we recommend the tutorial by Alkauskas et al. [163] and refer-
ences therein. In the case of DFT-based simulations of dislocations, we highlight
the recent review by Rodney et al. [164]. Furthermore, although focused on other
types of simulation techniques, the book by Bulatov and Cai [165] provides a de-
tailed account on the method we use to create the input structures for ab-initio
calculations.
3.2 the supercell approach
When using plane waves to solve the Kohn-Sham equations, periodic boundary
conditions must be satisfied [119]. This, together with the fact that computa-
tional power is limited, means that we must perform our simulations with a
finite-size box or supercell, which is then repeated infinitely in all three spatial
directions. The main advantages of this approach are that the perfect material is
accurately described and that allows us to use all the efficient techniques derived
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Figure 18.: Schematic of a defective supercell and its periodic images. As we can see,
with this configuration, the defect D creates a periodic defect array. (Adapted
and reprinted from Ref. [166] ©IOP Publishing Ltd)
from the quantum physics of periodic systems [161]. This means that with the
supercell approach it is possible to apply the highly efficient and well tested DFT
codes available for periodic solids [130–132]. Nevertheless, if a defect is inside,
as shown in Figure 18, the supercell becomes the new unit cell and the system is
actually a three-dimensional defect array. Such configuration results in unrealis-
tic high defect concentrations and would induce spurious interactions between
the studied defect and its periodic images.
Naturally, these interactions would be negligible at sufficiently large supercells,
i.e. the dilute limit. However, reaching such limit would imply supercell sizes for
which calculations become unfeasible [167, 168]. Therefore, the state-of-the-art
approach to deal with these spurious effects, as presented by Freysoldt et al. [27],
consists of three steps. The first step is to estimate how these effects behave as
the size of the supercell increases. The second step is to minimize their influence
on the calculated properties by means of adequate computational schemes. In
the final third step, one should apply a posteriori corrections to eliminate any
remaining impact of finite-size effects.
One may think that all these difficulties could be overcomed by means of us-
ing a different configuration like a cluster [119, 169] or by applying Green’s func-
tion techniques [170–172]. However, the defect-defect interactions would still be
present in those alternatives. The only difference is the mechanism from which
they originate. For example, in the case of clusters one would see quantum con-
finement effects if the electronic states associated with the defect are not localized
even for fairly large structures [27]. Therefore, the same problems would remain
but we would be deprived of the advantages associated with supercell approach.
44
3.3 point defects
3.3 point defects
3.3.1 Formation energies
As proposed by Zhang and Northrup [173], we can use supercells to study in-
dividual defects or impurities in different charge states. Obviously, in such ap-
proach the particle number and charge conservation are not fulfilled. This means
we are working in the grand-canonical ensemble where the thermodynamic de-
scription of the defect is provided by its Gibbs free energy of formation, G f [Dq](P, T),
defined as
G f [Dq](P, T) = Etot[Dq]− Etot[bulk] + PV f [Dq]− TS f [Dq]−∑
i
niµi(P, T)
+q(EF + EVBM) + Etotcorr,
(3.1)
where P and T are the pressure and temperature, respectively. Furthermore,
Etot[Dq] is the total energy of the supercell containing defect D at charge state q,
and Etot[bulk] is the total energy of an equivalent non-defective supercell. Both
total energies are readily accessible from our DFT calculations. The third term in
Equation 3.1 includes the formation volume of the defect V f [Dq] and accounts for
the pressure dependence of G f [Dq](P, T). Analogously, the fourth term includes
the formation entropy of the defect S f [Dq] and quantifies most of the effect of
temperature on G f [Dq](P, T) [27].
For a defect to be formed, atoms must be added or removed from the supercell.
Such process has an energetic cost which is included by means of the fifth term
in Equation 3.1. In there, ni is an integer value which indicates the number of
atoms of type i that are added or removed from the supercell and µi(P, T) are
their corresponding pressure- and temperature-dependent chemical potentials.
The same analysis can be applied to the electrons added or removed to charge
the defect and is accounted for in the sixth term in Equation 3.1. In this case,
q indicates the number of electrons involved in the process and their chemical
potential is given by the sum of the VBM energy EVBM and the Fermi level EF
referenced to the VBM (0 < EF < EG). The final term of Equation 3.1 corrects
all the spurious effects caused by the finite-size of the supercell and it will be
discussed in detail in Section 3.3.2.
The main contribution to the free energy of the defect is called formation energy
and is given by [27, 162]
E f [Dq] = Etot[Dq]− Etot[bulk]−∑
i
niµi + q(EF + EVBM) + Etotcorr, (3.2)
where µi(0, 0) is refered to simply as µi. In reality, experimental conditions at
which defects occur in a material define the relevant reservoirs. Therefore, we can
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use different values of µi to explore various experimental conditions. Naturally,
only physically sensible values must be used. In the case of solid phases the
chemical potentials of the species can be expressed as
µi = µ
el
i + ∆µi, (3.3)
where µeli are the chemical potentials of the most stable elemental reference phase
(equal to their corresponding cohesive energy) and ∆µi quantifies the deviation
from that value. When µi = µeli , the calculations study the so-called i-rich condi-
tions. Since the maximal deviations ∆µi are restricted by the heat of formation
of the compound under study, i-poor conditions can also be addresed. Moreover,
information about secondary phases helps to set further specific bounds to the
values of µi.
Once the formation energy is known, we can access one of the most impor-
tant quantities that characterize defects, their equilibrium concentrations. In the
dilute limit, it is given by the following Arrhenius relation [27, 162]
ceq(T) = Nsitesexp
(
−E f [Dq]/kBT
)
, (3.4)
where Nsites quantifies the number of positions in the lattice (including the
symmetry-equivalent ones) on which the defect can exist and kB is the Boltzmann
constant. Naturally, E f [Dq] should have all finite-size effects removed such that
it accurately describes the actual dilute limit.
3.3.2 Correction schemes for the formation energies
Let us now discuss the term Etotcorr in Equations 3.1 and 3.2. As mentioned when
introducing the idea of applying supercells to study defects, spurious interac-
tions due to the resulting periodic defect array are expected. Such interactions
are of quantum-mechanical (ovelapping wave functions), elastic, magnetic and
electrostatic nature. Nevertheless, in the case of charged defects, even for fairly
large supercells, long-range electrostatic effects are dominant. Therefore, we
will focus our discussion on how to apply corrections for such case. Before
continuing, we point out that an excellent overview on the state-of-the-art correc-
tion schemes for all the effects mentioned before can be found in the review by
Freysoldt et al. [27].
The first issue when dealing with charged defects using a supercell approach,
is that an homogeneous neutralizing jellium background must be added in order
to avoid divergences in the electrostatic energies [161, 166, 175]. Consequently,
the charged defect under study interacts with its periodic images and with the
jellium background. A second issue, illustrated in Figure 19, is that the aver-
age potentials of the charged defect calculation and that of the non-defective
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Figure 19.: Schematic of the origin and meaning of the potential alignment when using
the supercell approach to study a charged defect Dq. The situation in the
dilute limit is shown in the upper panel and the case of a finite-size supercell
is shown in the lower panel. The average electrostatic potential is shown in
the space between both figures. The solid red line corresponds to the case
of the isolated defect and the dashed blue line to the supercell result. Both
lines should be aligned in order to get meaningful results. (Reprinted with
permission from Ref. [174], ©American Physical Society)
supercell need to be aligned [161, 174, 176, 177]. Having in mind these two
contributions, Equation 3.2 can be re-written as
E f [Dq] = Etot[Dq]− Etot[bulk]−∑
i
niµi + E
q
corr + q(EF + EVBM) + q∆V[Dq],
(3.5)
where Eqcorr corrects the spurious interaction between the defect and its periodic
images when inmersed in a jellium background and ∆V accounts for the needed
potential aligment mentioned before. In the last couple of decades, several
schemes have been proposed to deal with these undesired effects. Among them,
the efforts of Makov and Payne (MP) [178], Lany and Zunger (LZ) [166, 175] and
Freysoldt, Neugebauer and Van de Walle (FNV) [179, 180] stand out. The latter
is the first fully ab-initio approach to calculate this correction and a recent com-
parative study showed that the FNV scheme gives the best performance when
dealing with point defects with a very well localized charge distribution [176].
However, the same study showed that when dealing with defects with more ex-
tended but still localized charge distributions, the LZ and FNV schemes perform
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equally well. Since extended but localized charge distributions is what we found
for dislocations in Cu(In,Ga)Se2 (see Part III), both methods could, in principle,
be used in this thesis. Due to its flexibility and clear physical interpretation, we
choose the LZ scheme. Let us now discuss the details of this scheme.
The Eqcorr−LZ used in the LZ method is closely related to the corresponding
correction in the MP sheme. Therefore, let us focus first on Eqcorr−MP, which has
the following form for a cubic supercell
Eqcorr−MP =
q2αM
2εL︸ ︷︷ ︸
EMP1
− 2piqQ
3εΩ︸ ︷︷ ︸
EMP2
,
(3.6)
where αM is the Madelung constant (which can be calculated by the Ewald
method [181, 182]), ε in this case refers to the macroscopic dielectric constant
of the material under study, Ω and L = 3
√
Ω are the volume and linear dimen-
sion of the used supercell, respectively. In Equation 3.6, Q is the second radial
moment of the localized charge distribution ρc and it is given by
Q =
∫
r2ρc(r)dr. (3.7)
The term EMP1 in Equation 3.6 is the screened Madelunk-like lattice energy of
point charges interacting with its periodic images when inmersed in a neutral-
izing background. Naturally, EMP1 is accurate for the case of point-like charge
distributions. However, such situation is not realistic in the case of real defects
in a material. For this reason, MP includes the term EMP2 to account for the
interaction between the delocalized part of the defect-induced charge distribu-
tion within the supercell and the screened point-charge potential of the periodic
images [166, 175]. What is proposed in the LZ scheme is to calculate the EMP2
contribution from the difference between the total charge densities of the charged
and neutral DFT calculations for a given defect. Following this path, Lany and
Zunger [166, 175] found that for a cubic supercell
EMP2 = −piq
2
6εL
(
1− 1
ε
)
= −EMP1csh
(
1− 1
ε
)
, (3.8)
where csh depends only on the supercell shape. Having in mind that in general
1/ε ∼ 0, the Eqcorr−LZ correction would have the following form
Eqcorr−LZ = [1− csh] EMP1. (3.9)
Lany and Zunger [166] calculated the values of csh for various supercell shapes
and found out that csh = 1/3 is generally valid, even in the case of supercells with
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considerable anisotropic shape. Therefore, Eqcorr−LZ can be effectively calculated
and applied as
Eqcorr−LZ =
2
3
EMP1. (3.10)
Eqcorr−LZ is completed with the corresponding potential alignment term in the
LZ scheme given by [166, 175]
q∆V[Dq] = q(VrefD,q −Vrefbulk), (3.11)
where VrefD,q and V
ref
bulk are the reference electrostatic potentials for the defective and
non-defective supercells, respectively. They are obtained by means of spherical
averages of the electrostatic potential at atomic sites far away from the defect [166,
175].
3.3.3 Charge transition levels
As we saw in the previous section, the calculation of the formation energy of
a given defect allows us to estimate its concentration in the dilute limit. Such
result can be compared with experiments and is one of the main results a DFT-
based defect calculation can deliver. Nevertheless, this is not the only quantity
amenable available for comparison with experiments. Based on the formation
energies we are also able to calculate the charge transition levels of a given defect.
These levels determine the electronic behavior of the defect and are extremely
valuable in order to correctly identify the origin of the defect signals observed in
eperiments.
One could naively think that defect states formed by Kohn-Sham orbitals
(henceforth called defect states), as obtained from the corresponding DFT-based
defect calculation, can be directly associated with defect levels found in experi-
ments. However, one must keep in mind that Kohn-Sham orbitals are artifical
constructions which reproduce the ground state density of the interacting elec-
tronic system, but nothing else [27, 119, 121]. Nevertheless, total energies deliv-
ered by DFT are reliable and can be used to accurately position the thermody-
namic charge transition levels e(q/q′) of a given defect. These charge transition
levels are defined as the Fermi level for which the formation energies of charge
states q and q′ are equivalent [27, 38, 162] and can be calculated as
e(q/q′) =
Ef[Dq; EF = 0]− Ef[Dq′ ; EF = 0]
q′ − q , (3.12)
where Ef[Dq; EF = 0] is the formation energy of the defect when EF is at the
VBM. The transition level e(q/q′) is also understood as the Fermi level below
which the defect prefers the q charge state and above which the q′ state is more
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Figure 20.: Schematic of a formation energy diagram with respect to the Fermi level
exhibiting two charge transition levels. Only the most favorable charge states
are shown. (Reprinted with permission from Ref. [27], ©American Physical
Society)
stable. As mentioned before, the e(q/q′) are relevant because they can be di-
rectly compared with experiments. Specifically, this is true when the perfomed
measurement allows the defect to relax into the equilibrium configuration of its
different charge states [27], e.g. in the case of deep-level transient spectroscopy
(DLTS) [183, 184].
In Figure 20, we show an example of the usual Ef[Dq] versus EF diagrams used
to depict the e(q/q′) in a given material. As mentioned before, if a transition level
is located close to the center of the band-gap, as the examples in the figure, the
e(q/q′) is said to be deep. On the contrary, a given e(q/q′) is called shallow if it
is located close enough to the band edges so it can be easily thermally ionized.
Furthermore, if the e(q/q′) levels exhibited by a defect include only positive or
neutral charge states we talk about a donor defect and its charge transition are
called donor levels. Analogously, if a given defect only exhibit negative or neutral
charge states, it is refered to as acceptor defect and its e(q/q′) levels are called
acceptor levels. If a defect is stable in both possitive and negative charge states, as
in Figure 20, it is called amphoteric.
Evidently, the comparison between the e(q/q′) obtained from DFT-based de-
fect calculations with experiments, is only valid if the simulation is able to cor-
rectly locate the charge transition levels within the band-gap of the material. As
we discussed in the previous chapter, when using computational efficient local
or semi-local exchange-correlation functionals, a DFT calculation will exhibit the
well-known band-gap problem [119, 121]. Unfortunately, if our calculation is
affected by this problem, the position of the e(q/q′) cannot be determined ac-
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Figure 21.: Schematic of the band-gap problem influence on the determination of charge
transition levels and the limitations of a posteriori corrections to fix the issue.
On the left of the figure, a charge transtion level (marked as a red line) inside
the LDA band-gap of a material is shown. On the right we can see how, once
the band-gap is corrected up to its experimental value, the final position of
the charge transition level cannot be uniquely determined. (Reprinted with
permission from Ref. [175], ©American Physical Society)
curately [27, 166, 175]. This is so, even if we are able to calculate precisely the
magnitude of the corrections ∆EV and ∆EC, which would have to be applied a
posteriori to the VBM and CBM, respectively, in order to reproduce the experi-
mental band-gap.
Such situation is depicted in Figure 21. In there, the result from a simple LDA
calculation is shown on the left. In that case, it is found that the defect under
study induces a donor level inside the wrongly described band (a solid red line
in the figure). However, once ∆EV and ∆EC are applied, how should the position
of the e(q/q′) change?. One possibility would be to use an internal potential
reference and keep the position of e(q/q′) fixed with respect to that reference [27,
166, 175]. If this is done, the final position of the transition level corresponds
to the one of the dashed line (1) shown on the right in Figure 21. Another
possibility would be to consider that e(q/q′) is shallow and consequently should
move together with the CBM [27, 166, 175]. In such case, its final position would
be given by the dashed line (2) shown on the right in Figure 21. The question of
which of the two possibilities is correct cannot be answered easily. Furthermore,
these two possibilities on how to move e(q/q′) are not the only ones that could
be applied. Therefore, using a posteriori corrections to the band edges and to the
position of the transition levels cannot deliver conclusive results [27, 175]. The
best solution for this problem is to use a calculation strategy that delivers directly
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a more accurate band-gap. This is the case of hybrid functional [27, 162] or even
more involved strategies, e.g. the GW approach [27, 185, 186].
3.3.4 Elastic dipole tensor
In general, defects induce lattice distortions on both local- and long-range scales.
For the former, a description based on elasticity cannot be considered reliable
as there may be large distortions in the region inmediate to the defect. In this
region, an atomistic approach must be used [187], i.e. molecular dynamics, DFT
or a more involved theory. In the specific case of point defects, the long-range
elastic distortions can be completely described by means of the elastic dipole tensor
(EDT) [188–195]. This tensor bridges the atomic structure of the defect with the
elastic field it introduces in a material. Consequently, such mathematical entity
also describes the interaction of point defects with strain or stress within linear
elasticity. Due to these features, Leibfried and Breuer [190] affirmed that the
EDT (which they called double force tensor) "is, withouth exageration, the most
important concept needed in defect physics". Furthermore, used together with
the elastic constants of the material under study, the EDT give us access to the
V f [Dq] in Equation 3.1 and to the enthalpy of formation H f [Dq] of a given defect.
In order to understand the concept behind this tensor and how to calculate it,
let us analyze a truncated Taylor expansion of the energy E(nD, u) of a supercell,
without entropy contributions, in terms of the strain u (with components uηζ)
and the number of defects per supercell nD (we will restrain our discussion to
neutral defects for the moment)
E(nD, u) = E(0, 0) +∑
ηζ
∂E(nD, u)
∂uηζ
∣∣∣
u=0,nD=0
uηζ + ∑
ηζιχ
∂2E(nD, u)
∂uηζ∂uιχ
∣∣∣
u=0,nD=0
uηζuιχ
+
∂E(nD, u)
∂nD
∣∣∣
u=0,nD=0
nD +∑
ηζ
∂2E(nD, u)
∂uηζ∂nD
∣∣∣
u=0,nD=0
uηζnD,
(3.13)
where E(0, 0) is the is the energy of a corresponding non-defective and un-
strained supercell. This equation can be rewritten based on the previously pre-
sented definitions of the stress and the formation energy of a defect. Additionally,
the second derivative in the third term in Equation 3.13 is equal to the compo-
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nents Cηζιχ of the elastic stiffness tensor of the material. Therefore, Equation 3.13
could be better expressed as
E(nD, u) = E(0, 0) +∑
ηζ
σηζ
∣∣∣
u=0,nD=0︸ ︷︷ ︸
=0
uηζ + ∑
ηζιχ
Cηζιχuηζuιχ + E f [D]nD
+∑
ηζ
∂2E(nD, u)
∂uηζ∂nD
∣∣∣
u=0,nD=0
uηζnD.
(3.14)
As mentioned before, the EDT describes how a given point defect interacts
with strain. This means that it describes how its formation energy varies in the
presence of the strain field u. As a consequence, if we derivate Equation 3.14
with respect to nD and obtain the strain dependent formation energy of defect D,
we should find out the form of the EDT
∂E(nD, u)
∂nD
= E f [D](u) = E f [D] +∑
ηζ
∂2E(nD, u)
∂uηζ∂nD
∣∣∣
u=0,nD=0
uηζ . (3.15)
Evidently, all changes in the formation energy of the defect which are caused
by strain are contained in the last term of this equation. Thus, the components
Gηζ [D] of the EDT are given by
Gηζ [D] = −∂
2E(nD, u)
∂uηζ∂nD
∣∣∣
u=0,nD=0
= −∂E
f [D]
∂uηζ
= −∂σηζ
∂nD
. (3.16)
Therefore, Equation 3.15 can be rewritten including the EDT as
E f [Dq](u) = E f [Dq]−∑
ηζ
Gηζ [Dq]uηζ , (3.17)
where the existence of charged defects in now taken into account. This last
equation implies that the formation energy of a given defect inmersed in a strain
field would only decrease if the elements of the EDT and the components of the
strain have the same sign. This means that a defect with positive EDT compo-
nents (dilation center) would prefer to be formed in a positively strained region
of the material. Analogously, if the defect has negative EDT components (com-
pression center), its formation energy would decrease in a negatively strained
region. When calculating the strength of the interaction between a point defect
and a strain field, the EDT formalism has the advantage that it inherently cap-
tures the symmetry of the defect [190, 191, 193, 195].
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The scheme to calculate the components of the EDT is implicit in Equation 3.18.
We simply calculate the difference in stress caused by the presence of one de-
fect Dq on a given supercell without allowing the supercell volume or shape to
change (strain control) as
Gηζ [Dq] = −
∂σηζ
∂nD
= − (σηζ [D
q]− σηζ [0])
nD
= −Ω∆σηζ [Dq], (3.18)
where σηζ [0] and σηζ [Dq] are the stress components in the non-defective and
defective supercell, respectively. As in the case of defect formation energies or
charge transition levels, the calculated Gηζ [Dq] are hampered by the finite size
of the supercell. Therefore, if it is not computationally cumbersome, the EDT
components should be obtained for different supercell sizes and its value for the
dilute limit could be obtained by means of an extrapolation [196]. As we will
see in the next section, when studying charged defects one should correct for the
spurious stress arising from the electrostatic interaction with its periodic images
and with the neutralizing background, and from the potential missalignement.
3.3.5 Correction schemes for the EDT
As proven by Bruneval and Crocombette [197], when studying the formation vol-
umes of charged defects, there is an spurious pressure associated with the correc-
tion terms Eqcorr and q∆V(Dq). For the former, Bruneval and Crocombette [197]
found out that this pressure is given by
Pqcorr =
q2αM
6εΩ4/3
. (3.19)
This means that there must be a correction to the diagonal terms of the stress
tensor σηη,corr[Dq] with the following magnitude (notice the positive sign)
σηη,corr[Dq] =
q2αM
18εΩ4/3
. (3.20)
For the correction of the spurious stress related to q∆V(Dq) we follow the el-
egant solution given by Goyal et al. [198]. Their proposal is shown in Figure 22
and is based on the difference between the volumes for which the formation
energy of the defect under study is minimal, when the potential aligment cor-
rection is included and when is not. In the example shown in the figure, these
volumes are shown as dashed lines. Once the difference is known, one can use
the elastic constants and estimate the spurious pressure and stress associated to
the q∆V(Dq) correction.
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Figure 22.: Procedure followed to calculate the stress correction associated with the po-
tential aligment q∆V(Dq). The calculation is based on the difference between
the volumes for which the enthalpy of formation of a given defect is minimal,
shown as dashed lines, with and without the potential alignment correction.
(From Ref. [198])
We must highlight that in a recent study, Bruneval et al. [199] proved that,
as in the case of the potential, the stress is ill defined in charged supercells.
They tested several DFT codes and found that most of them completely fail to
account for this situation. However, they reported that the stresses obtained
using VASP [130, 131] when studying a charged defect are qualitatively correct
when compared with an accurate result from model-solid theory. Since we use
this simulation package for our simulations, our EDT are essentially correct but
can only be used to draw qualitative conclusions.
3.4 dislocations
3.4.1 Periodic boundary conditions and dislocations
Our aim in this thesis is to accurately describe the structural and electronic prop-
erties of dislocations in Cu(In,Ga)Se2 and its parent compounds. To achive such
goal we use DFT and a supercell approach. Therefore, periodic boundary con-
ditions must be satisfied and, in the case of dislocations, this implies that using
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Figure 23.: Schematic of the dislocation dipole configuration used to satisfy periodic
boundary conditions. Red lines mark the position of the dislocations. (This
figure was first published in Ref. [201])
supercells we cannot study single dislocations withouth introducing undesired
surfaces in the simulation [165, 200]. The only way to overcome this predica-
ment is to use arrays of dislocations inside the supercell [165, 200], i.e. dipoles
or quadrupoles. Naturally, this means that supercells needed to accurately study
dislocations are much larger than the ones required for point defects. However,
dislocations dipoles and quadrupoles have the advantage that they help to can-
cel out the elastic interaction with periodic images [165, 200]. Let us focus now
on the details of the dipole configuration, which is the dislocation array used
throughout this thesis.
A schematic of a supercell containing a dislocation dipole is shown in Fig-
ure 23. Such configuration is formed by two coplanar dislocations with antipar-
allel Burgers vectors, located in the midplane of the supercell. If these two dis-
locations recombine, we would end up with a non-defective supercell. Keeping
this in mind, we can see that the formation of the dislocation dipole can be un-
derstood as a nucleation of a dislocation pair in the center of a non-defective
supercell. After created, the dislocations move in opposite directions until the
distance between them is equal to half the length of the supercell in the y direc-
tion. It is known that such movement would induce a plastic strain up given by
( see Section B.2.2 for details)
up =
1
2Ω
(b⊗A + A⊗ b), (3.21)
where A is the vector perpendicular to the plane that contains the dipole. This
last equation is a generalized form of Equation B.7. The scheme to eliminate this
unwanted strain is to apply an elastic strain equal to uel = −up to the supercell.
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Figure 24.: Schematic of the first step towards the creation of edge dislocation dipoles
without introducing plastic strain, i.e. the atoms in the green shaded areas
are eliminated. The structure shown in the figure corresponds to CuInSe2
and copper, indium and selenium are shown as red, blue and yellow spheres,
respectively.
In the specific case of edge dislocations, we can construct a supercell contain-
ing a dipole without introducing the plastic strain mentioned before [165]. In this
way, one avoids the supercell deformation associated to the elastic strain needed
to eliminate the spurious strain given in Equation 3.21. The initial step of the
scheme to achive this is depicted in Figure 24. In there, we show a CuInSe2
supercell along with two green shaded regions. If we sequentially eliminate
the atoms inside these regions, compress the supercell in the [221] direction by
1/12[221] and relax the atomic positions, we would end up with a dipole of pure
edge character Frank partials. This last scheme is the one we use to create the
supercell studied in Chapter 4.
One further consequence of the dipole configuration is that if the studied dis-
location type has an edge component, the dipole will contain one α-core and on
β-core. This fact has deep influence on the meaning of formation energies and
charge transition levels of dislocations as obtained from supercell calculations.
Such issue will be explored in the next section.
3.4.2 Formation energies, charge transition levels and electronic structure
The formalism developed to calculate formation energies and transition levels
in the case of point defects, can be extended to the case of dislocations dipoles
or quadrupoles. However, as we will see in this section, formation energies of
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individual dislocations cannot be accessed and a clear picture of their electronic
properties is only accesible after a posteriori analyses are carried out. Since we
use the dislocation dipoles throughout this thesis, the forthcoming discussion is
focused on the formalism and methods used for that configuration.
In such case, the formation energy given in Equation 3.5 can be rewritten as
E fdip[D
q] = Etot[Dq]− Etot[bulk]−∑
i
niµi + E
q
corr + q(EF + EVBM) + q∆V(Dq),
(3.22)
where E fdip[D
q] is the formation energy of a given dislocation dipole D in
charge state q. The rest of the terms are equal to the ones described in Sec-
tion 3.3.1 and 3.3.2. We stress the fact that this formation energy is given for a
complete dipole. Therefore, if the cores composing the dipole are different, as
it is the case when studying dislocation with an edge character [101, 165], the
corresponding formation energy for individual dislocations cannot be obtained
from DFT-based calculations, i.e. DFT is a total energy method. Only in the case
of screw dislocations, for which the dipole is composed with two equal dislo-
cation cores, we could divide E fdip[D
q] by two and obtain the single dislocation
formation energy.
Furthermore, contrary to the case of point defects, the E fdip[D
q] cannot be used
to estimate dislocations concentrations or densities. This is so because dislocation
formation is not thermodynamically driven but they occur as growth accidents
or due to strain relief [99, 100, 202]. However, its relevance lies on the fact that
E fdip[D
q] reveals which dislocation type is relatively more energetically favorable.
Nevertheless, we emphasize that the total strain energy of a dislocation is depen-
dent on the volume of the supercell [99, 100]. Therefore, comparing E fdip[D
q] is
valid as long as calculations are performed on equivalent supercells.
In the case of charge transition levels e(q/q′) for dislocation dipoles, based on
Equation 3.12 we can use the following expression
e(q/q′) =
Efdip[D
q; EF = 0]− Efdip[Dq
′
; EF = 0]
q′ − q , (3.23)
where Efdip[D
q; EF = 0] is the value given by Equation 3.22 when EF is at
the VBM. As in the case of point defects, the e(q/q′) calculated for dislocation
dipoles is amenable for comparison with experiments and can be interpreted
as the Fermi level below which the dipole prefers the q charge state and above
which the q′ state is more stable. However, analogous to the case of formation
energies discussed before, if the dislocation type under study has an edge char-
acter, finding out if a given e(q/q′) is associated to the α-core or to the β-core
composing the dipole is not straightforward.
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To circumvent this problem we use a concept developed by Richard
Bader [203]. He proposed to estimate the surface through which the charge den-
sity gradient in molecule or solid has zero flux. The volume inside that surface is
associated to the spatial region of influence of the individual atoms in the system
and is called Bader volume. If we integrate the charge density inside the Bader
volume, we will end up with the charge associated with each atom in the solid.
This is the so-called Bader charge. After we calculate e(q/q′) for the dislocation
dipoles of interest, we can analyze the difference in Bader charges between the
relevant charge states. In this way we can conclude where are the extra electrons
or holes localized and which of the two dislocation cores inside the supercell is
the electrically active one for that given e(q/q′). Furthermore, combining this
approach with an electronic structure analysis results in a very powerful tool, as
we will see in Part III of this thesis. Specifically, we are able to calculate both
global and local density of states (DOS and LDOS, respectively). The latter implies
adding up the atomic resolved DOS for a given spatial region and allows us to
access the electronic structure of individual cores inside the supercell.
A final and general issue regarding the study of electronic properties of dislo-
cation cores using DFT-based calculations, refers to the band-gap problem. As
we discussed in Section 3.3.3, in the case of point defects this problem can be over-
comed by means of the very succesful hybrid functionals or even more involved
theories. However, when studying dislocations the extremely large supercells
needed make it impossible to use such advanced methods. Therefore, we need
to find an alternative valid for both, CuInSe2 and CuGaSe2, which are the focus
of this thesis.
When using LDA for these materials, the calculated band-gap (-0.4eV in the
case of CuInSe2, i.e. valence and conduction bands are overlapping by 0.40 eV)
is underestimated due to the incorrectly described repulsive interaction between
the Cu d-orbitals and Se p-obitals. This repulsion pushes the antibonding p− d
valence band states to higher energies [204]. One viable way to correct this is
to apply the LDA+U approach as described in Section 2.5.2 to the Cu d-orbitals.
This reduces the repulsion and lowers the VBM. For both, CuInSe2 and CuGaSe2,
a physically sensible parameter is Ud(Cu) = 6eV, which correctly positions the
Cu d-like valence band resonances according to photoemission experiments [205,
206]. However, with this method the band-gap problem is not fully solved, i.e.
it predicts a band-gap of 0.12eV for the CuInSe2, which is still far away from its
experimental value (1.04eV).
A first proposal to overcome this limitation is to fit U parameters for differ-
ent orbitals in a given compound such that the band-gap is reproduced [207].
However, such solution implies forcing an unphysical localization to s and p-
like orbitals, which are otherwise delocalized [27]. On the other hand, although
the physically driven LDA+U method with Ud(Cu) = 6eV only corrects the
band-gap error partially, its predicted charge transition levels can be extrapo-
lated by the physically justified scheme proposed by Janotti et al. [208]. Their
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approach is based on the fact that defect states are a mixture of valence-band
and conduction-band states. Therefore, the extent to which charge transition lev-
els change when going from LDA to LDA+U, depends on their relative valence-
band and conduction-band character. The first step for using this method is to
calculate the transition level e(q/q′) with both LDA and LDA+U, and then apply
the following extrapolation
e(q/q′) = e(q/q′)LDA+U +
∆e
∆EG
(EexptG − ELDA+UG ), (3.24)
with
∆e
∆EG
=
e(q/q′)LDA+U − e(q/q′)LDA
ELDA+UG − ELDAG
, (3.25)
where, ELDAG , E
LDA+U
G and E
expt
G are the band-gaps given by LDA, LDA+U and
obtained by experiments, respectively. The term ∆e∆EG is the rate of change in the
charge transition level with respect to the change in the band-gap. As seen in
Equation 3.25, this coefficient depends on e(q/q′)LDA+U and e(q/q′)LDA, which
are the charge transition levels predicted with LDA and LDA+U, respectively.
Henceforth, this last method will be refered to as LDA/LDA+U extrapolation
method. In the next chapter we will evaluate its performance and we will show
that it is suitable to calculate the e(q/q′) of dislocation dipoles in CuInSe2 and
CuGaSe2.
3.4.3 Correction schemes for the formation energies
The correction terms in Equation 3.22 are calculated using the LZ scheme as pre-
sented in Section 3.3.2. Although our supercell has a fairly anisotropic shape,
Lany and Zunger [166] found that their approach is generally valid, even for
such cases. Naturally, the magnitude of EMP1 is not the one given in Equa-
tion 3.6, which is valid only for cubic supercells. We calculated its value by
means of a direct method and with the help of the general utility lattice program
(GULP) [209, 210]. Regarding the potential aligment, we apply the formalism
as presented in Equation 3.11. Nevertheless, in our case the reference electro-
static potentials for the defective and non-defective supercells were obtained by
means of cylindrical rather than spherical averages of the electrostatic potential
at atomic sites far away from the dislocations.
The validity of this approach is based on the fact that, even though dislocations
are extended one-dimensional defects, electrons and holes involved in the e(q/q′)
of dislocation dipoles in CuInSe2 and CuGaSe2 are relatively well localized in
specific bonds (see Part III). Therefore, charged dislocations in these materials
can be understood as one-dimensional arrays of charged point defects rather
than continuous charge distributions. This result, together with the fact that for
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the dimension of our supercell along the direction of the dislocation we use the
shortest possible value, allows us to use a correction scheme which is designed
originally for point defects. We choose the LZ scheme since, as mentioned before,
it has a high performance when dealing with defects with more extended but still
localized charge distributions [176]. Therefore, we expect it to work reasonably
well for the systems we are interested in.
3.4.4 Interaction with point defects
The interaction between dislocations and point defects can have an elastic and,
if both defects are charged, an electrostatic nature. For the former, within the
limits of linear elasticity, we can use Equation 3.17 to estimate how the formation
energy of a given defect changes when inmersed in the strain field of a given
dislocation. Such strain field can be obtained directly from the equations pro-
vided by linear eleasticity theory [99, 100, 202, 211, 212]. In the case of a screw
dislocation whose line direction coincides with the z direction, its induced strain
is given by
uxx = uyy = uzz = uxy = 0, (3.26)
uxz =
‖b‖
2pi
y
x2 + y2
, (3.27)
uyz = −‖b‖2pi
x
x2 + y2
, (3.28)
where b is the norm of the Burgers vector. For an edge dislocation oriented in
the same direction, we have the following set of equations to describe its strain
field
uzz = uxz = uyz = 0, (3.29)
uxx =
‖b‖y
2pi
Sy2 + (2λ+ 3S)x2
(λ+ 2S)(x2 + y2)2
, (3.30)
uyy = −‖b‖y2pi
(2λ+ S)x2 − Sy2
(λ+ 2S)(x2 + y2)2
, (3.31)
where S is the shear modulus of the material and λ is the other Lamé constant.
In Part III of this thesis we use this approach to study the elastic contribution
to the interaction between defects and dislocations. As mentioned before, this
method is limited to the range of validity of linear elasticity theory and is there-
fore valid outside of the core of the dislocation. Nevertheless, it can deliver
qualitative insights valuable in order to explain segregation tendencies observed
in experiments as we will show in Part III of this thesis. A final remark to make
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on the elastic interactions is that, although out of the reach of this thesis, a fur-
ther way to have more realistic simulations would be to obtain the strain fields
induced by a given dislocation from molecular dynamics studies of extremely
large structures. However, to do so it is mandatory to have an available inter-
atomic potential. Unfortunately, this is not the case for CuInSe2 and CuGaSe2.
Regarding electrostatic interactions between charged point and line defects,
we cannot study them with a simple and elegant approach like the one we just
explained for the elastic interaction. Such drawback arises from the fact that
within DFT calculations we cannot force the system to distribute the charges in
the correct fashion. Therefore, when several defects that prefer to be charged are
inside a supercell, such calculations are not able to deliver unambiguous results
for definite individual charge states. This is the reason why in Part III for the case
of charged perfect dislocations, we intentionally focused on the segregation of
neutral species and did not addressed the case of charged intrinsic point defects,
despite the fundamental role they play in the properties of Cu(In,Ga)Se2-based
devices. A more detailed discussion on this issue can be found in the Outlook of
this thesis.
3.5 technical details of the calculations
3.5.1 Bulk properties: why using the LDA+U for relaxations?
It is well known that hybrid functionals greatly improve the description of the
bulk properties of CuInSe2 and CuGaSe2. It would be ideal to use such func-
tional to study dislocations in these materials. However, as stated before, their
high computational cost makes them unfeasible to study the extremely large su-
percells needed to simulate dislocations. For the electronic properties we will
use the LDA/LDA+U extrapolation method presented in Chapter 3 and tested
in Section 3.5.3 of this chapter. However, besides electronic properties, we are
also focused on the structural features of dislocations in CuInSe2 and CuGaSe2.
Therefore, we need to clarify which of the available options represent the best
choice for that matter.
To answer this question we used LDA, LDA+U and GGA functionals to cal-
culate the structural parameters of both CuInSe2 and CuGaSe2. Results for the
lattice constants a, c, the c/a ratio, the internal displacement parameter u and
bulk modulus B of these materials are shown in Table 1. For completeness, in
Table 1 we also report the corresponding band-gaps. All these properties were
calculated using the 16-atom tetragonal unit cell and a k-point grid of 8x8x4 for
all local and semi-local functionals. For the hybrid we use a k-grid of 4x4x2
instead and a exchange-screening parameter of ω = 0.13 Å−1. Calculations are
performed using the software VASP [130, 131].
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Parameter
EG (eV) a (Å) c/a (Å) u (Å) B (GPa)
Expt.
CuInSe2 1.04 [23] 5.814 [23] 2.001 0.2258 [213] 54 [214], 72 [215]
CuGaSe2 1.68 [23] 5.614 [23] 1.964 0.250 [216] 71 [217]
LDA
CuInSe2 -0.4 5.718 2.012 -0.85 69.86
CuGaSe2 0.25 5.523 1.990 0.2403 72.45
LDA +U
CuInSe2 0.12 5.710 2.008 0.2146 68.21
CuGaSe2 0.7 5.519 1.983 0.2410 70.61
GGA
CuInSe2 0.01 5.885 2.012 0.2178 55.8
CuGaSe2 0.02 5.684 1.985 0.2438 59.3
Hybrid
CuInSe2 1.07 5.839 2.013 0.2259 57.9
CuGaSe2 1.68 5.650 1.965 0.2508 66.7
Table 1.: The band gaps Egap, lattice parameter a, c/a ratio, internal displacement param-
eter u and the bulk modulus B calculated using different exchange-correlation
functionals and the corresponding values obtained from experiments (Expt.).
As we can see from the results reported in the table, the GGA cannot describe
the B of these materials. Therefore, it would not be expected to produce reliable
results if used to study dislocations or the EDT of relevant point defects. It is in-
teresting to notice that even the highly accurate hybrid functional cannot achieve
a correct description of the bulk modulus. On the other, both LDA and LDA+U
do a great job reproducing the experimental value for B. Furthermore, both func-
tionals do an equally satisfactory job at describing the structure. If the structural
relaxations carried out in this thesis were only focused on neutral systems, we
could use either ot the two functionals. However, this is not the case and charged
systems are a central issue on this thesis. We choose LDA+U over LDA because
it does a better job at describing the band-gap of CuInSe2 and CuGaSe2. Conse-
quently, LDA+U improves the description of both the charge carrier localization
and the local relaxations around charged defects in these materials.
3.5.2 Supercell creation and characteristics
All supercells used in this thesis have the same coordinate axes given by
x = [1¯10], x = [1¯1¯0] and z = [221]. Thus, the xy-planes correspond to the
{112} planes in the chalcopyrite structure. Since these planes are the preferred
slip planes for dislocations in CuInSe2 and CuGaSe2, supercells with these axes
allows us to simulate all relevant dislocation types we are interested in.
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Figure 25.: Comparison between the charge transition levels of CuIn and InCu antisites
in CuInSe2 obtained using an screened-exchange hybrid potential reported in
Ref.[5] versus the LDA/LDA+U extrapolation method proposed in Ref.208.
(This figure was first published in Ref. [201])
The supercell used to study the Frank loops in Cu(In,Ga)Se2 was created fol-
lowing the ideas on how to create a dipole of edge dislocations presented in
Section 3.4.1. The resulting structure has 800 atoms and it will be studied in
detail in Chapter 4.
On the other hand, the supercell used to investigate perfect screw and 60◦-
mixed dislocations in CuInSe2 and CuGaSe2 was created by applying the theo-
retical strain distribution associated with each dislocation type to an otherwise
perfect structure. In this case it was necessary to apply the elastic strain correc-
tion described in Section 3.4.1.
3.5.3 Validity of the LDA/LDA+U extrapolation method
In order to check the accuracy of the LDA/LDA+U extrapolation method for
defects in CuInSe2 and CuGaSe2, we compare the charge transition levels it pre-
dicts with the values obtained with a screened-exchange hybrid potential. As we
have stated before, the latter has been proven to be a reliable tool to study such
systems [5]. We carry out such comparison for the cation-antisites, CuIn and InCu
in CuInSe2, whose e(q/q′) are uncorrectly described when using (semi)local ap-
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proximations [3, 205]. These calculations were performed for a supercell with
64 atoms. The calculated formation energies are shown in Fig. 25. In there it is
possible to see that the positions of charge transition levels of these antisites are
correctly predicted by the extrapolation method when compared to the hybrid
potential calculations.
3.5.4 Setup of calculations
In the following chapters, DFT-based calculations are carried out for dislocations
and the EDT of point defects in CuInSe2 and CuGaSe2. All DFT calculations pre-
sented in this thesis were conducted using the software VASP [130, 131] and the
PAW method. Visualization of structures was done with the open visualization
tool (OVITO) [218] and the visualization for electronic and structural analysis
(VESTA) software [219]. Further technical details of these calculations are sum-
marized below. In the case of dislocations:
• A converged plane-wave energy cutoff of 350 eV was used for all disloca-
tion studies.
• Supercells constructed as explained in Section 3.5.2 were used.
• For relaxations, we use the LDA+U functional and k-grids with a single
k-point (Γ) were employed.
• For the calculation of energies we use a 4x1x2 Γ-centered k-grids. Obtained
formation energies and charge transition levels were found to differ by few
meV when compared to the ones obtained when a 4x2x2 grid was used
instead.
• Smooth DOS and LDOS were calculated using a 4x2x2 Γ-centered k-grids
and using the LDA+U functional.
• Ionic relaxation is conducted until the Hellmann-Feynman forces are below
0.05 eV/Å.
On the other hand, for the calculation of the EDT of relevant point defects:
• All EDT calculations are performed using the LDA+U functional.
• A converged plane-wave energy cutoff of 550 eV was used for all EDT calcu-
lations. Such high cutoof was used in this case due to the slow convergence
of stress calculations with DFT.
• Two quasi-cubic supercells of different size were used in order to estimate
finite-size effects on the value of the EDT. The first one was the 2x2x1 su-
percell of the tetragonal 16-atom chalcopyrite unit cell and with 64 atoms.
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The second one was the 4x4x2 supercell of the same unit cell and with 512
atoms.
• Γ-centered k-grids were used for both supercell sizes. For the 64-atoms cell
we use a 4x4x4 grid and for the 512-atoms configuration we used a 2x2x2
grid.
• Ionic relaxation is conducted until the Hellmann-Feynman forces are below
0.002 eV/Å for supercells of 64 atoms and below 0.005 eV/Å for supercells
of 512 atoms.
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Part III
D I S L O C AT I O N S I N C u I n S e 2 , C u G a S e 2 A N D
C u ( I n , G a ) S e 2

This part of the thesis deals with the structural and electronic properties
of of dislocations in CuInSe2, CuGaSe2 and Cu(In,Ga)Se2 by means of
DFT-based calculations. We start by characterizing a Frank dislocation
loop in Cu(In,Ga)Se2. We then discuss the relation of these loops to the
efficiency-boost effect of the Cu-rich stage in state-of-the-art growth meth-
ods for Cu(In,Ga)Se2-based thin-film solar cells. Afterwards, we focus on
the stoichiometric configurations of the experimentally observed and theoret-
ically possible perfect dislocations in CuInSe2 and CuGaSe2. Based on these
results, we confirm that the electrical activity of the cores is caused by the
presence of cation-cation or anion-anion bonds. Based on these results for
its parent compounds, it is possible to draw conclusions on the properties of
most perfect dislocations in Cu(In,Ga)Se2. However, for the glide 60◦-mixed
dislocation this is not straightforward. We address this issue by exploring
the segregation tendency and effect of gallium in the surrounding of this
structure. Finally, we focus on the segregation of sodium in the surround-
ings of all active dislocation cores in CuInSe2 and CuGaSe2. Such analysis
allows us to explain the origin and effect of the experimentally observed ac-
cumulation of sodium at dislocations in Cu(In,Ga)Se2.
4
F R A N K PA RT I A L S I N C u ( I n , G a ) S e 2
The results in this chapter were first published in Ref. [112].
Experimental results presented in this chapter were obtained
by Ekin Simsek-Sanli and are reprinted with her permission.
4.1 introduction
The three-stage coevaporation technique [46], including a Cu-rich stage, with
([Cu]/([In] +[Ga]) >1), is known to lead to Cu(In,Ga)Se2 thin-films with high
efficiencies and to a reduction of planar defects (PDs) [50, 115]. Highly sym-
metric PDs, like lamellar twin boundaries and stacking faults, are present in
growth-finished Cu(In,Ga)Se2 layers and they have been found not to substan-
tially affect the electrical properties of the photovoltaic absorber [85]. Therefore,
the beneficial effect of the PDs reduction should be associated to the disappear-
ance of irregular PDs that do introduce noticeable changes in the DOS relative
to the bulk [50].
In order to shed some light on this puzzle, in this chapter we use ab-initio
calculations to investigate the structural and electronic properties of a specific
type of irregular defect, namely a Frank dislocation loop, which was observed
in a sample whose growth process was interrupted and did not go through the
Cu-rich stage and has not being characterized until now.
4.2 experimental setup
The study presented in this chapter was carried out in close collaboration with ex-
perimental partners within the Helmholtz Virtual Institute HVI-520 "Microstruc-
ture Control for Thin-Film Solar Cells". In this section we describe shortly the
fabrication process of the sample where the Frank loop was observed and the
setup our collaborators used for the measurements.
Let us start with the way the investigated Cu(In,Ga)Se2 absorber layer was
deposited: a growth-interrupted three-stage coevaporation process. In the first
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stage of such process, In and Ga were deposited sequentially under Se atmo-
sphere at 330◦C. This resulted in an In-Se/Ga-Se stack. In the second stage, the
substrate temperature was increased to 430◦C. The process continued with Cu
deposition under Se atmosphere. Our collaborators intentionally interrupted the
three-stage process during this second stage, before reaching the Cu-rich compo-
sition, in order to obtain high defect concentrations [220, 221]. Up to the point
where the process is interrupted, the sample was grown like a fully working
solar cell.
The setup of their microscopy analysis is as follows: cross-sectional TEM
lamellae from the Cu(In,Ga)Se2 (CIGSe) thin films were prepared with a Zeiss
Crossbeam 1540XB focused ion beam (FIB) machine using the lift-out method
[222, 223]. Structural analysis with atomic resolution was performed using
high-resolution scanning TEM (HR-STEM) and electron energy-loss spectroscopy
(EELS) [224], providing insights into the atomic arrangements in and around the
dislocation cores. A Cs-corrected Nion UltraSTEM 100, equipped with a cold
field emission gun (CFEG), was operated at 100 kV acceleration voltage for the
HR-STEM investigations [225]. The microscope is equipped with a Gatan En-
fina spectrometer for the EELS spectrum imaging, i.e., the acquisition of a three-
dimensional data cube with both, special and spectral information about the
selected region. A dispersion of 1 eV/channel was used to cover an energy-loss
range from 315 to 1655 eV, allowing for the simultaneous elemental mapping of
the Cu-L2,3, In-M4,5, Ga-L2,3, and Se-L2,3 edges.
4.3 structural properties
Figure 26a shows a high-angle annular dark-field (HAADF) image recorded
along the [110] zone axis, in which an extended defect is present. In this
projection, the stacking sequence of Se columns along the <221> direction is
. . . ABCABC. . . In the same figure, it is possible to detect a region with a slightly
different stacking between two yellow boxes: . . . ABCBABC. . . There is an addi-
tional B plane, which is further complemented by an A plane. Interestingly, this
extrinsic stacking fault terminates within the yellow boxes drawn in the same fig-
ure. This termination is only possible due to the presence of partial dislocations
separating the faulted regions from the perfect crystal [100].
The partial dislocations shown in Figure 26a have a Burgers vector b =
∓1/6<221>, which indicates that this is an extrinsic Frank partial dislocation
as discussed in Section 1.3.2. Furthermore, similar to the case of silicon [226]
and based on its sessile nature and what has been found for planar defects in
CuInSe2 occurring on low energy facet planes[108], it can be concluded that this
is a grown-in defect and not the result of mechanical strain relaxation.
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Figure 26.: HAADF image of the positive Frank partial dislocations associated with an
extrinsic stacking fault (a). In there, two yellow boxes indicate the top and
bottom parts of the stacking fault including partial dislocation cores (β-core in
the upper box and α-core in the bottom one). Relaxed structure of an extrinsic
Frank loop in CuInSe2 obtained with DFT. Complete supercell showing the
simulated loop(b), the β-core (c) and the α-core (d) .
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Figure 27.: Two simultaneously acquired HAADF images from the areas indicated by
yellow boxes on Figure 26 show the association of the stacking fault and the
Frank loop (β-core in the upper panels and α-core in the bottom ones) (a). In
there, dislocation cores are indicated by orange circles. The corresponding
Se-L2,3, Cu-L2,3 and In-M4,5 elemental distribution maps are shown in red,
green, and blue colors in Figures (b-d). Finally, the red-green-blue composite
map is a color-coded superposition of the individual elemental maps (e).
In order to study the properties of this Frank loop by means of DFT calcu-
lations, we use the supercell creation method described in Section 3.5.2 for the
specific case of edge dislocations. As the observed defect was localized in the Ga-
poor region of the sample, the simulations were carried out for a pure CuInSe2
structure. The used supercell allows us to study a slice of an extrinsic Frank loop,
and its relaxed configuration can be seen in Figure 26b. We found out that all
atoms in this structure are fully coordinated, and no dangling bonds are seen.
Due to the symmetry of the chalcopyrite structure of CuInSe2, any transversal
cut of a stoichiometric Frank loop in this material will contain an α-core (Fig-
ure 26c) and a β-core (Figure 26d), and the extrinsic stacking fault between them.
One great advantage of using the dipole configuration is that this symmetry
constraint is inherently included.
The two regions indicated by the yellow boxes in Figure 26a were also analyzed
by means of EELS, with the HAADF intensity distributions acquired simultane-
ously with the spectrum images. In this [110] projection shown in Figure 27a,
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closely spaced Se and alternating In/Ga and Cu columns are visualized as an
inset with red (Se) and black (Cu and In/Ga) balls. Se, Cu and In elemental
distribution maps were extracted from the acquired EEL spectra and are shown
in Figures 27b-d in red, green and blue, respectively (the intensities were nor-
malized to range from 0 to 1 for simplicity and should therefore not be taken as
a quantitative indication of the local chemical composition). Figure 27e shows a
composite red-green-blue (RGB) image for visual conciseness. Note, that no Ga
map is presented since, as mentioned above, this dislocation loop was localized
in the Ga-poor region of the sample. This made the extraction of the low inten-
sity Ga-L2,3 edge, which also overlaps with the Cu-L2,3 edge, not reliable. The
positions of the In and Se columns fit well to the HAADF image atomic column
positions. The stacking fault exhibits a polarity inversion, as depicted in the ball
models superimposed on the HAADF images. More importantly, Cu-rich clouds
were found outside of both cores coinciding with a lower In signal intensity. Di-
rectly at the dislocation cores, however, the α-core shows a considerable excess
of Cu, while the β-core exhibits only a slight increase in the Cu signal compared
to the bulk material. Furthermore, immediately below the cores and to the side
of the stacking fault, a subtle drop in Cu signal is seen to coincide with a small
increase in In.
4.4 origin of the observed chemical changes inside and around
the cores
In this section we aim at resolving the origin of the atomic rearrangements seen
in the experiments. To do so we can divide the problem in two regions: inside
and outside the cores. For the former, our approach is to use an extension of the
formation energy of point defects given in Equation 3.5. We name such extension
as relative formation energy, ERFE[Dq], and is given by
ERFE[Dq] = ∆Edef + ∑
i
niµi + E
q
corr + q(EF + EVBM) + q∆V[Dq]. (4.1)
Here ∆Edef is the calculated energy difference between the supercell contain-
ing a non-stoichiometric Frank loop with a given point defect D with charge q
located at one of the cores and the stoichiometric Frank loop supercell. The rest
of the terms in this equation are equivalent to the ones previously defined. The
ERFE[Dq] allows us to calculate the tendency of a given point defect to segregate
inside the Frank partial cores. Non-stoichiometric Frank loop supercells were
constructed by creating relevant point defects in the positions indicated by green
circles in both Figure 26c and 26d in the case of the Cu vacancy and antisite
defects (CuIn and InCu), while the X’s mark the position chosen for Cu intersti-
tials. Defect complexes with copper vacancies were not included in our analysis
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since previous calculations have shown that formation of such complexes does
not occur in thermodynamic equilibrium, i.e. their formation energies are higher
than the ones of the individual point defects [5]. The validity of using the cal-
culated ERFE[Dq] to draw conclusions on the chemical changes observed in the
experiments, comes from the fact that a time interval of several days passed be-
tween the growth of the analyzed sample and its experimental study. Therefore,
it is expected that the sample as observed under the microscope has reached
thermodynamic equilibrium.
The ERFE[Dq] of various defect types in the α-core and β-core are shown in
Figure 28a and 28b, respectively. The chemical potential for Cu was chosen to
mimic the experimental Cu-poor conditions ∆µCu = −0.4eV. Although the In
chemical potential was varied between the limiting values −1.68eV ≤ ∆¯In ≤
−1.0eV of the stability region of the chalcopyrite phase for ∆µCu = −0.4eV (see
Ref. [5] for details), our analysis is focused on the case where ∆µIn ' −1.0eV
in which the system is close to the experimental conditions. In addition, we
assume a Fermi level position close to the VBM. Relative formation energies of
charged defects are presented as colored bands reflecting the range of possible
Fermi levels (0 eV ≤ EF ≤ 0.25eV).
In the cation-containing α-core, Figure 28a, the neutral and charged CuIn an-
tisites exhibit negative formation energies, which means that this defect would
occur spontaneously and that the α-core has a tendency to be decorated by excess
Cu. Within the relevant range of Fermi energies, the neutral antisite is the most
stable configuration. Thus, the Cu-rich dislocation core has no excess charge.
Furthermore, the InCu antisite is likely to form only when EF is extremely close
to the VBM, i.e. for such Fermi level the InCu antisite has a very low or even
negative ERFE[Dq]. Since these thermodynamic conditions do not occur in the
real absorber, we can conclude that the decoration of the α-core by neutral Cu0In
is the main reason for the considerable Cu accumulation at the α-core observed
in experiments. For the Se-containing β-core, Figure 28b, all defect structures ex-
hibit positive formation energies when ∆µIn ' −1.0eV, which is the reason why
compositional changes observed experimentally inside this core are less marked
compared to its α counterpart. The presence of neutral Cu0In antisite and some
Cu interstitials explains the slight Cu increase found in this structure. Therefore,
the experimentally observed behavior of Cu at the dislocation cores, Figure 27,
is in full agreement with our theoretical results.
Now let us focus on the nature and origin of the Cu clouds detected around the
cores (Figure 27). The absence of dangling bonds in the relaxed stoichiometric
structures and the resulting absence of localized charges rules out electrostatic in-
teraction, which is in contrast to the case of full dislocations reported by Dietrich
et al. [13]. The non-symmetric distribution of the Cu clouds around the dislo-
cations also provides a hint that these cannot be due to electrostatic potentials,
which would imply only a radial dependence of Cu distribution.
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Figure 28.: Relative formation energies of point defects inside the (a) α and (b) β-cores of
the Frank loop. The chemical potentials for Cu and In were chosen to mimic
the experimental Cu-poor conditions and charged defects are presented as
bands rather than lines to show also their values when 0eV ≤ EF ≤ 0.25eV.
The other possible driving force for such atomic redistribution around the
cores is strain, which would explain the non-symmetric feature of the Cu-clouds.
To test this hypothesis we start by studying the strain distributions by means of
geometrical phase analysis (GPA) [227], which allow us to visualize the compres-
sive and tensile strain fields associated with the dislocation cores. The main x
and y axes, chosen for the strain analysis, are presented on the HAADF image
in Figure 26a. We point out that the x component in the experiment corresponds
to the z component of the simulated supercell. This does not change the results,
but must be kept in mind. Figures 29a and 29b show the corresponding com-
ponents, uxx and uyy, of the strain tensor superimposed to the same HAADF
image (with a 90◦ rotation to the left) to correlate visually the measured strain
values to the exact atomic positions. The color bar indicates a change in strain
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from +5% tensile to -5% compressive for both the uxx and uyy components. The
atoms at the stacking fault, especially those near the dislocation cores, experience
compressive strain. At the sides of the stacking fault, the effect is inverted, and
atoms experience tensile strain. At the stacking fault, the atomic columns are
displaced horizontally from their positions, larger distances away from the dislo-
cation cores along the x direction. It results in larger strain fields as is shown in
the uxx map. In contrast, the vertical displacement is rather localized close to the
dislocation core in the y direction.
Figure 29.: The HAADF image shown in Figure 26 is superimposed with ux x (a) and uyy
(b) strain components extracted by GPA. Strain fields for an extrinsic Frank
loop as predicted from linear elasticity solutions, ux x (c) and uyy (d). Finally,
the term ∑ηζ uηζ Gηζ term in eV for the Cu
−2
In (e) and In
+2
Cu (f) antisites.
For comparison we calculated the strain field components for a pair of Frank
partial dislocations, uxx and uyy presented in Equations 3.29, from linear elas-
ticity [99, 100, 202, 211, 212]. As we can see in Figure 29, similarities in the
positioning of the tensile and compressive regions between theoretical and ex-
perimental results provides evidence that the defect studied with HR-STEM is
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indeed an extrinsic Frank loop (Since linear elastic results are divergent, very
close to the core we bound the results to a maximum of ±5%).
Figure 30.: Stress induced in a CuInSe2 supercell containing a VCu with respect to the
inverse of the supercell volume for the (a) neutral and (b) charged states. In
the latter, we show the raw data obtained directly from the DFT calculations
and the corrected values following the precepts introduced in Section 3.3.5.
As we can see when comparing Figures 29a-d with the elemental distribution
maps shown in Figures 27, there is a clear correlation between the strain around
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the Frank partials and the chemical changes observed in their surroundings. In
order to reveal whether strain is the actual cause for such changes, we analyzed
the mechanical coupling of this strain field to the defect thermodynamics To do
so we apply the EDT formalism introduced in Section 3.3.4, specifically Equa-
tion 3.17. We have calculated the EDT of the most relevant point defects for their
possible charge states as reported by Pohl and Albe [5]. In order to estimate
the values of the EDT we follow the calculation scheme and corrections intro-
duced in Sections 3.3.4 and 3.3.5 and we use the calculation setup described in
Section 3.5.4. As explained in those sections, the first step is to estimate the EDT
in the dilute limit. We perform such analysis in terms of the induced stress in
the supercell rather than in the actual values of the EDT components. The advan-
tage of this approach is that we know that in the dilute limite the stress induced
by any defect should be zero. Therefore, this strategy provides us with one ex-
tra data point to perform the interpolation needed to estimate the actual values
of the EDT components and allow us to avoid calculations for extremely large
supercells. Clearly, the dilute limit value of the EDT components corresponds
to the coefficient of the first order term of such interpolation. In Figure 30 we
show the obtained results for the case of the VCu in CuInSe2 in neutral and singly
charged state. Although we know this defect is a shallow acceptor and prefers
to be charged with one extra electron for all values of the EF, analyzing its neu-
tral version allow us to better understand the obtained results. Furthermore, we
point out that our findings for VCu are general to all point defects studied.
As expected, the induced stress in the case of the neutral defect shown in
Figure 30(a) behaves linearly with respect to the inverse of the volume. On the
other hand, analogous to the case of the formation energy, the induced stress
for the case of the charged vacancy shown in Figure 30(b), exhibits a slower
convergence and a linear behavior is only seen for very large supercells. We
draw the attention of the reader to the fact that the corrections applied in the
case of the charged defect, although small, favor a linear convergence.
Since our final interest is to analyze the strain driven point defect segregation
around Frank loops, once the EDT components of all relevant point defects are
obtained for the dilute limit, we applied a rotation operator to them in order
to be consistent with the coordinate system of the supercell containing the loop.
The calculated EDT are given by:
G[V−1Cu] =

5.68 0 0
0 7.07 1.39
0 1.39 7.07
 eV
G[Cu+1i ] =

−4.43 0.78 −0.78
0.78 −4.38 1.86
−0.78 1.86 −4.38
 eV
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G[In+2Cu] =

−7.95 0 0
0 −6.51 1.44
0 1.44 −6.51
 eV
G[Cu0In] =

−8.34 0 0
0 −6.01 2.33
0 2.33 −6.01
 eV
G[Cu−1In ] =

2.06 0.03 −0.03
0.03 4.09 2.17
−0.03 2.17 4.09
 eV
G[Cu−2In ] =

13.13 0.19 −0.19
0.19 15.13 1.64
−0.19 1.64 15.13
 eV
We point out that, as discussed previously, the EDT for charged defects cal-
culated using VASP can only be used to draw qualitative conclusions. Having
this in mind, let us continue with out analysis. We must keep in mind that the
formation energy of a defect would decrease only if the term ∑ηζ Gηζ [Dq]uηζ is
positive. As we can see, the largest positive Gηζ [Dq] are found for the Cu−2In anti-
site and therefore, it is the preferred defect in areas under tensile strain. On the
other hand, In+2Cu antisites exhibit the largest negative Gηζ [D
q] and hence, could
be expected to occur in areas under compressive strain. As a quantitative ex-
ample, Figure 29e and 29f show the values of ∑ηζ Gηζ [Dq]uηζ for Cu
−2
In and In
+2
Cu
antisites, when immersed in the theoretical strain field presented in Figure 29c
and 29d. The maximum change in formation energy due to strain for such an-
tisites is around 1.51eV for the Cu−2In and 0.65eV for the In
+2
Cu, which are of the
order of formation energies of these defects in CuInSe2 [5]. Therefore, the mas-
sive excess Cu clouds are likely caused by strain-driven accumulation of such
defects. Charge accumulation associated with an excess of Cu−2In must be com-
pensated, which may be satisfied through the presence of In+2Cu antisites, creating
positively charged In-area directly opposite the Cu clouds. The EELS maps show
a few atomic columns below the cores and to the side of the stacking fault (in the
compressive region) where a significant increase in In signal is accompanied by
a decrease in Cu, pointing towards the presence of the expected In+2Cu antisites.
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4.5 electronic properties and effects of the point defect segre-
gation
After unraveling the causes of such chemical changes inside and around the α
and β-cores, we used the LDOS of both structures when decorated with their
preferred point defects, Figures 31a and 31b, to study the effects of such non-
stoichiometric structures on the electrical properties of the absorber layer. We
found out that the presence of CuIn inside both, α- and β-cores, induces a de-
fect state around the middle of the gap and enhances non-radiative recombina-
tion. Thus, the decorated Frank loop should be electrically active due to the
presence of CuIn inside the α- and β-cores. Moreover, although there are no
dangling bonds in the stoichiometric structures, defect states are also observed
in the LDOS of the stoichiometric structures. We argue that they are strain in-
duced, similar to what has been observed in the case of threading dislocations in
GaN [228].
Regarding the effect of such clouds on the electrical properties of a device
containing dislocation loops like the one studied here, it has been pointed out in
previous studies, that the Cu−2In antisite constitutes the most harmful hole-trap
in Cu(In,Ga)Se2 absorber layers [5]. Thus, Cu clouds composed by such defects
would be also detrimental for the efficiency of the device.
In the case of the quaternary compound Cu(In,Ga)Se2, conclusions can be draw
by including Ga in our analysis. In such situation the expected In rich clouds
would include Ga+2Cu along with In
+2
Cu, since both would respond similarly to
strain due to the analogous ionic radius of In and Ga. It has been proven that
both Ga+2Cu along with In
+2
Cu are shallow donor defects [5]. Therefore, our find-
ing of CuIn presence being the factor determining the detrimental nature would
remain valid for Cu(In,Ga)Se2.
4.6 summary
In conclusion, by means of DFT calculations we have elucidated the structure
and chemistry of Frank loops in Cu(In,Ga)Se2 thin films at atomic-resolution as
observed in experiments. Both EELS and DFT results suggest that inside the
cores, asymmetric Cu excess occurs depending on the structurally caused cation
or anion excess in α- and β-cores, respectively. We found that the considerable
Cu excess observed in the α-core is due to the neutral Cu0In antisites, which have
a negative formation energy and therefore may form spontaneously. In the case
of the β-core, the slight Cu excess is explained by the presence of both CuIn and
Cu interstitials, which have low positive formation energies inside the β-core.
Evidence is provided that the formation of the Cu clouds detected outside of
the core region, which probably consist of Cu−2In point defects, is driven by in-
teraction of the strain fields of the dislocations with the point defects. Also due
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Figure 31.: LDOS of stoichiometric and decorated cores are shown for both α-core (a) and
β-core (b). The band gap of the bulk structure is marked by doted vertical
lines.
to strain, In+2Cu antisites are predicted to accumulate in areas under compressive
strain, providing a charge-compensation mechanism. Although not as promi-
nent as the Cu rich clouds, they are observed by means of the EELS. Since the
electronic structure calculations suggest that the presence of CuIn at the α- and β-
cores induces deep mid-gap defect states, the annihilation of Frank loops during
the Cu(In,Ga)Se2 growth is essential in order to obtain high absorber qualities
for record conversion efficiencies of the corresponding solar-cell devices. These
findings could, at least partially, explain the beneficial effect of the observed
PDs annihilation associated to the Cu-rich stage in the three-stage coevaporation
technique used to deposit high efficient Cu(In,Ga)Se2-based solar cells.
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The results in this chapter were first published in Ref. [201].
5.1 introduction
In the previous chapter we focused on Frank partials and loops, which were ob-
served in an absorber whose growth process was interrupted before reaching the
Cu-rich phase. We found that such defects are detrimental and its annihilation
due to the Cu-rich stage could at least partially explain the physical mechanism
behind the efficiency boost induced by this stage on fully grown samples. Never-
theless, as discussed in Chapter 1, by means of transmission electron microscopy,
significant dislocation densities up to 101 1 cm− 2 were found in fully grown
Cu(In,Ga)Se2 -based solar cells, which at the same time show power-conversion
efficiencies of more than 15% [13]. This finding implies that lattice dislocations
in fully grown Cu(In,Ga)Se2 -based absorber materials are electrically inactive.
So far, experimental studies have dealt with the properties of line defects in
single crystalline CuInSe2 and found evidence for the presence of 〈 1 1 0 〉-type
superdislocations [108]. A recent experiment on polycrystalline samples was con-
ducted by Dietrich et al. [13]. They found full, undissociated 6 0 ◦ -mixed disloca-
tions with an inserted {112} half-plane and showed that the density of dissociated
dislocations and stacking faults is rather low compared to Si crystals.
In this chapter, we present a theoretical study of undissociated 60◦-mixed and
pure screw dislocations by means of DFT calculations. We start our discussion
with the relaxed core structures and their electronic properties based on the
LDOS. Then, we use atomic orbital theory (AOT) to reveal the origin of the
observed defect states. Afterwards, we determine how charging affects the for-
mation energy of dislocation dipoles allowing us to draw conclusions regarding
the electrical activity of such extended defects. Finally, in order to grasp some
insight on the properties of individual cores, local changes in the charge density
of the neutral dipoles are studied by means of the Bader charge analysis.
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Figure 32.: Relaxed cores structures of screw dislocations in CuInSe2 in their glide (a)
and shuffle (b) configurations. Copper, indium and selenium are shown in
red, blue and yellow, respectively. Structures are visualized using OVITO.
The DOS of the neutral states of these relaxed configurations is shown in (c).
5.2 atomic and electronic structures
As explained in Section 3.5, the starting geometries, obtained from applying the
displacement field of each dislocation to the supercell, are relaxed into the struc-
tures shown in Figures 32, 33, 34, and 35, where only bonds shorter than 2.8Å are
presented. The structural features observed for each relaxed core are correlated
with their electronic structure. The latter is studied by means of their DOS (ob-
tained from the LDA+U calculations), which is presented in the same figures.
As mentioned before, the LDA+U method opens the bandgap only partially.
Despite this limitation, it allows us to clarify whether or not defect states are
induced by the dislocations. We remark that the actual position of charge tran-
sition levels associated with the observed defect states is determined by means
of the LDA/LDA+U extrapolation method, whose results are presented in detail
in the next section. Whenever we refer to the CBM in the current subsection,
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Figure 33.: Relaxed cores structures of screw dislocations in CuGaSe2 in their glide (a)
and shuffle (b) configurations. Copper, gallium and selenium are shown in
red, blue and yellow, respectively. Structures are visualized using OVITO.
The DOS of the neutral states of these relaxed configurations is shown in (c).
we mean its experimental location, which corresponds to the upper limit of the
energy range in all graphs showing the DOS.
We start our analysis with studying pure screw dislocations in CuInSe2 and
CuGaSe2, of both glide and shuffle sets. As mentioned before, for this dislocation
type each dipole is formed by two structurally equivalent cores. Their relaxed
structures can be seen in Figures 32a-b and 33a-b. The first point to notice is
that neither cation-cation or anion-anion bonds, called "wrong" bonds in the
following, nor dangling bonds are present in these structures. However, strain
associated changes in bond lengths do exist. Using the coordination analysis tool
provided by OVITO, we studied the minimum distance between atoms in the
surrounding of the core compared to the bulk case. For the glide set in CuInSe2,
this distance is 4.9% shorter compared to the bulk case, and 4.5% shorter for the
shuffle dislocation. In CuGaSe2, the same analysis results in a 4.3% decrease in
the minimum distance between atoms for the glide dislocation, and 3.2% for the
shuffle dislocation. Thus, in both materials the glide dislocation induces larger
changes in the structure compared to its shuffle counterpart.
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The DOS of the screw dislocations in these materials, Figures 32c and 33c,
present defect states close to the VBM and CBM for both the glide and shuffle
dipoles. Based on the structural analysis performed before, we conclude that
these states are strain induced. A similar situation was observed for threading
dislocations in GaN, where in absence of dangling bonds, a localized defect state
was observed [228]. Due to the fact that compression of bonds is larger for the
glide cores, defect states in this case exhibit a more pronounced detachment from
the band edges. This is easy to observe for the state close to the VBM. For both,
screw glide and shuffle dislocations, states close to the CBM are accompanied by
a band tail caused by the strain field around the dislocation cores [229].
We continue our analysis with the 60◦-mixed dislocation. In CuInSe2, the
α-core of the glide set, Figure 34a, exhibits several cations which are not fully
coordinated, including the ones that terminate the inserted plane. Dangling
bonds occur and there are also two "wrong" bonds (one Cu-Cu and one Cu-In)
in this core. In the case of the β-core, Figure 34b, there is one Se-Se bond and one
of the Se atoms located at the termination of the inserted half plane is not fully
coordinated. The latter leads to the formation of dangling bonds. The α-core of
the shuffle structure exhibits three "wrong" bonds, namely a Cu-In, a Se-Se and a
In-In which crosses the center of the core, as shown in Figure 34c. An important
point is that besides a "wrong" Cu-Cu bond, the β-core of the same set exhibits
full coordination as can be seen in Figure 34d. Performing the same coordination
analysis mentioned before, we find a 5.1% and 4.5% decrease of the minimum
distance between atoms for the glide and shuffle dislocations, respectively. The
DOS of these dislocation types, Figure 34e, shows that the shuffle structures
induce defect states close to the VBM. On the other hand, for the glide set dipole
we found defect states located at EVBM + 0.41 eV and at EVBM + 0.58 eV along
with a state just above the VBM and another state inside the conduction band
tail.
In CuGaSe2, the α-core of the glide configuration contains three gallium atoms
which are not fully coordinated (Figure 35a). Consequently, dangling bonds are
formed. One of them is a gallium atom at the end of the inserted half plane. In
addition, one Cu-Cu and one Ga-Ga "wrong" bonds are found. In the case of the
glide β-core, Figure 35b, one of the selenium atoms that terminates the half-plane
is not fully coordinated, leading to a dangling bond. Furthermore, as in CuInSe2,
there is one Se-Se "wrong" bond in this core. Regarding the shuffle set, the α-core
presented in Figure 35c, exhibits three "wrong" bonds, namely a Cu-Cu, a Cu-Ga
and a Ga-Ga which crosses the center of the core. On the other hand, as it was
observed for the case of CuInSe2, besides a weak "wrong" bond (Cu-Cu), the β-
core of the same set shown in Figure 35d exhibits full coordination. In CuGaSe2,
the minimum distance between atoms is found to decrease by 2.9% and 2.5%
for the glide and shuffle sets, respectively. Regarding the electronic structure,
their DOS exhibits several induced defect states as can be seen in Figure 35e.
Nevertheless, for this material defect states are only found close to the VBM.
86
5.2 atomic and electronic structures
Figure 34.: Relaxed cores structures of 60◦-mixed dislocations in CuInSe2: α-core (a) and
β-core (b) of the glide configuration and α-core (c) and β-core (d) of the shuf-
fle configuration. "Wrong" and dangling bonds are marked by ellipses. The
ones with black boundary for the former and the ones striped for the later.
Copper, indium and selenium are shown in red, blue and yellow, respectively.
The highlighted gray region marks the inserted half plane. Structures are vi-
sualized using OVITO. The DOS of the relaxed and charge neutral dislocation
dipoles are shown in (e).
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Figure 35.: Relaxed cores structures of 60◦-mixed dislocations in CuGaSe2 : α-core (a)
and β-core (b) of the glide configuration and α-core (c) and β-core (d) of
the shuffle configuration. "Wrong" and dangling bonds are marked by el-
lipses. The ones with black boundary for the former and the ones striped
for the later. Copper, gallium and selenium are shown in red, blue and yel-
low, respectively. The highlighted gray region marks the inserted half plane.
Structures are visualized using OVITO. The DOS of the relaxed and charge
neutral dislocation dipoles are shown in (e).
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Figure 36.: Formation energies of the screw and 60◦-mixed dislocation dipoles. In
CuInSe2 (a) and in CuGaSe2 (b). Charge states are given by the slopes of
the formation energy lines and for each dislocation type they are marked by
numbers with corresponding color.
Beside the induced defect states, there are other features common to both ma-
terials for this dislocation type, e.g the existence of a large conduction band tail
which originates from the strain introduced by the dislocation. Further common
features are that bond deformation is larger for the glide structures and that all
defect states are localized.
5.3 electrical activity and origin of defect states
Let us now analyze the electrical activity of the various dislocations by com-
paring their formation energies and inspecting the charge transition levels they
induce. As explained in Chapter 3, every dipole of 60◦ dislocations consist of
two different cores, one α-core and one β-core. Therefore, their individual forma-
tion energies cannot be obtained from supercell calculations containing dipoles.
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Consequently, formation energies considered in the following are calculated per
dipole. For a particular Fermi level and dislocation type, we only display the
formation energy of the charge state, per dislocation dipole, with the lowest for-
mation energy. For clarity, we emphasize that the formation energies obtained
from Eq. 3.22, are divided by the cell length of the relaxed structure in the direc-
tion of the dislocation line. In Figure 36, the charge state is given by the slope
of the plot and is labeled by colored numbers. We remark again that charge
transition levels, e(q/q′), of a given defect must not be confused with the de-
fect Kohn-Sham states. In the previous section we analyzed the defect states
induced by the dislocation dipoles and their position in the DOS of the LDA+U
calculation. In order to study the electrical activity of these dipoles, we use the
LDA/LDA+U extrapolation method, which allows us to obtain accurate charge
transition levels associated with the found defect states when the gap is opened
up to its experimental value. In order to obtain information about the origin of
the transition levels, we inspect the local DOS of each individual core.
Results for CuInSe2 are presented in Figure 36a. The screw dislocations in
this material have a similar behavior for both glide and shuffle sets. They are
neutral when the Fermi level is below 0.93eV and 0.88ev, respectively. Above
those levels, the dipoles prefer a singly negative charge state. Therefore, these
dislocation types introduce an extremely deep acceptor level, which is electrically
harmless. One further remark is that for all charge states and both n-type and
p-type conditions, the shuffle set of the screw dislocation dipole have a lower
energy than its glide counterpart.
For the same material, our results point out that 60◦ dislocation dipoles are
electrically active. Specifically, the shuffle 60◦ dislocation dipole exhibits a neu-
tral charge state until the Fermi level reaches 0.49eV. Above that value, deep
acceptor levels appear (2−, 3− and 4− charged states are stable). Therefore, this
dislocation pair would prefer to be charged for n-type conditions and neutral for
p-type conditions. Moreover, in an n-type sample of CuInSe2 the shuffle config-
uration is always lower in energy than its glide conterpart. The case of the glide
60◦ dislocations is exceptional in the sense that deep donor levels are observed
for Fermi energies below 0.40eV, where 1+ and 2+ states are stable. Furthermore,
a harmless extremely deep acceptor level was also found for a Fermi energy of
0.92eV. Within the p-type regime, the glide configuration has a lower formation
energy. For example, at EF = 0.0eV, the formation energy of the glide core is
2.5 eV/Å and 2.58 eV/Å for the shuffle core. Thus, if a 60◦ dislocation exists in
a p-type sample of CuInSe2, it would in principle prefer the glide configuration.
However, as mentioned before, dislocation formation is not thermally activated,
but a result of the growth kinetics or strain release. Thus, the formation energies
only provide a measure for the excess energy needed to form one or the other.
The calculated values for CuGaSe2 are presented in Figure 36b. In general, we
found that 60◦ dislocation dipoles in this material are electrically active but their
formation energies do not show a strong dependence on the Fermi level, contrary
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to what was found for CuInSe2. Additionally, all dislocations are predicted to
be in a neutral charge state for p-type conditions. The screw dislocations, as for
CuInSe2, have a similar behavior for both glide and shuffle sets and they are
neutral for all Fermi energies. Regarding the 60◦ dislocations in this material,
contrary to what was found in CuInSe2, both glide and shuffle sets behave in
a similar way: they induce deep acceptor levels. Furthermore, the difference in
formation energies between the glide and the shuffle 60◦ is small for all p-type,
n-type and intrinsic regimes.
These thermodynamic charge transition levels provide insights about the elec-
trical activity of the supercells containing a dislocation dipole. However, the
following question arises: which of the two chemically different cores is associ-
ated with the acceptor levels and which with the donor ones?. To answer this
question we focus on the glide 60◦ dislocation dipole in CuInSe2, which exhibits
both behaviors. We start by comparing the total Bader charges associated with
the surrounding volumes of both cores, with respect to the Bader charge accumu-
lated in the same volume in a defect free supercell. From this comparison we get
the change in the Bader charges, ∆Ne, inside the analyzed volume for different
charge states. The volume assigned to a given core corresponds to the volume
of a cylinder with a radius of 8 Å , whose axis corresponds to the dislocation
line. This means that a volume of ∼30% of the total volume of the supercell is
assigned to each core. With that information at hand, we can establish which
core receives or releases electrons while the supercell gets charged. Results of
this calculation are shown in Table 1. We find that around 57% of the electrons
given away in the 2+/1+ and 1+/0 transitions come from the β-core. Regarding
the acceptor level, the data suggest that around 56% of the two electrons added
to the supercell in the 0/2− transition are located at the α-core. This gives us a
first indication that acceptor states are induced by α cores and donor levels, if
present, by β-cores. We remark that the excess charge is not fully localized in one
of the cores. This is due to the unavoidable charge transfer between the cores in
the dipole configuration we used in our study.
∆Ne
+2 +1 0 -2
α-core -0.13 0.29 0.72 1.84
β-core -1.87 -1.29 -0.72 0.16
Table 2.: Change in the Bader charge accumulated inside a cylinder around the α- and β-
cores of the glide 60◦ dislocation dipole in CuInSe2 for its possible charge states.
As explained in the text, the reference used is the Bader charge accumulated
inside an equivalent cylinder located in a defect free supercell.
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Figure 37.: LDOS of both α and β-cores of the glide 60◦ dislocation dipole in CuInSe2
indicating D1, D2, D3 and D4 defect states.
In the following, we use the LDOS as second and conclusive tool to clarify
which of the two chemically different cores is associated with the acceptor levels
and which with the donor ones. We calculated the LDOS for atoms inside a ra-
dius of 8Å from the center of the core of α and β-types of the glide 60◦ dislocation
in CuInSe2 (Figure 37). It is expected that 2+/1+ and 1+/0 transitions levels are
associated with the defect states close to the VBM observed for this dislocation
type. By means of the LDOS, we are able to indicate which core is associated
with these defect states. We find that defect states closer to the VBM, which we
name D1 and D2, are induced by the β-core. This provides a further proof that
this core type is associated with donor levels. Analogously, it is expected that the
0/2− transitions level is associated to defect states close to the CBM. From the
LDOS we prove that such defect states, which we name D3 and D4, are indeed
induced by the α-core. This result confirms that this core type induces acceptor
states.
Now we direct our attention to the origin of the four defect states induced by
the glide 60◦ dislocation dipole, whose individual charge density isosurfaces are
shown in Figures 38a-d. Such analysis allows us to understand also the defect
states and levels induced by the other dislocation types in these materials. In
the case of grain boundaries in Cu(In,Ga)Se2, it has been pointed out that deep
defect states are induced by the cation-cation or anion-anion "wrong" bonds [7, 8].
In Figure 39, we illustrate the arguments based on the AOT, which helps us to
understand the previous statement. Regarding dangling bonds, see Figure 39a,
the AOT imples that if there is a cation with a dangling bond in CuInSe2 and
CuGaSe2, a donor like state will be induced and it would lie between the cation
atomic s-orbital and the CBM as indicated by DBSd, i.e. donor dangling bond
state). In the case of an anion dangling bond, an acceptor state will be induced
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Figure 38.: Charge density isosurfaces of the defect states found for the glide 60◦ dislo-
cation dipole in CuInSe2: D1 (a), D2 (b), D3 (c) and D4(d). The isosurfaces are
visualized using VESTA and are displayed at 10% of their maximum value.
between the anion p-orbital and the VBM as indicated by DBSa in the same figure.
On the other hand, cation-cation or anion-anion "wrong" bonds induce bonding
and anti-bonding states which can be located deep inside the band gap, as shown
in Figure 39b. There, bonding and anti-bonding defect states are indicated by
WBS for the former case and WBS* for the latter (WBS stands for "wrong" bond
state). A subscript clarifies whether the WBS is induced by a cation-cation or
anion-anion "wrong" bond. As stated before, the position of these defect states
is determined by the lengths of the "wrong" bonds, which is directly related to
the strength of the bond. We claim that dislocations induce deep defect states
by means of this mechanism. As we pointed out when analyzing the structures
in the previous subsection, several "wrong" bonds were found in the defects we
are studying. In the specific case of the β-core in the glide 60◦ dislocation dipole,
there is a very noticeable Se-Se "wrong" bond highlighted in Figure 34b. When
the isosurfaces of the defect states associated with this core are analyzed together
with its structural features, we notice that defect state D1 is strongly influenced
by the Se-Se bond mentioned above. In general, D1 and D2 are induced by Se
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Figure 39.: Atomic orbital theory picture on the formation of defect levels in CuInSe2
and CuGaSe2 : for dangling bond states (DBS) (a) and for "wrong" bond states
(WBS) (b). Anti-bonding states in the case of WBS’s are indicated by a *.
orbitals. For D2, we notice that it is induced by a Se-Se bond whose existence
is evident only by means of the charge density isosurfaces. On the other hand,
defect states associated with the α-core are caused by Cu and In orbitals. We
highlight that D3 exhibits a strong influence from the Cu-Cu and Cu-In bonds
mentioned before and from a bond that crosses the center of the core. This last
"wrong" bond was not mentioned in the structural analysis because the simple
method used then is not able to detect it. It is an In-In bond with a length of
4.35Å , which is remarkably long compared to the In-In distance of ∼4Å found
in the bulk. Based on the "wrong" bonds distribution discussed in the previous
subsection, an analogous AOT-based analysis provide further proof that acceptor
and donor levels, if present, are induced by α- and β-cores, respectively.
The strength of the "wrong" bonds depends on how strained they are. There-
fore, an analysis of their lengths provides further insights about the origin of the
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electronic properties found for the studied dislocations. We can now clarify why
the glide 60◦ dislocation dipole in CuGaSe2 does not induce defect states in the
same positions as CuInSe2 despite both relaxed cores exhibit similar features. For
that matter, the length of relevant "wrong" bonds indicated in Figures 38(a)-(d)
are reported in Table 2 for both materials. Each bond is designated as bx, where
the subscript x indicates a specific bond. They should not be confused with the
Burgers vector of the dislocations.
Distance (Å)
b1 b2 b3 b4 b5 b6
CuInSe2 2.45 3.45 2.68 2.61 4.35 3.53
CuGaSe2 2.41 3.64 2.35 2.62 4.17 2.37
Table 3.: Comparison of relevant atomic distances within the α- and β-cores of the glide
dislocation dipole in both CuInSe2 and CuGaSe2.
We find that the Se-Se bond, b1, relevant for the D1 defect state and seen in
both β-cores is equally strong in both materials. Therefore, the position of the
D1 state should be the same in both materials. This is actually what is seen in
the DOS of both glide dipoles, Figure 34e and Figure 35e. However, the defect
state D2 is located at different positions for each of the cores. For the CuGaSe2
structure it is seen close to the VBM and just above the D1 state. The reason for
this is that the Se-Se bond with largest contribution to that state, b2, is shorter in
the CuInSe2 core. Hence, the WBS* state D2 is pushed away from the VBM for
that material. Electrical activity of the glide β-core in CuInSe2 is related to both
D1 and D2 defect states. Since for the CuGaSe2 core these two defect states are
close to the VBM, they do not create any deep donor charge transition level for
that material.
Let us now focus on the acceptor states. The first issue to be addressed in this
case is why the position of the D3 state is also not the same for the CuGaSe2
glide 60◦ dislocation dipole. As shown before, this state is associated to the α-
core of that dislocation type and the largest contribution to the formation of such
defect state in the CuInSe2 core comes from a Cu-Cu bond, b3, a Cu-In bond, b4,
and from an In-In bond, b5, that crosses the center of the α-core. In Table 1,
we report the length of these three bonds along with a cation-cation b6 "wrong"
bond which, although non existing for the CuInSe2 structure, is important in
the case of its CuGaSe2 counterpart. Since in all cases these bonds are shorter
in CuGaSe2, the defect state D3 (caused by bonding WBSCation−Cation states) is
pushed further into the band gap, close to the VBM in the LDA+U calculation.
Actually, for the glide 60◦ dislocation dipole in CuGaSe2, defects above the VBM
are a mixture of D1, D2 and D3 states observed in the CuInSe2 structure. The
acceptor levels related to the D3 state are close to the CBM in CuInSe2. As this
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Figure 40.: Difference in Bader charges between a neutral supercell containing a 60◦
dislocation dipole and a defect free supercell for CuInSe2: α-core of the glide
set (a), β-core of the glide set (b), α-core of the shuffle set (c) and β-core of the
shuffle set(d). A positive or negative difference means that the atoms located
at such position gained or lost, respectively, electrons in the presence of the
dislocation dipole. All dipoles presented here are neutral and visualized
using OVITO.
defect state is further apart from the CBM for CuGaSe2, when the band gap is
opened up to its experimental value the correspondent transition levels should
also get deeper into the gap compared to the CuInSe2 case. This result is in-
line with our calculated transition levels for the glide 60◦ dislocation dipole in
CuGaSe2. Finally, the state D4 is induced by the same In-In bond, b5, that crosses
the center of the core. However, it is caused by the anti-bonding WBS∗Cation−Cation
state. Hence, due to a shorter bond length in CuGaSe2, this state is pushed up
into the CBM and is not seen in the case of that material.
Using the AOT, we can also understand our findings for the shuffle cores. In
both materials the β-cores are fully coordinated and no Se-Se bond is observed.
Therefore, based on the previous discussion, donor levels do not occur for these
structures. Furthermore, the observed cation-cation bond in this core is a weak
one and will only induce defect states close to the CBM. Structural features ob-
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Figure 41.: Difference in Bader charges between a neutral supercell containing a 60◦
dislocation dipole and a defect free supercell for CuGaSe2: α-core of the
glide set (a), β-core of the glide set (b), α-core of the shuffle set (c) and β-
core of the shuffle set(d). A positive or negative difference means that the
atoms located at such position gained or lost, respectively, electrons in the
presence of the dislocation dipole. All dipoles presented here are neutral and
visualized using OVITO.
served for the α-cores are common in both materials. The D3-like defect state
induced by that core, a strong bonding WBSCation−Cation state, is pushed far apart
from the CBM and is located just above the VBM in the LDA+U calculation.
Therefore, the electrical activity of these cores should be like the one observed
for the glide 60◦ dislocation dipole in CuGaSe2. We proved such conclusion by
means of the calculated charge transition levels, where only deep acceptor levels
were found for the shuffle dipoles in both materials.
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5.4 the meaning of the neutral state : local charge accumula-
tion
Since we use a dipole configuration in this study, the neutral state, mentioned
while analyzing the formation energy diagrams, refers to neutral supercells.
However, this does not exclude the possibility of local changes in the charge
density associated to charge transfer between the cores. In order to have a clear
understanding of this feature, we use the Bader analysis to calculate charges as-
sociated with each atom in the corresponding supercells. Differences in Bader
charges between a neutral supercell containing a 60◦ dislocation dipole and a
defect free supercell for both CuInSe2 and CuGaSe2 are presented in Figures 40
and 41. Although all dipoles shown are neutral, there are indeed local changes
in the charge density. In general, there is electron accumulation in α-cores. The
reason for this excess in Bader charge is that for cations, each missing or "wrong"
bond means that less charge is given away. On the other hand, β-cores of the
glide set exhibit electron depletion. The reason for this is that for anions, each
missing or "wrong" bond means less charge being accepted. Due to their full co-
ordination, negligible local charge rearrangements are observed for the β-cores
of the shuffle set. For completeness, an analogous analysis was performed for
the screw dislocations. For the neutral state, such dislocations do not show local
charge accumulation or depletion in the surrounding of the cores, not even at the
dislocation cores (always below ±0.03 electrons). The relaxed structures found
within this study, Figures 32a-b and Figures 33a-b, explain this behavior since
dangling and "wrong" bonds are not seen.
5.5 summary
We have performed first-principles calculations of relaxed dislocation cores with
smallest b in a chalcopyrite structure, the screw and the 60◦-mixed types. In
both, CuInSe2 and CuGaSe2, screw dislocations present distorted bonds, but are
characterized by fully coordinated cores after relaxation. On the other hand,
relaxed structures of the 60◦-mixed dislocations exhibit dangling and "wrong"
bonds. In order to clarify whether the glide or the shuffle set is prefered, we
calculated formation energies of all dipoles. Additionally, based on the position
of the charge transition levels found in the dipole formation energy diagrams,
we drew conclusions about the electrical activity of the dislocations under study.
Our results show that in both materials, CuInSe2 and CuGaSe2, screw disloca-
tions prefer their shuffle configuration. Moreover, no deep transition level was
found for this dislocation type, pointing out their harmless nature. On the other
hand, deep acceptor levels were observed for most of the 60◦ dislocation dipoles.
The only exception is the glide dislocation dipole in CuInSe2, which exhibits two
deep donor levels. By means of Bader charges and LDOS we identified that ac-
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ceptor and donor levels, if present, are induced by α and β-cores, respectively.
Furthermore, based on the AOT, we proved that deep defect states induced by
the dislocation dipoles are caused by the presence of "wrong" bonds observed in
the relaxed cores. Additionally, all defect states are found to be localized and in
all cores exhibiting "wrong" or dangling bonds there is charge accumulation.
Regarding the properties of 60◦-mixed dislocations in the technologically rele-
vant Cu(In,Ga)Se2 semiconductor alloy, results up to this point allow us to draw
conclusions only for the α-cores. Since they are all active acceptors in both parent
compounds, it is possible to conclude that they are also active in the quaternary
compound. Nevertheless, such conclusion cannot be easily drawn for the β-
cores because only the glide set in CuInSe2 is active. This is the reason why in
Chapter 6 we will evaluate the segregation tendency and effects of gallium seg-
regation inside the glide β-core in CuInSe2. Such study together with the results
presented in this chapter, allow us to draw a complete picture of the properties
of dislocations in Cu(In,Ga)Se2. Therefore, a more detailed discussion on how
our results relate to the findings and model presented by Dietrich et al. [13], will
have to wait until the end of that chapter.
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P E R F E C T D I S L O C AT I O N S I N C u ( I n , G a ) S e 2 : N E U T R A L
S P E C I E S S E G R E G AT I O N
The results in this chapter were first published in Ref. [230].
6.1 introduction
At this point we are aware of the properties of stoichiometric perfect disloca-
tions in CuInSe2 and CuGaSe2 . It is clear that most 6 0 ◦ -mixed dislocation core
configurations are electrically active in these materials. This is caused by the
presence of homopolar cation-cation or anion-anion "wrong" bonds in the active
cores. Specifically, we found that in CuInSe2 the glide β-core and the shuffle α-
core are active, while in the case of CuGaSe2 , both glide and shuffle α-cores are
active. Therefore, the apparent harmless nature of dislocations in Cu(In,Ga)Se2
based absorber could only be accounted for if the active 6 0 ◦ -mixed dislocation
cores are passivated by chemical changes in their surroundings.
The aim of the present Chapter is to analyze whether the passivating mecha-
nism is associated to the segregation of neutral species into the active dislocation
cores in CuInSe2 and CuGaSe2 . A first hint that such process could play a
role on the properties of dislocations in Cu(In,Ga)Se2 was given in Chapter 5.
There we proved that among the β-cores in the parent compounds, only the
glide structure in CuInSe2 is electrically active despite the structural similarities
with its counterpart in CuGaSe2 . Therefore, segregating gallium in the form of
neutral GaI n could passivate this electrically active core. If this is the case, we
would have a clear indication that β-cores in Cu(In,Ga)Se2 would be electrically
inactive. A second segregating species with possible beneficial effects has been
pointed out recently by Dietrich et al. [13]. They found experimental evidence of
sodium accumulation in the surrounding of dislocations in Cu(In,Ga)Se2 . More-
over, they proposed a model in which accumulated neutral NaC u creates a hole
barrier that prevents recombination at the cores. The relevance of their study
lies in the fact that although it is known that sodium incorporation is crucial
to achieve high-efficient Cu(In,Ga)Se2 -based solar cells [40, 231, 232], the phys-
ical origin of this effect is not fully understood. It is widely accepted to be
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partially caused by an enhanced p-type conductivity inside the absorber, re-
sulting in a higher open-circuit voltage [40, 232]. Nevertheless, the specific
details of the mechanism through which this enhancement occurs are not yet
clear [40, 233, 234]. It has been proposed that sodium accumulates into the grain
boundaries and passivates the donor-like defects found there [234–238]. How-
ever, atom probe tomography have shown that sodium is also present in the
interior of grains [235, 239, 240] where it has been suggested that sodium would
create new acceptors or eliminate donor defects [4, 241, 242], but this idea has
been challenged by both theory and experiments [233, 241, 243, 244]. Recently,
Z-K Yuan et al. [245] have proposed an alternative explanation related to sodium
out-diffusion during cooling and water rinsing. Nevertheless, the discussion is
not yet settled and if, as proposed in Ref. 13, sodium segregation inside elec-
trically active cores in CuInSe2 and CuGaSe2 is preferred and has a beneficial
effect, our research would add valuable information to clarify the role of this
species when present inside the grains.
Our study is based on DFT calculations performed on supercells containing
dislocation dipoles in order to satisfy periodic boundary conditions, as presented
in Chapter 3. Based on the previous discussion, we study the segregation of
GaIn only in the surroundings of the glide β-core in CuInSe2 but in the case of
NaCu, we focus on all active dislocation cores in CuInSe2 and CuGaSe2. Then,
using the concept of the elastic dipole tensor, we aimed at revealing the driving
force of the observed segregation tendency. Finally, we analyze the effect of
these neutral species on the charge transition levels of the studied dislocation
cores and assess whether these neutral species are relevant passivating agents.
6.2 calculation scheme
The actual strategy used in order to reveal whether GaIn or NaCu segregation
occurs in the surrounding of the dislocation cores of interest is shown in Fig-
ure 43. We start from a stoichiometric supercell containing a dislocation dipole.
The first step is to create a GaIn or NaCu close to the analyzed core. The total
energy for that configuration is called Enear. We obtained this energy for all dif-
ferent copper or indium sites in the surroundings of the core (closer than 10 Å).
Afterwards, an analogous substitution is done for the two farthest apart copper
or indium sites. The average energy obtained for these two far configurations is
called Efar. The GaIn or NaCu would segregate into the sites close to the core only
if the difference ∆E = Enear − Efar is negative. The site for which this difference
is most negative is the preferred site for the neutral GaIn or NaCu. The complete
scheme is repeated for up to three gallium or sodium atoms inside the supercell.
For cases where multiple GaIn or NaCu are involved, the starting supercell is the
relaxed structure obtained at the end of the previous cycle. For example, in case
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FIG 42.: Example of a 60◦-mixed dislocation cores in the chalcopyrite structure (Glide
β-core in CISe) with its distinctive inserted half-plane indicated by a dashed line
box. Shaded areas point out the positive and negative strain regions associated
to the core. Copper, Indium/Gallium and selenium are shown in red, blue and
yellow, respectively.
of a second GaIn segregating close to the glide β-core in CuInSe2, we start with
the supercell that contains one GaIn in its prefered site. Although the used super-
cells are at the size limit of what can be accurately tackled with DFT, the periodic
boundary conditions that must be satisfied. This implies that each GaIn or NaCu
included in the cell is actually a row of gallium or sodium atoms in the direction
of the dislocation. Meaningful conclusions are still attainable since this artificial
arrangement is in included in both energies, Enear and Efar.
Since GaIn and NaCu are both neutral, their segregation tendency and pattern
in the surroundings of the analyzed dislocation cores should be solely deter-
mined by their elastic interaction with the strain fields induced by the cores. As
for the case of a Frank loop in Chapter 4, such interaction can be quantified
by means of the EDT formalism introduced in Section 3.3.4, specifically Equa-
tion 3.17. We know that the formation energy of a defect would decrease only if
the term ∑ηζ Gηζ [Dq]uηζ is positive. In order to estimate the values of the EDT
for GaIn and NaCu we follow the calculation scheme and corrections introduced
in Sections 3.3.4 and 3.3.5 and we use the calculation setup described in Sec-
tion 3.5.4. Furthermore, we applied a rotation operator to the obtained dipole
tensors in order to be consistent with the coordinate system of the supercell con-
taining the dislocation dipole under study.
In order to quantify the effect of segregating GaIn or NaCu on the electrical
activity of a given core, we analyze the position of the charge transition levels
e(q/q′) as the segregation occurs. To that end we use the physically justified
LDA/LDA+U extrapolation scheme proposed by Janotti et al. [208] and intro-
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FIG 43.: Schematic illustration of the computational setup used to study GaIn and NaCu
segregation close to the electrically active cores in CISe and CGSe. When the
segregating species are located in sites closer than 10 Å to the specific core under
study, the corresponding energy is labeled Enear. Such calculation is performed
for more than 15 copper or indium sites which are the closest to the analyzed
core. The average of the energies when GaIn or NaCu are located in the farthest
possible sites they can occupy, we call it Efar. The difference, ∆E = Enear − Efar,
indicates whether GaIn or NaCu prefer to be close or far from the core. This
calculation cycle is carried out for up to three GaIn or NaCu inside the supercell.
duced in Section 3.4.2 of this thesis. As discussed in Chapter 5, a given dislo-
cation configuration is considered harmful if deep charge transition levels exist
within the band gap. Such levels provide radiative or nonradiative recombina-
tion channels which deteriorate the device performance. [27] Therefore, if GaIn or
NaCu segregation has a beneficial effect on the properties of the active cores, the
e(q/q′) transition level would become deeper by moving closer to the valence in
the case of donor levels or to the conduction bands in the case of acceptor levels.
6.3 gallium segregation
Using the calculation scheme described in the previous section, we find that gal-
lium segregation to the core is indeed favored. Relaxed structures and atomic
sites, where GaIn is located are shown in Figure 44. The energy gain ∆E due
to segregation for the configurations presented in Figure 44 are -0.13 eV, -0.12
eV and -0.1 eV for the cases of one, two and three segregated gallium atoms,
respectively (see Table 4). Although such driving force would be too small to
induce drastic changes in point defect concentrations, one has to consider that
the gallium content in CuIn1−xGaxSe2 based solar cells is typically x ∼ 0.3 [23].
Therefore, with GaIn being as abundant, noticeable changes in the gallium distri-
bution around dislocations can thus be expected. We notice also that the prefered
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Figure 44.: Relaxed structures of the gallium decorated glide β-core in CuInSe2 (b)-(d).
Segregated gallium atoms in their preferred positions are shown in green
and pointed out by means of green arrows. Color coding for the other atomic
species is equal to the one used in Figure 42. Relevant "wrong" bonds b1 and
b2 , as reported in Section 5.2, are also marked.
positions are located in the region of negative strain (as shown in Figure 42). Fur-
thermore, the energy gain ∆E for sites in the negatively strained region is consis-
tently negative. On the other hand, ∆E for all investigated sites in the positively
strained region are invariably positive. As mentioned in the previous section,
since the GaIn is neutral, this interesting behavior should be explained by its in-
teraction with the strain field induced by the dislocation. Such hypothesis would
be true if the components of G[Ga0In] are negative, i.e. ∑ηζ Gηζ [D
q]uηζ would be
positive when the GaIn is located in the negatively strained region. Thus, we
calculate its Gηζ in CuInSe2 and obtained the following result:
G[Ga0In] =

−4.3 0 0
0 −4.3 0
0 0 −1.93
 eV
As we can see, the diagonal components of the defect dipole tensor of GaIn
are negative. This is caused by the smaller effective ionic radius of gallium
(0.062 nm) compared to the case of indium (0.081 nm). [246] If we would assume
1% volumetric strain close to the core, the excess energy is about 0.1 eV. This is
pretty much in line with the directly calculated values.
One further consequence of GaIn in CuInSe2 prefering the negatively strained
region of the glide β-core, is that they would occur close to the ending of the
inserted half-plane. It is in this region of the core where the "wrong" bonds b1
and b2 are located, which define the core electrical activity as we found out in
Chapter 5. Due to this proximity, it is expected that gallium segregation would
significantly alter the strength (length) of the relevant wrong bonds located in
this core and as a consequence, modify its electrical properties. In Table 4 we
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Figure 45.: Charge transition levels, e(q/q′), associated with the stoichiometric and gal-
lium decorated glide β-core in CISe.
report the length of the relevant "wrong" bonds as gallium segregation occurs.
We find that both, b1 and b2, increase their length due to this segregation and
are therefore weakened during the process. These findings suggest that gallium
atoms could indeed have a rather strong effect on the electrical activity of the
glide β-core in CuInSe2.
In order to support this last conjecture, we study the effect of such segregation
on the position of the e(q/q′) transition level induced by this core. The obtained
results are presented in Fig. 45 where we notice that both e(2+/1+) and e(1+/0)
move towards the valence band and become deeper as gallium segregation oc-
curs. Being donor levels, this finding means that e(q/q′) induced by this core
are passivated by gallium segregation. This confirms what we implied in our
structural analysis: as a consequence of "wrong" bond weakening, the electrical
properties of the glide β-core in CuInSe2 are strongly and possitively affected
by the presence of gallium atoms. Thus, addressing our initial question, the β-
Stochiometric 1stGa 2ndGa 3rdGa
∆E (eV) - -0.13 -0.12 -0.1
b1 (Å) 2.45 2.46 2.46 2.49
b2 (Å) 3.45 3.57 3.6 3.68
TABLE 4.: ∆E’s for up to three GaIn in their preferred segregation sites when close to the
glide β-core in CuInSe2 and lenght of the b1 and b2 "wrong" bonds present
in this core.
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Figure 46.: Relaxed structures of the (a)-(c) sodium decorated glide β-core in CuInSe2.
Segregated sodium atoms in their preferred positions are shown in brown
and pointed out by means of brown arrows. Color coding for the other atomic
species is equal to the one used in Figure 42. Relevant "wrong" bonds as
reported in Section 5.2, are also marked.
cores in CIGSe are expected to have milder recombination effects compared to
the situation in CuInSe2.
6.4 sodium segregation
As mentioned before, we study the segregation of GaIn only in the surroundings
of the glide β-core in CuInSe2, but in the case of NaCu case, we focus on all active
dislocation cores in CuInSe2 and CuGaSe2. In order to allow a straightforward
comparison between the effects of both species, we will put special attention to
the sodium segregation close to the glide β-core in CuInSe2. As we will see,
conclusions reached are common to all other electrically active cores for which
NaCu segregation was considered.
Our analysis starts by assessing the segregation tendency of NaCu by means of
the strategy presented in Section 6.2. Relaxed structures and atomic sites where
the NaCu would prefer to be located when segregating close to the glide β-core
in CuInSe2 are shown in Figure 46. The ∆E for the configurations presented
in the figure are -0.57 eV, -0.35 eV and -0.29 eV for the cases of one, two and
three segregated gallium atoms, respectively (see Table 5). We notice also that,
contrary to what was proposed in the model of Dietrich et al. [13] and to what
we found for gallium, the prefered positions of NaCu in this core are all located
whithin the positively strained region (as shown in Figure 42). Furthermore, ∆E
in the case of sites in the positively strained region are invariably negative. On
the other hand, we found that ∆E for sites in the negatively strained region are
consistently positive. As can be seen in Figure 47, this segregation pattern is also
seen in the case of the other electrically active cores in CuInSe2 and CuGaSe2.
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Figure 47.: Relaxed structures of the sodium decorated (a)-(c) shuffle α-core in CuInSe2,
(d)-(f) glide α-core in CuGaSe2 and (g)-(i) shuffle α-core in CuGaSe2. Seg-
regated sodium atoms in their preferred positions are shown in brown and
pointed out by means of brown arrows. Color coding for the other atomic
species is equal to the one used in Figure 42. Relevant "wrong" bonds as
reported in Section 5.2, are also marked.
Being also neutral one would expect that, as we found in the case of GaIn, the
driving force for the segregation of NaCu would be its elastic interaction with
the strain field induced by the dislocation cores. As explained in Section 6.2 and
applied in Section 6.3, this hypothesis can be tested by means of the G[Na0Cu].
The elastic dipole tensor obtained for this defect in CuInSe2 is:
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G[Na0Cu] =

8.62 0 0
0 8.62 0
0 0 11.85
 eV
And in the case of NaCu in CuGaSe2, it is:
G[Na0Cu] =

7.6 0 0
0 7.6 0
0 0 6.08
 eV
These results imply that NaCu prefers to segregate into positively strained re-
gions, confirming that its segregation is strain driven segregation and correctly
describe the segregation pattern predicted from our direct calculations. The rea-
son why the Gηζ ’s for this defect are positive is the larger effective ionic radius of
sodium compared with its copper counterpart (0.1 nm for the former and 0.077
nm for the later). [246] We notice that the magnitude of the components Gηζ ’s
obtained for the case of GaIn are smaller than the ones found for NaCu. This fea-
ture is caused by the larger difference in ion sizes between sodium and indium
than the one there is between gallium and indium.
Since the NaCu’s prefer the positively strained region of the electrically active
cores in CuInSe2 and CuGaSe2, sodium segregation would occur far from the
ending of the inserted half-plane. As mentioned before, it is in this region of the
core where the "wrong" bonds, which define the core electrical activity, are lo-
cated. Consequently, sodium segregation would be expected not to significantly
alter the strength (length) of the relevant "wrong" bonds. Thus, it would not
modify the electrical properties of this core. These observations regarding the
effect of sodium segregation on the strenght of the wrong bonds are common to
all four active cores in CuInSe2 and CuGaSe2. This holds even in the case of the
shuffle α-core in CuGaSe2, for which the first segregating sodium atom segre-
gates at the termination of the inserted half-plane as can be seen in Figure 47(g).
In Tables 5, 6, 7 and 8 we explicitly report the length of the relevant "wrong"
bonds as sodium segregation occurs into the electrically active dislocation cores
in CuInSe2 and CuGaSe2. We found that contrary to the case of GaIn, the rele-
vant "wrong" bonds in the cores are unchanged by this segregation process. For
example, in the specific case of the glide β-core in CuInSe2, we found that both
b1 and b2, the relevant "wrong" bonds in this core, are unchanged by the segrega-
tion process. Even when three sodium atoms are inside the core, the change in
the bonds amount to 0.4% and 3% for the b1 and b2 "wrong" bonds, respectively.
These findings suggest that sodium atoms could have a rather weak effect on the
electrical properties of the active cores in CuInSe2 and CuGaSe2.
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Figure 48.: Charge transition levels, e(q/q′), associated with the stoichiometric and
sodium decorated glide β-core in CuInSe2.
To confirm whether this is true, we use once more the LDA/LDA+U method
presented in Section 3.4.2 to study how the position of the e(q/q′) change as
sodium segregation occurs. At this point, a short discussion for the individual
cores under study is valuable. For the glide β-core in CuInSe2, shown in detail in
Figure 48, we notice that both e(2+/1+) and e(1+/0) are essentially unaffected
by the sodium segregation (the maximum change in their position amounts to
less than 6% of the experimental bang gap of CuInSe2). In the specific case of
the shuffle α-core in CuInSe2, its strongest "wrong" bond as reported in Table 6,
b3, is unaffected by the segregation process. Consequently, inline with was what
stated before, this core is also not expected to be passivated by the presence of
sodium. Proof of this is provided in Figure 49(a). As we can see there, the two
deepest and more relevant levels do not move due to the presence of the NaCu’s.
Interestingly, the level e(3−/4−) disappears into the conduction band as soon as
the segregation starts. This is caused by the weakening of the "wrong" bond b4
as reported in Table 6.
Stochiometric 1stNa 2ndNa 3rdNa
∆E (eV) - -0.57 -0.35 -0.29
b1 (Å) 2.45 2.47 2.46 2.46
b2 (Å) 3.45 3.45 3.51 3.55
Table 5.: ∆E for up to three NaIn in their preferred segregation sites when close to the
glide β-core in CuInSe2 and length of the b1 and b2 "wrong" bonds present in
this core.
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Stochiometric 1stNa 2ndNa 3rdNa
∆E (eV) - -0.73 -0.49 -0.44
b3 (Å) 2.82 2.83 2.83 2.79
b4 (Å) 3.01 3.15 3.12 3.09
b5 (Å) 3.22 3.23 3.24 3.23
Table 6.: ∆E’s for up to three NaCu in their preferred segregation sites when close to the
shuffle α-core in CuInSe2 and lenght of the b3, b4 and b5 "wrong" bonds present
in this core.
Stochiometric 1stNa 2ndNa 3rdNa
∆E (eV) - -0.59 -0.79 -0.53
b6 (Å) 2.35 2.45 2.48 2.49
b7 (Å) 2.38 2.39 2.39 2.39
Table 7.: ∆E’s for up to three NaCu in their preferred segregation sites when close to the
glide α-core in CuGaSe2 and lenght of the b6 and b7 "wrong" bonds present in
this core.
Let us now focus on the electrically active cores in CuGaSe2. For the glide
α-core we found that both "wrong" bonds, b6 and b7, are unaffected as the NaCu
accumulates in the surroundings of the core as detailed in Table 7. When an-
alyzing the position of the charge transition levels induced by this core as the
sodium segregation occurs, Figure 49(b), we can see that although the e(0/2−)
level moves slightly, its deep nature is not modified. Finally, for the shuffle α-core
in CuGaSe2 we found that two "wrong" bonds, b9 and b10 in Figures 47(g)-(i),
observed in its stoichiometric configuration no longer exist when sodium segre-
gation occurs. In the case of b9, its disapearance is caused by the NaCu which
segregates at the termination of the inserted half-plane. This last feature is in
contrast to what was found for the other cores, where all NaCu segregated into
the positively strained regions. Although unexpected to prefer such position, its
effect on the electrical properties of the core remains limited as it will be shown
shortly. It is puzzling that the ∆E calculated for the first NaCu, which segregates
at the termination of the inserted half-plane, is the largest found in this study.
Such strong effect is caused by the fact that, as mentioned before, this NaCu
breaks the b9 wrong bond observed in the stoichiometric configuration. Never-
theless, as reported in Table 8, the strongest "wrong" bond, b8, is unaffected by
the segregation process. Consequently, as we can see in Figure 49(c), the deepest
and more relevant charge transition level do not move due to the presence of the
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Stochiometric 1stNa 2ndNa 3rdNa
∆E (eV) - -1.08 -0.635 -0.583
b8 (Å) 2.47 2.48 2.46 2.47
b9 (Å) 2.50 - - -
b10 (Å) 2.57 3.37 3.37 3.53
Table 8.: ∆E’s for up to three NaCu in their preferred segregation sites when close to
the shuffle α-core in CuGaSe2 and lenght of the b8, b9 and b10 "wrong" bonds
present in the stoichiometric version of this core.
NaCu’s. Nonetheless, the e(2−/3−) level disappears into the conduction band as
soon as the segregation starts. Such behavior is caused by the break of both b9
and b10 which takes place as the NaCu’s segregate into this core.
6.5 summary
In conclusion, we investigated the effect of gallium and sodium segregation
on the structure and the electronic properties of the electrically active cores in
CuInSe2 and CuGaSe2. In the case of gallium, we studied the interaction of
GaIn with the glide β-core in CuInSe2. Since this structure is electrically ac-
tive in CuInSe2 but inactive in CuGaSe2, our density functional theory based
study sheds light on the properties of this line defect in the technologically rel-
evant Cu(In,Ga)Se2. We found that GaIn segregation occurs into the negatively
strained region close to the core. Furthermore, we conclude that such process is
strain driven, which explains the asymmetry of the segregation. We also show
that the presence of GaIn close to the core under study, weakens the "wrong"
bonds within the core. Finally, we calculated the charge transition levels of the
glide β-core in CuInSe2 with one, two and three GaIn and found out that they
become shallower as the presence of gallium increases. These results prove the
beneficial effect of gallium segregation passivating electrically active β-cores in
CuInSe2 and allow us to conclude that such core type, either glide or shuffle,
would be inactive in Cu(In,Ga)Se2. Furthermore, in the same way as dislocation
induced deep defects states can be generated solely due to strain [228], our find-
ings provide evidence that electrically active dislocations can be passivated by
segregation of electrically inactive species.
In the case of sodium, we studied its interaction with all electrically active cores
in both CuInSe2 ands CuGaSe2. We found that sodium do segregates into the
positively strained region close to these cores. Analogous to gallium segregation,
our elastic dipole results show that such process is strain driven. Regarding
the effects of sodium on the properties of the active cores, we showed that the
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relevant "wrong" bonds present in these cores are not affected by the presence of
NaCu. As a consequence, sodium segregation is not expected to be a passivating
agent of dislocations in CuInSe2 and CuGaSe2. To prove this hypothesis, we
calculated the charge transition levels of the dislocation cores decorated with up
to three NaCu and found out that their position within the band gap is stable
as the segregation occurs. These results rule out the experimentally observed
sodium segregation close to dislocation cores in Cu(In,Ga)Se2, as solution to the
puzzle of the apparent harmless nature of dislocations in Cu(In,Ga)Se2.
Nevertheless, the results we presented in this chapter and in Chapter 5 pro-
vide evidence that depending on the termination of the inserted half-plane, the
stoichiometric or sodium decorated 60◦-mixed dislocation cores in Cu(In,Ga)Se2
are either electrically active (α-cores) or inactive (β-cores). In other words, the
termination of the inserted half-plane defines whether they accumulate charge
or not. Therefore, our findings are in agreement with was reported by Dietrich et
al. [13], where it was pointed out that not all dislocations they studied exhibited
potential wells.
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Figure 49.: Charge transition levels, e(q/q′ ), associated with the stoichiometric and
sodium decorated (a) shuffle α-core in CuInSe2 , (b) glide α-core in CuGaSe2
and (b) shuffle α-core in CuGaSe2 .
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Part IV
C O N C L U S I O N

S U M M A RY
In the present thesis we carried out the first complete theoretical study of the
structural and electronic properties of Frank loops and perfect dislocations in
CuInSe2 and CuGaSe2. We aimed at solving the puzzle of Cu(In,Ga)Se2-based
solar cells which exhibit decent efficiencies and at the same time have a very
high dislocation density. Furthermore, based on our study of Frank partials, we
shed some light on the physical mechanism behind the beneficial effect of the
Cu-rich stage of the three stage co-evaporation process. Our key findings are
summarized below:
• It was found that stoichiometric Frank partials induce defect states and are
expected to be electrically active. This is so despite the fact that α- and
β-cores are fully coordinated structures. It is found that defect states are
strain induced.
• Frank partials prefer to be decorated and favor a configuration with excess
in copper in their cores. Such copper excess is expected to be higher in
the α-core because inside that structure the Cu0In antisites have a negative
formation energy and therefore may form spontaneously. On the other
hand, β-cores exhibit slight Cu excess associated with the presence of both
CuIn and Cu interstitials, which have low positive formation energies inside
that core.
• Besides chemical changes inside the cores, Frank partials induce the for-
mation of copper clouds in their surroundings. Our simulations provide
evidence that such clouds are formed by accumulation of Cu−2In antisites.
• Since the cores of Frank partials are fully coordinated, no electrostatic in-
teraction with point defects is expected. Using a linear elasticity-based
approach, namely the elastic dipole tensor, we were able to reproduce the
experimentally observed atomic rearrangements in the surroundings of the
Frank partials. This finding proves that strain is the driving force for the
formation of the copper clouds.
• The CuIn antisite, which accumulates inside the cores and in the copper
clouds, is widely acknowledged as the most harmful trap in Cu(In,Ga)Se2.
Therefore, the decorated Frank partials are expected to be highly detri-
mental, if present in a functioning device. Since the Cu-rich stage in the
three-stage co-evaporation growth process is known to induce a reduction
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in planar defects, its beneficial effect could be, at least partially, accounted
for if this stage is able to eliminate the Frank loops.
• Perfect screw dislocations are found to be electrically inactive in CuInSe2
and CuGaSe2. On the other hand, most of the perfect 60◦-mixed dislo-
cations in these materials exhibit deep levels in the gap. By means of a
Bader charge analysis we found out that all α-cores are active and induce
deep acceptor levels. Regarding the β-cores, only the glide configuration
in CuInSe2 exhibits deep donor levels.
• Based on the atomic orbital theory, we proved that deep defect states in-
duced by the 60◦-mixed dislocation cores are caused by the presence of
cation-cation or anion-anion "wrong" bonds observed in the relaxed cores.
• Since all α-cores are active in both CuInSe2 and CuGaSe2, we can con-
clude they would also be active in the Cu(In,Ga)Se2 semiconductor alloy.
However, since only one β-core is electrically active, such conclusion is
not straightforward in their case. Our strategy was to analyze the effect
of gallium atoms segregating into the electrically active β-core. We found
out that gallium segregation passivates this core, i.e we can conclude that
β-cores are inactive in Cu(In,Ga)Se2.
• We found evidence that sodium prefers to segregate into the dislocation
cores in both CuInSe2 and CuGaSe2. Furthermore, we proved that such
segregation is strain driven. However, contrary to what have been sug-
gested in literature, sodium does not have influence on the electrical prop-
erties of the 60◦-mixed dislocations in CuInSe2 and CuGaSe2. Specifically,
a recent model assumed that sodium atoms would segregate into the termi-
nation of the inserted half-plane of these dislocations. However, the strain
that drives the interaction prevents sodium segregation into that position
inside the cores.
• Our results provide evidence that depending on the termination of the
inserted half-plane, the stoichiometric or sodium decorated 60◦-mixed dis-
location cores in Cu(In,Ga)Se2 are either electrically active (α-cores) or in-
active (β-cores). In other words, the termination of the inserted half-plane
defines whether they accumulate charge or not. Therefore, our findings are
in agreement with was reported by Dietrich et al. [13], where it was pointed
out that not all dislocations they studied exhibited potential wells.
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O U T L O O K
Science is a human endeavor characterized by a permanent state of doubt. This
means that in a healthy scientific effort, once questions are answered new ones
arise. The research presented in this thesis is not exempt of such dynamic and
thus we point out some issues which could serve as the basis of future studies.
In Chapter 4 we succesfully studied the structural and electronic properties of
Frank partials. Based on their sessile nature one can conclude that the dislocation
loops they bound are growth accidents. However, conclusions on that matter can-
not be drawn easily for the perfect dislocations we studied in Chapters 5 and 6.
In order to answer such a question and check whether dislocation presence in
Cu(In,Ga)Se2 is associated with gallium gradients as proposed by Dietrich et
al. [11, 12], we would have to perform accurate simulations of the growth pro-
cess of Cu(In,Ga)Se2 thin-films. Unfortunately, the size of the systems needed in
those calculations makes it unfeasible to use DFT. Nevertheless, results presented
in Chapters 5 and 6 can be used to fit an interatomic potential which would open
the possibility of reliable simulations of Cu(In,Ga)Se2 thin-film growth to be car-
ried out, in the spirit of what has been done for CdTe [247–252].
Regarding the electronic properties of perfect dislocations, in Chapters 5 and 6
of this thesis we proved stoichiometric β-cores in Cu(In,Ga)Se2 are electrically
inactive. On the other hand, stoichiometric and sodium decorated α-cores are
expected to be harmful. If the latter would be the preferred configuration, our
results would be clearly in contrast with the experimental observations of high
dislocation densities existing in Cu(In,Ga)Se2-based devices with decent effien-
cies. However, since we cannot separate the energy of a given dislocation dipole
into the energy contributions of the α- and β-core contained in the supercell, we
cannot conclude from our results which core type is the preferred one. To over-
come this issue it would be necessary to simulate individual dislocations, which
is imposible using the supercell approach. One way to circunvent this problem
would be to use clusters or flexible boundary conditions [164]. Furthermore, if
the interatomic potential mentioned in the previous paragraph would be avail-
able, it would be possible to apply the strategy used by Kweon et al. [253] to study
perfect dislocations in CdTe. In there, the authors simulated a large supercell
containing a periodic arrangement of perfect dislocations by means of molecular
dynamics. Afterwards, a section of this structure containing a single dislocation
is extracted and used as input for further cluster-based DFT calculations. Despite
allowing one to study single dislocations, both the cluster and flexible boundary
conditions approaches have the drawbacks. The former does not allow for a full
development of the core field unless extremely large systems are studied and in
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the latter one encounters difficulties when trying to separate the excess energy
between the dislocation and the external boundary conditions [164].
As we pointed out throughout this thesis, the answer to the puzzle of high dis-
location densities in devices Cu(In,Ga)Se2-based devices with decent efficiencies
could arise from the passivation of the electrically active cores caused by point
defects segregation. In the case of perfect dislocations, we intentionally focused
on the segregation of neutral species and did not addressed the case of charged
intrinsic point defects, despite the fundamental role they play in the properties
of Cu(In,Ga)Se2-based devices. The reason for this lies in the fact that both point
defects and perfect α-cores in this material prefer to be charged (in contrast to
the neutral Frank partials studied in Chapter 4). Therefore, they would compete
for the extra holes or electrons introduced in the supercell used to study their
interaction. Since there is no way to force the system to distribute the charges in
the correct fashion, such calculations would not be able to deliver unambiguous
results for definite charge states. For example, let us assume that a supercell
containing a shuffle α-core in CuInSe2 and a VCu is charged with three electrons.
The vacancy is a shallow acceptor and prefers to be charged with one extra elec-
tron for all values of the EF. In this case the remaining two electrons would be
accomodated in the dislocation core and we would have a sensible distribution
of the extra charge carriers. However, this dislocation can also accomodate all
three electrons. In such case we would study the interaction between a neutral
copper vacancy, which is non-existent in this material, and a charged dislocation
which results in the simulation of a meaningless scenario. This issue could be
investigated by means of an independent and elaborated calculation of both the
elastic and the electrostatic interaction between the point and linear defects of
interest. Naturally, a realistic calculations should be fed by an accurate model of
the charge distribution of both defect types.
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A P P E N D I X

A
S O L A R C E L L S : P R I N C I P L E S A N D L I M I TAT I O N S
a.1 introduction
Semiconductor solar cells are solid-state devices with the ability to transform
light into electricity by means of a quantum process, namely the photovoltaic
effect [17, 18, 29, 30]. Therefore, even in the case of the conceptually simplest
device, to fully account for their properties we require concepts of solid state
physics, quantum mechanics and statistical physics. In this appendix, we present
a brief introduction to the working principle of semiconductor solar cells along
with the physical origin of their efficiency limits.
By no means this short appendix attempts to be a comprehensive treatise on
a complex topic like the physics of solar cells. For detailed discussions on the
matter we recommend the books of Würfel [17] and Bauer [18] which approach
the subject from a thermodynamic point of view and the book by Smets et al. [29]
which goes from the basic physics up to the design of photovolatic systems.
There is also the already classic text from Nelson [30] which approaches the
subject using concepts from semiconductor physics. Finally, Boriskina et al. [254]
reviewed the state of the art in optical energy conversion, including conceptual
breakthroughs that go beyond conventional concentrating optics and material
design.
a.2 the working principle and limits of a solar cell
The generation of an electric potential difference at the terminals of a solar cell
is caused by the photovoltaic effect. As presented by Smets et al. [29], the essen-
tial physics of this phenomenon can be included in the simple model shown in
Figure 50a. In there, among other details, it is possible to see a depiction of the
three basic processes in which the photovoltaic effect can be divided in, namely:
• Generation of electron-hole pairs due to the absorption of photons.
When a photon with energy Eph = hν is absorbed by a material, it ex-
cites an electron from an initial energy level Ei to a final energy level E f .
This is shown in Figure 50a for an ideal semiconductor with flat valence
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A.2 the working principle and limits of a solar cell
Figure 50.: Model of a solar cell with a depiction of the relevant process behind the photo-
voltaic effect (a) and an schematic of the absorption of a photon in a semicon-
ductor (b). In there Ev, Ec, EG (equal to Ec− Ev) stand for the valence and con-
duction band edges and the bandgap, respectively. (Adapted from Ref. [255],
©2014 by Arno Smets and Klaus Jäger and Olindo Isabella and Rene van Swaaij
and Miro Zeman, available under the terms and conditions of the Creative Commons
Attribution 4.0 License https://creativecommons.org/licenses/by-nc-sa/4.
0/)
(VB) and conduction (CB) bands. The excited electron going from the VB
to the CB leave behind a positively charged hole in the former. This process
is denoted as 1 in Figure 50b.
• Separation of the photo-generated charge carrier pairs. If left alone, the
electron-hole pair will eventually recombine. This process is denoted as
2 in Figure 50b, either in a radiative or non-radiative fashion. In Fig-
ure 51, it is possible to see the basic recombination mechanisms of the
photo-generated electron-hole pairs. When radiative recombination occurs,
the excess energy of the recombining pair is emitted in the form of a pho-
ton with energy hν, with h being the Planck’s constant and ν being the
frequency of the photon. On the other hand, no photon is involved in
non-radiative recombinations. One example of this second type of recom-
bination processes is the Auger recombination, where the excess energy is
transfered to a third charge carrier, either electron or hole. This excited
carrier relaxes into the conduction band edge Ec if it is an electron and into
the valence band edge Ev if it is a hole. Such relaxation is called thermal-
ization and phonons with energies h¯ω are emitted while it occurs (where
h¯ is the reduced Planck’s constant and ω is the characteristic frequency of
a given phonon mode). Another non-radiative recombination mechanism
is the SRH process, which involves defect-induced states in the forbidden
gap and the emission of phonons. If any of these radiative or non-radiative
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Figure 51.: Schematic of the three basic recombination mechanisms of photogenerated
charge-carriers in a semiconductor. (From Ref. [38], ©WILEY-VCH Verlag
GmbH & Co. KGaA, reprint with permission).
recombination mechanisms occur, no electric potential is generated from a
given electron-hole pair. Therefore, it is needed to bring the electron-hole
pair apart before they recombine. To achive this, the solar cell must con-
tain two semipermeable membranes, one permeable only to electrons (dashed
vertical red line in Figure 50b) and the other only to holes (dashed verti-
cal blue line in Figure 50b). Once the electrons and holes cross the mem-
branes,which is the process denoted as 3 in Figure 50b, the charge carriers
are effectively separated. Their accumulation on the sides of the solar cell
causes the generation of the electric potential at the terminals of the solar
cell.
• Collection of the separated charge carriers. When connected to an external
circuit charge carriers are extracted from the device, which is the process
denoted by 4 in Figure 50b. After passing through the circuit, electron
and holes recombine in one terminal of the device as indicated by process
5 in Figure 50b.
The simplest semiconductor device which can achieve the essential step of
separating the electron-hole pairs is the single p-n homojunction. Such structure
consists of a p- and an n-type semiconductor put together and it is the elemen-
tary building block of most semiconductor electronic devices. Before discussing
how this sytems separates the charges, let us take a glance at the behavior of
isolated p- and n-type semiconductors as shown in the schematic in Figure 52a.
In both cases the charge neutrality condition is satisfied. Therefore, in the case of
an n-type semiconductor, the charge of the free electrons is compensated by the
positively charged ionized donor atoms. Analogously, in a p-type semiconductor,
the ionized acceptor atoms are negatively charged and they compensate for the
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charge of the free holes. The band diagrams of isolated p- and n-doped semicon-
ductors are presented in Figure 52b. In there, the band-gap and the Fermi level
are denoted as EG = Ec − Ev and EF, respectively. Furthermore, the vacuum en-
ergy level, i.e. the energy of a free stationary electron just outside of the material,
is aligned in both diagrams. The position of EF depends on the dopants nature
and concentration.
Figure 52.: Schematic of isolated p-type and n-type semiconductors showing the charges
associated with free carriers and ionized dopants for each case (a) and the
energy diagrams of the same isolated systems (b). In there, Evac stands for
the vacuum energy level. (Adapted from Ref. [255], ©2014 by Arno Smets and
Klaus Jäger and Olindo Isabella and Rene van Swaaij and Miro Zeman, available
under the terms and conditions of the Creative Commons Attribution 4.0 License
https://creativecommons.org/licenses/by-nc-sa/4.0/)
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Figure 53.: Schematic of an ideal p-n junction including its space-charge region and the
field associated with it pointed out by a green arrow (a) and the energy dia-
grams of the junction (b). In there, Vbi stands for the built-in potential and q
is the elementary charge. (Adapted from Ref. [255], ©2014 by Arno Smets and
Klaus Jäger and Olindo Isabella and Rene van Swaaij and Miro Zeman, available
under the terms and conditions of the Creative Commons Attribution 4.0 License
https://creativecommons.org/licenses/by-nc-sa/4.0/)
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When the actual p-n junction is formed, the picture changes dramatically. The
schematic in Figure 53a depicts how a region without free electrons or holes is
formed in the surroundings of the interface. Such region is called space-charge
or depleted region and is created by diffusion of holes from the p-type material
to the n-type side of the junction where they recombine, and of electrons from
the n-type to the p-type side of the junction where they also recombine. As free
carriers in this region diffuse and recombine, uncompensated ionized dopant
atoms are left behind (positively charged in the n-type material and negatively
charged for the p-type material). Consequently, an electric field is induced within
the junction directed from the n-type side of the junction to the p-type side.
The presence of this field creates a potential difference across the space-charge
region: the so-called built-in potential Vbi (the green curve in Figure 53b). Due
to the electric field and potential, holes will experience a force in the direction
of the field, driving them into the p-type semiconductor, while electrons will be
forced to move in the opposite direction. Therefore, such field caused by the
rearrangement of charges effectively separates the electron-hole pairs. This is the
working principle of a solar cell.
Further details can be learned from the band diagram of the p-n junction in
equilibrium as shown in Figure 53b. In contrast to the case of the isolated p- and
an n-type semiconductor, EF is constant across the p-n junction. This alignment
of the Fermi energy means that there is an offset in the band edges, Ev and Ec,
outside the space-charge region, in the so-called quasi-neutral region. However,
since bands must be continuous across the junction, they get bended as can be
seen in Figure 53b. The offset between a given band edge in the p-type and
its counterpart in the n-type semiconductor is equal to −eVbi (with e being the
elementary charge). From this point of view, the separation of charges is caused
by a change in the electric potential energy. A positively charged hole would
move to the highest available state in the VB while an electron would go to the
lowest available point in the CB. This is the reason why it is said that in a band
diagram holes float and electrons sink.
The energy conversion efficiency of a such homojunction was first studied by
Shockley and Queisser [19]. In its simplest form, their detailed balance analysis
based study was based on the following assumptions:
(a) All photons with energies Eph ≥ EG are absorbed. On the other hand, the
probability of absorption for photon with energies Eph < EG is zero.
(b) One electron-hole pair generated per absorbed photon.
(c) All photogenerated charge carriers relax to the band edges by giving away
the excess energy Eph − EG to the lattice in the form of phonons. This
process is called thermalization.
(d) When in short circuit, all electron-hole pairs are collected.
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(e) Radiative recombination is the only energy loss beyond the non-absorbed
photons in (a) and the thermalization in (c).
(f) The sample is illuminated with unconcentrated light.
For the derivation of the maximum conversion efficiency possible for a p-n
homojunction we follow the ideas presented by Alharbi and Kais [256]. For
a device that satisfies all the assumptions of the Shockley-Queisser model, the
photo-generated current JGen(EG) is given by
JGen(EG) = e
∞∫
EG
γ(Eph)φ(Eph)dEph, (A.1)
where γ(Eph) is the multiplication factor for a given photon energy Eph (frequently
referred to as quantum efficiency) and φ(Eph) is the radiation flux that reaches the
solar cell. Although assumption (b) of the Shockley-Queisser approach means
that γ(Eph) is equal to 1, we will retain it in our equations to keep the derivation
general. Let us now focus on the current JRec(EG, V, T) associated with the ra-
diative recombination which, being a spontaneous emission, is governed by the
generalized blackbody radiation
JRec(EG, V, T) = e
∞∫
EG
φbb(Eph, T)exp
(
eV
kT
)
dEph, (A.2)
where φbb(Eph, T) is the blackbody spectrum at temperature T, the temperature
of the device, and V is the photo-generated voltage at the terminals of the cell.
The net current J(EG, V, T) is what remains after the recombination current is
substracted from the photo-generated current as
J(EG, V, T) = JGen(EG)− JRec(EG, V, T). (A.3)
Now we are in a position to evaluate the conversion efficiency η(V) of a single
p-n homojunction, which is nothing else than the ratio between the output power
Pout and the input power Pin:
η(V) =
Pout
Pin
=
Vm Jm
Pin
, (A.4)
where the subscript m denote the voltage and current for which the maximum
power is reached and the input power Pin is given by
Pin = e
∞∫
0
Eφ(Eph)dEph. (A.5)
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For a given EG and T, the maximum possible conversion efficiency can be
calculated by variating V. In order to fully understand the Shockley-Queisser
limit, we focus now on the three efficiency loss sources in this model. The first
efficiency loss source Lunabs is related to the unabsorbed photons with Eph < EG
and is given by
Lunabs =
e
Pin
EG∫
0
Eφ(Eph)dE. (A.6)
The second efficiency loss source Lth appears when photogenerated charge
carriers thermalize to the band edges by giving away the excess energy Eph − EG.
This efficiency loss that can be expressed as
Lth =
e
Pin
∞∫
EG
(E− γ(Eph)EG)φ(Eph)dEph. (A.7)
Finally, the third efficiency loss source is recombination and is named Lr. This
can be quantified in the following way
Lr =
V JRec
Pin
+
e
Pin
∞∫
EG
(EG −V)φ(Eph)dEph, (A.8)
where the first term is the direct loss due to radiative recombination as discussed
before and the second term accounts for a further thermalization due to the
difference between EG and the photo-generated voltage. Such voltage drop is
caused by the electrical resistance of the path through which the photo-generated
carriers arrive to the external circuit, including the resistance of the junction and
the effect of leakage currents.
Based on this analysis, Alharbi and Kais [256] calculated the maximum con-
version efficiency ηmax(V) along with the quantification of losses for a single
p-n homojunction with respect to EG. In Figure 54 results for room temperature
(T = 300K) and no carrier multiplication (γ(Eph) = 1) are shown. The radia-
tion flux φ(Eph) used in such calculation is the flux associated with the AM1.5G
global standard spectrum. The maximum conversion efficiency attainable under
such conditions is equal to 33.3% for a semiconductor with a bandgap of 1.14eV,
which is close to the bandgap of silicon. Fortunately, for EG values between
0.91eV to 1.57eV maximum efficiencies above 30% are possible. Thus, material
alternatives to fabricate solar cells are not restrained to a single EG. One of these
options is the Cu(In,Ga)Se2 semiconductor alloy, which is at the heart of this
thesis and is currently used in the solar cells with highest efficiencies among
thin-film technologies [1].
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Figure 54.: Maximum conversion efficiency, ηmax(V), along with quantification of losses
for a single p-n homojunction with respect to EG at room temperature.
Corresponding losses described in the text are also depicted. (Reprinted
from Ref. [256], ©2015 by Fahhad Alharbi and Sabre Kais, available under the
terms and conditions of the Creative Commons Attribution 3.0 License https:
//creativecommons.org/licenses/by/3.0/)
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B
C RY S TA L D I S L O C AT I O N S
b.1 introduction
In this appendix we give a short introduction to the theory of dislocations in
materials, specifically in semiconductors. Far more complete and general in-
troductions to this interesting topic can be found in the classic books by Hirth
and Lothe [99] (now in its third edition, authored also by Peter Anderson) and
by Hull and Bacon [100]. Furthermore, excellent treatises of the properties of
dislocations in semiconductors are the books by Holt and Yacobi [202] and by
Matare [212]. The latter being focused on the electronic properties of these de-
fects.
b.2 short introduction to the theory of dislocations
Dislocations are one-dimensional defects which define many properties and con-
trol several processes in crystalline materials, e.g. plastic deformation, creep,
fatigue, ductility and brittleness [99, 100, 202]. Furthermore, they are able to
modify electrical [202, 257–264] and magnetic [265–268] properties of the crystal
in which they are inmersed in. Interestingly, before being detected in experi-
ments or associated to any macroscopic phenomena, dislocations appeared as an
abstract mathematical concept. This breakthrough started with the contribution
by Weingarten [269], who proved that in the absence of external forces, equi-
librium configurations of elastic bodies could still have nonzero internal stress.
Based on his work, Volterra [270] studied the mathematical properties of defor-
mations produced by cutting and shifting matter in a solid and continuous body,
which he called "distorsioni" (the english name "dislocation" was coined by Love
in his 1927 book on elasticity [271]). Decades had to pass until the observa-
tions of Ewing and Rosenhain [272], who showed that the plastic deformation
in metals originated from the formation of slip bands, were connected with the
existence of dislocations. Such hypothesis was proposed independently by Tay-
lor [273, 274], Polanyi [275] and Orowan [276] in 1934 and allowed them to solve
the discrepancy between the experimental and theoretical values of the applied
shear stress needed to plastically deform crystals. Later on, dislocations were
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Figure 55.: Burgers circuit. In here, l is the line direction and ds is the differental of the
integration path.
also postulated as the explanation to why crystal growth was observed under
nearly equilibrium conditions [277]. Such evidence was in conflict with the theo-
retical predictions made by Volmer [278], which indicated that supersaturations
of about 1.5 were needed for layer growth of perfect crystals to occur. It was
Frank [279] in 1949 who solved this issue by suggesting that the propagation
of ledges, associated with the point of emergence of a dislocation at a surface,
would reduce the supersaturation needed for the growth to take place. Surpris-
ingly, all this puzzle-solving success happened before dislocations were directly
seen. Experimental confirmation of their existence was only possible in the late
1950s by means of TEM measurements [280]. Today, the relevance of dislocations
as key players in materials science is settled. Furthermore, interest on them is
expected to grow due recent studies which challenge the previously accepted
conception of dislocation being only (detrimental) defects. For example, they
have been proposed as native nanostructures [281, 282], one-dimensional doping
that modifies ionic conductivity [283–285] and as magnetic nanowires [286, 287],
among many other new results.
As pointed out before, this appendix introduces the basics of dislocations and
serves as reference material useful to understand the contents of this thesis. Let
us start by saying that dislocations are characterized by a pair of vectors: the line
direction l and the Burgers vector b. The latter gives a measure of topological
miss-connection of the defective crystal structure and it is an intrinsic property of
the dislocation (it can be understood as the dislocation’s topological charge) [165].
These formal definitions are easier to grasp by means of the Burgers circuit, shown
in Figure 55. In there, the displacement field w(r), is integrated along a closed
path s and the Burgers vector is calculated as
b =
∮
∂w
∂s
ds. (B.1)
The displacement field, as indicated by its name, describes the displacement of
an infinitesimal volume element of the material from its position in an otherwise
perfect crystal. Therefore, if the path s encircles a portion of a perfect crystal, the
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result of the integration would be zero. On the other hand, if the path s encircles
a dislocation, as depicted in Figure 55, the integration would be a non-zero value,
which is the Burgers vector of the dislocation.
This description is valid in continuum mechanics. However, we are focused
on the description of dislocations at the atomic scale where b cannot take any
value, i.e. it is restricted by the the symmetry of the crystal structure in which the
dislocation is inmersed in. Following the discussion by Bulatov and Cai [165], in
such case the Burgers circuit consists of a sequence of steps between neighbouring
atoms and we have the following general expression for the Burgers vector
b =
N
∑
i=1
∆wi, (B.2)
where the sum goes over all N steps constituting the path or circuit surround-
ing the dislocation, and the vectors ∆wi are given by
∆wi := ri − (ri−1 + vi). (B.3)
In Equation B.3, ri is the vector pointing to the i-th atomic site in the circuit and
vi are the individual steps that would constitute the circuit in a perfect crystal.
Thus, the vectors ∆wi are the differences between the relative positions of the
atoms in the distorted lattice with respect to their positions if they would be in a
perfect crystal.
After these definitions, it is possible to understand the previously mentioned
concept of the Burgers vector as the dislocation’s topological charge: the trans-
lation of a given Burgers circuit along the direction of the dislocation it encircles,
does not affect the value of the Burgers vector. Therefore, the Burgers vector is
conserved along a dislocation. Such finding implies that a dislocation cannot end
within an otherwise perfect crystal, i.e. they combine with other dislocations or
end at a defective region of the lattice (surface, interface, grain boundary, etc).
b.2.1 Types of dislocations
The length and direction of the calculated Burgers vector defines the type of the
dislocation. Regarding a length based classification, the symmetry of the lattice
contrains the magnitude of b. If the Burgers circuit encircles a single dislocation
and the resulting Burgers vector is equal to a lattice translation vector, the dis-
location is called perfect. If the Burgers vector is equal to a fraction of a lattice
translation vector, the dislocation is called partial. In the case of a direction based
classification, there are three cases:
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Figure 56.: Edge dislocation (a) and screw dislocation (b) in a simple cubic lattice. The
inserted half-plane associated with the presence of an edge dislocation is
highlighted by the shaded region in the figure. (Adapted and reprinted from
Ref. [100] with permission of Elsevier)
• Edge dislocation. An example of this dislocation type is shown in Fig-
ure 56a. In such case the Burgers vector is perpendicular to the line direc-
tion:
bedge · l = 0. (B.4)
Topologically, such dislocation involves an inserted half-plane as high-
lighted by the shaded region in Figure 56.
• Screw dislocation. As shown in Figure 56b, this dislocation type involves
shearing part of the crystal in the direction of the dislocation, while keeping
the other part of the crystal fixed. For this dislocation type the Burgers
vector is parallel to the line direction:
bscrew × l = 0. (B.5)
• Mixed dislocation. In this case the angle θ between b and l is neither 0◦
nor 90◦. Therefore, such dislocations result from a superposition of edge
and screw components.
b.2.2 Dislocation motion
Although in this thesis we do not study the movement of dislocations in
Cu(In,Ga)Se2, its discussion is needed in order to understand the simulation
procedure we present in Section 3.4.1. As mentioned before, a first breakthrough
for dislocation theory came when it provided a solution to the discrepancy be-
tween the experimental and theoretical values of the applied shear stress needed
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Figure 57.: Perfect (a) and sheared (b) cubic crystal. For the latter, the upper half of it
displaced by b with respect to the lower half. The coordinate system and
corresponding lengths, L, of the structure are also shown. (Adapted and
reprinted from Ref. [100] with permission of Elsevier)
to plastically deform crystals. In fact, dislocation motion plays a central role in
this issue. Let us imagine we shear a perfect crystal, Figure 57a, by displacing
the whole upper half of it with respect to the lower half until a state like the one
shown in Figure 57b is reached. In that case atomic rearrangements would occur
over an entire plane and would imply the rupture of all atomic bonds crossing
this plane.
It should be noticed that the same final sheared structure can be obtained due
to the motion of an edge dislocation, as it is shown in Figure 58. However, in such
case only small and local distortions are needed for the gradual displacement of
the dislocation from its initial to its final position. For example, from Figure 58a
to 58b, the dislocation moved to the right and its half-inserted plane changed
from plane x to plane y due to small shifts in the position of atoms 1, 2 and 3.
Evidently, such process costs much less energy than atomic rearrangements over
a complete plane. This mechanism reconciles the experimental and theoretical
values for the applied shear stress needed to plastically deform crystals. By a
repetition of these small atomic rearregements, the dislocation reaches the end
of the crystal section shown in the figure, leaving behind an structure which is
equal to the one obtained by shearing the upper half part as a whole.
As it is evidenced in Figure 58, the dislocation motion occurs due to an ap-
plied stress acting on the dislocation. This is summarized in the Peach-Koehler
formula,
F = (σ · b)× ξ, (B.6)
where F is the force experienced by the dislocation with Burgers vector b when
inmersed in the stress σ, regardless the origin of the stress. In Equation B.6, ξ is
the unit vector locally tangential to the dislocation direction.
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Figure 58.: Movement of an edge dislocation. Arrows indicate the direction of the ap-
plied shear stress that causes the movement. (Adapted and reprinted from
Ref. [100] with permission of Elsevier)
Another way to understand dislocation motion, as presented in Figure 58, is
that as the dislocation moves, it induces a plastic strain up into the crystal. This
strain is proportional to the area swept by the dislocation and its components are
given by
upηζ =
(bηaζ + bζaη)∆A
2Ω
, (B.7)
where the bη are the components of b and the a’s are the components of the vector
A which is perpendicular to the plane of the area ∆A swept by the dislocation as
it moves.
Until now we have talked about dislocation motion as a single process and
concepts introduced up to this point are general. However, there are two basic
types of dislocation motion:
• Dislocation glide. This motion process occurs in the glide plane of the
dislocation, hence the name. The glide plane is defined as the plane which
simultaneously contains b and l. In the case of an edge dislocation, this
process does not imply a change in the total number of atoms in the crys-
tal. For that reason it is often called conservative motion. A relevant process
associated with glide process is slip, the most common indication of plastic
deformation of crystals, which is caused by the glide of many dislocations
on the same slip plane. This orientation of this plane depends on the symme-
try of the crystal and are usually the planes with highest density of atoms.
Since b and l are parallel in the case of screw dislocations, their glide plane
is not uniquely defined and they can glide in any direction in the crystal.
• Dislocation climb. This process can only occur for dislocation with an
edge character. It occurs when the dislocation moves perpendicular to the
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plane defined by its b and l. As the dislocation moves in this fashion, its
inserted half-plane either shrinks or expands by means of atomic diffusion.
Since the number of atom sites change during climb, this process is often
called non-conservative motion.
b.2.3 Dislocation dissociation
Following the discussion by Hull and Bacon [100], the elastic energy per unit
length of a dislocation is relatively insensitive to the character of the dislocation
and can be approximated by
Eel = κSb2, (B.8)
where κ ∼ 0.5− 1.0 and S is the shear modulus of the material. It can happen
that due to energetic reasons, it would be preferred that a dislocation with a large
Burgers vector b1 dissociates into two dislocations with smaller Burgers vectors
b2 and b3. Such process would occur only if the condition
‖b1‖2 > ‖b2‖2 + ‖b3‖2, (B.9)
is fullfilled. Naturally, the dissociation is constrained by the conservation of
the Burgers vector, i.e b1 = b2 + b3. This means that if a perfect dislocation
with Burgers vector equal to a lattice translation vector of the crystal dissociates
following these rules, the resulting dislocations with b2 and b3 would be partial
dislocations. The general principles of dislocation motion described before for
perfect dislocations apply also for partial ones. However, as can be inferred from
Figures 57 and 58, when partials move they leave behind an imperfect crystal
containing an stacking fault. Therefore, a stacking fault will exist between the
partials resulting from a dissociation. Furthermore, if a stacking fault terminates
within a crystal, the boundary between the fault and the perfect crystal is a
partial dislocation.
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