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1. Introduction 1.1. The state of art. Some decades ago K. Gürlebeck and W. Sprößig have coined on their book [22] that the theory of finite difference potentials offers the possibility to study the solution of boundary value problems from the knowledge of the discrete fundamental solution, when a finite difference approximation of the Dirac operator is considered. Such method was sucessfully applied on the papers [13, 14] to compute numerically the solution of boundary value problems.
There are already some recent contributions that recognizes that the theory of finite difference potentials considered by Gürlebeck and Sprößig on their book may also be used to describe the solution of boundary value problems on half-lattices [5, 6] by a discrete version of the Hilbert transform.
It is almost well-known that the [discrete] Hilbert transform is nothing else than a Riesz type transform in disguise (cf. [3, 4] ), that may be derived formally from the fractional integral transform
in the limit α → 1 2 (cf. [7, section 6.] ). Hereby ∆ h denotes the star-Laplacian operator on the lattice hZ n (that will be introduced later on subsection 1.2 via equation (2)). Thereby, the solutions of Riemann-Hilbert type problems may be recovered by the solution of a time-evolution problem of Cauchy-Riemann type (cf. [7, Proposition 6.] ). A great deal of work has been done recently by Dattoli and his collaborators to extend the operational framework to relativistic wave equations of Dirac type (cf. [2, 10, 11, 12] ). At the same time there has been interest in studying evolution problems in the context of hypercomplex variables, namely discretized variants for the heat equation (cf. [1] ) and for the Cauchy-Kovaleskaya extension (cf. [8] ).
1.2. Problem setup. Let e 1 , e 2 , . . . , e n , e n+1 , e n+2 . . . , e 2n be an orthogonal basis of the Minkowski space-time R n,n , and Cℓ n,n the Clifford algebra of signature (n, n) generated from the set of graded anti-commuting relations e j e k + e k e j = −2δ jk , 1 ≤ j, k ≤ n e j e n+k + e n+k e j = 0, 1 ≤ j, k ≤ n e n+j e n+k + e n+k e n+j = 2δ jk , 1 ≤ j, k ≤ n.
(1)
Here we recall that the linear space isomorphism provided by the linear extension of the mapping e j1 e j2 . . . e jr → dx j1 dx j2 . . . dx jr , with 1 ≤ j 1 < j 2 < . . . < j r ≤ 2n allows us to show that the resulting algebra has dimension 2 2n and it is isomorphic to the exterior algebra (R n,n ) (cf. [31, Chapter 3] ) so that e J = e j1 e j2 . . . e jr corresponds to a basis of Cℓ n,n . For J = ∅ (empty set) we use the convention e ∅ = 1. In particular, any vector (x 1 , x 2 . . . , x n ) of R n may be represented in terms of the linear combination x = n j=1
x j e j carrying the basis elements e 1 , e 2 , . . . , e n with signature (0, n), whereas the translations (x 1 , x 2 , . . . , x j ± ε, . . . , x n ) on the lattice εZ n ⊂ R n with mesh width ε > 0 may be represented in terms of the displacements x ± εe j .
Along this paper we develop our results to lattices of the form R n h,α := (1 − α)hZ n ⊕ αhZ n , with h > 0 and 0 < α < 1 2 .
Here we would like to stress that R n h,α contains hZ n , since any x with membership in hZ n may be rewritten as (1−α)x+αx, with (1−α)x ∈ (1−α)hZ n and αx ∈ αhZ n . The class of multi-vector functions R n α,h → C ⊗ Cℓ n,n and R n α,h × T → C ⊗ Cℓ n,n that are considered on the sequel are of the form Φ(x) = n r=0 |J|=r φ J (x)e J , with e J = e j1 e j2 . . . e jr Ψ(x, t) = n r=0 |J|=r ψ J (x, t)e J , with e J = e j1 e j2 . . . e jr .
Hereby |J| denotes the cardinality of J. The scalar-valued functions Φ(x) resp. Ψ(x, t) are thus represented as Φ(x) = φ(x)e ∅ resp. Ψ(x, t) = ψ(x, t)e ∅ whereas the vector-fields (φ 1 (x), φ 2 (x), . . . , φ n (x)) and (ψ 1 (x, t), ψ 2 (x, t), . . . , ψ n (x, t)) of R n is described throught the ansatz Φ(x, t) = n j=1 φ j (x, t)e j . and Ψ(x, t) = n j=1 ψ j (x, t)e j , respectively. The subscript notations φ J (x) and ψ J (x, t) are adopted to describe the realvalued functions R n h,α → C resp. R n h,α × T → C carrying the multivector basis e J . The bold notations f, g, . . . , Φ, Ψ, . . . and so on will be considered when we refer to multivector functions with membership in the complexified Clifford algebra C ⊗ Cℓ n,n .
Our purpose here is centered around the study of relativistic wave equations of Klein-Gordon and Dirac-type on R n h,α × T that exhibit a differential-difference or a difference-difference character. That includes time-evolution problems encoded by the discretized Klein-Gordon operator L 2 t − ∆ h + m 2 , carrying a mass term m > 0. Here and elsewhere
denotes the discrete Laplacian on hZ n ⊂ R n h,α , and L t a degree-lowering operator. The Dirac-Kähler discretizations D ε on the lattice εZ n , already studied in the author's recent papers [19, 20] :
as well as the pseudo-scalar γ of Cℓ n,n :
e n+j e j . (4) are also considered with the aim of formulate a discrete counterpart to the timeevolution equation of Dirac type.
From now on let us take a close look for the delta operators L t from an umbral calculus perspective (see e.g. [ [26] ). In case where L t = ∂ t and T = [0, ∞), it is well-known (and easy to check) that the hypergeometric series representation for the following wave propagators (cf. [11, p. 704] ):
allows us to describe formally the null solutions of the differential-difference KleinGordon operator
, while for the difference-difference evolution problem associated to the discretization T = { kτ 2 : k ∈ N 0 } of the continuous time-domain [0, ∞) (the lattice τ 2 Z ≥0 ), and to the finite difference operator
(difference-difference evolution problem) it can be easily verified that L t admits the formal Taylor series expansion (cf. [18, Example 2.3 .])
Using the fact that first order differential and difference operators are particular cases of shift-invariant operators with respect to the exponentiation operator exp (s∂ t ):
L t exp (s∂ t ) = exp (s∂ t ) L t one can obtain an amalgamation of our approach to delta operators L t , represented through the formal series expansion 
More precisely, the following theorem (see Appendix A. for further details) goes beyond the Pauli matrices identity obtained in [11, p. 701 ]: Theorem 1.1. For the case where s = re iφ ω, with −π < φ ≤ π and ω is an element of Cℓ n,n satisfying ω 2 = +1, the exponential generating function G(s, t) defined viz equation (6) , satisfies G(re iφ ω, t) = cosh tL −1 (re iφ ) + ω sinh tL −1 (re iφ ) .
1.3.
The structure of the paper. We turn next with the outline of the subsequent sections:
• In section 2 we introduce, in a self-contained style, the basics of discrete Fourier analysis on the lattice R n h,α (subsection 2.1). Then we obtain an alternative factorization for the discretized Klein-Gordon operator (subsection 2.2), based on the study of the Fourier multiplier encoded by the discrete Laplacian (2).
• In section 3 we find some explicit representations underlying to the solution of the discretized versions of the Klein-Gordon (Theorem 3.1) and Dirac equation (Corollary 3.1) on the lattice R n h,α × T . Here, the EGF representation obtained in Theorem 1.1 as well as the discrete Fourier analsyis toolbox introduced in section 2 play a central role.
• In section 4 we study applications and generalizations for the results obtained in section 3. We start to find explicit representations for differencedifference evolution problems of Klein-Gordon and Dirac type on the lattice R n h,α × τ 2 Z ≥0 by means of hypersingular integral representations involving Chebyshev polynomials of first and second kind (cf. [23] ), and of fractional integral representations associated to a class of generalized Mittag-Leffler functions (cf. [28, Chapter 1] ). We also establish a comparison with the approaches obtained in references [8, 1, 7] (subsection 4.2). In the end, we exploit the characterization obtained in section 3 to fractional operators of Riesz type (subsection 4.3).
• In section 5 we outline the main results of the paper and propose further directions of research. 
and by S(R n h,α ; Cℓ n,n ) := S(R n h,α ) ⊗ (C ⊗ Cℓ n,n ) the space of rapidly decaying functions f(·, t) (t ∈ T is fixed) with values on C ⊗ Cℓ n,n , defined viz the semi-norm condition sup
Here and elsewhere † denotes the †−conjugation operation a → a † on the complexified Clifford algebra C ⊗ Cℓ n,n , defined as
whereas · -a norm in C ⊗ Cℓ n,n -is defined by the square condition a 2 = a † a. In the same order of ideas of [27, Exercise 3.1.7] , under the seminorm constraint
defines the set of all continuous linear functionals with membership in S(R n h,α ; C ⊗ Cℓ n,n ). The underlying family of distribu-
, the multivector counterpart of the space of tempered distributions on the lattice R n h,α . Let us now take a close look to the discrete Fourier transform, defined as follows:
Here Q h = − π h , π h n stands for the n−dimensional Brioullin zone representation of the n−torus R n / 2π h Z n , tacitly explored on Rabin's seminal paper [25] . With the aid of the Fourier coefficients (cf. [22, subsection 5 (10) we are able to derive in a natural way the isometric isomorphism
Moreover, we can mimic the construction provided by [27, Exercise 3.
′ , the space of C ⊗ Cℓ n,n −valued distributions over Q h . As a consequence, we uniquely extend (9) as a mapping
by the Parseval type relation, involving the bilinear forms (7) and (11) 
With the construction furnished above we can naturally define the convolution between a discrete distribution f(·, t) with membership in S ′ (R n h,α ; C ⊗ Cℓ n,n ), and a discrete function Φ(x) with membership in S(R n h,α ; C ⊗ Cℓ n,n ):
via the duality condition
As in [7, p. 123] , the following discrete convolution formula property
that holds at the level of distributions, yields as an immediate consequence of the sequence of identities
Discrete Dirac-Kähler vs. Discrete Laplacian. Let us take now a close a close look to the Fourier multiplier of
h,α encoded by the discrete Laplacian (2). First we observe that for −h ≤ ε ≤ h the Clifford-valued sesquilinear form ·, · h,α satisfies the summation property over R n h,α (cf. [21, p. 536]):
In particular, for the substitutions
we can conclude that the translations
, where
Next, we observe that the sequence of identities
holds for every ξ = (ξ 1 , ξ 2 , . . . , ξ n ) and θ = (θ 1 , θ 2 , . . . , θ n ) with membership in
n so that (15) may be rewritten as
In particular, under the choice θ j = (1−α)ξ j the above identity may be expressed in terms of the complex numbers
Moreover, from the set of basic identities
it readily follows that the following Clifford-vector-valued function on C ⊗ Cℓ n,n :
satisfies the square condition z h,α (ξ)
Let us now continue with the class of discrete Dirac-Kähler operators D ε introduced viz equation (3) . By means of the †−conjugation (8) one can also define the formally the conjugation of D ε as follows:
Here we notice that from the combination of the summation property (14) with the †−conjugation properties e † j = −e j and e † n+j = e n+j (j = 1, 2, . . . , n) we realize that D ε and D † ε are self-adjoint with respect to Clifford-valued sesquilinerar form ·, · h,α defined viz (7), since
As a consequence of the above construction, the Clifford-vector-valued function z h,α (ξ) defined viz (16) is the Fourier multiplier of the operator
stands for the Dirac-Kähler type operator
as well as the discrete Laplacian splitting (D h,α ) 2 = −∆ h . Furthermore, the factorization property
yields from the set of relations γe j + e j γ = 0 γe n+j + e n+j γ = 0 γ 2 = +1 (19) carrying the Clifford basis elements e j , e n+j (j = 1, 2, . . . , n), and the pseudo-scalar γ defined viz (4) (cf. [19, Proposition 3.1]).
Remark 2.1 (Towards fractional regularization of discrete Dirac operators). We would like to stress here that the discretizations D ε and D h,α , defined viz (3) and (17) respectively, are interrelated by the limit formula
Widely speaking, D h,α may also be be seen as a fractional regularization of the discrete Dirac operators considered in the series of papers [16, 18, 19, 20] .
In concrete, we have the limit property
involving the finite difference Dirac operators D ± h/2 of forward/backward type of the form
Remark 2.2 (The lattice fermion doubling gap). Since the Fourier multipliers
h,α share the same set of zeros of the Fourier
h,α defined viz equation (15), we can conclude that the spectrum doubling of D h,α only occurs on the limit α → 3. Solution of discretized time-evolution problems 3.1. Discretized Klein-Gordon equations. In this section we study the solutions of the second-order evolution problems of the type
on the space-time domain R n h,α × T , from an umbral calculus perspective. In terms of the discrete Fourier transform (9), the formulation of the timeevolution problem (20) on the momentum space Q h × T reads as
With the aid of the functions (s, t) → cosh(tL −1 (s)) and (s, t) → sinh(tL −1 (s)) obtained in Theorem A.1 (see Appendix A) we can describe the solution of the discretized Klein-Gordon equation (20) as a discrete convolution formula on R n h,α , involving the kernel functions
More precisely, for the discretized wave propagators defined in terms of the discrete convolution formulae
we are able to mimic the so-called wave Duhamel formula in continuum (cf.
]). That corresponds to the following theorem:
Theorem 3.1. Let Φ 0 and Φ 1 be two Clifford-valued functions membership in S(R n h,α ; C ⊗ Cℓ n,n ), and K 0 , K 1 be the kernel functions defined viz (22) . Then we have the following:
(i) The function
solves the time-evolution problem (21) .
solves the discretized Klein-Gordon equation (20) .
Proof:
Proof of (i):
In the shed of Theorem 1.1 let us now take a close look to the ansatz functions of the type
From the eigenvalue property (44) one readily obtains that (26) satisfies the equation
It is also straightforward to see that the initial conditions of the evolution problem (21) lead to the system of equations
Solving the above system of equations in order to F h,α Φ ± (ξ), it readily follows that
Therefore, we can recast (26) as
Moreover, from Theorem 1.1 we immediately get that the equation (27) is equivalent to (24) .
Proof of (ii):
By applying the discrete Fourier transform F h,α to both sides of (23), the Proof of (ii) follows straightforwardly from the discrete convolution property (13), and from the fact that the function Ψ(x, t) defined viz equation (25) is also a solution of the equation
Discretized Dirac equations.
Let us now look to discretized version of the Dirac equation
carrying the discrete Dirac operator of fractional type defined viz (17) .
From the framework developed on the previous sections and on Appendix A, the solution of (27) can easily be found. In concrete, the formal solution of (27) provided by the equation Ψ(x, t) = G (iD h,α − imγ, t) Φ 0 (x) is a direct consequence of the set of identities
h,α (see equation (16) ) and the EGF G(s, t) (see equation (6)). Then, the following corollary is almost obvious: Corollary 3.1. Let Φ 0 be a function with membership in S(R n h,α ; C⊗Cℓ n,n ). Then, under the first order condition
the ansatz (25) solves the discretized Dirac equation (27) .
Proof:
First, we recall that the square relation
involving the Fourier multipliers d h (ξ) 2 and z h,α (ξ), defined viz equations (15) resp. (16), yields as a direct consequence of the factorization property (19) involving the Clifford generators e j , e n+j (j = 1, 2, . . . , n), and the pseudo-scalar γ defined viz (4) . Then
defines a unitary vector of C ⊗ Cℓ n,n satisfying the property ω 2 = +1. Thus, from Theorem 1.1
Moreover, from the property
it readily follows from direct application of statement (ii) of Theorem 3.1 that G (iD h,α − imγ, t) Φ 0 (x) -a formal solution of (27) -equals to the ansatz (24) whenever
Remark 3.1 (The Zassenhaus formula gap). The framework that we have considered here to describe formally the solutions of the discretized Dirac equation (27) may be seen as a multivector extension of the framework obtained in terms of Pauli matrices by Datolli and his collaborators on the papers [10, 11] . The major difference here lies in fact that we have considered the EGF provided by Theorem 1.1 to rid the limitations associated to the operational representation of Dirac type propagators by means of the Zassenhaus formula (cf. [10, p. 8]).
Further Applications

A space-time Fourier inversion formula based on Chebyshev polynomials.
Let us now discuss a difference-difference version of the evolution problems (20) and (27) on the lattice R n h,α × τ 2 Z ≥0 , associated to the finite diference operator (5) defined on subsection 1.2. From direct application of Theorem 3.1 it can be easily seen that
solves the second-order time-evolution problem (21) on the momentum space Q h × Z ≥0 (see statement (i)).
Here we recall that from the inverse trigonometric relation sin −1 (z) = cos −1 ( √ 1 − z 2 ), that holds for every 0 < z < 1, we can recognize that the above identity may be expressed in terms of Chebyshev polynomials of first and second kind (cf. [23, p. 170] ) for values of τ satisfying the following condition
That is,
with
We recall here that the Chebyshev polynomials of first and second kind, T k resp. U k−1 , admit the following Cauchy principal value representations (cf. [23, subsection 4.
In particular, for the change of variable s = cos
follow straightforwardly from parity arguments carrying the conjugation of the complex exponential function e iωt = cos(ωt) + i sin(ωt) that (cf. [23, p. 173] ). Thus, based on (30) one finds that (28) admits the integral representation formula
Thereby, in the view of the Fourier inversion formula for F h,α provived by (10), the discrete convolution formula provided by statement (iii) of Theorem 3.1 admits the following space-time Fourier inversion formula over
Moreover, through the substitution Here we recall that from the isomorphism (cf. [25] )
the resulting integral representation formula may be interpreted as a space-time toroidal Fourier transform (cf. [27, section 3 of Part II]).
4.2.
Connection with the discrete heat semigroup. In this subsection one will explore the connection between the solutions of the discretized Klein-Gordon and Dirac equations obtained in subsection 4.1, and the solution of the differentialdifference heat equation
by means of the discrete heat semigroup {exp(s∆ h )} s≥0 . Before we proceed, we will revisit the construction of the discrete heat kernel obtained by Baaske et al in [1] . Along the same lines as in [7, section 2.] one can show that exp(s∆ h ) may be expressed in terms of the discrete convolution formula
involving the kernel function
On the other hand, in view of integral representation formula, involving the modified Bessel functions of the first kind I k (u):
and the identity involving the Fourier multipliers (15):
we thereby obtain the closed formula
after the change of variables ξ j = θj h (−π < θ j ≤ π) on (34). Next, let us turn again our attention to the space-time Fourier inversion formula (31) derived on section 4.1. Starting from the Laplace transform identity (cf. [28, p. 21 
we realize that
2 dp so that (31) is equivalent to
By making again use of the inversion formula (10) associated to F h,α there holds, after some straightforward simplifications involving the interchanging on the order of integration, that
Here one notice that the substitution s = . The later may be computed from (35) as a product of the modified Bessel functions of the first kind I k (u). Thus, as in [7] the solution of the discretized Klein-Gordon equation on the lattice R n h,α × τ 2 Z ≥0 may be recovered from the discrete heat semigroup.
On the other hand, from the set of identities (cf. [29, p. 281 
involving the generalized Mittag-Leffler functions and the complementary error function
we realize, after a short computation by means of the trigonometric identities
and on parity arguments involving trigonometric functions that the function Φ(x, t; p), defined as above, equals to , that results from the identity
involving the complementary error function erfc(−u), instead of the subordination formula
endowed by the kernel of the Weierstraß transform.
4.3.
A discrete fractional calculus insight. In section 3 we have shown that a simple operational substitution s → √ ∆ h − m 2 on the functions cosh(tL −1 (s)) and sinh(tL −1 (s)) s allows us to express, in a simple way, the solutions of the discretized Klein-Gordon and Dirac equations, (20) resp. (27) . Such characterization may be reformulated in terms of the fractional operators
for values 0 < α < 1 2 , in spite of the right-hand side of (17) does not absolutely converges for α = 1 2 in the massless limit m → 0, due to the fact that the Fourier multiplier d h (ξ)
The following result, which complements the construction of Theorem 3.1, provides us an alternative way to obtain a solution for the discretized Klein-Gordon equation (20) as a discrete convolution formula endowed by the kernel functions
That corresponds to statement (i) of Theorem 4.1. Moreover, with aid of the lattice discretization
[3]), we are able to recover the solution of the Dirac equation (27) . Such construction corresponds essentially to statements (iii) and (iv) of Theorem 4.1. the the kernel functions defined viz equations (39). Under the condition that Φ 0 and Φ 1 belong to S(R n h,α ; C ⊗ Cℓ n,n ), we have the following: (i) The ansatz function Ψ(x, t) defined viz the convolution formula
solves the discretized Klein-Gordon equation (20) . (ii) The ansatz function (41) solves the discretized Dirac equation (27) whenever
(iii) The inverse of the Riesz type operator R h,α is given by
are two independent solutions of the discretized Dirac equation (27) , generated by the discrete convolution operator
then the function
Proof:
The proof of Theorem 4.1 follows the same train of thought of the proof of Theorem 3.1 and Corollary 3.1. To avoid an overlap between the proof of these results we present only an abridged version of it, by sketching only the main ideas:
Proof of (i): From the Laplace transform identity
there holds the following identity for the operator (−∆ h + m 2 ) −α defined viz (38):
Therefore, the sequence of identities
yield straightforwardly from application of the discrete convolution property (13) underlying to the discrete Fourier transform F h,α , and from the standard identities involving the wave kernels (39):
Thus F h,α Ψ(ξ, t) is a solution of the evolution problem (21) , and whence, the ansatz (41) solves the discretized Klein-Gordon equation (20) .
Proof of (ii):
The proof that the condition
gives rise to a solution for the discretized Dirac equation (27) is an immediate consequence of Corollary 3.1 and statement (i) of Theorem 4.1.
Proof of (iii):
By noting that the Clifford vector r h,
h,α , and from the fact that the Clifford vector
is the inverse of r h,α (ξ), the proof follows straightforwardly from the set of identities
Proof of (iv):
First, we recall that the splitting formulae
yield from the parity properties involving the hyperbolic functions cosh (even function) and sinh (odd function). By noting also that
the proof that the function
2i provides a solution for the discretized Klein-Gordon equation (20) is rather immediate, since Ψ(x, t) coincides with the ansatz (41). 
Outlook of the main results
This paper provides us a guideline to extend substancial part of the framework already done in [2, 1, 8, 10, 12, 7] to the differential-difference and to the differencedifference setting as well. To our best knowledge, there has been no literature paying attention to the description of the solutions of time-evolution problems as a blending between the continuous and the discrete side.
To h Z n (cf. [25] ). We also propose in section 2 a fractional regularization for discrete Dirac operators acting on the lattices hZ n (α → 0) and
, based on construction of a wide class of Fourier multipliers with values on the Clifford algebra with signature (n, n).
From the results obtained in section 4 (namely Theorem 4.1) we believe that the proposed approach does not offer only a wise strategy to determine discrete counterparts for the results provided by the papers [2, 1, 8, 10, 12, 7] . In the shed of the fractional calculus formulation proposed recently by Bernstein (cf. [3, 4] ), it may provides also a meaningful way to generalize the results of [5, 6] , where only the properties discrete Fourier transform depicted in [22, subsection 5.2] were taken into account.
As a whole, the fractional integration approach combined with a space-time Fourier inversion type formula has been revealed as an exceptionally well-suited tool to represent, in an operational way, the discrete convolution representations underlying to the solutions of an equation of Klein-Gordon type. As we have noticed on subsection 4.2, this is ultimately due to the possibly of describe the superposition of the wave-type propagators Summing up: the discrete Fourier transform framework brings into the representation of the solution for an evolution type equation over the momentum space Q h × T . In the future it can also be useful to look in depth for the associated hypersingular operator representations on the space-time toroidal manifold 
Appendix A. The Exponential Generating Function Connection
In the paper [18] we have considered the exponential generating functions (EGF) exp(tL −1 (s)) to derive hypercomplex formulations for Appell sets and Exponential Generating Function (EGF). With the aim of construct umbral counterparts for the wave type propagators
we consider here a wise adaptation of [15, Corollary 1.1.15] for cosh(tL −1 (s)) and sinh(tL −1 (s)). That corresponds to the following result:
Theorem A.1. The formal series representation of cosh(tL −1 (s)) and sinh(tL −1 (s)) determined by the delta operator L t = L(∂ t ) are given by cosh(tL −1 (s)) = where {m k (t) : k ∈ N 0 } is a basic polynomial sequence determined by L t .
Proof of Theorem A. The conclusion of Theorem A.1 for cosh(tL −1 (s)) and sinh(tL −1 (s)) then follows from the substitution s → L −1 (s) on both sides of (43).
Let us now take a close look for the Exponential Generating Functions (EGF) G(s, t) of hypercomplex type defined viz equation (6) .
It is quite easy to see that the condition m 0 (t) = 1 and the lowering properties L t m k (t) = m k−1 (t) (k ∈ N) lead us naturally to the condition G(s, 0) = 1 and to the eigenvalue property L t G(s, t) = sG(s, t).
Also, it is worth stressing that Theorem A.1 may me extended/generalized for hypercomplex variables. Namely, we still have Theorem 1.1, whose proof proceeds as follows:
Proof of Theorem 1.1: First, we recall that the even resp. odd part of G(s, t) may be expressed as G(s, t) + G(−s, t) 2 = Finally, from direct application of Theorem A.1, we recognize that for elements the elements of the form s = re iφ ω, with r ≥ 0, −π < φ ≤ π & ω 2 = +1 the above set of identities equals to G(re iφ ω, t) + G(−re iφ ω, t) 
