Prominence is a perceptual attribute employed to communicate focus, contrasts and expressive nuances. This article explores the automatic detection of segments considered prominent by native listeners, using a corpus of Argentinean Spanish. The prominence detection is modeled as a binary classification problem over syllabic units. From perceptual assessments by a group of native listeners, we obtained a set of prominent syllable annotations, which are used as the gold standard to train and evaluate automatic classifiers. We study the performance of the classifiers under different sets of acoustic features, under various combinations of syllabic contexts, and using different classification algorithms. The best overall performance using leave-one speaker out cross validation had a mean precision rate of 94.75%, and was obtained using an SVM classifier, with two context syllables around each side of the central syllable, and applying the complete set of acoustic features considered.
Introduction
Speech conveys simultaneously various levels of information, which are employed to decode and interpret the message and to characterize the speaker. Humans are able to extract, integrate and automatically infer knowledge from those layers in such a robust and efficient way that it is perceived as an automatic and effortless operation [1] . In contrast, and despite striking progress made in the past few years, automated systems to recognize (ASR) and understand speech (ASRU) have not yet been able to make full use of those levels of information available in speech [2, 3, 4] . Furthermore, the ability to make use of that information is critical to the development of natural voice interfaces that are capable of interacting in the way humans do. In this regard, prominence is a cue used by the speaker to point out some linguistic units, and can be employed to communicate focus, contrasts and expressive distinctions. As there is no general consensus over its definition, here we follow [5] and consider that prominence is a syllable property that makes it stand out from adjacent syllables as a result of any of several phonetic features such as: greater sonority, longer duration, higher or lower pitch, increased syllabic weight, or greater excursion of the vocal tract from its neutral position. Besides, according to the criteria suggested in [6] , in this work we treat prominence from a functional-physical language-specific perspective. We use a bottom-up signal approach to predict a global prominence impression as reported by a panel of evaluators.
The ability to identify these prominence markers has a clear practical value in ASR/ASRU systems, namely: to develop dynamic pronunciation models [7] , to disambiguate phrase meanings [8] , to mark the the more and less significant elements of the message [9] , or to distinguish contrast and new vs. given information [10] , thus attracting the interest of the community of spoken language processing.There are many works dealing with the automatic detection of prominent segments in speech, which can be grouped according to: (1) the domains where they consider prominences: syllables or words; (2) the levels employed for grading prominence: binary, multi-level, or as continuous functions; or (3) the type of input data: exclusively acoustic or making use of syntactic-grammatic information, thus requiring an ASR. These studies can be found in various languages, for example: French [11] , German [12] , Italian [13] , Swedish [14] , Dutch [15] , Finnish [16] , and English [17, 18, 19] . In particular, for Spanish there are several works dealing with the perceptual analysis of prominence and its acoustic correlates [20, 21, 22, 23] , however there are only few which aim to detect prominence automatically. Some antecedents can be found in the framework of automatic corpus labeling using ToBI. For example [24] uses decision trees (DT), and artificial neural networks (ANN) to detect prominence at the word level achieving 81.0% accuracy on the testing subset. In this work, prominence is identified with the presence of a ToBI accent tone mark (binary decision). Another related work, [25] applies support vector machines (SVM), DT and ANN as classifiers in a fusion scheme trough a fuzzy classifier, and obtains a soft classification rate of 82% for pitch accents accuracy in the training stage. In both cases, some kind of linguistic information such as POS tagging or content vs. function word identification is employed as inputs, in addition to the acoustic features. Since the ultimate goal of our project is to make use of prominence information in ASR/ASRU systems, in this work we avoid using features that require speech recognition, restricting the input attributes to acoustic features. Furthermore, despite the fact that the perceptual tests were performed on a continuous prominence scale, and that several works suggest the convenience of using continuous or multi-level gradation of prominence [26, 27] , in this preliminary work we decided to simplify the task to a binary classification (prominent vs. non-prominent), which is the most common approach [27] . The former restrictions make this work comparable to [17, 19] for English. The paper is organized as follows: the next section describes the corpus, the methodological approach, and the analysis performed; then we present the results, and finally we draw conclusions and outline some future work.
9th International Conference on Speech Prosody 2018 13-16 June 2018, Poznań, Poland 
Speech Corpus
The study was developed using the Argentinian version of the AMPER project [28] . The sentences in this corpus have a fixed structure, which allows to control the accentual typology of words, the number of pitch accents, the sentence mode and type of segments in each syllable [29] . Nine declarative and nine interrogative sentences, both with a subject-verb-object structure (S + V + O), with three different focus conditions: in the subject, in the predicate, and neutral (or broad focus) were employed. These sentences were formed by combining tri-syllabic words with varying stress locations on the subject: triángulo (triangle), guitarra (guitar), and saxofón (saxophone); and on the object: pánico (panic), mesura (moderation), and obsesión (obsession). The recordings were digitized at 44 kHz and 16 bits, in an acoustically untreated room, with a dynamic microphone, by 10 speakers (5 females and 5 males), from different regions of Argentina. In total, the corpus consists of 540 utterances (9 sentences x 3 focus x 2 modalities x 10 speakers), and contains 5940 syllables. All sentences were labeled at the word and phone levels in two stages: first, a forced alignment was performed using the Viterbi algorithm, and subsequently trained linguists manually reviewed and corrected the resulting annotations. From these graphemic and phonetic segmentations we obtained the syllabic annotations using a syllabification system based on rules [30] .
Perceptual Experiments
The perceptual evaluations were conducted by 9 listeners native speakers of Argentinian Spanish (5 males, 4 females), seven of whom were already informed in [31] , following a procedure for syllabic prominence scoring inspired by [32] . Presentations of stimulus and recordings of their perceptual responses were made using a web application that for each sentence provides its transcription along with controls to play the audio, and 11 sliders to rate each syllable, as shown in Figure 1 . The audio was reproduced using closed headphones, and stimuli were presented in a random order to avoid possible order effects.
The listening tests started with a training session where subjects were instructed to evaluate the level of prominence of each syllable of a sentence by adjusting the corresponding slider, without time constraints, and allowing them to play the audio as many times as necessary. Then, listeners were advised to evaluate a maximum of 100 stimuli per session to avoid fatigue effects. In contrast to the ratings used in [31] , in this work the multiple continuous ratings per syllable are reduced to a single binary measure by first picking out peaks in the rating contour for each listener, and then labeling each syllable as prominent if there was a peak on that syllable in more than half of the listeners. During the peak-picking procedure we used a fixed threshold to avoid considering subtle differences as peaks.
The inter-rater agreement was determined using the statistical index Krippendorff's alpha [33] , because there were cases with missing evaluations from some of the listeners. Considering the prominence scores as binary outputs, and following the procedure already detailed, this test yielded a value of 0.555, which means a moderate consensus.
Acoustic Features
There are different sets of attributes proposed as acoustic correlates of prominence for Spanish, and like in other languages, there are controversies about the weight of each of them in the construction of such perceptual impression. Considering lexical stress, some authors argue that it is given by loudness, others conclude that the pitch is the main acoustical cue, others claim that the segmental duration is the most important, and finally, others suggest that there is a combination of these three attributes that drives prominence perception [34] . In this work we used the same set of features proposed in [17] , but we also considered spectral emphasis, a measure which reflects the relative contribution of the high frequency range of the spectrum to the overall intensity, and was reported as a useful cue in the classification of prosodic categories [35, 36] . All these measurements were performed using the software Praat [37] . F0 was obtained using the algorithm described in [38] , under the two-pass strategy recommended in [39] : we first chose an F0 range from 70-550 Hz. With that first estimation we obtained improved F0 threshold values as defined in equations 1 and 2.
where q1(F 0), and q3(F 0) are the values for the first and third quartiles in the preliminary F0 estimation respectively. Then, F0 curves were smoothed by applying linear interpolation in voiceless segments. To analyze the effects of linear vs. perceptual-based scales in prominence classification, three scaled versions of the smoothed F0 were obtained: Hz, ERBs, and semitones, all of them were normalized using a speaker dependent z-score procedure. The intensity estimation was performed using the standard function in Praat, using a time step of 5 ms. Once again all the curves were normalized using z-score with mean and standard values obtained from all the estimations for the corresponding speaker. The spectral emphasis was calculated as the difference (in dB) between the overall intensity and the intensity in a signal that was low-pass filtered following the course of the fundamental frequency, trying to separate the fundamental from the rest of the harmonics and to obtain a normalized measure of the energy in the higher frequency bands, as described in [36] . As in the previous features, we applied speaker dependent z-score normalization. To characterize both the F0, intensity and spectral emphasis behavior within the syllabic domain, we used as features in the classifiers their mean, minimum and maximum values after the aforementioned normalization. From the corresponding annotations, we obtained the syllabic durations and they were normalized as previously described.
Classifiers
The classifiers were implemented using Weka [40] , and in order to obtain results that are comparable to those of [17] , we tested three classifiers: J48s decision trees algorithm [41] , SVMs with linear kernel, trained through the sequential minimum optimization algorithm (SMO) [42] , and logistic regression [43] . We followed the 10-fold cross validation methodology, leaving one speaker out: for each classifier, and/or feature type we trained 10 models using data from 9 speakers, and tested the corresponding model with the data from the speaker excluded from training. Repeating the procedure for the different permutations of speakers, we characterize the results for that model or feature variation in terms of its mean and standard deviation values.
Results
First, we evaluated the performance of the prominence detection for each classifier using different sets of acoustic parameters, both individually and in combination, without context, i.e. using only data from the syllable to be classified. These results are presented in Table 1 . As can be seen, the single type of acoustic parameters with the best classification performance is duration, followed by energy, spectral emphasis, and finally by F0 values. Comparing the F-Measures for the different versions of F0 features, the best results were obtained for the linear scale; whereas in spite of its redundancy, the set of all the parameters from the three scales considered jointly outperform any singlescale classifier. Since prominence is a contextual contrast phenomenon, we also analyzed the effects of adding contextual information into the classifiers. We extended the set of attributes considering different combinations of adjacent syllables: using only features from the syllable to classify (0-0), using just one syllable to the right (0-1), or left (1-0), considering one to the right and one to the left (1-1), employing two to the right and one to the left (1-2), one to the right and two to the left (2-1), or features from two syllables at both sides from the syllable to be classified . In all cases we used the complete set of features, since according to the previous results they showed the best overall performance. Table 2 summarizes the results for each condition. The best results were obtained using SMO, with features from two preceding and two following syllables; while considering the best results for the three types of classifiers at the same time, best detection rates are observed when one preceding and two following syllables are used. In general, it can be noticed that the classifiers with additional context always outperform the corresponding classifier without context information.
Although the best overall classification performance was obtained employing the complete set of attributes, we decided to further inquire the relevance of context in the classification of prominence, but considering each set of attributes separately. We repeated the analysis presented in Table 2 but now considering the subsets of attributes presented in Table 1 . shows the performance of the classifiers in terms of F-measure using duration, energy and F0 for different context conditions. Considering the results in Figure 2 , we observed three interesting points: For duration features, we first compared the classification results between the condition without context (0-0) and the cases with one syllable left (1-0) and one syllable right (0-1). Using a paired t-test evaluation between the set of FMeasure results for each cross validation fold of each classifier, and considering a significance level of 0.05, we found statistically significant differences between (0-0) against (0-1) for two of the three classifiers (J48 and SMO), while we did not find statistically significant differences between (0-0) and (1-0) conditions. With the same procedure we compared (1-1) against (1-2) and (2-1), and we found statistically significant differences between (1-1) and (1-2) for the tree classifiers, whereas there were no differences between (1-1) and (2-1).
For energy features, there is considerable improvement in performance when at least one context syllable is considered in the classification. Paired t-test analysis shows statistically significant differences between (0-0) and (0-1) for all the classifiers, and for all the classifiers but J48 when contrasting (0-0) and (1-0).
In the case of F0 features, there is a clear improvement in performance when at least one preceding syllable is employed in the classification. Paired t-test analysis showed statistically significant differences between (0-0) and (1-0) for all the classifiers, and for all the classifiers but SMO contrasting (0-0) and (0-1).
Discussion
The previous results show that first duration, and then energy, when they are considered individually and obtained just from the target syllable, are the most useful information to distinguish prominence. This is in line with what was claimed for English in [44, 45, 17] . However the relevance of F0 for the prominence detection becomes evident when contextual information is considered in the classification, which is in agreement with the reports made for Spanish in [46, 20] , among others. Regarding the contextual information for detecting prominence, our results suggest a different behavior of energy and duration as compared to F0. While for energy and duration, considering the same number of context syllables, better results are obtained in those cases which contain more right-context syllables, for F0 it seems necessary to have the context of the preceding syllable. However, we deem it important to confirm these findings on a larger and more ecological data set. Furthermore it was observed that in this corpus spectral emphasis results useful for the automatic classification of prominences. Finally, the best prominence detection figures in terms of F-Measure was 0.95 (94.75 % Accuracy), and was obtained using SVMs with information from two syllables both in the left and right contexts, and with the complete set of acoustic parameters. Although this rate is higher than that reported in the literature, it should be considered that in our case the degree of variability and complexity of the syntactic structures is quite low in relation to the material commonly used by other authors.
Conclusions
In this work we used machine learning classifiers to replicate syllable prominence judgments as reported by native Argentinian Spanish listeners. Several acoustic attributes were employed to train three classification algorithms. Duration, followed by energy yielded the best classification rates considering each acoustic feature independently. However, when one or several preceding syllables are considered in the classification, F0 becomes the first or second most informative cue to signal prominence. This could be attributed to the fact that characteristic prominence-lending F0 movements may precede or succeed the prominent syllable [47, 31, 48] , while max and min F0 cannot capture this movement considering a single syllable.
We also found that the use of the full set of parameters outperforms the results obtained by any of the subsets considered individually, so it can be assumed that there is complementary information in the set of parameters considered.
Furthermore, we analyzed the effect of adding contextual features in the classification performance, and found this information to be useful. Contextual features outperform the noncontext condition using the same type of classifiers. Moreover, we found that the classification rates improve with the number of contextual syllables. Considering an equal number of these context syllables, we observed an increased contribution of the right context to the classifiers performances. The best prominence classification rate overall in terms of accuracy was 94.75% using SVMs with two syllables both in the left and right contexts. However, since the study was performed on a small dataset, and under very controlled conditions, we cannot consider the resulting classifier as general purpose automatic prominence recognizers for Argentine Spanish.
Finally, as future work we are going to evaluate the performance of these classifiers under more general and complex domains of Argentinian Spanish, and we consider to use the approach of this work to contrast the manifestations and perception of prominence in different dialects of Spanish, with the aim of developing universal models for the automatic detection of prosodic prominences for that language.
Acknowledgments
This work was supported by the German DLR research grant 01DN13007 ARG, and the Argentine-German Bilateral Project Mincyt-BMBF AL12. We thank Mercedes Güemes and Bárbara Sampedro for the manual correction of the automatic segmentation of the corpus.
