A new milestoning procedure using Voronoi tessellations is proposed. In the new procedure, the edges of Voronoi cells are used as milestones, and the necessary kinetic information about the transitions between the milestones is calculated by running molecular dynamics ͑MD͒ simulations restricted to these cells. Like the traditional milestoning technique, the new procedure offers a reduced description of the original dynamics and permits to efficiently compute the various quantities necessary in this description. However, unlike traditional milestoning, the new procedure does not require to reinitialize trajectories from the milestones, and thereby it avoids the approximation made in traditional milestoning that the distribution for reinitialization is the equilibrium one. In this paper we concentrate on Markovian milestoning, which we show to be valid under suitable assumptions, and we explain how to estimate the rate matrix of transitions between the milestones from data collected from the MD trajectories in the Voronoi cells. The rate matrix can then be used to compute mean first passage times between milestones and reaction rates. The procedure is first illustrated on test-case examples in two dimensions and then applied to study the kinetics of protein insertion into a lipid bilayer by means of a coarse-grained model.
I. INTRODUCTION
Many processes of interest in computational chemistry, such as conformational transitions of biomolecules, protein folding, and chemical reactions, involve large molecular systems evolving on time scales which span many orders of magnitude. This typically makes these processes inaccessible by brute-force molecular dynamics ͑MD͒ simulations. In addition, bare MD trajectories in these systems tend to be complicated and difficult to analyze. These difficulties explain the ongoing interest in developing multiscale approaches which ͑i͒ give a reduced yet meaningful description of the dynamics of the system and ͑ii͒ permit to speed up the calculation of the quantities needed in this reduced description. Several procedures have been introduced to achieve either one of these objectives. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Milestoning 11-13 is a computational procedure which achieves both. In milestoning, the MD trajectory of an event of interest is split up into much shorter subtrajectories between a set of hypersurfaces, called milestones. Out of these subtrajectories one can extract statistical information such as the transition probabilities between the milestones and the probability distribution of corresponding transition times ͑lag times͒. This information is then used to construct a reduced description of the dynamics as a succession of independent transitions between the milestones. As shown in Ref. 14 , under suitable assumptions on the milestones this reduced dynamics retains the relevant statistical information of the dynamics of the original system and permits to compute exactly kinetic properties such as mean first passage times between milestones.
To compute transition probabilities and lag times in traditional milestoning, 11 short trajectories are initiated on each milestone and run until they hit one of the other milestones. This way of proceeding is much more efficient than using a long unbiased MD trajectory because it permits to generate the subtrajectories directly in regions of low probability where one needs them rather than having to wait that unbiased trajectory visits these regions. The traditional milestoning procedure requires one to know the correct probability distribution to perform the reinitialization on the milestones. In the original references, [11] [12] [13] this is done using the equilibrium distribution of the system restricted to the milestones. However, as shown in Ref. 14 and discussed again below, the equilibrium distribution is not the actual distribution to be used for reinitialization. To make matters worse, the expression for this distribution is known only in special cases, and even in these cases it is difficult to compute it explicitly. In this paper we propose an alternative way of doing milestoning which bypasses the need to reinitialize the system on the milestones, and thereby avoids altogether the problem of having to know the correct distribution to perform the reinitialization. In the new approach, the edges of a Voronoi tessellation are used as milestones. MD trajectories restricted by the use of suitable boundary conditions to stay inside each Voronoi cell are then used to compute exactly ͑up to statistical errors͒ the statistical quantities relevant in milestoning. While these trajectories never need to be reinitialized, as a by-product they permit to generate "on the fly" the correct distribution to be used for reinitialization in traditional milestoning. As shown below, the new procedure is simple to implement and it is accurate and efficient, in particular when used in conjunction with the string method.
The remaining of this paper is organized as follows. In Sec. II we explain the reduced description of the dynamics used in milestoning and we introduce the key quantities to be computed in this description. In Sec. III we then describe in detail the new procedure to estimate these quantities. In Sec. IV the new procedure is illustrated on test-case examples and it is shown how to use it in conjunction with the string method. In Sec. V, the new procedure is generalized to collective variable space and this generalization is then applied in Sec. VI to the more complex example of a coarse-grained model of protein insertion into a lipid bilayer. For the reader's convenience, a connection between Markovian milestoning ͑which will be the focus of this paper͒ and general milestoning is presented in Appendix A, and how to calculate mean first passage times is explained in Appendix B. In Appendix C we show how to compute the first hitting point densities on the milestones using sampling restricted in the Voronoi cells.
II. THE KEY OBJECTS IN MARKOVIAN MILESTONING
In this section, we discuss the reduced description which is at the core of milestoning, and we introduce the key quantities necessary in this description. How to estimate these quantities in practice by the new milestoning procedure will be explained later, in Sec. III.
Throughout this paper we will focus on Markovian milestoning in which the sequence in time of transitions between milestones is approximated by a continuous-time Markov jump process. The validity of this approximation is discussed at the end of this section, but for the time being let us focus on what this approximation entails. Consider an infinitely long MD trajectory, whose instantaneous position at time t Ն 0 is denoted by x͑t͒. Assuming ergodicity, this trajectory will visit a set of milestones, denoted by S 1 , S 2 , ... ,S N , infinitely often. A reduced description of this trajectory is obtained by introducing the piecewise continuous function i͑t͒ which is defined as the index of the last milestone crossed ͑see the illustration in Fig. 1͒ . The key approximation made in Markovian milestoning is to assume that the time evolution of i͑t͒ can be described by a continuous-time Markov jump process whose state space is the index of the milestones, ͕1,2, ... ,N͖. Recall 21 that a continuous-time Markov jump process is completely determined by a set of rates q ij with i j, which are non-negative, q ij Ն 0, and can be interpreted as follows: If the system is in state i at time t, then the probability that the system hops to state j i in the next infinitesimal interval ⌬t is independent of the past and given by q ij ⌬t to leading order in ⌬t. This rule specifies completely the dynamics of the Markov jump process. In particular, if we denote by i ͑t͒ the probability to find the system in state i at time t, then we have that to leading order in ⌬t,
which expresses that the probability to find the system at state i at time t + ⌬t is the probability that it was already there at time t and did not jump out ͓first term at the right-hand side of Eq. ͑1͔͒ plus the probability that it was in another state j i at time t and jumped from that state to i ͓second term at the right-hand side of Eq. ͑1͔͒. By subtracting i ͑t͒ from both sides of Eq. ͑1͒, dividing by ⌬t, and letting ⌬t → 0, we arrive at the master equation of the Markov jump process which can be written compactly as
where we introduced the row vector ͑t͒ = ͑ 1 ͑t͒ , 2 ͑t͒ , ... , N ͑t͒͒ and the rate matrix Q whose offdiagonal elements are q ij with i j and diagonal elements are q ii =−͚ j i q ij . Thus the main issue in Markovian milestoning becomes how to estimate Q. This is the focus of Sec. III.
Before going there, however, it is useful to recall how Q could be estimated if we were able to generate a MD trajectory sufficiently long that it crosses all the milestones often enough to gather good statistics about i͑t͒. In most complex systems, generating such a trajectory will be computationally very expensive if not altogether infeasible, and so typically this is not a practical way to proceed. Yet the discussion below will allow us to introduce some necessary background for Sec. III. Assuming that i͑t͒ has been observed in the time interval ͓0,T͔, Q can be estimated by maximum likelihood analysis. The basis of this analysis is the following standard result which can be derived 21 under the assumption that i͑t͒ is the path of a continuous-time Markov jump process with generator Q: Given that at time t the process is in state i, i͑t͒ = i, the probability that it stays in state i until time tЈ Ն t then jumps to state j i in the time interval ͓tЈ , tЈ + ⌬t͔ is, to leading order in ⌬t, given by ij ͑tЈ − t͒⌬t where ij ͑t͒ is the probability density defined as
In this expression, the factor e −͚ j i q ij t is the probability that the process does not jump in ͓0,t͒ and the factor q ij is the rate of jump from i to j accounting for what happens in the next infinitesimal interval. Note that, by construction, ij ͑t͒ is normalized such that ͚ j i ͐ 0 ϱ ij ͑t͒dt = 1 which expresses that, eventually, a jump to another state must occur. Suppose now that the observed path i͑t͒ is in state i 0 during the interval ͓0,t 1 ͒; then it is in state i 1 
With a little algebra, this product can be reorganized into
where N ij is the number of transitions from state i to state j observed along i͑t͒ during the time interval ͓0,T͔ and R i is the total time during which i͑t͒ = i in ͓0,T͔ ͑or rather, ͓0,t M ͒, though the distinction makes no difference asymptotically when T is large enough͒. The essence of maximum likelihood analysis is to maximize Eq. ͑5͒ with respect to Q to obtain the most likely rate matrix given the observed path. 22 It is easy to see by direct solution of ‫ץ‬L͑Q͒ / ‫ץ‬q ij = 0 that Eq. ͑5͒ is maximized by the rate matrix with nondiagonal entries ͑i j͒
ͮ ͑6͒
This equation will be the basis of our procedure to calculate Q introduced in Sec. III where we show how to estimate N ij and R i without generating a long unbiased MD trajectory. We conclude this section with a few remarks about the accuracy of Markovian milestoning. There are two sources of errors: modeling errors inherent to the assumptions underlying milestoning and sampling errors. Regarding the first, if we focus on the computation of mean first passage times from any milestone to any other, it was shown in Ref. 14 ͑see also Appendix B͒ that Markovian milestoning ͑just like standard milestoning͒ allows one to compute these mean first passage times exactly as long as the milestones are chosen such that successive transitions between them are statistically independent. In Ref. 14 it was also shown that special milestones exist that satisfy this property. These milestones were called optimal in Ref. 14 and they are made of isocommittor surfaces which can be identified approximately using the string method [15] [16] [17] [18] [19] [20] ͑see Sec. IV B͒. This suggests to combine milestoning with the string method; how to do so will be illustrated via examples in Secs. IV and VI. We stress, however, that the new milestoning procedure described next in Sec. III does not rely on the assumption that the milestones are optimal ͑i.e., it gives estimates of N ij and R i for arbitrary sets of milestones͒. In such situations, it may be useful to verify that successive transitions between milestones are independent using a standard statistical test where the Markovianity is used as null hypothesis and tested against the alternate hypothesis that the dynamics is n-Markov ͑i.e., that the latest transition depends on the n previous ones͒. Such tests are discussed, e.g., in Ref. 23 , but since conducting them is usually quite costly we will not do so in this paper. Finally, regarding the statistical errors, we note that the likelihood function in Eq. ͑5͒ can be used as posterior distribution within a Bayesian framework. In other words, rather than simply calculating the maximum likelihood Q with entries in Eq. ͑6͒, we can also sample the full distribution of this rate matrix. This is quite simple considering that, from Eq. ͑5͒, the entries q ij are independent and each is distributed according to a gamma distribution with parameters N ij − 1 and 1 / R i . For the sake of brevity, however, we will not perform such sampling of the posterior in the present paper.
III. THE NEW MILESTONING PROCEDURE
As already mentioned, the problem with using the estimator ͑6͒ for Q with N ij and R i estimated from an unbiased MD trajectory is that the result will only be reliable if one is able to generate a MD trajectory sufficiently long that it crosses all the milestones often enough to gather good statistics about i͑t͒. In practice this is often unaffordable. In this section we introduce a new procedure, in the spirit of the original milestoning technique, which permits to compute N ij and R i in a way which is much more efficient than by generating a long MD trajectory. In a nutshell, the two key components of the new procedure are ͑each aspect is detailed right afterwards͒ as follows:
͑a͒ Definition of the milestones. The milestones are defined as the edges of the Voronoi tessellation induced by a given set of points in Cartesian space ͑generalization to collective variable space is discussed in Sec. V͒. The edges of the Voronoi tessellation are portions of hyperplanes whose boundaries are automatically defined by the region where two milestones intersect each other ͑if they do͒. ͑b͒ Sampling. To each of these Voronoi cells we associate a replica ͑i.e., an independent copy͒ of the system, whose MD trajectory is confined to stay inside the cell by the use of an appropriate collision rule at the edges of the cell. This collision rule is such that, on the average, it does not affect the flux through the boundaries of the cell viewed from inside the cell. From each restricted trajectory inside a Voronoi cell one can compute the number of transitions from edge ͑or milestone͒ to edge in the cell, the total time during which the trajectory is associated with an edge in the cell, and the equilibrium probability to find the original system in the cell. These quantities allow one to compute N ij and R i , as explained in detail in the next subsections.
A. Voronoi tessellation and definition of the milestones
We start with a set of points in configuration space, which we denote by x ␣ ⍀ ʚ R d with ␣ =1,2, ... ,⌳. This set of points defines a unique partition of ⍀ into Voronoi cells, where the Voronoi cell B ␣ associated with the generating point x ␣ is the region
where ͉ · ͉ is the Euclidean distance. The milestones are then identified as the common boundary of any two adjacent Voronoi cells, as illustrated in Fig. 2 . We will denote these milestones by S i , i =1, ... ,N, where i is used to index the common boundary between pairs of adjacent Voronoi cells.
B. Dynamics restricted in the Voronoi cells
To each Voronoi cell B ␣ we associate a replica of the system ͑x ␣ ͑t͒ , v ␣ ͑t͒͒. Initially, we may, for example, take as initial position the generating point of the cell, x ␣ ͑0͒ = x ␣ , and extract the initial velocities v ␣ ͑0͒ from the Maxwell distribution at the desired temperature. Each replica is evolved independently from the others via numerical integration of the underlying dynamics ͑e.g., Langevin͒ plus a collision rule at the boundaries of the cell to keep the replica inside the cell. This collision rule can, for instance, be specified as follows. Denote by ͑x ␣ ͑t͒ , v ␣ ͑t͒͒ the current state of the system in cell B ␣ and by ͑x ␣ ‫ء‬ , v ␣ ‫ء‬ ͒ the next state of the system given by a standard ͑i.e., unrestricted͒ MD integrator after one time step ⌬t from ͑x ␣ ͑t͒ , v ␣ ͑t͒͒. Then in the restricted dynamics, we simply set
ͮ Up to small time-discretization errors ͑more on these below͒, the collision rule ͑8͒ amounts to imposing that, when the trajectory hits the boundary of the cell B ␣ its velocity is simply reversed to keep it inside the cell. Note that, on average, this does not affect the flux through the boundary of the cell as viewed from inside the cell. This can be justified from time reversibility. Indeed, for every forward-in-time trajectory, there is a backward-in-time one with reversed velocities which is statistically indistinguishable from the forward-in-time one. So the collision rule ͑8͒ simply uses the property that, for every trajectory that goes out of the cell at a certain point with a certain velocity, there is also one that comes in at that same point with this velocity reversed. In particular, the collision rule ͑8͒ guarantees that the equilibrium distribution inside the cells is the correct BoltzmannGibbs distribution provided only that there be some thermal bath ͑e.g., Langevin͒ in order that the trajectory does not trace back exactly on itself after a collision. From a practical viewpoint, the collision rule ͑8͒ is easy to impose. Indeed, the condition for the replica to be in cell B ␣ is simply that it be closer to x ␣ rather than to any other generating point x ␤ with ␤ ␣ ͓see Eq. ͑7͔͒. It is then easy to see that monitoring collisions with the boundary of B ␣ simply reduces to a distance check. We note that, because the time step ⌬t is finite, in principle we may attribute a collision to the wrong wall using Eq. ͑8͒. This problem, however, is not severe if the time step is small ͑as it is the case in MD͒ and it adds errors which are of the same order as the ones induced by the finiteness of ⌬t on the unbiased MD trajectory.
Finally, we stress that while the procedure does not require one to know explicitly the first hitting point density of the trajectory on the edges of the cells, it allows one to compute this density. This point is discussed in Appendix C where we also comment on the fact that the first hitting point density is not the equilibrium density restricted to the edges of the cells.
C. Calculation of the rate matrix Q
From the trajectory x ␣ ͑t͒ restricted in cell B ␣ we compute the following quantities. First we record the number of times the trajectory collides with one of the edges of the cell after having hit last another edge of the cell. We denote this number by N ij ␣ , where i and j are the indices used to denote the edges of the cells. Second, we record the index of the last milestone crossed by x ␣ ͑t͒, similarly to what we have done for the unbiased trajectory. We denote this index by i ␣ ͑t͒ to make it explicit that it can only assume values which are indices of the edges of B ␣ . We record the total time the trajectory is assigned to an edge S i by summing up the time intervals for which i ␣ ͑t͒ = i and we denote this number by R i ␣ .
We stress that N ij ␣ and R i ␣ are not the same as the quantities entering Eq. ͑6͒, since they only contain the partial information relative to the trajectory restricted inside cell B ␣ . weighting the latter with the equilibrium probability to find the original system in cell B ␣ . If we denote by ␣ this equilibrium probability, the relation is given explicitly by
Here T ␣ is the total simulation time in cell B ␣ ͑which could be different in different cells͒, and T = ͚͑ ␣=1 ⌳ ␣ / T ␣ ͒ −1 is added for dimensional consistency but it is not actually needed in the calculation of q ij since only the ratio N ij / R i enters Eq. ͑6͒.
Thus, the only remaining issue is to compute the equilibrium probability ␣ , which we do using the procedure introduced in Ref. 20 . This procedure is based on the observation that the total flux in and out of each cell in the actual ͑i.e., unrestricted͒ system must be zero at statistical steady state. To make use of this observation we record the number of collisions with the common boundary between B ␣ and B ␤ in the restricted simulations. We denote this number by N ␣,␤ and define
is an estimate of the rate of escape from cell B ␣ to cell B ␤ conditional on the system being in B ␣ . Therefore the equilibrium probability ␣ can be estimated as the unique solution of
This equation expresses that, at statistical steady state, the probability to find the system in cell B ␣ and see it escape to another cell is the same as the probability to find it in another cell and see it enter B ␣ ͑i.e., the net probability flux in and out of each cell B ␣ is zero͒. Note that, by definition of ␣ , −k B T log ␣ is the free energy of the Voronoi tessellation 20 which is a quantity of interest per se.
D. Remarks about efficiency
The new milestoning procedure is much more efficient than having to generate a long unbiased MD trajectory. The gain is twofold. First, sampling in the Voronoi cells permits to collect good statistics even in regions of low probability, which are rarely visited by the free trajectory if the temperature is low compared to the energy barriers involved. Second, the trajectories restricted in the Voronoi cells evolve independently from each other, thus allowing for trivial parallelization of the procedure. In addition, the extra cost of detecting collisions with the edges of the cell ͓see Eq. ͑8͔͒ is small compared to that of generating the trajectory itself since it reduces to a distance check that can be optimized by precomputing a list of which cell is neighbor to which.
The new procedure can also allow for a gain in computational efficiency when compared with traditional milestoning. Indeed the number of replicas of the system that have to be simulated in the new procedure is equal to the number of cells, while in traditional milestoning it is equal to the number of milestones. In general, the number of milestones ͑i.e., the edges of the Voronoi cells͒ is larger than the number of cells, and so the new procedure permits to obtain the same statistical information as the traditional procedure with less computational effort. This advantage will be especially apparent in high dimension if arbitrary milestones are used ͑i.e., if one does not place them along a path using, e.g., the string method as described in Secs. IV B and VI͒. Finally, we note that the new procedure allows one to monitor on the fly the convergence of the statistical quantities one computes and it can be stopped, e.g., when R i ␣ / T ␣ , N ij ␣ / T ␣ , and k ␣,␤ have settled to quasistationary values.
IV. ILLUSTRATIVE EXAMPLES
We now illustrate the new milestoning procedure on the Mueller potential 24 shown in Fig. 3 . We assume that the dynamics of the system on this potential is governed by the Langevin equation
Here x͑t͒ denotes the position of the system, v͑t͒ its velocity, V͑x͒ the potential, ␤ =1/ ͑k B T͒ the inverse temperature, and ͑t͒ is a Gaussian white noise with mean zero and covariance ͗ i ͑t͒ j ͑tЈ͒͘ = ␦ ij ␦͑t − tЈ͒. ␥ is the friction coefficient and m is the mass tensor which, for simplicity, we will set equal to the identity. Note that other dynamics can also be used, where the terms −␥v͑t͒ + ͱ 2␤ −1 ␥͑t͒ in Eq. ͑12͒ are replaced by another thermostat consistent with the equilibrium distribution of the system. 
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A. Mueller potential with arbitrary milestones
In this subsection we use as milestones the edges of the Voronoi tessellation ͕B ␣ ͖ whose generating points ͕x ␣ ͖, ␣ = 1 , . . . , 17, are shown as black dots in Fig. 3 . These points were chosen randomly in the region where the energy is below a certain threshold value. The corresponding tessellation results in 39 milestones, which are shown as black or white pieces of line in the figure ͑note that some of them are outside the plotted region͒.
We first validate the new milestoning procedure by verifying that the relevant statistical quantities computed using restricted sampling in the Voronoi cells are the same as the ones obtained by sampling with a long unbiased trajectory. To ensure that the unbiased trajectory visits all the milestones sufficiently often to have good statistics we chose a sufficiently high temperature, i.e., ␤ −1 = 20, which is 20% of the energy barrier between the minimum at ͑Ϫ0.6,1.4͒ and the saddle point at ͑Ϫ0.8,0.6͒. The second order scheme of Ref. 25 with a time step ⌬t =10 −4 was used to integrate Eq. ͑12͒ with friction ␥ = 100. This is approximately twice the average value of the square root of the eigenvalues of the Hessian computed at the minimum ͑Ϫ0.6,1.4͒, i.e., we are in a regime where the friction is moderate. One trajectory of length 10 9 steps was used to sample in each Voronoi cell and the total length of the unbiased trajectory was 1.7ϫ 10 10 , which, considering that there are 17 Voronoi cells, gives the same total number of steps for the two sampling procedures.
We start by comparing the values of N ij and R i computed via Eq. ͑9͒ using the trajectories restricted in the Voronoi cells with the same quantities computed using the long unbiased trajectory. The two sets are found to be identical within statistical accuracy for all milestones. This shows that the new milestoning procedure does not introduce any bias in the calculation of N ij and R i .
Next we compare the first hitting point density on the milestones obtained by restricted sampling in the Voronoi cells and computed as explained in Appendix C ͓see Eq. ͑C1͔͒ and by sampling with the long unbiased trajectory. The two densities are in excellent agreement on all the milestones. In Fig. 4 we show these densities on the three milestones depicted in white in Fig. 3 . This result is the ultimate justification of our sampling procedure, because if the boundaries of the cell are hit with the correct distribution, then the flux at the boundary is correct as well and this guarantees that the trajectory restricted inside the cell has the same statistical properties as those pieces of a long unbiased trajectory when it is in this cell. In Fig. 4 we also plot the equilibrium density restricted on the milestone, C exp͑−␤V͑x͒͒ ͑where C is a normalization factor and x are points on the milestone͒. The figures clearly show that the equilibrium density is different from the first hitting point density. This confirms that initiating the trajectories on the milestones with the equilibrium distribution, as it is done in standard milestoning, is incorrect.
Finally, we computed the mean first passage times between the leftmost and the rightmost milestones shown in white in Fig. 3 . In the new procedure the mean first passage times were calculated using Eq. ͑B2͒ and we obtained T LR = 139.6 ͑left to right͒ and T RL = 31.2 ͑right to left͒. The corresponding times computed from the long unbiased trajectory were T LR = 127.2 and T RL = 28.3. Note that what we are testing here is not the procedure to compute the quantities used in milestoning but rather the very approximation that milestoning relies upon ͑namely, that the transition between milestones are statistically independent͒. The reasonable agreement between these mean first passage times indicates that this approximation is satisfied to a reasonable degree in the present example. In Sec. IV B we discuss how to improve the quality of this approximation by using optimal milestones.
B. Mueller potential with optimal milestones
In this subsection we use the new milestoning procedure in conjunction with the string method [15] [16] [17] [18] [19] [20] to generate the milestones. The reason to do so has been explained in detail in Ref. 14: the string method produces Voronoi cells whose edges are approximations of the isocommittor surfaces, and these surfaces are optimal milestones in the sense that transitions between them are indeed statistically independent. This means, in particular, that mean first passage times between any two optimal milestones can be computed exactly by milestoning ͑see Ref. 14 for details and Appendix B for the relevant formulas͒. The string computed using the improved finite temperature string method of Ref. 20 is shown as the thin gray line in Fig. 5 . In the interest of brevity we will not recall the details of the string method here and simply refer the reader to the original papers. This calculation was done by discretizing the string into 18 ͑equidistant͒ images ͑shown as gray dots in the figure͒. The images generate the Voronoi tessellation whose edges we chose as milestones ͑shown as thick gray lines in Fig. 5͒ . These milestones are approximations of optimal milestones because they are local approximations of the isosurfaces of the committor function for the transition from S L to S R , the leftmost and rightmost milestones depicted in black in Fig. 5 . To assess how optimal the milestones actually are, we computed the mean first passage times between S L and S R for two values of the friction coefficient ␥. In both cases the temperature was ␤ −1 = 20. N ij and R i were computed using one trajectory of 10 8 steps in each of the 18 Voronoi cells. For comparison, we also computed the mean first passage time using a long unbiased trajectory of total length of 2 ϫ 10 9 steps. Table I summarizes the results. Note that the agreement between the mean first passage times computed using the new milestoning procedure and the ones obtained by direct simulation with a long unbiased trajectory gets better as the friction coefficient increases. This is because the string method makes the approximation that the committor function depends only on the positions and this approximation may not be valid ͑the true committor depends on both the position and the velocity͒. However, the quality of this approximation improves as the friction coefficients gets larger since for overdamped dynamics the committor is indeed a function of the positions only. In practice, we expect that the quality of this approximation will also increase with the dimensionality, i.e., in high dimensional systems the assumption that the committor function depends only on the position may be valid even for low values of the friction coefficient.
The results of this section deserve an additional comment. From the above, it can be seen that the mean first passage times calculated using arbitrary milestones in Sec. IV A are not significantly worse than the ones calculated using optimal milestones in Sec. IV B. One the one hand, this is good news since it means that milestoning may remain accurate even if nonoptimal milestones are used. On the other hand, we may then wonder why bother using optimal milestones. The reason is twofold. First, it is reasonable to expect that nonoptimal milestones will only be accurate if they are far enough from one another, so that the trajectory has time to decorrelate between successive collisions. In contrast, optimal milestones may be as close to one another as one wants. This means that it will be more efficient to use closely packed optimal milestones since collisions with these will be more frequent and thus shorter trajectories will be needed in each cell. The other reason is that the optimal milestones calculated via the string method are, by construction, distributed along a linear path. This means that their number does not increase with the dimensionality of the system-at most it increases with the number of possible reaction channels if they are more than one. In contrast, using arbitrary milestones will become increasingly inefficient in high dimension since, essentially, this will amount to paving space. We will come back to this point in Sec. V.
V. NEW MILESTONING PROCEDURE IN COLLECTIVE VARIABLE SPACE
So far we have focused on situations where the Voronoi tessellation is defined according to the Euclidean metric in the Cartesian space of the system, see Eq. ͑7͒. Yet it is straightforward to generalize the definition of the Voronoi cells using a set of collective variables, such as dihedral angles, bond distances, and local densities, and possibly modifying the metric. Denoting the collective variables by ͑x͒ = ͑ 1 ͑x͒ , ... , M ͑x͒͒ we can define a set of generat- Fig. 5 . The mean first passage times computed via the new milestoning procedure are compared with the values obtained by direct calculation using a long unbiased trajectory. The error bars were obtained from three independent sets of simulations. The value ␥ = 100 corresponds to moderate friction regime, while the value ␥ =400 to large friction regime. ing points in the space of these variables, z ␣ R M with ␣ =1,2, ... ,⌳, and replace the definition ͑7͒ for the Voronoi cells by
where ʈ · ʈ denotes the distance in some suitable metric ͑e.g., the one coming naturally in the string method in collective variable space, see Ref. 20 for details͒. The new milestoning procedure is then left unchanged except that the distance criterion to perform in Eq. ͑8͒ to detect collision with the boundaries of the cells must now be performed according to Eq. ͑13͒. In Sec. VI we present an application of the new milestoning procedure where collective variables are used to describe the insertion of a protein into a lipid bilayer.
VI. PROTEIN INSERTION IN A LIPID BILAYER
It is known that nonconstitutive membrane proteins, such as antimicrobial peptides and toxins, can spontaneously insert into a lipid membrane. 26 The mechanism and kinetics of incorporation of these molecules into the membrane are, however, not yet fully understood. To address these questions by numerical simulations is computationally demanding if a fully atomistic description of the system is adopted because of the large size of the system and the long time scales required to observe protein insertion. Coarse-grained models have been used in the literature 27, 28 to speed up the computational time while still retaining some of the relevant characteristics of the original system, but even in these models simulating insertion remains challenging. Here we use one of such models to study protein insertion in a lipid bilayer by combining the string method in collective variables 29 to generate the pathway describing the mechanism of insertion with the new milestoning procedure to derive kinetic information about the process. The pathway is approximated by the minimum free energy path ͑MFEP͒ and we use discretization points along this path as generating points for the Voronoi tessellation. As explained at the end of Sec. IV, this way of proceeding is both more accurate ͑since the milestones are approximation of optimal milestones͒ and more efficient ͑since it limits the number of milestones͒. Below, in Sec. VI A we briefly describe the coarse-grained model and the collective variables used to characterize the transition. The MFEP in these collective variables is described in Sec. VI B. Finally in Sec. VI C we report calculations of the free energy and kinetics of protein insertion. We stress that the results presented here do not aim at exhaustively describing protein insertion in a membrane. They are meant to illustrate how the string method in conjunction with milestoning can be efficiently used to study complex phenomena.
A. Model and simulation method
The coarse-grained model used here is the one of Ref. 30 , which was shown to be able to reproduce the phase diagram of pure lipid bilayers 31 and the cooperative behavior of lipid-protein systems at mesoscopic time and length scales. 30, 32 The model is based on lumping together groups of atoms ͑such as water molecules or neighboring CH 2 groups in the lipid tails͒ to form soft beads. The effective interaction between these beads is represented by a shortrange pairwise repulsive potential, where the relative strength of the repulsion between different bead types models hydrophobic forces that lead to phase separation. To form the lipid and protein molecules, beads are tethered to each other via harmonic springs. The lipid model used here consists of a fully flexible headgroup of three hydrophilic beads to which two linear tails of five hydrophobic beads each are attached. Bond-bending potentials are used to modulate the flexibility of the lipid tails. The protein is modeled by a cylindrical bundle of seven linear chains, each of five hydrophobic beads flanked by one hydrophilic bead at each end. The chains in the bundle are linked to each other by harmonic springs, and the rigidity of each chain is controlled via a bond-bending potential between triplets of consecutive beads, with a force constant sufficiently large to result in a fairly rigid protein. The number of beads in each chain was chosen so that the protein hydrophobic length matches the hydrophobic width of the bilayer. For more details on this model we refer the reader to Ref. 30 .
The time evolution of the system is governed by dissipative particle dynamics ͑DPD͒, in which a dissipative and a fluctuating force are added to the conservative force ͑given by the soft repulsion plus the intramolecular terms describing bonds and angle bendings͒. This dynamics samples the Boltzmann distribution and its equations of motion are
where r i is the position of bead i, v i is its velocity, r ij = r i − r j , v ij = v i − v j , and r ij = r ij / r ij with r ij = ͉r ij ͉. In the second equation in Eq. ͑14͒, V intra is the intramolecular potential ͑bonds and angle bendings͒, the first term in the sum is the soft repulsion between beads i and j, whose strength is controlled by the parameter a ij = a ji Ͼ 0, and the last two terms are the pairwise dissipative and fluctuating forces, respectively. The function ͑r͒ is ͑r͒ = ͑1−r / r c ͒ if r Յ r c and zero otherwise, with r c =1 ͑note that DPD uses reduced units, see Ref.
30͒. All the beads have the same mass m = 1 and the temperature was chosen as k B T = 0.7 for which the bilayer is well into the fluid phase 31 ͑the appropriate phase for most biologically relevant functions͒. To integrate Eq. ͑14͒ we use the stochastic Trotter scheme of Ref. 33 . This is an explicit scheme, so the collision rule at the boundary of the Voronoi cells is simply the one in Eq. ͑8͒.
B. Path of insertion
We represent the pathway of protein insertion in terms of two collective variables giving the distance, projected on the bilayer normal, of the two hydrophilic end caps of the protein from the bilayer midplane. Explicitly, orienting the bilayer parallel to the xy plane, these two collective variables are defined as
where z H 1 are z H 2 are the z positions of the center of mass of the two end caps of the protein and z mp is the midplane position defined as the z coordinate of the center of mass of the lipid head beads to which the hydrophobic tails are attached.
For the norm in Eq. ͑13͒ we simply used the Euclidean distance, consistent with the fact that all beads have equal mass and that the transformation is linear ͑see Ref. 20 for details on why this justifies using the Euclidean norm͒. Note that our choice of collective variables does not explicitly include rearrangements of the lipid bilayer to allow for protein insertion. Nevertheless, as we show below, the pathway in these variables captures particular configurations of the lipids which may be of relevance for the process. The MFEP in the space of the collective variables in Eq. ͑15͒ is shown in Fig. 6 , together with the 24 points used to generate the Voronoi tessellation. Note that the Voronoi cells depicted in Fig. 6 are two dimensional projections in the collective variable space of the actual high dimensional cells in configuration space where the restricted simulations take place. This tessellation results in 61 milestones ͑the pieces of line shown in Fig. 6 , with some of the milestones being outside the region shown in the plot͒. It is worth pointing out again that while the number of milestones is larger than the number of cells, our sampling procedure only requires sampling with one replica per Voronoi cell, thus increasing efficiency with respect to traditional milestoning for which the computational cost would be proportional to the number of milestones.
Some relevant steps of the mechanism of insertion are shown in the snapshots of Fig. 7 . The top panel shows the initial state of the process ͑corresponding to the top part of the MFEP͒ where the protein is docked onto one side of the bilayer. In this configuration the protein is parallel to the bilayer plane, with its hydrophobic section immersed in the hydrophobic core of the bilayer and its hydrophilic end caps screened by the headgroups of the nearby lipids. The protein starts to insert into the bilayer by plunging one of its hydrophilic end caps into the bilayer hydrophobic core ͑second panel of Fig. 7͒ . The protein then rotates until the bilayer deforms in a pinch when some of the lipids on the opposite side of the bilayer attach to the protein end ͑third panel͒. These lipids drag the protein to complete the insertion until it spans the full width of the bilayer, with the two end caps at opposite sides of the bilayer and well into the bilayer hydrophilic interface ͑bottom panel͒. Note that here we did not simulate the docking process, i.e., the approach of the protein from the solvent to the surface of the membrane. This process is also an activated event, which can be worth investigating.
C. Milestoning and mean first passage times
We now present the results of the new milestoning procedure obtained by sampling in the 24 Voronoi cells shown in Fig. 6 . In each Voronoi cell a restricted trajectory of 10 7 steps was used to collect statistics. In Fig. 8 we plot −log ␣ ͑␣ =1, ... ,24͒, where ␣ is the equilibrium probability to find the system in cell B ␣ ͓computed using Eq. ͑11͔͒. This quantity is proportional to the free energy associated with the pathway of protein insertion described in the space of the collective variables 1 and 2 . The two minima ͑␣ = 1 and ␣ =24͒ correspond to the protein configurations in the top and bottom panels of Fig. 7 , respectively; the top of the barrier, which identifies the rate limiting step of the reaction, corresponds to the protein configuration in the third panel of Fig. 7 . Note that the transmembrane configuration ͑␣ =24͒ is significantly more stable than the configuration in which the protein is parallel to the bilayer ͑␣ =1͒, since the former results in the optimal partitioning of the hydrophilic and hydrophobic regions of the protein across the bilayer. It should be stressed that the profile shown in Fig. 8 can already be obtained with much shorter trajectories in the cells ͑10 6 steps͒. Mean first passage times to the milestone ‫ץ‬B 23 പ ‫ץ‬B 24 ͑depicted with a thick line in Fig. 6͒ were computed using Eq. ͑B2͒ and are shown in Fig. 9 . For visualization purposes we only plot mean first passage times from the main milestones, i.e., the milestones defined as ‫ץ‬B ␣−1 പ ‫ץ‬B ␣ ͑for ␣ =2, ... ,23͒, which are the approximations of the isocommittor surfaces of the reaction. To compute the times presented in Fig. 9 , however, we used the rate matrix calculated with statistical data from all the visited milestones. We also computed mean first passage times with a rate matrix calculated using only data from the main milestones and found the results to differ by a maximum of 5% from the ones shown in Fig. 9 . This shows that additional milestones which are not proper isocommittor surfaces do not contribute significantly to the kinetics of the process.
Finally, we remark that using the string method is a way to optimize where to place the milestones, but these positions can be further optimized. For instance, we could place more milestones in the regions where the free energy has a steep gradient and less milestones where the free energy is relatively broad to increase the efficiency of collecting statistics in the regions of low probability. A natural choice would be to use milestones separated by the same free energy difference.
VII. CONCLUSIONS
We have proposed a new milestoning procedure in which the milestones are the edges of the Voronoi tessellation associated with a set of generating points. The procedure is simple and efficient and, unlike the original milestoning procedure, it does not require to reinitiate trajectories from the milestones. As a result, it relaxes one of the approximations made in traditional milestoning, namely, that the distribution to be used to perform the reinitialization is the equilibrium distribution. As we have shown here, this approximation may fail.
We also showed that the new milestoning procedure can be combined with the string method ͑or, in fact, any other path method͒. This provides a natural way to generate milestones that are close to optimal in the sense that the mean first passage times between any pair of milestones can be computed exactly. It also provides a way to limit the number of milestones by placing them along one or more one dimensional paths, i.e., so that their number does not depend on the dimensionality of the system.
We conclude with a few remarks regarding generalizations of the procedure proposed in this paper. First, while we have focused on Markovian milestoning ͑for the reasons explained in Sec. II͒, we note that it is straightforward to gen- eralize the procedure to compute the quantities used in standard milestoning. For the sake of brevity we decided not to present this generalization here.
Second, we note that other definitions for the location of the milestones based on a different partitioning of the space than by a Voronoi tessellation can also be used in combination with the new milestoning procedure. The only thing that is required is that one can restrict the simulations in the regions between the milestones and detect collisions with the boundaries.
Third, we note that in this paper we have focused on systems at equilibrium. It would be interesting to generalize the new procedure to systems at nonequilibrium statistical steady state. In Ref. 35 a method is proposed to calculate in such systems the free energy associated with the Voronoi tessellation computed by the string method of Ref. 20 . To generalize this method along the lines proposed here and also get kinetic information, one should ͑i͒ define the proper nonequilibrium path to generate the Voronoi cells, e.g., following the procedure proposed in Ref. 36 , and ͑ii͒ redefine a proper collision rule at the boundary of the cells which is consistent with the flux in and out of these cells. We leave the investigation of these issues to future work.
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APPENDIX A: MILESTONING VERSUS MARKOVIAN MILESTONING
In this appendix we discuss the connection between Markovian milestoning and general milestoning and how to relate the quantities computed in the two approaches. For more details on the assumptions underlying standard milestoning we refer the reader to Ref. 14.
The two key objects in standard milestoning are the probability p ij that S j is the milestone crossed next after S i and the probability density f ij ͑t͒ of the lag time between these crossings conditional on them occurring. The probability p ij is related to q ij as and, from Eq. ͑6͒, the maximum likelihood estimator for this quantity is
where we used N ii = 0 by construction. The probability density f ij ͑t͒ can be estimated similarly: here we will mainly need the following quantity related to its first moment: Thus, the maximum likelihood estimator for this quantity is
Under the assumption of statistical independence of transition probabilities and lag times, the dynamics of a trajectory crossing the milestones in a given sequence can then be reduced to a discrete-time Markov process whose state space consists of the index of the milestones and the times at which the milestones are crossed. So a path in this state space is a sequence ͑i k , t k ͒ with discrete-time index k =0,1,2,.... The probability that, given that milestone S i is crossed at time t k ͑i k = i͒, the next milestone to be crossed is S j ͑i k+1 = j͒ and that this event happens in the time interval ͓t k + t , t k + t + ⌬t͔ is to leading order in ⌬t given by ij ͑t͒⌬t where ij ͑t͒ = p ij f ij ͑t͒. ͑A7͒
Equation ͑A7͒ has a different expression than the corresponding transition probability of Eq. ͑3͒ in Markovian milestoning since, in general, f ij ͑t͒ in Eq. ͑A7͒ is not an exponential distribution and it depends on both the initial i and the final j states. This implies that, in the general milestoning procedure, the dynamics of i͑t͒ is not that of a continuous-time Markov chain. However Eq. ͑3͒ is a special case of Eq. ͑A7͒. clearly shows that the only quantities needed to compute the mean first passage times are p ij and i , and these are incorporated exactly in the Markovian approximation in Eq. ͑A9͒. Note also that, for Markovian milestoning, Eq. ͑B1͒ reduces to the standard expression for mean first passage times in a continuous-time Markov chain, i.e., using Eqs. ͑A1͒ and ͑A5͒, Eq. ͑B1͒ can be rewritten as
where Q is the N −1ϫ N − 1 matrix obtained by deleting the last row and last column of Q and 1 is the unit vector in R N−1 . If one uses optimal milestones ͑i.e., milestones between which successive transitions are statistically independent͒, it was shown in Ref. 14 that the solution of Eq. ͑B1͒ or Eq. ͑B2͒ gives an exact expression for the mean first passage time to milestone S N . This confirms that Markovian milestoning, like standard milestoning, permits to compute these times exactly.
