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VIII INHALTSVERZEICHNIS
Kapitel 1Einfuhrung1.1 STM1 und Quantenbillards?Der Titel dieser Arbeit mag zunachst verwundern, haben Rastertunnelmikroskopie undQuantenbillards doch wenig miteinander gemein. Der Zusammenhang erhellt sich jedochrasch, wei man um Ausgangspunkt und ursprunglichen Ansatz der Arbeit.Spatestens seitdem das Rastertunnelmikroskop [15] auch als Meinstrument fur Na-nostrukturen (Nanometrologie) Interesse erfahrt [40, 44], stellt sich die Frage nach derquantitativen Kalibrierung der Spitzen im Bereiche weniger Nanometer und der anschlie-enden, auf dieser Skala eben auch im Absolutwert aussagekraftigen Vermessung manifestnichtplanarer Probenstrukturen akut. Klarerweise tritt die Geometrie von Spitze und Pro-be hierbei in eine viel entschiedenere Position als beispielsweise bei der Abbildung atomarebener Oberachen.Die gebrauchliche und in vielen Fallen auch hinreichende Standardtheorie der Raster-tunnelmikroskopie von Tersoff/Hamann [78] besitzt den diesbezuglich allerdings nichtunkritischen Mangel, da ihr die Annahme einer ideal planaren Probenoberache zugrun-deliegt. Gewissermaen das andere Extrem stellt die Reisssche Entfaltung [68] dar, die denAbbildungsproze als ein rein geometrisches (mechanisches) Abtasten annimmt, beliebigeGeometrien erfassen konnte, aber von allen quantenmechanischen Eekten absieht. Um denhier interessierenden Zwischenbereich von 1 bis 10 nm, in dem, etwas lax gesprochen, Quan-tenmechanik und Geometrie wichtig sind, haben sich vor allem Lalouyoux et. al. [47, 46]verdient gemacht, die Tunnelstrome und -dichten fur verschiedene zylindersymmetrische2Anordnungen aus je zwei geeignet geformten Sommerfeld-Metallen berechneten. Allerdingskonnte das "Scannen\ dort nicht simuliert werden, da dies die Zylindersymmetrie zerstorthatte. Die Schwierigkeiten einer theoretischen Beschreibung ruhren letztlich daher, da dienur noch numerisch mogliche vollstandige quantenmechanische Behandlung geometrischbeliebig geformter Elektroden schon zweidimensional schnell an rechentechnische Grenzenfuhrt.Vor diesem Hintergrund und mit der ausdrucklichen Orientierung auf Fragen nach demEinu der Geometrie von Spitze und Probe nahern wir uns dem rastertunnelmikrosko-pischen Abbildungsproze in dieser Arbeit in folgender Weise: Beide Elektroden werden1engl. Abkurzung fur Scanning Tunneling Microscope oder  Microscopy2ein numerisch also zweidimensionales Problem 1
2 KAPITEL 1. EINFUHRUNGdurch zweidimensionale, raumlich begrenzte (mesoskopisch) groe Potentialkasten endlicherWandhohe und frei wahlbarer Geometrie beschrieben. Die Elektroden sind beliebig vorein-ander positionierbar, und der Tunnelstrom zwischen ihnen wird im Transfer-Hamiltonian-Formalismus [3] bestimmt. Die hierzu erforderlichen Eigenzustande der einzelnen Kastenberechnen wir numerisch, indem wir den jeweiligen Potentialkasten in ein groeres Grund-gebiet einbetten und in diesem die stationare Schrodingergleichung (SGL) auf einem Gitterdiskretisieren. Mit diesem Ansatz sind praktisch alle interessierenden (zweidimensionalen)Geometriekonstellationen "Spitze vor Probe\ zuganglich.Betrachtet man die obigen Elektroden aus einem etwas anderen Blickwinkel, oenbartsich eine uberraschende Nahe zu den sogenannten Quantenbillards { zweidimensionalenKasten mit eigentlich unendlich hohen Wanden { an denen bevorzugt Fragen der Integrabi-litat bzw. Nichtintegrabilitat und den sich daraus ergebenden Konsequenzen fur eine semi-klassische Quantenmechanik studiert werden (Stichwort: Quantenchaos) [59, 60, 35, 16, 76].Einen Zugang zu diesen Phanomenen gestattet allein die semiklassische Theorie periodischerBahnen [28, 31, 12] (auch x 3 und die dortigen Zitate). Wahlen wir unsere Elektroden hin-reichend gro, kommt die semiklassische Problematik auch hier zum Tragen, und wir habenes oenbar mit Quantenbillards endlicher Wandhohe zu tun. Tatsachlich zeigten die gefun-denen Wellenfunktionen dann auch alle in diesem Zusammenhang bekannten Phanomene,von denen die spektakularsten sicher die Scar-Zustande3 [35] sind.Die Besonderheit unserer Billards, namlich das Vorhandensein quantenmechanisch er-laubter, klassisch aber verbotener Gebiete (Auenraum, Tunnelbarriere) forderte bei geziel-teren numerischen Experimenten { "Quantenbillards im Tunnelkontakt4\ { dann Erschei-nungen zu Tage, die mit der derzeitigen Theorie, die ganz auf klassischen Orbits fut, auseben diesem Grunde nur unbefriedigend bzw. uberhaupt nicht beschrieben werden konnten.Dies ware noch kaum erwahnenswert, mu eine semiklassische Theorie nicht alles erklarenkonnen, der springende Punkt ist aber, da diese Erscheinungen ihrer ganzen Natur nachsemiklassisch sind { "Scars, die eine Barriere durchqueren\ {, d. h. trotz allem durch ei-ne Theorie periodischer Bahnen erklart werden sollten! Die Darlegung dieser numerischenResultate, die eine Ausdehnung der Theorie auf nichtklassische Orbits letztlich massiv an-mahnen, wird einen zweiten Schwerpunkt bilden.Die Arbeit enthalt damit zwei, nimmt man die notwendigen, ausfuhrlicheren Betrach-tungen zum numerischen Verfahrens hinzu, sogar drei ihrem Umfange nach gleichrangigeKomplexe. Gegliedert ist sie wie folgt:Noch im Einfuhrungskapitel (x 1) wird das Rustzeug fur die STM-Problematik bereit-gestellt: x 1.2 beschreibt den Transfer-Hamiltonian-Formalismus, x 1.3 gibt einen kurzenUberblick uber wichtige, insbesondere hier relevante Arbeiten zur STM-Theorie.x 2 erortert das verwendete Modell des Rastertunnelmikroskops grundlicher.In x 3 wird die semiklassische Theorie periodischer Orbits im Umri dargelegt. DiesesKapitel schliet mit einem spekulativen Ausug.In x 4 beschreiben wir das numerische Verfahren im Uberblick und behandeln jene Aspek-te detailiert, die mit der Diskretisierung zusammenhangen. (Die Losung des Eigenwertpro-blems wurde in den Anhang verbannt.) Viel Raum wird der Analyse der Diskretisierungs-3Wellenfunktionen, deren Intensitaten entlang klassisch periodischer Bahnen zentriert sind4Um Miverstandissen vorzubeugen: Untersucht werden die Gesamtzustande eines Systems aus zwei be-nachbartenBilliards, die uber eine Tunnelbarriere gekoppelt sind; mit der storungstheoretischenBerechnungdes Tunnelstroms bei der STM-Problematik hat dies nichts zu tun.
1.2. DER TRANSFER-HAMILTONIAN-FORMALISMUS 3fehler eingeraumt, weil durch die schwierige Sachlage bei der Losung des groen Eigenwert-problems das Diskretisierungsgitter uber Gebuhr weder fein sein sollte noch konnte undeine genauere Kenntnis des Einusses der Gitterschrittweite auf die verschiedenen Aspek-te der Gitterlosungen (Eigenwerte, Verhalten im Innenraum, Verhalten im Auenraum)erstrebenswert erschien.In x 5 werden dann die gefundenen Billardzustande vorgestellt, wobei der neuartigenProblematik "Quantenbillards endlicher Wandhohe\ das Hauptaugenmerk gilt.x 6 prasentiert schlielich die berechneten Konstantstromprole fur drei idealtypischeProbengeometrien und verschiedene Spitzen. Insbesondere werden diese Prole je mit deraktuellen Spitzengeometrie nach Reiss [68] entfaltet und die Ergebnisse diskutiert.Die Anhange sind umfangreich geworden. Bis auf den Bildteil stehen sie alle mehr oderminder im direkten Bezug zum numerischen Verfahren.In Anhang A werden exakte Gitterlosungen (Losungen des diskretisierten Problems)abgeleitet, die bei der erwahnten Abschatzung der Diskretisierungsfehler in x 4 auerst hilf-reich sind.Anhang B beschreibt die iterative Losung des groen Eigenwertproblems. In einemlangeren Exkurs werden zunachst verschiedene Aspekte vektoriterativer Eigenwertverfah-ren dargelegt und die schlielich verwendete Variante begrundet. Wichtig ist die quantiativeAbschatzung der Konvergenzgeschwindigkeit in B.7, die der besonderen Situation einer Ite-ration mit einer quadrierten Matrix Rechnung tragt.Anhang D listet die Bilder der Wellenfunktionen auf, in Anhang C studieren wir einespezielle Matrixform unter dem Blickwinkel eines schnellen Matrix-mal-Vektor-Algroithmusfur Potenzen dieser Matrix, und zum Schlu gibt Anhang E wenigstens einen kurzen, ver-balen Einblick in die rein programmtechnische Seite.Zur Vereinfachung der Schreibweise werden in dieser Arbeit (auer in x 3) atomare Ein-heiten mit h = 2me = e2=40 = 1 verwendet; Langen sind dann in Bohrschen Radien (a0)und Energien in Rydberg (Ryd) gegeben:1 a0 = 40e2 h2me  0:5292 10 10 m1 Ryd = e240 12a0  2:18 10 18 J = 13:606 eV :1.2 Der Transfer-Hamiltonian-FormalismusDie Kleinheit des Tunnelstroms, genauer, dessen zumeist geringe Storung des Gleichge-wichtszustandes, rechtfertigt in vielen Fallen einen storungstheoretischen Zugang. Das be-kannteste Verfahren in dieser Richtung ist der Transfer-Hamiltonian-Formalismus (THF),der auf Bardeen [3] zuruckgeht, und der auch den meisten Arbeiten zur STM-Theoriezugrundeliegt. Da wir ebenfalls mit dem THF arbeiten wollen, soll dieser Zugang zunachstskizziert werden, wobei etwas ausfuhrlicher das Tunnelmatrixelement zur Sprache kom-men mu, auf das wir in 2.2 infolge einer Besonderheit unseres Modellansatzes nochmalseinzugehen haben. Im Sinne grotmoglicher Einfachheit beschranken wir uns hier auf dasEinteilchenbild.Der Grundgedanke der storungstheoretischen Behandlung ist die Annahme, da diemit dem Tunnelstrom einhergehenden Veranderungen in den Elektroden naherungsweise
4 KAPITEL 1. EINFUHRUNGvernachlassigbar sein sollten. Die Eigenfunktionen und Zustandsdichten zweier im Tunnel-kontakt bendlicher Elektroden konnen dann beschrieben werden, als waren beide Elektro-den noch vollstandig voneinander separiert und jede fur sich im Gleichgewicht. Erst uberdas Hinzufugen eines Stor- oder Transferterms ĤT im Hamiltonian werden Ubergangegewissermaen nachtraglich induziert; ĤT ist dabei im Einteilchenbild einfach die Poten-tialanderung, die aus der Sicht eines (linken) Ausgangszustandes durch das Hinzuschaltendes zweiten (rechten) Elektrodenpotentials hervorgerufen wird.Seien nun f g und f g die als bekannt vorausgesetzten Eigenfunktionssysteme derlinken bzw. rechten Elektrode, deren Spektren quasikontinuierlich angenommen werden,ĤL  = E  ; ĤL =  r2 + UL ; h  j 0i = ;0 ; (1.1)ĤR  = E  ; ĤR =  r2 + UR ; h  j 0 i = ;0 : (1.2)UL und UR sind die jeweiligen Einteilchenpotentiale. Wir betrachten einen linken Aus-gangszustand   und schalten ĤT = UL ein. In erster Ordnung interessieren nur diedirekten Ubergange in die rechte Elektrode, weshalb die Storungen von   auch nur nachden "rechten\   entwickelt werden:	(t) = a(t)  e iE t + X b(t)  e iEt (1.3)Weiter wird wie in der ublichen zeitabhangigen Storungsrechnung im kontinuierlichen Spek-trum vorgegangen: Nach dem Einsetzen in die zeitabhangige SGL des Gesamtsystems,i @@t	(t) = Ĥ	(t); Ĥ = ĤL + UL ; (1.4)und mit den sukzessiven Ansatzena(t) = 1 + a(1)(t) + : : : ; b(t) = 0 + b(1) (t) + : : : (1.5)folgen die Ubergangsraten W = @@t jbj2 in erster Ordnung zuW = 2 jM j2 (E   E): (1.6)W beziert die Ubergange je Zeiteinheit von   nach   und eW ware der elektri-sche Strom. In der Deltafunktion kommt die Energieerhaltung zum Ausdruck (elastischesTunneln).Das Ubergangsmatrixelement M besitzt zunachst die FormM = h j Ĥ   E j i ; (1.7)worin eektiv wegen (1.1), (1.2) nur die Storpotentiale bleiben:M = h jUL j i = h jUR j i : (1.8)Im zweiten Gleichheitszeichen wurde die Hermitizitat von Ĥ,
 Ĥ  E  = 
(Ĥ  E)  ;sowie E = E, Ĥ = ĤR + UR und UR reell benutzt. (Ĥ kann alternativ zu ĤL + ULauch aus ĤR und UR aufgebaut werden, wobei UR dann die Storung aus der Sicht einesrechten Zustandes   darstellt.) Nach (1.8) hat man die Wahl, entweder uber das Gebiet
1.2. DER TRANSFER-HAMILTONIAN-FORMALISMUS 5UL oder uber UR zu integrieren, im wesentlichen also uber das Gebiet einer komplettenStorelektrode, was bei komplizierten inneren Potentialen oft ein muhseliges Vorhaben seindurfte.Eine alternative Fassung des Matrixelementes und eigentlich die ublicherweise mit demTHF assoziierte, bei der die Wellenfunktionen explizit nur noch in der Barriere erforder-lich sind, war daher einer der wesentlichen Punkte in Bardeens Originalarbeit [3]: UnterVernachlassigung kleiner UL-Anteile wird die Integration in (1.7) auf ein Gebiet 
, das,sagen wir, rechts der Barrierenmitte liegt, beschrankt. Nunmehr kann zur Symmetrisierungvon M der in 
 kleine Term h  j Ĥ   E j i in (1.7) subtrahiert werden5,M = Z
 d h (Ĥ  E)     (Ĥ  E) i (1.9)(d { Volumenelement), wonach fur E = E unter dem Integral nur die von der kinetischenEnergie herruhrenden Operatoren verbleiben:M =   Z
 d  r2     r2  : (1.10)Mit Hilfe des Gauschen Satzes wird M schlielich in ein Oberachenintegral uber die
 berandende Flache   uberfuhrt:M =   ZZ  dA  r     r  : (1.11)Die Flache   kann im Rahmen der gemachten Naherungen dabei meist so verbogen werden,da nur der in die Barriere liegende Teil einen Beitrag liefert. (Eine Ausnahme ndet sichin unserem Modell, Abschnitt 2.2.)Der Schritt von (1.10) zu (1.11) wurde hier fur den dreidimensionalen Fall angeschrieben{ im Eindimensionalen reduziert sich (1.10) auf eine einfache partielle Integration und imZweidimensionalen hatte manM =   IC dsn  r     r  ; (1.12)wor der zweidimensionale Nabla-Operator ist, ds das Bogenelement und n der Normalen-vektor der berandenden Kurve C.Zur Gultigkeit: Die Storpotentiale sind beim Transfer-Hamiltonian-Formalismus nichtklein gegenuber dem Ausgangssystem, sondern von vergleichbarer Groe. Die Anwendbar-keit der Storungsrechnung, d. h. die Kleinheit der Matrixelemente beruht hier vielmehr dar-auf, da die Wellenfunktionen durch den raschen Abfall im Auenraum bereits exponentiellklein sind (sein mussen) im gestorten Gebiet.Diese Bedingung ist in Gefahr bei zu schmalen oder zu niedrigen Barrieren, und auch,wenn die gesamte Barriere von der Storung erfat wird. Letzteres ware z. B. der Fall, wennversucht wird, die zusatzliche Barrierenabsenkung, die durch die Bildkraft der zweiten Elek-trode entsteht, uber das Storpotential zu berucksichtigen. (D. h. wenn die Wellenfunktionen5Der hinzugefugte Term ist von gleicher Groeordnung wie der durch die Beschrankung auf 
 ver-nachlassigte. Wann aber ist die Umformung exakt? Es wird praktisch UL = 0 gesetzt auerhalb 
 undUR = 0 innerhalb. In Strenge ist dies moglich, wenn es in der Barriere einen Bereich (oder wenigstenseine Flache, einen Punkt im Eindimensionalen) gibt, zu dessen Linken UL verschwindet und zu dessenRechten UR. Innerhalb dieses Bereiches sollte das Bardeensche Matrixelement genommen werden. FurRechteckbarrieren ist die Umformung auf der gesamten Barrierenbreite exakt.
6 KAPITEL 1. EINFUHRUNG.............................................................................................................................................................................................................................................................................................. .......................................................................6EFE0 6 6ELF ERF..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... .... ..... .... ..... .... ..... .... ..... .... ..... .... ..... .... ..... .... ..... .... ..... ........ .... .... .... .... ............................................................................................................................................................................................................................................................................................. .......................................................................6EFE0 6 6ELF ERF..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ..... ................................................................................................................................................................................................................................................................. eV.... .... .... .... .... .... .... .... .... .... .... .... .... .... .... . l +lAbbildung 1.1: Links Potential und Besetzungswahrscheinlichkeiten im stromlosen Gleich-gewichtszustand bei der Tunnelspannung V = 0, rechts fur V > 0, wobei die eingezeichnetePolaritat gilt.fur den Auenraum einer Einzelelektrode berechnet werden, die Matrixelemente aber furden Auenraum eines Zwei-Elektrodenproblems.) Besser ware es in einem solchen Fall, dasPotential der Einzelelektrode bereits an das Gesamtpotential bis zum Barrierenscheitel an-zuschmiegen und danach geeignet fortzusetzen.Letztlich sollte die Anwendbarkeit des THF immer dann in Frage gestellt sein, wenndie Tunnelstrome nicht mehr als klein betrachtet werden konnen, eine naturlich mehr li-terarische Umschreibung des Problems. Als quantitatives Ma kann die Betragsgroe desStorterms in (1.3) gegen Eins genommen werden. Es ist an dieser Stelle aber anzumerken,da im Gegensatz zu seiner weiten Verwendung (und seinem guten Funktionieren) die Be-ziehung des THF zu formal exakten Theorien nicht gut verstanden ist. Um Feuchtwangund Cutler [26] aus dem Jahre 1987 zu zitieren: "To date no consistent, let alone unique,solution of this troublesome problem has been found\. Eine Herleitung des THF aus einerexakten Darstellung heraus in [65] erforderte unerwartet dizile Annahmen.Der Tunnelstrom (als Summe von Hin- und Ruckstrom) folgt aus den Ubergangsra-ten (1.6) schlielich durch Summation uber alle Anfangs- und Endzustande, wobei es de-ren Besetzungswahrscheinlichkeiten zu berucksichtigen gilt; die Kleinheit des Tunnelstromsrechtfertigt in der Regel die Gleichgewichtsverteilung (Fermi-Verteilung):f(E) = 1e(E EF )=kBT + 1 : (1.13)Im stromlosen Gleichgewichtszustand, bei der Tunnelspannung V = 0, kompensierensich Hin- und Ruckstrom exakt, was gleichbedeutend ist mit einem gemeinsamen Fermi-Niveau EF in beiden Elektroden (Abb. 1.1, links). Eine externe Tunnelspannung V 6= 0verschiebt dann ausgehend von dieser Gleichgewichtslage beide Elektroden energetisch ge-geneinander um den Betrag eV (Abb. 1.1, rechts). Wie diese Verschiebung formal zu beruck-sichtigen ist, hangt davon ab, auf welche Energieskalen E und E bezogen werden. Mitman E und E wie oben bei der Ableitung des THF in einer gemeinsamen Skala { an-dernfalls ware dort nicht (E E) entstanden { iet eV uber die Argumente der Fermi-Funktionen ein; bleibt die Skala dabei z. B. wie in Abb. 1.1 fest mit der linken Elektrode(mit den E) verbunden, entsteht:I = 2eX; jMj2 f(E)   f(E + eV ) (E  E) : (1.14)Diese Stromformulierung6 ist im ubrigen unabhangig von der Art und Weise, wie die Raten
1.3. ZUR THEORIE DES RASTERTUNNELMIKROSKOPS 7ermittelt wurden, und nicht an den THF gebunden. Auch ein exakt losbares elastischesStreuproblem kann auf diese Weise dargestellt werden, sofern nur eine geeigente Deklarationvon Anfangs- und Endzustanden gelingt.Im Falle T = 0 reduziert sich der Bereich des elastischen Tunnelns auf ein deniertesEnergiefenster: I = 2e EFZEF eVdEX; jMj2(E  E)(E   E): (1.15)Gleichung (1.15) zeigt folgendes: Im spektroskopischen STM-Mode wird bei einer festenGleichspannung VG der dierentielle Leitwert, @I=@V jVG, gemessen. Die entsprechende Dif-ferentiation von (1.15) oenbart, da (unter Vernachlassigung einer geringfugigen Span-nungsabhangigkeit des Matrixelementes) der Wechselstrom dann aus der Umgebung desEnergiekanals EF +eVG kommt. Je nach VG lassen sich auf diese Weise also gezielt Zustandedetektieren, die bis zu mehreren Elektronenvolt ober- oder unterhalb der Fermienergie liegenkonnen.Bei kleinen Tunnelspannungen, eV  EF , entsteht schlielichI = 2e2V X; jM j2(E   EF ) (E  EF ); (1.16)der wohl am haugsten gewahlte Startpunkt fur einen theoretischen Zugang zur Rastertun-nelmikroskopie.1.3 Zur Theorie des RastertunnelmikroskopsDie Literatur zur STM-Theorie ist zu umfangreich, um an dieser Stelle einen vollstandigenUberblick zu geben. Wir konzentrieren uns auf das fur uns Wesentliche.1.3.1 Zugange den Transfer-Hamiltonian benutzendEines der historisch ersten und ob seiner Erklarungserfolge und der schonen Unmittelbar-keit seiner Aussage zum interpretatorischen Standard bei hochaufgelosten STM-Bildernavancierten STM-Modelle war das Modell von Tersoff und Hamann [77, 78], das einkonstantes Barrierenpotential sowie eine atomar ebene Probenoberache zugrundelegt unddie Spitze durch ein spharisches Kastenpotential der Tiefe V0 idealisiert, in der auerdemnur s-Zustande (l = 0) zugelassen sind. Die Wellenfunktionen der Spitze mit dem RadiusR0 und dem Mittelpunkt bei r0 nehmen im Auenraum dann die einfache Gestalt an (t) (r) = Nt e jr0 rjjr0   rj ; jr0   rj > R0; (1.17)6Noch hierzu eine Anmerkung: Die Zahlenwerte der E zu festem  variieren in (1.14) also mit eV .Dies mag nicht unbedingt als die naturlichste Konvention erscheinen, werden die Eigenzustande beim THFdoch fur jede Elektrode separat und in der Regel ohne Berucksichtigung einer externen Tunnelspannung Vberechnet. Man kann die Energien E und E auch in jeweils eigenen, mit der entsprechenden Elektrodefest verbundenen Skalen angeben, in denen auch die Fermi-EnergienELF und ERF und Fermiverteilungen fLund fR der separaten Elektroden gegeben sind (Abb. 1.1). Zur Unterscheidung schreiben wir dann einmalgestrichene Groen E0 und E0. Die Verschiebung um eV erscheint in diesem Falle in der Deltafunktion:I = 2eX; jM j2 fL(E0)  fR(E0) (E0   E0   eV ) :
8 KAPITEL 1. EINFUHRUNGmit   pV0   E und Nt als Normierungsfaktor. Die Probenoberache wird planar ange-setzt, im Auenraum (z > 0) ist das Potential konstant V0 und im Inneren (z < 0) beliebigperiodisch. Fur den Auenraum werden die Probenwellenfunktionen dann ganz allgemeindurch Entwicklung nach zweidimensionalen Blochwellen dargestellt: (s) (r) = 
 1=2s XG a(G)e p2+(G+K)2zei(G+K)R ; z > 0: (1.18)mit 
s als Normierungsfaktor und  wie oben. G und K sind hier reziproke Gittervekto-ren bzw. Blochvektoren des Oberachengitters, und der Ortsvektor ist zerlegt parallel undsenkrecht zur Oberache, r = R+ zez Nach Einsetzen von (1.17) und (1.18) in (1.11) und(1.16) faktorisiert das Matrixelement in einen Spitzen- und Probenanteil, und es entsteht:I = const  e2V X j (s) (r0)j2(E  EF ) ; eV  EF : (1.19)Prole konstanten Tunnelstroms waren demnach Linien konstanter lokaler Zustands-dichte der Probe am Krummungsmittelpunkt r0 der Spitze. Dieses Resultat wurde im ubri-gen exakt auch von einem (r0){funktionsartigen Spitzezustand geliefert und kann insofernals die ultimative Auosungsgrenze des STM-Prinzips angesehen werden. Es ist zu betonen:Die Standardtheorie von Tersoff/Hamann setzt bezuglich der mesoskopischen Ober-acheninhomogenitaten voraus, da deren Krummungsradien auf der Probenoberachenviel groer sind als diejenigen auf der Sondenspitze (RProbe  RSpitze).Chung u. a. [19] berucksichtigten im Standardmodell auch Spitzenzustande mit l 6= 0.Die erhaltenen analytischen Zusatzterme erwiesen sich allerdings als zu wenig ubersichtlich,um hernach praktische Bedeutung zu erlangen. Leavens und Aers [53] formulierten fur dasStandardmodell die Stromdichte nach Lang [49] und berechneten Stromdichteverteilungeninsbesondere fur eine Monoschicht Graphit.Lang [49, 50, 51] erganzte den Apparat des THF zunachst um den allgemeinen Aus-druck der Stromdichte [49] und berechnete hernach selbige sowie Konstantstromprole zwi-schen zwei selbstkonsistent behandelten halbunendlichen Jelliumoberachen, auf denen jeein Atom absorbiert war (Spitzenatom scannt Probenatom ab). Uberraschend damals dienegative Korrugation bei der Paarung Na-Spitze uber He-Atom.Hietschold und Sbosny [36] studierten in einem weitgehend analytisch behandelbareneinfachen Sommerfeld-Modell insbesondere die Tunnelstrombeitrage einzelner Spitzen- undProbenzustande bei der Abbildung von Kanten und Ecken.1.3.2 Zugange nicht-storungstheoretischer ArtUber den THF hinaus wurde der Tunnelstrom in verschiedenen Arbeiten auch auf nicht-storungstheoretische Weise berechnet. Das prinzipielle Vorgehen ahnelt dem bei der Ablei-tung des exakten Durchlakoezienten fur die eindimensionale Rechteckbarriere: Betrachtetwird ein stationares Streuproblem unter der Annahme, da die Gesamtwellenfunktion asym-ptotisch fur z !1 aus einfallenden und reektierten bzw. nur aus transmittierten ebenenz-Wellen bestehen sollen. Naturlich ist ein Modell Voraussetzung, das asymptotisch bzgl. zsepariert und dort eine von z unabhangige Zerlegungen nach ebenen Wellen gestattet (in zkonstantes oder streng periodisches Potential). Die Schrodingergleichung wird numerisch furdas Gesamtsystem gelost und der Tunnelstrom letztlich aus den Amplitudenverhaltnissender asymptotischen Wellenfelder bestimmt.
1.4. QUANTENBILLARDS 9Laloyaux u. a. [47, 46] studierten verschiedene axialsymmetrische Kombinationen ausje zwei planaren Sommerfeld-Metallen, auf denen Erhebungen (Halbkugel, Zylinder, Gau-Peak) oder eine gauformige Vertiefung angebracht waren. Bestimmt wurden die Wellen-funktionen vermoge einer Finite-Elemente-Methode, wobei das volle auere elektrostatischeund Bildkraftpotential Berucksichtigung fand. Berechnet wurden Stromdichteverteilungenund Strom-Abstands-Charakteristiken.Interessanterweise zeigten dabei zusatzlich im THF durchgefuhrte Vergleichsrechnungen[46], da der THF die nicht-storungstheoretischen Resultate uberraschend genau reprodu-zieren konnte, sogar bis hinab zu Abstanden von 1 A, wahrend allgemein ein Zusammen-brechen der Transfer-Hamiltonian-Approximation auf kurzen Distanzen erwartet wurde.Blieb insbesondere das Bildpotential unberucksichtigt (das zwischen einem Ein- und einemZwei-Elektrodensystem deutlich verschieden ausfallt), waren die Stromresultate nahezu un-unterscheidbar.Im Hinblick auf die Variierbarkeit der Elektrodengeometrien sind diese Arbeiten durch-aus mit der unsrigen vergleichbar, allerdings konnte dort der Abbildungsproze (das "Scan-nen\) nicht simuliert werden, da dies die Zylindersymmetrie zerstort hatte.Doyen und Drakova u. a. behandelten in mehreren Arbeiten die STM-Abbildung a-cher oder atomar gestufter Metalloberachen und den Einu von Adsobatatomen [22, 23,45]. Der Tunnelstrom wurde hierbei { auer in [22] { nach Lippmann [55, 56] uber dasverallgemeinerte Ehrenfestsche Theorem bestimmt.1.3.3 Die klassisch-geometrische EntfaltungEine rein klassisch-geometrische Betrachtungsweise, bei der von der Quantennatur der Tun-nelphanomene abgesehen wird, praktizierten Reiss u. a. [69, 68] zur Entfaltung mesosko-pisch rauher STM-Abbildungen. Da wir dieses geometrische Verfahren spater als Referenzheranziehen mochten, seien die Details fur den zweidimensionalen Fall einmal dargestellt:Angenommen, Probe und Spitze wurden im klassischen Sinne unter mechanischer, punkt-formiger Beruhrung aufeinander abgleiten. Der Beruhrungspunkt ware der Punkt zusam-menfallender Korpertangenten und der Anstieg eines Konstantstromprols kame dem An-stieg dieser Tangenten gleich. (Er kann unter dieser Annahme dem experimentellen STM-Prol unmittelbar entnommen werden). Ist nun die Geometrie der Spitze bekannt { und dasist hierbei die Voraussetzung {, lat sich fur jeden einzelnen Bildpunkt anhand der Tangenteder zugehorige Beruhrungspunkt auf dem Spitzenkorper rekonstruieren (Abb. 1.2). Damitkonnen die Bildpunkte, die ja nur dann mit der Probenoberache identisch waren, wennder Kontakt grundsatzlich am Spitzenapex erfolgen wurde, in der "wahren\ Beruhrungs-punkte der Probe transformiert werden. In drei Dimensionen waren statt der Tangenten dieTangentialebenen zu nehmen.1.4 QuantenbillardsAn dieser Stelle soll der Begri des Quantenbillards eingefuhrt werden, eine grundlichereDarstellung der hiermit im Zusammenhang stehenden semiklassischen Theorie ndet sichin Kapitel 3.Klassische konservative System konnen in zwei Klassen eingeteilt werden: integrableund nichtintegrable. Integrable Systeme mit N Freiheitsgraden besitzen N Konstanten der
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x y Abbildung 1.2:DieReisssche Korrektur [68]. Eine mecha-nische Beruhrung zwischen Probe und Spitze erfolgt amPunkt zusammenfallender Korpertangenten und i. allg.nicht am Spitzenapex. Die Tangente wird dem STM-Prol(der unteren dicken Vollinie) entnommen und damit derBeruhrungspunkt auf der Spitze rekonstruiert. Um des-sen Abstand vom Apex ist nun auch der STM-Mepunktzu korrigieren, um zum wahren Probenpunkt zu gelan-gen. Im linken Beispiel also um x nach rechts und um ynach oben.Bewegung. Die Trajektorien liegen auf einer N -dimensionalen Flache im 2N -dimensionlenPhasenraum, alle Bahnen sind entweder periodisch oder quasiperiodisch und der Abstandbenachbarter Phasenraumpunkte wachst nur nach einem Potenzgesetz mit der Zeit.In nichtintegrablen Systemen ist demgegenuber die Zahl der Bewegungskonstanten klei-ner als N . Man unterscheidet nochmals in vollstandig chaotische (ergodische) Systeme, beidenen die Menge der periodischen Bahnen vom Ma Null ist (gleichwohl es unendlich vielegibt) und in denen eine typische Bahn mit der Zeit den gesamten zuganglichen Phasenraumuberstreicht, und in solche, in denen der Phasenraum sowohl Bereiche chaotischer Bewe-gung als auch solche quasiperiodischer Bewegung (KAM-Tori) enthalt. Von chaotischemVerhalten spricht man, wenn die Dynamik sehr empndlich von den Anfangsbedingungenabhangt. Benachbarte Bahnen laufen mit der Zeit exponentiell auseinander.Systeme mit einem Freiheitsgrad sind immer integrabel. Die einfachsten Systeme, dieChaos zeigen konnen, sind zweidimensional und hierunter wiederum besonders einfach diesogenannten Billards. Unter einem klassischen Billard versteht man ein von unendlich hohenWanden umrandetes ebenes Gebiet, in dem sich ein punktformiges Teilchen bewegt und anden Randern elastisch reektiert wird. Die Randgeometrie entscheidet, ob ein integrablesoder nichtintegrables System vorliegt. Typische Vertreter des ersteren sind das Rechteck-oder das Kreisbillard, zur zweiten Klasse gehoren das Sinai- und das Stadionbillard.Wird statt des klassischen nun ein quantenmechanisches Teilchen betrachtet (Quanten-billard), hat man die stationare SGL [r2 +k2]	 = 0 mit Dirichletschen Randbedingungen	j  = 0 zu losen. Von besonderem Interesse erscheint, auf welche Weise sich im semiklas-sischen Grenzfall die integrablen oder chaotischen Eigenschaften des korrespondierendenklassischen Systems niederschlagen. Der Begri des Quantenchaos ist durchaus noch nichtfest, kann man doch den fur die klassische Denition zentralen Bahnbegri nicht ohne wei-teres ubertragen7.Es zeigte sich, da sich integrable und chaotische Quantenbillards insbesondere anhandder statistischen Eigenschaften ihrer Eigenwertspektren charakterisieren lassen. Untersuchtwurde vor allem die Nachste-Nachbar-Statistik (NNS) { die Verteilung der Abstande be-nachbarter Eigenwerte, si = (Ei+1   Ei)=s; s ist der mittlere Abstand zweier Eigenwerte.In klassisch-integrablen Systemen macht die Existenz invarianter Tori eine semiklas-sische Quantisierung nach dem WKB-Verfahren moglich. Die erhaltenen Energienieveaussind weitgehend unkorreliert, neigen zur "Klumpung\ { die Wahrscheinlichkeit fur einen7Der Bahnbegri kehrte in Gestalt des Pfadintegrals in die Quantenmechanik zuruck, wenngleich nichtmehr auf der alten klassischen, unmittelbar anschaulichen Stufe der Realitat.
1.4. QUANTENBILLARDS 11Eigenwert bei E ist unabhangig davon, ob sich noch weitere bei E benden { und zeigenim wesentlichen eine Poisson-Verteilung [14]:P (s) = e s: (1.20)Auf nichtintegrable Systeme ist die WKB-Quantisierung nicht anwendbar. Die semiklas-sische Theorie operiert dort wesentlich mit dem Begri der periodischen Bahnen (Kapitel 3)und ist noch keinewegs abgeschlossen. Zahlreiche Untersuchungen belegen indes, da dieNNS chaotischer Systeme sehr gut durch Ensembles von Zufallsmatrizen beschrieben wer-den konnen (fur einen Uberblick siehe [8, 17]). Insbesondere verhalten sich die Eigenwertevon Systemen mit Zeitumkehrinvarianz wie die eines Gaussschen Orthogonalen Ensembles(GOE), dessen NNS die Form einer Wigner-Verteilung besitzt:P (s) = 2 s e  4 s2 : (1.21)Numerisch berechnete Eigenwertespektren des Stadionbillards [59, 60] und des Sinaibillards[18] lieen sich gut auf eine Wigner-Verteilung abbilden.Zur Frage der Billard-Eigenfunktionen vergleiche man 3.3.
Kapitel 2Modell desRastertunnelmikroskops2.1 Beschreibung der ElektrodenDas Hauptaugenmerk dieser Rechnungen galt dem Einu der Geometrie von Spitze undProbe auf den Abbildungsproze in der Rastertunnelmikroskopie. Auf einer mesoskopischenSkala ist dieser an stark zerklufteten Oberachen oensichtlich [69, 68], bei der atoma-ren Abbildung einer ideal (atomar) ebenen Probe eher vernachlassigbar, wie liegen aberdie Verhaltnisse zwischen beiden Extremen? Einsichten wurden erhot fur solche Fragenwie die nach einer Bestimmbarkeit charakteristischer Spitzenparameter anhand geeigneter,pragnanter Teststrukturen oder einem moglichst genauen Ausmessen der Breite von Grabenoder Linien. Zu diesem Zweck sollten die geometrischen Modellparameter so frei als moglichwahlbar sein, was nach sich zog, da numerisch gegebenen Grenzen bei der Losung derSchrodingergleichung dann in Form starker Vereinfachungen bezuglich der elektronischenund atomaren Struktur der Elektroden Tribut zu zollen war.Konkret beschreiben wir die Elektroden durch geeignet geformte Potentialkasten endli-cher raumlicher Ausdehnung. Im Innen- wie im Auenraum herrscht konstantes Potential,das an der Oberache um den Betrag der Kastentiefe V0  EF + A auf den Vakuumwertspringt, EF ist die Fermienergie und A die Austrittsarbeit. Die Potentialkasten sind bis zurFermi-Energie gefullt mit einem wechselwirkungsfreien Elektronengas. Bekannt ist diese ein-fache Beschreibungsweise unter dem Namen Sommerfeld-Modell oder Sommerfeld-Metall.Die Barrierenverhaltnisse zweier derartiger Elektroden im Tunnelkontakt bei der Tunnel-spannung Null zeigt Abb. 2.1, wobei wir konkret dann immer die von der Groenordnungher fur Metalle typischen Werte A = 4 eV und EF = 4 eV angenommen haben.Der Tunnelstrom wird uber den Transfer-Hamiltonian-Formalismus (THF) bestimmt.Folglich sind (nur) die Eigenzustande der einzelnen Elektroden erforderlich. Aufgrund derBeliebigkeit der Elektrodenformen mu das numerische Verfahren zur Berechnung der Ei-genzustande dabei auf jeglichen Symmetrievorteil oder dergleichen verzichten und arbeitetsehr allgemein. Die Elektroden werden in ein hinreichend groeres Grundgebiet, auf dessenRand  = 0 gefordert wird, eingebettet (Abb. 2.1), und in diesem die SGL im Dierenzen-schema auf einem aquidistanten Gitter diskretisiert. Samtliche Schritte bis hin zur numeri-schen Erprobung wurden fur zwei und fur drei Dimensionen durchgefuhrt, die praktischen12
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ekten wurde die Inter-pretation der resultierenden STM-Prole erschwert: Wir benutzen immerhin Einteilchen-zustande in allseitig begrenzten, mesoskopisch groen Elektroden, in denen die Koharenz derWellenzuge durch keinerlei (mit Vielteilcheneekten zusammenhangendem) Dampfungsme-chanismus gestort wird. Geringfugige Anderungen am Rand konnen globale Anderungen derZustande zur Folge haben. In Quantenbillards mit unendlich hohen Wanden werden bei ahn-lichen Verhaltnissen zwischen Wellenlange und Systemabmesssungen derartige Phanomenebeobachtet ([60] und auch Kapitel 5). Beim gegenwartigen Kenntnisstand ist nicht vorher-sagbar, ob ein zu chaotischem Verhalten neigender Billiardzustand1 auf ein sich anderndesBildkraftpotential nicht mit einem vollig neuen Aussehen in der stromwichtigen barrieren-nahen Region antwortet. (Im Gegenteil scheint unser numerisches Verfahren diesen Aspekterstmals zuganglich zu machen.) Fur eine STM-Betrachtung ware dies insofern hinderlich,als die xierte, aber an sich willkurlich gewahlte Gesamtausdehnung unserer Elektroden1Gemeint ist die Tatsache, da es ganz oensichtlich einzelne Zustande gibt, die auf eine Storung beson-ders empndlich reagieren, vgl. Kapitel 5.
14 KAPITEL 2. MODELL DES RASTERTUNNELMIKROSKOPSeine pathologische Betonung erfuhre. Die Beschrankung auf Kastenpotentiale dient daherin jedem Fall der Konzentration auf die geometrische Fragestellung.(ii) Das physikalisch sicher befriedigenste Vorgehen, namlich in selbstkonsistenter WeiseVielteilcheneekte durch simultane Losung der Schrodinger- und der Poissongleichung imDichtefunktional- oder Hartree-Fock-Formalismus zu berucksichtigen, fuhrt an planarenOberachen zu Potentialverlaufen, die dem Rechteckpotential wieder starker ahneln als dasreine Einteilchen-Bildkraftpotential [52].2.2 Der TunnelstromDie Berechnung des Tunnelstroms erfolgt im Transfer-Hamiltonian-Formalismus (THF).Auf eine Besonderheit ist hinsichtlich des Matrixelementes zu verweisen: Entsprechend dergewahlten numerischen Randbedingung klingen die Wellenfunktionen bei uns nicht im Un-endlichen ab, sondern verschwinden bereits auerhalb des Einbettungsgebietes. Sei La dieAuenraumlange, d. h. der Mindestabstand jedes Punktes der Elektrodenbegrenzung zumEinbettungsrand. Das Tunnelmatrixelement nach (1.8) liefert fur alle Elektrodenabstanded > La Null, da ab dieser Entfernung die Probenwellenfunktionen im Gebiet der Spitze ver-schwunden sind und umgekehrt. Im Gegensatz dazu wurde das Matrixelement nach (1.11)Beitrage liefern, solange ein Uberlapp der Wellenfunktionen in der Barriere existiert, alsobis zu Abstanden von d < 2La.Dieser oensichtliche Widerspruch ruhrt daher, da die naive Anwendung des Gauss-schen Satzes hier auf Schwierigkeiten stot: Auf dem Rand des Einbettungsgebietes besitztdie Wellenfunktion einen Knick (auerhalb konstant Null), sie ist dort nicht stetig dieren-zierbar. In einer elektrodynamischen Analogie entsprache dies einer Oberachenladung. Umkonkret den Schritt von (1.9) zu (1.10) gehen zu konnen, darf die Oberache des Integra-tionsgebietes 
 deshalb den Einbettungsrand nicht schneiden, d. h. 
 mu von vornhereinauf die Schnittmenge der Einbettungsgebiete beschrankt bleiben. Der ruckwartige Teil derFlache  , der normalerweise im Unendlichen liegt und von dort keine Beitrage liefert, kannhier also nicht vernachlassigt werden, er wurde sich im obigen Falle ebenfalls in der Barrierebenden2.Aus diesem Grunde ist es in unserem Modell viel einfacher, das Matrixelement nicht ausden dierentiellen Bardeenschen Formen (1.11) oder (1.12), sondern direkt uber (1.8),d. h. durch Integration uber das Innere einer Storelektrode, zu bestimmen, zumal die Ka-stenpotentialen dem keinerlei Schwierigkeiten entgegensetzen:M =  V0 Z ZSpitzed  (r)  (r) =  V0 ZZProbed  (r)  (r); (2.1)(d  dx dy oder d  dx dy dz).Die Wellenfunktionen liegen nach der numerischen Losung tabelliert als Werte einesaquidistanten Gitters vor. Fur die Gebietsintegrationen in (2.1) sind die Stutzstellen dahervorgegeben und es wurde nach der Simpson-Regel verfahren.2Der entscheidende Term auf der Ruckwand von   in (1.11), falls   einmal als der abklingende Zustandangenommen wird, ist  r . Im Eindimensionalen fallt   bei ungehindertem Abklingen asymptotischmit e x , d. h. r   e x x!1 ! 0. Wird   dagegen vorher auf 0 gezwungen, sagen wir bei x = b, fallt  mit sinh(x  b) (vgl. A.2), d. h. r   cosh(x  b) x!b ! 1.  r  verschwindet also auch nicht aufdem Einbettungsrand, gleichwohl   selbst dort verschwindet.
2.2. DER TUNNELSTROM 15Es erhebt sich die Frage nach der Mindestgroe der Elektroden und nach den erforderli-chen Auenraumlangen La, die beide aus verstandlichen numerischen Grunden nicht groerals notig sein sollten.Allermindenstens ist von den Elektrodenabmessungen zu fordern, da die Ruck- undSeitenwande keinen unmittelbaren Einu mehr auf die Krummung der Wellenfunktion inder barrierennahen Region ausuben. Trotzdem besitzt der einzelne Zustand naturlich einexierte Phasenlage, die bei wenigen Zustanden in der LDOS zu einer artiziellen lateralenWelligkeit fuhrt und, wie Versuche ergaben, bei etwa 10 Zustanden weitgehend ausschmiert.Diese 10 Zustande sollten nun { das Bild eines quasikontinuierlichen Spektrums vor Au-gen { in einem relativ kleinen Intervall an der Fermie-Kante liegen, wodurch letztlich dieMindestgroe der Elektroden bestimmt wird. Typischerweise wurden Probengeometrien indie Oberseite eines 80  50 A2 groen Rechtecks eingebracht, und Spitzen erhielten einez-Ausdehnung von 40 A. (Zum Vergleich betragt die de Broglie-Wellenlange bei 4 eV ca.6 A.) Die 10 Energiewerte lagen je nach Elektrodengroe dann in einem Intervall EF Emit E = 10 : : :50 meV.Zur Stromberechnung nach (1.16) werden also 10 der Fermienergie EF = 4 eV nachst-benachbarte Eigenzustande jeder Elektrode herangezogen und die insgesamt 100 Matrix-elemente aufsummiert (jeder Spitzenzustand mit jedem Probenzustand kombiniert). DieGleichheit der Energien ist dabei naturlich nur naherungsweise erfullt.Nun zur Auenraumlange La. Der Einu von La auf die Eigenwerte ist ab La  5 Avernachlassigbar. Fur die Berechnung des Tunnelstroms vermoge (2.1) mu jedoch ein hin-reichender Uberlapp mit dem Inneren der Gegenelektrode existieren. Die Auenraumlangeauf der der Gegenelektrode zugewandten Seite entscheidet also uber die maximal moglichenElektrodenabstande in den STM-Prolen.Als ein guter Anhaltspunkt, bis zu welchen Abstanden die THF-Naherung brauchbarist, kann fur unsere Kasten die analytisch behandelbare eindimensionale (symmetrische)Rechteckbarriere dienen. Der exakte Duchlakoezient lautet [48]Dexakt = 4 k22(k2 + 2)2 sinh2(d) + 4k22 ; (2.2)wahrend der THF auf DTHF = 16 k22(k2 + 2)2 e 2d (2.3)fuhrt (d =Abstand). Letzteres ist gerade (2.2) in der Naherung e 2d  e2d. Mit unserenDaten E = 4 eV und V0 = 8eV nden wir folgende Verhaltnisse:d 1 A 2 A 3 A 4 A 5 ADexakt 4; 04  10 1 6; 42  10 2 8; 52  10 3 1; 10  10 3 1; 42  10 4DTHF=Dex 1; 274 1; 033 1; 004 1; 001 1; 000Die Genauigkeit des THF bis hinab zu d = 2 A ist hier zweifellos auf die abstandsunabhangi-ge konstant hohe Barriere zuruckzufuhren. Bei mehr Dimensionen durften die Verhaltnisseindes ahnlich liegen, erinnert sei an die Testrechnungen in [46] (Abschnitt 1.3.2), wo insbe-sondere fur Rechteckbarrieren die mit dem THF erzielten und die nicht-storungstheoreti-schen Resultate sogar bis zu Abstanden von 1 A fast ununterscheidbar waren. Mit unserenKastenbarrieren von 4 eV konnen wir also ohne weiteres Tunnelstrome bis herunter zu
16 KAPITEL 2. MODELL DES RASTERTUNNELMIKROSKOPSAbstanden von 2 A ernst nehmen; die relativ hohe Barriere erzwingt ein rasches Abklin-gen und ist ein Kompromi zwischen den "wahren\ Verhaltnissen und der Bestrebung, dennumerischen Apparat nicht uber Gebuhr durch allzu groe Einbettungsgebiete zu belasten.Fur die Auenraumlangen wurden letztlich La = 10 A auf der der Gegenelektrodezugewandten Seite und La = 8 A sonst gewahlt. Bei Abstanden von 6 A existiert damit zurStromberechnung noch ein Uberlapp von 4 A mit der Gegenelektrode, wobei zu bedenkenist, da der Strom im Gefolge der abklingenden Wellenfunktionen dort bereits sehr klein istund rasch gegen Null strebt.
Kapitel 3Periodische Bahnen3.1 Einige GrundtatsachenIn der traditionell im Operatorkalkul formulierten Quantenmechanik wird die zeitliche Ent-wicklung eines Hilbertraum-Zustandes j	(t)i durch die Schrodingergleichung (SGL)ih @@t j	(t)i = Ĥ j	(t)i : (3.1)beschrieben1 . Deren Losungen stellt man in der Ortsdarstellung	(q; t) = 
q j	(t) (3.2)haug vermoge eines Propagators K(qb;qa; t) dar,	(qb; t) = Z dqaK(qb;qa; t)	(qa; 0); (3.3)worin aus mathematischer Sicht zunachst zum Ausdruck kommt, da den Losungen des An-fangswertproblems (3.1) die Gestalt einer Integralgleichung mit zu ndendem IntegralkernK(qb;qa; t) gegeben werden kann. Im mehr anschaulich physikalischen Sinne transportiertK(qb;qa; t) die Wahrscheinlichkeitsamplitude eines innitesimalen Volumenelementes vomRaumzeitpunkt (qa; 0) zum Raumzeitpunkt (qb; t) und wird auch als Ubergangsamplitudebezeichnet. Die Schreibweise K(qb;qa; t) besagt schon, da wir uns hier auf zeittranslati-onsinvariante Probleme beschranken wollen.Fur ein stationares System kann (3.1) formal integriert werden:j	(t)i = e  ih Ĥt j	(0)i : (3.4)Der Propagator lautet nun explizitK(qb;qa; t) = 
qb e  ih Ĥt qa (3.5)und nimmt entwickelt nach Energieeigenfunktionen n, in der Spektraldarstellung, die Ge-stalt an: K(qb;qa; t) = Xn n(qb)n(qa)e  ihEnt : (3.6)1Es ist dies die basisunabhangige Ket-Schreibweise.17
18 KAPITEL 3. PERIODISCHE BAHNENAus der SGL abgeleitete Observablen sind in dem gleichen Sinne invariant bezuglichZeitumkehr wie die korrespondierenden klassischen Groen, insbesondere also in zeitun-abhangigen Systemen ohne Magnetfeld. Beschreibt dann j	(q; t)j2 die Ausbreitung einesWellenpaketes fur t > 0, existiert als formale Losung immer auch das ruckwarts in der Zeitlaufende Wellenpakt j	(q; t)j2. K(qb;qa; t) in (3.5) ist demgema der allgemeine, unein-geschrankte Propagator, der Losungen sowohl in positiver wie in negativer Zeitrichtungerfat.Um dem Aspekt der Kausalitat Rechnung zu tragen, wird gewohnlich der retardierteoder kausale Propagator Kr(qb;qa; t) eingefuhrt, der fur t < 0 verschwindet:Kr(qb;qa; t) = (t)K(qb;qa; t): (3.7)Dessen Fouriertransformation, infolge der Stufenfunktion (t) auf den positiven Zeitastbeschrankt, gibt die kausale energieabhangige Greensche Funktion:G(qb;qa; E) =   ih Z 10 K(qb;qa; t) e ihEtdt (3.8)G(qb;qa; E + i0) = Xn n(qb)n(qa)E  En + i0 (3.9)("+i0\ steht fur das einzufugende innitesimale Dampfungsglied zur Unterdruckung derunphysikalischen Fluktuationen fur t ! 1), aus der uber die folgenden Bildungen dannDichtematrix %(qb;qa; E) =   1 ImG(qb;qa; E + i0) (3.10)= Xn n(qb)n(qa)(E   En); (3.11)lokale Energiezustandsdichte (LDOS)%(q; E) = %(q;q; E) = Xn jn(q)j2(E   En) (3.12)und globale ZustandsdichteD(E) = Z dq %(q; E) = Xn (E  En) (3.13)folgen. Mitunter bedient man sich auch direkt der Spur von G(q;q; E),g(E) = Z dq G(q;q; E); = Xn 1E  En ; (3.14)und erhalt die Energieniveaus als Pole der sogenannten Resolvente g(E).Im Zeitpropagator sind alle Informationen uber ein Quantensystem enthalten. Die vor-stehende Auistung sollte zeigen, wie sich daraus die fur stationare Quantensysteme zen-tralen Observablen %(q; E) und D(E) bzw. g(E) gewinnen lassen.In der Feynmanschen Formulierung der Quantenmechanik [27] ist dem allgemeinen,uneingeschrankten Zeitpropagator K(qb;qa; t) der Schrodingerschen Theorie ein Funk-tionalintegral aquivalent { in kartesischen Koordinanten und fur ein Teilchen in D Dimen-sionen mit dem Hamiltonoperator Ĥ = p̂=2m+ V (q; t) ausgeschrieben:K(qb;qa; t) = limn!1 m2ihDn=2 Z dq1 : : :Z dqn 1 exp( ih n 1Xi=0 Si+1;i) ; (3.15)
3.2. SEMIKLASSISCHE SPURFORMELN 19Si+1;i  m2 (qi+1   qi)2   V (qi; ti);   tn ; q0 = qa; qn = qb;Die gebrauchliche, allerdings rein symbolische Umschreibung von (3.15) lautetK(qb;qa; t) = q(t)=qbZq(0)=qa Dq() exp ihS[q(); t] ; (3.16)mit der die ubliche Lesart des Funktionalintegrals betont wird: Die quantenmechanischeUbergangsamplitude resultiert aus der Superposition samtlicher Trajektorien q( ), die fur = 0 bei qa starten und fur  = t bei qb enden, wobei jede Bahn mit dem komplexen Pha-senfaktor e ihS beitragt; S(q; t) ist hierbei die im klassichen Sinne entlang jeder Trajektoriezu nehmende WirkungsfunktionS[q(); t] = Z t0 "m2 @q@ 2   V (q;  )# d; (3.17)in der der Bahnbegri oensichtlich ein wohldenierter ist. Dem Hamiltonschen Variations-prinzip S=q = 0, aus dem in der kanonischen Mechanik die klassischen Bahnkurven qklhervorgehen, werden in (3.16) naturlich auch nur diese extremalen Trajektorien gerecht, alleanderen fuhren zu klassisch nicht erlaubten Wirkungen, tragen aber ebenso zu K(qb;qa; t)bei.Feynmans Pfadintegral-Formulierung kommt ohne Operatoren aus und ist in gewisserWeise anschaulicher, da klassische Bahnen wieder vorgestellt werden durfen, wenngleich nurnoch im Sinne von `alle Bahnen zugleich'. Fur semiklassische Naherungen ist die Pfadinte-gration in jedem Falle besonders geeignet.3.2 Semiklassische SpurformelnDas bekannte WKB-Verfahren [48, 12] zur Konstruktion einer semiklassischen Naherungfur die Eigenzustande und die aus ihr resultierenden Bohr-Sommerfeld-Quantisierungsbe-dingungen sind in ihren Anwendungen auf separable Systeme beschrankt [13]. Die Bohr-Sommerfeld-Bedingungen lassen sich auf integrable Systeme erweitern { sie heien dannEKB-Bedingungen2 und das Verfahren Torusquantisierung, jedoch nicht daruber hinaus.Im Gegensatz zu den Eigenzustanden der zeitunabhangigen SGL kann der Zeitpropaga-tor der vollen SGL fur beliebige Systeme semiklassisch genahert werden. Er folgt asympto-tisch fur h S aus der Entwicklung der Pfadintegraldarstellung (3.16) um den klassischenPfad. Das mathematische Werkzeug zur Auswertung der hierbei auftretenden Integrale uberschnell oszillierende Funktionen ist die quadratische Entwicklung der Phasen an ihren sta-tionaren Punkten (Sattelpunktsmethode), engl. Stationary Phase Approximation (SPA).Fouriertransformation und Spurbildung (Ortsintegration) im Sinne von (3.13) oder (3.14)liefern anschlieend semiklassische Naherungen fur die Zustandsdichte D(E) bzw. die Poleder Resolvente g(E). Die Formeln werden wegen der Spurbildung haug Spurformeln ge-nannt und ihnen gemeinsam ist, da es sich bei ihnen stets um Summen uber alle klassischenperiodischen Bahnen handelt. Die wesentlichen Grundlagen wurden von Gutzwiller invier bedeutenden Arbeiten aus den Jahren 1967{1971 gelegt [28, 29, 30, 31].2EKB = Einstein-Kramers-Brillouin; zum Unterschied separabel { integrabel z. B. [32, S. 44]
20 KAPITEL 3. PERIODISCHE BAHNENDie semiklassische Naherung des Zeitpropagators K(qb;qa; t) fuhrt auf die Formel [28,12]: K(qb;qa; t)sc = 1p2ihD Xr det @2Sr@qa@qb1=2 expiSrh   r2  (3.18)Zu summieren ist uber alle klassischen Pfade des Systems, die in der Zeit t von qa nachqb laufen, Sr ist die zugehorige klassische Wirkung. Die Determinante heit Van Vleck-Determinante (vgl. [43]) und ist bis auf das Vorzeichen mit der Dichte der klassischen Pfade,die von qa ausgehend nach der Zeit t bei qb eintreen, identisch. Der diskrete Phasenfaktorr=2 mit r als sogenanntem Maslov- oder Morse-Index beschreibt die Phasensprunge,wenn die Bahn durch kritische Punkte lauft; r zahlt hierbei die Anzahl der kritischenPunkte auf dem r-ten Pfad entsprechend ihrer Vielfachheit. Ein kritischer (oder konjugier-ten) Punkt { die Verallgemeinerung der eindimensionalen Umkehrpunkte { ist ein Punkt, andem die Dichte der klassischen Pfade unendlich wird. Weil das Bundel der klassischen Pfadeeiner Kontinuitatsgleichung genugt, mu die Dimension des ursprunglich D-dimensionalenBundels an einem kritischen Punkt reduziert werden, und zwar gerade um jene erwahnteVielfachheit des kritischen Punktes. Die Untermannigfaltigkeiten der kritischen Punkte imq-Raum heien in Analogie zur Optik Kaustiken.Gema (3.8) kann aus Ksc(qb;qa; t) durch Fouriertransformation ein dann semiklassi-scher Ausdruck fur G(qb;qa; E) gewonnen werden [28, 12]:Gsc(qb;qa; E) = 1ihp2ihD 1 Xr jrj1=2 expiWrh   r2  (3.19)r   @2Wr@E2 1 D det@2Wr@E2 @2Wr@qa@qb   @2Wr@qa@E @2Wr@qb@E (3.20)Die Summe erstreckt sich uber alle klassischen Pfade der Energie E, die qa und qb verbinden;Wr ist die verkurzte klassische Wirkung des r-ten Pfades,Wr = Sr(qb;qa; t0) +E t0 = Z qbqa pr(q) dq; (3.21)mit t0 als der klassischen Laufzeit von qa nach qb. Bei der Ausfuhrung des Fourierintegralsin stationarer Phase gehen Pfade mit der Laufzeit Null verloren, d. h. (3.19) gilt nicht mehr,wenn qa und qb eng zusammenrucken; zu einem auch dann gultigen Ausdruck siehe [12].Um zur Zustandsdichte (3.13) zu gelangen, ist in Gsc(qb;qa; E) qa = qb zu setzen {an dieser Stelle erscheinen in der Theorie erstmals geschlossene, aber noch keine periodi-schen Bahnen { und uber qa zu integrieren. Integration in Sattelpunktsnaherung fuhrt zurStationaritatsbedingung pa = pb, d. h. unter allen zum Ausgangsort qa zuruckkehrendenPfaden werden nur jene berucksichtigt, die wieder mit dem ursprunglichen Impuls in dieBahn zurucklaufen. Erst das und nur das sind periodische Bahnen (Orbits).Wie erwahnt, werden von der semiklassischen Entwicklung Pfade der Lange Null nichterfat. Deren Beitrage mussen der Zustandsdichte gesondert hinzugefugt werden, die mandaher in zwei Anteile aufspaltet,D(E) = D0(E) +Dosc(E): (3.22)D0 ist der sogenannte Thomas-Fermi-Anteil,D0(E) = Z dDq dDp(2h)D  (E  H(p;q)) (3.23)
3.3. SEMIKLASSISCHE WELLENFUNKTIONEN 21der den mittleren semiklassischen Untergrund eben jener Bahnen der Lange Null liefert.Fur den oszillierende Anteil Dosc fand Gutzwiller [31] die Formel:Dosc(E) = OrbitsXr Trh 1Xn=1 1j det(Mnr   I)j1=2 cos nSrh   r2  : (3.24)Zu summieren ist uber alle primitiven klassischen Orbits (r) und alle Mehrfachdurchlaufe(n) dieser Orbits. Tr ist die Periodendauer des r-ten primitiven Orbits. Mnr wird Mono-dromiematrix genannt. Sie beschreibt die Stabilitat eines Orbits, genauer die Anderungenq?b ; p?b der Endpunkte einer Bahn, wenn im Phasenraum die Anfangspunkte senkrechtzur Bahn um q?a ; p?a variiert werden,q?bp?b  = Mq?ap?a : (3.25)Die Stabilitatseigenschaften der Orbits werden anhand der Eigenwerte von Mnr klassiziert,wobei man zwischen stabilen (parabolischen) { nur in diesem Falle sind die Bewegungsglei-chungen integrabel { und instabilen (elliptischen und hyperbolischen) Orbits unterscheidet[32, S. 84]. Ein Orbit kann weiterhin isoliert oder nichtisoliert liegen. In vollstandig chaoti-schen Systemen sind alle Orbits isoliert und instabil.Gl. (3.24) wird heute als Gutzwillers Spurformel bezeichnet. Mit ihr wurde die au-ergewohnliche Bedeutung klassisch-periodischer Bahnen fur quantenmechanische Spektrenzum ersten Mal in dieser Allgemeinheit oenbar, und zugleich ruckte die Stabilitat der Bah-nen, im Gegensatz etwa noch zur Sachlage beim WKB-Verfahren, als zusatzliches Kriteriumins Blickfeld. Vor allem jedoch konnten semiklasssische Quantisierungsbedingungen zum er-sten Mal auch fur nichtintegrable Systeme abgeleitet werden. Verallgemeinerung erfuhrendie Quantisierungsbedingungen spater durch Miller [64].Tatsachlich erwies sich die Summe dann aber als nahezu pathologisch, da sie bei nichtin-tegrablen Systemen fur beliebige reelle Energien nicht absolut konvergiert (in chaotischenSystemen kann die Lange periodischer Orbits beliebig gro werden). Erst in jungster Zeitwurden durch Resummationsverfahren einige vielversprechende Fortschritte zur Behebungdieser Schwierigkeit erzielt [10, 11, 41, 21].3.3 Semiklassische WellenfunktionenVerglichen mit dem Stand bei semiklassischen Eigenwertspektren herrscht auf der Ebeneder Wellenfunktionen weit weniger Klarheit. Semiklassische Wellenfunktionen in integra-blen Systemen (assoziiert mit der klassischen Bewegung auf einem N -dimensionalen Torusim 2N -dimensionalen Phasenraum) sollten sich deutlich von denen in ergodischen Systemen(assoziiert mit der chaotischen Bewegung auf einer (2N   1)-dimensionalen Energieschaleim Phasenraum) unterscheiden. Erstere zeigen in der lokal gemittelten Wahrscheinlichkeits-dichte ZV dqj	(q)j2 (3.26)eine erhohte Intensitat an den Kaustiken (den Grenzen des klassisch erlaubten Gebiets), undraumlich sind die verschiedenen Teile (etwa die Knotenlinien) stark miteinander korreliert[7].
22 KAPITEL 3. PERIODISCHE BAHNENFur Wellenfunktionen in chaotischen Systemen wurde in der Erwartung, da hochange-regte Zustande mit Wigner-Funktionen korrespondieren sollten, die auf der Energieschalehomogen sind, ein irregulares Aussehen ohne nennenswerte raumliche Korrelationen ver-mutet [7]. Die konkrete Form der Wellenfunktionen allerdings war unbekannt.Erste numerische Experimente von McDonald und Kaufmann [59] schienen dieseHypothese zu bestatigen: die Kontenlinien hochangeregter Zustande eines Stationbillardszeigten einen irregularen maanderformigen Verlauf. Indes wurden schon damals auch andereWellenfunktionen beobachtet [58] (zitiert nach [16]), jedoch erst 1988 veroentlicht [60].Daher war es Heller [35], der den uberraschenden Tatbestand erstmals publik machte,da Wellenfunktionen in chaotischen Systemen haug entlang instabiler periodischer Or-bits konzentriert sind bzw. sein muten. Diese Erscheinungen wurden von ihm "Scars\ (zudt. "Narben\) genannt. Zugleich gab er eine erste, noch mehr heuristische Erklarung furdieses Phanomen anhand der semiklassischen Propagation eines Gauschen Wellenpaketes.In der Folge fand man Scars auch in anderen chaotischen Systemen [80, 25], sie konn-ten daruberhinaus sogar direkt in Mikrowellenexperimenten [76, 75, 73] und indirekt anWassserstoatomen in Mikrowellenfeldern [38] beobachtet werden.Es erscheint zunachst nicht zwingend, da periodische Bahnen auch fur die einzelne Wel-lenfunktion eine Sonderstellung einnehmen sollten. Die lokale Zustandsdichte %(q; E) gema(3.12) stellt sich in der Fomulierung uber den Zeitpropagator zwar dar als Fourierintegraluber alle geschlossene Bahnen,%(q; E) = 12h Z 1 1 dt K(q;q; t) e ihEt (3.27)keinesfalls jedoch nur uber periodische. Erst die in semiklassischer Naherung ausgefuhrteOrtsintegration, sprich Spurbildung in (3.13), die von %(q; E) zur Zustandssumme D(E)fuhrt, projizierte bei der Herleitung der Gutzwiller-Formel unter allen geschlossenenBahnen gerade die periodischen heraus.Erforderlich ist daher wenigstens eine lokale Ortsmittelung wie in (3.26), um semiklas-sisch genahert dann auch in Ausdrucken fur die Wellenfunktion zu periodischen Bahnen zugelangen. Das Scar-Phanomen lat hier aber zumindest Raum fur die Vermutung, da peri-odische Orbits Wellenfunktionen auch ganz elementar betreen und Eigenzustande mogli-cherweise sogar ganz, d. h. ohne lokale Mittelung auf periodischen Bahen zuruckfuhrbar seinkonnten (vgl. den folgenden Abschnitt). Unabhangig davon wird zunehmend der Versuchunternommen, neben den Energiespektren nun auch die einzelne semiklassische Wellenfunk-tion im Rahmen einer Theorie periodischer Orbits zu beschreiben. Wie bei den Spurformelnliegen die Hauptschwierigkeiten dabei in den Konvergenzproblemen einer Summe uber alleOrbits.Bogomolny [16] stellte als erster eine Beziehung zwischen den Wellenfunktionen undden periodischen Bahnen eines chaotischen Systems her. Aus der obengenannten Schwierig-keit heraus betrachtete er energetisch und lokal gemittelte Ausdrucke von Eigenzustanden,ZV dq 1N Xfng j	n(q)j2;wobei die Summe uber die Eigenzustande eines schmalen Energiefensters [E0  E;E0 +E];E  En lauft. Die Ortsmittelung fuhrt in semiklassischer Naherung zu periodi-schen Bahnen und die Energiemittelung dazu, da nur kurze Orbits beitragen, wodurch die
3.4. EIN SPEKULATIVER AUSFLUG 23Konvergenz einer Orbit-Summe garantiert wird. Er gelangt zu einer Formulierung fur diegemittelte Wellenfunktion, in der sich diese aus den Beitragen einzelner Orbits aufgebautdarstellt. Die Energieabhangigkeit der einzelnen Beitrage ist infolge der semiklassisch groenWirkungsphase betrachtlich; andert sich der Energieschwerpunkt E0, verschieben sich dierelativen Gewichte der Orbits. In der gemittelten Wellenfunktion konnen bei verschiedenenEnergien also ganz verschiedene periodische Bahnen dominieren.Berry [9] dehnte die Bogomolnysche Theorie auf den Phasenraum aus und leitetesemiklassische Ausdrucke fur die spektrale Wignerfunktion her.Agam und Fishman [1] gelang es schlielich erstmals, Ausdrucke fur individuelle Ei-genfunktionen zu erhalten. Ausgehend von einer Resummationsvorschrift von Berry undKeating [11] nden sie Darstellungen fur individuelle Wignerfunktionen in chaotischenSystemen, deren Projektion auf den Ortsraum dann die einzelnen Eigenfunktionen liefern.Insgesamt ist das Verfahren ausgesprochen kompliziert. Von denselben Autoren werden in[2] semiklassische Kriterien fur das Auftreten von Scars in chaotischen Systemen diskutiert.3.4 Ein spekulativer AusugDieser Abschnitt enthalt einige Uberlegungen zum Teil recht spekulativer Natur zum Verhalt-nis von Quantentheorie und periodischen Bahnen. Man nehme ihn als Anregung insbeson-dere fur einen moglichen Ausbau einer Theorie periodischer Oribts. Zugleich werden die inKapitel 5 fur eine anschauliche Deutung der numerischen Resultaten nutzlichen Bilder hiermotiviert.Wir beginnen mit einem erstaunenswerten Ergebnis aus Gutzwillers erster Arbeit[28]. Dessen ursprungliches Ziel war eigentlich gewesen, auf semiklassischem Wege genahertezwar, aber analytische Ausdrucke fur Atom- und Molekuleigenfunktionen zu nden, weshalber insbesondere die von Energie und Impuls abhangige Greensche Funktion untersuchte,F (pb;pa; E) = Z dqa Z dqb G(qb;qa; E) e ih (paqa pbqb) (3.28)= Xn n(pb)n(pa)E  En ; (3.29)deren Pole die Eigenwerte und deren zugehorige Residuen die Produkte der Eigenzustandein Impulsdarstellung n(p) = Z dq n(q) e ihpq (3.30)liefern. Sein Hauptargument fur F (pb;pa; E) (und gegen G(qb;qa; E)) war, da es im Falleeines typischen Atom- oder Molekulpotentials immer eine klassische Trajektorie gibt, die beigegebener negativer Energie E < 0 zwei Impulse pa und pb, die sich so ja nur in ihrer Rich-tung unterscheiden konnen, miteinander verbindet, wahrend eine solche Tajektorie fur zweiKoordinaten qa und qb nur existiert, wenn beide Punkte im (selben) klassisch erlaubtenGebiet liegen. Von F (pb;pa; E) versprach er sich daher bessere Approximationseigenschaf-ten, vor allem mit Blick auf die in klassisch verbotenen Gebieten liegenden Auslaufer derEigenzustande.Das Ergebnis seiner Rechnung war verbluend: Die semiklassische Approximation desWasserstoproblems (des Keplerproblems) lieferte fur den Propagator (3.28) zwar zunachstnur einen genaherten Ausdruck ~F (pb;pa; E), dessen Pole und zugehorige Residuen stellten
24 KAPITEL 3. PERIODISCHE BAHNENdann jedoch uberhaupt keine Naherungen mehr dar, sondern erwiesen sich als die exak-ten quantenmechanischen Eigenwerte und Eigenzustande3. Dieses Ergebnis erscheint aus-gesprochen mysterios, wird hier doch in Gestalt der Wellenfunktionen die Quantenmechanikselbst beliebig tief im klassisch verbotenen Gebiet durch eine semiklassische Entwicklungvollstandig reproduziert4. Die gleiche Exaktheit ndet sich dann auch beim harmonischenOszillator, wo sie zumindest mathematisch verstandlicher wird, da die semiklassische Nahe-rung (3.18) des Pfadintegrals (3.16) bis zu quadratischen Gliedern im Potential exakt ist,wenngleich die begriichen Schwierigkeiten bleiben.Ebenso fuhren die Vorteile von F (pb;pa; E), die in [29] zudem relativiert wurden, hiernicht weiter. Eine semiklassische Entwicklung (quadratischer Ordnung) zentriert sich imOrtsraum wie im Impulsraum immer um den klassischen Pfad und ist nur in einer begrenz-ten Umgebung der klassischen Losung exakt (und fangt nicht beliebig groe nichtklassischeImpulse ein, wie es tief im verbotenen Gebiet erforderlich ware.An dieser Stelle sei ein radikaler Umkehrschlu als Hypothese erlaubt:Die Observablen eines stationaren Quantensystems im Sinne der herkomm-lichen Quantentheorie lassen sich grundsatzlich immer exakt zuruckfuhrenauf eine Summe uber alle { verallgemeinerten { periodischen Bahnen diesesSystems. (3.31)Unter verallgemeinerten periodischen Bahnen verstehen wir hierbei entweder komplexe Or-bits (mit komplexen Wirkungen) oder solche klassisch-reellwertigen, die als "ungebunde-ne Orbits\ uber den unendlich fernen Punkt laufen. Letztlich sind naturlich auch kom-plexe Orbits, fur die Umkehrpunkte nicht existieren, ungebunden. Unten werden wir einmogliches Kriterium angegeben, um aus der Menge der ungebundenen Bahnen die "Or-bits\ auszuwahlen, wesentlich an dieser Stelle ist, da fur eine vollstandige Rekonstruktionder Quantenmechanik prinzipiell Bahnen vonnoten sind, die klassisch verbotene Bereicheentweder durchqueren konnen (komplex) oder uberqueren (ungebunden reell). Und da einediesbezugliche Entscheidung hier oenbleiben mu, verwenden wir den Begri der verallge-meinerten Orbits als einen, der beide Moglichkeiten einschliet.Die exakte Losbarkeit des Keplerproblems und des harmonischen Oszillators durch einensemiklassischen Ansatz wurde sich in das Schema (3.31) dann in der Weise einordnen,da jene beiden Systeme gerade diejenigen zwei spharischen Potentialformen sind, bei de-nen jede klassische (gebundene) Losung auch streng periodisch ist [48, S. 39], wodurch beiGutzwillers semiklassischer Approximation des Propagators F (pb;pa; E) gewissermaenautomatisch eine derartige Summe uber alle periodischen Bahnen ausgefuhrt wurde. Verall-gemeinerte Orbits waren bei diesen beiden Systemen insofern noch nicht zwingend, als hierauch klassische Orbits (reellwertig und gebunden) existieren, die den gesamten Ortsraumdurchlaufen.Zu betonen ist, da falls eine Identitat wie (3.31) bestehen sollte, sich diese unmittelbarnur an Beziehungen wie (3.8) oder (3.28) fur die Propagatoren oder (3.27) fur die Zu-standsdichte und nur mittelbar am einzelnen Eigenzustand oenbaren kann, da Orbits aller3 Im Lichte der aus ~F (pb;pa; E) folgenden exakten Eigenwerte und Eigenzustande sollte man bei~F (pb;pa;E) eigentlich nicht von einer Naherung sprechen, sondern lediglich von einer in der komplexenEbene "etwas anderen\, physikalisch aber gleichwertigen Darstellung des Propagators F (pb;pa; E). Sinddie exakten Eigenwerte und Eigenzustande einmal bekannt, kann ruckwirkend uber (3.29) ja auch immerF (pb;pa;E) rekonstruiert werden.4Dagegen gelang eine Losung des fur die Quantenmechanik so wichtigen Wasserstoproblems im echtenzeitgegitterten Formalismus des Funktionalintegrals erst vor wenigen Jahren [24, 43].
3.4. EIN SPEKULATIVER AUSFLUG 25Energien vonnoten sind, wahrend der einzelne Eigenzustand erst hinterher aus dem Propa-gator herausprojiziert wird. Das Entstehen der exakten quantenmechanischen Ausdruckefur die klassisch verbotenen Gebiete hatte man sich dabei so vorzustellen, da klassische Or-bits mit E > V (q) { beim Keplerproblem z. B. mit E  0 { diese Bereiche durchlaufen unddie entsprechenden Informationen in den Propagator einbringen. (Wir formulieren dies sovage, weil Gutzwillers semiklassische Approximation des Keplerproblems direkt ja ebenzunachst nur einen genaherten { oder mit Funote 3 "einen etwas anderen\ { Propagatorlieferte, aus dem dann aber die exakten Eigenwerte und Zustande folgten5).Das Pfadintegral nun zeigt, da der Bahnbegri, wenngleich in einer abstrakteren Formund dann stets im Sinne von "alle Bahnen zugleich\, auch der Quantenmechanik immanentist. Und tatsachlich erscheint es gerade von diesem Standpunkt aus nicht unnaturlich, eherschon von einiger Zwangslaugkeit, da in einem stationaren System, in dem gewisserma-en per Denition alles schon unendlich lange lauft, jede nichtperiodische Bahn, jeder niewiederkehrende Vorgang gegenuber allem Wiederkehrenden ganzlich zur Bedeutung Nullherabsinken mu. Es ist genaugenommen erst diese Vorstellung des unendlichfachen Auf-summierens identischer (Pfadintegral-)Beitrage, die fur periodische Bahnen in stationarenQuantensysteme nicht nur eine hervorgehobene, sondern eine ganz und gar singulare Stel-lung in dieser Allgemeinheit nahelegt, und die obige Hypothese (3.31) im wesentlichen tragt.Angenommen nun, ein Teilchen bewege sich in einem stationaren Quantensystem tatsach-lich auf allen periodischen Bahnen zugleich und auf keinen weiteren sonst ("Teilchen\ natur-lich im mehr abstrakteren Sinne des Pfadintegrals). Weil der positive und der negativeUmlaufsinn gleichberechtigt sind, bewege es sich auerdem in beiden Umlaufrichtungen zu-gleich. Letzteres konnte man als Zugleich von positiver und negativer Zeitrichtung auassenund es Simultanitat der Zeitpfeile nennen. Die Darstellung der Zustandsdichte (3.27) kannim Grunde ebenfalls schon als eine solche Simultanitat von Vorwarts- und Ruckwartsaus-breitung gesehen werden.Wurde man, um Hypothese (3.31) etwas zu konkretisieren, die semiklassischen Formeln,bei denen stets uber alle periodischen Bahnen und diese jeweils gewichtet mit ihrer Stabi-litatsmatrix (Monodromiematrix) summiert wird, als direkte Vorlage wahlen, erhielte manetwa folgendes Bild: Ein Teilchen bewegt sich auf allen periodischen Bahnen zugleich, wobeijede Bahn mit der Stabilitatsmatrix gewichtet ist. Dieses Bild ist nicht sehr attraktiv, dader Stabilitat einer Bahn kaum die "Aura\ einer primaren Eigenschaft anhaftet, die bereitsauf der "untersten\ Ebene erscheinen sollte. Eher weist eine Eigenschaft wie die Stabilitatauf das Vorliegen einer aueren Storung hin, die dem System diese Antwort abverlangt. Esbote sich an, das Auftreten der Stabilitatsmatrix mit dem quantenmechanischen Mepro-ze selbst in Zusammenhang zu bringen: Ein Teilchen bewegt sich auf allen periodischenBahnen zugleich. Der Meproze stort das System dergestalt, da jede Bahn mit ihrer Sta-bilitatsmatrix gewichtet in die Messung eingeht. Wie diese Storung auszusehen hatte, warenaturlich der springende Punkt. Klar ist zumindest, da man sich in diesem Moment bereitsnicht mehr auf dem Boden der herkommlichen Quantentheorie bewegt, da man aus derenSicht jetzt mit verborgenen Parametern operiert.5In diesem Zusammenhange auallend, da zu jenem Bild, das mit der Pfadintegraldarstellung (3.16)des ZeitpropagatorsK(qb;qa; t) gewohnlich verbunden wird { "Ein Quantenteilchen, das von (qa; ta) nach(qb; tb) lauft, nimmt alle Pfade q(t) zugleich.\ { kein Pendant, kein ebenso eindeutig "klassisch\ formuliertesBild fur den energieabhangigenPropagatorG(qb;qa; E) existiert, bei dem die BegrieOrt und Energie stattOrt und Zeit vorkommen muten.
26 KAPITEL 3. PERIODISCHE BAHNENDie obige Vorstellung einer simultanen Bewegung in beiden Umlaufrichtungen wurdedort mit einer "Simultanitat der Zeitpfeile\ assoziiert. Eine solche Simultanitat stellt imGrunde die formal vollstandigste Verkorperung jedweder Reversibilitat dar: Der zeitge-spiegelte Vorgang erscheint in den Gleichungen nicht nur als mathematisch gleichwertigeMoglichkeit, sondern als sogar simultan stattndend. Irreversible Vorgange, etwa im Sinneder Thermodynamik oder auch der quantenmechanische Meproze, konnten in Fortschrei-bung dieses Gedanken dann als Brechung dieser Symmetrie erscheinen { ein formales Prinzipfraglos nicht ohne Reiz.Der Gedanke eines simultanen Umlaufs in beiden Richtungen stellt jedenfalls anheim,das Besondere periodischer Bahnen gegenuber allen sonstigen geschlossenen Bahnen auerin dem Umstand, da die Bewegung q(t) nach jeweils der vollen Periode T wieder mit demursprunglichen Geschwindigkeitsvektor _q(t) in die Bahn zurucklauft,q(t+ T ) = q(t) , _q(t+ T ) = _q(t) ; (3.32)auerdem auch darin zu sehen, da nach jeweils der halben Periode T=2 bereits der positiveund der negative Umlauf, q+(t) und q (t), zusammenstoen und zwar mit entgegengesetz-ten Geschwindigkeitsvektoren:q+(t+ T=2) = q (t+ T=2) , _q+(t + T=2) =   _q (t + T=2) (3.33)Hieruber lat sich recht zwanglos ein Kriterium aufstellen, um selbst unter Bahnen, dieaus dem Unendlichen kommen und im Unendlichen verschwinden, noch die "Periodischen\auszuwahlen, namlich als jene, die obiger Anschlubedingung fur T=2 !1 genugen:limt!1q+(t) !1limt!1q (t) !1 , limt!1 _q+(t) =   limt!1 _q (t) (3.34)Das "Zusammenstoen\ im Unendlichen veranschaulicht man sich fur zwei Raumdimensio-nen am besten anhand einer Konstruktion wie der Riemanschen Zahlenkugel, bei der diePunkte der Ebene eindeutig auf eine Kugeloberache projiziert werden und alle im Unend-lichen gelegenen Punkte auf dem Nordpol der Kugel koalizieren. Ungebundene Orbits imobigen Sinne waren hierdann Bahnen, die auf der Riemanschen Zahlenkugel den Nordpolknickfrei (stetig dierenzierbar) durchlaufen, diesen also aus zwei diametral entgegengesetz-ten Richtungen erreichen. In drei Dimensionen hatte man sich den achen dreidimensionalenRaum auf die Oberache einer vierdimensionalen Kugel projiziert vorzustellen. Bei zentral-symmetrischen Problemen wie dem Keplerproblem z. B. waren solche ungebundenen Orbitsnur freie Bahnen mit dem Drehimpuls Null.Dienlich wird eine solche Erweiterung auf ungebundene Orbits, wenn etwa im Sinnevon Hypothese (3.31) oder auch fur einen weiterfuhrenden semiklassischen Ansatz Orbitsin Betracht zu ziehen sind, die klassisch verbotene Gebiete durch- bzw. uberqueren undbis Unendlich laufen, um hieruber z. B. die Wellenfunktionen einschlielich evanescenterSchwanze fur endlich hohe Potentialkasten auf periodische Bahnen zuruckzufuhren. An-geregt wird diese Ausdehnung (auch schon fur einen semiklassischen Ansatz) durch unserenumerischen Resultate in 5.4 und 5.6. Dabei stellt sich die vermeintliche Hauptschwierigkeitdes ehrgeizigen vollstandigen Programms (3.31) { die exakte Beschreibung der evanescen-ten, bis Unendlich reichenden Auslaufer der Wellenfunktionen { bereits scharf beim simplenBeispiel des eindimensionalen Potentialtopfes endlicher Hohe; eine exakte Rekonstruktiondieses Systems mittels verallgemeinerter Orbits sollte als erstes versucht werden.
3.4. EIN SPEKULATIVER AUSFLUG 27Das Wesentliche dieses Abschnitt noch einmal zusammengefat: Ausgehend von einerdurch das Pfadintegral insistierten Immanenz eines Bahnbegris auch in der Quantenme-chanik und getragen von der Vorstellung, da in einem stationaren { einem unendlich langelaufenden { System alles Periodische gegenuber allem Nichtperiodischen von singularerBedeutung sein sollte, wurde die vollstandige und grundsatzliche Zuruckfuhrbarkeit derstationaren Quantenmechanik auf die Gesamtheit der periodischen Bahnen eines Systemsals Moglichkeit erwogen. Die aus Grunden der Symmetrie hierdann auf jeder Bahn anzu-nehmende simultane Bewegung in beiden Umlaufrichtungen kann als eine Simultanitat derZeitpfeile aufgefat werden, die { als Prinzip genommen { den formal vollstandigsten Aus-druck fur die Reversibilitat eines Systems darstellen wurde. Der Gedanke eines simultanenUmlaufs in beiden Richtungen ermoglicht zudem eine zwanglose Ausdehnung des Begrisder periodischen Bahnen auch auf solche, die uber den unendlich fernen Punkt laufen.
Kapitel 4Berechnung gebundenerZustande in mehrdimensionalenPotentialmulden4.1 ProblemstellungDieses Kapitel befat sich mit der numerischen Losung der zeitfreien Schrodingergleichung @2@r2 + V (r) (r) = E (r) ; r 2 Rd (4.1)fur beliebig geformte zwei- oder dreidimensionale Potentialmulden. Insbesondere sind meso-skopische Systemabmessungen, also etwa L > 10, wenn  die de Broglie-Wellenlange und Leine typische Systemlange ist, ins Auge gefat, wodurch rechentechnische Leistungsgrenzenin praxi schnell erreicht sind. Konkret werden wir (4.1) dann ein KastenpotentialV (r) = V0  f(r) = ( 0 fur r 2 
KV0 fur r 62 
K ; (4.2)zugrundelegen, bei dem (f) die Stufenfunktion ist und und f(r) = 0 die Berandung desKastengebietes 
K in einem d-dimensionalen Ortsraum. Die Hohe des Randes betragt V0,d. h. der Energienullpunkt liegt auf dem Kastenboden. (Von der Kasteneigenschaft wird imnumerischen Verfahren selbst kein Gebrauch gemacht.) Gesucht sind nunmehr Eigenfunk-tionen und Energieeigenwerte gebundener Zustande, und zwar speziell in der Weise, da diezu einer xierten, ansonsten aber beliebig wahlbaren Energie  < V0 (z. B. der Fermienergie)nachstbenachbart gelegenen zu nden sind. Die Frage nach jeweils nur einigen Eigenlosun-gen ist numerisch vernunftig oder eher die einzig mogliche Art zu fragen angesichts derVielzahl von Zustanden in einem groen System. Alle Eigenfunktionen waren sukzessivedann durch "Durchstimmen\ von  zu erhalten.28
4.2. DISKRETISIERUNG IM DIFFERENZENSCHEMA 294.2 Diskretisierung im Dierenzenschema4.2.1 VorbemerkungenNumerische Losungen von Dierentialgleichungen (DGL) verlangen eine Diskretisierung (al-so eine Approximation) des dierentiellen Problems, die ublicherweise entweder im Gefolgeeiner Basissatzentwicklung im Funktionenraum (Fourierraum) oder direkt im Raum derunabhangigen Variablen (dem Ortsraum hier) vonstatten geht.Ist anzunehmen, da die gesuchten (und a priori ja immer unbekannten) Losungen hin-reichend gut nach einem geeigneten Basissatz entwickelbar sein sollten, sind Basissatzent-wicklungen oft das Mittel der Wahl. Als hierfur pradestiniert erweisen sich durch einfacheSymmetrien gepragte Aufgaben, denn da sich numerisch immer nur endlich viele Entwick-lungsglieder berucksichtigen lassen, die Basissatze also unvollstandig bleiben, sollten bereitsdie Ansatzfunktionen wesentliche (Symmetrie-)Eigenschaften der spateren Losung wieder-spiegeln. Andernfalls geraten entweder die Diskretisierungsfehler zu gro oder es mussenunverhaltnismaig viele Glieder mitgenommen werden, weshalb fur unsere beliebig geform-ten Elektroden dieses Vorgehen weniger geeignet ist.Demgegenuber ersetzen direkte Diskretisierungverfahren den Ortsraum in einem be-grenzten Gebiet durch eine diskrete Struktur, wobei die erreichbare Groe des Gebietes vonder Rechenkapazitat und der Feinheit der Maschen abhangt. Die gebrauchlichsten Verfahrenfur partielle DGL sind das Dierenzenverfahren und die Finite Elemente Methode (FEM).Ersteres uberfuhrt die partielle DGL auf einem ktiven Gitter in eine Dierenzenglei-chung und damit in ein algebraisches Gleichungssystem, das bei der SGL (auch fur dieFEM) naturlich zugleich ein Eigenwertproblem sein wird.Die FEM [61] zerlegt das Grundgebiet in kleine endliche (nite) Elemente, auf deneneinfachste Funktionen, z. B. Polynome zweiten und dritten Grades, deniert werden, derenKoezienten dann uber ein geeigentes Funktional zu bestimmen sind. Die FEM, die inder moderenen Ingenieurmathematik eine enorme Bedeutung besitzt, ist die machtigereMethode, da eine Anpassung der Maschenweite an lokale Gegebenheiten oder sogar wahrenddes Rechnung viel leichter zu bewerkstelligen ist als im Dierenzenverfahren.Jedoch gilt es folgendes zu bedenken: Die uns interessierenden Losungen sind hoch-angeregete Schwingungen (und keine Verformungen oder Spannungen), d. h. die minimaleMaschenweite wird durch die Wellenlange bestimmt und mu ohnehin im gesamten Gebietin etwa konstant gehalten werden. Ein dichteres Netz bote sich an hochstens zur getreuerenWiedergabe der Elektrodengeometrie. Deren genaue Form ist allerdings auf der Ebene derDiskretisierungsschrittweite relativ unerheblich, da ein etwas groberer Polygonzug ebenso-gut fur eine prinzipielle Betrachtung zur Rastertunnelmikroskopie taugt, wie ein feinerer.Vor allen Dingen aber steht uns die Hauptschwierigkeit, die Losung des machtigen Ei-genwertproblems, noch bevor. Die Diskretisierungsmatrix sollte hierzu von einfachster Ge-stalt sein, weshalb variable Schrittweiten ganzlich ausgeschlossen werden mussen. Die FEMbesae nun keine Vorteile mehr und wir wahlen das konzeptionell einfachere Dierenzen-verfahren.Anzumerken bleibt, da speziell fur die Helmholtz-Gleichung (r2+k2) (r) = 0, also furGebiete konstanten Potentials, eine weitere numerische Moglichkeit dadurch existiert, daFunktionswerte  (r) im Inneren dort vollstandig durch Integrale uber den Gebietsrand dar-gestellt werden konnen. Ridell [67] entwickelte auf dieser Basis ein Verfahren zur Losung
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Abbildung 4.1: Einbettung eines 2d-Potentialkastens 
K in ein rechteckiges Grundgebiet
G mit unendlich hohen Wanden (links) und dessen Diskretisierung auf einem aquidistantenGitter (rechts).der zweidimensionalen Helmholtz-Gleichung im Inneren beliebiger Polygone, mit dem auchdie meisten der bisherigen numerischen Resultate zu Quantenbilliards erzielt wurden. DerVorteil ist die reduzierte Dimension des Datenraums (Linie statt Flache, Flache statt Volu-men etc.). Diese Moglichkeit entfallt jedoch, wenn das Potential wie bei uns im Grundgebietortsabhangig wird.4.2.2 Prinzipielles zum DierenzenschemaIn (4.1) liegt eine elliptische Randwertaufgabe vor, deren originale Randbedingung das Ver-schwinden gebundener Losungen im Unendlichen fordert. Die numerische Behandlung muhingegen auf einem endlichem Gitter stattnden. Wir erzwingen ein Verschwinden deshalbbereits im Endlichen, indem der Potentialkasten in ein groeres Grundgebiet 
G einge-bettet wird, das von unendlich hohen Wanden begrenzt ist und dessen Berandung uberallhinreichend weit von der Berandung des interessierenden Potentialkastens entfernt bleibt(Abb. 4.1). Auf dem Rand von 
G ist dann  = 0 zu setzen. Dieses kunstliche Grundgebieteermoglicht, da die gebundenen Zustande auerhalb des Kastens 
K praktisch ungestortabklingen konnen, und liefert gleichzeitig die numerisch erforderliche Randbedingung furdas Verschwinden der Wellenfunktionen innerhalb eines endlichen Gebiets.Das Grundschema des Dierenzenverfahrens sei zunachst in einer Dimension skizziert:Uber das Einbettungsgebiet 
G, in diesem Falle die Lange Lx, wird ein Raster von aquidi-stanten Stutzstellen xi+1 = xi + h mit der Schrittweite h gelegt. Die Rander von 
G undauch von 
K sind im einfachsten Falle dahingehend zu korrigieren, da sie auf den ihnenam nachsten bendlichen Rasterpunkten zu liegen kommen, was zu den neuen Gebieten 
Gund 
K Anla gibt. Wir erhalten n innere Stutzstellen x1; : : : ; xn und die Randpunkte x0und xn+1 mit den zugehorigen Funktionswerten  i   (xi) { den "Auslenkungen\ { unddem Potential Vi  V (xi). Der zweite Dierentialquotient am Punkte xi ist gemad2dx2 (x) !  i 1   2 i +  i+1h2 ; xi+1 = xi + h (4.3)
4.2. DISKRETISIERUNG IM DIFFERENZENSCHEMA 31in einen Dierenzenquotienten zu uberfuhren, woraus eine Abhangigkeit unmittelbar be-nachbarter Gitterpunkte resultiert und fur die eindimensionale SGL das schwach gekoppelteGleichungssystem1h2 (2 + Vih2) i    i 1    i+1 = E i; (i = 1; : : : ; n) (4.4)mit der Matrixdarstellung1h2 0BBBBBB@ 2 + ~V1  1 1 2 + ~V2  1.. . . . . . . . 1 2 + ~Vn 1  1 1 2 + ~Vn 1CCCCCCA0BBBBBB@  1... n 1CCCCCCA = E0BBBBBB@  1... n 1CCCCCCA (4.5)entsteht ( ~Vi  Vih2). Dank der homogenen Randbedingungen  0 =  n+1 = 0 treten hier dieRandpunkte des Einbettungsgebietes uberhaupt nicht mehr in Erscheinung, die i. allg. sonstbei  1 und  n einieen wurden. (Ein fester inhomogener Rand ware im gegebenen Fallallerdings keine korrekt gestellte Aufgabe, da ein ganzlich anderer Losungstyp mit E = 0und ohne Eigenzustande die Folge ware [6].)Die Losung von (4.5) verlangt nunmehr die Losung des EigenwertproblemsAu = Eu ; u  ( 1; : : : ;  n)T ; (4.6)wo A 2 Sn;n die symmetrische Diskretisierungsmatrix ist, E der Eigenwert und u einn-dimensionalen Spaltenvektor, in dem die gesuchten Funktionswerte der inneren Punktedes Einbettungsgebietes zusammengefat sind.Man konnte versucht sein, im Auenraum der Elektroden (im monoton abklingendenTeil der Wellenfunktion) die Schrittweite groer und damit ortsabhangig zu gestalten (h!hi = xi+1   xi), um Diskretisierungspunkte zu sparen. Der Dierenzenoperator ware in 00i =  i+1    ihi+1    i    i 1hi(hi+1 + hi)=2 =  i+1hi+1Hi   2  ihi+1hi +  i 1hiHi ;mit Hi  (hi+1 + hi)=2h abzuwandeln, infolgedessen die Diskretisierungsmatrix jedochsofort unsysmmetrisch wurde. Da sich Eigenwertberechnungen aber wesentlich vereinfachen,wenn Matrizen symmetrisch sind, wir andererseits eher zu mesoskopische Abmessungen derPotentialkasten streben, bei denen der relative Anteil des Auenraums zuruckgeht, legen wirhinfort nur noch konstante Schrittweiten (aquidistante Gitter) zugrunde, und zwar sowohlinnerhalb einer Koordinatenrichtung als auch bezuglich der verschiedenen Raumachsen1,hx = hy = hz = h = konst: (4.7)Da zwanglos daraus symmetrische Diskretisierungsmatrizen resultieren, bleibt ursachlichnaturlich eine Folge des symmetrischen Dierentialoperators in (4.1).1Ein Dierenzenschema fur (4.1) mit konstanten, jedoch unterschiedlichen hx, hy und hz liee die Sym-metrie zwar ebenfalls unangetastet, wurde in zwei und drei Dimensionen aber nicht mehr das Herauszieheneines einheitlichen Faktors 1=h2 wie in (4.5) gestatten, was den Matrizen aber gerade ihre extrem einfacheund vom numerischen Standpunkt auerst vorteilhafte Gestalt verleiht.
32 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :1 2 3 45 6 7 89 10 11 12
ny=3z }| {nx=4z }| { nx=4z }| { nx=4z }| {266666666666664  2   2       2  2   2       2  2   2       2     2    2     2   2    2   2  2   2    2   2  2   2    2   2     2    2     2       2   2  2       2   2  2       2   2  377777777777775Abbildung 4.2: Links das Beispiel eines rechteckigen Grundgebietes mit 4  3 innerenPunkten, die fortlaufend (lexikographisch) durchnumeriert sind. Rechts die daraus resul-tierende, mit h2 multiplizierte Eigenwertmatrix. Die Hauptdiagonalememente \\ lautenaii = 4 + Vih2 und \2\ steht fur \ 1\.4.2.3 Diskretisierung in zwei und drei DimensionenIn zwei Dimensionen (kartesische Koordinaten) wird@2@r2 = @2@x2 + @2@y2 und  (r) =  (x; y): (4.8)Wir wahlen im einfachsten Fall ein rechteckiges Grundgebiet und ein aquidistantes Gitterder Schrittweite h, wobei nx und ny die Zahlen der inneren Punkte entlang der x-Achsebzw. y-Achse seien (Abb. 4.2). Die Koordinaten der inneren Gitterpunkte lautenrij = xiyi = i  hj  h; 1  i  nx; 1  j  ny; (4.9)und wir schreiben  ij   (xi; yi) und Vij  V (xi; yj). Vereinbarungsgema soll die Wellen-funktion auf dem Rand identisch verschwinden: ij = 0 fur i 2 f0; nx+1g oder j 2 f0; ny+1g: (4.10)Wird der zweidimensionale Laplaceoperator auf dem Gitter durch1h2 [ 4 ij +  i 1;j +  i+1;j +  i;j 1 +  i;j+1] (4.11)approximiert, anschaulicher auch als "Funfpunktstern\1h2 264 11  4 11 375 (4.12)bekannt, resultiert fur die stationare SGL das Dierenzenschema1h2 h(4 + Vijh2) ij    i 1;j    i+1;j    i;j 1    i;j+1i = E ij (4.13)
4.2. DISKRETISIERUNG IM DIFFERENZENSCHEMA 33mit 1  i  nx und 1  j  ny. (4.13) stellt ein System vonn = nx  ny (4.14)schwach gekoppelten Gleichungen fur die n unbekannten inneren Funktionswerte  ij undden Eigenwert E dar.Um (4.13) in der herkommlichen MatrixformulierungAu = Eu (4.15)mit einer nn-Matrix A und einem n-dimensionalen Eigenvektor u aufzuschreiben, ist mangenotigt, die zweifach indizierten  ij durch einen einfach indizierten Vektor u darzustel-len. Das bedeutet, da die (inneren) Punkte in irgendeiner Weise durchnumeriert werdenmussen.Bei einer fortlaufenden (einer lexikographischen) Numerierung der Gitterpunkte ent-sprechend Abb. 4.2 gilt die Zuordnungu` =  ij mit ` = i + (j 1)nx; (4.16)und wir wurden bspw. fur das Grundgebiet aus Abb. 4.2 mit 43 inneren Punkten die dortgezeigte Eigenwertmatrix erhalten.Im Grunde sind hier beliebige Numerierungen denkbar, die resultierenden Matrizen er-weisen sich aus numerischer Sicht jedoch keinesfalls als aquivalent, sondern unterscheidensich topologisch in der Anordnung der Nichtdiagonalelemente und besitzen im allg. auch un-terschiedliche Konditionen und Konvergenzeigenschaften. Wir wollen kunftig so verfahren,da wir mit  ij den durch den Gitterpunkt rij eindeutig lokalisierten Wert der Wellenfunk-tion bezeichnen, wahrend u = fu`g fur jenen eindimensionalen Vektor stehen soll, der ausder (in gewisser Weise willkurlichen) Zuordnung der Indizes fi; jg ! f`g hervorgeht, deraber letztlich Eingang in den numerischen Proze ndet. Wie in Abschnitt 4.4 auszufuhrenbleibt, benutzten wir aus Grunden eines schnellen Matrix-mal-Vektor-Algorithmus im wei-teren stets die lexikographische Zuordnung.In ganz analoger Weise gilt fur ein quaderformiges Grundgebiet in drei Dimensionen furden inneren Gittervektorrijk = 0B@ xiyizk 1CA = 0B@ i  hj  hk  h 1CA ; 1  i  nx;1  j  ny;1  k  nz; n = nxnynz: (4.17)und der Laplaceoperator r2 (x; y; z) wird mit  ijk   (xi; yi; zk) durch1h2 [ 6 ijk +  i 1;j;k +  i+1;j;k +  i;j 1;k +  i;j+1;k +  i;j;k 1 +  i;j;k+1] (4.18)approximiert. Deniert man den einfach indizierten n-dimensionalen Vektor u lexikogra-phisch gema u` =  ijk mit ` = i+ (j 1)nx + (k 1)nxny; (4.19)wurde bspw. fur nx = 4, ny = 3 und nz = 2 die in Abb. 4.3 skizzierte Eigenwertmatrixentstehen.Insgesamt ist fur die Diskretisierungsmatrix A folgendes charakteristisch:
34 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :
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3777777777777777777777777777777775Abbildung 4.3: Beispiel einer Eigenwertmatrix fur ein dreidimensionales quaderformigesGrundgebiet mit 4 3 2 lexikographisch numerierten inneren Punkten. Die Hauptdiago-nalememente \\ lauten aii = 6 + Vih2 und \2\ steht fur \ 1\.
4.3. DISKREKTISIERUNGSFEHLER 35 A ist auerst schwach besetzt als unmittelbare Folge der Diskretisierung einer (par-tiellen) DGL zweiter Ordnung. Fur hxjyjz = const wird A symmetrisch. Fur hx = hy = hz = h kann h daruberhinaus aus A herausgezogen werden, so daNichtdiagonalelemente nur die Werte 0 oder  1 annehmen. Den Matrix-mal-Vektor-Algorithmen bei der nachfolgenden Eigenwertbestimmung kommt das sehr zu gute. Das Potential geht nur in die Hauptdiagonale ein. Ohne Anderungen konnen somitauch beliebig "weiche\ Potentialmulden beschrieben werden, sofern den gebundenenZustanden in den Grenzen des Grundgebietes nur ein weitgehend ungestortes Ab-klingen ermoglicht wird. Daruberhinaus lassen sich in ein Grundgebiet auch mehrerePotentialmulden eingepragen. Die Form des Einbettungsgebietes und die Art der Numerierung bestimmen die To-pologie von A, d. h. die Anordnung der Nichtdiagonalelemente. Bei rechteckiger undkubischer Einbettung, wie wir sie verwenden, und lexikographischer Numerierung ent-stehen die besonders einfachen Linienmatrizen.Abschlieend zur Diskretisierung der Geometrie, d. h. zur Approximation der stetigenKastengeometrie 
K durch eine solche des Gitters, 
K , die bei uns uber eine Diskretisierungdes Potentials vonstatten geht und an jedem Gitterpunkt rij auf die binare Entscheidungif rij 2 
K then Vij = 0 else Vij = V0 (4.20)zuruckgefuhrt wurde. (Prinzipiell bestande durch "Verschmierung\ des Potentials auch dieMoglichkeit eines "Ditherings\.)Fur ein Vorgehen wie (4.20) sind zwei Fragestellungen denkbar: (i) Wie ist 
K auf einemgegebenen Gitter der Schrittweite h zu positionieren, damit 
K moglichst gut 
K appro-ximiert? (ii) Was ist die "eigentliche\ stetige Entsprechung eines gegebenen diskretisiertenPotentials Vij (einer Geometrie 
K)?Jede fundierte Antwort sahe sich der keineswegs trivialen Aufgabe gegenuber, ein geeig-netes Ma fur den Fehler j
K   
K j zu nden2. Wir sind pragmatischer vorgegangen: ImSinne der obigen Frage (i) wurden die Geometrien auf dem Gitter lediglich verruckt, umeventuelle Symmetrien von 
K in 
K zu wahren, um ansonsten nach (4.20) zu verfahren.Welcher stetigen Geometrie mit dem derart gewonnenen 
K dann in irgendeinem strengenSinne entsprochen wurde, kann bei unserer STM-Fragestellung als unerheblich angesehenwerden.4.3 Diskrektisierungsfehler4.3.1 Allgemeine FormulierungInnerhalb unseres numerischen Verfahrens existieren zwei Fehlerquellen:2Nichttrivial vor allem deshalb, weil das eigentliche Kriterium die resultierendenWellenfunktionen seinsollten. Der Geometrie eines Quantendrahtes kann z.B. exakt entsprochen sein, ihrer anderen Dispersi-onsrelation wegen konnen Gitterlosungen jedoch an einer bestimmten Energie einen evanescenten Verlaufhervorbringen, wo die kontinuierliche Losung oszillieren wurde. Die entsprechende Fragestellung vorausge-setzt, ware der Fehler mit der exakten Geometrie quasi unendlich, wohingegen ein etwas breiterer Draht(oder eine etwas hohere Energie) das qualitativ richtige Ergebnis geliefert hatte.
36 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :1. Die Dierenzenapproximation der SGL auf einem diskreten Gitter verursacht die hierso bezeichneten Diskretisierungsfehler, die systematischer Natur sind.2. Durch das Rechnen mit endlicher Genauigkeit und endlichen Abbruchschranken beider anschlieenden Losung des aus der Diskretisierung hervorgegangenen Matrixei-genwertproblems entstehen Fehler rein numerischer Herkunft, die prinzipiell zwarvermeidbar waren, mit realistischem Aufwand bei derart groen Problemen in derPraxis aber nicht zu unterbinden sind und, wie sich zeigen wird, den Vertrauensbe-reich tatsachlich spurbar einschranken.Fehler der ersten Art werden hier behandelt, solche der zweiten kommen in 4.4.2 und B.6.2zur Sprache.Ein wesentlicher Grund fur die folgende, fur eine gewohnliche numerische Anwendungungewohnlich ausfuhrliche Analyse der Diskretisierungsfehler war die schwierige Sachlagebei der numerischen Losung des groen Eigenwertproblems (vgl. 4.4), infolgedessen dasDiskretisierungsgitter uber Gebuhr weder fein sein sollte noch konnte und eine genauereKenntnis des Einusses der Schrittweite auf die verschiedenen Aspekte der Gitterlosungen(Eigenwerte, Verhalten im Innenraum, Verhalten im Auenraum) erstrebenswert erschien.Starker anwendungsorientiert geschriebene Textbucher zum Dierenzenverfahren (z. B.[79, 61]) behandeln Diskretisierungsfehler in der Regel fur normale DGL, es fehlen dagegendie diesbezuglichen Aussagen zu Eigenwertproblemen, die in unserem Fall gerade erforder-lich waren. Mathematisch tiefergehende Darstellungen wie [33] berucksichtigen zwar auchdiese (ebenda, Kap. 11.3), zur Gewinnung scharferer Aussagen bei einer konkreten Auf-gabe sind die Theoreme aber sehr allgemein und eher ungeeignet. Wir wahlen daher imfolgenden einen Zugang, der die Diskretisierungsfehler, aufgeschlusselt nach Eigenwert- undZustandsfehlern, strikt aus der Sicht der exakten (kontinuierlichen) Losungen beschreibt,d. h. wir setzen diese als bekannt und suchen die Gitterlosungen in deren Abhangigkeit zubestimmen. Die Besonderheiten der Problemstellung (Quantenbillards) sind dadurch guteinzubringen.Zur Notation: Aus Grunden der Lesbarkeit beschranken wir uns in den allgemeinenFormulierungen auf zwei Dimensionen. Neben exakten Kontinuums- und diskreten Gitter-zustanden,  (x; y) und  ij, sind die zugehorigen Eigenwerte E und Eh zu unterscheiden,was der untere, die Schrittweite anzeigende Index leisten soll. Ein aquidistantes Gitter derSchrittweite h nennen wir h-Gitter. Gegebenenfalls ist eine auf dem Gitter des Grundgebie-tes 
G denierte Punktmenge wie f ijg als eindimensionaler Vektor fu`g aufzufassen, wasim Konkreten immer eine bestimmte Abbildungsvorschrift fijg ! f`g der Indexmengenverlangt. Unten ist die genaue Form dieser Vorschrift jedoch irrelevant, weshalb wir stattfu`g die abstraktere Ket-Schreibweise j iji verwenden, wenn insbesondere die eindimen-sionale Sicht gemeint ist. Dabei gelte: h ij j fiji = Pij  ijfij. Die zum Grundgebiet 
Ggehorige Indexmenge fijg der Gitterpunkte sei IG.Die exakten Eigenfunktionen  (x; y) des Kontinuums und die Gittereigenvektoren j ijides diskretisierten Problems sind direkt zunachst gar nicht miteinander vergleichbar, da letz-tere lediglich eine diskrete Punktmenge verkorpern. Als naturliches Fehlerma bietet sichimmerhin an, die Abweichungen an den Gitterpunkten (xi; yj) zu nehmen, d. h.  (xi; yi)und  ij gegenuberzustellen. Allerdings sind nun Eigenzustande immer nur bis auf einenwillkurlichen Faktor, uber den gewohnlich im Sinne einer Normierung verfugt wird, eindeu-tig bestimmt, so da die Frage nach einem punktualen "Fehler\  (xi; yj)    ij erst dann
4.3. DISKREKTISIERUNGSFEHLER 37uberhaupt einen Sinn bekommt, wenn die Antwort unabhangig wird von diesen willkurlichenFaktoren, d. h. das Verhaltnis der Langen von j iji und j (xi; yj)i eine Festsetzung hierinmit erfahrt. Letztlich sind also die Vektoren j iji und j (xi; yj)i als Ganzes in Relation zubringen.Wir stellen unser Vorgehen zunachst schematisch dar: Es seiD̂ij j iji = Eh j iji (4.21)das Matrixeigenwertproblem des Dierenzenschemas mit D̂ij als Diskretisierungsmatrix,dem die Gittervektoren j iji zum Eigenwert Eh genugen. Wie bemerkt, sehen wir j ijiund Eh als unbekannt an und setzen nur voraus, da eine solche Eigenwertidentitat mitirgendeinem Eh existiert. Demgegenuber gehorchen die exakten  (x; y) zum Eigenwert Eim gesamten Grundgebiet 
G der SGL, symbolisch D̂ = E , was im Besonderen dannnaturlich auch an allen Gitterpunkten gelten mu: D̂ (xi; yj) = E (xi; yj) 8(ij) 2 IG. Dassind N lokal erfullte Dierentialidentitaten an den N Gitterorten, die man in moglichsterAnalogie zu (4.21) auch "vektoriell\ schreiben kann3:D̂ j (xi; yj)i = E j (xi; yj)i : (4.22)Um den gesuchten Zusammenhang zwischen f (x; y); Eg und fj iji ; Ehg herzustellen, er-setzen wir in der Eigenwertidentitat des Dierenzenschemas (4.21) die  ij durch die exaktenAmplitudenwerte  (xi; yi) d. h. wir tauschen in (4.21) j iji gegen einen Vektor j (xi; yj)i.Diese Substitution mu im allgemeinen die Identitat zerstoren, da eben der Vektor j ijidieses Matrixeigenwertproblem lost und nicht j (xi; yj)i. Um trotzdem eine Identitat zubewahren (um weiter ein Gleichheitszeichen schreiben zu konnen), fugen wir simultan mitdieser Ersetzung an jedem Gitterort ein zunachst unbekanntes Kompensationsglied Cij hin-zu: D̂ij j (xi; yj)i + jCiji = Eh j (xi; yj)i : (4.23)Da neben jCiji auch Eh als gesucht, also als variabel betrachtet wird, ist die Identitats-forderung allein noch nicht hinreichend fur eine eindeutige Bestimmung beider Groen.(jCiji konnte auf Kosten von Eh beliebig groe Anteile in Richtung j (xi; yj)i enthalten.)Eindeutigkeit wird aber erreicht durch die NebenbedingungjCiji ? j (xi; yj)i , k jCiji k ! min : (4.24)Beide Formulierungen sind hier aquivalent. Implizit erfahrt hieruber dann auch das an-gesprochene, a priori willkurliche Verhaltnis der Normen von j iji und j (xi; yj)i seineFestsetzung.In (4.23) uberfuhren wir nunmehr den Dierenzenausdruck D̂ij durch Entwicklung von (xi  h; yj),  (xi; yj  h) usf. in eine vollstandige Taylorreihe um den Gitterort (xi; yj) {D̂ij = D̂ jij + Fij { in den exakten Dierentialausdruck D̂ an der Stelle (xi; yj) pluseinen Restterm Fij, der die hoheren Ableitungen von  enthalt:D̂ j (xi; yj)i + jFiji+ jCiji = Eh j (xi; yj)i : (4.25)Der Vektor jFiji wird orthogonal zerlegt in einen Vektor in die Eigenwertrichtung j (xi; yj)i(mit dem Proportionalitatsfaktor Eh) und den hierzu senkrecht stehenden jfiji, d. h. der3Wir verwenden hier die abkurzenden Schreibweisen D̂ (xi; yj) statt D̂ (x; y)jxi;yj bzw. spaterr2 (xi; yj) statt r2 (x; y)jxi ;yj ; D̂ j i ware in Strenge zu lesen: j(D̂ )ij.
38 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :Eigenwertanteil in jFiji wird abgespalten:jFiji = jfiji+ Eh j (xi; yj)i mit hfij j (xi; yj)i != 0: (4.26)Fij, fij und Eh sind hier vollstandig ausgedruckt durch die exakten  , und d.h. hier alsbekannt anzusehen. Aus (4.25) entsteht:D̂ j (xi; yj)i+ jfiji+ jCiji = (Eh  Eh) j (xi; yj)i : (4.27)Der Vergleich mit (4.22) zeigt nun folgendes: Gleichung (4.27) geht gerade dann in (4.22)uber, erfullt sich also in ihrer (a priori mit Hilfe der Cij vorausgesetzten) Identitat, wennE = Eh   Eh und jCiji =   jfiji. Wegen jfiji ? j (xi; yj)i ist damit zugleich die zumZwecke der Eindeutigkeit erhobenene Nebenbedingung (4.24) erfullt. Wir konnen nunmehreine eindeutige Aussage uber die Eigenwert- und die lokalen Zustandsfehler in folgenderWeise machen: Bei der Ersetzung  ij !  (xi; yi) im Dierenzenschema, also D̂ij ij !D̂ij (xi; yj) auf der linken Seite und Eh ij ! Eh (xi; yj) auf der rechten, bleibt eineIdentitat, namlich jetzt (4.22), genau dann gewahrt, wenn der unbekannte GittereigenwertEh = E+Eh betrug, und auf der linken Seite die lokalen KompensationsgliederCij =  fijgema D̂ij ij = D̂ij (xi; yj)   fij : (4.28)im ursprunglichen Dierenzenschema der  ij, verglichen gegen eines mit den  (xi; yj),absorbiert ("verborgen\) gewesen waren. Letztere Aussage uber die lokalen Fehler der Git-terlosungen j iji werden wir dann am konkreten Fall naher diskutieren. Es lat sich jedochschon festhalten, da fij hier keinen punktualen Fehler,  ij    (xi; yj), angibt, sondernden Unterschied zwischen zwei Dierenzenoperationen am Punkt rij, ausgefuhrt einmal anj iji und einmal an j (xi; yj)i.Um nunmehr in den konkreten Fall einzutreten, schreiben wir uns zunachst das Matrixei-genwertproblem (4.13) des Dierenzenschemas, dem die Gittervektoren j iji zum EigenwertEh genugen, noch einmal kompakter in der Form[ r2ij + Vij] ij = Eh ij 8(ij) 2 IG; (4.29)r2ij symbolisiert jetzt den Funfpunktstern und Vij  V (xi; yj). Die exakten  (x; y) zumEigenwert E befriedigen andererseits im gesamten Grundgebiet 
G die SGL (4.1), alsoinsbesondere auch an allen Gitterpunkten (xi; yj),[ r2 + Vij] (xi; yj) = E (xi; yj) 8(ij) 2 IG; (4.30)womit das Analogon zu (4.22) gegeben ware. Nochmals anzumerken, da im Gegensatz zu(4.29) dies kein echtes (gekoppeltes) System von Gleichungen ist, sondern es sindN an jedemGitterpunkt lokal ("fur sich\) bestehende dierentielle Identitaten. Der folgende Schritt zu(4.23), d. h. die Ersetzung der  ij im Dierenzenschema durch die exakten Amplitudenwerte (xi; yj) unter simultaner Hinzufugung eines die Identitat wahrenden KompensationsgliedesCij, gibt dann: [ r2ij + Vij ] (xi; yj) +Cij = Eh (xi; yj) 8(ij) 2 IG: (4.31)Entwicklung von  (xi  h; yi  h) in eine vollstandige Taylorreihe um  (xi; yi) uberfuhrtden Funfpunktstern in den Laplace-Operator plus den Restterm Fij:[ r2 + Vij ] (xi; yj) + Fij +Cij = Eh (xi; yj) 8(ij) 2 IG; (4.32)
4.3. DISKREKTISIERUNGSFEHLER 39Fij =   2h2 1Xn=2 h2n(2n)!  @2n@x2n + @2n@y2n (xi; yj) : (4.33)Fur h ! 0 strebt Fij ! 0 und es konvergiert das Dierenzenschema wie zu fordern gegendas exakte Problem, wobei der in h fuhrende Fehlerterm mit h2 skaliert. Allgemein resul-tiert Fij hier ja daraus, da die exakte Losung der Dierenzenoperation unterworfen undanschlieend in den exakten Dierentialausdruck plus diesen Rest transformiert wurde:D̂ij (xi; yj) = D̂ (xi; yj) + Fij: (4.34)Konkret also:  r2ij (xi; yj) =  r2 (xi; yj) + Fij: (4.35)(Vij (xi; yj) ist auf beiden Seiten identisch und fallt heraus.) Fij verkorpert damit konkretalso gerade den Unterschied zwischen dierentieller und Dierenzenkrummung, und zwarunserem Vorgehen gema ausgedruckt durch Ableitungen eben der exakten  (x; y) amGitterpunkt rij.An dieser Stelle eine Zwischenbemerkung, um den Zusammenhang zwischen  ij und (x; y), wie er hier durch Cij bzw. Fij vermittelt wird, noch etwas auszuleuchten: Manbetrachte die ahnlich angelegte, doch simplere Poissongleichung, r2u = %, die diskretisiertanstelle des Eigenwertproblems (4.29) nur ein gewohnliches Gleichungssystem nach sich zogeund anstelle von (4.32) dann nur: r2u(xi; yj) + Fij +Cij = %(xi; yj) 8(ij) 2 IG:Der Vergleich mit r2u = % zeigt jetzt sofort Cij =  Fij; es gibt hier kein Zerlegungs- oderEindeutigkeitsproblem, da die rechte Seite x und bekannt ist. Anschaulicher noch, wennman bei der Ersetzung uij ! u(xi; yj) zunachst auf die Bewahrung einer Identitat vermittelsdes Kompensationsgliedes Cij verzichtet, und statt eines nun nicht mehr statthaften \=\einen vorlaugen Platzhalter, etwa ein \$\ schreibt: r2u(xi; yj) + Fij $ %(xi; yj) 8(ij) 2 IG:Man sieht: eine Identiat nach dem Ubergang uij ! u(xi; yj) bleibt gerade dann gewahrt,wenn Fij im ursprunglichen Dierenzenschema  r2ijuij = %ij "absorbiert\ gewesen war,und beim Ubergang uij ! u(xi; yj) gewissermaen "desorbiert\ wird. Fij kann dabei imursprunglichen Dierenzenschema enthalten gedacht werden sowohl in uij als auch in %ij.Das gibt dann zwei prinzipiell mogliche Lesarten eines Fehlers Fij, je nachdem, ob dieserauf der linken Seite uij oder auf der rechten %ij angerechnet wird:I. Die Gitterlosung uij wird als fehlerbehaftet angesehen, und zwar, weil beim Einsetzender exakten Losung in das Dierenzenschema nur dann eine Identitat gewahrt bleibt,wenn simultan auf der linken Seite Fij subtrahiert (Cij addiert) wird, gema r2ijuij =  r2iju(xi; yj)  Fij:Die als Dierenzenquotient genommene (positive) Krummung von uij fallt also umFij hoher aus als die entsprechend genommene von u(xi; yj). Man beachte, da keinwirklicher Vergleich mit der exakten dierentiellen Krummung r2u(xi; yj) moglichist.
40 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :II. Die Gitterlosung uij approximiert an allen rij punktweise exakt ein gestortes Kontinu-umsproblem  r2~u = ~% mit der modizierten rechten Seite ~%(xi; yj) = %(xi; yj) Fij .Man beachte, da ~% nur an den Gitterpunkten eindeutig bestimmt ist.Ein gewisses Pendant zu (II) ware bei der SGL ein um fij modizierter Potentialterm~V (rij) ij. Doch soll uns im weiteren nur Lesart (I) beschaftigen.Zuruck zu unserem Eigenwertproblem, wo nun jFiji gema (4.26) zu zerlegen ist. ZumBehelf der Ubersichtlichkeit kurzen wir ab:	ij   (xi; yj) (4.36)Die Zerlegung (4.26) liest sich damit:jFiji = jfiji+ Eh j	iji mit hfij j	iji != 0: (4.37)Erst die Nebenbedingung hfij j	iji = 0 macht diese Zerlegung eindeutig und ermoglichtdie Bestimmung von Eh: Eh = h	ij jFijih	ij j	iji : (4.38)Selbiges Resultat ware im ubrigen auch entstanden, wenn statt hfij j	iji = 0 die Extremal-forderung k jfiji k ! min zur Nebenbedingung erhoben worden ware, mit anderen Worten,die Zerlegung (4.37) ist zugleich diejenige mit der kleinsten euklidischen Norm fur jfiji (dasAquivalent zu k jCiji k ! min).Mit (4.37) gewinnt (4.32) die Gestalt[ r2 + Vij ] (xi; yj) + fij + Cij = (Eh  Eh) (xi; yj) 8(ij) 2 IG: (4.39)Und das kommt genau dann der Identitat (4.30) gleich { vgl. die Argumentation zu (4.27){, wenn Eh   Eh = E gesetzt und fij dem Dierenzenschema auf der linken Seite imSinne von (4.28) angelastet wird, was also schlielich zu folgender Aussage fuhrt: Die Dif-ferenzenapproximation liefert einen um Eh abweichenden GittereigenwertEh = E + Eh; (4.40)mit Eh gema (4.38), und einen solcherart gestorten Gitterzustand  ij, da fur diesen dieDierenzenoperation [ r2ij + Vij] am Punkt rij einen um fij niedrigeren Wert zur Folgehat als die gleichartige Operation an  (xi; yj):[ r2ij + Vij ] ij = [ r2ij + Vij] (xi; yj)  fij : (4.41)Es wird auch oenbar, da nur die orthogonale Zerlegung (4.37) in Gleichung (4.39) zu einemvollstandigen "Ausfallen\ der Identitat (4.30) und damit zu eindeutigen Storungen fij undEh fuhrt, was eine Korrespondenz zwischen  ij und  (x; y) herzustellen erst gestattet.Mit anderen Worten, die Eindeutigkeitsbedingung (4.24) ist zugleich die hier einzig moglicheund die obige Abbildung f (x; y); Eg ! fj iji ; Ehg liefert die tatsachlichen Gitterlosungen.Wir betrachten einen Spezialfall von (4.39): Besitzt die kontinuierliche Losung analogden Eigenzustanden eines unendlich hohen rechteckigen Kastens {  (x; y) / sin(kx) sin(ky){ im gesamten Grundgebiet 
G die Eigenschaft @2n@x2n + @2n@y2n (x; y) = cn (x; y); x; y 2 
G; n = 2; 3; : : : (4.42)
4.3. DISKREKTISIERUNGSFEHLER 41mit beliebigen reellen Zahlen cn, erlaubt Fij also die DarstellungjFiji = Eh j	iji () jfiji = j0i ; (4.43)folgt aus (4.41) wegen jfiji = j0i nunmehr  ij =  (xi; yj), d. h.  ij approximiert  (x; y) anden Gitterpunkten sogar exakt und der gesamte Diskretisierungsfehler schlagt im EigenwertEh zu Buche. Man vergleiche hierzu das auch auf einem Gitter analytisch losbare Beispieldes unendlich hohen Kastens aus Abschnitt A.14. In allen sonstigen von (4.43) abweichendenFallen wird  ij dagegen immer fehlerbehaftet sein.Die etwas unanschauliche Aussage (4.41) verscharft sich bei einem Quantenbilliard mitunendlich hohen Wanden und Vij = 0 im Inneren zu r2ij ij =  r2ij (xi; yj)  fij; (4.44)d. h. hier ist fij vollstandig als Unterschied der Dierenzenkrummungen anzusehen. Beieinem endlich hohen, jedoch sehr groen Potentialtopf, bei dem Vij im groten Teil von 
G(dem Kastenboden) denselben Wert besitzt und so jVij	iji zumindest "fast\ in Richtungj	iji zeigt, kann fij wegen jfiji ? j	iji noch "fast vollstandig\ der Krummung zugeschrie-ben werden.Die Gleichungen (4.33), (4.37) und (4.38) erlauben im Prinzip fur alle Probleme mitanalytisch bekannten Wellenfunktionen  (x; y) eine vollstandige Rekonstruktion der Git-terlosungen bzw. { dem aquivalent { eine exakte Angabe der Diskretisierungfehler. (Alle imKontinuum analytisch losbaren Falle sind es also auch auf einem Gitter.) Dagegen sind beiden eigentlich interessanten nur noch numerisch zuganglichen Problemen in der Regel zwargewisse plausible Annahmen uber  (x; y) moglich, wohl aber kaum wie in (4.33) gefordertuber (@2nx + @2ny ) (x; y).In einer Dimension lassen sich diese Dierentiationen immerhin vollstandig auf das Po-tential ubertragen, da dort d2n=dx2n bis auf das Vorzeichen mit der n-ten Potenz desOperators der kinetischen Energie zusammenfallt und die aus der rekursiven Vorschriftr2n (r) =  r2n 2( r2) (r) =  r2n 2 E   V (r) (r)=  E   V (r)r2n 2 (r) +  (r)r2n 2V (r)folgende Formel r2n (r) =  (r)(( 1)nE   V (r)n + n 1Xk=1r2kV (r)) (4.45)genutzt werden kann. Eine ahnlich einfache Auswertung in zwei (oder mehr) Dimensionenscheitert indes daran, da@2n@x2n + @2n@y2n = r2n   n 1Xk=1nk @2@x2k @2@y2n k (4.46)gerade keine Potenz von r2 darstellt, sondern schwer zugangliche Zusatzglieder aufwirft.4Im Eindimensionalen gilt hier fur die Gitterlosungen (ohne Normierungsfaktor):  i = sin(kxi) mitk = L;  = 1;2; : : : ; n (also die exakte Ubereinstimmung an den Gitterpunkten:  i =  (xi)) undEh = 2h2 [1 cos kh]. Wird andererseitsder FehlertermFi nach (4.33)mit Hilfe der exaktenEigenfunktionenberechnet, erlaubt dieser die Darstellung Fi = Eh (xi) mitEh =   2h2 1Xn=2( 1)n (kh)2n(2n)! =   2h2 coskh  1 + (kh)22  ;was geradewegs (4.40) bestatigt: E +Eh = k2 +Eh = 2h2 [1  coskh] = Eh!
42 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :4.3.2 FourierdarstellungEinen fur bestimmte Fragen gunstigeren Zugang bietet mitunter die Fourierdarstellung (x; y)  F 1(kx; ky)  ZZ +1 1 dkxdky (kx; ky) eikxxeikyy (4.47)mit der Transformierten(kx; ky)  F (x; y)  1(2)2 ZZ
Gdx dy  (x; y) e ikxxe ikyy: (4.48)Man kann direkt mit (4.35) starten,Fij = r2 (xi; yj) r2ij (x; y) (4.49)=  (E   Vij) (xi; yj) r2ij (x; y); (4.50)also mit dem Dierenzenschema, und die Transformationseigenschaft (x  h; y) = F 1eikxh(kx; ky) (x; y  h) = F 1eikyh(kx; ky)nutzen. Insgesamt entstehtFij =  (xi; yj) 4h2   E   Vij+ 2h2F 1h(cos kxh + cos kyh)(kx; ky)i: (4.51)Statt  (x; y) und (@2nx + @2ny ) (x; y) sind nun Abschatzungen von  (x; y) und (kx; ky)vonnoten. Insbesondere in der Anwendung auf mesoskopisch groe Potentialmulden solltensich uber (4.51) gewisse Fortschritte erzielen lassen, da das Charakteristikum dieser Pro-bleme { groe Bereiche oszillierender Moden, schmale evanescente Rander { eine hilfreicheParametrisierung der Fouriertransformierten (kx; ky) verspricht. Ein Nahziel wird dabeistets das Finden der Darstellung (4.37) fur Fij sein, um Eigenwert- und Zustandsfehler zuseparieren.4.3.3 Vollstandige Auswertung im eindimensionalen FallIn einer Dimension kann der FehlertermFi =   2h2 1Xn=2 d2ndx2n (xi) h2n(2n)! (4.52)vollstandig auf E,  (xi) und Ableitungen des Potentials V (x) zuruckgefuhrt werden, da d2=dx2 mit dem Operator der kinetischen Energie zusammenfallt, was die Anwendung von(4.45) gestattet. Die Summe dort uber (E   Vi)n lat sich zu einer Kosinusreihe erganzen,1Xn=2( 1)n(E   Vi)n h2n(2n)! = cospE   Vih   1 + (E   Vi)h22! ;so da insgesamt entsteht:Fi =  (xi)( 2h2 h1  cospE   Vihi  (E   Vi)   2h2 1Xn=2 h2n(2n)! n 1Xk=1 d2kdx2kV (xi)) :(4.53)
4.3. DISKREKTISIERUNGSFEHLER 43Speziell an allen Gitterpunkten mit konstantem oder linearem Potentialverlauf wird Fidurch Wegfall der Doppelsumme dann besonders einfach.Betrachten wir insbesondere ein Kastenpotential mit V (x) = 0 innen und V (x) = V0auen und nutzen im Auenraum die Relation cos(iz) =   cosh(z), folgtFi = 8><>>:  (xi) 2h2 h1  cospEhi  E ; f: : :g < 0 (innen) (xi) 2h2 hcoshpV0  Eh  1i+ V0   E ; f: : :g > 0 (auen)und damit fur (4.38)Eh = h	i j	ii 18<:innenXi (: : :)|{z}<0 	2i + auenXi (: : :)|{z}>0 	2i9=; (4.54)Alle Gitterpunkte im Innenraum tragen (mit 	2i gewichtete) negative Werte zum Eigen-wertfehler bei und alle Gitterpunkte im Auenraum positive. Liegt die Gitterschrittweitefest, fallt Eh daher monoton, je breiter ein Kasten wird, von einer bestimmten Kasten-breite an wird Eh negativ sein und jEhj hernach stetig zunehmen, um asymptotischin den Eigenwertfehler des unendlich hohen Kastens zu munden, der uberhaupt keine Au-enraumanteile besitzt. Hieraus darf allerdings nicht auf einen gleichermaen wachsendenFehler von  i geschlossen werden, der im Gegenteil stetig geringer wird, da Fi mehr undmehr der Form (4.43) zustrebt (vgl. auch Tabelle 4.1 auf Seite 50.)Nebenbei lassen sich auf diese Weise auch die in Anhang A mehr durch heuristischeUberlegungen gewonnenen exakten Gitterresultate reproduzieren, was sich am raschestenfur den unendlich hohen Kasten demonstrieren lat. Hier wirdEh = 2h2 h1  cospEhi  E (4.55)und uber (4.40) folgt das bekannte Gitterresultat:Eh = 2h2 h1  cospEhi ; E = k2 = (L)2;  = 1; 2; : : : ; n: (4.56)4.3.4 Zwei Ideen fur eine a posteriori-KorrekturBisher wurden die Gitterlosungen aus der Sicht der exakten Losungen betrachtet. In derPraxis sind diese naturlich gerade gesucht, und nur die numerischen Gitterresultate j ijiund Eh stehen zur Verfugung.Fur den eindimensionalen Fall wurde oben gezeigt, da bei einem endlich hohen Poten-tialtopf die Genauigkeit der Gitterzustande j ii stetig zunimmt, je breiter der Topf wird,da von einer bestimmten Kastenbreite an die Eigenwertwertapproximationen Eh zugleichdann aber immer schlechter werden. Es erhebt sich die Frage, ob aus der im mesoskopischenFall sehr hohen Genauigkeit der Gitterzustande j ii nicht Kapital fur eine Nachbesserungdes Eigenwertes Eh gezogen werden kann.Zwei Ideen fur eine Nachbesserung des Eigenwertes scheinen dem Autor diskussionswurdigund werden hier eindimensional formuliert:1. Man betrachte den Gitterzustand j ii als hinlangliche Naherung fur j	ii und appro-ximiere mit diesem den Fehlerterm Fi, was angesichts der geforderten Ableitungen
44 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :beliebiger Ordnung naturlich nur naherungsweise moglich ist:Fi    2h2 @4@x4 (xi)h44!   h212r2i+1 i+1   2r2i i +r2i 1 i 1h2  ~Fi:Nur der in h fuhrende Term O(h2) wird also berucksichtigt und die verbliebene 4. Ab-leitung dann durch einen Dierenzenausdruck approximiert. Mit Hilfe von ~Fi bestim-me man nunmehr genahert Eh,Eh = h	i jFiih	i j	ii  
 i ~Fih i j ii   ~Eh;um anschlieend den ursprunglichen Gittereigenwert Eh wegen (4.40) gema ~Eh =Eh    ~Eh zu korrigieren. (Anmerkung: Die Glieder r2i i in ~Fi lassen sich durch (xi); fi und Vi i darstellen.)2. Man betrachte den Gitterzustand j ii als hinlangliche Naherung fur die Wellenfunkti-on, den zugehorigen Eigenwert des Dierenzenschemas aber verwerfe man und berech-ne diesen stattdessen uber eine nachtragliche Fourieranalyse von j ii (im speziellenFall der homogenen Randbedingungen uber eine reine Sinusanalyse):j ii = NXn=1 cnsin(knx) =) ~Eh = NXn=1 cnk2n:Der Hintergedanke ist, da fur den unendlich hohen Potentialkasten ein Fourieran-satz (im Falle homogener Randbedingungen am eektivsten ein reiner Sinusansatz)nicht nur die Auslenkungen exakt liefert (was auch schon das Dierenzenschema tut),sondern zugleich auch die exakten Eigenwerte.Der Grad der Verbesserung liee sich anhand bekannter Losungen leicht quantizieren.Einer einfachen Ubertragung auf mehr Dimensionen steht allerdings vorerst im Wege, dadas zugrundegelegte asymptotische Verhalten  i !  (xi) fur L!1 bei den tatsachlich in-teressanten nichtseparablen Probleme in zwei und mehr Dimensionen, also  ij !  (xi; yj)fur Lxjy !1, nur fur gewisse Spezialfalle (rechteckiger Kasten endlicher Hohe) nahezulie-gen scheint. Eine genauere Analyse des Einusses der Kastengeometrie ware erforderlich.4.3.5 Quantitative ResultateZum Erhalt quantitativer Resultate bedienen wir uns der in Anhang A gefundenen exakteneindimensionalen Gitterlosungen fur die Potentialschwelle und den Potentialtopf endlicherHohe. Neben dem Eigenwertfehler Eh gilt es dabei die Fehler der Gitterzustande j ii zuanalysieren { die Vektoren jfiji bzw. jfii von oben. Das Vorliegen einer Dispersionsrelationin unseren Beispielen sowohl im Kontinuierlichen als auch auf dem Gitter {E(k) und Eh(kh){ ermoglicht, dies auf elegante Weise anhand von Wellenzahl kh und Abklingkonstante h {oder besser noch, weil schon die Ubereinstimmung in der Dimension einen anschaulicherenBezug zum Diskretisierungsparameter Schrittweite herstellt { anhand der inversen GroenWellenlange h = 2=kh und Abklinglange  1h zu tun. Insbesondere werden wir nach denrelativen Abweichungen von den Kontinuumswerten E; ;  1 fragen:EhE = Eh   EE ; h = h    ;  1h 1 =  1h    1 1 : (4.57)
4.3. DISKREKTISIERUNGSFEHLER 45Es ist anzumerken, da auf einem Gitter i. allg. nicht die Dispersionsrelation des Kontinuumsgilt, speziell fur Rechteckpotentiale nicht E = k2, sondern (A.15), weshalb uber die Fehlervon Eh und kh getrennt buchzufuhren ist.Der Problematik der endlichen Kasten am angemessensten ware, fur einen vorgegebenenPotentialtopf die kontinuierlichen Losungen mit denen der verschiedenen Gitter zu verglei-chen. Unglucklicherweise existiert hierbei nicht nur ein einziges mogliches Vergleichsregime,da wir es mit diskreten Zustanden zu tun haben, bei denen sich mit der Schrittweite immerdas komplette Zahlentripel (Eh; h; h) andert und lediglich die Knotenzahl (die Nummerdes Zustandes) als Invariante auftritt. Worin hierbei das Problem liegt, zeige ein Beispiel:Praktisch wird bei der Eigenwertberechnung die Energie in Gestalt von  vorgegeben. Wirwahlen daher die Energie als Abzisse und wollen nach dem Fehler der Abklingkonstanteh mit wachsender Schrittweite h fragen. Die Eigenenergien der Gitterzustande variierenjedoch ebenfalls mit h (vgl. Abb. 4.6), d. h. die direkte Dierenz h    fur einen heraus-gegrienen Eigenzustand fester Knotenzahl enthalt sowohl den Eekt der Energie als auchden der Schrittweite. Um den Einu der Schrittweite zu extrahieren, mute h auf dieEnergie von  normiert (interpoliert) werden. Je nachdem, ob man hierbei z. B. nach derkontinuierlichen Dispersionsrelation E = 2 + V0 oder nach der der Gitterlosungen (A.15,A.17) verfahrt, bedient man unterschiedliche Fragestellungen und erhalt auch (leicht) un-terschiedliche Antworten.Die Schwierigkeiten einer Energienormierung bei h und h lassen sich noch umgehen,wenn zunachst nur das Problem eines freien Teilchens (auf einem unendlichen Gitter) be-trachtet wird, das an einer Potentialschwelle der Hohe V0 reektiert wird (0 < E < V0,Eh = E). Auf einem h-Gitter lauten hier die Relationen kh(E) und h(E) fur die Wellen-zahl des oszillierenden bzw. die Abklingkonstante des evanescenten Teils, die Gln. (A.31)und (A.32) aus Anhang A: kh(E) = 1h arccos 1  h22 E (4.58)h(E) = 1harccosh 1 + h22 (V0   E) ; (4.59)wahrend im Kontinuum bekanntlich k(E) = pE und (E) = pV0   E gilt.Abb. 4.4 zeigt die relativen Fehler fur h und  1h fur V0 = 8 eV uber der Energie.Gegenuber dem Kontinuum wird  auf dem Gitter unter- und  1 uberschatzt; fur E = 4 eVund h = 0:4 A nden wir beispielsweise h um ca. 1% verringert und  1h um 1% erhoht.Dieses Verhalten kann unmittelbar aus dem Dierenzenschema heraus verstanden wer-den: In A.3 zeigen wir, da eindimensionale Gitterlosungen fur stuckweise konstante Poten-tiale formal dieselbe Gestalt besitzen wie im Kontinuumsfall, konkret also sin(khxi + ) imoszillierenden Mode (E > V = 0) und exp( hxi) im evanescenten (E < V0; xi > 0), wobeixi den Ort des i-ten Gitterpunktes bezeichnet und  einen hier nebensachlichen Phasen-faktor, der in der folgenden Gleichung unterdruckt wird. Das Dierenzenschema (4.4) liestsich fur die oszillierende Losungh 22 sin khxi   sin kh(xi   h)  sin kh(xi + h) = E sinkhxi:Enwicklung von sin kh(xi  h) in eine Tayloreihe liefertk2h   k4hh212 + : : : ( 1)j+1k2j h2j 2(2j)!=2 : : : = E;
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Abbildung 4.4: Fur ein freies Teilchen, das an einer Potentialschwelle der Hohe V0 = 8 eVreektiert wird (0 < E < V0), sind Wellenlange h und evanescente Abklinglange  1h derGitterlosungen (Losungen des diskretisierten Problems) mit ihren kontinuierlichen Pendants und  1 verglichen. Dargestellt sind die relativen Abweichungen in Abhangigkeit von derEnergie. Die einzelnen Kurven gehoren (mit wachsendem Abstand von der Nullinie) dabeizu den Gitterschrittweiten h = 0:2; 0:4 (gestrichelt), 0:6; 0:8; 1 A (durchgezogen).
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Abbildung 4.5: Fur das gleiche Problem wie in Abb. 4.4 sind die relativen Anderungendiesmal dargestellt in Abhangigkeit von den Verhaltnissen Schrittweite zu exakter halberWellenlange,   2h=, bzw. Schrittweite zu exakter Abklinglange,   h= 1 { die Gln.(4.60) und (4.61).
48 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :wahrend selbiges Vorgehen praktiziert mit exp( hxi)2h + 4hh212 + : : : + 2jh h2j 2(2j)!=2 : : : = V0   Enach sich zieht. Der in h fuhrende Korrekturterm ist im ersten Falle negativ { zur Kom-pensation (um zur gleichen Energie zu gelangen) mu kh geringfugig gegenuber k erhohtsein {, im zweiten Falle dagegen positiv, weshalb h kleiner zu sein hat als . Das Vorzei-chen der Korrektur ware fur jede Gitterfunktion f(xi) mit f (4)f > 0 und f 00f < 0 bzw.f 00f > 0 entstanden. Wir konnen schlufolgern, da zu gegebener Energie Wellenlangen os-zillierender Gittermoden grundsatzlich kleiner sind als im Kontinuum, wahrend monotone(evanescente) Moden langsamer abklingen.Ferner resultiert die gegenlauge Tendenz in Abb. 4.4 fur h und  1h entlang derEnergieachse simplerweise aus dem Umstand, da  bei kleinen Energien maximal wird,das Verhaltnis h= somit besonders gunstig ausfallt, wahrend sich die Lage fur  1 geradeentgegengesetzt darstellt.Instruktiv scheint daher auch, die obigen Dierenzen nicht nur uber der Energie, son-dern auch uber den dimensionslosen Zahlen   2h= bzw.   h= 1 aufzutragen, dieSchrittweite also ins Verhaltniss zu setzen zu exakter (halber) Wellenlange =2 bzw. zuexakter Abklinglange  1. Entsprechend Eh2 = k2h2 = 22 bzw. (V0 E)h2 = 2h2 = 2fallt die Energie in diesen Relationen dann ganz heraus und wir nden (Abb. 4.5):h    = k   khkh =    arccos 1  22=2arccos [1  22=2] ;   h=2 ; (4.60) 1h    1 1 =   hh =    arccosh 1 + 2=2arccosh [1 + 2=2] ;   h 1 : (4.61)Wegen der auf einem h-Gitter durch Emax = 4=h2 nach oben beschrankten Energie {vgl. (A.6) auf Seite 82 und den anschlieenden Text { mu infolge des Eh2=2-Terms in(4.58) mit Emaxh2=2 = 2  22max=2 auch  durch 2=  0:64 nach oben beschranktbleiben5, wahrend  beliebige Werte annehmen kann. Aus Abb. 4.5 ist dann beispielsweisezu entnehmen, da fur h = =4 der Periodenfehler 12% betragt, wahrend eine vergleichbareAbweichung in der evanescenten Mode fur h  2 1 auftritt.Allerdings diskretisieren wir kein Streuproblem, sondern raumlich begrenzte Kasten mitdiskreten Spektren, die dizilere Probleme aufwerfen. Abb. 4.6 zeigt fur einen Potenti-altopf von 80 A Breite, in dem 36 gebundene Zustande existieren und die Nummer 26mit der Fermienergie von 4 eV korrespondieren wurde, die relativen Eigenwertfehler vonEh, h und  1h aufgetragen uber der Knotenzahl der Zustande. D.h. hier werden ohneEnergienormierung bei h und  1h die Eigenwerte der Zustande direkt gegenubergestellt.Von der Eigenwertgleichung (A.25) werden primar die kh geliefert und zwar generellgroer als die exakten k (die h sind wie bereits bemerkt also zu klein). Die Fehler vonh und kh liegen dabei in der Groenordnung h=Kastenbreite und werden somit auch ab-solut geringer, je breiter ein Kasten wird, was klarer dann Tabelle 4.1 dokumentiert. ZumVerstandnis betrachte man auch Abb. A.1 auf Seite 87.Aus den kh folgen h und Eh anschlieend uber (A.19) und (A.15). Bei kleinen Kno-tenzahlen besitzen Gitterlosungen in Abb. 4.6 eine geringfugig hohere Energie als ihre kon-tinuierlichen Pendants und weichen danach merklich nach unten ab. Erstaunlich mutet der5Beachte:  setzt h in Bezug zur Kontinuumswellenlange  und nicht zu der des Gitters h (letztereware durch 2h nach unten beschrankt), weshalb max auch 2= und nicht 2 ist.
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50 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :Fehler in ProzentBreite ! 20 A 40 A 80 A 160 A 320 A  0:88  0:46  0:24  0:12  0:06h = 0:2 A  1 0:88 0:48 0:23 0:11 0:06E 1:42 0:55 0:11  0:12  0:23  1:70  0:89  0:46  0:23  0:12h = 0:4 A  1 1:67 0:80 0:39 0:20 0:11E 2:01 0:27  0:54  0:96  1:17  3:18  1:68  0:85  0:43  0:21h = 0:8 A  1 2:93 0:97 0:53 0:35 0:26E 0:49  2:80  4:11  4:77  5:10  5:44  2:86  1:44  0:72  0:36h = 1:6 A  1 4:08 0:61 1:07 1:31 1:44E  13:38  18:29  19:31  19:83  20:09Tabelle 4.1: Relative Fehler in Prozent der Gittereigenwerte eines eindimensionalen Kastensbei Variation von Kastenbreite und Schrittweite, registriert jeweils fur denjenigen Eigenzu-stand, dessen Energie im kontinuierlichen Fall der halben Wandhohe am nachsten kommt(E  V0=2 = 4 eV).Koinzidenzpunkt bei  1h an, der, wie sich zeigte, unabhangig von V0 und der Kastenbreitemehr oder weniger deutlich ausgepragt stets nahe jener Knotenzahl erscheint, an der dieEnergie des kontinuierlichen Zustandes die halbe Wandhohe erreicht (E  V0=2), und zwarum so pragnanter, je breiter ein Kasten wird (je weniger die kh von k dierieren).Tabelle 4.1 zeigt daruberhinaus das Verhalten der Diskretiersierungsfehler bei Variationvon Kastenbreite und Schrittweite, und zwar jeweils fur denjenigen Eigenzustand, dessenEnergie im kontinuierlichen Fall der halben Wandhohe (Fermi-Energie) am nachsten kommt(E  V0=2 = 4 eV). Die mit h=Kastenbreite skalierenden h-Abweichungen wurden bereitserwahnt, die h liegen hier wegen E  V0=2 stets in der Nahe jenes Koinzidenzpunktes,wodurch deren Fehler relativ klein bleiben, sich dadurch aber auch { zumindest fur h = 0:8 Aund 1:6 A { einer einfachen Tendenzaussage weitgehend entziehen. Die Eh schlielich fallengegenuber E monoton, wenn Schrittweite und/oder Kastenbreite wachsen, was mit Hilfevon (4.54) und der anschlieenden Argumentation auch gut verstanden werden kann.4.3.6 ResumeeInsgesamt ist der Zusammenhang zwischen Gitterschrittweite, Eigenwertfehlern und Zu-standsfehlern bereits bei diesen einfachen Beispielen recht komplex, und ein Hochrechnenauf zwei und mehr Dimensionen kann nur mit Vorbehalt erfolgen. Fur die typische An-wendung eines Kastens von 80  50 A2 und h = 0:4 A legt Tabelle 4.1 fur Zustande mitE  4 eV immerhin Fehler unter 1% fur Eh, h und  1h nahe. Hinzuzufugen, da bei einerEigenwertstatistik (die in dieser Arbeit nicht erfolgte) weniger die absolute Genauigkeit derEnergieeigenwerte von Interesse ware, als die Wahrung der Niveauabstande und die Frage,in welchem Umfang eine Diskretisierung Niveaukreuzungen hervorruft.
4.4. ZUR LOSUNG DES EIGENWERTPROBLEMS 514.4 Zur Losung des EigenwertproblemsDie Details wurden nach Anhang B verbannt, an dieser Stelle wird das Verfahren im Uber-blick vorgestellt und Anhang C motiviert.4.4.1 GrundprinzipZu losen ist das Eigenwertproblem (4.15) der groen schwachbesetzten Diskretisierungsma-trix A fur einige wenige (10 : : :30) Eigenwerte j, und zwar speziell fur diejenigen, die zu nachstbenachbart liegen. Aquivalent ist dies der Aufgabe, die betragskleinsten Eigenwertevon A  I zu nden.Die Groe von A gestattet hier von vornherein nur die sogenannten vektoriterativenVerfahren, die mit einer Matrix-mal-Vektor-Vorschrift,w = Av, auskommenund die Matrixansonsten als Black Box behandeln. Deren Grundprinzip ist das Folgende: Sei fuig einvollstandiges Orthonormalsystem der Matrix A mit Aui = iui, wobei o.B.d.A.j1j  j2j  : : :  jnjangenommen werde. Ein beliebiger Startvektor v(0), den man sich immer im System der uientwickelt denken kann, v(0) = Pi ci ui; wird gema der Iterationsvorschrift v(k+1) = Av(k)wiederholt mit A multipliziert:v(1) = Av(0) = Xi ciAui = Xi ciiuiv(2) = Av(1) = Xi ciA2ui = Xi ci2uui... ... ...Fur j1j > j2j wird nach hinreichend vielen, sagen wir k, Iterationen in der rechtsstehendenSumme der Beitrag c1k1u1 des betragsgroten Eigenwertes 1 dominieren, wodurch sichaus v(k) letztlich Naherungen fur 1 und u1 gewinnen lassen. Vermoge einer geeigentenShift, z. B. A   nI, liee sich eine Konvergenz auch gegen n erreichen, ansonsten abergegen keinen anderen Eigenwert. Spezialfalle wie j1j = j2j brauchen an dieser Stelle nichtzu interessieren, da von praktischer Relevanz ohnehin nur die in Anhang B beschriebenensimultanen Varianten der Vektoriteration sind, bei denen stets mehrere Vektoren zugleichiteriert werden.Oensichtlich ist jedoch, da diese Verfahren einen spektralen Abstand der gesuchtenEigenwerte von allen ubrigen zur Voraussetzung haben (und desto groer dieser, desto besserdie Konvergenz), und da auf direktem Wege deshalb immer nur dominante (betragsgrote)Eigenwerte bestimmt werden konnen, niemals auf direktem Wege jedoch solche aus derMitte des Spektrums { wie bei uns vonnoten, aus der Umgebung von . Ist dies gefordert,arbeitet man gewohnlich mit der Inversen Vektoriteration,v(k+1) = (A  I) 1v(k); (4.62)weil die dominanten Eigenwerte der Iterationsmatrix (A   I) 1, also die betragsgroten(i  ) 1, gerade mit den gesuchten und am dichtesten bei  gelegenen i zusammenfallen.Praktisch wird man naturlich nie derart groe Matrizen wirklich invertieren, sondern loststattdessen bei jedem Iterationsschritt das Gleichungssystem(A   I)v(k+1) = v(k) (4.63)
52 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :nach v(k+1) auf. Die Koezientenmatrix A   I ist dabei indenit, da eine Verschiebungdes Nullpunktes in das Spektrum hinein zwanglaug negative und positive Eigenwerte zurFolge hat. Prinzipiell mu in unserem Falle sogar numerische Nichtregularitat angenommenwerden, da die Verschiebung um  obendrein gewissermaen "blind\ zum unbekannten undrecht dichten fig-Spektrum erfolgt, und  einem der i beliebig nahe kommen kann. Ausdiesem Grunde sind die verschiedenen schnellen (direkten) Losungsverfahren, die fur positivdenite Matrizen und da insbesondere fur rechteckige Grundgebiete existieren [66, S. 848],hier nicht anwendbar. Als einzige Moglichkeit kame wegen der Groe von A eine iterativeAuosung von (4.63) in Frage.Allgemein ist die Theorie der iterativen Losung groer schwachbesetzter Gleichungssy-steme [34, 57] weit ausgebaut fur positiv denite Matrizen, d. h. relativ sicher, klar undallgemeingultig dort hinsichtlich zu wahlender Iterationsparameter. Erprobte Codes sindverfugbar [66]. Gleiches gilt nicht fur den indeniten, speziell den nichtregularen Fall. Oh-ne einschrankende Positivitatsbedingungen arbeiten dort nur die modernen Mehrgitterver-fahren [34, S. 278], allerdings ist in den Konvergenzbeweisen, die die groe Schnelligkeitdieser Verfahren anzeigen, wenigstens implizit stets eine Regularitatsannahme enthalten[34, S. 331]. Ohne diese Annahme kommt man nur zu wesentlich schwacheren Aussagen(ebenda) und auch konnen im indeniten Fall Stabilitatsprobleme auftreten [34, S. 301].Ohnehin gibt es nicht das Mehrgitterverfahren schlechthin, sondern spezialisierte Variantenfur die verschiedenen Aufgaben, wobei der nichtregulare Fall allsamt wenig untersucht ist.(Selbst bei positiv deniten Aufgaben mussen die optimalen Iterationsparameter bei neuenMatrixbelegungen mehr oder weniger 'per Hand' eingestellt werden [66, S. 862].) Eine ei-gene Implementation eines Mehrgitterverfahrens fur den nichtdeniten Fall ohne oder mitnur sehr schwachen Regularitatsvoraussetzungen { eher Gegenstand wohl der derzeitigenmathematischen Forschung { zur Losung von (4.63) lie daher erhebliche Komplikationenerwarten.Um diesen Schwierigkeiten aus dem Wege zu gehen, wurde zur Eigenwertbestimmungganz auf die Inverse Vektoriteration verzichtet und stattdessen mit der quadrierten FormB = (A   I)2   I (4.64)iteriert, wozu ein Av{Algorithmus genugt. Die Verschiebung um  ist dabei so zu wahlen,da die kleinsten Eigenwerte von (A    I)2 zu dominanten von B werden. Der groe Vor-teil ist der Wegfall des zweiten, inneren Iterationsverfahrens zur Gleichungsauosung unddessen jedmaliger Justage bei neuen Matrixbelegungen. Die Form des Grundgebietes, diedie Matrixtopologie bestimmt und bei der iterativen Losung groer Gleichungssysteme ei-ne empndliche Rolle spielt, betrit hier nur noch die Av{Vorschriften und kann insofernrecht frei variiert werden. Der nicht unkritische Nachteil allerdings ist, da das Spektrumvon B verglichen mit dem von A fur eine Vektoriteration bedeutend ungunstiger wird (sehrschwache Konvergenz, bis zu 30.000 Iterationen bei unseren Anwendungen, Problem derAkkumulation von Rundungsfehlern in den Iterierten). Naher dargelegt ist dies in B.7, wowir die Konvergenzproblematik fur eine Iteration mit (4.64) naher untersucht haben.Unter den verschiedenen vektoriterativen Eigenwertverfahren wurde die Simultane Ite-ration gewahlt, speziell die aus der Litaratur bekannte Variante RITZIT von Rutishauser[70, 71], die Teilraumiteration und Tschebysche-Beschleunigung kombiniert. Zur Opti-mierung der Tschebysche-Beschleunigung sind gewisse Vorabinformationen uber das Ei-genwertspektrum forderlich, uber die wir dank geeigneter exakter Vergleichslosungen (An-
4.4. ZUR LOSUNG DES EIGENWERTPROBLEMS 53hang A) in ausreichendem Mae aber verfugen. Zur Minderung der Fehlerakkumulationmute RITZIT allerdings auf Kaskadensummation umgestellt werden.4.4.2 Uber die Matrix-mal-Vektor-AlgorithmenAn den Matrix-mal-Vektor-Vorschriften, in denen das Programm bei einer typischen An-wendung 99% bis 99.9% seiner Zeit verbringt, entscheiden sich zentral Rechenzeit und Auf-wand. Es ist angebracht, diesen Algorithmen mit Sorgfalt zu begegnen. Folgende, in derRegel miteinander konkurierende Aspekte spielen eine Rolle:1. Operationsbedarf2. Lokalitat63. Fehlerakkumulation4. ParallelisierbarkeitZur Lokalitat diese Bemerkung: Bei einem Gitter von 500 500 Punkten und 8-Byte-Zahlen belegt der einzelne Vektor 2.000.000 Byte. Fur ein einfaches Skalarprodukt w =av, wobei a die Hauptdiagonale der Matrix sein kann, mu folglich ein Adressraum vonsechs Megabyte realiter durchlaufen werden. Es ist leicht vorstellbar, da bereits bei einemSkalarprodukt ein externes Medium bemuht werden mu, und da ein von der Zahl derOperationen her optimaler Av{Algorithmus in der Praxis dann deutlich langsamer seinkann als ein diesbezuglich schwacherer, der in seinen Speicherzugrien aber lokaler arbeitet.Nur die Hauptdiagonale der Diskretisierungsmatrix A enthalt Informationen uber dasInnere des numerischen Grundgebietes, nur dort geht das Potential ein. Demgegenuber sindalle von Null verschiedenen Nichtdiagonalelemente vom Wert  1 und deren Anordnungwird allein durch die Geometrie des Grundgebietes bestimmt7. Aus Platzgrunden haltenwir daher nur die Hauptdiagonale von A im Speicher, wahrend Nebendiagonalelementeinnerhalb der Matrix-mal-Vektor-Algorithmen "on line\ zu rekonstruieren sind. Zumindestkann die Verschiebung A  I in (4.64), im Gegensatz zur Verschiebung mit , dann immerbereits vor dem Rechengang physisch ausgefuhrt werden (A  I  A) und wir benotigenfolglich eine Vorschrift fur w = (A2   I)v ; A  A  I; (4.65)Die einfachste Losung bietet hier zweifellos das rekursive Zuruckfuhren auf zwei einfacheAv{Operationen plus anschlieender Verschiebung, wozu ein Hilfsvektor h benotigt wird:w = A(Av)  v : (i) h = Av ; (ii) w = Ah  v : (4.66)Es ist zweckmaig, die zweite Multiplikation Ah ruckwarts auszufuhren, weil nach (i) dieunteren Teile von h und diag(A) im Speicher stehen, die bei einem Seitenwechsel sonstverworfen werden muten.6Betriebssysteme mit virtueller Speicherverwaltung (Paging) nutzen die Erfahrung, da zeitlich auf-einanderfolgender Programmcode uberwiegend in benachbarten Adressbereichen ablauft bzw. auf Datenaus benachbarten Adressraumen zugreift (Prinzip der Lokalitat) und laden jeweils nur aktuell benotig-te Speicherseiten in den Kernspeicher. Groere Adressprunge im Datenbereich konnen daher zu haugenSeitenwechseln mit deutlichen Eektivitatsverlusten fuhren.7und naturlich durch die Art der Numerierung der Gitterpunkte
54 KAPITEL 4. BERECHNUNG GEBUNDENER ZUSTANDE : : :Um im folgenden Mehrdeutigkeiten vorzubeugen und den algorithmischen Aspekt etwashervorzuheben, verwenden wir fortan fur alle nichtrekursiven Basisoperationen kalligraphi-sche Buchstaben: Av, Bv, Brv. Av steht fur Av oder Av, Bv fuhrt nichtrekursiv Bv aus,Brv desgleichen die r-te Potenz Brv.Sei A die Zahl der Nichtnullelemente einer Zeile bzw. Spalte in A, welche identisch istmit der Zahl der Summanden in einer Av-Prozedur { z. B. ist A = 5 in zwei Dimensionen(Abb. 4.2) und A = 7 in drei (Abb. 4.3) {, so betragt der unmittelbare Aufwand fur einenIterationsschritt (4.66), also fur den Algorithmus A(Av)  v:Aufwand fur (4.66)  n  2 [ opm + (A   1)ops ] + opms	 (4.67)mit n = dim(v) und den ublichen Abkurzungen: opm = Gleitkomma-Multiplikation, ops =Gleitkomma-Summation, opms = opm + ops. Traditionell werden Indexoperationen nichtmitgezahlt. In (4.67) wurde berucksichtigt, da die Nichtdiagonalelemente \ 1\ in A kei-ne Multiplikation erfordern. Hinzu kame der Verwaltungsaufwand zur Rekonstruktion derPositionen der Nichtdiagonalelemente, der bei einer komplizierten Grundgebietsgeometrierecht beachtlich sein kann. Alles in allem durfte (4.67) kaum zu unterbieten sein.Zur Fehlerakkumulation: Werden N Zahlen in der ublichen rekursiven Weise aufsum-miert, wachsen die relativen Rundungsfehler F  (N   1) [42, Kap. 2]. Verbesserungenlassen sich erreichen durch Summation in aufsteigender Groe und es gibt die gunstigereKaskadensummation, F  log2(N ), in beiden Fallen mussen allerdings alle Summandensimultan zur Verfugung stehen (ebenda und vgl. auch B.6.2, insbesondere Abb. B.1). Fureinen Iterationsschritt (4.66) betragt bei rekursiver Summation innerhalb von Av der Feh-ler somit F  1+2(A 1) (die vordere Eins stammt von der -Verschiebung) und fur einenk-schrittigen Iterationsblock w(k) = Bkv (4.68)dann F  k  [1 + 2(A   1)] = k  [2A   1]: (4.69)Diese Fehlerakkumulation ist bei, sagen wir, k  10:000 sehr wohl in Betracht zu ziehen undstellt eine ernste Schranke dar, leider kann aber die lineare Fehlerfortpanzung zwischenzwei rekursiven Matrix-mal-Vektor-Multiplikationen, A(Av) oder B(Bv), prinzipiell nichtunterbunden werden, da nach der inneren Multiplikation denitiv das erste Mal aufsummiertwerden mu. Allein innerhalb der elementaren Av{Prozedur bestande die Moglichkeit einerEinunahme8, wobei dort der Eekt z. B. einer Kaskadensummation wegen der geringenSummandenzahl aber ganz unwesentlich ware.Die Av{Algorithmen sind mit Sicherheit die am leichtesten zu implementierenden. Esgibt nun drei Grunde, daruberhinaus auch nichtrekursive, d. h. direkt quadrierende Proze-duren Bv oder uberhaupt hoher potenzierende Brv (r=1,2,: : : ) ins Kalkul zu ziehen.1. Die Parallelisierbarkeit von (4.66) ist gering, weil Schritt (ii) denitiv auf die Fer-tigstellung von (i) warten mu. Man wird einwenden, da die naturliche Form derParallelisierung einer simultanen Vektoritertation, bei der p Vektoren vj(j = 1; : : : ; p)zur gleichen Zeit iteriert werden, die parallele Ausfuhrung der Avj{Operationen seinsollte. Hierzu mussen jedoch groe, zum Teil Kopien der gleichen { etwa diag(A) {8Naturlich konnte man die Mantissenzahl der Iterierten auch generell erhohen, was aber zu bezahlenware mit erheblich mehr Speicherbedarf, groeren Datenstromen, haugeren Seitenwechseln, langeren Re-chenzeiten. Bewegt man sich bereits am Limit, ist dies nicht praktikabel.
4.4. ZUR LOSUNG DES EIGENWERTPROBLEMS 55Datenmengen durch jeden Prozessor geschleust werden und es kann sehr wohl vorteil-hafter sein, auf lokalerer Ebene in den Brv{Prozeduren zu parallelisieren.2. Es konnten Brv{Algorithmen existieren, die lokaler arbeiten oder mit weniger Ope-rationen auskommen als (4.66).3. Die Fehlerakkumulation kann verringert werden.Der letzte Punkt bedarf einer Erklarung. Wie erwahnt, lassen sich Rundungsfehlernur innerhalb einer elementaren Matrix-mal-Vektor-Prozedur mindern, wahrend uber re-kursive Aufrufe hinweg Fehler linear akkumuliert werden. Der Grundgedanke ware nun,vermoge hoherpotenzierender Prozeduren Brv die Zahl der rekursiven Matrix-mal-Vektor-Multiplikationen in (4.68) zu verringern, was i. allg. naturlich mit zusatzlichen Operationenin den Brv bezahlt wird, in denen dann aber eine optimierte Summationsreihenfolge undeine Kaskadensummation besser greift. Der Eekt zumindest fur die Kaskadensummationkann abgeschatzt werden:Sei Br in Analogie zu A die Zahl der Summanden in einer Brv{Prozedur, so lauten dieFehler fur einen k-schrittigen Iterationsblock (4.68) dann je nach Algorithmus genahert9:A(Av)   v : F  k  [1 + 2 log2(A)]; (4.70)Bv : F  k  log2(B); (4.71)Brv : F  k=r  log2(Br ): (4.72)Eine Verbesserung mit (4.72) gegenuber (4.69) tritt ein, wenn der QuotientQr = 1=r  log2(Br )2A   1 ; r = 1; 2; : : :unter Eins fallt, wegen Qr  1=r ist der Eekt allerdings nicht sehr gro. Durch elementareMultiplikation oder mit Hilfe des Satzes C.1 auf Seite 112 ndet man beispielsweise furunsere Diskretisierungsmatrix in zwei Dimensionen mit A = 5 (Abb. 4.2) fur die Matrix B(r = 1) die Zahl B1 = 13 und fur B2 (r = 2) die Zahl B2 = 41, und damit, wenn einmalim Sinne der Funote 9 exakt verfahren wird, Q1 = 2=3, Q2 = 1=2, also eine Halbierungder relativen Rundungsfehler mit B2v.Diese mehr abstrakten Uberlegungen konnen den konkreten Versuch mit einem re-al arbeitenden Brv{Algorithmus naturlich nicht ersetzen. Angesichts der Wichtigkeit derMatrix-mal-Vektor-Operationen bei den extrem schwachen Konvergenzraten unserer An-wendung und naturlich die Einfachheit der Diskretisierungsmatrizen vor Augen wurde daherspeziell einmal fur die von uns dann so bezeichneten Linienmatrizen { Verallgemeinerungender Matrixformen in Abb. 4.2 und Abb. 4.3 { ein Formalismus entwickelt (Anhang C), mitdem solche Brv{Prozeduren relativ geradlinig entworfen werden konnen. Konkret experi-mentiert wurde dann mit verschiedenen Bv{Prozeduren. Leider stand ein Parallelrechnernicht zur Verfugung, so da der vermeintliche Hauptvorteil noch nicht hinterfragt ist. Aufeinem Einprozessor-Rechner (RISC 6000 mit 16 MB RAM) benotigten Bv-Prozeduren we-nigstens das 1.5fache an Zeit wie (4.66). Gleichwohl das Resultat also zunachst negativausel, wurde mit Blick auf eine spatere Parallelisierung der Formalismus in Anhang Ctrotzdem dokumentiert.9 Strenggenommen gilt F  log2(N) nur fur N als Zweierpotenz, wahrend fur beliebiges N Parallelkas-kaden notwendig sind. Z.B. fur N = 13 = 23 + 22 + 1: F  3 + 2 + 1 = 6
Kapitel 5Billardzustande5.1 VorbemerkungenBerechnet man Billardzustande { worunter wir hier in Erweiterung des ublichen Sprach-gebrauchs gebundene Zustande sowohl in zweidimensionalen Kasten mit unendlich hohenals auch mit endlich hohen Wanden verstehen wollen { in irgendeiner willkuhrlich vor-gegebenen Kastengeometrie, so wird man nahezu auch beliebige Zustandsformen ndenkonnen. Bei entsprechend kurzen Wellenlangen unterscheiden sich energetisch benachbarteZustande ein und desselben Billards in ihrem Aussehen meist vollkommen und minimaleAnderungen des Systems haben oft drastische und globale Anderungen einer herausgegrif-fenen Eigenfunktion zur Folge [60]. Der einzelne Zustand im semiklassischen Limes konntedaher leicht als pathologisches Objekt eingestuft werden, gabe es nicht zugleich erfolgver-sprechende Ansatze, selbst die einzelne (semiklassische) Wellenfunktion im Rahmen einerTheorie periodischer Bahnen zu verstehen (vgl. Abschnitt 3.3 und die dortigen Zitate).Nach einem Uberblick zu bekannten exakten Losungen und unseren numerischen Testswerden im folgenden Zustande vorgestellt, die in den zur Simulation des STM-Abbildungs-prozees benutzten Potentialkasten von der Form einer Spitze gefunden wurden. Unser be-sonderes Augenmerk gilt in 5.4 und 5.6 dann zwei Systemen { dem nichtseparablen Rechteckund zwei Quantenbillards im Tunnelkontakt {, bei denen die Besonderheit der Problematik"Quantenbillards endlicher Wandhohe\ exemplarisch zum Ausdruck kommt.5.2 Exakte ResultateTatsachlich gibt es nur sehr wenige im Rahmen einer Einteilchen-SGL analytisch behan-delbare Quantensysteme mit gebundenen Zustanden. Setzt man weiterhin voraus, da dieBindung in Potentialkasten mit steilen Wanden erfolgen soll, so reduziert sich deren Anzahlauf die folgenden Beispiele: eindimensionaler Potentialkasten beliebiger Wandhohe rechteckige Potentialkasten mit unendlich hohen Wanden in beliebiger ganzzahligerDimension kreis- und kugelformige Potentialkasten beliebiger Wandhohe56
5.3. TEST DES NUMERISCHEN VERFAHRENS 57 dreieckige Potentialkasten mit unendlich hohen Wanden fur die Innenwinkelkombina-tionen (3 ; 3 ; 3 ), (2 ; 4 ; 4 ) und (2 ; 3 ; 6 ) [39], siehe auch [54].Daneben existieren naturlich noch jene simplen Erweiterungen auf hohere Dimensionen, beidenen sich die zusatzlichen Koordinaten abseparieren lassen.Besonders gravierend erscheint in diesem Zusammenhang, da die SGL bereits fur densehr einfach anmutenden Fall des zweidimensionalen rechteckigen Potentialkastens endlicherWandhohe nicht mehr separiert werden kann, also fur das PotentialVR(x; y) = ( 0; innen: (0 < x < a) ^ (0 < y < b);V0; auen, (5.1)da fur dieses { im Gegensatz zu dem des bekanntlich separablen unendlich hohen Kastens {keine Darstellung mehr in der gehorigen additiven Gestalt eines reinen x-Terms plus einesreinen y-Terms existiert. Um dies zu sehen, d. h. um zu einer analytischen Darstellung furVR(x; y) zu gelangen, defnieren wir uns zunachst eine "Topffunktion\T (x; a)  (x   a) + ( x) = ( 0 ; 0 < x < a;1 ; sonst; (5.2)die einen eindimensionalen Topf der Tiefe 1 und der Breite a beschreibt. Superposition nunje eines solchen x- und y-Topfes je der Wandhohe V0 und der Breiten a bzw. b gemaVsep(x; y) = V0 T (x; a) + T (y; b) = 8><>: 0; innen;2V0; x 62 (0; a) ^ y 62 (0; b);V0; sonst; (5.3)liefert sodann ein { infolge seiner Additivitat naturlich { seperables Potentialgebilde Vsep,das sich allerdings vom "echten\ Rechteck (5.1) noch insofern unterscheidet, als sich in denGebieten diagonal uber den Ecken, in denen beide Koordinaten auen liegen, der Wert 2V0ndet statt V0. Den echten rechteckigen Potentialtopf gibt dann erstVR(x; y) = Vsep(x; y)   V0 T (x; a)T (y; b) ; (5.4)wo durch Subtraktion eines x-y-Produktterms genau dieser Unterschied korrigiert ist. DieserProduktterm zerstort aber die Separabilitat.5.3 Test des numerischen VerfahrensDie Potentialkasten in dieser Arbeit, sofern sie zur STM-Simulation benutzt wurden, er-hielten wie in 2.1 erwahnt die Tiefe V0 = 8 eV und die Fermi-Energie wurde mit EF = 4 eVangesetzt, womit die Austrittsarbeit also ebenfalls A = 4 eV betrug. Die Energieeigen-werte der hier gezeigten Wellenfunktionen liegen dann immer in unmittelbarer Nahe zuEF = 4 eV.Die Diskretisierung erfolgte auf einem aquidistanten Gitter der Schrittweite h = 0:4 Ain einem rechteckigen Einbettungsgebiet, wobei die Symmetrien der Ausgangsgeometriengewahrt wurden. Im numerischen Verfahren selbst spielten diese Symmetrien keine Rolle(hier lag immer das volle Problem vor), sie ermoglichten aber eine einfache Kontrolle dernumerischen Genauigkeit. Gema unseren Ausfuhrungen in 4.3.5 sollten bei einer Schritt-weite von 0:4 A Diskretisierungsfehler bei Energieeigenwerten und Eigenzustanden unter1% bleiben.
58 KAPITEL 5. BILLARDZUSTANDEGetestet wurde das Eigenwertverfahren an einem 80 50 A2 groen Rechteck mit demseparablen Potentialgebilde (5.3), fur das neben den Kontinuums- auch die Gitterlosungenanalytisch bekannt sind (Anhang A). Nach ca. 20.000 Iterationen waren die exakten Git-tervektoren mit einer Genauigkeit von etwa 10 4, die Eigenwerte mit etwa 10 7 erreicht,wobei simultan i. allg. 20 Vektoren plus 4 oder 6 weitere zur Konvergenzbeschleunigungiteriert wurden. Abb. 5.1 zeigt auf der linken Seite die Betragsquadrate j (x; y)j2 einigerdieser Zustande an der Fermi-Grenze mit oensichtlich dem erwarteten Verhalten: der kor-rekten Symmetrie, einer sinusartigen Oszillation innen und einem exponentiellen Abklingenauen, wobei das Abklingen in Richtung der kurzeren Wellenlange (und somit hoheren ki-netischen Energie) korrekterweise langsamer erfolgt als quer dazu. Die leichten Streifen sinddarstellungsbedingt.Bei den j	j2 zeigenden Halbtonbildern stehen helle Pixel fur eine hohe Aufenthalts-wahrscheinlichkeit und dunkle fur eine geringe, mit Ausnahme des Untergrundes j j2  0,der zur besseren Kontrastierung der Elektrodenrander und der Knotenlinien wieder weieingefarbt wurde. In Abb. 5.1 markiert ferner der hellgraue Randbereich (entspricht dortder Untergrundfarbe) einmal das gesamte numerische Einbettungsgebiet.Um das Verfahren auch an einem weniger ideal mit der Gitter- und Grundgebietsgeo-metrie korrespondierenden System zu testen, wurden kreisformige Potentialtopfe hinzuge-zogen. Abb. 5.2 zeigt fur einen Kreis mit dem Radius R = 20 A einen Zustand relativ hoherDrehimpulsquantenzahl, der zugleich ein schones Beispiel fur die Korrespondenz zwischenklassischer Mechanik und semiklassischer Quantenmechanik im Falle eines separablen Sy-stems liefert: Ein klassisches Teilchen entsprechend hohen Drehimpulses bewegt sich aufeiner Rosettenbahn, die den zentrumsnahen Bereich ausspart (Drehimpulsbarriere) { dieWellenfunktion geht dort gegen Null.5.4 Das nichtseparable RechteckIm Anschlu an das separable Potentialgebilde (5.3) wurde ein "echter\ Potentialkastenvon 8050 A2 nach (5.1) bzw. (5.4) betrachtet, der bereits ein nichttriviales und analytischnicht mehr verizierbares Resultat aufwirft. Die Quantenzahlen kx und ky existieren nurnoch naherungsweise und sind { fur eine semiklassische Betrachtung besonders interessant{ allein durch den Potentialverlauf in einem klassisch nicht erlaubten Gebiet gekoppelt (dasklassische Problem bei dieser Energie ist separabel, das quantenmechanische nicht1).Rein optisch waren die gefundenen Zustande allerdings nicht von den bereits in Abb. 5.1links gezeigten zu unterscheiden, weshalb der dortigen Abbildung nur noch die Dierenzender Wahrscheinlichkeitsdichten,j (5.4)n (q)j2   j (5.3)n (q)j2 ; q  (x; y); (5.5)der Zustande beider Systemen hingefugt wurden. Wir bemerken, da eigentlich erst einesolche Konstellation { Beibehaltung der Randgeometrie, Anderungen nur im Auenraum{ den ganz direkten, quantitativen Vergleich der Zustande gestattet; der Ubergang inte-grabel , nichtintegrabel dagegen an einem unendlich hohen Billard vollzogen, erfordert dieVerbiegung des Randes und erlaubt den Vergleich nur noch mittelbar [60].1Weil der Hamiltonoperator auch die evanescentenRaumbereiche beschreibenmu, die in der klassischenHamiltonfunktion fur E < V0 gar nicht vorkommen
5.4. DAS NICHTSEPARABLE RECHTECK 59
 a) E = 4:038 eV   b) E = 4:075 eV   c) E = 4:097 eV   d) E = 3:892 eV   e) E = 3:938 eV  Abbildung 5.1: Links das Betragsquadrat j (x; y)j2 einiger Zustande des separablen Poten-tialgebildes (5.3) bzw. { da optisch in dieser Form nicht unterscheidbar { auch des "ech-ten\, nichtseparablen Kastens (5.4). Rechts die Dierenzen (5.5) einander entsprechenderZustande beider Systeme. Positive Dierenzen sind dabei hell, negative dunkel dargestelltund der Nullpunkt liegt im grauen Bereich.
60 KAPITEL 5. BILLARDZUSTANDE  Abbildung 5.2: j (x; y)j2 fur einen Eigenzustand mitE  4 eV in einem kreisformigen Potentialtopf mitdem Radius R = 20 A und V0 = 8 eV. GegenuberAbb. 5.1 ist die Pixelgroe hier verdoppelt.Bemerkenswert erscheint das unterschiedliche Verhaltnis der Dierenzenmuster zu ihrenAusgangswellenfunktionen { erkennbare Korrelationen zumindest der Knotenlinien wie inAbb. 5.1 (b) bis hin zu erstaunlicher Andersartigkeit in Abb. 5.1 (c) { und bemerkenswertinsbesondere, da bei manchen Zustanden diese Dierenzen die Form von periodischen Bah-nen (Scars) annehmen, Abb. 5.1 (d) und (e). Das heit, gleichwohl das System als Ganzennur sehr schwach nichtintegrabel geworden ist und die Zustande im wesentlichen und inihrer Topologie ganzlich unverandert bleiben, zeigen die Anderungen mancher Zustande inGestalt der Scars { Scars treten nur in chaotischen Systemen auf und sind an die Existenzinstabiler Orbits gekoppelt { ganz unmittelbar an, da der Ubergang integrabel , nichtin-tegrabel stattgefunden hat, gewissermaen die Anderungen am System "chaotisch\ waren.Warum jedoch gerade Zustand (e) "mit einem Scar antwortet\ und nicht dagegen der sehrahnliche Zustand (b), ist unbekannt. Eine weiterfuhrende Untersuchung sollte die Eigen-funktionen einmal bei einem allmahlichen Anwachsen der die Separabilitat zerstorendenAnteile des Auenraumpotentials studieren.Festzuhalten ist, da energetisch benachbarte Zustande qualitativ sehr unterschiedlichauf die kleine, hier die Separabilitat des Problems beruhrende Anderung des Auenraumpo-tentials2 reagieren, und da zweitens diese Reaktion als "Verlust\ oder "Einbau\ spezischerOrbits verstanden werden konnte. In ahnliche Richtung weist das in 3.3 referierte Ergebnisvon Bogomolny [16], der { allerdings fur ein vollstandig chaotisches System { zeigte, dain energetisch gemittelten Wellenfunktionen bei unterschiedlichen Energien Beitrage ganzunterschiedlicher Orbits dominieren konnen.Neu an diesem numerischen Experiment ist, da der Ubergang integrabel , nichtin-tegrabel in einem nur quantenmechanisch zuganglichen Raumbereich stattndet, d. h. diegewohnlich betrachteten klassisch-reellen Orbits (bis zur Energie V0) und deren Klassika-tion anhand der Stabilitatsmatrix (3.25) andern sich gar nicht.Im herkommlichen WKB-Verfahren lassen sich Wellenfunktionen ohne weiteres in denAuenraum hinein fortsetzen [12], in einer Theorie, die Zustande aus periodischen Bah-nen aufbaut, ist dies durchaus ein Problem. Zwar konnen fur eine endlich breite Tunnel-barriere bei Einfuhrung einer imaginaren Wirkung periodische Losungen im Inneren derBarriere gefunden werden (die Betonung liegt immer auf periodisch), die Schwierigkeit imvorliegenden Fall besteht jedoch darin, da der klassisch verbotene Auenraum sich bisUnendlich erstreckt, d. h. komplexe Bahnen verschwinden dort nichtperiodisch im Unend-2Klein ist strenggenommennicht die Potentialanderung an sich, aber die Auswirkungen fur die Zustandesind es, weil nur die evanescenten Auslaufer betroen sind und vor allem durch die Groe der Kasten dasrelative Gewicht des Auenraumes sehr klein ist.
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....................................... .... .... ................................................................................................................................................................................................................................................................................... ............................................................................................................................  ..................................................................................................40 A Abbildung 5.3: Mastabsgetreues Ab-bild einer Spitze mit dem Radius 8 Aund dem Flankenwinkel  = 90o.lichen. Ein denkbarer Ausweg ware die periodische Wiederkehr uber den unendlich fer-nen Punkt etwa im Sinne des Kriteriums (3.34), moglich vielleicht auch auf der Ebene derPropagatordarstellung3 die Hinzuziehung von "Orbits\ oberhalb V0, die mit quantenmecha-nischen Ressonanzen korrespondieren konnten und ebenfalls uber Unendlich laufen muten.Ein moglicher Ausweg waren also die in 3.4 so bezeichneten verallgemeinerten Orbits4.Im ubrigen gaben diese 80  50 A2 groen Rechtecke dann die Basis ab fur die STM-Probengeometrien, die durch Einbringen von Stufen, Graben, Ausstulpungen etc. in einerder 80 A langen Kastenseiten entstanden.5.5 Zustande in SpitzengeometrienAls Grundform fur die Spitzen diente ein (zweidimensionaler) gerader Kegel der Hohe 40 A,der am Apex mit einen Radius abschliet. (Abb. 5.3). Radius R und Flankenwinkel  sinddie zu variierenden Geometrieparameter. Betrachtet wurden Spitzen mit  = 600, 750 900,1150, 120o und R = 0; 1; 4; 8; 20 A.Fur R = 0 entarten diese Spitzen zu Dreiecken und waren fur  = 90o bzw.  = 60oexakt geometriegleich zu jenen in 5.2 aufgelisteten dreieckigen Kasten mit (2 ; 4 ; 4 ) bzw.(3 ; 3 ; 3 ) , die analytisch behandelbar sind. (Letzteres trafe hier allerdings nicht zu, daunsere Kasten nur endlich hoch sind.)Einen intuitiven Gesamteindruck vermitteln die 20 in Anhang D.1 en bloc gezeigtenZustande einer Spitze mit R = 1 A und  = 90o. Mit fortlaufender Nummer wachst dortder energetische Abstand zur Besetzungsgrenze EF = 4 eV. Die Zustande sind, wie eineVergleichsrechnung zeigte, noch nahezu identisch mit denjenigen eines (2 ; 4 ; 4 )-Dreiecks {der kleine Radius fuhrt noch zu keinen topologischen Anderungen.Fur R = 4 A bleibt die Topologie der meisten Zustande erhalten, doch nehmen manchebereits neuartige, durch langere Knotenlinien gekennzeichnete Formen an (D.2).Fur R = 8 A { die jeweiligen Ubergangsbereiche wurde nicht studiert { nden sichsolche Zustande dann verstarkt und ausgepragter (D.3a), doch ebenso besitzen einige nachwie vor noch eine sehr geordnete, fast ursprungliche Topologie (D.3 (b)).Im Bild der periodischen Bahnen kame man zu dem Schlu, da die durch den Radiusermoglichten neuen Klassen periodischer Bahnen von einigen Zustande sehr leicht "einge-3Zur einzelnen Energieeigenfunktion tragen im PO-Formalismus naturlich nur Orbits exakt dieser Ener-gie bei; Orbits anderer Energien waren nur uber den Propagator uber ein geeignetes semiklassisches Aus-schmieren einzubeziehen.4Anhaltspunkt einer tieferen Analyse mute sein, da beim separablen Potentialgebilde (5.3) im Ener-giebereich V0 < E < 2V0 instabile reelle Orbits existieren, die zwischen den diagonalen Ecken hin und herlaufen, sowie die vier "Superscars\ in den Kanalen von jeweils der Kastenbreite, die sich in x- und y-Richtungje nach Unendlich erstrecken. Alle diese Orbits entstammen aber bereits dem Bereich des Kontinuums!
62 KAPITEL 5. BILLARDZUSTANDEbaut\ werden, wahrend andere hiergegen eine bemerkenswerte Immunitat besitzen.D.4 zeigt schlielich einen Zustand in einer Spitze mit  = 120o und R = 1 A, der starkan ein Moire-Muster erinnert.5.6 Zwei Quantenbillards im TunnelkontaktUnser numerisches Verfahren zur Berechnung der Wellenfunktionen gestattet prinzipiellbeliebige Potentiale im Grundgebiet. Folglich lassen sich auch Gesamtwellenfunktionen furkombinierte Systeme bestimmen, die aus mehreren und nur durch eine kleine Tunnelbarrierevoneinander getrennten Kasten bestehen (bzw. hieruber Kontakt haben). Wahlt man dieKasten hinreichend gro, kommt die semiklassische Problematik der Quantenbillards zumTragen und man hat es oenbar mit Quantenbillards im Tunnelkontakt zu tun.Zu fragen ware, inwieweit das semiklassische Konzept periodischer Bahnen noch tra-gen kann, denn wie schon in 5.4 muten periodische Bahnen jetzt klassisch verbotenenGebiete durch- oder uberqueren. Als besondere "Provokation\ kann bei einem derartigennumerischen Experiment die Barriere auch beliebig niedrig gewahlt werden, so da die se-miklassische Beschreibung zwar fur das Kasteninnere adaquat sein sollte, nicht aber a prioriunter der Barriere, wo ein solcher Zugang gewohnlich hohe und breite Barrieren verlangt.Als erste Annaherung an ein derartiges Mehrkastenproblem wird hier die Kombinationaus einem Rechteck von 40  30 A2 und einem Kreis mit dem Radius 20 A vorgestellt.Gewahlt wurde eine bzgl. x spiegelsymmetrische Anordnung (vgl. die Bilder in Anhang D.5)und variiert wurde der y-Abstand d gema d = 0; 1; 2; 5; 10 A. Wir bestimmten wiederZustande mit Energien um 4 eV, setzen die Tiefe der Kasten diesmal jedoch nicht mit V0 =8 eV, sondern mit V0 = 5 eV an (Barrierenhohe damit nur 1 eV), um eine Kopplung ubereinen groeren Abstandsbereich hinweg zu ermoglichen. Mit Kreis und Rechteck wurdenbewut zwei Formen gewahlt, deren Eigenzustande gut bekannt, ausgesprochen einfach undzudem signikant verschieden sind, um Anderungen und eine gegenseitige Beeinussungbereits vom Augenschein her feststellen zu konnen.Einzeln sind die Billards (bis zur Energie E  V0) klassisch integrabel, der Kreis ist esauch quantenmechanisch, wahrend das Rechteck quantenmechanisch schwach nichtintegra-bel ist (vgl. 5.4). In den Einzelbillards existieren keine Scars, da die Einzelsysteme nichtchaotisch sind.Als Grundlage der Diskussion sind in Anhang D.5.1 20 Zustande des Systems bei ei-nem Abstand der Kasten von d = 2 A gezeigt. Diskutiert wird zunachst im Sinne einerStorungtheorie, aus der Sicht der Orginalzustande der einzelnen Kasten, wobei es dien-lich ist, einzufugen, da eine eindimensionale Rechteckbarriere gleicher Hohe (V0 = 5 eV,E = 4 eV) und Breite (d) die folgenden exakten Durchlawahrscheinlichkeiten (2.2) zurFolge hatte: d =A 1 2 5 10D1d 6:9 10 1 3:0 10 1 1:5 10 2 9:1 10 5 : (5.6)Die Durchlawahrscheinlichkeiten werden in unserem Falle geringer sein, da die Barriereauerhalb der Symmetrieachse breiter als d ist. (Auch d = 0 ist bei uns ein quantenmecha-nisches Tunnelproblem!)Eine Kopplung uber die Barriere hinweg wird begunstigt, wenn sich zu einem Origi-nalzustand der einen Elektrode ein energetisch nahegelegener Partnerzustand in der Gege-
5.6. ZWEI QUANTENBILLARDS IM TUNNELKONTAKT 63nelektrode ndet. Weiterhin entscheidet die Form der Wellenfunktionen (vereinfacht: dery-Impuls in Richtung der Gegenelektrode) uber die Starke der Wechselwirkung. Exem-plarisch hierfur zeigt der Zustand (i) keinerlei Intensitat im Kreis (zumindest bei dieserGraustufenauosung nicht), da der dominierende Rechteckzustand zum einen energetischisoliert liegt und zum anderen aufgrund seiner minimalen y-Impulskomponente auch kaumAnteile im Kreis induzieren kann.In den Bildern in D.5.1 lassen sich grob zwei Typen von Gesamtwellenfunktionen unter-scheiden:A Die Intensitat ist auf beide Billards annahernd gleichverteilt.Storungstheoretische Interpretation: Zur Energie des Gesamtzustandes nden sich Original-zustande in beiden Kasten. Die Gesamtwellenfunktion stellt sich dar als Linearkombinationdieser Zustande.B Die Intensitat ist auf ein Billard konzentriert.Storungstheoretische Interpretation: Zur Energie des Gesamtzustandes pat nur ein Orginal-zustand (oder auch mehrere bei Entartung) dieses einen Billards. Die Gesamtwellenfunktionbesteht im wesentlichen aus diesem Zustand plus dessen "Auslaufern\ in die Gegenelektrode.Die storungstheoretische Sicht ist naturlich nur partiell geeignet, da die Kopplung bei einemAbstand von d = 2 A nach (5.6) nicht unbedingt als klein bezeichnet werden kann. Einegenauere Analyse mute Niveauverschiebungen und Entartung berucksichtigen und auchdie Ergebnisse einer Storungsrechnung einmal explizit dagegenstellen.In dieser ersten Betrachtung richten wir das Augenmerk auf die besondere Form der"Auslaufer\ bei den Wellenfunktionen vom Typ B { die Bilder D.5.1 d, e, g, h, k, l, o, q{t.In den dort von der Gesamtwellenfunktion nur mit schwacher Intensitat bedachten Kastenexistiert oenbar kein energetisch passender Originalzustand { aus der Sicht des gegenuber-liegenden Originalzustandes ist dieser Kasten gewissermaen "leer\ { und es erhebt sich dieFrage, welche Gestalt die Wellenfunktion in diesen Gebieten annimnt.Nun, die Bilder legen hier den Schlu nahe, da sich in diesen Fallen Scars herausbildenund zwar entlang solcher periodischer Bahnen, die aus der Barriere austreten und in diesezuruckkehren. Dabei entscheidet die Gestalt der mit dem Hauptgewicht versehenen { derdominanten { Teilwellenfunktion in der Gegenelektrode, welche periodischen Bahnen zumTragen kommen, konkret, unter welchen Winkeln diese die Barriere verlassen. Beispielsweisezeigt Bild (f) im Kreis annahernd einen drehimpulslosen s-Zustand und anschaulich dannauch ganz folgerichtig im Rechteck einen Scar, der senkrecht zur Barriere steht. Die groerenDrehimpulse in (k) und (o) fuhren zu schrager auslaufenden Scars, die in den diagonalenEcken des Rechtecks reektiert werden, und der grote Drehimpuls in Bild (s) schlielichgeht mit einem bereits an den Seitenwanden des reektierenden Scar einher. Die Scarsim Kreis (und der dominanten Wellenfunktion im Rechteck) sind weniger markant, jedocherkennt man unschwer in den Bildern (d) und (g) dem Kreis eingeschriebene Siebenecke,d. h. Bahnen, die siebenmal am Umfang reektieren, und in Bild (e) sowohl Funf- als auchSechsecke.Was ist hieran bemerkenswert? Erklarungen fur Scars nden sich in der Literatur bisherstets an instabile klassische Orbits gekoppelt, an Systeme also, die bereits klassisch nichtin-tegrabel sind, an periodische Bahnen, um diesen Punkt herauszustreichen, die "Kenntnis\vom Gesamtsystem und dessen Nichtintegrabilitat besitzen. Solche globalen Orbits lassensich im vorliegenden Fall nur erhalten, wenn der Begri der periodischen Bahn (und der
64 KAPITEL 5. BILLARDZUSTANDEder Stabilitatsmatrix) entweder auf komplexe Bahnen (komplexe Wirkungen) verallgemei-nert wird, die die Barriere durchqueren konnen, oder auf solche klassisch-reellwertigen desKontinuums mit Energien E > V0, die als ungebundene Orbits uber den unendlich fernenPunkt laufen. Da die Antwort gegenwartig oen ist, sprechen wir wie schon in 3.4 und5.4 wieder von verallgemeinerten Orbits. Als Schwierigkeit tritt hinzu, da eine konsistenteBeschreibung hier auch den Einu der dominanten Teilwellenfunktion erfassem mute, dieja oben oensichtlich die Richtung der Scars bestimmt. Im Grunde ware die vollstandigeRuckfuhrung der quantenmechanischen Resultate auf verallgemeinerte Orbits zu leisten.Eine Hypothese daruber, ob die "Auslaufer\ der Wellenfunktionen vom Typ B grundsatz-lich die Scar-Gestalt annehmen, ist anhand der wenigen Beispiele nicht gerechtfertigt. Daeine Scar-Gestalt uberhaupt zustandekommt und welche periodische Bahn dann besetztwird, konnte immerhin so verstanden werden: Die Originalzustande der Einzelelektrodenwerden durch fur sie jeweils spezische Bahnengemische (aus verallgemeinerten Orbits)konstituiert, in denen bestimmte Bahnen dominieren. Bei Annaherung der Elektroden kop-peln diese Bahnen bevorzugt an ihnen ahnliche Orbits des Gesamtsystems, die ihrerseits inder Summe wieder die Gestalt der Gesamtwellenfunktion ausmachen. Bei Wellenfunktionenvom Typ B okkupieren die so angeregten Gesamtorbits in der Gegenelektrode ein vormals"leeres\ Gebiet und sind in diesem { da allein { auch trotz ihrer geringen Intensitat sichtbar;bei Wellenfunktionen vom Typ A entstehen dagegen in beiden Elektroden Bahnengemische,in denen im wesentlichen noch die Orginalzustande dominieren.Der Sprachgebrauch ist oensichtlich der einer Storungstheorie periodischer Bahnen,wie ja die ganze Argumentation im Geiste eigentlich das Bild jener in 3.4 hypothetischaufgeworfenen Quantenmechanik verallgemeinerter Orbits schon in sich tragt.Zwei bemerkenswerte Zustande seien noch aufgefuhrt:D.5.2 zeigt bei einem Abstand d = 0 einen in beiden Elektroden voll ausgebildetenScar-Zustand { einen tunnelnden Scar, denn auch d = 0 ist hier ein Tunnelproblem.In D.5.3 (a) ist links fur den Abstand d = 10 A ein Gesamtzustand zu sehen, bei demdie Intensitat fast ganz im Kreis und zwar in einem s-Zustand konzentriert ist { ein Spit-zenzustand getreu dem STM-Modell von Tersoff/Hamann [78]. Die Intensitatsverteilungim Rechteck bleibt bei dieser Auosung unsichtbar. Rechts wurden fur beide Innenraumenund fur den Auenraum jeweils separate Graustufenskalen verwandt. (Der Kreiszustanderscheint dadurch etwas groer.) Im Rechteck wird nunmehr der "Auslaufer\ des drehim-pulslosen s-Zustandes sichtbar { ein Scar in Richtung Kreismittelpunkt!Zum Abschlu sei nochmals betont, da die annahernd ideale Spiegelsymmetrie bzgl.der x-Achse in den Bildern stets das Resultat der numerischen (iterativen) Losung des Ei-genwertproblems war, wobei der Iterationsproze generell mit zufallsbelegten Startwellen-funktionen begonnen wurde, d. h. numerische Artefakte auf dieser, der "sichtbaren\ Ebenekonnen ausgeschlossen werden.5.7 Resumee und AusblickEinen Zugang zu den Phanomenen in nichtintegrablen semiklassischen Quantensystemenbietet allein die Theorie periodischer Orbits. Dabei ist die Rolle der Integrabilitat bzgl.ihres Einusses auf die statistische Verteilung der Eigenwerte bisher besser verstanden alsdie Auswirkungen auf die Gestalt der einzelnen Wellenfunktionen. Immerhin konnen alsoenkundigster Ausdruck eines chaotischen Systems Scar-Zustande angesehen werden, die
5.7. RES UMEE UND AUSBLICK 65mit instabilen Orbits korrespondieren. Anzufugen, da die Theorie sich gegenwartig nurgewohnlich-klassischer Orbits (gebunden und reell) bedient.In 5.4 wurde nun anhand des nichtseparablen Rechtecks endlicher Wandhohe V0 derUbergang von einem integrablen zu einem schwach nichtintegrablen System studiert, wobeidie Besonderheit darin bestand, da die Zerstorung der Integrabilitat in einem fur E < V0nur quantenmechanisch zuganglichen Raumbereich erfolgte. Bemerkenswerterweise besaenbei einem Teil der Zustande die hierdurch hervorgerufenen Anderungen (nicht die Zustandeselbst!) in den Wahrscheinlichkeitsdichten das Aussehen von Scars. Nimmt man den nachbisherigem Verstandis zwingenden Zusammenhang zwischen Scars und einem chaotischenSystem als Ma, lat dieses Ergebnis die Sicht zu, da der integrabilitatszerstorende ("chao-tische\) Charakter der Potentialanderung hier einen direkten Ausdruck in den Anderungender Wellenfunktionen ndet. (Eine weiterfuhrende Frage ware, ob dies auch in der Eigen-wertstatistik zu Tage tritt5.) Eine Beschreibung in einer Theorie periodischer Bahnen mutediese Dierenzen als Dierenzen von Orbits darstellen. Dabei waren in jedem Falle jene Or-bits mit V0 < E < 2V0 heranzuziehen, die dort aber bereits dem Bereich des Kontinuums(!)entstammen. Kleine Storungen, wie sie in der Monodromie-Matrix (3.25) betrachtet wer-den, fuhren zu ungebundenen Bahnen. Die grundsatzliche Einbeziehung komplexer oderungebundener Orbits, kurz, verallgmeinerter Orbits, liegt hier, vorsichtig gesprochen, nahe.In 5.6 { zwei Quantenbillards im Tunnelkontakt { fanden sich dann in Kasten, die fursich genommen integrabel bzw. nur schwach nichtintegrabel waren, Scars schlielich auchdirekt in den Zustanden (nicht nur in deren Anderungen), und zwar entlang solcher Tra-jektorien, die aus einem Kasten in den anderen laufen, die Tunnelbarriere folglich durch-oder uberqueren mussen. Hier nun ware eine Theorie verallgemeinerter Orbits endgultiggefordert. Die Tatsache, da die Scars ihrer Richtung nach stets als "Auslaufer\ einer in die-sen Fallen dominanten Teilwellenfunktion der Gegenelektrode erscheinen { wenn die Scar-Elektrode keinen energetisch passenden Originalzustand besitzt, "leer\ ist {, wurde plausibelin einer Art Storungstheorie periodischer Bahnen: Wellenfunktionen sind jeweils spezischeBahnengemische verallgemeinerter Orbits, deren einzelne Orbits bei einer Annaherung derKasten bevorzugt an ihnen ahnliche Orbits des Gesamtsystems (der Gesamtwellenfunktion)koppeln.Hat man es also mit einem bevorzugten Auskoppeln einzelner Bahnen oder Bahnensatzeaus einem Billard B1, die in Billard B2 dann als Scar sichtbar werden, zu tun? Wurde hierB2 um B1 herumgefuhrt { numerisch oder sogar experimentell (siehe unten) denkbar {,konnte der Bahnengehalt eines einzelnen Originalzustandes 	n mit der Energie En aus B1sogar gemessen werden. Wie kritisch ist die Form von B2? Klarerweise darf es dort keineneigenen Zustand bei En geben, um den Scar nicht zu uberdecken. Genugt aber, da derauszukoppelnde Scar im wesentlichen zur Auskoppelstelle zurucklaufen kann (ist also nurdie engere Umgebung des Scars wichtig), oder sind in B2 die dem Scar entfernteren Gebietegleichrelevant? (Immerhin mu auch ein Scar als Losung der SGL samtliche Randbedingun-gen erfullen.)Weitere numerische Untersuchungen bieten sich an: Eigenwertstatistik, Bewegung derEigenwerte bei Bewegung der Kasten gegeneinander (Niveaukreuzungen?) und Frage nach5Die Nachste-Nachbar-Statistik eines semiklassisch groen nichtseparablen Rechtecks durfte sich nurunwesentlich von einer Poisson-Verteilung unterscheiden, moglicherweise oenbart aber eine Statistikder Eigenwertanderungen gegenuber dem separablen System (5.3) Anzeichen des vollen Chaos (Wigner-Verteilung?)
66 KAPITEL 5. BILLARDZUSTANDEden hiermit einhergehenden Verschiebungen in den Gesamtwellenfunktionen bzgl. derenVerteilung auf die einzelnen Kasten; Dierenzen dabei jeweils zu den Originalzustanden.Vergleich mit den expliziten Ergebnissen einer Storungsrechnung. Untersuchung von Kastenmit identischen Spektren, z. B. zwei gleichgroe, gegeneinander verdrehte Rechtecke (gera-ten bei bestimmten Orientierungen identische Bahnen uber die Tunnelbarriere hinweg inResonanz?).Auch diesbezugliche Experimente mit zweidimensionalen Mikrowellenbillards [76, 75, 74]sind vorstellbar, z. B. indem zwei Billards uber einen schmalen Kanal, in dem bei der be-trachten Energie nur evanescente Losungen moglich sind (Tunnelbarriere), gekoppelt wer-den. Die Situation entspricht nicht ganz der obigen, da hier wieder unendlich hohe Wandevorliegen wurden. Nichtsdestotrotz, man wahle insbesondere zwei integrable Billards ohneScar-Zustande und rege im ersten einen Zustand 	n bestimmter Energie En an (der do-minante). Sind die Abmessungen des zweiten Billards dergestalt, da sich bei En dort keinOriginalzustand bendet, sollte man bei bestimmten Stellungen der Billards zueinander(Winkel zwischen Kopplungskanal und den Bahnen) im zweiten Billard { einem an sichintegrablen(!) { Scar-Zustande nden konnen, die aus dem Kanal austreten und in diesenzurucklaufen. Eine vorherige Simulation, z. B. mit dem hier verwandten Verfahren, sollteeine gunstige Anordnung vorgeben konnen.
Kapitel 6Konstantstromprole6.1 VorbemerkungenDer Wahl einer zu untersuchenden zweidimensionalen Spitze-Probe-Geometriekonstellati-on sind im verwendeten Modell fast keine Grenzen gesetzt. Wir konzentrieren uns hierauf drei idealtypische Probenformen: einen Graben, eine Kerbe und eine dreieckige Spitze(Dreispitz). Vorgestellt werden Simulationsrechnungen zur Abbildung dieser Strukturen imModus konstanten Tunnelstroms sowie die geometrische Entfaltung der STM-Prole mit deraktuellen Spitzenform nach dem in Abschnitt 1.3.3 erlauterten Verfahren von Reiss [68].Die Diskussion konzentriert sich dann auf diese beiden Punkte. Einige Ergebnisse bzgl. desGrabens nden sich bereits in [72].Als Spitzengeometrie diente die in Abb. 5.3 gezeigte (zweidimensionale) Kegelform mitaufgesetztem Radius, wobei Radien von R = 1; 4; 8; 20 A und Flankenwinkel von  = 75o,90o, 105o, 120o in Betracht gezogene Parameter waren.Fur die Berechnung des Tunnelstroms zwischen zwei voreinander plazierten Elektro-den im Transfer-Hamiltonian-Formalismus wurden jeweils die 10 der Fermi-Energie EF =4 eV nachstbenachbarten Zustande aus beiden Elektroden herangezogen. Mit diesen 10Zustanden berechneten wir auch die Linien konstanter lokaler Zustandsdichte (LDOS) beiEF oberhalb der Probenstrukturen (Abb. 6.1), die nach dem Standardmodell von Ter-soff/Hamann [78] den Konturen konstanten Tunnelstroms gleichzusetzen waren.6.2 Abbildung eines GrabensEin Graben von 20 A Breite und 10 A Tiefe, eingelassen in die langere Seite eines 8050 A2groen Rechtecks, stellt die abzubildende Probenstruktur dar. Die Linien konstanter LDOSin Abb. 6.1 geben die Grabenform gut zu erkennen, auch z. B. im Vergleich mit denjenigender Kerbe, gleichwohl insbesondere die scheinbare Grabenbreite mit wachsendem Abstandzur Oberache deutlich abnimmt.Die Abbildungen 6.2 und 6.3 zeigen dann im jeweils oberen Teil berechnete Konstant-stromprole und zwar fur drei unterschiedliche 90o-Spitzen mit den Radien R = 1; 8 und20 A. Diese Konturen reektieren kaum mehr die Grabenform, sondern sind weitgehenddominiert von der Geometrie der Spitze. Unterstrichen wird dies durch deren groe Ahn-lichkeit mit den zusatzlich eingetragenen Abtastkurven (gepunktet), die die Prole zeigen,67
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lemit wachsendem Spitzenradius ist vergleichbar mit der diesbezuglichen bei den Beruhrungs-kurven.Alle STM-Prole wurden anschlieend nach Reiss [68] mit der aktuellen Spitzengeo-metrie entfaltet. Die daraus resultierenden Kurven, die wir hier einfach die ReissschenKurven nennen wollen, sind je darunter dargestellt. Diese Entfaltung betrachtet eine STM-Abbildung als ein rein mechanisches Aufeinanderabgleiten von Probe und Spitze unterpunktformiger Beruhrung, d. h. ware eine Konstantstrom-Abbildung tatsachlich nur einsolches mechanisches Abtasten, muten die dergestalt zuruckgerechneten Kurven die Pro-benkontur an all jenen Punkten exakt reproduzieren, an denen ein geometrischer Kontaktmit dem Spitzenkorper hatte stattnden konnen. Dierenzen zur wirklichen Probengeome-trie geben somit Aufschlu uber die Unterschiede zwischen einem mechanischen Abtastenund einer echten (quantenmechanischen) Konstantstrom-Abbildung. Um den Eekt derEntfaltungprozedur zu verdeutlichen, wurden fur jeden tatsachlich vorliegenden { jedentatsachlich berechneten { Punkt eines STM-Prols (gelegen auf dem Diskretisierungsgitterim Raster der Schrittweite 0:4 A) dessen neue, entfaltete Position nur durch einen einzelnen,kraftigeren Punkt markiert und nicht wie bei den STM-Prolen durch stetige Kurvenzugeverbunden. Haufungspunkte und ebenso an relevanten Daten arme Kurvenabschnitte blei-
6.2. ABBILDUNG EINES GRABENS 69ben besser sichtbar.Voraussetzung fur eine eindeutige Entfaltung ist allerdings, da die Lage des Beruh-rungspunktes auf der Spitze aus dem Anstieg des STM-Prols allein eindeutig bestimmtwerden kann, was in zwei Dimensionen in der Regel gesichert ist bei Spitzenformen, dieim Kontaktbereich einen stetig sich andernden Anstieg aufweisen. Bei unseren Spitzen istdies erfullt fur alle Beruhrungspunkte entlang des Radius, nicht jedoch fur solche, die demSpitzenschaft zuzuordnen sind, auf dem der Anstieg konstant bleibt. Alle derartige Punktehaben wir im gegebenen Fall dann vereinfachend dem Ubergangspunkt 'Radius{Schaft'zugewiesen. (Im Hinblick auf eine solche Entfaltung ist ein kegelformiges Spitzenmodellnicht ideal.) Das ist auch der Grund, warum in Abb. 6.2 die Reissschen Kurven selbstfur die mechanische Beruhrung nicht strikt an den Oberkanten des Grabens enden { imGegensatz zu Abb. 6.3, wo kein Schaftkontakt erfolgt und alle Beruhrungspunkte eindeutigzuordbar bleiben {, sehr wohl die Spitzen auch in Abb. 6.2 bei einem Abgleiten nie dasGrabeninnere, sondern nur die oberen Kanten beruhren. Fur R = 1 A in Abb. 6.2 bleibt dieEntfaltungsprozedur dadurch auch fast ohne Nutzen, da in der Nahe der interessierendenGrabenanken nahezu alle Prolpunkte mit einer Schaftberuhrung korrespondieren.Nicht so fur R = 8 A und R = 20 A. Die meisten STM-Prolpunkte aus dem Grabenin-neren werden dort in Richtung der oberen Grabenrander befordert. Die laterale Position derRander, aus denen die Grabenbreite hervorgeht, kann uberraschend genau anhand dieserHaufungszonen { wir sprechen nachfolgend etwas vereinfachend von Haufungspunkten { re-konstruiert werden, selbst (oder eher gerade) fur das sehr ausgeschmierte Prol in Abb. 6.3,was zuallererst naturlich auf die Ahnlichkeit zwischen den STM- und den Abtastprolenzuruckverweist.Zugleich sind einige charakteristische Eigenarten der Reissschen Kurven zu vermerken:In der Grabenregion verbleiben zwar nur wenige Punkte, diese aber systematisch. FurR = 20 A in Abb. 6.3, wo die gesamte Entfaltung eindeutig moglich ist, korrelieren dieseRestpunkte genahert mit dem Spitzenradius, was die durchgezogene Linie unterstreicht. FurR = 8 A sind die aus einer Schaftberuhrung herkommenden Reissschen Punkte naturlichauszuklammern (zu erkennen daran, da sie parallel zum Schaft verlaufen), bei den eindeutigentfalteten, die sich den obigen zur Grabenmitte hin anschlieen, zeigt sich diese Korrelationaber ebenfalls. Geliefert werden diese Restpunkte stets aus der unmittelbaren Umgebungder Minima der STM-Prole.Zweitens, die laterale Position der Haufungspunkte skaliert geringfugig mit der Hohe derSTM-Prole uber der Probenoberache und zwar dergestalt, da die scheinbare Grabenbrei-te mit wachsender Scanhohe abnimmt (fur R = 8 A starker, fur R = 20 A schwacher). EinBlick auf die LDOS-Konturen in Abb. 6.1, wo dieses laterale "Zulaufen\ der Probenstrukturmit wachsender Hohe noch ausgepragter vorliegt, verrat die Herkunft dieses Eektes. Diehier interessante Frage ist eigentlich, warum in den Reissschen Kurven fur die stumpfereSpitze (R = 20 A) dieses Skalierungsverhalten der LDOS am wenigsten zum Tragen kommt,konkret, warum die Haufungspunkte fur R = 20 A die lateralen Positionen der Grabenkan-ten fast schon unabhangig von der Scanhohe gut wiederspiegeln, wahrend dies fur R = 8 Asichtlich weniger der Fall ist (und am wenigsten fur die LDOS-Konturen).Oenbar hiermit im Zusammenhang steht eine ahnliche Tendenz bei den Konstant-stromprolen: Mit wachsendem Spitzenradius gewinnen diese an relativer Scharfe { vergli-chen namlich mit den Abtastprolen: Wahrend in Abb. 6.2 fur R = 1 A und R = 8 A dieSTM-Prole nahezu parallel mit den Beruhrungskurven verlaufen, zeigen diese in Abb. 6.3
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l.Qualitativ verstehen lat sich dieser Eekt mit Hilfe eines Arguments, das die absolutenTunnelachen in Rechnung stellt:Man betrachte die Abbildung einer rechtwinkligen, parallel zur y-Achse verlaufendenKante K(x; z), die bei x = 0 senkrecht abfallt; als Kastenpotential geschrieben: K(x; z) =V0 (x) (z). Abgebildet werde durch zwei Spitzen S1 und S2 mit gleicher y-Ausdehnung(z. B. auch zweidimensional). In einer gemeinsamen Ausgangshohe z0 uber dem planarenoberen Probengebiet iee der zu jeder Spitze gehorige Strom uber einen eektiven Strom-pfad, der durch die Querschnittsache A1 bzw. A2 charakterisiert sei. Die Pfade werdendort im wesentlichen senkrecht, uber den untersten, der Probenebene zugewandten Apex-bereich verlaufen. Die Groe der Querschnitte ist bestimmt durch die Form der Spitzen, S2sei die stumpfere: A2 > A1. Beim Umfahren der Kante wandert der Strompfad am Schafteiner Spitze nach oben und auf seiten der Probe hin zur Kante. Naturgema wird S2 einacheres Prol geben. Erweist sich die Kante aber als scharfer als die Spitze selbst, wirdin allen Positionen, in denen der Strompfad uber die Kante lauft, dessen Querschnitt nichtmehr von der Spitze, sondern von der Probe beschrankt. Gegenuber der Ausgangsstellungwird dieser damit eingeschnurt und zwar relativ um so starker, je stumpfer eine Spitze ist.Um dies auszugleichen, mu die stumpfere Spitze relativ gesehen tiefer eintauchen als diescharfere.In gewisser Naherung kann das Konstanthalten des Tunnelstroms entlang eines STM-Prols also zusammengesetzt gedacht werden aus dem Konstanthalten der Lange des Strom-pfades als dominierendem Eekt und, diesem uberlagert, als Eekt zweiter Ordnung, demKonstanthalten einer absoluten eektiven Tunnelache Ae, dem Querschnitt des Strom-
72 KAPITEL 6. KONSTANTSTROMPROFILEpfades.Der springende Punkt ist hier der Gegensatz zum geometrischen (mechanischen) Ab-tasten: Die Spitzenposition spiegelt dort namlich nicht auch die Konstanz einer "Kontakt-ache\ Ae , sondern lediglich die Verhaltnisse bzgl. eines mathematischen Punktes; ob dieBeruhrung punktformig oder achenhaft erfolgt, bleibt ohne Belang. Die gewissermaengroe "Beruhrungsache\ uber dem planaren Probenabschnitt erzwingt keine ebensolche inStellungen gegenuber den scharfen Kanten, die Spitze gleitet schwerelos, ohne die "Last\Ae . Die Folge ist, da bei unseren Beispielen die stumpfere Spitze im Konstantstrommodustatsachlich tiefer in den Graben eintaucht als die scharfere { "tiefer\ naturlich nur relativ{ im Vergleich, wie oben bemerkt, mit den Kurven fur die mechanische Beruhrung.Dieser Unterschied kommt nun zum Tragen, wenn im Reissschen Verfahren die STM-Prole wie Abtastprole entfaltet werden. Bei der betrachteten Konstellation aus 2010 A2Graben und 90o-Spitzen gewinnen die STM-Prole generell an Scharfe gegenuber den Ab-tastkurven, je stumpfer die Spitzen werden, und die Entfaltung kompensiert (gegebenefallsauch uberkompensiert) hierdann in gewissem Umfang wieder das Verwassern der Graben-struktur in der LDOS; fur R = 20 A im Beispiel oensichtlich soweit, da die Haufungs-punkte fast unabhangig von der Scanhohe uber den Grabenkanten zu liegen kommen.6.3 Abbildung einer KerbeAnstelle des Grabens nun eine Kerbe von 10 A Tiefe und 20 A Breite, also 90o Onungswin-kel. Abb. 6.1 zeigt die Linien konstanter LDOS bei EF und Abb. 6.4 die Prole konstantenTunnelstroms fur zwei 90o-Spitzen mit R = 8 A und R = 20 A. Die Abtastkurven sind iden-tisch mit denen des Grabens. Im Vergleich zu diesen zeigen sich dann auch die wesentlichenAnderungen:Fur R = 8 A verlaufen die STM-Prole diesmal acher als die Abtastkurve und erstfur R = 20 A genahert parallel. Die oben diskutierte Tendenz einer zunehmenden (relati-ven) Scharfe der Konstantstromprole gegenuber den Abtastkurven mit stumpfer werden-den Spitzen ist hier also ebenfalls gegenwartig, jedoch infolge der geringeren Einschnurungdes Strompfades an den schrag (und nicht senkrecht) abfallenden Kerbanken dahinge-hend modiziert, da fur kleinere Radien die STM-Prole noch weniger scharf sind alsdie Beruhrungskurven und erst fur R > 20 A tiefere Einpragungen als diese an einer 450-Schrage hinterlassen wurden (in diesem Beispiel aufgrund der dicht folgenden aufsteigendenKerbanke aber kaum werden1).Dementsprechend skaliert die laterale Position der Haufungspunkte (Lage der Ker-brander?) mit der Hohe fur R = 20 A nicht weniger ausgepragt als z. B. die scheinbareKerbbreite in den LDOS-Konturen und fur R = 8 A sogar starker.Fur die in der Kerbregion verbliebenen Reissschen Punkte ist indes auch hier wiederumeine Korrelation mit dem Spitzenradius zu verzeichnen.1Ein hier sicheres Beispiel ware eine Quaderspitze mit groerer Breite als die Kerbe: im Abtastprolkeine Einpragung, im Konstantstromprol immer eine nichtverschwindende; R ! 1 ist dagegen etwaspathologisch, weil auch die Tunnelache dann gegen Unendlich strebt.
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74 KAPITEL 6. KONSTANTSTROMPROFILE6.4 Abbildung eines DreispitzNun das zur Kerbe inverse Problem { eine dreieckige Spitze (Dreispitz) von 10 A Tiefe und20 A Fubreite (Abb. 6.5). Man bemerke, da unmittelbar uber dem Dreispitz die Prolefur R = 20 A nicht wie fur R = 8 A oder fur die LDOS grundsatzlich konvex verlaufen (vonoben gesehen), sondern streckenweise ach und sogar leicht konkav. Hier greift wieder dasArgument der absoluten Tunnelachen: direkt uber dem Dreispitz entsteht fur die R = 20 ASpitze eine wesentlich groere relative Einschnurung des Strompfades, wahrend am Fue,seitlich daneben, eine Aufweitung erfolgt, was in diesem Falle einen qualitativ anderenKurvenverlauf zur Folge hat (Vorzeichenwechsel des Anstiegs).In den Reissschen Kurven schlagt dies zu Buche: jene fur R = 8 A bleiben moderat,nahern sich den LDOS-Konturen aus Abb. 6.1; bei R = 20 A verursachen die Vorzeichen-wechsel im STM-Anstieg direkt uber dem Dreispitz einige Konfusion.Die Lucken in den Reissschen Kurven geben Auskunft, da aus den Regionen am Fuedes Dreispitz wenig Informationen in das STM-Prol eingeossen sind. Auch hier verbleibenin den Lucken wieder Restpunkte, die genahert mit den Spitzenradien korrelieren. Zugleichwird deutlich, da man die gering einbezogenen { die "unsichtbaren\ { Probenregionennicht vertikal (in z-Richtung) unter den Lucken anzusiedeln hat, sondern eher senkrechtzur Kurventangente (Tangente an die Kurve der Restpunkte).6.5 DiskussionBezuglich der konkreten numerischen Resultate ist folgendes festzuhalten:1. Betrachtet wurden Spitze-Probe-Paarungen, bei denen die Krummungsradien in derLDOS beider Elektroden vergleichbar waren, aufgrund der scharfen Kanten zum Teilsogar fur die Probe kleiner. Bei allen drei Paarungen existierten groere Probenab-schnitte, die von der Spitze infolge geometrischer Restriktionen nicht beruhrt werdenkonnten { mechanisch "unsichtbare\ Gebiete. (Den Zusatz mechanisch lassen wir imfolgenden weg.)2. In erster Ordnung erweisen die Konstantstromprole sich als sehr ahnlich den geome-trischen Abtastkurven (dominiert von der Spitzenform).3. Tatsachlich gewinnen die Konstantstromprole gegenuber den Abtastkurven an Scharfe(an Tiefe), je stumpfer die Spitzen werden. Qualitativ verstehen lat sich dieser Faktmit Hilfe des Arguments der absoluten Tunnelache. Dabei hangt es von der Proben-kontur ab { z. B. senkrecht abfallend oder im Winkel von 45o {, ab welchem Spitzen-radius Konstantstromprole auch absolut scharfer sind als diese. Beim betrachtetenGraben von 20  10 A2 und (den 90o-Spitzen) quasi fur alle Radien R > 0, bei derKerbe, besser, an einer 450-Schrage, erst fur R > 20 A.4. Haufungspunkte in den Reissschen Kurven kennzeichnen bei Abtastprolen den Randeines "unsichtbaren\ Gebietes und kommen auch exakt auf diesem zu liegen. Bei denKonstantstromprolen variierte (u. a. als Folge von Punkt 3) die laterale Position derHaufungspunkte mit dem Spitzenradius, dem Winkel der abfallenden Flanke und derScanhohe (Skalierungsverhalten der Haufungspunkte). Beim Graben wurden durch dieReisssche Entfaltung Ausschmiereekte in der Proben-LDOS in gewisser Hinsicht
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76 KAPITEL 6. KONSTANTSTROMPROFILEkompensiert { die Haufungspunkte gaben fur R = 20 A die Grabenrander nahezuunabhangig von der Scanhohe gut wieder, ganz im Gegensatz zum Grabenabbild inder LDOS.5. Lucken in den Reissschen Kurven weisen bei Abtastprolen die "unsichtbaren\ Ge-biete aus. In den Reissschen Kurven der Konstantstromprole verblieben in diesenLucken systematisch einige Punkte, die fur alle drei Probenformen, Graben, Kerbeund Dreispitz, genahert mit dem aktuellen Spitzenradius korrelierten.Ein Deutung von Punkt 5 ist schwierig, da mogliche Einugroen und Abhangigkeitenaus den wenigen Beispiele noch nicht klar hervortreten. Das Typische zunachst beim Scan-nen uber ein "unsichtbares\ Gebiet G0 ist, da der relevante Strom nicht uber G0 iet,und die Kehrseite fur die Spitze dabei, da nicht mehr der den Strom gewohnlich tragendeApexbereich die Position der Spitze bestimmt, sondern hohergelegene Schaftbereiche. D. h.der Spitzenapex bewegt sich oberhalb von G0 nicht mehr, wie sonst zumindest naherungs-weise der Fall, entlang einer Kontur konstanter LDOS der Probe, sondern in Zonen auchweit geringerer LDOS und durchlauft insgesamt einen betrachtlichen LDOS-Gradienten.Man konnte annehmen, da an den Randern von G0, wenn der Strompfad (und damitdie Kontrolle uber die Spitzenposition) plotzlich2 wieder auf den Apexbereich ubergeht,dieser LDOS-Gradient entlang des Spitzenapex fur die Spitzenpositionierung wichtig wird,d. h. in diesem Moment besonders viele Information uber den Spitzenapex in ein Kon-stantstromprol einieen. Dies ware zumindest ein Fingerzeig, warum ausgerechnet die"unsichtbaren\ Gebiete in den Reissschen Kurven Informationen uber den Spitzenradiuszu liefern scheinen. Allerdings stammen die Reissschen Restpunkte bei Kerbe und Grabengerade nicht vom Rand, sondern aus der unmittelbaren Umgebung der Minima der STM-Prole, also aus der Mitte der "unsichtbaren\ Gebiete! Das sind die Positionen, in denender stromfuhrende Pfad von einer Schaftseite auf die andere wechselt. Es liegt der Gedankenahe, hierin den entscheidenden Umstand zu vermuten. Dieser Gedanke bekame sogar einanschauliches Gewand, durfte man sich den Wechsel des Strompfades nicht als ein Sprin-gen, sondern als ein rasches Umlaufen des Pfades um den Spitzenapex herum vorstellen.Nichtsdestotrotz, eine stichhaltige Begrundung fur Punkt 5 steht aus.Immerhin zeichnet sich folgendes, fur eine experimentelle Verwertung interessantes Wech-selverhaltnis zwischen Reissschen Haufungspunkten und Reisssche Restpunkten ab, diebeide, das sei nochmals betont, pragnant nur bei der Abbildung "unsichtbarer\ Gebieteauftreten konnen: Haufungspunkte zeigen sich (naturlich) nur an konvex gekrummten Probenformen wieabfallenden Flanken, Reisssche Restpunkte dagegen nur an konkav gekrummten.(Die Krummungsradien in der LDOS der Probe waren dabei in den gerechneten Beispielensowohl konkav als auch konvex kleiner als die der Spitze.) Das Skalierungsverhalten der Haufungspunkte ist abhangig auch vom Winkel derFlanke (allerdings nicht sehr ausgepragt), das der Restpunkte dagegen nicht.(Die Korrelation der Restpunkte mit dem Radius zeigte sich sowohl an einem Graben, ei-ner 900-Kerbe als auch am Fue eines im Winkel von 135o ansteigenden Dreispitzes, alsoweitgehend unempndlich gegen den (globalen) Onungswinkel der konkaven Form. Wich-2Der Krummungsradius der Proben-LDOS ist, sagen wir, spurbar kleiner als der der Spitzen-LDOS.
6.6. RES UMEE UND AUSBLICK 77tig scheint hier allein der Fakt des Umspringens des Strompfades von einer Schaftseite zuranderen.) Geliefert werden Haufungs- und Restpunkte von unterschiedlichen Abschnitten einesKonstantstromprols.(Dies erlaubt prinzipiell eine getrennte Entnahme der Daten aus einem gemessenen STM-Prol.)Ziel weiterer Untersuchungen konnte sein: Wie ist das genauere Skalierungsverhalten der Haufungspunkte?(Betrachtung reiner Schragen oder Stufen. Wie tief mu eine Stufe, wie schmal darf gegebe-nenfalls dann ein Graben sein, damit dieses zu Tage tritt? Wieviel starker konvex gekrummtmu die LDOS der Probenkante sein?) Welcher genauere quantitative Zusammenhang besteht zwischen Restpunkten und denGegebenheiten beim Umspringen des Strompfades innerhalb eines konkav gekrumm-ten "unsichtbaren\ Gebietes?(Wie viel starker konkav gekrummt mu die LDOS der Probe im Gebiet des Umspringessein? Was ware bei unsymmetrischen Spitzen? Interessant ist folgendes: Verbreitert maneinen Graben und ist der Grabenboden weiterhin "unsichtbar\, mu das hypothetische Um-laufen der Strompfades um den Apex herum mit hohrere Relativgeschwindigkeit zum Apexerfolgen, da die beiden stromfuhrenden Schaftpunkte hoher und in der Regel damit weiterauseinanderliegen. Hat also die Grabenbreite Einu auf die Restpunkte?)Sollten Haufungspunkte und Restpunkte tatsachlich unterschiedliche Gegebenheiten ei-ner Konstantstrom-Abbildung wiederspiegeln und letztlich auch unabhangig voneinanderskalieren { Uberfahren einer abfallenden Flanke und abhangig von deren Winkel auf dereinen, Umspringen des Strompfades und abhangig z. B. von der Distanz der stromfuhrendenSchaftpunkte auf der anderen Seite {, lieen sich, zumindest theoretisch, an einem einzi-gen Graben zwei Spitzenparameter wie Radius R und Offnungswinkel  nach folgenderWeise bestimmen: Abgebildet wird ein Graben bekannter Breite und hinreichender Tiefe("unsichtbarer\ Grabenboden!) in unterschiedlichen Scanhohen. Das Skalenverhalten derHaufungspunkte mit der Scanhohe und desgleichen das der Restpunkte liefern hierdannletztlich zwei Gleichungen, um R und  in einer inversen Reissschen Entfaltung zu ermit-teln.6.6 Resumee und AusblickAngesichts der unendlichen Vielfalt moglicher Spitze-Probe-Geometrien sollten diesbezugli-che Untersuchungen nach verallgemeinerungsfahigen Aussagen streben; im Idealfall standenam Schlu einfache Skalengesetze fur gewisse, experimentell zugangliche Groen, die manrealistischerweise aber wohl dann nur mit eingeschrankter Gultigkeit fur spezielle Situatio-nen erwarten darf. Voraussetzung ware, da sich in einem Wechsel von Hypothesen undnumerischer Uberprufung letztlich einige Kenngroen, die nicht ad hoc gegeben werdenkonnen, als signikant herausarbeiten lassen.Bei den hier als Elektroden verwendeten Potentialkasten (Sommerfeld-Metalle) mit klardenierter, stetiger Randgeometrie bot sich der Vergleich zu einem geometrischen (me-chanischen) Abtasten und der hierauf aufbauenden Reissschen Entfaltung an, also ein
78 KAPITEL 6. KONSTANTSTROMPROFILEVergleich gegen den klassisch-geometrischen Grenzfall. Die Entfaltung arbeitet dierenti-ell, wodurch bestimmte Eigenschaften eines achen und zunachst nicht sehr aussagekrafti-gen STM-Prols fokussiert werden. Wichtig ist, da die Geometrien von Probe und Spitzegleichberechtigt eingehen, so da ein Fit an experimentelle Daten wahlweise Parameter derSpitze oder der Probe zum Ziele haben kann, je nachdem, uber welche Seite groere Klarheitherrscht bzw. welche man bestimmen mochte.Die Probengeometrien waren in bewutem Gegensatz zur planaren Probenoberachedes Standardmodells [78] gewahlt. Folgerichtig zeigten die Konstantstromprole nur geringeAnlichkeit mit den LDOS-Konturen der Probe. Die Prole waren dominiert von der Geo-metrie der Spitze und ahnelten Abtastprolen. Aus den lateralen Positionen der Haufungs-punkte in den Reissschen Kurven konnte dadurch die Lage der Graben- und Kerbranderauch gut rekonstruiert werden. In zweiter Ordnung zeigten diese lateralen Positionen aneiner abfallenden Flanke ein typisches Skalierungsverhalten mit der Scanhohe, dem Infor-mationen uber das Steilheit der Flanke und den Spitzenradius innewohnen.Uberraschenderweise verblieben in den mechanisch "unsichtbaren\ Gebieten systema-tisch einige Reisssche Restpunkte, die nahezu unabhangig von der Form des entsprechendenProbenabschnitts mit dem Spitzenradius korrelierten und mit dem Wechsel des Strompfadesvon einer Schaftseite der Spitze zur anderen in Zusammenhang gebracht werden konnen.Dies ware fur eine experimentelle Bestimmung des Spitzenradius zweifellos das interessante-ste Ergebnis und sollte in der im vorigen Abschnitt skizzierten Richtung weiter hinterfragtwerden.Mogliche Schwierigkeiten einer experimentellen Nutzung konnten sein, da der Eekt beiden Haufungspunkten nicht sehr ausgepragt ist, da, zweitens, die Reissschen Restpunktelediglich einem kleinen Abschnitt des Konstantstromprols entstammen (dies sollte bei derheute erreichbaren lateralen Auosung allerdings kein wirkliches Hindernis sein) und da,drittens, die gesamte Reisssche Entfaltung ein dierentielles Verfahren darstellt, bei demStorungen und Rauscheinusse verstarkt werden.Von Interesse erscheint, der Reisssche Entfaltungsprozedur einmal nicht die geometri-schen Konturen, sondern die der LDOS zugrundezulegen, was ein Abgleiten zweier LDOS-Konturen zum Bezug nehmen wurde. Allerdings bestande dann die zusatzliche Freiheit,welche LDOS-Konturen von Probe und Spitze bei welchem Abstand zu kombinieren sind.Die Betrachtungen sind schlielich zweidimensional. Eine Ausdehnung auf drei Dimen-sionen fur Elektroden mit ahnlich groen Linearabmessungen ist numerisch derzeit kaumrealisierbar, mit den jetzigen Aufwand vergleichbar hingegen waren Grundgebiete von 10:000 A3,also z.B. 252020 A3. Sicher ist immerhin, da eine dreidimensionale Spitze (mit anson-sten identischer x-z-Form) von einer Kante stets ein etwas acheres Prol liefern wird, weildie dort zusatzlich erforderliche Krummung der Spitzenwellenfunktionen in y-Richtung denbei gegebener Tunnelenergie maximal moglichen kz-Impuls reduziert: uber der Ebene tra-gen die Spitzenzustande mit den groten kz den Hauptteil des Stromes, jenseits der Kantebricht dieser Anteil zusammen, wobei relativ gesehen dieser Anteil fur die zweidimensionaleSpitze groer ist (wegen der groeren kz) und ein tieferes Eintauchen erzwingt [36].Insgesamt haben sich hier einige neue Anhaltspunkte herauskristallisiert, mit denenkonkrete experimentelle Ziele wie die Kalibrierung von Spitzen am 'corner hole' der Si(7  7) [44] gezielter numerisch und auch experimentell in Angri zu nehmen sein sollten.
Kapitel 7ZusammenfassungIn dieser Arbeit wurden zwei Themenkreise behandelt: Die Simulation des STM-Abbil-dungsprozesses im Rahmen eines zweidimensionalen Modells, worin beide Elektroden durchSommerfeld-Metalle frei wahlbarer Geometrie beschrieben werden und der Tunnelstrom imTransfer-Hamiltonian-Formalismus [3] bestimmt wird, und zweitens die numerische Berech-nung von Zustanden in Quantenbillards endlicher Wandhohe.Bei den rastertunnelmikroskopischen Betrachtungen standen Fragen nach dem Einuder Geometrie von Probe und Spitze im Vordergrund. Es waren Geometriekonstellationgewahlt worden, die im deutlichen Kontrast zur ideal planar angenommenen Probenober-ache der Standardtheorie von Tersoff/Hamann [78] standen und die demgema auchgroere Bereiche "unsichtbarer\ Gebiete aufwiesen, sprich Gebiete, die einer geometrischenSpitzenberuhrung nicht zuganglich waren. Berechnet wurden Konstantstromprole fur dieAbbildung dreier idealtypischer Probenformen { Graben, Kerbe und Dreispitz { mit Spit-zen unterschiedlicher Radien. Durch die anschlieende Entfaltung der erhaltenen Prolemit der aktuellen Spitzengeometrie nach Reiss [68] erfolgte insbesondere die Gegenuber-stellung zum geometrischen (mechanischen) Abtasten, und die Diskussion konzentrierte sichauf Moglichkeiten, hieruber genauere Aussagen zur Probengeometrie und zur Kalibrierungvon Spitzen zu gewinnen.Die Konstantstromprole erwiesen sich als dominiert von der Form der Spitzen undahnelten Abtastprolen. Folgerichtig konnte auch die Reisssche Entfaltung in Gestalt vonHaufungspunkten die laterale Position der Rander der "unsichtbaren\ Gebiete naherungs-weise gut wiedergeben. Dem uberlagert zeigten die lateralen Positionen der Haufungspunk-te ein Sklalierungsverhalten mit der Scanhohe, dem Informationen uber den Flankenwinkelund den Spitzenradius innewohnen. Erstere Abhangigkeit folgt der Tendenz der LDOS-Konturen der Probe, letztere wird qualitativ verstandlich aus dem prinzipiellen Unterschiedzwischen einem geometrischen Abtasten und einer Konstantstrom-Abbildung: an scharfenProbenregionen erfahrt der Strompfad gegenuber planaren Gebieten eine Einschnurung, dierelativ um so groer ist, je stumpfer die Spitze ist, ein Eekt, der bei einem Abtasten un-ter punktformigem Kontakt prinzipiell nicht auftreten kann; Konstanstromprole gewinnengegenuber Abtastprolen an Scharfe, je stumpfer die Spitzen werden.Uberraschenderweise verblieben in den entfalteten Kurven uber den "unsichtbaren\ Ge-bieten stets einige Punkte, die mit dem Spitzenradius korrelierten, und die mit dem Um-springen des Strompfades am Spitzenschaft in Zusammenhang gebracht werden konnen. Furdie Kalibrierung von Spitzen ware dies ein besonders interessanter Aspekt. Die Untersu-79
80 KAPITEL 7. ZUSAMMENFASSUNGchungen insgesamt lassen hoen, da mit dieser Entfaltung, die ein dierentielles Verfahrendarstellt und bestimmte Eigenschaften eines STM-Prols fokussiert, das Ausmessen vonParametern der Proben- oder Spitzengeometrien auf einer feineren Skala gelingen konnteals bisher.Der spannenste Moment der Arbeit war zweifellos die am System "zwei Quantenbillardsendlicher Wandhohe im Tunnelkontakt\ numerisch zu Tage geforderte Existenz von Scars,die eine Tunnelbarriere durchquerten. In dem Zwei-Billardsystem \Rechteck+Kreis\ fandensich ausgepragt besonders im Gebiet des Rechtecks Scars, die aus der Barriere austretenund in diese zurucklaufen. Der springende Punkt ist, da Scars einerseits nach bisherigemVerstandnis nur in hinreichend nichtintegrablen (chaotischen) Systemen auftreten konnenund an instabile Orbits gekoppelt sind, da andererseits die Theorie periodischer Orbits,die als einzige fur die bisherigen Scar-Phanomene (Scars entlang klassischer Orbits) ei-ne befriedigende semiklassische Beschreibung liefern kann, gegenwartig nur auf klassischenOrbits fut. Das System "Rechteck+Kreis\ ist naturlich in hohem Mae nichtintegrabel,"sichtbar\ wird diese Nichtintegrabilitat aber nur fur Bahnen entweder des Kontinuumsoder fur komplexe Orbits. Eine semiklassische Beschreibung unserer Resultate im Rahmeneiner Theorie periodischer Orbits wurde die Einbeziehung komplexer Orbits oder Bahnendes Kontinuums ("ungebundener Orbits\) erfordern!Die Konsequenzen einer solchen Erweiterung sind schwerlich abzusehen. Der Verfasserneigt hier durchaus zu der Ansicht, da am Ende die vollstandige Ruckfuhrung der sta-tionaren Quantenmechanik auf verallgemeinerte periodische Orbits stehen konnte. EinigeGedanken hierzu wurden in Abschnitt 3.4 geauert, wo auch die Idee eines "ungebundenenOrbits\ konkreter gefat ist.Schlielich bestand ein wesentlicher Teil der Arbeit im Entwurf und der Absicherungeines numerischen Verfahrens zur Berechnung hoherangeregter gebundener Zustande in be-liebig geformten, groen Potentialmulden, wozu aufgrund der schwierigen Sachlage bei derLosung des groen Eigenwertproblems eine ausfuhrliche Analyse der Diskretisierungsfehlerund Untersuchungen zur Konvergenzgeschwindigkeit gehorten.
Anhang AExakte GitterlosungenAls Gitterlosungen bezeichnen wir Losungen der auf einem ktiven Gitter uber ein Die-renzenschema diskretisierten SGL, also Losungen des Matrixeigenwertproblems Au = Eumit der nn-Diskretisierungsmatrix A und dem n-dimensionalen, die inneren Gitterpunktebeschreibenden Eigenvektor u (Abschnitt 4.2). Ein aquidistantes Gitter der Schrittweite hwird nachfolgend h-Gitter genannt.Exakte (analytische) Gitterlosungen sind hilfreich bei der Spektrenabschatzung der Dis-kretisierungsmatrizen. Sie bieten daruberhinaus dank der ihnen innewohnenden parame-trischen Abhangigkeit von der Gitterschrittweite die einzige Moglichkeit, einmal exakt unddetailiert jene mit einer Diskretisierung einhergehenden Fehler zu studieren (Abschnitt 4.3).Man bekommt fundiertere Informationen uber die benotigte Feinheit des Gitters und istetwas besser davor gefeit, die sich anschlieende numerische Losung des Eigenwertproblemsmit einer die Gute der Diskretisierung weit ubersteigenden Genauigkeit zu betreiben.Aufgrund der engen Analogie zur numerischen Situation werden wir hier insbesonde-re den eindimensionalen eingebetteten Potentialtopf endlicher Hohe studieren. "Eingebet-tet\ will besagen, da der Potentialtopf in ein groeres Grundgebiet mit unendlich hohenWanden eingebettet liegt, wodurch das Verschwinden der Wellenfunktion auf dem Gebiets-rand erzwungen wird und gebundene Zustande im Auenraum nach einer endlichen Langeabgeklungen sein mussen. Dies entspricht der Situation, die bei der numerischen Behandlungin einem endlichen Grundgebiet vorliegt.Analytisch bekannt sind die exakten Gitterlosungen des unendlich hohen Potentialtop-fes beliebiger Dimension [34, S. 74]1. Weil wir von diesen Losungen das heuristische Prinzipfur unser Vorgehen abgezogen haben, seien diese eindimensional jetzt als erstes kurz reka-pituliert.1In [34] wird kein (quantenmechanisches) Schwingungsproblem, sondern die numerische Randwertauf-gabe u = f(x; y) (Poisson-Gleichung) auf einem Einheitsquadrat behandelt. Die angefuhrten Eigenwerteund -vektoren der Diskretisierungsmatrix von u sind aber nichts anderes als die Eigenschwingungen einesunendlich hohen Potentialtopfes. 81
82 ANHANG A. EXAKTE GITTERLOSUNGENA.1 Der unendlich hohe Potentialtopf als heuristischesPrinzipDer Innenraum des unendlich hohen Kastens habe die Breite L und sei mit n aquidistantenStutzstellen xi der Schrittweite h uberzogen,xi = i  h; h = Ln+ 1 ; (1  i  n):Das die Matrix A begrundende Dierenzenschema der eindimensionalen SGL lautet beizunachst beliebigem inneren Potential Vi  V (xi)h 2[(2 + Vih2)ui   ui 1   ui+1] = Eui; (i = 1; : : : ; n) (A.1)und vereinfacht sich im Spezialfall des unendlich hohen Kasten gema Vi = 0 8i.Die n linear unabhangigen und orthonormalen Eigenvektoren der Matrix A zum Eigen-wert E sind die Vektoren u mit den Komponenten(u)i = r h2L sin(kxi); k = L ; xi = hi (1  ; i  n); (A.2)wobei der Vorfaktorph=(2L) die Normierung kuk = 1 sicherstellt. Begrundung: Fur Auerhalt man im inneren Gitterpunkt x = xi (den Gitterindex bei xi lassen wir im folgendenwieder fort, wenn dieser dem Text nach oensichtlich ist)(Au)(x) = h 2r h2L2 sinkx  sin k(x  h)  sin k(x+ h) (A.3)und weiter mit Hilfe des Sinusadditionstheorems(Au)(x) =r h2L sin(kx) 2h2 [1  cos kh]; (A.4)also gerade die Form Au = Eu . Aus (A.4) kann der zugehorige EigenwertE = 2h2 [1  cos kh] = 4h2 sin2 kh2 (1    n) (A.5)daher unmittelbar abgelesen werden, der in der Grenze h ! 0 ordnungsgema gegen dieKontiunuumslosungen E = k2 = (=L)2 konvergiert. Der maximale Eigenwert entstehtfur  = n: En = 4h2 cos2 2(n+ 1) : (A.6)Auf einem unendlich ausgedehnten Gitter (n ! 1) { das Problem eines freien Teilchens{ wird daraus Emax = 4=h2. Dies ist die grote auf einem h-Gitter darstellbare Energieuberhaupt und aus kmax = limn!1 kn = limn!1 nh(n+1) oder aus 4=h2 = 2=h  [1  cos(kmaxh)]folgen2 dann auch mit kmax = =h bzw. min = 2h (A.7)als zugehoriger maximaler Wellenzahl bzw. kleinster darstellbarer Wellenlange die bekannteAussage des Shannonschen Abtasttheorems.Gleichung (A.4) erfordert noch eine Zusatzuberlegung: In den randnahen Punkte x = hund x = a   h ist jeweils ein Nachbar kein innerer Gitterpunkt mehr und die Summanden2Aber nicht aus Emax = k2max, denn das ist nicht die Dispersionsrelation auf einem Gitter!
A.2. DER EINDIMENSIONALE EINGEBETTETE POTENTIALTOPF 83ui 1 bzw. ui+1 durften nicht auftreten. Da auf dem Rand aber u0 = un+1 = 0 gilt, bleibt(A.4) auch dort gultig.Wir halten fest, da die Gittereigenvektoren u beim unendlich hohen Potentialtopf for-mal dieselbe Gestalt { sin(kx) { annehmen wie die Eigenfunktionen des kontinuierlichenProblems (hier stimmen sogar die Wellenzahlen k uberein), da jedoch die Energieeigen-werte Ekont und EGitt sehr wohl voneinander dierieren. Versuchsweise werden wir daherdie Gittereigenvektoren des endlichen Potentialtopfes in der Gestalt der zugehorigen konti-nuierlichen Losungen ansetzen und die Eigenwerte anschlieend uber das Dierenzenschemazu bestimmen versuchen.A.2 Der eindimensionale eingebettete PotentialtopfFur einen endlichen eingebetteten Potentialtopf wie in Abb. 4.1 auf Seite 30 lauten furE < V0 die symmetrischen bzw. antisymmetrischen Ansatze der Kontinuumslosungen, wennwir ein spiegelsymmetrisches KoordinatensystemV (x) = ( V0 (jxj   a) jxj < b1 jxj = b (A.8)zugrunde legen,  b  x   a :  a  x  a : a  x  b :A sinh(x+ b) B cos kxB sin kx C sinh(x  b) (A.9) = pV0   k2; (k;  > 0); (A.10)die korrekt bei x = b verschwinden. Aus den Stetigkeitsforderungen bei x = a folgen furk die transzendenten Gleichungenk coth La = n tan ka (symmetrisch)  cot ka (antisymmetr.) (A.11)La  b  a > 0; (A.12)die uber E = k2 dann auf die Energiewerte fuhren; La ist hier die Auenraumlange.Wahrend beim nichteingebetteten symmetrischen Potentialtopf (La !1) fur beliebigeWerte von V0 und a zumindest der gebundene Grundzustand immer existiert, besteht hierwegen limk!pV0 k cothLa = (pV0 La) 1;  = pV0   k2fur dessen Auftreten die Grenzbedingung (pV0 La) 1 < tanpV0 a .Fur das diskrete Problem setzen wir im Sinne unseres heuristischen Prinzips die Gitte-reigenvektoren der gebundenen Zustande in derselben Form an wie (A.9), b  xi   a :  a < xi < a : a  xi  b :A sinh(xi + b) B cos kxiB sinkxi C sinh(xi   b); (A.13)allerdings soll und kann fur k und  (k;  > 0) jetzt nur deren Unabhangigkeit von xi, nichtmehr jedoch die Relation (A.10) vorausgesetzt werden. Bestimmt man uber die Normierung
84 ANHANG A. EXAKTE GITTERLOSUNGENz. B. die Konstante A, verbleiben, da je nach Symmetrie C = A gilt, als freie Parameternoch B, k und . Ferner wird uber die (diskretisierte) Lage der Potentialkante dergestaltverfugt, da an den Stutztstellen xi = a jeweils das Auenpotential V0 beginnt:Vi = n 0 fur jxij < aV0 fur a  jxij < b: (A.14)Fur jeden inneren Gitterpunkt jxj < a h, dessen Nachbarn ebenfalls zum Innenbereichgehoren, liefert das Dierenzenschema (A.1) bei gleichem Vorgehen wie im Anschlu an(A.3) erneut den "inneren\ EigenwertEinnen = 2h2 [1  cos kh] : (A.15)Fur einen auerer Gitterpunkt jxj > a+h, der einschlielich seiner beiden Nachbarn imAuenbereich liegt, liest sich (Au)(x) hingegenh 2C (2 + V0h2) sinh(x  b)  sinh(x  b  h)   sinh k(x  b+ h) :Mit sinh(x y) = sinh(x) cosh(y)  cosh(x) sinh(y) entsteht(Au)(x) = C sinhx 1h2 2 + V0h2   2 coshhund der "auere\ Eigenwert lautet folglich:Eauen = V0 + 2h2 [1  cosh h]: (A.16)Die Eigenwertausdrucke (A.15) und (A.16) des inneren und aueren Bereichs mussenbei einem herausgegrienen Eigenvektor naturlich ubereinstimmen, weshalb die Identitaten2h2 [  cos kh+ coshh] = V0 (A.17)bzw. 4h2 sin2(kh2 ) + sinh2(h2 ) = V0 (A.18)zu fordern sind. Diese stellen den Zusammenhang zwischen k und  her und sind dasGitteranalogon zur Relation k2 + 2 = V0, in die sie fur h ! 0 korrekterweise ubergehen. = (k) erhalten wir daher aus (A.17) uber die inverse Kosinushyperbolikusfunktion:(k) = 1h lnq +pq2   1 (A.19)q  V0h22 + cos kh (A.20)Im Ubergangsbereich, an den Punkten x = a h und x = a, liefert das Dierenzenschemazwei weitere Gleichungen, die innere und auere Ansatze miteinander verknupfen und dienoch unbestimmten Paramter k und B festsetzen. Wir betrachten die symmetrische Losung:Am Punkt x = a  h mu gema (Au)(a  h) = Eu(a  h) die Identitat1h2 2B cos k(a  h)  B cos k(a  2h)  C sinh(a   b) = EB cos k(a  h):erfullt sein. Wird der zu cos k(a h) passende "innere\ Eigenwert E nach (A.15) eingetragen,entsteht B cos ka = C sinh(a  b); (A.21)
A.2. DER EINDIMENSIONALE EINGEBETTETE POTENTIALTOPF 85und analog am Punkt x = a aus der Forderung (Au)(a) = Eu(a), wenn diesmal Eauennach (A.16) und die Additionstheoreme der hyperbolischen Funktionen zu Rate gezogenwerden, B cos k(a  h) = C sinh(a  b  h): (A.22)(A.21) und (A.22) zusammengenommen beinhalten oenbar die "Stetigkeit\ des Dieren-zenquotienten 1h [u(a)   u(a   h)] an der Potentialkante, wie eine Subtraktion beider Glei-chungen bestatigt. Dieses Aquivalent zur Stetigkeit der ersten Ableitung im Kontinuumsfallwurde hier allerdings nicht primar gefordert, sondern folgte algebraisch aus der bei einemEigenwertproblem zu fordernden Konstanz des Eigenwertausdruckes an allen Gitterpunk-ten, sprich der Identitat (A.17) (und naturlich aus dem Ansatz (A.13)).Eine Division von (A.21) und (A.22) liefert schlielich die tranzendente Bestimmungs-gleichung fur k, cos k(a  h)cos ka = sinh(La + h)sinhLa ; (A.23)wobei La = b a und  = (k) entsprechend (A.19) zu substituieren sind. Fur den Vergleichmit der Kontinuumsgleichung (A.11), den Grenzubergang h! 0, als auch fur die praktischeBerechnung von k ist (A.23) allerdings noch wenig geeignet. In (A.23) werden deshalb dieZahlerfunktionen noch vermoge ihrer Additionstheoreme expandiert:tan(ka) sin(kh) + cos(kh) = cosh(h) + coth(La) sinh(h): (A.24)Mittels (A.17) kann nun cosh(h) direkt, sinh(h) vermogepcosh2 1 und  in tanh(La)uber (A.19) substituiert werden. Eine analoge Betrachtung fur den antisymmetrischen An-satz fuhrt zusammengefat dann auf die folgende transzendente Gleichung fur k:F (k) = n tan ka (symmetrisch)  cot ka (antisymmetr.) (A.25)F (k) = 1sin kh V0h22 + coth Lah lnq +pq2   1pq2   1 : (A.26)Hat man daruber k bestimmt, ndet sich  und E hernach uber (A.19) bzw. (A.15). ImGegensatz zum speziellen Fall des unendlich hohen Potentialtopfes unterscheiden sich hieralso Gitter- und Kontinuumslosungen auer in den Energieneigenwerten auch hinsichtlichWellenzahl k und der Abklingkonstante .An (A.25) lat sich daruberhinaus gut der Ubergang zur Kontinuumsvariante (A.11)fur h ! 0 verizieren3, wodurch zusammen mit der gleich im Anschlu demonstriertenExistenz reeller k-Losungen der versuchsweise Ansatz (A.13) damit bestatigt ist.3Hierfur genugt es, alle q-relevanten Groen in F (k) in der Ordnung O(h) zu betrachten. Es gilt furh! 0: q  1 +O(h2) und weiterpq2   1 rV0h22 + 1  (kh)22 +O(h4)2   1 = hpV0   k2 + O(h2);lnq +pq2   1  hpV0   k2 +O(h2);Fur coth[ln(: : :)] erhalten wir folglichlimh!0 cothLah hpV0   k2 = cothLapV0   k2 :Hinzu tritt der Faktor limh!0pq2   1sinkh = limh!0 hpV0   k2kh = pV0   k2k ;
86 ANHANG A. EXAKTE GITTERLOSUNGENFerner entsteht fur La ! 1 die Losung des nichteingebetteten Kastens auf einem un-endlichen h-Gitter: F1(k) = 1sin kh V0h22 +pq2   1 : (A.27)In Abb. A.1 sind F (k) und F1(k) fur die drei Schrittweiten h = 0, 0:8 und 1:35 A darge-stellt. Die Kastenbreite 2a ndet sich nur in den zugehorigen trigonometrischen Funktionentan(ka) und cot(ka) wieder; eingtragen sind in Abb. A.1 die fur 2a = 10 A. Je groer die Git-terweite h, desto hoher liegen die Eigenwerte k. Wahrend hierbei fur h = 0:8 A die Anzahlgebundener Zustande noch mit der des kontinuierlichen Grenzfalls h = 0 ubereinstimmt, istfur h = 1:35 A ein zusatzlicher E < V0-Zustand zu konstatieren. Dieser hat seine Ursachein der mit wachsendem h immer acher verlaufende Dispersionsrelation E(k) nach (A.15){ vergleiche Abb. A.2 {, in deren Folge Wellenzahlen, die E = k2 gehorchend energetischoberhalb V0 einzuordnen waren, hier dann darunterbleiben. Daruberhinaus kompensiert diegegenuber E = k2 achere Dispersionsrelation (A.15) bei der Energie in gewissem Umfangwieder den Diskretisierungsfehler, den die generell zu groen k-Werte hervorrufen.Fur h-Werte, die die in Abb. A.1 illustrierten noch ubersteigen, wurden die Kurven F (k)und F1(k) ohne weiteren Schnittpunkt schlielich gegen Unendlich streben { mathemati-scher Ausdruck des Umstandes, da der maximale Eigenwert des Gitters selbst unterhalbV0 zu liegen gekommen ist und generell keine gebundenen E < V0-Zustande mehr existieren(d. h. in einem Dierenzenschema dieser Schrittweite nicht mehr darstellbar sind). Zu denmaximalen Gittereigenwerten vergleiche auch Abb. A.2.Weil mit zunehmender Kastenbreite die tan- und cot-Funktionen immer steiler verlaufen,reduzieren sich die Unterschiede in den k-Eigenwerten auf den verschiedenen Gittern, d. h.die absoluten Diskretisierungfehler bzgl. k oder  werden geringer, je breiter ein Kastenwird.Ferner liefern in Abb. A.1 die eingebetteten Varianten F (k) erwartungsgema stets diehoheren Eigenwerte gegenuber F1(k), wobei zur Verdeutlichung des Eekts die auerge-wohnlich kurze Auenraumlange LA = 1 A gewahlt wurde. Demgegenuber hatten WerteLa  8 A, wie sie bei den numerischen Rechnungen spater tatsachlich zum Einsatz kamen,in Abb. A.1 praktisch keine Dierenzen mehr erkennen lassen.A.3 VerallgemeinerungenDas im vorhergehenden Abschnitt praktizierte Verfahren ist oensichtlich auf beliebigestuckweise konstante eindimensionale Potentiale, die auch im Kontinuumsfall immer ana-lytisch losbar sind, ubertragbar. Stuckweise konstant heit im Dierenzenschema (A.1), esliegen wenigstens drei benachbarte Gitterpunkte immer auf gleichem Potential. Setzen wirdie Gittereigenvektoren in jedem Teilstuck mit dem Potential V = const,  = 1; 2; : : : inder Form ui = Aekxi + Be kxi (A.28)so da als Endresultat limh!0F (k) = pV0   k2k cothLapV0   k2 :entsteht. Wegen (A.10) ist das gerade die linke Seite der Eigenwertgleichung (A.11).
A.3. VERALLGEMEINERUNGEN 87
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Abbildung A.1: Die Funktionen F (k) und F1(k) { die Gln. (A.26) und (A.27) { der tran-szendenten Eigenwertgleichung (A.25) fur die Gitterlosungen des eindimensionalen Potenti-altopfes. Die drei Kurvenpaare stehen von unten nach oben fur die folgenden Schrittweiten:0 A (der kontinuierliche Grenzfall), 0:8 A und 1:35 A. Dabei zeigt bei jedem Paar dieuntere Kurve jeweils F1(k), d. h. den nichteingebetteten Potentialtopf auf einem unendli-chen Gitter, und die obere Kurve F (k) fur die hier betont kurz gewahlte AuenraumlangeLa = 1 A. Die Kastenbreite 2a selbst spiegelt sich nur in den trigonometrischen Funktionentan(ka) und cot(ka) wieder, die beispielhaft fur 2a = 10 A eingetragen sind, und aus derenSchnittpunkten mit F (k) die k-Eigenwerte folgen. Weil mit wachsendem a die tan- undcot-Funktionen immer steiler verlaufen, reduzieren sich die Unterschiede der k-Eigenwerteauf verschiedenen Gittern, d. h. die absoluten Diskretisierungfehler bzgl. k oder  werdengeringer, je breiter ein Kasten wird,
88 ANHANG A. EXAKTE GITTERLOSUNGEN





............................................................................................................................................................................................................................................................................. ......................................................................... ..................................................2.0 1.6 1.20.8
0.4h = 0:0A Abbildung A.2: Die Dispersions-relation E(k) = 2=h2  [1 cos kh]der Gitterlosungen des eindim.Potentialtopfes bzw. uberhauptvon Gitterlosungen in Gebie-ten mit stuckweise konstantemV = 0 (A.29) fur die Schrittwei-ten h = 0 : : :2 A. Die Kur-ven enden gegebenenfalls eher,wenn der maximale Gittereigen-wert (A.7) erreicht ist.an (k ! i ist evident), liefert das Dierenzenschema jeweils die EigenwertdarstellungE = V + 2h2 [1  cos kh]: (A.29)Da E in allen Bereichen ubereinstimmen mu, folgtV1   2h2 cos k1h = V2   2h2 cos k2h = : : : (A.30)als der Zusammenhang zwischen den verschiedenen Wellenzahlen k { das Gitteranalogonzu V1 + k21 = V2 + k22 = : : :Bezeichnen wir den Gitterpunkt xi, an dem das Potential von Wert V 1 auf den WertV springt, mit a, V (xi) = V fur a  xi < a+1;lauten die Anschlubedingungen an den Potentialkanten, z. B. bei a1A1ek1a1 + B1e k1a1 = A2ek2a1 + B2e k2a1A1ek1(a1 h) + B1e k1(a1 h) = A2ek2(a1 h) + B2e k2(a1 h)und sinngema fur a2 etc. Damit existieren zur Bestimmung der Konstanten A; B eben-soviele Gleichungen wie im Kontinuumsfall aus der Stetigkeit von Wellenfunktion und ersterAbleitung resultieren, so da das weitere Vorgehen prinzipiell wie dort erfolgen kann (ge-bundene Zustande, Streuzustande auf einem unendlichen Gitter, etc.). Die algebraischeHandhabung wird allerdings durch den komplizierteren E-k--Zusammenhang, (A.29) und(A.30), erschwert, wie ein Blick auf die einander entsprechenden Gleichungen (A.11) und(A.25) zur Bestimmung von k im vorigen Abschnitt illustriert.Exemplarisch sei die bei der Abschatzung der Diskretisierungsfehler (Abschnitt 4.3)interessante Reexion an einer Potentialschwelle der Hohe V0 angefuhrt. Die Energie 0 <E < V0 ist kontinuierlich, die zugehorigen k(E)-Werte im Gebiet V = 0 folgen aus (A.29),k(E) = 1h arccos 1  h22 E ; (A.31)
A.3. VERALLGEMEINERUNGEN 89und die Ersetzung k ! i in (A.29) liefert die Abklingkonstante (E) des evanescentenTeils (E < V0): (E) = 1harccosh 1 + h22 (V0   E) : (A.32)Weiterhin existieren im Mehrdimensionalen einfache Losungsformen im Falle separablerPotentiale, wie folgendes zweidimensionale Beispiel zeigt: Zerfallt in kartesischen Koordi-naten das Potential in eine Summe zweier jeweils nur von einer Koordinate abhangigenSummanden, V (xi; yj) = Vx(xi) + Vy(yj); (A.33)ist die Eigenlosung uij das dyadische oder Tensorprodukt u 
 v zweier eindimensionalerLosungsvektoren u(xi) und v(yj), komponentenweise dargestelltuij = ui vj: (A.34)Begrundung: Das Dierenzenschema in zwei Dimensionen1h2[4 + V (xi; yj)h2]uij   ui 1;j   ui+1;j   ui;j 1  ui;j+1	 = Euij (A.35)kann mit (A.33) und (A.34) geschrieben werden alsh 2[2 + Vx(xi)h2]ui   ui 1   ui+1	 vj +h 2[2 + Vy(yi)h2]vj   vj 1   vj+1	ui = (Ex +Ey)uivj; (A.36)d. h. wir erhalten links je die eindimensionalen Dierenzenschemata fur ui und vj , weshalbauch die Eigenwerte E = Ex+Ey sich additiv aufbauen. (Das gilt naturlich fur beliebige li-neare Dierenzengleichungen, in die das Potential linear eingeht und nicht nur fur (A.35).)Anwendungsbeispiele sind der mehrdimensionale unendlich hohe Potentialtopf oder auchdas aus der Uberlagerung eindimensionaler Kasten endlicher Hohe entstehende Potentialge-bilde (5.3) auf Seite 57, das fur Testrechnungen und Abschatzungen der Eigenwertspektrenverwendet wurde.
Anhang BLosung desgrodimensioniertenEigenwertproblemsB.1 VorbemerkungenDieses Kapitel beschreibt die numerische Losung des grodimensionierten schwachbesetztenEigenwertproblems Au = u; A 2 Sn;n, wie es aus der Diskretisierung der SGL hervorge-gangen ist. Gesucht sind Eigenlosungen in der Umgebung einer frei wahlbaren Energie , soda die konkrete Aufgabe lautet, einige der betragskleinsten Eigenwerte und zugehorigenEigenvektoren der Matrix A   I zu bestimmen.Die Groe der Matrix beschrankt hier die Auswahl von vornherein auf die sogenanntenvektoriterativen Verfahren, die nicht explizit aufA operieren, sondern mit einer Matrix-mal-Vektor-Regel, w = Av, auskommen. Die Matrix kann als "Black Box\ betrachtet werdenund braucht physisch gar nicht vorhanden sein, was bei den groen, schwachbesetzten undeinfach strukturierten Matrizen, wie sie insbesondere bei der Diskretisierung partieller DGLauftreten, einen numerischen Zugang oft uberhaupt erst ermoglicht. Man unterscheidetdabei projektive Verfahren, die sukzessive die Projektion auf den Unterraum der gesuchtenEigenvektoren verbessern, und Relaxationsverfahren, die ein geeignet gewahltes Funktionalmaximieren.Eine Schwierigkeit birgt naturlich die immense Dimension von A, ein 300 300{Gitterfuhrt bereits zu n = 90:000, ein solches in drei Dimensionen auf die interessante Zahl27 Millionen.Fast schwerwiegender noch, weil verfahrensinherent, wiegen die folgenden zwei Punkte:Zum einen ist die Konvergenz der iterativen Verfahren auf den spektralen Abstand der ge-suchten Eigenwerte von allen ubrigen gegrundet und droht folglich zu verschwinden bei sehrdichten Spektren oder groeren Eigenwerthaufen. Hinzukommt, da auf vektoriterativemWege direkt immer nur Eigenwerte an den Spektrumsrandern bestimmt werden konnen, daes jedoch ungleich aufwendiger wird, wenn beliebige Bereiche des Spektrums gefordert sind(wenn wie bei uns  frei "durchgestimmt\ werden soll). Verfugt man dann nicht uber einenschnellen Loser des Gleichungssystems (A  I)x = v, um mit der inversen Vektoriteration90
B.2. VEKTOR- UND TEILRAUMITERATION 91arbeiten zu konnen, ist man zur Iteration mit der quadrierten Form (A  I)2 I genotigt(Abschnitt B.3), wodurch sich das Konvergenzverhalten jedoch dramatisch verschlechtert(Abschnitt B.7).Das Zusammentreen beider Umstande in unserer Aufgabe fuhrt letztlich zu einer au-erordentlich schwachen Konvergenz mit bis zu 30 000 erforderlichen Av{Iterationen. DasProblematische daran, neben der Zeitfrage, ist, da die Akkumulation der Rundungsfehlerninnerhalb der Iterierten v bedrohliche Ausmae anzunehmen beginnt, da diese Akku-mulation jedoch nicht mehr wie z. B. noch bei einem Skalarprodukt mit den bekannten,kostengunstigen Methoden wie Aufsummierung der Zwischensummen in hoherer Genauig-keit oder Kaskadensummation (Abb. B.1) unterbunden werden kann. Die Zwischenresultatesind hier die Iterierten selbst, d. h. eine Verdopplung der Mantissenzahl verdoppelt nahezuden Speicherbedarf der gesamten Aufgabe, von der vermehrten Rechenzeit zu schweigen.Der Aufwand wurde schneller noch wachsen als die Zahl der Operationen, da der Aufwandpro Operation ebenfalls steigt.Fur die in Betracht kommenden Algorithmen werden wir damit die Grenzen hinsicht-lich Konvergenzgeschwindigkeit und Genauigkeit tangieren. Das einzelne Verfahren lediglichals "Black-Box\ zu sehen, scheint an dieser Stelle kaum mehr gerechtfertigt, und eine et-was eingehendere Betrachtung der einzelnen Verfahren tut not, um zu einer begrundetenAuswahl und zu hinreichend prazisen Aussagen uber Konvergenz und Fehlerakkumulationzu gelangen. Entsprechend der Problemstellung werden wir uns hierbei auf die speziellesymmetrische Eigenwertaufgabe beschranken.B.2 Vektor- und TeilraumiterationDiese iterativen Verfahren approximieren diejenigen Eigenvektoren der Matrix A 2 Sn;n,die zu sogenannten dominanten, d. h. betragsgroten Eigenwerten gehoren. Die Algorithmenhaben selbst keinen allzugroen direkten Anwendungsbereich, sind jedoch die Grundlageder meisten leistungsfahigeren Verfahren und lassen deren wesentlichsten Merkmale guterkennen.Im folgenden seien die Eigenwerte fig von A nach absteigenden Betragen gemaj1j  j2j  : : : jn 1j  jnj (B.1)geordnet und fuig sei ein orthonormales System zugehoriger Eigenvektoren. Die Eigenwertef1; : : : ; pg heien dominant, wenn jp+1j < jpj (B.2)gilt. Den p dominaten Eigenwerten entspricht der durch die zugehorigen Eigenvektorenaufgespannte Teilraum Sp = Sp(A)  spanfu1; : : : ; upg; (B.3)wobei fu1; : : : ; upg oensichtlich eine orthonormale Basis von Sp bildet und Sp die Di-mension p besitzt. Aus Aui = iui 2 Sp (i = 1; : : : ; p) folgt auerdem, da Sp invariantunter der durch A vermittelten linearen Abbildung ist (Sp heit invarianter Teilraum vonA). Umgekehrt konnen jedem invarianten Teilraum der Dimension p genau p Eigenvek-toren und Eigenwerte von A zugeordnet werden. Verfugt man daher uber eine genugendgute Approximation von Sp, wird man erwarten durfen, aus dieser wegen der Trennung der
92 ANHANG B. L OSUNG DES EIGENWERTPROBLEMSp dominanten Eigenwerte von den ubrigen auch genugend gute Approximationen fur dieEigenpaare fi; uig (i = 1; : : : ; p) beschaen zu konnen.Wie gelangt man nun zu Approximationen fur Sp. Hierzu beachte man, da die Eigen-wertzerlegung von A,A = UUT = 1u1uT1 + : : :+ pupuTp  (B.4)+ p+1up+1uTp+1 + : : :+ nunuTnmit U = (u1; : : : ; un), UUT = I und  = diagf1; : : : ; ng die analoge ZerlegungAk = UkUT = k1u1uT1 + : : :+ kpupuTp  (B.5)+ kp+1up+1uTp+1 + : : :+ knunuTnfur die k-te Potenz von A nach sich zieht. Fur einen geeigneten Startvektor v, der im Systemder fujg die Darstellung v =Xj cjuj mit cj = uTj v (B.6)besitzt und dessen erste Entwicklungskoezienten c1; : : : ; cp nicht samtlich verschwinden,stellt die Iterierte v(k) = Akv demzufolge fur genugend groes k "fast\ eine Linearkombi-nation der ersten p Eigenvektoren dar, d. h. Akv liegt "fast\ in Sp. Die Iteration wird dabeiselbsverstandlich rekursiv gema v(k+1) = Av(k) ausgefuhrt.Die zugehorige Eigenwertnaherung  liefert der sogenannte Rayleigh-Quotient, der fureinen nicht notwendigerweise normierten Vektor v allgemein die Form = R(v)  vTAvvTv (B.7)besitzt und die im Sinne des Residualkriteriums [42, S. 360]kAv   vk ! Minimum (B.8)bestmogliche Eigenwertapproximation  fur eine gegebene Eigenvektornaherung v darstellt.Im einfachsten Fall p = 1 ist nur ein Vektor zu iterieren, der dann die Richtung u1oder  u1 approximiert. Einschlielich einer Uber- oder Unterlauf vermeidenden Normierungnach jedem Iterationsschritt lautet das Basisverfahren der Vektoriteration damit:S1 (Iteration): Berechne w(k+1) = Av(k)S2 (Normierung): Setze v(k+1) = w(k+1)=kw(k+1)kFur c1 = uT1 v(0) 6= 0 konvergieren die v(k) gema0  tan'k  k tan'0 mit 'k =<) (u1; v(k)) 2 [0; =2) ; (B.9)d. h. linear mit dem Konvergenzfaktor  = j2=1j < 1 gegen u1 und die Rayleigh-Quotienten k = R(v(k)) im Sinne des Abstandskriteriums j1   k+1j = 2j1   kjmit 2 { also schneller als die v(k) { gegen den Eigenwert 1 [42, S. 376].Sind die ersten p Eigenpaare fi;vig gesucht, die dann nicht mehr notwendigerwei-se getrennt liegen mussen, ist die simultane Iteration mehrerer Vektoren gewohnlich amgunstigsten, d. h. es werden direkt Approximationen Vk fur den p-dominaten TeilraumSp berechnet. In der einfachsten Form kann hierzu ein Startteilraum V0 der Dimension
B.3. BERECHNUNG BELIEBIGER EIGENWERTE 93p vermoge Vk+1 = AVk mit A iteriert werden, wobei der Teilraum Vk durch die Spalteneiner geeigneten Matrix Vk,Vk = R(Vk); Vk  (v(k)1 ; : : : ; v(k)p ) 2 Rn;p ; (B.10)aufgespannt wird und die Spalten vonWk+1  (w(k+1)1 ; : : : ; w(k+1)p ) = AVk = (Av(k)1 ; : : : ; Av(k)p ) (B.11)dann den Teilraum Vk+1 representieren. Allerdings wurde bei naiver Ausfuhrung die Ba-sis Vk mit wachsendem k zunehmend parallelisiert, weshalb mit einer orthonormalen Vkgearbeit wird (Teilraumiteration mittels orthonormaler Basen):S1 (Iteration): Berechne Wk+1 = AVkS2 (Orthonormalisierung): Bestimme spaltenorthonormales Qk+1 2 Rn;p und obereDreiecksmatrix Rk+1 2 Rp;p so, da Wk+1 = Qk+1Rk+1S3 Setze Vk+1 = Qk+1Die Konvergenz entspricht noch der der einfachen Vektoriteration, doch lat sich zeigen[70], da in den Teilraumen Vk Richtungen existieren, die naher an den Eigenrichtungen uiliegen als die v(k)i in (B.2) und individuell mit dem Faktor jp+1=ij konvergieren konn-ten. Diese zu extrahieren, bedarf es allerdings der im ubernachsten Abschnitt erwahntenRitz-Technik. Zuvor sind einige Bemerkungen grundsatzlicher Natur zu vektoriterativenVerfahren angebracht.B.3 Berechnung beliebiger EigenwerteFolgende drei Grundoperationen, die auch miteinander kombiniert werden konnen, lassendie Eigenvektoren einer Matrix A bekanntlich unverandert, verandern aber die Eigenwerte: Skalare Multiplikation ( reell): A ! i Spektralverschiebung ( reell): A  I ! i    Potenzierung (k ganz): Ak ! kiDie fur die Konvergenzgeschwindigkeit mageblichen Quotienten j = jp+1=jj (j =1; : : : ; p) konnen daher durch eine geeignete Spektralverschiebung, A  I, minimiert wer-den. So werden fur 1  : : :  p > p+1  : : :  n (keine Betrage!) die j furopt = 12(p+1 + n) minimal und die minimalen Werte lautenoptj = 1  j1 + j mit 0 < j  j   p+1j   n  1: (B.12)Auch lassen sich fur 1  : : :  n p 1 > n p  : : :  n mit Hilfe vonA  I mit   12 (1 + n p 1) (B.13)die p kleinsten Eigenwerte in dominante verwandeln, man beachte jedoch, da durch ein-fache Spektralverschiebungen nur Eigenwerte an den Enden des Spektrums zu dominantengemacht werden konnen.
94 ANHANG B. L OSUNG DES EIGENWERTPROBLEMSSind dagegen Eigenwerte aus der Mitte des Spektrums, etwa in der Nachbarschaft einesvorgegebenen Wertes  gesucht (das sind die betragskleinsten von A   I), bietet sich dieinverse Vektoriteration Wk+1 = (A   I) 1Vk (B.14)an, die die Eigenpaare zu den betragsgroten (i   ) 1 liefert, also gerade die zu  nachst-benachbarten i. Insbesondere die Inverse Rayleigh-Quotienten Iteration,v(k+1) = (A  (k)I) 1v(k); (k) = 
v(k)Av(k)=
v(k)v(k);bei der nach jeder Iteration die Matrix individuell fur jede Iterierte zur jeweils letztenEigenwertnaherung (k) hin verschoben wird (und dadurch immer singularer wird), istmit einer kubischen Konvergenz fur die Eigenwerte das bestkonvergierendste diesbezuglicheVerfahren uberhaupt [42, S. 395].Die direkte Invertierung von A I ist gewohnlich unvertretbar. Stattdessen wird Wk+1durch Losen des Gleichungssystems(A   I)Wk+1 = Vk (B.15)bestimmt. Dabei hat man in Rechnung zu stellen, da die Koezientenmatrix A  I i. allg.indenit ist, da die Verschiebung des Nullpunktes in das Spektrum hinein zwangslaugpositive und negative Eigenwerte zur Folge hat.Eine zweite Moglichkeit, Eigenwerte aus der Mitte des Spektrums zu nden, bietet dieIteration mit der quadrierten Form (A   I)2. Die kleinsten Eigenwerte von (i   )2 sindgerade die gesuchten i, die am dichtesten bei  liegen, und diese konnen immer durcheine geeignete Shift, (A    I)2   I mit hinreichend groem  > 12 maxf(i   )2 : 8ig, indominante verwandelt werden.Aus den in 4.4.1 genannten Grunden werden wir hier den zweiten Weg uber die qua-drierte Form (A    I)2   I beschreiten.B.4 Ritz-Technik und die GrundverfahrenEs erhebt sich die Frage, wie den durch die Matrizen Qk in (B.2) representierten Teilraumap-proximationen Vk = R(Qk) moglichst gute Naherungen (j; zj) fur die gesuchten Eigen-paare von A zugeordnet werden konnen. Die Antwort gibt der Rayleigh-Ritz-Algorithmus[42, S. 384]:Sei V = R(Q) ein p-dimensionaler Teilraum, der durch die Spalten der spaltenorthonor-malen Matrix Q 2 Rn; p aufgespannt wird. Man bilde die symmetrische (p p)-MatrixP  QTAQ 2 Sp; p; (B.16)die Projektion von A auf V = R(Q) oder auch Ritz-Ansatz von A zur Basis Q heit, undsuche anschlieend deren EigenwertzerlegungP = XTMX (B.17)mit M = diag(1; : : : ; p) und orthogonalem X 2 Rp; p. Mit Hilfe von X kann aus demUnterraum R(Q) dann die besondere Basis (Ritz-Basis)Z  QX 2 Rn; p (B.18)
B.4. RITZ-TECHNIK UND DIE GRUNDVERFAHREN 95mit R(Z) = R(Q) ausgewahlt werden1, die die Quadratsumme der ResiduenkAZ  ZMk2F = pXj=1 kAzj   zjjk2 ! Minimum (B.19)minimiert, d. h. fM, Zg sind im Sinne dieses Kriteriums die bestmoglichen Eigenpaare vonA im Teilraum R(Q), Beweis z. B. [42, S. 385].Die Ritz-Eigenpaare fM, Zg besitzen eine Reihe besonderer Eigenschaften, von denenwir eine erwahnen wollen: Sind 1  2  : : :  n die Eigenwerte von A und 1  2 : : :  n die Eigenwerte des Ritz-Ansatzes P nach (B.16), so gilt die Ungleichungi  i ; i = 1; : : : ; p:Um die p groten Eigenwerte von A zu berechnen, folgt daraus die Moglichkeit, die Sum-me der p Eigenwerte des Ritz-Ansatzes durch Variation der Basen Q oder V uber p-dimensionalen Teilraumen R(Q) = R(V) zu maximieren. Dies fuhrt zu dem Bewertungs-funktional (V)  Sp  VTAVVTV ; (B.20)das eine Verallgemeinerung des Rayleigh-Quotienten darstellt, und das als maximalen Wertdie Summe der p groten Eigenwerte von A besitzt.Eine Reihe von Eigenwertverfahren, die zumeist fur das allgemeine EigenwertproblemAx = Bx entwickelt wurden, beruhen tatsachlich auf der Maximierung des Funktionals(V) (Relaxationsprinzip). Die allgemeine Iterationsvorschrift lautet [63, S. 21]Vk+1 = VkK1 + SK2 (B.21)wobei Vk 2 Rn;p die Iterierte, S 2 Rn;m eine vorgegebene Suchrichtung und K1=2 ent-sprechende Auswahlmatrizen der Ordnung (p p) bzw. (m p) sind. Die Verfahren unter-scheiden sich in der Wahl der Suchrichtung2 S und in der Konstruktion der Matrizen K1=2.Sie sind so ausgelegt, da (Vk+1)  (Vk) gewahrleistet, d. h. beweisbar ist. Von prak-tischer Relevanz sind nach [63] das "simultane Gradientenverfahren mit optimaler\ oder"pseudooptimaler Auswahl von R(Vk+1)\ und entsprechende Verfahren der konjugiertenGradienten.Prinzipiell fallt hierunter auch der Lanczos-Algorithmus [79], der eine gwisse Sonder-stellung insofern einnimmt, als die Suchrichtung nicht nur aus der letzten Iterierten Vk,sondern aus s  1 vorangegangen Iterierten Vk; : : : ;Vk s 1 bestimmt wird. Die theortischsehr gute Konvergenz wird in der Praxis allerdings dadurch unterminiert, da bei simul-tanen Varianten des Lanczos-Algorithmus wesentliche Stabilitatsprobleme auftreten undgeeignete quantitative Abbruchskriterien schwer zu nden sind [79][63, S. 37].Demgegenuber stehen Algorithmen, die nicht explizit die Vergroerung des Funktionals(Vk) zum Ziel haben, sondern bei denen wie bei der Teilraumiteration (B.2) bewiesenwerden kann, da die Projektion der Teilraume Vk auf den Unterraum span(u1; : : : up) der1Fur nichtorthonormale Basen V von V lautet die Ritz-Projekion P  VTAV=(VTV), die nach derEigenwertzerlegung (B.17) dann zu nichtorthogonalen Ritz-Basen Z=VX fuhrt, die aber gleichfalls (B.19)befriedigen.2S = grad(Vk) bezeichnet man als optimale Suchrichtung, daneben existieren Verfahren mit nahe-rungsweise optimalem S und Verfahren der Koordinatengruppenrelaxation. Letztere allerdings scheinenkaum praktische Bedeutung erlangt zu haben.
96 ANHANG B. L OSUNG DES EIGENWERTPROBLEMSgesuchten Eigenvektoren schrittweise verbessert wird. Der wichtigste Vertreter ist hier diebekannte Simultane Iteration, die auf Bauer [5] und Rutishauser [70, 71] zuruckgeht unddurch ihre Einfachheit und Kompaktheit besticht. Der Iterationsablauf kann durchS1 Wk+1 = AVkS2 Konstruktion der (p p)-Matrix TS3 Vk+1 = Wk+1Tdargestellt werden, wobei verschieden Varianten sich dann hinsichtlich Schritt S2 unter-scheiden. Z. B. kann hier der Rayleigh-Ritz-Algorithmus eingeschoben werden mit X gema(B.17) als T. Die Konvergenz gegen die Eigenvektoren von A lat sich bereits fur beliebigesnichtsingulares T und nichtdefektives A zeigen [63].Entscheidend ist, da bei geeignetem T der individuelle Konvergenzfaktor der Vektorenv(k)i (der Spalten von Vk) je Schritt auf den Wert jp+1=ij gegenuber ji+1=ij bei dereinfachen Teilraumiteration verbessert werden kann. Nunmehr wird es auch gunstiger, einigeVektoren mehr als nur die gesuchten zu iterieren, p = s + m, s sei die Zahl der gesuchten,m die der zusatzlich Iterierten, da die Iterationslucke ji p+1j; i = 1; : : : ; s und damit dieKonvergenzgeschwindigkeit der gesuchten Eigenpaare dadurch gewohnlich erhoht wird.Die in Rede stehenden Anwendung wird die theoretische Grenze der Verfahren tangie-ren, weshalb wichtigstes Auswahlkriterium die zu erwartende Konvergenzgeschwindigkeitsein sollte, um Iterationsbedarf und damit Rundungsfehler zu minimieren. Wahrend beiden projektiven Verfahren wie der Simultanen Iteration entsprechende Abschatzungen gutzuganglich sind, sind fur Relaxationsverfahren Aussagen zur Konvergenzgeschwindigkeitschwierig bzw. in allgemeiner Form nicht bekannt [63]. Letztlich konnten nur Testrechnun-gen sicheren Aufschlu geben.In [63] werden alle relevanten Verfahren anhand ausgewahlter Fallbeispiele miteinan-der verglichen. Relaxationsverfahren benotigen einen etwas hoheren Aufwand, besitzen ge-genuber den projektiven Methoden aber den Vorteil, da sie keine Spektrumsinformationenfur eine optimale Konvergenz benotigen und im allgemeinen schneller konvergieren. DasAusma des Konvergenzvorsprungs hangt allerdings ab von der konkreten Gestalt der Ma-trix.Insbesondere in der Anwendung auf Schwingungsprobleme wurden mit der SimultanenIteration gute Ergebnisse erzielt [62, 63, 4, 37]. Fur ein optimal verschobenes Spektrum(B.12) { das Intervall der "unerwunschten\ Eigenwerte liegt symmetrisch zum Nullpunkt {erreicht die Simultane Iteration in Kombination mit der Tschebysche-Beschleunigung (vgl.den folgenden Abschnitt) hier die Werte der Relaxationsverfahren. Auch wird in [63, S. 63]gezeigt, da beim speziellen Eigenwertproblem die asymptotische Konvergenzgeschwindig-keit des machtigen "simultanen Gradientenverfahrens mit optimaler Wahl der Suchrichtung\identisch wird mit der einer "optimal verschobenen\ Simultanen Iteration.In Anbetracht der relativ einfachen Implementation des Algorithmus und der Tatsa-che, da wir dank geeigneter exakter Vergleichslosungen uber ausreichende Spektrumsin-formationen verfugen, legen wir unserem Verfahren daher die Simultane Iteration zugrundeund zwar speziell die Variante RITZIT von Rutishauser [70, 71], die in einer sorgfaltigenAusfuhrung Simultane Iteration und Tschebysche-Beschleunigung miteinander kombiniert.Bevor das Gesamtverfahren besprochen wird, skizzieren wir deshalb noch kurz die Tsche-bysche-Iteration, die entscheidend die Konvergenzgeschwindigkeit von RITZIT bestimmt.
B.5. DIE TSCHEBYSCHEFF-ITERATION 97B.5 Die Tschebysche-IterationEine k-fache Iteration Vs+k = AkVs mit dem Konvergenzfaktor jp+1=pjk kann als Spezi-alfall einer Polynomiteration k-ter Ordnung Vs+k = Pk(A)Vs aufgefat werden. Fragt manverallgemeinernd nach einem Polynom k-ter Ordnung, das im Verbund mit einer geeignetenlinearen Transformation ! ~ den fur die Konvergenzgeschwindigkeit dann mageblichenWert jPk(~p+1)=Pk(~p)j minimiert, wird man auf die Tschebysche-PolynomeTk(x)  12 x+px2   1k + x px2   1k ; (k  0) (B.22)mit den EigenschaftenTk(x) = cos(k arccos x) 8x 2 [ 1;+1] (B.23)Tk(x) = 2xTk 1(x)   Tk 2(x) (3-Term-Rekursion) (B.24)jTk(x)j  1 8x 2 [ 1; +1] (B.25)jTk(x)j > 1 8x 62 [ 1; +1] (wachst stark mit k) (B.26)gefuhrt, deren k reelle Nullstellen alle im Intervall [ 1; 1] liegen. Die Tk(x) sind dadurchausgezeichnet, da bei ihnen das Maximum des absoluten Betrages im Intervall [ 1; 1]den kleinsten Wert annimmt, der bei einem reellen Polynom k-ter Ordnung und gleichemhochsten Koezienten uberhaupt moglich ist [20, S. 75].Angenommen, die "unerwunschten\ Eigenwerte p+1; : : : ; n liegen alle im Intervall[a; b] und alle gesuchten 1; : : : ; p auerhalb von [a; b]. Mit Hilfe der linearen Transfor-mation [a; b] ! [ 1; 1] ~A = 2b  a [A  (a + b) I] (B.27)werden die "unerwunschten\ Eigenwerte in das Intervall [ 1; 1] transformiert und die1; : : : ; p bleiben auerhalb. Eine nunmehr mit ~A durchgefuhrte Tschebysche-IterationVs+k = Tk( ~A)Vs (B.28)die erstmals von Rutishauser in [70, 71] beschrieben wurde, verbessert aufgrund der aus-gezeichneten Eigenschaft der Tk(x) die Konvergenzgeschwindigkeit dann zum Teil betracht-lich. Die rekursive Darstellung (B.24) der Tk(x) ermoglicht zudem eine sehr ressourcenspa-rende Implementierung, da ein kompletter Schritt Tk( ~A)Vs fur beliebiges k bereits mit zweizusatzlichen Vektoren der Dimension n realisiert werden kann.Ein Nachteil allerdings ist, da Spektrumsinformationen uber das Intervall [a; b] vonnotensind, die i. allg. zu Beginn noch nicht vorliegen und erst im Laufe der Iteration gewonnenwerden. In der Realisierung von Rutishauser in der Prozedur RITZIT [71] fur indenite Awird dies wie folgt gelost: Die ohnenhin anfallenden Eigenwertapproximationen p des p-tenVektors vp (der letzten Spalte von Vs) liefern wegen e  jpj  jpj eine untere Schrankefur die Betrage der dominanten Eigenwerte, d. h. diese liegen stets auerhalb [ e; e]. Verein-fachend wird daher das symmetrische Intervall [ e; e] als das Intervall der "unerwunschten\Eigenwerte [a; b] angesehen und der linearen Transformation (B.27) zugrundegelegt, die sichdamit auf ~A = 1eA reduziert und zur rekursiven DarstellungVs+1 = 1eAVsVs+j = 2eAVs+j 1  Vs+j 2; j = 2; 3; : : : (B.29)
98 ANHANG B. L OSUNG DES EIGENWERTPROBLEMSfuhrt. Die Wahl [ e; e] ist optimal, wenn [a; b] tatsachlich symmetrisch zum Nullpunktliegt, und um so schlechter, je exzentrischer [a; b] ausfallt, also z. B. fur i  0 8i.In der von uns angestrebten Anwendung kann [a; b] nun allerdings schon vorher hinrei-chend genau bestimmt werden, so da wir [a; b] bereits zu Beginn durch eine entsprechendeVerschiebung A  12 (a+ b) I symmetrisieren konnen. In diesem Fall wird die symmetrischeImplementation [ e; e] ! [ 1; 1] sogar zur besseren Variante, da gegenuber (B.27) dieinterne Verschiebung entfallt, die bei jedem Rekursionschritt (B.29) sonst hinzukame3.Die Konvergenzrate Tk(~p+1)=Tk(~j) der j-ten Spalte von Vs+k nach einer k-schrittigenTk(1eA)Vs-Iteration betragt mit (B.22) und wenn naherungsweise p+1 = e gesetzt wird:Tk(1)Tk(~j) = 2~j +q~2j   1k + ~j  q~2j   1k ; ~j  je > 1: (B.30)Rutishauser approximiert diesen Ausdruck durch ~j  q~2j   1k und kann hernachden Konvergenzfaktor in der ublichen Weise 'pro Schritt' angeben. In unseren Fallen sehrschwacher Konvergenz ist diese Abschatzung jedoch etwas grob, weshalb der vollstandigeAusdruck einmal angeschrieben wurde.B.6 Das schlieliche Verfahren im GanzenB.6.1 GrundschemaZu nden sind einige wenige Eigenpaare fj ; vjg mit j   der Matrix A 2 Sn;n. Wirdder Energienullpunkt auf dem Boden der Potentialkasten gelegt, ist A positiv denit, undwir indizieren 0 < 1  2  : : :  n: (B.31)Gema den Erorterungen in 4.4.1 bestimmen wir die Eigenlosungen um  durch Berechnungder kleinsten Eigenwerte der quadrierten Matrix (A  I)2. Als iteratives Eigenwertverfahrenhierzu dient uns die Prozedur RITZIT, die auf direktem Wege allerdings nur die dominantenEigenpaare einer Matrix liefert, weshalb die gesuchten Eigenwerte zuvor noch vermoge derVerschiebung B = (A   I)2    I (B.32)in dominante zu verwandeln sind. Um keine Konvergenzgeschwindigkeit zu verschenken,sollte der Wert  dabei so klein wie moglich gewahlt werden, d. h. nur so gro, da diegesuchten Eigenwerte gerade zu dominanten werden. In jedem Falle mu > 12 maxf(j   )2 : 8jg: (B.33)sein. Weil praktisch immer n=2 > , sogar n=2  , gewahrleistet ist, hat man  ammaximalen Eigenwert n von A auszurichten, zweckmaigerweise uber = (n   )2  (max   )2 mit  > 0:5; (B.34)3Dann namlich Vs+j = 4b aAVs+j 1   2 b+ab aVs+j 1  Vs+j 2. Der tiefere Grund, warum Verschie-bungen von A vorher meist billiger sind, besteht darin, da alle diese iterativen Verfahren intern mit einerMatrix-mal-Vektor-Regel auskommen sollen (und konnen) und nicht an A manipulieren durfen, wahrendextern die Hauptdiagonale oftmals physisch vorhanden ist.
B.6. DAS SCHLIESSLICHE VERFAHREN IM GANZEN 99also mit Hilfe eines { moglichst knappen { Faktors , der folglich eine Schatzung der Ei-genwertabstande nahe  beinhaltet. Bei der Dichte des Spektrums genugt meist   0:55.Fur den maximalen Eigenwert n in (B.34) bedarf es wie dort angedeutet nur einerNaherung max, die entweder auf numerischem Wege durch "grobe\ Iteration mitA erhaltenwerden kann oder aber wie im Falle der rechteckigen und kubischen Grundgebiete schnellernoch aus der analytischen Gitterlosung des unendlich hohen Kastens (A.6):max = 4h2 cos2 2(nx + 1) + cos2 2(ny + 1) + : : : + V0; (B.35)nx;y;::: sind hier die Zahlen der inneren Gitterpunkte je Koordinatenachse und gegebenen-falls hat man um den nz{Term der dritten Dimension zu erweitern. Mit dem V0{Addentenist dies sogar eine strenge obere Schranke, da jede in die V0{Potentialebene eingepragteMulde die Energie nur verringern kann.Fur das Gesamtverfahren erhalten wir damit folgendes Schema:Schema des Eigenwert-Gesamtverfahrens:S1 Diskretisierung: Belege Matrix A entsprechend gewahltem Potential und GeometrieS2 Bestimme naherungsweise maximalen Eigenwert von A anhand einer exakten Ver-gleichslosung oder durch "grobe\ Iteration: max  nS3 Verschiebung zur Energie : A  A    IS4 Quadrierung: A2S5 Verwandle minimale Eigenwerte von A2 in dominante: B  A2    I mit  =(max   )2 und hinreichend groem  > 0; 5S6 Berechne die p dominanten Eigenpaare fj ; vjg von B (Prozedur RITZIT)S7 Bestimme die Eigenwerte von A uber die Rayleigh-Quotienten j = vTj AvjDie Prozedur RITZIT benotigt eine Matrix-mal-Vektor-Regelw = Bv. Die Problematikdieser Algorithmen wurde in 4.4.2 erortert. Ublicherweise wird die Operation Bv auf zweirekursive Aufrufe von Av zuruckgefuhrt, so da nur die erste Verschiebung A    I (derSchritt S3) auch tatsachlich physisch ausgefuhrt werden kann, wahrend Quadrierung undVerschiebung mit  (die Schritte S4 + S5) virtuell von der Matrix-mal-Vektor-Regelw = Bvubernommen werden mussen, mit der RITZIT operieren soll.B.6.2 Die Prozedur RITZITDie original in ALGOL notierte Prozedur RITZIT wurde nach C umgeschrieben. Dabeikonnte der Ressourcenbedarf fur die Tschebysche-Iteration von den ursprunglich drei aufdie Mindestzahl von zwei zusatzlichen Vektoren verringert werden. Das Schema von RITZITwird nur soweit dargeboten, wie es fur eine Konvergenzaussage notwendig ist, fur Einzel-heiten sei auf die Originalliteratur [70, 71] verwiesen.Grundschema der Prozedur RITZIT:Berechnung der p dominanten Eigenpaare fi;vig der Matrix B mit Hilfe einerMatrix-mal-Vektor-Regel.S1 Initialisierung: Wahle spaltenorthonormales V0. Setze k = 0; m = 2S2 Tschebysche-Iteration: Vk+m 1 = Tm 1(B)VkS3 Orthonormalisiere Spalten von Vk+m 1
100 ANHANG B. L OSUNG DES EIGENWERTPROBLEMSx1 x2| {z }s(1)1 x3 x4| {z }s(1)2 x5 x6| {z }s(1)3 x7 x8| {z }s(1)4| {z }s(2)1 | {z }s(2)2| {z }s = s(3)1Abbildung B.1: Grundprinzip der Kaskadensummation am Beispiel n = 8, die allgemeinfur n = 2p nur eines zusatzlichen REAL-Feldes der Lange p bedarf. Fur beliebiges n sindentsprechend benachbarte Kaskaden auszufuhren. Kaskadensummationen sind pradestiniertfur Parallelverarbeitung.S4 Ritz-Schritt: Konstruiere (p p)-Matrix T und setze Vk+m = Vk+m 1TS5 Justiere m, AbbruchtestsS6 k = k + m, goto S1Die Zahl m legt hier die Ordnung der Tschebysche-Polynome Tm 1 fest, d. h. mit anderenWorten die Intervalle, in denen die aufwendigeren Ritz-Schritte samt Orthonormierung ein-geschoben werden. Zu Beginn der Iteration ist m = 2 und wachst dann stark, bei schwacherKonvergenz ungefahr mit dem Faktor 2. Die Matrix T des Ritz-Schrittes ist so konstruiert,da die individuelle Konvergenz der Vektoren mit dem Quotienten jp+1=j j { nach einemTschebysche-Gesamtschritt also mit dem Faktor (B.30) { erfolgt.Ein bisher wenig erwahnter, jedoch sehr wichtiger Punkt ist die durch die hohe Di-mension der Vektoren nicht mehr zu vernachlassigende Fehlerakkumulation bei Summatio-nen uber n, worunter alle Skalarprodukte <wjv > leiden und in ganz besonderem Maenaturlich die Schmidt-Orthogonalisierung. Werden n Zahlen xi in der ublichen rekursivenFormFOR i := 1 TO n DO s := s + xiaufsummiert, wachsen die Rundungsfehler proportional zu (n   1) mit  als relativemRundungsfehlerniveau der Computerarithmetik und  = 0:5  101 t bei t dezimalen Man-tissenstellen und symmetrischer Rundung [42, Kapitel 2]. Tatsachlich lieen sich mit 14{16Mantissenstellen (8-Byte-Zahlen) bei unseren Dimensionszahlen n > 104 auf diese Wei-se uberhaupt keine vernunftigen Resultate mehr erzielen, gleichwohl das Verfahren kon-vergierte, d. h. Testgroen wie Rayleigh-Quotienten usw. stagnierten. Die Wellenfunktio-nen widersprachen jedoch der Anschauung, lieen angeforderte Symmetrien vermissen oderzeigten Unstetigkeiten. Wenigstens blieben die Residuen Av v als numerisch keineswegsunproblematisches Gutekriterium oberhalb 10 2 eV.Abhilfe schate die sogenannte binare oder Kaskadensummation [42, S. 93], deren Grund-prinzip Abb. B.1 illustriert. Die Rundungsfehler4 wachsen hier nur proportional zu log2(n),fur n = 217 = 131 072 also 17 statt 131 071. RITZIT wurde daher auf Kaskadensumma-tion umgestellt.4Genauer wird die Computerrealisierung einer Summation zum Fehlerniveau  durch s =Pni=1 xi 1 + "(n)i  beschrieben, wobei die "(n)i die relativen Storungen sind, die die einzelnen xi ins-gesamt erleiden. Bei der Standardsummation genugt "(n)i der Ungleichung j"(n)i j  (n   1), wahrend furKaskadensummation j"(n)i j  log2(n) gilt [42, Kap. 2].
B.7. ZUR KONVERGENZGESCHWINDIGKEIT 101B.7 Zur KonvergenzgeschwindigkeitB.7.1 Allgemeine FormulierungZum Problematischen an praktischen Abschatzungen der Konvergenzgeschwindigkeit gehort,da die diesbezuglichen theoretische Aussagen zumindestens der relevanten Eigenwerte desSpektrums (z. B. der gesuchten) bedurfen, wahrenddessen solche Eigenwerte gerade erstberechnet werden sollen. Insbesondere die Vorhersage der fur die Konvergenz entscheiden-den Iterationslucke { Abstanden uber 4 bis 10 benachbarte Eigenwerte hinweg { birgt vielUnsicherheit, da dort z. B. hineinspielt, ob man ein regulares und hinsichtlich der Nachste-Nachbar-Statistik (NNS) damit Poisson-verteiltes, oder ein nichtregulares und damit eherWigner-verteiltes, steiferes Spektrum erwartet. Insofern wird bei gewissen Anwendungenerst das "numerische Experiment\ das letzte Wort sprechen.Eine zusatzliche Schwierigkeit { und mit der Hauptgrund fur die folgende, etwas ausfuhr-lichere Analyse { bereitet in unserem Fall die Tatsache, da mit der quadrierten Matrix(B.36) iteriert wird, Eigenwertschatzungen aber nur fur die unquadrierte, ursprunglicheMatrix A sinnvoll moglich sind, so da samtliche Aussagen dementsprechend ubertragenwerden mussen.Zur Rekapitulation: Gesucht waren Eigenwerte k nahe  der positiv deniten MatrixA mit der Indizierung (B.31), iteriert wird jedoch mit der MatrixB = (A   I)2   I; (B.36)deren Eigenwerte j im folgenden nach absteigenden Betragen geordnet angenommen wer-den, wobei die ersten p Eigenwerte dominant sein sollen:j1j  : : :  jpj > jp+1j  : : :  jnj : (B.37)Eine Konvergenzbetrachtung hat demgema das fjg-Spektrums zu untersuchen.Abschatzungen der Konvergenzgeschwindigkeit nehmen das Streben der Eigenwertnahe-rungen (`)j (` ist der Iterationsindex) gegen die exakten Eigenwerte j zum Ausgangspunktund werden gewohnlich in Form eines asymptotischen Konvergenzquotienten j gegeben [42,Kap. 13]: jj   (`+1)j jjj   (`)j j  j ; j = 1; : : : ; p: (B.38)(B.38) besagt, da der Startfehler mit jeder Iteration um den Faktor  verringert wird,mit anderen Worten, soll das Verfahren solange laufen, bis die relativen Anderungen desFehlers nur noch  = N betragen, sind etwa N = log()= log() Iterationen erforderlich.Die Groe   log10() kann als Anzahl gultiger Dezimalstellen interpretiert werden.Die individuelle Konvergenz der Iterierten v(`)j gegen die Eigenvektoren uj wird an-hand des Kleinwerdens der Norm kuj   v(`)j k oder des Winkels '` =<) (uj; v(`)j ) 2 [0; )beschrieben: kuj   v(`+1)j kkuj   v(`)j k  j oder tan'`+1tan'`  j : (B.39)Bei der Simultanen Iteration gilt nun j = 2j [70], d. h. die Eigenwerte konvergierentheoretisch doppelt so schnell. Wir haben uns hier an den "langsameren\ j zu orientieren,da wir die Eigenvektoren ebenfalls benotigen. Auch werden bei der Simultanen Iteration zur
102 ANHANG B. L OSUNG DES EIGENWERTPROBLEMSKonvergenzbeschleunigung stets einige Vektoren mehr als nur die gesuchten iteriert. So seis die Zahl der gesuchten und m, typischerweise zwischen 2 und 10, die Zahl der zusatzlichIterierten: p = s +m: (B.40)Die Konvergenzrate (B.30) der Prozedur RITZIT erfordert nunmehr die Quotientenjp+1=j j < 1 ; j = 1; : : : ; s  p ; (B.41)der ersten s unter den p Iterierten, wobei wir uns auf den Quotienten von s,jp+1jjsj  1  s;mjsj  1  R; (B.42)konzentrieren konnen, da unter den gesuchten Eigenwerten keiner schlechter als dieser kon-vergiert. Fur die Iterationslucke im fjg-Spektrum wurde hier das Symbols;m  jsj   js+m+1j  0 (B.43)eingefuhrt und mit R = s;m=jsj  s;m= (B.44)die Dierenz des Konvergenzquotienten zu Eins bezeichnet. Die hierdurch implizierte Tren-nung in Eigenwertabstande s;m und Absolutgroen jj j in (B.42) erscheint zweckmaig,da die s;m durch die physikalischen -Eigenwertabstande nahe  determiniert sind, wo-hingegen die absoluten Zahlenwerte der jj j aufgrund von    im wesentlichen  =(max )2, also reine Diskretisierungsgroen verkorpern. Insbesondere geht der maximaleGittereigenwert max mit 1=h2, so da praktisch immer wie in (B.44) =jjj  =gesetzt werden kann.Ein Zahlenbeispiel soll die Verhaltnisse verdeutlichen: Fur rechteckige und kubischeEinbettungsgebiete und nicht zu groe Schrittweiten ist max nach (A.6) nahezu exakt.Mit h = 0:4 A entsteht im zweidimensionalen Fall max  198 eV und somit   3:92 104 (eV)2, wahrend fur angenommenes jj  0:1 eV ein   0:01 (eV)2 zu erwartenist. Die damit implizierte Groenordnung R  10 7 stimmt derart bedenklich, da wirunbedingt verlalichere Aussagen beschaen mussen, um die Grenzen des Verfahrens zubestimmen.B.7.2 Formulierung fur die quadratische IterationObzwar das fjg-Spektrum der quadrierten Matrix letztlich uber die Konvergez entscheidet,wird eine Schatzung oder ein losbares Modellsystem primar die Eigenwerte des ursprungli-chen (physikalischen) fkg-Spektrums bereitstellen, z.B. innerhalb eines Energieintervallsk 2 [Emin; Emax]; (B.45)in dem die gesuchten k erwartet werden. Die j werden entsprechend (B.36) dann eindeuti-ge Funktionen dieser k sein. Allerdings sollte die Zuordnung k ! j fur unsere Zwecke vonden j-Indizes der j her gedacht werden, da die Iteration primar die j , namlich 1 : : :s,liefert. Eine solche Zuordnung schreiben wir wie folgt:j = ((j)   )2    : (B.46)
B.7. ZUR KONVERGENZGESCHWINDIGKEIT 103Hier wurde formal die Index-Zuordnungsvorschrift k = (j) eingefuhrt, die fur einen j{Wert, der im Sinne von j = f(k; ) von k abstammt, eben diesen Index k bereitstellt.(j) wird immer mit einem Klammernpaar erscheinen, so da Verwechslungen mit denEigenwerten j ausgeschlossen sind. Eine gleichnamige Indizierung { j(j) { verbot sichoben, da (B.31) und (B.37) simultan gelten sollen und uber eine Indexmenge fjg ja nureinmal, im Sinne einer Ordnung der j oder der j, verfugt werden kann.Die konkrete Abbildung j ! (j) ist naturlich {abhangig. Die Zweideutigkeit, wenn in die Mitte zweier k{Werte fallt, ist nur scheinbar, da die Kenntnis des fkg-Spektrumsja bereits angenommen wird. In jedem Fall zieht jj j  jj+1j die Ungleichung j(j)  j j(j+1) j nach sich, so da insbesondere (1) den oder einen der zu  nachstbenachbartenk bezeichnet. Eine fortlaufende Indexfolge j = 1; 2; : : : bei j ndet jedoch im allg. keineEntsprechung bei den (j){Indizes, da fur die zugehorigen k's lediglich deren wachsendeEntfernung zu  gewi ist, sie aber (in a priori nicht bekannter Abfolge) wechselseitig ober-als auch unterhalb  liegen konnen. Ein Indexabstand m bei j+m kann daher innerhalbfkg gleich oder groer m sein, niemals aber kleiner.Der optimale Wert fur die Verschiebung  in (B.36) kann jetzt ganz in Analogie zu(B.12) formal exakt als Funktion der k angegeben werden:opt = 12 (n   )2 + ((p+1)   )2 fur   n=2: (B.47)Die zugehorigen optimalen jp+1=sj bzw. R{Werte lautenp+1=sopt = 1  s1 + s und Ropt = 2s (B.48)mit 0 < s  ((s)   )2   ((p+1)   )2((s)   )2   (2n   )2  1; (B.49)und fur s;m kann geschrieben werden:s;m = ((s)   )2   ((p+1)   )2: (B.50)Bemerkung: Aufgrund des quadratischen j(k){Zusammenhangs wird unabhangig vonder Zahl m die Konvergenz tendenziell verbessert, je groer man s wahlt (je mehr Eigenwertesimultan gesucht werden), da mit zunehmendem Abstand der (s) vom {Scheitel in (B.46)gewohnlich auch s;m und { etwas abgeschwacht { s anwachsen (immer vorbehaltlich derMoglichkeit, da der "Puer\ s+1; : : : ; p+1 komplett in einen Eigenwerthaufen geratenkann). Dieser Eekt steht in Konkurenz zur sinkenden Gute der Orthogonalisierung beizunehmender Vektorenzahl und sollte quantiziert werden.Im nachsten Abschnitt werden wir konkrete Konvergenzdaten an einem losbaren, zwei-dimensionalen Modellsystem erheben. Angesichts der im allgemeinen statistischen Phano-menologie der Eigenwertverteilung in derartigen Systemen erscheint eine statistische Aus-wertung forderlich. Das Beobachtungsintervall (B.45) werden wir daher etwas grozugigerwahlen, k 2 [0; V0]; V0 = 8 eV;(es soll also die Berechnung beliebiger gebundener Zustande in Betracht gezogen werden),und innerhalb von [0; V0] fur verschiedene s und m dann die minimalen Iterationsluckenmins;m suchen, deniert wie folgt:mins;m  min(s;m) 8 (1); (p+1) 2 [0; V0] ^ 8: (B.51)
104 ANHANG B. L OSUNG DES EIGENWERTPROBLEMSDer Zusatz "8\ hier besagt, da zur Ermittlung von mins;m alle moglichen  zuzulassensind { die j(k){Relation (B.46) hangt ja auch von  ab, die genaue Positionierung von innerhalb des in der Praxis zunachst naturlich immer unbekannten fkg-Spektrums erfolgtaber gewissermaen "blind\ und der ungunstigste Fall ist in Rechnung zu stellen. Andersausgedruckt, fur mins;m werden alle vollstandig in [0; V0] gelegenen Satze fk; : : : ; k+p+1gmiteinander verglichen und der am schlechtesten konvergierende ausgewahlt, wobei  denfur die Konvergenz jeweils ungungstigsten Wert  annehmen soll.Diesen ungungstigsten Wert  fur einen herausgegrienen Satz erhalt man wie folgt:Sei Sp = fk+1; : : : ; k+pg; p > 1; 0 < 1  2  : : : ;jener p-fache Satz, der im fjg-Spektrum die dominanten Eigenwerte f1; : : : ; pg hervor-bringt. Der erste nichtdominante Eigenwert p+1 , (p+1) wird entweder links oder rechtsvon Sp liegen, also k oder k+p+1 sein. Wir ermitteln  zunachst fur den Fall, da derlinks gelegene k dieser Eigenwert ist, (p+1) = k. Der hierfur zulassige Wertebereich fur ist oenbar (k + k+p)=2    (k + k+p+1)=2 : (B.52)Bei Verletzung der ersten Ungleichung gerat k selbst unter die dominanten Eigenwerte,bei Verletzung der zweiten wird dagegen k+p+1 zum ersten nichtdominanten. Die Iterati-onslucke s;m = ((s)   )2   (k   )2; 0 < k < (s) (B.53)wird hier nun um so kleiner, je kleiner  wird, und der nach (B.52) kleinstmogliche Wert istL = (k + k+p)=2 : (B.54)Werden diese Uberlegungen sinngema mit k+p+1 als erstem nichtdominanten Eigen-wert fur Sp wiederholt, ndet manR = (k+p+1 + k+1)=2 : (B.55)Die resultierenden s;m beider Varianten sind schlielich zu vergleichen, um das tatsachli-che  fur Sp zu erhalten.B.7.3 Quantitative Auswertung an einem losbaren ModellsystemUm nun zu einigen verlalichen konkreten Zahlenwerten zu gelangen, nutzen wir das se-parable und dem rechteckigen Kasten der Hohe V0 sehr ahnliche zweidimensionale Po-tentialgebilde (5.3). Separabilitat geht bekanntlich mit einer Possion-Verteilung (1.20) derNachste-Nachbar-Abstande einher (kleine Abstande werden bevorzugt, das Spektrum neigtzur Klumpung), so da im Hinblick auf die Konvergenz hier ein eher besonders ungunstigstesBeispiel vermutet werden darf.Fur ein Rechteck der Abmessung 80 50 A2 mit 675 Eigenwerten in [0; V0] = [0; 8] eVist das Ergebnis einer solchen Statistik, wie sie im obigen Abschnitt vorbereitet wurde, inAbb. B.2 gezeigt. Dargestellt ist das Anwachsen der minimalen Iterationslucken mins;m mitder Zahl der gesuchten Iterierten (s). Kurvenparameter ist die Zahl der zusatzlich Iterierten(m). Oensichtlich wird dieses Anwachsen durch eine merkliche statistische Streuung modu-liert, die inbesondere fur m = 2; 4 mit ganz erheblichen relativen Schwankungen fur mins;mverbunden ist. Dies mag zunachst verwundern, werden die zu vergleichenden Vektorsatze
B.7. ZUR KONVERGENZGESCHWINDIGKEIT 105doch fur alle s aus ein und demselben Intervall [0; V0] entnommen, d. h. das Intervall istabgeschlossen, es kommen keine Spektrumsbereiche hinzu, wenn s wachst und irgendein ein-zelner, minimaler Eigenwertabstand, der nur von m abhangt (z. B. einer der Abstande, dieunten "Randpuer\ genannt werden), steht jedem Vektorsatz zur Verfugung. Man konntedaher annehmen, da die groe Anzahl konkurierender Vektorsatze fur einen hinreichendglatten Verlauf des Minimums (B.51) sorgen sollte. Dem ist oensichtlich nicht so.Folgendes ist hier zu bedenken: Durch die Quadrierung (B.36) wird der Gesamtpuer ausallen m zusatzlich Iterierten aufgesplittet auf die beiden Rander des Satzes Sp. Diese zweiRandbereiche, im folgenden Randpuer genannt, werden fur das Ma mins;m nun dergestaltmiteinander korreliert, da zwischen den beiden Randpuern zum einen die feste Anzahl vons Eigenwerten (s = 1; : : : ; 40) liegen mu, und die Minimumsbedingung (B.51) dann jeneSatze aussondiert, bei denen beide Randpuer simultan am kleinsten werden (simultan amstarksten "klumpen\). Und dies ist, sagen wir, fur m = 4 und zwei Ubernachste-Nachbar-Abstande als Randpuer in einer Distanz s = 20 oenbar starker der Fall als in einerDistanz s = 19.Da andererseits mins;m fur m = 2 relativ gleichmaig mit s wachst, ist wiederuminsofern plausibel, als hier die beiden Randpuer im wesentlichen durch Nachste-Nachbar-Abstande gestellt werden, die bei einem separablen Problem bekanntlich Possion-verteiltund unkorreliert sind.Wir haben es hier oenbar mit typischen Spektrumseigenschaften bezuglich der Kor-relation zweier Kurzabstande, charaktersiert durch m, in xierter groerer Distanz, cha-rakterisiert durch s, zu tun. Solche Eigenschaften wurden nach Wissen des Autors bishernicht untersucht (es gabe jenseits unserer speziellen Fragestellung dafur wohl auch keinenGrund), beruhren die Thematik dieser Arbeit allerdings nur mittelbar und wurden nichtweiterverfolgt.Zuruck zu Abb. B.2: Legt man bei der Berechnung der R-Werte (B.44) aus den mins;m dieoptimalen Verschiebungen opt nach Gl. (B.47) zugrunde, so kombiniert man oensichtlichdie ungunstigste Moglichkeit bei der Wahl des Vektorsatzes und von  mit der gunstigestenbei der Wahl von . Die daraus resultierenden Ropt sind dann wie folgt zu interpretieren:q = 1   Ropt ist der beste zu erwartende Konvergenzquotient unter der Magabe, einenp-fachen Vektorsatz (p = s + m) beliebig aus dem Eigenwertintervall [0; V0] herausgreifenzu wollen und auerdem noch  beliebig ungunstig wahlen zu durfen.Tatsachlich unterscheiden sich die opt fur verschiedene mins;m dann nur ganz minimalund die Kurven \Ropt uber s\ wurden optisch ganzlich parallel zu denen von mins;m inAbb. B.2 verlaufen. Daher wurde auf eine gesonderte Darstellung verzichtet und in Abb. B.2lediglich auf der rechten Seite der andere Ordinatenmastab fur Ropt eingetragen.Anhand der Abb. B.2 entnommenen Ropt-Werte konnen aus Abb. B.3 nun die totalenKonvergenzraten eines k-schrittigen Tschebysche-Blockes innerhalb der Prozedur RITZITabgelesen werden, woraus letztlich die erforderlichen Iterationszyklen folgen.Fur R = 5 10 7 ware laut Abb. B.3 bspw. nach einem 104-schrittigen Tschebysche-Block der Startfehler auf den 10 4ten Teil gefallen und entsprechend 4 Dezimalstellen alsgultig anzusehen (8 bei den Eigenwerten). Allerdings beginnt RITZIT nicht mit einemsolchen Block, sondern mit einem von 1. Ordnung und erhoht deren Ordnung nur in etwadurch Verdopplung. Fur einen abschlieenden Tk-Block mit k = 213 = 8192 waren also ca.1 + 2 + 22 + 23 + : : :+ 213 = 16383
106 ANHANG B. L OSUNG DES EIGENWERTPROBLEMS
0 5 10 15 20 25 30 35 40Gesuchte Iterierte s!
10 210 310 4532"mins;m(eV )2 ....................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
....................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
........................................ 10 610 710 8 "RoptAbbildung B.2: Statistik der minimalen Iterationslucken mins;m (linke Ordinate) und derzugehorigen Ropt (rechte Ordinate) im Energieintervall [0; V0] = [0; 8] eV fur das Modellsy-stem (5.3), speziell in der Groe 80 50 A2. Die Kurven gehoren von unten nach oben zum = 2; 4; 6; 8; 10. Siehe Text.Iteration vonnoten, deren Einzelkonvergenzraten T 1k sich dann multiplizieren.Fur die von uns zu Beginn praktizierte Kombination s = 20 und m = 4 (spater m = 6)liefert Abb. B.2 allerdings R  5  10 8 und aus Abb. B.3 wurde T 1k  0:1 fur k = 104folgen, was praktisch Nichtkonvergenz bedeuten wurde.Tatsachlich zeigten entsprechende Testrechnungen an ebendiesem System (und auch ananderen) jedoch deutlich bessere Konvergenzraten, vergleichbar etwa mit derjenigen furR  5  10 7 und  20:000 Iterationen. Diese Diskrepanz ist nur zu einem geringen Teilauf das grozugig gewahlte Intervall [0; V0] = [0; 8] eV zuruckzufuhren { fur [0; 5] eV steigendie entsprechenden Werte fur mins;m und Ropt nur um ca. 10%.Der Hauptgrund durfte sein, da die verfugbaren theoretischen Aussagen zur Kon-vergenzgeschwindigkeit wie (B.9), (B.30) generell nur untere Schranken verkorpern, diedaruberhinaus auch nur asymptotisch (d. h. fur vì nahe ui bzw. `!1 mit ` als Iterations-index) gelten [42, Kap. 3][70]. Es nden sich in der Literatur immer wieder Hinweise, z. B.[42, Kap. 13][63], da im Vergleich mit praktischen Rechnungen derartige Abschatzungen zupessimistisch ausfallen. Nichtsdestotrotz ist die Tendenz dieser Aussagen naturlich gultig.Nimmt man an, da die speziell fur das untersuchte separable Modellsystem von 80 50 A2 gefundenen Ergebnisse naherungsweise auch fur andere zweidimensionale Systemevergleichbarer Groe representativ sein sollten, wobei nichtseparable System mit steife-ren Spektren etwas gunstigere Konvergenzeigenschaften aufweisen durften, kann folgendesResumee gezogen werden: Die Konvergenz ist extrem schwach, eine Simultane Iteration ohne Tschebysche-Beschleunigung z. B. wurde vollkommenversagen (vgl. die gepunktete Linie in Abb. B.3). Zur Zahl m der zusatzlich Iterierten:Nach Abb. B.2 stellt m = 4 das absolute Minimum dar, besser ist m = 6 oder m = 8.Fur m  8 wird die relative statistische Streuung der Konvergenzrate bzgl. s deutlich
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Abbildung B.3: Die mit der Tschebysche-Beschleunigung erreichbaren KonvergenzratenT 1k (1=q) gema (B.30) in Abhangigkeit von der Zahl der Iterationen k innerhalb einesTschebysche-Blocks, also der Ordnung der Tschebysche-Polynome, wobei q = 1   R =jp+1=j j, (j = 1; : : : ; p) der Konvergenzquotient des gesuchten Eigenwertes ist. Durchge-zogene Linien stehen fur R = 10 4 : : :10 7 und gestrichelte fur die Zwischenwerte, 510 5etc. Punktiert oben rechts zum Vergleich fur R = 10 4 die "naive\ Konvergenzrate qk einerSimultanen Iteration ohne Tschebysche-Beschleunigung.geringer. Zur Zahl s der gesuchten Iterierten:Fur m  6 wird die Zunahme der Konvergenzrate mit s weitgehend von statistischenSchwankungen uberdeckt, ab m = 8 sind diese Schwankungen deutlich kleiner. Insge-samt ist die Konvergenzverbesserung aber viel geringer als bei einer Erhohung von mum den gleichen Wert.
Anhang CLinienmatrizenC.1 DenitionenDie Diskretisierung der zeitfreien SGL fuhrte in Abschnitt 4.2 zu Eigenwertmatrizen, dieNichtnullelemente nur entlang einiger diagonaler Linien besaen (Abb. 4.2 und 4.3). Ma-trizen mit dieser Eigenschaft bezeichnen wir hier als Linienmatrizen, wobei wir uns { Ei-genwertaufgaben angemessen { nachfolgend auf deren quadratische Formen beschranken.Hervorgegangen ist dieses Kapitel aus der Suche nach einer schnellen und speicherplatzspa-renden Matrix-mal-Vektor-Regel fur quadrierte bzw. uberhaupt fur potenzierte Diskretisie-rungsmatrizen (vgl. 4.4.2). Dementsprechend wird auf eine fur numerische Belange gunstigeNotation geachtet und insbesondere die Multiplikation zweier Linienmatrizen behandelt, mitderen Hilfe die Quadrate der Diskretisierungsmatrizen dann leicht gefunden werden konnen.Um die Darstellungen zu vereinfachen, werden in diesem Kapitel Matrixelemente undVektoren mit Null beginnend indiziert, d. h. fur die Elemente aij einer (n; n){Matrix gilt:i; j = 0; : : : ; n 1. Der Grund ist, da Subdiagonalen sich auf naturliche Weise durch ihrenAbstand von der Hauptdiagonalen charakterisieren lassen und dieser Abstand bei obigerKonvention geradewegs zusammenfallt mit dem Index in der nullten Zeile bzw. Spalte, wasdie Gleichungen nicht unmerklich entlastet.In einer Matrix nennen wir einzelne parallel zur Hauptdiagonalen verlaufende Lini-en schlechthin `Linien' und verstehen sodann unter einer (quadratischen) LinienmatrixA 2 Rn;n eine Matrix, deren Nichnullelemnte sich vollstandig auf einigen wenigen Lini-en anordnen lassen, die bildlich also nur von wenigen Diagonalen durchzogen ist. Fur diecomputerinterne Darstellung einer Linienmatrix bietet sich dann an, ist bei unseren groenDimensionen sogar unumganglich, nur die einzelnen Linien (als eindimensionale Vektoren)zu speichern, und es ist das Ziel der folgenden Ausfuhrungen, benotigte Matrixoperationenauf Operationen zwischen Linien zuruckzufuhren.Der Begri `Linienmatrix' soll also auf eine hier naheliegende und anzustrebende lini-enorientierte Betrachtungsweise { von den Diagonalen her { im Gegensatz zur sonstigenspalten- und zeilenorientierten hinweisen. Er ist per Denition, ahnlich dem der `Band-matrix', weder scharf noch exklusiv und folglich auf beliebige Matrizen anwendbar, denenvollbesetzt dann z. B. 2n 1 Linien zuzuordnen waren. Notwendigerweise sind die folgendenAusfuhrungen auch ganz unabhangig von der Linienzahl, gleichwohl ein linienorientiertesVorgehen nur bei schwach besetzten Matrizen sinnvoll sein wird.108
C.1. DEFINITIONEN 109Linien, die von Matrixrand zu Matrixrand durchgezogen erscheinen (jedes Element kannein Nichtnullelemente sein), werden `gefullt' genannt und `unvollstandig gefullt' solche, beidenen ein Teil der Elemente aus topologischen Grunden identisch verschwindet. Relevanzerlangt diese Klassizierung erst bei Operationen mit Lininematrizen, wohingegen in ei-ner separat betrachteten Matrix jede unvollstandig gefullte Linie ebensogut auch gefullt(mit entsprechend vielen Nullen) genannt werden kann. Fur die Ausgangsmatrizen werdenvereinfachend alle Linien als gefullt angenommen.Zur Parametrisierung der Linien fuhren wir einen Positionsparameter p ein, der pro-portional zum Abstand einer Linie zur Hauptdiagonalen ist und der positiv oder negativzahlt, je nachdem, ob sich eine Linie ober- oder unterhalb der Hauptdiagonalen bendet(Abb. C.1). Oensichtlich gilt p = Spalte  Zeile: (C.1)Die Gesamtheit der Linienpositionen in A enthalte der Satz SA,SA = fpkg = fp1; p2 : : : ; pmg ; m  2n  1; (C.2)so da die Linieneigenschaft von A wie folgt beschrieben werden kann:aij = Xp2SA aij j;i+p ; ( n < p < n): (C.3)(C.3) ist quasi eine Abbildung der aij auf sich selbst, um dergestalt die Nichtnullelementevon A auszusondern: Uberstreicht p an jeder i-j-Indexkombination alle je vorhandenen Lini-enpositionen, verbleiben vermoge des Kronecker-Symbols nur die Linienelemente, wahrendNichtlinienelemente ausgeblendet werden. Man beachte, da hier trotz der Summe nach wievor nur das jeweilige Element aij reproduziert oder eine Null erzeugt wird.Weiter wird eine interne Indizierung der Linien benotigt, um diese als eindimensionaleVektoren `Ap 2 Rn jpj auassen zu konnen. Abb. C.1 zeigt den Bezug der `Ap zu den Matri-xelementen: der innere Linienindex lauft im oberen Dreieck synchron mit der Matrixzeile,im unteren synchron mit der Matrixspalte, und es gilt`Ap (i) = ( ai;i+p ; p  0; i = 0; : : : ; n  p  1;ai p;i ; p  0; i = 0; : : : ; n+ p  1: (C.4)Bei der umgekehrten Zuordnung der `Ap zu festen, herausgegrienen aij treten dadurchin oberen und unteren Linien unterschiedliche innere Indizes zu Tage,aij = `Ap (i) j;i+p fur i  j , p 2 [0; n); (C.5)aij = `Ap (j) j;i+p fur i  j , p 2 ( n; 0]; (C.6)weshalb obere und untere Linien im weiteren getrennt gefuhrt werden. Fur die Hauptdia-gonale `A0 , diesbezuglich indierent, wird vereinbart, sie dem oberen Dreieck, sprich demBereich positiver p, zuzuordnen, um fur diese kein zusatzliches Szenario zu begrunden.Nach dem Einbinden der eindimensionalen Formen (C.5) und (C.6) in Gleichung (C.3)entsteht dann die hier verwendete linienorientierte Formulierung einer Matrix:aij = 8>><>>: Xp2[0;n) `Ap (i) j;i+p fur i  j;Xp2( n; 1]̀Ap (j) j;i+p fur i > j: (C.7)
110 ANHANG C. LINIENMATRIZENp = 3#0 1 2 3    i!0    `p(0)   1     `p(1)  p =  2 ! 2 `p(0)     `p(2) ...  `p(1)     . . .j   `p(2)    #    . . .   Abbildung C.1: Beispiel fur die Indizierung einer Linienmatrix. Positive p bezeichnen Lini-enpositionen oberhalb der Hauptdiagonalen, negative unterhalb. Die Linien selbst werdendurch eindimensionale Vektoren `p mit eigener interner Indizierung beschrieben. SamtlicheIndizes beginnen mit Null.C.2 Multiplikation zweier LinienmatrizenGegeben seien zwei (n; n)-Linienmatrizen A und B und gesucht ist ihr Produkt C = ABunter der Magabe, die Elemente cik = Pj aijbjk auf die Linien der Ausgangsmatrizenzuruckzufuhren. Es wird keine Kommutativitat vorausgesetzt und B meint stets die rechteMatrix. Die Linienpositionen von A beschreibe p 2 SA und entsprechendes leiste q 2 SBfur B.In der Lesart (C.3) konnen wir das Resultat sofort angeben:cik = Xj Xp2SA aij j;i+p Xq2SB bjk k;j+q= Xp2SA Xq2SB ai;i+p bk q;k i+p;k q: (C.8)Nachdem im zweiten Schritt die Summe uber j abgegolten wurde, wird nur noch uber vonLinien besetzte Matrixelemente summiert und das verbleibende Kronecker-Symbol k;i+p+qbringt gerade zur Geltung, da Beitrage zu cik nur entstehen, wenn neben dem A-Linien-element aij = ai;i+p auch sein Widerpart bjk einer Linie in B angehort.Etwas mehr Aufwand ist allerdings vonnoten, wenn sich im Ergebnis die eindimensio-nalen Vektoren `Ap und `Bq wiedernden sollen, da dann in obere und untere Vektorenaufzuschlusseln ist. Zunachst komplettieren wir den Ausgangspunkt durch die bjk in derNotation (C.7) bjk = 8>><>>>: Xq2[0;n) `Bq (j) k;j+q fur j  k;Xq2( n; 1]̀Bq (k) k;j+q fur j > k: (C.9)
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@@@@@@@@i  ki > k p < 0 p  0j !
@@@@@@@@kq > 0 q  0j# C = AB@@@@@@@@cikcik cik = i 1Xj=0 + kXj=i + n 1Xj=k+1cik = kXj=0 + i 1Xj=k+1+ n 1Xj=iAbbildung C.2: Die Summe cik = Pj aij bjk wird in drei Terme unterteilt, in denen dieaij und bjk entweder oberen oder unteren Linien (p; q  0 oder p; q < 0) entstammen. Furi  k wechseln zuerst die aij den Bereich, fur i > k dagegen die bjk; vereinbarungsgemazahlt die Hauptdiagonale selbst als obere Linie.Vorteilhafterweise werden bei der Summation cik = Pj aijbjk die Bereiche i  k undi > k getrennt behandelt, da der Summationsindex zum einen zuerst in A, zum anderenzuerst in B die Diagonale uberschreitet, sprich, p und q in unterschiedlicher Reihenfolgedas Vorzeichen wechseln (Abb. C.2). In beiden Fallen genugt dann eine Dreiteilung,i  k : cik = i 1Xj=0 aijbjk| {z }p<0; q0 + kXj=i aijbjk| {z }p0; q0 + n 1Xj=k+1aijbjk| {z }p0; q<0 (C.10)i > k : cik = kXj=0 aijbjk| {z }p<0; q0 + i 1Xj=k+1 aijbjk| {z }p<0; q<0 + n 1Xj=i aijbjk| {z }p0; q<0 (C.11)wobei mit den unteren Klammern angedeutet ist, aus welchen Linien die aij und bjk ent-stammen.Wie in (C.8) soll nun die Summe uber j auf eine solche uber wirklich vorhandene Linienin A reduziert werden, was mit der Frage einhergehen wird, ob auch das entsprechendeElement bjk einer B-Linie angehort. Um dieses Vorhaben in der Diktion der Gleichungen(C.7) und (C.9) zu bewerkstelligen, mu das dort involvierte Uberstreichen der Positions-parameter auf paarweise sich ausschlieende Intervalle beschranken werden, damit jede dermoglichen p{q{Kombination jeweils nur in einem einzigen j{Bereich auftritt und nirgendwomehrfach gezahlt wird. Aus (C.1) mit p = j   iq = k   j
112 ANHANG C. LINIENMATRIZENfolgen unmittelbar die jedem Summationsbereich zugehorigen p{q{Intervalle1,i  k :j = 0; : : : ; i   1;  ! p 2 [ i; 1]; q 2 (k   i; k]j = i; : : : ; k;  ! p 2 [0; k  i]; q 2 [0; k  i]j = k + 1; : : : ; n  1;  ! p 2 (k   i; n  i); q 2 (k   n; 1]; (C.12)i > k :j = 0; : : : ; k;  ! p 2 [ i; k   i]; q 2 [0; k]j = k + 1; : : : ; i  1;  ! p 2 (k   i; 1]; q 2 (k   i; 1]j = i; : : : ; n   1;  ! p 2 [0; n  i); q 2 (k   n; k  i]: (C.13)die hier als geordnete Intervalle der Form [min, max] zu verstehen sind, d. h. die leer bleibenfur min > max, wodurch sich das jedmalige Hinzufugen von p < 0 oder p  0 usw. erubrigt.Nunmehr kann in allen Glieder von (C.10) und (C.11) wie in (C.8) geradlinig uber jabsummiert werden und wir erhalten zusammengefati  k : cik =  Xp2[ i; 1] Xq2(k i;k] `Ap (i + p) `Bq (i + p)+ Xp2[0;k i] Xq2[0;k i] `Ap (i) `Bq (i+ p)+ Xp2(k i;n i) Xq2(k n; 1]`Ap (i) `Bq (k)  k;i+p+q ; 9>>>=>>>>; (C.14)i > k : cik =  Xp2[ i;k i] Xq2[0;k] `Ap (i+ p) `Bq (i+ p)+ Xp2(k i; 1] Xq2(k i; 1] `Ap (i+ p) `Bq (k)+ Xp2[0;n i) Xq2(k n;k i]̀ Ap (i) `Bq (k)  k;i+p+q : 9>>>>=>>>; (C.15)Die Elemente der Matrix C=AB sind damit wie angestrebt auf die Linien von A und Bzuruckgefuhrt. Eine gewisse Unsymmetrie zwischen (C.14) und (C.15) bleibt der Tatsachegeschuldet, da die Hauptdiagonale dem oberen Dreieck zugeschlagen wurde.Tatsachlich besitzt auch C wieder die Topologie einer Linienmatrix, wie Abb. C.3 illu-striert und was naher ausgefuhrt wird im folgenden Satz:Satz C.1 (Topologie von C) Gegeben seien die beiden Linienmatrizen A;B 2 Rn;n mitden Positionssatzen SA; SB , den Positionsparametern p 2 SA, q 2 SB und den Linien `Ap 2Rn jpj und `Bq 2 Rn jqj. Dann gilt:(i) Die Produktmatrix C = AB besitzt ebenfalls wieder die Linieneigenschaft, dergestalt,da jede mogliche p{q{Kombination der Ausgangslinien mit p+ q < n eine C{Linie`Cr an der Position r = p+ q zur Folge hat und auch nur in diese hinein schreibt.1Es gibt (bei festem i und k) zu jedem j naturlich immer nur ein einziges p und q, formal gesehen aberwurde z. B. eine Intervallschachtelung fur p zusammen mit einer Aufteilung q  0, q < 0 genugen. Da hierbeide Parameter eingegrenzt werden, dient der Lesbarkeit der Gleichungen und betont die Gleichstellungvon p und q.
C.2. MULTIPLIKATION ZWEIER LINIENMATRIZEN 1132666666664                                37777777752666666664                                3777777775 = 2666666664                                3777777775Abbildung C.3: Beispiel einer Matrixmultiplikation C = AB mit n = 6 und SA = f3; 2g,SB = f2; 3g. In C entstehen Linien an den Positionen r = 1; 5; 1; 5, wobei fur r = 1(p   q = 3  2) und r =  1 (p   q = 2  3) die mit \\ gekennzeichneten Elemente nichtbeschrieben werden (unvollstandig gefullte Linien entsprechend Satz C.1).(ii) Werden die Ausganglinien `Ap und `Bq als gefullt vorausgesetzt, dann sind auch die C{Linien vollstandig gefullt, auer fur p  q < 0. In diesem Falle werden in der C{Liniegenau s  min(jpj; jqj) Elemente nicht beschrieben, und zwar sind dies fur p < 0 dieersten s Elemente, `Cr (0) : : : `Cr (s   1);und fur p > 0 die letzten s Elemente,`Cr (n  jrj   s   1) : : : `Cr (n  jrj   1):Beweis: Behauptung (i) uber die Linieneigenschaft von C geht analytisch aus den Gleichungen(C.14) und (C.15) hervor, die beide die Formcik =  Xp; q `Ap `Bq +Xp; q `Ap `Bq +Xp; q `Ap `Bq +! k;i+p+qaufweisen, so da sich infolge des Kronecker-Symbols Nichtnullelemente in C nur auf Parallelenzur Hauptdiagonalen im Abstand p + q bilden konnen und auerdem jede (p + q < n){Paarunggenau zu einer C{Linie an der Position p+ q kombiniert.Aussage (ii) kann auf anschaulichem Wege fast unmittelbar aus Darstellungen wie Abb. C.3entnommen werden, weshalb sich eine Begrundung anhand von (C.14), (C.15) hier erubrigt. q. e. d.Bemerkung: Die zweite Aussage des obigen Satzes betrachtet C{Linien, wie sie einer einzi-gen p{q{Paarung entspringen wurden; schreiben dagegen auch andere p{q{Kombinationenin diese Linie, uberlagern sich die Beitrage entsprechend. 2Um schlielich aus den Matrixelementen cik noch die eindimensionalen Linien `Cr mitr = p+ q zu separieren, denken wir uns (C.14) und (C.15) im Sinne der IdentitatXp; q k;i+p+q = Xr Xp; q r;p+q k;i+rexpandiert2 und vergleichen sodann mit der Entsprechungcik = 8>>><>>: Xr2[0;n) `Cr (i) k;i+r fur i  k;Xr2( n; 1]̀Cr (k) k;i+r fur i > k;2k;i+p+q erfullt in (C.14), (C.15) zwei Funktionen: Herausprojizieren der neuen Linienpositionen ci;i+rund Klammerung der p{q{Kombinationen zu (r = p + q){Paarungen. Beide Informationen werden in derIdentitat quasi aufgespalten.
114 ANHANG C. LINIENMATRIZENwonach (C.14) sofort aufr  0 : `Cr (i) =  Xp2[ i; 1] Xq2(r;i+r] `Ap (i+ p) `Bq (i+ p)+ Xp2[0;r] Xq2[0;r] `Ap (i) `Bq (i + p)+ Xp2(r;n i) Xq2(i+r n; 1]`Ap (i) `Bq (i + r)  r;p+q 9>>>=>>>>; (C.16)fuhrt und (C.15) in analoger Weise zu einem ahnlichen Ausdruck `Cr (k) fur r < 0, wobeiin diesem wie angedeutet der innere Index formal zunachst k statt i lauten wurde.Wir geben hier noch einen weiteren Satz, der gewisse Bedeutung fur Diskretisierungs-matrizen besitzt.Satz C.2 (unvollstandig gefullte Linien in A2) Ist A 2 Rn;n eine Linienmatrix mitdem Positionssatz SA, deren Linien samtlich als gefullt vorausgesetzt werden, so gilt: Inder Quadrierten A2 konnen nur dann unvollstandig gefullte Linien auftreten, wenn in AKombinationen von Linienpositionen p; q 2 SA existieren, die folgenden zwei Bedingungengenugen: (i) p  q < 0 und (ii) jpj+ jqj > n.Beweis: Bedingung (i) ist nach Satz C.1 notwendig fur das Auftreten unvollstandig gefullter Linienim Produkt C = AA. Existiert nun in A eine (p; q){Kombination mit p  q < 0, so ist auch immerdie gespiegelte Paarung (p0 = q; q0 = p) vorhanden, die beide in die C{Linie `Cr 2 Rn jrj mitr = p+ q = p0 + q0 schreiben, wobei wir o.B.d.A. p < 0 setzen. Von den n   jrj Elementen derLinie `Cr lat nach Satz C.1 die Kombination (p < 0; q > 0) die ersten s Elemente unberuhrt, und(p0 > 0; q0 < 0) die letzten s, wobei s = min(jpj; jqj) = min(jp0j; jq0j). Die C{Linie bleibt nur dannunvollstandig, wenn sich die beiden nicht gefullten Bereiche uberlappen, also 2s > n  jrj gilt oder2min(jpj; jqj) > n  jp+ qj:Wegen p  q < 0 konnen wir fur jpj < jqj schreiben jp+ qj = jqj   jpj und fur jpj > jqj entsprechendjp+ qj = jpj   jqj. In beiden Fallen erhalt man jpj+ jqj > n. q. e. d.C.3 Quadrate der DiskretisierungsmatrizenUm nun vermoge (C.16) oder (C.14) zur konkreten Gestalt z. B. einer quadrierten MatrixC = A2 oder eines Matrix-mal-Vektor-Algorithmus A2v zu gelangen, hat man zunachstalle p-q-Kombinationen aufzuschreiben, die entstehenden C-Linien zu registrieren und dieEinzelbeitrage zu jeder C-Linie schlielich aufzusummieren. Vereinfachenderweise existiertbei den Diskretisierungsmatrizen nach Abb. 4.2 und 4.3 zu jeder Nebendiagonallinie in A2nur jeweils eine solche p-q-Kombination, und auerdem sind die A und damit auch allePotenzen von A symmetrisch. Insgesamt erfordert der Schritt von Gl. (C.16) zum schlieli-chen Matrix-mal-Vektor-Algorithmus durchaus noch eine gehorige Portion Kleinarbeit, derWeg dahin ist aber geradlinig, weshalb wir auf das Listing eines konkreten derartigen Algo-rithmus an dieser Stelle verzichten wollen. Zumal, wie in 4.4.2 erwahnt, erst parallelisierteVarianten von eigentlichen Interesse waren, die man ohnehin neu zu schreiben hatte.Erwahnt sei lediglich Folgendes: Die Positionssatze fur die drei Raumdimensionen lautenfur nx; ny; nz > 1:
C.3. QUADRATE DER DISKRETISIERUNGSMATRIZEN 1151d: SA = f0; 1g; n = nx2d: SA = f0; 1; nxg; n = nxny3d: SA = f0; 1; nx; nxnyg; n = nxnynz: (C.17)(C.18)(C.19)In keinem der Postionssatze existieren (p,q)-Paarungen, die simultan pq < 0 und jpj+ jqj > ngenugen, um nach Satz C.2 eine unvollstandig gefullte Linie in der Quadrierten zu hinterlas-sen. D.h. A2 besteht ausschlielich aus vollen Linien. Ob und welche Linienbereiche dannin hoheren Potenzen von A leer bleiben, fur Matrix-mal-Vektor-Vorschriften durchaus vonBelang, lat sich ebenfalls mit Hilfe von Satz C.2 feststellen.Den eigentlichen Matrix-mal-Vektor-Algorithmen u = Av mit beliebiger Matrix A liegtdann der Zusammenhang ui = `Ap (i) vi+p ; (p  0) (C.20)ui+jpj = `Ajpj(i) vi ; (p < 0) (C.21)fur obere bzw. untere Linien zugrunde.
Anhang DDie Bilder derWellenfunktionenD.1 Spitze mit R = 1 A und  = 90oDie Betragsquadrate j (x; y)j2 von 20 Zustanden, die der Fermi-Energie EF = 4eV nachst-benachbart liegen. Unter jedem Bild ist die Energie angegeben und das numerische Residu-um des Eigenwertproblems R = jjAv  Evjj.Numerische Daten:V0 = 8 eV. a) E = 3:996 eV, R = 7:36  10 8  b) E = 4:009 eV, R = 6:09  10 8 c) E = 4:016 eV, R = 5:37  10 8  d) E = 4:060 eV, R = 5:14  10 8116
D.1. SPITZE MIT R = 1 A UND  = 90O 117 e) E = 3:906 eV, R = 1:67  10 7  f) E = 4:106 eV, R = 2:04  10 7 g) E = 3:892 eV, R = 4:00  10 7  h) E = 4:122 eV, R = 2:95  10 7 i) E = 3:859 eV, R = 5:37  10 7  j) E = 4:154 eV, R = 8:35  10 8 k) E = 3:836 eV, R = 3:31  10 7  l) E = 3:824 eV, R = 2:89  10 9 m) E = 4:180 eV, R = 6:95  10 9  n) E = 4:184 eV, R = 2:18  10 8
118 ANHANG D. DIE BILDER DER WELLENFUNKTIONEN o) E = 3:809 eV, R = 4:32  10 9  p) E = 3:786 eV, R = 9:31  10 8 q) E = 4:225 eV, R = 6:27  10 8  r) E = 3:768 eV, R = 1:30  10 7 s) E = 4:234 eV, R = 1:86  10 8  t) E = 4:236 eV, R = 1:23  10 7D.2 Spitze mit R = 4 A und  = 90o a): E = 4:147 eV, R = 7:05  10 7
D.3. SPITZE MIT R = 8 A UND  = 90O 119D.3 Spitze mit R = 8 A und  = 90o a) E = 4:158 eV, R = 1:57  10 6 b) E = 3:884 eV, R = 2:37  10 7D.4 Spitze mit R = 1 A und  = 120o 	E = 3:989 eV, R = 2:06  10 7
120 ANHANG D. DIE BILDER DER WELLENFUNKTIONEND.5 Ein Zweikastensystem: Rechteck + KreisDie Betragsquadrate j (x; y)j2 von 20 Zustanden an der Fermi-Kante EF = 4 eV fur einkombiniertes System aus zwei Potentialkasten, die nur durch eine Tunnelbarriere voneinan-der getrennt sind: einem Kreis vom Radius 20 A und einem Rechteck der Groe 40 30 A2.Die Kastentiefe betragt 5 eV, d. h. die Barrierenhohe hier nur 1 eV. Betrachtete y-Abstandewaren d = 0; 1; 2; 5;10 A.D.5.1 20 Zustande bei einem Abstand von d = 2 ANumerische Daten:V0 = 5:0 eV.  = 4:0 eV. Simultan iteriert: 20 + 6.Grundgebiet: 70:0 93:2 A2. h = 0:4A ! 174 232 = 40368 Punkte.Iterationen: 11871. Rechenzeit: 6 h 300 5900. System: AIX R6000. a) E = 3:993 eV,R = 8:33  10 7  b) E = 3:992 eV,R = 2:75  10 6  c) E = 3:979 eV,R = 5:30  10 7  d) E = 3:955 eV,R = 1:76  10 6 e) E = 4:056 eV,R = 2:50  10 7  f) E = 3:943 eV,R = 3:26  10 6  g) E = 3:917 eV,R = 7:47  10 6  h) E = 3:883 eV,R = 3:47  10 8 i) E = 4:119 eV,R = 6:77  10 9  j) E = 4:123 eV,R = 2:19  10 8  k) E = 4:124 eV,R = 3:47  10 8  l) E = 3:875 eV,R = 1:62  10 7
D.5. EIN ZWEIKASTENSYSTEM: RECHTECK + KREIS 121 m) E = 4:130 eV,R = 9:79  10 8  n) E = 4:133 eV,R = 7:45  10 8  o) E = 4:143 eV,R = 5:50  10 8  p) E = 4:154 eV,R = 3:37  10 7 q) E = 3:833 eV,R = 1:45  10 6  r) E = 3:829 eV,R = 7:62  10 6  s) E = 3:816 eV,R = 1:68  10 6  t) E = 4:184 eV,R = 1:70  10 6
122 ANHANG D. DIE BILDER DER WELLENFUNKTIONEND.5.2 Ein Scar-Zustand bei einem Abstand von d = 0 A  E = 3:901 eV, R = 4:56  10 6D.5.3 Ein Zustand bei einem Abstand von d = 10 A 	
a) E = 3:823 eV, R = 1:90  10 6
  b) wie a, aber separate Skalierung.
Anhang EZur SoftwareAn dieser Stelle soll ein kurzer Uberblick uber die entstandene Software gegeben werden,jedoch kein Programmlisting oder dergleichen.Geschrieben wurden samtliche Programme in C. Dienst-, Test- und Hilfsprogrammeneingeschlossen, entstand schatzungsweise Code im Umfang von 50.000 Zeilen. Die Berechungeines STM-Konstantstromprols erfolgt dabei in zwei Schritten:1. Berechnung der Wellenfunktionen von Probe und Spitze { Programm WFCLC2. Berechnung des Tunnelstroms und der Konstantstromprole { Programm STMIm STM-Programm werden jeweils eine Spitzen- und eine Probenelektrode zusammen-gefuhrt, was sich schematisch so darstellt:Spitze ) 1; 2; : : : ; n| {z }Satz fig  1;  2; : : : ;  m| {z }Satz f jg| {z }fig $ f jg*STM ( Probe (E.1)Zur Stromberechnung und zur Spitze-Probe-Positionierung mussen stets Informationenuber beide Elektroden zur Verfugung stehen (Zustande, Potential, Geometrie, Einbettungs-gebiet). Fur den Einzelfall genommen ist diese Aussage naturlich trivial, da bei der vorlie-genden Problemstellung aber prinzipiell die Kombination jeder Elektrode mit jeder denkbarund als Moglichkeit auch oenzuhalten ist, sollte die Beschreibung der verschiedenen Elek-troden in der gesamten Software in einer einheitlichen und streng systematisierten Weiseerfolgen. Zweckmaigerweise werden insbesondere die in Schritt 1 von WFCLC geliefertenWellenfunktionen immer schon im endgultigen { d e m { Dateiformat abgelegt, welches diespater benotigten Elektrodeninformationen vollstandig und in einer vorab festzulegenden,systematisierten Form enthalt. Aus der Sicht der Programmentwicklung und -anderung re-sultiert hieraus eine recht enge { und aus dieser Sicht auch recht beschwerliche { Verzahnungder verschiedenen Software-Teile.Als entscheidend bei der Entwicklung erwiesen sich somit zwei Dinge: Die systemati-sche und fur die gesamte Software verbindliche Beschreibung der Elektrodengeometrien ineiner Geometrieklasse und das Bereitstellen eines exiblen Dateiformates zur Speicherung123
124 ANHANG E. ZUR SOFTWAREder Wellenfunktionen, in dem neben den Daten auch komplexe Elektrodeninformationenuntergebracht werden konnen, und das auch auf spatere Erweiterungen vorbereitet ist. Bei-de Probleme werden im Rahmen eines Objektes WaveFunction gelost, das vereinfacht sodargestellt sei:WaveFunction = Daten + Geometrie + WF-Methoden :Und die wichtigsten WF-Methoden (Funktionen) sind eben das Schreiben und Lesen desnamlichen WF-Dateiformates. WaveFunction ist das Elementarobjekt der Software. Es be-handelt den einzelnen Eigenzustand einer Elektrode im Sinne der nachfolgenden STM-Aufgaben vollstandig, d. h. alle spater benotigten Elektrodeninformationen sind hierin be-reits enthalten. Dieses Objekt ist gemeinsamer Ausgangspunkt aller Programme, die aufWellenfunktionen zugreifen, und das WF-Dateiformat kann quasi als die Existenzform die-ses Objektes auf einem Massenspeicher angesehen werden.Ein Blick auf das Schema E.1 verrat, in welcher hierarchischen Ordnung ausgehendvon WaveFunction nunmehr einzelne Elektroden und schlielich ein den Abbildungsprozesimulierendes "STM\ aufzubauen sind:Wellenfunktion:  i ! Wellenfunktionssatz: f ig ! STM: f ig+ fjgAus der Sicht der jeweils hoheren Ebene stellen sich die untergeordneten Einheiten darals weitgehend eigenstandig und abgeschlossen { gewohnlich der ideale Ausgangspunkt fureinen objektorientierten Programmansatz, insbesondere, um fur jede Einheit (jedes Objekt)eine enge Kapselung von Daten und auf diese wirkende Methoden zu erreichen. Nun wurdendie Programme nicht im objektorientierten C++, sondern in C geschrieben, da zu Beginnder Arbeiten auf dem Entwicklungsrechner kein C++ Compiler zur Verfugung stand, undauch eine moglichst weite Portierbarkeit auf andere Systeme/Umgebungen angestrebt wur-de, in denen fast immer C, aber nicht immer C++ implementiert ist. Der objektorientierteAnsatz erweist sich hier jedoch als derart zweckmaig, da wichtige Eigenschaften objekt-orientierten Programmierens wie Kapselung und Vererbung in C nachgebildet wurden, wasin der zeigerorientierten Sprache C im ubrigen keine groeren Schwierigkeiten bereitet1 .Speziell die Kapselung von Daten und Methoden ist bei solchen komplexen Programmenkeine Frage der Asthetik, sondern der Fehlervermeidung und damit der Entwicklungszeit.(Gleiches in FORTRAN hatte wesentlich langer gebraucht.)Einige Bemerkungen abschlieend zum WF-Dateiformat. Zu jeder Wellenfunktion sindneben den eigentlichen Datenfeldern eine ganze Reihe von jeweils sehr spezischen Informa-tionen uber die zugehorige Elektrode zu speichern, und auch neue Elektrodenformen mit bisdato unbekanntem Informationsbedarf mussen aufgenommen werden konnen. Die simpel-ste Losung ware hier sicher je eine Daten- und eine Informationsdatei pro Wellenfunktion.Hat man aber mit mehreren hundert Wellenfunktionen zu tun, die auf unterschiedlichenPlattformen berechnet wurden, auf verschiedenen Massenspeichern aufbewahrt sind, zur1Das Wichtgste in Kurzform: Die Kapselung wird erreicht durch Strukturen (Typ struct), die als Ele-mente neben Daten auch Zeiger auf Funktionen enthalten { die Methoden der Objekte. Die Strukturensind zu initialisieren, wobei die Funktionszeiger auf "normale\ Funktionen gerichtet werden. In der Para-meterliste jeder Methode ist beim Aufruf dann stets ein Zeiger auf die eigene Struktur zu ubergeben, damitdie Methode Zugri auf das eigene Objekt erhalt, wie dies im ubrigen auch bei echten objektorientiertenSprachen der Fall ist { der this-Zeiger in C++, der self-Zeiger in Turbo-Pascal {, nur da dies dort derCompiler von sich aus erledigt.
125STM-Berechnung ubers Netz zusammengefuhrt werden mussen, etc., geht leicht die Uber-sicht verloren und erfahrungsgema verschwindet nach geraumer Zeit entweder die Daten-oder die Informationsdatei (oder beide). Eine Datei pro Wellenfunktion ist anzustreben {im Dateikopf die Informationen und im Rumpf die Datenfelder.Hier tritt folgende Schwierigkeit auf: Zahlen werden bei den verschiedenen Prozessorty-pen nicht auf einheitliche Weise codiert, d. h. die Interpretation der einzelnen Bits (meist nurder Bytes) z. B. einer Double-Zahl ist unterschiedlich. Will man die Rechenleistung verschie-dener Plattformen nutzen, kann man bei der Speicherung der Ergebnisse diesen Umstandnicht ignorieren. Fur die Datenfelder selbst ist dieses Problem leicht zu beherrschen, dadort eine Vertauschung meist nur der Byteordnung von einfacher Art vorzunehmen ist. Alleanderen Informationen (also auch alle Zahlen) im Dateikopf mussen dagegen als Stringsgespeichert werden. Nur so ist letztlich Unabhangigkeit moglich bzgl. solcher Fragen, wieder Byteordnung, der internen Darstellung einer Struktur oder der Zahl der Bytes einerIntegerzahl.Die WF-Datei ist daher eine Binardatei, die im Dateikopf alle sekundaren Informatio-nen als Strings enthalt, und im Rumpf die Felddaten im Binarformat. Um dabei groteElastizitat zu wahren, sind die Informationen im Dateikopf zu Blocken zusammengefat,die jeweils durch eine innerhalb der Datei eindeutige Blockmarke eingeleitet werden { z. B.Block A: Felddimensionen, B: numerische Parameter, C: Geometrie, Z: binare Felddaten,etc. Blocke konnen auch geschachtelt werden. Innerhalb eines Blockes geht jeder Informatio-nen dann nochmals eine { in diesem Block eindeutige { Marke voran: E=: : : fur die Energie.Dadurch konnen spater beliebige Zusatzinformationen sogar in die Blocke eingefugt werden.Altere WF-Dateien enthalten diese Informationen naturlich nicht, das Lesen dieser Dateien(mit einem aktuallisierten Programm) ist aber problemlos, da die entsprechenden Markennicht erscheinen und die entsprechenden Informtionen folglich auch nicht erwartet werden.Als Nebeneekt sind die Dateikopfe "im Notfall\ so auch einmal im Rohformat, mit Hilfeeines Texteditors, zu deuten.
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Thesen1. Der STM-Abbildungsproze wurde im Rahmen eines zweidimensionalen Modells si-muliert, worin Probe und Spitze durch Sommerfeld-Metalle frei wahlbarer Geometriebeschrieben wurden und die Bestimmung des Tunnelstroms im Transfer-Hamiltonian-Formalismus erfolgte. Berechnet wurden Konstantstromprole fur die Abbildung drei-er idealtypischer Probengeometrien { Kerbe, Graben, Dreispitz { mit Spitzen unter-schiedlicher Radien. Hierbei existierten groere Bereiche "unsichtbarer\ Gebiete {Gebiete, die einer geometrischen Spitzenberuhrung nicht zuganglich waren.2. Uber eine Entfaltung der Konstantstromprole mit der aktuellen Spitzengeometrienach Reiss erfolgte die Gegenuberstellung insbesondere zum geometrischen (mecha-nischen) Abtasten. Die Diskussion konzentrierte sich auf Moglichkeiten, aus diesemVergleich genauere Aussagen zur Probengeometrie und zur Kalibrierung von Spitzenzu gewinnen.3. Die Konstantstromprole waren dominiert von der Form der Spitzen und ahneltenAbtastprolen. Folgerichtig konnte die Reisssche Entfaltung in Gestalt von Haufungs-punkten die laterale Position der Rander der "unsichtbaren\ Gebiete naherungsweisegut wiedergeben.4. Dem uberlagert zeigten die lateralen Positionen der Haufungspunkte ein Sklalierungs-verhalten mit der Scanhohe, dem Informationen uber den Flankenwinkel und den Spit-zenradius innewohnen. Erstere Abhangigkeit folgt der Tendenz der LDOS-Konturender Probe, letztere wird qualitativ verstandlich aus dem prinzipiellen Unterschied zwi-schen einem geometrischen Abtasten und einer Konstantstrom-Abbildung: an schar-fen Probenregionen erfahrt der Strompfad gegenuber planaren Gebieten eine Ein-schnurung, die relativ um so groer ist, je stumpfer die Spitze ist, ein Eekt, derbei einem Abtasten unter punktformigem Kontakt prinzipiell nicht auftreten kann;Konstanstromprole gewinnen relativ zu Abtastprolen an Scharfe, je stumpfer dieSpitzen werden.5. In den entfalteten Kurven verblieben uber den "unsichtbaren\ Gebieten stets einigePunkte, die mit dem Spitzenradius korrelierten, und die mit dem Umspringen desStrompfades am Spitzenschaft in Zusammenhang gebracht werden konnen. Fur dieKalibrierung von Spitzen ein besonders interessanter Aspekt.6. Einen semiklassischen Zugang zu den Phanomenen in stationaren nichtintegrablenQuantensystemen bietet nur die Theorie periodischer Orbits, wobei diese Theoriegegenwartig auf gewohnlichen klassischen Orbits fut. Als markantes Signum eineschaotischen Systems hinsichtlich der Wellenfunktion gelten Scar-Zustande (zentriertum einen klassischen Orbit).7. Verglichen wurden die Eigenzustande 	(1)n eines nichtseparablen Rechtecks (2d-Topf)der Wandhohe V0 (schwach nichtintegrabel) und die Zustande 	(2)n eines geometrie-gleichen separablen Potentialgebildes, wie es aus der Uberlagerung eindimensionaler133
134 THESENKasten entsteht. Der Unterschied integrabel , nichtintegrabel ware hier fur klassi-sche Orbits mit E < V0 unsichtbar, weil Dierenzen zwischen beiden Potentialen nurim Auenraum bestehen. Die Zustande 	(1)n und 	(2)n zeigten sich nahezu identisch.Jedoch nahmen die Dierenzen j	(1)n j2 j	(2)n j2 bei einem Teil der Zustande das Aus-sehen von Scars an. Eine Beschreibung in einer Theorie periodischer Orbits muteentweder komplexe Orbits oder Bahnen (Orbits) aus dem Bereich des Kontinuumsoberhalb V0 einbeziehen!8. Fur ein Zwei-Billardsystem "Rechteck + Kreis\ { zwei benachbarte Potentialkastenendlicher Wandhohe, die uber eine Tunnelbarriere koppeln { wurden Gesamtzustandeberechnet. Ausgepragt insbesondere im Rechteck fanden sich Scars, die aus der Bar-riere austreten und zu dieser zurucklaufen. Das System "Rechteck + Kreis\ ist inhohem Mae nichtintegrabel, "sichtbar\ wird diese Nichtintegrabilitat jedoch nur furBahnen entweder des Kontinuums oder fur komplexe Orbits. Eine semiklassische Be-schreibung dieses Phanomens im Rahmen einer Theorie periodischer Bahnen wurdeeine Ausweitung auf komplexe Orbits oder Bahnen des Kontinuums ("ungebundeneOrbits\) erfordern!9. Zur numerischen Losung der zeitfreien Schrodingergleichung fur beliebig geformte Po-tentialmulden wurde diese im Dierenzenverfahren diskretisiert. Fur die resultierendegroe DiskretisierungsmatrixAwar das Eigenwertproblem fur einige wenige Eigenwer-te i   aus der Mitte des Spektrums zu losen. Die Sachlage dabei ist schwierig, weildie in solchen Fallen ubliche, gut konvergierende Inverse Vektoriteration hier aufgrundder Groe von A die iterative(!) Losung eines indeniten Gleichungssystems unter sehrschwachen Regularitatsvoraussetzungen erfordern wurde. Zur Umgehung dieses Pro-blems wurde mit der quadrierten und geeignet verschobenen Matrix (A   I)2   Idirekt vektoriteriert. Der Preis ist eine auergewohnlich schwache Konvergenz.10. Eine Analyse der Diskretisierungsfehler ergab, da mit dem benutzten Diskretisie-rungsgitter diese bzgl. Eigenwert, Verhalten der Wellenfunktionen im Innenraum undVerhalten im Auenraum unter 1% bleiben sollten.
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