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Resumen
Se integra sobre la medida de Hausdorff y se obtiene el exponente Ho¨lder como la
codimensio´n DT −D del fractal, en el espacio Euclidiano en que se encuentra inmerso.
E´sto ha resultado de la aplicacio´n de la concepcio´n de integral de Daniell, que posibilita
integrar funciones de Lipschitz y de Ho¨lder sobre las medidas de Baire y tambie´n, de
definir el espacio de fractales con la me´trica de Hutchinson.
Se obtiene la potencia para el modelo [potenciado]* de los semivariogramas de pro-
cesos estacionarios. Se aplica a los niveles de los mantos frea´ticos del Valle del Carrizo,
Sinaloa, Me´xico, y se crean los semivariogramas experimentales y el de ajuste con un
modelo potencial, encontra´ndose que su potencia es β = 1,5. Se obtiene tambie´n, que
la dimensio´n fractal de estos mantos es de 2,25.
Palabras clave: Fractales, Ho¨lder, codimensio´n, similaridad, semivariograma, frea´tico.
Abstract
Hausdorff’s measure is integrated upon, and Ho¨lder’s exponent is obtained as the
codimension DT − D of the fractal in the Euclidian space in which it is immersed.
This has resulted from the application of Daniell’s integral conception, which makes
it possible to integrate Lipschitz’s and Ho¨lder’s functions into Baire’s measures and
to define fractal space with Hutchinson’s metric.
The power for the potentiated model of the semivariograms of stationary processes
is obtained. It is applied to the levels of the phreatic strata of Valle del Carrizo,
Sinaloa, Mexico, and the experimental semivariograms, and those of the adjustment
with a potential model are created, with the finding that its power is β = 1,5. It is
also found that the fractal dimension of these strata is 2,25.
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1. Introduccio´n
Este art´ıculo tiene un doble cometido, por una parte es un reporte de investigacio´n
tanto teo´rica como aplicada, por otra, es docente, porque quiere mostrarle a los estudi-
antes y estudiosos del tema tanto la totalidad de las estructuras que comprende, como su
adaptabilidad a las aplicaciones.
La matema´tica es la u´nica parte de la ciencia que ha sabido erigirse a trave´s de todos
los tiempos, empezando por su etapa emp´ırica, cuando los humanos contaban y observaban
los hechos geome´tricos de su entorno. Siguiendo por la etapa experimental en donde son
capaces de realizar mediciones o aforar para construir tablas de datos. Continuando con
la etapa anal´ıtica en donde majestuosos crearon el a´lgebra y lograron separarla de la
geometr´ıa, despue´s construyeron el ana´lisis y las ecuaciones diferenciales, y finalmente, en
la u´ltima etapa, levantaron el pina´culo cuando egregios, fueron capaces de axiomatizar
y crear las estructuras de los espacios vectoriales, de los grupos etc.[12], para que Ian
Stewart pueda afirmar que la matema´tica es la ciencia de las estructuras, los patrones y
la clasificacio´n.
En este art´ıculo se sigue un camino integral y en sentido inverso al histo´rico, al partir de
la etapa axioma´tica, seguir con la anal´ıtica, luego abordar la experimental de las mediciones
y finalmente, rotunda, aplicar a los hechos emp´ıricos de los niveles frea´ticos.
El tema se ha organizado de la siguiente manera: se retoman los conceptos de las
funciones continuas, y los subespacios de las funciones de Lipschitz y las de Ho¨lder, con sus
relaciones de embebimientos compactos. Se repasan los conceptos de conjuntos y medidas
de Baire, como concepcio´n de´bil de los de Borel. Se estudia la integral de Daniell aplicada
a las funciones de Lipschitz y Ho¨lder sobre las medidas de Baire y las de Hausdorff.
Se aplica a la aproximacio´n de un grafo fractal por un fractal autosimilar y se obtiene
el exponente Ho¨lder como la codimensio´n del fractal en el espacio Euclidiano en el que se
encuentra inmerso.
Se repasan los conceptos de procesos estacionarios y sus semivariogramas. Se aplican a
los niveles de los mantos frea´ticos y se obtienen, por mı´nimos cuadrados, los para´metros de
los estimados. Se representan gra´ficamente los semivariogramas y los niveles de los mantos
frea´ticos.
Por u´ltimo parece pertinente recordar que la importancia de estudiar las funciones con-
tinuas no diferenciables, surge desde distintos campos de las aplicaciones, desde la meca´nica
cua´ntica, el movimiento Browniano, las curvas de evolucio´n econo´mica, los feno´menos
hidrolo´gicos y geolo´gicos, los procesos en los medios porosos, etc.
2. Funciones continuas
Una funcio´n define una correspondencia entre los elementos de dos espacios, de tal
manera que se establece una relacio´n entre el argumento en el primer espacio y su imagen
u´nica en el segundo f : Ω −→ X. En general los dos espacios tienen estructura de espacios
topolo´gicos; en donde se forma una pareja (Ω,TΩ), compuesta por un conjunto Ω, y una
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coleccio´n de sus subconjuntos TΩ. A estos se les llama abiertos, y satisfacen las condiciones:
1.) El conjunto total Ω y el conjunto vac´ıo ∅, esta´n en la coleccio´n, 2.) La coleccio´n es
cerrada bajo intersecciones finitas, y 3.) La coleccio´n es cerrada bajo uniones arbitrarias.
Es importante el caso cuando Ω es un espacio me´trico, en donde la topolog´ıa se deter-
mina a partir de las bolas abiertas, y adema´s es completo, cuando las sucesiones funda-
mentales de Bolzano o de Cauchy son convergentes.
Si X es adema´s un espacio lineal, las funciones conforman tambie´n un espacio lineal,
al definir la suma de funciones y la multiplicacio´n por escalar en forma puntual. Las
funciones frecuentemente estan definidas so´lo en un subconjunto del espacio Ω, llamado
dominio, y es relievante el caso cuando este subconjunto es un compacto del espacio Ω.
Una situacio´n que se encuentra con bastante amplitud es la de las funciones continuas.
Una de las ventajas de la continuidad radica en que las funciones continuas alcanzan el
supremo en un dominio compacto.
Ubicados en el espacio de funciones continuas con dominios en un compacto y con
imagenes reales, la distancia se define por la norma del supremo ||f || = supt∈Ω ||f (t)||.
Como en el caso de las funciones de variacio´n acotada, se realiza una particio´n del dominio
por subintervalos compactos y se evalu´a la variacio´n en cada uno de los subintervalos
V t2t1 (f) = supt,s∈[t1,t2] ||f (t)− f (s)||.
Sin embargo, conviene tambie´n abordar la funcio´n desde el punto de vista de su gra´fi-
ca o grafo Γf =
{
(t, f (t)) ∈ RDT+1 : t ∈ Ω}. Dentro de los subespacios de las funciones
continuas, uno de los que pueden destacarse es el subespacio de las funciones de Lipschitz,
en donde las secantes entre dos puntos del grafo tienen, localmente, pendientes acotadas,
V t2t1 (f) = sup
t,s∈[t1 ,t2]
||f (t)− f (s)|| ≤ sup
t,s∈[t1,t2]
c |t− s| ≤ c |t2 − t1| , (1)
y en particular, las funciones continuas de Ho¨lder
V t2t1 (f) = sup
t,s∈[t1,t2]
||f (t)− f (s)|| ≤ sup
t,s∈[t1,t2]
c |t− s|α ≤ c |t2 − t1|α . (2)
2.1. Funciones de Ho¨lder
Cuando Ω es un compacto en R y α un para´metro real en el intervalo (0, 1], las funciones
definidas con dominio en Ω y a valor RDT que satisfacen la desigualdad
||f (t)− f (s)|| ≤ c |s− t|α , (3)
con c una constante positiva, que depende de f pero no de t ni de s, conforman un
subespacio lineal del espacio de funciones continuas C0 (Ω) llamado espacio de Ho¨lder
y se denota por C0,α (Ω). Estas funciones en C0,α (Ω) son por supuesto, uniformemente
continuas en Ω, [2].
Este subespacio admite un embebimiento compacto en el espacio de las funciones con-
tinuas, en el sentido de que la aplicacio´n que define el embebimiento transforma conjuntos
acotados en conjuntos cuya clausura es compacta entre los espacios de Banach, en tanto
que en los espacios de Hilbert transforma sucesiones (redes) de´bilmente convergentes en
fuertemente convergentes. Este embebimiento expresa el teorema de Arzela´-Ascoli:
C0,α (Ω) ↪→ C0 (Ω) . (4)
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El conjunto de estas funciones, resulta ser un espacio de Banach, con la norma definida
por
‖f‖α = sup
t∈Ω
||f (t)||+ sup
t,s∈Ω,t 6=s
||f (s)− f (t)||
|s− t|α (5)
y en general, cuando el exponente α se incrementa se reduce el espacio, pero puede definirse
un embebimiento compacto.
3. Conjuntos de Baire
Se conforma una nueva pareja con el mismo espacio total Ω, y una nueva coleccio´n
de subconjuntos A, que satisfacen: 1.) El conjunto total Ω y el conjunto vac´ıo ∅, esta´n
en la coleccio´n, 2.) Si un conjunto esta´, tambie´n esta´ su complemento, 3.) Si se tiene una
cantidad numerable de conjuntos en la coleccio´n, la unio´n de ellos, tambie´n permanece en
la coleccio´n. A la coleccio´n A se le llama una σ-a´lgebra.
En el espacio me´trico completo Ω, puede estructurarse un nuevo sistema de subcon-
juntos que amplia los de la topolog´ıa, e´ste se conforma como la ma´s pequen˜a σ-a´lgebra
que contiene a los abiertos y por tanto tambie´n a los cerrados. Se tiene as´ı la σ-a´lgebra de
Borel. Los conjuntos compactos son los cerrados totalmente acotados y por tanto forman
parte de esta nueva estructura de los subconjuntos del espacio Ω.
Dentro de la σ-a´lgebra de los borelianos, existe otra σ-a´lgebra de los conjuntos de
Baire, ellos son conjuntos Gδ-compactos, es decir una coleccio´n numerable de abiertos
cuya interseccio´n es compacta, [10],
B =
∞⋂
n=1
Bn. (6)
Una σ-a´lgebra es el dominio de definicio´n para una medida como una funcio´n que satisface:
1.) la medida del vac´ıo es el cero: µ (∅) = 0, 2.) Los conjuntos de la coleccio´n tiene medida
positiva o a lo menos medida cero, µ (A) ≥ 0, ∀A ∈ A, 3.) la medida es contablemente adi-
tiva, en el sentido de que si (An)n es una coleccio´n numerable y disyunta de subconjuntos
en la σ-a´lgebra A, la imagen de la unio´n es la serie de las imagenes: µ (⋃∗An) =∑
n
µ (An).
Se considera ahora el caso ma´s espec´ıfico de un espacio me´trico compacto. Sobre la
σ-a´lgebra de Baire se definen las medidas de Baire normalizadas. Luego puede pensarse
en la integracio´n sobre las ma´s pequen˜as de las de Ho¨lder que son las de Lipschitz, luego
sobre las funciones de Ho¨lder, posteriormente tambie´n sobre las continuas, y finalmente
sobre las funciones medibles.
Por el teorema de Caratheodory, las medidas de Baire tienen una u´nica extensio´n a
una medida de Borel regular. As´ı que las medidas de Baire, constituyen un concepto de´bil
muy u´til para las medidas de Borel.
4. Integral de Daniell
Dentro de la concepcio´n de integral de Daniell se considera un ret´ıculo vectorial R, el
cual es una clase de funciones acotadas a valor real, cerrado bajo las operaciones de suma,
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multiplicacio´n por escalar, el ma´ximo de dos funciones o suma lo´gica y el mı´nimo de dos
funciones o producto lo´gico. [3], [14].
La clase de funciones de Ho¨lder, como subespacio satisfacen las dos condiciones de ser
cerradas bajo la suma y multiplicacio´n por escalar y son acotadas en tanto que funciones
continuas definidas en un compacto.
Se demuestra que satisface tambie´n la condicio´n de ser cerradas bajo las sumas lo´gicas;
y como la suma de la suma lo´gica con el producto lo´gico es la suma usual de funciones, se
deduce que satisfacen tambie´n la propiedad de ser cerradas bajo el producto lo´gico. Estos
resultados simbo´licamente se resumen en el siguiente cuadro:
f, g ∈ C0,α (Ω) , a ∈ R⇒

f + g ∈ C0,α (Ω)
af ∈ C0,α (Ω)
(f ∨ g) (t) = ma´x{f (t) , g (t)} ∈ C0,α (Ω)
(f ∧ g) (t) = mı´n{f (t) , g (t)} ∈ C0,α (Ω) .
(7)
En particular, tambie´n el valor absoluto de una funcio´n esta en la clase, ya que es la
suma lo´gica de la funcio´n y su opuesta |f | = f ∨ (−f), la cual puede servir tambie´n de
punto de partida para definir las dos operaciones lo´gicas del ret´ıculo vectorial.
En consecuencia, las funciones en C0,α (Ω), constituyen un ret´ıculo vectorial en donde
puede definirse la integral de Daniell, la cual es una funcional definida en el ret´ıculo
vectorial con las propiedades:
1. Es lineal : para cualquier par de escalares a y b, y cualquier par de funciones en el
ret´ıculo f y g, se tiene la linealidad usual de la integral: ϕ (af + bg) = aϕ (f)+bϕ (g).
2. Es mono´tona: Las funciones positivas tiene integral positiva, en el sentido de que
si f es una funcio´n en el ret´ıculo vectorial y es f ≥ 0, entonces la integal tambie´n
preserva la desigualdad ϕ (f) ≥ 0 o bien: f ≥ 0⇒ ϕ (f) ≥ 0.
3. Es continua en cero: Si (fi)i es una sucesio´n monodecreciente de funciones en el
ret´ıculo vectorial que convergen puntualmente a cero, entonces la integral tambie´n
preserva la convergencia a cero de la sucesio´n de integrales: fi ≥ fi+1, (fi)i i→ 0 ⇒
(ϕ (fi))i
i→ 0.
Los l´ımites de las sucesiones de funciones mono´crecientes del ret´ıculo vectorial, per-
miten extender la integral de Daniell, a la clausura del ret´ıculo. Por el embebimiento
compacto, la integral considerada se extiende de las funciones de Lipschitz a las Ho¨lder, y
de e´stas a las funciones continuas.
En el espacio de medidas se define la distancia de Hutchinson
dH (µ, ν) = sup

∫
Ω
fdµ−
∫
Ω
fdν : f ∈ Lip
 , (8)
con e´sta me´trica el espacio de las medidas definidas sobre los borelianos del espacio me´trico
compacto, resulta ser tambie´n un espacio me´trico completo y se le conoce como el espacio
de los fractales.
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Por un sistema de funciones iteradas se entiende una coleccio´n finita de contracciones
(wi)i∈{1,N} cada una con su factor de contraccio´n
(
1
qi
)
i
definidas sobre el espacio me´trico
Ω y un sistema de probabilidades (pi)i:{
Ω;
(
wi,
1
qi
, pi
)
i∈{1,N}
}
, (9)
en donde las resoluciones se representan por qi y el nu´mero de rasgos por N . Sobre el
espacio de fractales se define el operador de Ma´rkov, asociado a un sistema de funciones
iteradas, [1], [7], como la medida:
M (ν) =
N∑
i=1
piν ◦ w−1i , (10)
este operador resulta ser una contraccio´n con factor de contraccio´n s =
N∨
i=1
1
qi
y por el
teorema del punto fijo de Banach tiene como atractor un u´nico punto fijo conocido como
la medida invariante del operador de Ma´rkov: M (µ) = µ. En H (Ω), el espacio de los
soportes de estas medidas invariantes, se considera la aplicacio´n definida por
W : H (Ω)→ H (Ω) , W (F ) =
N⋃
i=0
wi (F ) , ∀F ∈ H (Ω) ,
resulta ser una aplicacio´n contra´ıda con el mismo factor de contraccio´n s, y a su u´nico
punto fijo A ∈ H (Ω), se le llama el atractor del sistema de funciones iteradas, y es tal que
A =W (A) =
N⋃
i=0
wi (A) , y A = l´ım
n→∞W
◦n (F ) , ∀F ∈ H (Ω) , (11)
en tanto que se conoce como operador de Barnsley, a la aplicacio´n [7],
l´ım
n→∞W
◦n (F ) : H (Ω)→H (Ω) . (12)
4.1. Integral de Daniell y Medida de Hausdorff
La medida de Hausdorff se define en la σ-a´lgebra de los conjuntos de Baire, y se
extiende a los conjuntos de Borel. Al tener la integral como funcional lineal, que sin pe´rdida
de generalidad puede considerarse positiva, existe la σ-a´lgebra en Ω de los conjuntos de
Baire, y tambie´n existe una u´nica medida de Baire positiva, definida en esa σ-a´lgebra, que
permite representar la funcional como
ϕ (f) =
∫
Ω
fdµ, (13)
y por el teorema de Caratheodory, esta medida se extiende de manera u´nica a una medida
de Borel regular, definida en todos los borelianos de Ω. Esta u´ltima medida es, salvo posi-
blemente una constante, la medida de Lebesgue de RDT y en tanto que dimensio´n entera
es, salvo una constante multiplicativa, la medida de Hausdorff, por tanto renormalizando
la funcional ϕ de la integral de Daniell, puede suponerse que µ es la medida de Hausdorff,
[13].
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5. Aproximacio´n fractal
Se considera el grafo de alguna funcio´n obtenida experimentalmente
Γf =
{
(t, f (t)) ∈ RDT+1 : t ∈ Ω} , (14)
se define una malla de cubos elementales que depende de la resolucio´n y del paso en el
proceso de fractalizacio´n.
Dado un nu´mero real q > 1 y un entero positivo n ≥ 1, la resolucio´n se define por
(
1
q
)n
.
Se consideran los cubos dependientes de esta resolucio´n. Sea la malla Mq,n de los puntos
de RDT cuyas coordenadas son mu´ltiplos enteros de la resolucio´n
(
1
q
)n
y la coleccio´n
(Cq,n (a))n de todos los cubos con ve´rtices en la malla Mq,n con a ∈ Mq,n, estos cubos
pueden describirse como
Cq,n (a) =
{
x ∈ RDT : ai = k
(
1
q
)n ≤ xi ≤ (k + 1)(1q)n ,
∃k ∈ ℵ, 1 ≤ i ≤ DT + 1
}
(15)
y aquellos cubos que intersectan el grafo Γf constituyen la subcoleccio´n, [4],(
C
′
q,n (a)
)
n
= (Cq,n (a) ∩ Γf )n . (16)
Con el objeto de estimar la integral, se considera el punto a en la malla Mq,n y el intervalo[
ai, ai +
(
1
q
)n]
. El rango de f se estima por el nu´mero de cubos que intersectan el grafo
multiplicado por el alto de los cubos
(
1
q
)n
. Cuando n es un nu´mero suficientemente grande,
la resolucio´n se hace pequen˜a y qn por el contrario, llega a ser suficientemente grande. Sea
m el nu´mero de cubos en la direccio´n horizontal, e´ste puede representarse por el entero
ma´s pequen˜o que supera el valor qn. La integral se estima por
∫
C′q,n(a)
f (t) dµ (t) ≤
m−1∑
k=0
c |t− s|α|[
ai,ai+
(
1
q
)n] ∫[
ai,ai+
(
1
q
)n] dµ (t)
≤ mc
(
1
q
)nα (
1
q
)n ≤ c( 1q)−n ( 1q)nα (1q)n = c( 1q)nα .
De otra parte, con N
′
q,n representando el nu´mero de cubos que intesectan el grafo de
la funcio´n, la integral puede evaluarse como∫
f (t) dµ (t) =
(
1
q
)n(DT−1)
N
′
q,n
(
1
q
)n
= N
′
q,n
(
1
q
)nDT
.
Combinando los dos estimados, se obtiene entonces que
N
′
q,n
(
1
q
)nDT
≤ c
(
1
q
)nα
, o, N
′
q,n ≤ c
(
1
q
)n(α−DT )
,
por tanto
−r = α−DT , o, α = DT − r. (17)
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Debido a la monoton´ıa de la dimensio´n de Hausdoff, expresada por la correlacio´n
F ⊆ F ′ ⇒ dimH F ≤ dimH F ′, (18)
se concluye que el fractal del grafo de la funcio´n es aproximado superiormente por un
fractal autosimilar de dimensio´n de Hausdorff r = DT − α; o bien, puede decirse que el
exponente de Ho¨lder es la codimensio´n DT − r.
6. Procesos estoca´sticos
A la pareja de un espacio topolo´gico y una σ-a´lgebra de sus subconjuntos, (Ω,A), se
le llama espacio muestral, y en un contexto probabil´ıstico, se le conoce como espacio de
eventos elementales. En este espacio se define una medida de probabilidad la cual es una
funcio´n que toma sus argumentos en la σ-a´lgebra y sus valores o imagenes en los reales
y satisfacen adema´s de las condiciones de una medida, la condicio´n de normalizacio´n: la
medida del espacio es finita y se normaliza a la unidad µ (Ω) = 1; se tiene as´ı la tripla
(Ω,A, µ) llamada espacio de probabilidad.
Sea ahora otro espacio de topolo´gico (X, TX) y el espacio muestral correspondiente,
constituido por el conjunto X y una σ-a´lgebra B; a la pareja (X,B) se le conoce como
espacio fa´sico.
Se define una variable aleatoria ξ como una funcio´n entre estos espacios muestrales
(Ω,A) −→ (X,B) , ω 7−→ ξ (ω) , (19)
que debe ser medible en el sentido de que la imagen inversa aplica los conjuntos medibles
de X en los conjuntos medibles de Ω,
ξ−1 (B) ⊆ A. (20)
A esta variable aleatoria se le asocia una distribucio´n de (probabilidad), definida a trave´s
de la medida de probabilidad como
Fξ (B) = µ [ω : ξ (ω) ∈ B] , o, Fξ = µ ◦ ξ−1,
la cual tambie´n es una medida de probabilidad en el espacio muestral (X,B), y lo hace
un espacio de probabilidad coordinado con el primero. Las variables aleatorias y sus dis-
tribuciones asociadas pueden indexarse, considerando una coleccio´n de variables aleatorias
(ξt)t∈T , y conformando de esta manera, lo que se conoce como un proceso estoca´stico
T × Ω −→ X, (t, ω) 7−→ ξ (t, ω) ,
para valores del para´metro t en determinado intervalo T , e imagenes en el espacio muestral
fa´sico (X,B).
Con k = 1, 2 . . ., se definen para la variable aleatoria ξ los momentos y los momentos
centrales por
E
(
ξk
)
=
∫
xkdFξ (x) , E (ξ −E (ξ))k =
∫
(x−E (ξ))k dFξ (x) , (21)
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la funcio´n de correlacio´n (o autocovarianza) para el proceso estoca´stico (ξ (t))t∈T por
B (t, s) = E
(
(ξ (t)−Eξ (t)) (ξ (s)−Eξ (s))
)
, (22)
cuando existe E |ξ (t)|2, para t ∈ T y la funcio´n de covariacio´n por
C (t, s) = Eξ (t) ξ (s). (23)
6.1. Procesos Estacionarios
Se conocen como procesos estacionarios en amplio sentido, aquellos procesos estoca´sti-
cos en que la media o esperanza matema´tica es una constante independiente del para´metro
t y la funcio´n de correlacio´n so´lo depende de la diferencia de los para´metros, [6],
Eξ (t) = m = a = cte, B (t, s) = B (t− s) , B (t) = B (t, 0) .
El semivariograma se define como la mitad de la varianza
γ (s, t) =
1
2
E (ξ (s)− ξ (t)) (ξ (s)− ξ (t)) (24)
y s´ı se considera la variable aleatoria relativa
ξ˜t,h = ξ (s)− ξ (t) = ξ (t+ h)− ξ (t) , (25)
el semivariograma es la mitad de la varianza de la variable aleatoria relativa y resulta ser
funcio´n del incremento h:
γ (t+ h, t) =
1
2
E
(
ξ˜ (t;h)
)(
ξ˜ (t;h)
)
. (26)
Como se usa generalmente en trabajos de campo, el para´metro no se representa por la
variable t sino por las posiciones en donde se realiza el muestreo, de tal manera que
las distintas posiciones de medicio´n sirven de para´metro para la variable aleatoria en
observacio´n, conviene ergo establecer la correspondencia
t 7−→ xt = xi, i = 1, 2, . . . , t+ h 7−→ xt+h = xi + h.
El semivariograma expresa matema´ticamente la manera en que la variancia de la variable
aleatoria relativa cambia con la separacio´n de los puntos, [11].
6.1.1. Semivariogramas
El semivariograma experimental puede calcularse con el estimador cla´sico siguiente:
γˆ (h) =
1
2N (h)
N(h)∑
i=1
[ξ (xi + h)− ξ (xi)]2 , (27)
donde N(h) es el nu´mero de pares de puntos separados por una distancia h.
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El semivariograma experimental generalmente es representado por un modelo teo´ri-
co para facilitar el ca´lculo de la matriz de covariancia, [5]. De entre estos modelos se
distinguen: el esfe´rico, el exponencial, el gaussiano y el potencial. Para escalar los semiva-
riogramas de los mantos frea´ticos se utiliza un modelo que satisfaga:
γ (rh) = rβγ (h) , (28)
donde r es el factor de escala y β una potencia positiva. La funcio´n que satisface esta
propiedad, con c > 0, y β > 0, es una funcio´n potencial del tipo:
γ (h) = chβ , (29)
Cuando la variable aleatoria depende de una sola variable independiente (x, ξ) ∈ R, la
relacio´n entre β y la dimensio´n fractal D es: β = 4 − 2D, [4, Falconer]. De otra parte, la
generalizacio´n de ese resultado, cuando la variable aleatoria depende de (n− 1)-variables
independientes (x1, x2, . . . , xn−1, ξ) ∈ Rn, con n la dimensio´n topolo´gica o de Euclides;
como se ha demostrado en el presente trabajo (17), es:
β = 2α = 2 (DT −D) = 2 (n−D) , (30)
luego, con DT = n = 3, puesto que (x, y, h) ∈ R3, la dimensio´n fractal de los niveles de
los mantos frea´ticos en un mes determinado es
D = DT − 12β = 3−
1
2
β. (31)
Los para´metros c y β de la ecuacio´n (29) pueden obtenerse con el me´todo de mı´nimos
cuadrados.
7. Aproximacio´n por mı´nimos cuadrados
Este me´todo, creado por Legendre, suscito´ algunos malentendidos y conatos de enfren-
tamiento con Gauss por su autor´ıa. Del tria´ngulo recta´ngulo, estudiado por los antiguas
culturas de Mesopotamia, China, la India y Grecia, emergio´ el concepto de ortogonali-
dad que evoluciono´ hasta surgir, egreg´ıa, la estructura de espacios de Hilbert, creada por
Schmidt, en cuyo contexto se explica de manera muy clara, muchos procesos de aproxi-
macio´n como el que nos ocupa.
De una coleccio´n de m datos se forma un m-vector columna. Una m× n-matriz con n
columnas linealmente independientes, representa la transformacio´n lineal de los para´metros
a los datos. Con los vectores columnas de la matriz se conforma un subespacio lineal
cerrado de dimensio´n n. Se proyecta el vector de datos sobre este subespacio, y resulta
que de acuerdo con el teorema de la proyeccio´n de los espacios de Hilbert, esta proyeccio´n
determina el punto de mejor aproximacio´n entre los datos y los para´metros buscados.
S´ı A es la matriz, con columnas Aj , x los para´metros, xˆ el para´metro que resulta de la
proyeccio´n de los datos y. El vector y − xˆ es ortogonal a todos los vectores columnas de
A, Aj ; y el para´metro proyeccio´n xˆ se expresa como combinacio´n lineal de los vectores
columnas de A, que generan al subespacio cerrado M , [8],
〈y − xˆ, Ai〉 = 0 (32)
xˆ = xˆjAj
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de este par de criterios resultan las ecuaciones llamadas normales
ATAxˆ = AT y (33)
luego la aproximacio´n es
xˆ =
(
ATA
)−1
AT y (34)
la cual minimiza la distancia de los datos al para´metro proyeccio´n
mı´n
x∈M
‖y −Ax‖ = ‖y − xˆ‖
entonces para el caso presente, con los elementos de la matriz sime´trica dados por los
semivariogramas de las parejas de puntos y la condicio´n de insesgabilidad, y los datos dados
por los semivariogramas experimentales, se busca el para´metro proyeccio´n minimizador de
la suma de los cuadrados del error:
SCE (c;β) =
M∑
j=1
N∑
i=1
[γ (hi.j, cj , βj)− γˆi,j]2 , (35)
donde i = 1, . . . , N , N es el nu´mero de puntos del semivariograma, j = 1, . . . ,M , M es el
nu´mero de meses; c = (c1, . . . , cM ), y β = (β1, . . . , βM ). El nu´mero de inco´gnitas es 2M .
La estimacio´n de los M + 1 para´metros (c1, c2, . . . , cM , β), se simplifica considerable-
mente con la minimizacio´n de la diferencia cuadra´tica de los logaritmos de los semivario-
gramas, es decir con la minimizacio´n de:
SCE (c;β) =
M∑
j=1
N∑
i=1
[ln γ (hi.j, cj , βj)− ln γˆi,j ]2 . (36)
La introduccio´n de la ecuacio´n (29) en la ecuacio´n (36), y la aplicacio´n del me´todo de
mı´nimos cuadrados conduce a las siguientes expresiones, donde x = lnh, y, y = ln γˆ:
β =
M∑
j=1
N∑
i=1
xi,jyi,j −
[
M∑
j=1
(
1
N
N∑
i=1
xi,j
N∑
i=1
yi,j
)]
M∑
j=1
N∑
i=1
x2i,j −
M∑
j=1
[
1
N
(
N∑
i=1
xi,j
)2] , y (37)
ln (cj) =
1
N
[
N∑
i=1
(yi,j − βxi,j)
]
. (38)
8. Observaciones
Las observaciones se realizaron en el Distrito de Riego 076, Valle del Carrizo, Sinaloa,
el cual tiene una superficie de 43,259 ha, se ubica en la parte Norte del Estado de Sinaloa
y abarca los municipios de Ahome y El Fuerte. Geogra´ficamente se ubica entre las coor-
denadas 26◦ 05 y 26◦ 22 de latitud norte y 108◦ 53 y 109◦ 00 de longitud oeste. Limita al
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norte con el Estado de Sonora, al este y sur con la Sierra Madre Occidental y al oeste con
el Golfo de California.
La red de pozos de observacio´n freatime´trica tiene un total de 167 pozos con una
profundidad de 2.0 m y se distribuyen en el a´rea segu´n la figura (1), la densidad aproximada
es de un pozo por 260 ha. La toma de lecturas de la profundidad del nivel frea´tico se realiza
a intervalos de un mes utilizando el me´todo de la manguera. El registro histo´rico de las
observaciones de la profundidad del nivel frea´tico disponible en el distrito es de cinco an˜os
(1992-1996). Las observaciones de estos niveles son u´tiles para realizar un ana´lisis con fines
de caracterizacio´n o modelacio´n del sistema.
Figura 1: Distribucio´n de los pozos de observacio´n freatime´trica.
Para estimar los semivariogramas se hace uso de la ecuacio´n (27) con ξ = h. La figura
(2) muestra los 60 semivariogramas experimentales. En esta figura se observa que los
puntos de los semivariogramas correspondientes a cada mes, presentan aproximadamente
la misma pendiente. En otros te´rminos, puede aceptarse un so´lo valor de la potencia β de
la ecuacio´n (29), sobre el intervalo 0 < h < 30 km. El nu´mero de inco´gnitas en la ecuacio´n
(35) se reduce a M + 1.
8.1. Resultados
Los resultados obtenidos son: i) β ' 1,5 (ecuacio´n 37); ii) D ∼= 2,25 (ecuacio´n 31); y
iii) los 60 valores de c (ecuacio´n 38) esta´n en el intervalo: 1,2 < cj < 1,4.
La figura (3) presenta la variacio´n de los coeficientes cj para los 60 meses.
La introduccio´n de las variancias de la posicio´n de la superficie del manto σ2j , permite
definir una escala mensual (λj) para las interdistancias, de tal forma que: σ2j = cjλ
β
j . La
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Figura 2: Semivariogramas experimentales para los 60 meses.
ecuacio´n (29) correspondiente a cada mes toma la forma:
γj (h)
σ2j
=
(
h
λj
)β
, j = 1, 2, . . . ,M . (39)
En escritura adimensional la ecuacio´n (39) se presenta como:
γ∗ = hβ∗ ,
donde γ∗ = λj/σ2j y h∗ = h/λj . Los semivariogramas experimentales adimensionales y el
semivariograma teo´rico adimensional se presenta en la figura (4). La funcio´n que representa
el semivariograma teo´rico adimensional, con h∗cr = 1,29 y γ∗cr = 1,46, es:
γ∗ (h∗) =
{
hβ∗ 0 ≤ h∗ < h∗cr
γ∗cr h∗ ≥ h∗cr.
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Figura 3: Variacio´n de los coeficientes.
Figura 4: Semivariogramas exp. adimensionales y la curva de ajuste.
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Como se desprende de los resultados la dimensio´n fractal de la superficie de los mantos
frea´ticos es constante en el tiempo. La figura (5) muestra la elevacio´n del manto en el
mes de febrero de 1995. Si la superficie fuera Euclidiana tendr´ıa una dimensio´n 2. La
dimensio´n D ∼= 2,25, indica que esta superficie es ma´s que un plano pero menos que un
cubo, es una superficie rugosa o superficie fractal en el formalismo de la Geometr´ıa Fractal
de Mandelbrot [9].
Figura 5: Elevacio´n del nivel frea´tico en febrero de 1995.
9. Resultados y conclusiones
Los resultados obtenidos son:
Se demuestra que la codimensio´n DT −D del grafo fractal es el exponente de Ho¨lder,
(17).
Para el semivariograma de ajuste se escoge el modelo pontenciado, con el propo´sito
de garantizar la invarianza de escala. La potencia del modelo teo´rico resulta ser:
β ' 1,5 (ecuacio´n 37).
La dimensio´n fractal de los mantos frea´ticos es: ii) D ∼= 2,25 (ecuacio´n 31).
La variacio´n de los valores del para´metro c, para los 60 meses observados, se ubica
en el intervalo: 1,2 < cj < 1,4, (ecuacio´n 38).
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