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Abstract
A finite difference numerical method is investigated for fractional order diffu-
sion problems in one space dimension. For this, a mathematical model is devel-
oped to incorporate homogeneous Dirichlet and Neumann type boundary conditions.
The models are based on an appropriate extension of the initial values. The well-
posedness of the obtained initial value problems is proved and it is pointed out that
the extensions are compatible with the above boundary conditions. Accordingly, a
finite difference scheme is constructed for the Neumann problem using the shifted
Grünwald–Letnikov approximation of the fractional order derivatives, which is based
on infinite many basis points. The corresponding matrix is expressed in a closed form
and the convergence of an appropriate implicit Euler scheme is proved.
Keywords: fractional order diffusion; Grünwald–Letnikov formula; non-local deriva-
tive; Neumann boundary conditions; implicit Euler scheme.
1 Introduction
A widely accepted constitutive relation, the first Fick’s law leads to the standard diffu-
sion model. At the same time, more observations confirmed the presence of super- and
∗Corresponding author. E-mail address: izsakf@cs.elte.hu, tel.: +36 13722500-8428, fax: +36
13812158.
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subdiffusive dynamics in several phenomena. They range from the plasma physics [24]
through population dynamics [7] and groundwater flows [2] to the anomalous diffusion of
some chemical compounds. These observations inspired the application of the fractional
calculus, which has a long history [17]. An alternative approach for modeling superdif-
fusion can be given in the framework of the nonlocal calculus, which has been recently
developed, see [6] and [5] for an up-to-date overview with further references.
Many attempts were made for the numerical solution of the corresponding space-
fractional PDE’s. Most of them based on finite difference discretization. It was pointed
out that a non-trivial discretization of the one sided fractional derivatives lead to a stable
method [14]. This result has been generalized in many aspects: higher-order methods and
multi-dimensional schemes [4],[21],[22],[23],[27] were constructed and analyzed. Note that
recently the finite element (Galerkin) discretization was initiated [16] for the fractional
diffusion equations and a composite approach was analyzed [11].
The problem which inspired the present research is the following. If a superdiffusive
evolution of some density u is observed on a physical volume then we have information on
the density only on the closure of this. On the other hand, in the mathematical model,
nonlocal operators are used, which require the value of u also outside of the domain. For
an accurate finite difference approximation we also need values outside of the domain. In
this way, it is natural to look for an extension of the density u.
The majority of the authors consider homogeneous Dirichlet boundary conditions and
assume zero values outside of the domain. A similar approach is applied in the non-local
calculus [5].
Regarding Neumann type boundary conditions, at our best knowledge, there is only
one attempt [12], dealing the boundary condition at the operator level and proposing a
matrix transformation technique.
The aim of this paper is to
• develop a meaningful mathematical approach to model homogeneous Neumann (and
Dirichlet) boundary conditions
• analyze the well-posedness of the corresponding PDE’s
• construct a corresponding finite difference scheme with a full error analysis.
2 Mathematical preliminaries
Fractional calculus We summarize some basic notions and properties of the fractional
calculus. For more details and examples we refer to the monographs [13],[15],[18].
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To define an appropriate function space for the fractional order derivatives on the real
axis we introduce for arbitrary a, b ∈ R the function spaces
C¯(a, b) = C[a, b]|(a,b) and C¯(a, b)/R = {f ∈ C¯(a, b) :
∫ b
a
f = 0}.
With these we define
CI(R) = {b− a - periodic extension of f : f ∈ C¯(a, b)/R}.
Remarks:
1. Functions in CI(R) are bounded and they are continuous except of the possible dis-
continuity points {a+ k(b− a) : k ∈ Z}.
2. In the points {a+ k(b− a) : k ∈ Z} we define f to be f(a)+f(b)
2
. 
Definition 1 For the exponent β ∈ (0, 1) the fractional order integral operators −∞Iβx
and xI
β
∞ on the space CI(R) are defined with
−∞I
β
x f(x) =
1
Γ(β)
∫ x
−∞
f(s)
(x− s)1−β ds
and
xI
β
∞f(x) =
1
Γ(β)
∫ ∞
x
f(s)
(s− x)1−β ds.
With this, the left and right-sided Riemann–Liouville derivatives of order α ∈ R+ \Z are
given by
RL
−∞∂
α
x f(x) = ∂
n
x −∞I
n−α
x f(x)
and
RL
x ∂
α
∞f(x) = (−1)n∂nx xIn−α∞ f(x),
where n is the integer with n− 1 < α < n.
Accordingly, for a function f = f0 + Cf , where f0 ∈ CI(R) and Cf is a constant function
we define the Riesz derivative with
∂α|x|f(x) = Cσ(
RL
−∞∂
α
x f0(x) +
RL
x ∂
α
∞f0(x)),
where Cσ = − σ2 cosαpi
2
with a given positive constant σ.
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Remarks:
1. For the simplicity, the constant σ – which corresponds to the intensity of the superdif-
fusive process in the real-life phenomena – does not appear in the notation ∂α|x|.
2. In the original definition, the Riemann–Liouville derivatives are given on a bounded
interval (a, b) ⊂ R such that in the above definition −∞ and ∞ are substituted with a
and b, respectively. In this case aI
β
x and xI
β
b can be defined for the exponent β ∈ R+ or
even for β ∈ C with Re β > 0, in case of complex valued functions, see Section 2.1 in
[13]. Moreover, the definition can be extended to be a bounded operator on the function
space L1(a, b), see Theorem 2.6 in [18]. For an overview of the alternating notations and
definitions, we refer to the review paper [10].
3. An advantage of the above approach is that alternative definitions on real axis coincide.
For instance, fractional derivatives can be interpreted using the fractional power of the
negative Laplacian −∆, see Lemma 1 in [26]. This can be introduced via Fourier trans-
form, see Section 2.6 in [18]. For more information and multidimensional extension of the
Riesz derivative see also Section 2.10 in [13]. Note that finite difference discretizations for
Riesz fractional derivatives has been studied also in [19] highlighting its connection with
probabilistic models.
4. We have left open the question for which functions does Definition 1 make sense. The
general answer requires the discussion of the Triebel–Lizorkin spaces [1], [18], which is
beyond the scope of this paper. Some sufficient conditions on a bounded interval (a, b)
are also discussed in Lemma 2.2 in [13]. At the same time, since we will approximate
the Riesz derivative with finite differences of the fractional integrals and verify that the
fractional integrals make sense on the function space CI(R).
Lemma 1 For each function f ∈ CI(R) and any exponent α ∈ (1, 2) the fractional order
integral operators −∞I
2−α
x f and xI
2−α
∞ f make sense.
Proof: We prove the statement for the right-sided approximation, the left sided can be
handled in a similar way. In concrete terms, we prove that∫ ∞
x
f(s)
(s− x)α−1 ds <∞. (1)
Obviously, there is a k ∈ Z such that a+ (b− a)k > x and accordingly,∫ ∞
x
f(s)
(s− x)α−1 ds =
∫ a+(b−a)k
x
f(s)
(s− x)α−1 ds+
∫ ∞
a+(b−a)k
f(s)
(s− x)α−1 ds. (2)
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Here, using the condition 0 < α− 1 < 1 we have that the first term is finite. To estimate
the second one, we introduce the function F : (a+ (b− a)k,∞)→ R with
F (s) =
∫ s
a+(b−a)k
f(s∗) ds∗
such that F ′(s) = f(s) on (a + (b − a)k,∞). Also, since f ∈ CI(R), we have that
0 = F (a+ (b− a)k) = F (a+ (b− a)(k + 1)) = . . . such that F is bounded.
With this the second term on the right hand side of (2) can be rewritten as∫ ∞
a+(b−a)k
F ′(s)
(s− x)α−1 ds =
[
F (s)
(s− x)α−1
]∞
a+(b−a)k
−
∫ ∞
a+(b−a)k
F (s) · (1− α)
(s− x)α ds
= −
∫ ∞
a+(b−a)k
F (s) · (1− α)
(s− x)α ds,
which is also finite since F is bounded and 2−β > 1. Therefore, (1) is finite, which proves
the lemma. 
Fundamental solutions For the forthcoming analysis we analyze the Cauchy problem{
∂tu(t, x) = ∂
α
|x|u(t, x) t ∈ R+, x ∈ R
u(0, x) = u0(x) x ∈ R
(3)
with a given initial function u0 ∈ CI(R) and α ∈ (1, 2].
Lemma 2 The Cauchy problem in (3) has a unique solution and can be given by
u(t, x) = (Φα,t ∗ u0)(x), (4)
where Φα,t denotes the fundamental solution corresponding to the Riesz fractional differ-
ential operator ∂α|x|, furthermore, u(t, ·) ∈ C∞(R) for all t ∈ R+.
Proof: Applying the spatial Fourier transform F to the equations in (3) we have{
∂tFu(t, s) = −|s|αFu(t, s) t ∈ R+, s ∈ R
Fu(0, s) = Fu0(s) s ∈ R,
5
where we have used the identity F
[
∂α|x|u(t, x)
]
(s) = −|s|αFu(t, s), see [10], p. 38. There-
fore, Fu(t, s) = e−t|s|αFu0(s) such that an inverse Fourier transform F−1 implies that
u(t, x) = F−1(e−t|s|αFu0(s))(x) = F−1(e−t|s|α) ∗ u0(x).
In this way, the fundamental solution of (3) can be given as
Φα,t(s) = F−1(e−t|x|α)(s) = F(e−t|x|α)(s).
Using the fact that the function to transform is even and the Fourier transform F exp{−a|·
|}(s) can be given (see, e.g., [9], p. 1111) we have
Φα,t(s) = F(e−t|x|α)(s) = F(e−t|x|e−t|x|α−1)(s) = F(e−t|x|)(s) ∗ F(e−t|x|α−1)(s)
=
√
2
π
t
t2 + s2
∗ F(e−t|x|α−1)(s).
(5)
Here for any fixed t the real function given by s →
√
2
pi
t
t2+s2
is in C∞(R) and also all of
its derivatives are in L1(R). On the other hand, for α > 1 the real function given with
e−t|x|
α−1
is in L1(R), therefore F(e−t|x|α−1) is bounded and continuous. Consequently,
using (5) the right hand side of the equality
∂kΦα,t(s) = ∂
k
√
2
π
t
t2 + s2
∗ F(e−t|x|α−1)(s)
makes sense, which gives statement in the lemma. 
Discretization The finite difference approximation of the fractional order derivatives is
not straightforward. It turns out that an obvious one-sided finite difference approximation
of the one-sided Riemann–Liouville derivatives results in an unstable method even if an
implicit Euler method is applied for the time marching scheme [14]. To stabilize these
schemes, we need to use the translated Grünwald–Letnikov formula, which is given for
f ∈ C(R) with
Dα,p,h−∞,GLf(x) =
1
Γ(−α) limM→∞
1
hα
M∑
k=0
Γ(k − α)
Γ(k + 1)
f(x− (k − p)h)
=
1
hα
∞∑
k=0
gkf(x− (k − p)h)
(6)
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Figure 1: Basis points for the the left-sided (∗) and the right-sided (♦) translated
Grünwald–Letnikov formula (given in (6) and (7)) applied in x with the translation pa-
rameter p = 2.
and
Dα,p,h∞,GLf(x) =
1
Γ(−α) limM→∞
1
hα
M∑
k=0
Γ(k − α)
Γ(k + 1)
f(x+ (k − p)h)
=
1
hα
∞∑
k=0
gkf(x+ (k − p)h)
(7)
depending on the translation parameter p ∈ N, the order of the differentiation α ∈ (1, 2]
and the discretization parameter h ∈ R+, where we used the coefficients
gk =
Γ(k − α)
Γ(−α)Γ(k + 1) = (−1)
k
(
α
k
)
.
The principle of the two-sided translated discretizations is depicted in Figure 1. These
coefficients satisfy the following:
∞∑
k=0
gk = 0 ∀ α ∈ (1, 2]
g1 = −α, gj ≥ 0 for j 6= 1.
(8)
We use the same notation for the discrete differential (or difference) operators, i.e. for
each v = (. . . , v−1, v0, v1, . . . ) ∈ RZ we write[
Dα,p,h−∞,GLv
]
j
=
1
hα
∞∑
k=0
(−1)kgkvj+p−k and
[
Dα,p,h∞,GLv
]
j
=
1
hα
∞∑
k=0
(−1)kgkvj+k−p, (9)
where the superscript j denotes the jth component.
Remarks:
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1. One can prove [14] that the integrals in (6) and (7) approximate the corresponding
Riemann–Liouville derivatives in the following sense:
RL
−∞∂
α
x f(x) = D
α,p,h
−∞,GLf(x) +O(h) (10)
and similarly,
RL
x ∂
α
∞f(x) = D
α,p,h
∞,GLf(x) +O(h), (11)
provided that both of the Fourier transform of f and that of RL−∞∂
α
x f(x) and
RL
x ∂
α
∞f(x)
are in L1(R). We will point out that in the present framework no such assumption is
necessary.
2. Higher-order finite difference approximations can be obtained as a linear combination
of first order ones using different translation parameters. For example, the sum defined
by
GL
−∞D
α,p,q
x,h u(x) =
2q − α
2(p− q)D
α,p,h
−∞,GLu(x) +
2p− α
2(p− q)D
α,p,h
−∞,GLu(x) (12)
provides a second order accurate approximation of the Riemann–Liouville derivative. Sim-
ilar statement holds if −∞ is switched to ∞. For the details, see [27].
3. The nonlocal effect of the differential operators result in full matrices. At the same
time, one can save some computing efforts with an appropriate decomposition of the above
matrix [25].
4. An alternative approximation of fractional order elliptic operators (which can be ap-
plied in multidimensional cases) was proposed in [3], which can be a basis also for finite
element discretizations.
3 Results
3.1 Extensions
Extensions are not only necessary to have well-posed problems involving nonlocal diffusion
operators, but also essential at the discrete level. In order to have sufficient accuracy in the
finite difference approximation near to the boundary and at the boundary of a nonlocal
differential operator, it is necessary to have (virtual) gridpoints outside of the original
computational domain Ω = (a, b). This is clearly shown in (6), (7) and (12).
Summarized, the sketch of our approach is the following:
• we extend the problem to R to get rid of the boundary conditions
• we solve the corresponding Cauchy problem (3) (we will approximate this with finite
differences)
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• we verify that the desired homogeneous Neumann (or homogeneous Dirichlet) bound-
ary conditions are satisfied for the restriction of the solution.
Definition 2 We say that the extension
·˜ : L2(Ω)→ CI(R)
is compatible with the homogeneous Neumann (no-flux) or Dirichlet boundary conditions
and the operator ∂α|x| if the function u˜ is the unique solution of the following problem{
∂tu˜(t, x) = ∂
α
|x|u˜(t, x) t ∈ R+, x ∈ R
u˜(0, x) = u˜0(x) x ∈ R
and ∂xu˜(t, x) = 0 or u˜(t, x) = 0 for x ∈ ∂Ω and t > 0.
In rough terms, one can say that a correct extension of the solution from Ω is the function
which solves the extended problem on the whole real axis such that the boundary condition
on ∂Ω is still satisfied.
Extension corresponding to homogeneous Dirichlet boundary condition As a
motivation, we use the idea in [20] which is generalized to the case of two absorbing walls.
For the simplicity, the definition is given for functions u : (0, 1)→ R.
Definition 3 We call the 2-periodic extension of the function
uˆD,1(x) =
{
u(x) for x ∈ (0, 1)
−u(−x) for x ∈ (−1, 0)
the Dirichlet type extension of u and we denote it with uˆD.
Remarks:
1. This is sometimes called the odd extension of u and can be obtained first with reflecting
the graph of u to (0, 0) and (1, 0) ∈ R2 to extend it to (−1, 2) and reflecting this graph
further to (−1, 0) and (2, 0) ∈ R2 to extend it to (−2, 3) and continuing this process.
2. A natural physical interpretation of this extension is the following: To ensure zero-
concentration at the end points in the consecutive time steps, we have to force a skew-
symmetric concentration profile around 0 and 1.
3. We may define uD(k) = 0 for k ∈ Z but as we will see this is not essential.
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A simple calculation shows that we have
uˆD(y) = −uˆD(−y) and uˆD(1 + y) = −uˆD(1− y) y ∈ R. (13)
We define similarly the extension vˆD ∈ RZ of the vector v = (v0, v1, . . . , vN+1) ∈ RN+2
with v0 = vN+1 = 0:
[vˆD]j =

vj j = 0, 1, . . . , N + 1
−v2(N+1)−j j = N + 2, N + 3, . . . , 2N + 1
vj+2N j 6∈ {0, 1, . . . , 2N + 1} .
(14)
Extension corresponding to homogeneous Neumann boundary condition Sim-
ilarly to the previous case, the definition is given for functions u : (0, 1)→ R.
Definition 4 We call the 2-periodic extension of the function
uˆN ,1(x) =
{
u(x) for x ∈ (0, 1)
u(−x) for x ∈ (−1, 0)
the Neumann type extension of u and we denote it with uˆN .
Remarks:
1. This is sometimes called the even extension of u and can be obtained first with reflecting
the graph of u to the vertical line given with x = 0 to extend it to (−1, 0) then to the
vertical line given with x = 1 to extend it to (1, 2) and continuing this process.
2. A natural physical interpretation of this extension is the following: To ensure zero-flux,
we force a symmetric concentration profile around 0 and 1.
A simple calculation shows that
∂xfˆ
N (1 + y) = ∂xfˆ
N (1− y) and ∂xfˆN (y) = ∂xfˆN (−y) y ∈ R. (15)
Similar notations are used for the “extended” vector vˆN ∈ RZ of v = (v0, v1, . . . , vN) ∈
RN+1 which is defined as follows:
[vˆN ]j =

vj j = 0, 1, . . . , N
v−j−1 j = −N − 1,−N, . . . ,−1
vj+2N+2 j 6∈ {−N − 1, . . . , 0, . . . , N} .
(16)
A natural physical interpretation of this extension is that particles are reflected at the
boundaries to ensure zero flux. In this way, we also reflect the concentration profile in
the model. The principle of the Neumann extension for a vector is visualized in Figure 2.
We verify that the above extensions meet the requirements in Definition 2.
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Figure 2: Entries of the Neumann extension vˆN of the vector v = (v0, v1, v2, v3).
Lemma 3 The extensions uˆN and uˆD are compatible with the Dirichlet and the Neumann
boundary conditions, respectively and with the differential operator ∂α|x|.
Proof: According to Lemma (2) we can express the solution of{
∂tu = ∂
α
|x|u on R
+ × R
u(0, ·) = uˆN
with the convolution
u(t, ·) = Φα,t ∗ uˆN = uˆN ∗ Φα,t,
such that
u(t, x) =
∫
R
uˆN (x− y)Φα,t(y) dy .
Since Φα,t ∈ C∞(R), the same holds for u(t, ·). Accordingly, the right and left limit of
∂xu(t, ·) in 1 coincide. Using this, (15) and the fact that Φα,t is even we obtain
∂xu(t, 1) = lim
ǫn→0−
∂xu(t, 1− ǫn) = lim
ǫn→0−
(∂xuˆ
N ∗ Φα,t)(1− ǫn)
= lim
ǫn→0−
∫
R
∂xuˆ
N (1− ǫn − y)Φα,t(y) dy = − lim
ǫn→0−
∫
R
∂xuˆ
N (1 + ǫn + y)Φα,t(y) dy
= − lim
ǫn→0−
∫
R
∂xuˆ
N (1 + ǫn + y)Φα,t(−y) dy
= − lim
ǫn→0−
∫
R
∂xuˆ
N (1 + ǫn − y)Φα,t(y) dy = − lim
ǫn→0−
(∂xuˆ
N ∗ Φα,t)(1 + ǫn)
= − lim
ǫn→0−
∂xu(t, 1 + ǫn) = −∂xu(t, 1),
which gives that the homogeneous Neumann boundary condition is satisfied in 1. With an
obvious modification, using (15), we can also verify the homogeneous Neumann boundary
condition ∂xu(t, 0) = 0.
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Similarly, we can express the solution of{
∂tu = ∂
α
|x|u on R
+ × R
u(0, ·) = uˆD
with
u(t, x) =
∫
R
uˆD(x− y)Φα,t(y) dy .
Since Φα,t ∈ C∞(R), the same holds for u(t, ·). Accordingly, the right and left limit of
u(t, ·) in 1 coincide. Using this and (13) we obtain
u(t, 1) = lim
ǫn→0−
u(t, 1− ǫn) = lim
ǫn→0−
uˆD ∗ Φα,t(1− ǫn)
= lim
ǫn→0−
∫
R
uˆD(1− ǫn − y)Φα,t(y) dy = − lim
ǫn→0−
∫
R
uˆD(1 + ǫn + y)Φα,t(y) dy
= − lim
ǫn→0−
∫
R
uˆD(1 + ǫn + y)Φα,t(−y) dy = − lim
ǫn→0−
∫
R
uˆD(1 + ǫn − y)Φα,t(y) dy
= − lim
ǫn→0−
uˆD ∗ Φα,t(1 + ǫn) = − lim
ǫn→0−
u(t, 1 + ǫn) = −u(t, 1),
which gives that the homogeneous Dirichlet boundary condition is satisfied in 1. With an
obvious modification, using (13), we can verify homogeneous Dirichlet boundary condition
also in 0.
In both cases, the equality ∂tu = ∂
α
|x|u is satisfied in (0, 1) which gives the statement
in the lemma. 
Using the above extension, we will investigate the numerical solution of the problem{
∂tu(t, x) = ∂
α
|x|u
N (t, ·)(x) t ∈ (0, T ), x ∈ (0, 1)
u(0, x) = u0 x ∈ (0, 1).
(17)
The following theorem is the basis of our numerical method, which again confirms the
favor of the Neumann type extension.
Theorem 1 For any u0 ∈ C[0, 1] the problem in (17) is well-posed, and its unique solu-
tion u ∈ C∞[0, 1] satisfies the boundary conditions ∂xu(t, 0) = ∂xu(t, 1) = 0.
Proof: We first note that the problem{
∂tu(t, x) = ∂
α
|x|u(t, x) t ∈ (0, T ), x ∈ R
u(0, x) = uˆN0 (x) x ∈ R.
(18)
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is well-posed and corresponding to Lemma 3 its solution can be given by
u(t, x) =
∫
R
uˆN (x− y)Φα,t(y) dy .
This implies that
u(t,−x) =
∫
R
uˆN (−x− y)Φα,t(y) dy =
∫
R
uˆN (x+ y)Φα,t(−y) dy
=
∫
R
uˆN (x− y)Φα,t(y) dy = u(t, x).
and
u(t, x+ 2) =
∫
R
uˆN (x+ 2− y)Φα,t(y) dy =
∫
R
uˆN (x− y)Φα,t(y) dy = u(t, x).
Therefore, the restriction of the solution u of (18) solves the problem in (17). Here we
have also used throughout that for the Neumann extension: uN ∈ CI(R) such that the
Riesz derivative ∂α|x|u
N makes sense.
To prove the uniqueness, we assume that v solves (17). According to (15) we obviously
have that the Neumann extension satisfies
∂tvˆ
N (t,−x) = ∂tvˆN (t, x) x ∈ R. (19)
To compute the fractional order integral we introduce the function CI(R) ∋ vˆN0 =
vˆ(t, ·)N − ∫ 1
0
v(t, ·) such that we have
Γ(2− α)∞I2−αx vˆN0 (−x) =
∫ −x
−∞
vN0 (y
∗)
(−x− y∗)αdy
∗ +
∫ ∞
−x
vN0 (y
∗)
(y∗ + x)α
dy∗
=
∫ ∞
x
vN0 (−y)
(−x+ y)α dy +
∫ x
−∞
vN0 (−y)
(−y + x)α dy =
∫ ∞
x
vN0 (y)
(−x+ y)α dy +
∫ x
−∞
vN0 (y)
(−y + x)α dy
= Γ(2− α)∞I2−αx vˆN0 (x).
Therefore, we also have
∂α|x|v
N (t,−x) = ∂α|x|vN (t, x). (20)
Consequently, (19) and (20) imply
∂tvˆ
N (t,−x) = ∂tvˆN (t, x) = ∂α|x|vN (t, x) = ∂α|x|vN (t,−x)
and the periodicity obviously gives
∂tvˆ
N (t, 2 + x) = ∂tvˆ
N (t, x) = ∂α|x|v
N (t, x) = ∂α|x|v
N (t, 2 + x)
such that the Neumann extension uN solves (18). This, however, has a unique solution,
which gives the uniqueness of the solution of (17). 
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3.2 Numerical methods
Following the classical method of lines technique we first discretize the spatial variables
in the extended problem and choose a time stepping scheme for the full discretization.
To streamline the forthcoming computations, the interval [0, 1] will be transformed to
[0, π], where we use the following grid points:
xj := πh
(
j +
1
2
)
= π
(
1
2(N + 1)
+
j
N + 1
)
. (21)
unj denotes the numerical approximation at time nτ in the grid point xj and u(nδ, ·)
the values of the analytic solution at time nδ in the grid points.
3.2.1 Analysis of a finite difference scheme
For the spatial discretization we use the Grünwald–Letnikov approximations in (9) intro-
ducing Aα,h ∈ R(N+1)×(N+1) with
Aα,hu = D
α,1,h
−∞,GLu
N +Dα,1,h∞,GLu
N . (22)
This is combined with an implicit Euler time stepping to obtain
un+1j − unj
τ
=
[
Aα,hu
n+1
]
j
. (23)
To make the consecutive formulas more accessible, we expand (22) in a concrete example.
Example We give the first component of Aα,hv for v = (v0, v1, v2, v3).
[Aα,hv]1 = g0v0 + g1v1 + g2v2 + g3v3 + g4v3 + g5v2 + g6v1 + g7v0 + g8v0 + . . .
+ g0v2 + g1v1 + g2v0 + g3v0 + g4v1 + g5v2 + g6v3 + g7v3 + g8v2 + . . . .
In the general case, using (22), (9) and (16) we obtain that
[Aα,hv]j =
Cσ
hα
(
j+1∑
k=0
gkvj−k+1 +
N−j+1∑
k=0
gkvk+j−1
+
∞∑
l=0
(
j+N+2∑
k=j+2
gk+2l(N+1)vk−j−2 +
2N−j+2∑
k=N−j+2
gk+2l(N+1)v2N−k−j+2
)
+
∞∑
l=0
(
j+2N+3∑
k=j+N+3
gk+2l(N+1)v2N+j−k+3 +
3N−j+3∑
k=2N−j+3
gk+2l(N+1)vk−2N+j−3
))
j = 1, 2, . . . , N − 1
(24)
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[Av]0 =
2Cσ
hα
(g0v1 + g1v0
+
∞∑
l=0
(
N+2∑
k=2
gk+2l(N+1)vN+2−k +
2N+3∑
k=N+3
gk+2l(N+1)v2N−k+3
))
,
(25)
[Av]N =
2Cσ
hα
(g0vN−1 + g1vN
+
∞∑
l=0
(
N+2∑
k=2
gk+2l(N+1)vN−k+2 +
2N+3∑
k=N+3
gk+2l(N+1)vk−N−3
))
.
(26)
ForK = 2m+1 the corresponding matrix can be given with a slight modification. Observe
that all of the coefficients gi arises once on the right hand side of (24), (25) and (26).
Proposition 1 The matrix Aα,h has negative diagonal and non-negative off-diagonal el-
ements.
Proof: Observe that in (24), (25) and (26) the coefficient of vj , v0 and vN , respectively
is g1 and g1 appears only here. Therefore, using also (8) we obtain that A has negative
diagonals and positive off-diagonals. 
We analyze the properties of the matrix Aα,h and the corresponding differential oper-
ator.
Lemma 4 The eigenvectors of the matrix Aα,h ∈ R(N+1)×(N+1) are given as
v
k
h = (cos kx0, cos kx1, . . . , cos kxN−1, cos kxN )
T
for each k = 0, 1, 2 . . . , N with the corresponding eigenvalues
− σ
cos
(
α
2
π
) (2
h
)α
sinα
kπh
2
· cos
(
kπh+
α
2
(π − kπh)
)
.
Lemma 5 The eigenfunctions of the operator ∂α|x| on (0, 1) with homogeneous Neumann
boundary conditions are given by {cos kπx}∞k=1 with the corresponding eigenvalues {σ · (kπ)α}∞k=1.
The technical proofs of these statements are postponed to the Appendix.
Proposition 2 The numerical approximation defined in the scheme (23) is consistent
with the problem in (17) in the maximum norm and the order of the consistency is O(τ)+
O(h).
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Proof: It is sufficient to prove that the right hand side of (23) provides a first order
approximation for the Riesz derivative of order |α|. According to the proof of Theorem
1 the analytic solution uN of (18) is periodic, smooth and it satisfies the homogeneous
Neumann boundary conditions in 0 and 1. Therefore, its cosine Fourier series is pointwise
convergent:
u(t, x) =
∞∑
k=0
Fk cos kπx x ∈ (0, 1), t ∈ R+, (27)
where we do not denote the time dependence of the cosine Fourier coefficients Fk. Using
again that u(t, ·) ∈ C∞(R) we also have - using the regularity theory of Fourier series -
that for any r ∈ N there exists a constant Cr such that
|Fk| ≤ Cr
(kπ)r
∀k ∈ N+. (28)
Using (27) componentwise for t = nδ we have that
u(hδ, ·) = [u(nδ, x0
π
) u(nδ,
x1
π
) . . . u(nδ,
xN
π
)]T
= [
∞∑
k=0
Fk cos kx0
∞∑
k=0
Fk cos kx1 . . .
∞∑
k=0
Fk cos kxN ]
T =
∞∑
k=0
Fkv
k
h.
(29)
Using Lemma 5 for the expansion in (27) and the matrix Aα,h for (29) according to (41)
we obtain the following equality:
∂α|x|u(nδ,
xj
π
)− [Aα,hu(nδ, ·)]j
=
∞∑
k=0
−σ(kπ)αFk cos kπxj −
[
Aα,h
∞∑
k=0
Fkv
k
h
]
j
=
∞∑
k=0
Fk cos kπxj
(
−σ(kπ)α − 2Cσ
hα
2α sinα
kπh
2
· cos
(
kπh +
α
2
(π − kπh)
))
= −
∞∑
k=0
σFk cos kπxj(kπ)
α
(
1−
(
sin kπh
2
kπh
2
)α
cos
(
kπh + α
2
(π − kπh))
cos kπh
2
)
.
(30)
To prove the proposition we first verify that for a mesh-independent constant C the
following inequality is valid:∣∣∣∣1−(sin ss
)α (
cos s(α− 2)− sin s(α− 2) tan απ
2
)∣∣∣∣ ≤ Cs, (31)
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which will be applied with s = kπh
2
. We first verify that
h(s) := 1−
(
sin s
s
)α (
cos s(α− 2)− sin s(α− 2) tan απ
2
)
≤ Cs, (32)
where lims→0+ h(s) = 0. Therefore, it is sufficient to prove that h
′ is bounded on [0, π
2
].
Obviously,
h′(s) = α
(
sin s
s
)α−1
sin s− s · cos s
s2
· (α− 2)
[
cos s(α− 2)− sin s(α− 2) tan απ
2
]
+
(
sin s
s
)α (
(α− 2)
(
sin s(α− 2)− cos s(α− 2) tan απ
2
))
,
where
lim
0+
s · cos s− sin s
s2
= lim
0+
s sin s
2s
= 0.
Hence, all components in the expansion of h′(s) are bounded, which really verifies (32).
Using (32) in (30) and applying (28) we obtain the following estimation:
∣∣∣∂α|x|u(nδ, xjπ )− [Aα,hu(nδ, ·)]j∣∣∣ ≤ C2 h
∣∣∣∣∣
∞∑
k=0
σFk cos kπxj(kπ)
αkπ
∣∣∣∣∣
≤ C · σ
2
h
∞∑
k=0
|Fk|(kπ)α+1 ≤ C5C · σ
2
h
∞∑
k=1
1
(kπ)5
(kπ)α+1 ≤ C5C · σ
2
h
∞∑
k=1
1
(kπ)2
,
(33)
which completes the proof. 
Theorem 2 The numerical approximation defined in the scheme (23) converges to the
solution of (17) in the maximum norm for α ∈ (1, 2] and the order of the convergence is
O(τ) +O(h).
Proof: Using Proposition 2 we only have to verify the stability of (23). For this, we
rewrite it into a linear system
(I − τAα,h)un+1 = un.
Using Proposition 1 we obtain that the diagonal of I − τAα,h is strictly positive and has
non-positive off-diagonals. Moreover, using (24), a simple calculation shows that for the
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indices j = 1, 2, . . . , N − 1 we have[
(I − τAα,h) · (1, 1, . . . , 1)T
]
j
= 1 +
τ
h
α− j+1∑
k=0
k 6=1
gk −
∞∑
l=0
j+2+N∑
k=j+2
gk+2l(N+1) −
∞∑
l=0
j+2N+3∑
k=j+N+3
gk+2l(N+1)

+
τ
h
α− N−j+1∑
k=0
k 6=1
gk −
∞∑
l=0
2N−j+2∑
k=N−j+2
gk+2l(N+1) −
∞∑
l=0
3N−j+3∑
k=2N−j+3
gk+2l(N+1)
 .
(34)
Observe that in the brackets in (34) each coefficient gi, i 6= 1 appears once (see the
Example and the remark after (26)). According to (8), we obtain
α−
∞∑
k=0
k 6=1
gk = −
∞∑
k=0
gk = 0
and therefore, the sum in both brackets on the right hand side of (34) is zero such that
the entire right hand side is one. Using (25) and (26), an obvious modification of (34)
gives its positivity both for the indices j = 0 and j = N . Therefore,[
(I − τAα,h) · (1, 1, . . . , 1)T
]
j
= 1
is valid for all j = 0, 1, . . . , N . In this way, (I − τAα,h)−1 elementwise positive such that
‖(I − τAα,h)−1‖∞ = 1, and consequently, the scheme in (23) is unconditionally stable.

Construction of the matrix Aα,h Whenever the coefficient in the matrix Aα,h are
based on an infinite number of grid points, it can be computed in concrete terms.
For this we introduce Bα,h ∈ R(N+1)×(N+1) with
Bα,h =
(
v
0
h,v
1
h, . . . ,v
N
h
)
,
which consists of the eigenvectors of Aα,h, see Lemma 4. Then
(I − τAα,h)Bα,h =
(
(1− τλ1)v0h, (1− τλ1)v1h, . . . , (1− τλ1)vNh
)
,
and therefore,
τAα,h = I −
(
(1− τλ1)v0h, (1− τλ1)v1h, . . . , (1− τλ1)vNh
)
B−1α,h, (35)
where on the right hand side all terms can be computed.
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Complexity and extension to higher-order methods Since we have explored the
eigenvectors of Aα,h we do not have to compute its components in the practice as a series.
We simply obtain the matrix using (35) such that the extension does not result in extra
computational costs.
Higher order methods can be obtained in the same fashion. In the semidiscretization,
we should then choose a higher order spatial approximation, e.g., the one in (12) and the
accuracy of the time stepping can also be increased, e.g., using a Crank–Nicolson scheme.
For homogeneous Dirichlet boundary conditions, such a study is performed (even for the
multidimensional case) in [4].
4 Numerical experiments
A homogeneous model problem We first investigate the model problem
∂tu(t, x) = 0.25∂
1.2
|x| u(t, x) x ∈ (0, 1), t ∈ (0, 1)
u(0, x) = x
4
4
− x2
2
x ∈ (0, 1)
∂xu(t, 0) = ∂xu(t, 1) = 0 t ∈ (0, 1),
which is converted to the well-posed extended problem∂tu(t, x) = 0.25∂
1.2
|x| u(t, x) x ∈ (0, 1), t ∈ (0, 1)
u(0, x) = x̂
4
4
− x2
2
N
x ∈ R.
(36)
The analytic solution of (36) on (0, 1)× (0, 1
2
) is
u(t, x) = − 14
120
+
∞∑
k=1
(−1)k+1 12
(kπ)4
e−
t
4
(kπ)1.2 cos(kπx) x ∈ (0, 1), t ∈ (0, 1),
which has been computed in the grid points with a high accuracy to verify the convergence
of the implicit Euler method. The results of the computations are summarized in Table 1.
We computed the error ‖eτ,h‖∞ of the approximation in maximum-norm for various time
steps and discretization parameters at the final time t = 1. One can clearly see the first
order convergence which was predicted by the theory, see Theorem 2. The convergence
rate was estimated in the consecutive refinement steps using the formula log2
(
‖e2τ,2h‖∞
‖eτ,h‖∞
)
.
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Table 1: Convergence results for the implicit Euler method in (23) applied to (36)
Grid parameter (h) Time step (τ) Error in ‖ · ‖∞-norm Convergence rate
1/2 1/2 1.4 ·10−2 ∅
1/4 1/4 1.5 ·10−2 0.1583
1/8 1/8 1.2 ·10−2 0.3342
1/16 1/16 7.8 ·10−3 0.6299
1/32 1/32 4.5 ·10−3 0.8007
1/64 1/64 2.4 ·10−3 0.8952
1/128 1/128 1.3 ·10−3 0.9459
1/256 1/256 6.3 ·10−4 0.9725
1/512 1/512 3.2 ·10−4 0.9861
The model of (fractional order) diffusion predicts that in case of homogeneous Neu-
mann boundary conditions the total mass should be preserved. Accordingly, in the nu-
merical simulations above, the l1 norm should be constant, which is an easy consequence
of the fact, that the sum of the elements in the columns of Aα,h,∞ is zero.
Therefore, we examine the boundary conditions in course of the simulations. For this,
we use the second order accurate approximation
∂xu(t, 0) =
1
2h
(3u(t, 0)− 4u(t, h) + u(t, 2h)) (37)
and the results are shown in Figure 3. For the simplicity, we applied the same number of
grid points in the spatial and the time coordinates. This accurate approximation can be
recognized as the numerical equivalent of Lemma 3.
An inhomogeneous model problem We second investigate the model problem
∂tu(t, x) = 0.5 · ∂1.6|x| u(t, x) + e−t cosπx x ∈ (0, 1), t ∈ (0, 1)
u(0, x) = 2x2 − 4
3
x3 x ∈ (0, 1)
∂xu(t, 0) = ∂xu(t, 1) = 0 t ∈ (0, 1),
(38)
which is converted to the well-posed extended problem{
∂tu(t, x) = 0.5 · ∂1.6|x| u(t, x) + e−t cosπx x ∈ (0, 1), t ∈ (0, 1)
u(0, x) = ̂2x2 − 4
3
x3
N
x ∈ R.
(39)
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Figure 3: The approximation (37) of the derivative ∂xu(1, 0) in the numerical simulations
vs. the number of gridpoints.
We split the original equation in (38) into two ones as
∂tu1(t, x) = 0.5 · ∂1.6|x| u1(t, x) x ∈ (0, 1), t ∈ (0, 1)
u1(0, x) = 2x
2 − 4
3
x3 x ∈ (0, 1)
∂xu1(t, 0) = ∂xu1(t, 1) = 0 t ∈ (0, 1)
and 
∂tu2,t∗(t, x) = 0.5 · ∂1.6|x| u2,t∗(t, x) x ∈ (0, 1), t ∈ (0, 1)
u2,t∗(0, x) = e
−t∗ cos πx x ∈ (0, 1)
∂xu2,t∗(t, 0) = ∂xu2,t∗(t, 1) = 0 t ∈ (0, 1),
the analytic solution of which be given as
u1(t, x) =
1
3
+
∞∑
k=1
16
(kπ)4
e−
t
2
(kπ)1.6((−1)k − 1) cos(kπx) x ∈ (0, 1), t ∈ (0, 1),
and
u2,t∗(t, x) = e
−t1.6− tpi
2 x ∈ (0, 1), t ∈ (0, 1).
These have been computed in the grid points with a high accuracy to verify the conver-
gence of the implicit Euler method.
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Then, according to the Duhamel’s principle (see [8], p. 49) we have
u(t, x) = u1(t, x) +
∫ t
0
u2,t∗(t− t∗, x) dt∗.
Accordingly, for the numerical solution at t = 1 we compute first the approximation
of u1(t, ·) at the grid points. Then with the same time steps and spatial accuracy we
approximate
u2,0(1, ·), u2,τ(1− τ, ·), u2,2τ(1− 2τ, x), . . . , u2,1(0, x),
where indeed, the last term is already given. Then a composite trapezoidal numerical
integration
u(1, x) ≈ τ
2
u2,0(1, ·) + τ(u2,τ (1− τ, ·) + u2,2τ (1− 2τ, x) + · · ·+ u2,1−τ (τ, x)) + τ
2
u2,1(0, x)
gives the desired approximation in x.
The results of the computations are summarized in Table 2, where in all cases τ =
1/1024 such that the numerical integration does not harm the predicted order of conver-
gence.
Table 2: Convergence results for the implicit Euler method in (23) applied to (38)
Grid parameter (h) Time step (τ) Error in ‖ · ‖∞-norm Convergence rate
1/2 1/2 6.2 ·10−2 ∅
1/4 1/4 3.7 ·10−2 0.7384
1/8 1/8 2.1 ·10−2 0.8490
1/16 1/16 1.1 ·10−3 0.9142
1/32 1/32 5.7 ·10−3 0.9535
1/64 1/64 2.9 ·10−3 0.9756
1/128 1/128 1.5 ·10−3 0.9875
1/256 1/256 7.3 ·10−4 0.9937
1/512 1/512 3.7 ·10−4 0.9967
Appendix
Proof of Lemma 4: We first observe that the Neumann extension is the natural one for
v
k
h in the sense that [
v̂
k
h
N
]
j
= cos kxj j ∈ Z. (40)
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Then according to (22), (40), (21), (6) and (7) we obtain
[
Aα,hv
k
h
]
j
=
∞∑
l=0
Cσ
hα
(
gl
[
v̂
k
h
N
]
j+l−1
+ gl
[
v̂
k
h
N
]
j−l+1
)
=
Cσ
hα
∞∑
l=0
gl(cos kxj+l−1 + cos kxj−l+1)
=
Cσ
hα
∞∑
l=0
gl
(
cos kπh
(
j +
1
2
+ l − 1)
)
+ cos kπh
(
j +
1
2
− (l − 1)
))
=
2Cσ cos kxj
hα
∞∑
l=0
gl cos kπh(l − 1)
=
2Cσ cos kxj
hα
R
(
∞∑
l=0
exp{−ikπh}gl exp{ikπhl}
)
=
2Cσ cos kxj
hα
R
(
exp{−ikπh}
∞∑
l=0
(−1)l
(
α
l
)
exp{ikπhl}
)
=
2Cσ cos kxj
hα
R (exp{−ikπh}(1− exp{ikπh})α)
=
2Cσ cos kxj
hα
R
(
exp{−ikπh} · 2α sinα kπh
2
·
(
cos
α
2
(π − kπh)− i sin α
2
(π − kπh)
))
=
2Cσ cos kxj
hα
2α sinα
kπh
2
·
(
cos kπh cos
α
2
(π − kπh)− sin kπh sin α
2
(π − kπh)
)
=
2Cσ cos kxj
hα
2α sinα
kπh
2
· cos
(
kπh+
α
2
(π − kπh)
)
(41)
where the have used the identity
(1− exp{ikπh})α =
(
2 sin
kπh
2
·
(
sin
kπh
2
− i cos kπh
2
))α
= 2α sinα
k
2
πh ·
(
cos
(
π
2
− kπh
2
)
− i sin
(
π
2
− kπh
2
))α
= 2α sinα
kπh
2
·
(
cos
α
2
(π − kπh)− i sin α
2
(π − kπh)
)
.
The definition of Cσ gives then the statement in the lemma. 
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Proof of Lemma 5: In the proof, we use the identities∫ ∞
0
xn−1 cos bx dx =
Γ(n)
bn
cos
nπ
2
,∫ ∞
0
xn−1 sin bx dx =
Γ(n)
bn
sin
nπ
2
,
(42)
which can be found in [9], 3.761/9.
Observe that the even extension of the cos(kπ·)|(0,1) function to the real axis is the
cos(kπ·) function itself. On the other hand, as it was pointed out in [26], we can differen-
tiate the integrals in the Riemann–Liouville formula to obtain
∂α|x| cos(kπx) = −
σ · (kπ)2
2 cos
(
απ
2
) (− ∫ x
∞
cos kπs
(x− s)α−1 ds −
∫ x
∞
cos kπs
(s− x)α−1 ds
)
. (43)
Using (42), the first term can be rewritten as∫ x
−∞
cos kπs
(x− s)α−1 ds =
∫ ∞
0
cos kπ(x− y)
yα−1
dy
= cos kπx
∫ ∞
0
cos kπy
yα−1
dy + sin kπx
∫ ∞
0
sin kπy
yα−1
dy
=
Γ(2− α)
(kπ)2−α
(
cos kπx cos
π(2− α)
2
+ sin kπx sin
π(2− α)
2
)
.
A similar computations gives that∫ ∞
x
cos kπs
(s− x)α−1 ds =
∫ ∞
0
cos kπ(x+ y)
yα−1
dy
=
Γ(2− α)
(kπ)2−α
(
cos kπx cos
π(2− α)
2
− sin kπx sin π(2− α)
2
)
.
Therefore, the equality in (43) can be rewritten as
∂α|x| cos(kπx) =
σ · (kπ)2
2 cos
(
απ
2
)
Γ(2− α)
Γ(2− α)
(kπ)2−α
2 cos kπx cos
π(2− α)
2
=
σ · (kπ)α
2 cos
(
απ
2
)2 cos kπx cos π(2− α)
2
= −σ · (kπ)α cos kπx.
On the other hand, the system {cos kπx}∞k=1 is complete in L2(0, 1) such that no further
eigenfunctions can exist. 
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