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THE ASYMPTOTIC DISTRIBUTION OF ANDREWS’ SMALLEST
PARTS FUNCTION
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Abstract. In this paper, we use methods from the spectral theory of automorphic forms
to give an asymptotic formula with a power saving error term for Andrews’ smallest parts
function spt(n). We use this formula to deduce an asymptotic formula with a power saving
error term for the number of 2-marked Durfee symbols associated to partitions of n. Our
method requires that we count the number of Heegner points of discriminant −D < 0 and
level N inside an “expanding” rectangle contained in a fundamental domain for Γ0(N).
1. Introduction and statement of results
1.1. Overview. In [A2], Andrews defined the smallest parts function spt(n), which counts
the number of smallest parts associated to partitions of a positive integer n. For example,
spt(4) = 10, which can be seen by considering the partitions of n = 4:
4, 3 + 1, 2 + 2, 2 + 1 + 1, 1 + 1 + 1 + 1.
The function spt(n) has many remarkable properties. Perhaps most notably, spt(n) satisfies
congruences similar to Ramanujan’s congruences for the partition function p(n). For some
examples of results in this direction, see the works [A2, ABL, FO, G, O].
Bringmann [B] gave an asymptotic formula for spt(n) in her work on partition statistics.
In this paper, we will use methods from the spectral theory of automorphic forms to give
an asymptotic formula for spt(n) with a power saving error term (see Theorem 1.3). An
important input is recent work of Ahlgren and Andersen [AA] expressing spt(n) as the trace
of a weak Maass form of weight zero for Γ0(6) along a Galois orbit of Heegner points of
discriminant −24n+ 1 and level 6 (see (1.3)). Their expression for spt(n) is analogous to a
formula of Bruinier and Ono [BO] for p(n).
Using work of Andrews [A, A2] which relates spt(n) to rank moments and marked Durfee
symbols, we will also give an asymptotic formula with a power saving error term for the
number of 2-marked Durfee symbols associated to partitions of n (see Theorem 1.6).
A large portion of this paper is devoted to counting the number of Heegner points inside
an “expanding” rectangle contained in a fundamental domain for Γ0(N) (see Proposition
3.2). This result is needed for the proofs of our main theorems, though it is of independent
interest.
1.2. Preliminaries. To state our main results, we fix the following notation and assump-
tions. Let N ≥ 1 be a squarefree integer and −D < −4 be an odd fundamental discriminant
coprime to N such that every prime divisor of N splits in K := Q(
√−D). Fix a solution h
(mod 2N) of h2 ≡ −D (mod 4N). Given a primitive integral ideal A of K, one can write
A = Za+ Z
b+
√−D
2
, a = N(A), b = b
(h)
A ∈ Z
1
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with b ≡ h (mod 2N) and b2 ≡ −D (mod 4Na). Here N(A) denotes the norm of A. Then
τ
(h)
A :=
b+
√−D
2Na
defines a Heegner point on Y0(N) := Γ0(N)\H. It is known that τ (h)A ∈ Y0(N) depends only
on the ideal class of A and on h (mod 2N), so we denote it by τ
(h)
[A] . For details concerning
these facts, see [GZ, Part II, Section 1].
Let CL(K) be the ideal class group of K and h(−D) be the class number. By Minkowski’s
theorem, we may choose a primitive integral ideal A in each ideal class [A] ∈ CL(K) such
that
N(A) ≤ 2
pi
√
D.
Having fixed such a choice A for each ideal class, we define the Galois orbit
OD,N,h :=
{
τ
(h)
[A] : [A] ∈ CL(K)
}
.
The set of all Heegner points of discriminant −D and level N is then given by
ΛD,N :=
⋃
h (mod 2N)
h2≡−D (mod 4N)
OD,N,h.
Let F : H→ C be a Γ0(N)-invariant function. We define the “trace” of F by
TrD,N,h(F ) :=
∑
τ∈OD,N,h
F (τ).
Next, we define the regularized integral of a weak Maass form of weight zero for Γ0(N).
Let F be the standard fundamental domain for SL2(Z). For Y > 0, define the set
F(Y ) := {z ∈ F : Im(z) ≤ Y }.
Then if a is a cusp of Γ0(N) and σa ∈ SL2(R) is a scaling matrix such that σa(∞) = a (see
e.g. [I2, (2.15) and (2.28)–(2.31)]), we define the set
FN(Y ) :=
⋃
a
σa(F(Y )).
Let M !k(N) (resp. Wk(N)) denote the space of weakly holomorphic (resp. weak Maass)
forms of weight k for Γ0(N). Given a weak Maass form F ∈ W0(N), we define the regularized
integral
〈F, 1〉reg := lim
Y→∞
∫
FN (Y )
F (x+ iy)
dxdy
y2
1
vol(Y0(N))
,
provided the limit exists. Note that this limit exists for weakly holomorphic forms F ∈
M !0(N) ⊂ W0(N) (see [M2, Proposition 6.1]).
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1.3. Asymptotics for spt(n). Consider the weakly holomorphic form
f(z) :=
1
2
E2(z)− 2E2(2z)− 3E2(3z) + 6E2(6z)
(η(z)η(2z)η(3z)η(6z))2
∈M !−2(6),
where E2(z) is the usual weight 2 quasi-modular Eisenstein series and η(z) is the Dedekind
eta function. Define the Maass weight raising operator
∂ :=
1
4pi
(
2i
∂
∂z
− 2Im(z)−1
)
: M !−2(N) −→ W0(N).
The image of f(z) under the operator ∂ is a weak Maass form in W0(6) which we denote by
P (z). Bruinier and Ono [BO] proved the following formula expressing the partition function
p(n) as a trace of the weak Maass form P (z),
p(n) =
1
24n− 1Tr24n−1,6,1(P ). (1.1)
Let e(z) := e2piiz. The third author [M, Theorem 1.6] combined (1.1) with methods from
the spectral theory of automorphic forms to prove the following asymptotic formula for p(n).
Theorem 1.1 ([M], Theorem 1.6). Let n ∈ Z+ be such that 24n− 1 is squarefree. Then
p(n) =
1
24n− 1
∑
τ∈R∗24n−1,6,1
(
1− 1
2piIm(τ)
)
e(−τ) + h(−24n+ 1)
24n− 1 〈P, 1〉reg +Oε(n
− 89
176
+ε),
where
R∗24n−1,6,1 :=
{
τ ∈ O24n−1,6,1 : Im(τ) > 24
pi
+ (24n− 1)− 1176
}
.
Remark 1.2. Starting with a different formula for p(n) due to Bringmann and Ono [BrO],
Folsom and the third author [FM] used spectral methods to give an asymptotic formula for
p(n). Theorem 1.1 can in some respects be viewed as a refinement of that result.
Ahlgren and Andersen recently proved a formula analogous to (1.1) for Andrews’ smallest
parts function spt(n). Consider the weakly holomorphic form
g(z) :=
1
24
E4(z)− 4E4(2z)− 9E4(3z) + 36E4(6z)
(η(z)η(2z)η(3z)η(6z))2
∈M !0(6), (1.2)
where E4(z) is the usual weight 4 Eisenstein series. Ahlgren and Andersen [AA, Theorem 2]
proved that
spt(n) =
1
12
Tr24n−1,6,1(g − P ). (1.3)
By combining (1.3) with spectral methods, we will prove the following asymptotic formula
with a power saving error term for spt(n).
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Theorem 1.3. Let n ∈ Z+ be such that 24n− 1 is square-free. Then
spt(n) =
1
12
∑
τ∈R24n−1,6,1
e(−τ)− 1
12
∑
τ∈R∗24n−1,6,1
(
1− 1
2piIm(τ)
)
e(−τ)
+
h(−24n+ 1)
12
(〈g, 1〉reg − 〈P, 1〉reg)
+
h(−24n+ 1)
4pi
(
1
24
pi
+ (24n− 1)− 1240 −
12
(24n− 1) 28239
)
+ #
{
τ ∈ O24n−1,6,1 : (24n− 1)
28
239
12
< Im(τ) ≤
√
24n− 1
12
}
+Oε(n
1
2
− 1
2868
+ε),
where
R24n−1,6,1 :=
{
τ ∈ O24n−1,6,1 : Im(τ) > 24
pi
+ (24n− 1)− 1240
}
.
Remark 1.4. In Section 5 we plot the Heegner points in Λ24n−1,6 for some small values of
n. Note that R24n−1,6,1 ⊂ R∗24n−1,6,1, and moreover, R∗24n−1,6,1 6= ∅ if and only if n ≥ 443,
and R24n−1,6,1 6= ∅ if and only if n ≥ 444.
We now discuss the relation of Theorem 1.3 to some existing work. Define the symmetrized
second rank moment function
η2(n) :=
∑
m∈Z
(
m
2
)
N(n,m),
where N(n,m) denotes the number of partitions of n with rank m. In [A], Andrews proved
(among many other things) that η2(n) equals the number of 2-marked Durfee symbols asso-
ciated to partitions of n (see Section 1.4). In a subsequent paper, Andrews [A2, Theorem 3]
proved that
spt(n) = np(n)− η2(n). (1.4)
Consider the generating function
R2(q) :=
∞∑
n=0
η2(n)q
n, q := e2piiz.
Bringmann [B, Theorem 1.1] proved that, up to addition by a certain quasi-modular form,
R2(q) is the holomorphic part of a harmonic weak Maass form of weight 3/2 for Γ0(576). By
combining this result with the circle method, Bringmann [B, Theorem 1.2] gave an asymp-
totic formula for η2(n), or equivalently, the number of 2-marked Durfee symbols associated
to partitions of n, with an error term which is O(n1+ε). Given (1.4) and the known asymp-
totics for p(n), one immediately deduces an asymptotic formula for spt(n) with an error term
which is O(n1+ε). The error term in Theorem 1.3 saves a power of n. On the other hand,
Bringmann’s theorem relating R2(q) to harmonic weak Maass forms is a crucial input to the
proof of the Ahlgren-Andersen formula (1.3), which was the starting point of our analysis.
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1.4. Asymptotics for rank moments and Durfee symbols. In their study of partition
congruences, Atkin and Garvan [AtG] defined the k-th rank moment function
Nk(n) :=
∑
m∈Z
mkN(m,n).
Observe that since N(m,n) 6= 0 for only finitely many m ∈ Z, the series Nk(n) is finite. The
symmetrized k-th rank moment function is defined by
ηk(n) :=
∑
m∈Z
(
m+
⌊
k−1
2
⌋
k
)
N(m,n).
Given a partition λ = (λ1, . . . , λt) of an integer n, we say that λ has a Durfee square of
side length s if 1 ≤ s ≤ t is the largest integer such that the s-th part λs ≥ s. In other words,
the largest square contained in the Ferrers graph of λ is of size s × s. The Durfee symbol
associated to λ is an array consisting of two rows and a subscript. The first row consists of
the partition obtained by counting the number of nodes in each column to the right of the
Durfee square in the Ferrers graph of λ. The second row consists of the partition below the
Durfee square. The subscript is the length of the side of the Durfee square. For example,
the following figure illustrates the Durfee square and the Durfee symbol associated to the
partition 23 = 7 + 5 + 3 + 3 + 3 + 2.
2 2 1 1
3
3
2
(
2 2 1 1
3 3 2
)
3
Figure 1. The Durfee square and the Durfee symbol associated to the par-
tition 23 = 7 + 5 + 3 + 3 + 3 + 2.
Remark 1.5. Let R1 and R2 denote the first and second rows of the Durfee symbol of λ,
respectively. Then the largest part λ1 = s+#R1 and the total number of parts t = s+#R2.
Hence the rank of λ is rank(λ) = λ1 − t = #R1 −#R2, the number of elements in the first
row of the Durfee symbol minus the number of elements in the second row.
Andrews [A] introduced a refinement of the Durfee symbol by “marking” the parts of
the partitions appearing in the rows of the Durfee symbol using different copies of the
integers. For a positive integer k, we designate k different copies of the positive integers
by Z+1 = {11, 21, 31, . . . }, Z+2 = {12, 22, 32, . . . }, . . . , Z+k = {1k, 2k, 3k, . . . }. The k-marked
Durfee symbols associated to a partition λ are then defined as follows.
Starting from the Durfee symbol associated to λ, we replace the parts in each row by the
corresponding parts of the different copies of the integers Z+i according to the following rules.
(1) The sequence of entries and the sequence of subscripts in each row must be non-
increasing.
(2) For each 1 ≤ j ≤ k− 1, at least one element of Z+j must appear as a part in the first
row.
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(3) For each 1 ≤ j ≤ k − 1, let Mj denote the largest element of Z+j appearing as a part
in the first row and let M0 := 1 and Mk := s, where s is the length of the side of the
Durfee square associated to λ. Then for 1 ≤ i ≤ k, every element of Z+i appearing
as a part in the second row must lie in the interval [Mi−1,Mi].
A symbol formed from the Durfee symbol associated to λ by the above rules is called a
k-marked Durfee symbol associated to λ.
For example, there are six 2-marked Durfee symbols associated to the partition (7, 5, 3, 3, 3, 2)
of 23, whose Durfee symbol and Durfee square are displayed in Figure 1. These 2-marked
Durfee symbols are given in the following list:(
22 22 12 11
32 32 22
)
3
(
22 22 11 11
32 32 22
)
3
(
22 21 11 11
32 32 22
)
3(
22 21 11 11
32 32 21
)
3
(
21 21 11 11
32 32 22
)
3
(
21 21 11 11
32 32 21
)
3
Let Dk(n) denote the number of k-marked Durfee symbols associated to partitions of n.
Andrews [A, Corollary 13] proved that
η2k(n) = Dk+1(n), (1.5)
thus providing a combinatorial interpretation of the 2k-th symmetrized rank moment func-
tion.
Now, the identities (1.4) and (1.5) imply that
D2(n) = np(n)− spt(n). (1.6)
Hence by combining (1.6), Theorem 1.1 and Theorem 1.3, we get the following asymptotic
formula with a power saving error term for D2(n).
Theorem 1.6. Let n ∈ Z+ be such that 24n− 1 is square-free. Then
D2(n) = − 1
12
∑
τ∈R24n−1,6,1
e(−τ) + c(n)
12
∑
τ∈R∗24n−1,6,1
(
1− 1
2piIm(τ)
)
e(−τ)
+
h(−24n+ 1)
12
(c(n)〈P, 1〉reg − 〈g, 1〉reg)
− h(−24n+ 1)
4pi
(
1
24
pi
+ (24n− 1)− 1240 −
12
(24n− 1) 28239
)
−#
{
τ ∈ O24n−1,6,1 : (24n− 1)
28
239
12
< Im(τ) ≤
√
24n− 1
12
}
+Oε(n
1
2
− 1
2868
+ε),
where
c(n) :=
36n− 1
24n− 1 .
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2. Traces of weakly holomorphic forms
Let f ∈M !0(N) be a weakly holomorphic form of weight zero for Γ0(N). Such a form f(z)
has a Fourier expansion in the cusp at infinity given by
f(z) =
M∑
n=0
a(−n)e(−nz) +
∞∑
n=1
a(n)e(nz)
for some integer M ≥ 0.
The following asymptotic formula for the trace of f(z) was proved by the third author in
[M2, Theorem 1.1].
Theorem 2.1 ([M2], Theorem 1.1). We have
TrD,N,h(f) =
M∑
n=0
a(−n)
∑
τ∈RD,N,h
e(−nτ) + h(−D)〈f, 1〉reg +ON,ε(D 12− 1240+ε).
The first few terms in the Fourier expansion at infinity of the weakly holomorphic form
g ∈M !0(6) defined by (1.2) are
g(z) = e(−z) + 12 + 77 · e(z) + · · · . (2.1)
Given (2.1), Theorem 2.1 immediately implies the following result.
Proposition 2.2. Let n ∈ Z+ be such that 24n− 1 is square-free. Then
Tr24n−1,6,1(g) =
∑
τ∈R24n−1,6,1
e(−τ) + h(−24n+ 1)〈g, 1〉reg + 12 ·#R24n−1,6,1 +Oε(n 12− 1240+ε).
Remark 2.3. The classical modular j-function
j(z) = e(−z) + 744 + 196884 · e(z) + · · ·
is a weakly holomorphic modular form of weight zero for SL2(Z). The values of j(z) at
Heegner points are algebraic integers called singular moduli. Zagier [Za] proved that traces
of singular moduli are Fourier coefficients of a weight 3/2 modular form for Γ0(4) in Kohnen’s
plus space. Bruinier, Jenkins and Ono [BJO] studied the asymptotic distribution of these
traces and conjectured the precise form of the limiting distribution. This conjecture was
proved by Duke in [D].
3. Counting Heegner points in an expanding rectangle
The appearance of #R24n−1,6,1 in Proposition 2.2 leads us naturally to the problem of
counting Heegner points in an “expanding” rectangle.
We will need the following lemma.
Lemma 3.1. Let γ ∈ Γ∞\Γ0(N) with γ 6= I. Then given a Heegner point τ ∈ OD,N,h, we
have
Im(γτ) ≤ 4N
pi
.
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Proof. If γ ∈ Γ∞\Γ0(N) with γ 6= I, then
γ =
(
a b
c d
)
∈ SL2(Z)
with c 6= 0 (hence c2 ≥ 1). Recall that τ ∈ OD,N,h has the form
τ = τ
(h)
A =
b+
√−D
2Na
with
a = N(A) ≤ 2
pi
√
D. (3.1)
Now, we have
Im(γτ) =
Im(τ)
|cτ + d|2 =
1
|cτ + d|2
√
D
2Na
.
Since c2 ≥ 1, we get
|cτ + d|2 =
(
cb
2Na
+ d
)2
+
(
c
√
D
2Na
)2
≥ D
4N2a2
.
Then (3.1) implies that
Im(γτ) ≤ 4N
2a2
D
√
D
2Na
=
2Na√
D
≤ 4N
pi
.

Let L(χ−D, s) be the Dirichlet L–function associated to the Kronecker symbol χ−D.
Proposition 3.2. For b > 0 and 0 < δ < 1/2, define
RD,N,h,b,δ :=
{
τ ∈ OD,N,h : 4N
pi
+D−b ≤ Im(τ) ≤ D
1
2
−δ
2N
}
.
Assume that
L(χ−D, 12 + it)ε (1 + |t|)B+εD
1
4
−δ1+ε (3.2)
for some 0 ≤ B < 1 and 0 < δ1 ≤ 1/4. Then for any δ2 > b, we have
#RD,N,h,b,δ =
h(−D)
vol(Y0(N))
(
1
4N
pi
+D−b
− 2N
D
1
2
−δ
)
+ON,ε(D
1
2
−b+ε) +ON,ε(D
1
2
−(δ1−b)+ε)
+ON,ε(D
1
2
−f1(δ,δ1,b)+ε) +ON,B,ε(D
1
2
−f2(δ,δ1,δ2,B)+ε),
where
f1(δ, δ1, b) :=
δ
2
+
(
δ1 − 1
4
)
− b,
f2(δ, δ1, δ2, B) :=
(
B +
1
2
)
δ +
(
δ1 − 1
4
)
− (B + 1)δ2 − B
2
.
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Remark 3.3. The asymptotic formula in Proposition 3.2 is meaningful for any b, δ satisfying
the inequalities
0 < b < δ1, 2
(
b+
(
1
4
− δ1
))
< δ <
1
2
,
1
B + 1
2
((
1
4
− δ1
)
+ (B + 1)δ2 +
B
2
)
< δ <
1
2
.
There exists a δ satisfying the second and third inequalities if
2
(
b+
(
1
4
− δ1
))
<
1
2
⇐⇒ b < δ1
and
1
B + 1
2
((
1
4
− δ1
)
+ (B + 1)δ2 +
B
2
)
<
1
2
⇐⇒ δ2 < δ1
B + 1
.
The Lindelo¨f hypothesis implies that (3.2) holds with B = 0 and δ1 = 1/4. In this case,
the asymptotic formula is meaningful for any b, δ such that 0 < b < 1/4 and 2δ2 < δ < 1/2
where b < δ2 < 1/4. Recently, M. Young [Y] proved that (3.2) holds with B = 1/6 and
δ1 = 1/12, i.e., Weyl-subconvexity in both the t and D-aspects (see [Y, Theorem 1.1, eqn.
(1.8)] and the discussion following [Y, Theorem 1.1]). In this case, the asymptotic formula
is meaningful for any b, δ such that 0 < b < 1/12 and max{2b+ 1
3
, 3
8
+ 7
4
δ2} < δ < 1/2 where
b < δ2 < 1/14.
Proof of Proposition 3.2: Let λ1, λ2 : R→ [0, 1] be C∞ functions such that
λ1(t) =
{
0, t ≤ 0
1, t ≥ 1 , λ2(t) =
{
1, t ≤ 0
0, t ≥ 1.
Define the functions
φ1(t) := λ1
(
t− 4N
pi
D−b
)
, φ2(t) := λ2
(
t− D1/2−δ
2N
D−b
)
, φ(t) = φD,N,b,δ(t) := φ1(t)φ2(t).
Then φ : R→ [0, 1] is a C∞ function which is supported on (4N
pi
, D
1/2−δ
2N
+D−b), equals 1 on
[4N
pi
+D−b, D
1/2−δ
2N
], and satisfies the bound
φ(A)  DAb, A = 0, 1, 2, . . . (3.3)
where the implied constant is independent of D,N and δ.
To ease notation, we set Rb,δ := RD,N,h,b,δ. Define the incomplete Eisenstein series
gφ(z) :=
∑
γ∈Γ∞\Γ0(N)
φ(Im(γz)).
Then by Lemma 3.1, we have∑
τ∈OD,N,h
gφ(τ) =
∑
τ∈OD,N,h
∑
γ∈Γ∞\Γ0(N)
γ 6=I¯
φ(Im(γτ)) +
∑
τ∈OD,N,h
φ(Im(τ))
= #Rb,δ +
∑
τ /∈Rb,δ
φ(Im(τ)). (3.4)
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The real-analytic Eisenstein series
E∞(z, s) :=
∑
γ∈Γ∞\Γ0(N)
Im(γz)s, Re(s) > 1
has a meromorphic continuation to C with a simple pole at s = 1 with residue 1/vol(Y0(N))
(see [I, Theorem 11.3 and Proposition 6.13]). Then by [I, (7.12)], we have
gφ(z) =
1
vol(Y0(N))
φ̂(1) +
1
2pii
∫
R
φ̂(1
2
+ it)E∞(z, 12 + it)dt,
where
φ̂(s) :=
∫ ∞
0
φ(u)u−(s+1)du
is the Mellin transform of φ. Sum over the Heegner points τ ∈ OD,N,h to get∑
τ∈OD,N,h
gφ(τ) =
h(−D)
vol(Y0(N))
φ̂(1) +
1
2pii
∫
R
φ̂(1
2
+ it)W∞(D, t)dt,
where
W∞(D, t) :=
∑
τ∈OD,N,h
E∞(τ, 12 + it).
A straightforward calculation yields
φ̂(1) =
1
4N
pi
+D−b
− 2N
D1/2−δ
+O(D−b). (3.5)
We will estimate
1
2pii
∫
R
φ̂(1
2
+ it)W∞(D, t)dt
by dividing the integral over R into two regions.
First, we integrate by parts A-times and use the bound (3.3) to get
φ̂(1
2
+ it)N DAbD− 14+ δ2
(
D
1
2
−δ
1 + |t|
)A
. (3.6)
Next, we combine (3.2) with an argument similar to that in [M2, Proposition 2.1] to get
W∞(D, t)ε (1 + |t|)B+εD 12−δ1+ε (3.7)
for some 0 ≤ B < 1 and 0 < δ1 ≤ 1/4.
Now, fix δ2 > b, and divide the integral over R into the regions |t|  D 12−δ+δ2 and
|t|  D 12−δ+δ2 .
Since A can be chosen to be arbitrarily large, by applying (3.6) and (3.7) in the first region,
we get
I :=
1
2pii
∫
|t|D 12−δ+δ2
φ̂(1
2
+ it)W∞(D, t)dtN,B,ε D−C
for any C > 0 (here we used δ2 > b).
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On the other hand, by applying (3.6) (with A = 0) and (3.7) in the second region, we get
II :=
1
2pii
∫
|t|D 12−δ+δ2
φ̂(1
2
+ it)W∞(D, t)dtN,B,ε D 12−f2(δ,δ1,δ2,B)+ε,
where
f2(δ, δ1, δ2, B) :=
(
B +
1
2
)
δ +
(
δ1 − 1
4
)
− (B + 1)δ2 − B
2
.
Combining the estimates for I and II yields
1
2pii
∫
R
φ̂(1
2
+ it)W∞(D, t)dt = ON,B,ε(D
1
2
−f2(δ,δ1,δ2,B)+ε). (3.8)
Using (3.5), (3.8), and the bound
h(−D)ε D 12+ε, (3.9)
we get ∑
τ∈OD,N,h
gφ(τ) =
h(−D)
vol(Y0(N))
(
1
4N
pi
+D−b
− 2N
D1/2−δ
)
(3.10)
+ON,ε(D
1
2
−b+ε) +ON,B,ε(D
1
2
−f2(δ,δ1,δ2,B)+ε).
From (3.4), we see that it remains to estimate the contribution of∑
τ /∈Rb,δ
φ(Im(τ)).
Observe that∑
τ /∈Rb,δ
φ(Im(τ)) =
∑
4N
pi
≤Im(τ)<4N
pi
+D−b
φ(Im(τ)) +
∑
D1/2−δ
2N
<Im(τ)≤D1/2−δ
2N
+D−b
φ(Im(τ))
≤ #
{
τ ∈ OD,N,h : 4N
pi
≤ Im(τ) < 4N
pi
+D−b
}
+ #
{
τ ∈ OD,N,h : D
1/2−δ
2N
< Im(τ) ≤ D
1/2−δ
2N
+D−b
}
=: R′b +R
′′
b,δ. (3.11)
The numbers R′b and R
′′
b,δ can be estimated using a modification of the proof of (3.10). We
sketch the estimate of R′′b,δ, leaving the (simpler) estimate of R
′
b to the reader.
Let ψ : R→ [0, 1] be a C∞ function which is supported on (D1/2−δ
2N
−D−b, D1/2−δ
2N
+ 2D−b),
equals 1 on [D
1/2−δ
2N
, D
1/2−δ
2N
+D−b], and satisfies the bound
ψ(A)  DAb, A = 0, 1, 2, . . . (3.12)
where the implied constant is independent of D,N and δ.
Define the incomplete Eisenstein series
gψ(z) :=
∑
γ∈Γ∞\Γ0(N)
ψ(Im(γz)).
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A minor variant of (3.4) shows that
#R′′b,δ ≤
∑
τ∈OD,N,h
gψ(τ).
Again, we have ∑
τ∈OD,N,h
gψ(τ) =
h(−D)
vol(Y0(N))
ψ̂(1) +
1
2pii
∫
R
ψ̂(1
2
+ it)W∞(D, t)dt,
where ψ̂ is the Mellin transform of ψ.
A straightforward estimate yields
ψ̂(1) D−b. (3.13)
Now, integrate by parts A-times, then use (3.12) and the expansion
(1 +X)α = 1 + αX +Oα(X
2), |X| < 1, α ∈ R
to get
ψ̂(1
2
+ it)A,N D
(A−1)b
(1 + |t|)A (D
1
2
−δ)A−
3
2 . (3.14)
Then using (3.14) (with A = 2) and (3.7), we get
1
2pii
∫
R
ψ̂(1
2
+ it)W∞(D, t)dt = ON,ε(D
1
2
−f1(δ,δ1,b)+ε), (3.15)
where
f1(δ, δ1, b) :=
δ
2
+
(
δ1 − 1
4
)
− b.
From (3.13), (3.15) and (3.9), we get
#R′′b,δ = ON,ε(D
1
2
−b+ε) +ON,ε(D
1
2
−f1(δ,δ1,b)+ε). (3.16)
A similar argument shows that
#R′b = ON,ε(D
1
2
−b+ε) +ON,ε(D
1
2
−(δ1−b)+ε). (3.17)
Finally, by combining (3.4), (3.10), (3.11), (3.16) and (3.17), for δ2 > b we get
#Rb,δ =
h(−D)
vol(Y0(N))
(
1
4N
pi
+D−b
− 2N
D1/2−δ
)
+ON,ε(D
1
2
−b+ε) +ON,ε(D
1
2
−(δ1−2b)+ε)
+ON,ε
(
D
1
2
−f1(δ,δ1,b)+ε)+ON,B,ε(D 12−f2(δ,δ1,δ2,B)+ε).

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4. Proof of Theorem 1.3
Combine (1.1) and (1.3) to get
spt(n) =
1
12
Tr24n+1,6,1(g)− 24n− 1
12
p(n).
Now, by Proposition 2.2 and Theorem 1.1, we have
spt(n) =
1
12
∑
τ∈R24n−1,6,1
e(−τ)− 1
12
∑
τ∈R∗24n−1,6,1
(
1− 1
2piIm(τ)
)
e(−τ) (4.1)
+
h(−24n+ 1)
12
(〈g, 1〉reg − 〈P, 1〉reg) + #R24n−1,6,1
+Oε(n
1
2
− 1
240
+ε).
On the other hand, by Proposition 3.2 with the choices B = 1/6, δ1 = 1/12, b = 1/240, δ2 =
1/239 and δ = 183/478, we get
#R24n−1,6,1, 1
240
, 183
478
=
h(−24n+ 1)
4pi
(
1
24
pi
+ (24n− 1)− 1240 −
12
(24n− 1) 28239
)
+Oε(n
1
2
− 1
2868
+ε),
(4.2)
where we used vol(Y0(6)) = 4pi (see Remark 4.1 for an explanation of these choices of
parameters).
Since
#R24n−1,6,1 = #R24n−1,6,1, 1
240
, 183
478
+ #
{
τ ∈ O24n−1,6,1 : (24n− 1)
28
239
12
< Im(τ) ≤
√
24n− 1
12
}
,
the result follows by combining (4.1) and (4.2). 
Remark 4.1. To get (4.2), we inserted the best unconditional constants B = 1/6 and
δ1 = 1/12 due to M. Young [Y]. Then given b = 1/240, we chose δ2 so that δ could be made
“small” (see Remark 3.3). Of course, we could choose δ2 and δ so that the exponent in the
error term is smaller, at the expense of increasing the size of δ.
5. Heegner points of small discriminant
We used SageMath to plot the Heegner points in Λ24n−1,6 on a fundamental domain for
Γ0(6) for some small values of n. Figures 2 and 3 display the Heegner points in Λ359,6 and
O359,6,1, respectively.
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Figure 2. Heegner points in Λ359,6. Figure 3. Heegner points in O359,6,1.
Figure 4 displays the Heegner points τ ∈ Λ119999,6 with Im(τ) > 24pi + (119999)−
1
176 , where
the points τ ∈ R∗119999,6,1 appear as circles (these are the points in Theorems 1.3 and 1.6
when n = 5000).
Im(z) = 24
pi
+ (119999)−
1
176
10
20
30
−0.5 −0.25 0.25 0.5
Figure 4. Heegner points τ ∈ Λ119999,6 with Im(τ) > 24pi + (119999)−
1
176 .
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