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Further Investigations Involving Rook Polynomials With Only Real
Zeros
JAMES HAGLUND
We study the zeros of two families of polynomials related to rook theory and matchings in graphs.
One of these families is based on the cover polynomial of a digraph introduced by Chung and Gra-
ham [4]. Another involves a version of the ‘hit polynomial’ of rook theory, but which applies to
weighted matchings in (non-bipartite) graphs. For both of these families we prove a result which is
analogous to a theorem of the author, K. Ono, and D. G. Wagner, namely that for Ferrers boards the
hit polynomial has only real zeros. We also show that for each of these families there is a general
conjecture involving arrays of numbers satisfying inequalities which contains these theorems as spe-
cial cases. We provide evidence for the truth of these conjectures by proving other special cases and
discussing computational experiments.
c© 2000 Academic Press
1. INTRODUCTION
Polynomials with only real zeros arise often in combinatorial theory. The relevance of this
property is demonstrated by Newton’s inequality [14, p. 52], which says that if
∑n
k=0 zkbk is
a polynomial with only real zeros, then
b2k(n
k
)2 ≥ bk−1bk+1( n
k−1
)( n
k+1
) .
Other inequalities satisfie by the bk , assuming bk ≥ 0 for all k, were discovered by Aissen,
Schoenberg, and Whitney [1].
If A is an n × n matrix, the permanent of A, denoted per(A), is define as
per(A) :=
∑
σ∈Sn
a1,σ (1)a2,σ (2) . . . an,σ (n).
Let Jn denote the n × n matrix of all ones. Recently the authors, K. Ono, and D. G. Wagner
made the following conjecture [15].
THE MONOTONE COLUMN PERMANENT (MCP) CONJECTURE 1. Let A be a real n× n
matrix whose entries are weakly increasing down columns, i.e., ai, j ≤ ai+1, j . Then all of the
zeros of per(zA + Jn) are real.
The MCP conjecture has a natural interpretation in terms of rook theory. A placement of
rooks on the squares of A is non-attacking if no two rooks are in the same column, and no two
are in the same row. Defin the weight of such a placement to be the product of the entries
in A which are under the rooks, and defin the kth rook number rk(A) to be the sum of these
weights over all non-attacking placements of k rooks on A. When n = 2 these rook numbers
are
r2(A) = a11a22 + a12a21, r1(A) = a11 + a12 + a21 + a22,
and by convention r0(A) := 1 for all A. Note that rn(A) is per(A), and more generally rk(A)
is the sum of all k × k permanental minors of A. If each ai j is zero or one, then A is called a
board, and rk(A) is the number of placements of k non-attacking rooks on the non-zero entries
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FIGURE 1. A Ferrers board with n columns.
of A. Nijenhuis [20] proved that the rook polynomial
∑
k z
krk(A) has only real zeros for any
real matrix A with non-negative entries, and in particular for any board.
The hit polynomial T (z; A) of A is define by
T (z; A) :=
n∑
k=0
k!rn−k(A)(z − 1)n−k . (1)
Denote the coefficien of zk in (1) by tk(A). If A is a board, then tk(A) is called the kth
hit number, and equals the number of ways of placing n non-attacking rooks on A where
exactly k rooks lie on non-zero entries [16]. An old result of Laguerre says that if
∑
k z
kbk is
a polynomial with only real zeros, then the polynomial
∑
k z
kbk/k! also has only real zeros
(in general the polynomial
∑
k z
kbkk! will not have only real zeros). Hence if T (z; A) has
only real zeros, so does the rook polynomial, but not necessarily vice versa.
The question of for which boards does T (z; A) have only real zeros was investigated in [15],
with the following result.
DEFINITION. A Ferrers board is a board with the property that ai j = 1 H⇒ akp = 1 for
1 ≤ k ≤ i and j ≤ p ≤ n, i.e., all the entries of A to the right and above square (i, j) also
equal 1. We let ci (A) denote the height of (the number of ones in) the i th column of A. If
cn ≤ n, we say A is admissible (later we will be working with N × n matrices with N ≥ n).
We can represent a Ferrers board pictorially by outlining the region of the matrix equal to 1,
as in Figure 1.
THEOREM 1.1 (HAGLUND–ONO–WAGNER). If A is an admissible Ferrers board, then
T (z; A) has only real zeros.
Note that by expanding out per((z − 1)A + Jn) in powers of z − 1 we get the identity
per((z − 1)A + Jn) = T (z; A).
By starting with a Ferrers board, flippin the matrix upside down and permuting the columns
accordingly (which does not change the permanent) we see that Theorem 1.1 implies that the
MCP conjecture is true if ai j ∈ {0, 1}. This, together with Nijenhuis’ result, led to the MCP
conjecture.
Let W be a strictly upper-triangular, n × n matrix. We will often call W a weighted graph,
since W can be identifie with the graph on n vertices with weight wi j on the edge between
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FIGURE 2. A weighted version of K4.
vertices i and j . If wi j ∈ {0, 1}, a weighted graph becomes a graph. A matching in a weighted
graph is a selection of edges no two of which share a common vertex. The weight of a
matching is the product of the weights of the edges in the matching, and the kth matching
number mk(W ) is the sum of these weights over all matchings with k edges. Although it was
originally define slightly differently, for our purposes we call
∑
k z
kmk(W ) the matching
polynomial. For example, if W is the weighted version of the complete graph on four vertices
K4 of Figure 2, the matching polynomial of W is
1+ z(w12 + w13 + w14 + w23 + w24 + w34)+ z2(w12w34 + w13w24 + w14w23).
If n is even, a matching with n/2 edges is called a perfect matching, and the function
mn/2(W ) is known as the Hafnian ofW , denoted Hf(W ). Hafnians occur in the study of plane
partitions [17].
Prior to the work of Nijenhuis, Heilmann and Lieb [13] proved that the matching
polynomial of any simple graph with non-negative, real edge-weights has only real zeros.
It was later realized that the matching polynomial reduces to the rook polynomial when the
graph is bipartite, and so Nijenhuis’ result also follows from the Heilmann–Lieb theorem. For
more recent work on this theorem see [30].
In this paper we show that analogs of Theorem 1.1 hold for two other polynomials con-
nected to matchings in graphs and digraphs. In Section 2 we state these theorems, and for
each one we introduce a corresponding general conjecture which contains it as a special case.
One of these is expressible in terms of the Hafnian of an array, and is related to the match-
ing polynomial in the same way that the MCP conjecture is related to the rook polynomial.
Another involves generalized rook numbers which count cycles in digraphs, as studied by
Chung and Graham, Chow, Dworkin, and Gessel [3–5, 7, 8]. Section 3 contains various tech-
nical lemmas which we utilize in Sections 4 and 5 to prove the analogs of Theorem 1.1 as
well as other special cases of these conjectures. In particular, we show (Theorem 2.2) that
for threshold graphs a stronger result than the Heilmann–Lieb theorem holds. Computational
evidence for the conjectures is discussed in Section 6.
2. ANALOGS OF THEOREM 1.1 AND THE MCP CONJECTURE
We begin by fixin some notation; (x)k will denote the rising factorial x(x+1) . . . (x+ k−
1), while LHS and RHS are abbreviations for ‘left-hand side’ and ‘right-hand side’, respec-
tively. P denotes the positive integers, and N the non-negative integers.
DEFINITION. A shifted Ferrers board G is a strictly upper-triangular n× n matrix of zeros
and ones which is weakly decreasing across rows and down columns, i.e.,
gi j ≥ gi, j+1 1 ≤ i < j ≤ n − 1
1020 J. Haglund
and
gi j ≥ gi+1, j 2 ≤ i + 1 < j ≤ n.
Let bi (G), 1 ≤ i ≤ n − 1 denote the length of (the number of ones in) the i th row from the
bottom of G (so that the top row of G has length bn−1(G)). Note that bi−1(G) < bi (G) for
2 ≤ i ≤ n − 1 and that b1(G) = 1 if and only if G is the complete graph on n vertices Kn
(otherwise b1(G) = 0).
Shifted Ferrers boards are known in graph theory as threshold graphs, and have been the
subject of substantial investigation over the past 20 years. Our interest in these objects comes
from the following result of Reiner and White [23].
THEOREM 2.1 (REINER–WHITE). Let G be a threshold graph on n vertices. Then
n−1∑
k=0
x(x − 2) . . . (x − 2k + 2)mn−1−k(G) =
n−1∏
i=1
(x + bi (G)− 2i + 2). (2)
PROOF. Reiner and White’s proof uses induction. Here we include a combinatorial proof,
along the lines of Goldman, Joichi, and White’s original proof of their well-known result [9]:
n∑
k=0
x(x − 1) . . . (x − k + 1)rn−k(A) =
n∏
i=1
(x + ci − i + 1), (3)
where A is a Ferrers board whose i th column has height ci .
Replacing x by 2x and dividing both sides of (2) by 2n we get
n−1∑
k=0
x(x − 1) . . . (x − k + 1)mn−1−k(G)
2n−1−k
=
n−1∏
i=1
(x + bi (G)/2− i + 1). (4)
Form an extended board G(x) by adjoining an x × n − 1 rectangle of squares to the right of
G, as in Figure 3. Consider the number of ways of placing n−1 non-attacking rooks on G(x),
subject to the following conditions:
(a) a rook placed on square (i, j) of G has weight gi j/2, and attacks any square of G with
any coordinate equal to i or j , as well as the squares of the x × n − 1 rectangle in its
row;
(b) rooks placed on the x × n − 1 rectangle attack everything in G(x) in their row and
column, and have weight one, as in a traditional rook placement.
We count the number of ways of placing n−1 non-attacking rooks on G(x) in two different
ways, with the weight of each rook placement equal to the product of the weights of the
individual rooks. Begin by placing a rook in the bottom row of G(x) in x + b1(G)/2 ways.
If this rook is placed on the x × n − 1 rectangle, it attacks one square in the next row up, of
weight one. If it is placed onG, it attacks two squares in the next row up, both of weight 1/2. In
either case, the number of ways of placing a rook in the next row up is now x + b2(G)/2− 1.
Continuing in this way we generate the RHS of (4). On the other hand, we could start by
placing n − 1− k rooks on G in mn−1−k(G)/2n−1−k ways. For any such placement there are
x(x − 1) . . . (x − k + 1) ways to place the remaining k rooks on the x × n − 1 rectangle, and
we thus generate the LHS of (4). Since both sides of (4) are polynomials in x which agree at
infinitel many values of x , they must be equal for all x . 2
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FIGURE 3. The extended board G(x). A rook placed on square (2, 3) of G would attack everything in
the second row from the top of G and the second row of the x × n − 1 rectangle, as well as squares
(1, 2), (1, 3), (3, 4), (3, 5), . . . , (3, n) of G.
DEFINITION. Let W be a strictly upper-triangular n × n matrix (i.e., a weighted graph on
n vertices). For n a non-negative integer, let n!! denote the product of all the positive odd
integers which are less than or equal to n. (If n is even, n!! = n!
2n/2(n/2)! .) Defin Q(z;W ) by
Q(z;W ) :=
∑
k≥0
mk(W )(z − 1)k(n − 2k)!!.
The polynomial Q(z;W ) plays a role in recent joint work of the author and J. Remmel [12].
It can be thought of as a Kn-version of the hit polynomial. Note that if n is odd, we can
add an empty vertex to W without changing Q(z;W ). Assuming n is even, Q(z;W ) can be
expressed as H f ((z − 1)W + Jn), which follows from the fact that the number of ways to
extend a k-edge matching of Kn to a perfect matching of Kn is (n − 2k)!!.
In Section 4 we prove the following analog of Theorem 1.1.
THEOREM 2.2. Let G be a threshold graph. Then Q(z;G) has only real zeros.
In view of the MCP conjecture, one could expect Theorem 2.2 to be a special case of a more
general phenomenon, which we now describe.
DEFINITION. The i th hook of Kn is the set of all squares (u, v) of Kn where either u = i
or v = i , i.e., the set of all squares (i, v), i < v ≤ n or (u, i), 1 ≤ u < i . Note that each
square is in two hooks. Given a graph G on n vertices, the i th hook of G is the set of all
squares which are in both the i th hook of Kn and are also in G. If we travel along a hook of G
we say we are moving in the positive direction if we are moving either upwards or to the left.
Given an upper-triangular array W of real numbers, we say W is monotone, with respect to a
hook of G, if, as we traverse the hook in a positive direction, the values of the corresponding
squares of W are weakly increasing. We say W is G-monotone if for each square β of G, W
is monotone with respect to one of the two hooks of G containing β.
CONJECTURE 2.3. Let W be a Kn-monotone array, with n even. Then
H f (zW + Jn)
has only real zeros.
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FIGURE 4. The digraph corresponding to the placement of rooks on squares (1, 1), (3, 2), (2, 3), and
(5, 4) of the 5× 4 matrix A.
We now show that the special case of Conjecture 2.3 where wi j ∈ {0, 1} follows from
Theorem 2.2. We claim that if wi j ∈ {0, 1} and W is Kn-monotone, then W is isomorphic to a
threshold graph. IfW is monotone with respect to all of the hooks of Kn , the claim is obvious.
Assume, for example, that W is not monotone with respect to the nth hook of Kn . Then for
each square in the nth column, W must be monotone with respect to the other hook it is in.
This forces W to be monotone with respect to all of the hooks except for the nth. Hence W
must be an array obtained by starting with a threshold graph, then changing some subset of
the squares in the nth column from 1’s to 0’s. The resulting graph is isomorphic to a threshold
graph. A similar argument works if W is not monotone with respect to some hook other than
the nth.
The following conjecture combines both the MCP conjecture and Conjecture 2.3.
CONJECTURE 2.4. Let n be an even integer. Let G be either Kn or the complete bipartite
graph Kn/2,n/2, with W a G-monotone array. Then the polynomial∑
C
∏
(i, j)∈C
(zwi j + 1)
has only real zeros, where the sum is over all perfect matchings C of G.
If G is Kn/2,n/2, we can identify the relevant squares of W with an n/2 × n/2 square
grid, i.e., a matrix. Perfect matchings of G are in bijection with terms in per(zW + Jn/2). The
condition ofW being G-monotone translates into each square of this matrix being in a weakly
increasing column or in a weakly increasing row. It is easy to show that this forces all of the
columns (or all of the rows) to be weakly increasing, and we end up with the MCP conjecture.
Perhaps other infinit classes of graphs can plausibly be substituted in for G in Conjec-
ture 2.4 (it is false with G replaced by the complete tripartite graph K2,2,2).
We now turn to digraph polynomials. For the remainder of this article A will denote an
N × n matrix, with N ≥ n. A placement C of non-attacking rooks on the squares of A can be
identifie with a weighted digraph D(C) with N vertices as follows; if square (i, j) contains
a rook, include a directed edge from vertex i to vertex j with weight ai j . Such a digraph
decomposes into a disjoint union of directed paths and cycles. See Figure 4.
DEFINITION. For a given placement C of non-attacking rooks on the squares of A, let
cyc(C) denote the number of cycles of D(C), and wt(C) the weight of C . Set
rk(y; A) :=
∑
C
k rooks
ycyc(C)wt(C).
For example, if A is a 3× 2 matrix, then
r2(y; A) = y2a11a22 + y(a11a32 + a21a12 + a31a22)+ a21a32 + a31a12,
r1(y; A) = y(a11 + a22)+ a12 + a21 + a31 + a32,
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and by convention r0(y; A) := 1 for all A.
Chung and Graham introduced what they call the cover polynomial of a digraph [4]. They
define it via a deletion-contraction construction, and then showed that it could be expressed
as
n∑
k=0
x(x − 1) . . . (x − k + 1)rn−k(y; A),
where A is the board corresponding to the digraph A (and N = n). Chow introduced a sym-
metric function which contains the cover polynomial as a special case [3]. In [11] the author
studied a different generalization, define as follows.
DEFINITION. For any N × n matrix A, let
T (x, y, z; A) :=
n∑
k=0
(x)krn−k(y; A)(z − 1)n−k .
Note that if N = n, T (1, 1, z; A) = T (z; A) and (−1)nT (−x, y, 0; A) is the cover polyno-
mial.
DEFINITION. Let A be the Ferrers board of Figure 1, where cn(A) ≤ N . Set
si (A) =
{
y if ci (A) ≥ i ,
1 else.
In Section 5 we prove the following result. For x = y = 1, it reduces to Theorem 1.1.
Below it we state the general conjecture which contains it as a special case.
THEOREM 2.5. Let A be the Ferrers board of Figure 1. Assume y > 0 and either:
(a) x > ci (A)− i + si (A) for 1 ≤ i ≤ n or
(b) x < 1− n or
(c) x = y and A is admissible.
Then as a polynomial in z, T (x, y, z; A) has only real zeros.
CONJECTURE 2.6. Let A be a N × n matrix, N ≥ n, of non-negative real numbers which
are weakly increasing across rows and weakly decreasing down columns, i.e., ai, j ≤ ai, j+1
and ai j ≥ ai+1, j . Assume y > 0 and either.
(a) x > N − 1+ y or
(b) x < 1− n or
(c) x = y and N = n.
Then as a polynomial in z, T (x, y, z; A) has only real zeros.
Note that Theorem 2.5 implies that Conjecture 2.6 is true if ai j ∈ {0, 1}.
3. THE METHODS
In this section we collect various results concerning polynomials with only real zeros which
we use in later sections to prove special cases of our conjectures.
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THEOREM 3.1. (TRANSFORMATIONS WHICH PRESERVE THE PROPERTY OF HAVING
ONLY REAL ZEROS) Assume f (z) :=∑k zkbk and g(z) :=∑k zkdk are two polynomials of
degree n having only real zeros, and furthermore that all the zeros of g are of the same sign.
Then:
(a)
∑n
k=0 zkbn−k has only real zeros (reversal).
(b)
∑n
k=0 zkbk/(y)k has only real zeros if y > 0 (Laguerre [18, p. 201]).
(c)
∑n
k=0 zkbkdkk! has only real zeros (Schur [25]).
(d)
∑n
k=0 zkbkdk/
(n
k
)
has only real zeros (Szego¨ [28], [21, p. 61, Prob. 154]).
Note that transformation (c) follows from (a), (b), and (d). The special case of the MCP
conjecture where ai, j := piq j , with pi , q j real numbers and q j non-negative, reduces to a
statement equivalent to transformation (d).
Theorem 3.1 (b) gives an example of a factor sequence, i.e., a sequence γk, k ≥ 0 of
real numbers with the property that for any polynomial
∑n
k=0 bkzk with only real zeros,∑n
k=0 bkγkzk also has only real zeros. Laguerre derived this from the following more gen-
eral result [18].
THEOREM 3.2 (LAGUERRE). Let E(z) be an entire function whose Weierstrass factoriza-
tion is of the form
E(z) = exp(−γ z2 + βz)
∞∏
i=1
(
1+ z
βk
)
exp(−z/βk),
where γ ≥ 0, βk > 0, β ≥ 0, and ∑k 1/β2k < ∞. Then γk = E(k), k ≥ 0 is a factor
sequence.
COROLLARY 3.3 (SEE ALSO [21, P. 63]). Let m ∈ P. Then
γk = k!
(mk)! , k ≥ 0
is a factor sequence.
PROOF. Let E(z) = 0(z + 1)/0(mz + 1) in Theorem 3.2. 2
We call a finit sequence γk , 0 ≤ k ≤ n of real numbers a degree-n factor sequence if for any
polynomial
∑n
k=0 bkzk of degree n with only real zeros,
∑n
k=0 bkγkzk also has only real zeros.
Theorem 3.1 (d) implies that γk is a degree-n factor sequence if and only if
∑n
k=0
(n
k
)
γkzk has
only real zeros, all of the same sign.
As a further example of the use of these transformations, we include the following observa-
tion, which follows directly from Theorem 3.1 (d), but which the author has not seen before
in the literature. Let n ∈ N and assume
m+1Fm
[−n, a1, . . . , am
b1, . . . , bm
; z
]
and
k+1Fk
[−n, c1, . . . , ck
d1, . . . , dk
; z
]
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are two terminating hypergeometric series with only real zeros, one of whose zeros are all of
the same sign. Then
m+k+1Fm+k
[−n, a1, . . . , am, c1, . . . , ck
b1, . . . , bm, d1, . . . , dk
; z
]
has only real zeros.
LEMMA 3.4. Let t (z) :=∑nk=0 bkzk be a polynomial with only real zeros, all of the same
sign, and let [n/2] be the greatest integer less than or equal to n/2. Assume that
h(z) :=
[n/2]∑
k=0
(
n
2k
)
βkz
k
has only real, non-positive zeros. Then
[n/2]∑
k=0
zkb2kβk
has only real zeros.
PROOF. Apply Theorem 3.1 (d) with f (z) := h(−z2) and g(z) := t (z). 2
If f is a polynomial of degree n with real zeros α1 ≤ α2 ≤ · · · ≤ αn and g is a polynomial
of degree n− 1 with real zeros β1 ≤ β2 · · · ≤ βn−1, g is said to interlace f if αi ≤ βi ≤ αi+1
for 1 ≤ i ≤ n−1. The next lemma can be proven using the techniques from Section 3 of [29].
LEMMA 3.5. Assume that f and g are two polynomials with only real zeros and that g
interlaces f . Then g interlaces f + g.
The following lemma is similar to a result of Brenti [2, Theorem 2.4.4]. We denote the
degree of a polynomial f by deg( f ).
LEMMA 3.6. Let h and g be two polynomials with only real zeros, and with positive lead-
ing coefficient a and b, respectively. Assume deg(h) = deg(g) + 1 and furthermore that
g interlaces h. Let x, ζ, β be real numbers with β ≥ 0, β ≥ ζ/x, and either x > 0 or
x < −b/a. Assume that all of the zeros of h are non-positive if x > 0 and non-negative if
x < −b/a. Then
f := (xz + ζ )h + z(z + β)g
has only real zeros. In addition, if all the zeros γ of h satisfy−β ≤ γ ≤ 0, then h interlaces f .
PROOF. If γ is a zero of h of multiplicity m, then the interlacing hypothesis on g forces γ
to be a zero of g of multiplicity at least m − 1. It follows that we can assume without loss of
generality that all the zeros of h are simple. We will prove the lemma under the assumptions
that β is not equal to any zero of h and β > ζ/x , since the general result then follows by
continuity.
There are several cases to consider, depending on whether or not h(0) is zero, x is positive
or negative, and whether −β is less than all the zeros of h, between two consecutive, negative
zeros of h, or larger than all the negative zeros of h. Since the same argument, with minor
alterations, works in all the cases, we will prove only four of the cases in detail.
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For any non-zero real number w, let
sign(w) :=
{ 1 if w > 0,
−1 if w < 0.
Case (1): h(0) > 0, x > 0, and −β is between two consecutive, negative zeros of h. If γ is a
negative zero of h, then sign( f (γ )) = sign(g(γ )) if γ < −β, and sign( f (γ )) = −sign(g(γ ))
if γ > −β. Thus we have a zero of f between any two consecutive, negative zeros γ1, γ2 of
h, unless −β is between γ1 and γ2. Under this assumption, since x > 0 and −xβ + ζ < 0,
the interlacing hypothesis on g forces sign(h(−β)) = −sign(g(γ2)) and sign(h(−β)) =
sign(g(γ1)). This implies sign( f (−β)) = −sign( f (γi )), i = 1, 2. Hence f has (at least) two
zeros between γ1 and γ2 and we have now obtained deg(h)+ 1 real zeros for f .
Case (2): h(0) > 0, x > 0, and −β is larger than all the zeros of h. At all the zeros of h,
sign( f ) = sign(g). Thus between any two consecutive zeros of h, f has at least one zero.
Since h(−β) > 0, we have f (−β) < 0, and thus f has at least one zero larger than the largest
zero of h. This already gives us deg(h) real zeros for f .
Case (3): h(0) = 0, x < −b/a. At a positive zero of h, sign( f ) = sign(g). The assumption
on x implies the leading coefficien of f is negative, and we get the required number of real
zeros for f by interlacing, together with degree considerations.
Case (4): x > 0, all the zeros γ of h satisfy −β ≤ γ ≤ 0, and h(0) = 0. We have f (0) = 0
and g(0) ≥ 0. Let γ denote the largest negative zero of h. The interlacing hypothesis implies
g(γ ) < 0, and hence f (γ ) > 0. This forces f to have two zeros larger than γ , at least one
of which is 0. Extending this argument we get a zero of f between any two consecutive zeros
of h. Since the degree of f is one more than the degree of h and their leading coefficient
are both positive, we also get a zero of f which is less than the smallest zero of h, which
completes the proof. 2
We will also make use of another method of Brenti for proving polynomials have only real
zeros [2, p. 43].
THEOREM 3.7 (BRENTI). Let f (x) =∑nk=0 (x+kn )bk be a polynomial with only real zeros,
with smallest zero λ( f ) and largest zero 3( f ). If all the integers in the intervals [λ,−1] and
[0,3] are also zeros of f , then all the zeros of∑nk=0 bkxk are real.
In [15] Theorem 1.1 was proven as follows; use (1), the definitio of the hit numbers t j (B),
and the binomial theorem to rewrite the LHS of (3) as
n∑
j=0
(
x + j
n
)
t j (A).
It is not hard to show that the RHS of (3) satisfie the conditions on f (x) in the statement of
Theorem 3.7, and Theorem 1.1 follows.
4. RESULTS ON CONJECTURE 2.3
DEFINITION. Let G be a threshold graph. Viewing G as a shifted Ferrers board, let α =
α(G) denote the right-most ‘corner square’ of G, that is the lowest square in the right-most
non-zero column of G. Furthermore let Gα denote the threshold graph obtained by removing
square α from G, and let G/α denote the threshold graph obtained by deleting both of the
hooks that contain α from G, and collapsing the remaining graph. If G is the empty graph
with n vertices, let G/α denote the empty graph on n − 2 vertices.
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THEOREM 4.1. Let n be an even integer. Then for any threshold graph G, H f (G + z Jn)
has only real zeros, and is interlaced by H f (G/α + z Jn−2).
PROOF. Note that
H f (G + z Jn) =
n/2∑
k=0
zn/2−kmk(G)(n − 2k)!!.
Abbreviate H f (G + z Jn) by H(z;G).
The proof is by induction on ordered pairs (n, number of squares of G). If G is the empty
board on n vertices, the theorem follows trivially. So assume G is non-empty.
Case (1): α is not in the top row.
By grouping matchings according to whether edge α is used or not we see that
mk(G) = mk(Gα)+ mk−1(G/α).
Multiplying by zn/2−k(n − 2k)!! and summing over k we get
H(z;G) = H(z;Gα)+
∑
k≥1
z(n−2)/2−(k−1)mk−1(G/α)(n − 2− 2(k − 1))!!
or
H(z;G) = H(z;Gα)+ H(z;G/α).
If β is the square just above α, i.e., β = α(Gα), then Gα/β = G/α. Thus by the induction
hypothesis, H(z;G/α) interlaces H(z;Gα). Lemma 3.5 now implies H(z;G/α) interlaces
H(z;G).
Case (2): α is in the top row.
To create a k-edge matching of G, we can either choose no edges in the top row in mk(G/α)
ways or choose k − 1 edges below the top row in mk−1(G/α) ways, each of which eliminates
2(k − 1) edges in the top row. Thus
mk(G) = mk(G/α)+ (bn−1(G)− 2(k − 1))mk−1(G/α).
Multiplying by zn/2−k(n − 2k)!! and summing over k we get
H(z;G) =
∑
k≥0
zn/2−kmk(G/α)(n − 2k)!!
+
∑
k≥1
z(n−2)/2−(k−1)mk−1(G/α)(bn−1(G)− 2(k − 1))(n − 2− 2(k − 1))!!
= z
∑
k≥0
z(n−2)/2−kmk(G/α)(n − 2− 2k)!!(n − 2k − 1)
+
∑
j≥0
z(n−2)/2− jm j (G/α)(bn−1(G)− n + 2 + n − 2− 2 j))(n − 2− 2 j)!!
= z
∑
k≥0
z(n−2)/2−kmk(G/α)(n − 2− 2k)!!(n − 2k)− zH(z;G/α)
+(bn−1(G)− n + 2)H(z;G/α)+
∑
j≥0
z(n−2)/2− jm j (G/α)
(n − 2− 2 j)(n − 2− 2 j)!!
= 2z d
dz
zH(z;G/α)+ (−z + bn−1(G)− n + 2)H(z;G/α)+ 2z d
dz
H(z;G/α)
= H(z;G/α)(z + bn−1(G)− n + 2)+ 2z(z + 1) d
dz
H(z;G/α).
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By induction we can assume that H(z;G/α) has only real zeros, which by Rolle’s theorem is
interlaced by H ′(z;G/α). Any real zero of H(z;G/α) must be between −1 and 0 (otherwise
all the terms in the Hafnian have the same sign). This and the fact that bn−1(G) ≤ n − 1
allow us to apply Lemma 3.6 with h = H(z;G/α) and β = 1 to conclude that H(z;G/α)
interlaces H(z;G). 2
COROLLARY 4.2. Theorem 2.2 is true.
REMARK. Theorem 3.7 can be applied to the RHS of (4) with the result that for any thresh-
old graph G on n vertices ∑
k≥0
mk(G)(n − 1− k)!zk (5)
has only real zeros. The following proposition shows that Theorem 2.2 is a stronger statement.
PROPOSITION 4.3. For m ∈ P,
γk = (2m − 1− k)!
(2m − 2k)!! , k ≥ 0
is a degree-m factor sequence.
PROOF. Let n be an even integer and set
Fn(z) :=
n/2∑
k=0
mk(Kn)(n − 1− k)!zk .
Now
Fn(z) =
n/2∑
k=0
(
n
2k
)
(2k)!
2kk! (n − 1− k)!z
k
(since there are (2k)!! k-edge matchings involving a given subset of 2k vertices)
= 2
−n/2
(n/2)!n!
n/2∑
k=0
(
n/2
k
)
2n/2−k(n/2− k)!(n − 1− k)!
(n − 2k)! z
k .
By (5) Fn(z) has only real zeros, which can also be shown by expressing Fn(z) as a terminat-
ing 2F1 hypergeometric series and using known facts about ultraspherical polynomials [22].
Thus
n/2∑
k=0
(
n/2
k
)
(n − 1− k)!
(n − 2k)!! z
k
has only real zeros. Proposition 4.3 now follows from Theorem 3.1 (d). 2
We now prove another special case of Conjecture 2.3. If wi j = xi x j for some set of non-
negative reals x1, x2, . . . , xn , after a short calculation H f (zW + Jn) becomes
[n/2]∑
k=0
e2k(X)(2k)!!(n − 2k)!!zk, (6)
where ek(X) is the kth elementary symmetric function of the xi . By Lemma 3.4, (6) will have
only real zeros provided
n/2∑
k=0
(
n
2k
)
(2k)!!(n − 2k)!!zk
has only real zeros, which is the G = Kn case of Theorem 2.2.
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REMARK. By starting with (6), applying the m = 2 case of Corollary 3.3, Theorem 3.1
(a), and Corollary 3.3 again, we get the known result [2, p. 10], that under the assumptions of
Lemma 3.4 ∑
k
zkb2k
has only real zeros.
THEOREM 4.4. Conjecture 2.3 is true if n ≤ 4.
PROOF. From the definitio of H f (W+z Jn)we can assumewi j ≥ 0, since we can replace
z by z+c for some c > 0 if necessary. If n = 2, the conjecture is trivial. If n = 4, we consider
the various possible linear orderings on the wi j for K4-monotone W . One such ordering is
0 ≤ w14 ≤ w24 ≤ w34 ≤ w23 ≤ w13 ≤ w12. (7)
Set w14 = t1, w24 = t1 + t2, w34 = t1 + t2 + t3, . . . , and w12 = t1 + t2 + t3 + t4 + t5 + t6.
Then (7) is equivalent to ti ≥ 0 for 1 ≤ i ≤ 6. A short calculation shows that the discriminant
of H f (zW + J4) can be written in the form
(t2 + 2t3 − 2t5 − t6)2 + 12t3t5,
which is clearly non-negative for ti ≥ 0. There are f ve other linear orderings which produce
different Hafnians, and for each of these there is a simple expression for the discriminant
which is clearly non-negative. 2
DEFINITION. For p ∈ P, we call an array B of the following shape:
b1,2(1) b1,2(2) . . . b1,2(p) b1,3(1) . . . b1,3(p) . . . b1,n(1) . . . b1,n(p)
b2,3(1) . . . b2,3(p) . . . b2,n(1) . . . b2,n(p)
...
...
...
bn−1,n(1) . . . bn−1,n(p)
a ‘p-shifted Ferrers board’ if bi j ∈ {0, 1} and B is weakly decreasing across rows and down
columns. Note that a 1-shifted Ferrers board is just a shifted Ferrers board. Furthermore let
rk(B) denote the number of ways of placing k non-attacking rooks on B, where a rook on
the square with weight bi j (s) attacks everything in its row and column, and the squares with
weights bk,i (m), 1 ≤ k < i, 1 ≤ m ≤ p.
The proof of Theorem 2.1 can be generalized in a straightforward way to obtain Theo-
rem 4.5 below.
THEOREM 4.5. Let B be a p-shifted Ferrers board. Then
n−1∑
k=0
x(x − 1) . . . (x − k + 1) rn−1−k(B)
(p + 1)n−1−k =
n−1∏
i=1
(x + bi (B)/(p + 1)− i + 1),
where bi (B) is the length of the i th row (starting from the bottom and counting up) of B.
COROLLARY 4.6. Let B be a p-shifted Ferrers board. Then∑
k≥0
k!zkrn−1−k(B)
has only real zeros.
PROOF. Apply Theorem 3.7 to Theorem 4.5 2
Unfortunately, the author does not know of any natural combinatorial objects counted by these
rook placements if p > 1.
1030 J. Haglund
.
.
.
h1
d1
d2
hm
dm
h2
FIGURE 5. The Ferrers board A(h1, d1; . . . ; hm , dm), where di ∈ P, hi ∈ N for 1 ≤ i ≤ m. The firs
d1 columns have height h1, the next d2 have height h2, etc.
5. RESULTS ON CONJECTURE 2.6
In this section we prove Theorem 2.5, as well as other special cases of Conjecture 2.6.
We begin with several definition and lemmas, which are used in proving Theorem 5.4, which
contains part (c) of Theorem 2.5. We then use a different method to prove Theorem 5.6, which
implies the other parts of Theorem 2.5.
DEFINITION. Let A(h1, d1; . . . ; hm, dm) denote the Ferrers board of Figure 5, with ci (A)
the height of the i th column. If h p > 0 for some p in the range 1 ≤ p ≤ m, let Ap stand for
the Ferrers board obtained from A by decreasing dp and h p by one each. Furthermore let
PR(w, y; A) :=
n∏
i=1
(w + ci (A)− i + si (A)).
(PR stands for product.) Abbreviate h1+ h2+ · · · + hi and d1+ d2+ · · · + di by Hi and Di ,
respectively. Set
τp(A) := Hp − Dp−1 + su(A),
where u := Dp−1 + 1.
The following observation, which occurs in [5] and [6], will prove useful in what follows.
OBSERVATION 5.1. Let B be a Ferrers board whose nth column has height cn . Let Bˆ be
the Ferrers board obtained by deleting the nth column of B. Let Cˆ be any placement of non-
attacking rooks on the squares of Bˆ. Then if cn ≥ n, there is exactly one square β in the nth
column of B which satisfies
(a) β is not attacked by any of the rooks in Cˆ and
(b) the placement C consisting of Cˆ union a rook on β satisfie cyc(C) = cyc(Cˆ) + 1. If
cn < n, there is no such square.
The following lemma is motivated by a result of Simion [26], who used a similar technique
to prove that polynomials whose coefficient count compositions of multisets by number of
parts have only real zeros. (These polynomials are special cases of hit polynomials, a fact
which led to the discovery of Theorem 1.1.)
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LEMMA 5.2. Let x, y ∈ R and let A be the Ferrers board of Figure 5. Assume h p > 0 for
some p in the range 1 ≤ p ≤ m. Then
T (x, y, z; A) = zτp(A)−x (1− z)n+x d
dz
[z1+x−τp(A)(1− z)1−n−xT (x, y, z; Ap)]. (8)
PROOF. The following result can be easily derived by combining Observation 5.1 with the
same combinatorial technique used in [9] to prove (3):
n∑
k=0
x(x − 1) . . . (x − k + 1)rn−k(y; A) = PR(x, y; A). (9)
See [5] for conditions on when the LHS of (9) factors for boards obtained by permuting the
columns of a Ferrers board. Using (9), the j = n case of [11, Theorem 2.2] reduces to
T (x, y, z; A) = z−x (z − 1)n+x
∞∑
k=0
(
x + k − 1
k
)
PR(k, y; A)z−k,
and
T (x, y, z; Ap) = z−x (z − 1)n−1+x
∞∑
k=0
(
x + k − 1
k
)
PR(k, y; Ap)z−k .
Since
PR(k, y; A) = PR(k, y; Ap)(τp(A)− 1+ k),
we get
T (x, y, z; A) = z−x (z − 1)n−1+x (z − 1)
∞∑
k=0
(
x + k − 1
k
)
z−k PR(k, y; Ap)(τp(A)− 1+ k)
= z−x (z − 1)n−1+x (z − 1)
∞∑
k=0
(
x + k − 1
k
)
z−k PR(k, y; Ap)(τp(A)− 1)
−z−x (z − 1)n−1+x z(z − 1) d
dz
∞∑
k=0
(
x + k − 1
k
)
z−k PR(k, y; Ap)
= (τp(A)− 1)(z − 1)T (x, y, z; Ap)− z(z − 1)z−x (z − 1)n+x−1 d
dz
[T (x, y, z; Ap)zx (z − 1)1−x−n]
= (τp(A)− 1)(z − 1)T (x, y, z; Ap)− z1−x (z − 1)n+x [T ′(x, y, z; Ap)zx
(z − 1)1−x−n
+T (x, y, z; Ap)xzx−1(z − 1)1−x−n + T (x, y, z; Ap)zx
(1− x − n)(z − 1)−x−n]
= T ′(x, y, z; Ap)z(1− z)+ T (x, y, z; Ap)[(z − 1)(τp(A)− 1)
−x(z − 1)− z(1− x − n)]
= T ′(x, y, z; Ap)z(1− z)+ T (x, y, z; Ap)[z(τp(A)− 1− x − 1+ x + n)
−τp(A)+ 1+ x] (10)
which is exactly what we get by performing the differentiation on the RHS of (8). 2
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LEMMA 5.3. Let A be the Ferrers board of Figure 5. Assume y > 0 and (x)n 6= 0. Then
as a polynomial in z,
deg(T (x, y, z; A)) = deg(T (x, y, z; Ap))+ 1.
PROOF. Let Max(A) = max{k : rk(y; A) 6= 0}, which equals max{k : rk(1; A) 6= 0} since
y > 0. Now (x)n 6= 0 implies deg(T (x, y, z; A)) = Max(A) and deg(T (x, y, z; Ap)) =
Max(Ap). The q = 1 case of [10, Theorem 4.38] says
rk(1; A) = (n + Hp − Dp−1 − k)rk−1(1; Ap)+ rk(1; Ap)
which implies
rMax(Ap)+2(1; A) = 0.
On the other hand, after placing a rook on the corner of the rectangular region of A where the
border segments of lengths h p and dp meet, the unattacked portion of A remaining has shape
Ap, which shows
rMax(Ap)+1(1; A) 6= 0. 2
In order to prove Theorem 5.4, we also require the following result of Gessel [8] (see
also [11, Eqn. (21)]), which holds for any admissible board A;
T (y, y, z; A) =
∑
C
n rooks on A
z# of rooks on non-zero squares of Aycyc(C). (11)
THEOREM 5.4. Let A be the Ferrers board of Figure 5; assume y > 0 and A is admissible.
Then as a polynomial in z, T (y, y, z; A) has only real, non-positive zeros. All the zeros are
simple, except possibly for a multiple zero at 0. Furthermore, T (y, y, z; A) is interlaced by
T (y, y, z; Ap) for those p for which h p > 0.
PROOF. We proceed by induction on the number of zeros of T (y, y, z; A). If T (y, y, z; A)
is constant, then by Lemma 5.3, Ap is undefine for all p and Theorem 5.4 is vacuously true.
If deg(T (y, y, z; A)) = 1 then T (y, y, z; Ap) is constant. Either m = 1, p = 1, h1 = 1,
and d1 = n, or m = 2, p = 2, and for some 1 ≤ j < n, h1 = 0, d1 = n − j, h2 = 1, and
d2 = j . In the case m = 1
T (y, y, z; A) = (z − 1)(y)n−1(n − 1+ y)+ (y)n = (y)nz.
In the case m = 2,
T (y, y, z; A) = (z − 1)(y)n−1 j + (y)n .
This has a non-positive zero if and only if y ≥ j + 1 − n, which follows since j is at most
n − 1 and y > 0.
We now assume by induction that T (y, y, z; Ap) has l real non-positive zeros, with l > 0,
and that these zeros are distinct except possibly for a zero, of multiplicity say β, at zero.
Writing T (y, y, z; Ap) as zβF(z) and performing the differentiation on the RHS of (8) we
get
T (y, y, z; A) = zβ(1+ x − τp + β)F(z)+ zβ+1G(z)
for some polynomial G. Thus the order of the zero of T (y, y, z; A) at 0 is at least β.
Applying Rolle’s theorem to the RHS of (8) we get a zero of T (y, y, z; A) between any two
negative zeros of T (y, y, z; Ap). Let α be the smallest of the zeros of T (y, y, z; Ap). By (11),
no zero of T (y, y, z; Ap) can be positive if y > 0. If α = 0, by the previous paragraph at most
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one of the zeros of T (y, y, z; A) is non-zero, thus all its zeros must be real. Hence we can
assume α < 0. From the x = y case of (10), T (y, y, α; A) = α(1− α)T ′(y, y, α; Ap) which
has the opposite sign of T ′(y, y, α; Ap) (recall T ′(y, y, α; Ap) 6= 0 since the negative zeros
are simple by the induction hypothesis). Note that the coefficien of the highest power of z in
T (y, y, z; A) is (y)n−Max(A)rMax(A)(y; A), which is positive since y > 0, as is the coefficien
of the highest power of z in T (y, y, z; Ap). Combining these observations with Lemma 5.3
easily leads to the conclusion that T (y, y, z; A) has a real zero less than α.
Let ζ be the largest of the non-zero zeros of T (y, y, z; Ap). For any negative zero σ of
T (y, y, z; Ap), (10) implies T (y, y, σ ; A) and T ′(y, y, σ ; Ap) have opposite signs, which
shows that between any two consecutive, negative zeros of T (y, y, z; Ap), T (y, y, z; A) has
an odd number of zeros (counting multiplicity). Similarly there are an odd number of zeros
less than α. We have already accounted for all the zeros but one, which must therefore be real.
Since we cannot have any positive zeros, the last zero γ must satisfy ζ < γ ≤ 0. 2
By making minor modification to the proof of Theorem 5.4, one can also derive the fol-
lowing result. We omit the details, since it is a special case of Theorem 5.6 below (except
for the interlacing condition and other minor hypotheses) which we will prove by a simpler
method. (The author does not know how to prove Theorem 5.4 by this simpler method, hence
Lemma 5.2 appears to be needed to prove part (c) of Theorem 2.5.)
THEOREM 5.5. Let A be the Ferrers board of Figure 5. Assume y > 0 and either
(a) x > ci (A)− i + si (A) for 1 ≤ i ≤ n or
(b) x < 1− n.
Then as a polynomial in z, all the zeros of T (x, y, z; A) are real and simple. Furthermore
T (x, y, z; Ap) interlaces T (x, y, z; A) for those p for which h p > 0. In case (a) all the zeros
are negative; in case (b) they are all greater than 1.
We now introduce a general type of matrix for which we can obtain recurrences of a conve-
nient type for the polynomial T (x, y, z; A). Although they do not have a particularly elegant
description, we state Theorem 5.6 in terms of these general matrices since this may provide
some insight into why Conjecture 2.6 and the MCP conjecture seem to hold, as the entries of
these matrices satisfy inequalities on the columns.
DEFINITION. Let B be a Ferrers board with n columns. Let V := vi j be a cn(B) × n
matrix of non-negative real numbers, weakly decreasing down columns. Assume there exist
real numbers x j such that for 2 ≤ j ≤ n and 1 ≤ i ≤ c j−1(B), vi j = x j . Let B(V ) be the
cn(B)× n matrix (B(V ))i j := bi jvi j . An example of such a matrix is
v11 x2 x3 x4
v21 x2 x3 x4
v32 x3 x4
v44
v54
 ,
with v11 ≥ v21 ≥ 0, x2 ≥ v32 ≥ 0, x3 ≥ 0, and x4 ≥ v4,4 ≥ v54 ≥ 0.
THEOREM 5.6. Let B(V ) be as above. Assume y > 0 and either
(a) x > ci (B)− i + si (B) for 1 ≤ i ≤ n or
(b) x < 1− n.
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Then T (x, y, z; B(V )) has only real zeros.
PROOF. Abbreviate ci (B) by ci , and defin α to be the sum
α :=

vcn−1+1,n + · · · + vcn ,n + xn(cn−1 + 1) if cn < n,
vcn−1+1,n + · · · + vcn ,n + xn(cn−1 + y) if cn−1 ≥ n,
vcn−1+1,n + · · · + vcn ,n + (y − 1)vn,n + xn(cn−1 + 1) if cn ≥ n and cn−1 < n.
Let Bˆ be the matrix, with n − 1 columns, obtained by deleting the nth column of B(V ). Let
H(z) :=
n−1∑
k=0
(x)n−1−kzn−1−krk(y; Bˆ);
note that H(z) has only real zeros if and only if T (x, y, z; Bˆ) does.
Using Observation 5.1, the following recurrence is easily derived:
rk(y; B(V )) = rk(y; Bˆ)+ rk−1(y; Bˆ)(α − kxn).
Thus
n∑
k=0
(x)n−kzn−krk(y; B(V )) =
n∑
k=0
(x)n−kzn−k(rk(y; Bˆ)+ rk−1(y; Bˆ)(α − kxn))
= z2−x d
dx
(zxH(z))+ (α − nxn)H(z)+ xnz d
dz
H(z)
= (xz + α − nxn)H(z)+ z(z + xn) d
dz
H(z).
Theorem 5.6 will now follow by induction on n if we can show the hypotheses of Lemma 3.6
are satisfie with β = xn , ζ = α − nxn , h = (−1)n−1H(z), g = (−1)n−1H ′(z), a =
(−1)n−1(x)n−1, and b = (−1)n−1(x)n−1(n−1) (to start the induction we need only note that
if n = 1, T (x, y, z; B(V )) is a linear polynomial).
If x < 1− n(= −b/a), write x = 1− n− d, d > 0. Clearly (x)k(−1)k > 0 for 0 ≤ k ≤ n,
and thus all the non-zero zeros of H(z) have the opposite sign as x . We also need to show that
xn + (α − nxn)/(n − 1+ d) ≥ 0. Since 0 ≤ vm,n ≤ xn for all m,
xn + (α− nxn)/(n − 1+ d) ≥ xn + xn
n − 1+ d ×
{ cn−1 + 1− n if cn < n,
cn−1 + y − n if cn−1 ≥ n,
cn − n if cn ≥ n and cn−1 < n.
In all these cases, the RHS is easily seen to be non-negative.
If x > c1 − 1+ s1 then in particular x > 0. Now
(nxn − α)/x + xn =

(n−cn−1−1)xn−(vcn−1+1,n+···+vcn ,n)
x + xn if cn < n,
xn(n−cn−1−y)−(vcn−1+1,n+···+vcn ,n)
x + xn if cn−1 ≥ n,
xn(n−cn−1−1)−(vcn−1+1,n+···+vcn ,n)−yvn,n+vn,n
x + xn if cn ≥ n
and cn−1 < n.
≥

xn
n−cn−1−1−(cn−cn−1)
x + xn if cn < n,
xn
n−cn−1−y−(cn−cn−1)
x + xn if cn−1 ≥ n,
xn
(n−cn−1−1)−(cn−cn−1−1)−y
x + xn if cn ≥ n, and cn−1 < n.
Using the hypotheses on x , the RHS above is easily seen to be positive in all three cases. 2
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COROLLARY 5.7. Theorem 2.5 is true.
PROOF. Let all the vi j = 1 in Theorem 5.6 to prove parts (a) and (b). Part (c) follows from
Theorem 5.4. 2
COROLLARY 5.8. For any Ferrers board B, the polynomial∑
k
rk(y; B)zk
has only real zeros if y > 0.
PROOF. Set y = x in Theorem 3.1 (b) and apply this to part (a) of Theorem 2.5 (with x
sufficientl large). 2
EXAMPLE 5.9. Let B be the n-column Ferrers board with ci (B) = i , 1 ≤ i ≤ n. There is a
well-known bijection between placements of n−k non-attacking rooks on B and set partitions
of {1, 2, . . . , n+ 1} into k + 1 blocks [27, p. 75]. Under this bijection, a rook occupies square
(i, i) if and only if i and i + 1 are in the same block of the corresponding set partition. The
number of such rooks is the number of cycles, so by the V = Jn case of Theorem 5.6, if y ≥ 0
and either x ≥ y or x ≤ 1− n,
n∑
k=0
(x)kz
k
∑
pi
k+1 blocks
y# of i such that i and i+1 are in the same block
has only real zeros. Here the inner sum is over all set partitions pi of {1, 2, . . . , n + 1} into
k + 1 blocks.
Another special case of Conjecture 2.6 we can prove, which does not follow immediately
from Theorems 5.4, or 5.6, is when A = Jn(X), where (Jn(X))i j := x j , 1 ≤ i, j ≤ n, for
some sequence of (possibly negative) real numbers xi . The proof starts by using Observa-
tion 5.1 and induction to obtain
rk(y; Jn(X)) = (y + n − k)kek(X).
Hence
T (x, y, z; Jn(X)) =
n∑
k=0
(x)ken−k(X)(y + n − k)n−kzk = (y)n
n∑
k=0
(x)k
(y)k
en−k(X)zk . (12)
If xi = 1 for all i , (12) has only real zeros for x and y satisfying the conditions of Conjec-
ture 2.6 by the B(V ) = Jn case of Theorem 5.6 (this also follows from known properties of
Jacobi polynomials [22, p. 254–255]). Now letting bk = en−k(X) and dk =
(n
k
)
(x)k/(y)k in
Theorem 3.1 (d) completes the proof.
6. COMPUTATIONAL EVIDENCE
Conjectures 2.3 and 2.6 have been verifie for over 50 000 matrices each, of various sizes
ranging from 3 × 3 to 10 × 10, using Maple. In addition Conjecture 2.6 has been proven for
n ≤ 2 by the same method used to prove Theorem 4.4. Conjecture 2.3 is open for n ≥ 6,
while Conjecture 2.6 is open for n ≥ 3. The n = 3 case of the MCP conjecture has recently
been proven by R. Mayer [19], but remains open for n ≥ 4.
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