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Abstract: The Feynman path integral for nonrelativistic quantum electrodynamics
is studied mathematically of a standard model in physics, where the electromag-
netic potential is assumed to be periodic with respect to a large box and quantized
thorough its Fourier coefficients. In physics, the Feynman path integral for non-
relativistic quantum electrodynamics is defined very formally. For example, as is
often seen, even independent variables are not so clear. First, the Feynman path
integral is defined rigorously under the constraints familiar in physics. Secondly, the
Feynman path integral is also defined rigorously without the constraints, which is
stated in Feynman and Hibbs’ book without any comments. So, our definition may
be completely new. Thirdly, the vacuum and the state of photons of momentums
and polarization states are expressed by means of concrete functions of variables
consisting of the Fourier coefficients of the electromagnetic potential. Our results
above have many applications as is seen in Feynman and Hibbs’ book, though the
∗Research partially supported by Grant-in-Aid for Scientific Research No.16540145 and
No.19540175, Ministry of Education, Culture, Sports, Science and Technology, Japanese
Government.
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applications are not rigorous so far. It is also proved rigorously by means of the
distribution theory that the Coulomb potentials between charged particles natu-
rally appear in the Feynman path integral above. As is well known, this shows that
photons give the Coulomb forth.
1 Introduction
A number of mathematical results on the Feynman path integral for quan-
tum mechanics have been obtained. On the other hand, the author doesn’t
know any mathematical results on the Feynman path integral for quantum
electrodynamics (cf. [17]), written as QED from now on.
A functional integral representation for a nonrelativistic QED model in
[20] with imaginary time was obtained by Hiroshima [11] on the Fock spaces
in terms of the probabilistic method. It has been well known that the only
translation invariant measure on a separable infinite dimensional Banach space
is the identically zero measure (cf. Theorem 4 in §5 of Chapter 4 in [9]).
The measure defining the Feynman path integral is expected to be translation
invariant (cf. (7-29) in [8]). So, there exist no measures defining the Feynman
path integral.
In the present paper the Feynman path integral for nonrelativistic QED
is studied rigorously of a standard model in physics (cf. [4, 5, 7, 8, 20, 22]),
where the electromagnetic potential is assumed to be periodic with respect to
a large box in R3 and quantized thorough its Fourier coefficients. In physics,
the Feynman path integral for nonrelativistic QED is defined very formally.
For example, as is often seen (cf. [8]), even independent variables are not so
clear. Our aim in the present paper is to give the mathematical definition
of the Feynman path integral for nonrelativistic QED of a standard model in
physics. We note that in the present paper, regrettably, the Fourier coefficients
with large wave numbers need to be arbitrarily cut off and we don’t take the
limit of a box to R3. We also note that our nonrelativistic QED model is
completely different from nonrelativistic QED models on the Fock spaces (cf.
[10, 11, 24]).
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First, the mathematical definition of the Feynman path integral for nonrel-
ativistic QED is given under the constraints. These constraints are well known
(cf. (9-17) in [8], (A-7) in [22], (13.10) in [24] and (7.38) in [25]).
Secondly, without the constraints we give the mathematical definition of
the Feynman path integral for nonrelativistic QED, which has been given by
(9-98) in [8] without any comments. Our method of giving the Feynman path
integral for nonrelativistic QED without the constraints is like one used in
[15] for giving the phase space Feynman path integral. The author emphasize
that any definitions of (9-98) in [8] have not been given. So our result may
be completely new. We note that our Feynman path integral without the
constraints is proved to be equal with the Feynman path integral under the
constraints before taking the limit of the discretization parameter.
Thirdly, the vacuum and the states of photons of momentums and polariza-
tion states are expressed by means of concrete functions of variables consisting
of the Fourier coefficients of the electromagnetic potential. In [8] only the vac-
uum and the state of a photon with a momentum and a polarization state are
expressed by means of the concrete functions, which our functions are equal to.
Generally, in physics the vacuum and the states of photons with momentums
and polarization states are not considered concretely but considered abstractly
(cf. [22, 25]). To write down the state of photons concretely, we introduce cre-
ation operators and annihilation operators, which can be written concretely as
partial differential operators of the first order.
The results stated above have many applications as is seen in the chapter
9 of [8], though the applications are not rigorous so far.
Fourthly, we show by means of the distribution theory that the Coulomb
potentials between charged particles appear when the periods of the Fourier
series tend to infinity and the cut-off of the Fourier coefficients is gotten out.
This result, which shows that photons give the Coulomb forth, is well known
in physics (cf. [5, 8]). In the present paper we give the rigorous proof.
The proof of giving a mathematical definition of the Feynman path integral
for nonrelativistic QED under or without the constraints is obtained by means
of a somewhat delicate study on oscillatory integral operators, the abstract
Accoli-Arzela` theorem on the weighted Sobolev spaces and the uniqueness to
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the initial problem for the Schro¨dinger type equations as in [13, 14, 15, 16].
The proof of expressing the vacuum and the states of photons with momen-
tums and polarization states by means of concrete functions is as follows. We
take eik·x (k, x ∈ R3) as the Fourier functions. Then, annihilation operators
are defined for the real parts and the imaginary parts of the Fourier coeffi-
cients, respectively. Combining the annihilation operators for the real parts
and the imaginary parts, we can define the annihilation operators of photons.
The creation operators are defined as the adjoint operators of the annihilation
operators.
The proof of the appearance of the Coulomb potentials between charged
particles is given by proving the convergence theorem for the Riemann sum
of a unbounded function as the discretization parameter tends to zero, which
will be stated in Proposition 4.3 in the present paper.
Our plan in the present paper is as follows. §2 is devoted to preliminaries.
In §3 the main results on the Feynman path integral for nonrelativistic QED
are stated. In §4 the appearance of the Coulomb potentials between charged
particles is proved rigorously. In §5 the vacuum and the states of photons with
momentums and polarization state are given concretely. §6 - §9 are devoted
to proofs of the main results stated in §3.
2 Preliminaries
We consider n charged nonrelativistic particles x(j) ∈ R3 (j = 1, 2, . . . , n)
with mass mj > 0 and charge ej ∈ R. Let T > 0 be an arbitrary constant,
t ∈ [0, T ], x ∈ R3, φ(t, x) ∈ R a scalar potential and A(t, x) ∈ R3 a vector
potential. We set
−→x := (x(1), . . . , x(n)) ∈ R3n,
−˙→x := (x˙(1), . . . , x˙(n)) ∈ R3n.
Then the Lagrangian function for particles and the electromagnetic field with
the charge density
ρ(t, x) =
n∑
j=1
ejδ
(
x− x(j)(t)) (2.1)
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and the current density
j(t, x) =
n∑
j=1
ejx˙
(j)(t)δ
(
x− x(j)(t)) ∈ R3, x˙(j)(t) = dx(j)
dt
(t) (2.2)
is given by
L
(
t,−→x , −˙→x ,A, A˙, ∂A
∂x
, φ,
∂φ
∂x
)
=
n∑
j=1
mj
2
|x˙(j)|2 −
∫
ρ(t, x)φ(t, x)dx+
1
c
∫
j(t, x) ·A(t, x)dx
+
1
8π
∫
R3
(|E(t, x)|2 − |B(t, x)|2) dx+ C
=
n∑
j=1
(
mj
2
|x˙(j)|2 − ejφ(t, x(j)) + 1
c
ej x˙
(j) ·A(t, x(j))
)
+
1
8π
∫
R3
(|E(t, x)|2 − |B(t, x)|2) dx+ C (2.3)
(cf. [8], [24]), where
E = −1
c
∂A
∂t
− ∂φ
∂x
, B = ∇×A, (2.4)
∂φ/∂x = (∂φ/∂x1, ∂φ/∂x2, ∂φ/∂x3) and C is an indefinite constant. It seems
that an indefinite constant in (2.3) has not been used by anyone before (cf.
[8, 22, 24]).
As in [5, 7, 20, 22] we consider a sufficient large box
V =
[
−L1
2
,
L1
2
]
×
[
−L2
2
,
L2
2
]
×
[
−L3
2
,
L3
2
]
⊂ R3.
As variables we consider all periodic potentials φ(t, x) and A(t, x) in x ∈ R3
with periods L1, L2 and L3 satisfying
∇ · A(t, x) = 0 in [0, T ]× R3 (the Coulomb gauge) (2.5)
and also ∫
V
φ(t, x)dx = 0,
∫
V
A(t, x)dx = 0. (2.6)
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Let |V | = L1L2L3. We set
k :=
(
2π
L1
s1,
2π
L2
s2,
2π
L3
s3
)
(s1, s2, s3 = 0,±1,±2, . . . ) (2.7)
and take −→ej (k) ∈ R3 (j = 1, 2) such that (−→e1 (k),−→e2 (k), k/|k|) for all k 6= 0
forms a set of mutually orthogonal unit vectors and
−→ej (−k) = −−→ej (k) (j = 1, 2). (2.8)
We note that we can easily determine measurable functions −→ej (k) ∈ R3 (k ∈
R3, j = 1, 2) by the Gram and Schmidt method such that (−→e1 (k),−→e2 (k), k/|k|)
for all k 6= 0 forms a set of mutually orthogonal unit vectors and satisfies (2.8)
(cf. p. 448 in [1]). Noting (2.5) and (2.6), we can expand φ(t, x) and A(t, x)
formally into the Fourier series
A(x, {alk(t)}) =
√
4π
|V | c
∑
k 6=0
{
a1k(t)e
ik·x−→e1 (k) + a2k(t)eik·x−→e2 (k)
}
, (2.9)
φ(x, {φk(t)}) = 1|V |
∑
k 6=0
φk(t)e
ik·x. (2.10)
Remark 2.1. In physics (cf. [8, 22]) the condition (2.6) is not assumed
clearly.
We write
alk =:
a
(1)
lk − ia(2)lk√
2
(l = 1, 2), (2.11)
φk =: φ
(1)
k − iφ(2)k , (2.12)
where a
(i)
lk ∈ R and φ(i)k ∈ R, and also the complex conjugate of alk as a∗lk.
Since A and φ are real valued, the relations
a
(1)
l−k = −a(1)lk , a(2)l−k = a(2)lk , φ(1)−k = φ(1)k , φ(2)−k = −φ(2)k (2.13)
hold from (2.8). So, from (2.9) and (2.10) we have
A(x, {alk}) =
√
4π
|V | c
∑
k 6=0
2∑
l=1
1√
2
(
a
(1)
lk cos k · x+ a(2)lk sin k · x
)−→el (k), (2.14)
φ(x, {φk}) = 1|V |
∑
k 6=0
(
φ
(1)
k cos k · x+ φ(2)k sin k · x
)
. (2.15)
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We also write
ρ
(1)
k (
−→x ) :=
n∑
j=1
ej cos k · x(j), (2.16)
ρ
(2)
k (
−→x ) :=
n∑
j=1
ej sin k · x(j). (2.17)
Determining an indefinite constant C in the Lagrangian function (2.3) for-
mally by
2π
|V |
n∑
j=1
e2j
∑
k 6=0
1
|k|2 +
1
2
∑
k 6=0
h¯c|k|
2
, (2.18)
we can write L from (2.3) by means of (2.4), (2.9), (2.10) and (2.15) as
L(−→x , −˙→x , {alk}, {a˙lk}, {φk}) =
n∑
j=1
mj
2
|x˙(j)|2
+
1
8π|V |
∑
k 6=0
{
2∑
i=1
(
|k|2
(
φ
(i)
k
)2
− 8πρ(i)k (−→x ) φ(i)k
)
+ 16π2
∑n
j=1 e
2
j
|k|2
}
+
1
c
n∑
j=1
ej x˙
(j) · A(x(j), {alk})
+
1
2
∑
k 6=0,i,l


(
a˙
(i)
lk
)2
2|V | −
(c|k|)2
(
a
(i)
lk
)2
2|V | +
h¯c|k|
2

 . (2.19)
Remark 2.2. If we don’t assume (2.6), we must add (−1/|V |)(∑nj=1 ej)φ(1)0
and
∑
i,l=1,2
(
a˙
(i)
l0
)2
/(4|V |) to (2.19).
The reason why we determined an indefinite constant in (2.3) by (2.18) will
be explained in Remark 5.1. Taking account of the constraints
|k|2φ(i)k = 4πρ(i)k (−→x ) (i = 1, 2, k 6= 0), (2.20)
roughly ∇ ·E = 4πρ from (2.1) and (2.4) as in (9-17) in [8] and (7.38) in [25],
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then from (2.16) and (2.17) we have
2∑
i=1
(
|k|2
(
φ
(i)
k
)2
− 8πρ(i)k (−→x ) φ(i)k
)
+ 16π2
∑n
j=1 e
2
j
|k|2
= −16π
2
|k|2
{(
ρ
(1)
k
)2
+
(
ρ
(2)
k
)2
−
n∑
j=1
e2j
}
= −16π
2
|k|2
n∑
j,l=1,j 6=l
ejele
ik·x(j)e−ik·x
(l)
= −16π
2
|k|2
n∑
j,l=1,j 6=l
ejel cos k · (x(j) − x(l)). (2.21)
So we get
Lc(−→x , −˙→x , {alk}, {a˙lk}) =
n∑
j=1
mj
2
|x˙(j)|2
− 2π|V |
∑
k 6=0
n∑
j,l=1,j 6=l
ejel cos k · (x(j) − x(l))
|k|2
+
1
c
n∑
j=1
ej x˙
(j) ·A(x(j), {alk})
+
1
2
∑
k 6=0,i,l


(
a˙
(i)
lk
)2
2|V | −
(c|k|)2
(
a
(i)
lk
)2
2|V | +
h¯c|k|
2

 . (2.22)
For a multi-index α = (α1, . . . , αm) and z = (z1, . . . , zm) ∈ Rm we write
|α| = ∑mj=1 αj , zα = zα11 · · · zαmm , ∂αz = (∂/∂z1)α1 · · · (∂/∂zm)αm and < z >=√
1 + |z|2. Let L2 = L2(Rm) be the space of all square integrable functions in
Rm with inner product (·, ·) and norm ‖·‖. We introduce the weighted Sobolev
spaces Ba(Rm) := {f ∈ L2; ‖f‖Ba := ‖f‖ +
∑
|α|=a(‖zαf‖ + ‖(h¯∂z)αf‖) <
∞} (a = 1, 2, . . . ). Let B−a(Rm) denote its dual space. We set B0 := L2. Let
S = S(Rm) be the Schwartz space of all rapidly decreasing functions in Rm.
Let χ ∈ C∞(Rm′) with compact support such that χ(0) = 1. For a function
g(z, z′) in Rm × Rm′ we define the oscillatory integral Os −
∫
g(·, z′)dz′ by
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limǫ→0
∫
χ(ǫz′)g(·, z′)dz′ independently of the choice of χ pointwise, in the
topology of Ba(Rm) or in the topology in S(Rm) (cf. [18]).
3 Main results
We arbitrarily cut off the terms of large wave numbers k in (2.22). That is,
let Mj (j = 1, 2, 3) be arbitrary positive integers such that M2 ≤ M3. We
consider
Λj :=
{
k =
(
2π
L1
s1,
2π
L2
s2,
2π
L3
s3
)
; s21 + s
2
2 + s
2
3 6= 0,
|s1|, |s2|, |s3| ≤Mj
}
. (3.1)
Then we take Λ′j (j = 1, 2, 3) such that
Λj =: Λ
′
j ∪ −Λ′j, Λ′j ∩ −Λ′j = empty set, Λ′2 ⊆ Λ′3 (3.2)
and fix Λ′j hereafter. Let Nj denote the number of elements of the set Λ
′
j. It
follows from (2.13) that aΛ′j := {a
(i)
lk }k∈Λ′j ,i,l ∈ R4Nj are independent variables
(cf. p.154 in [24]).
We consider
L˜c(−→x , −˙→x , {alk}, {a˙lk}) :=
n∑
j=1
mj
2
|x˙(j)|2
− 2π|V |
∑
k∈Λ1
n∑
j,l=1,j 6=l
ejel cos k · (x(j) − x(l))
|k|2
+
1
c
n∑
j=1
ej x˙
(j) · A˜(x(j), aΛ′2)
+
1
2
∑
k∈Λ3,i,l


(
a˙
(i)
lk
)2
2|V | −
(c|k|)2
(
a
(i)
lk
)2
2|V | +
h¯c|k|
2

 (3.3)
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in place of Lc given by (2.22), where A given by (2.14) is replaced with
A˜(x, aΛ′2) =
√
4π
|V | cg(x)
∑
k∈Λ2
2∑
l=1
1√
2
(
ψ(a
(1)
lk ) cos k · x
+ ψ(a
(2)
lk ) sin k · x
)−→el (k). (3.4)
We assume ψ(−θ) = −ψ(θ) (θ ∈ R).
For the sake of simplicity we write Λ′ := Λ′3 and N := N3. We consider a
subdivision
∆ : 0 = τ0 < τ1 < . . . < τν = T, |∆| := max
1≤l≤ν
(τl − τl−1)
of [0, T ]. Let −→x ∈ R3n and aΛ′ ∈ R4N be fixed. We take arbitrarily
−→x (0), . . . ,−→x (ν−1) ∈ R3n
and
a
(0)
Λ′ , . . . , a
(ν−1)
Λ′ ∈ R4N .
Then, we write the broken line path on [0, T ] connecting −→x (l) at θ = τl (l =
0, 1, . . . , ν, −→x (ν) = −→x ) in order as −→q ∆(θ) ∈ R3n. Of course, d−→q ∆(θ)/dθ =:
−˙→q ∆(θ) in the distribution sense is in L2([0, T ]). In the same way we define the
broken line path aΛ′∆(θ) ∈ R4N on [0, T ] for a(0)Λ′ , . . . , a(ν−1)Λ′ and aΛ′. We define
aΛ∆(θ) ∈ R8N by means of (2.13). We write the classical action
Sc(T, 0;
−→q ∆, aΛ∆) =
∫ T
0
L˜c
(−→q ∆(θ), −˙→q ∆(θ),
aΛ∆(θ), a˙Λ∆(θ)
)
dθ. (3.5)
Let ρ∗ > 0 be the constant, which will be defined for Λ′1,Λ
′
2 and Λ
′
3 in
Proposition 7.2 of the present paper. See also Remark 7.1. Then we have
Theorem 3.1. We assume for g(x) and ψ(θ) in (3.4) that for any l =
1, 2, . . . and any multi-index α there exist constants δl > 0 and δα > 0 satisfying
|∂lθψ(θ)| ≤ Cl < θ >−(1+δl), θ ∈ R (3.6)
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and
|∂αx g(x)| ≤ Cα < x >−(1+δα), x ∈ R3. (3.7)
Let |∆| ≤ ρ∗ and f(−→x , aΛ′) ∈ Ba(R3n+4N ) (a = 0, 1, 2, . . . ). Then, there exists
the function

ν∏
l=1

 n∏
j=1
√
mj
2πih¯(τl − τl−1)
3


√
1
2πi|V |h¯(τl − τl−1)
4N


×Os−
∫
· · ·
∫ (
exp ih¯−1Sc(T, 0;
−→q ∆, aΛ∆)
)
f
(−→q ∆(0),
aΛ′∆(0)
)
d−→x (0) · · ·d−→x (ν−1)da(0)Λ′ · · · da(ν−1)Λ′ (3.8)
in Ba(R3n+4N ), which we write as (C∆(T, 0)f) (
−→x , aΛ′) or
∫∫ (
exp ih¯−1Sc(T, 0;
−→q ∆, aΛ∆)
)
f (−→q ∆(0), aΛ′∆(0))D−→q ∆DaΛ′∆. In addition, as |∆| tends to 0, the
function (C∆(T, 0)f) (−→x , aΛ′) converges to the so-called Feynman path integral∫∫ (
exp ih¯−1Sc(T, 0;
−→q , aΛ
)
f(−→q (0), aΛ′(0))D−→q DaΛ′ in Ba(R3n+4N ). We also
see that this limit, which is Ba-valued continuous and Ba−2-valued continuously
differentiable in T ∈ (0,∞), satisfies the Schro¨dinger type equation
ih¯
∂
∂t
u(t) = H(t)u(t) (3.9)
with u(0) = f , where
H(t) =
n∑
j=1
1
2mj
∣∣∣∣h¯i ∂∂x(j) − ejc A˜(x(j), aΛ′2)
∣∣∣∣
2
+
2π
|V |
∑
k∈Λ1
n∑
j,l=1,j 6=l
ejel cos k · (x(j) − x(l))
|k|2
+
∑
k∈Λ′,i,l

 |V |2
(
h¯
i
∂
∂a
(i)
lk
)2
+
(c|k|)2
2|V |
(
a
(i)
lk
)2
− h¯c|k|
2

 . (3.10)
Remark 3.1. We determine an indefinite constant C in (2.3) by
2π
|V |
n∑
j=1
e2j
∑
k∈Λ1
1
|k|2 +
1
2
∑
k∈Λ3
h¯c|k|
2
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and cut off the terms of large wave numbers k of (2.19) by introducing Λj (j =
1, 2, 3). Then we get (3.3) again, taking the account of the constraints (2.20).
Remark 3.2. Let 0 ≤ t0 ≤ t ≤ T . For f ∈ Ba(R3n+4N) (a = 0, 1, 2, . . . )
we define C∆(t, t0)f as in (3.8). See (9.3) in the present paper for the precise
definition. As will be seen in the proof of Theorem 3.1, under the assumptions
of Theorem 3.1 there exist (C∆(t, t0)f) (−→x , aΛ′) in Ba and lim|∆|→0 C∆(t, t0)f in
Ba uniformly in 0 ≤ t0 ≤ t ≤ T , which satisfies the Scho¨dinger type equation
(3.9) with u(t0) = f .
In place of L expressed by (2.19) we consider
L˜(−→x , −˙→x , {alk}, {a˙lk}, {φk}) :=
n∑
j=1
mj
2
|x˙(j)|2
+
1
8π|V |
∑
k∈Λ1
{
2∑
i=1
(
|k|2
(
φ
(i)
k
)2
− 8πρ(i)k (−→x ) φ(i)k
)
+ 16π2
∑n
j=1 e
2
j
|k|2
}
+
1
c
n∑
j=1
ej x˙
(j) · A˜(x(j), aΛ′2)
+
1
2
∑
k∈Λ3,i,l


(
a˙
(i)
lk
)2
2|V | −
(c|k|)2
(
a
(i)
lk
)2
2|V | +
h¯c|k|
2

 (3.11)
by means of (3.4) as in L˜c.
Let −→q ∆(θ) ∈ R3n, aΛ′∆(θ) ∈ R4N and aΛ∆(θ) ∈ R8N be the broken
line paths defined before. Let
−→
ξ k :=
{
ξ
(i)
k
}
i=1,2
∈ R2 for k ∈ Λ′1. Take
−→
ξ
(0)
k ,
−→
ξ
(1)
k , . . . and
−→
ξ
(ν−1)
k in R
2 arbitrarily. Set ρk(
−→x ) := (ρ(1)k (−→x ), ρ(2)k (−→x ))
by means of (2.16) and (2.17). Then, we define the path
φk∆(θ) :=
−→
ξ
(l)
k +
4πρk(
−→q ∆(θ))
|k|2 ∈ R
2, τl−1 < θ ≤ τl (3.12)
(l = 1, 2, . . . , ν), where φk∆(0) := limθ→0+0 φk∆(θ). We set φΛ′1∆(θ) := {φk∆(θ)}k∈Λ′1
∈ R2N1 . We define φΛ1∆(θ) ∈ R4N1 by means of (2.13). Let S(T, 0;−→q ∆, aΛ∆, φΛ1∆)
be the classical action for L˜(−→x , −˙→x , {alk}, {a˙lk}, {φk}) given by (3.11).
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Theorem 3.2. Let |∆| ≤ ρ∗ and f(−→x , aΛ′) ∈ Ba(R3n+4N ) (a = 0, 1, 2, . . . ).
Then, under the assumption of Theorem 3.1 there exists the function
[
ν∏
l=1
{
 n∏
j=1
√
mj
2πih¯(τl − τl−1)
3
√
1
2πih¯|V |(τl − τl−1)
4N
×
∏
k∈Λ′1
|k|2(τl − τl−1)
4iπ2h¯|V |
}]
Os−
∫
· · ·
∫ (
exp ih¯−1S(T, 0;
−→q ∆, aΛ∆, φΛ1∆)
)
f (−→q ∆(0), aΛ′∆(0)) d−→x (0) · · · d−→x (ν−1)
· da(0)Λ′ · · · da(ν−1)Λ′
∏
k∈Λ′1
d
−→
ξ
(0)
k d
−→
ξ
(1)
k · · ·d
−→
ξ
(ν−1)
k (3.13)
in Ba(R3n+4N ), which is equal to∫∫ (
exp ih¯−1Sc(T, 0;
−→q ∆, aΛ∆)
)
× f (−→q ∆(0), aΛ′∆(0))D−→q ∆DaΛ′∆
defined by (3.8) in Theorem 3.1. So it follows from Theorem 3.1 that as |∆| →
0, then (3.13) converges to the Feynman path integral (G(T, 0)f) (−→x , aΛ′) or∫∫∫ (
exp ih¯−1S(T, 0;−→q , aΛ, φΛ1)
)
f (−→q (0), aΛ′(0))D−→q DaΛ′DφΛ′1 (3.14)
in Ba(R3n+4N ), which satisfies the Schro¨dinger type equation (3.9) with u(0) =
f . This expression (3.14) is given in §9-8 in Feynman-Hibbs [8] without any
comments on its definition.
Remark 3.3. As was noted in the introduction, the constraints (2.20) are
not needed in Theorem 3.2 above. The path φk∆(θ) defined by (3.12) is de-
termined so that ∂L˜(−→q ∆(θ), −˙→q ∆(θ), aΛ∆(θ), a˙Λ∆(θ), φΛ1∆(θ))/∂φ(i)k (i = 1, 2)
is piecewise constant.
Remark 3.4. We take f ∈ S(R3n+4N ) and set M0 = [(3n + 4N)/2] + 1,
where [·] denotes Gauss’ symbol. Let ζ = (x,X), and α and β multi-indices.
Then, the Sobolev inequality shows
sup
ζ∈R3n+4N
∣∣∣ζα∂βζ f(ζ)∣∣∣ ≤ ∥∥∥ζα∂βζ f∥∥∥+ ∑
|κ|=M0
∥∥∥∂κζ (ζα∂βζ f)∥∥∥ .
13
It follows from Lemma 2.4 with a = b = 1 in [12] or as in the proof of (7.14)
in the present paper that the rhs of the above is bounded by Cα,β‖f‖B|α+β|+M0
with a constant Cα,β. Hence, for |∆| ≤ ρ∗ there exist (3.8), (3.13), the limit
of (3.8) as |∆| → 0 and the limit of (3.13) as |∆| → 0 in the topology of S, so
pointwise.
Remark 3.5. Let 0 ≤ t0 ≤ t ≤ T . For f ∈ Ba(R3n+4N ) (a = 0, 1, 2, . . . ) we
can define G∆(t, t0)f as in (3.13) in the same way that C∆(t, t0)f is defined in
Remark 3.2. See also (9.20) in the present paper. As will be seen in the proof
of Theorem 3.2, under the assumptions of Theorem 3.1 there exists G∆(t, t0)f
in Ba and G∆(t, t0)f is equal to C∆(t, t0)f .
We consider an external electromagnetic field Eex(t, x) = (Eex1, Eex2, Eex3) ∈
R3 and Bex(t, x) = (Bex1, Bex2, Bex3) ∈ R3 such that ∂αxEexj(t, x), ∂αxBexj(t, x)
and ∂tBexj(t, x) (j = 1, 2, 3) are continuous in [0, T ] × Rn for all α. Let
φex(t, x) ∈ R and Aex(t, x) ∈ R3 be the electromagnetic potentials to Eex
and Bex. Then we get Theorem 3.3 below. Though Theorem 3.3 gives the
generalization of Theorems 3.1 and 3.2, the results are stated separately from
Theorems 3.1 and 3.2 to avoid confusion.
We replace A˜(x(j), aΛ′2) in (3.3), (3.10) and (3.11) with A˜(x
(j), aΛ′2)+Aex(t, x
(j)).
Moreover we add−∑nj=1 ejφex(t, x(j)) to (3.3) and (3.11), and∑nj=1 ejφex(t, x(j))
to (3.10), respectively. Then we have
Theorem 3.3. Besides the assumptions of Theorem 3.1 we suppose as in
Ichinose [14, 15, 16] that for any α 6= 0 there exist constants Cα and δα > 0
satisfying
|∂αxEex j(t, x)| ≤ Cα, |∂αxBex j(t, x)| ≤ Cα < x >−(1+δα) (3.15)
and
|∂αxAex j(t, x)| ≤ Cα, |∂αxφex(t, x)| ≤ Cα < x > (3.16)
for j = 1, 2 and 3 in [0, T ]× Rn. Then, the same assertions as in Theorems
3.1 and 3.2 hold.
Remark 3.6. It follows from Lemma 6.1 in [14] that under the assumptions
(3.15) there exist Aex and φex satisfying (3.16).
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4 The appearance of the Coulomb potentials
We will show rigorously that the Coulomb potentials appear as the limit of
the second term on the rhs of (3.3) and the limit of the second term on the
rhs of (3.10). This result is well known in physics (cf. [5, 8]). We will give the
rigorous proof. Our proof is somewhat delicate.
Theorem 4.1. Let Lj (j = 1, 2, 3) tend to ∞ under the condition
lim
L1,L2,L3→∞
Li
LjLk
= 0, (i, j, k) = (1, 2, 3), (2, 3, 1), (3, 1, 2). (4.1)
Then we have
lim
L1,L2,L3→∞
lim
M1→∞
2π
|V |
∑
k∈Λ1
n∑
j,l=1,j 6=l
ejel cos k · (x(j) − x(l))
|k|2
= lim
M1→∞
lim
L1,L2,L3→∞
2π
|V |
∑
k∈Λ1
n∑
j,l=1,j 6=l
ejel cos k · (x(j) − x(l))
|k|2
=
1
2
n∑
j,l=1,j 6=l
ejel∣∣x(j) − x(l)∣∣ in S ′(R3n). (4.2)
Let χ0(k) be the function in R
3 defined by
χ0(k) :=

 1, |k| ≤ 1,0, |k| > 1. (4.3)
We first prove
Lemma 4.2. Let ǫ > 0. Then we have
lim
ǫ→0
1
(2π)2
n∑
j,l=1,j 6=l
ejel
∫
cos k · (x(j) − x(l))
|k|2 χ0(ǫk)dk
=
1
2
n∑
j,l=1,j 6=l
ejel∣∣x(j) − x(l)∣∣ in S ′(R3n). (4.4)
Proof. Let x and k be in R3. Then, it is well known that
1
(2π)2
∫
eik·x
|k|2 dk =
1
2|x| in S
′(R3) (4.5)
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(cf. §5.9 in [19]).
For the sake of simplicity we consider the case of n = 2. Let x = x(1) and
y = x(2). We will prove
lim
ǫ→0
1
(2π)2
∫
eik·(x−y)
|k|2 χ0(ǫk)dk =
1
2|x− y| in S
′(R6). (4.6)
We write the operation as < T, f > for T ∈ S ′ and f ∈ S. Let ϕ(x, y) ∈ S(R6).
Then from (4.6) we have
lim
ǫ→0
〈
1
(2π)2
∫
eik·(x−y)
|k|2 χ0(ǫk)dk, ϕ(x, y)
〉
= lim
ǫ→0
{〈
1
(2π)2
∫
cos k · (x− y)
|k|2 χ0(ǫk)dk, ϕ(x, y)
〉
+ i
〈
1
(2π)2
∫
sin k · (x− y)
|k|2 χ0(ǫk)dk, ϕ(x, y)
〉}
= lim
ǫ→0
〈
1
(2π)2
∫
cos k · (x− y)
|k|2 χ0(ǫk)dk, ϕ(x, y)
〉
=
〈
1
2|x− y| , ϕ(x, y)
〉
.
Consequently we obtain (4.4).
The equation (4.6) is equivalent to
lim
ǫ→0
〈
1
2π2
∫
eik·(x−y)
|k|2 χ0(ǫk)dk, ϕ(x, y)
〉
=
∫∫
1
|x− y|ϕ(x, y)dxdy (4.7)
for all ϕ(x, y) ∈ S(R6). We set x′ = (x − y)/√2 and y′ = (x + y)/√2. Let
ψ1(x
′) and ψ2(y′) be in S(R3). We take ϕ(x, y) = ϕ˜(x′, y′) := ψ1(x′)ψ2(y′) in
the lhs of (4.7). Then the lhs of (4.7) is equal to
lim
ǫ→0
1
2π2
∫∫∫
eik·(x−y)
|k|2 χ0(ǫk)ψ1(x
′)ψ2(y
′)dkdx′dy′
= lim
ǫ→0
1
2π2
∫
ψ1(x
′)dx′
∫
eik·
√
2x′
|k|2 χ0(ǫk)dk
∫
ψ2(y
′)dy′,
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which is also equal to∫
1√
2|x′|ψ1(x
′)dx′
∫
ψ2(y
′)dy′ =
∫∫
ϕ˜(x′, y′)√
2|x′| dx
′dy′ =
∫∫
ϕ(x, y)
|x− y|dxdy
from (4.5). So, (4.7) holds for ϕ(x, y) = ψ1(x
′)ψ2(y′). Since the set of all linear
combinations of ψ1(x
′)ψ2(y′) for all ψ1 and ψ2 in S(R3) is dense in S(R6x′,y′),
so (4.7) holds for all ϕ(x, y) ∈ S(R6). Hence we get (4.6).
Proposition 4.3. Let c ≥ 0 be a constant. Let Φ(k) be continuous in
R3\({0} ∪ {|k| = c}). We suppose |Φ(k)| ≤ φ(|k|) (k ∈ R3), where φ(r) is
non-increasing in (0,∞), and r2φ(r) is in L1([0,∞)) and bounded in (0,∞).
Then, ((2π)3/|V |)∑k 6=0Φ(k) is convergent absolutely, where the sum of k is
taken over (2πs1/L1, 2πs2/L2, 2πs3/L3) (s1, s2, s3 = 0,±1,±2, . . . ). We also
get
lim
L1,L2,L3→∞
(2π)3
|V |
∑
k 6=0
Φ(k) =
∫
Φ(k)dk (4.8)
under the condition (4.1).
Proof. We write L = (L1, L2, L3). Let’s define the step function ΦL(k) by
ΦL(k) = Φ
(
2πs1
L1
,
2πs2
L2
,
2πs3
L3
)
, k ∈
(2π(s1 − 1)
L1
,
2πs1
L1
]
×
(2π(s2 − 1)
L2
,
2πs2
L2
]
×
(2π(s3 − 1)
L3
,
2πs3
L3
]
,
ΦL(k) = Φ
(
2πs1
L1
,−2πs2
L2
,
2πs3
L3
)
, k ∈
(2π(s1 − 1)
L1
,
2πs1
L1
]
×
[
−2πs2
L2
,−2π(s2 − 1)
L2
)
×
(2π(s3 − 1)
L3
,
2πs3
L3
]
for s1, s2, s3 = 1, 2, . . . . Then, for k ∈
(
2π(s1 − 1)/L1, 2πs1/L1
] × (2π(s2 −
1)/L2, 2πs2/L2
]× (2π(s3 − 1)/L3, 2πs3/L3] we have
|ΦL(k)| =
∣∣∣∣Φ
(
2πs1
L1
,
2πs2
L2
,
2πs3
L3
)∣∣∣∣
≤ φ
(∣∣∣∣
(
2πs1
L1
,
2πs2
L2
,
2πs3
L3
)∣∣∣∣
)
≤ φ(|k|)
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since φ(r) is non-increasing. In the same way, for k ∈ (2π(s1−1)/L1, 2πs1/L1]×[−2πs2/L2,−2π(s2 − 1)/L2)× (2π(s3 − 1)/L3, 2πs3/L3] we get
|ΦL(k)| ≤ φ(|k|). (4.9)
In the same way as in the above we can define the step function ΦL(k) for all
k ∈ R3\{0} such that (4.9) and (4.10) below hold. It holds that
(2π)3
|V |
∑
k 6=0
Φ(k) =
∫
R3
ΦL(k)dk +
(2π)3
|V |
∑
k 6=0,s1s2s3=0
Φ(k). (4.10)
For a short while we suppose L1 ≤ L2 ≤ L3. Since φ(r) is non-increasing,
it holds that for s1 ≥ 2 we have
φ
(∣∣∣∣
(
2πs1
L1
, 0, 0
)∣∣∣∣
)
≤ φ
(∣∣∣∣
(
2π(s1 − 1)
L1
,
2π
L2
,
2π
L3
)∣∣∣∣
)
≤ φ(|k|),
k ∈
(2π(s1 − 2)
L1
,
2π(s1 − 1)
L1
]
×
(
0,
2π
L2
]
×
(
0,
2π
L3
]
and also for s1 ≥ 2 and s2 ≥ 1
φ
(∣∣∣∣
(
2πs1
L1
,
2πs2
L2
, 0
)∣∣∣∣
)
≤ φ
(∣∣∣∣
(
2π(s1 − 1)
L1
,
2πs2
L2
,
2π
L3
)∣∣∣∣
)
≤ φ(|k|),
k ∈
(2π(s1 − 2)
L1
,
2π(s1 − 1)
L1
]
×
(2π(s2 − 1)
L2
,
2πs2
L2
]
×
(
0,
2π
L3
]
.
For s2 ≥ 2 we also have
φ
(∣∣∣∣
(
2π
L1
,
2πs2
L2
, 0
)∣∣∣∣
)
≤ φ
(∣∣∣∣
(
2π
L1
,
2π(s2 − 1)
L2
,
2π
L3
)∣∣∣∣
)
≤ φ(|k|),
k ∈
(
0,
2π
L1
]
×
(2π(s2 − 2)
L2
,
2π(s2 − 1)
L2
]
×
(
0,
2π
L3
]
.
Consequently we get
(2π)3
|V |
∑
k 6=0,s3=0
|Φ(k)| ≤ (2π)
3
|V |
∑
k 6=0,s3=0
φ(|k|) ≤ (2π)
3
|V |
∑
k 6=0,s3=0,s1,s2=0,±1
φ(|k|)
+
(2π)3
|V |
∑
k 6=0,s3=s1=0
φ(|k|) + 3
∫
0≤k3≤(2π)/L3
φ(|k|)dk. (4.11)
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We take a constant m ≥ 1 such that L3 ≥ mL1 ≥ L2. We add the refinement{(
(2π)/(mL1), (2πs2)/L2, (2πs3)/L3
)
; s2, s3 = 0,±1,±2, . . .
}
to
{(
(2πs1)/L1,
(2πs2)/L2, (2πs3)/L3
)
; s1, s2, s3 = 0,±1,±2, . . .
}
. Then, for s2 ≥ 2 noting
φ
(∣∣∣∣
(
0,
2πs2
L2
, 0
)∣∣∣∣
)
≤ φ
(∣∣∣∣
(
2π
mL1
,
2π(s2 − 1)
L2
,
2π
L3
)∣∣∣∣
)
,
as in the proof of (4.11) we have
(2π)3
m|V |
∑
k 6=0,s3=s1=0
φ(|k|) ≤
∫
0≤k1≤(2π)/(mL1),0≤k3≤(2π)/L3
φ(|k|)dk
≤ 1
m
∫
0≤k3≤(2π)/L3
φ(|k|)dk.
Consequently from (4.11) we get
(2π)3
|V |
∑
k 6=0,s3=0
|Φ(k)| ≤ (2π)
3
|V |
∑
k 6=0,s3=0,s1,s2=0,±1
φ(|k|)
+ 4
∫
0≤k3≤(2π)/L3
φ(|k|)dk. (4.12)
Consider the case of L1 ≤ L2 generally. We add the refinement
{(
(2πs1)/L1,
(2πs2)/L2, (2π)/(mL3)
)
; s1, s2 = 0,±1,±2, . . .
}
to
{(
(2πs1)/L1, (2πs2)/L2,
(2πs3)/L3
)
; s1, s2, s3 = 0,±1,±2, . . .
}
, where m ≥ 1 is a constant such that
L2 ≤ mL3. Then, as in the proof of (4.12) we can also prove (4.12) for this
case. Hence, for general L1, L2 and L3 we obtain
(2π)3
|V |
∑
k 6=0,sj=0
|Φ(k)| ≤ (2π)
3
|V |
∑
k 6=0,s1,s2,s3=0,±1
φ(|k|)
+ 4
∫
0≤kj≤(2π)/Lj
φ(|k|)dk (j = 1, 2, 3). (4.13)
From (4.9), (4.10) and (4.13) we can prove that
∑
k 6=0 |Φ(k)| is convergent.
It follows from the assumptions that
φ(|k|) ≤ Const. 1|k|2 , k 6= 0.
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So we see that
(
(2π)3/|V |)∑k 6=0,s1,s2,s3=0,±1 φ(|k|) tends to zero as L1, L2 and
L3 tend to the infinity under the condition (4.1). We note that we first used
the condition (4.1) here. Consequently, from (4.13) and the assumptions we
have
lim
L1,L2,L3→∞
(2π)3
|V |
∑
k 6=0,sj=0
Φ(k) = 0, j = 1, 2, 3
under (4.1). Hence, noting (4.9), from (4.10) we obtain (4.8) by means of the
Lebesgue dominated convergence theorem.
Remark 4.1. The condition (4.1) is necessary for Φ(k) in Proposition 4.3 to
satisfy (4.8) in general. In fact, for example, suppose limL1,L2,L3→∞L1/(L2L3) >
0. Let 0 ≤ χ1(k) ∈ C∞(R3) with compact support such that χ1(k) = 1 (|k| ≤
1). We consider Φ(k) = |k|−2χ1(k) (≥ 0). Then, from (4.9) and (4.10) we have
limL1,L2,L3→∞
(2π)3
|V |
∑
k 6=0
Φ(k) ≥
∫
Φ(k)dk + limL1,L2,L3→∞
(2π)3
|V | Φ
(
2π
L1
, 0, 0
)
>
∫
Φ(k)dk.
So, (4.8) doesn’t hold.
Now we will prove Theorem 4.1. For the sake of simplicity let n = 2. Let
χ0(k) be the function defined by (4.3). We write x = x
(1) and y = x(2). We
take ϕ(x, y) ∈ S(R6). Then, we have〈
(2π)3
|V |
∑
k 6=0
cos k · (x− y)
|k|2 χ0(ǫk), ϕ(x, y)
〉
=
(2π)3
|V |
∑
k 6=0
∫∫
cos k · (x− y)
|k|2 χ0(ǫk)ϕ(x, y)dxdy
=
(2π)3
|V |
∑
k 6=0
∫∫
cos k · (x− y)
|k|2 < k >2 χ0(ǫk) < Dx >
2 ϕ(x, y)dxdy, (4.14)
where < Dx >
2=
(
1−∑nj=1 ∂2xj). Let Φ(k) = |k|−2 < k >−2
∫∫
cos k ·(x−y)
× < Dx >2 ϕ(x, y)dxdy and
φ(|k|) := 1|k|2 < k >2
∫∫ ∣∣< Dx >2 ϕ(x, y)∣∣ dxdy.
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Then from (4.14) Proposition 4.3 shows
lim
L1,L2,L3→∞
lim
ǫ→0
〈
(2π)3
|V |
∑
k 6=0
cos k · (x− y)
|k|2 χ0(ǫk), ϕ(x, y)
〉
= lim
L1,L2,L3→∞
(2π)3
|V |
∑
k 6=0
∫∫
cos k · (x− y)
|k|2 < k >2 < Dx >
2 ϕ(x, y)dxdy
=
∫
1
|k|2 < k >2dk
∫∫ (
cos k · (x− y)) < Dx >2 ϕ(x, y)dxdy. (4.15)
In the same way from (4.14) we also have
lim
ǫ→0
lim
L1,L2,L3→∞
〈
(2π)3
|V |
∑
k 6=0
cos k · (x− y)
|k|2 χ0(ǫk), ϕ(x, y)
〉
=
∫
1
|k|2 < k >2dk
∫∫ (
cos k · (x− y)) < Dx >2 ϕ(x, y)dxdy. (4.16)
On the other hand, Lemma 4.2 and Proposition 4.3 indicate
lim
ǫ→0
lim
L1,L2,L3→∞
〈
(2π)3
|V |
∑
k 6=0
cos k · (x− y)
|k|2 χ0(ǫk), ϕ(x, y)
〉
= lim
ǫ→0
∫∫∫
cos k · (x− y)
|k|2 χ0(ǫk)ϕ(x, y)dxdydk
= 2π2
∫∫
ϕ(x, y)
|x− y|dxdy. (4.17)
Hence we obtain (4.2) together with (4.15) and (4.16).
Remark 4.2. Let χ(k) ∈ S(R3) such that χ(0) = 1 and χ(−k) = χ(k). We
take the limit of Lj (j = 1, 2, 3) under the condition (4.1). Then it holds that
lim
ǫ→0
lim
L1,L2,L3→∞
2π
|V |
∑
k 6=0
n∑
j,l=1,j 6=l
χ(ǫk)
ejel cos k · (x(j) − x(l))
|k|2
=
1
2
n∑
j,l=1,j 6=l
ejel∣∣x(j) − x(l)∣∣ (4.18)
pointwise for −→x ∈ R3n such that x(j) − x(l) 6= 0 (j, l = 1, 2, . . . , n, j 6= l). The
proof is easy. Consider the case of n = 2 and e1 = e2 = 1. Let’s write x = x
(1)
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and y = x(2). We take χ1(k) ∈ C∞(R3) such that χ1(k) = 1 (|k| ≤ 1) and
χ1(k) = 0 (|k| ≥ 2). Then, Proposition 4.3 says for x 6= y that the lhs of (4.18)
is equal to
1
(2π)2
lim
ǫ→0
∫
χ(ǫk)
cos k · (x− y)
|k|2 dk
=
1
(2π)2
lim
ǫ→0
{∫
χ1(k)χ(ǫk)
cos k · (x− y)
|k|2 dk
− 1|x− y|2
∫ (
cos k · (x− y))∆k {(1− χ1(k))χ(ǫk)|k|−2} dk}
=
1
(2π)2
{∫
χ1(k)
cos k · (x− y)
|k|2 dk
− 1|x− y|2
∫ (
cos k · (x− y))∆k {(1− χ1(k))|k|−2} dk} (4.19)
pointwise, where ∆k denotes the Laplacian operator with respect to k ∈ R3
and we used |ǫχ′(ǫk)| = ǫ1/3|k|−2/3(ǫ|k|)2/3|χ′(ǫk)| ≤ Const.ǫ1/3|k|−2/3. Since
we have
∣∣∆k {(1− χ1(k))χ(ǫk)|k|−2} ∣∣ ≤ C < k >−3−1/3 with a constant C
independent of ǫ, so we can prove that the equation (4.19) is also true in the
distribution sense S ′(R6). On the other hand, we see as in the proof of Lemma
4.2 that the lhs of (4.19) is equal to 1/(2|x− y|) in S ′(R6). Consequently we
can prove that (4.19) is equal to 1/(2|x− y|). Hence (4.18) holds pointwise.
5 The expression of the vacuum and the states
of photons
In this section we express the vacuum and the states of photons of momentums
and polarization states by means of concrete functions in terms of variables
aΛ′ consisting of the Fourier coefficients of the electromagnetic potential. In
Problem 9-8 of [8] only the vacuum and the state of a photon of momentum h¯k
and polarization state l are expressed concretely. In this section we generalize
this result in [8] for the general states of photons. In physics the vacuum and
the state of photons are not considered concretely but considered abstractly
(cf. [22, 25]). We also note that the state of photons of given momentums and
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polarization states can’t be considered in the study for QED models on the
Fock spaces (cf. [10, 11, 24]).
To write down the vacuum and the state of photons concretely, we will
introduce the creation operators and the annihilation operators concretely.
Let’s define
aˆ
(i)
lk := i
√
|V |
2h¯c|k|
(
h¯
i
∂
∂a
(i)
lk
− ic|k||V | a
(i)
lk
)
=
√
|V |
2h¯c|k|
(
h¯
∂
∂a
(i)
lk
+
c|k|
|V | a
(i)
lk
)
(5.1)
for k ∈ Λ and i, l = 1, 2. From (2.13) we have
aˆ
(1)
l−k = −aˆ(1)lk , aˆ(2)l−k = aˆ(2)lk .
Let aˆ
(i)†
lk denote the adjoint operator of aˆ
(i)
lk . Then we know that the commutator
relations
[aˆ
(i)
lk , aˆ
(i′)†
l′k′ ] = δi′iδl′lδkk′, [aˆ
(i)
lk , aˆ
(i′)
l′k′] = 0
hold for k and k′ in Λ′ (cf. §34 in [4]). We define the operator aˆlk for k ∈ Λ
and l = 1, 2 by
aˆlk :=
aˆ
(1)
lk − iaˆ(2)lk√
2
(5.2)
(cf. (2.11)). We call aˆlk the annihilation operator and aˆ
†
lk the creation operator.
We can easily see from the commutator relations for aˆ
(i)
lk that the operators aˆlk
and aˆ†lk also satisfy the commutator relations
[aˆlk, aˆ
†
l′k′] = δl′lδkk′, [aˆlk, aˆl′k′] = 0 (5.3)
for k and k′ in Λ (cf. (2.26) in [22]). It follows from the commutator relations
(5.3) that we have
aˆlk(aˆ
†
lk)
n′ − (aˆ†lk)n
′
aˆlk = n
′(aˆ†lk)
n′−1 (5.4)
(cf. §34 in [4]). Then we get the following expression as in physics (cf. p.198
in [10], (2.60) and (2.64) in [22]).
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Proposition 5.1. We can write the last term of H(t) defined by (3.10) as
Hrad :=
∑
k∈Λ′,l
2∑
i=1

 |V |2
(
h¯
i
∂
∂a
(i)
lk
)2
+
(c|k|)2
2|V |
(
a
(i)
lk
)2
− h¯c|k|
2


=
∑
k∈Λ,l
h¯c|k|aˆ†lkaˆlk. (5.5)
The vector potential A(x, aΛ′2) defined by (2.9) or (2.14), where the sum of k
is taken over Λ2, is given by the expression
A(x, aΛ′2) =
√
4πh¯
|V | c
∑
k∈Λ2
2∑
l=1
1√
2c|k|
(
aˆlke
ik·x + aˆ†lke
−ik·x)−→el (k). (5.6)
Proof. Since from (5.1) and (5.2) we have
h¯c|k|(aˆ†lkaˆlk + aˆ†l−kaˆl−k)
=
h¯c|k|
2
{(
aˆ
(1)†
lk + iaˆ
(2)†
lk
)(
aˆ
(1)
lk − iaˆ(2)lk
)
+
(
−aˆ(1)†lk + iaˆ(2)†lk
)(
−aˆ(1)lk − iaˆ(2)lk
)}
= h¯c|k|
(
aˆ
(1)†
lk aˆ
(1)
lk + aˆ
(2)†
lk aˆ
(2)
lk
)
=
2∑
i=1

 |V |2
(
h¯
i
∂
∂a
(i)
lk
)2
+
(c|k|)2
2|V | (a
(i)
lk )
2 − h¯c|k|
2


for k ∈ Λ, so we get (5.5).
From (5.1) and (5.2) we have
aˆlke
ik·x + aˆ†lke
−ik·x
=
1√
2
{(
aˆ
(1)
lk + aˆ
(1)†
lk
)
cos k · x− i
(
aˆ
(2)
lk − aˆ(2)†lk
)
cos k · x
+ i
(
aˆ
(1)
lk − aˆ(1)†lk
)
sin k · x+
(
aˆ
(2)
lk + aˆ
(2)†
lk
)
sin k · x
}
=
√
|V |
h¯c|k|
(
c|k|
|V | a
(1)
lk cos k · x+
c|k|
|V | a
(2)
lk sin k · x
− ih¯(cos k · x) ∂
∂a
(2)
lk
+ ih¯(sin k · x) ∂
∂a
(1)
lk
)
.
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So, it is shown from (2.8) and (2.13) that∑
k∈Λ2
1√
2c|k|
(
aˆlke
ik·x + aˆ†lke
−ik·x
)−→el (k)
=
∑
k∈Λ2
1√
2h¯|V |
(
a
(1)
lk cos k · x+ a(2)lk sin k · x
)−→el (k).
Hence, we see that the rhs of (5.6) is equal to
√
4π
|V | c
∑
k∈Λ2
2∑
l=1
1√
2
(
a
(1)
lk cos k · x+ a(2)lk sin k · x
)−→el (k),
which is equal to the lhs of (5.6) from (2.14).
We know ∫ ∞
−∞
e−aθ
2
dθ =
√
π
a
for a constant a > 0. So, we can easily see from (5.2) and (5.5) that
Ψ0(aΛ′) :=
∏
k∈Λ′,l
√
c|k|
πh¯|V | exp
{
− c|k|
2h¯|V |
(
a
(1)2
lk + a
(2)2
lk
)}
(5.7)
is the normal ground state of Hrad, called vacuum, whose energy is 0, i.e.
HradΨ0 = 0 (5.8)
and that we have
aˆ†lkΨ0 =
√
2c|k|
h¯|V | a
∗
lkΨ0, aˆlkΨ0 = 0 (k ∈ Λ) (5.9)
(cf. §8-1, (9-43) and Problem 9-8 in [8]). We know that the eigenvalue 0 of
(5.8) is simple (cf. Theorem 3.4 in Chapter 3 of [2]).
The function Ψn′lk(aΛ′) := (aˆ
†
lk)
n′Ψ0(aΛ′) (k ∈ Λ, n′ = 0, 1, 2, . . . ), which
can be written concretely from (5.1), (5.2) and (5.7), expresses the state of n′
photons of momentum h¯k and polarization state l (cf. §9-2 in [8] and §2-2 in
[22]) and satisfies (∑
k∈Λ,l
aˆ†lkaˆlk
)
Ψn′l′k′ = n
′Ψn′l′k′,
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(∑
k∈Λ
h¯kaˆ†lkaˆlk
)
Ψn′l′k′ = n
′(h¯k′)Ψn′l′k′
and
HradΨn′l′k′ = n
′(h¯c|k′|)Ψn′l′k′
from (5.4), (5.5) and (5.9). The operators
∑
k∈Λ,l aˆ
†
lkaˆlk and
∑
k∈Λ h¯kaˆ
†
lkaˆlk are
called the total number operator and the momentum operator, respectively (cf.
(2.68) and (2.80) in [22]). In the same way,
∏
k∈Λ,l(aˆ
†
lk)
n′(l,k)Ψ0(aΛ′) (n
′(l, k) =
0, 1, . . . ) denotes the state of n′(l, k) photons of momentum h¯k and polarization
state l. Then, setting Ψ(aΛ′) =
∏
k∈Λ,l(aˆ
†
lk)
n′(l,k)Ψ0(aΛ′), we get(∑
k∈Λ,l
aˆ†lkaˆlk
)
Ψ =
(∑
k∈Λ,l
n′(l, k)
)
Ψ, (5.10)
(∑
k∈Λ
h¯kaˆ†lkaˆlk
)
Ψ =
(∑
k∈Λ,l
n′(l, k)h¯k
)
Ψ (5.11)
and
HradΨ =
(∑
k∈Λ,l
n′(l, k)h¯c|k|
)
Ψ. (5.12)
The family { ∏
k∈Λ′,l,i
(
aˆ
(i)†
lk
)n′(l,k,i)
Ψ0
}∞
n′(l,k,i)=0
makes a complete orthogonal system in L2(R4N) (cf. Theorem 3.1 in Chapter
3 of [2] and §34 in [4]). We have
aˆ
(1)
lk =
aˆlk − aˆl−k√
2
, aˆ
(2)
lk =
i(aˆlk + aˆl−k)√
2
from (2.13) and (5.2). So we see together with (5.4) and the second equation
in (5.9) that the family{∏
k∈Λ,l
1√
n′(l, k)!
(
aˆ†lk
)n′(l,k)
Ψ0
}∞
n′(l,k)=0
(5.13)
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also makes a complete orthonormal system in L2(R4N) (cf. §34 in [4] and
(2.46) in [22]). For example, we have(
aˆ†lkΨ0,
(
aˆ†lk
)2
Ψ0
)
=
(
Ψ0, aˆlk
(
aˆ†lk
)2
Ψ0
)
=
(
Ψ0,
(
aˆ†lk
)2
aˆlkΨ0
)
+ 2
(
Ψ0, aˆ
†
lkΨ0
)
= 2 (aˆlkΨ0,Ψ0) = 0.
Remark 5.1. We considered the Lagrangian function (3.3) and the Hamil-
tonian operator (3.10), determining an indefinite constant in (2.3) by (2.18)
or in Remark 3.1. On the other hand, in many literatures (cf. [8], [22] and
[24]) an indefinite constant is determined to be 0. Consequently, the term
∞ = (1/2)∑nj=1 e2j/|x(j) − x(j)| appears in (4.2) from (2.21) and the ground
state energy of Hrad is
∑
k∈Λ′ h¯c|k|/2, which tends to infinity as M3 tends to
infinity. Arguments are had about these infinities in §9-3 and §9-5 of [8]. In the
present paper we could see that the term (1/2)
∑n
j=1 e
2
j/|x(j)−x(j)| disappears
in (4.2) and that the ground state energy of Hrad is 0.
6 Preliminaries for the proofs of main results
From §6 to §9 we often write −→x and −→y in R3n as x and y, respectively for the
sake of simplicity when no confusion arises.
Let 0 ≤ s ≤ t ≤ T . For x and y in R3n we define
−→q t,sx,y(θ) := x−
t− θ
t− s(x− y), s ≤ θ ≤ t. (6.1)
For X and Y in R4N we also define
at,sΛ′X,Y (θ) := X −
t− θ
t− s(X − Y ), s ≤ θ ≤ t. (6.2)
Then at,sΛX,Y (θ) ∈ R8N is defined by means of (2.13). We set
V1(x) :=
2π
|V |
∑
k∈Λ1
n∑
j,l=1,j 6=l
ejel cos k · (x(j) − x(l))
|k|2 (6.3)
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and
V2(aΛ′) :=
∑
k∈Λ′,i,l
(
(c|k|)2
2|V |
(
a
(i)
lk
)2
− h¯c|k|
2
)
. (6.4)
For the sake of simplicity we suppose Λ′2 = Λ
′
3(= Λ
′) from §6 to §9. We
write x = (x,X) ∈ R3n+4N and
qt,sx,y(θ) = (θ,
−→q t,sx,y(θ), at,sΛ′X,Y (θ)) ∈ R1+3n+4N , s ≤ θ ≤ t. (6.5)
Then from (3.3) and (3.5) we have
Sc(t, s;
−→q t,sx,y, at,sΛX,Y ) =
1
2(t− s)
n∑
j=1
mj |x(j) − y(j)|2
+
∫
q
t,s
x,y
(
−V1(x)dt+ 1
c
n∑
j=1
ejA˜(x
(j), aΛ′) · dx(j) − V2(aΛ′)dt
)
+
|X − Y |2
2|V |(t− s)
=
1
2(t− s)
n∑
j=1
mj |x(j) − y(j)|2 −
∫ t
s
V1(x− t− θ
t− s(x− y))dθ
+
1
c
n∑
j=1
ej(x
(j) − y(j)) ·
∫ 1
0
A˜(x(j) − θ(x(j) − y(j)), X − θ(X − Y ))dθ
+
|X − Y |2
2|V |(t− s) −
∫ t
s
V2(X − t− θ
t− s(X − Y ))dθ
=
1
2(t− s)
n∑
j=1
mj |x(j) − y(j)|2 − (t− s)
∫ 1
0
V1(x− θ(x− y))dθ
+
1
c
n∑
j=1
ej(x
(j) − y(j)) ·
∫ 1
0
A˜(x(j) − θ(x(j) − y(j)), X − θ(X − Y ))dθ
+
|X − Y |2
2|V |(t− s) − (t− s)
∫ 1
0
V2(X − θ(X − Y ))dθ. (6.6)
Let M ≥ 0 and p(x, w,X,W ) a C∞ function in R6n ×R8N such that
|∂αw∂βx∂α
′
W∂
β′
X p(x, w,X,W )| ≤ Cα,β,α′,β′ (< x;w >< X ;W >)M (6.7)
for all multi-indices α, β, α′ and β ′ with constants Cα,β,α′,β′, where < x;w >:=
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√
1 + |x|2 + |w|2. For f(x,X) ∈ S(R3n+4N ) we define the operator P (t, s) by

(
n∏
j=1
√
mj
2πih¯(t− s)
3
)√
1
2πih¯|V |(t− s)
4N ∫∫ (
exp ih¯−1Sc(t, s;
−→q t,sx,y, at,sΛX,Y
)
× p
(
x,
x− y√
t− s,X,
X − Y√
t− s
)
f(y, Y )dydY,
s < t,
(
n∏
j=1
√
mj
2πih¯
3
)√
1
2πih¯|V |
4N
Os−
∫∫ {
exp ih¯−1
( n∑
j=1
mj |wj|2
2
+
|W |2
2|V |
)}
p(x, w,X,W )dwdWf(x,X),
s = t.
(6.8)
When p(x, w,X,W ) = 1, P (t, s) is called the fundamental operator and de-
noted by C(t, s).
Lemma 6.1. Let M1 and M2 be non-negative constants. Suppose that
g(x) (x ∈ R3) and ψ(θ) (θ ∈ R) in (3.4) satisfy
|∂αx g(x)| ≤ Cα < x >M1, x ∈ R3
for all α and
| d
k
dθk
ψ(θ)| ≤ Ck < θ >M2 , θ ∈ R
for all k = 0, 1, . . . . Let f ∈ S(R3n+4N ). Then, ∂αx∂α′X (P (t, s)f)(x,X) are
continuous in 0 ≤ s ≤ t ≤ T and (x,X) ∈ R3n+4N for all α and α′.
Proof. Let s < t and make the change of variables: y → w = (x − y)/√t− s
and Y → W = (X − Y )/√t− s in (6.8). Then from (6.6) we have
P (t, s)f =
(
n∏
j=1
√
mj
2πih¯
3
)√
1
2πih¯|V |
4N
Os−
∫∫ (
exp ih¯−1φ(t, s; x, w,X,W )
)
× p(x, w,X,W )f(x−√ρw,X −√ρW )dwdW, ρ = t− s, (6.9)
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where
φ(t, s; x, w,X,W ) :=
n∑
j=1
mj
2
|w(j)|2 + 1
2|V | |W |
2 + ψ(t, s; x,
√
ρw,X,
√
ρW )
:=
n∑
j=1
mj
2
|w(j)|2 + 1
2|V | |W |
2 − ρ
∫ 1
0
V1(x− θ√ρw)dθ + 1
c
n∑
j=1
ej
√
ρw(j)
·
∫ 1
0
A˜(x(j) − θ√ρw(j), X − θ√ρW )dθ − ρ
∫ 1
0
V2(X − θ√ρW )dθ. (6.10)
We note from (6.8) that (6.9) is also true for t = s.
Let L(j) :=< w(j) >−2
(
1− ih¯m−1j
∑3
k=1w
(j)
k ∂/∂w
(j)
k
)
(j = 1, 2, . . . , n) and
tL(j) its transposed operator. We also let L1 :=< W >
−2
(
1− ih¯|V |∑4Nk=1Wk∂Wk).
Then, integrating by parts with respect to w and W in (6.9) by means of L(j)
and L1, we see that the integrand is bounded by
Const. < x;X >l< w >−(3n+1)< W >−(4N+1)
for some real constant l. See the proof of Lemma 2.1 in [14] for further details.
Consequently, we see that (P (t, s)f) (x,X) is continuous in 0 ≤ s ≤ t ≤ T and
(x,X) ∈ R3n+4N . In the same way we can complete the proof.
For 0 ≤ σ1, σ2 ≤ 1 we set σ := (σ1, σ2) and
τ(σ) := t− σ1(t− s) ∈ R,
ζ (j)(σ) := z(j) + σ1(x
(j) − z(j)) + σ1σ2(y(j) − x(j)) ∈ R3, j = 1, 2, . . . , n,
ζ(σ) := z + σ1(x− z) + σ1σ2(y − x) ∈ R3n,
ζ˜(σ) := Z + σ1(X − Z) + σ1σ2(Y −X) ∈ R4N . (6.11)
We also set
Bml(x
(j), aΛ′) =
∂A˜l
∂xm
(x(j), aΛ′)− ∂A˜m
∂xl
(x(j), aΛ′) (6.12)
for l, m = 1, 2, 3 and j = 1, 2, . . . , n. Then from (6.6) we have
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Lemma 6.2. We can write
Sc(t, s;
−→q t,sz,y, at,sΛZ,Y )− Sc(t, s;−→q t,sz,x, at,sΛZ,X)
=
1
t− s
n∑
j=1
mj(x
(j) − y(j)) ·
(
z(j) − x
(j) + y(j)
2
)
+ (t− s)(x− y) ·
∫ 1
0
∫ 1
0
σ1
∂V1
∂x
(ζ(σ)) dσ1dσ2
+
1
c
n∑
j=1
ej(x
(j) − y(j)) ·
∫ 1
0
A˜(x(j) − θ(x(j) − y(j)), X − θ(X − Y ))dθ
+
1
c
n∑
j=1
3∑
l,m=1
ej(x
(j)
m − y(j)m )(x(j)l − z(j)l )
∫ 1
0
∫ 1
0
σ1Bml(ζ
(j)(σ), ζ˜(σ))dσ1dσ2
+
1
c
n∑
j=1
ej(x
(j) − y(j)) ·
{
(Z −X) ·
∫ 1
0
∫ 1
0
σ1
∂A˜
∂aΛ′
(ζ (j)(σ), ζ˜(σ))dσ1dσ2
}
+ (X − Y ) · 1
c
n∑
j=1
3∑
m=1
ej(x
(j)
m − z(j)m )
∫ 1
0
∫ 1
0
σ1
∂A˜m
∂aΛ′
(ζ (j)(σ), ζ˜(σ))dσ1dσ2
+
1
(t− s)|V |(X − Y ) ·
(
Z − X + Y
2
)
+ (t− s)(X − Y ) ·
∫ 1
0
∫ 1
0
σ1
∂V2
∂aΛ′
(ζ˜(σ))dσ1dσ2. (6.13)
Proof. We use (6.6). From (6.5) and (6.11) we see∫
qt,sz,y
(−V1(x))dt−
∫
qt,sz,x
(−V1(x))dt =
n∑
j=1
3∑
l=1
∫∫
∆
∂V1/∂x
(j)
l dt ∧ dx(j)l
=
n∑
j=1
3∑
l=1
∫ 1
0
∫ 1
0
∂V1(ζ(σ))/∂x
(j)
l det
∂(τ(σ), ζ
(j)
l (σ))
∂(σ1, σ2)
dσ1dσ2
=
n∑
j=1
3∑
l=1
(t− s)
(
x
(j)
l − y(j)l
)∫ 1
0
∫ 1
0
σ1∂V1(ζ(σ))/∂x
(j)
l dσ1dσ2
= (t− s)(x− y) ·
∫ 1
0
∫ 1
0
σ1
∂V1
∂x
(ζ(σ))dσ1dσ2, (6.14)
where ∆ = ∆(t, s, x, y, z) is the 2-dimensional plane with oriented boundary
consisting of (θ,−→q t,sz,y(θ)),−(θ,−→q t,sz,x(θ)) and (θ,−→q s,sy,x(θ)) (s ≤ θ ≤ t), and σ in
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(6.11) gives the positive orientation of ∆. So the second term on the rhs of
(6.13) appears. In the same way the last term appears. It is easy to show that
the first and the 7th terms appear.
As in the proof of (6.14) we have∫
qt,sz,y
A˜(x(j), aΛ′) · dx(j) −
∫
qt,sz,x
A˜(x(j), aΛ′) · dx(j)
=
∫
qs,sx,y
A˜(x(j), aΛ′) · dx(j) +
∫∫
∆
d
(
A˜(x(j), aΛ′) · dx(j)
)
= (x(j) − y(j)) ·
∫ 1
0
A˜
(
x(j) − θ(x(j) − y(j)), X − θ(X − Y )) dθ
+
∑
1≤m<l≤3
∫∫
∆
Bmldx
(j)
m ∧ dx(j)l −
∑
k∈Λ′,i,l
3∑
m=1
∫∫
∆
(
∂A˜m/∂a
(i)
lk
)
dx(j)m ∧ da(i)lk
= (x(j) − y(j)) ·
∫ 1
0
A˜
(
x(j) − θ(x(j) − y(j)), X − θ(X − Y )) dθ
+
∑
1≤m<l≤3
{
(x(j)m − y(j)m )(x(j)l − z(j)l )− (x(j)l − y(j)l )(x(j)m − z(j)m )
}
×
∫ 1
0
∫ 1
0
σ1Bml
(
ζ (j)(σ), ζ˜(σ)
)
dσ1dσ2
−
3∑
m=1
{
(x(j)m − y(j)m )(X − Z)− (X − Y )(x(j)m − z(j)m )
}
·
∫ 1
0
∫ 1
0
σ1
∂A˜m
∂aΛ′
(
ζ (j)(σ), ζ˜(σ)
)
dσ1dσ2. (6.15)
So we can complete the proof of (6.13) from (6.6).
Let’s define Φ
(j)
m (t, s; x(j), y(j), z(j), X, Y, Z) ∈ R (m = 1, 2, 3, j = 1, 2, . . . , n)
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and Φ1(t, s; x, y, z,X, Y, Z) ∈ R4N by
Φ(j)m =
(
z(j)m −
x
(j)
m + y
(j)
m
2
)
+
ej(t− s)
mjc
3∑
l=1
(x
(j)
l − z(j)l )
∫ 1
0
∫ 1
0
σ1Bml(ζ
(j)(σ), ζ˜(σ))dσ1dσ2
− ej(t− s)
mjc
(X − Z) ·
∫ 1
0
∫ 1
0
σ1
∂A˜m
∂aΛ′
(ζ (j)(σ), ζ˜(σ))dσ1dσ2
+
ej(t− s)
mjc
∫ 1
0
A˜m(x
(j) − θ(x(j) − y(j)), X − θ(X − Y ))dθ
+
(t− s)2
mj
∫ 1
0
∫ 1
0
σ1∂V1 (ζ(σ)) /∂x
(j)
m dσ1dσ2 (6.16)
and
Φ1 =
(
Z − X + Y
2
)
+
(t− s)|V |
c
n∑
j=1
3∑
m=1
ej(x
(j)
m − z(j)m )
×
∫ 1
0
∫ 1
0
σ1
∂A˜m
∂aΛ′
(ζ (j)(σ), ζ˜(σ))dσ1dσ2
+ (t− s)2|V |
∫ 1
0
∫ 1
0
σ1
∂V2
∂aΛ′
(ζ˜(σ))dσ1dσ2, (6.17)
respectively. Let Φ(j) :=
(
Φ
(j)
1 ,Φ
(j)
2 ,Φ
(j)
3
)
∈ R3. Then it follows from (6.13),
(6.16) and (6.17) that
Sc(t, s;
−→q t,sz,y, at,sΛZ,Y )− Sc(t, s;−→q t,sz,x, at,sΛZ,X)
=
1
t− s
n∑
j=1
mj
(
x(j) − y(j)) · Φ(j)(t, s; x(j), y(j), z(j), X, Y, Z)
+
1
(t− s)|V |(X − Y ) · Φ1(t, s; x, y, z,X, Y, Z). (6.18)
7 The stability of the fundamental operator
Lemma 7.1. Let f ∈ C1(Rd) and |∂αx f | ≤ Cα < x >−(1+δα) for all |α| = 1,
where δα > 0 are constants. Then we have : (1) f is a bounded function in
33
Rd. (2) We have
|x− z|
∣∣∣∣∂αx∂βy ∂γz
∫ 1
0
∫ 1
0
σ1f(z + σ1(x− z) + σ1σ2(y − x))dσ1dσ2
∣∣∣∣
≤ Cα,β,γ, |α+ β + γ| = 1, x, y, z ∈ Rd.
The proof is easy. See the proof of Lemma 3.5 in [13] for the proof of
Lemma 7.1.
We note (3.4) and (6.11). Then, it follows from Lemma 7.1 that under the
assumptions of Theorem 3.1 we have∣∣∣∂αx(j)∂βy(j)∂γz(j)∂α′X ∂β′Y ∂γ′Z (Z −X) ·
∫ 1
0
∫ 1
0
σ1
∂A˜m
∂aΛ′
(ζ (j)(σ), ζ˜(σ))dσ1dσ2
∣∣∣
≤ Cα,β,γ,α′,β′,γ′ , |α+ β + γ + α′ + β ′ + γ′| ≥ 0 (7.1)
for x(j), y(j), z(j) ∈ R3 and X, Y, Z ∈ R4N . In the same way we have the same
estimates as the above for (x
(j)
l − z(j)l )
∫ 1
0
∫ 1
0
σ1Bml(ζ
(j)(σ), ζ˜(σ))dσ1dσ2 and
(x
(j)
m − z(j)m )
∫ 1
0
∫ 1
0
σ1
∂A˜m
∂aΛ′
(
ζ (j)(σ), ζ˜(σ)
)
dσ1dσ2. To obtain these estimates we
assumed (3.6) and (3.7). Consequently, letting Θ be a component of Φ(j) and
Φ1, and |α+ β + γ + α′ + β ′ + γ′| ≥ 1, then from (6.16) and (6.17) we obtain∣∣∣∂αx∂βy ∂γz ∂α′X ∂β′Y ∂γ′Z Θ∣∣∣ ≤ Cα,β,γ,α′,β′,γ′ (7.2)
together with (6.3) and (6.4) for 0 ≤ s ≤ t ≤ T, x, y, z ∈ R3n and X, Y, Z ∈
R4N .
Proposition 7.2. Under the assumptions of Theorem 3.1 we have : (1)
There exists a constant ρ∗ > 0 such that the mapping : R3n+4N ∋ (z, Z) →
(ξ,Ξ) = (Φ,Φ1) :=
(
Φ(1),Φ(2), . . . ,Φ(n),Φ1
) ∈ R3n+4N is homeomorphic and
det ∂(ξ,Ξ)/∂(z, Z) ≥ 1/2 for each fixed 0 ≤ t−s ≤ ρ∗, x, y,X and Y . We write
its inverse mapping as R3n+4N ∋ (ξ,Ξ)→ (z, Z) = (z(t, s; x, ξ, y,X,Ξ, Y ),
Z(t, s; x, ξ, y,X,Ξ, Y )
)∈ R3n+4N . (2) Let η(t, s; x, ξ, y,X,Ξ, Y ) be a component
of z and Z. Then, letting |α+ β + γ + α′ + β ′ + γ′| ≥ 1, we have∣∣∣∂αξ ∂βx∂γy∂α′Ξ ∂β′X ∂γ′Y η(t, s; x, ξ, y,X,Ξ, Y )∣∣∣ ≤ Cα,β,γ,α′,β′,γ′ (7.3)
for 0 ≤ t− s ≤ ρ∗, x, ξ, y ∈ R3n and X,Ξ, Y ∈ R4N .
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Proof. (1) From (6.16) and (6.17) we write
∂(Φ,Φ1)/∂(z, Z) = I + (t− s)d(t, s; x, y, z,X, Y, Z), (7.4)
where I is the identity matrix of degree 3n + 4N . We can see as in the proof
of (7.2) that each component of d satisfies (7.2) for all α, β, γ, α′, β ′ and γ′.
Hence, applying Theorem 1.22 in [23] to the mapping : (z, Z) → (Φ,Φ1), we
can prove (1).
(2) We see
(ξ,Ξ) = (Φ(t, s; x, y, z,X, Y, Z),Φ1(t, s; x, y, z,X, Y, Z))
with z = z(t, s; x, ξ, y,X,Ξ, Y ) and Z = Z(t, s; x, ξ, y,X,Ξ, Y ). So, (7.3) fol-
lows from (7.2) and det ∂(ξ,Ξ)/∂(z, Z) ≥ 1/2.
Remark 7.1. Let’s consider the general case of Λ2 ⊆ Λ3. Then from (3.4)
and (6.12) we take A˜(x, aΛ′2) and Bml(x, aΛ′2) in (6.16) and (6.17). Let Λ
′
1
and Λ′2 be fixed. When Λ
′
3 = Λ
′
2, we could determine ρ
∗ > 0 from (7.4) such
that we get det ∂(Φ,Φ1)/∂(z, Z) ≥ 1/2 for 0 ≤ t − s ≤ ρ∗, x, y, z ∈ R3n and
X, Y, Z ∈ R4N3 . Let Λ′3 ⊇ Λ′2. Then, the direct calculations show
det ∂(Φ,Φ1)/∂(z, Z) ≥ 1/2
for 0 ≤ t − s ≤ ρ∗, x, y, z ∈ R3n and X, Y, Z ∈ R4N3 from (6.16) and (6.17)
since |V |∂2V2(aΛ′)/∂(a(i)lk )2 = (c|k|)2 are positive. Consequently, we can see
that when Λ′1 and Λ
′
2 are fixed, the constant ρ
∗ > 0 is taken independently of
Λ′3. See the Pauli-Fierz hamiltonian in [20] for the condition Λ
′
3 ⊇ Λ′2.
Theorem 7.3. Let ρ∗ > 0 be the constant determined in Proposition 7.2.
Then under the assumptions of Theorem 3.1 we can find constants Ka ≥ 0 (a =
0, 1, 2, . . . ) such that
‖C(t, s)f‖Ba ≤ eKa(t−s)‖f‖Ba , 0 ≤ t− s ≤ ρ∗ (7.5)
for all f(x, aΛ′) ∈ Ba(R3n+4N).
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Proof. The definition (6.8) says
C(s, s) = Identity. (7.6)
So (7.5) holds for t = s.
Let 0 < t− s ≤ ρ∗. We take χ ∈ C∞(R3n+4N ) with compact support such
that χ(0) = 1. Let ǫ > 0 and f ∈ S(R3n+4N ). Then from (6.8) and (6.18) we
can write
C(t, s)∗χ(ǫ·)2C(t, s)f =
{
n∏
j=1
(
mj
2πh¯(t− s)
)3}(
1
2πh¯|V |(t− s)
)4N ∫∫
f(y, Y )dydY
×
∫∫
χ(ǫz, ǫZ)2 exp
{
ih¯−1Sc(t, s;
−→q t,sz,y, at,sΛZ,Y )− ih¯−1Sc(t, s;−→q t,sz,x, at,sΛZ,X)
}
dzdZ
=
{
n∏
j=1
(
mj
2πh¯(t− s)
)3}(
1
2πh¯|V |(t− s)
)4N ∫∫
f(y, Y )dydY
∫∫
χ(ǫz, ǫZ)2
× exp
(
i
n∑
j=1
(x(j) − y(j)) · mjΦ
(j)
h¯(t− s) + i(X − Y ) ·
Φ1
h¯|V |(t− s)
)
dzdZ. (7.7)
We can make the change of variables : (z, Z)→ (ξ,Ξ) = (Φ,Φ1) in (7.7) from
Proposition 7.2. Then
C(t, s)∗χ(ǫ·)2C(t, s)f =
{
n∏
j=1
(
mj
2πh¯(t− s)
)3}(
1
2πh¯|V |(t− s)
)4N
×
∫∫
f(y, Y )dydY
∫∫
χ(ǫz, ǫZ)2
{
exp
(
i
n∑
j=1
(x(j) − y(j)) · mjξ
(j)
h¯(t− s)
+ i(X − Y ) · Ξ
h¯|V |(t− s)
)}
det
∂(z, Z)
∂(ξ,Ξ)
dξdΞ.
The equation (7.4) and (2) of Proposition 7.2 show
det
∂(z, Z)
∂(ξ,Ξ)
= 1 + (t− s)h(t, s; x, ξ, y,X,Ξ, Y ), (7.8)
where h(t, s; x, ξ, y,X,Ξ, Y ) satisfies (7.3) for all α, β, γ, α′, β ′ and γ′. Conse-
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quently from (2) of Proposition 7.2 we have
lim
ǫ→0
C(t, s)∗χ(ǫ·)2C(t, s)f =
(
1
2π
)3n+4N
lim
ǫ→0
∫∫
f(y, Y )dydY
∫∫
χ(ǫz, ǫZ)2
× {exp(i(x− y) · γ + i(X − Y ) · Γ)}det ∂(z, Z)
∂(ξ,Ξ)
dγdΓ
= f(x,X) + (t− s)
(
1
2π
)3n+4N
Os−
∫∫∫∫ {
exp
(
i(x− y) · γ + i(X − Y ) · Γ)}
× h(t, s; x, ξ, y,X,Ξ, Y )f(y, Y )dydY dγdΓ, (7.9)
where ξ(j) = h¯(t − s)γ(j)/mj (j = 1, 2, . . . , n) and Ξ = h¯|V |(t− s)Γ. We note
that the second term on the rhs of (7.9) is a pseudo-differential operator. So,
applying the Caldero´n-Vaillancourt theorem ([3]), we obtain
lim
ǫ→0
‖χ(ǫ·)C(t, s)f‖2 = lim
ǫ→0
(C(t, s)∗χ(ǫ·)2C(t, s)f, f)
=
(
lim
ǫ→0
C(t, s)∗χ(ǫ·)2C(t, s)f, f) ≤ (1 + 2K0(t− s))‖f‖2
≤ e2K0(t−s)‖f‖2
with a constant K0 ≥ 0. Hence we get (7.5) with a = 0 by Fatou’s lemma.
Let p(x, w,X,W ) be a C∞ function satisfying (6.7) with an integerM ≥ 0.
Then we obtain
‖P (t, s)f‖ ≤ Const.‖f‖BM (7.10)
as in the proof of (7.5) with a = 0. See the proof of Proposition 4.3 in [14] for
further details.
Let’s remember the expression (6.9) of C(t, s)f . Set ζ := (x,X) and let
κ = (κ1, κ2, . . . , κ3n+4N ) be an arbitrary multi-index. Then we can see that
∂κζ (C(t, s)f) − C(t, s)(∂κζ f) and ζκ(C(t, s)f) − C(t, s)(ζκf) are written in the
form
(t− s)
∑
|γ|≤|κ|
P˜γ(t, s)(∂
γ
ζ f) := (t− s)
∑
|γ|≤|κ|
(
n∏
j=1
√
mj
2πih¯
3
)√
1
2πih¯|V |
4N
×Os−
∫∫ (
exp ih¯−1φ(t, s; x, w,X,W )
)
pγ(t, s; x,
√
ρw,X,
√
ρW )
× (∂γζ f)(x−
√
ρw,X −√ρW )dwdW (7.11)
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respectively, where pγ(t, s; x, w,X,W ) satisfies (6.7) with M = |κ| − |γ| for
all α, β, α′ and β ′. We can prove these results by induction with respect to
|κ|, using h¯∂w(j)eimj h¯−1|w(j)|2/2 = imjw(j)eimj h¯−1|w(j)|2/2, h¯∂W ei h¯−1|W |2/(2|V |) =
(iW/|V |)ei h¯−1|W |2/(2|V |) and the integration by parts in (6.9). See the proof of
Lemma 3.2 in [16] for further details.
Let |κ| = a (a = 0, 1, 2, . . . ). Then we have
‖∂κζ (C(t, s)f)‖ ≤ ‖C(t, s)(∂κζ f)‖+ (t− s)
∑
|γ|≤a
‖P˜γ(t, s)(∂γζ f)‖.
Applying (7.5) with a = 0 and (7.10) to the rhs above, we get
‖∂κζ (C(t, s)f)‖ ≤ eK0(t−s)‖∂κζ f‖+ Const.(t− s)
∑
|γ|≤a
‖∂γζ f‖Ba−|γ| .
We know from Lemma 2.3 with s = 1 and a = b in [12] that there exist a
constant µa ≥ 0 and λa(ζ, η) satisfying
|∂αη ∂βζ λa(ζ, η)| ≤ Cα,β < ζ ; η >−a (7.12)
for all α and β, and
Λa(ζ,Dζ) = (µa+ < ζ >
a + < Dζ >
a)−1 (7.13)
on S, where Λa(ζ,Dζ) is the pseudo-differential operator with symbol λa(ζ, η).
So, using Lemma 2.4 in [12] and the Caldero´n-Vaillancourt theorem, we have
‖∂γζ f‖Ba−|γ| ≤ Const.‖
(
µa−|γ|+ < ζ >
a−|γ| + < Dζ >a−|γ|
)
∂γζ f‖
= Const.‖{(µa−|γ|+ < ζ >a−|γ| + < Dζ >a−|γ|) ∂γζΛa} (µa+ < ζ >a
+ < Dζ >
a
)
f‖ ≤ Const.‖f‖Ba . (7.14)
Hence we get
‖∂κζ (C(t, s)f)‖ ≤ eK0(t−s)‖∂κζ f‖+ Const.(t− s)‖f‖Ba . (7.15)
In the same way we get
‖ζκ(C(t, s)f)‖ ≤ eK0(t−s)‖ζκf‖+ Const.(t− s)‖f‖Ba . (7.16)
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Thus we obtain
‖C(t, s)f‖Ba ≤ eK0(t−s)‖f‖Ba + Const.(t− s)‖f‖Ba
≤ eKa(t−s)‖f‖Ba .
This completes the proof of Theorem 7.3.
Proposition 7.4. Let 0 ≤ t−s ≤ ρ∗ and p(x, w,X,W ) satisfy (6.7) with an
integer M ≥ 0. Then P (t, s) is a continuous operator from Ba (a = 0, 1, 2, . . . )
into Ba+M .
Proof. Let ζ = (x,X) and f ∈ S(R3n+4N ). We also use (6.9) as in the proof
of Theorem 7.3. Then we have
∂κζ P (t, s)f =
∑
γ≤κ
Pγ(t, s)∂
γ
ζ f,
where γ ≤ κ denotes γj ≤ κj for all j and pγ(t, s; x, w,X,W ) satisfy (6.7) with
M + |κ| − |γ| as M . Using ζ = (x,X) = (x−√ρw,X −√ρW ) +√ρ(w,W ),
we also have
ζκP (t, s)f =
∑
γ≤κ
Qγ(t, s)ζ
γf,
where qγ(t, s; x, w,X,W ) satisfy (6.7) with M + |κ| − |γ| as M . Hence from
(7.10) and (7.14) we see
‖P (t, s)f‖Ba = ‖P (t, s)f‖+
∑
|κ|=a
(‖ζκP (t, s)f‖+ ‖∂κζ P (t, s)f‖)
≤ Const.‖f‖Ba+M . (7.17)
So we could complete the proof.
8 The consistency of the fundamental opera-
tor
Let C(t, s) andH(t) be the fundamental operator defined in §6 and the operator
defined by (3.10) with aΛ′ = aΛ′2 = X , respectively.
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Theorem 8.1. Under the assumptions of Theorem 3.1 there exist integers
M ≥ 0,M ′ ≥ 0, C∞ functions r(t, s; x, w,X,W ) and r′(t, s; x, w,X,W ) in
0 ≤ s ≤ t ≤ T , (x, w) ∈ R6n and (X,W ) ∈ R8N satisfying (6.7) for all α, β, α′
and β ′, respectively such that(
ih¯
∂
∂t
−H(t)
)
C(t, s)f = √t− sR(t, s)f (8.1)
and
ih¯
∂
∂s
C(t, s)f + C(t, s)H(s)f = √t− sR′(t, s)f, (8.2)
where R(t, s) and R′(t, s) are the operators defined by (6.8).
Proof. In this proof we write x and y as −→x and −→y , respectively. Let x de-
note variables in R3. It follows from (3.10), (6.6) and (6.8) that the direct
calculations show
(
ih¯
∂
∂t
−H(t)
)
C(t, s)f = −
(
n∏
j=1
√
mj
2πih¯(t− s)
3
)√
1
2πih¯|V |(t− s)
4N
×
∫∫ (
exp ih¯−1Sc(t, s;
−→q t,s−→x ,−→y , at,sΛX,Y
){
r1(t, s;
−→x ,−→y ,X, Y )
+
ih¯
2
r2(t, s;
−→x ,−→y ,X, Y )
}
f(−→y , Y )d−→y dY (8.3)
by means of (6.3) and (6.4), where
r1(t, s;
−→x ,−→y ,X, Y ) = ∂t Sc(t, s;−→q t,s−→x ,−→y , at,sΛX,Y ) +
n∑
j=1
1
2mj
∣∣∂x(j) Sc − ejc A˜(x(j), X)
∣∣2
+ V1(
−→x ) + |V |
2
|∂XSc|2 + V2(X) (8.4)
and
r2 =
3n+ 4N
t− s −
n∑
j=1
1
mj
∆x(j) Sc
+
1
c
n∑
j=1
ej
mj
(∇x · A˜)(x(j), X)− |V |∆XSc, x ∈ R3 (8.5)
(cf. the proof of Proposition 2.3 in [13]).
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Set ρ = t− s. From (6.6) we can write
∂x(j)Sc −
ej
c
A˜(x(j), X) =
mj(x
(j) − y(j))
ρ
+
ej
c
∫ 1
0
{
A˜
(
x(j) − θ(x(j) − y(j)), X − θ(X − Y ))− A˜(x(j), X)} dθ
+
ej
c
3∑
l=1
(x
(j)
l − y(j)l )
∫ 1
0
(1− θ)∂A˜l
∂x
(
x(j) − θ(x(j) − y(j)), X − θ(X − Y )) dθ
− ρ
∫ 1
0
(1− θ) ∂V1
∂x(j)
(−→x − θ(−→x −−→y ))dθ
=
mj(x
(j) − y(j))
ρ
− ej
2c
3∑
m=1
(x(j)m − y(j)m )
∂A˜
∂xm
(x(j), X)
− ej
2c
4N∑
m=1
(Xm − Ym) ∂A˜
∂Xm
(x(j), X) +
ej
2c
3∑
l=1
(x
(j)
l − y(j)l )
∂A˜l
∂x
(x(j), X)
+ ρq1(t, s;
−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
) (8.6)
and
∂XSc =
X − Y
|V |ρ − ρ
∫ 1
0
(1− θ)∂V2
∂X
(X − θ(X − Y ))dθ
+
1
c
n∑
j=1
3∑
l=1
ej(x
(j)
l − y(j)l )
∫ 1
0
(1− θ)∂A˜l
∂X
(
x(j) − θ(x(j) − y(j)), X − θ(X − Y )) dθ
=
X − Y
|V |ρ +
1
2c
n∑
j=1
3∑
l=1
ej(x
(j)
l − y(j)l )
∂A˜l
∂X
(
x(j), X
)
+ ρq2(t, s;
−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
).
(8.7)
It holds that
−
3∑
k,m=1
(
x
(j)
k − y(j)k
) (
x(j)m − y(j)m
) ∂A˜k
∂xm
(x(j), X)
+
3∑
k,l=1
(
x
(j)
k − y(j)k
)(
x
(j)
l − y(j)l
) ∂A˜l
∂xk
(x(j), X) = 0. (8.8)
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The equations (8.6) - (8.8) show
n∑
j=1
1
2mj
∣∣∂x(j) Sc − ejc A˜(x(j), X)
∣∣2+ |V |
2
|∂XSc|2
=
1
2ρ2
n∑
j=1
mj
∣∣x(j) − y(j)∣∣2 + |X − Y |2
2|V |ρ2 +
√
ρq3(t, s;
−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
).
(8.9)
From (6.6) we also have
∂t Sc(t, s;
−→q t,s−→x ,−→y , at,sΛX,Y ) = −
1
2ρ2
n∑
j=1
mj
∣∣x(j) − y(j)∣∣2 − V1(−→x )− |X − Y |2
2|V |ρ2
− V2(X) +√ρq4(t, s;−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
). (8.10)
Hence together with (8.4) we obtain
r1(t, s;
−→x ,−→y ,X, Y ) = √ρq5(t, s;−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
). (8.11)
From (6.6) or (8.6) - (8.7) the same arguments as for r1 show
n∑
j=1
1
mj
∆x(j) Sc + |V |∆XSc =
3n+ 4N
ρ
+
2
c
n∑
j=1
ej
mj
∫ 1
0
(1− θ)
× (∇x · A)
(
x(j) − θ(x(j) − y(j)), X − θ(X − Y )) dθ
+
√
ρq6(t, s;
−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
) =
3n+ 4N
ρ
+
1
c
n∑
j=1
ej
mj
(
∇x · A˜
)
(x(j), X) +
√
ρq7(t, s;
−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
). (8.12)
Hence together with (8.5) we get
r2(t, s;
−→x ,−→y ,X, Y ) = −√ρq7(t, s;−→x ,
−→x −−→y√
ρ
,X,
X − Y√
ρ
). (8.13)
Thus we could complete the proof of (8.1) from (8.3), (8.11) and (8.13).
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We consider (8.2). By direct calculations we see that the lhs of (8.2) is
equal to
−
(
n∏
j=1
√
mj
2πih¯(t− s)
3
)√
1
2πih¯|V |(t− s)
4N
×
∫∫ (
exp ih¯−1Sc(t, s;
−→q t,s−→x ,−→y , at,sΛX,Y
){
r′1(t, s;
−→x ,−→y ,X, Y )
+
ih¯
2
r′2(t, s;
−→x ,−→y ,X, Y )
}
f(−→y , Y )d−→y dY, (8.14)
where
r′1(t, s;
−→x ,−→y ,X, Y ) = ∂s Sc(t, s;−→q t,s−→x ,−→y , at,sΛX,Y )−
n∑
j=1
1
2mj
∣∣∂y(j) Sc + ejc A˜(y(j), Y )
∣∣2
− V1(−→y )− |V |
2
|∂Y Sc|2 − V2(Y ) (8.15)
and
r′2 = −
3n + 4N
t− s +
n∑
j=1
1
mj
∆y(j) Sc
+
1
c
n∑
j=1
ej
mj
(∇x · A˜)(y(j), Y ) + |V |∆Y Sc. (8.16)
Consequently we can prove (8.2) as in the proof of (8.1).
9 The proofs of the main results
We first prove Theorem 3.1. Let ρ∗ > 0 be the constant determined in Propo-
sition 7.2 and χ ∈ C∞(R3n+4N ) with compact support such that χ(0) = 1.
We consider bounded operators Kj and K
′
j (j = 1, 2, . . . , ν) on B
a(R3n+4N ).
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Then, it holds for f ∈ Ba(R3n+4N) that
Kνχ(ǫ·)Kν−1χ(ǫ·) · · ·χ(ǫ·)K1χ(ǫ·)f −K ′νK ′ν−1 · · ·K ′1f
=
ν∑
j=1
Kνχ(ǫ·) · · ·χ(ǫ·)Kj+1χ(ǫ·)
(
Kj −K ′j
)
K ′j−1 · · ·K ′1f
+
ν−1∑
j=0
Kνχ(ǫ·) · · ·χ(ǫ·)Kj+1 (χ(ǫ·)− 1)K ′j · · ·K ′1f. (9.1)
Noting (6.1) and (6.2), from (3.5) we have
Sc(T, 0;
−→q ∆, aΛ∆) =
ν∑
l=1
Sc
(
τl, τl−1;
−→q τl,τl−1
x(l),x(l−1)
, a
τl,τl−1
ΛX(l),X(l−1)
)
,
where X(l) = a
(l)
Λ′ (l = 1, 2, . . . , ν − 1) and X(ν) = aΛ′. So, (3.8) is written as
lim
ǫ→0
C(T, τν−1)χ(ǫ·)C(τν−1, τν−2)χ(ǫ·) · · · C(τ2, τ1)χ(ǫ·)C(τ1, 0)χ(ǫ·)f
for f ∈ Ba(R3n+4N ). Let f ∈ Ba(R3n+4N ) and |∆| ≤ ρ∗. We can easily see
sup
0<ǫ≤1
‖χ(ǫ·)f‖Ba ≤ Const.‖f‖Ba
and
lim
ǫ→0
‖(χ(ǫ·)− 1)f‖Ba = 0.
Consequently, using Theorem 7.3 and (9.1), we can see that there exists (3.8)
in Ba, which is written as
C(T, τν−1)C(τν−1, τν−2) · · · C(τ2, τ1)C(τ1, 0)f (= C∆(T, 0)f) . (9.2)
We also see from Remark 3.4 that there exists (3.8) in S.
Let 0 ≤ s ≤ t ≤ T . For a subdivision ∆ of [0, T ] we can find j and l such
that j ≤ l, τj−1 < s ≤ τj and τl−1 < t ≤ τl, where we take j = 1 for s = 0.
Then we define
C∆(t, s)f = lim
ǫ→0
C(t, τl−1)χ(ǫ·)C(τl−1, τl−2)χ(ǫ·)
· · ·χ(ǫ·)C(τj+1, τj)χ(ǫ·)C(τj , s)χ(ǫ·)f (9.3)
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for f ∈ Ba as was stated in Remark 3.2. Then we have
C∆(t, s)f = C(t, τl−1)C(τl−1, τl−2) · · · C(τj+1, τj)C(τj , s)f
as in the proof of (9.2). Consequently, from (7.5) we have
‖C∆(t, s)f‖Ba ≤ eKa(t−s)‖f‖Ba (a = 0, 1, 2, . . . ) (9.4)
for |∆| ≤ ρ∗ under the assumptions of Theorem 3.1.
Proposition 9.1. Let |∆| ≤ ρ∗. Then, under the assumptions of Theorem
3.1 we can find an integer M ≥ 2 such that
‖C∆(t, s)f − C∆(t′, s′)f‖Ba ≤ Ca(|t− t′|+ |s− s′|)‖f‖Ba+M (9.5)
for 0 ≤ s ≤ t ≤ T, 0 ≤ s′ ≤ t′ ≤ T and a = 0, 1, 2, . . . .
Proof. Let R(t, s) and R′(t, s) be the operators defined by (8.1) and (8.2),
respectively. We determine M in Proposition 9.1 by max (M,M ′, 2) for M
and M ′ in Theorem 8.1. We can easily see
ih¯
(C(t, s)f − C(t′, s)f) = ∫ t
t′
(
H(θ)C(θ, s)f +√θ − sR(θ, s)f)dθ (9.6)
from (8.1) for s ≤ t′ ≤ t ≤ T . Let τj < t ≤ τj+1 and τk < t′ ≤ τk+1. So j ≥ k
holds. Using the equation just after (9.3) and (9.6), we get
ih¯
(C∆(t, s)f − C∆(t′, s)f)
=
∫ t
t′
H(θ)C∆(θ, s)fdθ +
∫ t
τj
√
θ − τjR(θ, τj)dθ C∆(τj , s)f
+
j−k−1∑
l=1
∫ τj−l+1
τj−l
√
θ − τj−lR(θ, τj−l)dθ C∆(τj−l, s)f
+
∫ τk+1
t′
√
θ − τkR(θ, τk)dθ C∆(τk, s)f. (9.7)
See the proof of Theorem 4.2 in [16] for further details.
As in the proof of (7.14) we see
‖H(t)f‖Ba ≤ Const.‖f‖Ba+M (9.8)
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from (3.10) because of M ≥ 2. We also see
‖R(t, s)f‖Ba ≤ Const.‖f‖Ba+M (9.9)
from Proposition 7.4 for 0 ≤ t− s ≤ ρ∗. Consequently, (9.4) and (9.7) show
h¯‖C∆(t, s)f − C∆(t′, s)f‖Ba
≤ Const.eKa+MT (1 +√ρ∗)|t− t′|‖f‖Ba+M
for 0 ≤ s ≤ t′ ≤ t ≤ T . The inequality above holds for 0 ≤ s ≤ t′, t ≤ T . In
the same way we get
h¯‖C∆(t, s)f − C∆(t, s′)f‖Ba
≤ Const.eKa+MT (1 +√ρ∗)|s− s′|‖f‖Ba+M
for 0 ≤ s, s′ ≤ t ≤ T . Hence, we can complete the proof of Proposition 9.1.
Let M ≥ 2 be the integer determined in Proposition 9.1. Let {∆j}∞j=1
be a family of subdivisions of [0, T ] such that |∆j | ≤ ρ∗ and limj→∞ |∆j| =
0. Take an arbitrary f ∈ Ba+2M (a = 0, 1, 2, . . . ). Then we see from (9.4)
and (9.5) that {C∆j (t, s)f}∞j=1 is uniformly bounded as a family of Ba+2M -
valued continuous functions and equicontinuous as a family of Ba+M -valued
functions in 0 ≤ s ≤ t ≤ T , respectively. It follows from the Rellich criterion
(cf. Theorem XIII. 65 in [21]) that the embedding map from BM into L2
is compact. So is the embedding map from Ba+2M into Ba+M from (7.12),
(7.13) and Lemma 2.5 in [12] with a = b = 1. Consequently, from Ascoli-
Arzela` theorem we can find a subsequence {∆jk}∞k=1, which may depend on
f , such that C∆jk (t, s)f converges in Ba+M uniformly in 0 ≤ s ≤ t ≤ T as
k → ∞. Since C∆j (s, s)f = f follows from Lemma 6.1, so (9.7) - (9.9) show
that limk→∞ C∆jk (t, s)f = U(t, s)f , where U(t, s)f is Ba+M -valued continuous
and Ba-valued continuously differentiable function in 0 ≤ s ≤ t ≤ T satisfying
(3.9) with u(s) = f . Noting M ≥ 2, we can easily see from the energy
inequality that the solutions to (3.9) are unique in the class of Ba+M -valued
continuous and Ba-valued continuously differentiable functions. Hence, we can
see that C∆(t, s)f converges to U(t, s)f in Ba+M uniformly in 0 ≤ s ≤ t ≤ T
as |∆| → 0.
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Take an arbitrary f ∈ Ba. Let ∆ and ∆′ be subdivisions such that |∆| ≤ ρ∗
and |∆′| ≤ ρ∗. For any ǫ > 0 we can take a g ∈ Ba+2M such that ‖g−f‖Ba < ǫ.
Then from (9.4) we have
‖C∆(t, s)f − C∆′(t, s)f‖Ba ≤ ‖C∆(t, s)g − C∆′(t, s)g‖Ba
+ ‖C∆(t, s)(f − g)‖Ba + ‖C∆′(t, s)(f − g)‖Ba
≤ ‖C∆(t, s)g − C∆′(t, s)g‖Ba+M + 2eKaT ǫ.
So,
lim|∆|,|∆′|→0 max
0≤s≤t≤T
‖C∆(t, s)f − C∆′(t, s)f‖Ba ≤ 2eKaT ǫ. (9.10)
Hence, we can see that C∆(t, s)f converges in Ba uniformly in 0 ≤ s ≤ t ≤ T
as |∆| → 0. We write this limit as W (t, s)f .
Let f ∈ Ba. Take fj ∈ Ba+M such that limj→∞ fj = f in Ba. From (9.7)
we have
ih¯ (W (t, s)fj − fj) =
∫ t
s
H(θ)W (θ, s)fjdθ.
The inequality ‖W (t, s)f‖Ba ≤ eKa(t−s)‖f‖Ba holds from (9.4). So, from
Lemma 2.5 in [12] with a = b = 1 we can see
ih¯ (W (t, s)f − f) =
∫ t
s
H(θ)W (θ, s)fdθ
in Ba−2 and that W (t, s)f is Ba-valued continuous and Ba−2-valued continu-
ously differentiable in 0 ≤ s ≤ t ≤ T. Hence lim|∆|→0 C∆(t, s)f
(
= W (t, s)f
)
satisfies (3.9) with u(s) = f . Thus, we could complete the proof of Theorem
3.1.
We shall consider the proof of Theorem 3.2. Let −→q t,sx,y(θ) and −→a t,sΛ′X,Y (θ) be
the paths defined by (6.1) and (6.2), respectively. For
−→
ξ k ∈ R2 (k ∈ Λ′1) we
define the path by
φt,s−→
ξ k
(θ) :=
−→
ξ k +
4πρk(
−→q t,sx,y(θ))
|k|2 ∈ R
2, s ≤ θ ≤ t (9.11)
as in (3.12). The path φt,s−→
ξ k
(θ) ∈ R2 (k ∈ Λ1) is defined by (2.13). So from
(2.16) and (2.17) we have
ξ
(1)
−k = ξ
(1)
k , ξ
(2)
−k = −ξ(2)k .
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For k ∈ Λ1 we can easily see
|k|2
∣∣∣φt,s−→
ξ k
(θ)
∣∣∣2 − 8πρk(−→q t,sx,y(θ)) · φt,s−→ξ k(θ)
= |k|2
∣∣∣∣φt,s−→ξ k − 4πρk|k|2
∣∣∣∣
2
− 16π
2
|k|2 |ρk|
2
= |k|2
∣∣∣−→ξ k∣∣∣2 − 16π2|k|2
∣∣ρk(−→q t,sx,y(θ))∣∣2 . (9.12)
So, the classical action for L˜ defined by (3.11) is written as
S
(
t, s;−→q t,sx,y, at,sΛX,Y ,
{
φt,s−→
ξ k
}
k∈Λ1
)
= Sc(t, s;
−→q t,sx,y, at,sΛX,Y ) +
(t− s)
4π|V |
∑
k∈Λ′1
|k|2|−→ξ k|2 (9.13)
from (2.21) and (3.3).
Let χ1 ∈ C∞(R2N1) with compact support such that χ1(0) = 1. Let ǫ > 0
and ξ :=
{−→
ξ k
}
k∈Λ′1
∈ R2N1 . For f ∈ S(R3n+4N ) we define Gǫ(t, s)f (0 ≤ s ≤
t ≤ T ) by

(
n∏
j=1
√
mj
2πih¯(t− s)
3
)√
1
2πih¯|V |(t− s)
4N

∏
k∈Λ′1
|k|2(t− s)
4iπ2h¯|V |


×
∫
· · ·
∫
ei h¯
−1Sχ1(ǫξ)f(y, Y )dydY
∏
k∈Λ′1
d
−→
ξ k,
s < t,
f, s = t,
(9.14)
where S = S
(
t, s;−→q t,sx,y, at,sΛX,Y ,
{
φt,s−→
ξ k
}
k∈Λ1
)
.
Proposition 9.2. Let f ∈ Ba(R3n+4N ) (a = 0, 1, 2, . . . ). Then, under the
assumptions of Theorem 3.1 we have
lim
ǫ→0
Gǫ(t, s)f = C(t, s)f (9.15)
in Ba for 0 ≤ t− s ≤ ρ∗.
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Proof. In the case of t = s (9.15) is clear from (7.6). Let 0 < t − s ≤ ρ∗ and
S(R3n+4N ). From (9.13) we have
Gǫ(t, s)f =
(
n∏
j=1
√
mj
2πih¯(t− s)
3
)√
1
2πih¯|V |(t− s)
4N
×
∫∫ (
exp ih¯−1Sc(t, s;
−→q t,sx,y, at,sΛX,Y )
)
f(y, Y )dydY
×

∏
k∈Λ′1
|k|2(t− s)
4iπ2h¯|V |

∫ · · ·∫

exp i(t− s)
4πh¯|V |
∑
k∈Λ′1
|k|2|−→ξ k|2

χ1(ǫξ) ∏
k∈Λ′1
d
−→
ξ k.
Let −→η k := (η(1)k , η(2)k ) ∈ R2 and η := {−→η k}k∈Λ′1. We know∫ ∞
−∞
eiaθ
2
dθ =
√
iπ
a
(9.16)
for a constant a > 0. So we write
Gǫ(t, s)f = Pǫ(t, s)f, (9.17)
where
pǫ(t, s) =

∏
k∈Λ′1
|k|2
iπ

∫ · · ·∫

exp i∑
k∈Λ′1
|k|2|−→η k|2


× χ(ǫ
√
4πh¯|V |/(t− s)η)
∏
k∈Λ′1
d−→η k. (9.18)
We see that
lim
ǫ→0
pǫ(t, s) = 1 (9.19)
pointwise. Letting qǫ(t, s) = pǫ(t, s)− 1, we have
Pǫ(t, s)f − C(t, s)f = Qǫ(t, s)f.
We consider
‖Gǫ(t, s)f − C(t, s)f‖2 = ‖Pǫ(t, s)f − C(t, s)f‖2
=
((
Pǫ(t, s)− C(t, s)
)†(
Pǫ(t, s)− C(t, s)
)
f, f
)
=
(
Qǫ(t, s)
†Qǫ(t, s)f, f
)
.
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Hence, we obtain (9.15) as in the proof of Theorem 7.3 in the present paper
together with Lemma 2.2 in [12]. See the proof of Lemma 4.1 in [15] for further
details.
We can write (3.13) as
lim
ǫ→0
Gǫ(T, τν−1)χ(ǫ·)Gǫ(τν−1, τν−2)χ(ǫ·) · · ·Gǫ(τ2, τ1)χ(ǫ·)Gǫ(τ1, 0)χ(ǫ·)f
(9.20)
in the same way that (3.8) is written in the above of (9.2). Integrating by
parts in (9.18), we see that sup0<ǫ≤1 |pǫ(t, s)| is finite. So the same proof as for
(7.5) shows
sup
0<ǫ≤1
‖Gǫ(t, s)f‖Ba ≤ Ca‖f‖Ba , a = 0, 1, 2, . . .
with constants Ca from (9.17). Hence, using (9.1), we can prove Theorem 3.2
as in the proof of the convergence of (3.8) to (9.2) together with (9.15).
Finally, we will prove Theorem 3.3. As in the proof of (6.15) we get(∫
qt,sz,y
−
∫
qt,sz,x
){
1
c
Aex(t, x
(j)) · dx(j) − φex(t, x(j))dt
}
=
1
c
(x(j) − y(j)) ·
∫ 1
0
Aex
(
s, x(j) − θ(x(j) − y(j))) dθ
− (t− s)(x(j) − y(j)) ·
∫ 1
0
∫ 1
0
σ1Eex
(
τ(σ), ζ (j)(σ)
)
dσ1dσ2
− 1
c
3∑
m=1
(x(j)m − y(j)m )
3∑
l=1
(z
(j)
l − x(j)l )
∫ 1
0
∫ 1
0
σ1B
′
ml
(
τ(σ), ζ (j)(σ)
)
dσ1dσ2,
(9.21)
where (B′23(t, x), B
′
31(t, x), B
′
12(t, x)) = Bex(t, x), B
′
lm = −B′ml, and τ(σ) and
ζ (j)(σ) were defined by (6.11). See the proof of Proposition 3.3 in [13] for fur-
ther details. So, we get the equation (6.18) where the sum over j = 1, 2, . . . , n
of (9.21) multiplied by mjej/(t−s) is added to. Hence, under the assumptions
of Theorem 3.3 we obtain the same assertion as in Theorem 3.1 in the same
way that Theorem 3.1 is proved. As in the same way of the proof of Theorem
3.2 we also get the same assertion as in Theorem 3.2 under the assumptions
of Theorem 3.3. Thus, we could complete the proof of the main results.
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