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A GENERALISED Q. D. ALGORITHM 
A generalised Q. D. algorithm for rational interpolation is presented. The __ 
P. R. Graves-Morris (*) 
algorithm reduces essen- 
tially to the Q. D. algorithm for Pad6 approximation if the interpolation points are confluent. 
A generalised Q. D. algorithm for rational interpola- 
tion is presented in this paper. The starting point is a 
given Newton interpolating polynomial. 
n,(z) = co + Cl (z -zl) + c2 (z -zl) (z -z2) 
+ . . . + c n i&(z-zi)’ (1) 
n,(z) is a polynomial which interpolates to real or 
complex function values {f(Zi), i = 1,2 ,..., n + 1) 
at interpolation points {z;, i = 1,2,. . . , n + 1) which 
are real or complex and normally distinct. If any of 
the interpolation points are confluent, the Newton 
interpolating polynomial is constructed from the 
values of the function f(z) and its derivatives at the 
interpolation points in the usual way [ 11. 
From the given polynomial rrn(z), we show how to con- 
struct a rational function m(z) which interpolates to 
n,(z) at the interpolation points. Because construc- 
tion of the Newton interpolating polynomial from the 
given function values (or the equivalent data in the 
case of confluence) is a relatively simple matter, our 
algorithm is essentially an algorithm for formal rational 
interpolation. 
The data for our algorithm is the set of numerical 
values of the coefficients {co, cl, c2,. . . , cn) and the 
set of interpolation points {zl, z2,. . . , z, + 1}. The 
principal result of this paper is an algorithm expressed 
by (21) - (23) for the construction of a formal rational 
interpolant as the nth convergent of 
We refer to [2,3] for conditions under which the con- 
vergent exists and interpolates. 
We begin with a sequence of formal expansions of f(z), 
valid for J = 0, 1, 2, . . . , 
f(z)=c0+ c1(z-zl) + c2(z-zl) (z-z2) + . . . 
+ (z-zl) (z-z2) *** (z- zJ)gJ (z) (3) 
where gr(z) has the formal expansion 
, 
gJ(‘)=&_ 1 _ 1 _ 
q;(z-ZJ+l) 
J 
y(Z-ZJ 1 +2 
&'-'J+$ ei(z-zJ+4) 
. . . 
1 - 1 (4) 
We express (4) as 
“J "-"J+l +Z-ZJ+$ 
gJ(z)=T- - 
“-‘J+3 
1 - 1/q; - 1 - 11,; 
E$(z-zJ+4) 




EJ= e!/q! 111 for J = 0, 1, 2,. . . and i = 1, 2,3 ,.... 
(6) 
We contract (5) as 
gJ(‘)= cJ - 
"J(Z_ZJ+l) 
z-zJ++q; +Ei(Z-ZJ+2) 
cO s$-z1) r(z)=T_ 1 e&2) 4;(2 -q 1 - 1 
e; (z - 24) 
1 - *.* (2) 
4 (z-zJ+2)(z-zJ+3) 
. . . . 
- Z-ZJ++/q{+E&Z-ZJ+4) - 
(7) 
(*) P. R. Graves-Morris, Mathematical Institute, University of Kent, Canterbury, Kent CT2 7 NF, 
England. 
Journal of Computational and Applied Mathematics, volume 6, no 3,198O. 247 
Our convention is that x,/take priority over +, - 
throughout this paper. By using equivalence trans- 
formations, (7) may be expressed as 
Ctl(Z-Zj + 1 ) a2(z-zj + 2)(z-zj + 3 ) 
gj(z) = c j -  1+31(z_zj+2) _ l+32(z_zj+4) _.. 
(8) 
Self-consistency of the set of equations (3) requires 
that 
gj(z)= cj + (z-z j+l)gj+l(Z) for J=0,1 ,2  .... (9) 
If gj(z) has the continued fraction expansion (8), then 
gj+ l(Z) has the expansion 
-a  I a2(z-zj + 2)(z-zj+ 3 ) 
gJ+ l(z)= 1+ 31(z_zj+2) - 1+32(z-zj +4) -... 
Consider the alternative xpression of (4) as 
J+ l  
gj+l(Z) =cJ+l  ql (z-zJ+2) z-zJ+311 
1 - 1 - 1/e~ + 
1 
(10) 
Q{+ l(z-zJ+ 4) z-zJ+5 T .... (11) 
- 1 _ 1 /e~+ 1 _ 
where 4+ l=qJ+ i /4  +1for j= O, 1,2... and i= 2,3,4 .... 
(12) 
We contract (11) as 
Cj+l 
gJ+l (z)= J+ 
1-q 1 l(z-zj+2) 
J+ l  
ql (z-zJ+2)(z-zJ+3) 
z- zj + 3-1/e~ + 1+ QI+ l(z- zj +4) 
Q J2 + l(z - zj+4) (z -zj  + 5) 
- z - z j+5-1 /e l+ l+ Q{+X(z-zj+6) - 
(13) 
Comparison of (7) and (8), and of (10) and (13) shows 
that 
a l=Cj [Z l  - 1 /4  ]-1= -cj +1' (14) 
J+ l  (15) 31= (E{ + 1) [Z~ - l /q~]-I  = -q l  , 
a2 = E J1 [zJ 1 - l /q~]- I  [zJ 2 - l/q~] -1 
=-q~+l [z{ -1 /e~+l ]  -1, (16) 
and for i = 2, 3, 4 .... 
3i= [E~+ 1] [Z~-1/q~]-1= (1+ Q~+ 1)[z~- 1/e~#]-1 
E. J[z~ 1 J -1 J -1/q~+ 
- /q i  ] [Z i+ ai+l  = i 1 1 ]-1 
(17) 
- -Q~+l[z~- l /e~ +1]-1 J[Zi+l-1/e~ +1]-1 
(18) 
where 
z S 1 = ~J + 2i - aj + 2i- 1 for J = 0, 1, 2 .... and 
i= 1, 2, 3 .... (19) 
From an algorithmic viewpoint, q J1 is to be computed 
from (14), e J (via E{) from (15) and q{ from (16). 
For i = 2, 3, 4 ..... we sequentially compute ] (via 
El) from (17) and qJ+ 1 from (18). 
A simplification ismade by defining 4 + 1 = 0 for 
J = 0, 1, 2 ..... so that (16) becomes a special case of 
(18) for i = 1. We also divide (17) by (18) to find 
[ZJi+l-l/q~+l][l+ I/E~]= [ZJi+l-l/e~ + 1][1+11Q~ +1] 
(20) 
as the equation for q~+ 1 in terms of pre-defmed 
quantities. Substituting from (6) and (12), we express 
the generalised Q.D. algorithm of (14-20) as : 
Initialisation 
For J=0 ,1 ,2  .... 
e J+ l :  0, ql = [zJ1 + c j / c j+ l  ]-1 } 
Oej J ~ J+l ,  J z J 1" 
-q1- '~1 kql 1-  ) 
(21) 
Recurrence 
For J = 0, 1, 2 .... and i = 2, 3, 4 .... 
J [Z~-  eJ J+l  eJ+l i-1 qi-1 + i-2 
qi = [ eJ qJ qJ +1 
i-1 + i-1 i -1  
-1 




e J J+(z~ J _ l ) / J+ l  q~+l) (z~eJ+l  1)-1 
i = -qi  qi ~ei-1 + i-1 - 
(23) 
where (19) defines Z~. Equation (22) connects elements 
lying in a parallelogram in the Q.D. table, whereas 
(23) is the usual rhombus rule, depicted in fig. 1. 
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J 
qi-1 
eJ + 1 e J J 
i-2 i-1 qi 
qJ+ 1 q~ e J+ 1 e J 
i-1 i-1 i 
e J+ l  J+ l  
i-1 qi 
Fig. 1. Elements of the parallelogram rule (22) and rhombus rule (23). 
The first generalisation f the Q.D. algorithm to the 
case of rational interpolation i which the interpola- 
tion points may be distinct was given by Wuytack 
[4]. We follow his principles except hat our method 
does not involve the auxiliary normalising constants 
(called d k in [4]). Not surprisingly, the algorithm of 
n 
(21) - (23) corresponds toWuytack's algorithm with 
the auxiliary normalising constants eliminated, but at 
the expense of involving the extra elements of the 
parallelogram rules depicted in fzg. 1. 
In the confluent limit, each Z. J = 0 and (23) becomes 
1 
the difference rule of the Q.D. algorithm, 
J e J+l  J+ l  
e. =-q i  + i-1 + qi (24) 
whereas (22) reduces to 
qJ= [ e~- l+qi J -1 
"~ q~-~ l+e j+ l -  i-2
J+ l  J+ l  
q i--.1 ei-1 
e _l 
q J+ l  e J+ l  
i-1 i -1  
e J " (25) 
i -1  
Notice that (24) has been used to reduce the bracketted 
term in (25) to one, and so (25) becomes the quotient 
rule of the Q.D. algorithm. In this sense, (21)-(23) are 
the equations of a generalised Q.D. algorithm. 
It is interesting to contrast (21)-(23) with Claessens' 
t-g algorithm [5]. This consists of a pair of rhombus 
rules and it is simpler than (21)-(23), but it does not 
reduce to the Q.D. algorithm in the confluent limit. 
Does there exist a rational interpolation algorithm 
based on rhombus rules with the Q.D. algorithm as a 
confluent limit ? 
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