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APPROXIMATION PARCIMONIEUSE
Problèmes inverses parcimonieux :
on cherche x avec peu de composantes non
nulles tel que y ' Hx.
• Déconvolution de trains d’impulsions
(sismologie, contrôle non destructif par ultrasons)
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filtre h ◦ x, − y = h ∗ x+ bruit
H = matrice de convolution
x détection de discontinuités / défauts
• Démélange de spectres (imagerie hyperspectrale)
H = bibliothèque de spectres purs
x composantes présentes + proportions
• Estimation de modèles, sélection de variables, . . .
OPTIMISATION EN NORME `0
Problème d’optimisation bi-objectif :
min
x
{
‖y −Hx‖22 , ‖x‖0
}
, ‖x‖0 := Card
{
q|xq 6= 0
}
→min
x
‖x‖0 t.q. ‖y −Hx‖22 ≤  (P0/2)
→min
x
‖y −Hx‖22 t.q. ‖x‖0 ≤ K (P2/0)
→min
x
‖y −Hx‖22 + µ ‖x‖0 (Pp+0)
• Norme `0 à valeurs discrètes pb combinatoire
• Méthodes approchées peu coûteuses : [1]
– relaxation convexe : ‖x‖0  ‖x‖1
– méthodes gloutonnes : exploration combinatoire partielle
. . . mais ne résolvent pas le problème initial
– H très corrélé conditions théoriques inapplicables
– résultats empiriques défavorables
• Travaux en norme `0 [2, 3, 4] : convergence locale
• Pourtant : l’optimisation exacte en norme `0 ne re-
quiert pas forcément une recherche exhaustive!
PROGRAMMATION MIXTE EN
NOMBRES ENTIERS (MIP)
MIP quadratique à contraintes quadratiques :
min
v∈RJ
vTFv + cᵀv, t.q.

vᵀBv + dᵀv ≤ e, lb ≤ v ≤ ub,
Ainv ≤ bin, Aeqv = beq,
vj ∈ Z,∀j ∈ I.
• Méthodes de résolution exactes: Branch and Cut
– Branch and Bound : énumération implicite des solutions
min
x1,x2
fobj = −5x1 − 4x2 t.q.
{
x1 + x2 ≤ 5, x1 ≥ 0,
10x1 + 6x2 ≤ 45, x2 ≥ 0
P0 : fobj = −23.75
x1 = 3.75, x2 = 1.25
P1 : fobj = −23
x1 = 3, x2 = 2
x1 6 3
P2 : fobj = −23.333
x1 = 4, x2 = 0.833
P3 : fobj = −22.5
x1 = 4.5, x2 = 0
Solution sous-optimale
x2 6 0
P4
Sans solution
x2 > 1
x1 > 4
– Méthodes de coupe (Gomory, . . .) :
 relaxations continues successives (variables binaires)
 raffinement de la solution du programme continu
pour converger vers une solution entière
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Optimum du programme continu
Optimum du MIP
⇒ convergence avec preuve d’optimalité
• Choix de la mesure d’attache aux données
– quadratique MIP quadratiques
– linéaire par morceaux MIP linéaires
 ‖y −Hx‖1 (bruit laplacien)
 ‖y −Hx‖∞ (bruit uniforme)
REFORMULATIONS DE CRITÈRES
PARCIMONIEUX
• Reformulation de la norme `0
– Variables binaires bq telles que xq = 0⇔ bq = 0.
 ‖x‖0 =
Q∑
q=1
bq.
– Hypothèse de borne : ∀q,−M < xq < M . Alors :
min
x∈F
‖x‖0 ⇔ minx∈F
b∈{0,1}Q
∑
q
bq t.q. −Mb ≤ x ≤Mb
 reformulation de P0/2 et P0+2
‖x‖0 ≤ K ⇔ ∃b ∈ {0; 1}Q t.q.
{ ∑
q bq ≤ K
−Mb ≤ x ≤Mb
 reformulation de P2/0
• Reformulation des attaches aux données `1 et `∞
min
x∈F
‖y −Hx‖1 ⇔ minx∈F
w∈RN
∑
n
wn t.q. −w ≤ y −Hx ≤ w
min
x∈F
‖y −Hx‖∞ ⇔ minx∈F
t∈R
t t.q. − t1N ≤ y −Hx ≤ t1N
 MIP linéaires à contraintes linéaires
• Un exemple : min
x∈RQ
‖y −Hx‖1 t.q. ‖x‖0 ≤ K
⇔ min
x∈RQ
b∈{0;1}Q
w∈RN
∑
n
wn t.q.

∑
q bq ≤ K
−w ≤ y −Hx ≤ w
−Mb ≤ x ≤Mb
COÛTS DE CALCUL
• Problèmes de déconvolution parcimonieuse
x ∈ R100, K = 9 composantes non nulles
Mise en œuvre sous IBM ILOG CPLEX
• Réglage heuristique de la borneM :
i) Initialisation M0 = ||HTy||∞/||h||22
ii) Si la borne est atteinte en la solution (x̂q = Mk), la refor-
mulation de la norme `0 n’est pas valide. L’optimisation est
alors relancée avec Mk+1 = 1.1Mk.
RSB P0/2 P0/1 P0/∞ P2/0 P1/0 P∞/0 P0+2 P0+1 P0+∞
30 dB 122 3 2.1 2.8 9.1 21 1.2 4.9 5.2
20 dB 243 (3) 4.7 2.6 14 28 45 (1) 64 17 (2) 121
10 dB 513(12) 21 45 35(1) 182(1) 206(4) 121(5) 234(2) 141(6)
Temps de calcul (s) pour l’optimisation des neuf problèmes
reformulés en MIP (moyennes sur 20 réalisations).
Entre parenthèses : nombre de réalisations n’ayant pas fourni de
solution optimale en 1000 s.
Rq : exploration combinatoire complète évaluée à 1.5 an.
 Optimisation possible . . . dans une certaine mesure
 Coût↗ avec le bruit et le nombre de composantes
 Attache aux données `2 : formulation P2/0
`1 ou `∞ : formulation P0/p
• Plus de résultats dans [5]. . .
SOLUTIONS OBTENUES
• Exemple pour P2/0 (RSB = 20 dB) :
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Données et vérité Relaxation en norme `1
‖y −Hx˚‖22 = 1.62 ‖y −Hx̂‖22 = 6.07
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Matching Pursuit Orthogonal Matching Pursuit
‖y −Hx̂‖22 = 7.51 ‖y −Hx̂‖22 = 2.36
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Single Best Replacement MIP
‖y −Hx̂‖22 = 2.22 ‖y −Hx̂‖22 = 1.43
• Erreurs d’estimation entre x˚ (vérité) et x̂ (estimé) :
i) convolution des impulsions par un noyau gaussien (σ = 1)
ii) d(x˚, x̂) := erreur `2 entre les deux signaux convolués
RSB Relax. `1 MP OMP SBR MIP
30 dB 9.1 3.9 3.3 2.3 0.1
20 dB 8.6 3.9 3.3 2.2 0.3
10 dB 7.5 4.1 3.6 2.8 1.6
Distances d(x˚, x̂) moyennées sur 100 réalisations
PERSPECTIVES
• Réduction du coût de calcul
– Stratégies « intelligentes » de branchement
basées sur la connaissance du problème
– Autres types de résolutions exactes : quadratic convex re-
formulation (QCR)
 approximations successives du MIP par des pro-
grammes d’optimisation semi-définie positive (SDP)
• Prise en compte de contraintes supplémentaires
(positivité, somme à 1)
• Problèmes avec parcimonie structurée [6]
• Optimisation multi-objectifs
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