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Abstract  
 
The selection of appropriate processing parameters is crucial for producing parts with target properties 
via the laser powder bed fusion (L-PBF) process. In this work, the fatigue properties of L-PBF 
stainless steel 316L under controlled changes in laser power and scan speed were studied by 
employing the statistical response surface method. Processing regions corresponding to different 
fatigue failure mechanisms were identified. The optimum fatigue properties are associated with crack 
initiation from microstructure defect, which, by acting as the weakest link, creates enhanced porosity-
tolerance at applied stress approaching the fatigue limit. Deviations from the optimum processing 
condition lead to strength degradation and porosity-driven cracking. Based on the observed relations 
between microstructural features and failure behaviour, a processing-independent fatigue prediction 
model was proposed. The microstructure-driven failure was modelled by a reference S-N curve where 
the intrinsic effect of microstructure inhomogeneity was accounted for by applying a reduction factor 
on fatigue life. For the porosity-driven failure, high cycle fatigue life follows an inverse-square-root 
relation with porosity fraction. This relation was incorporated into the Basquin equation for predicting 
the fatigue strength parameters.   
 
Keywords: fatigue; porosity; predictive model; Basquin equation; stainless steel 316L; selective laser 
melting 
 
1. Introduction 
 
Laser powder bed fusion (L-PBF) is a popular additive manufacturing technique for fabricating metal 
parts. Micro-layers of metal powder are fused using high power laser which traces part geometry 
based on input from three-dimensional digital models. It is a complex, non-linear system controlled by 
a large number of processing parameters, expanding from laser unit, powder feedstock, processing 
parameters to chamber environment, etc. Transfer of processing knowledge across different L-PBF 
systems is often limited as these systems are developed independently based on a large amount of 
experimental data. Understanding of processing capability beyond the established standard processing 
conditions is lacking but desirable, as it allows better property control at the upstream processing stage 
as well as for downstream property assessment and qualification.    
 
Not all L-PBF variables are significant for mapping the processing-property relationship, as according 
to the Pareto principle, generally about 20% of the inputs of a system are responsible for 80% of the 
outcomes. Physics-based and data-driven methods have been employed for determining the key 
process variables via evaluation of response indicators such as track characteristics and mechanical 
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properties. For the data-driven approach, traditional design of experiment analysis exploits 
controllable parameters such as laser power, scan speed, layer thickness, etc. for process optimisation 
[1-5]. Advanced machine learning methods have also been leveraged for parameter selection and 
developing new processing domains using existing processing and material knowledge [6-8].  
 
Of the physical and mechanical properties of L-PBF materials, fatigue is an important but less well-
studied aspect, especially in terms of the influence of processing condition. Build orientation is one of 
the variables that has been researched for a number of L-PBF materials such as Ti-6Al-4V [9, 10], 
AlSi10Mg [11] and iron-based alloys [12-14]. Results from these and other works [15, 16] show that, 
despite the use of standard or optimised processing strategies, large lack of fusion pores are the 
detrimental defect that trigger fatigue crack initiation. As such defects are often generated due to poor 
inter-track or -layer bonding under insufficient energy input [17], it becomes questionable if critical 
fatigue defects are unavoidable using current established processing conditions. The relations between 
processing and defects, as well as defects and fatigue property, need to be clarified before fair 
comparisons can be made with regards to the fatigue resistance of L-PBF materials vis-à-vis the 
conventional wrought or cast forms.  
 
Constructing an effective database based on data from existing research to answer this question is not 
feasible, as different L-PBF systems and processing domains are used in these studies. This work aims 
to provide preliminary data for a systematic examination of the L-PBF processing-structure-property 
relations. The influence of laser power and scan speed on the fatigue properties of stainless steel 316L, 
an alloy used in many fatigue-critical applications, were evaluated. Regions of processing variable 
space, where different failure mechanisms could be expected, were identified. In addition, by focusing 
on the structure-property relations, a processing-independent model was developed which circumvents 
the processing factor and allows better transferability of data across L-PBF systems.  
 
2. Materials and experimental methods 
 
2.1 Sample fabrication and processing parameter selection  
 
Samples were fabricated from commercially available stainless steel 316L powder, with a 
predominantly spherical shape, on an L-PBF system (EOS M290). Rectangular test blocks for 
mechanical tests and microstructure characterisation were produced by varying laser power P and scan 
speed v, according to the central composite design (CCD) shown in Figure 1, at 20 μm layer thickness 
on a preheated platform. The CCD is an effective design architecture for modelling second-order 
systems [18], which were found to successfully represent the relations between processing parameters 
and porosity [3, 4] and mechanical properties [19] of L-PBF materials. The working range was 
determined to prevent build failure, especially under the high input energy condition where part 
deformation due to excessive thermal residual stress could result in recoater blade damage and 
termination of the build job. The centre point S1 is the optimised processing condition according to the 
manufacturer’s recommendation.  
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Figure 1 Sample design points labelled as S1-S9. The unfilled dot indicates the confirmation run. 
 
2.2 Mechanical test and microstructure analysis 
 
Samples for mechanical tests were sliced from as-built test blocks such that the loading axis was 
perpendicular to the build direction. They were machined by electric discharge machining (EDM) wire 
cutting, in accordance to geometry requirements of the ASTM E466, into flat specimens with 
thickness 3 mm, gauge length 14 mm, width 7 mm, and overall length 119 mm. Specimens were 
manually grinded to remove residual surface oxides generated from the EDM process before 
performing mechanical tests. Load-controlled fatigue tests were carried out under sinusoidal loading at 
load ratio R = 0.1 and frequency of 5 Hz on an MTS 810 hydraulic testing machine. Specimens that 
did not fail after 10
6
 cycles were considered as run-outs. Static tensile tests were carried out in 
displacement-controlled mode with a crosshead speed of 0.2 mm/min on a universal testing machine. 
 
Porosity fraction was determined from image analysis of optical micrographs taken on polished 
sections parallel to the build direction. Maximum pore size distributions were determined by taking at 
least 30 random images for each specimen, where the largest pore area from each image was used as 
the input for fitting the Gumbel Extreme Value Distribution by the maximum likelihood method, in 
accordance with the ASTM E2283 for extreme value analysis of non-metallic inclusions. The location 
and scale parameters of the distribution were then used for calculating the mean and standard 
deviation of the extreme pore size according to standard formulae. Circular pores were assumed, as 
based on works by Murakami [20], the maximum stress intensity factor at the crack front of an 
irregularly shaped defect is proportional to the square root of the defect area projected on to a plane 
that is normal to the applied stress. This approach had been successfully adopted for fatigue modelling 
[21] and was used in this work for quantifying pore size, i.e. the equivalent circular diameter. The 
location of defects, which is also an important parameter for fatigue failure [22], was not considered as 
fractography inspection showed that major crack origins were always close to the specimen surface. 
 
2.3 Statistical analysis 
 
Regression models were developed for the output response fatigue life N at two loading conditions: 
high stress loading with stress amplitude σa = 296 MPa and low stress loading with σa = 197 MPa. As 
10
5
 cycles is generally used as a crude estimation of the division between high and low cycle fatigue 
for the stress-life approach [23], these stress levels were selected accordingly for examining the low 
cycle and high cycle fatigue properties respectively. However, it is to be noted that for some 
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specimens, fatigue life did not fit exactly according to the 10
5
 cycles criterion. For all design points, at 
least two specimens were tested at each loading. 
 
The commercial software Design-Expert® was used for performing statistical analysis and deriving 
the response surface models. The coded levels of the process variables were used in the analysis, 
where the upper limits of the variables were coded as 1.414 and the lower limits as -1.414. Significant 
model factors were identified by analysis of variance (ANOVA).  
 
3. Results and discussion 
 
3.1 Regression model and statistical analysis 
 
The response variable N in terms of the number of cycles to failure was fitted to the experimental data 
by second-order polynomial equations: 
 
𝑁𝑙𝑜𝑤 𝑠𝑡𝑟𝑒𝑠𝑠 = 5873000 − 23626𝑃 − 11127𝑣 + 56.113𝑃𝑣 − 20.726𝑃
2 + 4.6835𝑣2 −
0.023610𝑃𝑣2           (1) 
 
𝑁ℎ𝑖𝑔ℎ 𝑠𝑡𝑟𝑒𝑠𝑠 = 760850 − 3349.9𝑃 − 1445.3𝑣 + 8.6571𝑃𝑣 − 4.4993𝑃
2 + 0.56325𝑣2 −
0.0035038𝑃𝑣2           (2) 
 
Table 1 displays the p-values of the regression models. Terms with Prob > F (p-value) smaller than 
0.05 are significant factors and were included in the regression models. For the low stress fatigue life 
model, insignificant terms such as v and v
2
 were retained to preserve model hierarchy, which is 
required for conversion between the coded and natural variables.  
 
Table 1 List of p-values for the model terms and lack of fit determined from ANOVA. 
 
 
Model P v Pv P
2
 v
2
 Pv
2
 Lack-of-fit 
Nlow stress <0.001 <0.001 0.863 0.004 <0.001 0.856 0.019 0.070 
Nhigh stress <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 0.898 
 
The low stress model exhibits more significant lack-of-fit (smaller p-value), indicating poorer fitting 
of the experimental data. This is in agreement with the fitting results shown in          Table 2, where the 
value of R
2
 for the low stress model is smaller, at 0.733. However, adding additional term, i.e. P
2
v, to 
the low stress model only marginally improved the adjusted R
2
, a parameter that takes into 
consideration the effect of additional terms on model fitting, to 0.765. Besides, the predicted R
2
, which 
evaluates the performance of the model for predicting responses for new observations, also improves 
only slightly (to 0.595) after adding the new term. Thus, P
2
v was not included in the second-order 
model to prevent overfitting. As the R
2
 values are reasonable, and the predicted R
2
 of the current 
models are in good agreement with the adjusted R
2
, i.e. less than 0.2 difference, and the adequate 
precision is large, i.e. more than 4, the models can be considered to have good signal-to-noise ratio 
and predictive capability for navigating the tested variable space. 
 
Figure 2 shows the normal probability plots of the residuals. An inspection of the plots shows that the 
data points fit generally well to the straight lines such that the normality assumption is valid.  
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         Table 2 Fit statistics of the models. 
 
R
2
 Adjusted R
2
 Predicted R
2
 
Adequate 
precision 
Nlow stress 0.809 0.733 0.586 8.832 
Nhigh stress 0.985 0.975 0.954 30.071 
 
 
 
Figure 2 Normal probability plots of the fatigue life residuals for the (a) low stress and (b) high 
stress conditions. 
 
In summary, Equations (1) and (2) can be used for modelling fatigue life within the current working 
range. The second-order regression model exhibits very good predictive power for fatigue life under 
high stress conditions. At lower stress or higher fatigue life, performance is not as good and could be 
improved by employing higher-order models.  
 
3.2 Processing regions 
 
Figure 3 shows the fatigue life contour plots. As several measurements were made for each of the 
design points and the regression equations are optimal but not exact fits to the data (as shown by the fit 
statistics in          Table 2), the lower 95% confidence regions of the centre point were drawn in dash 
lines to provide an indication of the size of the statistical error margin. The optimum processing region 
occurs in the diagonal direction such that combinations of high P and low v as well as low P and high 
v result in lower fatigue life. Besides, small P and v appears to be more favourable for longer fatigue 
life as indicated by the contour lines forming a ridge where the peak contours were predicted at the 
lower left end of the graphs, potentially beyond the current working range.  
 
Contrasting the two loading conditions, scan speed has a weaker effect on the low stress fatigue life as 
shown by the contour lines being stretched more in the direction of the horizontal axis. This has also 
been demonstrated by results from ANOVA where p-values for terms involving v are not significant 
for the low stress model. This result can be interpreted in two ways. First, the effect of processing on 
fatigue life under low stress is masked by the larger amount of inherent data scatter, which is 
consistent with the general understanding that data scatter increases as the fatigue limit is approached 
[24]. For example, in Figure 3a, both S3 and S7 lie in the 95% confidence region, such that any 
difference in response is not directly distinguishable from the prediction error. However, in Figure 3b, 
their reduction in fatigue life is considerable in comparison with the error margin, indicating a true 
difference in the response. Second, fatigue life under low stress could be either more or less sensitive 
to processing due to effects of process-induced microstructure on the fracture mechanism, which is not 
reflected on the response surface plots. The more significant lack-of-fit is an indication that the 
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second-order model is inadequate for modelling the intricate relations between processing and low 
stress fatigue life. The cause of the observed behaviour was investigated by fractography analysis. 
Figure 3c maps the P-v diagram into the optimum, over-melt and under-melt regions; various types of 
defect that are critical for the failure of the specimens were identified. The following sections describe 
the fracture behaviour and the relative effect of the defects on fatigue life in detail. 
 
 
Figure 3 Contour plots of (a) low stress fatigue life and (b) high stress fatigue life in terms of 
laser power and scan speed; (c) processing regions in terms of the critical defects on fatigue life. 
[Note: Dots indicate the sample design points S1 – S9 as labelled in Figure 1; dotted lines mark 
the lower 95% confidence region of the centre point; LOF stands for lack of fusion.] 
 
3.2.1 Optimum processing  
 
Figure 4a-c shows the fractographs of S5, which illustrate the fatigue fracture behaviour of L-PBF 
stainless steel 316L under the optimum processing condition. Under high stress, fatigue crack 
develops with a considerable area of stable crack propagation (Figure 4a). Intergranular crack 
initiation took place at solidification dendrite boundaries close to the specimen surface (Figure 4b), as 
well as in the interior of the specimen (Figure 4b), forming secondary crack origins.  
 
In L-PBF processing, competitive grain growth during rapid cooling produces differently-oriented 
grain clusters and sharp angle areas [25, 26], which are heavily stressed sites that promote  
intergranular fracture via the mechanism of slip/grain boundary interaction [27, 28]. Second phase 
particles such as oxide nano-inclusions were found to line the sub-grain boundaries [29] and could 
create stress concentration sites that promote intergranular cracking. Under the high applied stress, 
grain boundary defects in the bulk of the material could also develop into cracks such that failure 
traces back to multiple intergranular crack origins.  
 
Such fracture behaviour applies to a range of processing conditions as marked in Figure 3c. Average 
equivalent circular pore diameter in these samples, as determined from the extreme value analysis, are 
on the order of 10 μm. They are mainly spherical gas pores generated by the trapping of chamber gas 
or impurities within the raw powder [30]. Some small lack of fusion defects, with average size of 
about 19 μm, were also detected in S7, but they did not constitute the primary crack origins. 
Microstructure defects create stronger stress concentration effect such that lack of fusion pores of this 
size are not critical to crack initiation.  
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Figure 4 SEM fracture images of S5 (a-c), S8 (d-e) and S4 (f) under the high applied cyclic stress. 
(a) Large area of stable crack propagation in S5; (b) enlarged view of the boxed region in (a) 
showing intergranular crack initiation via de-bonding at cellular sub-grains; (c) secondary 
intergranular crack initiation site in the bulk material; (d) unstable crack propagation 
containing cleavage steps; (e) enlarged view of the boxed region in (d) showing transgranular 
crack initiation and slip bands; (f) featureless fracture profile due to the static ductile fracture 
mode.  
 
3.2.2 Over-melting effect 
 
Figure 4d-f shows fractographs of the over-melted samples S4 and S8. Comparing Figure 4d with 
Figure 4a, unstable crack propagation occurred in S8, whose fracture surface consists of large cleavage 
steps and a rugged morphology. In contrary to the grain boundary cracking in S5, crack initiation 
occurred by the transgranular mode, as shown in Figure 4e.  
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Figure 4f shows that S4 failed via the static mode of dimple rupture with no distinct crack origin. 
Over-melting led to significantly reduced material strength such that the applied load exceeded the 
yield strength of the material. Nonetheless, under the low stress condition, the same transition in crack 
initiation mechanism (from intergranular to transgranular cracking) is applicable, as shown in Figure 5. 
It can be seen that S5 contains a large intergranular crack initiation region on the order of 100 μm 
(Figure 5a-b), whereas crack initiation in S4 is transgranular (Figure 5c-d). Arrows in Figure 5d trace 
the grain boundaries, where instead of sliding along the grain boundary as in Figure 5b, cracking took 
place through the grains. 
 
 
Figure 5 SEM fracture images, under the low applied cyclic stress, of (a) crack initiation zone in 
S5; (b) enlarged view of (a) showing cellular sub-grains revealed due to intergranular cracking; 
(c) crack initiation zone in S4; (d) enlarged view of (c) showing transgranular cracking through 
grains (arrows indicate grain boundaries). 
 
Processing conditions associated with over-melting could impact fatigue resistance in ways such as: 1) 
degraded material strength due to grain coarsening and vaporisation of volatile allying element, e.g. 
Manganese in stainless steel 316L [31-33]; 2) increased crack density due to porosity, e.g. caused by 
keyhole-mode laser melting [34] and intense spattering [35], and thermal cracks due to residual stress 
in the bulk material [36]. The first case is more applicable to the current processing conditions, as 
pores were not detected at the crack origins of the samples, except for a few S8 samples, where pores 
on the order of 40 μm were found (refer to the authors’ prior work [37] for details). In addition, as 
keyholes pores are usually found at the edges of the scan tracks [38], which were removed by the 
machining process, the influence of over-melting-induced pores are not the dominating causes for 
crack initiations in S4 and S8.  
 
In terms of the effect of material strength on fatigue properties, it is known that both low scan speed 
and high laser power reduce cooling rate [39], which impacts sub-grain size significantly by causing 
grain coarsening [40]. This, besides affecting the load-bearing capacity, also affects the distribution of 
second phase particles and the fracture behaviour. Specifically, lower cooling rate in L-PBF 
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processing was found to be related to the transition from intergranular to transgranular fatigue crack 
initiation [37], as the larger dendritic arm spacing facilities the trapping of particles between 
intercellular spacing rather than grain boundaries [41]. As a result, slip occurs more readily across the 
dendrite cells, causing the observed transgranular cracking. As fracture path is shorter for 
transgranular cracking, fatigue resistance could be reduced. Simultaneous cracking created the higher 
crack density and disturbance to the major crack front, where the linking of individual cracks produced 
the stepped fracture profile and lower fatigue life. 
 
3.2.3 Under-melting effect 
 
Reducing energy input from the optimum condition creates lack of fusion defects that trigger fatigue 
crack initiation. Figure 6 shows porosity-dominated failure in S2 and S6. Under low stress, crack 
initiation could be traced to lack of fusion pores at the surface of S2 (Figure 6a). Interior pores, as 
indicated by arrows, could have caused localised cracking, but propagation of the major crack front is 
still transgranular and stable. For S6, no distinct major crack origin could be found (Figure 6c). Brittle 
rupture occurred via the joining of large and interconnected pores.  
 
Under high stress, even S2 exhibited catastrophic failure. As shown in Figure 6b, no stable crack 
propagation could be found adjacent to the crack origin. Ductile failure involving the coalescence of 
micro-voids dominates areas between large pores. In this case, overloading occurred since the load-
bearing area was significantly reduced by the presence of the lack of fusion pores. 
  
 
Figure 6 SEM fracture image of S2 (a) showing crack initiation from a subsurface lack of fusion 
pore (dash line) under the low applied stress; (b) it failed catastrophically under the high applied 
stress; (c) S6 failed via the brittle route even under the low applied stress; (d) secondary 
cracking occurred at lack of fusion pores in S7 under the high applied stress. Arrows indicate 
lack of fusion pores. 
 
In addition, Figure 6d shows S7 under high stress, where crack fronts advanced individually from 
closely spaced lack of fusion defects and joined up with the main crack front to produce ‘crack jumps’. 
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Even though primary crack initiation in S7 is intergranular under both the high and low applied stress 
conditions, as discussed in Section 3.2.1, the lack of fusion defects were large enough to create 
sufficient local stress concentration such that secondary cracks were formed under the high applied 
stress. Pores in S3 were the second largest for specimens in the optimum processing region, at 14 μm; 
they could also have contributed to cracking in the bulk material. This explains the stronger effect of 
scan speed on high stress fatigue life: even though pores in S3 and S7 were benign under the low 
applied stress condition, they created sufficient stress concentration for cracking under the high 
applied stress and were responsible for the greater reduction in fatigue life. In fact, this explains the 
smaller amount of data scatter at high stress: crack initiation took place at uniformly distributed 
defects throughout the bulk material under high stress, whereas one or a few high stress concentrating 
defects are responsible for crack initiation under low stress. In the latter case, attributes of individual 
defects, such as orientation, size and location, as well as characteristics of neighbouring microstructure, 
are all relevant factors which could have resulted in the more probabilistic failure properties.  
 
3.2.4 The true optimum processing condition 
 
The correlation between fracture behaviour and cooling rate could explain the optimum processing 
condition being predicted at the lower left end of the process window: under low laser power, cooling 
rate increases, favouring intergranular crack initiation, which creates longer crack path and thereby 
longer fatigue life; further increase of the scan speed will trigger the transition to the under-melt region 
which is not favoured. However, consider the small processing region around S5. Since S5 does not 
contain critical crack initiating pores, the optimum region should occur slightly towards the higher 
scan speed end, where cooling rate could be further increased, rather than as that predicted by the 
regression model. Based on results from a prior work [37], for samples processed at condition marked 
by the unfilled dot in Figure 1, average values of Nlow stress = 5.9 × 10
5
 cycles and Nhigh stress = 4.3 × 10
4
 
cycles. Referring to the contour plots in Figure 3, the regression models correctly predict Nhigh stress, but 
underestimates Nlow stress. This confirms the above prediction that cooling rate indeed relates directly 
with fatigue life under low cyclic stress. Under high cyclic stress, porosity contributed to cracking and 
the beneficial effect of high cooling rate diminished. 
 
This result thus shows that the low stress fatigue life model does not predict the optimum processing 
condition accurately, mainly due to a lack of input data point in that region. Besides, the intricate 
relations between cooling rate and fracture behaviour could be responsible for the inadequacy of the 
second-order model for modelling low stress fatigue life, as indicated by the more significant lack-of-
fit. 
 
3.3 Processing-independent model   
 
3.3.1 Model intuition 
 
Considering the large number of L-PBF processing variables and the non-transferability of data across 
different systems, developing an effective data-driven processing model is challenging. A processing-
independent fatigue stress-life prediction model is proposed in this section based on understanding of 
the fracture mechanisms, namely:  
 
1) Mechanism 1: Fatigue crack initiation at microstructural heterogeneity in the absence of critical 
pores.  
2) Mechanism 2: Fatigue crack initiation from lack of fusion pores, under the situations of 
a. Non-interacting pores 
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b. Interacting pores due to pore clustering 
 
The Basquin equation was employed for representing the fatigue stress amplitude and cycles to failure 
relation: 
 
𝜎𝑎 = 𝜎𝑓
′(2𝑁)𝑏           (3) 
 
where the fatigue strength coefficient σf’ and the fatigue strength exponent b are the intercept at 2N = 1 
and the slope of the logarithmic S-N plot respectively, and can be determined from zero mean stress 
tests (R = -1). For steel, σf’ is closely related to the monotonic tensile strength σb and is approximated 
by σf’ = σb [42, 43].  
 
Figure 7a shows the tensile strength against the processing input energy density P/v of the samples. 
For the current process window and operating system, parts with tensile strength higher than 700 MPa 
could be produced under the optimum processing condition. Applying this strength criterion, the 
boundaries of the optimum region could be identified at S7 and S8, beyond which both under- and 
over-melting produced significantly deteriorated strength. Within the optimum region, tensile strength 
shows a steady reduction with input energy, as the slower cooling rate caused increased primary 
dendrite spacing in the solidified microstructure and lower strength [26]. For samples in the sub-
optimum processing region, the reduced strength is due to either over-melting-induced material 
degradation (S4) or porosity (S2 and S6).  
 
Figure 7b shows the relations between tensile strength and the equivalent fatigue strength parameters 
obtained at R = 0.1 in this work. (Note: The mean stress effect was not adjusted as S-N results could 
show significant variations depending on the adjustment method and data available [44]. Also, tests 
resulting in fatigue life < 10
3
 cycles were not used for deriving σf’ and b.) It can be seen that σf’ indeed 
varies directly with σb. However, the resulting fatigue limit σe (fatigue strength at 10
6
 cycles) shows 
different trend from σf’: despite the continuously increasing σf’ with σb, σe converges to a constant 
value with certain scattering for samples in the optimum processing region. 
 
 
Figure 7 (a) Optimum and sub-optimum processing regions as identified by difference in tensile 
strength; (b) relations between tensile strength and the equivalent fatigue strength parameters 
and fatigue limits obtained at R = 0.1.  
 
This is due to the opposing effect of b on fatigue resistance. As b is the slope of the S-N plot, it 
strongly affects long life performance: as b increases, the S-N slope becomes gentler and materials are 
more damage-tolerant. For the optimally processed samples where b decreases with increasing tensile 
strength, the S-N slopes are steeper, thereby retarding the increase in fatigue strength at long lives. 
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The opposing trend between b and σf’ for ultrafine-grained alloys, as studied by Zhang et al., is related 
to grain size [45]. For the optimum samples, even though σf’ increases due to grain refinement, b 
decreases as a result of the higher grain boundary density and microstructural instability. This explains 
the observed intergranular cracking, as described in Section 3.2.2, in a more simplistic manner without 
accounting for the intercellular particle effect and the transition to transgranular crack initiation. The 
scatter in fatigue limit values is therefore a reflection of the subtle changes in microstructure caused by 
variation in L-PBF processing conditions.  
 
In real-life production, since this processing region produces high strength parts devoid of critical 
pores, any processing parameter combination in this region could be identified as the optimum 
condition. While the corresponding variations in microstructure and tensile strength are not easily 
detectable, the risk associated with finite life fatigue loading could be accounted for by applying an 
appropriate reduction factor on life or strength. 
 
On the basis of the above relations between failure mechanism and fatigue strength parameters, the 
processing-independent fatigue prediction focuses on modelling of: 
 
1) Mechanism 1 by deriving the reference S-N curve for representing the optimum behaviour of L-
PBF stainless steel 316L. The scatter due to intrinsic microstructural changes is accounted for by 
the probability of failure parameter Pr. 
2) Mechanism 2 by correlating porosity with the fatigue strength parameters to account for the effect 
of both interacting and non-interacting defects. 
 
The effect of over-melting is not considered as the processing range tested in this work does not 
provide sufficient coverage of over-melting phenomena, e.g. over-melting pores and cracks, for 
modelling of fatigue failure in this processing region.  
 
3.3.2 Modelling of mechanism 1 
 
Figure 8a shows the Pr-N curves fitted to the experimental data, excluding S2, S4 and S6, for both the 
high and low stress conditions. The data for both stress conditions fit well to the lognormal 
distribution. The resulting Pr-S-N curves, corresponding to 5%, 50% and 95% probabilities of failure 
at 95% confidence level, are shown in Figure 8b. The mean-data curve can thus be modelled by the 
Basquin equation at 50% failure probability, with the equivalent values of σf’ and b being 2560 MPa 
and -0.189 respectively. (Note: For purpose of comparison, based on the authors’ unpublished work 
conducted at R = -1 for L-PBF stainless steel 316L, σf’ and b equal to 1490 MPa and -0.123 
respectively, whereas conventional stainless steel 316L adopts values of 660 MPa and -0.079 
respectively [46].)  
 
To cover for the 5% failure probability curve, a reduction factor of about 1.9 on life needs to be 
applied to the mean-data curve. Current ASME code fatigue design curves adopts a factor of 20 on life 
to estimate fatigue life for 95% of the population of austenitic stainless steel [47]. To account for the 
possible microstructural variations due to processing, an additional factor on the order of 1.9 is thus 
necessary for L-PBF-processed parts.    
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Figure 8 (a) Family of Pr-N curves plotted in terms of the lognormal distribution at applied 
stress amplitudes of 296 MPa and 197 MPa; (b) test data in the optimum processing region and 
reference S-N curves corresponding to 5%, 50% and 95% failure probabilities at 95% 
confidence level. The plots were obtained for R = 0.1.  
 
3.3.3 Modelling of mechanism 2 
 
Fatigue life is plotted against porosity fraction p and equivalent circular pore diameter 2a in Figure 9 
for samples failed via mechanism 2. Porosity data for S7, denoted as Sref, was used as a conservative 
estimate of the critical porosity condition for the transition between failure mechanisms 1 and 2, i.e. 
porosity fraction pref = 0.05 ± 0.03% and equivalent circular pore diameter 2aref = 18.9 ± 8.4 μm. The 
fatigue life for Sref was obtained from the reference S-N curve derived in Section 3.3.2. Comparing the 
relative effect of pore fraction and pore size, the latter corresponds to a more rapid reduction in fatigue 
life from S2 to S6. The same observation can be made for the high stress condition. To further analyse 
the N-p relations, the data points were approximated by power-law equations. As labelled in Figure 9, 
the exponent of the equation was estimated at -0.44 under the low stress condition, whereas under high 
stress, a smaller exponent of -1.39 was obtained.  
 
 
Figure 9 Fatigue life against porosity fraction and average extreme equivalent circular pore 
diameter for the (a) low stress and (b) high stress conditions. 
 
To interpret this data, the nature of porosity in these samples needs to be evaluated. Due to the layer-
layer process, defects generated within a single layer are replicated throughout the part as it is being 
built. With increasing under-melting, lack of fusion pores increase both in size and number. This lead 
to the aggregation effect [48], where not only the size of the defect, but also the quantity, impacts 
fatigue resistance. Specifically, the uniformly distributed pores could be represented by unit cells [49] 
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of length d and circular pore radius a, as illustrated in Figure 10a, where porosity fraction is related to 
pore size by the equation:  
 
𝑝 =
𝜋𝑎2
𝑑2
           (4) 
 
The interpore spacing λ is related to p and a as: 
 
𝜆 = 𝑑 − 2𝑎 = (√
𝜋
𝑝
− 2) 𝑎 ≈ √
𝜋
𝑝
𝑎        (5) 
 
In a study by Holmes et al. [50], λ/a was referred to as the damage ratio, as it represents the space 
where stress can accumulate relative to the size of the stress concentrator. Thus, porosity fraction does 
not only account for the damaging effect of an isolated pore, but also its interaction with neighbouring 
pores. According to the BS 7910 for assessing the acceptability of flaws, when λ ≤ 2a, adjacent flaws 
could be considered as interacting with an effective dimension equal to the summation of the 
individual flaw sizes and the interpore spacing. Optical micrographs in Figure 10b-d show typical 
pores (black regions) in S7, S2 and S6 respectively. It can be seen that while the maximum pores in 
both S2 and S6 could be comparable in size, pores in S6 are clearly interacting.  
 
 
Figure 10 (a) Illustration of unit cells containing spherical voids. (b)-(d) Representative optical 
micrographs showing pores in S7, S2 and S6 respectively. 
 
Consequently, for non-interacting pores in S2, the stress concentration effect of porosity is contingent 
on the characteristics of the initiating pores, whereas for S6, pore size determined from optical 
micrograph is smaller than the effective dimension of the interacting pores. This explains the more 
rapid reduction in fatigue life with pore size for S6. 
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For the high stress condition, the fatigue life of S6 decreases more rapidly as compared to the low 
stress condition, because the material was significantly overloaded such that catastrophic failure 
occurred after a small number of cycles.  
 
The near inverse-square-root relation with porosity fraction, as indicated by the fitted lines in Figure 
9a, is noteworthy. Replacing the p term by λ/a in the power-law equation according to Equation (5), it 
can be seen that fatigue life is in fact linearly related to the damage ratio λ/a. This provides a physical 
explanation to the observed power-law relation. However, as the relation estimates relatively high 
fatigue life as p approaches the fully porous condition (i.e. p → 1), it is expected that such relation is 
only valid within a certain range of porosity fraction pc. Beyond this, fatigue life will drop sharply due 
to significant reduction in load-bearing area and stronger interacting effect among the pores. 
 
Based on this, for pref < p < pc, the relation between porosity and high cycle fatigue life can be 
approximated by a power-law equation:  
 
2𝑁 = 𝑚𝑝𝑛           (6) 
 
where m and n are stress-dependent; under low stress and high cycle fatigue, n ≈ -0.5. Considering 
parts with porosity fractions p1 and p2, at the applied stress amplitude σa, Equation (3) leads to:  
 
𝜎𝑎 = 𝜎𝑓1
′ (2𝑁1)
𝑏1 = 𝜎𝑓2
′ (2𝑁2)
𝑏2        (7) 
 
As shown in Figure 7b, b increases sharply from the optimum to the sub-optimum processing region 
and remains nearly constant (approx. -0.144 to -0.153) with further reduction in strength. Thus, b can 
be assumed to adopt a constant value for failure via mechanism 2. Here, an equivalent value of -0.15 
was assigned. 
 
Combining Equations (6)-(7), the fatigue strength coefficient can be expressed as a function of the 
porosity fraction: 
 
𝜎𝑓2
′ = (
𝑝1
𝑝2
)𝑛𝑏𝜎𝑓1
′ ≈ (
𝑝1
𝑝2
)0.075𝜎𝑓1
′          (8) 
 
This expression predicts that for a part with increased porosity fraction, there will be a parallel 
downward shift of the S-N curve that is proportional to the log of the ratio between the porosity 
fractions. However, as the exponent 0.075 was calculated for the low stress case (n = -0.5), Equation 
(8) is expected to be more suited to low stress, long life fatigue prediction. In addition, it is to be 
emphasised that the power-law relation was approximated from a limited number of empirical results 
(Figure 9a). The applicability of this statistical relation for fatigue prediction is examined in the next 
section.  
 
3.3.4 Model validation 
 
The model was validated against test data listed in Table 3. Results from a prior work [51], labelled as 
T1-T3, were included to provide additional data for comparison. As they were fabricated by varying a 
different set of processing parameter, namely the layer thickness, they act to verify the processing-
independency of the model.  
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For T1, p = 0.04 ± 0.05% and 2a = 9.6 ± 5.5 μm. Both porosity parameters are less critical than that of 
Sref, thus the sample is expected to fail via mechanism 1. Indeed, fractography analysis revealed 
intergranular crack initiation [51, 52]. The reference Pr-S-N curve was used to predict its fatigue 
properties. Referring to Figure 11a, the S-N data points of T1 are well covered by the 5% failure 
probability line. Applying the 1.9 reduction factor on life is thus conservative.  
 
Table 3 Pore fraction, extreme equivalent circular pore size, crack initiation mechanism and the 
actual and predicted equivalent σf’ values of the test samples.  
 
Test 
samples 
Pore fraction, 
p (×10
-2
) 
Pore size, 2a 
(μm) 
Nature of 
crack initiation 
Equivalent σf’ at R = 0.1 
Actual Predicted % error 
S2 0.41 ± 0.26 42.1 ± 16.7 Mechanism 2 1286 1293 0.54 
S6 3.38 ± 1.42 47.3 ± 12.4 Mechanism 2 1210 1104 -8.76 
T1 0.04 ± 0.05 9.6 ± 5.5 Mechanism 1 1822 - - 
T2 0.70 ± 0.81 61.4 ± 39.4 Mechanism 2 1323 1243 -6.05 
T3 10.85 ± 4.23 370.88 ± 178.04 Mechanism 2 897 1011 12.71 
 
The rest of the samples contained critical pores and failed via mechanism 2. The equivalent fatigue 
strength coefficients were predicted from Equation (8). As listed in Table 3, the predicted values are in 
good agreement with the actual values, with less than 10% error, except for T3, where the model 
overestimated σf’ by 13%. Figure 11b compares the predicted fatigue life with the experimental data 
obtained at different applied cyclic loading. It can be seen that except for T3, the predicted fatigue 
lives are generally within a factor of two of the experimental results (dash lines). Considering the 
inherent data scatter, Equation (8), despite being derived for the low stress condition, provides 
reasonable prediction for higher applied stresses, e.g. data points with life lower than 10
5
 cycles. For 
T3, the model overestimates the fatigue life by a factor of about 10. This indicates that the porosity 
fraction of T3 is larger than pc such that the inverse-square-root relation is not valid.  
 
 
Figure 11 (a) S-N data of T1 are within the 5% failure probability band for failure by 
mechanism 1; (b) predicted versus test measured fatigue life data of S2, S6, T2 and T3 which 
failed by mechanism 2. 
 
The results are satisfactory, especially considering that it predicted well for the data set of T2, which 
was not used in the model derivation. However, the validity and uncertainty associated with the 
power-law relation between fatigue life and porosity fraction remains to be further investigated and 
supported by experimental results. Also, it is to be noted that since fatigue strength is related to tensile 
strength, the fatigue strength parameters obtained in this work applies to parts with comparable tensile 
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strength, as that shown in Figure 7. For parts belonging to different strength regimes, e.g. due to 
processing at higher layer thickness where grain coarsening could cause a general reduction of 
material strength [53], adjustment factors may need to be applied. 
 
3.4 Generalisation capability of the models – Validation with literature 
 
As both the processing-dependent and processing-independent models were developed based on the 
authors’ own experimental data, their predictive capabilities are further demonstrated in this section 
using data from literature. The relevant input data are listed in Table 4. Several assumptions and 
adjustments were made to the test data to account for the different sample preparation and testing 
conditions, and they are described in the following paragraphs.   
 
Table 4 Input information from literature for validating the processing-(in)dependent models.  
 
Sources 
 Laser power, P 
(W) 
Scan speed, v 
(mm/s) 
Nature of crack 
initiation 
Spierings et al. [54] 103 425 - 
Shrestha et al. [12] 400 1000 Mechanism 2 
Mower et al. [55] 195 750 Surface roughness 
 
For the processing-dependent model, the regression equations do not account for variables other than 
laser power and scan speed. One of the key variables that was not kept constant across the studies is 
layer thickness: higher layer thicknesses, i.e. 30 μm [12, 54] and 40 μm [55], were used in the 
references, whereas samples in this work were prepared at 20 μm. Based on the authors’ prior study 
[52], the P-v combination used for fabricating S1 could produce sufficient laser penetration such that 
critical pores were not generated at 40 μm layer thickness, and the fatigue properties of the samples 
built at 20 μm and 40 μm were similar. Based on this fact, some tolerance for variations in layer 
thickness setting could be allowed. For example, though the samples used by Mower et al. [55] were 
fabricated at 40 μm layer thickness, the P-v values are close to S1 (Figure 3c). Thereby, no significant 
shift in the processing region is expected. For the other two works, the deviation in layer thickness is 
even smaller and was assumed to produce negligible effect.    
 
Quantitative information of porosity fraction was not provided in the references for direct application 
of the processing-independent approach. By examining the fractographs, fatigue failure occurred via 
mechanism 2 for the samples tested by Shrestha et al. [12], with major cracks originating from lack of 
fusion defects on the order of 200 μm. For the work by Mower et al., samples were tested in the as-
built condition without machining, and failure were triggered by fabrication defects on the surface. 
Based on the fractographs provided, the surface defects are smaller but more closely spaced than the 
lack of fusion defects (measured average surface roughness of 5-6 μm). For the work by Spierings et 
al. [54], information on the failure mechanism was not available. Nonetheless, as similar S-N curves 
were obtained for samples with different surface finishes (as-machined versus machined and polished 
samples), it was speculated by the authors that factors such as internal pores could be driving the 
fatigue failure.  
 
For comparing the fatigue test data, the Goodman equation was applied to the test data by Mower et al. 
as they were obtained at R = -1. Also, a modifying factor of 0.85 on fatigue strength was applied to 
adjust for the bending load [56]. Fatigue test results from Shrestha et al. were only used for qualitative 
analysis and not quantitatively as the tests were done in strain-controlled mode. In addition, vertically-
built samples were tested by Spierings et al., whereas data for horizontal samples were adapted from 
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the other studies. Nonetheless, based on the results of Shrestha et al. [12] and the authors’ unpublished 
works, build orientation is not a significant factor on the high cycle fatigue properties of L-PBF 
stainless steel 316L.  
 
Results for comparing the processing-dependent models are shown in Figure 12a. The predicted 
fatigue life exceeded the test results of Spierings et al. by more than an order of magnitude. As 
discussed in Section 3.2.4, the over-estimated fatigue life at low laser power and scan speed is because 
of the lack of sufficient data points tested in the region. Also, as the parameter settings used in this 
work are significantly beyond the presently tested processing window, the poor correlation indicates 
that the regression equations are only valid within the experimentally tested working range. For the 
processing parameters used by Shrestha et al., negative fatigue lives were predicted under both the low 
and high stress conditions. It is interesting that while the process map in Figure 3c predicts over-
melting, lack of fusion defects were reported by Shrestha et al. The inability to predict the processing 
region correctly is evident of the non-transferability of processing information across L-PBF machines, 
which could be due to different gas flow designs and laser units. 
 
Machines from the same manufacturer and similar processing parameters were used by Mower et al. 
and this work. As shown in Figure 12a, the regression model provides reasonable estimates of the S-N 
relation, except for the two data points with the shortest fatigue lives. According to the process map in 
Figure 3c, the processing condition should produce optimum samples. As the surface roughness-
induced defects are smaller than the lack of fusion defects, they could be less damaging and caused 
equivalent stress concentration effect as the microstructural defects. Consequently, the regression 
models could accurately predict the fatigue test results of Mower et al. even though the samples were 
not machined. The outliers at shorter fatigue life could be attributed to the use of fully reversed fatigue 
tests (R = -1) where the cyclic tension-compression action inflicted severer damage [57], especially at 
higher stress amplitudes, than the tension-tension tests (R = 0.1) performed by Spierings et al. and this 
work.  
 
The effectiveness of the processing-independent model is demonstrated in Figure 12b. Lines of 
constant porosity fraction, obtained by applying Equation (8), were plotted on the fatigue stress-life 
axes. Agreeing with results from the regression model, test data by Mower et al. are comparable to 
those of the optimum samples in this work, i.e. most of the data points are close to and above the p = 
pref = 0.05% line. For the results by Spierings et al., most of the data points are covered by the p = 0.1% 
and p = 1% lines. This indicates that crack initiation could have occurred via mechanism 2, thereby 
testifying to the speculation of the authors that internal pores could be responsible for the similar 
fatigue properties between the samples with different surface finishes. The large amount of scatter in 
the test data could indicate inconsistency of the build process, which had led to nonhomogeneous 
porosity distribution of the samples. 
 
In summary, the processing-dependent regression models provide good prediction for parts made by 
the same L-PBF machine as this work. Its applicability is also confined to the presently tested 
processing window. The processing-independent approach is not affected by such restrictions; it 
provides effective predictions of the fatigue fracture mechanism regardless of the processing condition. 
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Figure 12 Comparing fatigue test data from literature with predicted results obtained from (a) 
processing-dependent regression model and (b) processing-independent model. The plots were 
obtained for R = 0.1. 
 
 
4. Conclusions 
 
Fatigue properties of stainless steel 316L made by the laser powder bed fusion process under 
controlled changes in laser power and scan speed were studied by employing the statistical response 
surface method. Results from this work show that a complex relationship exists between processing, 
loading condition and fatigue failure. In developing predictive models for the fatigue stress-life 
relations, the following conclusions could be made:  
 
1) The second-order polynomial equation predicts well the influence of laser power and scan speed 
on high stress fatigue life. For low stress, high cycle fatigue, the model produces poorer 
performance and a higher-order model could be desirable.  
 
2) The fatigue fracture mechanisms responsible for the observed behaviours were evaluated. Under 
low stress, damage builds up gradually over a large number of cycles. In the absence of critical 
pores, microstructure defects are the weakest links and cause crack initiation. As the 
microstructure-driven fatigue failure is sensitive to changes in cooling rate and the competing 
effect of porosity, higher-order equations are necessary for modelling the processing-dependent 
fatigue properties. As the cyclic stress increases, processing-induced defects, either porosity or 
material degradation, affect fatigue properties more strongly, such that a more distinct relationship 
exists between processing and fatigue life, which could be effectively modelled by the second-
order equation.    
 
3) From an engineering standpoint, the fatigue failure behaviour indicates that: a) with optimum 
processing and low loading stress, microstructure-driven failure promotes enhanced tolerance for 
porosity such that gas pores, even small lack of fusion defects, do not need to be controlled as they 
are not detrimental to crack initiation; b) for finite life, especially high stress applications, 
processing needs to be closely monitored to prevent porosity and strength degradation, which 
strongly affects short life fatigue resistance. 
 
4) A processing-independent model was proposed for predicting the stress-life relations of both the 
microstructure-driven and porosity-driven fatigue failure modes. For the microstructure-driven 
failure, the optimum fatigue properties were modelled by a reference S-N curve, where the effect 
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of subtle variations in microstructure was accounted for by applying a reduction factor of 1.9 on 
life. For the porosity-driven failure, the available test data led to the assumption of an inverse-
square-root relation between fatigue life and porosity fraction, which was incorporated into the 
Basquin equation for predicting the fatigue strength coefficient. As this relation was obtained 
based on limited test data, its validity remains to be further investigated. 
 
5) The models were cross-validated against data from literature to demonstrate the generalisation 
capability. The processing-dependent regression model produced reasonable results for samples 
that were made using similar machines and processing conditions as this work, indicating that its 
applicability is indeed machine- and processing region-dependent. The processing-independent 
model accurately predicted the fatigue fracture mechanisms, i.e. porosity- or microstructure-driven 
failure, regardless of the processing conditions. Quantitative confirmation of the porosity-fatigue 
properties relation was not possible due to a lack of porosity information of the test samples.   
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