Because of the advent of GPS techniques, a wide range of scientific literature on Sport Science is nowadays devoted to the analysis of players' movement in relation to team performance in the context of big data analytics. A specific research question regards whether certain patterns of space among players affect team performance, from both an offensive and a defensive perspective. Using a time series of basketball players' coordinates, we focus on the dynamics of the surface area of the five players on the court with a two-fold purpose: (i) to give tools allowing a detailed description and analysis of a game with respect to surface areas dynamics and (ii) to investigate its influence on the points made by both the team and the opponent. We propose a three-step procedure integrating different statistical modelling approaches. Specifically, we first employ a Markov Switching Model (MSM) to detect structural changes in the surface area. Then, we perform descriptive analyses in order to highlight associations between regimes and relevant game variables. Finally, we assess the relation between the regime probabilities and the scored points by means of Vector Auto Regressive (VAR) models. We carry out the proposed procedure using real data and, in the analyzed case studies, we find that structural changes are strongly associated to offensive and defensive game phases and that there is some association between the surface area dynamics and the points scored by the team and the opponent.
Introduction
Research in team sports science has gained relevance in the last few years, also because of the advent of new technologies and big data. Several methods borrowed *Corresponding author: Rodolfo Metulini, University of Brescia, Big & Open Data Innovation (BODaI) Laboratory, C.da S. Chiara, 50, Brescia IT 25122, Italy, e-mail: rodolfo.metulini@unibs.it Marica Manisera and Paola Zuccolotto: University of Brescia, Big & Open Data Innovation (BODaI) Laboratory, C.da S. Chiara, 50, Brescia IT 25122, Italy from machine learning, network and complex systems, geographic information system (GIS), computer vision and statistics have been proposed to solve many different research questions meeting requirements of experts, coaches and analysts. Massive literature on this topic has been well summarized by some review papers (among others, Gudmundsson and Horton, 2016 and Stein et al., 2017) .
One important line of research deals with players' spatial dynamics analysis, which is possible by means of data coming from video analysis technologies and global positioning systems (GPS). Teammates highly interact each other and this continuous interaction takes on the features of a complex system. Network theory has been first proposed by Wasserman and Faust (1994) in the context of team sports, to analyse the network of ball passings. Passos et al. (2011) used centrality measures with the aim of identifying the key interactions and the cooperation between team members in water polo. Besides network theory, a promising niche of literature intertwined with psychology, called ecological dynamics, expresses players on the court as agents who face external factors (Turvey and Shaw 1995; Araújo, Davids, and Hristovski 2006; Araújo et al. 2009; Duarte et al. 2013; Araújo and Davids 2016) . Multivariate data analysis tools can also be used (see for example Metulini, Manisera, and Zuccolotto 2017a; Metulini, Manisera, and Zuccolotto 2017b) , where patterns of movements in basketball are identified by means of an integration of multidimensional scaling and cluster analysis). The complex system of the interactions among players is also studied by Richardson et al. (2012) using cluster phase analysis, and by Greihaine, Godbout, and Zerai (2011) from a psychological perspective.
The positioning of each single player in relation to teammates (and/or opponents) can play a crucial role in determining team performance. Coaching experience suggests that the team in possession of the ball should increase distance between players, while the opponent should defend by reducing distance between players (Araújo and Davids 2016) . The overall spatial scattering of players on the court can be measured by several quantities (Araújo and Davids 2016) : for example, the stretch index (or radius), the team spread and the effective playing space, known in the sport literature with the term surface area, whose influence on team performance has been investigated by several authors, in the context of different team sports (see, for example, Frencken et al., 2011; Moura et al., 2012; Fonseca et al., 2012; Goldfarb, 2014) . Visual analysis is frequently used to find preliminary evidence of surface area patterns (Therón and Casares 2010; Kowshik, Chang, and Maheswaran 2012; Metulini 2016 ).
This paper is concerned with basketball. Scientific literature on basketball covers several aspects of research, ranging from simply outlining the main features of a game by means of descriptive statistics (Kubatko et al. 2007) to investigating more complex problems, such as forecasting the outcome of a game or a tournament (West 2008; Loeffelholz, Bednar, and Bauer 2009; Brown et al. 2010; Gupta 2015; Lopez and Matthews 2015; Ruiz and Perez-Cruz 2015; Yuan et al. 2015; Manner 2016) , analysing players' performance (Page, Fellingham, and Reese 2007; Cooper, Ruiz, and Sirvent 2009; Piette, Anand, and Zhang 2010; Fearnhead and Taylor 2011; Ozmen 2012; Page, Barney, and McGuire 2013; Deshpande and Jensen 2016) , identifying optimal game strategies (Annis 2006) and describing the players' reactions to stressful moments (Crocker and Graham 1995; Zuccolotto, Manisera, and Sandri 2017) .
Spatial dynamics analysis can be effectively applied in basketball; the most interesting issue is to determine how players' dynamics and team performance are related each other and if the presence of a specific player or a specific lineup on the court has an effect on performance. Indeed, to measure a player's performance is very different from assessing the impact of the player on the teammates' behavior and, ultimately, on the team's performance. While there are a lot of contributions in the literature about the former point, the latter is still little explored. Lamas et al. (2011) , for example, define a set of "space creation dynamics" (states for the offense that produce a rupture of the defense, creating empty spaces for scoring opportunities) and show how they can be used for game analysis. In the discussion the authors point out that some players' profile may arguably influence the increase in the recurrence of some specific dynamic in a team game strategy. Fewell et al. (2012) describe basketball team offensive strategies by their network properties, in order to capture the interactions among individuals and determine whether these interactions could be associated with team advancement in play-offs. Although this is not the basic aim of their paper, the tool they propose is well suited to assess how single players or lineups affect team performance, as it is always possible to characterize the specific network occurring when they are on the court.
Additional investigations can be made by merging video and GPS data to play-by-play datasets. The practical possibility to do that depends of course on the availability of such data, that are usually collected by authorized operators within the activities of the basketball associations. For major competitions (NBA, FIBA) play-by-play data are largely available and characterized by an acceptable quality level. But there are other championships whose playby-play data are not easily available, or affected by missing data and recording errors.
Limiting the focus to the analysis of players' positions, probabilistic models of players' coordinates have been used to split the match in phases (Perše et al. 2009; Perica, Trninić, and Jelaska 2011) according to the way players move on the court. Following this line of research, Metulini et al. (2017a,b) analyse some specific case studies focusing on surface areas and confirm the coaching knowledge that offensive and defensive phases exhibit different patterns. In this paper we investigate the association between surface area and team performance, starting from the idea of Frencken et al. (2011) , who aim to define a collective variable able to measure the dynamics of team sports. In the cited paper, focused on soccer, the authors use the collective variable to identify an overall game pattern and then assume that deviations from these patterns are present in the build-up of goals. They find that surface area and centroid position may provide a sound basis for a collective variable that captures the dynamics of attacking and defending in soccer at team level. In a similar way, we translate this idea into basketball and examine surface area as a candidate for describing some basic game pattern, which remains valid whatever the game strategy. In this paper, according to Passos, Araújo, and Volossovitch (2016) , we measure the surface area by the area within the convex hull of the players on the court. The centroid position is used to label the game phase (offense, defense, transition).
To this aim, we propose a structured three-step procedure, with a two-fold purpose: (i) to give tools allowing a detailed description and analysis of a game with respect to surface area dynamics and (ii) to investigate its influence on the points made by both the team and the opponent. In detail, using a time series of surface areas from a whole match as a dependent variable, we firstly fit data with a Markov Switching Model (MSM) in order to find two regimes that account for structural changes in the space among players. Secondly, we characterize each regime in terms of its association to game phases (offense, defense, transition) and to certain game situations (i.e. presence of a given player or a combination of players on the court, implementation of a given playbook, ...), also defining some graphical tools able to describe the match dynamics. Finally, we resort to a Vector AutoRegressive model (VAR) in order to investigate whether changes in the regimes' probabilities affect the performance, in terms of points made during offense and points made by the opponents when the team is in defense. We check the functioning of the proposed procedure on three real datasets collected during games played by Italian professional basketball teams in a tournament which was held in February 2017.
The paper is structured as follows. Section 2 introduces the basketball case studies, describes the data source and the datasets manipulation, while Section 3 is devoted to the proposed three-step procedure. For each step, once described the method, we immediately show its application to the data introduced in Section 2. The obtained results are discussed in Section 4, while concluding remarks and future research developments are in Section 5.
Case study
In this paper we deal with basketball sensor data. Basketball is a sport played by two teams of five players each on a rectangular court (28 m × 15 m). The match, according to International Basketball Federation (FIBA) rules, lasts 40 min, and is divided in four periods of 10 min each. The objective is to shoot a ball through a hoop 46 cm in diameter and mounted at a height of 3.05 m to backboards at each end of the court.
Data source
Data refer to players' coordinates collected during three matches played in February 2017 by Italian professional basketball teams, at the Italian Basketball Cup Final Eight. In the following, we will refer to the three case studies with CS1, CS2 and CS3. MYagonism (https://www.myagonism. com/) was in charge to set up a system to record the players' positioning on the court during the games. Each player worn a microchip that, having been connected with machines built around the court, collected the player's position (in pixels of 1 m 2 ) in both the x-axis and the y-axis, as well as in the z-axis (i.e. how high the player jumps). The positioning of the players has been detected with an average frequency of about 80 Hz. During the match, a total of 10 (for CS1 and CS3) and 11 (for CS2) players rotated on the court. The system recorded series of 4, 733, 124 observations for CS1, 4, 072, 227 for CS2 and 4, 906, 254 for CS3, each one referring to one among positioning, velocity or acceleration in one among x-, y-or z-axis, for a specific player in a specific time instant. Play-by-play data are not available for this tournament, so, in order to recover at least one game variable, we collected the scores of the match at the end of every minute, by watching the video of the game. When merging these data to sensor data, the problem of time misalignment arises. The procedure we propose is also able to deal with this occurrence, as will be explained later.
The dataset
For each case study, we start from a data matrix X where each row corresponds to a sensor record, described by the variables time (in milliseconds), player, team, positioning, velocity and acceleration along the court length (x), the court width (y) and height (z). X needs several transformations in order to be ready for the analysis.
First, it is important to clarify that data are detected with a non-constant frequency; in addition, data of different players are recorded at different time instants. As a consequence, we let the dataset contain any detected time instantτ, and we attribute the last datum available to players not detected inτ. The timesτ are not regularly spaced, so an adjustment procedure is needed to obtain the time series of observations drawn from regularly spaced processes.
Second, the players' positions are detected also during the moments when the game is off: these time instants have to be removed from the dataset. However, there is no variable labelling time instants when the game is off, so we needed rules to identify moments to be filtered out. We filter the rows of X in three consecutive steps, according to the following criteria:
-instants in which the game is off due to game intervals, time-outs, pre-game and post-game: delete periods when more than or less than exactly five players exhibit both x-and y-axes coordinates inside the court; -moments when free throws are being shot: delete periods when at least one player remains inside the circle of the free throw line for at least h 1 consecutive seconds. -other (fouls, violations, ball out, ...): delete periods in which all the five players' velocity is smaller than h 2 km/h for at least h 3 consecutive seconds.
Thresholds h 1 , h 2 and h 3 are fixed according to reasonable criteria, and then tuned by checking the sensitivity of results to different choices, by means of graphical representations. Some minor adjustments are made on h 2 and h 3 in order to obtain a total of 40 min (2,400,000 ms, subject to a certain margin of tolerance) for the final dataset. We set h 1 = 10, h 2 = 10 and h 3 = 2.5 in CS1, h 1 = 10, h 2 = 9.4 and h 3 = 2.5 in CS2 and h 1 = 10, h 2 = 9 and h 3 = 2.5 in CS3. Further details about this procedure can be found in Metulini (2017) . Finally, for CS1 the filtered matrix X F counts for a total of effective 2,415,336 ms (40 min and 15.336 s), and contains 206,332 observations at not-regularly spaced times τ (average frequency of 85.426 Hz). For CS2, X F counts for a total of effective 2,425,346 ms (40 min and 25.346 s), and contains 232,544 observations at not-regularly spaced timesτ (average frequency of 95.881 Hz). For CS3, X F counts for a total of effective 2,402,458 ms (40 min and 2.458 s), and contains 201,651 observations at not-regularly spaced timesτ (average frequency of 83.935 Hz). Considering CS1, apart from one player (p9), who remained most time on the bench, the effective time (minutes:seconds) on the court of the other nine players ranges from 12:21 (player p2) to 32:17 (player p1). Only two lineups played for more than 5 min: p1, p3, p4, p6 and p10 (8:21) and p2, p3, p5, p6 and p8 (5:09).
With regard to CS2, players p1, p2, p5 and p6 remained on the court for a large amount of time (respectively, 37:44, 27:14, 34:55 and 30:16 minutes:seconds). Totally, seven players remained in the court for at least 18 min, while other four players remained most of the time on the bench. Only two lineups played for more than 5 min: p1, p2, p4, p5 and p6 (8:59) and p1, p2, p5, p6 and p8 (5:16).
Finally, in CS3 nine players remained on the court for a considerable amount of time, ranging from 12:57 (player p3) to 29:49 (player p5). Only one lineup played for more than 5 min: p2, p5, p6, p9 and p10 (6:23).
We also computed new variables useful for our analysis. We first defined whether each time instant corresponds to an offensive, defensive or transition moment, depending on whether the centroid position (average coordinates of the five players on the court) on the x-axis lies on the back court (defense -D), in the front court (offense -O) or in between (transition -Tr, in detail, in within [−4,+4] meters from the half court).¹ This generates the categorical variable Pτ, denoting the game phase, with categories p = O, D, Tr (offense, defense and transition, respectively). Finally, we regularized the space between consecutive observations by selecting a row every 100 effective milliseconds. We denote withX F the final data matrix, completed with the new variables and composed of the observations recorded at regularly spaced timest = 1, 2, · · · ,T, with a constant frequency of 10 Hz.
Methods and analysis
Let C˜t be the convex hull of the five players on the court at timet, and A˜t the corresponding area, measuring what in the sport literature is usually called surface area, as explained in the Introduction section. Basic summary statistics give a rough support to the idea (common in the coaching experience) that the surface area switches from narrow to large when moving from defense to offense phases [e.g. the median areas (in m 2 ) of A˜t|P˜t = D and A˜t|P˜t = O are respectively 22.6 and 52.3 in CS1, 25.8 and 44.7 in CS2, 24.4 and 44.2 in CS3]. We propose a three-step procedure to analyse the dynamic of {A˜t}˜t =1,2,··· ,T and assess its influence on the points made by the team and the opponent.
Step 1: we assume a regime-switching model for the process {A˜t}, in order to detect structural changes in the surface areas;
Step 2: for offense and defense separately, we analyse the identified regimes dynamics and we relate them to other game variables such as, for example, the presence of a specific player on the court or the whole lineup, the implementation of a specific playbook, etc., by means of contingency tables and visual tools;
Step 3: we assume a multivariate model able to assess the relation between the regimes and the points scored in offense and defense phases.
In the next subsections, for each step we will describe in detail the proposed procedure and the results obtained with the analysed data.
3.1
Step 1: regime-switching surface areas
Method
The first step assumes that the surface areas' stochastic process is affected by recurrent structural changes involving its mean. In order to investigate this issue, we borrow models and terminology from the fairly different context of econometrics, where time series with structural changes are often analysed with regime-switching models. In that context, regimes are defined as states involving different parameters for the stochastic process under study, and they are often found to correspond to specific economic situations (e.g. expansion or recession). Translating the idea into our case study, we assume that surface area dynamics are characterized by different regimes involving different mean levels of the process, and we fit a Markov Switching Model (MSM; see Hamilton 2010) to the data coming from the process {A˜t}, observed at the equally-spaced times t = 1, 2, · · · ,T. The model is able to detect if a regimeswitching dynamic is present, estimate the parameters of the process in the different regimes and, for each observation time, the probability of being in one regime or the other. The rationale behind this first step is built upon team sports technical considerations: it is an established fact that the space among players tends to switch from narrow to large when moving from defense to offense phases. Nevertheless, we cannot assume a strict matching between the area A˜t and the game phase. Quite the opposite, we are just interested to the moments when the surface area is different from what we would expect on the basis of the game phase, because the most intriguing game situations are hidden right there. So, the idea is to separate, in this step, regimes of narrow and large surface areas using a model not considering the game phase and, in step 2, investigate the regimes' dynamics for offense and defense phases separately, highlighting when the regime deviates from what expected. Let us assume that the surface area switches between two regimes characterized by different mean levels. We call the two regimes N and L, standing for "narrow" and "large", respectively (N is the regime characterized by the lower mean level, and L the other one). Let R˜t be the (unobserved) random variable denoting the regime at timet:
The probabilistic model describing the regimes' dynamics is assumed to be a two-state Markov chain (Baum et al. 1970; Lindgren 1978; Hamilton 1989) ,
and we denote with π NN = Pr(R˜t = N|R˜t −1 = N) and (1) is perhaps the simplest assumption in the family of regime-switching models, which often assume also the presence of autoregressive components or the effect of some exogenous variables. After specifying Gaussian densities
under the two regimes, the parameter vector
is estimated via EM algorithm, as the regime is unobserved. The estimation algorithm also returns the so-called "filtered" probabilities
where I˜t denotes the information available up to timet, and the corresponding "smoothed" probabilities
obtained using all the set of information I up to timeT, by means of the algorithm developed by Kim (1994) . If the Markov chain is presumed to be ergodic, we can compute the unconditional probabilities π r of the two regimes
and their average persistence δ
Data analysis
We fit the MSM of equation (1) to data from the process {A˜t}, in order to detect structural changes in the expected value of the surface area.² We used the R package MSwM (Sanchez-Espigares and Lopez-Moreno 2014). Signif. codes: ·p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001.
Considering CS1, and consistently with the notation used in SubSection 3.1.1, we find that the estimated intercept of regime r = L is larger than that of regime r = N ( , defined respectively in (3) and (4), are often close to 0 or 1, suggesting a good model fit.
3.2
Step 2: analysis of the regimes' dynamics
Method
Let P˜t be the categorical variable denoting the game phase, with categories p = O, D, Tr (offense, defense and transition, respectively), described in SubSection 2.2. In step 2 we investigate the connections between the regimes and P˜t using some descriptive statistics (see SubSection 3.2.2) and a graphical tool that will be described in the following. As mentioned above, we expect a prevalence of regime r = N in defense phases and a corresponding prevalence of r = L in offense phases. This conjecture can be easily verified by means of contingency tables, but we are not interested in this almost obvious result. We aim to identify departures from this evidence by plotting some kernel functions Φ (r) p (t) and comparing their pattern to the presence of a specific player or a lineup on the court. These kernel functions are defined as
where ϕ(·) is a Nadaraya-Watson kernel regression (Nadaraya 1964; Watson 1964) , estimated with a Gaussian kernel and a bandwidth allowing to take into account a proper time lag (e.g. the average duration of a game phase), computed using only the timest when the selected game phase p was occurring. By construction, Φ D (t) singles out game 3 In step 3, it will also allows to perform a realignment of times to those of the variables denoting the scored points process (t = 1, 2, ..,T, see SubSection 2.2).
tranches with different ways of playing with respect to the surface area. At this stage, a comparison analysis can be performed in order to inspect the relations among regimes and some specific player or a whole lineup, by highlighting, using visual tools, the portions of time when the player or the lineup was on the court.
Data analysis
To study the pattern of the estimated regimes conditionally to the categorical variable P˜t, we first compute some descriptive statistics for the three case studies CS1, CS2 and CS3. We assign each observation at timet to regime r if ξ (r) t > 0.5. In doing so, we generate the dichotomous variableR˜t that is the estimate of the latent state R˜t.
In CS1, we haveR˜t = N for 52.1% of observations (and, of course,R˜t = L for the remaining 47.9%). In addition, we find that 82.4% of observations in defensive game phases correspond to regime r = N, while 77.3% of observations in offensive game phases correspond to regime r = L.
In CS2,R˜t = N for 56.8% of observations, 83.0% of observations in defensive game phases correspond to regime r = N, while 63.7% of observations in offensive game phases correspond to regime r = L.
In CS3,R˜t = N for 54.2% of observations, 79.1% of observations in defensive game phases correspond to regime r = N, while 66.2% of observations in offensive game phases correspond to regime r = L.
We measure the association betweenR˜t and P˜t by means of the normalized association index
where X 2 is the usual Pearson index, n is the number of observations and k the minimum between the number of rows and columns in the bivariate table.
The existence of a fairly strong association (C = 56.22% for CS1, C = 45.47% for CS2 and C = 43.95% for CS3) between regimes and game phases is expected from both (coaching) technical considerations and the above cited summary statistics of A˜t|P˜t = D and A˜t|P˜t = O.
More interestingly, we may extend the focus to players. Tables 2-4 report the contingency tables between estimated regimes and players on the court, separately for defensive and offensive phases, for CS1, CS2 and CS3. Tables 2-4 consider only players who played for at least 5 min. As suggested in SubSection 3.2.1, the dependence among regimes and lineups/players on the court can also be inspected by means of a graphical analysis. For the 2 most frequent lineups and the 9 selected players of CS1, Figures 1 and 2 show the functions Φ (L)
D (t) (blue) and Φ (L)
O (t) (red), defined in formula (7). Grey areas identify the moments where the lineup or the player was on the court. For the sake of brevity, we do not report the corresponding graphs plotted for CS2 and CS3.
3.3
Step 3: relationship between the regimes and the points scored
Methods
Let SP are different from the observation timest = 1, 2, · · · ,T of the process {A˜t}. In fact, in order to obtain meaningful values for the variables SP (8) where ∇ denotes the first-difference operator, ∇Φ * (t − 1), necessary to filter out the one-lag dependence induced by construction by the Markov property assumed in step 1 to regulate the regime switching. Note that the realignment of the times related to the regime dynamics (t) and those related to the recording of scored 
points (t) is solved by using the functions Φ (r)
p (t) defined in (7), that can be computed for all t ∈ R ∩ [0,T] and, in this case, are evaluated at the timest = 1, 2, · · · ,T. In order to investigate the relationship between regimes and scored points, we assume a VAR model (Sims 1980) for the processes {Y (10) where η 0 and ω 0 are 2 × 1 vectors of the intercepts to be estimated, η′ 1 ... η′ q and ω′ 1 ... ω′ q are 2 × 2 matrices of the coefficients to be estimated, while ε team,r t and ε opp,r t are the usual innovation processes.⁴
Data analysis
As described in SubSection 3.3.1, we estimate the two VAR models of equations (9) and (10).
4 The use of count data (the scored points) within a VAR model could be criticized from a formal point of view. Brandt and Sandler (2012) propose a bayesian Poisson VAR model (see the same reference for a literature review on this topic) to treat count data in a multivariate autoregressive context. Nevertheless, we point out that this is a case of mixed data: count data and numerical variables. In addition, in the theory behind VAR model there are not strict requirements about the nature of the variables to be used.
From here onwards, we will consider time series observed at the end of each minute of the game, i.e. at timest = 1, 2, · · · , 40.
To choose the orders of the VAR models, we resort to the Bayesian Information Criterion (BIC), that suggests to set q = 1 and s = 1 in both CS1 and CS3. For CS2, instead, we should opt for q = 3 and s = 2. However, the differences between the BIC values corresponding to the two models of order 1 and the optimal ones are less than 0.13 and 0.45, respectively. According to Kass and Raftery (1995) , this denotes a negligible evidence against the models with higher BIC values. For this reason, in order to ensure comparability of results, we set q = 1 and s = 1 also for CS2.
So, we fit models (9) and (10) in the form
and
where, as defined in (8) Estimation results of the three case studies are summarized in Table 5 and 6 for models (11) and (12) respectively. Signif. codes: ·p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001. Signif. codes: ·p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001.
Discussion
The idea that the surface area switches from narrow to large when moving from defense to offense is supported both by team sports coaching experience and statistical evidence. In fact, the median values of the surface areas are found to be appreciably different in defensive and offensive phases in all the analysed case studies (in the range of m 2 22-25 and 44-52, for defense and offense, respectively). The three-step procedure proposed in this paper is designed to detect departures from this basic evidence and to relate these departures to some game variables, such as the players on the court or the points scored by the team and the opponent.
In the first step we described the dynamics of narrow and large surface areas in terms of a stochastic process switching between two regimes according to a latent Markov process. In all the tree case studies, a significant presence of two regimes has been detected, characterized by average surface areas in the range of about m 2 21.7-24.7
and 55.7-63.3 for regime r = N (narrow) and r = L (large), respectively (Table 1) . In all the cases, the regimes have a fast switching: they last on average between 7 and 8 s, which suggests that the association of the narrow (large) regime to defense (offense) phases cannot be considered as a perfect matching and stimulates a deeper investigation on the occurrence of regime N and L during offense and defense phases, respectively. In the second step, we carried out a deeper investigation on the dynamics of the two regimes detected in the first step. To start, we inspected contingency tables of regimes and game phases (offense or defense) and of regimes and players, separately for offense and defense. In all the case studies, the association between regimes and game phase is quite strong (normalized association index between 43.95% and 56.22%), but not huge. This confirms both the initial evidence of an association between narrow (large) surface areas and defense (offense) and, at the same time, the necessity of understanding the dynamics and the effects of departures from it, as the matching is not perfect. With reference to players (Tables 2-4), interesting remarks can be drawn with respect to some selected ones. For example, in CS1, during offensive phases (box A), when player p1 is on the bench, the relative frequency of regime N is 0.303. When the same player is on the court, the same relative frequency decreases to 0.207.
This means that, on average, the team tends to play more spread in offense when player p1 is on the court. The opposite holds with player p2: on average the team tends to narrow its offensive surface area when he is on the court, with the relative frequency of regime N moving from 0.194 to 0.285 when he is on the bench or on the court, respectively.
Similar remarks can be made with reference to other players and/or defensive phases (box B). This allows to describe the effect of each player on the game played by the team. We are not allowed to know whether a specific effect due to the presence of a player positively or negatively affects the team performance, but this can anyway be useful for the coach, who can (for example) measure the extent to which his guidelines with reference to surface areas are complied with.
After the inspection of contingency tables, we defined the smoothed functions Φ D (t). Analogous remarks can be done with reference to single players. Again, at this step, we are not able to assess whether the observed fluctuations have a positive or negative impact on the overall team performance, that was the aim of step 3. Anyway the proposed charts allow a deeper knowledge of the surface area dynamics during the match and with reference to the lineups and players. In addition further relevant game variables (e.g. the implementation of playbooks, the coach's judgments on the technical performance during the match, ...) could be added to O (t). Finally, the third step aimed at finding evidence about the effect of regimes' dynamics on the points scored by the team and the opponent. While the evidence found in the first two steps was basically common to all the three analysed case studies, the features that emerged at this point seem to be genuinely match-specific. On some level, this can be justified in view of the different tactics decided by coaches or the different ways of playing determined by the interaction of the two specific teams involved in the match. One important information that will allow to give some insights for a possible interpretation of these matchspecific results is given by the number of attempted and made shots (Table 7) in the three case studies.
Besides intercepts, the parameters of both models (11) and (12) tend to have low significance (Tables 5 and  6 , respectively). With regard to model (11), we found a (weakly significant, α = 0.1) evidence for an effect of variable ∇Φ (L)
in CS1 and CS3. The coefficients' estimates (7.951 and 7.394) suggest that an increased probability of r = L in offense has a high positive effect on the points made by the team. In CS2, such influence of the surface area on the scored points was not detected. Instead, we found a negative correlation between the points scored during 1 min on the points scored in the following one, which highlights a certain variability in the game under this point of view. Looking at Table 7 , we notice that the team of CS2 has resorted to 3-point shots more often that the other two (and with a lower scoring percentage). This could explain the variability of the scored points in successive times, as points gained with 3-point shots are more volatile. This variability may have masked the possible relationship between surface area and scored points, or the absence of this relationship may be due right to the different tactic, more based on 3-point shots.
In model (12) we found a significant (α = 0.05) effect of variable SP opp t−1 on ∇Φ (N) D (t) for CS1 and CS2. The coefficients' estimates (−0.016 and −0.012) suggest a weak negative effect of the points made by the opponent on the variation of probability to be in regime r = N in defense. So, when SP opp t−1 is high, the probability to be in regime r = N at timet decreases: a more efficient game of the opponent (in terms of scored points) seems to force the team to keep the defense spread. Such relationship was not detected in CS3. Looking at Table 7 we observe a substantial difference between cases CS1/CS2 and case CS3 from the point of view of the points scored by the opponent: the teams of CS1 and CS2 have faced opponents with high scoring percentages in 2-point shots (65% and 59%) and low scoring percentages in 3-point shots (30% and 19%), while the opposite has happened to the team of CS3 (43% in 2-point shots and 50% in 3-point shots). This may explain the reason for a different tactical reaction to the points scored by the opponent.
Concluding remarks
The analysis of players' trajectories in team sports, which nowadays is made possible by the increasing Information Technology potentialities, could bring important information to analysts, experts and coaches, offering both interpretable analysis tools and concrete suggestions about the way to improve performance. We contribute to this growing area of research by adopting a statistical modelling approach to study relationships among surface areas and team performance in basketball. To the best of our knowledge, Markov Switching models are used here for the first time in basketball studies.
Using sensor data concerned with players' movements on the court, we analysed the surface areas (measured by the area of convex hulls), since the area covered by the team on the court is often considered, by experts, an important perspective on the game. We proposed a threestep procedure. In the first step we detected structural changes in the space among players by means of a Markov Switching model. After a deep analysis of these structural changes with respect to game phases, players and lineups on the court (step 2), in step 3 we studied, by means of Vector Autoregressive models, the causal relation between surface area and team performance.
The main findings of the presented case study can be summarized as follows: we found (i) robust evidences of the presence of structural changes, by estimating two well-separated regimes that relate, respectively, to large and narrow convex hull areas; (ii) some players and some combination of players on the court that show different probabilities to be in the two regimes; (iii) some match-specific causal relationships, which have to be interpreted with reference to the specific characteristics of each match.
These results could be used by basketball coaches and experts as they relate with tactics, specifically with the choice of game strategies, players and lineups. Further developments could be carried out following three directions: (i) to jointly analyse the trajectories of the players of both the team and the opponent; (ii) to introduce the ball trajectory and measure its role on the relationship between surface area and performance; (iii) to include the dimension of game schemes and coaches' tactics in the context of a three-dimensional analysis covering game strategy, players' movements and team performance.
