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Abstract. These are the notes accompanying 13 lectures given by
the authors at the Clay Mathematics Institute Summer School 2014
in Madrid. They give an introduction into the theory of ℓ-adic sheaves
with emphasis on their ramification theory on curves.
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1. Introduction
These are the notes accompanying 13 lectures given by the authors at the
Clay Mathematics Institute Summer School 2014 in Madrid. The goal of
this lecture series is to introduce the audience to the theory of ℓ-adic sheaves
with emphasis on their ramification theory. Ideally, the lectures and these
notes will equip the audience with the necessary background knowledge to
read current literature on the subject, particularly [16], which is the focus of
a second series of lectures at the same summer school. We do not attempt
to give a panoramic exposition of recent research in the subject.
Before giving an outline of this document, the authors wish to stress that
there is no original mathematical content in these notes, and that inaccura-
cies, omissions and errors are solely their responsibility.
To introduce ideas, let p be a prime number and U a smooth, connected
curve over the finite field Fp. If ℓ ≠ p is a second prime number, an ℓ-
adic sheaf can be understood as a continuous representation ρ ∶ πe´t1 (U,u) →
GLr(E), where E is a finite extension of the field of ℓ-adic numbers Qℓ, and
where πe´t1 (U,u) is the e´tale fundamental group of U with respect to the base
point u. This group is an algebraic variant of the usual fundamental group
of a topological space; additionally, it carries a topology. We summarize its
construction and properties in Section 6.
A representation ρ as above has a geometric interpretation (hence the
word “sheaf”), which is explained in Section 7. If X is the unique smooth
projective curve over Fp containing U as an open dense subvariety, then one
might ask whether ρ extends to a representation of πe´t(X,u), i.e. whether
ρ factors through the canonical map πe´t1 (U,u) → πe´t1 (X,u). If it does, ρ is
called unramified. If it does not, then it is natural to ask whether it can be
measured “how bad” the ramification of ρ is. The two important definitions
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in this context are tame ramification and wild ramification. Tamely ramified
ℓ-adic sheaves are much better understood than wildly ramified ones and
they behave similarly to regular singular local systems on Riemann surfaces.
One of the main results presented in these notes is the construction and
analysis of an invariant of ρ, locally at the finitely many closed points of
X ∖U , which measures how wild the ramification of ρ is; this is the so called
Swan conductor. In the course of the construction, we give a proof of the
Hasse-Arf theorem and we show that the Swan conductor arises from the
character of a projective Zℓ-representation, the Swan representation. See
Sections 3 and 4.
The second main result gives a global, cohomological interpretation of the
Swan conductor: This is the formula of Grothendieck-Ogg-Shafarevich, see
Section 10.
The final sections survey generalizations of these notions to higher dimen-
sional varieties. One approach based on ideas of Wiesend, further developed
by Kerz, Schmidt, Drinfeld and Deligne is presented in Section 11. The
idea is to study an ℓ-adic sheaf via its “skeleton”: If U is an algebraic va-
riety over Fp, consider the family {ϕC ∶ C ↪ U} of all curves lying on U ,
and let ϕNC ∶ CN → C ↪ U be the composition with the normalization of
C. If ρ is an ℓ-adic sheaf on U , then, roughly, its skeleton is the family of
ℓ-adic sheaves (ϕNC )∗ρ on CN . Using the ramification theory on curves one
obtains in this way a ramification theory for ℓ-adic sheaves in higher dimen-
sions. Recently, Deligne proved that on a smooth connected scheme over a
finite field, there are only finitely many irreducible lisse Q¯ℓ-representations
with bounded rank and ramification, at least up to twist with a character of
the Weil group of the ground field, see Theorem 11.19. One of the aims of
these notes is to give the background necessary to understand the statement
of this theorem. Notice, however, that its proof lies far beyond the scope of
the material presented here and we refer the reader to [16] for details.
In the final section we give a very brief outlook on the higher-dimensional
generalizations of the Grothedieck-Ogg-Shafarevich formula due to Kato-
Saito. There are further generalizations of this formula due to Abbes and
Saito who also develop a ramification theory in higher dimensions. We can
say nothing about this, but give some references for further reading at the
end of Section 12.
Acknowledgements: The authors wish to thank the participants of the
summer school for their attention and input. In particular they wish to
thank Pedro A´ngel Castillejo, Javier Fresa´n and Shahab Rajabi for pointing
out numerous misprints. The authors are also grateful to the referees for
making several valuable comments.
Part 1. Ramification theory of local fields
2. Infinite Galois theory
In this section we first define the notion of a profinite group and then
briefly summarize Galois theory for infinite algebraic extensions. We will
give more details in the more general situation of Section 6.
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2.1. Profinite groups. We begin by recalling the notion of a projective
limit; we mainly follow [10, Ch. V].
Definition 2.1. (a) A directed set is a set I together with a partial
ordering ≤, such that for every pair i, j ∈ I there exists n ∈ I such
that i ≤ n and j ≤ n.
(b) If C is a category, then a projective system in C indexed by a directed
set I consists of the following data: For every i ∈ I an object Xi of C
and for every j ∈ I with i ≤ j, a morphism ϕji ∶ Xj → Xi, such that
if i ≤ j ≤ n, the diagram
Xn
Xi
Xj
ϕnj
ϕni
ϕji
commutes, and such that ϕii = idXi .
(c) If {(Xi)i∈I , (ϕji)i≤j∈I} is a projective system, let C′ be the following
category: Its objects are tuples (X, (qi)i∈I), where X is an object ofC and qi ∶ X → Xi morphisms in C, such that for every i ≤ j ∈ I, the
diagram
Xj
X
Xi
ϕji
qj
qi
commutes. A morphism (X, (qi)i∈I) → (X ′, (q′i)i∈I) in C′ is a mor-
phism f ∶X →X ′ in C, such that qi = q′if for all i ∈ I.
If C′ has a final object, then it is unique up to unique isomorphism
and this final object is called the projective limit of the projective
system {(Xi)i∈I , (ϕji)i≤j∈I}, and usually denoted (lim←ÐIXi, (pri)i∈I).
Often the morphisms pri are omitted from the notation.
Example 2.2. (a) The simplest example of a projective system is a
constant projective system: If X is an object of C, and I a directed
set, consider the projective system given by Xi = X, ϕji = idX .
Clearly, lim←ÐIXi ≅X, and pri = id.
(b) If C is the category of groups, let I = N with its usual order, p a
prime and Gn ∶= Z/pnZ. If m ≥ n, then the projection map ϕmn ∶
Z/pm → Z/pn makes {Gn,{ϕmn}n≤m∈N} into a projective system,
and the projective limit lim←ÐNGn of this system is an abelian group,
the p-adic integers Zp.
Moreover, as the maps ϕmn are maps of rings, the group Zp also
carries a ring structure, which makes it a projective limit in the
category of commutative rings.
(c) Let C be the category of groups and equip I = N with the partial
order defined by (n “≤” m) ∶⇔ n∣m. If n,m are integers such that
n∣m, then again we have a projection morphism ϕmn ∶ Z/m↠ Z/n,
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and {(Z/n)n∈N , (ϕmn)n∣m∈N} is a projective system. Its projective
limit is an abelian group denoted Ẑ. It is not difficult to check that
Ẑ ≅ ∏p primeZp.
As in the previous example, Ẑ is also a projective limit in the
category of commutative rings.
(d) More generally: If C is the category of groups, I a directed set and{(Gi)i∈I , (ϕji)j≥i∈I)} a projective system in C, then lim←ÐI Gi exists
and it is a subgroup of the product ∏i∈I Gi:
lim←Ð
I
Gi = {(gi) ∈ ∏
i∈I
Gi∣∀i ≤ j ∶ ϕji(gj) = gi} ⊆∏
i∈I
Gi. (2.1)
The morphisms prj ∶ lim←ÐI Gi → Gj belonging to the datum of the
projective limit are induced by the projection maps ∏i∈I Gi → Gj .
We are now interested in the category TopGroup of topological groups.
Proposition 2.3. The projective limit of a projective system of topological
groups exists. If the groups in the projective system are Hausdorff and quasi-
compact, then so is the inverse limit of the system.
Indeed, this follows from the description (2.1).
If G is a finite group, we consider it as a topological group by equipping
it with the discrete topology.
Proposition 2.4. Let I be a directed set and {(Gi)i∈I , (ϕji)i≤j∈I} a pro-
jective system of finite groups. Its projective limit lim←ÐI Gi computed in the
category of abstract groups exists and it is a subgroup of the product ∏i∈I Gi.
If we equip each Gi with the discrete topology and lim←ÐI Gi with the topol-
ogy induced by ∏i∈I Gi, then lim←ÐI Gi is also a projective limit of the system{(Gi)i∈I , (ϕji)i≤j∈I} computed in the category of topological groups.
Moreover, the topology on lim←ÐI Gi is the coarsest topology such that the
projections pri are continuous.
In other words: We get the same result if we equip the abstract group
lim←ÐI Gi with the topology induced by the product, or if we compute the
projective limit in the category of topological groups, by considering the Gi
as discrete groups.
Definition 2.5. A topological group G is called profinite, if it is isomorphic
to the projective limit of a projective system of finite (discrete) groups in
the category of topological groups.
Similarly, if p is a prime number, G is called pro-p-group if G is isomorphic
to the projective limit of a projective system of finite p-groups.
Example 2.6. (a) The groups Zp and Ẑ from Example 2.2 are profinite
groups.
(b) The group Zp is a pro-p-group.
(c) If G is an abstract group, then we write
Ĝ ∶= lim←Ð
H⊲G
(G∶H)<∞
G/H,
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where H runs through the directed set of normal subgroups of finite
index of G. The profinite group Ĝ is called the profinite completion
of G.
(d) Similarly, if p is a prime number, we write
Ĝ(p) ∶= lim←Ð
H⊲G
(G∶H)=p-power
G/H,
where H runs through the directed set of normal subgroups of finite
p-power index. The pro-p-group Ĝ(p) is called the pro-p-completion
of G.
In fact, there is a purely topological description of profinite groups:
Proposition 2.7 ([10, V, §1.4]). A topological group is profinite if and only
if it is compact and totally disconnected.
Exercise 2.8. If G is a topological group and U an open subgroup, show
that U is also closed. Moreover, if G is compact, show that U has finite
index in G.
Corollary 2.9. If G is profinite, then
G ≅ lim←ÐG/U,
where U runs through the set of open normal subgroups of G.
Corollary 2.10. If G is a profinite group and H ⊆ G a closed normal
subgroup, then H and G/H are both profinite.
More precisely,
H ≅ lim←ÐH/H ∩U and G/H ≅ lim←ÐG/UH,
where in both cases U runs through the set of open normal subgroups of G.
Remark 2.11. Some caution is required: If G is a profinite group, then
it is not always true that the canonical map G → Ĝ of G into its profinite
completion is an isomorphism. In other words, it is not true that every finite
index subgroup is open. However, if G is a topologically finitely generated
profinite group (i.e. if there exists a finitely generated dense subgroup of G),
then every subgroup of finite index is open ([42]).
For example, if p is a prime, consider the projective system ((Z/pZ)n, ϕji)
indexed by N, where for j ≥ i, ϕji ∶ (Z/pZ)j → (Z/pZ)i is the projection onto
the first i factors. Then lim←Ðn((Z/pZ)n, ϕji) is the product of countably many
copies of Z/pZ. This is a profinite group which has infinitely many finite
index subgroups which are not open. This can be used to show that there
are finite index subgroups of Gal(Q/Q), which are not open. In fact this is
true for the subfield of Q spanned by
√−1 and {√p ∣ p prime} (exercise or
[40, §7.]).
2.2. The Galois correspondence for infinite algebraic extensions.
In this section we recall the basic statements of Galois theory for infinite
extensions, as it can be found, for example, in [41], [40] or [52]. For a more
general treatment see Section 6.
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We assume that the reader is familiar with Galois theory of finite exten-
sions.
Let K be a field and L an algebraic extension of K. The extension L/K
is called Galois if LAutK(L) = K. In this case we also write Gal(L/K) ∶=
AutK(L). Equivalently, L/K is Galois if and only if the minimal polynomial
of every element α ∈ L splits into distinct linear factors over L. In particular,
Galois extensions are separable.
Proposition 2.12. If L/K is a Galois extension of fields, write
GL/K ∶= {F ⊆ L ∣ F /K is a finite Galois extension}.
Then L = ⋃F ∈GL/K F , and the inclusion relation makes GL/K into a di-
rected set. If F1 ⊆ F2 ∈ GL/K , then restriction of automorphisms induces
a homomorphism Gal(F2/K) → Gal(F1/K). This makes the set of groups
Gal(F /K), F ∈ GL/K , into a projective system, and we have
Gal(L/K) = lim←Ð
F ∈GL/K
Gal(F /K).
In particular, Gal(L/K) is a profinite group.
Exercise 2.13. (a) Let p be a prime, n ∈ N, q = pn and Fq the field with
q elements. Fix an algebraic closure Fq. Show that the profinite
group Gal(Fq/Fq) is isomorphic to Ẑ.
(b) Let Qcyc ⊆ C be the smallest subfield containing all roots of unity.
Is Qcyc a Galois extension of Q? If so, what is Gal(Qcyc/Q)?
Theorem 2.14 (Galois correspondence). Let L/K be a Galois extension
and Gal(L/K) its Galois group. There is an order reversing bijection
{subextensions of L/K} {closed subgroups of Gal(L/K)}
F Gal(L/F )
≅
Under this correspondence,
(a) finite subextensions of L/K correspond to open subgroups,
(b) subextensions which are Galois over K correspond to closed normal
subgroups.
Remark 2.15. In Section 6 we will see a vast geometric generalization
of this correspondence. If F /K is a finite separable extension, then the
associated morphism SpecF → SpecK will be interpreted as a (nontrivial!)
covering space. The Galois group of F /K will then act as the group of deck
transformations.
3. Ramification groups and the theorem of Hasse-Arf
In this rather lengthy section we summarize the ramification theory of
finite separable extensions of a complete discretely valued field. Our main
references are [50] and [41]. If L/K is such an extension, assume that the
associated extension of residue fields is also separable (which is automatic
if the residue field of K is perfect). In this case, if L/K is Galois, we will
construct two descending filtrations on the Galois group G ∶= Gal(L/K): the
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lower numbering filtration {Gu}u∈Z≥−1 and the upper numbering {Gv}v∈R≥−1 .
The subgroups appearing in both filtrations are the same, but the lower
numbering is adapted to taking subgroups, while the upper numbering is
adapted to taking quotients of G, i.e. if H ⊲ G is a normal subgroup, then
Hu = Gu ∩H, and (G/H)v = Gv/(H ∩Gv).
The numbers λ ∈ R≥−1, for which Gλ ≠ Gλ+ε for all ε > 0, are called
jumps or breaks of the filtration. The theorem of Hasse-Arf (Theorem 3.63)
states that the jumps are integers if G is abelian. This theorem is a crucial
ingredient for the ramification theory of ℓ-adic representations developed in
the following sections.
3.1. Discretely valued fields and discrete valuation rings. We first
recall some basic material on discrete valuations.
Definition 3.1. Let K be a field. A discrete valuation is a surjective ho-
momorphism of abelian groups
v ∶K× → Z
such that v(x + y) ≥ min{v(x), v(y)}, for all x, y ∈ K× with x + y ≠ 0. We
extend v to K, with the convention that v(0) =∞.
If K is equipped with a discrete valuation v, then (K,v) is called a dis-
cretely valued field .
Remark 3.2. Some authors do not require a valuation to be surjective, but
only nontrivial.
Exercise 3.3. Let (K,v) be a discretely valued field and x, y ∈ K. Show
that v(x + y) =min{v(x), v(y)} if v(x) ≠ v(y).
If (K,v) is a discretely valued field, then the subset A ∶= AK ∶= {x ∈
K ∣v(x) ≥ 0} is a commutative ring with unique maximal ideal m ∶= mK ∶={x ∈ A∣v(x) > 0}. The local ring A is called valuation ring of K, and it is in
fact a discrete valuation ring , i.e. a local principal ideal domain, which is not
a field. A generator π of mK is called uniformizer of A, or uniformizer of
K. With our definitions, we always have v(π) = 1. The residue field A/mK
is also said to be the residue field of K.
Example 3.4. The three main examples to keep in mind are as follows:
(a) Let K = Q be the field of rational numbers and p a prime number.
An nonzero integer a ∈ Z can be uniquely written as a = a′pr, with
a′ ∈ Z prime to p, and r ∈ Z≥0. We define vp(a) ∶= r, and for ab ∈ Q×,
vp(ab ) ∶= vp(a) − vp(b). This defines a discrete valuation on Q, which
is called the p-adic valuation. The valuation ring associated with this
valuation is Z(p): the ring of rational numbers with denominators
prime to p, and clearly p is a uniformizer of (Q, vp). The residue
field of (Q, vp) is Fp, the finite field with p elements.
(b) Let k be a field and C a connected, affine, normal, algebraic curve
over k. This means that C is of the form C = SpecA, with A a
normal, finite type k-algebra of Krull dimension 1. Let K ∶= k(C)
be its function field, i.e., the local ring of C at its generic point,
which amounts to saying that K is the field of fractions of A. If
c ∈ C is a closed point, we can associated with it a discrete valuation
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vc on K: c corresponds to a maximal ideal mc ⊆ A, and if f ∈ A∖{0},
there exists an integer r ∈ Z≥0, such that f ∈ mrc ∖mr+1c . We define
vc(f) ∶= r, and for fg ∈ K×, vc(fg ) = vc(f) − vc(g). The discrete
valuation ring associate with vc is Amc = OC,c, and its residue field
k(c) = Amc/mc is a finite extension of k.
If C is a normal, proper curve over k, the converse is also true:
Every discrete valuation of K which is trivial on k is of the shape vc
for some closed point c ∈ C (valuative criterion of properness).
(c) More generally, if k is a field and X a connected, finite type, normal
k-scheme, to every codimension 1 point η of X (i.e. to every point
η such that the closure of {η} has codimension 1), one can attach
a discrete valuation vη in the same way as in the previous example.
However, if dimX > 1, there are discrete valuations on the function
field K = k(X) which do not arise from codimension 1 points of X1.
The globalization of the notion of a discrete valuation ring is called
Dedekind domain.
Definition 3.5. A Dedekind domain A is a noetherian integral domain,
which is not a field, such that the localization at each maximal ideal is a
discrete valuation ring. This is equivalent to A being normal, noetherian
and 1-dimensional (see [50, Ch. I, Prop. 4]).
Of course Z is a Dedekind domain, and so is the ring A from Example
3.4, (b). In fact, geometrically, one can think of Dedekind domains as rings
of functions on a smooth curve.
3.2. Completion. A discretely valued field (K,v) is equipped with a nat-
ural topology, given by the “ultrametric” norm ∥ ⋅ ∥v defined by ∥x∥v =
exp(−v(x)). In fact, one could also take ∥x∥ ∶= av(x) for a any real number
in (0,1), but the induced topology on K is independent of the choice of
a. We will mostly be interested in discretely valued fields (K,v) which are
complete with respect to this topology. Such fields are, naturally, called
complete discretely valued fields. If (K,v) is complete, then its valuation
ring A is complete in the mK-adic topology, i.e. A ≅ lim←ÐnA/mnK .
There is a standard process of completing a discretely valued field (K,v):
Let Kv denote the ring of Cauchy sequences in K modulo the maximal ideal
of sequences converging to 0. The valuation v can be extended uniquely
to Kv according to the exercise below, so that (Kv , v) becomes a complete
discretely valued field. If A is the valuation ring of K with maximal ideal
mK , then Kv is the fraction field of the complete discrete valuation ring
lim←ÐnA/mn.
Exercise 3.6. Let (an)n∈N be a Cauchy sequence in K not converging to 0.
Show that the sequence of integers (v(an))n∈N becomes stationary.
Example 3.7. We extend Example 3.4:
1There are even discrete valuations which do not arise from codimension 1 points on a
different model of k(X), see [35, Ch. 8, Thm. 3.26].
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(a) If K = Q is given the p-adic valuation vp, then its completion is the
field of p-adic numbers Qp. Its valuation ring is the ring of p-adic
integers Zp. Note that the additive group underlying Zp coincides
with the pro-p-completion of the abelian group Z.
(b) If k is a field and C a normal, connected, algebraic curve over k,
and c ∈ C(k) a rational point, then the choice of a uniformizer t ofOC,c gives rise to a canonical isomorphism between the completion(Kc, vc) of k(C) with respect to vc and the field k((t)) of Laurent
series over k. Geometrically, Kc should be thought of as an infinites-
imally small, punctured disc around c.
3.3. Extensions of discretely valued fields. If (K,v) is a complete dis-
cretely valued field with valuation ring A, and L/K a finite extension of
fields, then there exists a unique discrete valuation vL on L and an integer
e > 0, such that for all x ∈K, vL(x) = ev(x), and L is complete with respect
to the discrete valuation vL. Moreover, the integral closure B of A in L is a
complete discrete valuation ring and a free A-module of rank [L ∶ K] ([50,
Ch. II, Prop. 3]).
Definition 3.8. Keep the notations from the previous paragraph.
● By abuse of notation we say that vL extends v.
● The integer e is called the ramification index of L over K.
● The extension L/K induces a finite extension of their residue fields.
Its degree is denoted by f and called the residue degree of L over K.
● We say that L/K is totally ramified if f = 1.
● If e = 1 and if the extension of residue fields is separable, then L/K
is called unramified .
In the situation of the definition, if n = [L ∶K], then n = ef .
We globalize: Let (K,v) be a discretely valued field (not necessarily com-
plete) with valuation ring A and L/K a finite extension. Denote by B the
integral closure of A in L, then according to the Krull-Akizuki theorem ([41,
Ch. I, Thm. 12.8]) B is a Dedekind domain, integral over A, but not neces-
sarily local. In other words: The discrete valuation v can be extended to L,
but there are finitely many distinct valuations w1, . . . ,wr which extend it.
Lemma 3.9. The Dedekind domain B is a finitely generated A-algebra, and
hence a finitely generated A-module, in each of the following situations:
(a) A is a complete discrete valuation ring (see the discussion before
Definition 3.8).
(b) L/K is separable ([50, Ch. I, Prop. 8]).
(c) A is the localization of a finitely generated algebra over a field2.
In our applications, B will always be a finitely generated, hence finite,
A-algebra, so from now on we tacitly assume this is the case.
Proposition 3.10 ([50, Ch. II, Thm. 1]). Let (K,v) be a discretely valued
field with valuation ring A and L/K a finite extension of degree n. Assume
that the integral closure B of A in L is a finite A-algebra. Write w1, . . . ,wr
for the valuations of L extending v.
2or more generally, if A is a Japanese/N-2 ring, see [37, (31.H)].
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(a) The canonical map L⊗K Kv →∏ri=1Lwi is an isomorphism.
(b) Lwi/Kv is a finite extension.
Thus, for each i we obtain numbers ni, ei, and fi: the degree, ramification
index and residue degree of the extension Lwi/Kv of complete discretely
valued fields. As before we have ni = eifi and
n =
r
∑
i=1
ni =
r
∑
i=1
eifi. (3.1)
There is also an ideal theoretic interpretation of these numbers. The
Dedekind domain B is a finite extension of the discrete valuation ring A, and
the discrete valuations w1, . . . ,wr correspond to the finitely many nonzero
prime ideals Pi of B, i.e. Pi = {b ∈ B∣wi(b) > 0}. Since B is a Dedekind
domain, it has the pleasant property that any ideal I can be uniquely written
as a product
I =Ps11 ⋅ . . . ⋅Psrr .
In particular, if m is the maximal ideal of A, then mB is a proper ideal in B,
as the extension is integral, and hence mB can be written as such a product
of prime ideals. Indeed,
mB =Pe11 ⋅ . . . ⋅Perr ,
where the ei are precisely the ramification indices from above. Moreover,
since B is 1-dimensional, the (nonzero) prime ideals Pi are maximal ideals,
so we get finite extensions k(v) = A/m ⊆ B/Pi, and these extensions are
precisely the degree fi extensions of the residue fields of Lwi/Kv.
Definition 3.11. Keep the notation from the previous paragraph.
(a) If r = 1 and f1 = 1, i.e. if there is only one valuation w1 on L
extending v and the residue extension is trivial, then L/K is called
totally ramified .
(b) If ei = 1 and if the residue extension A/mK ⊆ B/Pi of Lwi/KvK is
separable, then L/K is called unramified at Pi or at wi.
(c) If L/K is unramified at w1, . . . ,wr, then L/K is called unramified .
3.4. Discriminant and different. We start with a definition.
Definition 3.12. Let L/K be a finite extension of fields, or, more generally,
let K be a ring and L a K-algebra which is free of finite rank as a K-module.
● For x ∈ L define NL/K(x) ∈ K as the determinant of the K-linear
endomorphism of L given by multiplication with x. The map NL/K ∶
L× →K× is called the norm of L/K.
● Similarly we define the trace map of L/K, TrL/K ∶ L →K, by defining
TrL/K(x) to be the trace of the K-linear endomorphism of L given
by multiplication with x.
An easy computation shows the following standard facts.
Proposition 3.13. Let L/K be a finite separable extension, and fix an
algebraic closure K of K. Let σ1, . . . , σr be the K-embeddings of L into K.
Then for x ∈ L, we have
NL/K(x) = r∏
i=1
σi(x)
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and
TrL/K(x) = r∑
i=1
σi(x).
Moreover if K is complete with respect to the discrete valuation v, and vL
discrete valuation on L extending v, then for x ∈ L,
vL(x) = 1
f
v(NL/K(x)),
where f is the degree of the residue extension of L/K.
Recall the following fact.
Proposition 3.14 ([7, IX, §2, Prop. 5]). If R is a finite K-algebra, then R
is a product of finite separable field extensions of K if and only if R×R → R,(x, y) ↦ TrL/K(xy) is a nondegenerate bilinear form.
Definition 3.15. Let A be a Dedekind domain with fraction field K and
L a finite separable extension. Write B for the integral closure of A in L.
Define the B-module
B∨ ∶= {x ∈ L∣TrL/K(xy) ∈ A for all y ∈ B}.
Proposition 3.16. We have B ⊆ B∨, and B∨ is a finitely generated B-
submodule of L, i.e. a fractional ideal of B. The map
B∨ → HomA(B,A), x ↦ (y ↦ TrL/K(xy))
is an isomorphism of B-modules. The inverse of the fractional ideal B∨ is
an ideal in B.
Proof. Since L/K is separable, Proposition 3.14 shows that the map of K-
vector spaces
L→ HomK(L,K), x↦ (y ↦ TrL/K(xy)) (3.2)
is an isomorphism. On the other hand, every A-morphism B → A extends
uniquely to a K-morphism L → K, so HomA(B,A) is a sub-A-module of
HomK(L,K), and it is precisely the image of B∨ under (3.2). Since B is
a finitely generated A-module, the same is true for HomA(B,A) and hence
for B∨.
From TrL/K(B) ⊆ A, it follows that B∨ ⊇ B, so B = B∨ ⋅ (B∨)−1 ⊇ (B∨)−1.
This finishes the proof. 
Here is another characterization of B∨:
Lemma 3.17. With the notations from above, B∨ is the largest sub-B-
module of L with the property that TrL/K(B∨) ⊆ A. In particular, if b ⊆ L
and a ⊆ K are fractional ideals of B, A, then TrL/K(b) ⊆ a if and only if
b ⊆ aB∨.
Proof. If E is a sub-B-module of L such that TrL/K(E) ⊆ A, then E ⊆ B∨,
so the maximality statement is clear.
For the second statement, note that TrL/K(b) ⊆ a if and only if TrL/K(a−1b) ⊆
A, if and only if b ⊆ aB∨. 
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Definition 3.18. Keeping the notations from Definition 3.15, we write
DB/A ∶= (B∨)−1. This ideal of B is called the different of B/A.
The ideal NL/K(DB/A) ∶= dB/A of A is called the discriminant of B/A.
Remark 3.19. Here the norm of an ideal is defined as follows: In a Dedekind
domain, every ideal can be uniquely written as a product of prime ideals.
If P is a nonzero prime ideal of B, then we define NL/K(P) ∶= ∏P∣p pfp ,
where fp is the degree of the residue extension (B/P)/(A/p). Since we will
only use these definitions in the case where L/K is an extension of complete
discretely valued fields, we will only care about Dedekind rings which are
discrete valuation rings, so we can forget the more complicated definition
from above, and take the usual norm.
Proposition 3.20 (Transitivity of different and discriminant). Let L/K
and M/L be finite separable extensions, A ⊆ K a Dedekind domain with
Frac(A) =K, and B,C the integral closures of A in L, resp. M . Then
DC/A =DC/BDB/A
and
dC/A = NL/K(dC/B)d[M ∶L]B/A .
Proof. The formula for the discriminant follows from the formula for the
different by applying NM/K . The formula for the different follows from
the transitivity of the trace, i.e. from the fact that TrM/K = TrL/K ○TrM/L
(exercise). 
The different and discriminant indicate whether an extension is ramified
or not. To see this, we now put ourselves in the complete local situation.
Lemma 3.21. Let L/K be a finite separable extension of complete discretely
valued fields, A the valuation ring of K, B its integral closure in L. Let
x1, . . . , xn be a basis of B as an A-module. Let K
sep be a separable closure
of K. Then
dB/A = (det((TrL/K(xixj))ij)) = (det((σixj)ij))2 ,
where σi runs through the finite number of K-linear embeddings of L in
Ksep.
Proof. First note that for any a1, . . . , an, b1, . . . , bn ∈ L, we have
TrL/K(aibj) = n∑
k=1
σk(ai)σk(bj) = (σ1(ai), . . . , σn(ai)) ⋅ ⎛⎜⎝
σ1(bj)
⋮
σn(bj)
⎞⎟⎠ ,
so det(TrL/K(aibj)ij) = det((σj(ai))ij)det((σi(bj))ij).
The A-module B∨ = HomA(B,A) is spanned by the basis x′1, . . . , x′n,
where x′i(xj) = TrL/K(x′ixj) = δij . But B∨ is a fractional ideal, so B∨ = (β)
for some β ∈ L×, and βx1, . . . , βxn is also an A-basis for B∨.
Let M = (mij) ∈ GLn(A) be the base change matrix such that βxi =
∑nj=1mijx
′
j. Then M ⋅ (σjx′i)ij = (σj(∑nr=1mirx′r))ij = (σj(βxi))ij . It follows
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that
det(TrL/K(βxixj)) = det(M ⋅ (σj(x′i))ij ⋅ (σi(xj))ij)
= det(M ⋅ (TrL/K(x′ixj))ij)
= det(M) ∈ A×.
On the other hand, det(TrL/K(βxixj))ij = NL/K(β)det(TrL/K(xixj)ij). It
follows that dB/A = (NL/K(β−1)) = (det(TrL/K(xixj)ij)) = (det((σi(xj))ij))2.

Proposition 3.22. Let L/K be a finite separable extension of complete
discretely valued fields. Then L/K is unramified if and only if DB/A = B, if
and only if dB/A = A.
Proof. As dB/A = NL/K(DB/A), we see thatDB/A = B if and only if dB/A = A.
By definition, the extension L/K is unramified if and only if mKB = mL,
and if the residue extension is separable. Let x1, . . . , xr be a basis of B over
A. Then the residue classes x¯i form a basis of B/mKB over A/mK . Since
B/mKB is a local ring, B is unramified over A, if and only if B/mKB
is a separable A/mK-algebra. By Proposition 3.14 this is equivalent to
det(TrL/K(x¯ix¯j)) /≡ 0 mod mK . According to the lemma this is equivalent
to dB/A = A. 
We need two more facts about the different.
Theorem 3.23. Let L/K be a finite separable extension of complete dis-
cretely valued fields. Assume that there exists α ∈ B which generates B as
an A-algebra. If f ∈ K[X] is the monic minimal polynomial of α, then
f ∈ A[X], and DB/A = (f ′(α)).
Proof. Let f(X) ∈ K[X] be the monic minimal polynomial of α. The co-
efficients of f(X) are symmetric functions in the roots of f(X). Since α is
integral over A, the same is true for all roots of f(X) (in a sufficiently large
extension of K), so f(X) ∈ A[X]. Let b0, . . . , bn−1 ∈ L such that
f(X)
X − α ∶= b0 + b1X + . . . + bn−1X
n−1. (3.3)
The same argument as above shows that b0, . . . , bn−1 are integral over B,
hence elements of B.
Note that 1, α, . . . , αn−1 is a basis of B over A. We compute its dual basis
of B∨.
Let α = α1, . . . , αn be the distinct roots of f(X) (in a sufficiently large
extension of K). Then f ′(αi) = ∏j≠i(αi − αj). Hence, for r ≥ 0 we compute
( f(X)
X −αi) (αj) ⋅
αri
f ′(αi) = δijα
r
i .
Consequently, if r = 0, . . . , n − 1, then
TrL[X]/K[X] ( f(X)
X −α
αr
f ′(α)) =
n
∑
i=1
f(X)
X − αi
αri
f ′(αi) =X
r,
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as the difference of both sides is a polynomial of degree < n with zeroes
α1, . . . , αn. In turn, we get
Xr = TrL[X]/K[X] ( f(X)
X − α
αr
f ′(α)) =
n−1
∑
j=0
TrL/K (αr bj
f ′(α))Xj ,
which shows that b0
f ′(α) , . . . ,
bn−1
f ′(α) ∈ B
∨ is the dual basis of 1, α, . . . , αn−1, and
hence
B∨ =
1
f ′(α) ⋅ (b0A + . . . + bn−1A) ⊆
1
f ′(α)B.
Finally, if we write f(X) = Xn + ∑n−1i=0 aiXi with a0, . . . , an−1 ∈ K, then
from (3.3) we know that
bn−1 = 1
bn−i −αbn−i+1 = an−i+1 for 1 < i < n
−b0α = a0.
Inductively it follows that αj ∈⊕n−1i=0 biA for j = 0, . . . , n−1, so B =⊕n−1i=0 biA.
It follows that
B∨ = (f ′(α))−1,
which proves the claim. 
The hypothesis of the theorem is always satisified when the residue ex-
tension of L/K is separable.
Theorem 3.24 ([50, Ch. III, Prop. 12]). Let L/K be a finite extension of
complete discretely valued fields with separable residue extension. Then there
exists an element x ∈ B, generating B as an A-algebra. Moreover, x can be
chosen such that there exists a monic polynomial R ∈ A[X] of degree f such
that R(x) is a uniformizer of B. If L/K is totally ramified, any uniformizer
x generates B as an A-algebra.
For future reference, we also prove:
Proposition 3.25. Let L/K be a finite separable extension of complete
discretely valued fields with separable residue extension. Write A for the
valuation ring of K and B = A[α] for its integral closure in L.
(a) If the ramification index of L/K is e, then
vL(DB/A) ≥ e − 1
with equality if and only if L/K is tamely ramified (Definition 3.39).
(b) If L/K is Galois with group G, then
vL(DB/A) = ∑
σ∈G∖{1}
iG(σ)
where iG(σ) ∶= vL(α − σ(α)), see Section 3.6.
Proof. After reducing to the totally ramified case, there exists a uniformizer
α ∈ B such that B = A[α]. Let f be the minimal polynomial of α. For both
formulas we have to compute vL(f ′(α)).
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(a) We only sketch the proof, as we will not use this result in the sequel.
We already saw that L/K is unramified if and only if DB/A = B if
and only if vL(DB/A) = 0.
The minimal polynomial of α can be seen to be an Eisenstein
polynomial f(X) =Xe + ae−1Xe−1 + . . .+ a0 with ai ∈ A. We want to
compute the valuation of
f ′(α) = eαe−1 + (e − 1)ae−1αe−2 + . . . + a1.
The valuation of each summand is
vi ∶= vL((e − i)ae−iαe−i−1) = evK(e − i) + evK(ae−i) + e − i − 1
for i = 0, . . . , e − 1. Note that the vi are pairwise distinct, because
they are modulo e. Hence
vL(f ′(α)) = min
i=0,...,e−1
{vi}
Note that for i > 0, vi = evK(e − i) + evK(ae−i) + e − i − 1 ≥ e, as f
is an Eisenstein polynomial, and hence vK(ae−i) > 0. It follows that
vL(f ′(α)) = e − 1 if and only if v0 = e − 1. But v0 = evK(e) + e − 1,
so v0 = e − 1 if and only if vK(e) = 0 if and only if L/K is tamely
ramified.
If L/K is not tamely ramified, then vK(e) > 0, so v0 = vL(e)+e−1 ≥
e, so e ≤ vL(f ′(α)) ≤ vL(e) + e − 1. This completes the proof.
(b) This is much easier: f ′(α) = ∏σ∈G∖{id}(α − σα); the formula for
vL(f ′(α)) = vL(DB/A) follows.

Remark 3.26. Theorem 3.23 allows us to characterize the different DB/A
geometrically as follows: Let µ ∶ B ⊗A B → B be the multiplication map
µ(b1 ⊗ b2) = b1b2 and I its kernel. Then I/I2 is a B ⊗A B-module, so it also
carries two B-module structures, obtained via the two maps B → B ⊗A B,
b↦ b⊗ 1 and b ↦ 1⊗ b. It is not difficult to check that these two B-module
structures on I/I2 coincide. The B-module I/I2 is denoted by Ω1
B/A, and
it is called the module of Ka¨hler differentials. The map d ∶ B → Ω1
B/A,
d(b) = b⊗ 1 − 1⊗ b is an A-derivation.
If B = A[X]/(f(X)), write x for the image of X in B. Then Ω1
B/A is
generated by dx, and the annihilator of Ω1
B/A is precisely the ideal (f ′(x)).
Indeed, there is an exact sequence of B-modules
(f(X))/(f(X))2 d⊗1ÐÐ→ Ω1A[X]/A ⊗A B → Ω1B/A → 0,
and df(X) = f ′(X)dX.
3.5. Galois theory of discretely valued fields. We are now going to
study the Galois theory of finite extensions L/K, where K is equipped with
a discrete valuation vK . We start with the noncomplete setting.
Let (K,vK) be a discretely valued field, L/K a finite separable extension.
Let A be the valuation ring of K and B its integral closure in L. The
separability of L/K implies that B is finitely generated over A (Lemma
3.9), so we can apply the results from Section 3.3.
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Write w1, . . . ,wr for the discrete valuations on L extending vK . We saw
in Proposition 3.10 that we have a canonical isomorphism of KvK -algebras
L ⊗K KvK ≅Ð→ ∏ri=1Lwi . From this it follows that the extensions Lwi/KvK
are separable as well. Indeed, the extension L/K is defined by separable
polynomials with coefficients in K, hence the finite KvK -algebra L⊗K KvK
is defined by separable polynomials with coefficients in KvK .
If L/K is in addition a Galois extension with group G ∶= Gal(L/K), then
G acts on the set of valuations {w1, . . . ,wr} over vK : If σ ∈ G, then wi ○ σ
is a discrete valuation lying over vK . Moreover this action is transitive ([50,
Ch. I, Prop. 19], or [41, Ch. II, Prop. 9.1]), so the numbers ei and fi are
independent of i ∈ {1, . . . , r}; we just write e and f . The formula (3.1)
becomes n = efr, where n = [L ∶K].
Next, we define subgroups Dwi ∶= {σ ∈ G∣wi ○ σ = wi}. By construction
they are all conjugate subgroups of order ef of G,
Definition 3.27. The subgroup Dwi is called decomposition group of wi.
In ideal theoretic language, if Pi is the prime ideal of B corresponding
to wi, then G acts transitively on the set {P1, . . . ,Pr}, and Dwi = {σ ∈
G∣σ(Pi) =Pi} ⊆ G.
Proposition 3.28. If L/K is Galois, then Lwi/KvK is Galois with group
Dwi.
Proof. Indeed, we have seen that [Lwi ∶ KvK ] = ef = ∣Dwi ∣, and Dwi ⊆
AutKvK (Lwi). 
Since we are mainly interested in the decomposition group, we now put
ourselves in a complete local situation. Let L/K be a finite Galois extension
of complete discretely valued fields. Write v for the valuation of K, vL for
the valuation of L, A for the valuation ring of K, and B for its integral
closure in L. The Galois group G = Gal(L/K) is equal to the decomposition
group of vL.
Next, consider the residue extension k(vL)/k(v). Since vL is the unique
valuation of L lying over v, we get a homomorphism of groupsG→ Autk(v)(k(vL)).
Proposition 3.29 ([50, Ch. I, Prop. 20]). If the extension k(vL)/k(v) is
separable, then it is Galois, and
G→ Gal(k(vL)/k(v))
is a surjective homomorphism of groups.
Its kernel is denoted by I ∶= IL.
Definition 3.30. The normal subgroup I of G is called inertia group of vL.
The Galois correspondence shows that I corresponds to a field LI lying
between L and K; the fixed field of I. It is Galois over K, and by construc-
tion this is the maximal subextension of L/K which is unramified. Indeed,∣G/I ∣ = f = [LI ∶ K], so the ramification index of LI/K is 1. On the other
hand, the residue extension of L/LI is trivial, so L/LI is totally ramified.
The inclusion I ⊆ G is the first step in the so called ramification filtration.
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3.6. The ramification filtration — lower numbering. We continue
with the previous setup: L/K is a finite Galois extension of complete dis-
cretely valued fields with separable residue extension. Let G = Gal(L/K).
We also write p = char(k(v)) ≥ 0, A,B for the valuation rings of K, L,
respectively, and mK ,mL for their maximal ideals.
Definition 3.31. Let i ≥ −1 be an integer. Note that G acts on B/mi+1L .
Define
Gi ∶= {σ ∈ G∣σ acts trivially on B/mi+1L }.
The Gi form a descending chain of subgroups of G, and Gi is called the
i-th ramification subgroup of G. This filtration is called the ramification
filtration of G in the lower numbering .
We make the definition of the Gi a little bit more concrete:
Gi = {σ ∈ G∣∀b ∈ B ∶ vL(σ(b) − b) ≥ i + 1} .
By Theorem 3.24, there exists x ∈ B such that B = A[x]. Then we can
also write
Gi = {σ ∈ G∣vL(σ(x) − x) ≥ i + 1} (3.4)
Indeed, x also generates B/mi+1L as an A-algebra, so σ acting trivially on
B/mi+1L is equivalent to vL(σ(x) − x) ≥ i + 1.
Proposition 3.32 ([50, Ch. IV, Prop. 1]). We have G−1 = G and G0 = I the
inertia group. The Gi are normal subgroups of G, and Gi = {1} for i≫ 0
Proof. The identifications of G0 and G−1 follow directly from the definition,
and so does the claim that Gi are normal. Finally, since G is a finite group,
the description (3.4) shows that Gi = {1} for i large enough. 
The description (3.4) shows that if x is a generator of B as an A-algebra,
then for σ ∈ G ∖ {id}, the integer
iG(σ) ∶= vL(σ(x) − x) (3.5)
is independent of the choice of x. We obtain a map iG ∶ G → Z≥0 ∪ {∞},
which has the property that Gi = i−1G ([i + 1,∞]). As the Gi are normal
subgroups, we also see that iG is a class function, i.e. that it is constant on
conjugacy classes.
Example 3.33. We begin to study an important example: Let k be an
algebraically closed field of characteristic p > 0, and kJxK the ring of formal
power series in one indeterminate. Write K ∶= Frac(kJxK) = k((x)), and
consider the polynomial tp
n − t − 1
x
∈K[t]. It is not difficult to see that it is
irreducible. Indeed, if we make the change of coordinates u = 1
t
, we obtain
an isomorphism of fields
L ∶=K[u]/(upn + xupn−1 − x) ≅K[t]/(tpn − t − 1
x
).
Note that up
n + xupn−1 − x is a separable Eisenstein polynomial ([50, Ch. I,
Prop. 17]). The extension L/K is a Galois extension with group Fpn , where
a ∈ Fpn acts via t↦ t+a, i.e. u ↦ u1+au . This extension is called Artin-Schreier
extension.
18
Moreover, according to [50, Ch. I, Prop. 17], the integral closure of kJxK
in L is kJxK[u]/(upn + xupn−1 − x), which is a discrete valuation ring with
uniformizer u = 1
t
. The ramification index of this extension is pn: up
n
=
x(1 − upn−1), and 1 − upn−1 is a unit.
To determine the ramification groups of Gal(L/K) = Fpn, we compute for
every a ∈ Fpn ∖ {0}:
vL ( u
1 + au − u) = vL (u(
1 − (1 + au)
1 + au )) = 2.
It follows that Fpn = G = G0 = G1 ⫌ G2 = 0.
Following [33], one similarly proves that for the Fp-Galois extension L =
K[t]/(tp − t − x−m), one has G0 =G1 = . . . = Gm ⫌ Gm+1 = 0, if (m,p) = 1.
Proposition 3.34 (Compatibility with taking subgroups). Let H be a sub-
group of G and LH its fixed field. Then L/LH is Galois with group H, and
Hi = Gi ∩H for all i.
Proof. This is clear, since if x generates B over A, then x also generates B
over the valuation ring of LH . 
Remark 3.35. (a) If we apply the proposition to the group G0, then
LG0 is the maximal unramified subextension of L/K, and L/LG0 is
totally ramified. To study the higher ramification groups Gi, i > 0,
we may assume that L/K is totally ramified. In this case the degree
of L/K is equal to the ramification index of L/K.
(b) If H is a normal subgroup of G, then G/H is the Galois group of the
extension LH/K. One might hope that the ramification filtration is
compatible with quotients, i.e. that for i ≥ 0, the image of Gi in G/H
is the i-th ramification subgroup of G/H. This is not the case. The
image of Gi in G/H is one of the ramification subgroups of G/H,
but in general not (G/H)i. The indexing has to be adjusted. To
make this precise one introduces the upper numbering filtration, see
Section 3.7.
Now let π be a uniformizer for L and assume that L/K is totally ramified.
In this case G = G0, and π generates B as A-algebra, see Theorem 3.24. For
σ ∈ G0, we see that vL(σ(π)) = 1, so σ(π)/π ∈ B×. Moreover, by (3.4), Gi is
characterized as the set of σ ∈ G0, such that σ(π)−π ∈ (π)i+1. Consequently,
Gi = {σ ∈ G ∣σ(π)
π
≡ 1 mod miL} .
Definition 3.36. For i > 0, the set U iL ∶= 1 +miL ⊆ B× is easily seen to be a
subgroup, the group of i-th units. We define UL ∶= U0L ∶= B×.
This defines a descending filtration of the group of units UL, and the
observation that σ(π)/π ∈ B× can be made more precise:
Proposition 3.37. For i ≥ 0, the assignment σ ↦ σ(π)/π induces an injec-
tive homomorphism of groups
Gi/Gi+1 ↪ U iL/U i+1L ,
which is independent of the choice of the uniformizer π.
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Proof. We have seen that σ(π)/π ∈ U iL if σ ∈ Gi. If τ is a second uniformizer,
then τ = uπ with u ∈ B×, and
σ(τ)
τ
=
σ(u)
u
⋅ σ(π)
π
.
If σ ∈ Gi, then by definition σ(u) ≡ u mod mi+1L , and hence σ(u)/u ∈ U i+1L ,
as u ∈ B×. We obtain a map Gi → U iL/U i+1L , independent of the choice of π.
This is a group homomorphism: If σ,σ′ ∈ Gi, then
σσ′(π)
π
=
σ′(π)
σ′(π) ⋅
σ(σ′(π))
π
=
σ′(π)
π
⋅ σ(σ′(π))
σ′(π) ,
and σ′(π) also is a uniformizer of B.
Finally, σ(π)/π ∈ U i+1L if and only if σ ∈ Gi+1, so the kernel of the map
Gi → U iL/U i+1L is Gi+1. This completes the proof. 
We can now use the fairly concrete structure of the groups U iL to get some
information about the groups Gi:
Corollary 3.38. (a) G0/G1 is cyclic, and if p = char(k(vK)) > 0, then
the order of G0/G1 is prime to p.
(b) If p = 0, then Gi = 0 for i > 0.
(c) If p > 0, then for i > 0, the groups Gi are p-groups, and the quotients
Gi/Gi+1 are abelian p-groups.
(d) G0 is a semi-direct product of a cyclic group of order prime to p with
a p-group. In particular, G0 is solvable and G1 is its unique p-Sylow
subgroup.
Proof. (a) We know that the quotients Gi/Gi+1 are isomorphic to sub-
groups of U iL/U i+1L . If i = 0, then U0L/U1L = k(vL)×. As every finite
subgroup of the multiplicative group of a field is cyclic, we see that
G0/G1 is cyclic. If p > 0, there are no elements of order p in k(vL)×,
so G0/G1 is cyclic of order prime to p.
(b) Note that for i > 0, U iL/U i+1L is isomorphic to miL/mi+1L , which is
isomorphic to the additive group underlying k(vL). If p = 0, then
the additive group k(vL) has no nontrivial elements of finite order,
so Gi/Gi+1 = 0 for all i > 0. As Gi = 0 for i ≫ 0, it follows that
G1 = 0.
(c) If p > 0 and i > 0, then again Gi/Gi+1 is isomorphic to a finite
subgroup of the additive group of the residue field k(vL), hence an
abelian p-group. This implies that the order of G1 is a p-power, so
G1 is a p-group.
(d) We just have to show that the sequence
0 G1 G0 G0/G1 0
admits a splitting. But this follows from the fact that the orders of
G0/G1 and G1 are coprime.

The ramification filtration of the Galois group G = Gal(L/K) allows us
to “measure” the quality of ramification. If L/K is totally ramified, then its
ramification index equals the degree [L ∶ K], the more Gi are nonzero, the
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“worse” is the ramification. We will make this more precise later on. For
now, we content ourselves with the following definition:
Definition 3.39. A finite separable extension L/K of complete discretely
valued fields is called tamely ramified if its ramification index is prime to
the characteristic p of the residue field k(v) of K, and if the extension of
the residue fields is separable. Otherwise L/K is called wildly ramified .
These definitions are easily extended to the case of general separable
extensions of discretely valued fields which are not necessarily complete: If(K,v) is a discretely valued field, L/K a finite separable extension and w a
discrete valuation on L extending v (Definition 3.8), then (L,w)/(K,v) is
tamely ramified if the extension Lw/Kv of the completions is tamely ramified,
i.e. if the ramification index of w over v is prime to p and if the residue
extension is separable. Otherwise, (L,w)/(K,v) is wildly ramified.
Exercise 3.40. Let L/K be a Galois extension of discretely valued fields,
with separable residue extension and Galois group G. Show that L/K is
tamely ramified if and only if G1 = 0 if and only if (∣G0∣, p) = 1.
3.7. The ramification filtration — upper numbering. We continue
with the previous setup: Let L/K be a finite Galois extension of complete
discretely valued fields with Galois group G and separable residue extension.
Let H ⊆ G be a normal subgroup, such that G/H = Gal(LH/K). As indi-
cated in Remark 3.35, the image of the ramification filtration of G in G/H
is the ramification filtration of Gal(LH/K), up to changing the numbering.
We start this section by making this remark precise, before we then fix this
numbering defect by introducing the upper numbering for the ramification
filtration. Among other things, this will have the advantage that we can pass
to the inverse limit to obtain a ramification filtration by closed subgroups
of the absolute Galois group.
Recall that we defined a class function iG on G, by setting iG(σ) =
vL(σ(x) − x) for σ ≠ id, x a generator of B as A-algebra, and iG(id) =∞.
Proposition 3.41. Let H be a normal subgroup of G, and e′ the ramifica-
tion index of L/LH . We can then compute iG/H in terms of iG:
iG/H(s) = 1
e′
∑
σ↦s
iG(σ).
Proof. Let A and B be the valuation rings of K,L and B′ the valuation
ring of LH . By Theorem 3.24 we find x ∈ B, y ∈ B′ such that B = A[x],
B′ = A[y]. By definition we have for s ∈ G/H:
e′iG/H(s) = vL(s(y) − y).
Let σ ∈ G be a fixed element of the preimage of s. Then σ∣LH = s and every
element of the preimage of s is of the form στ for τ ∈H. We show that the
elements σy − y and ∏τ∈H(στx − x) of B are associated, i.e. generate the
same ideals.
Let f(X) ∈ B′[X] be the minimal polynomial of x over LH . Write f(X) =
Xn + bn−1Xn−1 + . . . + b0 with bi ∈ B′. The coefficients of the polynomial(σf)(X) − f(X) ∈ B′[X] are σ(bi) − bi, i = 0, . . . , n − 1. Let Bi(Y ) ∈ A[Y ]
be polynomials such that Bi(y) = bi. Then σ(bi) − Bi(σ(y)) = 0, so Y −
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σ(y) divides the polynomial σ(bi)−Bi(Y ) ∈ B′[Y ], whence y −σ(y) divides
σ(bi) − bi. This shows that σy − y divides (σf)(x) − f(x) =∏τ∈H(στx − x).
Conversely, let G ∈ A[X] be a polynomial such that G(x) = y. Then x is
a zero of G(X) − y ∈ B′[X], so G(X) − y = f(X)h(X) for some polynomial
h(X). Applying σ gives
G(X) − σy = (σf)(X)(σh)(X)
and finally
y − σy = G(x) − σy = (σh)(x) ∏
τ∈H
(στx − x).

For notational reasons, the following definition is convenient:
Definition 3.42. If u ∈ [−1,∞) ⊆ R, then Gu ∶= G⌈u⌉, where ⌈u⌉ denotes the
smallest integer ≥ u.
We will use this notation in the proof of the following corollary.
Corollary 3.43 (Herbrand). In the situation of the proposition, the rami-
fication groups of G/H are the images of the ramification groups of G.
Proof. Let i ∈ Z≥−1, σ0 ∈ Gi and let s0 be its image in G/H. The proposition
allows us to compute iG/H(s0):
iG/H(s0) = 1
e′
∑
σ↦s0
iG(σ).
Write Hj ∶= Gj ∩H and hj ∶= ∣Hj ∣. We can rewrite the above formula:
iG/H(s0) = 1
e′
⎛
⎝
∞∑
j=−1
∑
σ∈Hj∖Hj+1
iG(σ0σ) + iG(σ0)⎞⎠ .
Note that iG(σ0σ) ≥ min{iG(σ), iG(σ0)} with equality if iG(σ) ≠ iG(σ0)
(Exercise 3.3), and that iG(σ) = j + 1 if σ ∈ Hj ∖Hj+1. Using that σ0 ∈ Gi,
we compute
iG/H(s0) = 1
e′
⎛
⎝
i−1∑
j=−1
(hj − hj+1)(j + 1) + iG(σ0) +∑
j≥i
∑
σ∈Hj∖Hj+1
iG(σσ0)⎞⎠
≥
1
e′
⎛
⎝
i−1∑
j=−1
(hj − hj+1)(j + 1) + (i + 1) ⋅ ⎛⎝1 + ∑j≥i,hj>1(hj − hj+1)
⎞
⎠
⎞
⎠
=
1
e′
i∑
j=0
hj
This last number is important and we give it a name:
ϕH(i) + 1 ∶= 1∣G0 ∩H ∣
i∑
j=0
∣Gj ∩H ∣ ∈ Q.
Our computation shows that the image GiH/H ⊆ G/H of Gi is a subgroup
of (G/H)ϕH(i) (see Definition 3.42). Let us show that this is in fact an
equality. Let s ∈ (G/H)ϕH(i) ∖ {1}, and let i′ be maximal with the property
that there exists a preimage σ0 of s in Gi′ . Let σ ∈Hj ∖Hj+1. If j < i′, then
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iG(σ0σ) = iG(σ) = j + 1. If j ≥ i′, then iG(σ0σ) ≥ i′ + 1, and hence by the
maximality of i′, iG(σ0σ) = i′ + 1. Our computation from above then shows
iG/H(s) = 1
e′
⎛
⎝
i′−1∑
j=−1
(hj − hj+1)(j + 1) + (i′ + 1) ⋅ ⎛⎝1 + ∑j≥i′,hj>1(hj − hj+1)
⎞
⎠
⎞
⎠
=
1
e′
i′∑
j=0
hj
= ϕH(i′) + 1.
We immediately see that iG/H(s) ≥ ϕH(i) + 1 implies that i′ ≥ i, so s ∈
GiH/H. This completes the proof that GiH/H = (G/H)ϕH(i). 
To define the upper numbering filtration of G, we extend the definition
of the function ϕ that appeared in the proof of Corollary 3.43.
Definition 3.44. As before, let L/K be a finite Galois extension of complete
discretely valued fields with group G, and separable residue extension of
degree f .
(a) For u ∈ [−1,0), define (G0 ∶ Gu) ∶= (Gu ∶ G0)−1, i.e. (G0 ∶ G−1) =(G−1 ∶ G0)−1 = 1f and (G0 ∶ Gu) = 1 if u ∈ (−1,0).
(b) Define the function ϕL/K ∶ [−1,∞) → [−1,∞) by
ϕL/K(u) = ∫ u
0
1
(G0 ∶ Gt)dt
If u ≥ 0, then
ϕL/K(u) + 1 = 1∣G0∣ (∣G0∣ + ∣G1∣ + . . . + ∣G⌊u⌋∣ + (u − ⌊u⌋)∣G⌊u⌋+1 ∣) , (3.6)
where ⌊u⌋ is the largest integer ≤ u. In particular, if u =m ∈ Z≥0, then
ϕL/K(m) + 1 = 1∣G0∣
m∑
i=0
∣Gi∣.
This formula shows how the function ϕL/K is related to the function ϕH
from the proof of Corollary 3.43: ϕL/LH = ϕH .
Using this notation, we restate the result of our calculation from the proof
of Corollary 3.43 for future reference.
Corollary 3.45. If H ⊆ G is a normal subgroup, then for u ∈ [−1,∞) ⊆ R
we have
GuH/H = (G/H)ϕ
L/LH (u).
The basic properties of ϕL/K are easy to verify:
Proposition 3.46. (a) ϕL/K is continuous, piecewise linear, increas-
ing, and concave.
(b) ϕL/K(0) = 0.
(c) ϕL/K is a homeomorphism of [−1,∞) onto itself.
Definition 3.47. The inverse of ϕL/K is denoted ψL/K .
Proposition 3.48. (a) ψL/K is continuous, piecewise linear, increas-
ing, and convex.
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(b) ψL/K(0) = 0.
(c) ψL/K([−1,∞) ∩ Z) ⊆ Z.
Exercise 3.49. Prove that ψL/K(Z ∩ [−1,∞)) ⊆ Z (Use formula (3.6)).
Example 3.50. Lets compute ϕL/K and ψL/K in two simple special cases.
(a) If L/K is unramified, then ϕL/K = ψL/K = id. Indeed, (ϕL/K)∣[−1,0) =
id[−1,0) is always true. If u ≥ 0, then
ϕL/K(u) = 1∣G0∣ (∣G1∣ + . . . + ∣G⌊u⌋∣ + (u − ⌊u⌋)∣G⌊u⌋+1 ∣) = u
as ∣Gi∣ = 1 for i ≥ 0.
(b) Now assume that L/K is Galois with Galois group Z/ℓZ, where ℓ is
a prime number. Moreover, assume that G = G0 = G1 = . . . = Gt, and
that Gi = {1} for i > t. For 0 ≤ u ≤ t, we compute
ϕL/K(u) = u ⋅ ℓ
ℓ
= u.
For u > t, we get
ϕL/K(u) = t + u − t
ℓ
so
ψL/K(u) = ℓ(u − t) + t,
for u > t.
This computation applies to Example 3.33.
The next proposition shows that the functions ϕ and ψ are transitive with
respect to Galois subextensions.
Proposition 3.51. With the notations from above, let H ⊆ G be a normal
subgroup. Then
ϕL/K = ϕLH/K ○ ϕL/LH and ψL/K = ψL/LH ○ ψLH/K .
Proof. Clearly it is enough to prove the claim about the function ϕL/K . Note
that ϕL/LH is piecewise linear and hence almost everywhere continuously
differentiable. More precisely, it is differentiable on [−1,∞) ∖ Z, because
if u /∈ Z, then the left and right derivatives of ϕL/LH at u are equal to(H0 ∶ Hu)−1. Similarly, ψL/LH is continuously differentiable at all u, for
which ψL/LH (u) is not an integer, and its derivative at such a u is
ψ′L/LH (u) = (ϕ′L/LH (ψL/LH (u)))−1 = (H0 ∶ HψL/LH (u)) . (3.7)
Next, recall Proposition 3.34, which tells us that Hu = H ∩ Gu, for all
u ∈ [−1,∞).
Using Corollary 3.45 we compute
ϕLH/K ○ϕL/LH (u) = ∫ ϕL/LH (u)
0
dt
((G/H)0 ∶ (G/H)t)
= ∫
ϕ
L/LH (u)
0
(H0 ∶Hψ
L/LH (t))
(G0 ∶ Gψ
L/LH (t))
dt.
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Now, with a certain degree of sloppiness, we use (3.7) to write
∫
ϕ
L/LH (u)
0
(H0 ∶Hψ
L/LH (t))
(G0 ∶ Gψ
L/LH (t))
dt = ∫
ϕ
L/LH (u)
0
ψ′
L/LH (t)
(G0 ∶ Gψ
L/LH (t))
dt.
Of course ψL/LH is not everywhere differentiable, so to be precise, one should
do this calculation on every piece where it is differentiable and then sum up.
In the end, we obtain
ϕLH/K ○ϕL/LH = ∫
ϕ
L/LH (u)
0
ψ′
L/LH (t)
(G0 ∶ Gψ
L/LH (t))
dt
= ∫
u
0
dt
(G0 ∶ Gt)
= ϕL/K(u)
as claimed. 
Now we have gathered all the facts to define the upper numbering for the
ramification filtration.
Definition 3.52. We continue to use the notations from above. In particu-
lar G = Gal(L/K) is the Galois group of a finite Galois extension of complete
discretely valued fields with separable residue extension. For a real number
v ∈ [−1,∞), define Gv ∶= GψL/K(v) or equivalently GϕL/K(u) = Gu.
Note that G = G−1, G0 = G0.
As promised, the upper numbering filtration is compatible with passing
to quotients:
Proposition 3.53 (Upper numbering filtration and quotients, Herbrand’s
Theorem). Let H ⊆ G be a normal subgroup. For every real number v ∈[−1,∞), we have
GvH/H = (G/H)v .
Proof. Most of the work has already been done in the proof of Corollary
3.43 and Proposition 3.51:
GvH/H (G/H)ϕLH /K(ϕL/LH (ψL/K(v))) (G/H)v
GψL/K(v)H/H (G/H)ϕL/LH (ψL/K(v))
Def.
Prop. 3.51
Prop. 3.45
Def.

Proposition 3.53 allows us to define a ramification filtration of the absolute
Galois group of K.
Definition 3.54. Let L/K be a (possibly infinite) Galois extension, such
that the extension of the residue fields is separable. For a real number u ∈[−1,∞), we define Gal(L/K)u ∶= lim←ÐL′ Gal(L′/K)u, where L′ runs through
the set of finite Galois subextensions of L/K.
Remark 3.55. If the residue field of K is perfect this applies to a separable
closure Ksep of K. We obtain a descending filtration of Gal(Ksep/K).
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3.8. The norm. Let L/K be an extension of discretely valued fields, and
recall the definition of the norm map NL/K (Definition 3.12). Note that if
L/K is Galois with Galois group G, then
NL/K ∶ L× →K×, x ↦ ∏
σ∈G
σ(x).
Proposition 3.56. The norm NL/K is a homomorphism of abelian groups.
If L/K is a Galois extension of complete discretely valued fields with sepa-
rable residue extension of degree f , then
(a) vK(NL/K(x)) = fvL(x)
(b) NL/K(B×) ⊆ A×, where A,B are the valuation rings of K,L.
Proof. Exercise. 
Proposition 3.57 ([50, Ch. V]). Let L/K be a totally ramified Galois ex-
tension of complete discretely valued fields and write N ∶= NL/K .
(a) For m ≥ 0, N induces a homomorphism of groups
N ∶ UψL/K(m)
L
→ UmK
which is surjective if GψL/K(m) = 0 or if the residue field of K is
algebraically closed.
(b) For m ≥ 0, N induces a homomorphism of groups
N ∶ UψL/K(m)+1L → Um+1K ,
which is surjective if GψL/K(m+1) = 0 or if the residue field of K is
algebraically closed.
(c) From the above we get homomorphisms
Nm ∶ UψL/K(m)L /UψL/K(m)+1L → UmK /Um+1K ,
such that the sequence
0→ GψL/K(m)/GψL/K(m)+1 θmÐ→ UψL/K(m)L /UψL/K(m)+1L NmÐÐ→ UmK /Um+1K
is exact, where the map θm is the map defined in Proposition 3.37.
(d) Nm is surjective if one of the following holds:
● The residue field of K is algebraically closed.
● The residue field of K is perfect, and GψL/K(m) = GψL/K(m)+1.● GψL/K(m) = 0.
Proof. This is rather lengthy. We will prove a more explicit version of (d)
by induction:
Claim. Let k be the residue field of L and K. Recall from the proof of
Corollary 3.38 that we have group isomorphisms U0L/U1L ≅ U0K/U1K ≅ k×, and
that after choosing uniformizers τ ∈ OK , π ∈ OL, we have group isomor-
phisms U iL/U i+1L ≅ U iK/U i+1K ≅ (k,+) for i > 0. We claim:
● Identifying UL/U1L and UK/U1K with k×, N0 ∶ k× → k× is given by the
nonconstant monomial X ∣G0∣.
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● For m ≥ 1, if we identify Nm with a map k → k, then Nm is given
by a nonconstant polynomial of the form Pm(X) which is a linear
combination of monomials of the form Xp
h
, where char(k) = p ≥ 0.
Moreover degPm = ∣GψL/K(m)∣.● Keeping the notations, if k is perfect, then there exists a polynomial
Qm with Pm = (Qm)ph , where ph = ∣GψL/K(m)+1∣.
Part (d) follows from the claim. Indeed, if the residue field k is al-
gebraically closed, this is obvious. If k is perfect and m ≥ 0 such that
GψL/K(m) = GψL/K(m)+1, we distinguish the cases m = 0 and m > 0. If m = 0,
then G0 = G1 is a nontrivial p-group and the claim states that N0 ∶ k× → k×
can be identified with the polynomial map X ∣G0∣, which is surjective, as k
is assumed to be perfect. If m > 0, then the claim shows that Nm can
be identified with Pm = (Qm)∣GψL/K (m)+1∣ and that degPm = ∣GψL/K(m)∣ so
degQm = 1. As k is assumed to be perfect, it follows that Nm is surjective.
Finally, if GψL/K(m) = 0 then m > 0, as otherwise L/K would be trivial, and
the claim implies that Nm can be identified with a nonconstant polynomial
of degree 1, so Nm is surjective. This shows that the claim implies (d).
The surjectivity statements from (a) and (b) are implied by (d) using a
completeness argument ([50, Ch. V, Lemma 2]).
It remains to prove (c) and the claim. Since the Galois group of L/K is
solvable, it has a quotient which is cyclic of prime order. Using induction
and the transitivity of the norm and ψ (Proposition 3.51), one reduces the
proof of (c) and the claim to the case where the Galois group of L/K is
G = G0 = Z/ℓZ with ℓ a prime (see [50, Ch. V, §6]). We assume that
G0 = G1 = . . . = Gt, and Gi = {1} for i > t.
In this case we already computed the functions ϕL/K and ψL/K in Example
3.50. We will use the following lemma:
Lemma 3.58. Let B/A be the extension of discrete valuation rings attached
to L/K. For brevity, we write N ∶= NL/K and Tr ∶= TrL/K .
(i) DB/A = m
(t+1)(ℓ−1)
L .
(ii) If n ≥ 0, then
Tr(mnL) = m⌊
(t+1)(ℓ−1)+n
ℓ
⌋
K .
(iii) If x ∈ mnL, then
N(1 + x) ≡ 1 +Tr(x) +N(x) mod Tr(m2nL ).
Proof. (i) Proposition 3.25, (b).
(ii) Recall that if b ⊆ L and a ⊆K are fractional ideals, then Tr(b) ⊆ a if
and only if b ⊆ aD−1
B/A (Lemma 3.17). It follows that Tr(mnL) ⊆ mrK =
mℓrL if and only if r ≤
(t+1)(ℓ−1)+n
ℓ
.
(iii) Exercise (see [50, Ch. V, §3., Lemma 5]).

We can proceed with the proof of (c) and the claim.
m = 0: Clearly N(UL) ⊆ UK and N(U1L) ⊆ U1K . The map N0 ∶ k× → k× can
be identified with the polynomial Xℓ. Let us determine the kernel
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of N0: Note that ℓ = p ∶= char(k) if and only if t > 0, as G1 is the
unique p-Sylow subgroup of G0 (Corollary 3.38). Thus, if t = 0, then
the kernel of N0 is of order ℓ and contains θ0(G0) which is also of
order ℓ. If t > 0, then ℓ = p and hence N0 is injective. Thus for m = 0
we have checked that (c) holds.
1 ≤m < t : In this case ψL/K(m) = m (Example 3.50), so we first show that
N(UmL ) ⊆ UmK . If x ∈ mmL , then Tr(x) ∈ mm+1K according to Lemma
3.58, as
⌊(t + 1)(ℓ − 1) +m
ℓ
⌋ > ⌊ℓm + (ℓ − 1)
ℓ
⌋ ≥m.
This also shows that Tr(m2mL ) ⊆ mm+1K , so Lemma 3.58 yields
N(1 + x) ≡ 1 +N(x) mod mm+1K .
ButN(x) ∈ mmK , so we see thatN(UmL ) ⊆ UmK , and also thatN(Um+1L ) ⊆
Um+1K .
To make Nm explicit, note that since t > 0 we have ℓ = p, and if
x = uπm with u ∈ UL and π a uniformizer, then N(x) ≡ upN(π)m
mod mm+1K (recall that σu − u ∈ mt+1L for all u). If τ is a uniformizer
for K, then N(πm) = amτm, with am ∈ UK . Then N(1 + uπm) ≡ 1 +
amu
pτm mod mm+1K . ThusNm can be identified with the polynomial
αmX
p, where αm is the image of am in k
×. From this we also see
that Nm is injective, and that it is surjective if k is perfect.
m = t: Let x ∈ mtL. Lemma 3.58 shows that
N(1 + x) ≡ 1 +Tr(x) +N(x) mod mt+1K .
Moreover,
⌊(t + 1)(ℓ − 1) + t
ℓ
⌋ = t
and
⌊(t + 1)(ℓ − 1) + t
ℓ
⌋ = t + 1
so N(U tL) ⊆ U tK and N(U t+1L ) ⊆ U t+1K . As ψL/K(t) = t, this is what we
wanted. Let us make it more explicit: Again let τ be a uniformizer
of K, and write Tr(πt) = bτ t, N(πt) = aτ t, with a, b ∈ A. Every
element x ∈ U tL/U t+1L is the image of an element of the form 1 + uπt
with u ∈ A. We compute:
N(1 + uπt) ≡ 1 +Tr(uπt) +N(uπt) mod mt+1K
≡ 1 + (bu + aup)τ t mod mt+1K .
Writing α,β for the images of a, b in k, we see that Nt can be written
as the polynomial βX +αXp. As α ≠ 0, we see that the kernel of Nm
has order at most p = ℓ, but it contains θt(Gt) (Proposition 3.37), so
it has to be equal to θt(Gt). Hence β ≠ 0, and (c) is proved.
m > t: We computed in Example 3.50 that ψL/K(m) = t+ℓ(m−t). We have
(t + 1)(ℓ − 1) + ψL/K(m)
ℓ
=
ℓ − 1
ℓ
+m, (3.8)
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so Tr(mψL/K(m)
L
) ⊆ mmK . Moreover, ψL/K(m) ≥m+1 andN(mψL/K(m)L ) ⊆
m
ψL/K(m)
K , so if x ∈ m
ψL/K(m)
L , then
N(1 + x) ≡ 1 +Tr(x) mod mm+1K .
This shows thatN(UψL/K(m)
L
) ⊆ UmK and similarly alsoN(UψL/K(m)+1L ) ⊆
Um+1K . Again, if x = uπ
ψL/K(m) with u ∈ A, and Tr(πψL/K(m)) =
amτ
m, then N(1 + uπψL/K(m)) ≡ 1 + amuτm mod mm+1K , so Nm can
be written as the polynomial αmX, if αm is the image of am in
k. Finally, αm ≠ 0, as otherwise Tr(mψL/K(m)L ) ⊆ mm+1K , which is
impossible according to (3.8) and Lemma 3.58.

For future reference, we prove a fact about the norm of a cyclic extension.
Theorem 3.59 (Hilbert’s Theorem 90). Let L/K be a Galois extension of
fields with cyclic Galois group G and generator g (no other assumptions are
necessary). If v ∈ L× has norm 1, then there exists x ∈ L×, such that v = g(x)
x
.
In other words, the quotient group
ker(NL/K)/{ g(x)
x
∣x ∈ L×}
is trivial.
Proof. Write V = ker(NL/K) and V ∶= V /{ g(x)x ∣x ∈ L×}. The group V can
be identified with the group cohomology H1(G,L×). A brief reminder: A
crossed map ϕ ∶ G → L×, is a map ϕ, such that ϕ(g1g2) = g1(ϕ(g2)) ⋅ ϕ(g1),
g1, g2 ∈ G. A particular example of a crossed map is g ↦ gxx for x ∈ L×; such
a crossed map is called principal. The set of crossed maps inherits a group
structure, and
H1(G,L×) = {crossed maps}/{principal crossed maps}.
If G is a cyclic group with generator g and if ϕ ∶ G → L× is a crossed map,
then ϕ(g) ∈ L× has norm 1. It is not difficult to check that this defines
a homomorphism u ∶ {crossed maps} → ker(NL/K). Moreover, the map
u is surjective: If x ∈ L× has norm 1, then ψ(1) ∶= 1, ψ(gr) ∶= ∏r−1i=0 gix,
1 ≤ r < ∣G∣, defines a crossed map with ψ(g) = x. Finally, one checks that
u−1 ({ g(x)
x
∣x ∈ L×}) = {principal crossed maps} ,
from which it follows that u induces an isomorphism H1(G,L×) ≅Ð→ V .
To prove the theorem, it hence remains to show that every crossed map
G→ L× is principal, and this is true even if G = Gal(L/K) is not cyclic.
Let ϕ be a crossed map and for y ∈ L× write
x ∶= ∑
σ∈G
ϕ(σ) ⋅ σ(y).
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If there exists y such that x ≠ 0, then ϕ is principal. Indeed, in this case,
for any τ ∈ G we can write
τ(x) = ∑
σ∈G
τ(ϕ(σ)) ⋅ τσ(y).
Since ϕ(τσ) = τϕ(σ) ⋅ ϕ(τ), we see that
τ(x) = ϕ(τ)−1 ∑
σ∈G
ϕ(τσ)τσ(y) = ϕ(τ)−1 ⋅ x
which proves that ϕ is principal, if x ≠ 0.
To see that we can find y ∈ L× such that x ≠ 0, one observes (this is
not entirely trivial) that the family of maps σ ∶ L× → L×, σ ∈ G is linearly
independent over L. In particular: ∑σ∈G ϕ(σ) ⋅ σ ∶ L → L is not the zero-
map. 
Exercise 3.60. (a) Complete the proof that H1(G,L×) ≅ V .
(b) If T is a group and f1, . . . , fr ∶ T → L× pairwise distinct homomor-
phisms, prove that the fi are linearly independent over K, i.e. if
there are a1, . . . , ar ∈ L, such that ∑ri=1 aifi = 0 as map T → L, then
a1 = a2 = . . . = ar = 0.
3.9. Jumps and the theorem of Hasse-Arf. We denote by L/K a finite
Galois extension of complete discretely valued fields with separable residue
extension. Let G be its Galois group. We know that there are only finitely
many subgroups which appear in the ramification filtration, regardless of
whether we use the upper or lower numbering. The real numbers u ∈ [−1,∞),
where the upper numbering filtration {Gu} transitions from one group to
the next, are of special interest.
Definition 3.61. The numbers u ∈ [−1,∞), such that Gu ⫌ Gu+ε for all
ε > 0 are called jumps or breaks of this filtration.
The jumps are not necessarily integers, if L/K is not abelian.
Example 3.62. In [47, Sec. 4], an example of a totally ramified, finite
Galois extension L/Q2 is constructed, for which the jumps of the upper
numbering filtration of its Galois group are not integers. More precisely, the
Galois group G ∶= Gal(L/Q2) is the group of quaternions {±1,±i,±j,±k}
with (−1)2 = 1, i2 = j2 = k2 = ijk = −1. Its center is Z(G) = {±1}, and L/Q2
has the ramification filtration G0 = G1 = G, G2 = G3 = Z(G), Gn = {1},
n > 3. It follows that the two jumps are 1 and 3/2.
Theorem 3.63 (Hasse-Arf). If the group G is abelian, then the jumps are
integers.
Remark 3.64. We already know a few jumps of the ramification filtration:
Since ϕL/K(u) = u for u ∈ [−1,0], we see that the jumps in the filtration
which happen in [−1,0] can only happen at −1 and 0. Thus, in the proof of
the Hasse-Arf theorem, it suffices to treat the jumps > 0.
This deep theorem is fundamental for everything which we want to cover
later on, so we will sketch a proof. For those who know local class field
theory, the theorem of Hasse-Arf is easy to derive from it, at least in the
case that the residue field of K is a finite field.
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Example 3.65. Fix a separable closure Ksep of K, and let Kab be the com-
positum of all finite abelian extensions of K contained in Ksep. If the residue
field of K is finite, local class field theory states among other things that
there exists a continuous morphism θ ∶ K× → Gal(Kab/K), the local Artin
map or local reciprocity map, which becomes an isomorphism after profinite
completion. Here, the profinite completion of the (non-discrete) topological
group K× is to be understood as lim←ÐK×/U , where U runs through the finite
index, normal, open subgroups.
More relevantly for us, if L/K is a finite abelian extension, then the
composition
K×
θÐ→ Gal(Kab/K)↠ Gal(L/K)
maps UvK onto Gal(L/K)v for all real v ∈ [0,∞), see [10, Thm. 1, Ch. VI.4].
Here we use the definition UvK ∶= U ⌈v⌉K . The jumps of the filtration {UvK} are
obviously integers, hence the same is true for the upper numbering filtration
of Gal(L/K), whence the Hasse-Arf theorem follows from local class field
theory, if the residue field of K is finite.
Of course proving the existence of the local reciprocity map and establish-
ing its properties is difficult. We will follow [50] and give a more elementary
proof of the Hasse-Arf theorem for arbitrary residue fields.
The proof of the Hasse-Arf Theorem 3.63 is fairly long and intricate, so
we first make our life easier by simplifying the situation.
Proposition 3.66. Recall that L/K is a finite Galois extension of com-
plete discretely valued fields with separable residue extension. Additionally,
assume that L/K is totally ramified and that the group G = Gal(L/K) is
cyclic.
If µ is the largest integer such that Gµ ≠ 1, then ϕL/K(µ) is an integer.
This special case of Theorem 3.63 actually implies the theorem.
Lemma 3.67. If Proposition 3.66 is true, then so is the Theorem 3.63 of
Hasse-Arf.
Proof. Let L/K be a finite abelian extension with Galois group G and let
v ∈ [0,∞) be a jump, i.e. Gv ⫌ Gv+ε for all ε > 0. By Remark 3.64 we may
assume that v > 0, hence Gv ⫋ G0 = G0. Replacing K by LG0 , we may
assume that L/K is totally ramified.
Let ε0 > 0 be sufficiently small, so that v+ε0 is smaller than the next jump
in the filtration. Since G is a finite abelian group, so is G/Gv+ε0 , and the
structure theorem for such groups tells us that there exists a cyclic group
H, and a surjective map γ ∶ G↠ H, such that γ(Gv+ε0) = 1, and γ(Gv) ≠ 1.
The cyclic group H is the Galois group of a subextension L′/K of L/K,
and by Proposition 3.53, we know that Hu = γ(Gu) for all u ∈ [−1,∞). It
follows that Hv+ε0 = 1 and Hv ≠ 1, and that there are no jumps between v
and v + ε0. Finally, write v = ϕL′/K(µ). Since Hµ =HϕL′/K(µ), by continuity
of ϕ, it follows that Hµ+ε = 1 for all ε > 0. This means that ⌈µ⌉ < ⌈µ + ε⌉ for
all ε > 0, and hence µ is an integer; in fact it is the largest integer such that
Hµ ≠ 1. Now we are in the situation of Proposition 3.66, which implies, if
true, that v = ϕL′/K(µ) is an integer. 
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To prove the Hasse-Arf Theorem 3.63, we can thus concentrate on totally
ramified, cyclic extensions L/K, which we will do in the following section.
Before we proceed with the proof of the Hasse-Arf Theorem, we continue
Example 3.33.
Example 3.68. LetK = k((x)) with k an algebraically closed field of charac-
teristic p > 0. Let L be the Galois extension given by L ∶=K[t]/(tp−t−x−m),
where (m,p) = 1; its Galois group is G = Fp. We saw in Example 3.33 that
G0 = G1 = . . . = Gm ⫌ Gm+1 = 0. Let us find the jumps of L/K. For this we
just have to compute ϕL/K(m), which is easy because of (3.6):
ϕL/K(m) = m∑
i=0
∣Gi∣∣G0∣ − 1 =m.
We see that in this simple example, the conclusion of the Hasse-Arf theorem
holds true.
3.10. The ramification filtration of a cyclic extension. In this section,
let L/K be a totally ramified, finite cyclic Galois extension of complete
discretely valued fields, G its Galois group and g a generator. Let V be the
kernel of the norm N ∶ L× →K×. By Hilbert’s Theorem 90 (Theorem 3.59)
V = {gy
y
∣y ∈ L×}. Define
W ∶= {x ∈ V ∣x = gy
y
for some y ∈ UL} ⊆ V,
where B is the valuation ring of L and UL = B×. Clearly, W is a subgroup
of V .
For i ≥ 0, define Vi ∶= V ∩ U iL and Wi ∶= W ∩ U iL. The quotients Vi/Wi
define a filtration of the finite cyclic group V /W .
Proposition 3.69. Let π ∈ B be a uniformizer and consider G to be filtered
by the ramification filtration {Gi} in the lower numbering.
(a) The assignment θ(σ) ∶= σπ
π
defines an isomorphism of groups θ ∶ G→
V /W .
(b) θ respects the filtrations, i.e. θ∣Gi ∶ Gi ↪ Vi/Wi for all i ≥ 0.
Proof. The following argument partly follows lecture notes by I. Fesenko.
First, note that for any σ ∈ G, θ(σ) = σ(π)
π
∈ V . Indeed, vL(θ(σ)) =
vL(σ(π)) − vL(π) = 0, so θ(σ) ∈ UL. Also,
NL/K(θ(σ)) = ∏
τ∈G
τσ(π)
τ(π) =
∏τ∈G τσ(π)∏τ∈G τ(π) = 1.
Let us see that θ is a homomorphism of groups: For any τ, σ ∈ G we have
τσ(π)
π
⋅ π
2
σ(π)τ(π) =
σ ( τ(π)
π
)
τ(π)
π
,
and
τ(π)
π
∈ UL. Hence θ(στ) ≡ θ(σ)θ(τ) mod W .
To see that θ is injective, assume that
gr(π)
π
∈W . As we just saw that θ
is a homomorphism, this means that there exists u ∈ UL such that θ(gr) =
θ(g)r = ( g(π)
π
)r = g(u)
u
. But this means g (πr
u
) = πr
u
, so πr/u ∈ K. Hence the
degree [L ∶K] divides r, so gr = 1, and θ is injective.
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For the surjectivity, note that every element in V has the shape g(uπ
i)
uπi
,
for u ∈ UL and i ∈ Z. But in V /W we have g(uπi)uπi = g(πi)πi = θ(gi).
Finally, if σ ∈ Gi, then
σ(π)
π
∈ U iL by definition, so θ indeed induces injective
morphisms θi ∶ Gi → Vi/Wi. 
Proposition 3.70. In addition to the assumptions and notations of Propo-
sition 3.69, assume that the residue field of K is not the prime field Fp.
Then Gm = 0 if and only if Vm/Wm = 0.
Proof. We have seen that θ restricts to an injective map Gm ↪ Vm/Wm,
so it just remains to show that Vm/Wm = 0 if Gm = 0. We proceed by
decending induction on m. We know that Gm = 0 for m≫ 0, and the same
is true for Vm/Wm. Indeed, as L/K is separable, there exists t ∈ L such that
TrL/K(t) = 1 (Proposition 3.14). Write M ∶=max{0,−vL(t)}. We claim that
Vm =Wm for all m >M . Let x ∈ Vm, and write
y ∶= t +
∣G∣−1∑
i=1
xg(x)g2(x) ⋅ . . . ⋅ gi−1(x)gi(t).
Subtracting TrL/K(t) = 1 from both sides we obtain
y − 1 =
∣G∣−1∑
i=1
(xg(x)g2(x) ⋅ . . . ⋅ gi−1(x) − 1)gi(t),
and hence vL(y − 1) > 0. It follows that y ∈ U1L, and that yg(y) = x, since
NL/K(x) = 1:
y
g(y) =
xy
xg(y)
=
xy
∑∣G∣−1i=1 xg(x) ⋅ . . . ⋅ gi−1(x)gi(t) +NL/K(x)t
= x.
Thus x = y
g(y) ∈Wm, so Wm = Vm for m >M .
Now let Gm = 0, and assume that we know that Vm+1/Wm+1 = 0. Our
goal is to show that Vm/Wm = 0.
We will actually prove something stronger:
Lemma 3.71. We continue to use the notations and assumptions from
Proposition 3.70. In particular, the residue field of K is not the prime field.
Write n + 1 ∶= ⌈ϕL/K(m)⌉. If Vm+1/Wm+1 = 0 and GψL/K(n+1) = 0, then
Vm/Wm = 0.
Proof. Note that ψL/K(n+1) is an integer ≥m (Exercise 3.49), with equality
if and only if ϕL/K(m) is an integer.
We treat these two cases separately: ϕL/K(m) ∈ Z and ϕL/K(m) /∈ Z.
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First, let us assume that ϕL/K(m) ∈ Z, i.e. ϕL/K(m) = n + 1. Proposition
3.57 then produces a commutative diagram
0 0 0
0 Vm+1 Vm Gm/Gm+1
0 Um+1L U
m
L U
m
L /Um+1L 0
0 Un+2K U
n+1
K U
n+1
K /Un+2K 0.
θm
N N Nm
As Vm+1/Wm+1 = 0 by assumption, we see that the composition
Vm → Gm/Gm+1 → (Vm/Wm)/(Vm+1/Wm+1) = Vm/Wm
is the canonical quotient map. But Gm = GψL/K(n+1) = 0, so Vm/Wm = 0.
Now assume that ϕL/K(m) /∈ Z, i.e.
n < ϕL/K(m) < n + 1 and ψL/K(n) + 1 ≤m < ψL/K(n + 1).
We have Vm/Vm+1 ⊆ UmL /Um+1L , and by assumption Vm+1 =Wm+1. Thus, to
show that Vm/Wm = 0, it suffices to show that Vm and Wm have the same
image in UmL /Um+1L .
Let x ∈ UmL be arbitrary. We have the inclusion U
ψL/K(n+1)
L
⊆ UmL , and the
norm induces a surjective morphism N ∶ UψL/K(n+1)
L
↠ Un+1K by Proposition
3.57. It follows that there exists y ∈ U
ψL/K(n+1)
L with N(y) = N(x). Then
N(xy−1) = 1 and hence xy−1 ∈ Vm. As ψL/K(n + 1) ≥ m + 1, we see that
y ∈ Um+1L , so x ≡ xy
−1 mod Um+1L . It follows that Vm maps surjectively to
UmL /Um+1L .
As for the image of Wm, from what we showed in the previous paragraph,
it follows that Vm/Wm maps surjectively to (UmL /Um+1L )/Wm, so this group
is also cyclic. But for m > 0, the group UmL /Um+1L is isomorphic to the
additive group underlying the residue field of K, which is not cyclic, as the
residue field of K is assumed not to be the prime field. Thus the image of
Wm in U
m
L /Um+1L is nontrivial.
Let x ∈ Wm ∖ Um+1L . Then there exists y ∈ UL such that x = g(y)y . By
modifying y with an element from UK , we may assume that y ∈ U1L, i.e. y =
1 + z, vL(z) > 0. For a ∈ UK define ya ∶= 1 + az and xa ∶= g(ya)ya .
Denote by γ ∶ Um+1L /UmL → mmL /mm+1L the isomorphism given by γ(1 +
uπm) = uπm mod mm+1L , where π is a uniformizer of L and mL the maximal
ideal of the discrete valuation ring of L. We claim that xa ∈Wm, and that
γ(xa) = aγ(x) mod mm+1L . Since mmL /mm+1L is a 1-dimensional vector space
over the residue field of K, this would show that Wm maps surjectively to
UmL /Um+1L , which is what we wanted to show.
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As for the claim, we compute
xa − 1 = g(ya) − ya
ya
=
1 + ag(z) − (1 + az)
ya
=
a(gz − z)
ya
= a
g(y) − y
ya
= a
y
ya
(x − 1).
It follows that vL(xa − 1) = vL(a) +m ≥m, so xa ∈Wm. Finally, to see that
γ(xa) = aγ(x), it suffices to remark that yya ∈ U1L. 

Remark 3.72. If the residue field of K is algebraically closed, almost the
same proof shows that the isomorphism θ ∶ G ≅Ð→ V /W induces isomorphisms
Gi
≅Ð→ Vi/Wi for all i.
Finally we can prove Proposition 3.66 and hence the Hasse-Arf theorem
3.63.
Proof of Proposition 3.66. Recall that L/K is a totally ramified, cyclic ex-
tension of complete discretely valued fields with separable residue extension.
If the residue field of K is the prime field, we can replace K by an unramified
extension with larger residue field ([50, V, §4]). This does not change Gi for
i ≥ 0. If µ is the largest positive integer such that Gµ ≠ 0, then we want to
show that ϕL/K(µ) is an integer. If it is not an integer, then there exists
an integer ν, such that ν < ϕL/K(µ) < ν + 1, and hence µ < ψL/K(ν + 1). It
follows that GψL/K(ν+1) = 0. Now Lemma 3.71 applies, and thus Vµ/Wµ = 0.
But we have seen in Proposition 3.69 that θ ∶ G ≅Ð→ V /W respects the filtra-
tions, so Gµ ↪ Vµ/Wµ = 0, which is a contradiction. Thus ϕL/K(µ) ∈ Z, and
the proof is complete. 
4. The Swan representation
Let K be a complete discretely valued field with perfect residue field
and Ksep a separable closure. If ℓ is a prime number different from the
residue characteristic of K and E a finite extension of Qℓ, then we want
to study continuous morphisms ρ ∶ Gal(Ksep/K)→ GLr(E), where GLr(E)
is considered as a topological group with the topology induced by E (see
Definition 4.66).
In Section 4.4 will define the Swan conductor sw(ρ) ∈ Z of such a repre-
sentation, which is additive in short exact sequences and zero if and only if
ρ is tame, i.e. if ρ restricts to the trivial representation on the wild ramifica-
tion group. We will see in Section 10 that this invariant has a cohomological
interpretation. Before we come to the Swan conductor, we will use the the-
orem of Hasse-Arf to attach to a finite Galois extension L/K with group
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G, first a complex representation, then a projective Zℓ[G]-module SwG, the
Swan representation.
4.1. A minimal amount of representation theory of finite groups.
We roughly follow [49], but [32] and [53] are also helpful.
4.1.1. Basics. Let G be a finite group, E a field and V a finite dimensional
E-vector space. A morphism ρ ∶ G → GL(V ) is called a representation of
E. If ρ′ ∶ G → GL(V ′) is a second representation, then a morphism of rep-
resentations α ∶ ρ → ρ′ is an E-linear map ϕ ∶ V → V ′, such that for every
g ∈ G, v ∈ V , we have ϕ(ρ(g)(v)) = ρ′(g)(ϕ(v)). We write RepfEG for
the category of representations of G on finite dimensional E-vector spaces.
This category is equivalent to the category of finitely generated left mod-
ules over the group ring E[G]. Recall that E[G] = E ⊗Z Z[G], where Z[G]
is the free Z-module with basis G, and multiplication induced by the rule
ag ⋅ bg′ = (ab)gg′ ∈ Z[G], for a, b ∈ Z. From this perspective it is clear that
we have the usual notions of subrepresentations, quotients and construc-
tions like direct sums, products, etc. In the sequel, we will use the notions
of “representation” and “finitely generated E[G]-module” interchangeably.
Unless explicitly stated otherwise, the word “E[G]-module” means “finitely
generated left-E[G]-module”.
Let ϕ ∶H → G be a homomorphism of finite groups, and ψ ∶ E[H]→ E[G]
the induced morphism of E-algebras. If V is a left-E[G]-module, then using
ψ we can also consider it as an left-E[H]-module. The corresponding repre-
sentation of H is called the restriction of V to H, denoted Resϕ V . Similarly,
ifW is a left-E[H]-module, and if we consider E[G] as a right-E[H]-module
via ϕ, then the left-action of E[G] on itself makes E[G] ⊗E[H] W into a
left-E[G]-module. The corresponding representation of G is said to be the
representation induced by ϕ and W , denoted IndϕW . These constructions
define functors Indϕ ∶ RepfEH → RepfEG, and Resϕ ∶ RepfEG→ RepfEH.
Considering the module theoretic definitions of these constructions, we see
that these functors are actually adjoint:
HomRepfEH(−,Resϕ(−)) = HomRepfE G(Indϕ(−),−). (4.1)
Here are some important examples of representations.
Example 4.1.
(a) The 1-dimensional vector space E with G-action given by ge = e for
all g ∈ G, e ∈ E. This is the trivial representation of rank 1, which
we denote by 1G or just E. If ρ ∶ G→ GL(V ) is a finite dimensional
E-representation of G, such that ρ(g) = id for all g ∈ G, then ρ is
isomorphic to a direct sum of finitely many copies of 1G. Such a
representation ρ is called trivial. (The trivial E[G]-module is the
trivial G-representation of rank 0.)
If V is an E[G]-module, we write V G ∶= {v ∈ V ∣∀g ∈ G ∶ gv = v}.
This is the maximal trivial subrepresentation of V .
(b) The ring E[G] is a left-E[G]-module. The corresponding represen-
tation is called the regular representation of G over E.
(c) We have a surjective morphism of E[G]-modules E[G] → E, g ↦ 1.
In other words: The trivial representation of rank 1 is a quotient
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of the regular representation. Its kernel is the ideal AugE(G) ∶=(g − 1∣g ∈ G), and it is called the augmentation representation.
(d) If the order of G is invertible in E, then the short exact sequence
0→ AugE(G)→ E[G]→ E → 0
is split by the map θ ∶ E → E[G], θ(e) = e∣G∣ ∑g∈G g.
(e) If V,W are two finite dimensional representations of G over E, then
HomE(V,W ) has a canonical structure of a representation of G: If
ϕ ∈ HomE(V,W ) and g ∈ G, then define g●ϕ by (g●ϕ)(v) = gϕ(g−1v).
Clearly HomE(V,W )G = HomE[G](V,W ).
We write Hom(V,W ) for the representation on HomE(V,W ) just
defined.
(f) If V is a finite dimensional representation of G, then Hom(V,1G) is a
finite dimensional representation of G, the dual representation V ∨ of
ρ. The underlying vector space is the dual vector space HomE(V,E)
of V and G acts via (g ●ϕ)(v) = ϕ(g−1v).
(g) If V and W are finite dimensional representations of G, then the
tensor product V ⊗E W carries a canonical G-action, defined via
g(v ⊗ w) = gv ⊗ gw for g ∈ G, v ∈ V , w ∈ W . Using this definition
we see that the natural isomorphism of E-vector spaces V ∨⊗EW →
HomE(V,W ) is G-invariant, and hence induces a natural isomor-
phism of representations
V ∨ ⊗W ≅ Hom(V,W ).
Similarly we see that if U is a third representation of G, then there
is a natural isomorphism
Hom(U ⊗ V,W ) ≅ Hom(U,Hom(V,W )).
Definition 4.2. A representation V of G over E is called
● irreducible or simple if it is irreducible as E[G]-module, i.e., if it is
nonzero and does not have nontrivial sub-E[G]-modules.
● semi-simple if V is a direct sum of irreducible E[G]-modules.
● decomposable if V ≅ V1 ⊕ V2 with V1 /≅ V and V2 /≅ V .
● indecomposable if V is not decomposable.
Theorem 4.3 (Maschke). If G is a finite group with order coprime to
char(E), then every representation of G on a finite dimensional E-vector
space is semi-simple.
Proof. Let V be a finite dimensional E-representation of G, and W ⊆ V a
subrepresentation. Pick a projection P ∶ V ↠W of E-vector spaces, which
splits the inclusion W ⊆ V , i.e. such that P ∣W = idW , and define
P0 ∶= 1∣G∣ ∑g∈G gPg
−1.
It is easy to check that P0 is a morphism of E[G]-modules, and we still
have P0∣W = idW . It follows that ker(P0) is a subrepresentation of V , and
V =W ⊕ ker(P0) as E[G]-modules. 
To see the contrast to the situation where ∣G∣ and char(E) are not co-
prime, do the following exercise.
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Exercise 4.4. Let p = char(E). If G is a finite group, then the two cases(∣G∣, p) = 1 and (p, ∣G∣) > 1 are very different.
As a “worst case” scenario, prove that if p > 0 and if G is a p-group
acting on a finite dimensional E-vector space V ≠ 0, then V G ≠ 0. Here
V G = {v ∈ V ∣∀g ∈ G ∶ gv = v}.
Deduce that V is a successive extension of the trivial rank 1 representation
of G by itself.
Proposition 4.5. Let E be a field containing all roots of unity of order
dividing ∣G∣. If G is abelian, then every irreducible representation of G over
E has rank 1. If ∣G∣ is invertible in E, then the converse is also true.
Proof. Let ρ ∶ G→ GL(V ) be a nonzero irreducible representation of G. For
g ∈ G, the order of ρ(g) divides ∣G∣. Let v ∈ V be an eigenvector of ρ(g) and
λ its eigenvalue. Then λ is a root of unity of order dividing ∣G∣, thus λ ∈ E by
assumption. For any other h ∈ G we have ρ(gh)(v) = ρ(hg)(v) = λρ(h)(v).
Thus the λ-eigenspace of ρ(g) is a nonzero subrepresentation of ρ, hence
equal to ρ as ρ is irreducible. This shows that every element g ∈ G acts via
scalar multiplication on V . As ρ is irreducible, dimV = 1.
If ∣G∣ is invertible in E, let ρ be a faithful representation of G, i.e. an
injective map ρ ∶ G → GL(V ) (such a representation always exists). If the
irreducible representations of G have rank 1, Maschke’s Theorem shows that
the matrices {ρ(g)∣g ∈ G} are simultaneously diagonizable. It follows that
G is abelian. 
It is convenient to introduce the following notation.
Definition 4.6. If G is a finite group and E a field, we write RE(G) for
the Grothendieck ring of the category RepfEG. Recall that RE(G) is the
abelian group generated by isomorphism classes [V ] of finite dimensional
E-representations of G, subject to the relations [V ] = [V1] + [V2] if there
exists a short exact sequence
0→ V1 → V → V2 → 0.
The tensor product over E makes RE(G) into a commutative ring (Exercise:
Check this!). It is easy to see that RE(G) is the free Z-module generated
by the isomorphism classes of irreducible representations of G. We will see
in Proposition 4.7 that there are only finitely many of those.
There is a natural map of monoids
({isomorphism classes of objects in RepfEG} ,⊕) → RE(G). (4.2)
Its image is the subset of all linear combinations ∑Viirreducible ai[Vi], ai ≥ 0,
and is denoted by R+E(G).
Maschke’s Theorem 4.3 can be phrased as follows: If the order G is prime
to the characteristic of E, then the map (4.2) is injective.
Next, we see that there are only finitely many irreducible representations
of a finite group.
Proposition 4.7. If G is a finite group and E a field, then any irreducible
finite dimensional representation of G on E is a composition factor of the
regular representation E[G]. In particular, up to isomorphism there are
only finitely many irreducible representations of G on E.
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Proof. As E[G] and all its subrepresentations are finite dimensional E-
vector spaces, E[G] admits a finite composition series and thus, up to
isomorphism, E[G] has only finitely many composition factors due to the
Jordan-Ho¨lder Theorem (see e.g. [8, I, §4.7, Thm. 6]).
If V is an irreducible E[G]-module, pick any v ∈ V ∖ {0}. The map
x ↦ xv, is an E[G]-linear morphism E[G] → V , which is surjective as V is
irreducible. Thus V is a composition factor of E[G]. 
We close this section with a fundamental but easy lemma.
Lemma 4.8 (Schur’s Lemma). Let V1, V2 be two finite dimensional irre-
ducible E[G]-modules. If f ∶ V1 → V2 is a morphism of representations,
then precisely one of the following statements is true:
(a) f = 0.
(b) f is an isomorphism and if E is algebraically closed, then for any
other isomorphism g ∶ V1 ≅Ð→ V2, there exists a ∈ E, such that f = ag.
In particular, if V is an irreducible E[G]-module, then EndE[G](V ) is a
division algebra, and EndE[G](V ) = E if E is algebraically closed.
Proof. If f is not an isomorphism, then f = 0, due to the irreducibility of
V1, V2. Now assume that f and g are isomorphisms of E[G]-modules and
that E is algebraically closed. Let a be an eigenvalue of g−1f ∶ V1 → V1.
Then g−1f − a idV1 has a nonzero kernel, so g−1f = a ⋅ idV1 as claimed. 
We give an exemplary application:
Proposition 4.9. Let G be a group and E a field such that ∣G∣ is invertible
in E. If V is a representation of G such that EndE[G](V ) = E, then V is
irreducible. If E is algebraically closed, the converse is true as well.
Proof. Since ∣G∣ is invertible V can be written as V = V1 ⊕ V2 with V1
irreducible. We compute
dimE EndE[G](V ) ≥ dimE EndE[G](V1) + dimE EndE[G](V2) ≥ 2
if V2 ≠ 0. It follows that V = V1 if EndE[G](V ) = E. The converse is just
Schur’s Lemma. 
4.1.2. Extension of scalars. If E ⊆ F is an extension of fields, then − ⊗E F
gives rise to a functor RepfE(G) → RepfF (G). In this section, we analyze
this functor.
Lemma 4.10. Let E ⊆ F be an extension of fields and G a finite group.
If V is an E[G]-module, then V ⊗E F = F [G] ⊗E[G] V is an F [G]-module.
The natural map
V G ⊗E F → (V ⊗E F )G
is an isomorphism. Consequently, ifW is a second E[G]-module, the natural
map
HomE[G](V,W )⊗E F ≅ HomF [G](V ⊗E F,W ⊗E F )
is an isomorphism.
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Proof. Since F is flat over E, the natural map of F -vector spaces
HomE(V,W )⊗E F → HomF (V ⊗E F,W ⊗E F ),
is an isomorphism. It is easily seen to be G-equivariant, so Hom(V,W )⊗E
F ≅ Hom(V ⊗E F,W ⊗E F ) as F [G]-modules, and the second statement of
the lemma follows from the first as HomE[G](V,W ) = Hom(V,W )G.
For the first statement, consider the E-linear map ϕ ∶ V → ⊕g∈G V , v ↦(gv−v)g∈G. Its kernel is the E-vector space V G. Tensoring with F gives the
map
ϕ⊗ idF ∶ V ⊗E F → (V ⊗E F )∣G∣, v ⊗ λ ↦ (g(v ⊗ λ) − v ⊗ λ)g∈G
Its kernel is (V ⊗E F )G, but it is also V G ⊗E F , as F is flat over E. 
Proposition 4.11. Let E ⊆ F be an arbitrary field and G a finite group.
The ring homomorphism ϕ ∶ RE(G)→ RF (G) induced by −⊗EF is injective.
Proof. Recall that RE(G) (resp. RF (G)) is the free abelian group generated
by the classes of irreducible E[G]-modules (resp. classes of irreducible F [G]-
modules). If c ∈ RE(G) we can write c = c+ − c− with c+, c− ∈ R+E(G), where
R+E(G) is the submonoid of Z≥0-linear combinations of classes of irreducible
E[G]-modules. We have ϕ(c) = 0 if and only if ϕ(c+) = ϕ(c−). Thus it
suffices to show that the map R+E(G)→ R+F (G) is injective.
Let V1, V2 be irreducible finitely generated E[G]-modules. If char(E) = 0,
then by Maschke’s Theorem 4.3 the F [G]-modules V1⊗E F and V2⊗E F are
semi-simple, i.e. direct sums of irreducible F [G]-modules.
If V1 /≅ V2, then the decompositions over F have no common factors.
Indeed, otherwise Lemma 4.10 would imply that
0 = dimE HomE[G](V1, V2) = dimF HomF [G](V1 ⊗E F,V2 ⊗E F ) > 0.
This shows that R+E(G) → R+F (G) is injective, if char(E) = 0.
If char(E) > 0, we have to generalize the argument a little ([32, (7.13)]):
If V1 /≅ V2 are irreducible, then V1 ⊗E F and V2 ⊗E F are perhaps not semi-
simple, but we show that their composition series have no common factor.
To this end, we show that there is an element e ∈ E[G] acting as the identity
on V1 and as 0 on V2. Then e⊗ 1 acts as identity on all composition factors
of V1 ⊗E F and as 0 on all composition factors of V2 ⊗E F , which would
complete the proof of the proposition.
Every simple E[G]-module is of the shape E[G]/M , where M ⊆ E[G] is
a maximal left-ideal. Indeed, if V is a simple E[G]-module, pick v ∈ V ∖{0}.
The map ϕv ∶ E[G] → V , x↦ xv is surjective and its kernel is maximal, as V
is simple. Let rad(E[G]) denote the intersection of all maximal left-ideals.
If x ∈ rad(E[G]), and if V is a simple E[G]-module, then for any v ∈ V ,
x ∈ ker(ϕv), so x acts trivially on every simple E[G]-module. Conversely, if
x ∈ E[G] acts trivially on every simple E[G]-module, then x ∈ rad(E[G]),
as for every maximal left-ideal M , x must map to 0 in the simple module
E[G]/M .
Thus rad(E[G]) is the set of elements acting trivially on every simple
E[G]-module. This shows that rad(E[G]) is a two-sided ideal, so that
E[G]/ rad(E[G]) is a ring. As a left-E[G]-module, E[G]/ rad(E[G]) is
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semi-simple; in fact it is the direct sum of all simple E[G]-modules, with
multiplicities (see Lemma 4.56). If, say,
E[G]/ rad(E[G]) = V1 ⊕ . . .⊕ Vn
with V1, . . . , Vn simpleE[G]-modules (hence left-ideals of E[G]/ rad(E[G])),
then there are orthogonal idempotents e1, . . . , en ∈ E[G]/ rad(E[G]), such
that 1 = e1 + . . . + en, and such that for every j = 1, . . . , n, ej acts as the
identity on Vj, but as 0 on all Vi with i ≠ j. If fj ∈ E[G] is a lift of ej , then
fj acts as identity on Vj and as 0 on Vi, i ≠ j. The proof is complete. 
Definition 4.12. Let G be a finite group and E a field. We say that a
representation V of G on E is absolutely irreducible if V ⊗E F is irreducible
for all fields F ⊇ E.
If ∣G∣ is invertible in E, then we can easily give a criterion for absolute
irreducibility:
Proposition 4.13. Let G be a group and E a field such that ∣G∣ is invert-
ible in E. The following statements for a representation V of G on E are
equivalent:
(a) EndE[G](V ) = E
(b) V is absolutely irreducible.
(c) There exists an algebraically closed field F ⊇ E such that V ⊗E F is
irreducible.
Proof. Assume (a) and let F be an extension of E. Then EndF [G](V ⊗EF ) =
F by Lemma 4.10, so V ⊗E F is irreducible according to Proposition 4.9, so
V is absolutely irreducible.
(b) trivially implies (c). Assume (c) holds. Then dimF EndF [G](V ⊗EF ) =
1 according to Proposition 4.9, so again we see that EndE[G](V ) = E. This
completes the proof. 
Remark 4.14. An analogous criterion is true even if ∣G∣ is not invertible in
E, but the proof is more complicated, see e.g. [32, Thm. 7.5].
Definition 4.15. We say that E is a splitting field for G, if every irreducible
representation of G over E is absolutely irreducible.
Proposition 4.16. If G is a finite group and E a splitting field, then any
field F ⊇ E is a splitting field. In this case the map RE(G) → RF (G) is an
isomorphism.
Proof. Assume that E is a splitting field. If 0 ⫋ C1 ⫋ . . . ⫋ Cn = E[G] is a
composition series, then
0 ⫋ C1 ⊗E F ⫋ . . . ⫋ Cn ⊗E F = F [G]
is a composition series of F [G], as (Ci⊗EF )/(Ci−1⊗EF ) = (Ci/Ci−1)⊗EF is
(absolutely) irreducible for i = 1, . . . , n by assumption. IfW is an irreducible
F [G]-module, thenW ≅ (Ci/Ci−1)⊗E F for some i according to Proposition
4.7, so W is absolutely irreducible and F a splitting field. Moreover, the
class of W in RF (G) lies in the image of the map RE(G)↪ RF (G). 
Proposition 4.13 translates to:
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Corollary 4.17. Let E be a field and G a group such that ∣G∣ is invertible
in E. If E is algebraically closed, then E is a splitting field.
Remark 4.18. The same statement is true if ∣G∣ is not necessarily invertible,
but the proof is a little bit more complicated, see [32, Thm. 8.3].
Proposition 4.19. Let G be a finite group and E a field. If E is a splitting
field (e.g. algebraically closed), then every irreducible representation of G on
E comes via base change from a finite extension E0 of the prime field.
Proof. Write F for the prime field of E. Let E be an algebraic closure of E
and V an irreducible representation of G over E. If E is a splitting field,
then V ⊗ E is also irreducible, so it comes via base change from F ⊆ E
according to Proposition 4.16, and hence from a finite extension F ⊆ EV
contained in F. Let E0 be the compositum of the fields EV in F. As there
are only finitely many isomorphism classes of irreducible representations of
G (Proposition 4.7), E0 is finitely generated over F. 
Remark 4.20. If char(E) = 0, we will see in Corollary 4.43 that one can
always take E0 = Q(ζm) as a splitting field, wherem is the exponent of G and
ζm an m-th root of unity. Moreover, the functor RepfQ(ζm)(G) → RepfE(G)
is an equivalence because of Maschke’s Theorem and Lemma 4.10.
If char(E) = p > 0, then one can show that the field Z[ζm]/p is a splitting
field for G, where p is any prime ideal of Z[ζm] lying over p.
4.1.3. Characters. We continue to denote by E a field and by G a finite
group.
Definition 4.21. Let G be a finite group. A map ϕ ∶ G→ E satisfying the
condition
ϕ(hgh−1) = ϕ(g)
for all g,h ∈ G, is called class function.
If ρ ∶ G→ GL(V ) is a representation of G on a finite dimensional E-vector
space, then χρ ∶ G → E, χρ(g) ∶= χV (g) ∶= Tr(ρ(g)) is a class function; it is
called the character of ρ.
If ρ is irreducible, then its character is also called irreducible.
Lemma 4.22. If ρ ∶ G → GL(V ) and ρ′ ∶ G → GL(V ′) are isomorphic
representations over E of the finite group G, then χρ = χρ′.
Proof. If γ ∶ V → V ′ is a G-invariant E-isomorphism, then ρ(g) = γρ′(g)γ−1,
and Tr(ρ′(g)) = Tr(γρ′(g)γ−1). 
Example 4.23. (a) Let V1, V2 be two E[G]-modules with characters
χ1, χ2.
● If V is an E[G]-module with character χ, which is an extension
of V1 by V2, then χ = χ1 + χ2.
● The character of V1 ⊗ V2 is χ1 ⋅ χ2.
● If χ∨1 is the character of the dual representation V ∨1 , then we see
directly from the definition that χ∨1(g) = χ1(g−1) for all g ∈ G.
If E is a subfield of C, then χ∨1(g) = χ1(g), where (−) denotes
complex conjugation. Indeed, the eigenvalues of each g acting
on V1 are roots of unity, and if ξ ∈ C is a root of unity, then
ξ−1 = ξ.
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● The representation Hom(V1, V2) has the character χ2 ⋅ χ∨1 , so if
E ⊆ C, then we can write χ2 ⋅ χ1.
(b) Let E be the trivial rank 1 representation. Its character is the con-
stant map g ↦ 1 ∈ E. We denote it by 1G.
(c) Let rG denote the character of the regular representation E[G] of
G. Then rG(1) = ∣G∣, and rG(g) = 0 for g ≠ 1. Indeed, if g ≠ 1, then
gh ≠ h for all h, so the ∣G∣ × ∣G∣-matrix of g acting on E[G] (with
respect to standard basis) has only zeroes on the diagonal.
(d) From the previous two examples we can compute the character of
the augmentation representation (Example 4.1), which we denote by
uG: uG = rG − 1G, so uG(1) = ∣G∣ − 1 and uG(g) = −1 for g ≠ 1.
Definition 4.24. Assume that ∣G∣ is invertible in E. Let G be a finite group
and write CE,G for the E-vector space of all class functions G → E. For
arbitrary maps ϕ,ψ ∶ G→ E we define
⟨ϕ,ψ⟩G ∶= 1∣G∣ ∑g∈Gϕ(g)ψ(g
−1).
This is a symmetric bilinear form on the space of maps G→ E, and also on
CE,G. If confusion is unlikely, we drop the subscript G from ⟨−∣−⟩G.
Proposition 4.25 (Orthogonality of characters). As before, assume that∣G∣ is invertible in E.
(a) If V1, V2 are arbitrary representations with characters χ1, χ2, then
⟨χ1, χ2⟩ = dimE(HomE[G](V1, V2)).
(b) Let χ1, χ2 characters of irreducible representations V1, V2 of G. Then
⟨χ1, χ2⟩ =
⎧⎪⎪⎨⎪⎪⎩
a ∈ Z≥1 if V1 ≅ V2
0 otherwise.
(c) If E is algebraically closed then a = 1.
Proof. Taking Schur’s Lemma 4.8 into account, it follows that we just have
to prove (a). First let V be any representation and write V = V /V G ⊕ V G.
The element 1∣G∣ ∑g∈G g ∈ E[G] induces an E[G]-linear map V → V whose
image is V G, and which is the identity restricted to V G. It follows that
Tr
⎛
⎝
1
∣G∣ ∑g∈G g
⎞
⎠ = dimE V G.
We apply this observation to Hom(V1, V2). The character of Hom(V1, V2) is
χ∨V1 ⋅ χV2 , so
dimE HomE[G](V1, V2) = dimE (Hom(V1, V2))G
=
1
∣G∣ ∑g∈GχV1(g
−1)χV2(g)
= ⟨χV1 , χV2⟩ .

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Corollary 4.26. Assume that ∣G∣ is invertible in E. The isomorphism class
of a representation over E is determined by its character.
More precisely, if V is an E-representation of G, then
V ≅ ⊕
W irreducible
W
⟨χV ,χW ⟩
⟨χW ,χW ⟩
where the direct sum is over the distinct irreducible representations of G on
E.
Proposition 4.13 translates to:
Corollary 4.27. As before, assume that ∣G∣ is invertible in E. If V is a
representation of G over E, then V is absolutely irreducible if and only if⟨χV , χV ⟩ = 1.
Definition 4.28. We say that an irreducible representation W is contained
in V with multiplicity m, if ⟨χV ,χW ⟩⟨χW ,χW ⟩ = m, i.e. if m is maximal such that
W⊕m ⊆ V .
Corollary 4.29. If G is a finite group and ∣G∣ invertible in E, then an
irreducible representation W of G with dimEW = d is contained in the
regular representation E[G] with multiplicity d/ ⟨χW , χW ⟩.
If W1, . . . ,Wr are the distinct irreducible representations of G, then
∣G∣ = r∑
i=1
(dimWi)2⟨χWi , χWi⟩ .
Proof. If W is an irreducible representation of G, then by Example 4.23 we
can compute
⟨rG, χW ⟩ = 1∣G∣ ∑g∈G rG(g)χW (g
−1) = χW (1) = dimW.
It follows that
E[G] = r∑
i=1
W
dimWi
⟨χWi ,χWi ⟩
i ,
so
∣G∣ = dimE E[G] = r∑
i=1
(dimWi)2⟨χWi , χWi⟩
as claimed. 
Remark 4.30. (a) If G is a finite group and ∣G∣ invertible in E, then we
will identify the group RE(G) (Definition 4.6) with the free abelian
group on the finite set of irreducible characters of G on E.
(b) If E ⊆ F is an extension of fields and χ a character of a representation
V of G over E, then the character of V ⊗E F is the composition
G
χÐ→ E ↪ F , and abusing notation we will also write χ for the
character of V ⊗E F .
Proposition 4.31. We continue to assume that ∣G∣ is invertible in E. Let
E ⊆ F be an extension of fields. A representation of G over F comes from
a representation of G over E if and only if its class lies in RE(G) ⊆ RF (G)
(Proposition 4.11).
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Proof. Clearly, if a representation comes from E, then its class lies in RE(G).
Conversely, let χ be the character of a representation of G over F , and
assume that χ ∈ RE(G). Let let ψ1, . . . , ψr be the irreducible characters of
G over E. By assumption we can write χ = ∑ri=1 aiψi, with ai ∈ Z. Since
χ and ψi are characters of representations over F (Remark 4.30), we have⟨ψi, ψi⟩ > 0, and
ai ⟨ψi, ψi⟩ = ⟨χ,ψi⟩ ≥ 0,
so ai ≥ 0. 
With the preceding corollary in mind, we make a detour to complex rep-
resentations.
4.1.4. Complex representations. In this section let E = C.
Definition 4.32. Recall that CC,G denotes the space of class functions
G→ C. For ϕ,ψ ∈CC,G we define
(ϕ∣ψ)G = 1∣G∣ ∑g∈Gϕ(g)ψ(g).
If no confusion is possible we write (−,−) = (−,−)G. This is a scalar product
on CE,G: (ϕ∣ψ) = (ψ∣ϕ), (ϕ∣ϕ) > 0 for ϕ ≠ 0, and (ϕ∣ψ) is linear (resp. semi-
linear) in ϕ (resp. ψ).
Lemma 4.33. If χ is the character of a complex representation ρ of G, and
ϕ ∈CC,G, then (ϕ∣χ) = ⟨ϕ,χ⟩ .
Proof. This is clear as χ(g) is a sum of roots of unity, and if ξ ∈ C is a root
of unity then ξ−1 = ξ. 
We have seen that the irreducible characters of G form an orthonormal
system in CC,G with respect to ⟨−,−⟩G. In fact, they also span CC,G.
Theorem 4.34. Let G be a finite group. Its irreducible characters χ1, . . . , χr
form an orthonormal basis of the space of class functions CC,G.
Proof. Let ϕ ∈CC,G be a class function such that ⟨ϕ,χ⟩ = 0 for all irreducible
characters χ of G. We want to show that ϕ = 0.
If ρ ∶ G→ GL(V ) is any representation of G, define ρϕ ∶= ∑g∈G ϕ(g)ρ(g−1).
Then ρϕ is an endomorphism of V , and it is easily checked that ρϕ is actually
an endomorphism of the representation ρ. If ρ is irreducible, then Schur’s
Lemma 4.8 shows that ρϕ = λ ⋅ idV for some λ ∈ C. We have
λdimV = Tr(ρϕ) = ∣G∣ ⟨ϕ,χρ⟩ = 0.
It follows that ρϕ = 0 even if ρ is not irreducible, since ρ is the direct sum of
irreducible subrepresentations. Now let ρ be the regular representation of
G, i.e. G acts on the ∣G∣-dimensional E-vector space with basis {eg ∣g ∈ G}
via ρ(g)(eh) = egh. Then
0 = ρϕ(e1) = ∑
g∈G
ϕ(g)ρ(g−1)(e1) = ∑
g∈G
ϕ(g)eg−1 .
It follows that ϕ = 0, which is what we wanted to show. 
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Corollary 4.35. If G is a finite group, then the number of nonisomor-
phic irreducible complex representations is equal to the number of conjugacy
classes in G. This is also true over any splitting field of characteristic 0.
Proof. It is clear that the dimension of CC,G is the number of conjugacy
classes in G. By the theorem, this dimension is precisely the number of
irreducible characters. If E is a splitting field of characteristic 0, then there
exists a splitting field E′ ⊆ E which is finitely generated over Q, such that
every representation of G over E comes from E′. The field E′ can be em-
bedded in C, so the claim follows from Proposition 4.16. 
The following corollary will be crucial for Section 4.2.
Corollary 4.36. A class function ϕ is the character of a complex represen-
tation of G if and only if it is a linear combination
ϕ = a1χ1 + . . . + arχr
with ai ∈ Z≥0 and χi characters of irreducible representations of G.
4.1.5. Brauer’s Theorem. We will need one more tool in our bag before we
can return to extensions of local fields. We continue to work over the field
of complex numbers.
Definition 4.37. Let α ∶H → G be a morphism of groups. If ϕ ∈CC,G, then
the composition ϕ ○α is a class function on H, which we call the restriction
of ϕ, and denote by α∗ϕ.
Clearly, if ϕ is the character of a representation ρ of G, i.e. if ϕ ∈ R+C(G),
then α∗ϕ is the character of the representation Resϕ ρ.
If ϕ ∈ CC,H , there is an induced class function on G denoted by α∗ϕ,
which can be computed using the following two special cases:
(a) If α is injective, then
α∗ϕ(g) ∶= 1∣H ∣ ∑x∈G
xgx−1∈H
ϕ(xgx−1).
(b) If α is surjective, then
α∗ϕ(g) ∶= 1∣ker(α)∣ ∑h↦gϕ(h).
In general we define α∗ϕ by factoring α into a surjective map followed by
an injective map.
Lemma 4.38. If α ∶ H → G is a morphism of finite groups and ρ ∶ H →
GL(V ) a complex representation of H with character χρ, then α∗χρ is the
character of Indα ρ.
Proof. Since α is the composition of an injection and a surjection, it suffices
to check that the character of Indα ρ satisfies the two formulas (a) and (b)
if α is either injective, or surjective.
In the first case this is a simple calculation, which we leave as an ex-
ercise. In the second case, α induces an isomomorphism H/ker(α) → G.
Since ker(α) is a normal subgroup of H, the subspace V ′ ∶= {v − hv ∈ V ∣h ∈
ker(α), v ∈ V } is a subrepresentation, and ker(α) acts trivially on V /V ′. It
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is not difficult to show that the map Indα ρ = E[H/ker(α)]⊗E[H]V → V /V ′,
defined by hker(α) ⊗ v ↦ hv + V ′ is an isomorphism of H (or H/ker(α))-
representations. Without loss of generality we may assume that ρ is irre-
ducible. Hence V ′ = V or V ′ = 0. If V ′ = 0, then ker(α) acts trivially on V ,
so χρ(hh′) = χρ(h) if h′ ∈ ker(α). Hence the formula.
Otherwise, V ′ = V , Indα ρ = 0, and we check that α∗χρ(g) = 0. Indeed, if
h0 ∈ ker(α) then for all v ∈ V ′ we see
∑
h∈ker(α)
h(v − h0v) = 0.
As V = V ′, ∑h∈ker(α) hv = 0 for all v ∈ V . This means that
∑
h↦g
TrV (h) = TrV ⎛⎝g˜ ∑h∈ker(α)h
⎞
⎠ = 0
for every g ∈H/ker(α) with lift g˜ ∈H. Hence α∗χρ = 0. 
The adjunction relation between induction and restriction of representa-
tions induces a relation for induction and restriction of class functions:
Proposition 4.39 (Frobenius reciprocity). If α ∶ H → G is a homomor-
phism of groups, ψ a class function on H, ϕ a class function on G, then
(ψ∣α∗ϕ) = (α∗ψ∣ϕ).
Proof. By Theorem 4.34, we know that ψ is a C-linear combination of char-
acters of H, and similarly for ϕ. We may thus assume that ψ = χW , ϕ = χV .
In this case we have
(χW ∣α∗χV ) = dimHomE[H](W,Resα V )
= dimHomE[G](IndαW,V )
= (α∗χW ∣χV ).

In practice, a question about a general representation can often be reduced
to simpler representations on a different group.
Theorem 4.40 (Brauer). If G is a finite group and χ a character of a finite
dimensional complex representation of G, then χ is a Z-linear combination
of characters of the form αi,∗χi, where αi ∶ Hi ↪ G is the inclusion of a
subgroup, and χi is the character of a 1-dimensional representation of H.
Theorem 4.40 follows from a slight variant, also due to Brauer. Recall
that if p is a prime number, a group G is called p-elementary if G is the
direct product of a cyclic group of order prime to p with a p-group.
Theorem 4.41. Let G be a finite group and Vp ⊆ R(G) the subgroup gen-
erated by those characters, which are induced by p-elementary subgroups of
G. The index of Vp in R(G) is finite and prime-to-p.
We do not give a proof of Theorem 4.41 (see [49, Ch. 10, Thm. 18]), but
we show how to deduce Theorem 4.40 from this.
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Proof of Theorem 4.40. If G is abelian then we know from Proposition 4.5
that every irreducible representation has dimension 1, so we assume that G
is not abelian.
By Theorem 4.41, R(G) = ∑p prime Vp, and thus every character of G is a
Z-linear combination of characters induced by a character of a p-elementary
subgroup, for some p. Hence we may assume that G is a p-elementary group.
Let ρ ∶ G→ GL(V ) be an irreducible representation and χ its character. By
induction on ∣G∣ we may assume that ρ is injective. Write G = C ×P , where
C is cyclic of order prime to p, and P a p-group. Clearly C is contained
in the center of G, and by assumption G/Z(G) is a nonzero p-group. Thus
Z(G/Z(G)) ≠ 0, and G/Z(G) contains a cyclic normal p-group; let H ⊆ G
be its preimage in G. Then H is abelian and is not contained in Z(G). Since
ρ is injective by assumption, ρ(H) is abelian and not contained in the center
of ρ(G), i.e. there exists h ∈H, such that ρ(h) is not given by multiplication
with a scalar. This means that the irreducible decomposition of ρ∣H ∶ H →
GL(V ) contains nonisomorphic representations, since H is abelian. Let
V = V1 ⊕ . . .⊕ Vn be the isotypical decomposition of V as an E[H]-module,
i.e. the irreducible representations contained in Vi are all isomorphic, and
Vi, Vj contain no common isomorphic irreducible subrepresentations, unless
i = j. The elements of G permute the Vi transitively, as V is an irreducible
E[G]-module.
Define H ′ ∶= {g ∈ G∣gV1 = V1}. This is a subgroup of G, containing H, and
as V is irreducible H ′ ≠ G. We claim that ρ is induced by a representation
of H ′. Indeed, H ′ acts on V1, and E[G]⊗E[H′] V1 ≃Ð→ V , as V = ∑g∈G gV1.
We have seen that V is induced by a representation of H ′ ⫋ G, so the
claim follows by induction. 
Corollary 4.42. Let G be a finite group of exponent m and E an alge-
braically closed field of characteristic 0. Let ζm ∈ E be a primitive m-th root
of unity. The injection RQ(ζ)(G) → RE(G) is an isomorphism. In other
words, Q(ζ) is a splitting field for G.
Proof. Clearly E contains an algebraic closure of Q, which we can embed
into C. Proposition 4.16 hence reduces the proof to the case E = C. Let χ
be the character of a complex representation of G. By Brauer’s theorem, χ
can be written
χ =
r∑
i=1
aiαi,∗ϕi
with ai ∈ Z, αi ∶ Hi ↪ G a subgroup and ϕi a 1-dimensional character of Hi.
In particular: ϕi ∶ Hi → C× is a homomorphism, so ϕi has image contained
in Q(ζm) (even in its ring of integers), so ϕi comes from Q(ζm), and hence
so does αi,∗ϕi. 
Corollary 4.43. With the notation of the previous corollary, scalar exten-
sion induces an equivalence RepfQ(ζ)G→ RepfEG.
Proof. This is just Proposition 4.31 together with Lemma 4.10. 
4.2. Existence of the complex Artin and Swan representations. We
now return to the study of a finite Galois extension L/K of complete dis-
cretely valued fields L/K with separable residue extension of degree f . We
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fix G ∶= Gal(L/K). Also recall the notations v, vL for the valuations of K
and L, and A,B for the discrete valuation rings of K, L.
Recall that we defined the function iG ∶ G→ Z≥0∪{∞} as iG(g) = vL(gx−
x). Here x ∈ B is an element generating B as an A-algebra. Such an element
exists by Theorem 3.24. We also saw that g ∈ Gn if and only if iG(g) ≥ n+1,
which implies that iG(hgh−1) = iG(g), for any h ∈ G, as Gn is normal. Thus
iG is a class function.
Theorem 4.44 (Artin). In the situation above, the function aG ∶ G→ Z,
aG(g) ∶=
⎧⎪⎪⎨⎪⎪⎩
−fiG(g) if g ≠ 1
f ∑g′≠1 iG(g′) if g = 1
is the character of a representation of G over the complex numbers.
The proof of this theorem is the object of this section, and it justifies the
following definition.
Definition 4.45. The function aG attached to the extension L/K is called
the Artin character of G (or of L/K). Once we know that aG is the character
of a representation, we will see in Corollary 4.49 that the function swG ∶=
aG − (rG − rG/G0) is also a character of G. It is called the Swan character of
L/K. Here we write rG/G0 for the composition G → G/G0 rG/G0ÐÐÐ→ C. If L/K
is totally ramified, i.e. if f = 1, then swG = aG − uG, where uG = rG − 1G is
the augmentation character of G (see Example 4.23).
Since iG is a class function, so is aG, and by Corollary 4.36, Theorem 4.44
is equivalent to the following theorem.
Theorem 4.46. For any character χ of a complex representation of G, we
have f(χ) ∶= (aG∣χ) ∈ Z≥0.
Note that (aG∣χ) = (χ∣aG), as aG takes values in Z.
The proof of the theorem consists of two steps. First, we show that (aG∣χ)
is always a non-negative rational number. Second, to show that (aG∣χ) is
an integer, we use Brauer’s theorem 4.40 to reduce to the case where χ is
induced by a degree 1 character of a subgroup. If χ is itself a character
of a representation ρ of dimension 1, then G/ker(ρ) is an abelian group
corresponding to a Galois subextension K ′/K of L/K. In this case, we
can relate the number (aG∣χ) to the jumps in the ramification filtration of
G/ker(ρ), which we know to be integers by the Theorem of Hasse-Arf 3.63.
Let us first see that without loss of generality we may assume that L/K
is totally ramified, i.e. that the residue extension is trivial.
Lemma 4.47. Write α ∶ G0 = G0 ↪ G for the inclusion of the inertia group
into G. Then α∗aG0 = aG and swG = α∗ swG0 .
Proof. Recall that for g ∈ G, we have
α∗aG0(g) = 1∣G0∣ ∑x∈G
xgx−1∈G0
aG0(xgx−1),
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according to Definition 4.37. As G0 is normal in G, xgx
−1 ∈ G0 if and only
if g ∈ G0. It follows that for g ∈ G ∖G0,
α∗aG0(g) = 0 = −fiG(g) = aG(g).
Note that if g ∈ G0, then iG0(xgx−1) = iG(xgx−1) = iG(g). Thus, if g ≠ 1, we
get
α∗aG0(g) = − ∣G∣∣G0∣ iG(g) = aG(g).
Finally, if g = 1,
α∗aG0(1) = ∣G∣∣G0∣ ∑g∈G0∖{1} iG0(g) = f ∑g∈G∖{1} iG(g) = aG(1),
as iG(g) = 0 for g /∈ G0. This proves the statement about aG.
For swG, we just have to note that α∗rG0 = rG and α∗1G0 = rG/G0 . 
Hence, for the rest of the section, we assume that L/K is totally ramified,
i.e. that G = G0 and f = 1.
Lemma 4.48. For every complex character χ of G, we have f(χ) = (aG∣χ) ∈
Q≥0. More precisely, if χ is the character of a representation V , then
f(χ) =∑
i≥0
1
∣G ∶ Gi∣ (dimV − dimV
Gi) . (4.3)
Proof. First recall that uGi = rGi − 1Gi is the augmentation character of the
i-th ramification group in the lower numbering. If αi ∶ Gi ↪ G = G0 is the
inclusion map, then αi,∗uGi(g) = 0 if g /∈ Gi, and if g ∈ Gi ∖ {1} we get
αi,∗uGi(g) = − ∣G∣∣Gi∣ = −∣G ∶ Gi∣.
Hence, if g ∈ Gr ∖Gr+1, then
aG(g) = −(r + 1) = ∞∑
i=0
1
∣G ∶ Gi∣αi,∗uGi(g).
For 1 ∈ G, we compute
∞∑
i=0
αi,∗uGi(1)∣G ∶ Gi∣ =
∞∑
i=0
(∣Gi∣ − 1) = ∑
g≠1
iG(g) = aG(1),
so we have proved that
aG =
∞∑
i=0
1
∣G ∶ Gi∣αi,∗uGi .
If ϕ is a class function on G, then we use Frobenius reciprocity (Proposi-
tion 4.39) to compute
f(ϕ) = (aG∣ϕ)
=
∞∑
i=0
1
∣G ∶ Gi∣ (αi,∗uGi ∣ϕ)
=
∞∑
i=0
1
∣G ∶ Gi∣ (uGi ∣α
∗
i ϕ)
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Recall that uGi = rGi − 1Gi , and (rGi ∣α∗i ϕ) = ϕ(1). We obtain
f(ϕ) ∶= ∞∑
i=0
1
∣G ∶ Gi∣ (ϕ(1) − (1Gi ∣α
∗ϕ))
Finally, if ϕ = χV for V a E[G]-module, then ϕ(1) = ϕ(1) = dimV and
(1Gi ∣α∗i ϕ) = dimE[G](1Gi , V ) = dimV Gi ,
so we obtain (4.3). 
Corollary 4.49. If aG is the character of a complex representation of G,
then so is swG.
Proof. We again assume that L/K is totally ramified, see Lemma 4.47. If χ
is the character of the representation V , then ⟨rG − 1G, χ⟩ = dimV /V G. As
G = G0, the preceeding lemma shows that
⟨swG, χ⟩ = f(χ) − dimV /V G =∑
i≥1
1
∣G ∶ Gi∣ dimV /V
Gi ≥ 0.
Thus, if aG is a character of G, then f(χ) is an integer and hence ⟨swG, χ⟩ ∈
Z≥0, which implies that swG is a character of G. 
Now we concentrate on characters of 1-dimensional representations.
Lemma 4.50. Let χ be the character of a 1-dimensional complex repre-
sentation V of G. Then χ(G) ⊆ C×, and χ ∶ G → C× is a homomorphism
of groups. Let H ∶= ker(χ) and K ′/K the associated subextension of L/K.
Write c′χ for the largest integer for which (G/H)c′χ ≠ {1}. Then
f(χ) = ϕK ′/K(c′χ) + 1 ∈ Z,
where ϕK ′/K is the function from Defintion 3.44.
Proof. Write cχ ∶= ψL/K ′(c′χ). From Corollary 3.45 we know that (G/H)c′χ
is the image of Gcχ in G/H. Then cχ is the largest integer, such that Gcχ
does not act trivially on V . Since V is 1-dimensional, this means that
V Gi =
⎧⎪⎪⎨⎪⎪⎩
V if i > cχ
0 else,
so by (4.3), we obtain
f(χ) = cχ∑
i=0
1
∣G ∶ Gi∣ = ϕL/K(cχ) + 1,
according to (3.6) below Definition 3.44. Finally, we have seen in Proposition
3.51 that
ϕL/K(cχ) = ϕK ′/KϕL/K ′(ψL/K ′(c′χ)) = ϕK ′/K(c′χ),
so we get f(χ) = ϕK ′/K(c′χ) + 1 as claimed. Moreover, as G/H ⊆ C×, the
extension K ′/K is abelian, so ϕK ′/K(c′χ) ∈ Z according to the Hasse-Arf
Theorem 3.63. 
Now we can complete the proof of Theorem 4.46 and hence of Theorem
4.44.
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Proof of Theorem 4.46. Let χ be the character of a C[G]-module V . By
Lemma 4.48 we know that f(χ) ∈ Q≥0. It thus remains to show that f(χ)
is an integer. Brauer’s Theorem 4.40 tells us that χ can be written as
χ =
r∑
i=1
aiχ
′
i
with ai ∈ Z and χ′i = γi,∗χi, where γi ∶ Hi ↪ G is a subgroup and χi the
character of a 1-dimensional representation of Hi. Thus it remains to show
that f(χ′i) ∈ Z.
Note that f(χ′i) = (aG∣χ′i) = (γ∗i aG∣χi) by Frobenius reciprocity, so we
have to understand the class function γ∗i aG.
Lemma 4.51. If γ ∶ H ↪ G is a subgroup, then there exists a non-negative
integer λ, such that
γ∗aG = λrH + aH .
Proof. First let h ∈ H ∖ {1}. Then rH(h) = 0, and iG(h) = iH(h), so
γ∗aG(h) = λrH(h) + aH(h) for any λ.
The interesting case is h = 1. Recall that A,B denote the valuation
rings of K,L. Let x be a generator of B as an A-algebra. Then Theorem
3.23 shows that DB/A = (f ′(x)), if f is the monic minimal polynomial of
x. Note that f ′(x) = ∏g≠1(x − gx), so vL(DB/A) = aG(1), see Proposition
3.25. Similary, if K ′ = LH and if B′ denotes the valuation ring of K ′, then
aH(1) = vL(DB/B′). Finally, Proposition 3.20 shows that
DB/A =DB/B′DB′/A,
and applying vL gives
aG(1) = aH(1) + vL(DB′/A) = aH(1) + ∣H ∣vK ′(DB′/A).
Since rH(1) = ∣H ∣, the proof is complete, taking λ = vK ′(DB′/A).

Returning to the proof of Theorem 4.46, we use the lemma to compute
f(χ′i) = (γ∗i aG∣χi)
= λ(rHi ∣χi) + (aHi ∣χi)
= λχi(1) + (aHi ∣χi)
Since χi is the character of a 1-dimensional representation of H, we have
χi(1) = 1, and we know that (aH ∣χi) ∈ Z, by Lemma 4.50. 
Remark 4.52. Note that the existence of the Artin representation implies
the Hasse-Arf theorem: Let L/K be an abelian Galois extension with group
G. As before, it suffices to prove Proposition 3.66. We may hence assume
that G is cyclic of order n. Fixing a primitive n-th root of unit in E, we
get an injective homomorphism χ ∶ G → E×. Let µ be the largest integer
such that Gµ ≠ 0. The existence of the Artin representation shows that
f(χ) = (aG∣χ) ∈ Z. But as in Lemma 4.50 we see that f(χ) = ϕL/K(µ) + 1,
so ϕL/K(µ) ∈ Z, which implies Proposition 3.66.
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4.3. Integrality over Zℓ. As before, let L/K be a Galois extension of
complete discretely valued fields with group G, and assume that the ex-
tension of the residue fields is separable of degree f . We have seen in
the previous section that the Artin function aG and the Swan function
swG ∶= aG − (rG − rG/G0) are characters of complex representations. For
this reason, we call these Z-valued functions the Artin character and the
Swan character. By Proposition 4.19, we know that the attached represen-
tations are realizable over Q, and hence also over Qℓ, for any prime ℓ. It
is therefore meaningful to ask, whether the Artin and Swan representations
are defined over a “nice” subfield (or ring) of Qℓ. Answering this question
is the main purpose of this section.
Theorem 4.53. Let ℓ be a prime different from the residue characteristic
of K. Then
(a) The Artin and Swan representations are realizable over Qℓ.
(b) There exists a finitely generated projective left-Zℓ[G]-module SwG,
which is unique up to isomorphism, such that SwG⊗ZℓQℓ is isomor-
phic to the Swan representation, i.e. has character swG.
Remark 4.54. (a) The analogous question about the realizability of
swG over Q or even Z has a negative answer. Indeed, there are even
examples of extensions where swG is not realizable over R, [47].
(b) There is no direct construction of the Zℓ[G]-module SwG known,
but there is a cohomological description of SwG, see section 10.2.
Note however, that for this construction, one needs (amongst other
ingredients), Theorem 4.53.
Clearly (b) of Theorem 4.53 implies (a). In the proof of Theorem 4.53,
(b), one needs a good understanding of the representation theory of G over
three different bases: Qℓ, Zℓ and Fℓ. Until now, we have mainly discussed
representations over a field of characteristic prime to the order of the group
(recall that even if L/K is totally ramified, G is an extension of a cyclic
group of order prime to p and the p-group G1, so ∣G∣ will not necessarily be
prime to ℓ). A complete presentation of the necessary representation theory
is beyond the scope of these notes, but we will nonetheless try to give an
overview.
4.3.1. Projective representations. If E is a field and G a group such that∣G∣ is invertible in E, then it is a consequence of Maschke’s Theorem 4.3
that two finitely generated E[G]-modules are isomorphic if and only if their
classes in RE(G) agree. This is no longer the case if ∣G∣ is not invertible in
E (Example 4.4). We can recover this nice property, once we concentrate
on projective E[G]-modules. We write PE(G) for the Grothendieck group
of projective finitely generated E[G]-modules.
Recall that if R is a (not necessarily commutative) ring, and M a left-R-
module, then M is called projective, if there exists a free R-module F , such
that M is a direct summand of F .
In the proof of Proposition 4.7 we saw that an irreducible representation
of a finite group G on a field E is a quotient of E[G]. Thus an irreducible
representation is projective if and only if it is a direct summand of E[G].
53
Definition 4.55. Let R be a ring.
● A surjective morphism f ∶ V → W of left R-modules is an essential
epimorphism if for every proper submodule V ′ ⫋ V we have f(V ′) ⫋
W .
● An essential epimorphism f ∶ P → V with P projective is called
projective cover or projective envelope of V .
Lemma 4.56. Let E be a field, G a finite group and V a finitely generated
E[G]-module. Up to unique isomorphism there exists a unique quotient
qmax ∶ V ↠ Smax with Smax semi-simple and dimE Smax maximal among all
semi-simple quotients of V .
If f ∶ V ↠ S′ is any quotient with S′ semi-simple, then S′ is isomorphic
to Smax if and only if f is an essential epimorphism.
Proof. Simple quotients of V correspond to maximal submodules of V .
Thus, as dimE V <∞, there exists a quotient qmax ∶ V ↠ Smax such that Smax
is semi-simple and such that its dimension is maximal among the semi-simple
quotients of V . If q ∶ V ↠ S is a simple quotient, then qmax⊕q ∶ V → Smax⊕S
is not surjective, and as S is simple, this implies that the image of qmax ⊕ q
does not contain 0⊕S ⊆ Smax ⊕S, so im(qmax)∩ (0⊕S) = 0. It follows that
ker(qmax) ⊆ ker(q).
Let rad(V ) denote the intersection of all maximal submodules of V . we
have proved that ker(qmax) ⊆ rad(V ). On the other hand, an element v ∈
rad(V ) maps to 0 in every simple quotient, and hence also in every semi-
simple quotient. Thus ker(qmax) = rad(V ) and up to unique isomorphism,
qmax is the quotient morphism V ↠ V / rad(V ).
Note that the maximal semi-simple quotient is an essential epimorphism:
Otherwise there would exist a maximal submoduleM ⫋ V such that qmax(M) =
Smax. This would mean thatM maps surjectively onto every simple quotient
of V , which is impossible, as V /M ≠ 0 is simple.
If q′ ∶ V → S′ is a semi-simple quotient, then S′ is isomorphic to a direct
summand of Smax. In particular q
′(q−1max(S′)) = S′, so if q′ is an essential
epimorphism, then q−1max(S′) = V and hence Smax = S′. 
Definition 4.57. Thanks to the lemma, we can talk about the maximal
semi-simple quotient of V .
Proposition 4.58. Let G be a group and E a field.
(a) If ∣G∣ is invertible in E, then every finitely generated E[G]-module
is projective.
(b) For every finitely generated E[G]-module V , there exists a projective
envelope fV ∶ PV → V . The pair (PV , fV ) is unique up to isomor-
phism.
(c) Every finitely generated projective E[G]-module P is the projective
envelope of its maximal semi-simple quotient.
(d) An indecomposable finitely generated projective E[G]-module is the
projective envelope of a simple E[G]-module.
(e) If PE(G) denotes the Grothendieck ring of finitely generated projec-
tive E[G]-modules, then PE(G) is freely generated by the projective
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envelopes of simple E[G]-modules. In particular, two finitely gen-
erated projective E[G]-modules P,P ′ are isomorphic if and only if
their classes in PE(G) agree.
Proof. (a) We have seen that if ∣G∣ is invertible, then every finitely gen-
erated E[G]-module is the direct sum of irreducible E[G]-modules
and that an irreducible E[G]-module is a direct summand of the
regular representation, which is a free E[G]-module.
(b) We just give a sketch, for full details see [49, Prop. 41]. If V is
a finitely generated E[G]-module, there exists a finitely generated
projective E[G]-module Q and a surjection Q↠ V . Let P ⊆ Q be a
submodule of minimal length amongst the submodules M for which
the composition M → Q → V is surjective. Clearly the map P → V
is an essential epimorphism. One proceeds to show that P is a direct
summand of Q and hence projective.
The uniqueness of projective envelopes is not difficult to prove.
(c) This follows directly from the lemma.
(d) One easily sees that the projective envelope of a direct sum is the
direct sum of the envelopes of the summands. We also know from
(c) that every finitely generated projective E[G]-module is the pro-
jective envelope of a semi-simple E[G]-module. Hence the claim.
(e) If P is a finitely generated projective E[G]-module, P can be written
as a finite direct sum of indecomposable finitely generated projec-
tive E[G]-modules, each of which is the projective envelope of a
simple E[G]-module Vi. Thus PE(G) is generated by the projec-
tive envelopes of simple E[G]-modules. On the other hand, every
extension 0→ P1 → P → P2 → 0 of projective E[G]-modules splits.

Example 4.59. Assume char(E) = p > 0 and let G be a finite p-group.
Then every nonzero E[G]-module has nontrivial invariants (Exercise 4.4).
This means that every simple E[G]-module is the trivial representation E.
Given a G-equivariant map ϕ ∶ E[G] → E, we see that ϕ(g) = gϕ(1) = ϕ(1)
for every g ∈ G. This means that every simple quotient of E[G] is isomorphic
to E[G] ↠ E, g ↦ 1. Consequently, the maximal semi-simple quotient of
E[G] is E, as a map E[G] → E ⊕E cannot be surjective.
Next, we show that E[G] is indecomposable. Indeed, if E[G] = U ⊕ V
with U,V ⫋ E[G], then dimE E[G]G ≥ 2. But E[G]G = E ⋅ ∑g∈G g is 1-
dimensional. Proposition 4.58, (c), shows that the morphism E[G] → E is
the projective envelope of E.
Now let E′/E be an extension of fields; we have seen in Proposition 4.11
that RE(G)→ RE′(G) is injective. The same is true for PE(G):
Proposition 4.60. The map PE(G) → PE′(G) is injective.
Proof. We have seen in Proposition 4.11 that RE(G) → RE′(G) is injective.
More precisely, we have seen that if V1, V2 are nonisomorphic irreducible
E[G]-modules, then V1 ⊗E E′ and V2 ⊗E E′ have no common composition
factors.
If f ∶ W → V is an essential epimorphism of finitely generated E[G]-
modules, then so is f ′ ∶ W ⊗E E′ → V ⊗E E′. To see this, fix a basis
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{ei}i∈I of E′ over E. Then W ⊗E E′ considered as a (not necessarily finitely
generated) E[G]-module is just ⊕iW ⊗ei ≅W⊕∣I ∣ and similarly for V ⊗EE′.
If M ⊆W ⊗E E′ is a maximal submodule such that f ′(M) = V ⊗E E′, then
M ∩ (W ⊗ ei) ↠ V ⊗ ei. As f is an essential epimorphism it follows that
M =W ⊗E E′, and the claim is proved.
Thus, if V1, V2 are nonisomorphic irreducible E[G]-modules with projec-
tive envelopes P1, P2, then Pi⊗E′ → Vi⊗E′, i = 1,2, are projective envelopes.
The maximal semi-simple quotient of Pi ⊗ E′ is the maximal semi-simple
quotient of Vi ⊗ E′ according to Lemma 4.56. It follows that the maximal
semi-simple quotients of P1 ⊗E′ and P2 ⊗E′ have no common factors, and
thus PE(G) → PE′(G) is injective. 
4.3.2. Representation theory in mixed characteristic. Now let E be a com-
plete discretely valued field of characteristic 0 with residue field k of charac-
teristic ℓ > 0 and let G be a finite group. If A ∶= OE is the valuation ring of
E, we write PA(G) for the Grothendieck ring of finitely generated projec-
tive A[G]-modules. Reduction modulo the maximal ideal m of A gives us a
homomorphism of groups PA(G)→ Pk(G).
Proposition 4.61. PA(G) → Pk(G) is an isomorphism.
Proof. We only give a rough sketch of the proof. For details, see [49, §14.4].
If P1, P2 are projective A[G]-modules, and f¯ ∶ P 1 → P 2 is an isomorphism of
k[G]-modules, then projectivity implies that f¯ lifts to a morphism of A[G]-
modules f ∶ P1 → P2, which is an isomorphism by Nakayama’s Lemma. This
shows that the map PA(G) → Pk(G) is injective.
To see that it is surjective, one uses that A is complete. Let m be the
maximal ideal of A. Write An ∶= A/mn. If P is a projective k[G]-module,
let Pn → P denote the projective envelope of P considered as an An[G]-
module. It is not difficult to verify that Pn/mPn ≅Ð→ P as k[G]-modules.
Passing to the limit over n produces an A[G]-module Pˆ , which is free as an
A-module and whose reduction is isomorphic to the projective k[G]-module
P . A calculation is required to show that this implies that Pˆ is actually
projective as an A[G]-module. 
Proposition 4.62. There is a commutative diagram of rings:
PA(G) ≅ Pk(G) Rk(G)
RE(G)
e
c
d
compatible with base change along finite extensions E ⊆ E′.
Proof. The map c is just given by “forgetting” the projectivity of a module,
while e is given by −⊗AE. Only d requires work: Given a E[G]-module V ,
pick a finitely generated free A-submoduleW of V with rankAW = dimE V .
Such a submodule is called lattice. Define W ′ ∶= ∑g∈G gW . This is also a
lattice, and an A[G]-module. We claim that the class of W ′/mW ′ in Rk(G)
is independent of the choice of the lattice W (the isomorphism class of the
representation W ′/mW ′ is not necessarily independent of the choice of W !).
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Let W1,W2 be G-stable lattices in V , without loss of generality we may
assume W2 ⊆W1: There exists some r ≥ 0, such that mrW2 ⊆W1.
There exists a minimal n such that mnW1 ⊆W2. We proceed by induction
on n. If n = 0, there is nothing to show. If n = 1, the module W1/W2 is
killed by multiplication with a uniformizer π of A. This means we have an
short exact sequence of k[G]-modules
0→W1/W2 πÐ→W2/mW2 →W1/mW1 →W1/W2 → 0
This means that the classes of W1/mW1 and W2/mW2 agree in Rk(G), as
claimed.
If n > 1, take W3 ∶= mn−1W1 +W2. Then mW3 ⊆ W2 ⊆ W3, so by the
previous calculation the classes of W2/mW2 and W3/mW3 agree in Rk(G).
On the other hand, mn−1W1 ⊆ W3 ⊆ W1, so by induction the classes of
W3/mW3 and W1/mW1 agree. This concludes the construction of the map
d ∶ RE(G)→ Rk(G).
It is easy to see that this map is a ring homomorphism, and the compat-
ibility with base change is also clear. 
Exercise 4.63. The triangle (4.62) is not so interesting if the order ∣G∣ is
prime to the residue characteristic char(k) = ℓ. Indeed, under that assump-
tion, prove that
(a) Every finitely generated k[G]-module is projective.
(b) Every finitely generated A[G]-module which is free over A is projec-
tive.
(c) A projective A[G]-module V is simple if and only if V ⊗A k is a
simple k[G]-module.
(d) The maps c, d, e in the triangle (4.62) are isomorphisms.
We will give – without proof – some important properties of the maps
(4.62).
Theorem 4.64.
(a) The map d ∶ RE(G) → Rk(G) is surjective.
(b) The map e ∶ Pk(G)→ RE(G) is injective.
(c) Let E′ be a finite extension of the complete, discretely valued field
E, and write k′ for its residue field. We then have a commutative
diagram
Pk′(G) RE′(G)
Pk(G) RE(G),
e′
e
and a class x ∈ RE′(G) lies in im(e) if and only if its character χx
has values in E and if χx(g) = 0 whenever ℓ∣ord(g).
Here, the character χx is to be understood as follows: E
′ has characteristic
0, and therefore x can be uniquely written a Z-linear combination of classes[Vi] of irreducible E′-representations; x = ∑ni=1 ai[Vi], ai ∈ Z. We then define
χx ∶= ∑ni=1 aiχVi ∶ G→ E′.
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The proof of Theorem 4.64 is long and rather complicated, see [49, Ch. 17].
We omit it. Note that statement (c) can be understood as a generalization
of Proposition 4.31.
Admitting the theorem, we can prove Proposition 4.65, which was the
reason for our discussion.
Proposition 4.65. We continue to denote by E a complete discretely val-
ued field of characteristic 0 with valuation ring A and residue field k of
characterisitc ℓ > 0
Let E′ be a finite extension of E and A′ the ring of integers of E′. A
class x ∈ RE′(G) arises from a projective A[G]-module if and only if
(a) The character χx takes values in E.
(b) There exists n ∈ N, such that nx is the class of a E′-representation,
which comes from a projective A′[G]-module.
Moreover, the projective A[G]-module realizing x is unique up to isomor-
phism.
Proof. Clearly, if the class x comes from a projective A[G]-module, then (a)
and (b) are satisfied.
Conversely, assume that x ∈ RE′(G) satisfies (a) and (b). Let V ′ be
the projective A′[G]-module corresponding to nx. Write V for the A[G]-
module obtained from V ′ via the inclusion A ⊆ A′. Then V is a projective
A[G]-module as A′ is free over A.
Since E′/E is finite, V ⊗A E is an E-vector space of dimension [E′ ∶
E]⋅dimE′(V ′⊗A′E′). We compute the character of V ⊗AE. Let b1, . . . , br ∈ E′
be a basis of E′ as a E-vector space such that b1 = 1, and fix g ∈ G. If
v′ ∈ V ′ is an eigenvector of g acting on V ′, then v, b2v, b3v, . . . are linearly
independent eigenvectors of g acting on V . Thus Tr(g∣V ⊗A E) = [E′ ∶
E]Tr(g∣V ′ ⊗A′ E′). Using the notation from Proposition 4.62, we see that
e([V ]) = [E′ ∶ E]nx ∈ RE′(G). But by construction e([V ]) ∈ RE(G) ⊆
RE′(G), so by Theorem 4.64 we see that χe([V ])(g) = 0 whenever ℓ∣ord(g).
This means that χx(g) = 0 whenever ℓ∣ord(g). Again by Theorem 4.64, it
follows that x ∈ im(PA(G) eÐ→ RE(G)). Let y ∈ PA(G) be an element such
that e(y) = x. Since e is injective, [V ] = [E′ ∶ E]ny. As V ∈ P+A(G), the
same is true for y, i.e. there exists a projective A[G]-module Y , such that
Y ⊗A E′ ≅ V ′, i.e. [Y ⊗A E] = x ∈ RE(G).
The projective A[G]-module Y is unique up to isomorphism by Propo-
sition 4.58, (e): The isomorphism class of Y is determined by its class in
PA(G), and by the injectivity of e, this class is uniquely determined. 
4.3.3. The Swan character comes from Zℓ. Using Proposition 4.65, we can
now finally prove the ℓ-adic integrality of the Swan conductor.
Proof of Theorem 4.53. Recall that we defined swG ∶= aG − (rG − rG/G0),
and that we saw that aG, hence swG, can be realized over a finite extension
E/Qℓ. We want to apply Proposition 4.65. We know that swG takes values
in Z, so to prove that swG can be realized by a projective Zℓ[G]-module, we
just have to check that some multiple n swG can be realized by a projectiveOE[G]-module, where OE is the integral closure of Zℓ in E. To see this,
note that by Lemma 4.47 we know that swG is induced by swG0 , so we may
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assume that L/K is totally ramified, i.e. that G0 = G. We computed in
Lemma 4.48 that
aG =
∞∑
i=0
1
∣G ∶ Gi∣αi,∗uGi ,
where αi ∶ Gi ↪ G are the inclusions of the ramification subgroups. It follows
that
∣G∣ swG = ∞∑
i=1
∣Gi∣αi,∗uGi .
Since uGi = rGi − 1, each αi,∗uGi can be realized over OE[G] (even over
Zℓ[G]). It remains to see hat the augmentation representations UGi , i > 0,
are projective Zℓ[Gi]-modules.
As the groups Gi are p-groups, for i > 0, and since p ≠ ℓ, every finitely
generated Zℓ[Gi]-module V which is free (=torsion-free) over Zℓ is projec-
tive. Indeed, one finds a surjection F ↠ V , with F a free Zℓ[Gi]-module,
and as (∣Gi∣, ℓ) = 1 for i > 0, this surjection splits, and V is a direct summand
of F . In particular the augmentation representation of Gi is projective over
Zℓ[Gi] for i > 0.
It follows that ∣G∣ swG can be realized by a projective OE[G]-module,
and Proposition 4.65 shows that swG can be realized by a finitely generated
projective Zℓ[G]-module, unique up to isomorphism. 
4.4. Swan conductor of an ℓ-adic Galois representation. In this sec-
tion let K be a complete discretely valued field with perfect residue field
k of characteristic p > 0. Let Ksep be a separable closure of K, and write
GK ∶= Gal(Ksep/K). Fix a second prime number ℓ ≠ p. We are now inter-
ested in continuous representations ρ ∶ GK → GL(V ), where V is a finite
dimensional vector space over a finite extension E of Qℓ, equipped with its
ℓ-adic topology. Such a representation is called ℓ-adic Galois representation.
Definition 4.66. Let us recall the definition of the topology on GL(V ): The
topology on V makes End(V ) into a topological ring, and we can identify the
group GL(V ) with the subspace of End(V ) × End(V ) defined by XY = 1,
i.e. with the set of pairs (A,A−1), A ∈ GL(V ). Using this identification
we equip GL(V ) with the subspace topology to make it a topological group.
Analogously, if V is a free OE-module of finite rank, we can make AutOE(V)
into a topological group.
Lemma 4.67. Let E be a finite extension of Qℓ, V a finite dimensional
E-vector space, G a profinite group and ρ ∶ G → GL(V ) continuous rep-
resentation. Writing OE for the ring of integers of E, there exists a freeOE-submodule V ⊆ V , such that V = V ⊗OE E and such that ρ factors
ρ ∶ G→ GL(V) → GL(V ),
where GL(V) ∶= AutOE(V).
Proof. Let e1, . . . , er be a basis of V and use it to identify GL(V ) with
GLr(E). The inclusion GLr(OE) ⊆ GLr(E) given by the choice of the basis
makes GLr(OE) into an open subgroup of GLr(E). Then {ρ−1(M GLr(OE))∣M ∈
GLr(E)} is an open covering of G, and as G is compact, it follows that
there exists a minimal n ≥ 1 and matrices M1, . . . ,Mn ∈ GLr(E), such that
im(ρ) ⊆M1GLr(OE) ∪ . . . ∪MnGLr(OE).
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If V ′ ∶= ∑ri=1 eiOE ⊆ V , then for every g ∈ G there exists i such that
ρ(g)(V ′) = MiV ′, and conversely, for every i there exists g ∈ G such that
MiV ′ = ρ(g)V ′.
Defining V ∶= ∑ni=1MiV ′ ⊆ V hence gives a G-stable, free sub-OE-module
of V , such that V ⊗OE E = V . 
We will be particularly interested in how the wild ramification subgroup
acts in an ℓ-adic representation. Recall that the upper numbering filtra-
tion on finite Galois groups is compatible with taking quotients (Herbrand’s
Theorem, Proposition 3.53), which allowed us to introduce the upper num-
bering filtration on the infinite, absolute Galois group GK (Definition 3.54).
We saw that G0K ⊴ GK is the kernel of the projection GK ↠ Gal(k¯/k).
If L/K is a finite Galois extension, we also showed that Gal(L/K)1 =
Gal(L/K)ϕL/K(1) is the unique p-Sylow subgroup of Gal(L/K), and that
the quotient Gal(L/K)/Gal(L/K)1 is cyclic of order prime-to-p (Corollary
3.38). Passing to the inverse limit over all finite Galois extensions we obtain
a closed normal subgroup PK ⊴ GK , such that PK is a pro-p-group, and
such that GK/PK is pro-cyclic with every finite quotient of order prime to
p. In particular, if H ⊴ GK is an open (hence finite index) normal subgroup,
then the image of PK in the finite Galois group GK/H is (GK/H)1.
Definition 4.68. The pro-p-group PK is called the wild inertia group or
wild ramification group. Let R be a commutative ring and ρ ∶ GK → GLr(R)
a homomorphism.
(a) ρ is called unramified if G0K ⊆ ker(ρ).
(b) ρ is called tame or tamely ramified if PK ⊆ ker(ρ). Otherwise ρ is
called wild or wildly ramified.
Our main interest will be in the cases R = OE ,E or Fλ, and ρ continuous.
We now reduce a Galois representation modulo ℓ.
Definition 4.69. Let E be a finite extension of Qℓ with valuation ring OE,
uniformizer λ, and finite residue field Fλ. If V is a free finitely generatedOE-module, and ρ ∶ GK → GL(V) a continuous representation, then the
composition ρ¯ ∶ GK → GL(V) → GL(V), with V = V/λV, is called the
reduction modulo λ of ρ.
The next lemma shows that in the situation of the definition, the pro-p-
group PK ⊆ GK acts on V and V through the same finite group.
Lemma 4.70. Let ℓ ≠ p be two primes, E a finite extension of Qℓ, OE its
valuation ring and Fλ its residue field. If P is a pro-p-group and ρ ∶ P →
GLr(OE) a continuous representation, then the image of ρ is finite, and
ρ(P ) ∩ ker(GLr(OE)↠ GLr(Fλ)) = {1}.
If ρ ∶ P → GLr(E) is a continuous representation, then ρ factors through
a finite quotient of P .
Proof. In Lemma 4.67, we saw that any continuous map P → GLr(E) factors
through (a conjugate of) the inclusion GLr(OE) ⊆ GLr(E), so the final
statement follows from the first.
The kernel of the projection GLr(OE) → GLr(Fλ) is an open subgroup
which can be written as H ∶= id+λMr(OE), where λ is a uniformizer of OE
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and Mr(OE) the ring of r × r-matrices with entries in OE . By continuity
ρ−1(H) is an open subgroup of P containing the kernel of ρ. The group H is
a pro-ℓ-group, and it is not difficult to see that there are no non-trivial maps
between pro-p and pro-ℓ-groups, if ℓ ≠ p. It follows that ρ−1(H) ⊆ ker(ρ),
and hence ρ(P ) ∩H = {1}. As H has finite index in GLr(OE), ker(ρ) has
finite index in P , which completes the proof. 
Corollary 4.71. If V is a free OE-module and ρ ∶ GK → GL(V) a contin-
uous representation, then ρ is tame if and only if the reduction ρ¯ ∶ GK →
GL(V)→ GL(V) is tame.
Proof. The lemma shows that ρ(PK) ≅ ρ¯(PK). 
We now use the Swan representation to define a measure for “how wild”
a representation is.
Definition 4.72. Let E be a finite extension of Qℓ with valuation ringOE , uniformizer λ, and residue field Fλ. Let V be a free finitely generatedOE-module, and ρ ∶ GK → GL(V) a continuous representation.
(a) Since Fλ is a finite field, G ∶= GK/ker(ρ¯) is the Galois group of a
finite extension L/K. Following Serre, we define
b(ρ) ∶= b(ρ¯) ∶= dimFλ HomFλ[G](SwG ⊗Zℓ Fλ, ρ¯).
We also write b(V), if the representation ρ is implicitly given. Note
that since SwG is a projective Zℓ[G]-module, SwG is a projective
Fλ[G]-module, so the number b(V) only depends on the class of V
in RFλ(G).
(b) Let V be a finite dimensional E-vector space and ρ ∶ GK → GL(V )
a continuous representation. If V ⊆ V is a GK -stable OE-lattice for
V , then the number b(V) only depends on ρ ∶ GK → GL(V ), not on
the choice of the lattice. Indeed, since SwG is projective, b(V) only
depends on the class of V in RFλ(G), which only depends on ρ (same
argument as in proof as Proposition 4.62). We denote this number
by b(V ) or b(ρ).
Remark 4.73.
(a) In the definition of b(ρ) we used the group G = GK/ker(ρ¯). In-
stead, we could have used GK/N for any open normal subgroup N
of GK contained in ker(ρ¯) without changing the result. See the final
comments in the proof of Theorem 4.86.
(b) Taking this into account, we see that in the situation of Definition
4.72, if ρ itself factors through a finite quotient G of GK , then
b(ρ) = dimFλ[G]HomFλ[G](SwG⊗ZℓFλ, ρ¯)
= rankOE HomOE[G](SwG⊗ZℓOE , ρ)
= dimE HomE[G](SwG⊗QℓE,ρ⊗E).
To see this, apply the exact functor HomOE[G](SwG⊗ZℓOE ,−) to
the short exact sequence of OE[G]-modules
0→ V ⋅λÐ→ V → V → 0.
61
Proposition 4.74. In the situation of the definition, let V be a finitely
generated, free OE-module equipped with a continuous representation ρ ∶
GK → GL(V). If G ∶= GK/ker(ρ¯), then
b(V) = ∞∑
i=1
∣Gi∣∣G0∣ dimFλ(V/V
Gi) (4.4)
where V = V/λV, with λ a uniformizer of OE.
Proof. We have seen that ∣G0∣ ⋅ swG = ∑i≥1 ∣Gi∣u∗Gi , where u∗Gi denotes the
character of the augmentation representation (Example 4.1, (c)) UGi,OE of
Gi, induced along the inclusion Gi ⊆ G. It follows that
∣G0∣b(V) = dimFλ(HomFλ[G](Sw⊕∣G0∣G ,V))
=∑
i≥1
dimFλ(HomFλ[G](IndGGi UGi,OE⊕∣Gi∣,V))
=∑
i≥1
∣Gi∣dimFλ HomFλ[G](IndGGi UGi,OE ,V)
As the Gi, i > 0, are p-groups, the augmentation representation is a projec-
tive OE[Gi]-module (Exercise 4.63), its reduction is the augmentation rep-
resentation of Gi over Fλ, because we already saw that PA(Gi)→ Pk(Gi) is
an isomorphism. It is easily checked that induction and reduction modulo
λ commute, so IndGGi UGi,OE = Ind
G
Gi
UGi,Fλ.
Finally, note that by the properties of induction
HomFλ[G](IndGGi UGi,Fλ,V) = HomFλ[Gi](UGi,Fλ,ResGGi V) = V/VGi
The claim follows. 
By definition, a representation V of GK is tame, if PK acts trivially.
On the other hand, the invariant b(V) only depends on the reduction of V
modulo the maximal ideal. Nonetheless, as promised, b(V) does measure
whether V is tame or not.
Proposition 4.75. Let ρ ∶ GK → GLr(OE) be a continuous representation.
Then the following are equivalent:
(a) ρ⊗E ∶ GK ρÐ→ GLr(OE)↪ GLr(E) is tame.
(b) ρ is tame.
(c) ρ¯ ∶ GK ρÐ→ GLr(OE)↠ GLr(Fλ) is tame.
(d) b(ρ) = 0.
Proof. The equivalence of (a) and (b) is clear, while the equivalence of (b)
and (c) is Corollary 4.71. The equivalence of (c) and (d) follows from the
formula of Proposition 4.74. 
4.4.1. The break decomposition. We continue to use the notations from the
previous section. The simple observation made in Lemma 4.70 tells us that
in any ℓ-adic representation ρ ∶ GK → GLr(E), where E is a finite extension
of Qℓ, ℓ ≠ p, the wild inertia group PK always acts through a finite quotient.
We follow Katz [27, Ch. 1] in studying fairly general representations of
the pro-p-group PK (Definition 4.68), which factor through a finite quotient.
See also [34, §2.].
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Let us first establish some more facts about the ramification filtration on
GK .
Lemma 4.76. For λ ∈ R≥0, write
Gλ+K ∶= ⋃
λ′>λ
Gλ
′
K
where (−) denotes the closure in the topological group GK .
The decreasing filtration GλK , λ ∈ R≥0, satisfies the following properties.
(a) ⋂λ>0GλK = {1}
(b) For λ > 0 we have
GλK = ⋂
0<λ′<λ
Gλ
′
K .
(c) PK = G0+K
Proof. (a) If L/K is a finite Galois extension, the quotient map GK ↠
Gal(L/K) induces surjections GλK → Gal(L/K)λ. Thus, if g ∈ GK
lies GλK for all λ > 0, then g maps to 1 in Gal(L/K) for every finite
Galois extension L/K. The claim follows.
(b) The profinite group GK/GλK corresponds to an algebraic extension
L/K (not necessarily finite) and the ramification filtration on its
Galois group GK/GλK is given by the image of the filtration of GK .
Thus the claim follows from (a).
(c) Let L/K be a finite Galois extension. If ε > 0, then ψL/K(ε) > 0, so
Gal(L/K)ε = Gal(L/K)⌈ψL/K(ε)⌉ ⊆ Gal(L/K)1. Since the image of
PK in Gal(L/K) is precisely Gal(L/K)1 it follows that G0+K ⊆ PK .
But we see more: there exists an ε0 > 0, such that Gal(L/K)ε0 =
Gal(L/K)1, so the closed subgroups G0+K ⊆ PK have the same images
in every finite quotient, which shows that they are equal. (Recall that
a closed subgroup H of a profinite group lim←ÐN G/N is also profinite
and isomorphic to lim←ÐN H/(N ∩H))

Definition 4.77. For convenience, we say that a PK-module is a Z[1/p]-
module M , together with a morphism ρ ∶ PK → AutZ(M), which factors
through a finite discrete quotient. A morphism of PK -modules is a morphism
of Z[1/p]-modules compatible with the action of PK .
Proposition 4.78 ([27, Ch. I, Prop. 1.1]). For readability, write G ∶= GK
and P ∶= PK . Let M be a P -module.
(a) There exists a unique decomposition M =⊕x∈R≥0 M(x) of P -modules,
such that
(i) M(0) =MP
(ii) M(x)Gx = 0 for x > 0.
(iii) M(x)Gy =M(x) for y > x.
(b) M(x) = 0 for all but finitely many x ∈ R≥0.
(c) For every x ∈ R≥0, the assignment M ↦M(x) is an exact endofunc-
tor on the category of P -modules.
(d) HomP (M(x),M(y)) = 0 unless x = y.
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Proof. Let ρ ∶ P → AutZ(M) be the representation implicit in saying that
M is a P -module and let H = im(ρ). By assumption, H is a finite discrete
group. For x ∈ R≥0, let H(x) ∶= ρ(GxK), and H(x+) ∶= ρ(Gx+K ) = ⋃y>xH(y).
In particular, H = H(0+). Note that for every x ∈ R≥0, H(x) and H(x+)
are normal subgroups of H.
For every x ∈ R≥0, we define elements of Z[1/p][H]
π(x) ∶= 1∣H(x)∣ ∑
h∈H(x)
h and π(x+) ∶= 1∣H(x+)∣ ∑
h∈H(x+)
h
We have seen such elements before: They define splittings of the projections
Z[1/p][H(x)]↠ Z[1/p], h↦ 1, and similarly for H(x+).
Lemma 4.79. Almost all the elements π(x+)(1 − π(x)) are 0, and the
nonzero elements of the set {π(x+)(1−π(x))∣x > 0}∪{π(0+)} form a set of
orthogonal, central idempotents in Z[1/p][H], whose sum is 1.
Proof. An easy calculation shows that for all x ≥ 0, π(x) and π(x+) are
idempotents. They are central as the groups H(x), H(x+) are normal sub-
groups of H. It follows that the same is true for π(x+)(1−π(x)) and π(0+).
For the orthogonality, note that π(x+)π(x) = π(x), so π(x+)(1 − π(x)) =
π(x+) − π(x). For y > x we see that π(x)π(y) = π(x), and we compute
(π(x+) − π(x))(π(y+) − π(y)) = π(x+)π(y+) − π(x+)π(y)
= π(x+) − π(x+)π(y),
which is 0 if π(y) ≠ π(x). If π(x) = π(y), then H(x) = H(y), so H(x) =
H(x+) and hence π(x+) − π(x) = 0.
Since H is a finite group, we have H(x) = H(x+) for almost all x ∈ R≥0,
thus only finitely many π(x+)(1 − π(x)) are nonzero.
Finally, let us compute the sum of the idempotents:
∑
x>0
π(x+)(1 − π(x)) + π(0+) = r∑
n=1
(π(xn+) − π(xn)) + π(0+) (4.5)
where x1 < x2 < . . . < xr are the finitely many elements of R>0 where
H(xn+) ≠H(xn). Note that in this case
H(0+) =H(x1), H(xn−1+) =H(xn), n ∈ [2, r], H(xr+) = {1}.
It follows that the coefficient of h ∈H(xn) ∖H(xn+) in (4.5) is
− 1∣H(xn)∣ +
1
∣H(xn−1+)∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=0
− 1∣H(xn−1)∣ +
1
∣H(xn−2+)∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=0
+ . . . = 0
A similar computation shows that the coefficient of 1 in (4.5) is 1, so the
proof is complete. 
From the lemma we obtain the decomposition of M that we were looking
for: For x > 0, M(x) ∶= {m ∈ M ∣π(x+)(1 − π(x))m = m}, and M(0) ∶={m ∈M ∣π(0+)m =m}. By construction, this is a decomposition into finitely
many subrepresentations.
We verify that it has the desired properties. For property (i), we just have
to observe that H(0+) = im(P ), as P = G0+K . For (iii), let xn be defined as
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in the previous paragraph, i.e. such that H(xn) ⫌H(xn+). For m ∈M(xn),
we know by definition that m = π(xn+)m − π(xn)m. Thus, if y > xn, then
H(y) ⊆H(xn+), and hence m is invariant under H(y), as π(y)π(x) = π(x)
if y ≥ x. But this also means that m = π(xn+)m−π(xn)m =m−π(xn)m, so
π(xn)m = 0. This shows that M(xn)Gxn = 0, so (ii) also is verified.
To prove that the decomposition of M is unique, let M =⊕x≥0M ′(x) be
a second decomposition with the properties (i) - (iii). Clearly, M ′(x) ≠ 0 if
and only if x is one of the x1, . . . , xr (or x = 0) from above, and the same
is true for M(x). We know that M ′(0) = MP = M(0). For i ∈ {1, . . . , r},
let m ∈ M ′(xi). Then π(xi)m ∈ M ′(xi)Gxi = 0 and π(y)m = m for y > xi.
We can use the first decomposition to uniquely write m =m0 +m1 + . . .+mr
with m0 ∈ MP and mj ∈ M(xj). Note that π(xi)mj = 0 for i ≤ j and
π(xi)mj =mj for i > j. Thus,
0 = π(xi)m =m0 + . . . +mi−1.
If i = r is the final jump, we immediately see that m =mr. If i < r, then
m = π(xi+1)m =m0 + . . . +mi.
Again we see m = mi. We conclude that M ′(xi) ⊆ M(xi). The converse
inclusion follows by symmetry.
We already remarked that the decomposition of M only has finitely many
nonzero components, so it remains to check (c) and (d). If M,N are two
P -modules and ϕ ∶M → N an H-equivariant map, then ϕ restricts to ϕ(x) ∶
M(x)→ N(x). This is obvious for x = 0. If xi > 0 is one of the finitely many
elements with the property that H(xi) ⫌ H(xi+), then for m ∈ M(xi),
we immediately see that π(xi)ϕ(m) = 0, and π(xi+)ϕ(m) = ϕ(m). Hence
ϕ(m) ∈ N(xi).
This also implies (d): if y ≠ x, then in the decomposition M(x) =⊕y∈R≥0(M(x))(y) of the P -module M(x), we have (M(x))(y) = 0 if y ≠ x.
Thus there are no nonzero P -morphisms M(y)→M(x), unless y = x.
To see that the functorM ↦M(x) is exact, let 0→M ′ →M →M ′′ → 0 be
a short exact sequence of P -modules. Clearly M ′(x) ⊆M(x), and M(x)↠
M ′′(x), as the map M →M ′′ is surjective, and M(y) →M ′′(x) is the zero
map if y ≠ x. To see that the sequence 0→M ′(x) →M(x)→M ′′(x)→ 0 is
exact in the middle, we can use the same argument: M ′ maps surjectively
onto the kernel of M →M ′′. 
Definition 4.80. IfM is a PK-module, then the decomposition from Propo-
sition 4.78 is called the break decomposition of M .
Corollary 4.81. Let A be a Z[1/p]-algebra, and M an A-module, on which
P = PK acts A-linearly through a finite quotient, i.e. the representation
P → AutZ(M) factors through a finite quotient and through AutA(M) ⊆
AutZ(M).
(a) In the break decomposition M = ⊕x∈R≥0 M(x), every M(x) is an
A-submodule of M .
(b) If B is an A-algebra, then the break decomposition of B ⊗A M is⊕x∈R≥0 B ⊗AM(x).
(c) If the Z[1/p]-algebra A is local and noetherian, and M a free A-
module of finite rank, then every M(x) is free of finite rank.
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Proof. (a) If a ∈ A, then multiplication by a induces a P -equivariant
endomorphism of M , hence by Proposition 4.78, (c), multiplication
by a maps M(x) to M(x) for every x ∈ R≥0.
(b) This is clear by construction: the idempotents π(x), π(x+) used in
the construction of the decomposition also exist in A[P ] and B[P ].
(c) If M is a free A-module of finite rank, then if A is noetherian, its
A-submodule M(x) is projective of finite rank. Hence if A is local,
M(x) is free of finite rank.

Definition 4.82. If A is a local noetherian Z[1/p]-algebra and M a free A-
module of finite rank on which PK acts A-linearly through a finite quotient,
then the number rankAM(x) is called multiplicity of x. If rankAM(x) > 0,
then x is called break of M .
The real number
Swan(M) ∶= ∑
x≥0
x rankA(M(x))
is called the Swan conductor of M .
Remark 4.83. (a) With this definition, it is obvious that Swan(M) = 0
if and only if the action of PK on M is trivial, i.e. if and only if
MPK =M .
(b) If B is an A-algebra, then Swan(M) = Swan(M ⊗AB) by Corollary
4.81.
(c) Swan(M) is additive in short exact sequences by Proposition 4.78,
(c).
Now we return to representations of the larger groups G0K or GK .
Lemma 4.84. LetM be a Z[1/p]-module on which G0K (resp. GK) acts such
that the restricted action of PK on M factors through a finite quotient. Then
the break decomposition M =⊕x≥0M(x) is a decomposition of G0K-modules
(resp. GK-modules).
Proof. We only do the proof for GK ; the argument for G
0
K is identical.
Let H ⊆ AutZ(M) denote the finite image of PK , and as in the proof of
Proposition 4.78, for x > 0 let H(x) be the image of GxK , and for x ≥ 0 let
H(x+) be the image of Gx+K . We again get idempotents π(x) and π(x+),
and π(0+). As PK is a normal subgroup of GK , the elements in the image
of GK in AutZ(M) commute with the π(x), π(x+):
gπ(x+) = ⎛⎝
1
∣H(x+)∣ ∑
h∈H(x+)
ghg−1
⎞
⎠ g = π(x+)g,
and analogously for π(x). As M(x) = {m ∈M ∣π(x+)(1 − π(x))m =m}, the
claim follows. 
4.4.2. Integrality. Now let us return to ℓ-adic representations. We denote
by K a complete discretely valued field with perfect residue field k of charac-
teristic p > 0. We write GK = Gal(Ksep/K) with respect to a fixed separable
closure Ksep of K, and PK = G0+K for its wild inertia group, see the discussion
preceding Definition 4.68 and Lemma 4.76.
Let E be a finite extension of Qℓ with ℓ a prime different from p.
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Definition 4.85. If V is a finite dimensional E-vector space and ρ ∶ GK →
GL(V ) a continuous representation, then we know by Lemma 4.70 that the
restriction of ρ to PK factors through a finite group. By Lemma 4.84 and
Corollary 4.81 the break decomposition
V = ⊕
x∈R≥0
V (x)
is a decomposition of continuous E-representations of GK . (For the con-
tinuity observe that ρ factors through ⊕x≥0GL(V (x)), which carries the
subspace topology in GL(V )).
The real number Swan(V ) is called the Swan conductor of V . By defini-
tion, Swan(V ) = 0 if and only if V is tame.
If V is a finite dimensional E-vector space and ρ ∶ GK → GL(V ) a con-
tinuous representation, then according to Lemma 4.67 there exists a free
finite rank OE-submodule V ⊆ V with rankOE V = dimE V , such that ρ fac-
tors through GL(V) ⊆ GL(V ). We then get an OE-linear, GK-stable break
decomposition V =⊕
x≥0
V(x)
and Corollary 4.81 shows that V (x) = V(x)⊗OEE. It follows that Swan(V ) =
Swan(V).
Similarly, if Fλ is the (finite) residue field of E and V ∶= V ⊗OE Fλ denotes
the reduction of V, then we obtain an Fλ-linear, GK -stable break decompo-
sition V =⊕
x≥0
V(x).
Again it follows from Corollary 4.81 that V(x) = V(x) ⊗OE Fλ, and hence
that Swan(V ) = Swan(V) = Swan(V).
The final goal of this section is to prove that Swan(V ) is an integer.
Theorem 4.86. If V is a finite dimensional E-vector space, and ρ ∶ GK →
GL(V ) a continuous representation, then Swan(V ) = b(V ) (Definition 4.72).
Remark 4.87. For Swan(V ) to be an integer, it is necessary that V really
is a representation not just of PK but (at least) of G
0
K . For representations
of PK it can still be shown that their Swan conductors are rational numbers,
see [25, p. 214].
Proof of Theorem 4.86. We compute the number Swan(V), where V = V⊗OE
Fλ with V a free OE-module with continuous action ρOE ∶ GK → GL(V) such
that ρ factors through ρOE . As the residue field Fλ of E is a finite field,
GL(V) is a finite group, and consequently GK acts on V through a finite
quotient G, which corresponds to a finite Galois extension L/K. If V = 0
then there is nothing to do, so assume V ≠ 0.
Let x ∈ R≥0 be an element such that V(x) ≠ 0. Then Gx ≠ Gx+ε for all
ε > 0 and hence G⌈ψL/K(x)⌉ ≠ G⌈ψL/K(x)+ε⌉ for all ε > 0, so ψL/K(x) ∈ Z≥0. By
the computation following Definition 3.44, this means that
x = ϕL/K(ψL/K(x)) =
ψL/K(x)∑
i=1
∣Gi∣∣G0∣ .
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On the other hand, for an integer i ∈ [1, ψL/K(x)] we have Gx = GψL/K(x) ⊆
Gi, so V(x)Gi ⊆ V(x)Gx = 0.
If i > ψL/K(x), then ϕL/K(i) > x, and hence V(x)Gi = V(x). Consequently
we compute
dimFλ(V(x)/V(x)Gi) =
⎧⎪⎪⎨⎪⎪⎩
dimFλ V(x) i ≤ ψL/K(x)
0 i > ψL/K(x),
and thus
Swan(V(x)) = xdimFλ(V(x))
=
∞∑
i=1
∣Gi∣∣G0∣ dimFλ(V(x)/V(x)
Gi)
Both sides of this equation are additive with respect to direct sums, so we
finally get
Swan(V) = ∞∑
i=1
∣Gi∣∣G0∣ dimFλ(V/V
Gi).
This shows that
Swan(V) = b(V ),
see Proposition 4.74. In particular, note that the left-hand side and hence
the right-hand side is independent of the choice of G. 
Example 4.88. We continue Example 3.33. Consider the field K ∶= k((x)),
where k is an algebraically closed field of characteristic p > 0. Let L ∶=
K[t]/(tp − t − x−m). The Galois group of this extension is G = Fp.
Assume that (m,p) = 1, pick a prime ℓ ≠ p, and an arbitrary nontrivial
1-dimensional representation χ ∶ Fp → Q×ℓ . The reduction χ ∶ Fp → F×ℓ is
nontrivial, and we compute Swan(χ): In Example 3.33 we saw that G0 =
G1 = . . . = Gm ⫌ Gm+1 = 0. It follows that
Swan(χ) = Swan(χ) = ∞∑
i=1
∣Gi∣∣G0∣ dimFℓ(χ/χ
Gi) = m∑
i=1
1 =m
Part 2. Generalities about e´tale topology and ℓ-adic sheaves
5. Recollection on e´tale morphisms
We recall the definition of an e´tale morphism and state some of its prop-
erties without proof. The general references for this section are [19] and [22],
see also [39, I, §3].
Definition 5.1. Let A be a ring (commutative with 1 as always). We say
that an A-algebra B is e´tale (or that B is e´tale over A) if B is finitely
presented as an A-algebra and one of the following equivalent conditions is
satisfied:
(a) B is formally e´tale over A, i.e for all A-algebras C and all nilpotent
ideals I ⊆ C the map
HomA−alg(B,C)→ HomA−alg(B,C/I), ϕ↦ ϕ mod I
is bijective.
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(b) For all A-algebras C and all ideals I ⊆ C with I2 = 0 the map
HomA−alg(B,C)→ HomA−alg(B,C/I), ϕ↦ ϕ mod I
is bijective.
(c) B is flat as an A-module and is unramified, i.e. Ω1
B/A = 0.
(d) B is flat as an A-module and for each prime ideal q ⊆ B the natural
map k(p) = Ap/pAp → Bq/pBq is a separable extension of fields,
where p ∶= A ∩ q.
(e) If B = A[x1, . . . , xn]/I is a presentation of B, then for all prime ideals
p ⊆ A[x1, . . . , xn] with p ⊇ I, there exist polynomials f1, . . . , fn ∈ I
such that
Ip = (f1, . . . , fn) ⊆ A[x1, . . . , xn]p and det( ∂fi
∂xj
)
i,j
/∈ p.
Definition 5.2. A morphism of schemes f ∶ X → Y is e´tale if for any point
x ∈ X with image y = f(x) ∈ Y there exist open neighborhoods V = SpecB
of x and U = SpecA of y such that f restricts to a morphism f∣V ∶ V → U
and the induced map A→ B makes B into an e´tale A-algebra.
Example 5.3.
(a) Let k be a field and A a k-algebra. Then A is e´tale over k iff A ≅∏i∈I Li, where I is some finite index set and Li/k is a finite separable
extension for every i ∈ I.
(b) Open immersions are e´tale.
(c) In the situation of Definition 3.11 the A-algebra B is e´tale iff L/K
is unramified.
Proposition 5.4 ([19, (17.3.3), (17.3.4), (17.7.3)]).
(a) The composition of e´tale morphisms is e´tale.
(b) Let Y ′ → Y be a morphism of schemes. If f ∶ X → Y is e´tale, then
the base change map X ×Y Y ′ → Y ′ is e´tale. The converse is true if
Y ′ → Y is faithfully flat and quasi-compact (the latter condition is
satisfied if e.g. Y ′ is noetherian.)
(c) If f ∶ X → S and g ∶ Y → S are e´tale, so is any S-morphism X → Y .
Proposition 5.5 ([22, Exp. I, Cor 5.4]). Consider a diagram
X Y
S,
a
f, g
b
where X,Y,S are locally noetherian and connected, b is separated and e´tale
and a = b ○ f = b ○ g. Assume there exists a point x ∈ X with f(x) = g(x) =∶ y
and that f and g induce the same morphism k(y) → k(x) on the residue
fields. Then f = g.
6. The e´tale fundamental group
In this section let X be a connected noetherian scheme. We partly follow
[22] and [52].
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6.1. Definition and basic properties.
Definition 6.1. (a) An e´tale covering of X is a surjective finite e´tale
morphism f ∶ Y → X. The category of such finite e´tale morphisms
is denoted FE´tX .
(b) A geometric point of X is a morphism x¯ ∶ SpecΩ → X, with Ω an
algebraically closed field. Note that giving x¯ is equivalent to giving
a point x of X and an embedding of the residue field k(x) into Ω.
(c) If f ∶ Y → X is a finite e´tale cover and x¯ ∶ SpecΩ1 → X, y¯ ∶ SpecΩ2 →
Y geometric points, we say that y¯ lies over x¯ if there exists an
algebraically closed field Ω containing both Ω1 and Ω2, such that
the diagram
SpecΩ SpecΩ2 Y
SpecΩ1 X
y¯
f
x¯
commutes. For the geometric point SpecΩ2
y¯Ð→ Y fÐ→X we also write
f(y¯).
(d) If x¯ ∶ SpecΩ → X is a geometric point of X, we denote by Fibx¯ the
functor
Fibx¯ ∶ FE´tX → FiniteSet, (Y →X) ↦ HomX(SpecΩ, Y ).
Note that Fibx¯(Y → X) can be naturally identified with the finite
set underlying the geometric fiber Yx¯ ∶= Y ×X SpecΩ.
(e) If x¯ is a geometric point of X, then the group Aut(Fibx¯) is called
the e´tale fundamental group of X with respect to the base point x¯,
and it is denoted πe´t1 (X, x¯). When confusion is unlikely, we will also
write π1(X, x¯) for the e´tale fundamental group.
Grothendieck defined the e´tale fundamental group in [22], and we will
summarize its main properties in this section.
Theorem 6.2 (Grothendieck ([22, V.7])). Let X be a connected noetherian
scheme and x¯ a geometric point. The e´tale fundamental group πe´t1 (X,x) is
a profinite group and the functor Fibx¯ induces an equivalence
FE´tX
≅Ð→ {finite sets with continuous πe´t1 (X, x¯)-action} .
In particular, open subgroups of πe´t1 (X, x¯) correspond to (pointed) finite e´tale
coverings, and open normal subgroups U correspond to (pointed) Galois cov-
erings with Galois group πe´t1 (X, x¯)/U (see below).
This theorem has been extended to the non-noetherian case in [52].
Definition 6.3. A finite e´tale covering f ∶ Y →X is called Galois covering if
Y is connected and if AutX(Y ) acts transitively on Fibx¯(Y ). If f is Galois,
then AutX(Y ) is called the Galois group of f .
The property of being Galois is independent of the choice of the base point
by Proposition 5.5. By the same proposition AutX(Y ) is a finite group, and
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if Y is connected then AutX (Y ) acts transitively on Fibx¯(Y ) if and only if∣AutX (Y )∣ = deg(Y /X).
Alternatively, let G be a finite group, and consider the scheme GX ∶=∐g∈GX(g), where X(g) =X. This is the constant X-group scheme associated
with G. If f ∶ Y → X is a finite e´tale covering, then a homomorphism
G → AutX(Y ) gives rise to an action ϕ ∶ GX ×X Y → Y . If Y is connected,
then f is a Galois covering with group G if and only if the morphism
(id, ϕ) ∶ GX ×X Y → Y ×X Y
is an isomorphism, i.e. if X is a G-torsor.
Proposition 6.4 ([46, §1.5], see also [52, Prop. 5.3.9]). Let X be a connected
noetherian scheme and f ∶ Y → X a finite e´tale covering. There exists a
Galois covering g ∶ P →X, factoring through f .
If Y is connected then one finds g, such that any other Galois covering
g′ ∶ P ′ → X which factors through f also factors through g. More succinctly,
we have the following diagram:
P ′ P
Y
X
g′
∃
g
f
Example 6.5. Let K be a field and X = SpecK. Giving a finite e´tale cover-
ing f ∶ Y → X is equivalent to giving a finite e´tale K-algebra A, and setting
Y = SpecA. The K-algebra A is a finite product of separable extensions
of K, see Example 5.3. Hence Y is connected if and only if A itself is a
separable field extension of K, and f ∶ Y → X is a Galois covering if and
only if A/K is a Galois extension.
To see that πe´t1 (X, x¯) is a profinite group in a natural way, Grothendieck
proceeds as follows. Let GalX be the set of Galois coverings of X. Let I be
an index set, so that we can write GalX = {fα ∶ Pα → X ∣α ∈ I}. We define
an ordering on I by writing α ≤ β if and only if there exists an X-morphism
Pβ → Pα. By Proposition 6.4 this system is directed: For α,β ∈ I every
connected component of the fiber product Pα ×X Pβ is an e´tale covering of
X. By Proposition 6.4 we find fγ ∶ Pγ → X factoring through Pα ×X Pβ,
so α,β ≤ γ. Now we fix arbitrary geometric points pα ∈ Fibx¯(Pα). By
Proposition 5.5, for α ≤ β ∈ I, there exists a unique map ϕβ,α ∶ Pβ → Pα,
mapping pβ to pα. The system (Pα, ϕβ,α) is a directed projective system.
Note that its inverse limit exists in the category of schemes because the
maps ϕβ,α are finite, and hence affine ([19, Prop. 8.2.3]), but in general
it is not e´tale over X, as it is usually not locally of finite type. Now let
f ∶ Y →X be an arbitrary finite e´tale covering. For every α ∈ I we obtain a
map HomX(Pα, Y )→ Fibx¯(Y ), g ↦ g(pα). These maps give rise to a map
limÐ→
I
Hom(Pα, Y )→ Fibx¯(Y ),
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which is easily seen to be a bijection. In Grothendieck’s words, Fibx¯ is
strictly pro-representable.
Moreover, it is not difficult to see that every automorphism of Fibx¯ comes
from a unique automorphism of the projective system (Pα, ϕα,β): If ψ ∈
Aut(Fibx¯) then for every α ∈ I, there exists a unique automorphism of Pα
mapping pα to ψ(pα), as the Pα are Galois. It follows that
πe´t1 (X, x¯) = Aut(Fibx¯) = Aut⎛⎝limÐ→
I
HomX(Pα,−)⎞⎠ = lim←ÐAutX(Pα)opp, (6.1)
where (−)opp denotes the opposite group.
Example 6.6. (a) Let us bring the above construction down to earth:
Let K be a field and write X = SpecK. Choosing a geometric
point x¯ of SpecK amounts to choosing an embedding of K into
an algebraically closed field Ω. Without loss of generality we take
Ω = Kalg, an algebraic closure of K. The Galois coverings Pα of
X in the above construction correspond to finite Galois extensions
Lα. Fixing a geometric point pα lying over x¯ is equivalent to fix-
ing a K-embedding of Lα into K
alg. The transition maps ϕα,β then
correspond to embeddings Lα ⊆ Lβ ⊆ Kalg, so the projective sys-
tem (Pα, ϕα,β) corresponds to the inductive system of finite Galois
extension of K contained in Kalg.
Finally, (6.1) shows that
πe´t1 (X, x¯) = lim←ÐAutX(SpecLα)opp = lim←Ð
L⊆Kalg
L/K finite Galois
AutK(L) = Gal(Kalg/K).
(b) If X is a connected normal noetherian scheme, write K(X) for its
function field, i.e. for the stalk at its generic point. Fix an algebraic
closureK(X)alg, and let η¯ ∶ SpecK(X)alg →X denote the associated
geometric point of X. If K(X)unr is the composite of all finite Galois
extensions L/K(X), such that the normalization of X in L is e´tale
over X, then K(X)unr is an (usually infinite) Galois extension of
K(X) and there is a natural isomorphism
Gal(K(X)unr/K(X)) ≅ πe´t1 (X, η¯).
Proposition 6.7 (Dependence on base point). Again X is noetherian and
connected. If x¯ and x¯′ are two geometric points of X, then there is a con-
tinuous isomorphism
πe´t1 (X, x¯) ≅ πe´t1 (X, x¯′),
which is canonical up to inner automorphism.
Proving the proposition amounts to constructing an isomorphism of the
inverse system (Pα, ϕα,β) constructed using x¯ and the analogous inverse
system constructed using x¯′, which is not too difficult.
From the Definition of the fundamental group we easily see that it is
functorial for schemes equipped with a geometric point.
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Proposition 6.8 (Functoriality). If f ∶X ′ →X is a morphism of connected
noetherian schemes, and x¯′ ∶ SpecΩ→X ′ a geometric point, then f induces
a continuous homomorphism of groups
πe´t(X ′, x¯′)→ πe´t1 (X,f(x¯′)).
Proof. Let Z → X be a finite e´tale covering. Then Z ′ = Z ×X X ′ → X ′ is an
e´tale covering, and Fibx¯′(Z ′) = Fibf(x¯′)(Z). It follows that any automor-
phism of Fibx¯′ induces an automorphism of Fibf(x¯′). 
Example 6.9. Let X be connected and normal with function field K(X).
Fix an algebraic closure K(X)alg of K(X), and write η¯ for the associated
geometric point. With this setup Example 6.6 shows that
Gal(K(X)alg/K(X)) = πe´t1 (Spec(K(X)), η¯)→ πe´t1 (X, η¯)
is surjective.
6.2. Complex varieties. If X is a scheme of finite type over the field of
complex numbers C, then to X one associates a complex analytic space Xan.
Its underlying set is X(C). If X is a smooth complex variety, then Xan is a
complex manifold. In this section we summarize how the e´tale fundamental
group of X and the fundamental group of the topological space Xan are
related. For details and proofs we refer the reader to [22, Exp. XII].
If f ∶ Y → X is a finite e´tale covering, then fan ∶ Y an → Xan is a covering
space of Xan with finite fibers. This defines a functor from the category
FE´tX to the category of covering spaces of X
an with finite fibers. The
Riemann Existence Theorem ([22, Exp. XII, Thm. 5.1]) states that this
functor is in fact an equivalence. We will use the following reformulation in
terms of fundamental groups.
Theorem 6.10. Let X be a connected finite type C-scheme and x ∈ X(C).
Then there is a natural continuous isomorphism
π1(Xan, x)∧ ≅Ð→ πe´t1 (X,x),
where the left-hand side is the profinite completion of the fundamental group
of the topological space Xan, based at x.
One uses this theorem to prove:
Corollary 6.11. Let X be a smooth complex curve of genus g. Define
U ∶=X∖{x1, . . . xn} as complement of finitely many closed points. If u¯ ∈ U is
a geometric point, then the e´tale fundamental group πe´t1 (U, u¯) is isomorphic
to the profinite completion of the group
⟨a1, . . . , ag, b1, . . . , bg, c1, . . . , cn ∣[a1, b1] ⋅ . . . ⋅ [ag, bg]c1 ⋅ . . . ⋅ cn = 1⟩ .
More generally the corollary is true over any algebraically closed field of
characteristic 0, [22, Exp. XIII, Cor. 2.12].
Similarly, since the fundamental group of a smooth quasi-projective com-
plex variety is a finitely generated group (this can be deduced from the curve
case via Lefschetz type theorems), we obtain:
Corollary 6.12. If X is a smooth complex quasi-projective variety, and
x ∈ X(C), then πe´t1 (X,x) is topologically finitely generated.
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With considerable effort, the theory of specialization maps for fundamen-
tal groups allows to generalize the corollary:
Theorem 6.13. Let k be an algebraically closed field and X a smooth quasi-
projective k-variety with geometric point x¯. Then πe´t1 (X, x¯) is topologically
finitely generated in each of the following two cases:
● char(k) = 0 (implicit in [22, p.291], see also [30, Thm. 1]).
● char(k) > 0 and X is proper ([22, Exp. X, Thm. 2.9]).
The picture is different for non-proper varieties in positive characteristic:
Example 6.14 ([18]). If k is an algebraically closed field of characteristic
p > 0, U a smooth affine curve over k and u¯ a geometric point of U , then the
maximal pro-p-quotient of πe´t1 (U, u¯) is a free pro-p-group on #k generators.
This can be seen by cohomological methods: One checks that H ie´t(U,Fp) =
H i(πe´t1 (U, u¯),Fp), for all i ≥ 0, where the right-hand side is continuous group
cohomology. Since U is affine, we have H2e´t(U,Fp) = 0. The numbers of
generators and relations of the maximal pro-p-quotient of πe´t1 (U, u¯) can be
described in terms of the Fp-dimension of the groups H
1 and H2 above ([51,
§4.]).
6.3. Tame coverings. The pathologies that appear in characteristic p > 0,
exemplified by Example 6.14, can partly be remedied by restricting the
attention to tame coverings.
Definition 6.15. (a) ([21, Def. 2.2.2]) Let X be a normal connected
scheme and U ⊆X an open subset. If f ∶ V → U is a finite e´tale cov-
ering, then f is said to be tamely ramified along X ∖U , if and only if
for every codimension 1 point η ∈ X∖U , the extension K(X) ⊆K(V )
is tamely ramified with respect to the discrete valuation defined by
η.
(b) ([29, Sec. 4]) If U is a normal connected separated scheme of finite
type over a field, then a finite e´tale covering f ∶ V → U is said to be
tame if for all open immersions U ↪ X with X a proper connected
normal k-scheme, f is tamely ramified with respect to X ∖U .
If U is not connected, then f ∶ V → U is tame if the induced
coverings of the components of U are tame.
(c) The category of tame coverings of U is denoted FE´t
tame
U . It is a full
subcategory of FE´tU .
Remark 6.16. (a) The normality assumption guarantees that the local
ring OX,η at a codimension 1 point is a discrete valuation ring.
(b) If U is a scheme over a field of characteristic 0, then every finite e´tale
covering is tame.
(c) In Definition 6.15, (b), note that there always exists a normal con-
nected proper k-scheme containing U : By Nagata’s compactification
theorem ([36], [11]) there exists a proper X containing U , which we
can then normalize.
(d) In Definition 6.15, (b), if dimU = 1, then there exists a unique normal
proper curve X containing U . So in this case tameness of coverings
of U only has to be checked on this single compactification.
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In [22, Exp. XIII, §.2] Grothendieck defined the notion of a tame covering,
but only with respect to a normal crossings divisor (see Definition 6.17
and Theorem 6.18, (c) below). In characteristic 0, the famous theorem
of Hironaka on resolution of singularities states that if U is smooth then
one can always find a smooth proper variety X containing U , such that
X ∖U is a strict normal crossings divisor. Proving the analogous statement
in positive characteristic is an open problem. Theorem 6.18 below shows
that Definition 6.15, (b), agrees with Grothendieck’s notion, whenever a
comparison is possible.
Definition 6.17. Let X be a locally noetherian scheme and D an effective
Cartier divisor on X.
(a) D is said to have strict normal crossings if for every x ∈ suppD the
following hold:
● OX,x is a regular local ring.
● There exists a regular sequence t1, . . . , tn and m ∈ {1, . . . , n},
such that the ideal OX(−D)x ⊆ OX,x is generated by t1 ⋅ . . . ⋅
tm. In other words: locally, D looks like the intersection of
coordinate hyperplanes.
(b) D is said to have normal crossings, if for every x ∈ suppD there
exists an e´tale morphism f ∶ V → X, such that x ∈ im(f) and such
that f∗D has strict normal crossings. In other words: e´tale locally,
D looks like the intersection of coordinate hyperplanes.
Theorem 6.18 (Kerz-Schmidt, [29]). Let f ∶ V → U be a finite e´tale cov-
ering of regular separated schemes over a field k. The following statements
are equivalent:
(a) f is tame.
(b) For any regular k-curve C and any morphism ϕ ∶ C → U , the induced
covering V ×U C → C is tamely ramified along C ∖C, where C is the
unique normal proper k-curve containing C as an open subscheme.
If there exists an open immersion U ↪ X with X a smooth, proper, sepa-
rated, finite type k-scheme, such that X ∖ U is a normal crossings divisor,
then (a) and (b) are equivalent to
(c) f is tamely ramified along X ∖U .
6.4. The tame fundamental group. With essentially the same method
as used in Section 6.1 one proves:
Theorem 6.19 ([29]). Let U be a finite type, connected, separated, normal
k-scheme, and u¯ a geometric point of U . Denote by Fibtameu¯ the restriction
of the functor Fibu¯ to FE´t
tame
U . Then the group π
tame
1 (U, u¯) ∶= Aut(Fibtameu¯ )
is profinite, and Fibtameu¯ induces an equivalence
FE´t
tame
U
≅Ð→ {finite sets with continuous πtame1 (U, u¯)-action} .
Definition 6.20. The profinite group πtame1 (U, u¯) from the theorem is called
the tame fundamental group of U with respect to the base point u¯.
It is not difficult to check the following basic properties from the defini-
tions.
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Proposition 6.21. Let k be a field and U , u¯ as in Theorem 6.19. Then
(a) There is a canonical continuous surjective map
πe´t1 (U, u¯)↠ πtame1 (U, u¯). (6.2)
corresponding to the inclusion FE´t
tame
U ⊆ FE´tU .
(b) The kernel of (6.2) can be described as follows: If X is a normal
compactification of U and η ∈ X ∖ U a codimension 1 point, denote
by Kshη the fraction field of the strict henselisation of the discrete
valuation ring OX,η. Fix an algebraic closure Kshη . Then there is
a morphism G ∶= Gal(Kshη /Kshη ) → πe´t1 (U, u¯), canonical up to inner
automorphism of πe´t1 (U, u¯) by Proposition 6.7 and Proposition 6.8.
Denote by Pη the image of the wild ramification group of G. The
kernel of (6.2) is the smallest closed normal subgroup P of πe´t1 (U, u¯)
containing Pη, where η runs through all codimension 1 points on all
normal compactifications X of U .
(c) If char k = p ≥ 0, then the map (6.2) induces an isomorphism
πe´t1 (U, u¯)(p′) ≅Ð→ πtame1 (U, u¯)(p′)
where (−)(p′) denotes the maximal pro-prime-to-p-quotient.
Proof. We sketch the argument.
(a) As before let {Pα∣α ∈ I} be the set of Galois coverings of U . We saw
above Example 6.5 that fixing points pα ∈ Fibu¯(Pα) defines unique
morphisms ϕβ,α ∶ Pβ → Pα for β ≥ α, and that the projective system(Pα, ϕβ,α) induces an isomorphism πe´t1 (U, u¯) ≅ lim←Ðα∈I AutU(Pα)opp.
If Itame denotes the subset of I such that α ∈ Itame if and only if
Pα → U is tame, then Itame is also a directed set (exercise!), and
πtame1 (U, u¯) = lim←Ðα∈Itame AutU(Pα)opp. The claim follows.
(b) Just for this proof, if G is a profinite group, we write Set(G) for
the category of finite sets with continuous G-action. The cate-
gories Set(πe´t1 (U, u¯)/P) and Set(πtame1 (U, u¯)) are strictly full sub-
categories of Set(πe´t1 (U, u¯)), and our goal is to show that they are
they are identical.
In other words, we need to show that if f ∶ V → U is a finite
connected e´tale covering, then f is tame if and only if P acts trivially
on Fibu¯(V ). In fact we may assume f to be Galois e´tale.
Let K(U), K(V ) denote the function fields of U and V . Note that
Gal(K(V )/K(U)) = AutU(V )opp is (noncanonically) isomorphic to
Fibu¯(V ) in Set(πe´t1 (U, u¯)). If P acts trivially on Fibu¯(V ), then
the image of the group Pη in Gal(K(V )/K(U)) is trivial for all
codimension 1 points η ∈X ∖U in all normal compactifications X of
U . But this means that K(V )/K(U) is tamely ramified at η.
Conversely, if f is tame, then K(V )/K(U) is tame with respect
to all codimension 1 points η in X ∖ U in some normal compact-
ification X of U . This means that the image of Pη is trivial in
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Gal(K(V )/K(U)). But Gal(K(V )/K(U)) = AutU(V )opp is a quo-
tient of πe´t1 (U, u¯), so the image of P in Gal(K(V )/K(U)) is trivial,
and thus P acts trivially on Fibu¯(V ).
(c) This follows from the previous part, as the groups Pη are pro-p-
groups.

Using the fact that every curve can be lifted to characteristic 0 together
with Corollary 6.11, Grothendieck proves the following structure theorem
for curves.
Theorem 6.22 ([22, Exp. XIII, Cor. 2.12]). If k is an algebraically closed
field of characteristic p ≥ 0, X a smooth projective curve of genus g over
k and U = X ∖ {x1, . . . , xn}, with x1, . . . , xn closed points, then for any
geometric point u¯ of U , the tame fundamental group πtame1 (U, u¯) is a quotient
of the profinite completion of the group
⟨a1, . . . , ag, b1, . . . , bg, c1, . . . , cn ∣[a1, b1] ⋅ . . . ⋅ [ag, bg]c1 ⋅ . . . ⋅ cn = 1⟩ . (6.3)
Moreover, the maximal prime-to-p-quotient of πtame1 (U, u¯) is isomorphic to
the pro-prime-to-p-completion of (6.3).
7. E´tale sheaves
In this section we recall the definition of an e´tale sheaf on a scheme and
give some basic constructions.
Convention 7.1. Throughout this section schemes are assumed to be sep-
arated and noetherian.
7.1.1. E´tale neighborhoods. Let X be a scheme. Recall that a geometric
point of X is a morphism x¯ = Speck →X, where k is an algebraically closed
field. If x is the image of x¯ → X, we say that x¯ is a geometric point over x
or that x is the center of x¯ → X. By abuse of notation we also denote by x¯
the morphism x¯ →X. An e´tale neighborhood of x¯ is a diagram
U
x¯ X,
u
where u is e´tale. A morphism between two e´tale neighborhoods of x¯ is given
by the obvious commutative diagram. Note that the opposite category of
e´tale neighborhoods of x¯ is filtered. (Indeed: If U∗ = (x¯ → U → X) and
V∗ = (x¯ → V → X) are two e´tale neighborhoods, their cartesian product
x¯ → U ×X V → X is another e´tale neighborhood mapping to U∗ and V∗. If
f, g ∶ U∗ → V∗ are two morphisms of e´tale neighborhoods, then the connected
component U0 of U containing the center of x¯ naturally defines an e´tale
neighborhood U0∗ of x¯ with a morphism j ∶ U0,∗ → U∗, and by Proposition
5.5 we have f ○ j = g ○ j.)
77
7.1.2. E´tale sheaves. Let X be a scheme. We denote by (e´t /X) the category
with objects the e´tale X-schemes and morphisms the X-morphisms (these
are automatically e´tale by Proposition 5.4). Let A be a ring. Then an e´tale
presheaf of A-modules on X is a functor
F ∶ (e´t /X)op → (A-mod).
In case A = Z, we will simply say that F is an e´tale presheaf on X or is a
presheaf on Xe´t. Let x¯ → X be a geometric point. The stalk of a presheaf
of A-modules F on Xe´t at x¯ is given by
Fx¯ ∶= limÐ→
x¯→U
F(U),
where the limit is over the e´tale neighborhoods of x¯. (One can take just one
neighborhood for each isomorphism class to avoid set theoretical problems.)
We say F is an e´tale sheaf of A-modules on X or a sheaf of A-modules on
Xe´t, if it is a presheaf of A-modules on Xe´t and for any e´tale map U → X
and all families {ui ∶ Ui → U ∣ i ∈ I} of e´tale maps with ⋃i ui(Ui) = U the
sequence
0→ F(U) →∏
i
F(Ui)⇉∏
i,j
F(Ui ×U Uj) (7.1)
is exact. Recall that the exactness of this sequence means that (1) an element
s ∈ F(U) is zero iff s∣Ui = 0 for all i and (2) for a collection of elements
si ∈ F(Ui), i ∈ I, there exists an element s ∈ F(U) with s∣Ui = si iff si∣Ui×UUj =
sj ∣Ui×UUj for all i, j ∈ I. (In particular, if {Ui → U} is a Zariski open cover
this is just the usual sheaf condition.) A morphism between (pre-)sheaves
of A-modules on Xe´t is a natural transformation of functors.
If P is a presheaf of A-modules on Xe´t then there exits a sheaf of A-
modules aP on Xe´t and a morphism P → aP such that any morphism
P → F with F a sheaf on Xet factors uniquely as P → aP → F . The sheaf
aP is called the sheaf associated to P or the sheafification of P and it satisfies(aP )x¯ = Px¯ for any geometric point x¯ → X. The category of presheaves of
A-modules on Xe´t is abelian. Hence the category of sheaves of A-modules
on Xe´t is also abelian. (The cokernel of a morphism of sheaves is given by
the sheafification of the cokernel in the bigger category of presheaves.) A
sequence of sheaves of A-modules 0 → F ′ → F → F ′′ → 0 is exact if and
only if the sequence of A-modules 0 → F ′x¯ → Fx¯ → F ′′x¯ → 0 is exact for all
geometric points x¯→X.
Remark 7.2. Let F be a presheaf onXe´t. Then F is a sheaf iff the sequence
(7.1) is exact in the following two situations: (1) U →X is an e´tale map and
U = ⋃iUi is a Zariski open cover (i.e. the family {ui} is given by the open
immersions {Ui ↪ U}) and (2) U →X is an e´tale map with U affine and the
family {ui} consists just of one affine, surjective and e´tale map U ′ → U , see
e.g. [39, II, Prop. 1.5.].
Example 7.3. Let X be a scheme.
(a) Let M be an A-module. For U →X an e´tale map, denote by π0(U)
the set of connected components of U (it is finite by Convention
7.1). Then U ↦ Mπ0(U) defines a sheaf of A-modules on Xe´t. It is
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called the constant e´tale sheaf associated to M and denoted by MX
or simply by M again.
(b) The assignment U ↦ Γ(U,OU ) defines a sheaf of Γ(X,OX)-modules
on Xe´t. (Indeed, by Remark 7.2 it suffices to show that for a faith-
fully flat morphism of rings ϕ ∶ A → B, the sequence 0 → A ϕÐ→ B dÐ→
B ⊗A B is exact, where d(b) = 1⊗ b − b⊗ 1. Since ϕ is faithfully flat
this is equivalent to proving that the sequence is exact when ten-
sored with B. Thus we have to show that 0→ B d0Ð→ B⊗A2 d1Ð→ B⊗A3
is exact, where d0(b) = 1⊗ b and d1(b1⊗ b2) = b1⊗ 1⊗ b2 − 1⊗ b1⊗ b2.
Define s0 ∶ B⊗2 → B by s0(b1 ⊗ b2) = b1b2 and s1 ∶ B⊗3 → B⊗2,
s1(b1⊗b2⊗b3) = b1⊗b2b3. Then idB = s0○d0 and idB⊗2 = d0○s0+s1○d1,
hence the exactness.) The underlying sheaf of abelian groups on Xe´t
is denoted by Ga,X or simply Ga if it is clear that we view it as a
sheaf on Xe´t.
(c) The assignment U ↦ Γ(U,OU )× defines a sheaf on Xe´t. This follows
directly from b) above. We denote this sheaf by Gm,X or simply Gm.
(d) Let n ≥ 1 be a natural number. We define the sheaf µn on Xe´t as the
kernel of multiplication by n on Gm, i.e. we have an exact sequence
0→ µn → Gm ⋅nÐ→ Gm.
Explicitly µn(U) = {a ∈ Γ(U,OU ) ∣an = 1}. If R is a ring we also
write by abuse of notation µn(R) ∶= {a ∈ R ∣an = 1}. We elaborate a
bit.
(i) Assume n is invertible in OX then
0→ µn → Gm ⋅nÐ→ Gm → 0
is an exact sequence of sheaves on Xe´t. Only the surjectivity
has to be proved and this follows from the fact that for all U
and all a ∈ Gm(U) the map SpecOU [t]/(tn − a)→ U is e´tale.
(ii) Let R ≠ 0 be a ring in which n is invertible and in which the
polynomial tn − 1 decomposes, i.e.
tn − 1 = (t − ζ1)⋯(t − ζn) in R[t]. (7.2)
Then {ζ1, . . . , ζn} is a cyclic subgroup of order n of R×. Indeed,
let K be a field and ϕ ∶ R → K a morphism. Then ϕ induces
a morphism {ζ1, . . . , ζn} → µn(K). This morphism is injective.
(Else differentiating (7.2) would give nϕ(ζi)n−1 = 0 for some i,
which is absurd since n,ϕ(ζi) ∈ K×.) Thus this morphism is
bijective and we know that µn(K) is cyclic of order n.
Furthermore, any morphism R → A into a local ring A induces a
bijection {ζ1, . . . , ζn} = µn(A). Indeed, if A is a local R-algebra
any a ∈ A with an = 1 is of the form a = ζi + x for some i and
x ∈ mA the maximal ideal of A. We obtain 1 = (ζi +x)n = 1+xu
with u ∈ A×, i.e. x = 0. This proves the bijection.
(iii) Assume R is as in (ii) above and X is an R-scheme. Then
the choice of a cyclic generator ζ ∈ R of {ζ1, . . . , ζn} defines an
isomorphism
µn ≅ (Z/nZ)X on Xe´t.
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Explicitly for all e´tale maps U →X we have an isomorphism
(Z/nZ)π0(U) ≃Ð→ µn(U), (m¯i)i∈π0(U) ↦ (ζmi)i∈π0(U).
It suffices to prove this Zariski (or even e´tale) locally and hence
it follows from (ii) above.
Notice that the statements (i)- (iii) are wrong if n is not invertible
on X.
(e) Let G be a commutative group scheme, i.e. a commutative group
object in the category of schemes. Then the assignment U ↦ G(U) ∶=
Hom(U,G) defines a sheaf of abelian groups on Xe´t, see e.g. [22,
VIII, Thm. 5.2]. In fact, it is not hard to see that the Examples
(b)-(d) are of this form.
7.1.3. Direct and inverse image. Let π ∶ X → Y be a morphism of schemes
and A a ring. If F is a sheaf of A-modules on Xe´t, then we obtain a sheaf
of A-modules π∗F on Ye´t via
π∗F(V ) = F(V ×Y X), V → Y e´tale.
We call this sheaf the direct image of F under π. We get a left exact functor
from the category of A-modules on Xe´t to the category of A-modules on Ye´t,F ↦ π∗(F). This functor has a left adjoint denoted by π∗, i.e. for each F
on Xe´t and G on Ye´t there is an isomorphism of abelian groups
Hom(G, π∗F) ≅ Hom(π∗G,F),
which is functorial in F and G. We call π∗G the inverse image of G under
π. If x¯ is a geometric point on X and we denote π(x¯) the geometric point
of Y given by the composition x¯→ X → Y , then we have
(π∗G)x¯ = Gπ(x¯). (7.3)
It follows that π∗ is an exact functor. By abuse of notation we also writeG∣X ∶= π∗G. In case u ∶ U → Y is e´tale u∗G coincides with the restriction of
the functor G to the category (e´t /U). If π ∶ X → Y is any morphism and
u ∶ U → Y is e´tale and we denote by π1 ∶ X ×Y U → U and u1 ∶ X ×Y U →X
the projection maps then we clearly have
u∗π∗F = π1∗u∗1F . (7.4)
Example 7.4. (a) Let π ∶ X → Y be a morphism of schemes and M an
A-module. Then (with the notation from Example 7.3, (a))
π∗(MY ) =MX .
Indeed, for an e´tale map V → Y there is a natural morphism
MY (V ) =Mπ0(V ) →Mπ0(V ×YX) = π∗(MX)(V ).
(If V is connected it is the diagonal.) This induces a morphism
of sheaves MY → π∗(MX) on Ye´t, by adjunction also a morphism
π∗(MY ) → MX . It suffices to check that this latter map is an iso-
morphism on the stalks at the geometric points of X. This follows
directly from (7.3).
(b) In general π∗(MX) is not isomorphic to MY . For example, if i ∶
X ↪ Y is a closed immersion then i∗(MX) is zero in the stalks at
geometric points whose center lies in Y ∖X.
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7.1.4. Action of a finite group. Let G be a finite group acting on a scheme
X, i.e. we are given a group homomorphism G → Aut(X). Assume G acts
admissibly on X, i.e. X is a union of open affines U = SpecA such that
the action of G restricts to an action on U . (This is e.g. the case if X
is quasi-projective over an affine scheme). Then we can form the quotient
π ∶ X →X/G, where X/G is defined by glueing the schemes U/G ∶= SpecAG,
for U as above. We have Hom(X,Y )G = Hom(X/G,Y ) for all schemes Y ,
where G acts on Hom(X,Y ) via precomposition. In general, X/G might not
be noetherian, which violates our Convention 7.1. Therefore, by convention
we will only consider finite group actions on X for which the quotient X/G
is actually noetherian. This is e.g. the case if X is of finite type over some
(noetherian) base S and G acts via S-automorphisms. See [22, Exp.V, 1].
An e´tale sheaf of A-modules on (X,G) is an e´tale sheaf of A-modules F
on X together with morphisms
F(σ) ∶ F → σ∗F , σ ∈ G,
such that F(1G) = idF and F(τσ) = τ∗(F(σ)) ○ F(τ). In particular, theF(σ)’s are isomorphisms. Sometimes we just say F is a sheaf with G-action
onX and it is understood that this action is compatible with the given action
on X. For any geometric point x¯→ X we obtain isomorphisms Fx¯ ≅Ð→ Fσ(x¯),
where σ(x¯) denotes the composition x¯ →X σÐ→X. Also notice that we have
natural isomorphisms σ∗σ
∗F ≅ F ≅ σ∗σ∗F induced by adjunction; hence to
give a map F(σ) as above is equivalent to give a map σ∗F → F .
Let π ∶ X → X/G be as above. The action of G on F induces maps
σ∗F → F and applying π∗ we obtain a map π∗F = π∗σ∗F → π∗F . Thus
G acts on π∗F (where we equip X/G with the trivial G-action). We can
therefore form the sheaf of G-invariant elements (π∗F)G whose section on
U → X/G (e´tale map) are given by
(π∗F)G(U) = {a ∈ F(U ×X/G X) ∣σ ⋅ a = a for all σ ∈ G},
where we abbreviate the notation σ ⋅ a ∶= F(σ)(a).
7.1.5. Extension by zero. Let j ∶ U ↪ X be an open immersion and denote
by i ∶ Z ↪ X the closed immersion of the complement of U (equipped with
some scheme structure). Let F be a sheaf of A-modules on U . Then we
define the extension by zero of F as
j!F ∶= Ker(j∗F → i∗i∗j∗F),
where j∗F → i∗i∗j∗F is the adjunction map for (i∗, i∗). For a point x ∈ X
and x¯ a geometric point over x we have
(j!F)x¯ =
⎧⎪⎪⎨⎪⎪⎩
Fx¯, if x ∈ U,
0, if x ∈ Z.
It follows that j! is an exact functor from the category A-modules on Ue´t
to the category of A-modules on Xe´t. It is left adjoint to j
∗ i.e. there is a
functorial isomorphism
Hom(j!G,F) ≅ Hom(G, j∗F),
where G is a sheaf on Ue´t and F a sheaf on Xe´t.
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Definition 7.5. Let X be a scheme, A a noetherian ring and M an A-
module. Then we call an e´tale sheaf F of A-modules on X locally constant
with stalk M if there exists a family {ui ∶ Ui → X} of e´tale maps with⋃i ui(Ui) =X such that F∣Ui ≅MUi for all i.
Proposition 7.6. In the situation of Definition 7.5 assume M is finite (as
a set). Then F is represented by a finite e´tale group scheme XF over X,
i.e. there is a finite e´tale morphism XF →X such that
F ≅ HomX(−,XF ) on (e´t /X).
Assume X is connected, then it follows that there exists a connected finite
e´tale Galois cover P →X which trivializes F , i.e. F∣P ≅MP .
Before we prove the proposition we recall the following statement from
descent theory:
Theorem 7.7 ([22, VIII, Thm. 2.1, Cor. 5.7] and [19, Cor. (17.7.3)]). Let
f ∶ U → X be faithfully flat and quasi-compact. Let V → U be an affine
morphism such that there exists an isomorphism γ ∶ p∗1V ≃Ð→ p∗2V satisfying
p∗13(γ) ○ p∗12(γ) = p∗23(γ),
where pi ∶ U ×XU → U and pij ∶ U ×XU ×XU → U ×XU denote the projection
on the respective factors, p∗i V denotes the pullback of V along pi and p
∗
ij(γ)
denotes the pullback of γ along pij.
Then there exists an affine morphism Y → X such that V = Y ×XU . (One
says V /U descends to Y /X.) Furthermore if V → U is finite or e´tale, then
so is Y →X.
Proof of Proposition 7.6. We find a finite family {ui ∶ Ui →X} of e´tale maps
such that u∗i F ≅MUi . The constant sheafMUi is represented by the Ui-group
scheme Ui ×M (= disjoint union over ∣M ∣ copies of Ui with group action
induced by the one onM). Then Ui×M → Ui is a finite e´tale Ui-group scheme
representing u∗i F . Set U ∶= ⊔iUi. Then we have an e´tale and surjective (in
particular quasi-compact by Convention 7.1) morphism U →X and a finite
e´tale U -group scheme U×M representing F∣U . Denote by p1, p2 ∶ U×XU → U
the two projections. The natural isomorphism p∗1(F∣U) ≅ p∗2(F∣U ) induces
a gluing data p∗1(U ×M) ≅ p∗2(U ×M) and hence the finite e´tale U -group
scheme U ×M descends to a finite e´tale map XF →X, see Theorem 7.7. By
construction and the sheaf property XF represents F over X.
If X is connected, then any connected component of XF is still a finite
e´tale covering of X. We take a finite e´tale Galois covering P → X which
factors over all the connected components of XF ; this can be achieved as in
the discussion below Example 6.5. Then XF ×X P ≅ P ×M represents F∣P ,
i.e. F∣P ≅MP . 
7.1.6. Constructible sheaves. Let X be a scheme. A subset Z ⊆ X is called
locally closed if it is the intersection of an open and a closed subset in X. We
equip such a Z with the reduced scheme structure and obtain an immersion
i ∶ Z ↪X.
Let A be a noetherian ring which is torsion (i.e. mA = 0 for some natural
number m) and F a sheaf of A-modules on Xe´t. Then we say that F is
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constructible if there exist finite type A-modules M1, . . . ,Mn and locally
closed subsets X1, . . . ,Xn ⊆X such that
X =⊔
i
Xi and F∣Xi is locally constant with stalks Mi.
We have (see [5, IX, Prop. 2.6, Prop. 2.9]):
(a) The category of constructible sheaves of A-modules is abelian.
(b) If 0 → F ′ → F → F ′′ → 0 is a short exact sequence of e´tale sheaves
of A-modules, and F ′,F ′′ are constructible, then so is F .
(c) An e´tale sheaf of A-modules is constructible iff it is a noetherian ob-
ject in the category of e´tale sheaves of A-module, i.e., any ascending
sequence of submodules becomes stationary.
Remark 7.8. Let π ∶ X → Y be a morphism and G a constructible sheaf
of A-modules on Ye´t, then π
∗G is a constructible A-module on Xe´t. (This
follows directly from Example 7.4.) If π is proper and F is a constructible
A-module on Xe´t, then π∗F is a constructible A-module on Ye´t, see [5, Exp.
XIV, Thm 1.1].
8. ℓ-adic sheaves
In this section we recall the notions of constructible and lisse sheaves with
ℓ-adic coefficients. We show that lisse sheaves correspond to continuous
representations of the fundamental group. The references for this section
are [12, Arcata, II and Rapport, 1.2], [13, (1.1)] and [20, Exp. V, VI]. We
keep Convention 7.1.
Definition 8.1. Let R be a complete local DVR with maximal ideal m.
Assume R/m has characteristic ℓ > 0. Let X be a scheme.
(a) A constructible R-sheaf on X is a projective system of R-modulesF = (Fn)n≥1 on Xe´t satisfying the following two properties:
(i) mn ⋅Fn = 0 and Fn is a constructible R/mn-module on Xe´t, see
7.1.6.
(ii) Fn = Fn+1 ⊗R/mn+1 R/mn, for all n ≥ 1.
(b) A lisse R-sheaf on X is a constructible R-sheaf F = (Fn) such that
each Fn is a locally constant sheaf of R/mn-modules.
Example 8.2. (a) Let R be as above and F a locally constant sheaf
of finitely generated R/mn0-modules on Xe´t. Then we can view F
also as a lisse R-sheaf (Fn), via Fn ∶= F for n > n0 and Fn ∶=F ⊗R/mn0 R/mnR, for n ≤ n0.
(b) Let π ∶ X → Y be a proper morphism and F = (Fn) a constructible
R-sheaf on X. We want to define the constructible sheaf π∗F . The
first try is to consider the system (π∗(Fn)). But this might not
satisfy (ii). To repair this we have to use the following two facts (see
[20, Exp. VI, Lem 2.2.2] and [20, Exp. V, Prop. 3.2.3]):
(i) The system (π∗(Fn)) satisfies the Mittag-Leffler-Artin-Rees con-
dition, i.e., there exists a natural number r0 such that for all n
and all r ≥ r0 we have
image(π∗Fn+r → π∗Fn) = image(π∗Fn+r0 → π∗Fn) =∶ In.
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(ii) There exists a natural number s0 such that for all n and all
s ≥ s0 we have the natural isomorphism
In+s ⊗R R/mn ≃Ð→ In+s0 ⊗R R/mn.
Then we define π∗F = (In+s0 ⊗R R/mn)n. There is a natural mor-
phism of projective systems π∗F → (π∗(Fn)) which is an AR-isomorphism,
i.e., if we denote by (Kn) and (Cn) the kernel and cokernel, respec-
tively, then there exists a natural number N such that transition
maps Kn+N → Kn and Cn+N → Cn are zero, for all n ≥ 1. (Here we
can take N = r0 + s0.)
(c) Let ℓ be an invertible prime on X. We have surjections of Zℓ-sheaves
on Xe´t, µℓn+1 → µℓn , a ↦ aℓ. The corresponding projective system of
Zℓ-modules on Xe´t is denoted by Zℓ(1),
Zℓ(1) ∶= (µℓn).
It follows from Example 7.3, (d), (iii), that Zℓ(1) is a lisse Zℓ-sheaf
on X. But notice that in general there is no e´tale covering {Ui →
X} such that µℓn ∣Ui = (Z/ℓn)Ui for all n (e.g. X = SpecQ). This
shows that lisse sheaves are in general not locally constant projective
systems of sheaves.
8.0.7. The category of lisse R-sheaves. Let R,m, ℓ be as in Definition 8.1
and X a scheme. Let F = (Fn),G = (Gn) be two constructible R-sheaves on
X. Then we have morphisms of R-modules
Hom(Fn+1,Gn+1)→ Hom(Fn,Gn), ϕ↦ ϕ⊗R/mn.
The category of constructible (resp. lisse) R-sheaves is the category with
morphisms given by
Hom(F ,G) = lim←Ð
n
Hom(Fn,Gn).
It is an abelian category, see [20, V, Thm 5.2.3].
8.0.8. The category of Q¯ℓ-sheaves. Let X be a scheme and ℓ an invertible
prime on X. Fix an algebraic closure Q¯ℓ of Qℓ.
(a) Let E be a finite field extension of Qℓ inside Q¯ℓ and R the inte-
gral closure of Zℓ in E. The category of constructible E-sheaves on
X is by definition the localization of the category of constructible
R-sheaves localized with respect to the full-subcategory of torsion
sheaves. This means the following:
Objects: There is an essentially surjective functor
(constr. R-sheaves)→ (constr. E-sheaves), F ↦ F ⊗R E
Morphisms: Hom(F ⊗R E,G ⊗R E) = Hom(F ,G) ⊗R E.
We say that a constructible E-sheaf F ⊗RE is lisse if there exists
an e´tale covering {Ui → X} and lisse R-sheaves Fi on Ui such thatF∣Ui ⊗R E ≅ Fi ⊗R E.
(b) If E′/E/Qℓ are finite extensions inside Q¯ℓ, then there is a natural
functor (constr. E-sheaves)→ (constr. E′-sheaves) on objects given
by F ⊗R E ↦ (F ⊗R E)⊗E E′ = F ⊗R E′.
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The category of constructible Q¯ℓ-sheaves is the inductive 2-limit over
the categories of constructible E-sheaves, E ⊆ Q¯ℓ. This means the
following:
Objects: For all finite extensions E/Qℓ inside Q¯ℓ there are functors
(constr. E-sheaves)→ (constr. Q¯ℓ-sheaves), F ↦ F ⊗E Q¯ℓ.
These satisfy:
(a) Each object in (constr. Q¯ℓ-sheaves) is isomorphic to an
object of the form F ⊗E Q¯ℓ, for some constructible E-
sheaf F .
(b) If E′/E is a finite extension and F ∈ (constr. E-sheaves),
then there is a canonical isomorphism
F ⊗E Q¯ℓ ≅ (F ⊗E E′)⊗E′ Q¯ℓ.
Morphisms: For F ,G ∈ (constr. E-sheaves) we have
Hom(F ⊗E Q¯ℓ,G ⊗E Q¯ℓ) = Hom(F ,G) ⊗E Q¯ℓ.
A lisse Q¯ℓ-sheaf on X is a constructible Q¯ℓ-sheaf which is locally
of the form F ⊗E Q¯ℓ, with F a lisse E-sheaf.
Definition 8.3. Let X be a scheme and ℓ an invertible prime on X.
(a) Let R be a complete local DVR with maximal ideal m and residue
characteristic ℓ > 0. We say that a lisse R-sheaf F = (Fn) is constant
or trivial if there exists a finitely generated R-moduleM such that we
have an isomorphism of projective systems (Fn) ≅ ((M⊗RR/mn)X),
where the index X denotes the constant sheaf associated to the mod-
ule, see Example 7.3, (a). In this case we also write F =MX or justF =M .
(b) Let E be a finite extension of Qℓ with ring of integers R. We say
that a lisse E-sheaf F is constant or trivial if there exists a finite
dimensional E-vector space V and an R-lattice M ⊆ V such thatF = MX ⊗R E in the above notations. As lisse E-sheaf MX ⊗R E
depends (up to isomorphism) only on V . We write F = VX or justF = V .
(c) We say that a lisse Q¯ℓ-sheaf is constant or trivial if there exists a
finite dimensional Q¯ℓ-vector space V , a finite extension E/Qℓ and a
finite dimensional E-vector space VE such that V = VE ⊗E Q¯ℓ andF = VE,X ⊗E Q¯ℓ. This is independent of the choice of E and VE . We
write F = VX or just F = V .
Convention 8.4. Let X be a scheme and assume ℓ is a prime number which
is invertible on X. We say that a ring A is an ℓ-adic coefficient ring if it
is either Q¯ℓ, a finite extension of Qℓ or equal to R or R/mn, n ≥ 1, where
R is a complete local DVR finite over Zℓ with maximal ideal m. We can
therefore speak about constructible (resp. lisse, resp. constant) A-sheaves
on X. (In case A = R/mn a lisse A-sheaf F is just a locally constant and
constructible sheaf of A-modules on Xe´t; by Example 8.2, (a), we can viewF also as a lisse R-sheaf.) We can write any constructible A-sheaf in the
form (Fn)⊗R A with R as above and (Fn) a constructible R-sheaf.
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8.0.9. Tate twist. Let X be a scheme. For n ≥ 1 and i ≥ 0 denote by
Z/ℓn(i)
the sheaf on Xe´t associated to
U ↦ µℓn(U)⊗Z/ℓn . . . ⊗Z/ℓn µℓn(U)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i-times
and by
Z/ℓn(−i)
the sheaf on Xe´t associated to
U ↦ HomU(Z/ℓn(i)∣U ,Z/ℓn∣U).
Let A be an ℓ-adic coefficient ring and F a constructible A-sheaf. Then we
define the i-th Tate twist of F
F(i), i ∈ Z,
as follows: Take a DVR R finite over Zℓ and a constructible R-sheaf (Fn)n
such that F = (Fn) ⊗R A. Notice that the Fn are in particular sheaves of
Z/ℓn-modules on Xe´t. We define Fn(i) as the sheaf on Xe´t associated to
U ↦ Fn(U)⊗Z/ℓn Z/ℓn(i)(U) and define
F(i) ∶= (Fn(i))⊗R A.
This does not depend on the choice of R and (Fn). It is a constructible
A-sheaf and it is lisse if F is. We have F(i)(j) = F(i + j), for i, j ∈ Z.
8.0.10. Stalk of a lisse A-sheaf. Let x¯→X be a geometric point of X and ℓ
a prime number which is invertible on X.
(a) Let R be a complete local DVR with finite residue field of charac-
teristic ℓ and F = (Fn) a lisse R-sheaf on X. We define the stalk ofF at x¯ to be Fx¯ ∶= lim←Ð
n
Fn,x¯.
(b) Let E be a finite extension of Qℓ and F a lisse E-sheaf. We define
the stalk of F at x¯ to be
Fx¯ ∶= (lim←Ð
n
F ′n,x¯)⊗R E,
where R is the ring of integers of E over Qℓ and F ′ = (F ′n) is a lisse
R-sheaf defined on some e´tale neighborhood of x¯ such that locally
around x¯ we have F = F ′ ⊗R E. This definition is independent of
the choice of F ′ (up to isomorphism).
(c) Let F be a lisse Q¯ℓ-sheaf. We define the stalk of F at x¯ to be
Fx¯ ∶= (lim←Ð
n
F ′n,x¯)⊗R Q¯ℓ,
where R is the ring of integers of a finite extension E over Qℓ andF ′ = (F ′n) is a lisse R-sheaf defined on some e´tale neighborhood
of x¯ such that locally around x¯ we have F = (F ′ ⊗R E) ⊗E Q¯ℓ.
This definition is independent of the choice of E and F ′ (up to
isomorphism).
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Thus, all together, if A is an ℓ-adic coefficient ring the stalk Fx¯ of a lisse
A-sheaf F at a geometric point x¯ is defined. Furthermore (with the above
notation) lim←ÐnF ′n,x¯ is a finite type R-module. (In fact it is separated for the
m-adic topology and R is an m-adically complete ring, thus it is generated
by any lift of a system of generators of (lim←ÐnF ′n,x¯)/m = F ′1,x¯, see e.g. [38,
Thm 8.4]. ) Hence Fx¯ is a finite type A-module for general A.
We say that a lisse A-sheaf F is free if its stalks are free A-modules. In
this case and if X is connected the rank of F – denoted by rk(F) – is by
definition the rank of Fx¯ at some (and hence any) geometric point of X.
8.0.11. ℓ-adic representations. Let A be an ℓ-adic coefficient ring (Conven-
tion 8.4), which is not Q¯ℓ. Let M be a finitely generated A-module, then
we can equip it with the ℓ-adic topology as follows: There is a DVR R,
finite over Zℓ, such that A is either the fraction field or a quotient of R. We
can find a finitely generated R-module M ′ such that M =M ′ ⊗R A and we
define the topology on M in such a way that the image of {m + ℓn ⋅M ′}n≥0
in M is a system of open neighborhoods of m ∈ M . This topology is in-
dependent of the choice of M ′. (Indeed, if A is a finite ring this is just
the discrete topology and otherwise M ′ is an R-lattice in M and for any
other R-lattice M ′′ we find integers a, b ≥ 1 such that ℓa ⋅M ′ ⊆ M ′′ and
ℓb ⋅M ′′ ⊆ M ′; hence M ′ and M ′′ define the same topology.) In particular
the A-module of A-linear endomorphisms EndA(M) also carries the ℓ-adic
topology and the composition of endomorphisms is a continuous operation.
Now let AutA(M) be the group of A-linear automorphisms AutA(M). We
have an inclusion AutA(M)→ EndA(M)×EndA(M), σ ↦ (σ,σ−1). We put
the product topology on EndA(M) × EndA(M) and the subspace topology
on AutA(M). In this way AutA(M) becomes a topological group (compare
to Definition 4.66).
Let X be a connected scheme and x¯ → X a geometric point. We define
an A-representation of π1(X, x¯) to be a continuous group homomorphism
π1(X, x¯)→ AutA(M),
where M is a finitely generated A-module.
By definition, a Q¯ℓ-representation of π1(X, x¯) is a group homomorphism
ρV ∶ π1(X, x¯)→ AutQ¯ℓ(V ), where V is a finite dimensional Q¯ℓ-vector space,
such that there exists a finite field extension E/Qℓ, a finite dimensional E-
vector space V0, an isomorphism V ≅ V0 ⊗E Q¯ℓ and an E-representation
ρV0 ∶ π1(X, x¯)→ AutE(V0) such that ρV is equal to the composition
ρV ∶ π1(X, x¯) ρV0ÐÐ→ AutE(V0) ⊗EQ¯ℓÐÐÐ→ AutQ¯ℓ(V ).
Theorem 8.5. Let X be a connected scheme and x¯ a geometric point. Let A
be an ℓ-adic coefficient ring. Then there is a natural equivalence of categories
(lisse A-sheaves on X) ≃Ð→ (A-representations of π1(X, x¯)), F ↦ Fx¯.
Furthermore, let π ∶ X ′ → X be a finite e´tale Galois cover with Galois group
G. Then the above equivalence induces an equivalence between the following
subcategories
(lisse A-sheaves on X, constant on X ′) ≃Ð→ (finitely gen. A[G]-modules).
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If A is finite then under this equivalence a finitely generated A[G]-module
M corresponds to the lisse A-sheaf given by (π∗MX′)G (see 7.1.4 and (8.1)
below for how we view MX′ as a sheaf on (X ′,G)).
If A is infinite and M is a finitely generated A[G]-module, then there
exists a complete local DVR R, finite over Zℓ and contained in A, and a
finitely generated R[G]-module N such that M = N ⊗R A. In this case M
corresponds to the lisse A-sheaf ((π∗NX′)G ⊗R R/mn)n ⊗R A.
Proof. Let (Pα) be an inverse system of finite e´tale Galois coverings of X
with maps x¯→ Pα making the diagram
Pα
x¯ X,
commutative and such that an element of π1(X, x¯) is the same as a compat-
ible system of X-automorphisms of (Pα) fixing x¯, i.e. such that πe´t1 (X, x¯) =
lim←ÐAutX(Pα)opp (see (6.1)).
First case: A is a finite ring. Let F be a lisse A-sheaf. Given an e´tale
neighborhood U → X of x¯ we set Uα ∶= U ×X Pα and obtain an inverse
system (Uα) of e´tale neighborhoods of x¯. An element σ ∈ π1(X, x¯) induces a
compatible system of X-automorphisms of (Uα). Therefore such an element
induces a map
F(U)→ F(Uα) σ∗Ð→ F(Uα)→ Fx¯.
Taking the limit over all e´tale neighborhoods U of x¯ we get a morphism σ∗ ∶Fx¯ → Fx¯. We obtain in this way the structure of a π1(X, x¯)-representation
on Fx¯. Clearly this construction is functorial.
For the other direction let M be an A-representation of π1(X, x¯). The
group AutA(M) is finite hence there is a finite e´tale Galois cover π ∶ P =
Pα → X with Galois group G such that π1(X, x¯) → AutA(M) factors over
G. We consider the constant sheaf MP as a sheaf on (P,G) (see 7.1.4) by
defining the map MP (σ) ∶ σ∗MP →MP (σ ∈ G) via
MP (V ×P,σ P ) =M σ−1 ⋅ÐÐ→M =MP (V ) (8.1)
where V → P is e´tale with V connected. Then set
FM ∶= π∗(MP )G.
We claim that FM is e´tale locally isomorphic to the constant sheaf M and
that this construction is independent of the choice of π ∶ P → X. Then FM
is a lisse A-sheaf and the assignment M ↦ FM is functorial. To prove the
claim let V → P be an e´tale map and assume V is connected. We have
V ×X P ≅ V ×G. For σ ∈ G, the automorphism idV ×σ (σ ∈ G) on V ×X P
translates via this isomorphism into the automorphism id×σ⋅ of V ×G. Hence
FM(V ) = {a ∈ π∗(MP )(V ) ∣MP (σ)(a) = a for all σ ∈ G}
= {(aτ ) ∈M ×G ∣σ−1 ⋅ aσ⋅τ = aτ for all σ, τ ∈ G} ≅M,
where the last isomorphism is given by M ∋ m ↦ (σ ⋅m)σ ∈ M ×G. ThusFM ∣P =MP . Moreover if we choose another P ′ →X we obtain a sheaf F ′M in
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the same way. Then we find P ′′ →X dominating P ′ and P and we constructF ′′M . There is a natural map FM → F ′′M induced by π∗MP → π′′∗(MP ∣P ′′) =
π′′∗MP ′′ and by the above we obtain
FM ∣P ′′ =MP ′′ = F ′′M ∣P ′′ .
Thus the natural map FM → F ′′M is an isomorphism e´tale locally, hence is an
isomorphism globally. Same with F ′M . This shows that FM is independent
of the choice of P →X.
We defined two functors F ↦ Fx¯ and M ↦ FM and we have to show
that they are inverse to each other. It is straightforward to check FM,x¯ =M
(as π1(X, x¯)-representations). Now let F be a lisse A-sheaf and Fx¯ = M
its associated representation. By Proposition 7.6 there exists a finite e´tale
Galois cover π ∶ P → X with Galois group G such that π∗F ≅ MP . (In
particular the representation M of π1(X, x¯) factors over G.) Then
FM = π∗(π∗F)G = F .
Here the first equality holds by definition; for the second, first observe that
there is a canonical map F → π∗(π∗F)G (induced by adjunction); it suffices
to check that it is an isomorphism when restricted to P which follows fromFM ∣P ≅MP . This finishes the proof in the case A is finite.
Second case: A = R is a DVR finite over Zℓ. Let m be the maximal
ideal of R. A lisse R-sheaf is a projective system F = (Fn) as in Definition
8.1. By the first case each Fn gives rise to a π1(X, x¯)-representation Fn,x¯
which factors over some finite quotient. Clearly they fit together to give a
continuous π1(X, x¯)-representation on Fx¯ = lim←ÐnFn,x¯. We already remarked
in 8.0.10 that Fx¯ is actually a finitely generated R-module. This gives the
functor F ↦ Fx¯ from the statement. To construct a functor in the other
direction, let M be a R-representation of π1(X, x¯). We obtain induced
representations on Mn ∶=M ⊗R R/mn which by the first case correspond to
lisse R/mn-modules FMn . It is straightforward to check that we obtain in
this way a projective system FM = (FMn) which defines a lisse R-sheaf and
that the functor M ↦ FM thus defined is inverse to F ↦ Fx¯.
Third case: A is a finite field extension of Qℓ or equal to Q¯ℓ. We get the
functor F ↦ Fx¯ in an analogous way as above. For the functor in the other
direction let V be an A-representation of π1(X, x¯). Then by Lemma 4.67
we find a DVR R finite over Zℓ and contained in A and a finitely generated
R-submodule M of V which has a continuous π1(X, x¯)-action and satisfies
M ⊗R A ≅ V as A[π1(X, x¯)]-modules. By the second case above M gives
rise to a lisse R-sheaf FM and we define FV ∶= FM ⊗R A. One checks that
this construction is independent of the choice of M and defines a functor
M ↦ FM which is inverse to the functor from the statement of the theorem.
This finishes the proof. 
Example 8.6. Let k be a finite field with q = pn elements and ℓ a prime
different from p. Then the lisse Q¯ℓ-sheaves of rank 1 on Speck correspond
to homomorphisms Gal(k¯/k) → Q¯×ℓ which factor over a continuous homo-
morphism χ ∶ Gal(k¯/k) → E×, with E a finite extension of Qℓ. Let us see
what this is. We have an isomorphism of topological groups Ẑ
≅Ð→ Gal(k¯/k)
under which 1 is mapped to the q-power Frobenius x ↦ xq. Let R be the
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ring of integers of E with maximal ideal m = (π). Then a homomorphism
χ as above factors over a lattice 1
πn
R, i.e. is induced by a continuous group
homomorphism χR ∶ Ẑ → AutR( 1πnR) = R×, see Lemma 4.67. The topologi-
cal group Ẑ is the free profinite group on 1 generator, so giving a continuous
map from Ẑ to a profinite group G is the same as giving an element of G.
Here R× is profinite and hence a homomorphism χR as above corresponds
to the choice of an element of R×.
All together we see that (up to isomorphism) a lisse Q¯ℓ-sheaf on Speck
of rank 1 corresponds uniquely to an element of Z¯×ℓ , the integral closure of
Zℓ in Q¯ℓ.
Example 8.7. Let X be a connected scheme, x¯ → X a geometric point
and ℓ a prime number invertible on X. We have the lisse sheaf Zℓ(1) on X
(see 8.0.9) at our disposal. The corresponding representation of π1(X, x¯) is
the following: In the algebraically closed field k(x¯) take a family of elements
ζn ∈ k(x¯), n ≥ 1, such that ζn is an ℓn-th primitive root of unity and ζℓn+1 = ζn
for all n. Let P → X be a finite e´tale Galois cover with Galois group GP
and a map x¯ → P inducing x¯ → X. Denote by xP the image of x¯ → P . If
H0(P,OP ) contains an ℓn-th primitive root of unity, then it also contains a
unique ℓn-th primitive root of unity which maps to ζn under the composition
H0(P,OP ) → OP,xP → k(xP ) ↪ k(x¯) (see Example 7.3, (d)); we denote it
again by ζn ∈ H0(P,OP ). If ζn ∈ H0(P,OP ), then for σ ∈ GP the element
σ(ζn) is again an ℓn-th primitive root of unity. Hence
σ(ζn) = ζrn,σn , for some rn,σ ∈ (Z/ℓnZ)×.
Let nP be the maximal n such that ζn ∈ H0(P,OP ). We obtain a group
homomorphism
GP → (Z/ℓnPZ)×, σ ↦ rnP ,σ.
This map is independent of the choice of the ζn. If P
′ → X is another
such Galois cover which factors via P ′ → P then we obtain a commutative
diagram
GP ′ (Z/ℓnP ′ )×
GP (Z/ℓnP )×,
with vertical maps the natural surjections. Therefore we can take the in-
verse limit over an inverse system of finite e´tale Galois covers (Pα) pro-
representing the fiber functor Fx¯ and obtain a Zℓ-representation
π1(X, x¯)→ Z×ℓ .
It is the representation corresponding to the lisse sheaf Zℓ(1).
Example 8.8. We can use Theorem 8.5 to construct new lisse sheaves
which are related to Example 3.33. For example let k be a perfect field of
characteristic p > 1 containing the field with q = pn elements Fq and m ≥ 1 a
natural number. Then the natural inclusion k[x] ⊆ k[x][t]/(tq − t−xm) ∶= B
defines an e´tale Galois covering π ∶ X ∶= SpecB → A1k = Speck[x]. (This
map is e´tale by Definition 5.1, (e), since ∂(tq − t−xm)/∂t = −1.) The Galois
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group is isomorphic to Fq, where a ∈ Fq acts via t¯ ↦ t¯ + a. Let η¯ → X be a
geometric point over the generic point of X, we obtain
Fq = coker(π1(X, η¯)↪ π1(A1k, η¯)).
Now let ℓ be a prime different from p and A an ℓ-adic coefficient ring and
take a group homomorphism
ψ ∶ (Fq,+)→ A×.
Then the composition
π1(A1k, η¯)↠ Fq ψÐ→ A× = AutA(A)
is an A-representation of π1(A1k, η¯) of rank 1. Hence it defines a free lisse A-
sheaf Lm,ψ of rank 1 on A1k. Its sheaf theoretic description is as follows: If A
is finite, then denote by Lψ the sheaf on (X,Fq) (see 7.1.4) whose underlying
sheaf on X is the constant sheaf A and where the action of a ∈ Fq is given
by multiplication with ψ(a). Concretely, if x¯ → X is a geometric point we
get an isomorphism
Lψ,x¯ = A→ A = Lψ,x¯+a, b → ψ(a)b,
where x¯ + a is the composition x¯ → X +aÐ→ X. Then Lψ = π∗(Lψ)Fq . One
obtains the description for general (infinite) A by the usual limit procedure.
Example 8.9. One can generalize the above example for the case m = 1
as follows (see e.g. [12, Sommes trig. 1.]): Let Fq be the finite field with
q = pn elements and G a commutative algebraic group scheme over Fq. Let
F ∶ G → G be the Frobenius morphism (it is given by OG → OG, x ↦ xp).
Then Fn = (F ○ . . . ○ F ) (n-times) is an Fq-endomorphism of G. We obtain
a finite e´tale Galois covering (the Lang isogeny)
F − idG ∶ G→ G
whose kernel and Galois group is the finite group G(Fq). Let A be an ℓ-adic
coefficient ring and χ ∶ G(Fq)→ A× a homomorphism. Then the composition
π1(G, η¯)↠ coker(π1(G, η¯) F−idÐÐ→ π1(G, η¯)) = G(Fq) χÐ→ A×
is an A-representation of π1(G, η¯). Hence we obtain a lisse rank 1 sheaf Lχ
on G. In case G = A1Fq we obtain the example above for m = 1.
9. ℓ-adic cohomology
In this section we recall without proofs the main properties of e´tale co-
homology on a scheme over an algebraically closed field with coefficients in
a lisse ℓ-adic sheaf. The references for this section are [5], [12] and [20]. See
also [17].
Convention 9.1. Let k be a perfect field of characteristic p ≥ 0 and ℓ a
prime number which is invertible in k. Throughout this section a k-scheme
is a scheme which is separated and of finite type over k.
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9.1.1. E´tale cohomology. Let f ∶X → Y be a morphism of k-schemes.
(a) Let A be a torsion ring. The category of A-modules on Xe´t has
enough injectives. Therefore we can define the i-th higher direct
image of an A-module F on Xe´t under f as the i-th right derived
functor of f∗, i.e.
Rif∗F ∶=H i(f∗I●),
where F → I● is an injective resolution of A-modules on Xe´t.
Choose a compactification of f (using Nagata’s theorem [11], [36]),
i.e. a proper morphism f¯ ∶ X¯ → Y together with a dominant open
immersion j ∶X ↪ X¯ such that f = f¯ ○ j. Then we define
Rif!F ∶= Rif¯∗j!F .
This definition is independent of the choice of the compactification,
see [12, Arcata, IV, (5.3)].
In case k is algebraically closed and π ∶X → Speck is the structure
map we also write
H i(X,F) ∶= Γ(Speck,Riπ∗F) and H ic(X,F) ∶=H i(X¯, j!F)
and call it the i-th cohomology and the i-th cohomology with compact
support of F , respectively. (The A-module H i(X,F) is in this case
also equal to the i-th right derived functor of the global section
functor Γ(X,−).)
(b) Assume k is algebraically closed. Let A be an ℓ-adic coefficient ring
(in the sense of Convention 8.4) and let F be a constructible A-
sheaf on Xe´t. Then we find a DVR R which is finite over Zℓ such
that A is an R-algebra, and a constructible R-sheaf (Fn)n such thatF = (Fn) ⊗R A. We define the i-th e´tale cohomology group of F ,
respectively the i-th e´tale cohomology group with compact support
of F as
H i(X,F) ∶= (lim←Ð
n
H i(X,Fn))⊗R A, H ic(X,F) = (lim←Ð
n
H ic(X,Fn))⊗R A.
This definition is independent of the choice of R and the constructible
R-sheaf (Fn), see [20, VI, 2.2].
Remark 9.2. Let k¯ be an algebraic closure of k, A a finite ℓ-adic coeffi-
cient ring, π ∶ X → Speck a k-scheme and F a constructible A-sheaf on X.
Then Riπ∗F and Riπ!F are lisse A-sheaves on Speck and the corresponding
Gal(k¯/k)-representations are equal to H i(X⊗k k¯,F) and H ic(X⊗k k¯,F), re-
spectively. (This follows from the definition of the stalk at Spec k¯ → Speck
and e´tale base change, cf. (7.4).)
9.1.2. In the following we assume that k is algebraically closed. Let f ∶
X → Y be a morphism of k-schemes, A an ℓ-adic coefficient ring and F a
constructible A-sheaf on Xe´t. We list some properties:
(a) If A is finite (i.e. A = R/mn for some DVR R finite over Zℓ), then
Rif!F and Rif∗F are constructible on Y , see [12, Arcata, IV, Thm
(6.2)] and [12, Th. finitude, Thm 1.1]. If A is general then H i(X,F)
and H ic(X,F) are finitely generated A-modules, cf. [20, VI, 2.2].
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(b) Let 0→ F ′ → F → F ′′ → 0 be a short exact sequence of constructible
A-sheaves. Then there is a long exact sequence
⋯→H i(X,F) →H i(X,F ′′)→ H i+1(X,F ′)→ ⋯,
and similarly with H i replaced by H ic. (If A is finite this follows
immediately from the general theory of right derived functors and the
fact that j! is exact. For general A notice that the groups H
i(X,Fn)
are finite by (a); hence any projective system of subquotients of(H i(X,Fn)) satisfies the Mittag-Leffler condition; hence the long
exact sequence of pro-groups gives a long exact sequence in the limit;
further if A is not finite, then it is flat over R and hence tensoring
with A over R is exact.)
(c) Assume f ∶ X → Y is finite. If A is finite then Rif∗F = 0 for all
i ≥ 1, see [12, Arcata, II, Prop. (3.6)]. This implies (via a Leray
spectral sequence argument) that for general A we have H i(X,F) =
H i(Y, f∗F).
(d) Assume X is a proper k-scheme and j ∶ U ↪X is an open subscheme
with complement i ∶ Z ↪X. Then there is a long exact sequence
⋯→H ic(U, j∗F)→H i(X,F) →H i(Z, i∗F) →H i+1c (U, j∗F)→ ⋯.
If we write F = (Fn)⊗RA then this sequence is induced as above by
the exact sequences 0→ j!j∗Fn → Fn → i∗i∗Fn → 0, for n ≥ 1.
(e) Assume X is affine. Then H i(X,F) = 0 for all i > dimX, see [5,
XIV, Cor. 3.2].
(f) We have H i(X,F) = 0 for all i > 2dimX, see [5, X, Cor. 4.3].
(g) Assume k = C and X is smooth over C. Then
H i(X,Z/nZ) ≅H i(X(C),Z/nZ) and H ic(X,Z/nZ) ≅H ic(X(C),Z/nZ),
where n ≥ 1 and the right-hand side of the two isomorphisms is the
singular cohomology (resp. with compact supports) of the complex
manifold X(C). See [5, XI, Thm. 4.4] and [12, Arcata, IV, Thm
(6.3)]
(h) Cohomology with support. Let j ∶ U ↪ X be an open subset of X
with complement i ∶ Z ↪ X. If A is a finite ℓ-adic coefficient ring
and F a constructible A-sheaf on X we define
i!F ∶= Ker(i∗F → i∗j∗j∗F).
We obtain a left exact functor F ↦ ΓZ(X,F) ∶= Γ(Z, i!F). Its right
derived functor is denoted by H iZ(X,F).
If A is a general ℓ-adic coefficient ring, we write F = (Fn) ⊗R A
and set
H iZ(X,F) ∶= (lim←Ð
n
H iZ(X,Fn))⊗R A.
We have an exact sequence
. . . →H i(X,F) →H i(U,F∣U )→H i+1Z (X,F) → ⋯.
(In case A is finite this is the usual localization sequence. For general
A it follows from this and (a) that H iZ(X,Fn) is finite and hence as
above taking the inverse limit over the sequences for Fn and tensor-
ing with A gives the exact sequence in general. )
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Remark 9.3. Let X be a smooth C-scheme. Notice that 9.1.2, (g) also
implies
H i(X,Zℓ) ≅H i(X(C),Z) ⊗Z Zℓ, for all primes ℓ,
where Zℓ on the left-hand side denotes the constant lisse Zℓ-sheaf (Z/ℓn)n.
Indeed, H i(X(C),Z) is a finitely generated Z-module, hence
H i(X(C),Z)⊗Z Zℓ = lim←Ð
n
(H i(X(C),Z) ⊗Z Z/ℓn).
On the other hand the exact sequence 0 → Z ⋅ℓnÐ→ Z → Z/ℓn → 0 yields an
exact sequence
0→H i(X(C),Z) ⊗Z Z/ℓn →H i(X(C),Z/ℓn)→ ℓnH i+1(X(C),Z) → 0,
where we denote by ℓn(−) the kernel of the multiplication by ℓn. Using (g)
and taking lim←Ðn we arrive at a short exact sequence
0→H i(X(C),Z) ⊗Z Zℓ →H i(X,Zℓ)→ N → 0,
where N consists of the sequences (an) with an ∈H i+1(X(C),Z), ℓn ⋅an = 0,
and such that an−1 = ℓ ⋅an. In particular all the an are ℓ-power-torsion. Thus
there exists an n0 ≥ 1 such that ℓn0 ⋅ an = 0 for all n (since H i+1(X(C),Z) is
finitely generated over Z). Hence an = ℓn0 ⋅ an+n0 = 0, i.e. N = 0.
Theorem 9.4 (Poincare´ duality). Let X be a smooth k-scheme of pure
dimension d and k¯ an algebraic closure of k. Let A be an ℓ-adic coefficient
ring and F a free lisse A-sheaf. Then for all i ∈ Z there is a natural (i.e.
functorial in F) and Gal(k¯/k)-equivariant isomorphism
H2d−i(X ⊗k k¯,F∨(d)) ≃Ð→H ic(X ⊗k k¯,F)∨.
Here (d) is the Tate twist 8.0.9, H ic(X⊗k k¯,F)∨ ∶= HomA(H ic(X⊗k k¯,F),A)
and F∨ is defined as follows: write F = (Fn) ⊗R A with a free lisse R-
sheaf (Fn) (this is possible by Theorem 8.5 and Lemma 4.67 ), then F∨ ∶=(Hom(Fn,R/mn))⊗R A is a free lisse A-sheaf.
Proof. If A is finite this is [5, XVIII, (3.2.6.2)]. (In loc. cit. it is done for
A = Z/ℓn, but since for any DVR R with maximal ideal m, the ring R/mn
is self injective, the same argument works.) In general we can assume that
A is flat over R and write F = (Fn) ⊗R A with (Fn) a free lisse R-sheaf.
Since Fn = Fn+1⊗R/mn we have limÐ→mHom(Fm,R/mn) =Hom(Fn,R/mn).
Therefore the Poincare´ isomorphism for the Fn yields a Gal(k¯/k)-equivariant
isomorphism
H2d−i(X ⊗k k¯,F∨(d)) ≃Ð→ (lim←Ð
n
limÐ→
m
HomR(H ic(X ⊗k k¯,Fm),R/mn))⊗R A,
where we use that taking cohomology commutes with direct limits. Set
Hm ∶=H ic(X ⊗k k¯,Fm) and H ∶= lim←ÐmH im. By [20, VI, Lem. 2.2.2] and [20,
V, Prop. 3.2.3] there exists an r0 ≥ 1 such that for r ≥ r0 and m ≥ 1 we have
im(Hm+r →Hm) = im(Hm+r0 → Hm) =∶H ′m
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and there exists an s0 ≥ 1 such that for s ≥ s0 and n ≥ 1 we have an
isomorphism H ⊗R R/mn ≃Ð→H ′n+s ⊗R R/mn. Hence
limÐ→
m
HomR(Hm,R/mn) ≅ limÐ→
m
HomR(H ′m,R/mn)
≅ limÐ→
m
HomR/mn(H ′m ⊗R R/mn,R/mn)
≅ HomR/mn(H ⊗R R/mn,R/mn)
≅ HomR(H,R/mn).
We obtain
lim←Ð
n
limÐ→
m
HomR(Hm,R/mn) = lim←Ð
n
HomR(H,R/mn) = HomR(H,R).
Since R is noetherian, H is actually a finitely presented R-module and since
A is flat over R we obtain HomR(H,R)⊗RA ≅ HomA(H ⊗RA,A). Putting
all the isomorphisms together we obtain the statement. 
Corollary 9.5. Let X be a smooth affine k-scheme of pure dimension d, A
an ℓ-adic coefficient ring and F a free lisse A-sheaf on X. Then
H ic(X ⊗k k¯,F) = 0, for all i < d.
Proof. This follows from Poincare´ duality and 9.1.2, (e). 
Theorem 9.6 (Purity). Let i ∶ Y ↪ X be a closed immersion of pure codi-
mension c between smooth k-schemes, A an ℓ-adic coefficient ring and F a
lisse A-sheaf on X. Then there is a natural Gal(k¯/k)-equivariant isomor-
phism
Hj(Y ⊗k k¯, i∗F) ≃Ð→Hj+2cY ⊗k k¯(X ⊗k k¯,F(c)), for all j,
where (c) on the right-hand side denotes the Tate twist. In particular
H
j
Y ⊗k k¯
(X ⊗k k¯,F) = 0 for all j < 2c.
Proof. If A is finite we have Rji!F = 0, j ≠ 2c, and R2ci!F = i∗F(−c), by [5,
XVI, Cor 3.8, Rem. 3.10, a)]. Therefore the statement follows in this case
from the local-global spectral sequence
E
a,b
2 =H
a(X ⊗k k¯, i∗Rbi!F(c))⇒H∗Y ⊗k k¯(X ⊗k k¯,F(c)).
For general A applying lim←Ðn and ⊗RA gives the assertion. 
Theorem 9.7 (Lefschetz trace formula, [12, Cycle, Cor 3.7]). Let X be a
smooth proper scheme over an algebraically closed field k of characteristic
p > 0 and ℓ ≠ p a prime number. Let f ∶ X →X be a k-morphism and assume
that the graph Γf of f and the diagonal ∆X intersect properly in X × X
(i.e. the intersection scheme Γf ∩∆X is either empty or zero dimensional).
Then (Γf ⋅∆X) =∑
i
(−1)iTr(f∗∣H i(X,Qℓ)).
Here the left-hand side is the degree of the intersection product Γf ⋅ ∆X ,
concretely (Γf ⋅∆X) ∶= ∑
x∈Γf∩∆X
length(OX,x/If), (9.1)
where If ⊆ OX,x is the ideal generated by the elements a − f∗(a), a ∈ OX,x.
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Lemma 9.8. Let k be an algebraically closed field, X an integral k-scheme
with generic point η, E a finite extension of Qℓ with ring of integers R andF a constructible E-sheaf on X. Suppose there is a finite group G acting onF , i.e. there is a constructible R-sheaf F ′ = (Fn) such that the Fn form a
projective system of R[G]-modules and F = F ′ ⊗RE. Then the G-invariant
sections FGn form a projective system which induces a constructible R-sheaf
denoted by (F ′)G. We define the constructible E-sheaf
FG ∶= (F ′)G ⊗R E.
Then
H i(X,FG) =H i(X,F)G.
Proof. Set N ∶= ∣G∣. For all n1 ≥ n we have Fn1 ⊗RR/mn = Fn by definition.
We obtain natural maps
(Fn1)G ⊗R R/mn → FGn , (9.2)
the cokernel of which is killed by N . (Indeed, it suffices to check this on the
stalks. If we take a local section sn ∈ FGn we can lift it to a local section
s ∈ Fn1 . Then s′ ∶= ∑σ∈G σ(s) is a G-invariant section of FGn1 which modulo
mn equals N ⋅ sn.) Now the stalks of FGn are finite (as sets). It follows
that the images of the maps (9.2) become stationary for n1 → ∞. We
define (F ′)Gn ⊆ FGn to be the intersection over the images of all these maps.
Then (F ′)Gn is a constructible R/mn-subsheaf of FGn and by construction(F ′)Gn+1 ⊗R R/mn = (F ′)Gn . We obtain the constructible R-sheaf (F ′)G ∶=((F ′)Gn ) from the first part of the Lemma. Since the cokernel of the inclusion(F ′)Gn ↪ FGn is killed by N we obtain:
H i(X,FG) defn= (lim←Ð
n
H i(X, (F ′)Gn ))⊗R E = (lim←Ð
n
H i(X,FGn ))⊗R E.
Let Fn → I● be a resolution of Fn by injective R/mn[G]-modules on Xe´t.
The sheaf of G-invariants (Ij)G is an injective sheaf of R/mn-modules for all
j. (Since the functor of taking G-invariants from the category of R/mn[G]-
modules on Xe´t to the category of R/mn-modules on Xe´t has an exact left
adjoint, namely the functor which to an R/mn-module M associates the
R/mn[G]-module given by the same M with trivial G-action.) Further
H0(I●G) = FGn andHj(I●G) is N -torsion for all j ≠ 0, by a similar argument
as above. It follows that kernel and cokernel ofH i(X,FGn )→H i(Γ(X,I●G))
are killed by N . On the other hand H i(Γ(X,I●G)) = H i(Γ(X,I●)G) and
kernel and cokernel of the natural map H i(Γ(X,I●)G) → H i(Γ(X,I●))G =
H i(X,Fn)G are killed by N . All together we obtain a natural map
H i(X,FGn )→ H i(X,Fn)G
whose kernel and cokernel are killed by 2N . Taking the limit and tensoring
with E we arrive at the statement.

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Part 3. Ramification theory of ℓ-adic sheaves
10. Grothendieck-Ogg-Shafarevich
In this section we explain Grothendieck’s proof of the Grothendieck-Ogg-
Shafarevich formula, partly following Katz. References for this section are
[20, Exp. X], [27, Ch. 2], see also [43].
10.0.1. Throughout this section we fix the following notation:
● k is a perfect field of characteristic p > 0 and k¯ an algebraic closure.
● ℓ is a prime number different from p.
● C is a smooth proper and geometrically connected curve over k.
● U ⊆ C is a strict open subset (in particular it is affine).
● K = k(C) is the function field of C, K¯ an algebraic closure and
Ksep ⊆ K¯ a separable closure. We denote by η ∶ SpecK → C the
generic point of C and by η¯ ∶ Spec K¯ → C the induced geometric
point over η.
● For a closed point x ∈ C we denote by Kx the completion of K
with respect to the valuation vx ∶ K× → Z corresponding to x and
by Ksepx a separable closure. For all x we choose an embedding
ιx ∶Ksep ↪Ksepx over K.
● G = Gal(Ksep/K) is the absolute Galois group of K and for a closed
point x ∈ C we denote by Dx ∶= Dιxx the image of the inclusion
Gal(Ksepx /Kx) ↪ G induced by ιx, i.e. Dx is the decomposition
subgroup of G with respect to ιx. We denote by Px ⊆ Ix ⊆ Dx the
wild inertia and inertia subgroups, respectively. (Notice that if we
take a different K-embedding ιx,1 ∶Ksep ↪Ksepx , then there exists a
σ ∈ G such that ιx,1 = ιx ○ σ; thus the resulting decomposition group
is conjugate to Dx, i.e. D
ιx,1
x = σ−1Dxσ. Same with Ix, Px. Hence
Dx, Px, Ix are only well-defined up to conjugation by elements in G.)
10.1.1. Let A be an ℓ-adic coefficient ring (Convention 8.4) and F a free
lisse A-module on U . By Theorem 8.5, we can identify F with a representa-
tion of π1(U, η¯) on Fη¯ . The natural surjection G→ π1(U, η¯) hence induces a
G-action on Fη¯ , which we can further restrict to a Px-action, x ∈ C. The ac-
tion of Px on Fη¯ factors over a finite quotient of Px, see Lemma 4.70. Thus
the Swan conductor of the Px-representation on Fη¯ is defined (Definition
4.82) and denoted by
Swanx(F).
We observe that Swanx(F) is independent of the chosen embedding ιx ∶
Ksep ↪ Ksepx . Indeed, if we choose a different embedding there is a σ ∈ G
such that we have to consider the restriction of the G-action on Fη¯ to the
group σ−1Pxσ. But then σ maps the break decomposition of Fη¯ (Definition
4.80) with respect to σ−1Pxσ isomorphically to the break decomposition ofFη¯ with respect to Px. Hence we obtain the same number Swanx(F), when
we compute it with respect to the σ−1Pxσ-action.
We recall the following facts (see Remark 4.83, Theorem 4.86):
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(a) Let A′ be an ℓ-adic coefficient ring and A → A′ a ring homomor-
phism. Then for all x ∈ C
Swanx(F ⊗A A′) = Swanx(F).
(b) Swanx(F) ∈ Z≥0.
(c) Swanx(F) = 0 ⇐⇒ F is tame at x, i.e. (Fη¯)Px = Fη¯. In particular,
Swanx(F) = 0 for all x ∈ U .
(d) Let 0 → F ′ → F → F ′′ → 0 be an exact sequence of free lisse A-
sheaves on U . Then
Swanx(F) = Swanx(F ′) + Swanx(F ′′).
10.1.2. Recall that the compactly supported Euler characteristic of a lisse
Q¯ℓ-sheaf F on U is defined to be
χc(U¯ ,F) =∑
i
(−1)i dimQ¯ℓH ic(U¯ ,F)
= −dimQ¯ℓH1c (U¯ ,F) + dimQ¯ℓH2c (U¯ ,F),
where U¯ = U ⊗k k¯ and we abuse notation denoting the pullback of F to U¯
still by F .
The Grothendieck-Ogg-Shafarevich formula is the following theorem.
Theorem 10.1. Let F be a lisse Q¯ℓ-sheaf on U . Then
χc(U¯ ,F) = rk(F) ⋅ χc(U¯ , Q¯ℓ) − ∑
x∈C∖U
[k(x) ∶ k] ⋅ Swanx(F).
Outline of the proof: First we give a more general definition of the com-
pactly supported Euler characteristic which works for any free lisse A-sheafF , where A is any ℓ-adic coefficient ring, and does not change when we re-
place F by F ⊗AA′, for any A→ A′. Using this and the corresponding fact
for the Swan conductor we can reduce the theorem to a statement about
lisse Fλ-sheaves, where Fλ is a finite extension of Fℓ. The corresponding
representation has finite monodromy group G′. Using facts from the repre-
sentation theory in mixed characteristic explained in Section 4.3.2 we find
a lisse E-sheaf F ′, where E is a finite extension of Qℓ, which has the same
finite monodromy group G′ and its compactly supported Euler characteris-
tic and its Swan conductors are equal to those of F . Thus we are reduced
to the case where F is a lisse Q¯ℓ-sheaf on U which is trivialized by a finite
e´tale cover U ′ → U . In this case we can prove the theorem via a direct com-
putation relying on the Lefschetz trace formula, the Hurwitz genus formula
and the results from Section 4.
After developing some preliminaries, we will give a detailed proof at the
end of this subsection.
Lemma 10.2. Let x¯ ∈ C ⊗k k¯ be a closed point mapping to x ∈ C. Let A be
an ℓ-adic coefficient ring and F a lisse A-sheaf on U . Then
Swanx(F) = Swanx¯(F),
where here as everywhere we abuse notation and write F on the right-hand
side instead of F∣U⊗kk¯.
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Proof. The point x¯ corresponds to a prime ideal in k(x) ⊗k k¯ which by
Hensel’s Lemma corresponds uniquely to a prime ideal in Kx ⊗k k¯. Denote
by L the completion of the function field of U ⊗k k¯ with respect to x¯; it is
the localization of Kx ⊗k k¯ with respect to the prime ideal corresponding to
x¯. Then L is a complete discrete valuation field with residue field k¯. Since
k is perfect, the canonical inclusion Kx ↪ L is unramified. It follows that L
is isomorphic to the maximal unramified extension of Kx inside K
sep
x , hence
its absolute Galois group is isomorphic to the inertia group Ix. Hence the
restriction to Ix of the representation corresponding to F is isomorphic to
the representation corresponding to F∣U⊗k k¯. The claim follows. 
Lemma 10.3. Assume k = k¯. Let A be an ℓ-adic coefficient ring and F a
lisse A-sheaf on U . Then there exists a two term complex of A-modules
C(F) ∶ C1(F)→ C2(F)
with the following properties:
(a) H i(C(F)) =H ic(U,F), all i.
(b) If F is free then Ci(F) is a free A-module of finite rank.
(c) The functor F ↦ C(F) is exact.
(d) If A′ is an ℓ-adic coefficient ring and A → A′ a ring homomor-
phism and F is free, we have a canonical isomorphism C(F)⊗AA′ ≅
C(F ⊗A A′).
Proof. We are following the proof given in [27, Lem. 2.2.7]. Denote by
j ∶ U ↪ C the inclusion of U into C. Pick once and for all a closed point
P ∈ U . It is a closed subscheme of U of codimension 1 which is smooth over
k. Thus the long exact localization sequence 9.1.2, (h) together with purity
(Theorem 9.6) gives a long exact sequence
. . . →H i(C, j!F)→H i(C ∖ P, (j!F)∣C∖P )→H i−1(P, (j!F)(−1)∣P )→ . . . .
By definition H i(C, j!F) =H ic(U,F), which vanishes for i ≠ 1,2 by Corollary
9.5. By 9.1.2, (e), we have
H i(P, (j!F)(−1)∣P ) = 0, for i ≠ 0. (10.1)
From this and 9.1.2, (e) we get
H i(C ∖ P, (j!F)∣C∖P ) = 0, for i ≠ 1. (10.2)
Set
C1(F) ∶=H1(C ∖P, (j!F)∣C∖P ), C2(F) ∶=H0(P, (j!F)(−1)∣P ).
By (10.1) and (10.2) the functors F ↦ Ci(F) are exact and by the long
exact sequence above we get a complex C1(F)→ C2(F) whose cohomology
groups are equal to H ic(U,F). It remains to prove (b) and (d). Notice
that both statements are obvious if A is a field extension of Qℓ. Thus we
may assume that there exists a DVR R finite over Zℓ that surjects onto
A. In this case we can represent F as a projective system (Fn) and by
definition Ci(F) = lim←ÐnCi(Fn). Since Ci(F) is a finitely generated A-
module it suffices to prove (b) for A finite, i.e. A = R/mn. Furthermore
let π ∈ m be a local parameter of R. Then we have an exact sequence
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0 → F ⋅πnÐÐ→ F → Fn → 0, which yields Ci(F)/πn ≅ Ci(Fn). If R → R′ is a
finite extension we get
Ci(F)⊗R R′ = lim←Ð
n
(Ci(F)⊗R/mn R′/m′n) = lim←Ð
n
(Ci(Fn)⊗R/mn R′/m′n).
Thus in (d) it suffices to consider A (and hence also A′) finite.
So let A be a finite local ring with residue characteristic prime to p andF a lisse A-sheaf on U . If M is a finitely generated A-module we find a
resolution P● → M by free finitely generated A-modules. We can view M
and the Pj as constant sheaves on U and form the complex of lisse A-sheavesF ⊗A P●, which is augmented towards F ⊗AM . The j-th homology of this
complex is by definition TorAj (F ,M), which is a lisse A-sheaf. Since P● is
a complex of free A-modules, we obtain Ci(F ⊗A P●) = Ci(F) ⊗A P●. All
together the exactness of the Ci gives
Ci(TorAj (F ,M)) =Hj(Ci(F⊗AP●)) =Hj(Ci(F)⊗AP●) = TorAj (Ci(F),M).
In case F is free, the left-hand side vanishes for j ≥ 1 thus Ci(F) is a finitely
generated flat A-module, hence is free. Furthermore, the case j = 0 gives
the base change statement. This finishes the proof. 
As an immediate consequence we get:
Corollary 10.4. Assume k = k¯. Let F be a free lisse A-sheaf on U and
C(F) the complex from Lemma 10.3. Then we define
χc(U,F) ∶= − rkA(C1(F)) + rkA(C2(F)).
We have:
(a) If H ic(U,F) is a free A-module, for i = 1,2, then
χc(U,F) =∑
i
(−1)i rkAH ic(U,F).
(b) If A′ is an ℓ-adic coefficient ring and A → A′ a ring homomorphism,
then
χc(U,F) = χc(U,F ⊗A A′).
(c) If 0→ F ′ → F → F ′′ → 0 is an exact sequence of free lisse A-sheaves
on U , then
χc(U,F) = χc(U,F ′) + χc(U,F ′′).
10.1.3. Assume k = k¯. Let U ′ → U be a connected finite e´tale Galois
covering with Galois group GU ′ = Gal(K ′/K), where K ′ = k(U ′). We can
extend it uniquely to a finite morphism C ′ → C between smooth proper and
connected curves over k. Let x′ ∈ C ′∖U ′ be a closed point lying over x ∈ C∖U
and GU ′,x′ = {σ ∈ GU ′ ∣σ(x′) = x′} = Gal(K ′x′/Kx) the decomposition group
ofGU ′ at x
′. By Theorem 4.53 there exists a finitely generated and projective
Zℓ[GU ′,x′]-module
SwGU′,x′
underlying the Swan representation of GU ′,x′. We define
SwGU′ ,x ∶= SwGU′,x′ ⊗Zℓ[GU′,x′]Zℓ[GU ′].
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and we denote its character by
swGU′ ,x ∶ GU ′ → Zℓ. (10.3)
Proposition 10.5. In the situation above we have the following properties:
(a) The definition of SwGU′ ,x is independent of the choice of x
′/x.
(b)
swGU′ ,x(σ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
y/x
σ(y)=y
(1 − iGU′,y(σ)), if σ ≠ 1,
⎛
⎝∑y/x(1 + vy(DC′/C))
⎞
⎠ − ∣GU ′ ∣, if σ = 1,
where y ∈ C ′ maps to x, iGU′,y ∶ GU ′,y → Z is the function defined in
(3.5) and vy(DC′/C) is the multiplicity at y of the different DB/OC,x ,
where B is the integral closure of OC,x in K ′, see Definition 3.18.
(c) Let R be a complete DVR which is finite over Zℓ with maximal ideal
m and residue field Fλ. Let F be a free lisse R-sheaf and assume
that (F ⊗RFλ)∣U ′ is trivial, i.e. we can view Fη¯⊗RFλ as a Fλ[GU ′]-
module. Then
Swanx(F) = Swanx(F⊗RFλ) = dimFλ HomFλ[GU′](SwGU′ ,x⊗ZℓFλ,Fη¯⊗RFλ).
(d) Let F be a lisse Q¯ℓ-sheaf on U such that F∣U ′ is trivial, i.e. Fη¯ is a
Q¯ℓ[GU ′]-module. Then for all closed points x ∈ C
Swanx(F) = 1∣GU ′ ∣ ∑σ∈GU′ swGU′ ,x(σ) ⋅Tr(σ∣Fη¯).
Proof. Denote by ιx′ ∶ GU ′,x′ ↪ GU ′ the inclusion. By Theorem 4.64, (b), to
prove (a) it suffices to check that the character of
Indιx′ (SwGU′,x′ ) = SwGU′,x′ ⊗Zℓ[GU′,x′]Zℓ[GU ′]
is independent of the choice of x′. Hence it suffices to prove (b). To this
end, notice that by Lemma 4.38 the character of Indιx′ (SwGU′,x′ ) is given
by
GU ′ ∋ σ ↦ χ(σ) ∶= 1∣GU ′,x′ ∣ ∑τ∈GU′
τστ−1∈GU′,x′
swGU′,x′ (τστ−1),
where swGU′,x′ is the Swan character of GU ′,x′ , see Definition 4.45.
First case: σ ≠ 1. We have
τστ−1 ∈ GU ′,x′ ⇐⇒ σ ∈ GU ′,τ−1(x′) = τ−1 ○GU ′,x′ ○ τ
and
swGU′,x′ (τστ−1) = swGU′,τ−1(x′)(σ).
Since GU ′ acts transitively on the points over x, we have a bijection of sets
GU ′/GU ′,x′ 1∶1Ð→ {y/x} ⊆ C ′. Hence
χ(σ) = ∑
y/x
σ(y)=y
swGU′,y(σ).
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The formula in (b) for σ ≠ 1 thus follows from the definition of swGU′,y , see
Definition 4.45. (Notice that since k = k¯ we have GU ′,x′ = G0U ′,x′ .)
Second case: σ = 1. In this case
χ(1) = ∣GU ′ ∣∣GU ′,x′ ∣ ⋅ swGU′,x′ (1) =∑y/x swGU′,y(1)
=∑
y/x
((∑
σ≠1
iGU′,y(σ)) − (∣GU ′,y ∣ − 1)) .
Since ∑σ≠1 iGU′,y(σ) = vy(DC′/C) (see Proposition 3.25) and ∑y/x ∣GU ′,y ∣ =∣GU ′ ∣ we obtain the formula for (b).
The formula in (c) follows directly from Swanx(F) = b(Resιx′ (Fη¯)) (see
Theorem 4.86), the definition of b(−) in Definition 4.72 and that Indιx′ is
left adjoint to Resιx′ , see (4.1).
Finally, let us prove (d). First notice that if P and V are two finite
dimensional Q¯ℓ-representations of GU ′ , then
HomQ¯ℓ[GU′ ](P,V ) = (P∨ ⊗Q¯ℓ V )GU′ ,
see Example 4.1. The Q¯ℓ-dimension of the right-hand side is equal to the
number of times the trivial representation appears in P∨ ⊗Q¯ℓ V . Let χP
(resp. χV ) be the character of P (resp. V ); the character of P
∨ is given by
χP∨(σ) = χP (σ−1). The character of P∨ ⊗Q¯ℓ V is given by χP∨ ⋅ χV . Hence
by Corollary 4.26 we obtain
dimQ¯ℓ HomQ¯ℓ[GU′ ](P,V ) = 1∣GU ′ ∣ ∑σ∈GU′ χP (σ
−1) ⋅ χV (σ).
Therefore the statement for (d) follows from the formula (cf. (c))
Swanx(F) = dimQ¯ℓ HomQ¯ℓ[GU′ ](SwGU′ ,x⊗ZℓQ¯ℓ,Fη¯),
the discussion above and swGU′ (σ) = swGU′ (σ−1), see (b). 
Lemma 10.6. In the situation of 10.1.3 denote by ∆C′ ⊆ C ′ ×k C ′ the
diagonal and by Γσ the graph of σ acting on C
′. Then Γσ and ∆C′ intersect
properly and
(Γσ ⋅∆C′) = ∑
x∈C∖U
∑
x′/x
σ(x′)=x′
iGU′,x′ (σ), for all σ ≠ 1,
where the left-hand side is defined as in (9.1).
Proof. Take σ ∈ GU ′ ∖ {1} and x′ ∈ C ′ with σ(x′) = x′. (Notice that this
implies x′ ∈ C ′ ∖U ′ since GU ′ acts transitively and freely on the fibers over
U .) We have to show
iGU′,x′ (σ) = length(OC′,x′/Iσ),
where Iσ ⊆ OC′,x′ is the ideal generated by the elements a − σ∗(a), a ∈OC′,x′ . Denote by x the image of x′ in C. Denote by A the completion
of OC,x and by A′ the completion of OC′,x′ . Then the right-hand side of
the equality above is equal to length(A′/Iσ ⋅A′). Further by Theorem 3.24
there exists a generator of A′/A, i.e. an element α ∈ A′ such that A′ = A[α].
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It follows that Iσ is the ideal generated by α − σ∗(α). Thus by definition:
length(A′/Iσ ⋅A′) = vx′(α − σ∗(α)) = iGU′,x′ (σ). 
Notation 10.7. Let D be a smooth projective curve over an algebraically
closed field and V ⊆ D a strict non-empty open subset. In Corollary 10.4,
we defined χc(V,A) and in part (b) of this corollary we saw that it is inde-
pendent of the choice of A. We set
χc(V ) ∶= χc(V,A), χ(D) ∶= χc(V ) + card(D ∖ V )
where A is some ℓ-adic coefficient ring. We have an exact sequence ⋯ →
H i(D,A) →H i(D ∖V,A) →H i+1c (V,A) → ⋯. This shows that if A is a field
then χ(D) = ∑i(−1)i dimAH i(D,A).
Lemma 10.8. In the situation of 10.1.3 we have
χ(C ′) = 2 − 2g(C ′) = ∣GU ′ ∣ ⋅ χ(C) − ∑
x′∈C′∖U ′
vx′(DC′/C),
where vx′(DC′/C) is as in Proposition 10.5, (b) and g(C ′) is the genus of the
connected smooth projective curve C ′. In particular, χc(U ′) = 2 − 2g(C ′) −
card(C ′ ∖U ′).
Proof. Since we are over an algebraically closed field we have µℓ ≅ Z/ℓZ.
Hence χ(C) = ∑2i=0(−1)i dimFℓH i(C,µℓ) and [12, Arcata III, Cor. (3.5)]
yields χ(C) = 2 − 2g(C). (This uses that if J is the Jacobian of C then
H1(C,µℓ) ≅ J(k)[ℓ] ≅ (Z/ℓZ)2g.) Now the lemma follows directly from the
Hurwitz genus formula, see e.g. [23, IV, Cor 2.4]. 
Proof of Theorem 10.1. Given a closed point x ∈ C the number of closed
points x¯ ∈ C ⊗k k¯ lying over x is [k(x) ∶ k]. Hence by Lemma 10.2 it suffices
to consider the case k = k¯. Let F be a lisse Q¯ℓ-sheaf on U . By Theorem 8.5
and Lemma 4.67 we find a finite field extension E/Qℓ with ring of integers
R/Zℓ and a free lisse R-sheaf F ′ such that F = (F ′ ⊗R E) ⊗E Q¯ℓ. Thus by
10.1.1, (a) and Corollary 10.4, (b) it suffices to prove the following: Let Fλ
be a finite field of characteristic ℓ and F a lisse Fλ-sheaf of rank r, then
χc(U,F) = r ⋅ χc(U) − ∑
x∈C∖U
Swanx(F). (10.4)
The sheaf F corresponds to a homomorphism π1(U, η¯)→ GLr(Fλ); since its
target is a finite group we find a connected finite e´tale Galois cover π ∶ U ′ → U
with Galois group GU ′ which trivializes F .
Let A be an ℓ-adic coefficient ring. By Theorem 8.5 we can identify
the category of free lisse A-sheaves on U which are trivial on U ′ with the
category of finitely generated A[GU ′]-modules which are free as A-modules.
We can restrict the functors Ci from Lemma (b) to this category and obtain
functors
T i ∶ (fin. generated A-free A[GU ′]-modules)→ (free A-modules)
with a natural transformation T 1 → T 2, such that for lisse A-sheaves G
which are trivialized by π ∶ U ′ → U we get
H ic(U,G) =H i(T 1(Gη¯)→ T 2(Gη¯)), i ≥ 0.
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We define a function
νA ∶ (fin. generated A-free A[GU ′]-modules)→ Z (10.5)
by
νA(M) ∶= rkA(T 2(M))−rkA(T 1(M))−(rkA(M)χc(U, Q¯ℓ)− ∑
x∈C∖U
Swanx(M)).
Denote by RA(GU ′) the Grothendieck group of the category on the left-
hand side of (10.5) (see Definition 4.6). Then it follows from 10.1.1, (d) and
Corollary 10.4, (c), that νA induces a well-defined group homomorphism
νA ∶ RA(GU ′)→ Z.
Since we reduced to showing (10.4), we have to prove that νFλ = 0. Let E
be a finite extension of Qℓ with ring of integers R and residue field Fλ. By
Proposition 4.62 there is a homomorphism d ∶ RE(GU ′)→ RFλ(GU ′). Recall
that d is constructed as follows: Let V be an E[GU ′]-module, which is finite
dimensional as an E-vector space. TakeM ⊆ V an R[GU ′]-submodule which
is an R-lattice in V . Then d([V ]) = [M ⊗R Fλ]. It follows from 10.1.1, (a)
and Corollary 10.4, (b) that we obtain a commutative diagram
RE(GU ′)
Z.
RFλ(GU ′)
d
νE
νFλ
By Theorem 4.64, (a) the map d is surjective. Hence it suffices to show that
νE = 0. Retranslating this into lisse E-sheaves, we see that it suffices to
prove equality (10.4) for F a lisse E-sheaf of rank r which is trivialized by
π ∶ U ′ → U . Set V = Fη¯. It is an E-vector space of dimension dimE V = r
together with a GU ′-action. We have (see Theorem 8.5)
π∗F ≅ VU ′ , F ≅ (π∗VU ′)GU′ ,
where VU ′ is the constant lisse E-sheaf on U
′ defined by V . Denote by
π¯ ∶ C ′ → C the unique finite morphism between smooth proper curves over
k, which restricts to π ∶ U ′ → U , and by j ∶ U ↪ C, j′ ∶ U ′ ↪ C ′ the open
immersions. We obtain (via a direct computation)
j!F ≅ j!(π∗VU ′)GU′ ≅ (j!π∗VU ′)GU′ ≅ (π¯∗j′!VU ′)GU′ .
By Lemma 9.8 and 9.1.2, (c) we get
H ic(U,F) =H i(C, (π¯∗j′!VU ′)GU′ ) =H i(C, π¯∗j′!VU ′)GU′ =H ic(U ′, VU ′)GU′ .
Next, if R is the ring of integers of E, then we find an R-latticeM ⊆ V with
GU ′-action such that V ≅ M ⊗R E as E[GU ′]-modules. If (R/mn)U ′ → I●
is an injective resolution of the constant sheaf R/mn on U ′, then I● ⊗R/mn(M ⊗R R/mn)U ′ is a resolution by injectives of the constant sheaf (M ⊗R
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R/mn) which is compatible with theGU ′-action. This gives aGU ′ -equivariant
isomorphism H ic(U ′, VU ′) ≅H ic(U ′,EU ′)⊗E V . All together we obtain
H ic(U,F) = (H ic(U ′,EU ′)⊗E V )GU′ .
The dimension of the E-vector space (H ic(U ′,EU ′) ⊗E V )GU′ is equal to
the number of times the trivial rank one representation is contained in the
E[GU ′]-module H ic(U ′,EU ′)⊗E V . Hence Corollary 4.26 yields
χc(U,F) = −dimE(H1c (U ′,E)⊗E V )GU′ + dimE(H2c (U ′,E)⊗E V )GU′
(10.6)
=
1
∣GU ′ ∣ ∑σ∈GU′ Tr(σ∣V ) (Tr(σ
∗∣H2c (U ′,E)) −Tr(σ∗∣H1c (U ′,E))) .
Set Y ′ ∶= C ′ ∖ U ′ . The exact sequence ⋯ → H i(C ′,E) → H i(Y ′,E) →
H i+1c (U ′,E)→ ⋯ from 9.1.2, (d) yields a short exact sequence
0→ H0(C ′,E) → H0(Y ′,E) →H1c (U ′,E) →H1(C ′,E) → 0
and an isomorphism
H2c (U ′,E) ≅H2(C ′,E).
For σ ∈ GU ′ we obtain
Tr(σ∗∣H2c (U ′,E)) −Tr(σ∗∣H1c (U ′,E))
= −Tr(σ∗∣H0(Y ′,E)) + 2∑
i=0
(−1)iTr(σ∗∣H i(C ′,E)). (10.7)
We can write
H0(Y ′,E) = ⊕
x′∈Y ′
Ex′ ,
where Ex′ = E and σ ∈ GU ′ acts via:
σ∗ ∶ Ex′ = E idÐ→ E = Eσ(x′).
Thus
Tr(σ∗∣H0(Y¯ ′,E)) = ∑
x∈Y
∑
x′/x
σ(x′)=x′
1, σ ∈ GU ′ . (10.8)
Further, for σ ≠ 1 the graph Γσ and the diagonal ∆C′ intersect properly, see
Lemma 10.6. Hence the Lefschetz trace formula (Theorem 9.7) yields
2∑
i=0
(−1)iTr(σ∗∣H i(C ′,E)) = (Γσ ⋅∆C′), if σ ≠ 1. (10.9)
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By Lemma 10.8, equation (10.8) and Proposition 10.5, (b) we get
−Tr(1∗∣H0(Y ′,E)) + 2∑
i=0
(−1)iTr(1∗∣H i(C ′,E))
= −card(Y ′) + χ(C ′)
= −card(Y ′) + ∣GU ′ ∣ ⋅ (χc(U) + card(Y )) − ∑
x′∈Y ′
vx′(DC′/C)
= ∣GU ′ ∣ ⋅ χc(U) − ∑
x∈Y
⎛
⎝
⎛
⎝∑x′/x1 + vx′(DC′/C))
⎞
⎠ − ∣GU ′ ∣
⎞
⎠
= ∣GU ′ ∣ ⋅ χc(U) − ∑
x∈Y
swGU′,x(1).
By (10.8), (10.9), Lemma 10.6 and Proposition 10.5, (b), we have for σ ∈
GU ′ ∖ {1}
−Tr(σ∗∣H0(Y ′,E)) + 2∑
i=0
(−1)iTr(σ∗∣H i(C ′,E))
= −∑
x∈Y
∑
x′/x
σ(x′)=x′
1 + ∑
x∈Y
∑
x′/x
σ(x′)=x′
iGU′,x′(σ)
= ∑
x∈Y
∑
x′/x
σ(x′)=x′
(iGU′,x′ (σ) − 1)
= −∑
x∈Y
swGU′ ,x(σ).
Hence by (10.6), (10.7) and Proposition 10.5, (d)
χc(U,F) = 1∣GU ′ ∣ ⋅Tr(1
∗∣V ) ⋅ (∣GU ′ ∣ ⋅ χc(U) − ∑
x∈Y
swGU′,x(1))
− 1∣GU ′ ∣ ⋅ ∑σ∈GU′∖{1}(Tr(σ∣V ) ⋅ ∑x∈Y swGU′,x(σ))
= r ⋅ χc(U) − ∑
x∈Y
Swanx(F).
This finishes the proof. 
Example 10.9. Let k be an algebraically closed field of characteristic p > 0,
m a natural number with (m,p) = 1 and ψ ∶ Fp → Q¯×ℓ a group homomor-
phism. Let Lm,ψ be the lisse rank 1 sheaf on A1k from Example 8.8. Denote
by ∞ the point in the complement of A1k ⊆ P1k. Then Swan∞(Lm,ψ) = m,
by Example 4.88, and χc(A1k) = 1 by Lemma 10.8. Thus the Grothendieck-
Ogg-Shafarevich formula gives
χc(A1k,Lψ) = 1 −m.
10.2. Cohomological description of the Swan representation in equal
characteristic. We fix the following situation:
● k = k¯ is an algebraically closed field of positive characteristic p.
● We write Gm = Gm,k = Speck[t, 1t ] and denote by η¯ → Gm a geo-
metric point over the generic point. We embed Gm ⊆ P1 and write
P1 ∖Gm = {0,∞}.
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● K is a complete discrete valuation field containing k with the prop-
erty that k maps isomorphically onto the residue field of K. The
choice of a local parameter of K induces an isomorphism of K with
the completion of k(P1) at ∞, i.e. K ≅ k((t−1)). We fix such an
isomorphism.
● Let L/K be a finite Galois extension with Galois group G.
In the following we explain Katz’ cohomological description of SwG (see
Theorem 4.53).
10.2.1. Let A be an ℓ-adic coefficient ring (see Convention 8.4). Let F be
a lisse A-sheaf on Gm. Following Katz, we define a special lisse A-sheaf on
Gm as follows: If A is finite, we say F is special if it is tame at 0 and if its
monodromy group, i.e., the image under the corresponding representation
π1(Gm, η¯)→ Aut(Fη¯), has a unique p-Sylow group. In general we can writeF = (Fn)⊗RA as in Convention 8.4 and we say F is special if F1 is special.
By [26, Cor. 1.5.7] the restriction functor induces an equivalence of categories
(special lisse A-sheaves on Gm) ≃Ð→ (lisse A-sheaves on SpecK).
Composing the natural functor from the category of finitely generated A[G]-
modules to the category of lisse A-sheaves on SpecK, see Theorem 8.5, with
the inverse of the above equivalence we obtain a fully faithful functor
(−)can ∶ (fin. gen. A[G]-modules)→ (special lisse A-sheaves on Gm).
(10.10)
If M is a finitely generated A[G]-module, then the sheaf M can is called the
canonical extension of M . The name is justified by the fact that restricting
the representation corresponding to M can to the decomposition group at ∞
gives back the original A[G]-module M . (Here we view G as a quotient of
the absolute Galois group of k((t−1)) via the isomorphism K ≅ k((t−1)) fixed
above.) The functor (−)can commutes with direct sums, tensor products,
duals, and with changes of coefficients A → A′.
Theorem 10.10 ([26, Thm. 1.6.8]). Denote by j ∶ Gm ↪ A1 the canonical
open immersion. Then with the notation from Theorem 4.53 there is an
isomorphism of Zℓ[G]-modules
H1(A1, j!(Zℓ[G]can)) ≅ SwG . (10.11)
Here the G-module structure on the left-hand side is defined as follows: The
left G-module Zℓ[G] defines the constructible sheaf j!(Zℓ[G]can) and the right
G-module structure of Zℓ[G] defines via functoriality a G-action on the sheaf
j!(Zℓ[G]can), which via functoriality induces a G-action on the left-hand side
of (10.11).
Proof. We sketch the proof following Katz. For an arbitrary ℓ-adic coefficient
ring A we define the functor
T ∶ (fin. gen. A[G] −modules)→ (fin. gen. A −modules) (10.12)
by
T (M) ∶=H1(A1, j!(M can)).
We haveH i(A1, j!(M can)) = 0, for i ≠ 1. (This is clear for i = 0 and follows for
i ≥ 2 from 9.1.2, (e).) Hence T is an exact functor. Furthermore, A[G] acts
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left-A[G]-linearly on itself by right multiplication. Thus T (A[G]) becomes
an A[G]-module by functoriality. Using an argument similar to the proof of
Lemma 10.3 one can show:
(a) T (M) = T (A[G]) ⊗A[G] M , for all finitely generated A[G]-modules
M .
(b) T (A[G]) is a finitely generated projective A[G]-module.
(c) T (A[G]) ⊗A A′ = T (A′[G]), where A → A′ is any map of ℓ-adic
coefficient rings.
By (b), (c) and the uniqueness part of Theorem 4.53, (b), it suffices to show
that T (Q¯ℓ[G]) is the Swan representation. By Proposition 4.25, (a) and
Corollary 4.26, it suffices to show that for any irreducible Q¯ℓ[G]-module W
we have
dimQ¯ℓ(T (Q¯ℓ[G]) ⊗Q¯ℓ W ∨)G = dimQ¯ℓ(SwG⊗ZℓW ∨)G. (10.13)
Since dualizing induces a bijection on the set of irreducible representations
we may replace W ∨ by W . The Swan representation is self dual (as one
easily checks that swG(g) = swG(g−1)). Hence
dimQ¯ℓ(SwG⊗ZℓW )G = dimQ¯ℓ HomQ¯ℓ[G](SwG⊗ZℓQ¯ℓ,W ) = Swan(W ),
where the second equality follows from Theorem 4.86 and Remark 4.73. On
the other hand by (a) above
dimQ¯ℓ(T (Q¯ℓ[G])⊗Q¯ℓ W )G = dimQ¯ℓ(T (Q¯ℓ[G])⊗Q¯ℓ[G] W )
= dimQ¯ℓH
1(A1, j!W can)
= −χ(A1, j!W can).
Furthermore, χ(A1, j!W can) = χc(A1, j!W can) = χc(Gm,W can), where the
first equality follows e.g. from [27, 2.0.7] and the second equality holds by
definition. We have χc(Gm, Q¯ℓ) = 0. Since W can is lisse on Gm and tame
in 0, the formula of Grothendieck-Ogg-Shafarevich yields χc(Gm,W can) =
−Swan∞(W can) = −Swan(W ). Putting everything together yields the the-
orem. 
11. Higher dimensional ramification theory via restriction to
curves
In this section we present the ramification theory of lisse sheaves on a
higher dimensional smooth variety over a perfect field of positive character-
istic, following [16, 3.].
11.0.1. Throughout this section we fix the following notation:
● k is a perfect field of characteristic p > 0 and k¯ an algebraic closure.
● ℓ is a prime number different from p.
● A k-scheme is a scheme which is separated and of finite type over k.
● For a k-scheme X we denote by Cu(X) the set of normalizations
of closed integral 1-dimensional subschemes of X. In other words,
C ∈ Cu(X) is a smooth connected curve over k with a morphism
ν ∶ C →X, which is birational onto its image.
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● If C is a smooth connected k-scheme of dimension 1, we denote by
Ĉ the (up to isomorphism) unique smooth projective curve over k,
which admits an open dense embedding C ↪ Ĉ.
11.1. Lisse sheaves with bounded ramification.
Definition 11.1. Let U be a normal k-scheme. A divisorial compactifi-
cation3 of U is a normal proper k-scheme X together with an open dense
immersion j ∶ U ↪ X such that the complement X ∖U is the support of an
effective Cartier divisor.
Remark 11.2. Let U be a normal k-scheme.
(a) A divisorial compactification of U exists. Indeed, by Nagata’s com-
pactification theorem (see e.g. [11, Thm. 4.1]), we find a dense open
immersion of U into a proper k-scheme Y . Let Y˜ be the blow-up of
Y in the closed subscheme Y ∖U (with its reduced scheme structure).
We obtain a dominant open immersion U ↪ Y˜ whose complement
is the support of the exceptional divisor E of the blow-up, which is
an effective Cartier divisor. Now let ν ∶ X → Y˜ be the normalization
of Y˜ . Then ν is a finite morphism which is an isomorphism over U .
We obtain an open dense embedding U ↪ X whose complement is
the support of the effective Cartier divisor ν∗E. Then U ↪ X is a
divisorial compactification of U .
(b) If C is a smooth connected curve over k, then with the notation
from 11.0.1 the inclusion C ↪ Ĉ is the (up to isomorphism) unique
divisorial compactification of C.
(c) Let X be a divisorial compactification of U and C ∈ Cu(U). Then
by the valuative criterion for properness, the morphism ν ∶ C → U
extends uniquely to a morphism νX ∶ Ĉ → X. Furthermore Ĉ is the
normalization of its image in X, hence Ĉ ∈ Cu(X).
Definition 11.3. Let C be a smooth connected curve over k, A an ℓ-adic
coefficient ring in the sense of Convention 8.4 and F a lisse A-sheaf on C.
We define the Swan conductor of F to be the following effective Cartier
divisor on Ĉ:
Swan(F) ∶= ∑
x∈Ĉ
Swanx(F) ⋅ [x].
Here Swanx(F) is the Swan conductor of F on C at x, see 10.1.1. Notice
that Swanx(F) ∈ Z≥0 by Theorem 4.86.
Definition 11.4. Let U be a normal k-scheme, U ↪ X a divisorial com-
pactification and D an effective Cartier divisor supported in X ∖U . Let A
be an ℓ-adic coefficient ring and F a lisse A-sheaf on U . Then we say that
the ramification of F is bounded by D if the following condition is satisfied:
Swan(ν∗F) ≤ ν∗XD, for all C ∈ Cu(U). (11.1)
Here ν ∶ C → U is the natural map and νX ∶ Ĉ → X its unique extension;
the inequality takes place in the monoid of effective divisors on Ĉ.
3This is non-standard terminology.
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Example 11.5. Let Lm,ψ be the lisse sheaf on A1 ⊆ P1 from Example 8.8.
Then the ramification of Lm,ψ is bounded by m ⋅ {∞}, by Example 4.88.
Remark 11.6. In the situation above we find a DVR R which is finite
over Zℓ and a lisse R-sheaf (Fn)n on U such that A is an R-algebra andF ≅ (Fn)⊗RA. Then for any ν ∶ C → U in Cu(U) we have ν∗F ≅ (ν∗Fn)⊗RA
and by 10.1.1, (a)
Swan(ν∗F) = Swan(ν∗F1).
Thus whether the ramification of F is bounded or not by a given Cartier
divisor D depends only on F1.
Remark 11.7. In the situation of Definition 11.4 if 0 → F ′ → F → F ′′ → 0
is an exact sequence of lisse A-sheaves on U and the ramification of F ′ andF ′′ is bounded by D′ and D′′, respectively, the ramification of F is bounded
by D′ +D′′. This follows immediately from 10.1.1, (d).
Proposition 11.8. Let U be a normal k-scheme and U ↪ X a divisorial
compactification. Let A be an ℓ-adic coefficient ring and F a free lisse A-
sheaf on U . Then there exists an effective Cartier divisor D on X supported
in X ∖U such that the ramification of F is bounded by D.
Before we can prove the proposition we need a notion of discriminant in
higher dimensions. The following definition is due to Alexander Schmidt.
Definition 11.9. Let π ∶ Y ′ → Y be a finite and generically e´tale mor-
phism of degree n between connected normal k-schemes. Denote by TrY ′/Y ∶
π∗OY ′ →OY the trace map which is induced by Trk(Y ′)/k(Y ). We define the
discriminant I(DY ′/Y ) of Y ′/Y to be the sheaf associated to the following
presheaf of ideals in OY
Y ⊇ U ↦ ∑
{x1,...,xn}
det((TrY ′/Y (xixj))i,j) ⋅OY (U) ⊆ OY (U),
where the sum is over all subset {x1, . . . , xn} ⊆ OY ′(π−1(U)), which consist
of OY (U)-linearly independent elements.
Lemma 11.10. In the situation of Definition 11.9 the discriminant I(DY ′/Y )
has the following properties:
(a) I(DY ′/Y ) ⊆ OY is a coherent ideal sheaf.
(b) If π ∶ Y ′ → Y is free and e1, . . . , en is a basis of the OY -module
π∗OY ′, then I(DY ′/Y ) = det((TrY ′/Y (eiej))i,j) ⋅OY .
(c) Assume Y = SpecA and Y ′ = SpecB are smooth affine curves. ThenI(DY ′/Y ) is the sheaf induced by the discriminant ideal dB/A ⊆ A
from Definition 3.18.
(d) If U ⊆ Y is an open subset such that π−1(U) → U is e´tale, thenI(DY ′/Y )∣U = OU .
(e) Let ν ∶ C → Y be a morphism from a smooth connected curve C to Y
and assume that ν(C) meets the locus over which π is e´tale. Let C ′
be the normalization of an irreducible component of C ×Y Y ′, which
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is generically e´tale over C. We obtain a commutative diagram
C ′ Y ′
C Y.
πC′
ν′
π
ν
Then the image of I(DY ′/Y ) under ν∗ ∶ ν−1OY → OC is contained
in I(DC′/C), i.e.
ν∗(I(DY ′/Y )) ⊆ I(DC′/C).
Proof. By definition I(DY ′/Y ) is an OY -submodule of OY hence (a) is au-
tomatic. Now let U = SpecA be an affine open subset of Y and write
π−1(U) = SpecB. Let {x1, . . . , xn} and {y1, . . . yn} be two sets of A-linearly
independent elements of B and denote Bx = ∑iAxi, By = ∑iAyi. Assume
Bx ⊆ By then
det((TrB/A(xixj))i,j) ⋅A ⊆ det((TrB/A(yiyj))i,j) ⋅A. (11.2)
Indeed by assumption we find an n×n-matrixM with coefficients in A such
that (with the obvious vector notation) x =My and we obtain
det((TrB/A(xixj))i,j) = det(M)2 ⋅ det((TrB/A(yiyj))i,j),
in particular (11.2) holds. This immediately implies (b) and using Lemma
3.21 also (c).
To prove (d) we can assume that B/A is e´tale and free with basis e1, . . . , en
and we have to show δ ∶= det((TrB/A(eiej))i,j) ∈ A×. For this it suffices
to show that for any prime p ⊆ A the element δ maps to a unit in the
residue field k(p). But since B/A is e´tale, B ⊗A k(p) is e´tale over k(p)
with basis e¯i = ei ⊗ 1, i = 1, . . . , n, and the image of δ in k(p) equals
det((TrB⊗Ak(p)/k(p)(e¯ie¯j))i,j). It follows from Proposition 3.14, that this
element is not zero in k(p). Hence (d) follows.
Finally, in the situation of (e), we can assume that Y ′ → Y is given by a
finite ring extension B/A. If the image of C is a point, then by assumption
it lies in the locus over which π is e´tale and hence I(DY ′/Y ) is the unit ideal
around this point. Thus we can assume that ν(C) is a curve and therefore
C ′ → C corresponds to a finite and generically e´tale extension of Dedekind
domains S/R. Let x1, . . . , xn ∈ B be a sequence of A-linearly independent
elements. We have to show that the image of det((TrB/A(xixj))i,j) under
A → R is contained in dS/R, which amounts to show that
det((TrB⊗AR/R(x¯ix¯j))i,j) ∈ dS/R, (11.3)
where x¯i denotes the image of xi in B ⊗A R. Observe that all irreducible
components of Y ′ ×Y C map surjectively to C. Indeed, since π ∶ Y ′ → Y
is finite and surjective and Y is normal (hence universally unibranch) π is
universally open, by [19, Cor. (14.4.4), (i)]. Let S1 = S,S2, . . . , Sr be the
affine coordinate rings of the normalizations of the irreducible components
of Y ′ ×Y C. We get a natural map B ⊗A R → ∏i Si which becomes an
isomorphism when tensored with ⊗Ak(Y ), since Y ′ ×Y C → C is generically
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e´tale. It follows that we obtain a commutative diagram
B ⊗A R ∏i Si
R.
Tr
∑iTrSi/R
The images of x¯1, . . . , x¯n in ∏i Si span an R-submodule of rank n. Further
taking a basis {eij}j=1,...,ni of Si/R we get the following basis of ∏i Si
(e11,0 . . . ,0), . . . , (e1,n1 ,0 . . . ,0), . . . , (0, . . . ,0, er,1), . . . , (0, . . . ,0, er,nr).
Therefore the formula (11.2) (applied with {yi} the above basis) yields
det((TrB⊗AR/R(x¯ix¯j))i,j) ⋅A ⊆ dS1/R⋯dSr/R ⊆ dS1/R.
This proves (11.3) and finishes the proof of the lemma. 
Remark 11.11. A more intrinsic way to define the discriminant idealI(DY ′/Y ) is the following: There is a well defined OY -linear morphism
ϕY ′/Y ∶
n
⋀(π∗OY ′)⊗OY n⋀(π∗OY ′)→OY ,
which sends (x1 ∧ . . . ∧ xn) ⊗ (y1 ∧ . . . ∧ yn) to det((TrY ′/Y (xiyj))i,j), see
e.g. [7, §1, 9]. For an OY -module M denote by Γ(M) the divided power
algebra of M, see [44, III, 1. Def.]. Recall that it is a graded OY -algebra
which is locally generated by elements of the form x[n], x ∈ M, n ≥ 1,
which have degree n and satisfy n!x[n] = (x[1])n. Denote by Γ2(M) theOY -module of homogeneous elements of degree 2. There is a canonical OY -
linear map γ2 ∶ Γ2(M) → M ⊗OY M satisfying γ2(x[2]) = x ⊗ x and if 2
is invertible in OY it induces an isomorphism with the symmetric tensors
Γ2(M) ≃Ð→ (M⊗OY M)Σ2 , see [44, Prop. III.1, Prop. III.3]. Define ΦY ′/Y ∶=
ϕY ′/Y ○ γ2 ∶ Γ2(⋀n π∗OY ′) → OY . Then we have I(DY ′/Y ) = im(ΦY ′/Y ), as
follows directly from the definition.
Proof of Proposition 11.8. We can assume that U is connected; let η¯ → U be
a geometric point over the generic point of U . By Remark 11.6 it suffices to
consider the case in which A is a finite field of characteristic ℓ. In particularFη¯ is finite (as a set). Hence the representation π1(U, η¯) → Aut(Fη¯) de-
fined by F factors over a finite quotient, i.e. there exists a finite connected
e´tale Galois cover π ∶ U ′ → U which trivializes F . Let πX ∶ X ′ → X be
the normalization of X inside the function field of U ′. Then πX is finite,
π−1X (U) = U ′ and X ′ is a divisorial compactification of U ′. Let I(DX′/X) be
the discriminant of X ′/X (Definition 11.9). Since I(DX′/X)∣U = OU we find
an effective Cartier divisor D on X with OX(−D) ⊆ I(DX′/X). We claim:
The ramification of F is bounded by rk(F) ⋅D. (11.4)
Take ν ∶ C → U in Cu(U). Let C ′ be a connected component of C ×U
U ′. The projection maps induce maps C ′ → C and C ′ → U ′, which after
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compactification yield a commutative diagram
Ĉ ′ X ′
Ĉ X.
π
Ĉ
νX′
πX
νX
By Lemma 11.10, (e), we have
OĈ(−D∣Ĉ) ⊆ ν∗XI(DX′/X) ⊆ I(DĈ′/Ĉ).
Denote by DĈ′/Ĉ the effective divisor on Ĉ given by I(DĈ′/Ĉ); it is the
discriminant divisor. We obtain
∑
x′/x
[x′ ∶ x] ⋅ vx′(DĈ′/Ĉ) =multx(DĈ′/Ĉ) ≤multx(D∣Ĉ), (11.5)
where we use the notation from Proposition 10.5.
On the other hand C ′ → C is a connected finite e´tale Galois covering, say
with Galois group GC′ , trivializing E ∶= ν∗F . Let ξ¯ → C be a geometric
point over the generic point of C and x ∈ Ĉ ∖C a closed point. Then
Swanx(E) = dimAHomA[GC′ ](SwGC′ ,x⊗ZℓA,Eξ¯) by 10.5(c), 4.73
= dimA (HomA(SwGC′ ,x⊗ZℓA,Eξ¯)GC′ ) by 4.1(e)
≤ dimAHomA(SwGC′ ,x⊗ZℓA,Eξ¯)
= rk(E) ⋅ dimA(SwGC′ ,x⊗ZℓA)
= rk(E) ⋅ swGC′ ,x(1) by (10.3)
= rk(F) ⋅ ⎛⎝
⎛
⎝∑x′/x[x
′ ∶ x] (1 + vx′ (DĈ′/Ĉ))⎞⎠ − ∣GC′ ∣
⎞
⎠ by 10.5(b)
≤ rk(F) ⋅ ∑
x′/x
[x′ ∶ x] ⋅ vx′(DĈ′/Ĉ) by (3.1), 5.3(c)
≤ rk(F) ⋅multx(D∣Ĉ) by (11.5).
Hence Swan(ν∗F) ≤ rk(F) ⋅ D∣Ĉ which proves the claim (11.4) and the
proposition. 
As a consequence of the Grothendieck-Ogg-Shafarevich theorem we obtain
a universal bound for the cohomolgy with compact support of a lisse Q¯ℓ-
sheaf on a smooth curve over k with fixed rank and ramification bounded
by a divisor of fixed degree. More precisely:
Definition 11.12. Let C be a smooth and geometrically connected curve
over k. Let d ≥ 0 be a natural number. Then we define
Cd ∶= 2g(Ĉ) + 2d + 1,
where g(Ĉ) is the genus of Ĉ. In case D is an effective divisor of degree
deg(D) ≥ 0 on Ĉ we set
CD ∶= CdegD
and call it the complexity of D.
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Proposition 11.13. Let C be a smooth geometrically connected curve over
k. Let r ≥ 1 and d ≥ 0 be natural numbers. Then
dimQ¯ℓH
0
c (C ⊗k k¯,F) + dimQ¯ℓH1c (C ⊗k k¯,F) ≤ r ⋅ Cd
for all lisse Q¯ℓ-sheaves F on C⊗k k¯ of rank r whose ramification is bounded
by r⋅D, where D is an effective divisor of degree deg(D) = d and with support
supp(D) = Ĉ ⊗k k¯ ∖C ⊗k k¯.
Proof. Observe that
dimQ¯ℓH
0(C ⊗k k¯,F) = dimQ¯ℓ Fπ1(Ĉ⊗k k¯,η¯)η¯ ≤ r, (11.6)
where Fη¯ denotes the π1(Ĉ ⊗k k¯, η¯)-representation corresponding to F , see
Theorem 8.5.
First assume C = Ĉ is projective and hence D = 0. Let x ∈ Ĉ ⊗k k¯ be a
closed point and denote by U the complement. Notice that Swanx(F) = 0.
The exact sequence
⋯→H i(Ĉ ⊗k k¯,F) → H i(x,F) →H i+1c (U,F) → ⋯,
Theorem 10.1 and Lemma 10.8 give
∑
i
(−1)i dimQ¯ℓH i(Ĉ ⊗k k¯,F) = χc(U,F) + dimQ¯ℓH0(x,F) (11.7)
= rχc(U) + r
= rχ(Ĉ ⊗k k¯)
= r(2 − 2g(Ĉ)).
Furthermore by Poincare´ duality (Theorem 9.4) and (11.6)
dimQ¯ℓH
2(Ĉ ⊗k k¯,F) = dimQ¯ℓH0(Ĉ ⊗k k¯,F∨(1)) ≤ r.
Thus (11.6) and (11.7) yield
dimQ¯ℓH
0
c (C ⊗k k¯,F) + dimQ¯ℓH1c (C ⊗k k¯,F) ≤ r ⋅ C0.
Now assume the inclusion C ⊆ Ĉ is strict, i.e. C is affine and the rami-
fication of F is bounded by D with supp(D) = Ĉ ⊗k k¯ ∖ C ⊗k k¯. Then by
Corollary 9.5, Poincare´ duality 9.4 and (11.6)
dimQ¯ℓH
0
c (C⊗kk¯,F) = 0, dimQ¯ℓH2c (C⊗kk¯,F) = dimQ¯ℓH0(C⊗kk¯,F∨(1)) ≤ r.
Thus by Grothendieck-Ogg-Shafarevich 10.1 and Lemma 10.8
dimQ¯ℓH
1
c (C ⊗k k¯,F)
= r ⋅ (2g(Ĉ) − 2) + r ⋅ card(supp(D)) + dimQ¯ℓH2c (C ⊗k k¯,F)
+ ∑
x∈ supp(D)
Swanx(F)
≤ r ⋅ (2g(Ĉ) − 2) + rd + r + rd
= r(2g(Ĉ) + 2d − 1)
< r ⋅ Cd.

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Definition 11.14. Let U be a normal k-scheme, A an ℓ-adic coefficient ring
and F a lisse A-sheaf on U . We say that F is tame if for any ν ∶ C → U in
Cu(U) we have Swan(ν∗F) = 0.
Remark 11.15. We immediately see that F is tame if and only if there
exists a divisorial compactification U ↪ X with respect to which the rami-
fication of F is bounded by the zero divisor. Moreover, this is equivalent to
the ramification of F being bounded by the zero divisor with respect to all
divisorial compactifications.
The following proposition is a direct consequence of Theorem 6.18 due to
Kerz and Schmidt.
Proposition 11.16 (Kerz-Schmidt). Let U be a normal connected scheme
over k, x¯ → U a geometric point and A an ℓ-adic coefficient ring. Let
πtame1 (U, x¯) be the tame fundamental group of U at x¯, see Definition 6.20.
Then the equivalence of categories from Theorem 8.5 restricts to an equiva-
lence between the following full subcategories
(tame A-sheaves on U) ≃Ð→ (A-representations of πtame1 (U, x¯)).
Proof. In Theorem 8.5 we constructed two quasi-inverse functors
(lisse A-sheaves on U) FÐ→
←Ð
G
(A-representations of π1(U, x¯))
It suffices to show F and G induce functors between the full subcategories
from the statement. In view of the construction of F and G it suffices to
consider the case where A is a finite ring. Let F be a tame A-sheaf on U .
Then we have to show that the π1(U, x¯)-representation F (F) = Fx¯ factors
over the continuous quotient map π1(U, x¯) ↠ πtame1 (U, x¯), see Proposition
6.21, (a). By Proposition 7.6 the sheaf F is represented by a finite e´tale
U -group scheme UF . The stalk Fx¯ is equal to the fiber of UF → U at x¯.
By the definition of πtame1 (U, x¯) it suffices to prove that UF → U is tame,
see Definition 6.15, (b). By Theorem 6.18 it suffices to check that for any
smooth connected k-curve C and any map ν ∶ C → U the base changed
morphism UF ×U C → C is tamely ramified along Ĉ ∖ C. If ν(C) is a
point there is nothing to show. Otherwise ν factors over the normalization
ν̃(C)→ ν(C) ⊆ U . If the base change of UF → U over ν̃(C) is tame, then so
is the base change over C, see e.g. [41, II, Cor. 7.8]. Thus we can assume
that ν ∶ C → U is in Cu(U) (see 11.0.1 for the Definition of Cu(U)). Notice
that Uν∗F ∶= UF ×U C → C is a finite e´tale morphism representing ν∗F .
Since F is tame we have Swany(ν∗F) = 0 for all y ∈ Ĉ, i.e. for η¯ → C a
geometric point over the generic point of C and Py the wild inertia group at
y we have UF ×U η¯ = Fη¯ = FPyη¯ = (UF ×U η¯)Py (see 10.1.1, (c)). This means
that UF ×U C → C is tamely ramified.
It remains to show that ifM is an A-representation of πtame1 (U, x¯) then the
lisse sheaf G(M) is a tame sheaf on U . But by construction of πtame1 (U, x¯)
there is a finite e´tale Galois cover P → U which is tame such that G(M)∣P is
trivial. It follows that G(M) is represented by a finite e´tale U -group-scheme
UG(M) sitting inside P → UG(M) → U . It follows that UG(M) → U is tame.
Hence for ν ∶ C → U in Cu(U), the base change UG(M) ×U C → C is tame
(by Theorem 6.18). This means Swan(ν∗G(M)) = 0, so G(M) is tame. 
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Remark 11.17. (a) Let A and U be as above and F a lisse A-sheaf on
U and L a tame A-sheaf on U , which is free of rank 1. Let U ↪ X
be a divisorial compactification and D an effective Cartier divisor
supported in X ∖U . Then the ramification of F is bounded by D if
and only if the ramification of F ⊗L is bounded by D. Indeed if U
is a curve and x ∈ X ∖ U a point at infinity, then the restriction of
the representation corresponding to L to the wild inertia group at
x is trivial; in particular Swanx(F) = Swanx(F ⊗A L). The general
case follows from the curve case.
(b) If L is a lisse A-sheaf on Speck, then the pullback L∣U to U is tame.
11.1.1. Weil sheaves. (See [13, (1.1.7)-(1.1.12)].)
(a) Let Fq be the finite field with q = pn elements and fix an algebraic
closure F. Denote by F ∈ Gal(F/Fq) the geometric Frobenius element
given by F (a) = a−q. We define the Weil group W (F/Fq) of Fq to be
the subgroup of Gal(F/Fq) generated by F . Notice that under the
isomorphism Gal(F/Fq) ≃Ð→ Zˆ which sends F to 1, the groupW (F/Fq)
is identified with Z. It is equipped with the discrete topology.
(b) Let X be a geometrically connected Fq-scheme and x¯ → X ⊗Fq F a
geometric point. Then there is a short exact sequence (see [22, IX,
Thm. 6.1])
0→ π1(X ⊗Fq F, x¯)→ π1(X, x¯)→ Gal(F/Fq)→ 0.
We define the Weil group of X at x¯ to be the topological group
W (X, x¯) = π1(X, x¯) ×Gal(F/Fq) W (F/Fq).
Notice that since W (F/Fq) has the discrete topology the subgroup
π1(X ⊗Fq F, x¯) = π1(X, x¯) ×Gal(F/Fq) {0} ⊆W (X, x¯)
is open and closed. (In particular, W (X, x¯) is not equipped with the
induced topology from its inclusion into π1(X, x¯), since π1(X ⊗Fq
F, x¯) ⊆ π1(X, x¯) is not open, the quotient group being infinite.) We
obtain a short exact sequence of topological groups
0→ π1(X ⊗Fq F, x¯)→W (X, x¯)→W (F/Fq)→ 0.
(c) Let X and x¯ → X ⊗Fq F be as above. The action of W (F/Fq) on F
induces an action ofW (F/Fq) on X⊗Fq F. By definition aWeil sheaf
on X is a constructible Q¯ℓ-sheaf F onX⊗FqF together with an action
ofW (F/Fq) on F , i.e. morphisms F(σ) ∶ F → σ∗F , such that F(id) =
id and τ∗F(σ)○F(τ) = F(τ○σ). We say that F is a lisse Weil sheaf if
the underlying Q¯ℓ-sheaf on X⊗FqF is lisse. Morphisms between Weil
sheaves are morphisms between the underlying Q¯ℓ-sheaves, which are
compatible with the W (F/Fq)-action in the obvious sense.
We record the following properties:
(i) There are natural functors
(constructible Q¯ℓ-sheaves on X) ↪ (Weil sheaves on X)
→ (constructible Q¯ℓ-sheaves on X ⊗Fq F).
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Here the first functor is given by pulling back a constructible
sheaf on X to X ⊗Fq F with W (F/Fq) acting via restriction of
the natural Gal(F/Fq)-action; this functor is fully faithful. The
second functor is given by forgetting the W (F/Fq)-action.
(ii) Furthermore one can show that there is an equivalence of cate-
gories
(lisse Weil sheaves on X) ≃Ð→ (Q¯ℓ-representations of W (X, x¯)), F ↦ Fx¯.
Here we define a Q¯ℓ-representations of W (X, x¯) as a group
homomorphism W (X, x¯) → AutQ¯ℓ(V ) with V a finite dimen-
sional Q¯ℓ-vector space, which factors over a continuous homo-
morphism W (X, x¯) → AutE(VE), where E is a finite field ex-
tension of Qℓ and VE is a finite dimensional E-vector space with
an isomorphism VE ⊗E Q¯ℓ ≅ V .
(d) Let U be a normal Fq-scheme, U ↪ X a divisorial compactification
and D an effective Cartier divisor on X supported in X ∖D. Let F
be a lisse Weil sheaf on U . Then we say that the ramification of F
is bounded by D if the ramification of the underlying lisse Q¯ℓ-sheaf
on U ⊗Fq F is bounded by D ⊗Fq F.
Remark 11.18. Notice that (up to isomorphism) a lisse Weil sheaf of rank
1 on SpecFq is just a group homomorphism W (F/Fq) = Z → Q¯×ℓ , i.e. it
corresponds uniquely to an element in Q¯×ℓ .
Theorem 11.19 (Deligne, see [16]). Let U be a smooth and connected Fq-
scheme, U ↪ X a divisorial compactification and D an effective Cartier
divisor supported in X ∖U . Let r ≥ 1 be a natural number. Then, up to twist
with a lisse rank 1 Weil sheaf coming from SpecFq, there are only finitely
many irreducible lisse Weil sheaves of rank r on U whose ramification is
bounded by D.
In fact Deligne proves a more general finiteness result (see Theorem 11.32).
We need some preparations to state it.
11.2. Skeleton sheaves.
11.2.1. Semi-simplification. Let G be a group (possibly infinite), E a field
and V a finite dimensional E-vector space with G action, i.e. a representation
of G. We can view V as a left E[G]-module and dimE V <∞ implies that it
is artinian and noetherian. Therefore V has finite length as E[G]-module,
i.e. there is a chain of E[G]-submodules
0 = V0 ⊆ V1 ⊆ . . . ⊆ Vr = V
such that the successive subquotients Vi/Vi−1 are simple (or irreducible)
E[G]-modules. Such a chain is called a decomposition series of V . By the
Jordan-Ho¨lder Theorem (see e.g. [8, I, §4.7, Thm. 6]) the length r is indepen-
dent of the chosen decomposition series as is the sequence Vr/Vr−1, . . . , V1/V0,
at least up to permutation and isomorphism. Therefore we can associate to
V the E[G]-module
V ss = ⊕ri=1Vi/Vi−1.
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The isomorphism class of this module depends only on V and it is called
the semi-simplification of V . Note that if E is a finite extension of Qℓ
and if G is a topological group which acts continuously on V equipped
with the ℓ-adic topology (cf. 8.0.11), then the action of G on the subspaces
Vi is automatically continuous. The semi-simplification V
ss therefore is a
continuous semi-simple G-representation.
In particular if F is a lisse Q¯ℓ-sheaf on a connected k-scheme X (resp. a
lisse Weil sheaf), then we can view it as an Q¯ℓ[π1(X)]-module (resp. Q¯ℓ[W (X)]-
module) and can talk about its semi-simplification F ss. Notice that F ss is
a direct sum of irreducible lisse Q¯ℓ-sheaves (resp. lisse Weil sheaves).
Notation 11.20. Let U be a smooth and connected Fq-scheme and r ≥ 1 a
natural number. We set
Rr(U) = {isomorphism classes of lisse rank r Weil sheaves on U}/ ∼ss,
where ∼ss is the equivalence relation defined by
F ∼ss G ∶⇐⇒F ss ≅ Gss.
Let U ↪X be a divisorial compactification andD an effective Cartier divisor
supported on the complement. We set
Rr(U,D) ∶=Rr(X,D)
∶= {[F] ∈Rr(U) ∣ the ramification of F ss is bounded by D},
here [F] denotes the class of a lisse Weil sheaf F of rank r in Rr(U).
Definition 11.21. Let U be a smooth connected Fq-scheme.
(a) A skeleton sheaf F on U of rank r is a collection F = (FC)C∈Cu(U),
with FC ∈Rr(C), which is compatible in the sense
FC ∣(C×UC′)red = FC′ ∣(C×UC′)red , for all C,C ′ ∈ Cu(U).
We denote by Vr(U) the set of rank r skeleton sheaves on U .
(b) We say that a skeleton sheaf F on U is irreducible if it cannot be
written as a direct sum F1 ⊕ F2, with Fi ∈ Vri(U), ri ≥ 1. (For
C ∈ Cu(U) we have a well-defined notion of direct sum in ⋃r≥0RrC
and for Fi = (Fi,C)C∈Cu(U) ∈ Vri(U), ri ≥ 1, we define F1 ⊕ F2 =(F1,C ⊕F2,C)C∈Cu(U); clearly F1 ⊕F2 lies in Vr1+r2(U).)
(c) Let U ↪ X be a divisorial compactification and D an effective
Cartier divisor supported in X ∖U . We say that a skeleton sheaf F
has ramification bounded by D if
FC ∈Rr(Ĉ, ν∗XD), for all ν ∶ C → U in Cu(U).
We denote by Vr(U,D) or Vr(X,D) the set of rank r skeleton sheaves
on U whose ramification is bounded by D.
Remark 11.22. Skeleton sheaves were introduced by Deligne and Drin-
feld motivated by work of Wiesend, Kerz and Schmidt. See [16, 2.2] for a
discussion where the name is coming from.
Proposition 11.23. Let U be a smooth connected Fq-scheme and r ≥ 1.
There is a well-defined map
sk ∶Rr(U) → Vr(U), [F]↦ sk([F]) ∶= ([F∣C])C∈Cu(U).
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It has the following properties:
(a) If U ↪X is a divisorial compactification and D an effective Cartier
divisor supported on X ∖U , then sk restricts to a map Rr(X,D) →Vr(X,D).
(b) The map sk is injective.
(c) A lisse Weil sheaf F on U is irreducible if and only if sk([F]) is
irreducible in the sense of Definition 11.21, (b).
Proof. For the well-definedness of sk we have to show that when we have two
lisse Weil sheaves F , G of rank r on U with F ss = Gss, then (F∣C)ss = (G∣C)ss
for all C → U in Cu(U). But if we identify F with a representation of π1(U)
and 0 = F0 ⊆ F1 ⊆ . . . ⊆ Fr = F is a decomposition series of F , then the chain
0 = F0∣C ⊆ F1∣C ⊆ . . . ⊆ Fr∣C = F∣C can be refined to a composition series ofF∣C . Hence (F∣C)ss ≅ ((F ss)∣C)ss,
which immediately gives the well-definedness.
Part (a) of the Proposition follows directly from the definitions. The parts
(b) and (c) require some preliminary interludes. We start with part (b), for
which we recall some well-known facts:
11.2.2. Dirichlet density. We follow [48]. Let Y be an irreducible Fq-scheme
of dimension n ≥ 1. Let ∣∣Y ∣∣ be the set of closed points in Y . Then the
sum ∑y∈∣∣Y ∣∣
1
qdeg(y)⋅s converges absolutely for s ∈ C with Re(s) > n, where
deg(y) = [Fq(y) ∶ Fq]. (This is a consequence of the fact that the zeta
function ζ(Y, s) of Y converges in this domain.) Let M ⊆ ∣∣Y ∣∣ be a subset.
We say that M has Dirichlet density δ if
lim
s→n
⎛
⎝
∑y∈M
1
qdeg(y)⋅s
log( 1
s−n
)
⎞
⎠ = δ.
It follows from the fact that the zeta function of Y has a simple pole at
s = n, that the Dirichlet density of ∣∣Y ∣∣ equals 1.
11.2.3. Let Y be an irreducible Fq-scheme and η¯ → Y a geometric point
over the generic point of Y . Let K be the residue field of the generic point of
Y and K ↪ K¯ the inclusion corresponding to η¯ → η. Let F be an algebraic
closure of Fq and denote by F ∈ Gal(F/Fq) the geometric Frobenius (F (a) =
a−q). For y ∈ ∣∣Y ∣∣ we denote by Fy ∈ π1(Y, η¯) the following conjugation class,
called the Frobenius class at y: Denote by Ky the completion of K at y
and choose an algebraic closure K¯y with an embedding K¯ ↪ K¯y. Denote by
Iy ⊆ Gal(K¯y/Ky) the inertia group. We have natural maps
Gal(F/k(y)) ≅ Gal(K¯y/Ky)/Iy → π1(Y, η¯)
and we define Fy to be the conjugacy class of the image of F
deg(y) ∈ Gal(F/k(y))
in π1(Y, η¯). If we choose a different embedding K¯ ↪ K¯y then the image of
F deg(y) in π1(U, η¯) will differ by conjugation, so that the class Fy is inde-
pendent of all the choices.
Notice that if we have a representation ρ ∶ π(Y, η¯) → AutA(M) where M
is a finite free module over some ring A, then we can talk about the trace
and the characteristic polynomial of ρ(Fy).
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Theorem 11.24 (Artin-Chebotarev density, see [48, Thm. 7]). Let U be an
irreducible Fq-scheme, η¯ → U a geometric point over its generic point and
V → U a pointed finite e´tale Galois covering with Galois group G. Let S ⊆ G
be a subset of G which is stable under conjugation. Then the set
{u ∈ ∣∣U ∣∣ ∣Fu is mapped into S under π1(U, η¯)↠ G}
has Dirichlet density equal to ∣S∣/∣G∣.
Corollary 11.25. Let η¯ → U be as in Theorem 11.24 above. Then the
subset ⋃u∈∣∣U ∣∣Fu is dense in π1(U, η¯).
Proof. Since ∣∣U ∣∣ has Dirichlet density 1, Theorem 11.24 yields that S ∶=
⋃u∈∣∣U ∣∣Fu maps surjectively to any finite quotient of π1(U, η¯). Since π1(U, η¯)
is profinite the statement follows. 
The following Proposition is a generalization of Corollary 4.26.
Proposition 11.26 ([9, §12, No. 1, Prop. 3]). Let E be a field of character-
istic zero and A an E-algebra with 1 (not necessarily commutative). Let M
and M ′ be two semi-simple (left) A-modules which are finite dimensional as
E-vector spaces. Then M and M ′ are isomorphic as A-modules if and only
if TrM/E(a) = TrM ′/E(a), for all a ∈ A. Here TrM/E(a) denotes the trace of
the E-linear map M →M , m↦ a ⋅m.
Proof of Proposition 11.23, (b). First of all notice that for every
u ∈ ∣∣U ∣∣ there is a curve ν ∶ C → U in Cu(U) and a point u1 ∈ C such
that ν induces an isomorphism k(u) ≃Ð→ k(u1). Indeed we can take a regu-
lar sequence t1, . . . , td ∈ OU,u which generates the maximal ideal. Then the
vanishing locus of t1, . . . , td−1 defines a smooth curve C0 in an open neigh-
borhood of u ∈ U and we can take ν ∶ C → U as the normalization of the
closure of C0 in U .
Now let F and G be two semi-simple lisse Weil sheaves on U of rank r
and assume F∣C ≅ G∣C , for all ν ∶ C → U . By the above we get TrF/Q¯ℓ(Fu) =
TrG/Q¯ℓ(Fu) for all u ∈ ∣∣U ∣∣. (Here we identify F and G with their representa-
tions and use the notation from 11.2.3.) Therefore, there exists a finite field
extension E/Qℓ such that TrF/Q¯ℓ , TrG/Q¯ℓ ∶ π1(U) → E are continuous class
functions which by Corollary 11.25 coincide on a dense open subset. Since
the ℓ-adic topology on E is Hausdorff this implies TrF/Q¯ℓ = TrG/Q¯ℓ . Now
Proposition 11.26 with A = E[π1(U)] gives F = G. 
Part (c) of Proposition 11.23 will be a consequence of a series of lem-
mas and propositions. We follow closely the arguments in [16, Prop. B.1]:
Lemma 11.27. Let ℓ be a prime number and K →H a morphism of profi-
nite groups with H a pro-ℓ group. Denote by Hab the abelianization of H
in the category of profinite groups; it is the quotient of H by the closure of
the commutator subgroup. If the induced map K → Hab/ℓHab is surjective,
then so is K →H.
Proof (cf. [51, I.4.2]). We may assume without loss of generality that we
have an inverse system of maps between finite groups Ki →Hi, i ∈ I, which
in the limit gives the map K → H. (Indeed we know H = lim←ÐU H/U , where
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the limit is over all normal open subgroups U ⊆ H. We denote by KU
the preimage of U in K and can replace K by lim←ÐU K/KU .) Since Hab =
lim←ÐiHabi , we are reduced to the case in which K is a finite group and H a
finite ℓ-group. Now assume the map K → Hab/ℓ is surjective. Since Hab is
a finitely generated Z/ℓNZ-module (for some N >> 0), Nakayama’s Lemma
implies that K →Hab is surjective.
Let ℓr be the order of H, then by [8, I, §6.5, Thm. 1] there exists a
sequence
H =H1 ⊇H2 ⊇ . . . ⊇Hr+1 = {1} (11.8)
such that [H,H i] ⊆H i+1, 1 ≤ i ≤ r, and H i/H i+1 is cyclic of order ℓ. Denote
by K ′ ⊆ H the image of K in H. Assume K ′ is strictly contained in H.
Then there exists a minimal i ≤ r such that N ∶= K ′ ⋅ H i+1 ⫋ K ′ ⋅ H i =
H. Then N ⊆ H is a normal subgroup. (Indeed it suffices to see that H i
normalizes N . It clearly normalizes H i+1 and for k ∈K ′ and h ∈H i we have
h ⋅ k ⋅ h−1 = k ⋅ [k−1, h] ∈ N .) Further H/N is a non-zero quotient of H i/H i+1
hence is cyclic of order ℓ. Thus the quotient map H → H/N factors over
Hab → H/N . But K maps to 1 in H/N , a contradiction to the surjectivity
of K →Hab. Thus K ′ =H. 
Lemma 11.28 ([16, Lem. B.2]). Let U be a smooth connected Fq-scheme
and F an irreducible lisse Q¯ℓ-sheaf on U . Then there exists a connected finite
e´tale Galois cover U ′ → U with the following property: For any ν ∶ C → U
in Cu(U) such that C ×U U ′ is connected the pullback ν∗F is irreducible.
Proof. Take a DVR R finite over Zℓ and a free lisse R-sheaf (Fn)n such
that F = (Fn) ⊗R Q¯ℓ. Let Fλ = R/m be the residue field of R and denote
by ρ ∶ πe´t1 (U)→ GLr(R) the R-representation corresponding to (Fn), where
r = rankF . Let G = ρ(πe´t1 (U)) be the image of ρ and set
H1 ∶= ker(πe´t1 (U) ρÐ→ GLr(R)→ GLr(Fλ)), H2 ∶= ⋂
ϕ∈Homcont(H1,Z/ℓ)
ker(ϕ).
Then H1 is an open normal subgroup of π
e´t
1 (U), hence there exists a finite
e´tale Galois cover UH1 → U with πe´t1 (UH1) = H1. Now the group Hab1 /ℓ is
profinite, in particular compact, and its Pontryagin dual is equal to
Homcont(Hab1 /ℓ,R/Z) = Homcont(πe´t1 (UH1),Z/ℓ) =H1(UH1,e´t,Z/ℓ).
Here the second equality follows from the fact that for a finite abelian group
A the first cohomology groupH1(Uet,A) is in bijection to the set of A-torsors
over U (see e.g. [39, III, §4]). In particular Hab1 /ℓ is a finite group, cf. 9.1.2,
(a). Further, by definition H2 ⊆ H1 is a closed normal subgroup. We have
H2 = ker(H1 → Hab1 /ℓ). (Clearly ⊇; for the other inclusion it suffices to
see that for any non-zero element σ ∈ Hab1 /ℓ there exists a continuous map
Hab1 /ℓ → Z/ℓ sending σ to a non-zero element. The construction of such
a map is easily achieved by considering a filtration as in (11.8).) Hence
H1/H2 =Hab1 /ℓ and therefore H2 is an open normal subgroup of H1. Denote
by U ′ → U the associated Galois cover.
Now assume ν ∶ C → U is in Cu(U) and C ′ ∶= C ×U U ′ is connected.
Then C ′ → C is a Galois cover with Galois group πe´t(U)/H2. Denote by
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H ′2 ∶= ρ(H2) ⊆H ′1 ∶= ρ(H1) the images ofHi in G. Notice that H ′1 is a normal
subgroup and is contained in 1+mEndR(Rr), hence is pro-ℓ. Denote by ρC
the composition (well-defined up to conjugation) ρC ∶ πe´t1 (C)→ πe´t1 (U)→ G.
By the above πe´t1 (U)/H2 is a quotient of πet1 (C). Hence ρC maps onto G/H ′2
and a fortiori onto G/H ′1. Let K ⊆ πe´t1 (C) be the preimage of H ′1/H ′2 =
H ′1
ab/ℓ. Then K → H ′1 is a map of profinite groups which is surjective by
Lemma 11.27. All together we see that ρC is surjective. Since ρ is irreducible
so is ρC and this finishes the proof. 
We will need the following version of the Hilbert irreducibility theorem.
Theorem 11.29 (see e.g. [14, Cor. A.2]). Let C be a smooth projective
curve over Fq with function field K. Let x ∈ C be a closed point and denote
by Kx the completion of K along x. Let V ⊆ A
n
K be a non-empty open subset
and V ′ → V a connected finite e´tale covering. Then the set of K-rational
points y ∈ V (K) which do not split in V ′ (i.e. y ×V V ′ is a single point) is
dense in V (Kx). Here we equip V (Kx) ⊆Knx with the subspace topology.
Lemma 11.30. Let k be a perfect field and y, y′ ∈ Adk two closed points.
Then there exists an integral curve Γ ⊆ Adk with y, y
′ contained in the smooth
locus of Γ.
Proof. In case y, y′ are k-rational points we can simply take Γ to be the line
L connecting y and y′. In general we find a finite Galois extension k′/k such
that y, y′ split completely in Adk′, i.e.
y ×Speck Speck′ = {y1, . . . , yn}, y′ ×Speck Speck′ = {y′1, . . . , y′n′}
with k′-rational points yi, y
′
j ∈ A
d
k′. Denote by Li,j the line in A
d
k′ connecting
yi with y
′
j. Set and let Γ
′ = ∪i,jLi,j; it is a curve in Adk′, which is smooth
in the points yi, y
′
j . Since Gal(k′/k) acts via permutation on {yi} and on{y′j} it also permutes the Li,j. In particular Γ′ is stable under the Gal(k′/k)
action and by Galois descent (a special case of Theorem 7.7) there exists a
curve Γ0 ⊆ A
d
k with Γ0 ×k k′ = Γ′. Let Γ ⊆ Γ0 be an irreducible component
(with its reduced scheme structure.) Then Γ ×k k′ is a closed subcurve of
Γ′, hence is the union of certain Li,j and therefore contains certain yi, y
′
j . It
follows that Γ contains y, y′ and that these lie in the smooth locus of Γ. 
Proposition 11.31 ([16, Prop. B.1]). Let U be a smooth connected Fq-
scheme, x ∈ U a closed point and F ∈ Rr(U) irreducible. Then there exists
a curve ν ∶ C → U in Cu(U) such that x ∈ ν(C) and ν∗F is irreducible.
Proof. By [13, Prop. (1.3.14)] there exists a character χ ∈R1(Fq) such thatF ⊗ χ is a lisse Q¯ℓ-sheaf. Thus we may assume from the beginning that F
is an irreducible lisse Q¯ℓ-sheaf on U . Let U
′ → U be the finite e´tale Galois
cover from Lemma 11.28. Then it suffices to construct a curve ν ∶ C → U in
Cu(U) such that U ′ ×U C is connected and x ∈ ν(C).
To this end we proceed as follows. By Noether normalization (see e.g.
[15, Cor. 16.18]) there exists a finite and generically e´tale Fq-morphism f ∶
U → AdFq . Set y ∶= f(x) ∈ AdFq . Denote by V ⊆ AdFq a non-empty open subset
such that f−1(V )→ V is finite e´tale. Let y′ ∈ V be a closed point. Then by
Lemma 11.30 we find µ ∶ Γ → AnFq in Cu(AnFq), such that µ is an isomorphism
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over y, y′. Let K be the function field of Γ and Ky the completion along
y. Since Γ is smooth the choice of a local parameter at y yields a unique
isomorphism of Fq-algebras Ky ≅ k(y)((t)) (see e.g. [50, II, §4]). On the
other hand k(y) is a finite extension of Fq hence of the form k(y) = Fq[x]/f
for some irreducible polynomial f . Thus there is a closed point z ∈ A1k
with k(z) = k(y) and the completion of k(A1) at z is isomorphic to Ky,
i.e. k(A1)z ≅Ky = k(z)((t)).
Let AdFq → A1Fq be a linear projection such that the composition Γ →
AdFq → A1Fq is finite. Denote by Ad−1k(A1) the base change of this projection
along Speck(A1) → A1Fq (inclusion of the generic point) and by Vk(A1) ⊆
Ad−1
k(A1) the corresponding base change of V . Since Γ is finite over A
1 and
µ(Γ)∩V ∋ y′ the map µ induces a morphism Speck(A1)z = SpecKy → Vk(A1),
i.e. an element µz ∈ Vk(A1)(k(A1)z). By Theorem 11.29 we find a point
v ∈ Vk(A1)(k(A1)) which is t-adically arbitrarily close to µz and which does
not split in U ′
k(A1). Since µz spreads out to Spec(k(z)JtK) = SpecOKy →
SpecOAd
Fq
,y, where the closed point maps to y, we can achieve that v spreads
out to a map SpecOA1,z → SpecOAd
Fq
,y, which sends the closed point to y.
Then v defines a point in V whose closure in AdFq is a curve containing y
and over which in U ′ – a fortiori in U – lies exactly one point. Let u ∈ U
be the unique point lying over v. By the going-down theorem (see e.g. [38,
Thm. 9.4, (ii)]) there exists a curve in U whose generic point lies over v and
which contains x; since u is the only point in U mapping to v we get that
the closure of u in U contains x. Let ν ∶ C → U be the normalization of {u}.
Then x ∈ ν(C) and U ′ ×U C is irreducible by the choice of v. This finishes
the proof. 
Proof of Proposition 11.23, (c). Let F be a lisse Weil sheaf of rank r
on U . If F is not irreducible, then the class [F] in Rr(U) can be written as
a non-trivial sum [F] = [F1]⊕ [F2]. Hence sk([F]) = sk([F1])⊕ sk([F2]) is
not irreducible in Vr(U). If F is irreducible, then for all closed points x ∈ U
there exists a curve νx ∶ Cx → U such that x ∈ νx(Cx) and ν∗xF is irreducible,
by Proposition 11.31. Assume sk([F]) = F1⊕F2, with Fi ∈ Vri(U). Then it
follows that either ν∗xF1 = 0 for all x ∈ U or ν∗xF2 = 0 for all x ∈ U . (Indeed
the set Zi of all x ∈ U such that ν
∗
xFi = 0 is closed; since U = Z1 ⊔ Z2 and
U is connected we have either Z1 = U or Z2 = U .) Since the Fi are lisse
we obtain that either F1 = 0 or F2 = 0. Hence sk([F]) is irreducible. This
finishes the proof of Proposition 11.23. 
In view of Proposition 11.23, Theorem 11.19 is a consequence of the fol-
lowing theorem.
Theorem 11.32 (Deligne). Let U be a smooth connected Fq-scheme, U ↪X
a divisorial compactification and D an effective Cartier divisor supported in
X ∖U . Then the set of irreducible skeleton sheaves F ∈ Vr(X,D) is finite up
to twists by elements from R1(SpecFq) and its cardinality does not depend
on the choices of ℓ ≠ p.
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For a proof of this Theorem, which relies on the Langlands correspondence
[31] and Weil II [13], we refer the reader to [16].
Question 11.33 (Deligne, see [16, Question 1.2]). Let U be a smooth con-
nected Fq-scheme, U ↪ X a divisorial compactification and D an effec-
tive Cartier divisor supported in X ∖ U . Is the injection sk ∶ Rr(X,D) ↪Vr(X,D) actually a bijection?
Remark 11.34. The above question has a positive answer for r = 1, see
[28, Cor. V].
12. Grothendieck-Ogg-Shafarevich in higher dimensions
following Kato-Saito
In this section we give a short account of the generalization of the Grothendieck-
Ogg-Shafarevich formula to higher dimension due to Kato and Saito.
12.0.1. Throughout this section we fix the following notation:
● k is a perfect field of characteristic p > 0 and k¯ an algebraic closure.
● ℓ is a prime number different from p.
● A k-scheme is a scheme which is separated and of finite type over k.
● If X is a k-scheme we denote by CH0(X) the Chow group of zero-
cycles on X modulo rational equivalence, i.e. it is the free abelian
group on the set of closed points of X modulo the subgroup gen-
erated by elements of the form div(f)C , where C ⊆ X is a closed
integral subscheme of dimension 1, f ∈ k(C)× and div(f)C denotes
the divisor on C associated to f , which we view as a zero-cycle on
X.
12.1. Higher dimensional version of Grothendieck-Ogg-Shafarevich.
12.1.1. Intersection product with the log-diagonal. Let U be a smooth con-
nected k-scheme of dimension d. Let j ∶ U ↪X and j′ ∶ U ↪ X ′ be two open
embeddings of U into integral proper k-schemes. If there exists a morphism
π ∶ X ′ → X such that π ○ j′ = j, then π is unique and induces a proper
morphism π ∶ X ′ ∖U →X ∖U and hence also a pushforward
π∗ ∶ CH0(X ′ ∖U)→ CH0(X ∖U),
which sends the class of a closed point x′ ∈ X ′ ∖ U to the class of [x′ ∶
π(x′)] ⋅ π(x′). We obtain a projective system indexed by open embeddings
j ∶ U ↪X as above. We set
CH0(∂U) ∶= lim←Ð
j
CH0(X ∖U), CH0(∂U)Q ∶= lim←Ð
j
(CH0(X ∖U)⊗Z Q).
The degree map degk ∶ CH0(X ∖ U) → CH0(Speck) = Z is induced by
pushforward along the structure map X → Speck and hence induces well-
defined degree maps
degk ∶ CH0(∂U)→ Z, degk ∶ CH0(∂U)Q → Q.
Notice that if U is a curve with unique smooth compactification j ∶ U ↪ C,
then CH0(∂U) = CH0(C ∖U) and CH0(∂U)Q = CH0(C ∖U)⊗Z Q.
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Let V → U be a finite e´tale Galois cover with Galois group G. Denote by
∆V ⊆ V ×U V the diagonal. Notice that
(V ×U V ) ∖∆V = ⊔
σ∈G∖{1}
Γσ,
where Γσ is the graph of σ ∶ V → V . In [24, Thm 3.2.3] Kato-Saito define
for each σ ≠ 1 an element
(Γσ,∆V¯ )log ∈ CH0(∂V )Q,
which is called the intersection product of Γσ with the log-diagonal. It has
the following properties:
(a) The subscheme Γσ ⊆ V ×U V defines a map
Γ∗σ ∶H ic(V ⊗k k¯,Qℓ) p
∗
1Ð→ H ic(Γσ ⊗k k¯,Qℓ) p2∗ÐÐ→H ic(V ⊗k k¯,Qℓ).
Here the pi ∶ Γσ → V , i = 1,2, are induced by the two projection
maps V ×U V → V and the pushforward p2∗ is induced by
p2∗(Qℓ,Γσ) = (Qℓ,V )∣G∣ ∑Ð→ Qℓ,V .
Then (see [24, Prop. 3.2.4])
2d
∑
i=0
(−1)iTr(Γ∗σ ∣H ic(V ⊗k k¯,Qℓ)) = degk(Γσ,∆V¯ )log.
(b) Assume there exist compactifications V ↪ Y and U ↪ X and an
e´tale morphism Y → X extending the covering V → U . Then the
image of (Γσ,∆V )log under the projection
CH0(∂V )Q → CH0(Y ∖ V )⊗Z Q (12.1)
is zero (see [24, Cor. 3.3.4]).
(c) Let V ↪ Y and U ↪X be compactifications and Y →X a morphism
extending V → U . Assume X is smooth and X ∖U is a strict normal
crossings divisor. If Y → X is tamely ramified along X ∖ U (in the
sense of Definition 6.15,(a)), then (Γσ,∆V )log maps to zero under
the projection (12.1) (see [24, Prop. 3.3.5, 2.]).
12.1.2. Swan character class and Swan class. Let U be a smooth connected
k-scheme.
(a) Let π ∶ V → U be a finite e´tale Galois covering with Galois group
G. Then in [24, Def. 4.1.1] the Swan character sV /U (σ) ∈ CH0(∂V ),
σ ∈ G, is defined by
sV /U (σ) =
⎧⎪⎪⎨⎪⎪⎩
−(Γσ,∆V )log, if σ ≠ 1
∑σ≠1(Γσ,∆V )log, if σ = 1.
(b) Let F be a lisse Fλ-sheaf on U , for some finite extension Fλ of Fℓ.
Assume F is trivialized by a Galois covering π ∶ V → U as in (a).
Then in [24, Def. 4.2.1] the Swan class SwV /U(F) ∈ CH0(∂V )Q is
defined by
SwV /U(F) ∶= ∑
σ∈G(p)
(dimFℓMσ − dimFℓM
σp/Mσ
p − 1 ) ⋅ sV /U (σ).
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Here M is the G-representation corresponding to F , Mσ = {m ∈
M ∣σ(m) =m} and G(p) = {σ ∈ G ∣σ has p-power order}.
(c) Let A be an ℓ-adic coefficient ring and F a lisse A-sheaf on U . Then
in [24, Def. 4.2.8] the Swan class SwU(F) ∈ CH0(∂U)Q is defined as
follows: We find a DVR R finite over Zℓ and a lisse R-sheaf (Fn)
such that F = (Fn) ⊗R A. We find a Galois cover π ∶ V → U as in
(a) trivializing F1 and we define
SwU(F) ∶= 1∣G∣ ⋅ π∗ SwV /U(F1).
This definition is independent of the choice of R, (Fn), and π.
Remark 12.1. (a) Considering Lemma 10.6, the definition of sV /U (σ)
above should remind you of the definition of the character aG in
Theorem 4.44.
(b) If U is a smooth curve with smooth compactification X and F
is a lisse A-sheaf on U , then SwU(F) = ∑x∈X∖U Swanx(F)[x] in
CH0(∂U)Q = CH0(X ∖U)⊗Z Q, see [24, Introduction].
(c) In [24, Conj. 4.3.7] it is conjectured that SwU(F) always lies in
the image of CH0(∂U) → CH0(∂U)Q. In dimension 1 this is a
consequence of the Hasse-Arf theorem and the remark above. In
dimension 2 this conjecture is proved in [24, Cor. 5.1.7].
The higher dimensional version of the Grothendieck-Ogg-Shafarevich for-
mula now takes the following form:
Theorem 12.2 ([24, 4.2.9]). Let U be a smooth and connected k-scheme of
dimension d and F a lisse Q¯ℓ-sheaf on U . Then
χc(U ⊗k k¯,F) ∶= 2d∑
i=0
(−1)i dimQ¯ℓH ic(U ⊗k k¯,F)
= rk(F) ⋅ χc(U, Q¯ℓ) − degk(SwU(F)).
We conclude with some remarks on more recent developments. For a more
extensive overview we refer to [54].
12.2. Outlook on ramification theory following Abbes-Saito.
(a) In [3], Abbes and Saito give a refinement of Theorem 12.2. If
π ∶ X → Speck is a k-scheme and A an ℓ-adic coefficient ring, then
the dualizing complex KX ∶= π!(ASpec k) is defined as an object in the
derived category of complexes of A-modules of finite tor-dimension
with constructible cohomology. (In case π is smooth of pure di-
mension d, KX ≅ A(d)[2d].) Let F be a constructible sheaf of free
A-modules. Then in [3, Def. 2.1.1] the characteristic class of F is
defined as an element C(F) ∈H0(X,KX). It has the property that
if π is proper, then
Trπ(C(F)) = χ(Xk¯,F) ∈ A
where Trπ ∶H0(X,KX)→H0(Speck,A) = A is the trace map.
Now assume U is a smooth k-scheme and that j ∶ U ↪ X is a
compactification. Let F be a free lisse A-sheaf on U which is of
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Kummer type with respect to X (see [3, Def. 3.1.1]). Then ([3,
Thm. 3.3.1])
C(j!F) = rk(F) ⋅C(j!AU) − [SwnaiveU (F)] in H0(X,KX), (12.2)
where SwnaiveU (F) is the naive Swan class (it is conjectured to be
equal to SwU(F) and it is known that they have the same degree)
and [SwnaiveU (F)] denotes the cycle class of SwnaiveU (F) inH0(X,KX).
In particular applying Trπ we get back Theorem 12.2 for F as above.
Actually, Theorem 12.2 can be reproved in its full generality using
the equality (12.2), see [3, Cor. 3.3.2].
(b) We comment on the relation between the ramification theory via
curves which is described in Section 11 and the ramification theory
developed by Abbes-Saito in [1], [2], [45], [4].
Let K be a complete discrete valuation field with arbitrary residue
field, Ksep a separable closure of K and G = Gal(Ksep/K) the ab-
solute Galois group. Then in [1] a logarithmic ramification filtration(Grlog)r∈Q≥0 is defined, which has the following properties:
(i) Gslog ⊆ G
r
log, for s < r.
(ii) G0log = I = inertia subgroup of G, G
0+
log ∶= ⋃r>0Grlog = P = wild
inertia subgroup.
(iii) Set Gr+log ∶= ⋃s>rGslog. If K has characteristic p > 0 and “comes
from geometry”, then the quotient Grlog/Gr+log is abelian and is
killed by p for all r > 0.
(iv) In particular, if ℓ is a prime different from p, then according
to Lemma 4.70, every ℓ-adic representation V of G0+log factors
through a finite quotient, and as in Proposition 4.78 we obtain
a break decomposition V = ⊕x∈Q≥0 V (x). One then defines the
logarithmic Swan conductor Swlog(V ) ∶= ∑x∈Q≥0 xdimV (x).
(v) If the residue field of K is perfect, the filtration Grlog coin-
cides with the classical ramification filtration from Definition
3.54, and for an ℓ-adic representation V of G we have Sw(V ) =
Swlog(V ).
Now let U be a smooth connected k-scheme and denote by η¯ → U
a geometric point over the generic point of U . Assume that we have
a dominant open embedding j ∶ U ↪ X into a smooth k-scheme
such that the complement X ∖ U with its reduced structure is a
strict normal crossings divisor D = ∪iDi. Denote the generic points
of D by ξi ∈ Di and by Gξi the decomposition subgroups at ξi of
the absolute Galois group of k(X) (well-defined up to conjugation).
Let F be a free lisse A-sheaf on U . Define the logarithmic Swan
conductor of F with respect to X as
Swlog
X
(F) ∶=∑
i
Swlog
ξi
(F) ⋅Di,
where Swlog
ξi
(F) is the logarithmic Swan conductor of the represen-
tation F ∣Gξ in the sense of (b), (iv) above. Note that this is well-
defined, even though Gξi is only well-defined up to conjugation.
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In [16, after Remark 3.10] the following conjecture is formulated
(see also [6, Conj. B]):
Conjecture 12.3. Let U be a smooth connected k-scheme and F a
lisse A-sheaf on U . Let j ∶ U ↪ X be a divisorial compactification
and D an effective Cartier divisor supported in X ∖ U . Then the
following two statements are equivalent:
(a) The ramification of F is bounded by D in the sense of Definition
11.4.
(b) For all k-morphisms h ∶ V → X fitting into a commutative dia-
gram
V
U X,
h
j′
j
such that V is a smooth k-scheme, j′ is an open dominant em-
bedding and the complement V ∖U is a strict normal crossings
divisor, we have
SwlogV (F) ≤ h∗D.
For D = 0 this is Proposition 11.16; for X smooth and F of rank
1 this conjecture is proved in [6, Thm. 7.1].
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