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Abstract
It is well known that for sufﬁciently nice wavelet functions (e.g., Schwartz functions with a few vanishing
moments) the regularity of the wavelet transform allows to recover any L2-function in a stable way from
its samples over any sufﬁciently dense, irregular sampling set. Equivalently, the (irregular) set of afﬁne
transforms of the given wavelet function forms a frame for L2(Rd). In the present paper a systematic
treatment of mild sufﬁcient conditions for the validity of such a statement is provided on the basis of two
new Banach spaces of functions, to be denoted by F0(Rd) and F1(Rd). Their norms turn out to be highly
suitable for the description of perturbation results. Given an irregular wavelet frame using an atom from
one of these spaces implies that a new system, based using sufﬁciently close irregular set (in the sense of
small jitter error), and using sufﬁciently small modiﬁcation of the atom (in terms of one of the two norms),
is an irregular wavelet frame of similar quality. Whereas, it is shown that the perturbation may occur in
the sense that every parameter is allowed to be perturbed by the same amount for atoms in F0(Rd) with
arbitrary time-scale sequences, one is allowed to modify wavelet frames for atoms from the strictly larger
class F1(Rd) in a similar way if the sampling pattern forms an afﬁne lattice (similar to classical wavelet
systems).
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1. Introduction
One of the fundamental problems in wavelet analysis is to ﬁnd qualitative properties of a
function (the so-called wavelet atom) and conditions for a sequence of dilation and translation
parameters so that one can guarantee that the family obtained by applying the corresponding shift
and dilation operators to the atom is a frame for L2(Rd). Many authors have contributed to this
topic, e.g., see [2,3,5,6,8,9,11,17,18,21–28] for an overview. Common to most of these results is
the fact that the conditions are stated in the Fourier domain. For a regular wavelet frame of the
form {aj/2(aj · −bk) : j, k ∈ Z}, we know from many numerical examples that the estimates
in [10] are impressively sharp. However, it is difﬁcult to apply that method for irregular wavelet
frames where {bk : k ∈ Z} is substituted by an irregular sequence {tk : k ∈ Z}. One of the main
difﬁculties is that the irregular exponential system {e2itk : k ∈ Z} has no common period. In
this paper, we introduce two Banach spaces with the help of the wavelet transform. Both of the
spaces are shown to be dense in L2(Rd) and consist of “nice” wavelets for constructing wavelet
frames in the following sense:
(i) Functions from these spaces generate wavelet frames for every sufﬁciently dense sequence
of well-spread time-scale parameters.
(ii) A frame generated by such a function remains a frame when the time-scale parameters and
the generating function undergo small perturbations, i.e., these norms are sensitive enough
so that small changes of frame parameters imply small changes of the corresponding frame
operators.
Speciﬁcally, we consider wavelet systems of the following type:{
s
−d/2
,n 
( · − t,n
s,n
)
: n ∈ Z, 1r
}
,
where  ∈ L2(Rd), sn > 0 and tn ∈ Rd .
We start with some notations. G := {(a, b) : a>0, b ∈ Rd} is the (afﬁne) group, with mul-
tiplication given by (a, b)(a′, b′) = (aa′, b + ab′). Obviously (1, 0) is the unit element and
(1/a,−b/a) is the inverse of (a, b). The Lr -space with respect to the left invariant Haar measure
is given by
Lr(G) :=
{
F : G → C :
(∫∫
G
|F(s, t)|r 1
sd+1
ds dt
)1/r
< +∞
}
.
Let p > 1 and q > 0 be constants describing the size of boxes. We write
Ep,q;j,k =
[
pj−1/2, pj+1/2
)
× pjq
(
k +
[
− 12 , 12
)d)
, j ∈ Z, k ∈ Zd . (1.1)
We use the symbol Ej,k if there is no danger of confusion.
The afﬁne Wiener amalgam space on G is deﬁned by
W˜0(G) :=
⎧⎨⎩F ∈ L1(G) : ‖F‖W˜0(G);p,q := ∑
j∈Z,k∈Zd
‖F · Ej,k‖∞ < ∞
⎫⎬⎭ .
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And the iterated afﬁne Wiener amalgam space on G is deﬁned by
W˜1(G) :=
⎧⎨⎩F ∈ L1(G) : ‖F‖W˜1(G);p,q := ∑
j∈Z
sup
s∈Sp;j
∑
k∈Zd
sup
t∈Tq;s,k
|F(s, t)|<∞
⎫⎬⎭ ,
where
Sp;j = [pj−1/2, pj+1/2) and Tq;s,k = sq
(
k +
[
− 12 , 12
)d)
. (1.2)
Again, we write Sj and Ts,k instead of Sp;j and Tq;s,k for simplicity.
Note that W˜0(G) and W˜1(G) are independent of the choice of (p, q) and different choices of
(p, q) give equivalent norms, resp. (see Theorem 2.2).
The continuous wavelet transform of f with respect to  is deﬁned by
(Wf )(s, t) = 〈f, (s, t)〉 = s−d/2
∫
Rd
f (x)
(
x − t
s
)
dx, (s, t) ∈ G,
where
(s, t)f = s−d/2f
( · − t
s
)
.
Let (x) =
(
2x1 + · · · + 2xd
)d
e−x2 . Deﬁne
F0(R
d) = {f ∈ L2(Rd) : ‖f ‖
F0(R
d )
= ‖Wf ‖L1(G) + ‖Wf‖W˜0(G);p,q <∞},
F1(R
d) = {f ∈ L2(Rd) : ‖f ‖
F1(R
d )
= ‖Wf ‖L1(G) + ‖Wf‖L1(G) < ∞}.
Similar to the Feichtinger’s algebraS0 studied in [15,16] forGabor analysis,F0(Rd) andF1(Rd)
contain nice wavelet atoms which make them useful in wavelet analysis. We show that F0(Rd)
is a proper subset of F1(Rd) and both are Banach spaces. We give several characterizations for
both spaces. A surprising result is that properties of F0(Rd) and F1(Rd) are dependent on the
dimension d. For example, only for d = 1 it is true that f ∈ F0(Rd) (F1(Rd)) is equivalent to
Wf f ∈ W˜0(G) (W˜1(G)).
We also give some sufﬁcient conditions for a function to be contained in F0(Rd) or F1(Rd).We
show that every function satisfying some smoothness and decay conditions is inF0(Rd) orF1(Rd).
In particular, for d = 1, f, f ′, Xf , Xf ′ ∈ L1(R) and fˆ (0) = 0 imply that f ∈ F1(R) ∩ F0(R).
Moreover, we show that functions in F0(Rd) and F1(Rd) are admissible and can serve as atoms
forwavelet frame expansions. Speciﬁcally, every function inF0(Rd) generates a frame forL2(Rd)
with any sufﬁciently dense sequence of well-spread time-scale parameters.
Stability of frames is important in applications and is studied by many authors. It was shown
in [1,5,7,13,15,19,27,29–31,34] that for d = 1, if {(sn, tn) : n ∈ Z} is a frame for L2(R),  is
nice enough, and (s′n, t ′n) is in a small neighborhood (group sense) of (sn, tn), i.e., |s′n/sn − 1| <
ε and |t ′n − tn| < sn for some ε,  > 0, then {(s′n, t ′n) : n ∈ Z} is also a frame for L2(R).
As far as we know, there are only two results concerning perturbations of wavelet frames of this
type for arbitrary time-scale parameters (sn, tn). One [15] is very abstract and therefore difﬁcult
to give information on how to ﬁnd the stability bounds. The other one [31] gives explicit estimates
for the stability bounds with d = 1 and very strong assumptions, in particular,  is four-times
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continuously differentiable. In this paper, we prove that  ∈ F0(Rd) is enough to ensure the
stability of the same type for arbitrary dimensions d. Recall that for d = 1, f, f ′, Xf,Xf ′ ∈
L1(R) and fˆ (0) = 0 imply that f ∈ F1(R) ∩ F0(R).
For the perturbation of wavelet functions, it was shown in [1,13] that for a regular wavelet
frame {(aj , aj bk) : j ∈ Z, k ∈ Zd}, if ˆ satisﬁes some regularity condition and |ˆ() −
ˆ˜()|ε|ˆ()| with sufﬁciently small ε, then {(aj , aj bk)˜ : j ∈ Z, k ∈ Zd} is also a frame.
In this paper, we prove that a wavelet frame with any generating function and arbitrary time-scale
parameters remains a frame when the new generating function is close enough to the original one
in the F0(Rd) norm.
The paper is organized as follows. Some basic properties of afﬁne Wiener amalgam spaces
(Theorems 2.2 and 2.3) are collected in Section 2. Sufﬁcient conditions for a function to belong to
the spaceF0(Rd) orF1(Rd) are presented in Section 3.1 (Theorem 3.6).Various characterizations
(Theorems 3.13, 3.15 and 3.16) of these two spaces are studied in Section 3.2. Sufﬁcient conditions
for functions in F0(Rd) and F1(Rd) to generate frames are considered in Section 4, where we
consider ﬁrst wavelet frames with general time-scale parameters in Section 4.1 (Theorems 4.4 and
4.5) and then consider the case of irregular afﬁne lattices in Section 4.2 (Theorem 4.9). Stability of
wavelet frames generated with functions inF0(Rd) orF1(Rd) and arbitrary time-scale parameters
are studied in Section 5 (Theorems 5.3 –5.6).
1.1. Deﬁnitions and notations
For u ∈ R, we denote u = max{n ∈ Z : nu} and u = min{n ∈ Z : nu}, and #E
denotes the cardinality of a sequence or a set E.
The Fourier transform of f ∈ L2(Rd) is deﬁned by fˆ () = ∫Rd f (x)e−2ix dx.
We write an element x ∈ Rd as x = (x1, . . . , xd). We write xy if xvyv, 1vd and
x < y means xy and a strict inequality xv < yv for at least one coordinate v.
We use the following set of multi-indices: 	 = (	1, . . . , 	d), |	| = 	1 + · · · + 	d , Zd+ = {	 ∈
Zd : 	v0, 1vd}, t	 = t	11 · · · t	dd , (X	t f )(t) = t	f (t), (	xf )(x) = 
|	|
x	11 ···x
	d
d
f (x), and

	x = 
	1x1 · · · 
	dxd stands for the indeﬁnite integration operator on L1(Rd) deﬁned by
(
xvf )(x) =
∫ xv
−∞
f (x1, . . . , xv−1, tv, xv+1, . . . , xd) dtv.
We write X	, 	, and 
	 simply when there is no danger of confusion.
Convention: Whenever we write 	f , we mean that 	f exists almost everywhere and the
Newton–Leibniz formula holds, i.e, for  < 	 with xxv = x	,∫ t ′v
tv
(	f )(x) dxv = (f )(x1, . . . , xv−1, t ′v, xv+1, . . . , xd)
− (f )(x1, . . . , xv−1, tv, xv+1, . . . , xd).
We call Ind ⊂ Zd+ an index chain if it contains n+ 1 elements 	(0), . . . , 	(n) such that |	()| = 
and 	(0) < · · · < 	(n). We call 	(n) the maximal element of Ind . We call x′ an 	-order zero of f
if (xv − x′v)−	v+1f (x) = 0 whenever xv = x′v , 1vd. For  ∈ L2(Rd) and  ∈ Rd , deﬁne
C() =
∫ +∞
0
|ˆ(a)|2
a
da. We call a function  ∈ L2(Rd) admissible if there is a constant M
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such that C() < M, a.e. Moreover, if C() = M , a.e., then we call  strongly admissible
and write C simply.
We call h(x) a W-control function if it is positive, integrable on Rd and for any 1vd
and ﬁxed x1, . . . , xv−1, xv+1, . . . , xd , h(x) is decreasing as |xv| is increasing. It can be shown
(see Lemma 3.2) that W-control functions belong to the ordinary Wiener amalgam space, i.e.,∑
k∈Zd sup‖t−kq‖∞q/2 h(t) < +∞ for any q > 0.
2. Afﬁne Wiener amalgam spaces
In this section, we give some basic properties of afﬁne Wiener amalgam spaces. These are
Wiener amalgam spaces (previously called Wiener-type spaces [14,12]) over the afﬁne group.
Lemma 2.1. Let p, p′ > 1, q, q ′ > 0 and (a, b) ∈ G be constants.
(i) For any F ∈ W˜0(G), we have
ad/2‖(a, b)F‖W˜0(G);p,q =
∑
j∈Z,k∈Zd
‖F · (a,b)−1Ep,q;j,k‖∞
 p
2p′−1
p2p′−pp′
(
(pp′)1/2q ′
q
+ 2pp′
)d
‖F‖W˜0(G);p′,q ′ . (2.1)
(ii) For any F ∈ W˜1(G), we have
ad/2‖(a, b)F‖W˜1(G);p,q =
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
∣∣∣∣F ( sa , t − ba
)∣∣∣∣
 2d+1‖F‖W˜1(G);p,q .
Proof. First, we prove (i). Fix some j ′ ∈ Z and k′ ∈ Zd . If Ep′,q ′;j ′,k′ ∩ (a, b)−1Ep,q;j,k = ∅,
then we have
pjq(kv − 1/2) − bv
a
< p′j
′
q
(
k′v +
1
2
)
and
pjq(kv + 1/2) − bv
a
> p′j
′
q ′
(
k′v −
1
2
)
, 1vd.
Hence,
ap′j
′
q ′(k′v − 1/2) + bv
pjq
− 1
2
< kv <
ap′j
′
q ′(k′v + 1/2) + bv
pjq
+ 1
2
, 1vd.
Therefore,
#
{
k : Ep′,q ′;j ′,k′ ∩ (a, b)−1Ep;q;j,k = ∅
}

(
ap′j
′
q ′
pjq
+ 2
)d
∀j, j ′, k′.
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Similarly we can derive that
1
a(pp′)1/2
<
p′j
′
pj
<
(pp′)1/2
a
.
Hence
#
{
(j, k) : Ep′,q ′;j ′,k′ ∩ (a, b)−1Ep;q;j,k = ∅
}

lnp′/ lnp∑
l=0
(
(pp′)1/2q ′
plq
+ 2
)d

lnp′/ lnp∑
l=0
1
pl
(
(pp′)1/2q ′
q
+ 2pp′
)d
(note that pl < pp′)
 p
2p′ − 1
p2p′ − pp′
(
(pp′)1/2q ′
q
+ 2pp′
)d
. (2.2)
It follows that
ad/2‖(a, b)F‖W˜0(G);p,q =
∑
j∈Z,k∈Zd
‖F · 
(a,b)−1Ep,q;j,k‖∞

∑
j∈Z,k∈Zd
∑
j ′∈Z,k′∈Zd
E
p′,q′;j ′,k′ ∩(a,b)−1Ep,q;j,k =∅
‖F · Ep′,q′;j ′,k′ ‖∞
=
∑
j ′∈Z,k′∈Zd
∑
j∈Z,k∈Zd
E
p′,q′;j ′,k′ ∩(a,b)−1Ep,q;j,k =∅
‖F · Ep′,q′;j ′,k′ ‖∞
 p
2p′ − 1
p2p′ − pp′
(
(pp′)1/2q ′
q
+ 2pp′
)d
‖F‖W˜0(G);p′,q ′ .
Next, we prove (ii). Similar to the above we can get that
ad/2‖(a, b)F‖W˜1(G);p,q =
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
∣∣∣∣F ( sa , t − ba
)∣∣∣∣
 2d
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
∣∣∣∣F ( sa , ta
)∣∣∣∣
= 2d
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts/a,k
∣∣∣F ( s
a
, t
)∣∣∣
 2d+1
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
|F(s, t)|
= 2d+1‖F‖W˜1(G);p,q . 
Theorem 2.2. (i) W˜0(G) and W˜1(G) are independent of the choice of (p, q) and different choices
of (p, q) give equivalent norms, respectively.
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(ii) W˜0(G) ⊂ W˜1(G) ⊂ L1(G). Speciﬁcally, ‖F‖W˜1(G);p,q(p1/2 + 2)d‖F‖W˜0(G);p,q and
‖F‖L1(G)qd(p − 1)‖F‖W˜1(G);p,q .
(iii) W˜1(G) \ W˜0(G) = ∅.
Proof. (i) We only check the case of W˜0(G). The other one can be proved similarly. By setting
(a, b) = (1, 0) in Lemma 2.1(i), one has ‖F‖W˜0(G);p,qC1‖F‖W˜0(G);p′,q ′ . Similarly we can
prove that ‖F‖W˜0(G);p′,q ′C2‖F‖W˜0(G);p,q .
(ii) Fix some j ∈ Z and s ∈ Sj = [pj−1/2, pj+1/2). Let
Es,k = [pj−1/2, pj+1/2) ×
d∏
v=1
[
sq
(
kv − 12
)
, sq
(
kv + 12
))
.
We have∑
k∈Zd
sup
t∈Ts,k
|F(s, t)| 
∑
k∈Zd
sup
(s′,t)∈Es,k
|F(s′, t)|
∑
k∈Zd
∑
n∈Zd
Es,k∩Ej,n =∅
∥∥∥F · Ej,n∥∥∥∞
=
∑
n∈Zd
∑
k∈Zd
Es,k∩Ej,n =∅
∥∥∥F · Ej,n∥∥∥∞ (p1/2 + 2)d ∑
n∈Zd
∥∥∥F · Ej,n∥∥∥∞ .
It follows that
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
|F(s, t)|(p1/2 + 2)d
∑
n∈Zd
∥∥∥F · Ej,n∥∥∥∞ .
Hence
‖F‖W˜1(G);p,q(p1/2 + 2)d‖F‖W˜0(G);p,q .
Next we prove W˜1(G) ⊂ L1(G). For any s > 0, we have∫
R
|F(s, t)| dtsdqd
∑
k∈Zd
sup
t∈Ts,k
|F(s, t)|.
Hence∫∫
G
|F(s, t)| 1
sd+1
ds dt  qd
∫ +∞
0
∑
k∈Zd
sup
t∈Ts,k
|F(s, t)|1
s
ds
 qd
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
|F(s, t)|p
j+1/2 − pj−1/2
pj−1/2
= qd(p − 1)‖F‖W˜1(G);p,q .
(iii) Finally we provide an example of a function from W˜1(G) \ W˜0(G) at the end of Section 3.
This completes the proof. 
For any F,G ∈ L1(G), deﬁne their afﬁne convolution as
(FG)(s, t) =
∫∫
G
F(a, b)G
(
(a, b)−1(s, t)
) 1
ad+1
da db.
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Theorem 2.3. Suppose that F,G ∈ L1(G). Then we have
(i) FG ∈ L1(G) and ‖FG‖L1(G)‖F‖L1(G)‖G‖L1(G).
(ii) If G ∈ W˜1(G), then FG ∈ W˜1(G) and
‖FG‖W˜1(G);p,q2d+1‖F‖L1(G)‖G‖W˜1(G);p,q .
(iii) If F ∈ W˜1(G) and Xds G ∈ L1(G), then FG ∈ W˜1(G) and
‖FG‖W˜1(G);p,q2
∥∥∥(2Xs + 1)dG∥∥∥
L1(G) · ‖F‖W˜1(G);p,q .
(iv) If G ∈ W˜0(G), then FG ∈ W˜0(G) and
‖FG‖W˜0(G);p,q2(p + 2)d‖F‖L1(G)‖G‖W˜0(G);p,q .
(v) If F ∈ W˜0(G) and X||s X	t G ∈ L1(G) whenever 	, , 	 +  ∈ Id := {0, 1}d , then FG ∈
W˜0(G) and
‖FG‖W˜0(G);p,qCp,q
∑
	+∈Id
‖X||s X	t G‖L1(G)‖F‖W˜0(G);p,q .
Proof. (i) This statement is valid for general locally compact groups, and follows from the fact
that the measure 1
sd+1 ds dt is the left-invariant Haar measure on the “ax + b”-group.(ii) Let Sj and Ts,k be deﬁned as in (1.2). Fix some (a, b) ∈ G. We see from Lemma 2.1(ii) that∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
∣∣∣∣G( sa , t − ba
)∣∣∣∣ 2d+1‖G‖W˜1(G);p,q .
Hence
‖FG‖W˜1(G);p,q =
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
∣∣∣∣∫∫G F(a, b)G
(
(a, b)−1(s, t)
) 1
ad+1
da db
∣∣∣∣

∫∫
G
1
ad+1
|F(a, b)|
∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
∣∣∣G ((a, b)−1(s, t))∣∣∣ da db
 2d+1‖G‖W˜1(G);p,q‖F‖L1(G).
(iii) Fix some (a, b) ∈ G. It is easy to see that
∑
k∈Zd
sup
t∈Ts,k
∣∣∣∣F ( sa , t − bsa
)∣∣∣∣  (2 + 1a
)d ∑
k∈Zd
sup
t∈Ts/a,k
∣∣∣F ( s
a
, t
)∣∣∣ .
Hence∑
j∈Z
sup
s∈Sj
∑
k∈Zd
sup
t∈Ts,k
∣∣∣∣F ( sa , t − bsa
)∣∣∣∣ 2(2 + 1a
)d
‖F‖W˜1(G);p,q . (2.3)
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Note that
(FG)(s, t) =
∫∫
G
1
ad+1
F(a, b)G
(
s
a
,
t − b
a
)
da db
=
∫∫
G
1
a
F
(
s
a
, t − bs
a
)
G(a, b) da db. (2.4)
We have
‖FG‖W˜1(G);p,q 
∫∫
G
1
a
|g(a, b)|
∑
j∈Z
sup
s∈Sj
∑
k∈Z
sup
t∈Ts,k
∣∣∣∣F ( sa , t − bsa
)∣∣∣∣ da db

∫∫
G
1
a
|G(a, b)| · 2
(
2 + 1
a
)d
‖F‖W˜1(G);p,q da db
= 2‖(2Xs + 1)dg‖L1(G)‖F‖W˜1(G);p,q .
At last, let us prove (v). (iv) can be proved similarly.
Fix some (a, b) ∈ G. Let Ej,k be deﬁned as in (1.1) and E˜j,k = {( sa , t − bsa ) : (s, t) ∈ Ej,k}.
If E˜j,k ∩ Ej ′,k′ = ∅, then there is some (s, t) ∈ Ej,k such that ( sa , t − bsa ) ∈ Ej ′,k′ . If bv > 0,
then we have
pjq
(
kv − 12
)
− bvp
j+1/2
a
 t − bvs
a
< pj
′
q
(
k′v +
1
2
)
.
Consequently,
kv <
bvp
1/2
aq
+ pj ′−j
(
k′v +
1
2
)
+ 1
2
.
Similarly,
kv >
bvp
−1/2
aq
+ pj ′−j
(
k′v −
1
2
)
− 1
2
.
For the case of bv0, we can prove similarly that
bvp
1/2
aq
+ pj ′−j
(
k′v −
1
2
)
− 1
2
< kv <
bvp
−1/2
aq
+ pj ′−j
(
k′v +
1
2
)
+ 1
2
.
For both cases, we have, for any j, j ′, k′,
#
{
k : E˜j,k ∩ Ej ′,k′ = ∅
}

d∏
v=1
( |bv|
aq
(p1/2 − p−1/2) + pj ′−j + 2
)
.
Since p
j−1/2
a
 s
a
< pj
′+1/2 and pj ′−1/2 s
a
<
pj+1/2
a
, we also have
1
ap
< pj
′−j < p
a
.
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Therefore,
#
{
(j, k) : E˜j,k ∩ Ej ′,k′ = ∅
}
2
d∏
v=1
( |bv|
aq
(p1/2 − p−1/2) + p
a
+ 2
)
∀j ′, k′.
Hence ∑
j∈Z,k∈Zd
∥∥∥∥F ( sa , t − bsa
)
Ej,k (s, t)
∥∥∥∥∞ 
∑
j∈Z,k∈Zd
∑
j ′∈Z,k′∈Zd
E˜j,k∩Ej ′,k′ =∅
∥∥∥FEj ′,k′∥∥∥∞
=
∑
j ′∈Z,k′∈Zd
∑
j∈Z,k∈Zd
E˜j,k∩Ej ′,k′ =∅
∥∥∥f Ej ′,k′∥∥∥∞  C
′
p,q
ad
∑
j ′∈Z,k′∈Zd
∥∥∥FEj ′,k′∥∥∥∞
d∏
v=1
(1+a+|bv|)
= C
′
p,q
ad
‖F‖W˜0(G);p,q
d∏
v=1
(1 + a + |bv|). (2.5)
Now we see from (2.4) that
‖FG‖W˜0(G);p,q  ‖F‖W˜0(G);p,q
∫∫
G
C′p,q
ad+1
|G(a, b)|
d∏
v=1
(1 + a + |bv|) da db
 Cp,q
∑
	+∈Id
‖X||s X	t G‖L1(G)‖F‖W˜0(G);p,q .
This completes the proof. 
3. Properties of F0(Rd) and F1(Rd)
3.1. Sufﬁcient conditions for a function to belong to F0(Rd) or F1(Rd)
In this section,we collect some properties ofF0(Rd) andF1(Rd). First of all, we haveF0(Rd) ⊂
F1(R
d), thanks to Theorem 2.2. Next we give some sufﬁcient conditions for functions to be
contained in F0(Rd) or F1(Rd). We begin with a simple lemma.
Lemma 3.1. If f, xvf, g, 
xvg ∈ L1(Rd) for some 1vd, then∫
Rd
f (x)g(x − y) dx = −
∫
Rd
(xvf )(x) · (
xvg)(x − y) dx a.e.
Proof. Without loss of generality, we assume that v = 1.
By Fubini’s Theorem,
∫
Rd |f (x)g(x − y)| dx and
∫
Rd |(xvf )(x) · (
xvg)(x − y)| dx are ﬁnite
numbers for almost all y ∈ Rd . Fix such a y. Since g ∈ L1(Rd), we have limx1→∞(
x1g)(x−y) =
limx1→∞
∫ x1
−∞ g(t1 − y1, x2 − y2, . . . , xd − yd) dt1 exists for almost all (x2, . . . , xd) ∈ Rd−1.
But 
x1g ∈ L1(Rd). Hence
lim
x1→∞
(
x1g)(x − y) = 0 a.e. (x2, . . . , xd) ∈ Rd−1.
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On the other hand, it is easy to see that 
x1x1f = f , a.e. Hence
lim
x1→∞
f (x) = 0 a.e. (x2, . . . , xd) ∈ Rd−1.
Using the partial integration formula, we have for almost all (x2, . . . , xd) ∈ Rd−1,∫
R
f (x1, . . . , xd)g(x1 − y1, . . . , xd − yd) dx1
= lim
A→+∞
∫ A
−A
f (x1, . . . , xd)g(x1 − y1, . . . , xd − yd) dx1
= lim
A→+∞
(
f (A, x2, . . . , xd)(
x1g)(A − y1, x2 − y2, . . . , xd − yd)
−f (−A, x2, . . . , xd)(
x1g)(−A − y1, x2 − y2, . . . , xd − yd)
−
∫ A
−A
(x1f )(x1, . . . , xd)(
x1g)(x1 − y1, . . . , xd − yd) dx1
)
= −
∫
Rd
(x1f )(x1, . . . , xd) · (
x1g)(x1 − y1, . . . , xd − yd) dx1.
Now the conclusion follows by integrating both sides of the above equation with respect to
(x2, . . . , xd) ∈ Rd−1. 
Lemma 3.2. Let h be a W-control function. Then for any q > 0, we have∑
k∈Zd
sup
‖t−kq‖∞q/2
h(t) < +∞.
Proof. First we consider d = 1. For this case,∑
k1∈Z
sup
|t1−k1q|<q/2
h(t1)  3h(0) +
∑
k1>1
h
((
k1 − 12
)
q
)
+
∑
k1<−1
h
((
k1 + 12
)
q
)
 3h(0) + 1
q
‖h‖1.
Next we assume that the conclusion is true for 1dn−1. Let h be an n dimensional W-control
function. We have∑
k∈Zn
sup
‖t−kq‖∞q/2
h(t)
3
n∑
v=1
∑
k∈Zn
kv=0
sup
|t
v′ −kv′ q| q/2
tv=0
h(t) +
∑
|k1|,...,|kn|2
sup
‖t−kq‖∞q/2
h(t).
Since h(t) is an (n−1) dimensionalW-control function for any one of t1, . . . , td is ﬁxed, we have∑
k∈Zn
kv=0
sup
|t
v′ −kv′ q| q/2
tv=0
h(t) < +∞, 1vn.
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On the other hand, it is easy to see that∑
|k1|,...,|kn|2
sup
‖t−kq‖∞q/2
h(t)
∑
|k1|,...,|kn|2
h
((
k1 ± 12
)
q, · · · ,
(
kn ± 12
)
q
)
(where ± are chooser such that kv ± 1/2 become smaller)
 1
q
∫
R
∑
|k2|,...,|kn|2
h
(
t1,
(
k2 ± 12
)
q, . . . ,
(
kn ± 12
)
q
)
dt1 · · ·
 1
qd
‖h‖1. 
Lemma 3.3. Let n > d/2 be an integer and Ind be an index chain of length n + 1.
(i) If 	f, 
	g ∈ L1(Rd), ∀	 ∈ Ind , then Wgf ∈ L1(G).
(ii) Moreover, if there is a W-control function h(x) such that |g(x)|, |
	◦g(x)|h(x), where 	◦
is the maximal element of Ind , then Wgf ∈ W˜0(G).
Proof. Using Lemma 3.1 n times, we have
(Wgf )(s, t) =
∫
Rd
s−d/2f (x)g
(
x − t
s
)
dx
= (−1)n
∫
Rd
s−d/2+n
(
	
◦
f
)
(x) · (
	◦g) (x − t
s
)
dx, a.e. (3.1)
Hence ∫ 1
0
ds
∫
Rd
1
sd+1
|(Wgf )(s, t)| dt

∫ 1
0
ds
∫
Rd
∫
Rd
s−3d/2+n−1
∣∣∣∣(	◦f ) (x) · (
	◦g)(x − ts
)∣∣∣∣ dx dt
= ‖	◦f ‖1 · ‖
	◦g‖1 ·
∫ 1
0
s−d/2+n−1 ds = 1
n − d/2 · ‖
	◦
f ‖1 · ‖
	◦g‖1. (3.2)
On the other hand,∫ +∞
1
ds
∫
Rd
1
sd+1
|(Wgf )(s, t)| dt

∫ +∞
1
ds
∫
Rd
∫
Rd
s−3d/2−1
∣∣∣∣f (x) · g (x − ts
)∣∣∣∣ dx dt
= ‖f ‖1 · ‖g‖1
∫ +∞
1
s−d/2−1 ds = 2
d
· ‖f ‖1 · ‖g‖1. (3.3)
Putting (3.2) and (3.3) together it follows that Wgf ∈ L1(G).
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Next we prove (ii). Since |g(x)|h(x) and h(x) is a W-control function, we have∑
k∈Zd
∥∥∥Wgf · Ej,k∥∥∥∞ 
∫
Rd
|f (x)| ·
∑
k∈Zd
∥∥∥∥s−d/2g (x − ts
)
· Ej,k (s, t)
∥∥∥∥∞ dx

∫
Rd
|f (x)| · p−d/2(j−1/2)2d
∑
k∈Zd
∥∥∥∥h( tpj+1/2
)
· Ej,k (s, t)
∥∥∥∥∞ dx

∫
Rd
|f (x)| · p−d/2(j−1/2)2d
∑
k∈Zd
sup
|tv− q
p1/2
kv | q2p1/2
|h(t)| dx = C1p−d/2(j−1/2),
where Lemma 3.2 is used in the last step. Hence∑
j0,k∈Zd
∥∥∥Wgf · Ej,k∥∥∥∞ < +∞.
By (3.1), we can prove similarly that ∑
j<0,k∈Zd
∥∥∥Wgf · Ej,k∥∥∥∞ < +∞. Hence Wgf ∈
W˜0(G). 
Lemma 3.4. Let n > d/2 be an integer.
(i) If 	f ∈ L1(Rd) for any |	|n, then Wf ∈ W˜0(G) ⊂ L1(G).
(ii) If there is an index chain Ind of length n + 1 such that 
	f ∈ L1(Rd) for any 	 ∈ Ind , then
Wf ∈ L1(G).
(iii) Let the hypotheses in (ii) be satisﬁed. If there is some W-control function h such that
|f (x)|,
∣∣∣(
	◦f )(x)∣∣∣ h(x),
where 	◦ is the maximal element of Ind , then Wf ∈ W˜0(G).
(iv)  ∈ F0(Rd).
Proof. Put  = 2. Then we have
(x) =
(
2x1 + · · · + 2xd
)d
e−x2 =
∑
||=d
C
2
e−x2 =
∑
||=d
C, (3.4)
where C are constants.
(i) By (3.4), it sufﬁces to show that Wf ∈ W˜0(G) whenever || = d.
Put n′ = min{d, n} and ﬁx some  with || = d . Since dn′, we can ﬁnd an index chain In′d
of length n′ + 1 such that 	 for any 	 ∈ In′d . Let 	◦ be the maximal element of In
′
d .
Obviously, 
	 =  · −	e−x2 ∈ L1(Rd). Moreover, since
 = (21e−x
2
1 ) · · · (2d e−x2d )
and

	
◦
 = (21−	
◦
1e−x21 ) · · · (2d−	◦d e−x2d ),
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we can ﬁnd a W-control function h such that
|(x)|, |
	
◦
(x)|h(x).
Hence Wf ∈ W˜0(G), thanks to Lemma 3.3.
(ii) Obviously,  ∈ L1(Rd) for any  ∈ Zd+. By Lemma 3.3(i), Wf ∈ L1(Rd). (iii) can be
proved similarly and (iv) is a consequence of (i). 
Lemma 3.5. Let I dd be an index chain of length d + 1 with the maximal element (1, . . . , 1).
Suppose that X	f ∈ L1(Rd) for any 	 ∈ I dd and fˆ () = 0 whenever 1 · · · · · d = 0. Then

	f ∈ L1(Rd) for any	 ∈ I dd and there is aW-control function h such that |(
(1,...,1)f )(x)|h(x),
∀x ∈ Rd .
Proof. We prove only the case of
I dd = {(0, 0, . . . , 0), (1, 0, . . . , 0), (1, 1, . . . , 0), . . . , (1, 1, . . . , 1)}.
Other cases can be proved similarly.
Put f1(x2, . . . , xd) =
∫
R f (x1, . . . , xd) dx1. We have f1 ∈ L1(Rd−1), thanks to Fubini’s The-
orem. On the other hand, since fˆ1(2, . . . ,d)= fˆ (0,2, . . . ,d)= 0 for any (2, . . . ,d) ∈
Rd−1, we have f1(x2, . . . , xd) = 0, a.e. Similarly we can prove that for any 1vd,∫ +∞
−∞
f (x1, . . . , xd) dxv = 0 a.e. (3.5)
Next we show that
‖
	f ‖12|	|‖X	f ‖1 ∀	 ∈ I dd . (3.6)
First, we consider 	 = (1, 0, . . . , 0). For this case, we see from (3.5) that
‖
x1f ‖1 =
∫
Rd
dx
∣∣∣∣∫ x1−∞ f (t1, x2, · · · , xd) dt1
∣∣∣∣ = ∫
Rd
dx
∣∣∣∣∫ +∞
x1
f (t1, x2, . . . , xd) dt1
∣∣∣∣

∫
Rd
dx
∫
|t1| |x1|
|f (t1, x2, . . . , xd)| dt1
=
∫
(t1,x2,...,xd )∈Rd
∫
|x1| |t1|
|f (t1, x2, . . . , xd)| dx dt1 = 2‖X(1,0,...,0)f ‖1.
By induction, it is easy to show that (3.6) holds for any 	 ∈ I dd .
Let
h(x) =
∫
|t1| |x1|
· · ·
∫
|td | |xd |
|f (t1, . . . , td )| dt1 . . . dtd .
Then we have
‖h‖1 =
∫
Rd
dx
∫
|t1| |x1|
· · ·
∫
|td | |xd |
|f (t1, . . . , td )| dt1 . . . dtd
=
∫
Rd
dt
∫
|x1| |t1|
· · ·
∫
|xd | |td |
|f (t1, . . . , td )| dx1 · · · dxd
= 2d‖X(1,...,1)f ‖1 < +∞.
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Hence h is a W-control function. On the other hand, we see from (3.5) that
|(
(1,...,1)f )(x)| =
∣∣∣∣∫ x1−∞ dt1
∫ x2
−∞
· · ·
∫ xd
−∞
f (t1, t2, . . . , td ) dt2 · · · dtd
∣∣∣∣
=
∣∣∣∣∫ +∞
x1
dt1
∫ x2
−∞
· · ·
∫ xd
−∞
f (t1, t2, . . . , td ) dt2 · · · dtd
∣∣∣∣

∫
|t1| |x1|
dt1
∣∣∣∣∫ x2−∞ · · ·
∫ xd
−∞
f (t1, t2, . . . , td ) dt2 · · · dtd
∣∣∣∣
 · · ·

∫
|t1| |x1|
· · ·
∫
|td | |xd |
|f (t1, . . . , td )| dt1 · · · dtd = h(x).
This completes the proof. 
By Lemmas 3.4 and 3.5, we are now ready to give sufﬁcient conditions for functions to be
contained in F0(Rd) or F1(Rd).
Theorem 3.6. Let n > d/2 be an integer.
(i) If f satisﬁes one of the following conditions, then f ∈ F1(Rd).
(a) 	f ∈ L1(Rd) for any |	|n and there is some index chain Ind of length n+ 1 such that

f ∈ L1(Rd), ∀ ∈ Ind .
(b) 	f ∈ L1(Rd) for any |	|n, 0 is a ◦-order zero of fˆ for some |◦| = n, and there is
an index chain Ind with 
◦ as the maximal element such that Xf ∈ L1(Rd), ∀ ∈ Ind .
(ii) If f satisﬁes one of the following conditions, then f ∈ F0(Rd).
(a) 	f ∈ L1(Rd) for any |	|n, Xf,X(1,...,1)f∈L1(Rd) for any ∈I dd , where I dd
is an index chain with (1, . . . , 1) as the maximal element, and fˆ () = 0 whenever
1 · · · · · d = 0.
(b) f is compactly supported, all the partial derivatives of order no greater than n are con-
tinuous, and 0 is an ◦-order zero of fˆ for some |◦| = n.
Proof. (i)(a) is a consequence of Lemma 3.4. For (i)(b), similarly to the proof of Lemma 3.5 we
can prove that ‖
f ‖12||‖Xf ‖1 for any  ∈ Ind . The conclusion follows by (i)(a).
(ii)(a) is a consequence of Lemmas 3.4(i), (iii) and 3.5. To prove (ii)(b), let Ind be an index chain
with ◦ as the maximal element. It is easy to see that 
f is also compactly supported for any
 ∈ Ind and, therefore, we can ﬁnd a W-control function h such that |f (x)|, |(

◦
f )(x)|h(x).
Hence, f ∈ F0(Rd), thanks to Lemma 3.4. 
Remark 3.1. Since the univariate wavelets are used more often, we restate the above theorem
for this case explicitly.
Suppose that f is locally absolutely continuous.
(i) If f, f ′, 
f ∈ L1(R), then f ∈ F1(R).
(ii) If f, f ′, Xf ∈ L1(R) and fˆ (0) = 0, then f ∈ F1(R).
(iii) If f, f ′, Xf,Xf ′ ∈ L1(R) and fˆ (0) = 0, then f ∈ F0(R).
(iv) If f is compactly supported, f, f ′ ∈ L1(R) and fˆ (0) = 0, then f ∈ F0(R).
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3.2. Characterizations of F0(Rd) and F1(Rd)
In the following, we study the characterization of F0(Rd) and F1(Rd). First, we give another
deﬁnition of F1(Rd).
Lemma 3.7. ‖f ‖
F1(R
d )
= ∫∫G 1+sdsd+1 |(Wf )(s, t)| ds dt = ∫∫G 1+sdsd+1 |(Wf)(s, t)| ds dt .
Proof. Note that, since (Wf )(s, t) = (Wf)(1/s,−t/s), we have∫∫
G
1
s
|(Wf )(s, t)| ds dt =
∫∫
G
1
s
∣∣∣∣(Wf)(1s , −ts
)∣∣∣∣ ds dt
=
∫∫
G
1
sd+1
∣∣∣(Wf)(s, t)∣∣∣ ds dt. (3.7)
Hence
‖f ‖
F1(R
d )
=
∫∫
G
1 + sd
sd+1
|(Wf )(s, t)| ds dt.
Similarly we can prove the other equality. 
Theorem 3.8. F0(Rd) and F1(Rd) are Banach spaces. Both are invariant under translations
and dilations. Speciﬁcally, (a, b)f ∈ F0(Rd) (or F1(Rd)) provided f ∈ F0(Rd) (or F1(Rd)),
∀(a, b) ∈ G.
Proof. For any f ∈ F0(Rd), we have
C‖f ‖22 = ‖Wf ‖2L2(G)‖Wf ‖∞‖Wf ‖L1(G)‖‖2‖f ‖2‖f ‖F0(Rd ).
Hence
‖f ‖2C−1 ‖‖2‖f ‖F0(Rd ). (3.8)
Let {fn : n1} be a Cauchy sequence in F0(Rd). By (3.8), {fn : n1} is also a Cauchy
sequence in L2(Rd). Let f be its L2 limit. Then {Wfn} converges pointwise to Wf . Since
{Wfn} converges in L1(G), Wf must also be its limit in L1(G). Similarly, {Wfn} converges
to Wf in W˜0(G). Hence f ∈ F0(Rd) is the F0(Rd)-limit of {fn : n1}. Therefore, F0(Rd) is
a Banach space. Similarly, we can prove that F1(Rd) is also a Banach space.
Fix some (a, b) ∈ G. Since (W(a, b)f )(s, t) = (Wf )
(
s
a
, t−b
a
)
, we have
‖W(a, b)f ‖L1(G) = ‖Wf ‖L1(G).
On the other hand, note that (W(a,b)f)(s, t) = (Wf)(as, t+bs). By substituting (1/a,−b/a)
for (a, b) in (2.3) and (2.5), respectively, we get∥∥W(a,b)f∥∥W˜1(G);p,q 2(2 + a)d ∥∥Wf∥∥W˜1(G);p,q
and ∥∥W(a,b)f∥∥W˜0(G);p,q Cp,q d∏
v=1
(1 + a + |bv|)
∥∥Wf∥∥W˜0(G);p,q .
Hence both F0(Rd) and F1(Rd) are invariant under translations and dilations. 
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Theorem 3.9. For any f ∈ F1(Rd), we have
(i) ‖f ‖1 12C ‖‖1 · ‖f ‖F1(Rd ).
(ii) ‖‖2fˆ () ∈ L∞(Rd) for −d/2d/2.
(iii) ‖‖2fˆ () ∈ L1(Rd) for −3d/2 − d/2.
(iv) ‖‖2fˆ () ∈ L2(Rd) for −d0.
Proof. (i) By Lemma 3.7, we have∫∫
G
∫
Rd
1
sd+1
|(Wf )(s, t)|s−d/2
∣∣∣∣(x − ts
)∣∣∣∣ dx ds dt
= ‖‖1 ·
∫∫
G
sd/2
sd+1
|(Wf )(s, t)| ds dt‖‖1 ·
∫∫
G
1 + sd
2sd+1
|(Wf )(s, t)| ds dt
= 1
2
‖‖1 · ‖f ‖F1(Rd ).
Hence
1
C
∫∫
G
1
sd+1
(Wf )(s, t)s
−d/2
(
x − t
s
)
ds dt (3.9)
deﬁnes a function in L1(Rd), thanks to Fubini’s theorem. On the other hand, we see from wavelet
theory that the integration in (3.9) converges weakly to f (x). Hence
f (x) =
∫∫
G
1
sd+1
(Wf )(s, t)s
−d/2
(
x − t
s
)
ds dt a.e. (3.10)
and ‖f ‖1 12C ‖‖1 · ‖f ‖F1(Rd ).
(ii) Put () = ‖‖2d+2 e−‖‖
2
2
. By Fubini’s theorem, we see from (3.10) that
fˆ () =
∫∫
G
1
sd+1
(Wf )(s, t)s
d/2ˆ(s)e−i2t ds dt
=
∫∫
G
1
sd+1
(Wf )(s, t)s
d/2‖s‖2d2 e−‖s‖
2
2e−i2t ds dt. (3.11)
Hence for −d/2d/2,
‖‖2|fˆ ()| 
∫∫
G
1
sd+1
|(Wf )(s, t)|sd/2−(s) ds dt

∫∫
G
1 + sd
sd+1
|(Wf )(s, t)| ds dt · ‖‖∞
= ‖f ‖
F1(R
d )
· ‖‖∞ < +∞ ∀.
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(iii) By (3.11), we have∫
Rd
‖‖2|fˆ ()| d 
∫∫
G
∫
Rd
1
sd+1
|(Wf )(s, t)|sd/2−|(s)| d ds dt
= ‖‖1 ·
∫∫
G
s−d/2−
sd+1
|(Wf )(s, t)| ds dt
 ‖‖1 ·
∫∫
G
1 + sd
sd+1
|(Wf )(s, t)| ds dt
×(−3d/2 − d/2) = ‖‖1 · ‖f ‖F1(Rd ).
(iv) For −d0, we can ﬁnd 1, 2 such that 2 = 1 + 2, −d/21d/2 and
−3d/22−d/2. Since ‖‖22 |fˆ ()|2 = ‖‖12 |fˆ ()| ·‖‖22 |fˆ ()|, the conclusion follows
by (ii) and (iii). This completes the proof. 
We see from wavelet theory (see [11, p. 33] or [20, p. 206]) that for any f, g ∈ L2(Rd) and
admissible functions 1 and 2,∫∫
G
(W1f1)(a, b)(W2f2)(a, b)
dadb
ad+1
=
∫
Rd
fˆ1()fˆ2() d
∫ +∞
0
ˆ1(a)ˆ2(a)
a
da. (3.12)
It follows that if 1 and f2 are admissible, then
(W1f1W2f2)(s, t) =
∫∫
G
(W1f1)(a, b)(W2f2)
(
s
a
,
t − b
a
)
1
ad+1
da db
=
∫∫
G
(W1f1)(a, b)(Wf2(s, t)2)(a, b)
1
ad+1
da db
=
∫
Rd
fˆ1()((s, t)2)ˆ() d
∫ +∞
0
ˆ1(a)fˆ2(a)
a
da. (3.13)
Now, we get the following result.
Lemma 3.10. Let f1, f2,1,2 ∈ L2(Rd). If 1 and f2 are admissible and
C1,f2 =
∫ +∞
0
ˆ1(a)fˆ2(a)
a
da
is independent of , then we have
W1f1W2f2 = C1,f2W2f1. (3.14)
In particular, for  = 1 = f2, we have
WfWg = CWgf ∀f, g ∈ L2(Rd). (3.15)
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Lemma 3.11. Suppose that f1, g ∈ L2(Rd) and f2 ∈ L1(Rd). Then we have
(i) ‖Wg(f1 ∗ f2)‖L1(G)‖Wgf1‖L1(G)‖f2‖1.
(ii) ‖Wf1∗f2g‖L1(G)‖Wf1g‖L1(G)‖f2‖1.
(iii) ‖Wg(f1 ∗ f2)‖W˜0(G);p,q2d‖Wgf1‖W˜0(G);p,q‖f2‖1.(iv) If there is a W-control function h such that |f2(x)|h(x), then
‖Wf1∗f2g‖W˜0(G);p,q‖Wf1g‖W˜0(G);p,q‖h‖1.
Proof. Denote Dsf = s−d/2f (·/s) and f ∗(x) = f (−x).
First, we prove (i). Noting that (Wg(f1 ∗ f2))(s, t) = (f1 ∗ f2 ∗ (Dsg)∗)(t), we have∫
Rd
|(Wg(f1 ∗ f2))(s, t)| dt‖f2‖1 · ‖f1 ∗ (Dsg)∗‖1 = ‖f2‖1
∫
Rd
|(Wgf1)(s, t)| dt.
Hence ‖Wg(f1 ∗ f2)‖L1(G)‖Wgf1‖L1(G)‖f2‖1.
Next we prove (ii). Since
(Wf1∗f2g)(s, t) = s−d/2
(
g ∗ (Dsf1)∗ ∗ (Dsf2)∗
)
(t),
we also have∫
Rd
|(Wf1∗f2g)(s, t)| dt  s−d/2‖(Dsf2)∗‖1 · ‖g ∗ (Dsf1)∗‖1
= ‖f2‖1
∫
Rd
|(Wf1g)(s, t)| dt.
Hence ‖Wf1∗f2g‖L1(G)‖Wf1g‖L1(G)‖f2‖1.
Now we prove (iii). By Fubini’s Theorem, we have
(Wg(f1 ∗ f2))(s, t) = (f1 ∗ f2 ∗ (Dsg)∗)(t) =
∫
Rd
(Wgf1)(s, t − y)f2(y) dy,
Hence ∑
j∈Z,k∈Zd
∥∥∥Wg(f1 ∗ f2) · Ej,k∥∥∥∞

∫
Rd
∑
j∈Z,k∈Zd
∥∥∥(Wgf1)(s, t − y) · Ej,k (s, t)∥∥∥∞ |f2(y)| dy

∫
Rd
2d
∑
j∈Z,k∈Zd
∥∥∥(Wgf1) · Ej,k∥∥∥∞ |f2(y)| dy2d‖Wgf1‖W˜0(G);p,q‖f2‖1.
At last, we prove (iv). Since
(Wf1∗f2g)(s, t) = s−d/2(g ∗ (Dsf1)∗ ∗ (Dsf2)∗)(t)
=
∫
Rd
(Wf1g)(s, y + t)s−df2
(y
s
)
dy,
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we have ∑
j∈Z,k∈Zd
∥∥∥Wf1∗f2g · Ej,k∥∥∥∞

∑
j∈Z
∫
Rd
∑
k∈Z
∥∥∥(Wf1g)(s, y + t) · Ej,k (s, t)∥∥∥∞ p−(j−1/2)d
∣∣∣∣h( ypj+1/2 )
∣∣∣∣ dy

∑
j∈Z
2d
∑
k∈Z
∥∥∥Wf1g · Ej,k∥∥∥∞ · pd‖h‖1 = 2dpd‖h‖1 · ‖Wf1g‖W˜0(G);p,q .
This completes the proof. 
By setting g =  in Lemma 3.11, we obtain the following result as a corollary.
Theorem 3.12. (i) For any f1 ∈ F1(Rd) and f2 ∈ L1(Rd), we have f1 ∗ f2 ∈ F1(Rd).
(ii) If f1 ∈ F0(Rd) and there is some W-control function h such that |f2(x)|h(x), then
f1 ∗ f2 ∈ F0(Rd).
Theorem 3.13. (i)For anyf, g ∈ F0(Rd),wehaveWgf ∈ W˜0(G). In particular,Wf f ∈ W˜0(G).
(ii) For any f, g ∈ F1(Rd), we have Wgf ∈ W˜1(G). In particular, Wf f ∈ W˜1(G).
Proof. (i) Since Wf ∈ L1(G) and Wg ∈ W˜0(G), we see from (3.15) that Wgf = C−1 W
fWg ∈ W˜0(G), thanks to Theorem 2.3(iv).
(ii) By Lemma 3.4(iv),  ∈ F0(Rd) and therefore, W ∈ W˜0(G) ⊂ W˜1(G). It follows that
Wf = C−1 WfW ∈ W˜1(G). On the other hand, since∫∫
G
1
sd+1
· sd |(Wg)(s, t)| ds dt =
∫∫
G
1
s
∣∣∣∣(Wg)(1s , −ts
)∣∣∣∣ ds dt
=
∫∫
G
1
sd+1
|(Wg)(s, t)| ds dt < +∞,
by (3.15) and Theorem 2.3(iii), we also have
Wg = C−1 WWg ∈ W˜1(G).
Using (3.15) and Theorem 2.3 again one concludes that Wgf = C−1 WfWg ∈ W˜1(G). 
Lemma 3.14. Functions in F0(Rd) or F1(Rd) are admissible.
Proof. For any f ∈ L2(Rd), we see from (3.15) that
|(Wf )(s, t)|2 =
∣∣∣∣ 1C
∫∫
G
1
ad+1
(Wf )(a, b)(W)
(
s
a
,
t − b
a
)
da db
∣∣∣∣2
 1
C2
∫∫
G
1
ad+1
∣∣(Wf )(a, b)∣∣2 · ∣∣∣∣(W)( sa , t − ba
)∣∣∣∣ da db
·
∫∫
G
1
ad+1
·
∣∣∣∣(W)( sa , t − ba
)∣∣∣∣ da db
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= 1
C2
∫∫
G
1
ad+1
∣∣(Wf )(a, b)∣∣2 · ∣∣∣∣(W)( sa , t − ba
)∣∣∣∣ da db
·
∫∫
G
1
ad+1
·
∣∣∣∣(W)(as , b − ts
)∣∣∣∣ da db
= ‖W‖L1(G)
C2
∫∫
G
1
ad+1
∣∣(Wf )(a, b)∣∣2 ·∣∣∣∣(W)( sa , t − ba
)∣∣∣∣ da db.
Hence, for any f ∈ L2(Rd),∫∫
G
1
sd+1
|(Wf )(s, t)|2 ds dt 1
C
· ‖W‖L1(G) · ‖W‖L1(G) · ‖f ‖22.
On the other hand, we see from (3.12) that∫∫
G
1
sd+1
|(Wf )(s, t)|2 ds dt =
∫
Rd
|fˆ ()|2 d
∫ +∞
0
|ˆ(a)|2
a
da.
Hence∫ +∞
0
|ˆ(a)|2
a
da 1
C
· ‖W‖L1(G) · ‖W‖L1(G) a.e.
Consequently,  is admissible. 
The following result shows that  does not play a special role in the deﬁnition of F0(Rd) and
F1(R
d).
Theorem 3.15. (i) For any non-zero and strongly admissible g0 ∈ F0(Rd) we have
F0(R
d) =
{
f ∈ L2(Rd) : ‖f ‖
F0(R
d ),g0
= ‖Wg0f ‖L1(G) + ‖Wf g0‖W˜0(G);p,q < ∞
}
and the norm ‖ · ‖
F0(R
d ),g0
is equivalent to ‖ · ‖
F0(R
d )
.
(ii) For any non-zero and strongly admissible g1 ∈ F1(Rd), we have
F1(R
d) =
{
f ∈ L2(Rd) : ‖f ‖
F1(R
d ),g1
= ‖Wg1f ‖L1(G) + ‖Wf g1‖L1(G) < ∞
}
and the norm ‖ · ‖
F1(R
d ),g1
is equivalent to ‖ · ‖
F1(R
d )
.
Proof. We only prove (i). (ii) can be proved similarly.
First,we assume thatf ∈ F0(Rd). By (3.15),Wg0f = 1CWfWg0. Hence ‖Wg0f ‖L1(G)
1
C
‖Wf ‖L1(G)‖Wg0‖L1(G), thanks to Theorem 2.3(i). Using (3.15) and Theorem 2.3(iv), we
also have ‖Wf g0‖W˜0;p,q 1C 2(p+2)d‖Wg0‖L1(G)‖Wf‖W˜0;p,q . Hence ‖f ‖F1(Rd ),g0 < +∞.
On the other hand, by exchanging g0 and  with each other in the above arguments, we get
that ‖f ‖
F1(R
d ),g0
< +∞ implies that f ∈ F0(Rd). This completes the proof. 
The above characterizations of F0(Rd) and F1(Rd) are linear in f, but depend on the choice
of particular test functions g0 and g1. For the Gabor case, the windowed Fourier transform of a
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function with respect to itself contains sufﬁcient information to determine whether a function is
in S0 or not. Speciﬁcally,
S0(R) := {g ∈ L2(Rd) : 〈g, e2i·g(· − t)〉 ∈ L1(R2d)}.
For the wavelet case, one may ask a similar question, i.e, can we use only Wf f to determine if f
is in F0(Rd) or F1(Rd) or not? The answer is surprising. It is true only for d = 1, which is quite
different from the Gabor case.
Theorem 3.16. For d = 1, F0(R) = {f ∈ L2(R) : Wf f ∈ W˜0(G)} and
F1(R) = {f ∈ L2(R) : Wf f ∈ W˜1(G)} = {f ∈ L2(R) : Wf f ∈ L1(G)}.
Proof. We prove only the ﬁrst part and the second one can be veriﬁed similarly. By Theorem
3.13, we need only to show that Wf f ∈ W˜0(G) implies that f ∈ F0(Rd).
Observe that Cf () depends only on the sign of  since d = 1. First, we assume that
Cf (−1) =
∫ 0
−∞
|fˆ (a)|2
|a| da > 0 and Cf (1) =
∫ +∞
0
|fˆ (a)|2
a
da > 0.
We can ﬁnd some h1 satisfying hˆ1 ∈ C∞c (R) and hˆ1(a) = 0 for a0 such that
Cf,h1 =
∫ +∞
0
fˆ (a)hˆ1(a)
a
da = 0.
By (3.14), we have Wh1h1Wf f = Ch1,f Wf h1 and Wf fWh1h1 = Cf,h1Wh1f . On the other
hand, since hˆ ∈ C∞c , h is a Schwartz function. We see from Theorem 3.6(ii)(a) that h1 ∈ F0(Rd)
and so Wh1h1 ∈ W˜0(G), thanks to Theorem 3.13. By Theorem 2.3(iv), we get Wf h1,Wh1f ∈
W˜0(G).
Similarly, we can ﬁnd some h2 satisfying hˆ2 ∈ C∞c (R) and hˆ2() = 0 for 0 such that∫ 0
−∞
fˆ (a)hˆ1(a)
|a| da = 0 and Wf h2,Wh2f ∈ W˜0(G). Note that the supports of hˆ1 and hˆ2 are
disjoint. We can ﬁnd constants C1, C2 > 0 such that h = C1h1 + C2h2 is strongly admissible
and Wf h,Whf ∈ W˜0(G).
If one of Cf (1) and Cf (−1), say Cf (−1), is zero, we can let hˆ() = hˆ1()+ hˆ1(−). In this
case, we also have h is strongly admissible and Wf h,Whf ∈ W˜0(G).
By Theorem 3.15, we have f ∈ F0(Rd). This completes the proof. 
Remark 3.2. Neither Wf f∈W˜0(G) implies f∈F0(Rd) nor Wf f∈W˜1(G) implies f∈F1(Rd)
whenever d > 1. The following provides a counterexample.
Put n = d/2 + 1, g(u) = [0,1](u), and f (u) = d
n
dun
B2n+2(u), where B2n+2 = [0,1] ∗ · · · ∗
[0,1] (2n + 2 terms) is the B-spline of order 2n + 2. Let
f˜ (x) = f (x1)g(x2) · · · g(xd), g˜(x) = g(x1)f (x2) · · · f (xd).
Denote Ind = {(, 0, · · · , 0) : 0n}. Then we have 
	f˜ , 	f˜ ∈ L1(Rd) for any 	 ∈ Ind .
Moreover, since f˜ and 
	f˜ are compactly supported, we can ﬁnd a W-control function h such
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that |f˜ (x)|, |
	f˜ (x)|h(x). By Lemma 3.3, W
f˜
f˜ ∈ W˜0(G). Similarly we can prove that Wg˜g˜ ∈
W˜0(G).
Next we show that W
f˜
g˜ /∈ L1(G).
Note that B2n+2(u) = 1(2n−1)! (2n + 2 − x)2n−1 for 2n + 1u2n + 2 and 0 for u2n + 2,
we have
f (u) =
⎧⎨⎩
(−1)n
n! (2n + 2 − x)
n, 2n + 1u2n + 2,
0, u2n + 2.
It follows that for any 0 < s < 1 and 2n + 1 t12n + 1 + 14 ,
|(Wgf )(s, t1)| = s−1/2
∣∣∣∣∫
R
f (x1)g
(
x1 − t1
s
)
dx1
∣∣∣∣ = s−1/2 ∫ t1+s
t1
|f (x1)| dx1
 s−1/2
∫ t1+s/4
t1
|f (x1)| dx1s−1/2 · s4 |f (2n + 3/2)| = s
1/2 1
2n+2n! .
Hence
∫
R |(Wgf )(s, t1)| dt1s1/2 12n+4n! , 0 < s < 1.
On the other hand, for 0 < s < 1 and (2n + 1)s t1(2n + 1)s + s/4, we have
|(Wf g)(s,−t1)| =
∣∣∣∣∫ 1
0
s−1/2f
(
x1 + t1
s
)
dx1
∣∣∣∣ = ∫ (t1+1)/s
t1/s
s1/2|f (x1)| dx1

∫ t1/s+1/4
t1/s
s1/2|f (x1)| dx1s1/2 12n+2n!
and therefore,
∫
R |(Wf g)(s, t1)| dt1s3/2 12n+4n! , 0 < s < 1. It follows that
‖(W
f˜
g˜)(s, ·)‖1 = ‖(Wf g)(s, ·)‖1 · ‖(Wgf )(s, ·)‖1 · · · ‖(Wgf )(s, ·)‖1 s
d/2+1
(2n+4n!)d ,
and therefore we obtain∫
G
1
sd+1
|(W
f˜
g˜)(s, t)| ds dt 1
(2n+4n!)d
∫ 1
0
s−d/2 ds = +∞, d2.
By Theorem 3.13, one of f˜ and g˜ must not be in F1(Rd). Note that F0(Rd) ⊂ F1(Rd), we have,
therefore, shown that Wf f ∈ W˜0(G) does not imply f ∈ F0(Rd), and that Wf f ∈ L1(G) does
not imply f ∈ F1(Rd), either.
We close this section by showing that F0(Rd) is a proper subset of F1(Rd).
Proposition 3.17. F0(Rd) is a proper subspace of F1(Rd).
Proof. First, we consider the case of d = 1.
Let g ∈ C∞(R) be an odd real-valued function such that g(u) = u for |u| < 12 , g(u)0 for
0 < u < 1 and g(u) = 0 for |u| > 1. By Theorem 3.6(ii)(b), g ∈ F0(R). Deﬁne
f (u) =
∞∑
n=1
1
n1+ε
g(u − n3), 0 < ε < 1
2
.
Then ‖f ‖1 = ∑∞n=1 1n1+ε ‖g‖1< + ∞ and ‖f ′‖1 = ∑∞n=1 1n1+ε ‖g′‖1< + ∞.
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Since g is odd,
∫
R g(u) du = 0. Hence 
f (u) = 0 if u < 0 or n3 + 1u(n + 1)3 − 1. For
n3 − 1un3 + 1, we have
|
f (u)| 1
n1+ε
∥∥∥g(· − n3)∥∥∥
1
= 1
n1+ε
‖g‖1.
Hence
|
f ‖1
∑
n1
2
n1+ε
‖g‖1 < +∞.
By Theorem 3.6(i)(a), we have f ∈ F1(R).
For any j1 and 23j k < 23j+1/2, let sj,k = k22j . Then we have 2j sj,k<2j+1/2. It follows
that
(Wf g)(sj,k,−2j k) = s−1/2j,k
∫ 1
−1
g(u)f
(
u+2j k
sj,k
)
du=s−1/2j,k
∫ 1
−1
g(u)f
(
u
sj,k
+23j
)
du
= s−1/2j,k
∫ 1
−1
g(u) · 1
2j (1+ε)
g
(
u
sj,k
)
du
 s−1/2j,k
∫ 1/2
−1/2
u · 1
2j (1+ε)
· u
sj,k
duC1 · 2−j (ε+5/2).
Hence ∑
23j k<23j+1/2
∥∥∥Wf g · E2,1;j,−k∥∥∥∞  ∑
23j k<23j+1/2
C1 · 2−j (ε+5/2)
= C2 · 2(1/2−ε)j , j1.
Since 0 < ε < 12 , we see from the above inequalities that∑
j∈Z,k∈Zd
∥∥∥Wf g · E2,1;j,k∥∥∥∞ = +∞.
For d1, let g˜(x) = g(x1) · · · · · g(xd) and f˜ (x) = f (x1) · · · · · f (xd). It is easy to check
that 	f˜ ∈ L1(Rd) for any 	 ∈ Zd+ and 
	f˜ = 
	1f (x1) · · · · · 
	d f (xd) ∈ L1(Rd) whenever
	v = 0, 1. By Lemma 3.4, we have f˜ ∈ F1(Rd). On the other hand, we see from Theorem
3.6(ii)(b) that g˜ ∈ F0(Rd).
For j1, we have∑
23j  kv<23j+1/2
1 v d
∥∥∥W
f˜
g˜ · E2,1;j,−k
∥∥∥∞

∑
23j  kv<23j+1/2
1 v d
|(Wf g)(sj,k1 ,−2j k1) · · · · · (Wf g)(sj,kd ,−2j kd)|

∑
23j  kv<23j+1/2
1 v d
C′1 · 2−jd(ε+5/2)C′2 · 2jd(1/2−ε).
Hence ‖W
f˜
g˜‖W˜0(G) = +∞. By Theorem 3.13, this implies that f˜ /∈ F0(Rd). 
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Proof of Theorem 2.2(iii). In the proof of Proposition 3.17, we ﬁnd functions f˜ and g˜ satisfying
f˜ ∈ F1(Rd) and g˜ ∈ F0(Rd). Since F0(Rd) ⊂ F1(Rd), we see from Theorem 3.13 that Wf˜ g˜ ∈
W˜1(G). But ‖W
f˜
g˜‖W˜0(G) = +∞. This implies that Wf˜ g˜ ∈ W˜1(G) \ W˜0(G). 
4. Sufﬁcient conditions for functions in F0(Rd) and F1(Rd) to generate frames
Let p > 1 and q > 0 be constants. For any (x, y) ∈ G, denote its (p, q)-neighborhood as
Qp,q(x, y) = [p−1/2x, p1/2x] ×
d∏
v=1
[
yv − qx2 , yv +
qx
2
]
.
Let  = {(xn, yn) : n ∈ } be a sequence of elements of G.
(i)  is called (p, q)-uniformly discrete if |Qp,q(xn, yn) ∩ Qp,q(xm, ym)| = 0, n = m, where
|E| denotes the Lebesgue measure of a measurable set E ⊂ R2d .
(ii)  is called relatively uniformly discrete if it is a ﬁnite union of uniformly discrete sequences.
(iii)  is called (p, q)-dense if⋃n∈ Qp,q(xn, yn) = G.
It is easy to see that {(pj , pjqk) : j ∈ Z, k ∈ Zd} is both (p, q)-uniformly discrete and (p, q)-
dense for any p > 1 and q > 0.
4.1. Wavelet frames with general time-scale parameters
In this subsection, we prove that a function in F0(Rd) with any relatively uniformly discrete
and sufﬁciently dense time-scale sequence generates a frame for L2(Rd).
Lemma 4.1. Let  ∈ F0(Rd) and Ep,q;j,k be deﬁned as in (1.1). For any ε > 0, there are some
p0>1 and q0>0 such that for any 1 < p < p0 and 0 < q < q0,∑
j∈Z,k∈Zd
qd(p − 1) · O(a,b)−1Ep,q;j,k (W) < ε ∀(a, b) ∈ G,
where OE(W) is the oscillation of W over a set E, i.e.,
OE(W) = max
,′∈E
|(W)() − (W)(′)|.
Proof. Fix some (a, b) ∈ G and positive integers M and N. Let
DM,N =
[
2−M, 2M
]
×
[
−2MN, 2MN
]d
,
M,N =
{
(j, k) : DM,N ∩ (a, b)−1Ep,q;j,k = ∅
}
.
Assume that 1 < p < 2 and 0 < q < 1. We have∑
(j,k)/∈M,N
O(a,b)−1Ep,q;j,k (W)
∑
(j,k)/∈M,N
2
∥∥∥W · (a,b)−1Ep,q;j,k∥∥∥∞

∑
(j,k)/∈M,N
∑
m,n∈Z
E2,1;m,n∩(a,b)−1Ep,q;j,k =∅
2
∥∥∥W · E2,1;m,n∥∥∥∞
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
∑
|m|M
or‖n‖∞ N
∑
(j,k)/∈M,N
E2,1;m,n∩(a,b)−1Ep,q;j,k =∅
2
∥∥∥W · E2,1;m,n∥∥∥∞

∑
|m|M
or‖n‖∞ N
2p2 − 1
p2 − p
(
(2p)1/2
q
+ 4p
)d
·
∥∥∥W · E2,1;m,n∥∥∥∞ ,
where (2.2) is used in the last step. It follows that∑
(j,k)/∈M,N
qd(p − 1) · O(a,b)−1Ej,k (W)C ·
∑
|m|M
or‖n‖∞ N
∥∥∥W · E2,1;m,n∥∥∥∞ ,
where
C := sup
1<p<2
0<q<1
qd(p − 1)2p
2 − 1
p2 − p
(
(2p)1/2
q
+ 4p
)d
< +∞.
For any ε > 0, since W ∈ W˜0(G), we can choose M,N large enough such that∑
|m|M
or ‖n‖∞ N
∥∥∥W · E2,1;m,n∥∥∥∞ < ε2C .
Hence for any 1 < p < 2, 0 < q < 1, and (a, b) ∈ G,∑
(j,k)/∈M,N
qd(p − 1) · O(a,b)−1Ep,q;j,k (W) <
ε
2
. (4.1)
For (j, k) ∈ M,N , we have
(a, b)−1Ep,q;j,k ⊂ [2−Mp−1, 2Mp] × [−2MN − 2Mp1/2, 2MN + 2Mp1/2]d
⊂ [2−M−1, 2M+1] × [−2MN − 2M+1, 2MN + 2M+1]d .
Since W is Riemann integrable on [2−M−1, 2M+1] × [−2MN − 2M+1, 2MN + 2M+1]d and
the side length of each (a, b)−1Ep,q;j,k is not greater than 2M+1 · (p − 1, q, · · · , q), we can ﬁnd
some 1 < p0 < 2 and 0 < q0 < 1, depending only on M and N, such that for any 1 < p < p0
and 0 < q < q0,∑
(j,k)∈M,N
|(a, b)−1Ep,q;j,k| · O(a,b)−1Ej,k (W) < 2−(d+1)M−2ε.
But |(a, b)−1Ep,q;j,k|2−(d+1)M−1(p − 1)qd . Hence∑
(j,k)∈M,N
qd(p − 1)O(a,b)−1Ep,q;j,k (W) <
ε
2
, 1 < p < p0, 0 < q < q0. (4.2)
Combining (4.1) and (4.2), we come to the desired conclusion. 
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Lemma 4.2. Suppose that  ∈ F0(Rd) and  ⊂ G is a (p, q)-uniformly discrete sequence. Then
we have∑
∈
|(W)()|  ‖W‖W˜0(G);p,p−1/2q
 p
d−1(2p2 − 1)
2(p − 1)
(
4 + 2
1/2
q
)d
· ‖W‖W˜0(G);2,1.
Proof. Since  is (p, q)-uniformly discrete, there is at most one point of  lying in the rectangle
Ep,p−1/2q;j,k . Hence
∑
∈
|(W)()|‖W‖W˜0(G);p,p−1/2q .
By setting (p′, q ′) = (2, 1) in Lemma 2.1(i), we reach the conclusion. 
Lemma 4.3. For any  ∈ F0(Rd) and any (p, q)-uniformly discrete sequence  ⊂ G, {() :
 ∈ } is a Bessel sequence for L2(Rd) with upper bound
1
C
‖W‖L1(G) · ‖W‖W˜0(G);2,1 ·
pd−1(2p2 − 1)
2(p − 1)
(
4 + 2
1/2
q
)d
.
Proof. Set  = {(sn, tn) : n ∈ Z}. By (3.15), we have
|(Wf )(sn, tn)|2
=
∣∣∣∣ 1C
∫∫
G
1
ad+1
(Wf )(a, b)(W)
(
sn
a
,
tn − b
a
)
da db
∣∣∣∣2
 1
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2 ·
∣∣∣∣(W)( sna , tn − ba
)∣∣∣∣ da db
·
∫∫
G
1
ad+1
∣∣∣∣(W)( sna , tn − ba
)∣∣∣∣ da db
= 1
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2 ·
∣∣∣∣(W)( sna , tn − ba
)∣∣∣∣ da db
·
∫∫
G
1
ad+1
∣∣∣∣(W)( asn , b − tnsn
)∣∣∣∣ da db
= 1
C2
· ‖W‖L1(G) ·
∫∫
G
1
ad+1
|(Wf )(a, b)|2 ·
∣∣∣∣(W)( sna , tn − ba
)∣∣∣∣ da db. (4.3)
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Note that {( sn
a
, tn−b
a
) : n ∈ Z} is (p, q)-uniformly discrete since {(sn, tn) : n ∈ Z} is. We see
from Lemma 4.2 that∑
n∈Z
|(Wf )(sn, tn)|2

‖W‖L1(G)
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2 ·
∑
n∈Z
∣∣∣∣(W)( sna , tn − ba
)∣∣∣∣ da db
 1
C
‖W‖L1(G) · ‖W‖W˜0(G);p,p−1/2q‖f ‖22.
Now the conclusion follows from Lemma 4.2. 
Theorem 4.4. Suppose that  ∈ F0(Rd) and there are positive constants m,M such that
mC()M a.e.
Then there are some p > 1 and q > 0 such that for any relatively uniformly discrete and
(p, q)-dense sequence  ⊂ G, {() :  ∈ } is a frame for L2(Rd).
Proof. By Lemma 4.2, {() :  ∈ } is a Bessel sequence if  is relatively uniformly discrete.
Next we prove that it has also a positive lower frame bound for (p, q) close enough to (1, 0).
LetEp,p1/2q;j,k be deﬁned as in (1.1).We claim thatEp,p1/2q;j,k∩ = ∅ for any j ∈ Z, k ∈ Zd .
Otherwise, there is some (j ′, k′) ∈ Zd+1 such that Ep,p1/2q;j ′,k′ ∩ = ∅. Since  is discrete, we
can ﬁnd some ε,  > 0 such that
 ∩
(
[pj ′−1/2−ε, pj ′+1/2) ×
d∏
v=1
[
pj
′+1/2q
(
k′v −
1
2
− 
)
, pj
′+1/2q
(
k′v +
1
2
)])
= ∅.
Now (pj ′−ε/2, pj ′+1/2q(k′1 − 2 ), · · · , pj
′+1/2q(k′d − 2 )) /∈
⋃
n∈Z Qp,q(sn, tn) = G, which is a
contradiction.
For any j ∈ Z, k ∈ Zd , take some element of Ep,p1/2q;j,k ∩  and denote it by (sj,k, tj,k). By
(3.15), we have
(Wf )(s, t)= 1
C
∫∫
G
1
ad+1
(Wf )(s, t)(W)
(
s
a
,
t − b
a
)
da db ∀(s, t) ∈ G.
It follows that for (s, t) ∈ Ep,p1/2q;j,k ,∣∣∣∣∣∣ 1s(d+1)/2 (Wf )(s, t) − 1s(d+1)/2j,k (Wf )(sj,k, tj,k)
∣∣∣∣∣∣
2
=
∣∣∣∣ 1C
∫∫
G
1
ad+1
(Wf )(a, b)
×
(
1
s(d+1)/2
(W)
(
s
a
,
t − b
a
)
− 1
s
(d+1)/2
j,k
(W)
(
sj,k
a
,
tj,k − b
a
))
da db
∣∣∣∣∣∣
2
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 1
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2
·
∣∣∣∣∣∣ 1s(d+1)/2 (W)
(
s
a
,
t − b
a
)
− 1
s
(d+1)/2
j,k
(W)
(
sj,k
a
,
tj,k − b
a
)∣∣∣∣∣∣ da db
·
∫∫
G
∣∣∣∣∣∣ 1s(d+1)/2 (W)
(
s
a
,
t − b
a
)
− 1
s
(d+1)/2
j,k
(W)
(
sj,k
a
,
tj,k − b
a
)∣∣∣∣∣∣ da dbad+1
= 1
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2
·
∣∣∣∣∣∣ 1s(d+1)/2 (W)
(
s
a
,
t − b
a
)
− 1
s
(d+1)/2
j,k
(W)
(
sj,k
a
,
tj,k − b
a
)∣∣∣∣∣∣ da db
·
∫∫
G
∣∣∣∣∣∣ 1s(d+1)/2 (W)
(
a
s
,
b − t
s
)
− 1
s
(d+1)/2
j,k
(W)
(
a
sj,k
,
b − tj,k
sj,k
)∣∣∣∣∣∣ da dbad+1
 1
C2
‖W‖L1(G)
∫∫
G
1
ad+1
|(Wf )(a, b)|2
⎛⎝ 1
s(d+1)/2
+ 1
s
(d+1)/2
j,k
⎞⎠
·
∣∣∣∣∣∣ 1s(d+1)/2 (W)
(
s
a
,
t − b
a
)
− 1
s
(d+1)/2
j,k
(W)
(
sj,k
a
,
tj,k − b
a
)∣∣∣∣∣∣ da db
 1
C2
‖W‖L1(G)
∫∫
G
1
ad+1
|(Wf )(a, b)|2
⎛⎝ 1
s(d+1)/2
+ 1
s
(d+1)/2
j,k
⎞⎠
· 1
s(d+1)/2
∣∣∣∣(W)( sa , t − ba
)
− (W)
(
sj,k
a
,
tj,k − b
a
)∣∣∣∣ da db
+ 1
C2
‖W‖L1(G)
∫∫
G
1
ad+1
|(Wf )(a, b)|2
⎛⎝ 1
s(d+1)/2
+ 1
s
(d+1)/2
j,k
⎞⎠
·
∣∣∣∣ 1s(d+1)/2 − 1s(d+1)/2j,k
∣∣∣∣ · ∣∣∣(W)( sj,ka , tj,k − ba
) ∣∣∣ da db
 1
C2
‖W‖L1(G)
(∫∫
G
1
ad+1
|(Wf )(a, b)|2
2 · O(a,b)−1E
p,p1/2q;j,k
(W)
p(j−1/2)(d+1)
da db
+
∫∫
G
1
ad+1
|(Wf )(a, b)|2 p
d+1 − 1
p(j+1/2)(d+1)
∥∥∥∥W · (a,b)−1E
p,p1/2q;j,k
∥∥∥∥∞ da db
)
.
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Hence
∑
j∈Z,k∈Zd
∫∫
E
p,p1/2q;j,k
∣∣∣∣∣∣ 1s(d+1)/2 (Wf )(s, t) − 1s(d+1)/2j,k (Wf )(sj,k, tj,k)
∣∣∣∣∣∣
2
ds dt

‖W‖L1(G)
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2
·
⎛⎝ ∑
j∈Z,k∈Zd
2pdqd(p − 1)O(a,b)−1E
p,p1/2q;j,k
(W)
+
∑
j∈Z,k∈Zd
qd(p − 1)(pd+1 − 1)
p
∥∥∥∥W · (a,b)−1E
p,p1/2q;j,k
∥∥∥∥∞
⎞⎠ da db. (4.4)
By setting q = p1/2q, p′ = 2 and q ′ = 1 in Lemma 2.1(i), we get∑
j∈Z,k∈Zd
qd(p − 1)(pd+1 − 1)
p
∥∥∥∥W · (a,b)−1E
p,p1/2q;j,k
∥∥∥∥∞
 q
d(p − 1)(pd+1 − 1)
p
· 2p
2 − 1
2p2 − 2p
(
(2p)1/2
q
+ 4p
)d
· ‖W‖W˜0(G);2,1. (4.5)
On the other hand, by Lemma 4.1, we have
lim
(p,q)→(1,0)
∑
j∈Z,k∈Zd
pd/2qd(p − 1)O(a,b)−1E
p,p1/2q;j,k
(W) = 0, (4.6)
where the convergence is uniform with respect to (a, b) ∈ G. Putting (4.4)–(4.6) together, we see
that for (p, q) close to (1, 0),∑
j∈Z,k∈Zd
∫∫
E
p,p1/2q;j,k
∣∣∣∣ 1s(d+1)/2 (Wf )(s, t) − 1s(d+1)/2j,k (Wf )(sj,k, tj,k)
∣∣∣∣2 ds dt
‖f ‖22,
where  < m is a constant. Since {Ep,p1/2q;j,k : j ∈ Z, k ∈ Zd} is a partition of G, we have∑
j∈Z,k∈Zd
∫∫
E
p,p1/2q;j,k
∣∣∣∣ 1s(d+1)/2 (Wf )(s, t)
∣∣∣∣2 ds dt = ∫∫G 1sd+1 |(Wf )(s, t)|2 ds dt
=
∫
Rd
|fˆ ()|2d
∫ +∞
0
|ˆ(s)|2
s
dsm‖f ‖22.
Hence ∑
j∈Z,k∈Zd
∫∫
E
p,p1/2q;j,k
1
sd+1j,k
∣∣(Wf )(sj,k, tj,k)∣∣2 ds dt (m1/2 − 1/2)2 ‖f ‖22.
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But ∑
j∈Z,k∈Zd
∫∫
E
p,p1/2q;j,k
1
sd+1j,k
∣∣(Wf )(sj,k, tj,k)∣∣2 ds dt
=
∑
j∈Z,k∈Zd
1
sd+1j,k
· p(d+1)(j+1/2)−1(p − 1)qd |(Wf )(sj,k, tj,k)|2
pdqd(p − 1)
∑
j∈Z,k∈Zd
|(Wf )(sj,k, tj,k)|2.
Since {(sj,k, tj,k) : j ∈ Z, k ∈ Zd} is a subset of , we have∑
∈
|〈f, ()〉|2 
∑
j∈Z,k∈Zd
|(Wf )(sj,k, tj,k)|2
 1
pdqd(p − 1)
(
m1/2 − 1/2
)2 ‖f ‖22. 
For the case of multi-generated wavelet frames, we have the following result, which can be
proved similarly.
Theorem 4.5. Suppose that  ∈ F0(Rd), 1r , and there are positive constants m,M such
that
m
r∑
=1
C ()M a.e.
Then for each 1r , there are some p > 1 and q > 0 such that for any relatively uniformly
discrete and (p, q)-dense sequences  ⊂ G, {() :  ∈ , 1r} is a frame for
L2(Rd).
4.2. Wavelet frames with irregular afﬁne lattices
In this subsection,we study conditions for awavelet systemof the form {(sj , sj tk) : j, k ∈ Z}
to be a frame for L2(Rd).
Lemma 4.6. Let  ∈ F1(Rd). For any ε > 0, there is some K > 0 such that∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(s, t)| < ε ∀s > 0.
Proof. By Theorem 3.13, W ∈ W˜1(G), i.e.,∑
j∈Z
sup
s∈S2;j
∑
k∈Zd
sup
t∈T1;s,k
|(W)(s, t)| < +∞.
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Hence we can ﬁnd some integer N > 0 such that∑
|j |N
sup
s∈S2;j
∑
k∈Zd
sup
t∈T1;s,k
|(W)(s, t)| < ε.
Consequently,∑
k∈Zd
sup
t∈T1;s,k
|(W)(s, t)| < ε ∀s /∈ [2−N, 2N ].
Next we assume that s ∈ [2−N, 2N ]. By (3.15), we have
(W)(s, t) = 1
C
(WW)(s, t)
= 1
C
∫∫
G
(W)(a, b)(W)
(
s
a
,
t − b
a
)
1
ad+1
da db
= 1
C
∫∫
G
(W)(a, b)(W)
(
a
s
,
b − t
s
)
1
ad+1
da db
= 1
C
∫∫
G
(W)(as, t + bs)(W)(a, b) 1
ad+1
da db.
Take some p > 1 and q > 0. We have∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(s, t)|
 1
C
∫∫
(a,b)∈G
∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(as, t + bs)| · |(W)(a, b)| 1
ad+1
da db
= 1
C
∫∫
(a,b)/∈Qp,q (1,0)
∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(as, t + bs)| · |(W)(a, b)|da db
ad+1
+ 1
C
∫∫
(a,b)∈Qp,q (1,0)
∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(as, t + bs)| · |(W)(a, b)|da db
ad+1
.
(4.7)
For any (a, b) ∈ G, we have∑
k∈Zd
sup
t∈T1;s,k
|(W)(as, t + bs)|  2d
∑
k∈Zd
sup
t∈T1;s,k
|(W)(as, t)|
 2d(a + 2)d
∑
k∈Zd
sup
t∈T1;as,k
|(W)(as, t)|
 2d(a + 2)d
∑
j∈Z
sup
s∈S2;j
∑
k∈Zd
sup
t∈T1;s,k
|(W)(s, t)|
= 2d(a + 2)d‖W‖W˜1(G);2,1.
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Hence
1
C
∫∫
(a,b)/∈Qp,q (1,0)
∑
k∈Zd
sup
t∈T1;s,k
|(W)(as, t + bs)| · |(W)(a, b)|da db
ad+1
 1
C
· ‖W‖W˜1(G);2,1
∫∫
(a,b)/∈Qp,q (1,0)
2d(2 + a)d
ad+1
|(W)(a, b)| da db.
Since (2 + a)d2d−1(2d + ad), we see from Lemma 3.7 that∫∫
G
2d(2 + a)d
ad+1
|(W)(a, b)|dadb < +∞.
Consequently, we can ﬁnd some p > 1 and q > 0 such that for any s,K > 0,
1
C
∫∫
(a,b)/∈Qp,q (1,0)
∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(as, t + bs)|
·|(W)(a, b)| 1
ad+1
da db <
ε
2
. (4.8)
On the other hand, by the deﬁnition of , we have
(W)(s, t) =
∫
Rd
ˆ()sd/2ˆ(s)ei2〈,t〉 d
=
∫
Rd
(2‖‖2)4ds5d/2e−(1+s2)2ei2〈,t〉 d
= (2)
4ds5d/2
(1 + s2)5d/2
∫
Rd
‖‖4d2 e−
2
ei2〈,(1+s2)−1/2t〉 d
= s
5d/2
(1 + s2)5d/2 h1
(
t
(1 + s2)1/2
)
,
where h1 is a Schwartz function. Hence we can ﬁnd a W-control function h such that
|(W)(s, t)| s
5d/2
(1 + s2)5d/2 h
(
t
(1 + s2)1/2
)
h
(
t
(1 + s2)1/2
)
.
It follows that for (a, b) ∈ Qp,q(1, 0), s ∈ [2−N, 2N ] and K > ‖q‖∞ + 2‖b‖∞ + 2,∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(as, t + bs)|
2d
∑
‖k‖∞K−‖q‖∞
sup
t∈T1;s,k
|(W)(as, t)|
2d
∑
‖k‖∞K−‖q‖∞
sup
t∈T1;s,k
h
(
t
(1 + a2s2)1/2
)
4d
∑
‖k‖∞K−‖q‖∞
sup
t∈T1;2−N ,k
h
(
t
(1 + 22Np)1/2
)
.
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Hence
1
C
∫∫
(a,b)∈Qp,q (1,0)
∑
‖k‖∞K
sup
t∈T1;s,k
|(W)(as, t + bs)| · |(W)(a, b)|da db
ad+1
 1
C
· ‖W‖L1(G) · 4d
∑
‖k‖∞K−‖q‖∞
sup
t∈T1;2−N ,k
h
(
t
(1 + 22Np)1/2
)
.
It follows from Lemma 3.2 that we can choose K large enough such that for any s ∈ [2−N, 2N ],
1
C
∫∫
(a,b)∈Qp,q (1,0)
∑
|k|K
sup
t∈T1;s,k
|(W)(as, t+bs)| · |(W)(a, b)|da db
ad+1
<
ε
2
. (4.9)
Now the conclusion follows by combining (4.7)–(4.9). 
Lemma 4.7. Let  ∈ F1(Rd). For any ε > 0, there are some p0 > 1 and q0 > 0 such that for
any 1 < p < p0, 0 < q < q0, (sj , tj,k) ∈ Ep,q;j,k , and (a, b) ∈ G,
∑
j∈Z
k∈Zd
∫∫
Ep,q;j,k
1
sd+1
∣∣∣∣(W)( sa , t − ba
)
− (W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ ds dt < ε. (4.10)
Proof. Let DM,N and M,N be deﬁned as in the proof of Lemma 4.1. Also, we assume that
1 < p < 2 and 0 < q < 1. It is easy to check that (j, k) /∈ M,N implies that(
pj
a
,
pjqkv − bv
a
)
/∈ [2−M, 2M ] × [−2MN, 2MN ], 1vd.
First, we consider the case of j ∈ J := {j ∈ Z : pj/a /∈ [2−M, 2M ]}. We have∑
k∈Zd
j∈J
∫∫
Ep,q;j,k
1
sd+1
∣∣∣∣(W)( sa , t − ba
)
− (W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ ds dt
=
∑
j∈J
∫
s∈Sp;j
1
sd+1
∑
k∈Zd
∫
t∈T
q;pj ,k
∣∣∣∣(W)( sa , t − ba
)
−(W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ dt ds

∑
j∈J
∫ pj+1/2
pj−1/2
1
sd+1
sup
s′∈Sp;j
2pjdqd
∑
k∈Zd
sup
t∈T
q;pj ,k
∣∣∣∣(W)( s′a , t − ba
)∣∣∣∣ ds

∑
j∈J
∫ pj+1/2
pj−1/2
1
sd+1
· (p
1/2 + 2)d
qd
sup
s′∈Sp;j
2pjdqd
∑
k∈Zd
sup
t∈T1;s′/a,k
∣∣(W) (s′/a, t)∣∣ ds
2pd/2(p − 1)(2 + p1/2)d
∑
j∈J
sup
s′∈Sp;j
∑
k∈Zd
sup
t∈T1;s′/a,k
∣∣(W) (s′/a, t)∣∣
2pd/2(p − 1)(2 + p1/2)d
(
ln 2
lnp
+ 2
) ∑
|j |M−1
sup
s∈S2;j
∑
k∈Zd
sup
t∈T1;s,k
∣∣(W)(s, t)∣∣ .
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Since W ∈ L1(G) and 2pd/2(p− 1)(2+p1/2)d
(
ln 2
lnp + 2
)
is bounded for 1 < p < 2, we can
choose M large enough such that∑
j∈Z,k∈Zd
pj /a /∈[2−M,2M ]
∫∫
Ep,q;j,k
1
sd+1
∣∣∣∣(W)( sa , t − ba
)
− (W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ ds dt
<
ε
3
, ∀(a, b) ∈ G, 1 < p < 2, 0 < q < 1. (4.11)
On the other hand, for any j ∈ Z with pj/a ∈ [2−M, 2M ], we have∑
k: (j,k)/∈M,N
∫∫
Ep,q;j,k
1
sd+1
∣∣∣∣(W)( sa , t − ba
)
− (W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ ds dt

∫
Sp,j
2pjdqd(2 + q−1)d · sup
s′∈Sp;j
∑
‖k‖∞N
sup
t∈T1;pj /a,k
|(W)(s′/a, t)| ds
sd+1
2 · 3dpd/2(p − 1) sup
s′∈Sp;j
∑
‖k‖∞N
sup
t∈T1;pj /a,k
|(W)(s′/a, t)|
2 · 3dpd/2(p − 1)(2 + p1/2)d sup
s′∈Sp;j
∑
‖k‖∞Np−1/2
sup
t∈T1;s′/a,k
|(W)(s′/a, t)|
=: C1 sup
s′∈Sp;j
∑
‖k‖∞Np−1/2
sup
t∈T1;s′/a,k
|(W)(s′/a, t)|.
Hence ∑
j :pj /a∈[2−M,2M ]
k:(j,k)/∈M,N
∫∫
Ep,q;j,k
1
sd+1
∣∣∣∣(W)( sa , t − ba
)
−(W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ ds dt
C1 ·
∑
j :pj /a∈[2−M,2M ]
sup
s′∈Sp;j
∑
‖k‖∞Np−1/2
sup
t∈T1;s′/a,k
|(W)(s′/a, t)|
C1 ·
(
ln 2
lnp
+ 2
) ∑
|j |M
sup
s∈S2;j
∑
‖k‖∞Np−1/2
sup
t∈T1;s,k
|(W)(s, t)|
= C2
∑
|j |M
sup
s∈S2;j
∑
‖k‖∞Np−1/2
sup
t∈T1;s,k
|(W)(s, t)|,
where
C2 = sup
1<p<2
C1 ·
(
ln 2
lnp
+ 2
)
= sup
1<p<2
2 · 3dpd/2(p − 1)(2 + p1/2)d
(
ln 2
lnp
+ 2
)
< +∞.
By Lemma 4.6, we can choose N large enough such that∑
‖k‖∞Np−1/2
sup
t∈T1;s,k
|(W)(s, t)| ε3C2(2M + 1) ∀s > 0.
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Hence ∑
j :pj /a∈[2−M,2M ]
k:(j,k)/∈M,N
∫∫
Ep,q;j,k
1
sd+1
∣∣∣∣(W)( sa , t − ba
)
− (W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ ds dt
<
ε
3
∀(a, b) ∈ G, 1 < p < 2, 0 < q < 1. (4.12)
At last, similarly to the proof of Lemma 4.1 (using the Riemann integrability) we can prove that
there are some p′ > 1 and q ′ > 0 such that for any 1 < p < p′ and 0 < q < q ′,∑
(j,k)∈M,N
∫∫
Ep,q;j,k
1
sd+1
∣∣∣∣(W)( sa , t − ba
)
− (W)
(
sj
a
,
tj,k − b
a
)∣∣∣∣ ds dt < ε3 .
(4.13)
The conclusion follows by combining (4.11), (4.12) and (4.13). 
Lemma 4.8. Let ∈ F1(Rd) andp > 1, q > 0 are constants. Then for any sequence {(sj , sj tn) :
j, n ∈ Z} ⊂ G satisfying
sj+1
sj
p and ‖tn − tn′ ‖∞q, n = n′,
{(sj , sj tn) : j, n ∈ Z} is a Bessel sequence for L2(Rd) with upper bound
M = 2
d−1
C2
· 2p
2 − 1
2p2 − 2p
(
(2p)1/2
q
+ 2p
)d
‖W‖W˜1(G);2,1
·
(
2d‖W‖L1(G) + ‖W‖L1(G)
)
‖W‖L1(G).
Proof. By (3.15), we have
(W)(s, t) = 1
C
∫∫
G
1
ud+1
(W)(u, v) · (W)
(
u
s
,
t − v
s
)
du dv
= 1
C
∫∫
G
1
ud+1
(W)(su, t + sv) · (W)(u, v) du dv. (4.14)
Fix some (a, b) ∈ G. Let Sp,j and Tq;sj ,k be deﬁned as in (1.2). Since ‖tn − tn′ ‖∞q for any
n = n′, we have
#
({ sj tn + sj v − b
a
: n ∈ Z
}
∩ Tq;sj /a,k
)
1 ∀j, k.
Hence ∑
j,n∈Z
∣∣∣∣(W)( sjua , sj tn + sj v − ba
)∣∣∣∣ ∑
j∈Z
∑
k∈Zd
sup
t∈Tq;sj /a,k
∣∣∣(W) ( sju
a
, t
)∣∣∣
(2 + u)d
∑
j∈Z
∑
k∈Zd
sup
t∈Tq;usj /a,k
∣∣∣(W) ( sju
a
, t
)∣∣∣
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(2 + u)d
∑
j∈Z
sup
s∈Sp,j
∑
k∈Zd
sup
t∈Tq;s,k
|(W)(s, t)| = (2 + u)d‖W‖W˜1(G);p,q
2d−1(2d + ud) · 2p
2 − 1
2p2 − 2p
(
(2p)1/2
q
+ 2p
)d
‖W‖W˜1(G);2,1,
where Lemma 2.1(i) is used in the last step. It follows from (4.14) that∑
j,n∈Z
∣∣∣∣(W)( sja , sj tn − ba
)∣∣∣∣
 1
C
∫∫
G
∑
j,n∈Z
1
ud+1
∣∣∣∣(W)( sjua , sj tn + sj v − ba
)∣∣∣∣ · |(W)(u, v)| du dv
 2
d−1
C
· 2p
2 − 1
2p2 − 2p
(
(2p)1/2
q
+ 2p
)d
‖W‖W˜1(G);2,1
·
∫∫
G
2d + ud
ud+1
|(W)(u, v)| du dv
= 2
d−1
C
· 2p
2 − 1
2p2 − 2p
(
(2p)1/2
q
+ 2p
)d
‖W‖W˜1(G);2,1
·
(
2d‖W‖L1(G) + ‖W‖L1(G)
)
,
where (3.7) is used in the last step. By (4.3), we get∑
j,n∈Z
|(Wf )(sj , sj tn)|2

‖W‖L1(G)
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2
∑
j,n∈Z
∣∣∣∣(W)( sja , sj tn − ba
)∣∣∣∣ da db
M‖f ‖22.
This completes the proof. 
Theorem 4.9. Let  ∈ F1(Rd), 1r. Suppose that
0 < inf‖‖2=1
r∑
=1
C () sup‖‖2=1
r∑
=1
C () < +∞.
Then there are some p′ > p > 1 and q ′ > q > 0 such that for any sequences {s,j > 0 : j ∈ Z}
and {t,k : k ∈ Z} ⊂ Rd satisfying
p
s,j+1
s,j
p′, ‖t,k − t,k′ ‖∞q, k = k′ and
⋃
k∈Z
Bq ′(t,k) = Rd , (4.15)
where Bq ′(t,k) = ∏dv=1 [(t,k)v − q ′2 , (t,k)v + q ′2 ), {(s,j , s,j t,k) : j, k ∈ Z, 1r} is
a frame for L2(Rd).
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Proof. Fix some 1r . By (4.15), there is a subsequence {s′,j : j ∈ Z} ⊂ {s,j : j ∈ Z}
satisfying s′,j ∈ [p′j−1/2, p′j+1/2). Moreover, since
⋃
k∈Z Bq ′(t,k) = Rd , we can ﬁnd a subse-
quence {t ′,j,k : k ∈ Zd} ⊂ {t,k : k ∈ Zd} such that (s′,j , s′,j t ′,j,k) ∈ Ep′,p′1/2q ′;j,k . Similarly to
the proof of Theorem 4.4 but using Lemmas 4.7 and 4.8 we can prove that {(s′,j , s′,j t ′,j,k) :
j ∈ Z, k ∈ Zd , 1r}, and therefore {(s,j , s,j t,k) : j ∈ Z, k ∈ Zd , 1r}, are
frames for L2(Rd) if (p′, q ′) is sufﬁciently close to (1, 0). 
As a special case, we get the following result for d = 1.
Corollary 4.10. For any real-valued non-zero function  ∈ F1(R), we can ﬁnd some constants
a0 > 1 and b0 > 0 such that {a−j/2(a−j · −bk) : j, k ∈ Z} is a frame for L2(R) provided
1 < a < a0 and 0 < b < b0.
Recall that for d = 1, ,′, X ∈ L1(R) and ˆ(0) = 0 imply  ∈ F1(R).
5. Stability of wavelet frames with arbitrary parameters
In this section, we show that a wavelet frame generated by a function in F0(Rd) with arbitrary
time-scale sequence remains a frame when the time-scale parameters are perturbed by a small
amount. Each parameter is allowed to be perturbed independently up to some same size. The same
is true for wavelet frames generated by functions from the lager space F1(Rd) if in addition the
time-scale sequence is an afﬁne lattice of the form {(sj , sj tk) : j, k ∈ Z} ⊂ G.
5.1. Perturbation of time-scale parameters
The following result was proved in [31, Theorem 3.2] and [32, Theorem 2.1] for d = 1, but the
arguments are also valid for an arbitrary d.
Lemma 5.1. Let  ∈ L2(Rd) and  ⊂ G be a sequence. If {() :  ∈ } is a Bessel sequence
for L2(Rd), then  is relatively uniformly discrete.
Moreover, if  = {(sj , sj tk) : j, k ∈ Z} is an afﬁne lattice, then there are constants M and N
such that
#{j ∈ Z : sj ∈ [2m, 2m+1]}M ∀m ∈ Z,
#{k ∈ Z : ‖tk − n‖∞1/2}N ∀n ∈ Zd .
Our perturbation result is based on the following general statement from [4, 33].
Proposition 5.2. Let {gn : n ∈ I } be a frame for a Hilbert spaceH with frame bounds A and B.
Let {hn : n ∈ I } be a sequence of functions inH. If∑
n∈I
|〈f, gn − hn〉|2‖f ‖22 ∀f ∈ H,
for some constant  < A, then {hn : n ∈ I } is a frame forH with frame bounds (A1/2 − 1/2)2
and (B1/2 + 1/2)2.
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Using the (p, q)-neighborhoodQp,q(x, y) deﬁned in Section 4, we have the following stability
result for wavelet frames with generators in F0(Rd).
Theorem 5.3. Let  ∈ F0(Rd) and {(s,n, t,n) : n ∈ Z, 1r} be a frame for L2(Rd).
Then there are some p > 1 and q > 0 such that {(s′,n, t ′,n) : n ∈ Z, 1r} is a frame for
L2(Rd) provided (s′,n, t ′,n) ∈ Qp,q(s,n, t,n), n ∈ Z, 1r .
Proof. Let A,B be the lower and upper frame bounds for {(s,n, t,n) : n ∈ Z, 1r},
respectively. By Lemma 5.1, {(s,n, t,n) : n ∈ Z} is relatively uniformly discrete.
First, we assume that {(s,n, t,n) : n ∈ Z} is (p0, q0)-uniformly discrete for some p0 > 1 and
q0 > 0, 1r .Without loss of generality,we can assume that 1 < p0 < 2 and 0 < q0 < 1. Sup-
pose (s′,n, t ′,n) ∈ Qp1/20 ,p−1/20 q0/2(s,n, t,n). It is easy to check that Qp1/20 ,p−1/20 q0/2(s
′
,n, t
′
,n) ⊂
Qp0,q0(s,n, t,n). Hence
Q
p
1/2
0 ,p
−1/2
0 q0/2
(s′,n, t ′,n)
⋂
Q
p
1/2
0 ,p
−1/2
0 q0/2
(s′,m, t ′,m) = ∅, m = n.
Note that for any (a, b), (x, y) ∈ G, p > 1 and q > 0,
Qp,q
(
x
a
,
y − b
a
)
= 1
a
· Qp,q(x, y) −
(
0,
b
a
)
.
We have
Q
p
1/2
0 ,p
−1/2
0 q0/2
(
s′,n
a
,
t ′,n − b
a
)⋂
Q
p
1/2
0 ,p
−1/2
0 q0/2
(
s′,n
a
,
t ′,n − b
a
)
= ∅, m = n.
Consequently,
{
(
s′,n
a
,
t ′,n−b
a
) : n ∈ Z
}
is also (p1/20 , p
−1/2
0 q0/2)-uniformly discrete for any
(a, b) ∈ G, 1r . Therefore, we can ﬁnd constants C1 and C2, depending only on p0 and
q0, such that
#
{
n :
(
s,n
a
,
t,n − b
a
)
∈ E2,1;j,k
}
 C1,
#
{
n :
(
s′,n
a
,
t ′,n − b
a
)
∈ E2,1;j,k
}
 C2 ∀(a, b) ∈ G, j ∈ Z, k ∈ Zd . (5.1)
Let DM,N = [2−M, 2M ] × [−2MN, 2MN ]d . Then we have∑
(
s
,n
a
,
t
,n
−b
a
)
/∈DM,N
∣∣∣∣(W)( s,na , t,n − ba
)∣∣∣∣ C1 ∑
|j |M
or‖k‖∞ N
‖W · E2,1;j,k‖∞. (5.2)
Since
(
s,n
a
,
t,n−b
a
)
/∈ DM,N implies that
(
s′,n
a
,
t ′,n−b
a
)
/∈ DM−1,N−1, we also have
∑
(
s
,n
a
,
t
,n
−b
a
)
/∈DM,N
∣∣∣∣∣(W)
(
s′,n
a
,
t ′,n − b
a
)∣∣∣∣∣ C2 ∑|j |M−1
or‖k‖∞ N−1
‖W · E2,1;j,k‖∞. (5.3)
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By (5.2) and (5.3), we can chooseM andN large enough such that for any (a, b) ∈ G and 1r ,
∑
(
s
,n
a
,
t
,n
−b
a
)
/∈DM,N
∣∣∣∣∣(W)
(
s,n
a
,
t,n − b
a
)
− (W)
(
s′,n
a
,
t ′,n − b
a
)∣∣∣∣∣ 1, (5.4)
where 1 is a constant satisfying
0 <  := C
4
∑r
=1 ‖W‖L1(G)
· 1 < A.
On the other hand, we see from (5.1) that
#
{
n :
(
s,n
a
,
t,n − b
a
)
∈ DM,N
}

∑
|j |M
2M−jNC1 = CM,N ∀(a, b) ∈ G.
By the continuity of W, we can ﬁnd some 1 < p < p0 and 0 < q < p
−1/2
0 q0 such that for
any (s′,n, t ′,n) ∈ Qp,q(s,n, t,n) and (a, b) ∈ G,
∑
(
s
,n
a
,
t
,n
−b
a
)∈DM,N
∣∣∣∣∣(W)
(
s,n
a
,
t,n − b
a
)
− (W)
(
s′,n
a
,
t ′,n − b
a
)∣∣∣∣∣ 1. (5.5)
Combining (5.4) and (5.5), we obtain that for any (a, b) ∈ G and 1r ,
∑
n∈Z
∣∣∣∣∣(W)
(
s,n
a
,
t,n − b
a
)
− (W)
(
s′,n
a
,
t ′,n − b
a
)∣∣∣∣∣ 21. (5.6)
It follows from (3.15) that
r∑
=1
∑
n∈Z
|(Wf )(s,n, t,n) − (Wf )(s′,n, t ′,n)|2
=
r∑
=1
∑
n∈Z
1
C2
∣∣∣∣∫∫G 1ad+1 (Wf )(a, b)
·
(
(W)
(
s,n
a
,
t,n − b
a
)
− (W)
(
s′,n
a
,
t ′,n − b
a
))
da db
∣∣∣∣∣
2

r∑
=1
∑
n∈Z
1
C2
∫∫
G
1
ad+1
|(Wf )(a, b)|2
·
∣∣∣∣∣(W)
(
s,n
a
,
t,n − b
a
)
− (W)
(
s′,n
a
,
t ′,n − b
a
)∣∣∣∣∣ da db
·
∫∫
G
1
ad+1
∣∣∣∣∣(W)
(
s,n
a
,
t,n − b
a
)
− (W)
(
s′,n
a
,
t ′,n − b
a
)∣∣∣∣∣ da db
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
r∑
=1
2
C2
‖W‖L1(G)
∫∫
G
1
ad+1
|(Wf )(a, b)|2
·
∑
n∈Z
∣∣∣∣∣(W)
(
s,n
a
,
t,n − b
a
)
− (W)
(
s′,n
a
,
t ′,n − b
a
)∣∣∣∣∣ da db

r∑
=1
2
C2
‖W‖L1(G) · 21 · C‖f ‖22 = ‖f ‖22.
For the general case, i.e., {(s,n, t,n) : n ∈ Z} is a ﬁnite union of uniformly discrete sequences,
similarly we can prove that there are some p > 1 and q > 0 such that for any (s′,n, t ′,n) ∈
Qp,q(s,n, t,n),
r∑
=1
∑
n∈Z
|(Wf )(s,n, t,n) − (Wf )(s′,n, t ′,n)|2‖f ‖22.
Now the conclusion follows from Proposition 5.2. This completes the proof. 
The following theorem can be proved similarly.
Theorem 5.4. Let  ∈ F1(Rd) and {(s,j , s,j t,k) : j, k ∈ Z, 1r} be a frame for
L2(Rd). Then there are some p > 1 and q > 0 such that for any (s′,j , t ′,j,k) ∈ G satisfying
p−1/2s′,j /s,j p1/2 and ‖t ′,j,k − s,j t,k‖∞qs,j ∀j, k, (5.7)
{(s′,j , t ′,j,k) : j ∈ Z, k ∈ Zd , 1r} is also a frame for L2(Rd).
5.2. Perturbation of wavelet functions
For the perturbation of wavelet functions, we show that a wavelet frame with any generating
function and arbitrary time-scale parameters remains a frame when the generating function un-
dergoes a small perturbation in F0(Rd) or F1(Rd) norm, which illustrates again that F0(Rd) and
F1(R
d) are useful in wavelet analysis.
Theorem 5.5. Let {(s,n, t,n) : n ∈ Z, 1r} be a frame for L2(Rd). Then we can ﬁnd
some ε > 0 such that {(s,n, t,n)˜ : n ∈ Z, 1r} is also a frame for L2(Rd) provided∑
1 r ‖˜ − ‖F0(Rd ) < ε.
Proof. We see from Lemma 5.1 that {(s,n, t,n) : n ∈ Z, 1r} is relatively uniformly
discrete. By Lemma 4.3, we can make the upper bound for the Bessel sequence {(s,n, t,n)(−
˜) : n ∈ Z, 1r} arbitrary small by choosing
∑
1 r ‖˜ −‖F0(Rd ) sufﬁciently small.
By Proposition 5.2, the conclusion follows. 
By employing Lemma 4.8 instead of Lemma 4.3, the following result can be proved similarly.
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Theorem 5.6. Let {(s,j , s,j t,k) : j, k ∈ Z, 1r} be a frame for L2(Rd). Then we can
ﬁnd some ε > 0 such that {(s,j , s,j t,k)˜ : j, k ∈ Z, 1r} is also a frame provided∑
1 r ‖˜ − ‖F1(Rd ) < ε.
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