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Abstract
We consider two types of hop-indexed models for the unit-demand asymmetric Capacitated Vehicle Routing Problem (CVRP):
(a) capacitated models guaranteeing that the number of commodities (paths) traversing any given arc does not exceed a specified
capacity; and (b) hop-constrained models guaranteeing that any route length (number of nodes) does not exceed a given value.
The latter might, in turn, be divided into two classes: (b1) those restricting the length of the path from the depot to any node k,
and (b2) those restricting the length of the circuit passing through any node k. Our results indicate that formulations based upon
circuit lengths (b2) lead to models with a linear programming relaxation that is tighter than the linear programming relaxation of
models based upon path lengths (b1), and that combining features from capacitated models with those of circuit lengths can lead to
formulations for the CVRP with a tight linear programming bound. Computational results on a small number of problem instances
with up to 41 nodes and 440 edges show that the combined model with capacities and circuit lengths produce average gaps of less
than one percent. We also briefly examine the asymmetric travelling salesman problem (ATSP), showing the potential use of the
ideas developed for the vehicle routing problem to derive models for the ATSP with a linear programming relaxation bound that is
tighter than the linear programming relaxation bound of the standard Dantzig, Fulkerson and Johnson [G. Dantzig, D. Fulkerson,
D. Johnson, Solution of large-scale travelling salesman problem, Operations Research 2 (1954) 393–410] formulation.
c© 2007 Elsevier B.V. All rights reserved.
Keywords: Vehicle routing problem; Hop-indexed network flow models; Travelling salesman problem
“Preamble. George Dantzig’s fingerprints permeate essentially the entire field of mathematical programming. In
particular, he was the first person to recognize the extraordinary modelling power of integer programming [12],
the first, with co-authors, to suggest the value of adding valid inequalities to improve the modelling of integer
programming models [13], and the first, with a co-author, to study solution approaches to vehicle routing
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problems [14]. By combining elements of all three of these seminal contributions by George Dantzig, we are
delighted to offer a contribution to this volume in the memory of the father of our field.”
1. Introduction
We consider the unit-demand Capacitated Vehicle Routing Problem (CVRP) defined on a directed graph G =
(V, A), assuming that node 1 is the depot, and that each route contains at most Q nodes (other than the depot). The
CVRP is closely related with delivery type problems and appears in a large number of practical situations concerning
the distribution of commodities. The book by Toth and Vigo [35] provides surveys on the problem, including variants
and solution techniques. Papers by Araque et al. [3], Lysgaard, Letchford and Eglese [33] and Fukasawa et al. [18]
discuss the most successful algorithms for solving this problem as well as more general demand cases. The Araque
et al. method is a cutting plane method that views the CVRP as an equivalent Path partitioning problem (PPP) and uses
routines for separating several facet defining inequalities of the PPP polytope, such as generalized subtour elimination
constraints, large, intermediate and small multistars which were identified and introduced in the paper by Araque,
Hall and Magnanti [1]. The Lysgaard, Letchford and Eglese method is a cutting plane method using rather efficient
routines for separating well-known inequalities for the CVRP such as generalized subtour elimination constraints,
multistars, knapsack multistars, framed capacity inequalities, combs inequalities, and hypotours inequalities. The
method described in Fukusawa et al. goes a step further by efficiently combining cutting planes with column
generation. Several authors have studied the polyhedral structure of the CVRP, among them, Laporte and Nobert [28],
Campos, Corberan and Mota [10], Araque, Hall and Magnanti [1], Araque [2], Augerat [4] and Letchford, Eglese
and Lysgaard [31]. The paper by Letchford and Salazar-Gonzalez [32] provides a recent comparison of the linear
programming relaxation approaches of several formulations presented in the literature.
Consider the following generic formulation for the CVRP:
minimize
∑
(i, j)∈A
ci j xi j
subject to x = (xi j ) ∈ Assign
{(i, j) : xi j = 1} does not contain routes with more than Q nodes
with Assign denoting the feasible set of the well-known assignment relaxation arising in such formulations for the
problem:∑
i∈V
xi j = 1 for all j ∈ V \{1}∑
j∈V
xi j = 1 for all i ∈ V \{1}
xi j ∈ {0, 1} for all (i, j) ∈ A.
There are two general approaches to expressing the non-explicit component of the generic formulation:
(a) Using inequalities guaranteeing that the number of commodities, or paths, traversing any given arc does not exceed
Q. These are the so-called capacity constraints;
(b) Using inequalities guaranteeing that any route length in number of nodes is at most Q. These are the so-called
hop constraints. These inequalities might, in turn, be divided into two classes: (b1) those guaranteeing that the
path from the depot to any node k contains at most Q nodes, and (b2) those guaranteeing that the circuit passing
through any node k contains at most Q nodes.
Approach (a) has been the usual approach. As noted by Godinho et al. [20], formulations for case (b1) can be
simply adapted from formulations of the well-known Hop-Constrained Minimum Spanning Tree problem (HMSTP).
As far as we know, formulations based on (b2) have not yet been presented in the literature – at least not in an explicit
form. We will show that, in general,
(i) formulations based upon circuit length constraints (b2) lead to models with a linear programming relaxation that
is tighter than the linear programming relaxation of models based upon path length constraints (b1),
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(ii) neither of the linear programming relaxations of formulations of capacitated model (a) and path length model
(b1), or capacitated model (a) and circuit length model (b2), is stronger than the other, and
(iii) combining features from (a) with those of (b1) or (b2) lead to improved formulations for the CVRP; that is,
to models with a linear programming relaxation that is tighter than the linear programming formulation of
formulations based upon (a) alone, (b1) alone, or (b2) alone. Computational results on a small number of problem
instances with up to 41 nodes and 440 edges show that the combined model with (a) and (b2) improves upon
models based upon (a) or (b2) alone, reducing the gaps in the linear programming relaxation by 3.5%–1.9%.
Godinho, Gouveia and Magnanti [20] had earlier suggested the improvements obtained in (iii) with the combined
models. This suggestion is based on the remark made on the same paper that previous studies on hop-indexed
formulations for the capacitated minimum spanning tree problem (see, Gouveia and Martins [24,25]) indicate that
adding path inequalities to standard capacitated tree models might lead to models with a tighter linear programming
relaxation.
We also show that the projection of the linear programming relaxation of a strong path and a strong circuit model
into the space of the x variables contains certain valid inequalities in the class of the so-called hypotour inequalities
described by Augerat [4]. These results might provide some additional insight into the structure of the path and the
circuit models.
In a final section, we show how to slightly adapt the models we have developed for the vehicle routing problem for
the asymmetric travelling salesman problem, ATSP (see [30]). Furthermore, we show that the strongest models have
a linear programming relaxation bound that is tighter than the linear programming relaxation bound of the standard
Dantzig, Fulkerson and Johnson [13] formulation.
Throughout this paper, we will introduce several (mixed) integer programming models. If we denote an
optimization model by a mnemonic M , we let v(M) denote its optimal objective value and v(ML) denote the optimal
objective value of its linear programming relaxation.
2. Formulations using capacity inequalities
We obtain probably the most well-known formulation for the CVRP by adding the standard generalized cut
constraints
∑
[i∈V \S, j∈S] xi j ≥ d|S|/Qe for all S ⊆ V \{1} (see, for instance, [1]) that limit the size of each route
by guaranteeing a sufficient number of arcs incoming into each subset of nodes, and so ensuring that the nodes in the
subset can be split into feasible routes. Letchford and Salazar-Gonzalez [32] summarize and discuss several variants
of these inequalities from the literature.
An alternative approach is to use extra variables to express the non-explicit route requirements. As one example,
consider a model that sends one unit of flow from the depot to each node k ∈ V \{1} using disaggregated flow
variables yki j that specify the amount of flow traversing arc(i, j) that is destined to that node. Note that the model does
not contain the variables yki j with j = 1 or i = k in the following capacitated flow system:
∑
j∈V \{1}
yki j −
∑
j∈V \{1}
ykji =
1 i = 10 i 6= 1, k−1 i = k for all k ∈ V \{1}∑
k∈V \{1}
yki j ≤ (Q − 1)xi j for all (i, j) ∈ A; i 6= 1∑
k∈V \{1}
yk1 j ≤ Qx1 j for all j ∈ V \{1}
yki j ≤ xi j for all (i, j) ∈ A, k ∈ V \{1}, j 6= 1
yki j ∈ {0, 1} for all (i, j) ∈ A, k ∈ \{1}, j 6= 1.
By using this flow model together with the assignment constraints of the generic formulation, we obtain a
capacitated multicommodity flow formulation for the CVRP, denoted by Cap-MCF. To see the effect of using the
flow model, we might try to determine the projection of the feasible set of the linear programming relaxation of
the Cap-MCF into the subset of the xi j variables. We first note that the projection of the feasible set of the linear
programming relaxation of the Cap-MCF (without the two sets of capacity constraints) into the subset of the xi j
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Table 1
Modelling a hop-constrained path (from node 1 to node k)
Flow-based path length model Hop-constrained path length model
∑
j∈V \{1} y
k
i j −
∑
j∈V \{1} y
k
ji =

1 i = 1
0 i 6= 1, k
−1 i = k∑
(i, j)∈A y
k
i j ≤ Q
yki j ∈ {0, 1} for all (i, j) ∈ A, j 6= 1
∑
j∈V z
1k
1 j = 1∑
j∈V \{1} z
h+1,k
i j −
∑
j∈V \{1} z
hk
ji = 0 for all i ∈ V \{1}, h = 1, . . . , Q − 1∑
j∈V z
Q,k
jk = 1
yki j =
∑
h=1,...Q z
hk
i j for all (i, j) ∈ A, j 6= 1
yki j ∈ {0, 1} for all (i, j) ∈ A, j 6= 1
zhki j ∈ {0, 1} for all (i, j) ∈ A, j 6= 1, h = 1, . . . , Q
zhkkk ∈ {0, 1} for all h = 2, . . . , Q.
variables is completely described by nonnegativity variables on the xi j variables, assignment constraints and the cut
constraints
∑
[i∈V \S, j∈S] xi j ≥ 1 for all S ⊆ V \{1} (this follows from the max-flow min-cut theorem and the well-
known projection results by Wong [36] and Claus [9]). Second, as is well known, the linear programming relaxation
of the Cap-MCF model implies the linear programming relaxation of a single-commodity flow model proposed by
Gavish and Graves [19]. Gouveia [22] has shown that the projection of the linear programming relaxation of the
Gavish and Graves formulation into the subset of the xi j variables is completely described by nonnegativity variables
on the xi j variables, assignment constraints and so-called multistar constraints that are known to define facets of
the VRP polyhedron (see [1,31]). These two observations show that the projection of the feasible set of the linear
programming relaxation of the Cap-MCF into the subset of the xi j variables is contained in the polyhedron defined
by nonnegativity variables on the xi j variables, assignment constraints, multistar constraints, and cut constraints. It is
not difficult to find examples showing that this inclusion is strict. An interesting research topic is to find the remaining
inequalities for obtaining a complete description of the projected polyhedron.
3. Formulations using inequalities limiting the length of the routes
We divide this section in two subsections: one dealing with models involving constraints that limit the length of
the paths from the depot to each node k ∈ V \{1}, and the other dealing with models involving constraints that limit
the length of the circuits that include each node k ∈ V \{1}.
3.1. Hop-constrained path based formulations
The development of this subsection follows from the observation made in [20] that simple modifications to
formulations for the hop-constrained minimal spanning tree problem that are obtained by including extra outdegree
constraints on the nodes produce valid formulations for the unit-demand VRP.
We can interpret the variables yki j of the Cap-MCF formulation as indicating whether arc(i, j) is in the path from
node 1 to node k, suggesting the following generic multicommodity path formulation for the VRP:
minimize
∑
(i, j)∈A
ci j xi j
subject to x = (xi j ) ∈ Assign
{(i, j) : yki j = 1} contains a path to node k containing at most Q arcs and having
the same direction as the arcs defined by the xi j variables for all k ∈ V \{1}
yki j ≤ xi j for all (i, j) ∈ A, j, k ∈ V \{1}.
Table 1 specifies two ways of modelling the non-explicit component of this generic formulation.
Let Pk denote the set of feasible solutions of the Flow-based Path Length model, and HPk denote the set of
feasible solutions of the Hop-constrained Path Length model. Let P-MCF denote the model obtained by using Pk
for all k ∈ V \{1} in the generic multicommodity path formulation for the VRP, and let Hop-P-MCF denote the
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hop-indexed model obtained by using HPk for all k ∈ V \{1}. Note that when creating the Hop-P-MCF model, the
constraints yki j =
∑
h=1,...,Q zhki j relating the two sets of flow variables permit us to rewrite the linking constraints
yki j ≤ xi j using the zhki j and xi j variables, and so we can eliminate the yki j variables from the hop-indexed model.
Besides the flow variables, the hop-constrained path model also uses binary variables zhki j indicating whether
arc(i, j) is the hth arc in the path joining the root node and node k or not. The model contains constraints stating
that an arc enters node i in position h if and only if another arc emanates from this node in position h + 1, and that
one arc enters node k in position Q. Note that this model contains “loop” variables zhkkk (h = 2, . . . , Q) with zero cost
to model situations when the path from the root node to node k contains fewer than Q arcs (that is, zhkkk = 1 for some
h ≤ Q). The hop-constrained problem contains far more variables than the constrained path problem. However, since
the constraints of the Constrained Path model are aggregations of the constraints of the Hop-Constrained Path model,
the feasible set of the linear programming relaxation of Pk contains the projection of the feasible set of the linear
programming relaxation of HPk into the space of y variables. This observation implies that the linear programming
bound given by Hop-P-MCF is at least as good as the linear programming bound given by P-MCF.
Proposition 1.
v(Hop-P-MCFL) ≥ v(P-MCFL).
Another advantage of the Hop-Constrained path model is that if we remove the upper bounds imposed upon the yki j
variables (which are redundant in the linear programming relaxation of the overall model Hop-P-MCF), it becomes
a network flow (path) problem on an expanded network, and so has the advantage that the extreme points of its
linear programming relaxation are integer-valued (see [23]). In general, however, the linear programming relaxation
of the constrained path model has fractional extreme points, even without the upper bounds on the yki j variables. Our
computational results will show that the linear programming relaxation of the Hop-P-MCF model provides much
better lower bounds than the linear programming relaxation of the P-MCF model.
3.2. Hop-constrained circuit based formulations
Another class of models uses, for each k ∈ V \{1}, the concept of a “circuit containing node 1, node k and at most
Q + 1 arcs” instead of a “path from node 1 to node k containing at most Q arcs”. Consider the following generic
multicommodity circuit formulation
minimize
∑
(i, j)∈A
ci j xi j
subject to x = (xi j ) ∈ Assign
{(i, j) : f ki j = 1} contains a circuit containing node 1, node k and at most Q + 1 arcs with all the
arcs having the same direction as the arcs defined by the xi j variables for all k ∈ V \{1}
f ki j ≤ xi j for all (i, j) ∈ A, j, k ∈ V \{1}.
In this model, the circuit variables f ki j indicate whether arc(i, j) is in the circuit passing through node k. The
previous path models did not contain variables ykk j , since a path to node k terminates there. In contrast, because
the circuit passing through node k does not terminate at that node, the new models contain the variables f kk j . The
prior path models contain constraints guaranteeing the existence of a path from the depot to each node k and, thus,
the corresponding solutions are connected. In contrast, it does not seem easy to model the non-explicit part of the
formulation with only the f ki j variables without allowing cycles disconnected from the depot. One possibility is to
decompose the circuit subproblem into two path subproblems, for each k ∈ V \{1}. Then, instead of using one set
of circuit variables, we could use two sets of path variables, one associated with the path from node 1 to node k and
the other associated with the path from node k to node 1. This idea has arisen before in the literature on commodity
flow models of both the travelling salesman problem [36,15] and the CVRP [8,32]. The paper by Langevin, Soumis
and Desrosiers [29] (see, also, [32]) shows that most of the 2-path formulations are equivalent, in terms of their
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Table 2
Modelling a hop-constrained circuit (from node 1 to node 1 and passing through node k)
Hop-constrained circuit model∑
j∈V v1k1 j = 1∑
j∈V vh+1,ki j −
∑
j∈V vhkji = 0 for all i ∈ V, h = 1, . . . , Q∑
j∈V v
Q+1,k
j1 = 1∑
h
∑
i∈V vh,kik = 1
f ki j =
∑
h=1,...Q+1 vhki j for all (i, j) ∈ A
f ki j ∈ {0, 1} for all (i, j) ∈ A
vkhi j ∈ {0, 1} for all (i, j) ∈ A, h = 1, . . . , Q + 1
vkhkk ∈ {0, 1} for all k ∈ V, h = 2, . . . , Q + 1.
Fig. 1. Example of a layered graph for n = 4, Q = 3, k = 2, p = 1.
linear programming relaxations, to the corresponding 1-path formulation. One possible exception is a 2-path multi-
commodity flow formulation described in [32]. However, it is still open whether its linear programming relaxation is
strictly better or equivalent to the corresponding 1-path formulation.
By using the hop-indexed variables, we can easily find a valid model for the circuit subproblem without considering
a decomposition into two paths and this, when included in the generic model, leads to a valid model for the problem.
One such model, as specified in Table 2, uses hop indexed variables vhki j with an interpretation similar to the z
hk
i j
variables discussed in the previous sections (as explained before, in this case we are using variables vhkki ). For these
models, we follow the same approach as was done before for the path models. We relax the subproblems by allowing
circuits that might repeat nodes and/or arcs. It is not difficult to argue that the models are still valid.
We let HCk denote the set of feasible solutions of the Hop-constrained Circuit model and we let Hop-C-MCF
denote the model obtained by using HCk for all k ∈ V \{1} in the generic circuit model. Again, we note that when
creating the model, the constraints f ki j =
∑
h=1,...,Q+1 vhki j relating the two sets of flow variables permit us to rewrite
the linking constraints f ki j ≤ xi j using the vhki j and xi j variables, and so we can eliminate the f ki j variables from model.
The hop-constrained circuit model is similar to the hop constrained path model and thus we will not describe it in
detail. Note, however, that due to the fourth set of constraints (guaranteeing that node k is visited), this model is not
integral, that is, its linear programming feasible set might have fractional extreme points (more on this later).
One way of improving this “circuit” model is to try to find an exact model for the underlying hop-constrained
circuit subproblem, that is, a model whose linear programming relaxation has integral extreme points. To obtain such
a model, we can follow the approach previously used to derive the Hop-P-MCF model by finding a shortest path
reformulation of the underlying optimization problem. Observe that for each k, we can solve the problem of finding
the shortest (not necessarily elementary) circuit from node 1 to node 1 containing at most Q nodes and including node
k as follows: for each integer p (p = 1, . . . , Q), find the shortest path from node 1 to node k containing p arcs and
find the shortest path from node k to node 1 containing at most Q-p arcs. We then obtain the optimal solution for the
“circuit passing through k” subproblem by choosing the best solution for all p.
For a given node k and a given value of p, we can model the problem of finding the shortest “two paths in tandem”
problem in a layered graph with vertices i ph indicating that node i is in position h in the circuit containing node
k in position p. In this graph, the pth layer contains only node k (that is, i pp = kpp) and node k appears only in
positions (layers) p, p + 1, . . . , Q. The graph contains zero cost arcs of the form (kph, kp,h+1) with h = p, . . . , Q
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Fig. 2. A multi-layered graph for an example with n = 4, Q = 3 and k = 2.
Table 3
Modelling a hop-constrained circuit (from node 1 to node 1 and passing through node k)
Strengthened hop-constrained circuit model∑Q
p=1
∑
j∈V w
1kp
1 j = 1∑
j∈V w
h+1,kp
i j −
∑
j∈V w
hkp
ji = 0 for all i ∈ V \{1}, h = 1, . . . , Q; p = 1, . . . , Q − 1∑Q
p=1
∑
j∈V w
Q+1,kp
j1 = 1
vhki j =
∑
p=1,...Q w
hkp
i j for all (i, j) ∈ A
f ki j =
∑
h=1,...Q+1 vhki j for all (i, j) ∈ A
f ki j ∈ {0, 1} for all (i, j) ∈ A
vkhi j ∈ {0, 1} for all (i, j) ∈ A, h = 1, . . . , Q + 1
vkhkk ∈ {0, 1} for all h = 2, . . . , Q + 1
w
hkp
i j ∈ {0, 1} for all (i, j) ∈ A; h, p = 1, . . . , Q − 1
w
hkp
j j ∈ {0, 1} for all j ∈ V \{1, k}, p = 2, . . . , Q; h = p + 2, . . . , Q or j = k, p = 2, . . . , Q; h = p + 1, . . . , Q.
and ( jph, jp,h+1) with h = p+1, . . . , Q and j 6= k to model situations when the path from node k to node 1 contains
fewer than Q-p arcs. Fig. 1 gives an example with n = 4, Q = 3, k = 2 and p = 1. The graph contains ‘loop’ arcs
(21h, 21h+1) for h = 1 and h = 2, and arcs (312, 313) and (412, 413).
We can model the overall circuit problem by a more general multi-layered graph obtained by combining the graphs
for all p. Fig. 2 gives an example with n = 4, Q = 3 and k = 2. As required, in layer p node k is in the pth position.
A straightforward shortest path reformulation on this multi-layered graph provides a more general hop-indexed
model (the construction just given shows that the corresponding linear programming relaxation is integer) for the
underlying circuit subproblem. Let whkpi j be a variable indicating whether arc(i, j) is the hth arc in the circuit passing
through node k and node k is in position p. These disaggregated variables are related to the vhki j variables as follows:
vhki j =
∑
p w
hkp
i j for all k ∈ V \{1}. Using these variables, we can write the following new model for the Circuit
subproblem (see Table 3).
The first and third sets of constraints relate the different subproblems for each p. Note that the way the whkpi j
variables are defined for each p (or, equivalently, the way the corresponding layered subgraphs are defined for each
p) guarantees that
∑
j∈V w
pkp
jk = 1 for k ∈ V \{1} (that is, the circuit visits node k). We let SHCk denote the set
of feasible solutions of the Strengthened Hop-constrained Circuit model, and we let Hop-SC-MCF denote the model
obtained by using SHCk for all k ∈ V \{1} in the generic multicommodity circuit model. Again, we note that when
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Table 4
Comparing the models
N Q Test Integer optimum P-MCF Hop-P-MCF Hop-C-MCF Hop-SC-MCF Cap-MCF
21 3 TC 663 431.14 457.68 558.54 562.51 644.0
TE 1265 519.96 558.96 813.31 821.21 1224.3
5 TC 520 399.7 411.9 430.64 456.06 500.1
TE 849 440.25 456.68 524.51 579.70 813.6
41 3 TC 1358 682.17 729.55 1028.07 1030.96 1327.8
TE 2247 764.18 817.61 1279.09 1279.94 2213.8
5 TC 971 586.37 612.68 712.13 757.06 912.36
TE 1482 633.35 659.37 826.84 863.75 1412.15
creating the model, the constraints relating the three sets of flow variables permit us to rewrite the linking constraints
f ki j ≤ xi j using the whkpi j and xi j variables, and so we can eliminate the f ki j and vhki j variables from the strengthened
Hop-SC-MCF model.
The model SHCk contains far more variables than the model HCk . However, since the constraints of the Hop-
Constrained Circuit model are aggregations of the constraints of the Strengthened Hop-Constrained Circuit model,
the feasible set of the linear programming relaxation of HCk contains the projection of the feasible set of the
linear programming relaxation of SHCk into the space of vkhi j and f
k
i j variables. This observation implies that the
linear programming bound given by Hop-SC-MCF is at least as strong as the linear programming bound given by
Hop-C-MCF.
Proposition 2.
v(Hop-SC-MCFL) ≥ v(Hop-C-MCFL).
Another advantage of the Strengthened Hop-Constrained Circuit model SHCk is that if we remove the upper
bounds imposed upon the f ki j variables (which are redundant in the linear programming relaxation of the overall
model Hop-SC-MCF), it becomes a network flow (path) problem on an expanded network (in this case, we have a
layered graph for each p, with the same source and same destination (node 1) for each layered graph). It therefore has
the advantage that the extreme points of its linear programming relaxation are integer-valued, whereas, in general, the
linear programming relaxation of the Hop-Constrained Circuit model HCk has fractional extreme points (even without
the upper bounds on the f ki j variables).
The results given in Table 4 show that the new model provides slightly improved linear programming bounds (with
apparently more significant improvements for larger capacities) for our test examples. Although, we have been unable
to relate the zhki j and v
hk
i j variables (meaning that we have also been unable to relate the linear programming relaxations
of the models Hop-P-MCF and Hop-C-MCF), we can easily relate the strengthened circuit variables whkpi j with the
path variables zhki j of the Hop-P-MCF model (see the previous subsection), as follows:
zhki j =
Q∑
p=h
w
hkp
i j for all (i, j) ∈ A, k ∈ V \{1} and h = 1, . . . , Q (3.1)
and
zhkkk =
h−1∑
p=1
∑
(i, j)
W hkpi j for all k ∈ V \{1} and h = 2, . . . , Q. (3.2)
We can interpret these relations as follows: Assume that node k is in position p in a circuit from node 1 to node
1. If an arc(i, j) is in a position h prior to p, then (i, j) is in the path from node 1 to node k, and we obtain the first
equality. On the other hand, if an arc(i, j) is in position h subsequent to position p, then the circuit has already visited
node k, and we obtain the equality (3.2). These relations imply the following conclusion.
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Proposition 3.
v(Hop-SC-MCFL) ≥ v(Hop-P-MCFL).
Proof. We will show that the constraints of the linear programming relaxation of Hop-SC-MCF imply those of the
linear programming relaxation of Hop-P-MCF. The first set of constraints
∑
j∈V z1k1 j = 1 of the Hop-P-MCF follow
from relation (3.1) and the first set of constraints
∑Q
p=1
∑
j∈V w
1kp
1 j = 1 of the model Hop-SC-MCF.
For a fixed h, i and k, we obtain the second set of constraints
∑
j∈V z
h+1,k
i j −
∑
j∈V z
h,k
ji = 0 of the Hop-P-MCF
model, as follows: if k 6= i , we add the second set of constraints ∑ j∈V wh+1,kpi j −∑ j∈V wh,kpji = 0 of the Hop-
SC-MCF model for p = h, . . . , Q and use relation (3.1); if k = i , we use relations (3.1) and (3.2) together with the
second set of constraints,
∑
j∈V w
h+1,kp
i j −
∑
j∈V w
h,kp
ji = 0, of the Hop-SC-MCF model. (Note that if k = j , the
w
hkp
i j variables are defined if and only if h = p, and if k = i , the whkpi j variables are defined if and only if h = p+ 1).
By adding the second set of constraints
∑
j∈V w
h+1,kp
i j −
∑
j∈V w
hkp
ji = 0 of the Hop-SC-MCF model for
p = 1, . . . , h − 1 and h = 2, . . . , Q − 1, adding the constraint just obtained to the third set of constraints∑Q
p=1
∑
j∈V w
Q+1,kp
1 j = 1 of the Hop-SC-MCF model, and subsequently using relation (3.2), we obtain the third
set of constraints
∑
j∈V z
Q,k
jk = 1 of the Hop-P-MCF model.
Finally, note that in the Hop-SC-MCF model, the linking constraints are given by xi j ≥ ∑Qp=1∑Qh=1whkpi j for all
(i, j) and for all k. Therefore, by using relation (3.1), we obtain the linking constraints xi j ≥ ∑h=1,...,Q zhki j of the
Hop-P-MCF model. 
To evaluate the quality of the linear programming relaxations of the models we have presented, we consider a small
set of computational results. In particular, we wish to point out the potential of examining inequalities limiting the
length of the paths (or circuits) and compare approach (b1) with approach (b2). Table 4 shows the optimal integer
solution and the linear programming bound of the four hop-constrained models described in this paper as well as the
capacitated model Cap-MCF model. We have considered four small examples, two with 21 nodes and 220 edges, and
two with 41 nodes and 440 edges. We have selected the nodes randomly in a grid square with Euclidean arc distances.
For the 21 node problems, we select the 100 edges of cheapest cost in the graph not containing the depot (and so 200
arcs after directing the edges), and we add all 20 arcs leaving the root. The choice of arcs for the 41 nodes problems
is similar, starting from the 200 cheapest edges in the graph not containing the depot. Two instances have the depot
located in the centre of the grid of nodes (TC), and the other two have depot located in the corner of the grid of nodes
(TE). The results indicate that the capacitated model Cap-MCF produces lower bounds that are quite satisfactory and
which perform much better than the circuit and path models. This indicates that inequalities obtained by bounding the
number of paths traversing any given arc by Q are, in general, stronger than the inequalities obtained by bounding the
length of the circuits.
The relationships between several of these models are still open. Although the linear programming bounds
produced by Hop-C-MCF are better than the ones given by Hop-P-MCF, we conjecture that there is no dominance
relationship between the linear programming relaxations of these two models. The computational results might also
suggest that the linear programming relaxation of the Cap-MCFmodel dominates the linear programming relaxation of
the other models; the observation made before about previous studies concerning the formulations for the capacitated
minimum spanning tree, might suggest the opposite: in fact, the computational results of the next section confirm that
the intuition of our studies on the tree problem proves to be correct.
We close this section by presenting a figure (see Fig. 2) summarizing relationships among the linear programming
relaxations of the models presented so far. An arrow from model A to model B indicates that the linear programming
relaxation of model B is strictly stronger than the linear programming relaxation of model A.
4. Combining the two approaches
Since the results in Table 4 show that there is no theoretical relationship between the linear programming relaxation
of formulations based upon (a) and (b1) (or (b2)), in the sense that the linear programming relaxations bounds do
not dominate each other, we can derive a model with a tighter linear programming bound by combining the two
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approaches. To facilitate our presentation, we first describe this approach in terms of the “Path” model, Hop-P-MCF,
of Section 3.1 since the “combined” inequalities derived from the Path models are quite intuitive. Then, by using the
relations (3.1), we rewrite the combined inequalities in terms of the circuit model with the best linear programming
bound, the model Hop-SC-MCF. Finally, we consider combined inequalities that are directly suggested from the
variables whkpi j of this tightest model.
4.1. “Combined” inequalities derived from the zhki j variables of the Hop-P-MCF model
We can strengthen the model Hop-P-MCF by adding the two sets of capacity constraints of the Cap-MCF model∑
k∈V yki j ≤ (Q − 1)xi j (i 6= 1) and
∑
k∈V yk1 j ≤ Qx1 j rewritten with the hop variables zhki j (using the linking
relations yki j =
∑
h=1,...Q zhki j ). However, we can do even better, because the hop-indexed variables z
hk
i j suggest new,
rather intuitive valid inequalities that considerably improve the linear programming bound of the Hop-P-MCF model.
The hop-indexed variables permit us to write inequalities specifying that if an arc is in position h, then the maximum
flow on it is at most Q − h + 1, because h units of flow have already been retained. This observation, together with
the fact that in a feasible solution an arc is in only one hop position, establish the validity of the following constraints:
xi j ≥
∑
h
∑
k
zhki j
Q − h + 1 for all (i, j) ∈ A; j 6= 1. (4.1)
4.2. “Combined” inequalities derived from the whkpi j variables of the Hop-SC-MCF model
Note that by using relation (3.1), we can rewrite the previous set of constraints in the context of the stronger model
Hop-SC-MCF as follows:
xi j ≥
∑
h
∑
k
Q∑
p=h
w
hkp
i j
Q − h + 1 for all (i, j) ∈ A; j 6= 1. (4.2)
The new set of variables whkpi j allows us to obtain a similar set of constraints by summing, instead, the variables w
hkp
i j
from p = 1 to h − 1, leading to:
xi j =
∑
h
∑
k
h−1∑
p=1
w
hkp
i j
h − 1 for all (i, j) ∈ A; i 6= 1. (4.3)
To see that the inequalities (4.3) are valid, note that any arc can be positioned in only a single position in the route
to a given node k. If it is in position h, then that arc is in position h for exactly h−1 nodes in previous positions p ≤ h
in the same circuit – e.g., whkpi j = 1 for exactly h − 1 nodes k and positions p. We denote the circuit model with the
new inequalities by Cap-Hop-SC-MCF. The development of this section leads to the following result
Proposition 4.
v(Cap-Hop-SC-MCFL) ≥ v(Hop-SC-MCFL) and
v(Cap-Hop-SC-MCFL) ≥ v(Cap-MCFL).
We conclude this section by presenting a small set of results to show what is gained by “combining” the two
models, Cap-MCF and the Hop-SC-MCF, into a new combined model. Table 5 follows the format of Table 4 with
results presented for the same four small examples described previously. The results indicate that the combined model
produces reasonable improvements on the lower bounds produced by the Cap-MCF alone. On average, it reduces the
gaps from 3.5% to 1.9%. For all instances except the |V | = 41, Q = 5 case, the optimal linear programming objective
value of the model Cap-Hop-SC-MCF is within three percent of the optimal integer programming value.
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Table 5
Comparing the combined models
N Q Test Integer optimum Cap-MCF Hop-SC-MCF Cap-Hop-SC-MCF
21
3
TC 663 644.0 562.51 657
TE 1265 1224.3 821.21 1240.63
5
TC 520 500.1 456.06 504.31
TE 849 813.6 579.70 833.46
41
3
TC 1358 1327.8 1030.96 1345.13
TE 2247 2213.8 1279.94 2238.13
5
TC 971 912.36 757.06 932.99
TE 1482 1412.15 863.75 1453.1
5. “Common-Path” inequalities
The Hop-indexed models contain a path, or circuit, associated to each node k ∈ V \{1}. Until now, the models
do not specify any relationships among the paths (or circuits) for different target nodes k. However, in any feasible
solution for the VRP, these paths (circuits) share common arcs (as in other problems, whose feasible solutions are
paths, circuits or trees). Thus, it might be useful to derive inequalities that relate different paths (circuits). In this
section we introduce some “Common Path” and “Common Circuit” properties that apply to multicommodity hop
models. As before, we first describe “Common Path” properties for the “Path” model, Hop-P-MCF, and the variables
zhki j . Then, by using the relations (3.1) we rewrite the inequalities in terms of the circuit model Hop-SC-MCF. Finally,
we consider “Common Circuit” properties in terms of the Hop-SC-MCF model and the variables whkpi j .
5.1. “Common Path” inequalities derived from the zhki j variables of the Hop-P-MCF model
Consider the following “Common Path” property:
Property 5.1.1. Assume that arc(i, j) is in position h of the path to node j . Then, arc(i, j) is the same position as, at
most, Q − h other paths destined to nodes k ∈ V \{1}, k 6= j .
Since an arc(i, j) is the hth position of the path to node j if and only if zhji j = 1, the previous property allows us to
write following inequality:
zhji j ≥
∑
k 6= j
zhki j
Q − h for all (i, j) ∈ A; j 6= 1; h = 1, . . . , Q. (5.1)
5.2. “Common circuit” inequalities derived from the whjhi j variables of the Hop-SC-MCF model
As noted in Section 4.2, by using the relation (3.1), we can rewrite inequality (5.1) in terms of the variables whkpi j .
(Note that the variables whkpi j for k = j are defined if and only if p = h.)
w
hjh
i j ≥
∑
k 6= j
Q∑
p=h
w
hkp
i j
Q − h for all (i, j) ∈ A; j 6= 1. (5.2)
For the “common circuit” properties presented next, recall that we have used loop variables whjpkk to model circuits
with fewer than Q nodes. Therefore, the number of nodes of the circuit visiting node j , j ∈ V \{1}, N j , is given by
Q −∑k∑Qp=1∑Qh=p+1whjpkk .
Property 5.2.1. Assume that arc(i, j) is in position h of the circuit visiting node j . Then, arc(i, j) is in position h of
exactly h − 1 circuits associated with nodes k ∈ V \{1}, k 6= j , that occupy positions prior to position h.
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And,
Property 5.2.2. Assume that arc(i, j) is in position h of the circuit visiting node j . Then, arc(i, j) is in position h of
exactly N j − h circuits associated with nodes k ∈ V \{1}, k 6= j , that occupy positions subsequent to position h.
We can model Properties 5.2.1 and 5.2.2 as follows:
w
hjh
i j =
∑
k 6= j
h−1∑
p=1
w
hkp
i j
h − 1 for all (i, j) ∈ A; i, j 6= 1; h = 2, . . . , Q (5.3)
and
w
hjh
i j =
∑
k 6= j
Q∑
p=h+1
w
hkp
i j
N j − h for all (i, j) ∈ A; j 6= 1; h = 1, . . . , Q. (5.4)
Using the definition of N j , we can write the last equality as
w
hjh
i j =
∑
k 6= j
Q∑
p=h+1
w
hkp
i j +
∑
k
Q∑
_
h =h+1
w
_
h jh
kk
Q − h for all (i, j) ∈ A; j 6= 1; h = 1, . . . , Q. (5.5)
We denote by CC-Hop-SC-MCF the formulation Hop-SC-MCF with these two sets of constraints, (5.3) and (5.5).
Since the LP relaxation of Hop-SC-MCF (and CC-Hop-SC-MCF) satisfies the following equalities (this is easy to
establish)
xi j =
∑
h
w
hjh
i j for all (i, j) ∈ A; i, j 6= 1
the inequalities (5.3) and (5.5) imply the following constraints:
xi j =
∑
h
∑
k
Q∑
p=h
w
hkp
i j +
Q∑
_
h =h+1
∑
k
w
_
h jh
kk
Q − h + 1 for all (i, j) ∈ A; i, j 6= 1
and
xi j =
∑
h
∑
k
h−1∑
p=1
w
hkp
i j
h − 1 for all (i, j) ∈ A; j 6= 1.
Using the relation (3.1), we can see that these equalities imply the inequalities (4.1) and (4.2), and we have just
established the following property:
Proposition 5.
v(CC-Hop-SC-MCFL) ≥ v(Cap-Hop-C-MCFL).
Other common (and uncommon) path properties are possible. For example,
(i) If arc(i, j) is the hth hop of the path to node k, then for any w < h, the wth arc(p, q) on the path to node k must
belong to at least (h − w) paths destined to other nodes.
(ii) If arc(i, j) is the hth hop on the paths to both nodes k and r , then the paths to nodes k and r must use the same
arcs for every hop before hop h.
(iii) Suppose that the paths to nodes k and r both contain exactly h hops. Then the paths to nodes k and r must be
distinct.
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Fig. 3. A summary of relationships between the linear programming relaxations of the models presented so far.
Fig. 4. A summary of relationships between the linear programming relaxations of the models introduced in Sections 4 and 5 and previous best
models.
It is not too difficult to write valid inequalities to model these properties. However, the number of inequalities appears
to be large, and we suspect that the added strengthening of the linear programming relaxation will be modest. The
common (and uncommon) path properties apply not only to vehicle routing problems, but also to multicommodity
hop models when feasible solutions are paths, trees, or circuits, as in vehicle routing, TSP and diameter-constrained
minimal spanning tree problems.
Fig. 4 (following the same format as Fig. 3) summarizes relationships among the linear programming relaxations
of models introduced in Sections 4 and 5 and the best models of the previous sections.
We end this section by presenting a small set of results to show what might be gained by using the “common-
circuit” models. We use the same four instances as before. Notice the large reduction in the gaps obtained by the
“common-circuit” models for the cases with Q = 5. For all the cases, the optimal linear programming objective value
of the model CC-Hop-SC-MCF is within 2% of the optimal integer programming value (for this model the average
gap is 0.8%). On average, the “Common-Circuit” model reduces by half the linear programming gap of the previous
best model (see Table 6).
To obtain a more accurate picture of the strength of the new models, we have also presented results taken from two
versions of the code of Lysgaard, Letchford and Eglese [33]. One version (“Restricted Lysgaard et al.”), separates
only the generalized subtour elimination constraints. The other version separates a known list of facet defining
inequalities for the CVRP including generalized cut constraints, framed capacity inequalities, multistar inequalities,
combs inequalities, and hypotours inequalities. In both cases, the root relaxation lower bound is reported. These
results were obtained in less than 1 s (the restricted version) and in less than 5 s (the complete version) in PC with a
700 MHz Intel Celeron Proccesor and 256 MB of RAM. Although our bounds are not as strong as those obtained by
the complete method, they are better than the ones obtained by the restricted version.
Although our computational experience suggests that the new models have significantly improved linear
programming relaxations, our intent in undertaking this study has not been to develop efficient (competitive) solution
methods. Rather, we have sought to investigate the modelling improvements that might be achievable by combining
length-based and capacity-based models, and by using circuit-based instead of path-based formulations. Conceivably,
others might be able to use the models we have considered in a computationally effective manner (such as a pure
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Table 6
Evaluating the “common-circuit” model
N Q Test Integer Optimum Cap-Hop-SC-MCF CC-Hop-SC-MCF Restricted Lysgaard et al. Lysgaard et al.
21
3
TC 663 657 657 659.25 663
TE 1265 1240.63 1244.33 1265 1265
5
TC 520 504.31 519.17 520 520
TE 849 833.46 849 849 849
41
3
TC 1358 1345.13 1349 1333.67 1358
TE 2247 2238.13 2239 2166 2244.21
5
TC 971 932.99 ≥959a 957.17 968.51
TE 1482 1453.1 ≥1467a 1434.29 1469.58
a Computations terminated due to memory limitations.
cutting plane method as implemented by Lysgaard, Letchford and Eglese [33], relax and cut approaches or price and
cut schemes as implemented by Fukasawa et al. [18]), or might be able to build upon the modelling approaches we
have examined in other ways.
6. Partial characterizations on the xi j space
In this section, we show that the projection of the feasible set of the linear programming relaxation of the simpler
Path and Circuit models, Hop-Path and Hop-SC-MCF, into the subset of the xi j variables contain several classes
of inequalities known as hypotour inequalities. These inequalities are of the form
∑
(i, j)∈F xi j ≥ 1 for any set
F of edges whose complement A\F does not contain a feasible solution for the CVRP. Letchford and Salazar-
Gonzalez [32] mention that some multicommodity 2-path models appear to imply, by projection, weaker versions
of hypotour inequalities (see [4] and also [33]).
6.1. Characterizing the Hop-P-MCF model—the jump inequalities
The cut constraints
∑
[i∈V \S, j∈S] xi j ≥ 1 are clearly contained in this characterization. To learn more about
this projection, let us borrow a similar partial characterization from Dahl, Gouveia and Requejo [11] for the Hop-
Constrained Minimum Spanning Tree (HMSTP). Let S0, S1, . . . , SQ+1 be node-disjoint nonempty sets defining a
partition of the entire node set V with S0 = {1} and SQ+1 = {k}, k ∈ V \{1}. Note that any vehicle path from the
depot, node 1, to node k that contains an arc from every set [S j , S j+1] = {(u, v) ∈ A : u ∈ Si , v ∈ S j } must contain
at least Q + 1 arcs and so be infeasible. Consequently, any feasible path must contain at least one arc from a “jump
set” [Si , S j ] with i+1 < j . Let J = J (S0, S1, . . . , SQ+1) = ∪[i+1< j][Si , S j ]. We call such a set J a(1−k, Q)-jump,
and we let J(1−k,Q) denote the set of all (1 − k, Q)-jumps. Consider the jump inequalities,∑(i, j)∈J xi j ≥ 1 for all
k ∈ V \{1} and J ∈ J(1−k,Q). We note that the set of arcs in a jump set is a minimal set intersecting any VRP solution,
and so, the jump inequalities fall in the class of the hypotour inequalities.
Dahl, Gouveia and Requejo [11] showed that the projection of the feasible set of the linear programming relaxation
of Hop-MCF model into the xi j space contains the jump inequalities (to be precise, they established this result for the
HMSTP, but it is not difficult to see that their proof remains the same when the model includes outdegree constraints).
They also showed that the cut inequalities, the jump inequalities, and the nonnegativity constraints imposed on the xi j
variables are sufficient to completely characterize the projected polyhedron when Q = 3, but are not sufficient when
Q > 3.
As an introduction to one of the formulations described in the next subsection, and perhaps as a curiosity at this
point, we make the following observation concerning a reverse version of the jump inequalities. Let S0, S1, . . . , SQ+1
be nonempty sets defining a node-disjoint partition of the node set V with S0 = {k} and SQ+1 = {1}, and let
RJ = RJ (S0, S1, . . . , SQ+1) = ∪[i+1< j][Si , S j ]. We say that a set RJ is a (k − 1, Q)-reverse-jump, and we let
RJ(1k−1,Q) denote the set of all (k − 1, Q)-reversed-jumps and define the reverse jump inequality as follows:∑
(p,q)∈RJ
x pq ≥ 1 for all RJ ∈ RJ(k−1,Q).
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Fig. 5. Example of a feasible solution for the linear programming relaxation of Hop-P-MCF that violates a reverse jump inequality.
“Symmetry” might suggest that the linear programming relaxation of the Hop-P-MCF formulation would satisfy
all such inequalities. Any feasible vector x will satisfy these inequalities (not from the systems HPk , but from the
remaining constraints in the model), but examples show that the linear programming relaxation need not. As an
example, Fig. 5 shows a solution that is feasible for the linear programming relaxation of the Hop-P-MCF formulation
for a situation with n = 4 and Q = 2. The values next to each arc show the positive xi j variables.
The solution shown does not satisfy the Reverse Jump inequality x42 + x41 + x31 ≥ 1 for the partition
S0 = {4}, S1 = {3}, S3 = {2} and S4 = {1}.
We note that if our aim was merely to find a model whose linear programming satisfies both the jump and the
reversed jump inequalities, we could simply consider a model that, for each k ∈ V \{1}, would contain two hop-
indexed systems: one describing hop-constrained paths from node 1 to node k (as in the Hop-P-MCF model), and
a new symmetric one describing hop-constrained paths from node k to node 1, as well as straightforward coupling
constraints. However, as observed in Section 3.2 and analyzed in the next subsection, we can do better.
6.2. Characterizing the Hop-SC-MCF model—the double-jump inequalities
In an attempt to characterize the set of feasible solutions of the linear programming relaxation of the Hop-SC-MCF
model, we first make a slight modification to the Strengthened Hop-Constrained Circuit Model formulation. Suppose
we use the coupling constraints vhki j =
∑
p=1,...Q w
hkp
i j for all (i, j) ∈ A to eliminate the vhki j variables so that the
constraints f ki j =
∑
h=1,...Q+1 vhki j become defining constraints f
k
i j =
∑
h=1,...Q+1
∑
p=1,...Q w
hkp
i j . Then, we relax
the equality to a ≥ inequality. This modification does not alter the linear programming relaxation of the overall model
Hop-SC-MCF, since the constraints f ki j ≤ xi j impose the same restrictions with the = and ≥ versions of the defining
constraints. Now, for each k, the relaxed strengthened circuit model gives an extended and exact description of the
dominant of the incidence vectors of circuits starting and ending in node 1 and passing through node k. The advantage
of using the dominant instead of the original set (that is, the= version) is that the inequalities describing the dominant
are of the form∑
(i, j)∈C
ai j f
k
i j ≥ r (6.1)
for appropriate arc sets C and positive integers r and ai j . This observation is important, because the variables f ki j arise
in the model in only two types of inequalities: either the depicted inequalities, or standard nonnegativity inequalities.
Thus, by using Fourier–Motzkin elimination (see, [34]), we can eliminate these variables and obtain “projected”
inequalities that are quite similar to the original inequalities in the dominant (to obtain such “projected” inequalities,
we replace each occurrence of f ki j in the inequality (6.1) by xi j ). These observations suggest that to obtain some (or
all) projected inequalities in the xi j space arising from the characterizations of the circuit subproblems, we should
focus on finding a linear description of the dominant of the incidence vectors of circuits starting and ending in node 1
and passing through node k. Unfortunately, obtaining a complete description of this dominant appears to be difficult
for all values of Q (we were able to find such a description only for Q = 2; more on this later). Therefore, we focus
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on valid inequalities of the dominant. It is easy to check that, for each k, the cut, jump, reverse jump inequalities and
double jump are valid for the dominant. Experience with the well-known program PORTA (developed by Thomas
Christof and available from Konrad-Zuse-Zentrum fur Informationstechnik Berlin) has shown that for small cases
with values of Q up to 4 and with values of n up to 6, these inequalities are facet-defining for the corresponding
dominant. We introduce, next, a class of inequalities that we call double-jump inequalities. They combine the features
of the jump and reverse jump inequalities in a single inequality.
To motivate the new inequalities, consider the following property satisfied by a feasible circuit. Consider, in a
problem with capacity Q, a node k and a position h (1 ≤ h < Q), in the tour. Then, either node k is in the tour
in position h or less, or is in position h + 1 or later. That is, either the path from node 1 to k has length less or
equal than h, or the path from node k to node 1 has length less or equal than Q − h. This observation suggests
the following new, double jump, inequality. For a given node k and position h, consider a double jump set of arcs
DJ = J (S0, S1, . . . , Sh) ∪ J (S′0, S′1, . . . , S′Q−h) with S0 = S′Q−h = {1} and Sh = S′0 = {k}. We call such set DJ a
(1− k− 1, Q, h)-double jump and we let DJ(1−k1,Q,h) denote the set of all (1− k− 1, Q, h)-double jumps. Consider,
now, the following valid double jump inequalities,∑
(p,q)∈DJ
f kpq ≥ 1 for all DJ ∈ DJ(1−k−1,Q,,h).
Moving, now, from the dominant of the underlying circuit subproblems to the VRP polytope, we can conclude that
the xi j analogues of the double jump inequalities∑
(p,q)∈DJ
x pq ≥ 1 for all k, h, and DJ ∈ J(1−k−1,Q,,h)
are valid for the VRP and that they are also contained in the projection into the x space of the feasible set of
the linear programming relaxation of the model Hop-SC-MCF. We should point out that these inequalities are not
defined when h = 1 or h = Q − 1. In these case, DJ = {(1, k)} ∪ J (S′0, S′1, . . . , S′Q−h) (when h = 1) and
DJ = J (S0, S1, . . . , Sh) ∪ {(k, 1)} (when h = Q − 1).
The set of arcs in the double jumps is a minimal set intersecting any VRP solution, and so the double jump
inequalities are also hypotour inequalities.
To conclude this section, we note that when Q = 2, the double jump inequalities play an important role
as they are the only non-trivial inequalities in the projection in the xi j space of the set of feasible solutions of
the linear programming relaxation of the Hop-SC-MCF model. In this case, the double jump inequalities become
x1i + xi1 ≥ 1 for all i ∈ V \{1}. Using the indegree and outdegree constraints, we can rewrite these inequalities as∑
j∈V \{1}(x j i + xi j ) ≤ 1. These inequalities are the simple matching inequalities indicating that at most one edge
(incoming arc or outcoming arc) is incident to any node in V \{1}. This is consistent with well-known the matching
interpretation for the VRP with Q = 2 (if one removes the arcs incident into the depot, the remaining arcs form a
matching in the graph generated by the set V \{1}). Hall and Magnanti [27] present a complete description of the VRP
polytope when Q = 2.
Proposition 6. When Q = 2, the projection in the xi j space of the set of feasible solutions of the linear programming
relaxation of the Hop-SC-MCF model is given by
x = (xi j ) ∈ Assign′ for all (i, j) ∈ A
xi1 + x1i ≥ 1 for all i ∈ V \{1}.
Here, Assign′ indicates the linear programming relaxation of Assign.
Proof. See the Appendix. 
7. The travelling salesman problem
In this section, we briefly examine whether the models proposed in the previous sections might provide some
insight for building better models for the asymmetric travelling salesman problem (see the book by Lawler et al. [30]).
Again, we consider a directed graph G = (V, A) with V = {1, . . . , n}, and the binary variables xi j , for all (i, j) ∈ A
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Fig. 6. Example of a feasible solution for the linear programming relaxation of MCF formulation but that violates a double jump inequality.
indicating whether arc(i, j) is included in the solution. For the ATSP, we need to make a small modification to the
Assign system described in the previous sections by including, as well, the indegree and outdegree constraints for
node 1 (stating that one arc enters node 1 and one arc leaves node 1) and by replacing in many of the formulations,
the parameter “Q” by “n − 1”.
The Cap-MCF formulation of Section 2 (denoted by “MCF” in the remainder of this section) is a well-known
formulation for the ATSP (note that the “capacity” constraints
∑
k∈V yki j ≤ (n − 2)xi j (i 6= 1) and
∑
k∈V yk1 j ≤
(n−1)x1 j in this formulation are redundant due to the constraints yki j ≤ xi j ). As is well known, the linear programming
relaxation of this formulation is quite strong. In fact, it is challenging to find small or even medium-sized instances
for which the linear programming bound of this formulation is not equal to the optimal integer value. As is also well
known, the projection of the feasible set of the linear programming relaxation of the MCF formulation is given by the
assignment constraints, nonnegativity constraints on the x variables, and the cut constraints
∑
i∈S, j∈V \S xi j ≥ 1 for
all S ⊆ V \{1}, |S| ≥ 2.
The main question, for our purposes here, is: using the approaches discussed in this paper, could we use find models
with better linear programming lower bounds, at least for some cases? We could show (although the demonstration is a
bit elaborate) that the linear programming relaxation of the Hop-P-MCF formulation presented in Section 3.1, does not
improve upon the linear programming relaxation of the MCF formulation. Viewing this result together with the well-
known fact (see [29]) that two path models as suggested by Wong [36] do not improve on the linear programming
relaxation of the MCF model, we were originally a bit skeptical that the hop-indexed circuit formulations might
strengthen linear programming relaxations for the TSP. We note that for the TSP, we must slightly modify these
“circuit” formulations. For instance, for the stronger model Hop-SC-MCF, we need to slightly modify the strengthened
hop-constrained circuit subproblem: for each node k, and each position p, we model a path from node 1 to node k
with p arcs and a path from node k to node 1 with exactly n−1− p arcs (and not, at most n−1 arcs as for the vehicle
routing problem).
Then, perhaps surprisingly, the stronger circuit model, the model Hop-SC-MCF, might lead to better linear
programming bounds than the ones provided by the MCF model (by using the proofs established for the VRP in
previous sections, we can easily prove that the linear programming bound of the Hop-SC-MCF model is never
worse than the linear programming bound of the MCF formulation). In fact, we found a small example with 10
nodes and asymmetric costs, for which the linear programming bound given by the MCF formulation equals 235
and the linear programming bound given by the Hop-SC-MCF formulation is 240 (which is the optimal integer
value). Thus, it would be interesting to study and analyze the projection of the corresponding feasible set into
the space of the x variables. It is not difficult to see that the double jump inequalities described before (with
“Q” replaced by “n − 1”) are valid and are implied by the linear programming relaxation of the stronger model
Hop-SC-MCF.
Fig. 6 shows a solution for an instance with 4 nodes that is feasible for the linear programming relaxation of the
MCF formulation (satisfies the assignment constraints and all the cut constraints). As before, the value of positive
values of xi j variables is shown next to the corresponding arcs in the figure.
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The solution does not satisfy the Double Jump Inequalities corresponding to the arc sets
(i) DJ = J (S0, S1, . . . , S4) ∪ {(2, 1)} with partition S0 = {1}, S1 = {4}, S3 = {3} and S4 = {2},
(ii) DJ = J (S0, S1, . . . , S4) ∪ {(4, 2)} with partition S0 = {2}, S1 = {3}, S3 = {1} and S4 = {4},
(iii) DJ = J (S0, S1, . . . , S4) ∪ {(1, 3)} with partition S0 = {3}, S1 = {2}, S3 = {4} and S4 = {1},
(iv) DJ = J (S0, S1, . . . , S4) ∪ {(3, 4)} with partition S0 = {4}, S1 = {1}, S3 = {2} and S4 = {3}.
This example indicates that these inequalities might be worth examining for the TSP as well as the VRP. We
note, however, that by using the equalities of the assignment relaxation, we can prove that these four inequalities are
equivalent.
We also note that depicted solution violates two D3 inequalities x24+ x43+ x32+ 2x23 ≤ 2 and x12+ x24+ x41+
2x14 ≤ 2 and the two odd CAT inequalities x12+x24+x14+x23+x32 ≤ 2 and x23+x24+x43+x14+x41 ≤ 2. The D3
inequality is the simplest known inequality of a large class of facet defining inequalities for the ATSP, the lifted circuit
inequalities (see [21,6]). Odd cat inequalities were proposed by Balas [5] as facets of the asymmetric assignment
relaxation and, under certain conditions, shown to be facet-defining for the ATSP as well. We observe that although
these two classes of inequalities are not equivalent and the given 4 inequalities are not equivalent for instances with
n > 4, they are equivalent when n = 4 and also equivalent to the previously given double jump inequalities. This is
easy to show by using the equalities of the Assign relaxation.
These equivalences suggest that it is worth trying to establish a formal equivalence between the double jump
inequalities and known classes of inequalities for the ATSP. We can show that some of the double jump inequalities
are weaker versions of known inequalities for the ATSP. For simplicity, assume that we maintain an ordering
2, . . . , n of nodes in V \{1} as given by the input graph. Consider the double jump inequality defined by the set
DJ = J (S0, S1, . . . , Sn−2)∪ {(n, 1)} with Si = {i + 2}, i = 0, . . . , n− 2. By using the indegree constraints on nodes
3 to n and the outdegree constraints on node n, we can rewrite this double jump inequality as∑
j≥3
∑
k≥ j−1
xk j +
∑
j≥1
xnj ≤ n − 1.
This inequality is a lifted circuit inequality and can be obtained by applying sequential lifting to circuit inequalities∑
(i, j)∈C xi j ≤ |C | − 1 defined by an elementary circuit C spanning the set of nodes V \{1}. The displayed
inequality is a weaker version of a D−n−1 inequality that results from lifting the circuit spanning all the nodes,
{2, 3, 4, . . . , n, 2}. In fact, when n = 3, 4 the previous inequality is exactly a D−n−1 inequality as shown by the
previous example, but is weaker when n > 4. By considering all other reorderings and distributions of the nodes in
the sets Si = {i + 2}, i = 0, . . . , n − 2, we would obtain weaker versions of all the D−n−1 inequalities. In a similar
way, we can show that the double jump inequalities associated with sets DJ = {(1, k)} ∪ J (S0, S1, . . . , Sn−2) with
S0 = {k} and the nodes in V \{1, k} evenly distributed in the remaining sets (that is, each set Si is a single node set),
yield weaker versions of D+n−1 inequalities.
We have shown that these “large” inequalities are implied by the linear programming relaxation of the Hop-SC-
MCF model. We use the term “large” because we are referring to weaker versions of D+k , D
−
k inequalities that are
lifted from circuit inequalities involving circuits of length n − 1. It would be interesting to check whether weaker
versions of the remaining D+k , D
−
k inequalities (associated with liftings of inequalities associated to circuits with
length k (k = 3, . . . , n − 2)) are implied by the linear programming relaxation of the model. To date, we have not
been able to develop any insight concerning this question. We note that the D+k and D
−
k inequalities are known to
be facet defining for the ATS polytope (see, [16]) and are considered to be relevant in the context of cutting plane
methods for the ATSP (see, for instance, [17]).
Two other research topics come to mind: (i) whether the other double jump inequalities (in this section, we have
considered double jump inequalities with only one of the jump sets constituted by a single arc, e.g., (n, 1)) are related
with other known inequalities of the ATS polytope; and (ii) is it possible to establish a more precise relationship
between the odd CAT inequalities and the double jump inequalities.
We end this section by noting that Gouveia and Pires [26] have considered a different compact model with a linear
programming relaxation that is stronger than the linear programming relaxation of the MCF formulation and whose
linear programming relaxation also implies some lifted circuit inequalities (in this case, a small subset of the FD
inequalities — see [7]).
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Appendix
We will prove Result 5 in two steps: (i) for a given k, we present a complete description of the projection on the
f ki j space of the linear programming relaxation of the strengthened circuit model (we shall denote this description by
Ck); (ii) substituting Ck in the generic multicommodity circuit formulation presented in Section 3.2, using inequalities
linking the f ki j with xi j variables to describe all the inequalities and use inequalities from the Assign system to
eliminate redundant constraints from the projected set.
Step 1: Finding Ck ;
Result A1: Consider k ∈ V \{1} and Q = 2. The projection of the feasible set of the linear programming
relaxation of the Strengthened Hop-Constrained Circuit model into the f ki j space is completely described by the
system∑
j∈V \{1}
f k1 j = 1
f k1 j = f kjk for all j ∈ V \{1, k}
f kk j = f kj1 for all j ∈ V \{1, k}∑
i∈V \{1,k}
f kki ≤ f k1k∑
i∈V \{k}
f kik =
∑
i∈V \{k}
f kki∑
j∈V \{1}
f kj1 = 1
f ki j ≥ 0 for all (i, j) ∈ A.
Proof. For simplicity, we rewrite the strengthened circuit model for the case with Q = 2. We note that we have used
the equalities (implied from the model) whpkik = wQ+1,p,kk1 for h = p+ 1, . . . , Q to eliminate the loop variables, whkpik
from the model.
w11k1k +
∑
j∈V \{1,k}
w12k1 j = 1
w11k1k −
∑
j∈V \{1,k}
w21kk j − w31kk1 = 0
w12k1 j − w22kjk = 0
w21kk j − w31kj1 = 0∑
j∈V \{1,k}
w22kjk − w32kk1 = 0
w31kk1 +
∑
j∈V \{1,k}
w31kj1 + w32kk1 = 1
f k1k = w11k1k
f k1 j = w12k1 j
f kk j = w21kk j
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f kjk = w22kjk
f kj1 = w31kj1
f kk1 = w31kk1 + w32kk1
w
hpk
i j ≥ 0 for relevant indices.
By using the first five equations of the linking constraints, we can eliminate the variables w11k1k , w
12k
1 j , w
21k
k j , w
22k
jk ,
w31kj1 , and by using the linking constraint f
k
k1 = w31kk1 + w32kk1 we eliminate the variable w32kk1 . The resulting model
is
f k1k +
∑
j∈V \{1,k}
f k1 j = 1
f k1k −
∑
j∈V \{1,k}
f kk j − w31kk1 = 0
f k1 j = f kjk
f kk j = f kj1∑
j∈V \{1,k}
f kjk − f kk1 + w31kk1 = 0
f kk1 ≥ w31kk1
f k1 j ≥ 0
f kk j ≥ 0
f kjk ≥ 0
f kj1 ≥ 0
w31kk1 ≥ 0.
Finally, by using, for instance, the equality f k1k −
∑
j∈V \{1,k} f kk j − w31kk1 = 0, we can eliminate the variable w31kk1 .
We obtain the projected system given in the statement of the result. 
Before presenting the remaining part of the result, we note that we can write some of the inequalities (equalities)
in the previous system in a different form. We first note that the equality
∑
i f
k
ik = 1 is implied by the equalities in
the system (we add f k1 j = f kjk for j 6= k, add f kk j = f kj1 to the result and use
∑
j∈V \{1} f k1 j = 1). Thus, by using∑
i f
k
ik = 1, we can write the inequality
∑
i∈V \{1,k} f kik ≤ f kk1 as 1 ≤ f kk1 + f k1k , which is a double jump inequality in
the f space.
(ii) Step 2: Substituing Ck in the generic multicommodity circuit formulation use inequalities linking the f ki j with xi j
variables to describe all the inequalities and use inequalities from the Assign system to eliminate redundant constraints
from the projected set.
Result A2: Substituting Ck in the generic multicommodity circuit formulation presented in Section 3.2, we obtain the
following model
x = (xi j ) ∈ Assign′ for all (i, j) ∈ A
xi1 + x1i ≥ 1 for all i ∈ V \{1}.
Here, Assign′ indicates the linear programming relaxation of Assign.
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Proof. For Q = 2, we can rewrite the linear programming relaxation feasible set of the model Hop-SC-MCF as
x = (xi j ) ∈ Assign′ for all (i, j) ∈ A∑
j∈V \{1}
f k1 j = 1 for all k ∈ V \{1}
f k1 j = f kjk for all k ∈ V \{1} and j ∈ V \{1, k}
f kk j = f kj1 for all k ∈ V \{1} and j ∈ V \{1, k}
f k1k + f kk1 ≥ 1 for all k ∈ V \{1}∑
i∈V \{k}
f kik =
∑
i∈V \{k}
f kki for all k ∈ V \{1}∑
j∈V \{1}
f kj1 = 1 for all k ∈ V \{1}
f kik ≤ xik for all i ∈ V \{k}, k ∈ V \{1}
f kki ≤ xki for all i ∈ V \{k}, k ∈ V \{1}
f k1 j ≤ x1 j for all j ∈ V \{k}, k ∈ V \{1}
f kj1 ≤ x j1 for all j ∈ V \{k}, k ∈ V \{1}
f kik ≥ 0 for all i ∈ V \{k}, k ∈ V \{1}
f kki ≥ 0 for all i ∈ V \{k}, k ∈ V \{1}
f k1 j ≥ 0 for all j ∈ V \{k}, k ∈ V \{1}
f kj1 ≥ 0 for all j ∈ V \{k}, k ∈ V \{1}.
Using the constraints
∑
i f
k
ik = 1 =
∑
i f
k
ki (we have pointed out before that these relations are implied by the
equations in the model), and the equalities in the Assign model, we can rewrite the first two sets of linking constraints
of the model as
f kik = xik for all i ∈ V \{k}, k ∈ V \{1}
f kki = xki for all i ∈ V \{k}, k ∈ V \{1}.
Using these equalities, we can eliminate the variables f kik and f
k
ki , leading to the new system
x = (xi j ) ∈ Assign′ for all (i, j) ∈ A∑
j∈V \{1,k}
f k1 j + x1k = 1 for all k ∈ V \{1}
f k1 j = x jk for all k ∈ V \{1} and j ∈ V \{1, k}
xk j = f kj1 for all k ∈ V \{1} and j ∈ V \{1, k}
x1k + xk1 ≥ 1 for all k ∈ V \{1}∑
i∈V \{k}
xik =
∑
i∈V \{k}
xki for all k ∈ V \{1}∑
j∈V \{1,k}
f kj1 + xk1 = 1 for all k ∈ V \{1}
f k1 j ≤ x1 j for all j ∈ V \{k}, k ∈ V \{1}
f kj1 ≤ x j1 for all j ∈ V \{k}, k ∈ V \{1}
f k1 j ≥ 0 for all j ∈ V \{k}, k ∈ V \{1}
f kj1 ≥ 0 for all j ∈ V \{k}, k ∈ V \{1}.
In the previous system, the equalities
∑
i∈V \{k} xik =
∑
i∈V \{k} xki are redundant due to the equalities in Assign
and, thus, we will remove them. We then use the equalities f k1 j = x jk and xk j = f kj1 to eliminate the f k1 j and f kj1
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variables. We obtain the following system:
x = (xi j ) ∈ Assign′ for all (i, j) ∈ A∑
j∈V
x jk = 1 for all k ∈ V \{1}
x1k + xk1 ≥ 1 for all k ∈ V \{1}∑
j∈
xk j = 1 for all k ∈ V \{1}
x jk ≤ x1 j for all j ∈ V \{k}, k ∈ V \{1}
xk j ≤ x j1 for all j ∈ V \{k}, k ∈ V \{1}.
The Assign system already includes two equalities. One can show that the two last equalities are special cases
of the jump and reversed jump inequalities. For a given j and k, if we add
∑
i∈V xik = 1 to each member of the
inequality x jk ≤ x1 j , we obtain the jump inequality for the partition J = {{1}, { j}, V \{1, j, k}, {k}}. However, by
adding
∑
i :i 6=k x j i to each member of the previous inequality and by using the outdegree constraint for node j , we
obtain an inequality that is dominated by the double jump inequality x1 j + x j1 ≥ 1. In a similar way, we can show
that the inequalities in the last set are reversed jump inequalities and are dominated by double jump inequalities.
Result 5 follows from A1 and A2. 
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