The performance of mobile ad hoc networks in general and that of the routing algorithm, in particular, can be heavily affected by the intrinsic dynamic nature of the underlying topology. In this paper, we build a new analytical/numerical framework that characterizes nodes' mobility and the evolution of links between them. This formulation is based on a stationary Markov chain representation of link connectivity. The existence of a link between two nodes depends on their distance, which is governed by the mobility model. In our analysis, nodes move randomly according to an Ornstein-Uhlenbeck process using one tuning parameter to obtain different levels of randomness in the mobility pattern. Finally, we propose an entropy-ratebased metric that quantifies link uncertainty and evaluates its stability. Numerical results show that the proposed approach can accurately reflect the random mobility in the network and fully captures the link dynamics. It may thus be considered a valuable performance metric for the evaluation of the link stability and connectivity in these networks.
I. INTRODUCTION
Mobile ad hoc networks (MANET) consist of autonomous mobile nodes that can create a network in a decentralized manner, without the need for a fixed infrastructure [1] , [2] . A link between two nodes exists if their received signal power is greater than a system-dependent threshold. As the nodes move away from each other, the link becomes inactive. In this environment, connections between nodes are established and broken intermittently causing the network topology to change over time. Because any node can behave as a router or a host, any changes in states of its links can affect every communication going through that node. Location uncertainty and link dynamics due to node mobility are thus a main factor impacting the performance of MANETs [3] . Particularly, routing in these systems faces strong challenges due to the dynamically changing network topology [4] . It is therefore imperative to take into account the random movements of nodes when designing and implementing these networks in any real-world application.
Many recent works used information theory tools to better understand the properties of complex networks. Studies in [5] - [8] used Shannon entropy to quantify the topological uncertainty of wireless networks embedded within a spatial domain, while in [9] different lower bounds on the Shannon entropy of random geometric graphs were derived by using the notion of conditional entropy. A way to identify critical nodes in a network using local vertex measures of entropy is presented in [10] . Rate-distortion theory was used in [11] to characterize the minimum cost of tracking the motion state information of nodes in dynamic networks. In the field of MANET, a probabilistic method to assess the quality of the link in terms of link duration was proposed in [12] , whereas [13] studied three mobility metrics and evaluated their ability to predict the routing protocol performance. The authors in [14] introduced an entropy-based model for evaluating route stability, [15] derived an entropy-based mobility metric to describe scaling properties of MANETs under the random walk mobility model, and [16] proposed the entropy of the link change as a mobility metric. However, we believe entropy rate can represent a more accurate metric of link stability in dynamic networks, considering its ability to measure the uncertainty of the future state of the link given its current state.
In our previous work [17] , we used the entropy rate to analyze the topological uncertainty due to the variations in the propagation channel but, we did not explicitly consider node mobility. The entropy rate gives a measure, in unit of bits, that describes the uncertainty in the link state evolution from one time step to the next one. If we consider one communication link, the entropy rate can reach its maximum value of one bit when the link state at time t k is independent from the link state at time t k−1 . We will show how the value of the entropy rate can actually be much less than this maximum because of the correlation in the link state from one time step to the next, which is induced by the node mobility. In this paper, we present an information-theoretic framework for characterizing the uncertainty of the link connectivity due to node mobility and model the on-off transition as a stationary discrete-time Markov Chain. The crux of the problem lies in justifying the use of the Markov model; much of the present contribution is centered around this discussion. We consider a link between two nodes as active if the received instantaneous signal-tonoise ratio (SNR) is greater than a system-dependent threshold. In the absence of fading the only source of randomness in the state of the link is provided by the separation distance 978-1-5386-8088-9/19/$31.00 ©2019 IEEE between nodes. In our model, nodes move randomly according to an Ornstein-Uhlenbeck (OU) process. This mean-reverting process is particularly suited for modeling node mobility in robotic swarms or D2D UAV networks subject to positional perturbations [18] . The OU model represents a wide range of patterns with varying degrees of memory, including, as the two extreme cases, the random walk and the constant mobility model [19] . For ad hoc environments where networks may change randomly and quickly, this mobility model is a good approach for the performance evaluation of these networks.
Using this model, we formulate a mobility metric based on the notion of the entropy rate that can measure the link randomness and evaluate its stability. The proposed approach can be used as a source of information for routing protocols to quantify the minimum routing overhead necessary to maintain up-to-date topology information and to evaluate path stability to select the most stable route between two nodes.
The rest of the paper is organized as follows. Section II provides the mobility model formulation, basic definitions and stationary condition. In section III we construct an analytical framework to model the existence of a link between two nodes as a Discrete Time Markov Chain (DTMC) with on and off states. We then introduce our link stability metric in section IV and present the numerical results in section V. Finally, the concluding remarks are discussed in section VI.
II. SYSTEM MODEL
Consider two arbitrary nodes (mobile wireless devices) moving randomly over a two-dimensional plane. Each device movement is assumed to be independent from the other. The locations of the nodes at time t ≥ 0 are given by Z 1 (t) = (X 1 (t), Y 1 (t)) and Z 2 (t) = (X 2 (t), Y 2 (t)), respectively. We denote by R(t) the Euclidean distance between two nodes,
Next, let L t k be a Bernoulli random variable that models the existence of the edge (link) between nodes in any arbitrary time step t k = t 0 + k∆t, k ∈ N. These time steps are finite and with equal duration defined by the constant ∆t > 0. A transmission from node 1 to node 2 at any time step t k is successful (the link is active) if the SNR of the link, Γ t k , is greater than a certain threshold γ 0 determined by the communication hardware, as well as the modulation and coding scheme of the mobile ad hoc network. If we assume a SISO link between the two devices, then Γ t k at any time step t k is given by
where η is the path loss exponent, G t k is the fading channel gain with E |G t k | 2 = 1 and ψ is a constant depending on different parameters such as transmit power, antenna properties, and wavelength. In this paper, we assume there is no fading affecting the link between nodes, i.e., |G t k | 2 = 1. It will become apparent that the omission of this detail does not hinder the development of important results. However, extensions to fading channels are left for consideration in the future.
A. Mobility Model
In the following, we assume the initial positions of nodes 1 and 2 to be Z 1 (0) = (0, 0) and Z 2 (0) = (β, 0), respectively. At time t ≥ 0, their locations are given by Z 1 (t) = (X 1 (t), Y 1 (t)) and Z 2 (t) = (X 2 (t), Y 2 (t)). We model the node displacements along the x and y coordi- [20] , [21] . An OU process is defined as a continuous time stochastic process {S(t), t ≥ 0} that satisfies the stochastic differential equation
where µ is the desired position, and W (t) is the Wiener process. The parameters τ and D are positive constants called the relaxation time and the diffusion coefficient, respectively; √ D controls the fluctuation in the position of the devices along each coordinate axis, and 1/τ controls the rate of reversion of the device to the desired position (the initial position). Given the starting point {S 0 , t = 0}, the expectation and variance of the process are equal to [22] :
The OU process is a Gaussian Markov process [22] . If the initial condition of the process, S 0 , is drawn according to the steady-state distribution, then the process is stationary. Another quantity of interest is the stationary correlation function of the OU process, which is obtained by allowing the system to approach its steady-state. It is given by [22] 
where m = E [S(t)]. In the steady-state, the random variables S(t) and S(u) are only significantly correlated if |t − u| is equivalent to τ , also known as the correlation time [22] . Under the above described model, the random variables
On that account, we can write the separation distance between nodes at time t as
where
are independent random variables. By a simple transformation of random variables, it is easy to show that R(t) ∼ Rice β, g(t) for all t, and its probability density function is given by
with g(t) = Dτ (1 − exp [−2t/τ ]) and I 0 being the modified Bessel function of the first kind with order zero.
B. Discretization of the OU process
Instead of observing the locations of the mobile nodes continuously, we monitor them at regular time steps t k = t 0 +k∆t, k ∈ N and ∆t > 0. Thus, we can write the discrete version of the continuous time OU process {S(t), t ≥ 0}, valid for any positive value of ∆t, as [23] 
where t k ∼ N (0, 1) are independent and identically distributed Gaussian random variables. From (7), we observe the linear relationship between input and output in the form
which corresponds to a first-order autoregressive process,
It is important to note that in our model φ ∈ (0, 1) since ∆t > 0 and τ > 0. Therefore, the AR(1) process given in (8) is stationary because the regression parameter φ satisfies the condition |φ| < 1, for every ∆t [24] .
III. MARKOV MODEL OF LINK CONNECTIVITY
The purpose of this section is to obtain conditions under which the link state can be approximated as a first-order Markov chain. The key departure point is to treat the link state as a random process that exhibits random changes due to node mobility. In the absence of fading, at any time step t k , the only source of randomness in the state of the link is provided by the separation distance R t k = X 2 t k + Y 2 t k , which is the discrete-time representation of (5) 1 . The random variable L t k denotes the link state between nodes at any time step t k , where 1(0) defines whether the link exists (does not exist). Formally,
where r 0 = (ψ/γ 0 ) 1 η is the typical connection range. This model is also known as the hard connection model of link connectivity [25] .
The first-order Markov assumption implies that the conditional distribution of L t k depends only on L t k −1 and is independent from any other previous state. In the following, we will show that, under a set of constraints, the reduction in the uncertainty of L t k due to knowledge of L t k −2 , given the previous link state L t k −1 , can be considered negligible. To make progress, we will need to evaluate the conditional probability L t k , which requires the knowledge of the joint probability distribution of R t k −2 , R t k −1 , and R t k . Now, consider the Gaussian vectors X = (
The discretization of the OU processes X 1 (t), X 2 (t), Y 1 (t), and Y 2 (t) is explained in section II-B.
The nth component of the vector R, R n = X 2 n + Y 2 n where n = 1, 2, 3, is a Rician random variable with probability density function given in (6) . Furthermore, let Σ denote the covariance matrix of X, and W = Σ −1 its inverse with elements equal to w uv , 1 ≤ u, v ≤ 3. Then the trivariate distribution of the Rician random variables R 1 , R 2 , and R 3 is given by [26] f R1,R2,R3 (r 1 , r 2 , r 3 ) =
where w 1 = w 11 + w 12 , w 2 = w 22 + w 23 + w 12 , w 3 = w 33 + w 23 , w 4 = w 1 + w 2 + w 3 , I n is the modified Bessel function of the first kind and order n, |Σ| is the determinant of the covariance matrix, and ε k is the Neumann factor (ε 0 = 1, ε n = 2 for n = 1, 2, . . . ) . The joint probability distribution given in (10) is valid only when X and Y have identical covariance matrix Σ, and if W is a tridiagonal matrix (i.e. w 13 = w 31 = 0). Indeed, in our mobility formulation both these conditions are satisfied. The covariance matrices of X and Y are identical and equal to
where φ = exp [−∆t/τ ] is the regression parameter in (8) .
The matrix Σ has a Toeplitz structure, i.e. the correlation coefficients decay exponentially as the time shift between the elements of Σ increase. The inverse covariance matrix W has the tridiagonal property (w 13 = w 31 = 0), hence (10) applies.
To better understand the coefficients of the covariance matrix Σ, we refer to (8) . Clearly, as φ → 0 or ∆t → ∞ while fixing τ the process described by (8) represents a drifting random walk mobility pattern with mean µ and variance Dτ /2 (1 − exp [−2t/τ ]). On the other hand, when φ → 1 or ∆t → 0 it degenerates into a constant mobility pattern with S t k = S 0 for all k ∈ N. Therefore, the OU model represents a wide range of patterns with various degree of memory where φ can be seen as a tuning parameter to obtain different levels of random movement between these two extremities. For a fixed OU mobility model, the sampling interval ∆t controls the degree of memory in the stochastic process {L t k , k ∈ N}. To assess the validity of the first-order Markov assumption we evaluate a mutual-information-based metric as a function of the sampling interval ∆t. Given L t k −1 , the importance of L t k −2 in providing information for L t k can be measured by the ratio of the conditional mutual information and the mutual information [27] for t k = t 0 + k∆t, k ∈ N. Without a closed-form solution for the joint probability distribution of L 1 , L 2 , and L 3 , we numerically evaluate (11) for typical values of the tuning parameter φ ∈ (0, 1).
In Fig. 1 we plot the mutual information ratio R MI versus the sampling interval ∆t, for a given correlation time τ = 1s and for different values of the parameter √ D. The diffusion coefficient D in (2) expresses the mean square distance traveled per unit of time [22] . A few important things can be noted from the figure. First, as the sampling interval increases, the correlation between L t k −2 and L t k gradually decreases leading to R MI → 0. The opposite behavior is evident for small values of ∆t, where the mutual information between L t k −2 and L t k increases. However, for very small values of ∆t we notice a decrease in the value of the ratio R MI , particularly for low/high values of √ D. The reason behind this behavior is that, fixing τ , as √ D decreases or increases the node's movement becomes more or less restricted, respectively, causing less variations in the link state. This, in turn, reduces I (L t k ; L t k −2 |L t k −1 ), which measures the reduction in the uncertainty of L t k due to knowledge of L t k −2 given L t k −1 . Second, the importance of L t k −2 given L t k −1 can be considered negligible (less than 2%) when ∆t ≥ τ , as expected, given that τ indicates how strong the current node's location is correlated to its past ones. This behavior is verified for different values of the diffusion coefficient, as illustrated in Fig 1. Consequently, the first-order Markovian assumption is approximately verified when ∆t/τ satisfies the condition
Under this formalism, we can write for all a, b, c ∈ {0, 1} and any time step t k . To that end, we can approximate the stochastic process {L t k , k ∈ N} capturing the time evolution of the link between nodes as a stationary DTMC with transition probabilities
and steady state probability
where the state variables a, b ∈ {0, 1} determine the integration intervals I a and I b , respectively.
IV. ENTROPY RATE AS A LINK STABILITY METRIC
In this section, we introduce a metric based on the information theoretic notion of entropy rate to evaluate the link stability in mobile ad hoc networks. The random movements of the nodes produce a sequence of on-off links leading to frequently changing network connectivity. In our analysis, the link state evolution {L t k , k ∈ N} is modeled as a stationary Markov chain, and its entropy rate is equal to the transition entropy [28] 
We can interpret the entropy rate as a measure of the uncertainty of the future state of the link given its past states. It is important to note that the OU model is not strictly stationary since its statistics in (3) depend on time t. However, for the entropy rate, the transient behavior is suppressed when we take the limit H (L 2 |L 1 ) = lim k→∞ H (L t k |L t k −1 , . . . , L 1 ), and t k = t 0 + k∆t, k ∈ N.
The transition probability, P (L 2 = a|L 1 = b), reflects the random mobility in the network and fully captures the link dynamics. The distance R k changes due to the movement of nodes influencing the value of random variable L k , and therefore of H (L 2 |L 1 ). The entropy rate quantifies how quickly the link state is varying with time. So, a high entropy rate indicates that the link is frequently changing over time. Thus, the metric H (L 2 |L 1 ) can be considered a good approach to characterize the uncertainty due to the random mobility.
From an information theoretic perspective, the entropy rate measures the average minimum description length of the stochastic process capturing the link dynamics. Hence, it can quantify the minimum routing overhead necessary to maintain up-to-date topology information across a mobile ad hoc network. It can also be used as a source of information for routing protocols to quantify path stability and select the most stable route between two nodes. A broader analysis of the beneficial effects of the entropy rate on routing algorithms is left for consideration in the future.
V. NUMERICAL RESULTS AND DISCUSSIONS
There are three important parameters in our model that affect the movement of nodes, and therefore their separation distance: ∆t, τ , and √ D. It is of fundamental interest to understand the impact of these parameters on the link stability metric. Without a closed-form solution for the joint probability density of L 1 , L 2 , and L 3 , we calculate the entropy rate by numerically evaluating (14) and (15) . This evaluation is performed for typical values of the tuning parameter φ ∈ (0, 1) which determines the intervals of ∆t and τ .
In Fig. 2 we analyze the behavior of the entropy rate H (L 2 |L 1 ) versus the sampling interval ∆t, for a given correlation time τ . As the sampling interval increases the correlation between L 2 and L 1 gradually decreases. Consequently, the transition entropy asymptotically converges to its maximum value H (L 2 ). Here, we also explore the impact of the parameter √ D on the link stability metric. It is clear from the figure that when √ D, which controls the fluctuation in the position of the devices, is very close in value to the connection range there is maximum uncertainty in the link state. This makes perfect sense, as in this scenario the separation distance oscillates around r 0 . In the hard connection model nodes are connected whenever they lie within some critical distance of each other. Therefore, the link state between two nodes lying at the border of each other's radio range is characterized by maximum uncertainty. Instead, when √ D increases or decreases with respect to r 0 , the link uncertainty decreases and for very high values,
, the transition entropy is the same for any ∆t.
The impact of the square root of the mean square distance traveled per unit of time on the entropy rate is shown in Fig. 3 . Note that the transition entropy approaches its maximum value (1 [bit/sample]) as √ D ≈ r 0 . In contrast, the transition entropy decreases as √ D → 0 and √ D → ∞. This behavior verifies the observations made previously. Intuitively, one can recognize that, fixing τ , a node's instantaneous displacement becomes more unrestricted with the increase of √ D. This signifies that nodes will be less likely to be in the radio range of each other, reducing the uncertainty of the link state. In the same fashion, for small values of √ D the movement of nodes can be very restricted. Two nodes initially connected/disconnected will continue to remain so, introducing memory in the system. Hence, the uncertainty of the future state of the link given its current state decreases.
Finally, in Fig. 4 we investigate the effect of the relaxation time on the entropy rate. Fixing ∆t, as τ increases the randomness in the link state decreases. This is straightforward from the fact that an increase in τ suggests that the node's current and past displacements are becoming more correlated, decreasing the uncertainty of the link future state given its current one. On the contrary, as τ decreases the opposite behavior is observed, where the uncertainty of the future state of the link given its current state increases. However, for small values of τ it is shown in Fig. 4 that with the decrease of τ the entropy rate is actually decreasing. The reason behind this initial decay on the entropy rate, which may seem counterintuitive, is related to the variance of node's displacement along the x-axis and y-axis. From (8) 
The variance of an OU process is controlled by τ and D. For small values of τ while fixing D the node's displacement can become very restricted. Therefore, their separation distance will vary less, reducing the uncertainty in the link state.
VI. CONCLUSIONS
In this work, we developed a framework based on the entropy rate measure for evaluating link stability in mobile ad hoc networks. We started our analysis by modeling the existence of an edge between two nodes as a stationary Markov chain whose source of randomness is the separation distance between the nodes. Using this model, we formulated an entropy-rate-based metric that evaluates the link stability. The presented metric takes full advantage of the correlation between the link current and its future state. The motivations behind this work arose from the intrinsic location uncertainty of MANETs and the ability of the entropy rate to capture this randomness. We applied our calculations to nodes experiencing an OU mobility model and analyzed the impact of the mobility parameters on the link stability. Finally, through numerical results, we demonstrated that the proposed scheme thoroughly captures the link dynamics and is able to accurately reflect changes in the state of a wireless connection.
Future work can be focused on analyzing the beneficial effects of the entropy rate on routing algorithms and on the performance of MANETs in general. The derived framework can be used to design new algorithms that adjust their operating mode based on link stability. The proposed concepts and approaches can be extended to different mobility models, fading channels and networks.
