A Bayesian framework is attractive in the context of prediction, but a fast recursive update of the predictive distribution has apparently been out of reach, in part because Monte Carlo methods are generally used to compute the predictive. This paper shows that online Bayesian prediction is possible by characterizing the Bayesian predictive update in terms of a bivariate copula, making it unnecessary to pass through the posterior to update the predictive. In standard models, the Bayesian predictive update corresponds to familiar choices of copula but, in nonparametric problems, the appropriate copula may not have a closed-form expression. In such cases, our new perspective suggests a fast recursive approximation to the predictive density, in the spirit of Newton's predictive recursion algorithm, but without requiring evaluation of normalizing constants. Consistency of the new algorithm is shown, and numerical examples demonstrate its quality performance in finite-samples compared to fully Bayesian and kernel methods.
Introduction
Predictive distributions play a prominent role in Bayesian theory; in fact, sequences of predictive densities fully characterize a Bayesian model via the well known de Finetti representation theorem, as discussed in de Finetti (1937) and Hewitt and Savage (1955) . The Bayesian predictive density is obtained by updating the prior to the posterior and then marginalizing over the model parameters. In particular, if f (y | θ) is the statistical model for iid real-valued data Y 1 , . . . , Y n and π is the prior distribution for the parameter θ, then the predictive density for Y n+1 , given (y 1 , . . . , y n ), is given by
where the posterior distribution π n for θ, given (y 1 , . . . , y n ), is
Intuitively, this Bayesian approach should be ideally suited to the accurate and coherent updating of information. However, by examining (1), one can see that there is no obvious route to quickly update the predictive directly: when a new observation is received, one first updates the posterior and then computes the integral to obtain the predictive. This can be especially prohibitive when Monte Carlo methods are needed to compute the posterior. The goal of this paper is to show that the Bayesian predictive distribution update can, indeed, be expressed in a recursive form, making fast online Bayesian prediction possible, even in complex nonparametric models.
To show that the Bayesian predictive p n in (1) can be updated without directly passing through the posterior, alleviating the need for Monte Carlo methods in Bayesian prediction, our starting point is a new observation that the predictive updates can be expressed in terms of a sequence of bivariate copula densities (e.g., Nelson 1999). This observation is interesting for at least three reasons:
• according to de Finetti's representation theorem, this sequence of copula densities provides an alternative characterization of the Bayesian model itself;
• in cases where this sequence of copula densities can be identified analytically, this representation provides fast recursive updates to the Bayesian predictive;
• and, even in cases where the sequence of copula densities cannot be written down analytically, the copula representation provides new insights on how to approximate the recursive updates.
The latter point above leads to the main contribution of the paper. Many applications require both flexible nonparametric modeling and fast online estimation (Caudle and Wegman 2009) . Such applications include color modeling and tracking of objects (e.g., Elgammal et al. 2003; Han et al. 2008) , finance (Lambert et al. 1999) , network security, remote sensing. A particularly notable application area is the use of the Twitter data stream to make real-time predictions (Gerber 2014) . However, the challenges in updating the Bayesian predictive are most acute in nonparametric problems, so kernelbased densities estimates (e.g., Raykar et al. 2010; Nakamura and Hasegawa 2013) are often preferred over Bayesian methods in these applications. While Bayesian methods have been used in parametric online prediction problems (e.g. the dynamic state-space models of West et al. 1985) , their adoption in analogous nonparametric settings has been limited by extreme computational demands (Creal 2012) . Bayesian computational methods, even those geared towards sequential analysis (e.g. Drovandi et al. 2013 , Polson et al. 2010 , do not focus on the predictive distribution directly, and therefore devote considerable resources to the computation of a posterior distribution over parameters. The approach in this paper will be to compute the predictive distribution directly.
Perhaps the most commonly used Bayesian nonparametric model is the mixture of Dirichlet processes (e.g., Escobar 1988; Escobar and West 1995) , but the need for Markov chain Monte Carlo methods to compute the posterior motivated Newton and Zhang (1999) and Newton (2002) to propose a predictive recursion algorithm for estimating the posterior; see, also, Martin and Ghosh (2008) , Tokdar et al. (2009 . Despite its name, the predictive recursion algorithm is not fully satisfactory for estimating the predictive distribution: it targets the posterior instead of the predictive, so integration is needed to compute normalizing constants, etc. Our copula characterization of the predictive update remains valid in nonparametric problems, but it may not be possible to derive the sequence of copula densities in closed-form. It does, however, suggest a new version of the predictive recursion algorithm that targets the predictive density directly, avoiding the difficult problem of computing normalizing constants. Besides being intuitively clear and fast to compute, we show both theoretically and numerically the accuracy of our proposed recursive predictive density estimate.
The layout of the paper is as follows. In Section 2 we provide the details of our representation of the predictive via copula models and identify the particular sequence of copula densities for some common Bayesian models. Our investigation of the mixture of Dirichlet processes model lays the foundation for our recursive algorithm that directly targets the predictive densities presented in Section 3. Numerical examples given in Section 4 demonstrate that the recursive copula approach is competitive with other common density estimation methods, i.e., Bayesian Gaussian mixture models and kernel density estimation methods, on prediction tasks. In Section 5, we establish Kullback-Leibler consistency of the predictive distribution sequence. Section 6 provides some concluding remarks and Appendices A-B provide some technical proofs and other details about the recursive algorithm.
A new look at Bayesian predictive updates 2.1 Characterizing the updates via copula densities
To characterize the Bayesian predictive updates, we take a sequential point of view. That is, if p n−1 is the predictive density for Y n based on observations (y 1 , . . . , y n−1 ), then we want an update (p n−1 , y n ) → p n for the predictive density for Y n+1 based on observations (y 1 , . . . , y n ). Consider the bivariate function k(y, y ) that satisfies
Therefore,
which is symmetric in (y, y n ), since
The function k(y, y n ) in (3) is easily seen to be a bivariate copula density function; that is, for some symmetric copula density c n , which depends only on the sample through the sample size, we have k(y, y n ) = c n (P n−1 (y), P n−1 (y n ))
where c n (u, v) = c n (v, u) is a symmetric copula density, and P n−1 is the distribution function corresponding to the predictive density p n−1 . We can now write the update (p n−1 , y n ) → p n as p n (y) = c n (P n−1 (y), P n−1 (y n )) p n−1 (y)
and for each Bayesian model there is a unique sequence c n . Now (5) allows for the direct update of the predictive and moreover it can be seen that all one needs to direct a sequence of predictive densities is to define a sequence of copula functions c n , the key to which is that c n → 1 as n → ∞, i.e. the sequence of copula converges to the independent copula as the sample size increases. To put this all into context, the de Finetti characterization of a Bayesian model is in terms of a (dependent) joint distribution over all future observables p(y 1 , y 2 , y 3 , . . . ) and such a joint distribution can always be expressed in compositional form p(y 1 )p(y 2 | y 1 )p(y 3 | y 1 , y 2 ) . . . . Additionally, Sklar's theorem (Sklar 1959) tells us that any joint distribution can be represented in copula form. These elements are familiar. This paper focuses on the computational properties of a copula representation for the bivariate conditional distribution p(y n , y n+1 | y n−1 , . . . y 1 ), as given in (4), which will lead to a novel approximation of the predictive update in (5).
Parametric model examples
In this section we consider some standard Bayesian models, focusing on identifying the corresponding sequence c n of copula densities that characterizes the predictive updates.
Example 1 (Exponential model). Here we consider the model and prior as f (y | θ) = θe −θy and π(θ) = e −θ , respectively. Then standard calculations give
where T n−1 = 1 + y 1 + · · · + y n−1 , and
, which can be seen to be symmetric in (y, y n ). Now
and so we have the Clayton copula (Clayton 1978) , i.e.,
with parameter n −1 , describing the sequence of predictive distributions. Note that, as n → ∞, c n converges to the independence copula.
The calculations in Example 1 can be generalized to cover an exponential family model with conjugate prior, i.e., f (y | θ) = ξ(y) e y θ−b(θ) and π(θ) ∝ e λθ−τ b(θ) . A by-product of this argument is the identification of a new and general class of copula that contains the Archimedean class. Details are provided in Appendix B.1.
Example 2 (Normal model). Here we consider a normal model f (y | θ) = N(y | θ, 1) and a conjugate prior π(θ) = N(θ | 0, τ −1 ). We claim that the predictive updates are characterized by a Gaussian copula with correlation parameter ρ n = (n + τ ) −1 . In particular, we claim that the c n in (5) is the Gaussian copula density c ρn , where
with N 2 (· | 0, 1, ρ) the standard bivariate normal density, with correlation ρ, and Φ the N(0, 1) distribution function. To see this, start with the known form for the predictive,
where T n−1 = y 1 + · · · + y n−1 . If we set µ n = T n−1 /n and σ
Then the ratio p n (y)/p n−1 (y) is exponential and the key term in the exponent is
Next, using the fact that Φ −1 (P n−1 (y)) = (y − µ n )/σ n , the key term in the exponent of c ρn (P n−1 (y), P n−1 (y n )) is
The expressions in the two previous displays are equal up to constant terms when ρ n = (n + τ ) −1 , which proves the claim. Note that if the model were
2 ), and we put a standard conjugate prior on the variance parameter σ 2 , then we would recover the Student-t copula for the update.
Example 3 (Multinomial model). Consider a multinomial model where there are M categories and f (y | θ) = θ y , where θ = (θ 1 , . . . , θ M ) is a probability vector. Take a conjugate prior θ ∼ Dir(α 1 , . . . , α M ), where each α y is non-negative. For data y 1 , . . . , y n , let T n be the frequency table, with T n y denoting the number of observations equal to y, y ∈ {1, . . . , M }. Using the standard theory for the multinomial-Dirichlet model, the predictive distribution p n is given by
where β = M j=1 α j . From here, we can easily recover the predictive density ratio in (3):
To see what copula the predictive update corresponds to, we need to convert to the distribution function scale to find the function C n such that
where w n = (n + β) −1 and x ∧ y = min{x, y}. Thus, C n is a mixture of the FrechetHoeffding copula, C M (u, v) = u ∧ v, and the independence copula, C I (u, v) = u v. Note that the 1 − w n weight assigned to independence copula converges to 1 as n → ∞.
A nonparametric model example
Here we consider a nonparametric model, namely, a mixture of Dirichlet processes model as considered in Escobar (1988) and Escobar and West (1995) , given by
where K(y | θ) is a given kernel and the prior assigned to G is a Dirichlet process prior DP(c, G 0 ), where G 0 is the base measure and c > 0 is the precision parameter (Ferguson, 1973) . This model was first introduced in Lo (1986) and the constructive definition of the Dirichlet process, see Sethuraman (1994) , means we can write
where the (θ j ) are iid G 0 and the weights (w j ) follow a stick-breaking construction, i.e., w 1 = v 1 and, for j > 1, w j = v j <j (1 − v ), with (v j ) iid Beta(1, c). Hjort et al. (2010) give details on this model and inference procedures using Markov chain Monte Carlo.
Let us assume that K(y | θ) = N(y | θ, 1) and G 0 is N(0, τ −1 ), as in Example 2. We can extend this to include a prior on the variance and we will recover the Student-t copula instead of the Gaussian copula. Now, for the first update, we can compute the copula density; it is given by
where
density, and
and α = ∞ j=1 E(w 2 j ). Hence, the copula is a mixture of the Gaussian copula, c ρ 0 , in (6) with ρ 0 as in Example 2, and the independence copula. Rewriting to explicitly highlight the copula representation yields
Note that when written in this form, p 0 (y) need not be Gaussian any longer to define a valid update; the assumption of the Gaussian kernel K(y | θ) is reflected in the form of c ρ 0 , and p 0 (y) can be any choice of density function. One can think of this as first transforming ones data to standard normal and then applying the Bayesian update corresponding to the Dirchlet process model. While it is not straightforward to extend the above derivation to a general update from p n−1 → p n our strategy will be to iteratively apply (9) at each step, analogous to the approach of Newton for recursively approximating the posterior distribution; here we apply this idea directly to predictive distributions.
Nonparametric recursive predictive distribution
Motivated by the calculations for the mixture of Dirichlet processes model in Section 2.3, we propose the following recursive algorithm for directly updating the predictive, completely avoiding the posterior. In particular, fix an initial guess P 0 , with density p 0 , and a sequence of weights (α n ) ⊂ (0, 1). Then, sequentially compute
where c ρ is the Gaussian copula density in (6). The sequence (α n ) is based on stick breaks which are iid Beta(1, c + n − 1). Therefore, they look like roughly n −1 , which is effectively what Newton took them to be; see (16) below. Note that 1 − ρ 2 is analogous to a kernel density bandwidth setting; after pre-scaling the data, we find that ρ = 0.95 works well in practice. Also note that the copula formulation amounts to applying a Gaussian transformation at each step, before carrying out the n = 1 Dirichlet update.
Here we make three remarks. First, in the Gaussian copula model in Example 2, the sample size was captured by ρ n but, in (10), the ρ is held fixed and the sample size is carried by α n . Indeed, it is α n going to 0 that takes us to the independence copula. Second, the coherence property enjoyed by the "correct" Bayesian update, i.e., p n (y)p n−1 (y n ) dy n = p n−1 (y), comes at a price-it cannot be computed recursively. On the other hand, by sacrificing this coherence, we can get a fast update which is still theoretically and numerically accurate. To be clear, the update p 0 to p 1 is the exact Bayesian update and, therefore, must be good; our proposal is to replicate this "good" update for all n. We lose the coherence property above, but gain computational efficiency; simulations (reported later) suggest that the resulting approximation of the predictive is satisfactory at various values of n > 1. Third, although Newton's original algorithm can be used to compute an approximation to the predictive, there are difficulties due to the need to evaluate intractable normalizing constants. Indeed, the i th step of Newton's original algorithm, which takes the previous estimate G i−1 of the mixing distribution and the current observation y i to a new estimate G i , requires evaluation of a normalizing constant K(y i | θ) dG i−1 (θ), which cannot be computed analytically since G i−1 is not of any standard form. By working directly with the predictive, as we do here, there is no need to evaluate such normalizing constants.
A few words should also be said about the implementation. It is actually simpler to work on the distribution function scale, where the algorithm looks like
In this formulation it is evident that P n in (11) is a weighted average of P n−1 and a suitable transformation of a normal distribution with variance 1 − ρ 2 and centered at ρΦ −1 (P n−1 (y n )). As ρ nears 1, this second term becomes a step distribution with single jump at Φ −1 (P n−1 (y n )). Intuitively, the method is similar to kernel density estimation, with two differences: iteratively applied adaptive transformations based on the current distribution estimate Φ −1 (P n−1 (·)), and shrinkage towards the prior predictive P n−1 . Computationally, we take a fixed grid of points, {ȳ m : m = 1, . . . , M }, in R and compute the sequence P n (ȳ m ) for each m. Then the distribution function P n (y) can be plotted by interpolation. From this, the density p n (y) can be obtained by approximating the derivative by a difference ratio. Given the distribution function or density evaluated on a fine grid of points, features of the predictive distribution, such as the mean or quantiles, can be readily obtained.
We conclude this section by giving an illustration of the recursive predictive distribution estimator for univariate data; a bivariate data example is presented in Appendix A. We compared to a Dirichlet process mixture of normals as well as a mixture of Pólya trees. The example is taken from the R package DPpackage (Jara et al 2011) . Consider the well-known "galaxy" data of Roeder (1990) consisting of n = 82 velocity measurements (in km/second) of galaxies obtained from an astronomical survey of the Corona Borealis region. Figure 1 shows three density estimates: a mixture of Pólya trees, a Dirichlet process mixture of normals, a kernel density estimate, and the new recursive approximation. For this fit we use an empirical Bayes selection of the hyperparameters with p 0 a normal density with variance 9 and mean set to the mean of the data; we also take ρ = 0.95 and α i = (i + 1) −1 . The priors of the Pólya tree and Dirichlet process model are set according to the demonstration code from the DPpackage. Note that the Dirichlet process fit is quite close to the recursive approximation (the dashed versus the solid densities).
4 Simulation studies
Setup
Keeping with our focus on predictive distributions, this section evaluates the recursive estimator (11), with ρ = 0.95 and α i = (i+1) −1 , in terms of a predictive loss, measuring the difference between a prediction and a future realization of an observable variable. Specifically, we consider a finite vector of quantiles, defining a vector valued check-loss function. The check loss function is a piece-wise linear loss function which can be expressed as q (y, a) = (1 − q)(a − y)1(y < a) + q1(y > a)(y − a), q ∈ (0, 1).
Check loss gets its name from the check-shaped graph of the function. Check loss can be justified intuitively in terms of asymmetric costs. To take a simple example, consider a restaurant: too much inventory leads to waste via spoilage at some cost per unit (purchase price), while too little inventory leads to foregone sales due to unfulfillable orders at a distinct cost per unit (because orders for multiple items are canceled in their entirety). Check loss is intimately related to quantile estimation as follows: it is straightforward to show that for any density function f (y) with distribution function F (y), the integrated (expected) check loss is minimized at F −1 (q). In our simulation study, we use a vectorvalued check loss function defined by a vector parameter q; specifically we consider q = (0.001, 0.01, 0.1, 0.25, 0.5, 0.75, 0.9, 0.99, 0.999).
Batch mode simulation study
For our first simulation study, we compare the performance of our recursive approximation of the predictive density to that arising from the posterior of a Bayesian Dirichlet process mixture model, fit using the function DPdensity as well as a Pólya tree mixture model using the function PTdensity, both from the R package DPpackage (Jara et al 2011) . Because the goal of our simulation is to compare the closeness of the approximation, all model hyperparameters were calibrated to replications of the data before the simulation study was started, to ensure that the model fits were not grossly inappropriate. Details of the model fitting are available in the authors' R script.
We generate the data, Y , according to a two component mixture of t-distributions with 5 degrees of freedom. One of these components is fixed to have location parameter 1 and scale parameter 1. The second component has mean µ and scale s + 1. We simulate 500 independent samples from this distribution of size n = 50. For each sample, the values of µ, s and the mixing proportion w, are drawn at random according to w ∼ Beta(2, 2), Table 2 : Summary statistics of the distribution of ∆ q defined relative to the Pólya tree mixture across 500 simulations for n = 50 observations. s ∼ Gam(1, 1) and µ ∼ N(0, 4). To evaluate each method, we compute the mean check loss on a Monte Carlo sample of size 100,000 from the true distribution, using the optimal action according to the inferred predictive distribution using each method, which we denote a recursive and a bayes respectively. We also compute a truth which is the check loss minimizer according to the true data generating distribution. Finally, we consider the scaled difference of integrated check loss:
We evaluate ∆ (j) q for j = 1 . . . 500 trials and a range of q. The upshot is that for the "easier" quantiles, the three methods all agree nicely. There is greater discrepancy for very high and very low quantiles; it is notable, however, that the recursive update method gives better average loss on these quantiles, although the reason why is not clear. The comparisons to the Dirichlet process mixture of normals is given in Table 1 ; the comparison to the Pólya tree mixture is given in Table 2 . This simulation study was conducted for various samples sizes, from 10 to 100, with qualitatively similar results.
Comparison method Mean Median Pr(∆ 0.1 < 0) Particle learning GMM −4.6% −4.3% 0.77 Kernel density estimate −1.9% −1.5% 0.64 Table 3 : Summary statistics of scaled difference in summed check loss (q = 0.10) for two competing methods over 500 simulated data sets.
Sequential simulation study
Next, we consider online prediction according to the check loss function. That is, as individual observations arrive, we want to make an optimal action to be evaluated upon the subsequent observation. In this scenario, the extreme slowness of an MCMC approach precludes the use of the routine Gibbs sampled Gaussian mixture model, as this setting would demand rerunning the full sampling chain each time a new observation arrived. As such, our comparison method for this exercise is the Dirichlet process Gaussian mixture model particle learning method described in Carvalho, et al. (2010) , which is, by construction, more computationally suited to the on-line setting. We do not provide the details of this method here. Additionally, we compare to a kernel density estimator with bandwidth selected by the method of Sheather and Jones (1991) . Note that the recursive bivariate copula approach is approximately as fast as the kernel density approach, with minor differences due to implementation specifics, such as what language the code is written in. The particle filter approach, while much faster than MCMC, requires storing a great deal of additional information (the "state vectors" of the filter) and, as a result, takes longer to compute. It should be mentioned that this additional overhead comes with a benefit, which is that the particle method gives full posteriors over model parameters in an online fashion; our approach bypasses those elements in order to directly compute the predictive and is faster as a result.
For this simulation we consider a sample of size n = 50 with data generated according to the same recipe as described in the previous section. An initial four observations are used to "prime" the predictive distributions; observations are then introduced oneby-one and a check-loss-optimal prediction is made based on the posterior predictive at each time point, which is then evaluated at the subsequent observation, j = 5, . . . , 50. The aggregate check-loss over this period is then computed and stored. This process is repeated for 500 simulations. For this study we consider the tenth percentile, q = 0.1.
For the recursive copula method we take p 0 a standard Cauchy distribution. We implement the particle learning algorithm using utility functions provided in the R package Bmix (Taddy 2010) . We use default parameter values as given in provided one-dimensional density estimation demo in that package, with 200 particles. For the kernel density method, we re-estimate the bandwidth with every new observation.
As before, we consider the standardized difference:
where a (k) denotes the inferred optimal action after observing k data points. As with the batch simulation study, our claim is not that the bivariate recursive method is outright superior to these alternatives. However, these simulations highlight certain virtues of the approach-speed and ease-of-implementation-while demonstrating that the performance is broadly competitive. Concretely: our method is ten times faster than the Bmix package at computing the posterior predictive (with 200 particles) and our main function is 15 lines long, while the functions underlying Bmix are many hundreds of lines long.
It is worth emphasizing that simulation studies such as those reported here are inherently sensitive to prior specification: after all, attempting to infer the 10th percentile based on only fifty observations is a difficult task that will benefit from wise choices of prior. That said, we argue that the recursive bivariate copula approach has an advantage in terms of being relatively transparent in terms of its prior specification (the initial distribution function p 0 can be a convenient parametric form) and its hyper-parameter ρ. Mixture models of any kind do not boast this advantage.
Asymptotic convergence theory
The recursive algorithm is designed to approximate the posterior predictive under the Dirichlet process mixture model. When the sample size is large, the posterior predictive agrees with the true data-generating distribution, so it makes sense to investigate the asymptotic convergence properties of the recursive estimator P n in (11) to the true distribution function P . Recall that the proposed algorithm is based on a Gaussian copula via the function H ρ in (12), and throughout we take the copula correlation parameter ρ ∈ (0, 1) to be fixed. We will also require that the weight sequence (α n ) satisfies
for some sufficiently small a > 0; see Lemma 2 below. This implies that
which is standard in the stochastic approximation literature (e.g., Kushner and Yin 2003) .
In this section, we prove that the recursive predictive distribution sequence (P n ) converges to the true distribution P in the Kullback-Leibler sense, with probability 1 as n → ∞. Towards this, consider the algorithm for the predictive density p n (y), given by
where c ρ (u, v) is the bivariate Gaussian copula density (6) with correlation parameter ρ > 0 and P 0 is an initial guess. Let K denote the Kullback-Leibler divergence, and p the true data-generating density; the goal is to show that K(p , p n ) → 0 P -almost surely. Our analysis here is based on that in Martin and Tokdar (2009) for proving consistency of Newton's original predictive recursion algorithm. However, since there is no natural mixture model structure, some new ideas are needed. The main ingredient is a representation (18) of the Gaussian copula density as a sort of mixture.
To start, write
For x away from −1, i.e., x ≈ 0, the following inequality holds:
This inequality can be applied in our case, since c ρ ≥ 0 and α n → 0, and it gives
where the "remainder term" R n is given by
Taking conditional expectation with respect to A n−1 = σ(Y 1 , . . . , Y n−1 ), we get
If the double integral above is positive, and the remainder term is negligible, then K n := K(p , p n ) is an "almost supermartingale" (Robbins and Siegmund 1971) and converges to an almost sure limit, say, K ∞ . To handle the double integral in (17), and to show that the limit is almost surely zero, some manipulation of the copula density c ρ is needed. Traditionally, the copula density is written as in Equation (6) above, which has a relatively simple closed-form expression that is used for practical implementation. However, for our theoretical analysis, it will be convenient to rewrite the copula density as
where ψ θ is a ratio of normal densities,
This follows from routine calculations using normal convolutions. The point is that the Gaussian copula has a type of mixture or "conditionally iid" representation. Kullback-Leibler consistency also requires two preliminary results; see Appendix B.2 for the proofs. For the first, write T (p n ) for that double integral on the right-hand side of (17), i.e.,
where p is a generic density with distribution function P . If we plug in the alternative representation (18) of the copula density into the formula for T (p) and interchange the order of integration, we get
where the last expression follows from the formula E(X 2 ) − E 2 (X) = E{X − E(X)} 2 and the fact that ψ θ (u)N(θ | 0, ρ) dθ = 1 for all u.
Lemma 1. Consider a density p whose support contains that of p . Then T (p) ≥ 0 with equality if and only if p = p Lebesgue-almost everywhere.
Our second preliminary result demonstrates that the remainder term R n is negligible, i.e., it vanishes sufficiently fast that it does not disrupt the supermartingale-like dynamics of Kullback-Leibler sequence K n = K(p , p n ).
Lemma 2. WriteP 0 = 1 − P 0 . Suppose that P 0 and p satisfy
Furthermore, assume that a in (16) satisfies 0 < a < 2ρ + 2 7ρ + 1 .
Then n E(R n | A n−1 ) < ∞ P -almost surely.
The integrability condition (19) can be understood as a requirement that the recursive algorithm's initialization cannot be too light tailed compared to p ; this is consistent with our choice in Section 4 to use a heavy-tailed P 0 . Theorem 1. Let p n be the predictive density for Y n+1 , given Y 1 , . . . , Y n defined above, with correlation parameter ρ ∈ (0, 1) and with weight sequence (α n ) that satisfies (16). If the true density p is continuous and satisfies (19) for the given P 0 , then K(p , p n ) → 0 P -almost surely.
Proof. From the expression for E(K n | A n−1 ) − K n−1 , and Lemmas 1-2, it follows from Robbins and Siegmund (1971) that
It remains to show that K ∞ = 0 P -almost surely. Suppose, to the contrary, that K ∞ > 0 with positive probability. Then p n is away from p (in the Kullback-Leibler sense) for all but finitely many n with positive probability. More precisely, there is a set of positive Lebesgue measure on which p n = p . By Lemma 1, this implies T (p n ) > 0 for all but finitely many n. Since T (p n ) is bounded away from zero, we get n α n T (p n ) = ∞ with positive probability, which contradicts the second conclusion in the above display. Therefore, we must have K ∞ = 0 almost surely, completing the proof.
Conclusion
In this paper, we have identified an interesting new connection between Bayesian predictive updates and well-known bivariate copulas. Besides the new light cast on this previously unknown connection between Bayesian inference and copulas, which can provide further and deeper insights and understanding about both, this development makes clear that Bayesian predictive updates do not require posterior computations. This opens the door for online Bayesian prediction, as well as for Bayesian predictive analysis for researchers who are uncomfortable with the implementation and/or slow speeds of Markov chain Monte Carlo methods.
The new recursive algorithm developed here is important because it provides a direct attack on the predictive density, which can simplify both the modeling and the computational aspects in applications. First, if the predictive is the goal, then needing to specify a mixture model, especially, a support for the mixing distribution, is undesirable, and the new algorithm circumvents this. Second, Newton's original algorithm requires computation of a normalizing constant at each iteration, and these are never available in closed-form. For mixing distributions supported on one-or two-dimensional spaces this can easily be handled with quadrature but, to date, there is no efficient strategy for computing these normalizing constants for higher-dimensional spaces. Again, the new version that directly attacks the predictive distribution avoids all of these difficulties. 
A Extension to bivariate data
The recursive update applied to bivariate data is
so long as the initial kernel P 0 is independent so that P 0 (x, y) = P 0 (x)P 0 (y).
Here we demonstrate this update applied to air quality data, an example taken again from the R package DPpackage (Jara et al 2011) . As before, we compare to both a Dirichlet process mixture of normals, as well as a Pólya tree mixture. The data are daily ozone and solar radiation measurements taken in New York between May through September in 1973 as recorded by the New York State Department of Conservation and the National Weather Service, respectively. The data consist of 153 pairs, but only 111 have both values, and these are used in the fits shown in Figure 3 . The displayed recursive approximation is a point-wise average of ten random permutations of the data. Visually, note that the recursive approximation estimate is smoother than the Pólya tree estimate, but that its overall shape is more similar to the Pólya tree estimate than to the Dirichlet process estimate. Notably, the recursive approximation took seconds to fit, while the other methods required minutes-long MCMC runs.
B Technical details and proofs B.1 Generalization of Example 1
Write F (·) = F (· | θ) for the distribution function corresponding to the model density f (· | θ). Suppose that F can be written as
for non-negative functions ξ and φ. Then a symmetric copula distribution can be defined via
for some function φ, where
Define
The aim now is to show that for the functions φ = φ n,µ and φ = φ n,µ with
we get that (φ, φ) satisfy (21). To this end, we have that and now φ is the density function corresponding to F . If φ is negative, i.e. F is concave, then φ = (−F ) , giving c(u, v) = (−F ) (F −1 (u) + F −1 (v)) F (F −1 (u)) F (F −1 (v) ) .
This is an Archimedean copula and hence the new class of copula provides a generalization. Note that for the exponential model considered in Example 1, we did have ξ ≡ 1 and hence we recovered an Archimedean copula.
B.2 Proofs from Section 4
Proof of Lemma 1. That T (p) is non-negative is clear. Moreover, we have T (p) = 0 ⇐⇒ ψ θ (P (y))p (y) dy = 1 for Lebesgue-almost all θ.
It is easy to check, using the formula for ψ θ and a change of variable, that T (p ) = 0. That p = p is the unique (almost everywhere) solution follows from completeness of the normal mean family. Indeed, if we make a change of variable z = Φ −1 (P (y)), then ψ θ (P (y))p (y) dy = p (P −1 (Φ(z))) p(P −1 (Φ(z))) N(z | θ, 1 − ρ) dz.
The condition that the integral above equals 1 for Lebesgue-almost all θ implies, by completeness of the normal mean family {N(θ, 1 − ρ) : θ ∈ R}, that the ratio in the integrand equals 1 for Lebesgue-almost all z, that is, p(P −1 (Φ(z))) = p (P −1 (Φ(z))), for Lebesgue-almost all z.
The claim that p = p Lebesgue-almost everywhere follows immediately.
Proof of Lemma 2. Recall that the remainder term R n is given by
2 n c ρ (P n−1 (y), P n−1 (Y n )) − 1 2 p (y) dy.
To get a handle on the conditional expectation E(R n | A n−1 ), it suffices to bound ξ n = c ρ (P n−1 (y), P n−1 (y )) 2 p (y)p (y ) dy dy .
Using the formula (18) for c ρ and Cauchy-Schwartz, we have
Write z u = Φ −1 (u) and note that, since Applying this to the previous expression, we have that
and, consequently, ξ n {P n−1 (y) ∧P n−1 (y)} −2λ p (y) dy 2 .
Consider the following trivial bounds:
(1 − α i ) andP n (y) ≥P 0 (y)
(1 − α i ).
Substituting these bounds into the integral in the above display, we get the upper bound
(1 − α i )
−2λ
{P 0 (y) ∧P 0 (y)} −2λ p (y) dy. The condition for a in the statement of the lemma is based on solving this inequality, so this holds by assumption. This implies that n E(R n | A n−1 ) converges P -almost surely, proving the claim.
