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Lógica
RICARDO SANTOS
l. Lógica: o que se segue do quê?
A lógica trata da relação de consequência. O que principalmente queremos
saber, nesta disciplina, é o que se segue do quê. Por exemplo, se eu disser que
alguns acontecimentos são acções, pode concluir-se daí que algumas acções são
acontecimentos; eaindaque sejaverdade que todas as acções ão acontecimentos,
isso não pode deduzir-se daquela afirmação. Analogamente, se digo que o sol é
uma estrela mortal, segue-se do que digo que alguma estrela é mortal; e ainda que
todaqas estrelas sejam mortais, isso não se pode concluir dali. Uma noção aparen-
tada êom a de consequência lógica é a de argumento válido. Um argumento é uma
maneira de estabelecer ou suportar uma conclusão a partir de certas premissas: um
encadeado de enunciados que, partindo das premissas, conduz passo a passo até à
conclusão desejada; e só é válido, ou logicamence correcto, se a conclusão for uma
consequência lógica das premissas. Um argumento válido é uma espécie de prova
condicional: uma prova de que a conclusão é verdadeira se as premissas o forem.
Em lógica queremos saber que argumentos são válidos e que argumentos não
o são. O estudante de lógica não captará o interesse da disciplina, ou a razão de ser
do seu estudo, enquanto não tiver uma noção viva da importância e da diffculdade
desta tarefa. Uma maneira de subhnhar a sua importância é através da relação com
a noção de saber. Se formei a convic$o de quep (por exemplo, de que o universo
está a expandir-se) derivandop de um certo conjunto de dados À, mas a inferência
que ffz não é logicamente correcta, então não se pode dizer que sei que p, ainda
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que seia verdade quep. Alguns dos nossos conhecimentos não são obtidos por via
inferencial, mas muitos são. E, em todo o câso, a procura de novos conhecimentos
ou de respostas e soluções para os problemas que nos interessam é uma actividade
que envolve normalmente a consideração de argumentos, objecções e respostas às
objecções - tendo muitas vezes como meta desejada  construção de uma demons-
tração conclusiva; e aí é essencial que as inferências que fazemos não contenham
erros lógicos. Em muitos casos, o uso da nossa inteligência natural, sem treino
lógico específtco, é suffciente para avaliar se um argumento é correcto ou não. Por
exemplo, é relativamente fácil ver que o seguinte argumento não é válido: oTodas
as virnrdes beneficiam os seus possuidores. A moderação beneftcia os seus possui-
dores. Logo, a moderação é uma virtude.' Pois o que está dito nas premissas não
exclui a possibilidade de a moderação ser benéfica sem ser uma virtude. Mas
quando a complexidade dos argumentos aumenta, essa inteügência não ueinada
começa a falhar-nos, deixando-nos indecisos e na dúvida. Será este argumento
válido: 
"Nenhum ser mortal é infinito. Aqúles é divino*Nenhum ser finito é divino.
Logo, Aquiles é imortal,? E este: .A maioria das pessoas felizes são corajosas.
Todos os sábios são pessoas felizes. Logo, a maioria dos sábios são corajosos'?
Queremos dispor de um modo sistemdtíco de avaliar argumentos (quanto à sua
validade dedutiva ou correcção lógica). Tal como na aritmética os algoritmos da
adição e da multiplicação nos dão uma técnica ftável para encontrarmos a resposta
para âs questões aritméticas, gostaríamos de ter algum método igualmente eficaz
para avaliar inferências e argumentos. E é precisamente isso que a lógica nos pro-
porciona, embora de um modo algo indirecto: os métodos lógicos são métodos
formais, o que significa que se aplicam, não directamente aos argumentos dados
na linguagem natural, mas à sua tradução para uma linguagem formal. Isto é assim,
como veremos, devido ao carâcter formal da própria relação de consequência
lógica. Como se costuma dizer, os argumentos são válidos ou inválidos por causa
da forma - e não do conteúdo particular - que têm.
Além da relação de consequência, a lógica também se ocupa das chamadas
verdades lógicas - o que é natural, se pensarrnos que também a ffsica se ocupa das
verdades físicas, a matemática das verdades matemáticas, etc. E uma verdade fisica
que o sol é uma estrela, mas é uma verdade lógica que se o sol é uma estrela, então
há pelo menos uma estrela. Em geral, para que algo seja verdade, costuma ser
preciso que o que é dito concorde com a realidade, com o modo como as coisas
são. Mas as verdades lógicas são especiais, na medida em que são verdadeiras ape-
nas por causa da sua forma, e independentemente de como é o mundo. É a forma
da frase .se o sol é uma estrela, então há pelo menos uma estrelao que determina
que ela seja verdadeira. Por isso, qualquer outra frase com a mesma forma será
igualmente verdadeira e pela mesma razão (por exemplo: .se a terra é um planeta,
então há pelo menos um planeta'). Devido a este carácter formal, as verdades
lógicas são caracteristicamente muito triviais oupouco informativas - com elas não
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parece que aprendamos muito acerca do mundo. Os métodos lógicos, ao mesmo
tempo que permitem testar se um argumento é válido, também servem para testar
se uma afumação é ou não é uma verdade lógica. E é natural que sirvam para as
duas coisas, pois as verdades lógicas são uma espécie de caso limite de consequên-
cia lógica: elas são consequências do conjunto vazio de premissas; o que signifìca
que podemos demonstrá-lasusando lógica apenas, semnos apoiarmos emnenhuma
premissa.
2. Lógicapara fìlósofos
Como disciplina, a lógica conheceu uma revolução na viragem do século deza-
nove para o vinte, com o trabalho de Frege, de Russell e de alguns outros. Dessa
revolução (e por um processo histórico interessante, mas que não podemos aqui
abordar) resultou aquilo a que hoje é habitual chamarmos a .lógica clássica..
De modo quase universal, é a lógica clássica o que actualmente se ensina nas dis-
ciplinas introdutórias de lógica que integram o plano de estudos dos cursos uni-
versitários de fflosoffa. Não lhe chamamos .clássica. por causa de alguma aftnidade
especial com o que se cultivava no mundo grego e romano antigos, mas apenas
para indicar que se trata da lógica padrão, ou seja, aquela que constitui a teoria
canónica nos estudos lógicos contemporâneos. Ela inclui a lógica proposicional e
a lógica de predicados de primeira ordem (normalmente, enriquecida com o pre-
dicado lógico de identidade), consideradas nos seus três componentes: uma lin-
guagem formal, uma semântica (dada em termos de interpretações ou de modelos)
e um sistema dedutivo (como a dedução natural ou o método das árvores).
Na meta-teoria desta lógica, é possível provar que o sistema dedutivo está em har-
monia com a semântica dada, quer dizer, que o sistema dedutivo é correcto e com-
pleto relativamente à semântica. (Voltaremos a cada um destes conceitos mais
adiante). Seguindo esta tradição, dedicaremos este capítulo à lógica clássica.
No final, acrescentaremos uma extensão dessa lógica - a lógica modal -, porque
defendemos que o cânone deve ser alargado de modo a incluí-la, pelo menos no
ensino da lógica para futuros Íilósofos.
Signifìca isto que a lógica clássica é a lógica correcta (ou a lógica com que
devemos pensar)? Muitos autores responderão que sim, mas outros discordarão.
A resposta para esta pergunta dependerá também da concepção que se tenha a
respeito da relação entre os sistemas lógicos, por um lado, e as práticas de argu-
mentação e de raciocínio que lhes servem de referência, por outro. Alguns autores
defenderam, por exemplo, que as linguagens formais da lógica, porque não têm as
"imperfeiçõeso das línguas naturais - ambiguidade,vagaeza,termos sem denota-
ção, inconsistência, etc. -, deveriam tomar o lugar destas no discurso cientiÍìco.
Uma perspectiva mais adequada consiste em considerar que as linguagens formais
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são modelos matemáticos das línguas naturais - do mesmo modo que as constru-
ções de Bohr, por exemplo, são modelos dos atómos. Neste sentido científico de
*modeloo, a correspondência entre um modelo e aquilo de que ele é um modelo
nunca é exacta. Um modelo simplifica sempre a realidade que pretende ajudar a
compreender. Mas, para que desempenhe a sua função, os aspectos essenciais do
modelo devem mostrar como é que funciona a realidade a ser modelada - ainda
que isso envolva idealizações e a desconsideração de aspectos considerados pouco
ou nada relevantes parâ o objectivo principal que se tem em vista. Em geral,
para sermais realista, um modelo tem de se tornar mais complexo. Mas um modelo
pode ser bom para certos propósitos e insuficiente ou mesmo inadequado para
outros - e a questão da sua correcção está sempre suieita a avaliação crítica.
É um facto histórico que a lógica clássica foi desenvolüda tomando como refe-
rência o raciocínio matemático. Os seus fundadores pretendiam criar um modelo
do raciocínio coÍrecto - mas o raciocínio que tinham em vista era aquele que as
demonstrações em matemática tipicamente exemp{ificam. Entre os próprios mate-
máticos existem controvérsias acerca da aceitabilidade de certas formâs comuns
de raciocínio. Em particular, os intuicionistasr contestam as chamadas oprovas não-
-construtivas>>, nas quais, fazendo um uso essencial da lei do terceiro excluído
(A ou não Á), se pretende provar a existência de objectos de um certo tipo (na
medida em que ela se segue tanto de Á como de não-A) sem que, no entanto, se
consiga apresentar qualquer exemplo de um objecto desses. Como é natural, então,
os intuicionistas negam que a lógica clássica seja a lógica coÍrecta do raciocínio
matemático e propõem como alternativa uma lógica mais frtca,naqual o terceiro
excluído não é válido (e em que também não é válida a eliminação da negação
dupla, que permitiria concluir Á a paftir de não-não-A) . A lógica intuicionista cons-
titui um desrr ioàlo$ca clâssica, no qual, para a mesma linguagem formal, é proposta
uma semântica diferente e regras de inferência também diferentes, alegadamente
mais correctas. Outras lógicas são apenas extensões da lógica clássica: tal como a
lógica de predicados é uma extensão da lógica proposicional, que preserva as suas
verdades lógicas e a sua relação de consequência, mas lhe acrescenta novos casos,
que usam os novos símbolos (nomes e predicados, variáveis e quantifìcadores),
existem sistemas que pretendem suplementar a lógica clássica com novas constan-
tes lógicas, de onde resultariam também novas verdades lógicas e novos casos de
consequência lógica. A lógica modal é uma dessas extensões, que trata os advérbios
"possivelmente>) e .necessariamente)> como novas constantes lógicas (represen-
Ì O intuicionismo é um movimento em defesa da revisão da matemática clássica que foi fundado pelo
matemático holandês Brouwer na primeira década do século vinte. Nos anos setenta, Michael Dummett,
professor em Oford procurou renová-lo e transformá-lo em movimento filosóffco com implicações mais
amplas.
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tadas na linguagem formal pelos símbolos ô e r). Tendo sido iniciada por Aristó-
teles e múto discutida na Idade Média, a lógica modal foi retomada no século vinte
por c. I. Lewis, criticada por w. v. Quine e marcada pela invenção da semântica
dos mundos possíveis, nos anos sessenta, por Kripke e alguns outros. o desenvol-
vimento da lógica modal moderna iniciou um movimento amplo com esforços
importantes para captar a lógica de outros discursos, para além do matemático.
A lista inclui, além da lógica modal, a lógica remporal, a lógica deônrica, a lógica
epistémica e a lógica doxástica. O intenso trabalho desenvolvido nestas áreas nos
últimos cinquenta anos testemunha uma tendência geral para ultrapassar o ante-
fisr oparadigma matemático>>, procurando construir modelos mais ricos do racio-
cínio correcto, sobretudo quando este raciocínio envolve o uso de linguagens com
âspectos que estão ausentes na linguagem matemática, tais como predicadosvagos,
operadores intensionais, termos sem denotação, índices temporais, predicados
semânticos auto-aplicáveis, etc. Se o esforço de modelar o raciocínio correcto com
estas linguagens é ou não é compatível com a manutenção da lógica clássica, isso
é uma questão que se mantém em aberto.
Estamos, portanto, numa época de intensd renovação da lógica. É prematuro
tentar dizer que novo consenso virá a resultar daqui. Entretanto, a decisão peda-
gógica mais sensata parece ser a de continuar a fazer com que a lógica clássica esteja
sempre disponível na caixa de ferramentas do filósofo contemporâneo, iuntamente
com uma aberfura para considerar propostas de enriquecimei{Ìo, ou mesmo de
revisão, desse cânone. A lógica modal é um enriquecimento que tem boas razões
para ser adoptado desde já. Em primeiro lugar, devido ao papel central que os
conceitos de possibilidade e de necessidade (incluindo as suas relações com o con-
ceito de existência) desempenliam no pensamento filosóffco. E, em segundo lugar,
porque a lógica modal e o seu tipo de semântica constituem a base sobre 
" 
qrr"ì."
podem entender muitos dos desenvolvimentos inovadores posteriores. Incluire-
mos por isso, neste capítulo, umâ apresentâção preliminar da lógica modal propo-
sicional. Comecemos, então.
3. Lógicaproposicional
A lógica proposicional clássica (LPC) é a lógica d6 ..n[s,,, do ..e,,, do oou,, do
.se... entãoo e do .se e somente se>, que é consensual dever ser o ponto de partida
de qualquer introdução à lógica. Nela estuda-se um conjunro de operações ele-
mentares sobre frases declarativas:
. A negação - operação que transforma a frase .O universo é fìnito. na frase
.o universo não é fìnito, (frase esta que também se classifica como uma
negação).
l l
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. A conjunção - operação que transforma as frases 
"O Sol é uma estrelao e
oA Terra é um planeta" na frase 
"O Sol é uma estrela e a Terra é um planetao(também classiftcada como uma conjunção).
. A disjunção - operação que transforma as frases .Há vida em Marte' e
.Há vida em ]úpiter" na frase .Há vida em Marte ou (há vida) em fúpiter,(também classificada como uma dkjunção).
. A condicionação - peração que transforma as frases oAprender é recordaro
e oA alma é imortal" na frase 
"Se aprender é recordar, então a alma é imor-
tal' (classiftcada como ma condicional, que tem uma antecedente e uma" con-
sequente).
. A bicondicíonação - peração que transforma as frases 
'526 e par" e "526 eüvisível por 2 sem resto' na frase 
-s26 e par se e somente se é divisível por2 sem resto> (classificada como uma bicondicional).
Como o objecto de estudo são as operações, e üão as frases sobre as quais elas
operam, a LPC ignora o conteúdo específico dessas frases (registando apenas que
são frases declarativas, que dizem algo acerca de algo) e representa-as por letras
esquemáticas comop, Q, r, s...
Por outro lado, como as línguas naturais costumâm ter uma considerável varie-
dade de maneiras de e4pressar aquelas operações (considerem-se, por exemplo,
as seguintes variantes das frases fá dadas: .O universo é infìnito', .O Sol é uma
estrela, mas a Terra é um planeta,,, ..Entre Marte e Júpiter, num deles há vidao,
"Só se a alma for imortal é que aprender é recordâro, .Para que 526 seja par é
necessário e suficiente que ele seja divisível por 2 sem resto>), alpc adopta uma
representação uniforme dos operadores arravés dos símbolos 
- 
(âao), n (Q,v (ou),
* (se... então) e 
- 
(se e somente se).
com estes poucos elementos, o estudante de LPC tem então de exercitar a
prática daformalização, que é um modo peculiar de traduzir frases declarativas ou
mesmo argumentos completos dados em português para a linguagem da LpC.
A peculiaridade advém de esta não ser uma .lingpagem> em sentido próprio: as
suas ..fraseso não dizem nada acerca do mundo, não têm um conteúdo completo
avaliável quânto à sua verdade e, precisamente por isso, preferimos chamar-lhes
fórmulas. Enquanto a frase 
-Se aprender é recordar, então a alma é imortalo
expressa um conteúdo com o qual Platão concordava, relativamente à formula
(p 
- 
q) náo faz sentido pergunrar se alguém concordaria com ela. Mas se suple-
mentannos esta formula com o que podemos chamar um diciondrio (que seria, neste
caso, uma estipulação de que p signifìca 
"Aprender é recordaro e 4 significa
.A alma é imortal'), já podemos recuperar o conteúdo expresso pela frase poffu-
guesa inicial. Paralelamente à distinção enrre frase e fórmula, é também fácil de
entender a distinção entre argumenro (dado em pornrguês) eforma argumentatiya
(escrita na linguagem de LPC).
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O uso de linguagens formais é essencial em lógica e constitui um dos aspectos
mais característicos da disciplina. É importante não perder de vista a sua razão de
ser fundamental. A lógica, como dissemos, trata da relação de consequência, de
saber o que se segue do quê. E a relação de consequência lógica está presente num
argumento quando a verdade é preservada - das premissas para a conclusáo - em
virtude daforma do argumento. Os argumentos válidos (ou logicamente correctos)
são aqueles que têm uma forma tal que, exclusiyamente porcausa dela, se as premissas
forem verdadeiras, a conclusão também o será. É, portanto, o carácter formal da
relação de consequência lógica que está na oriçm do uso de linguagens formais
em lógica. Estas linguagens servem bem a função para que foram criadas: isolam e
exibem aquelas características dos argumentos das quais a sua validade ou correc-
ção lógica depende exclusivamente.
Uma frase como oAntónio comprou um cão e um gato ou um ratoo deverá ser
considerada uma conjunção ou uma disjunção? Sem mais iúormação, é impossível
saber. Depende de qual for o operador ou a conectiva (.e' on *ouo) mais forte,
quer dizer, com maior âmbito: a acção do .eo estende-se a toda a frase ou termina
em ogatoo? Para eyitar este tipo de ambiguidade sintáctica, a chamada notação
polaca adoptava  convenção de escrever sempre cada operador antes das fórmulas
sobre as quais opera (assim, npvqr seria diferente de v npqr). Mas esta notação
torna as fórmulas mais diffceis de ler e, por isso, acabou por ser geralmente subs-
tituída pelo uso de parêntesis, à semelhança do que se faz na aritmética: cada ope-
rador binário (só a negação é unária, os outros quatro são binários) vem sempre
acompanhado por um par de parêntesis que indica onde começa e onde acaba a
sua acção. Deste modo, podemos diferenciar a conjunção (p n (q v r)) da disjunção
((p n q) v r). (Por vezes, por urnü simples questão de economia, podemos permitir-
-nos omitir os parêntesis externos de uma fórmula: a rigor, eles estão lá, mas diga-
mos que ficam invisíveis2.)
Eis alguns exemplos de formalizações em LPC:
Tales não nasceu em Atenas.
-p
Tales é sábio e não gosta de água.
(p n 
-q)
Nem Pitágoras nem Platão são materialistas.
(-p n 
-q)
Aristóteles concorda com Platão ou com a verdade. mas não com ambos.
((pu q) t 
-(p n q))
2 O uso desta prática simpliÊcadora envolve alguns riscos pedagógicos. Por exemplo, se permitimos
que uma conjunção se escreva p n q, é importante recordar que a sua negação ê 
-(p n q).Os parêntesis
.invisíveis- têm de ser restaurados antes de prefixarmos o símbolo de negação.
1a.
lb.
2a.
2b.
3a.
3b.
4a.
4b.
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5a. Se Querefonte foi a Delfos e não mentiu, então Sócrates é o mais sábio.
5b. ((P n 
-q)--- r)
6a. A menos que esteja a fìngir-se ignorante, Sócrates não sabe o que é a
virnrde nem ovício.
6b. (-p 
- 
(-q n 
-r))
7a. Sócrates só não será esquecido se continuarÍnos a ler Platão ou Xeno-
fonte.
7b. (-p 
- 
(qu ,))
8a. Se continuarmos a ler Platão ouXenofonte, Sócrates não será esquecido.
8b. ((q u t) --- 
-P)
9a. Se, e só se, continuannos a ler Platão ou Xenofonte é que Sócrates não
será esquecido.
9b. (-p *.' (q u ,))
10a. Querefonte foi a Delfos e consultou o oráculo e, se fez isso, então, se não
mentiu, Sócrates é o mais sábio. &
10b. ((p n q) n ((p ^
 
I) 
- 
(-r 
- 
s)))
Uma pressuposição básica da LPC é a de que as frases declarativas atómicas
representadas pelas letras esquemâacas p, q, r, s, etc., seja qual for o seu conteúdo
específtco, na medida em que dizem alguma coisa de alguma coisa e assim repre-
sentâm o mundo como sendo de uma certa maneira, são sempre ou tterdadeiras ou
falsas (masnão ambas). LPC é, por isso, uma lógica bivalente, segundo a qual exis-
tem dor valores de verdade e cada frase, simples ou complexa, tem exâctâmente
um deles. Outra pressuposição igualmente básica é a de que as conectivas lógicas
consideradas expressam funções de verdade. Isto signiÍìca que o valor de verdade
de qualquer frase logicamente complexa é completamente determinado pelos
valores de verdade das frases atómicas que a constituem. O modo como esse valor
é determinado deixa-se captar nos seguintes princípios:
(NEG) A negação inverte o valor de verdade. (Se uma frase for verda-
deira, a sua negação é falsa; e se for falsa, a sua negação é ver-
dadeira.)
(COND Uma coniunção só é verdadeira se as frases que a compõem
forem ambas verdadeiras. (Nos outros casos é falsa.)
(DISD Uma disiunção só é falsa se as frases que a compõem forem
ambas falsas. (Nos outros casos é verdadeira.)
(COND) Uma condicional só é falsa se o antecedente for verdadeira e
a consequente for falsa. (Nos outros casos é verdadeira.)
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(BICOND) Uma bicondicional só é verdadeira se os seus dois lados tive-
rem o mesmo valor de verdade. (Nos outros casos é falsa.)
Estes cinco princípios dizem o essencial que há a saber âcerca das operações
lógicas que são o objecto de esrudo da LPC. Eles também podem sergraficamente
representados do seguinte modo:
l5
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Para testar a validade de um argumento, temos de indagar se ele preserva a
verdade (das premissas para a conclusão) emvirtude da sua forma. Para isso, temos
primeiro de tornar patente a forma do argumento - formalizando-o em LPC.
Depois, temos de examinar o que acontece caso todas as premissas sejam verda-
deiras: obriga isso, dados os princípios semânticos que regulam as conectivas, aque
a conclusão seja também verdadeira? Ou há, pelo contrário, alguma possibilidade
de as premissas erem verdadeiras e a conclusão falsa? As tabelas de verdade sío um
método de análise semântica exaustiva de tais 
"possibilidads5o (que, de facto, mais
não são que combinações possíveis dos valores de verdade das frases atómicas que
compõem o argumento), o qual fornece uma resposta à pergunta crucial que aca-
bámos de fazer. Vejamos o seguinte ârgumento:
,,Ou eu não sou o meu corpo ou não sou uma coisa que pensa. Não é verdade que a
minha existência seja dubitável eeu não seja o meu corpo. Portanto, se a minha existên-
cia é dubitdttel, eu não sou uma coisa que pensa.>
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Este argumento tem a seguinte forma (com as premissas separadas por uma
vírgula e a conclusão anunciada pelo símbolo .'.):
(-pu 
-q),  -( tn -p) : .  (r*  -q)
Para determinar se a conclusão se segue realmente daquelas premissas, pode-
mos construir a seguinte tabela de verdade:
psr
VVV
VVF
VFV
VFF
FVV
FVF
FFV
FFF
(-p v
FVFF
FVFF
FVVV
FVVV
VFVF
VFVF
VFVV
VFVV
-(r^-
VVFF
VFFF
VVF.F
VFFF
FVVV
VFFV
FVVV
VFFV
(r+ q)
VFFV,I
FVFV
VVVF
FYVF
VFFV
FVFV
VYVF
FYVF
P)
V
v
q)
V
V
F
F
V
V
F
F
V
V
F
F
F
F
As oito linhas desta tabela representam a totalidade das possibilidades lógicas
(dado o pressuposto da bivalência) relevantes para este aÍgumento. As premissas
do argumento são ambas verdadeiras em apenas quatro delas - e, nessas quatro
linhas (33, 4?, 6? e 8a), a conclusão é também verdadeira. Portanto, o argumento
tem uma forma tal que a verdade das premissas é necessariamente transportada
para a conclusão, ou seja, é um argumento válido. (Seria inválido se houvesse
alguma linha na qual as premissas fossem verdadeiras e conclusão fosse falsa.)
A construção de tabelas de verdade é um método relativamente simples de nos
assegurarmos que diversas formas argumentativas de uso bastante frequente são
logicamente correctas. Eis uma lista com algumas dessas formas de inferência
válida e as suas designações mais habituais:
(p 
-  
q) ,p t .q
(p 
- 
q), 
-q :. -p
(p-q),(q-r) : - (P-r)
modus ponens
modus tollens
silogismo hipotético
(puq),-p: .q
(p u q), (p 
- 
r), (q 
- 
r) .'.,
__p : .p
-(p n q) :. (-p v -q)
-(p u q) :. (-p n -q)
(p-q):-(-puq)
-(p 
- 
q) :. (p n _q)
(p * q).'. ((p n q) u (-p n 
-4))
-(p * q) ,. ((p n -q) v (-p n q))
(p n (q'u')) .'" ((p n q) v (p n r))
(p, (q n r)) .'. ((p u q),r (p v r))
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silogismo disjuntivo
dilema construtivo
negação dupla
leis de De Morgan
leis de De Morgan
condicional material
condicional material negada
bicondicional material
bicondicional material negada
distributividade
distributividade
t7
Mas as tabelas de verdade não servem apenas para testar a validade de argu-
mentos. Elas podem também ser usadas, entre outras coisas, para determinar se
um conjunto de frases declarativas é consistente, ou se duas frases são logicamente
equivalentes, ou se uma frase é uma tautologia (ou verdade lógica), uma contradi-
ção (ou falsidade lógica) ou uma frase logicamenre contingente.
No entanto, como método lógico para uso corrente, as tabelas de verdade são
pouco práticas (sobretudo quan{o o número de letras de frase que ocorrem num
argumento se torna maior) e pouco económicas (pois requerem a realização de
muitos cálculos que acabam por ser inúteis para o resultado que se pretende obter).
As tínores de'tterdade (também conhecidas como .quadros semânticos,) proporcio-
nam um método alternativo, de procura mais {irecta de contramodelos, que é bas-
tante fácil de manejar pelo principiante e lhe permite ganhar com relativa rapidez
um .olho. para o que é e o que não é logicamente válido. Contudo, se o que se
pretende é dotar o ftlósofo contemporâneo de um modelo formal de um procedi-
mento rigoroso de prova, ou seja, de um método para raciocinar a partir de premis-
sas, passo a passo (e em que cada passo corresponde à aplicação de uma regra de
inferência), até uma conclusão - e que,'além disso, permita o recurso a suposições
provisórias no raciocínio -, então um sistema de dedução natural será o mais reco-
mendável. Na secção seguinte, veremos exemplos de aplicações destes métodos.
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4. Lógica de predicados
A lógica de predicados (LPr) - gue, por vezes, também é chamada teoria da
quantificação de primeira ordem - é a lógica do otodos' e do oalguns' (entendido
como sinónimo de 
"pelo menos um"), tal como estâs expressões ocoïïem em fra-
ses como ,,Todos os fìlósofos têm algumponto fracoo. Às cinco operações conside- 
.,,
radas na lógica proposicional, a lógica de predicados acrescenta duas que lhe são
especialmente características (e que foram, no essencial, uma inovação introduzida
por Gottlob Frege):
. A quantificação universal - operação que transforma a frase oDeus criou
Adão. na frase universal .Para todo o r, Deus criou r' (ou seja, oDeus criou
rudo,).
. A quantificação existencial - operação que transforma a frase oTeeteto voa'
na frase existencial .Para algum x, xyot>> (ou seja, 
"Alguns seres voam>> ou
.Há seres que voam').
A expressão 
"para todo o r" é um quantiftcador universal e a sua representação
formal é composta pelo símbolo V seguido de uma variável ..Í". IJsamos como
variáveis as ultimas letras minúsculas do alfabeto, com ou sem numerais subscritos:
x,!, z, z' 22... No primeiro exemplo, partimos de uma frase atómica, substituímos o
nome própris o{dã.s' pelavariável .r' e, ao resultado, prefìxamos o quântificador
V.r. No segundo exemplo, o quantifìcador prefìxado é antes o existencial, que se
simboliza como 3r. Na realidade, não precisamos de ter os dois géneros de quan-
tiffcadores, pois podemos deffnir um deles por meio do outro e da negação: aquela
frase universal é equivalente a < 
- 
f r 
- 
Deus criou ro (Não hd nada que Deus nã,o tenha
criado) e, quanto à frase existencial, ela é evidentemente equivalente a,,-Yx 
-x
ysa. (Não é verdade que todos os seres ejam não-voadore).
O uso de variáveis emlógicafoi umprocedimento que Frege importou daálge-
bra, generalizando-o: enquanto em,,2)c + 1" a variável representa de modo não-
-especíÍìco qualquer número, em lógica as variáveis podem representar coisas de
todos os géneros. Ao conjunto das coisas que uma variável pode representar - ou
que ela pode tomar como valores - chama -se o domínio dessa variável. Por exemplo,
quando simbolizamos.Teeteto ama alguém" como o3rTeeteto amat>, estamos a
supor que o domínio de .r, é o conjunto das pessoas - e a considerar que a frase é
verdadeira sehápelo menos um elemento desse conjunto que é amado porTeeteto.
Além de se juntarem a V ou a 3 para formar um quantificador, as variáveis
podem ocupar, como vimos, os lugares de nomes próprios. Há, porém, uma dife-
rença fundamental: enquanto uma variável toma como valores qualquer objecto
pertencente ao domínio, um nome - como ..fgg1g19o, ol-isboao, .o Tejo", ..4luao,
..5,, ou ..a Críüca da Razão Purao - refere especiffcamente um objecto desse domínio,
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e nunca mais do que um. Usamos as letras minúsculas do início do alfabeto - a, b,
c, d...- para simbolizar os nomes próprios que ocoÍïem nas frases e nos argumen-
tos que seleccionamos para consideração lógica.
O facto de a própria quantificação requerer que reconheçamos uma categoria
de nomes próprios revela uma diferença importante desta nova teoria: a necessi-
dade de levar a análise lógica das frases ao nível da sua estrutura atómica. Uma vez
mais, a justiÍìcação para isso provém do carácter formal da relação de consequên-
cia. Alguns argumentos são dedutivamente válidos em virnrde da estrutura mole-
cular das frases que os compõem e, por isso, a lógica proposicional é suftciente para
os analisar (vejam-se as formas de inferência válida que listámos nas páginas 16
e 17). Outros, todavia, exigem uma análise mais fina. Por exemplo, no famoso argu-
mento 
"Todos os homens são mortais; Sócrates é um homem; logo, Sócrates é
mortalo, é essencial que as duas últimas frases mencionem o mesmo indivíduo.
E é também essencial que aquilo que é atribuído a Sócrates na conclusáo -"viz. o
sermortal - seja o mesmo que, naprimeirapremissa, é atribuído atodos os homens.
Esses elementos comuns às diferentes frases desapareceriam se o argumento fosse
formalizado usando apenas a lógica proposicional - e com eles desapareceria 
própria validade do argumento.
Nomes e predicados são, para esta lógica, os elementos básicos a partir dos
quais se formam as frases atómicas. Um predicado, em sentido lógico, é uma
expressão incompleta do género dg .- vgg", .- é mortalr, ..- criou 
-o, <<- ama ->>,
*_ prefere 
_ 
â 
_,,, etc. Os predicados podem ser de-um-lugar, de-dois-lugares,
de-três-lugares, etc., consoante o número de lugaresvazios que têm. Usamos letras
maiúsculas do alfabeto para representá-los e adoptamos a convenção de escrever
sempre a letra antes dos espaços erÉ branco: assim, escrevemos .V-" para <<_ voa>>,
,,Ç_ 
_,, para "_ criOu _r, e ..P_ _ _o para "_ prefere _ a _>). QuandO oS lUgares de Um
predicado são todos ocupados por nomes (diferentes ou não), o resultado é uma
frase atómica. Há portanto uma nova op eraçío - a predicação -, que funciona a nível
sub-atórnico e que, a partir de nomes e predicados, gera frases atómicas. As res-
tantes operações - a que correspondem as constantes lógicas 
-, 
Â, v, --*, *, V e
3 - já podem ser descritas, como o fizemos, ao nível molecular.
Em suma: nomes e predicados, conectivas proposicionais e parêntesis, variáveis
e quantiffcadores ão os elementos que compõem a linguagem formal da lógica de
predicados (LPr). Com estes elementos e com as regras de formação implícitas no
modo como descrevemos as operações estudadas, o aprendiz de LPr tem uma vez
mais de exercitar a prática da formalização. Eis alguns exemplos:
la. Pirro é céptico, mas não é discípulo de Sócrates.
lb. (Ca n 
-Dab)
2a. Se Sócrates não é sábio, então não há sábios.
2b. (-Sa 
- 
-3.rSr)
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3r. Existem filósofos e sábios.
3b. (1x Fx n 3.r Sr)
4a. Alguns fìlósofos são sábios e alguns não o são.
4b. (3x (Fx n Sr) n 3x (Fx n 
-sr))
5a. Alguns gregos são filósofos cépticos.
5b. 1x (Gx n (Fx n Cx))
6a. Âlguns ftlósofos cépticos não são gregos nem românos.
6b. 3x ((Fx n Cx) n (-Gr n 
-R.r))
7a. Todos os cépticos são filósofos.
7b. Vx(Cx-Fx)
8a. Nenhum ftlósofo idealista é céptico.
8b. Vx ((Fx n Ix) 
- 
-çv1
9a. Só os filósofos empiristas é que são cépticos.
9b. Vx (Cx 
- 
(Fx n Ex))
10a. Aristóteles foi tutor de um imperador.
10b. llr (Tax n Ix)
11a. Todos aprendem com alguém.
llb. Yxl1Ary
12a. Alguns aprendem comtodos.
I2b. lx$ Ary
Depois de conhecermos a gramática da linguagem da lógica de predicados,
precisarnos de considerar a sua semântica. Tal como acontecia com as formulas da
lógica proposicional, também aqui, em si mesmas, isoladas de qualquer tradução
de ou para a linguagem natural, fórmulas como Vr (F, 
-U Roì não dizem nadaque possa ser avaliado como verdadeiro ou falso. Só rèlativamente a uma inte{pre-
tação é que tais fórmulas podem ser verdadeiras ou falsas. Na lógica proposicional,
uma interpretação da linguagem formal não era mais do que uma atribuição de
valores de verdade - do valor verdadeiro u do valorflso - às letras esquemáticas
de frase atómicap, q, r, etc. Depois, as regras semânticas para as conectivas deter-
minavam, para cada fórmula (simples ou complexa) e para cada interpretação, se
essa formula era verdadeira ou falsa nessa interpretação.
Na lógica de predicados, as interpretações chamam-se modclos e são compostas
por um coniunto de objectos e uma função valorativa de nomes e predicados.
O coniunto de obiectos, que não pode ser vazio, é o domínio de quantificação: é
dele que as variáveis recebem os seus valores. A função valorativa defìne a referên-
cia dos nomes e a extensão dos predicados da linguagem, a partir dos objectos per-
tencentes ao domínio. Cada nome recebe um obiecto único do domínio como sua
referência. Cada predicado de um lugar recebe um subconjunto de obiectos do
domínio como sua extensão (os objectos a que o predicado se aplica); cada predi-
cado de dois lugares recebe como extensão um conjunto de pares ordenados; cada
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predicâdo de três lugares um conjunto de triplos ordenados, e assim por diante.
Com base nisto, precisamos de definir o que é, para uma fórmula qualquer da
linguagem, ser verdadeira ou falsa num modelo.
Uma predicação monádica junta um predicado de um lugar e um nome para
gerar uma fórmula atómica; esta fórmula será verdadeira num modelo se a refe-
rência do nome (nesse modelo) pertencer à extensão do predicado (nesse modelo).
Se a predicação envolver antes um predicado de dois lugares e duas ocorrências
de nomes (não necessariamente distintos), é o par ordenado f rmado pelas referên-
cias dos nomes que tem de pertencer à extensão do predicado para que a fórmula
atómica seja verdadeira. A generalização desta regra para predicados de n lugares
(em que n é qualquer número natural maior ou igual a um) é fácil de entender. Às
fórmulas atómicas assim geradas podem aplicar-se as cinco operações estudadas
na lógica proposicional e as regras semânticas para avaüação das formulas mole-
culares daí resultantes são as mesmas: uma negação será verdadeira num modelo
se a formula negada for falsa nesse modelo, uma conjunção só será verdadeira se
as duas formulas que a compõem forem ambas verdadeiras no modelo, etc.
Resta-nos descrever o comportamento semântico da quântifìcação. Pode-
mos considerar apenas o quantificador universal (e deffnir 3_ como sinónimo de
-V_ -). As instâncias de uma fórmula universal Vu qu num modelo M são as fór-
mulas que resultam de (i) apagarmos o quantiftcador Vu e (di) para cada objecto
do domínio de M, substituirmos todas as ocorrências liwes davariável rr em qï por
ocorrências de um nome z desse objecto. Assim, uma fórmula universal terá,
em cada modelo, tantas instâncias quantos os objectos existentes no domínio
desse modelo. Por exemplo, num modelo com três objectos, nomeados por a, b
e c, as instâncias de V.r Fr seriam as fórnfulas Fa, Fb e Fc; e as instâncias de V.r 3y
(R Í 
- 
Gr) seriam 1l (Uo 
- 
Ga),b (Ub -, Gb) e 3y (Ryc 
- 
Gc). Então,
uma fórmula universal será verdadeira num modelo M se todas âs suas instân-
as forem verdadeiras em M e será falsa se tiver pelo menos uma instância falsa
emM.
A semântica da lógica de predicados pode ser estudada com níveis de aprofun-
damento diferentes. O que acabamos de apresentar nos parágrafos anteriores é a
versão simpliÍìcada dessa semântica, a qual assenta na suposição de que, em todos
mmodelos, todos os objectos do domínio têmpelo menosumnome nalinguagem.
5e pretendemos que os modelos sejam representações matemáticas de maneiras
de o mundo ser e de a linguagem se relacionar com ele, esta suposição é pouco
realista. Pois quem é que achariarazoâvel, quando por exemplo passeia na rua ou
anda numa praia, supor que cada pedra da calçada e cada grão de areia tem um
nome próprio? Mas, pior do que'isso, tal suposição é mesmo inviável em geral:
einda que uma linguagem contenha tantos nomes quantos os números naturais,
há modelos com domínios maiores do que isso, que nos forçam a reconhecer a
existência de objectos sem nome. Uma segunda defìciência daversão simplifìcada
zl
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da semântica da lógica de predicados reside no facto de ela violar o princípio da
composicionalidade, segundo o qual ovalor semântico de qualquer expressão com-
plexa deve ser determinado pelos valores semânticos das expressões mais simples
que acompõem. Mas, porexemplo,Fcnão é umaparte constituinte de VxFx.Pela
composicionalidade, o valor de Y x Fx e o valor de Vr 3y (Ryr 
- 
Gr) devem ser
determinados pelos valores, respectivamente, de Fr e de 1l (U* 
- 
Gx), as quais
são chamadas fórmulas abertas, com varidveis livres. A versão mais rigorosa, e com-
pletamente composicional, da semântica desta linguagem, cujas ideias centrais são
devidas ao trabalho de Alfred Tarski,lida com Íórmulas abertas e requeruma dupla
relativização da verdade das formulas,iânáo apenas a urn modelo, mas também a
uma atribuição de valores àsvariáveis em cada modelo. Todavia, para muitos pro-
pósitos, a versão simpliftcada desta semântica revela-se suficiente. Por exemplo,
no caso presente, ela é o quanto basta para que se possam apresentar, de um ponto
de vista semântico, as definições formais das noções fundamentais de verdade lógica
e de consequência lógica. a
O uso de linguagens formais e da formalização pretende, como dissemos, iso-
lar e exibir as características dos argumentos que determinam se eles são válidos
ou inválidos, quer dizer, se são logicamente correctos ou incorrectos. Precisamos
por isso de definir uma relação de consequência lógica que directamente se apli-
que, não às frases portuguesas (ou de outra língua natural) que compõem os argu-
mentos, mas às fórmulas que as representam na nossa linguagem formal. As ante-
riores deffnições de modelo e de verdade num modelo permitem-nos, precisamente,
deftnir uma relação de consequência entre formulas da lógica de predicados: uma
formula g é uma consequência semântica de um coniunto de fórmulas f = {r1,, tlrr, ...,
rl") se e somente se, para todos os modelos M, sempre que âs fórmulas de f são
todas verdadeiras em M, g também é verdadeira em M. Com base nesta deftnição,
podemos então dizer que a representação formalizada de um argumento será
semanticamente válida se a sua conclusão for uma consequência semântica das
suas premissas. E se uma formulaq forverdadeira em todos os modelos sem excep-
ção - o mesmo é dizer,se q foruma consequência semântica de qualquer que seja
o conjunto f (mesmo que I seja o conjunto vazio) -, dizemos que e etmafórmula
viÍlida. As formulas válidas representam na linguagem formal as verdades lógicas
da linguagem natural (l'.e., frases como por exemplo.Nenhum animal é e não é um
mamíferoo, que são verdadeiras de uma maneira especial, ou especialmente trivial
e muito pouco informativa, que muitos consideram envolver um certo tipo de
necessidade, a qual parece fundamentar-se mais no signiftcado de algumas expres-
sões do que no modo como as coisas realmente são no mundo).
É importante que o leitor tenha aqui presente que os conceitos definidos de
consequência semântica e de fórmula válida são apenas representações formais
propostas para os conceitos genuínos de consequência lógica e de verdade lógica
que constituem o interesse fundamental e que fornecem arazão de ser da própria
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lógica. É uma caracterísdcâ que a lógica moderna adquiriu, esta de abordar as
questões .O que é uma verdade lógica?. e .O que é isso de uma coisa ser uma
consequência lógica de outras coisas?. (enquanto outras áreas disciplinares abor-
dam questões como 
"O que é o conhecimento?' ou oO que é a justiça?') de uma
maneira indirecta, construindo modelos ou representações formais destes concei-
tos e estudando as suas propriedades. O modo semântico (ou baseado na teoria
dos modelos) de o fazer é aquele que predomina, mas não é de modo algum o
único. O que acabamos de dizer significa que a adequação de cada uma das repre-
sentações formais propostas é uma questão em aberto. Os métodos lógicos por si
mesmos não resolvem as controvérsias filosóftcas a respeito da natureza e do fun-
damento das verdades lógicas, a respeito de se um certo princípio lógico (como o
terceiro excluído ou o princípio da não-contradição) deve mesmo ser aceite sem
excepção ou, até, discussões mais circunscritas sobre se uma certa afìrmação se
segue realmente de tais ou tais outras.
Voltemos então ao sistema formal que estávâmos a apresentar. Dadas as deff-
nições de formula válida e de consequência semântica apresentadas, podemos
agoraproyar (ou demonstrar), raciocinando sobre os diversos modelos, que certâs
formulas são válidas e que certas fórmulas são consequências semânticas de outras.
Por exemplo, podemos provar que V x (Fx v 
- 
Fr) é uma fórmula válida, na medida
em que podemos mostrar que, para ela ser falsa num modelo, teria de haver um
modelo em cujo domínio houvesse um objecto, nomeado por algum nome (por
exemplo: a), que pertencesse não pertencesse àextensão de F (paraque Fa e 
-Fa
fossem ambas falsas, tornando assim a sua disjunção falsa também, nesse modelo);
mas isso é impossível. Analogamente, estipulando que os símbolos F e É se usam
para expressar a relação de consequênc*ra semântica e a sua negação, pode-se pro-
var que, na lógica de predicados, entre outrâs coisas, temos que:
YxFxÈ Fa
Fa È lxEx
VxV1Rry È VxRxx
lxFx n1x Gx # 1x (Fx r, Gx)
Vx(Fxv Gx)*VxFxvVxGx
1xV1Rry =V11xRx1
Vx\ Rry # 11Vxtu1
Além da linguagem formal e de uma semântica, uma lógica inclui tradicional-
mente um sistema dedutivo (por vezes também cham ado um procedimento de prova):
algum método que nos permita, partindo de certas premissas, inferir consequên-
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cias, passo a passo, seguindo regras muito precisas, até chegar a alguma conclusão.
Existem diversos métodos para esse efeito, tais como o método axiomático, o cál-
culo de sequentes, a dedução natural, o método das árvores invertidas e outros.
Todos estes métodos lógicos permitem que façamos demonptrações, que provemos
coisas, usando a linguagem formal. Nessa medida, também eles são modelos ou
representações formais (cuia adequação tem de ser avaliada) de algo que fazemos
nas línguas naturais: o processo de raciocinar correctamente, quer dizer, de inferir
correctamente conclusões a partir de premissas. Nos liwos mais recentes de intro-
dução à lógica de predicados, os métodos mais usados são a dedução natural ou o
método das árvores. Poderemos aqui fornecer apenas exemplos de aplicações des-
ses métodos lógicos.
Suponhamos que queremos estabelecer a conclusão de que .Alguns animais
não são mamíferoso a partir das premissas .Nenhum invertebrado é mamífero'
e .Alguns animais são invertebrados, (um silogismo no modo Ferio, reconhe-
cido por Aristóteles). A tradução destas frases nnlinguagem da lógica de pre-
dicados é, respectivamente, Y x (Ix --- 
- 
Mtt) e 1x (Ax n Ix), para as premissas, e
1x (Ax n 
-Mx),para a conclusão. Usando o método das árvores, podemos provar
esta última fórmula, se tomarmos aquelas duas como premissas. O método das
árvores é um método de demonstração por redução ao absurdo, quer dizer,
um método que provaXmostrando que se seguem contradições da suposição de
-X úuntamente com as premissas, se houver algumas). Neste exemplo, começa-
mos então por escrever as duas premissas e a negação da conclusão:
1. Vx Qx 
- 
-Mn)
1x (Ax n Ix) {
-lx (Ax n -Mx) /3.
Prenussa
premissa
negação da conclusão (para redução ao absurdo)
4. Yx 
-(Ax n -Mx)
a partir de 3, dada a eqúvalência geral entre 
-!l e V- 
3
3 A formula da linha 4 contém toda a informação que estava na linha 3 e, por isso, esta pode ser igno-
rada daqú em diante na prova. Em vez de a apagarmos ou de a riscarmos realmente, assinalamos esse facto
acrescentando à sua direita o símbolo /.
Aa6.
7.
8.
5. (Aa r,Ia) /
Ia
(Ia---> 
-Ma) r'
-Ia
x
10. 
-(úc n -Ma) r'
-Aa
x
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a partir de 2, escolhendo arbitrariamente
uma instância verdadeira da existencial
a paftir de 5, pela regra da conjunção
a partir de 5, pela regra da conjunção
a partir de 1, formando uma instância
da universal com o nome'a'4
-Ma
a partir de 8, bifurcando a árvore pela regra da *
(se uma condicional é verdadeira, ou a sua antecedente
é falsa ou a sua consequente é verdadeira);
o sinal x indica que o caminho do lado
esquerdo se encerrou devido à contradição
entre Ia (em 7) e 
-Ia (em 9)
a partir de 4, formando
uma instância da universal
--Ma
x
apartir de 10, pela regra da n negada
(se negamos uma conjunção, temos
de negar algum dos seus membros);
os dois caminhos fecharam (e com eles a própria árvore),
devido às contradições das linhas 6 e 11
(Aa e 
-Aa) e 9 e 1l (- Ma e - - Mo)
9.
11.
a Em contraste com o que dissemos na nota anterior, neste caso específico, ao formarmos uma instân-
cia de uma formula universal, não acrescentamos a esta o simbolo r', pois podemos vir a ter a necessidade,
mais adiante na prova, de formar outras instâncias da mesma universal - a qual deve por isso ficar disponível
para ser reutilizada.
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O facto de todos os caminhos da árvore terem revelado contradições
mostrâ que a negação de 3r (fu n 
-Mx) não é consistente com a aftrmação de
Vx (Ix 
- 
-Mx) e de 3r (Ax n Ix). Fica assim provado que 3r (Ax n -Mx) é uma
consequência dedutiva do conjunto formado pelas duas premissas.
Na dedução natural, é igualmente possível fazer demonstrações por redução
ao absurdo, mas também há provas directas. É um método em que as provas se
apresentam linearmente, com as premissas nas primeiras linhas, cada passo inter-
médio ocupando uma linha subsequente  a conclusão na última linha. Cada linha
é numerada e, além da fórmula que nela é inferida, inclú a indicação das linhas
anteriores a partiÍ das quais a inferência foi feita, bem como da regra dedutiva que
autoriza essainferência. A dedução natural tem avantagem de permitir introduzir
suposições temporárias na cadeia de raciocínio: são formulas que não podemos
realmente afìrmar (pois não temos gârantias para elas), mas que escrevemos com
o intuito de examinar que consequências eria possível extrair daí; quando esse
exame termina, pomos fìm à suposição (d4cartamo-la) e prosseguimos com o
raciocínio principal, baseado apenas nas premissas. De facto, a experiência no uso
de sistemas dedutivos formais mostra que, muitas vezes, é dificil provar coisas se
não pudermos recoÍrer a suposições no raciocínio. Além disso, nos argumentos do
dia-a-dia nós usamos efectivamente suposições e este método tem precisamente
a pretensão de, apesar da sua formalidade, ser o mais próximo possível do raciocí-
nio em linguagem natural. O uso de suposições numa prova requer que disponha-
mos de algum método para indicar quando é que uma suposição está ainda a ser
usada e quando é que já foi descartada. Há diversas maneiras de ofazer,mas a que
se tem revelado mais prática é um sistema de numeração no lado esquerdo de cada
linha em que, seguindo instruções incluídas na própria regra usada nessa linha, se
indicam as linhas que são os ofundamentos últimos> em que se apoia a afirmação
que está a ser feita; torna-se assim fácil veri.ftcar se há alguma suposição entre esses
fundamentos e se a conclusão da prova se apoia unicamente em premissas.
Para exemplificar o uso da dedução natural, vamos considerar um argumento
simples e famoso que costumava ser apontado como caso paradigmático de uma
inferência coÍïecta com que a lógica tradicional (anterior a Frege) não conseguia
lidar: .Todos os cavalos são animais; logo, todas as cabeças de cavalo são cabeças
de animal'. De que modo é que, no predicado complexo ._ é uma cabeça de
cavalo',, estão relacionados os predicados mais simples ._ é uma cabeça de 
_, e
._ é um cavalo" (que podemos representar pelas letras B_ 
_ 
€ C_, respectiva-
mente)? Dizer, de uma coisa .r, que é uma cabeça de cavalo é dizer que existe
umy tal que.7 é um cavalo e r é uma cabeça dey. Usando Á_ para representar
._ é um animal', a conclusão do argumento deixa-se então formalizar como
Vr (3y (Q n Bry) 
- 
1l @l n Bry)). A formalização da premissa é flícil e escre-
vemo-la na primeira linha da prova:
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1 (1) Vx (Cx 
- 
tut) premissa
2 (2) 1l (Cl n Bay) suposição
3 (3) (Cb n Bab) suposição
3 (4) Cb 3, Eliminação da n
3 (5) Bab 3, Eliminação da n
1 (6) (Cb 
- 
Ab) 1, Eliminação do V
1,3 (7) Ab 4,6, EliminaÇão da +
1,3 (B) (Ab n Bab) S,7,Introdução da a
1,3 (9) =l (4 n Ba1) S,Introdução do il
1,2 (10) b (4 n Ba1) 2,3,9, Eliminação do 3
I (lD Ft (Cl n Bay) 
-1t (4 n Ba)) 2,10,Introdução da -
I  (12) Vx(11(Cy nBx1)-4(4 nBryD l l , IntroduçãodoV
Como se vê neste exemplo, cada uma das regras diz respeito ao modo como se
pode introduzir ou eliminar uma constante lógica da linguagem (i.e., o modo como
se raciocina em direcção a, ov n plrtir de, uma conjunção, uma condicional, etc.).
O caminho seguido nesta prova faz um uso crucial de suposições: na linha 2, supu-
semos que um certo objecto, arbitraçiamente chamad o' a' , é tJma cabeça de cavalo;
e isso (aliado à informação da linha l, de que todos os cavalos são animais) permi-
du-nos tirar a consequência, na linha 10, de que a é uma cabeça de animal. Fica
assim provado que, se a é uma cabeça de cavalo, então a é uma cabeça de animal
'e esta afìrmação já não depende daquela suposição). Uma vez que a foi de facto
arbitrariamente escolhido (não usámos nenhuma informação específica acerca
dele), o que provámos para a vale também para qualquer outro objecto, e então
conclui-se, na linha 12, que todas as cabeças de cavalo são cabeças de animal. Quod
tat demonstrandum.
5. Teoria da identidade
A lógica de predicados, tal como a descrevemos na secção anterior, possui uma
capacidade expressiva muito grande e capta um conjunto muito abrangente de
verdades lógicas e de formas de inferência válida. No entanto, ela possui limitações
e. por isso, diversas extensões dessa lógica têm sido estudadas e propostas, de modo
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a superá-las. Consideraremos aqui a primeira e mais importante dessas extensões,
que é a lógica de predicados com identidade (LPr=).
Como poderemos formalizar afrase.Narciso só gosta de si próprio'? Se adop-
tarmos a letra <<ã>> ptti representâr o nome .Narcisoo e a letra ..Ç- 
_,, para rePre-
sentar o predicado <_ gosta de 
_", podemos escrever Gaa para dizer que Narciso
gosta dele próprio. Mas como é que podemos representxl 6 .5[',, ou seja, a ideia
de que não há mais ninguém de quem ele goste? Para isso, precisamos do conceito
de identidade (também chamadaidentidadenumerica),quer dizer, daquele conceito
que está envolvido na afirmação de que Manuel Tiago (o autor de Até Amanhã,
Camaradas e de outros liwos) é Alvaro Cunhal. Quando dizemos isto, queremos
dizer que eles são a mesma pessoa. Alegadamente, terá sido também este conceito
que Heraclito tinha em vista quando disse que não podemos entrar duas vezes nes
águas do mesmo rio: impressionado com o fenómeno da mudança, considerava que
o rio em que entramos na primeira vez e o rio em que entramos na segundavez não
são omesmo.Yoltemos a Narciso: ele não gosta dgnenhuma outrapessoa, quer dizer,
de nenhuma pessoa que não seja (numericamente) idêntica  Narciso. Ou, dito de
outro modo: todas âs pessoas de quem Narciso gosta têm a particularidade de
serem idênticas a (i.e., de serem a mesma pessoa que) Narciso. Em símbolos:
(Gaa nVx (Gax 
- 
x:  a))
A identidade é um predicado de dois l.rg"r.r. Se seguíssemos a convenção
anterior, formalizaríamos .Tiago é Cunhal,, como lab, em que o1__o seria o pre-
dicado de identidade. Emvez disso, usamos o símbolo matemático =, que escreve-
mos no meio (e não antes) dos dois nomes, assim: a = á. Analogamente, emvez de
formalizarmos.Tiago não é Camões" como 
-Iac,preferimos fazê-lo com o símbolo
mais habitual, assim: a + c.Porém, mais importante do que estas convenções gra-
maticais, o que torna a teoria da identidade uma extensão da lógica de predicados
é a decisão de adoptar = como urn predicado lógico (que irá receber um tratamento
análogo ao dos quantiftcadores e das conectivas proposicionais). O que iustiffca
esta decisão é a convicção de que oTodas as coisas são idênticas a si mesmas. é uma
verdade lógíca e de que .Tiago é comunista' é uma consequência lógica de .Tiago
é Cunhal e Cunhal é comunistaos.
O enriquecimento da linguagem dalógica de predicados com o novo predicado
= obriga a que, na deftnição de verdade num modelo, seja também acrescentada
s Podemos compaÍaÍ estes exemplos com os seguintes: .Nenhumâ mulher solteira é casadao é uma
verdade, de um certo tipo especial (alegadamente, uma verdade conceptual ou analitica), mas que não é
reconhecida como verdade lógica; e oBeatriz é uma mulher" tem como consequência 
"Beatriz náo é um
peixe., mas a consequência, neste caso, não é reconhecida como consequência ìógica, que deva resultar das
regras de inferência ou dos princípios semânticos de um sistema lógico.
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uma cláusula específica para as fórmulas com a mesma forma que d = á. Isso é fácil:
tais fórmulas serão verdadeiras num modelo lí se os dois nomes que nelas ocorrem
tiverem em M a mesma referência, isto é, se a função valorativa lhes atribuir como
referência o mesmo objecto do domínio; de outro modo, serão falsas. Isto é sufi-
ciente para que se possa provar, por exemplo, queV xJ1 x =1 é uma fórmula válida
de LPr=. Pois, se esta fórmula não fosse válida, haveria pelo menos um modelo no
qual ela seria falsa. Nesse modelo, haveria algum objecto, arbitrariamente nomeado
FtoÍ <<a>>, tal que 1l o = J seria falsa. Mas, para esta última fórmula ser falsa, todas as
suas instâncias no modelo teriam de ser falsas, incluindo a instância a: d, o que
não é possível, dada a cláusula que acabámos de descrever para este género de
fórmulas.
As regras de inferência relativas ao predicado de identidade dependem, como
é natural, do género de método lógico que adoptarmos. No método das árvores,
por exemplo, precisamos de incluir duas novas regras. A primeira diz que devemos
fechar qualquer caminho no qual ocorra uma formula com a mesma forma que
a * a (iâ que coÍïesponderá sempre a ume falsidade lógica). E a segunda diz que
se, num caminho aberto, ocorïer umâ affrmação de identidade, por exemplo a = b,
e também uma qualquer outra fórmula em que ocorra um desses nomes, por exem-
plo Gaa, podemos ecrescentar ao caminho uma nova fórmula semelhante a esta
riLltima, mas com o outro nome nos lugares (um ou mais) ocupados por este - por
exemplo, neste caso, podemos acrescentar Gbb ao caminho (mas também poderí-
amos escolher antes Gab ou Gba).Esta segunda regra pode ser vista como uma
aplicação de um princípio fundamental, geralmente conhecido como Lei de
kibniz ou Lei da Indiscernibilidade dos ldênticos, que diz que, se uma coisa.r e
uma coisay forem a mesma coisa, então tudo o que for verdadeiro de r será também
serdadeiro dey.
Usando o novo predicado de identidade, há diversos géneros de frases da lin-
guagem natural que passemos a poder formalizar. Um exemplo um pouco mais
complexo do que aquele que analisámos antes é o da frase *As pessoas que só
gostam de si próprias são tristeso. Ao dizer isto, estamos a atribuir tristeza a todas
as pessoas que têm uma certa propriedade complexa C, ou seja, estamos a dizer
algo com a forma geral V x (Cx 
- 
Tx). A propriedade complexa C é a propriedade
que antes atribuímos a Narciso (a saber: gostar de si mesmo e de mais ninguém);
por isso, podemos substituir Cxpor (Gxx nVy (Gx1 
- 
J = x)), obtendo a seguinte
tbrmalização:
Vx ((Gxx nV1 (Gx1 
- 
J = x)) 
- 
Tx)
Interessante também é a capacidade que LPr= tem de representar afirmações
numéricas, como por exemplo .Há pelo menos duas sereias". E o predicado de
FILOSOFIA UMA INTRODUÇÂO POR DISCIPLINAS
identidade qu'e permite fazê-lo, pois as sereias serão pelo menos duas se forem
diferentes uma da outra:
31 3y ((Sr n Sy) n r 
'.y)
Se qúsermos dizer que hâ pelo menos Írás sereias, podemos fazè-lo assim (omi-
tindo alguns parêntesis, que só dificultariam a leitura):
1x3y1z(Sr n .Sy n Sz rt x * J 
^ 
! * z n x 
- 
z)
Agora, se negássemos esta última fórmula, estaríamos a dizer que não é ver-
dade que as sereias sejam três ou mais, ou seja, que elas são no mdximo duas.Uma
maneira equivalente de o fazer é:
VxVy Vz((Srn Sy,r  Sz) J(z=xv t=!))
Por ffm, se gerarmos a conjunção da aÍìrmação de que hd pelo menos duas com
a afìrmação de que não htí mais do que duas,obteremos uma formula que será verda-
deira se e somente se existirem (exactamente) duas sereias. Este procedimento é
obviamente generalizável, o que significa que, para todo o número natural n e para
toda a propriedade (simples ou complexa) P, podemos sempre representar na
linguagem de LPr= a afìrmaçáo de que hânPs. Deste modo, as afirmações da arit-
mética podem ser representadas nesta linguagem, sem que precisemos de intro-
duzir nomes para os números.
Também as frases que, em vez de nomes como .Platão>>, usam desrições defini-
das como 
"o fundador da Academiao são formalizáveis com os recursos da LPr=.
O método para formalizar estas frases foi proposto por Bertrand Russell, na sua
famosa Teoria das Descrições. Segundo este método, a frase .O fundador da Aca-
demia era aristocrata' pode ser parafraseada como .Existe pelo menos um .r tal
que: (i) x fundou a Academia e (ii) mais ninguém fundou a Academia e (iii) r era
aristocrata>. Como sabemos agora, dizer que ninguém mais além de r fundou a
Academia é o mesmo que dizer que, para todo oy, sey fundou a Academia, então
1 é idêntico a r. Portanto, aceitando a paráfrase, a frase pode ser formalizadâ como:
1x (Fxa nYy (Fya 
- 
y = x) n Ax)
Uma vantagem deste método de formalizaçáo é, segundo Russell, que ele per-
mite distinguir três maneiras que uma frase com a forma oo Fé G' tem de poder
ser falsa. Efectivamente, ela pode ser falsa: (i) porque não há Fs, ou (ii) porque há
mais do que um d ou (iii) porque, apesar de haver um único F, ele não é G. Russell
defendeu que a frase 
"O actual rei de França é calvo. é falsa da maneira (i) e não
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pelarazáo de não se encontrar nenhum rei de França no conjunto das pessoas
calvas - o que seria problemático, visto que também não se encontra nenhum no
conjunto das pessoas não-calvas6.
6. Correcção e completude
A lógica de predicados com identidade possui uma semântica bem defìnida,
dada em termos de modelos. Essa semântica diz-nos, para cada fórmula da lingua-
gem formal, quais são exactamente as condições a que um modelo tem de obede-
cer para que a fórmula seja verdadeira nesse modelo. Além disso, ela determina
como fórmulas válidas (correspondentes a verdades lógicas) aquelas que são ver-
dadeiras em todos os modelos; e, por fim, diz-nos que uma formula q é uma con-
sequência semântica de um conjunto de fórmulas I se e somente se g for verda-
deira em todos os modelos nos quais as fórmulas do conjunto f sejam todas
r-erdadeiras.
Existem, para esta lógica, diversos sistemas dedutivos. ExempliÍìcámos os dois
que são actualmente mais usados: o método das árvores e a dedução natural. Estes
métodos dão-nos um conjunto de regras de inferência muito bem definidas, por
cuja aplicação podemos derivar certas fórmulas a partir de fórmulas dadas. Esta
derivação de formulas obedecendo a regras é entendida como um processo de
demonstração: cada fórmula que conseguimos derivar é vista como uma formula
que demonstramos. Mas estará correcta esta perspectiva? Desejavelmente, anoção
de demonstração deverá estar ligada à noção de verdade, pois demonstrar alguma
coisa é provar que o que ela diz é verdade. Mas esta maneira de falar só terá iusti-
Êcação se as regras de inferência que seguimos forem realmente fìáveis, isto é, se
pudermos estar seguros de que, seguindo tais regras, tudo o que demonstrarmos
será verdade e todas as verdades poderão ser demonstradas. Colocar esta questão
a respeito de um sistema dedutivo equivale a perguntar se o sistema é correctoT e
completo.
As regras de inferência que compõem um sistema dedutivo podem ser vistas
como fornecendo, no seu conjunto, uma definição de demonstrabilidade: uma
tõrmula g serâ demonstrrivel apartir de um conjunto de fórmulas I se e somente se
ç puder ser derivada pelas regras do sistema a paftir das fórmulas do conjunto l.
Tal como adoptámos antes o símbolo tr (e a sua negação É) para representar a
6 Esta opinião de Russell é controversa. Oufros âutores consideram que, uma vez que não existe actu-
almente nenhum rei de França, aquela frase não fala acerca de nada e, por isso, quem a proferir nem dirá
algo que seia verdadeiro nem dirá algo que seja falso.
7 oCorrecto' e.correcção" têm sido adoptados como traduções portuguesas habituais dos termos
ingleses .soand' e ,,soundness,,.
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relação de consequência semânticq podemos agora adoptar o símbolo F (e a sua
negação tÉ) para representar a noção de demonstrabilidade. Como forma de res-
ponder à questão levantada no parágrafo anterior, o melhor que os lógicos podem
fazer, usando os métodos formais ao seu dispor, é comparar as duas noções - a
noção de consequência semântica e a noção de demonstrabilidade. Apesar de
terem deftnições bem distintas (a primeira em termos de modelos e a segunda em
termos de regras de inferência), será que estas duas noções coincidem quanto à
sua extensão? Esta comparação faz-se usando os dois conceitos seguintes:
Conecção:Um sistema dedutivo S é correcto (relativamente a uma ,.-an-
tica dada) se e somente se, para toda a fórmula q e todo o conjunto de fórmu-
las I, se f F g então I tr q. (O sistema não permite provar fórmulas..erradas,',
i.e. formulas que não sejam consequências emânticas de f.)
Completude: Um sistema dedutivo S é completo (relativamente a uma
semântica dada) se e somente se, para toda a formula q e todo o conjunto de
fórmulas l, se f tr g então f l- g. (O sistema permite provar todas as formu-
las ..certâs,', i.e. que sejam consequências emânticas de f.)
O método das árvores e o método da dedução natural (assim como outros
métodos, hoje menos usados, como o cálculo axiomático ou o cálculo de sequentes)
que costumâm ser apresentados para a lógica de predicados (com ou sem identi-
dade) constituem sistemas dedutivos corectos e completos. A noção de demons-
trabilidade que eles implicitamente deffnem coincide exactamente com a relação
de consequência semântica. Este facto, além de nos assegurar qÌre estamos a tra-
balhar com um método lógico fìável, pode ser usado de modo útil, por exemplo,
permitindo-nos provar que uma fórmula p não é demonstráyel a partir de um con-
junto I através da construção de um contra-exemplo, quer dizer, de um modelo
no qual todas as formulas de I são verdadeiras mas q é falsa. Pois, se existe um tal
contra-exemplo e se o sistema dedutivo é correcto, então não haverá nenhuma
demonstração de g a partir de f. Por outro lado, também podemos mostrar que
uma fórmula !.r não é falsa em nenhum modelo e, depois, mencionar a completude
como prova de que Q é demonstrável a partir de qualquer conjunto de premissas.
Este último exemplo torna saliente que, nas anteriores definições de correcção
e de completude, nada foi dito a respeito do tamanho do conjunto I de premissas.
Esse conjunto pode ser fìnito, infìnito ou mesmo vazio. Quando | é vazio, escre-
vemos simplesmente tr q para dizer que q é uma fórmula válida, ou seja, que é
verdadeira em todos os modelos. Analogamente, então, escrevemos F g para dizer
que q é vmteorema, quer dizer, uma formula para a qual existe uma demonstração
que não requer nenhuma premissa (o que é equivalente a dizer que q é demons-
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trável a partir de qualquer conjunto de premissas). Neste caso particular em que
| é o conjuntovazio,a correcção diz-nos que todos os teoremas são fórmulas váli-
das e a completude diz-nos que todas as fórmulas válidas são teoremas.
7. Lógicamodal proposicional
A lógica modal é a lógica do possível e do necessário. Aqui iremos considerar
epenas a parte proposicional dessa lógica (LMP), o que signiftca que regressaremos
à linguagem da lógica proposicional clássica - com as suas letras esquemáticas de
frase, cinco conectivas e parêntesis - e a enriqueceremos com dois operadores
modais: a caixa, isto é, o símbolo tr, para representar o advérbio ..necessariamente'
ou a expressão .é necessário que.; e o diamante, isto é, o símbolo o, para repre-
sentar 
"possivelmente'> ou "é possível que'. Do ponto de vista gramatical, estes
operadores funcionam do mesmo modo que a negação: prefixam-se a uma frase
para gerar uma nova frase. Quanto ao seu significado, podemos começar por con-
trastá-lo da seguinte maneira: dada uma afirmação X, (i) 
-Xserá verdadeira se e
somente se X não for verdadeira, (ii) oX será verdadeira se e somente se houver
elguma possibilidade de X ser verdadeira e (iii) trX será verdadeira se e somente
se Xfor uma verdade necessária.
Na realidade, tal como antes no caso dos quantiÍicadores, também aqui pode-
riame5 adoptar apenas um operador modal e definir o outro com o auxílio da nega-
$o. Pois dizer que uma coisa é necessariamente de um certo modo é o mesmo que
ilizer que não é possível que ela não seia desse modo (ou seja, trX tem a mesma
tbrça que 
- 
o 
-4; e, em senddo inverso, dizer que uma coisa poderia ser de um
certo modo equivale adizer que não é necessário que ela não seja desse modo (ou
*ia, ÇX diz o mesmo que 
- 
! 
-D. Por comodidade, e para facilitar a leitura das
fórmulas, usaremos os dois operadores modais.
Dispondo destes novos símbolos, há diversas frases que passamos apoder for-
mahzar, tendo em conta que a linguagem natural, com a sua criatividade caracte-
ristica, tem muitas maneiras de expressar as noções modais. Eis alguns exemplos:
.Platão poderia ser um político famosoo, .As contradições não podem ser verda-
deiras., .Necessariamente, se eu penso, então existo", ..Q 1ns1d9 tem de ter um
s-om€Ço no tempo>, .O céu é azul, mas poderia ser verde ou laranja., .Necessaria-
mente, amanhã haverá ou não haverá uma batalha navalo. De especial interesse,
para a lógica modal, são as frases nas quais os operâdores modais são múltiplos e
interagem uns com os outros, como por exemplo nestes casos:
la. Se é necessário que Deus exista, então é possível que seja necessário que
Deus exista.
lb. (nP * oúP)
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2a. Necessariamente, se Deus existe, então é possível que seja necessário que
Deus exista.
2b. a(p 
- 
onP)
3a. É possível que o universo tenha de ter um ftm, mas não é possível que isso
seja impossível.
3b.  (o lpn 
-o-op)
4a. Necessariamente, se posso ser poeta, então posso necessariamente ser
Poeta.
4b. n(oP"* nop)
Os operadores modais não são verofuncionais e isso dificulta a tarefa de cons-
truir uma semântica para a lógica modal. EnquaÍÉo na lógica proposicional clássica
pudemos usar tabelas de verdade para explicar o modo como funcionam semanti-
camente as conectivas, já não podemos fazer o mesmo quando âcrescentamos cai-
xas e diamantes à linguagem formal. Ao contrário do que acontece com a negação
e com as outras conectivas, aqui, o valor de verdade de uma frase Xnão determina
de modo único o valor de verdade dos compostos trX e oX. Duas frases X e Í
podem ser ambas verdadeiras e, no entanto, nX e ! Ypodem ter valores diferentes:
por exemplo, isso passa-se com X = .O céu é azulo e Y= .Se o céu é azul, então o
céu é azulo. E também existe a possibilidade de duas frases X e Y serem ambas
falsas, ao mesmo tempo que oX e o Y têm valores diferentes: é o que acontece,
por exemplo, comX= 
"Cunhal não é comunista' e Y=.Cunhal não é Cunhal".
De facto, há verdades que são necessárias e outras que não o são, e o mesmo se
aplica às falsidades.
Para ultrapassar este obstáculo, os lógicos contemporâneos (merecendo aqui
especial destaque o trabalho de Saul Kripke no início dos anos 1960s) recuperaram
a noção leibniziana de uma pluralidade de mundos possíveis e procuraram enten-
der as verdades necessárias como verdades que o são, não apenas neste mundo em
que efectivamente vivemos, mas em todos os mundos possíten A noção intuitiva de
mundo possível parece simples de compreender: quando imaginamos que uma
certa coisa poderia ser diferente do que é, o que estamos a imaginar é um mundo
possível no qual essa coisa é diferente (e tudo o resto pennanece go"l).Quando
digo que eu poderia ter nascido na Índia, isso pode ser interpretado como que-
rendo dizer que há um mundo possível no qual eu, em vez de nascer em PortugâI,
nasci na Índia. Analogamente, quando digo que eu não poderia ser um peixe, isso
deixa-se interpretar como signifìcando que não há nenhum mundo possível no
qual eu seja um peixe. Os mundos possíveis são assim uma espécie de cenários
alternativos e completos (uma vez que tudo neles se encontraria especificado).
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Obviamente, o mundo em que efectivamente estamos - que os lógicos se habitu-
eram a chamar oo mundo actual. - é um dos mundos possíveis.
É claro, no entanto, que estas explicações da noção de mundo possível são
insuficientes. Se quisermos levar os mundos possíveis a sério (como muitos fìlóso-
fos contemporâneos fazem), teremos de perguntar o que é que eles realmente são.
Têm sido propostas diferentes concepções aesse respeito. Alguns consideram que
os mundos possíveis ão exactamente como o mundo acfuat compostos de objec-
tos ffsicos, situados no espaço e no tempo (ou com objectos fora do tempo, se tal
for possível), mas um espaço e um tempo que não é o deste mundo. Outros consi-
deram antes que os mundos possíveis ão entidades abstractas, como conjuntos de
proposições ou, então, modos diferentes de dispor e combinar as coisas deste
mundo. Outros ainda defendem, mais simplesmente, que, tal como as fadas, os
mundos possíveis ão coisas que não existem, mas a respeito das quais podemos
fazer afìrmações verdadeiras. A controvérsia acerca deste assunto é bastante acesa,
mas o desenvolvimento da lógica modal não é afectado por ela, na medida em que,
qualquer que venha a ser a resposta que pareça mais adequada, ela serve para a
lógica. Quer dizer, para o trabalho que a lógica modal faz com eles, os mundos
possíveis podem ser objectos de qualquer tipo: é preciso âpenas que nunca haja
tãta deles e que, a respeito de cada mundo !.r, possâmos dizer coisas como
e fórmula g é verdadeira (ou falsa) em p'.
Tal como acontecia na lógica de predicados, a semântica da lógica modal pro-
posicional (LMP) é dada em termos de modelos. Para os diferenciar, podemos
chamar-lhes modeloqn , sempre que o contexto não torne isso suffcientemente
claro. Um modelorn, é composto por: (i) um conjunto M de mundos possíveis;
(ü) uma relação binária'chamada relação de acessibilidade - definida sobre esse
conjunto M; e (iii) uma função que atribui um dos dois valores de verdade a cada
letra esquemática de frase em cada mundo pertencente a M. A relação de acessi-
bilidade é um instrumento necessário para dar representação formal à noção de
possibilidade relativa. De facto, quando pensamos e falamos acercado possível e
do necessário, muitas vezes relativizamos as nossas afirmações modais a certas
situações de referência. Por exemplo, a respeito de uma mulher que está casada,
podemos dizer que ela pode divorciar-se; mas, se tomârmos como referência uma
outra situação em que ela é solteira, o que na situação anterior era possível agora
iá não é. Outro exemplo: relativamente ao mundo actual, não é possível que eu vá
emanhã assistir a um espectáculo na Ópera do Tejo; mas, relativamente a um
mundo possível no qual o terramoto de Lisboa de 1755 não aconteceu e aquele
edifício foi preservado, tal seria possível. Neste caso, estamos a considerar três
mundos possíveis - o mundo actual (po), o mundo em que a Ópera do Tejo foi
preservada (p,) . o mundo em que vou amanhã assistir a um espectáculo na Ópera
do Tejo (pr) -, e podemos apreciar que o que se passa em p, é possível relativa-
mente à situação existente em p, (dizemos então gue lrz é acessível apartir de p,,
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ou que Wlvê lL2), mas não é possível relativamente à situação actual (i.e., po
não vê pr).
Dado um modelo d, corno seu conjunto de mundos, a sua relação de acessibi-
lidade entre mundos e a sua valoração das letras esquemáticas da linguagem em
cada mundo, podemos definir, para todas as formulas de LMP, em que condições
é que elas são verdadeiras em cada um dos mundos de d. As fórmulas simples,
constituídas apenas por uma letra, recebem em cada mundo o valor de verdade
que a função do modelo lhes atribui. As negações, conjunções, disjunções, condi-
cionais e bicondicionais - ou seja, os compostos verofuncionais - recebem em cada
mundo o valor que as respectivas tabelas de verdade determinam. Por exemplo, a
conjunção (p n q) será verdadeira num mundo U, se e somente sep for verdadeira
em Èr e q for verdadeira em p. Isto signiffca que o valor destes compostos verofun-
cionais em cada mundo não depende em nada do valor que os seus componentes
imediatos tenham noutros mundos. O mesmo iânáo acontece com as fórmulas
modalizadas, pois uma formula trq será verdadeira num mundo p se e somente se
q for verdadeira em todos os mundos vistos por p; e og será verdadeira num
mundo p se e somente se q forverdadeira pelo menos num mundo visto por pr.
Com base nestas definições de modelorr" e de verdade num mundo, podemos
fìnalmente defìnir as noções de fórmula válida e de consequência semântica. Uma
fórmula q será válida (em símbolos: c p) se e somente se q for verdadeira em todos
os mundos de todos os modelos. E uma fórmula ç será uma consequência semân-
tica de um conjunto de f,ormulas I (em símbolos: f F q) se e somente se q for
verdadeira em todos os mundos de cada modelo nos quais as fórmulas pertencen-
tes a I sejam todas verdadeiras.
A lógica modal proposicional é uma extensão da lógica proposicional clássica
e, por isso, todas as formulas válidas desta são também válidas naquela. A questão
de saber quais são as novas validades trazidas pela lógica modal levanta um pro-
blema filosóftco importante, pois não existe consenso suficiente a respeito de quais
são, no domínio das modalidades, as verdades lógicas que deveríamos reconhecer
como tais. Por exemplo, será (trp * tr np) uma verdade lógica? Será tr ôp uma
consequência lógica de otrp? Talvez sejam. Depende. O modo como os lógicos
contemporâneos (desde os tempos de C. I. Lewis) têm lidado com este problema
é desenvolvendo, não um, mas vários sistemas de lógica modal - estudando bem
as propriedades de cada um deles e procurando relacionar depois, de algum rnodo,
esta multiplicidade de lógicas modais com a reconhecida multiplicidade de con-
ceitos diferentes de necessidade  possibilidade que usamos em áreas de estudo
distintas.
Pela defìnição dada, uma formula de LMP será válida se for verdadeira em
todos os mundos de todos os modelos. É então óbvio que a extensão do conceito
de fórmula válida dependerá do conjunto dos modelos disponíveis. Uma fórmula
que é válida relativamente a um certo conjunto de modelos poderá não o ser rela-
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tivamente a um coniunto maior, onde podem surgir mundos, antes não incluídos,
nos quais a formula seja falsa. A maneira apropriada de fazer variar o conjunto de
modelos é impondo condições diferentes à relação de acessibilidade ntre mundos
que faz parte de cada modelo. Explicámos o signifìcado que atribuímos a esta rela-
ção binária, mas não dissemos mais nada a seu respeito. Será uma relação simétrica,
segundo a qual sempre que um mundo p, é possível relativamente a um mundo p,,
!r, também é possível relativamente a Fz (!rr e p, vêem-se um ao outro)? Será uma
relação transitiva? Que outras propriedades terá? Convém revermos aqui algumas
das propriedades mais frequentes das relações binárias. Uma relação binária R
definida sobre um conjunto Á pode ser:
. serial (em Á) se e somente se para todo o x € Á, existe algum/ € Á tal que
Rx1
. reflexiva (em Á) se e somente se para todo o x e A, Rxx
. simétrica se e somente se paÍa todo o r e todo oy, se Rry então Ryr
. transititra se e somente se para todo o x, j e z, se R;ry e R1z entáo Rxz
. total (em Á) se e somente se para todo o x e 1 e A, Rxy
Os diversos sistemas de lógica modal diferem entre si precisamente pelas con-
dições diferentes que impõem à relação de acessibilidade ntre mundos. Os siste-
mas mais conhecidos e mais usados são os seguintes:
Sistema Arelação de acessibilidade tem de ser
K " nenhuma condição
D serial (em,44)
T reflexiva ("*'D
B reflexiva (r M e simétrica
54 reflexiva (.- ,4lD e transitiva
55 reflexiva ("* À0, simétrica e transitiva
A lógica K é uma lógica muito fraca, com poucas fórmulas válidas (porque
é aquela cujo conjunto de modelos é maior, iá que não impõe nenhuma condição
a relação R). Apesar disso, todas as formulas que resultem da necessitação de (ou
prefixação do operador tr a) validades da lógica proposicional clássica são válidas
em K. Por exemplo: n (p u 
-p), t (p 
- 
p),.(p 
- 
(q 
- 
p)), n ((p n q) 
- 
p), etc.,
são fórmulas válidas nesta lógica. Além disso, segundo K, se uma condicional e o
seu antecedente são ambos necessários, então o seu consequente também será
necessário; quer dizer, a lógica K autoriza a distribuição do operador de necessi-
dade sobre a condicional, como ocorre na seguinte validade: tr(p * q) + (np +
- 
aq). Ourras validades em K são, por exemplo, tr(p 
^ 
q) * (np n aq) e
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(np v A q) --- I (P v 4) . Mas, em K, de uma fórmula ser necessariamente verdadeira,
não se segue que ela seja verdadeira, nem sequeÍ que isso seja possível. Apesar da
sua fraqueza, K é abase sobre a qual se constroem as outras lógicas (listadas acima).
Como todos os modelos de qualquer das outras lógicas são modelos de K as for-
mulas válidas em K são também válidas em todas as outras lógicas. As outras lógi-
cas são extensões de K, que lhe acrescentam novas validades.
Na lógica D, a acessibilidade éserial, o que signiftca que todos os mundos vêem
algum mundo. A serialidade de R juntamente com as condições de verdade de trg
garantem que, sempre que uma fórmula trç é verdadeira num mundo p, há algum
mundo que p vê e q é verdadeira nesse mundo. Ora, se q é verdadeira nalgum
mundo visto por p, então oq é verdadeira em p. Portanto, ao contrário do que
acontecia em K, em D a necessidade implica possibilidade (a fórmula Dp'-- çP é
válidaemD).
Na lógica T, a acessibilidade é reflexiva, o que signiftca que todos os mundos
se vêem a si próprios. Repare-se que a reflexividade implica serialidade e, por isso,
jP 
- 
o p também é válida em T. Mas T é ainda mais forte do que D e, em T, temos
pela primeirâ vez um conceito de necessidade 
"alética", quer dizer, um conceito
que obedece ao princípio de que a necessidade implica verdade: se trq é verdadeira
num mundo p, então q também é verdadeira em p (uma vez que p se vê a si pró-
prio).
Há alguma necessidade que não seja alética? Sim, a chamada necessidade
moral, que se expressa em afirmações do género de 
"As promessas têm de ser
cumpridas". Pois é sabido que as pessoas nem sempre ftzem o que devem. O sis-
tema D, com o seu princípio característico Dp 
- 
a p (o qual pode ser interpretado
como expressão do princípio kantiano de que oo dever implica poder.), tem sido
visto por muitos autores como podendo ser adoptado como sistema de 
"lógica
deôntica'. Nesta lógica, o possível é aquilo que é moralmente aceitável ou permis-
sível, enquanto o necessário é o obrigatório, aquilo que é exigido pelos princípios
morais.
Já a necessidade pistémica é claramente alética, ou seja, verifica o princípio
Ep 
- 
p da lógica T. Na chamada .lógica epistémica", o operador de necessidade
é interpretado como sinónimo de .É sabido que> e considera-se que o possível é
aquilo que é consistente com o que se sabe. Será a lógica do conhecimento uma
lógica mais forte do que T? Os epistemólogos discutem a coÍïecção do chamado
.princípio da introspecção', que aftrma que se sabemos quep, então sabemos que
sabemos que p. Se a lógica epistémica tiver de validar este princípio, talvez seja
melhor procurá-la em 54, onde trp --* tr trp é uma fórmula válida.
Os sistemas B e 54 são ambos extensões de T, mas nenhum é mais forte do que
o outro. Todas as fórmulas válidas em T são válidas em B e em 54. mas há fórmulas
que são válidas em B e não em 54 e há fórmulas que são válidas em 54 mas não em
B. Com estes dois sistemas, começamos finalmente t dizer coisas interessantes a
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respeito das modalidades iteradas. Em 54, onde a acessibilidade éreflexiva e tran-
sitiva, as verdades necessárias ão necessariamente necessárias, o que por sua vez
também implica que, se um estado de coisas é possivelmente possível, então ele é
possível (o op --- op é válida em S4). Em B, por seu lado, onde a acessibilidade é
reflexiva e simétrica, aceita-se que aquilo que é verdadeiro é necessariamente pos-
sível:p 
-üop e o Dp +p são ambas válidas em B.S5 é o sistema mais forte, com o coniunto maior de formulas válidas (e que
inclui todas asvalidades dos outros sistemas). Nos modelos de 55, os mundos vêem-
-se todos uns âos outros (o efeito é o mesmo que obteríamos se exigíssemos que a
acessibilidade fosse uma relação total). Por isso, nas condições de verdade de trq,
a referência à acessibilidade ntre mundos é inútil; poderíamos dizer apenas: trq
é verdadeira num mundo U, se e somente se e é verdadeira em todos os mundos
(pois os mundos vistos por p sáo todos os mundos). Em 55 aceita-se como válido
que, se uma verdade pode ser necessária, então ela inecessária (onp 
- 
Dp); 
"também que, se algo é possível, então é necessariamente possível (op --- tr op).
Além da necessidade moral e da necessidade pistémica, que já mencionámos,
é habitual distinguirem-se ainda os conceitos de necessidade (e possibilidade)
ffsica, metaffsica e lógica. Fisicamente necessário éaquilo que é determinado pelas
leis da natureza. É nesse sentido que podemos affrmar, por exemplo, que não é
possível üajar mais rápido do que a luz. Mas o raciocínio metaffsico considera
muitas vezes possibilidades que implicam que as leis da natureza fossem diferentes
do que são. Neste sentido, já poderíamos então afirmar que seria possível viajar
mais rápido do que a luz. E isto é também algo que é logicamente possível. É dis-
cutível qual seja a melhor caÍãcterizaçío da necessidade metaftsica e da necessi-
dade lógica, mas muitos autoredpropõem as seguintes: metafisicamente necessário
é aquilo que é exigido ou determinado pela essência das coisas, e logicamente
necessário é aquilo que é verdadeiro unicamente em virtude do signifìcado das
e4pressões usadas. Igualmente controversa é a questão de saber qual seria o sistema
de lógica mais adequado para representar estes diferentes conceitos de necessi-
dade. Muitos ftlósofos têm defendido que o sistema 55 é especialmente adequado
para lidar quer com a necessidade lógica quer com a necessidade metafísica. Mas
também há quem discorde disso, argumentando por exemplo que a acessibilidade
metaffsica não é transitiva.
O método lógico mais fácil de usar para estes sistemas modais é o método das
árvores. As árvores para o sistema S5 são as mais simples de todas (porque, como
apontámos antes, nas condições de verdade de nq e oq, a referência à relação de
acessibilidade pode ser eliminada). Quando se escreve uma fórmula num nó de
uma árvore, fazemo-la agora acompanhar por um número natural - como, por
exemplo: tr(p 
- 
q),3 - querendo com isto dizer que tr(p 
- 
4) é verdadeira no
mundo F.. Se queremos testar a validade dedutiva (em 55) de um argumento,
começamos a árvore com a suposiSo de que cada uma das premissas e a negação
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da conclusão são verdadeiras em Fo. (Se o que queremos é testar se uma formula
é válida em S5, começamos por supor que a sua negação é verdadeira em po.) As
regras para as conectivas verofuncionais são as mesmas que em LPC, acrescen-
tando-se agora apenas o número do mundo possível considerado. Para os opera-
dores modais, existem quatro novas regras:
. regra da possibilidade negada: se 
- 
o q, i ocorre num nó de um caminho, acres-
centa-se ao caminho um nó com tr-g, l'(e marca-se o nó inicial com r').
. regra danecessidadenegada: se 
- 
tre, i ocorre num nó de um caminho, acres-
centa-se ao caminho um nó com 0-e, i (e marca-se o nó inicial com/);
. regra dapossibilidade afrmada: se oe, i ocorre num nó de um caminho, acres-
centa-se ao caminho um nó com q,7, sendoT um número novo, que ainda
não ocorra no caminho (e marca-se o nó inicial com {);
. regra da necessidade afirmada: se Eç, i ocorre num nó de um caminho, acres-
centa-se ao caminho nós com e, j,para cada número j que jâ ocorra ou que
surja entretanto no caminho (não se marca o nó inicial coÍrr {, porque
podem surgir ainda novos números e termos de continuar a aplicar a regra).
Os caminhos da árvore fecham quando nèles se obtêm contradições, isto é,
quando, para alguma fórmula q e algum número i, g, i e 
- 
q, i ocoÍïem ambos no
mesmo caminho. Se todos os caminhos de uma árvore fecharem, a inferência é
dedutivamente válida (a conêlusão é demonstrável em S5 a partir das premissas)
ou, se a lista inicial tiver apenas uma fórmula negada 
-q, a formula g é um teorema
de S5. Se houver pelo menos um caminho da árvore que não fecha, a inferência
não é válida em S5 ou p não é um teorema de S5 (e, por isso, também não será uma
inferência válida ou um teorema de nenhuma das outras lógicas modais mais
fracas).
Exemplificaremos agora o uso deste método construindo uma árvore parapro-
var que, em 55, (op n aq) F o(p n ü4):
í1)
(2)
(3)
(op n nq),0 {
- 
o(p n r:q),O r'
op,o {
Úq,o
tr- (p n trq), 0
premissa
negação da conclusão
regra da n aplicada a (1)
regra da n aplicada a (1)
regra da 
- 
o aplicada a (2)
(4)
(s)
P' l
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regra da o aplicada a (3)
regra da n aplicada a (4)
regra da I aplicada a (4)
regra da tr aplicada a (5)
regra da tr aplicada a (5)
regrada ô regrada !
aplicada a (13-2) aplicada a (4)
Contradição
com (13-3)
regra da tr
aplicada a (4).
Contradição com
(r4-2)
(6)
(7)
(8)
(e)
4,0
(10)
(1D
1
-P,7(r2) x
4,1
-Qt n Eq),0 {
-Qt n aq), | /
O-q, l  r '
-8,2
8,2
x
r ' \
-p,0 - lq,O r '
\  O-q,0 r '
-Dq,I
regra da 
-n aplicada a (9)
regra da 
- 
!
regra da aplicada a (Il-2)
- ^ 
aPlicada a
(10). Contradição
entre (6) e (Iz-L)
-t1,2 regra da regra da o
-tr aplicadaa aplicada a(12-3)(r2-2)
(13)
(14)
(1s)
8,2
x
Observe-se que as formulas em (a) e (5), quando lhes é aplicada a regra da
necessidade afìrmada, não são marcadas com o sinal r' e Íìcam disponíveis para
novas aplicações da regra, motivadas pelo aparecimento de novos números no
caminho. Em (11), quando é aplicada a regra da conjunçáo negada a (9), a árvore
tÍhrrca. Desenvolvemos primeiro o caminho da direita. Em (13-3) aparece um novo
número (por obra da regra da o) e isso conduz a uma nova aplicação da regra da
- a (4), gerando assim a contradição e o encerramento do caminho da direita.
lbltamos a (11), ao lado esquerdo. De novo, aplicando a regra da conjunção negada
e (10), o caminho divide-se em dois (I2-I e l2-2). Mas o caminho da esquerda fecha
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logo, por contradição com (6). Resta desenvolver o caminho do centro. Também
aqui, novamente, aparece um número novo em (14-2) por obra da regra da o e
isso conduz a uma nova aplicação da regra da tr a (4), gerando a contradição. Todos
os caminhos fecham e, por isso, a inferência é válida em 55. Significa isso que
o(p n n4) é uma consequência semântica (em 55) de (op n rq)? Sim, porque
este conjunto de regras é correcto e completo relativamente à semântica de S5.
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