Abstract-The Bayesian solution is known to be optimal for symbol-by-symbol equalizers; however, its computational complexity is usually very high. The signal space partitioning technique has been proposed to reduce complexity. It was shown that the decision boundary of the equalizer consists of a set of hyperplanes. The disadvantage of existing approaches is that the number of hyperplanes cannot be controlled. In addition, a state-search process, that is not efficient for time-varying channels, is required to find these hyperplanes. In this paper, we propose a new algorithm to remedy these problems. We propose an approximate Bayesian criterion that allows the number of hyperplanes to be arbitrarily set. As a consequence, a tradeoff can be made between performance and computational complexity. In many cases, the resulting performance loss is small, whereas the computational complexity reduction can be large. The proposed equalizer consists of a set of parallel linear discriminant functions and a maximum operation. An adaptive method using stochastic gradient descent has been developed to identify the functions. The proposed algorithm is thus inherently applicable to time-varying channels. The computational complexity of this adaptive algorithm is low and suitable for real-world implementation.
I. INTRODUCTION

E
QUALIZERS are commonly used in digital communication systems to compensate for the channel effect. These equalizers can be classified as linear or nonlinear. In general, nonlinear equalizers may perform better, but their computational complexity is higher. One exception is the decision feedback equalizer (DFE). The DFE is a nonlinear equalizer, but its computational complexity is low. In many applications, the linear equalizer or the DFE cannot give satisfactory results, and a more sophisticated nonlinear equalizer is required [22] , [23] . Two kinds of nonlinear equalizers are well known: sequence estimation and symbol-by-symbol equalizers. The optimal sequence estimation equalizer is known to be the maximum likelihood sequence estimation (MLSE) [1] , whereas the optimal symbol-by-symbol equalizer is the Bayesian equalizer [2] . Although the MLSE yields the lowest bit error rate, its processing delay is larger, and its channel tracking ability is lower making it less effective for time-varying channels [24] . In this paper, we concentrate on the symbol-by-symbol equalizer.
Although the Bayesian equalizer is optimal, its computational complexity is significantly higher than that of linear equalizers.
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Thus, many nonlinear algorithms have been employed to approximate or realize the Bayesian solution. In general, the structures of these algorithms allow a tradeoff between performance and computational complexity. These algorithms include the polynomial-based nonlinear equalizer [3] , [4] and the artificial neural network [5] - [12] . The disadvantages of these approaches are long training times and lack of methodologies for architecture selection. In addition, their computational complexities may still be too high for many applications. Efficient algorithms for solving the Bayesian equalization problem were then developed. The support vector machine (SVM) approach [13] , [14] , which is a nonlinear modeling tool, was applied to nonlinear equalization. It was shown that the computational complexity of the SVM can be much lower than polynomial and neural network-based equalizers. However, the learning algorithm in the SVM needs to solve a quadratic programming problem. The optimization method is somewhat computationally intensive. The other type of efficient algorithm employs the signal space partitioning technique [15] - [18] . This type of approach treats equalization as a classification problem. It has been shown that the Bayesian decision boundary consists of a set of hyperplanes when the signal-to-noise ratio (SNR) is infinite [17] . In [15] and [16] ,the authors used a combinatorial search and optimization process to find these planes. Despite its high computational complexity, this method is not guaranteed to obtain the asymptotic Bayesian solution. It has been shown [17] that the hyperplanes can be formed by so-called dominant signal state pairs. A simpler method was proposed in [17] to search for these dominant pairs. This design is guaranteed to asymptotically achieve the Bayesian solution. The signal space partitioning techniques mentioned above all require channel information for signal state calculation. The number of hyperplanes and dominant states also depends on channel characteristics. If the channel response changes, the hyperplanes must be recalculated. Thus, these approaches are inefficient for time-varying channels. An alternate method proposed in [25] partitions the signal space into several subspaces using the value of a received signal symbol. A hyperplane is then used for the decision boundary in each subspace. The problem with this approach is that the decision boundary in each subspace may not be well approximated using a single hyperplane.
In this paper, we propose a new method that provides efficient approximation of the Bayesian solution. As in [15] - [18] , we use a set of hyperplanes to form the decision boundary; however, the implication of these planes and the method for finding them are quite different. In existing methods, the number of hyperplanes is determined by channel responses. In our approach, the number of hyperplanes is arbitrarily set. The hyperplanes found by the proposed algorithm are generally different from those found by the method in [15] - [18] . Our method allows an easy tradeoff between complexity and performance. In many cases, we can make the performance loss small, whereas the computational complexity reduction is large. Another feature is that the parameters of these hyperplanes can be adaptively identified using a stochastic gradient descent method. As a result, the proposed equalizer can be effectively applied to time-varying channels. Signal detection is performed using a set of parallel linear discriminant functions followed by a maximum operation. The computational complexity of the proposed equalizer is low and suitable for real-world implementation.
This paper is organized as follows. Section II describes the symbol-by-symbol and optimum Bayesian equalizers. Section III discusses the concept and algorithm of the proposed equalizer. Section IV shows simulation results that demonstrate the effectiveness of the proposed equalizer. Section V gives some concluding remarks.
II. PROBLEM STATEMENT
A typical digital communications system is shown in Fig. 1 , where denotes the transmitted symbol, the channel output, the channel noise, the received signal, the equalizer output, and the equalizer output decision where is the desired output delay. Let be the memory length of the channel, be the channel input vector, and the channel input and output be characterized by a mapping function . We then have the following relationship: (1) To simplify the problem, we assume that is a binary phase shift keying (BPSK) signal, i.e.,
, and is an additive white Gaussian noise (AWGN) with variance . Conventionally, equalization is treated as an estimation problem, and the output of the equalizer is viewed as an estimate of . Let the memory length of the equalizer be , be the equalizer input vector, and the relationship between the equalizer input and output be described by a mapping function . A criterion is then optimized to find the unknown function. The minimum mean-square error (MMSE) criterion expressed as is a commonly used one. Once the optimal function has been found, say, , the equalizer output may be , and the decision if and if . Finding the optimal function may not be always desirable. A simpler approach is to use a predetermined function with unknown parameters and minimize the same criterion to find the parameters.
There is yet another way to solve the equalization problem. Let and . From (1), we have (2) If noise is absent, the equalizer output is then . From Fig. 1 , we know that the memory size for the whole system is . Thus, we have
where and denotes a vector mapping function. Since has two possible values 1 or 1, has , which is possible combinations. From (3), we see that also has possible combinations. We call the signal vector and its possible values signal states. In practice, noise is always present. From (2), we see that will form clusters in a -dimension Euclidean space. Thus, if we can classify the space into two subspaces corresponding to or 1 and determine to which subspace a given belongs, we solve the equalization problem. Thus, channel equalization can be viewed as a classification problem [7] . Denote as the signal state, , as the -dimension Euclidean space, and the set of all possible signal states in the space as (4) We call the signal state set. Two subsets of are defined as
The equalizer is then used to classify the received signal space (in ) into two regions and assign each region a decision value. This can be formulated as the hypothesis testing problem described as follows:
where is a discrete random vector, and its possible values are in . The optimum decision rule for this hypothesis testing problem is the Bayesian decision rule minimizing the probability of error, i.e., (8) Under the AWGN assumption, it was shown in [7] that the Bayesian decision rule is (9) where (10) III. PROPOSED EQUALIZER
A. Approximate Bayesian Criterion
Although the Bayesian solution is optimal (in the minimum error probability sense), the computational complexity is usually very high because in (10) , there are exponential terms to be evaluated, and grows exponentially with . In this section, we propose a new method for solving this problem. Our idea is to reduce the number of terms involved in (10) . First, we approximate (9) and (10) using the following decision rule:
Because the exponential operation is a monotonic function, the second equality in (12) holds. Due to the rapid-decay property of the Gaussian function, the decision using (11) and (12) usually provides a good approximation to that using (9) and (10). It is straightforward to see that the smaller the noise level, the smaller the approximation error. The decision using (11) and (12) is asymptotically identical to that using (9) and (10) . It is simple to show that the decision boundary of (11) always consists of hyperplanes regardless of noise variance. The advantage of using (11) and (12) is that we do not have to evaluate exponential functions. However, we still have inner product terms to evaluate. To reduce computation, we divide (as well as ) into some subsets and merge states in each subset into a new state. If we let the number of all subsets be , we then have new states. How to determine these new states optimally becomes the key problem. As we show below, the optimal new states are usually not in the signal space. For this reason, we call them pseudo states. Denote the set consisting of the pseudo states as . We can then further approximate (12) as (13) We now have inner product terms to evaluate instead of . If is significantly smaller than and equalizer performance is not affected, then the goal of complexity reduction has been achieved. As [17] showed, the Bayesian decision boundary consists of a set of hyperplanes if noise is absent. Each hyperplane is determined by a dominant state pair (a state in and another state in ). Only those terms associated with the dominant states need be evaluated. The number of dominant pairs, however, is determined by the channel response. Although our approach also leads to a decision boundary consisting of hyperplanes, there are some fundamental differences to the method in [17] . First, the number of pseudo states can be set arbitrarily in our approach and is not dependent on channels. We can then easily trade performance for complexity. Second, the pseudo states are found through minimization of some criterion and not by searching in space. Thus, the stochastic gradient method can be applied, and this results in an adaptive equalization algorithm. Note that hyperplanes found by the method in (13) are generally not identical to those by the method in [17] . The key problem is, as mentioned above, how to find those pseudo states. As we will show, our method is simple and effective.
B. Equalization Using a Single Hyperplane
We start with a simple case in which the number of pseudo states is two (i.e., one for and the other for ). From (13), we can see that the decision boundary is just a hyperplane. We propose using the following MMSE criterion and nonlinear function to estimate the pseudo states: (14) where (15) where and denote the pseudo states. Derivation of the nonlinear function in (15) is shown in the Appendix. Equation (15) corresponds to the MMSE estimate of when the number of signal states are two and their values are known. Thus, we can say that if the number of signal states is actually two, the solution of (14) will give the true signal states. In general cases, the number of states in is greater than two. How do we interpret the equalization results using the pseudo state found in (14) and (15) 
, when is 1, and , when is 1. Note that is the same as in (15) . We introduce this notation for later development convenience. From (16) and (17), we can observe that the form of the cost function is similar for both transmitted symbols. Only the output definition is different. If the signal state for a transmitted symbol is in and the received signal is closer to than , using the decision rule (13), we find that the decision is 1 and that it is correct. However, if is closer to than , the decision is 1, and it is wrong. Note that if is small, the nonlinear function in (17) approaches a step function. When the decision is correct, the cost function tends to be 0. When the decision is wrong, the cost function tends to be a constant 4. The result is similar for the case in which the transmitted symbol signal state is in . This property has a significant implication, as described below.
A standard technique for classification employs a set of discriminant functions. A discriminant function is designed to have a maximum value for a certain class of objects. As [26] reveals, a classifier using a discriminant function will yield a minimum classification error probability if the parameters of the function is obtained by minimizing a cost function that gives 0 value when the decision is right and a constant when the decision is wrong. As described above, we treat equalization as a classification problem. Two functions in (13) actually correspond to two discriminant functions. Thus, we conclude that equalization results using the decision rule in (13) , and the associated pseudo state estimates found in (14) and (15) will achieve a minimum error probability.
Since (14) is highly nonlinear, it is difficult to obtain the solution directly. Here, we employ the adaptive method to solve the problem. There are at least two advantages to this approach. First, the optimal solution can be found using a process called training, and the computational complexity of the training algorithm is usually very low. Second, the equalizer can be continuously trained using former decisions such that it can operate in a time-varying environment. The specific method we use is called the steepest descent method [27] . Let , and . For equations shown below, if the signal state for a training symbol is in , then . Otherwise, . Using the chain rule, we can have the gradient vectors from (16) . Then, the update equations are given as (18) (19) where is the step size. As we can see, the computational complexity requirement for the adaptive algorithm is quite low. Once the pseudo states are obtained, we can have as
The decision is then .
From the stand point of classification, (20) and (21) We now use an example to describe the algorithm proposed above.
Example 1: Consider a linear channel with memory length and impulse response {1,0.5}. Since the channel is linear, the output is obtained using a convolution of and the channel response. Let and . Thus, , and eight signal states result. The signal state set is then divided into two subsets corresponding to and .
The noise variance is set to 0.05. The proposed algorithm is applied to carry out equalization, and the result is shown in Fig. 2 in which the symbol "o" denotes the signal state corresponding to , and "x" denotes the signal state corresponding to . Since , the received signal space is a plane, and the decision boundary is a one-dimensional curve. As we can see from the figure, the decision boundary of the proposed algorithm is linear, which was expected. It is also interesting to note that the determined pseudo state in (or ) is quite close to one of the states in (or ). From the figure, it is apparent that there is much room for performance enhancement. If we can break the decision boundary into smaller pieces and approximate each piece using a linear boundary, we can better approximate the optimal decision boundary. To implement this idea, we must then subdivide (or ) into smaller subsets. This is elaborated upon in the next subsection.
C. Equalization Using Multiple Hyperplanes
In the previous subsection, we developed an equalization algorithm using a single hyperplane. The signal state set was divided into two subsets corresponding to , and two pseudo states were used. In this subsection, we extend this method to accommodate the general equalization problem. The idea is to subdivide each signal state set into more subsets. Each subset is represented by a pseudo state. A hyperplane decision boundary is then determined using a pair of pseudo states. Our subdividing approach is simple and straightforward. For example, the signal state set can be divided into four subsets corresponding to and or one corresponding to and . To have a general formulation, we first rewrite the input vector as a combination of three vectors. 
If
, we then have two signal subsets, and this degenerates to the case discussed above. We then define pseudo states to represent the corresponding subsets. Thus, we have decision regions associated with these subsets. For the time being, we assume that these pseudo states are known. The decision rule using (13) suggests that we can assign a received signal vector to subset if the distance to is minimal. Once the signal subset has been determined, the 
In addition, define
Thus, the output decision can be obtained as
.
The overall structure of the proposed nonlinear equalizer is shown in Fig. 3 . The response of each linear discriminant function in Fig. 3 corresponds to , and the input of each function is . If is in the decision region of subset , then and (40) Note that each inequality in (40) forms a hyperplane between Subset and . If we pretend that only these two subsets exist, this gives a decision region for subset . For the same subset , there are such regions , and the true decision region for subset is the intersection of these regions. Let be the decision region formed by subset and (with respect to subset ), and is the decision region for subset . Then To have a better understanding of this idea, we give an example here. 
Example 2:
Consider the same scenario given in Example 1. We divide signal state set into four subsets using the method described in (31) The proposed algorithm is then applied to perform equalization. Fig. 4 
The final decision boundary can also be seen in Fig. 5 . It shows that the decision boundary of the proposed equalizer is very close to that of the Bayesian equalizer. However, as we show below, the computational complexity of the proposed algorithm is significantly lower. We next describe how to find the pseudo states . We extend the method in (16) . If the signal state for a transmitted symbol is in , then the cost function to be minimized is defined as (50) where (51) Note that tends to be 0 if the decision is right and a value less than if the decision is wrong. Thus, as mentioned above, the decision rule associated with the estimates in (51) will yield a minimum error probability among all detectors using the same number of hyperplanes. To find the pseudo states, we still apply the adaptive method. For each received signal vector , we can obtain its corresponding signal state . According to , we know to which subset the signal state belongs (in training mode). The stochastic gradient descent method can still be used here. We then perform pseudo state adaptation similar to (18) and (19) . If a received signal vector belongs to subset , we then have the following adaptive algorithm :
Note that the physical interpretation of the value 1 in (52) and (53) is different from that in (18) and (19) . In (18) and (19) , the value of 1 corresponds to the desired signal, which is , whereas in (52) and (53), it is just a desired constant for a right decision.
Since the cost function is a nonlinear function, the adaptive algorithm may converge to a local minimum. Thus, the proper choice of initial value is important. We suggest using the clustering method [11] to obtain a reliable initial value. The computational complexity requirement for this algorithm is very low. The clustering method is given as if counter counter counter counter end.
(55) We have thus assumed that the noise variance is known a priori. As a matter of fact, this assumption is not required. The smaller the noise variance, the more closely the function in (54) approaches a step function, and the closer the equalizer is to achieve the optimal performance (minimum classification rate). However, the adaptive algorithm also converges more slowly, which affects the final pseudo states positions. Thus, we can treat as a design parameter. As we show in the next section, the equalization results are not sensitive to the choice of this parameter. Denote the parameter as . According to the adaptive algorithm given above, we may summarize the overall adaptive algorithm to adjust as follows: The proposed method described above partitions the signal space into subsets, where is an integer. It is straightforward to relax this constraint and partition the signal space into an arbitrary number of subsets. The details, however, are omitted here.
With a minor modification, the clustering algorithm described above can find the mean of each cluster as well as the variance. Assuming that each cluster has a Gaussian distribution and treating its mean as a state, we can then apply the Bayesian decision rule. We call this a reduced-state (RS) Bayesian equalizer. Depending on the number of clusters, the computational complexity of the RS Bayesian equalizer can be much lower than that of the original Bayesian equalizer. However, as we show in the next section, the performance of the RS Bayesian equalizer is poor unless the number of the clusters is large.
D. Computational Complexity
There are two phases for the proposed algorithm: the training and decision phases. For simplicity, we treat the computational requirement for division the same as that for multiplication. We summarize the overall computational requirement for both phases in Tables I and II . Roughly speaking, in the decision phase, the complexity of the proposed equalizer is times higher than the linear equalizer. The actual choice of is dependent on the desired performance. In our design, the decision region for each subset is automatically and adaptively formed, and these decision regions are approximations of Bayesian decision regions. In principle, if the Bayesian decision boundary has a complex shape, we need more subsets. In many cases, however, only a small number of subsets is sufficient. The computational complexity of the proposed equalizer can be much lower than that of the Bayesian equalizer because can be much smaller than without significantly sacrificing performance. Note that if a time-varying channel is considered, decisions can be used to train the proposed equalizer continuously such that channel variations can be properly tracked. In this case, the computational complexity for the proposed equalizer is the summation of that listed in Table I (the adaptive part) and that in Table II . Since the value of used is usually small, the overall complexity will not be increased significantly.
IV. SIMULATION RESULTS
In this section, we report simulation results demonstrating the effectiveness of the proposed equalizer. Two linear channels and one nonlinear channel were used. We compared the proposed equalizer with an optimum Bayesian equalizer, a conventional MMSE linear equalizer, and a minimum bit error rate (MBER) linear equalizer [20] . To reflect the relative noise level, we defined the SNR as the ratio of and , where is the variance 
of
, and is that of . The bit error rate (BER) was used as the performance measure. We first considered a linear channel [11] . The channel is described using a difference equation as (56) As we can see, the channel length is 3
. For all equalizers compared, we let and . Thus, . For the proposed equalizer, we let and , for which and , respectively. The simulation results for various SNR conditions are shown in Fig. 6 . In the figure, we see that the performance of the MMSE linear equalizer was the worst, and the Bayesian one was the best. There is a performance gap between them. The performance of the linear MBER equalizer [20] , [21] was only slightly better than that of the linear MMSE equalizer. The performance of the proposed equalizer was close to that of the Bayesian equalizer when . However, the computational complexity was significantly lower. While the performance of the proposed equalizer when was worse than when , it was much better than that of the MBER linear equalizer. We observed the learning curve for the proposed equalizer ( and SNR dB) and found that the adaptive algorithm converged around 5000 iterations. Fig. 7 gives a performance comparison for the proposed and the RS Bayesian equalizers. The RS Baysian equalizer performed poorly when and . Although the performance of the RS Bayesian equalizer was good when , it was worse than that of the proposed equalizer when . We have also tried various values for the proposed algorithm . We varied from 0.05 to 0.8 and found that the performance was almost unaffected. The proposed algorithm performance is not sensitive to the choice of .
The second channel we considered was also a linear channel [7] :
(57) We let and for all equalizers. Note that for this scenario, the signal state spaces and were not linearly separable. Since , . We also used and for the proposed equalizer. The simulation results are shown in Fig. 8 . In the figure, we can see that the performance of the linear equalizers was very poor. This is not surprising since the signal space was not linearly separable. Even for high SNRs, the linear equalizers could not give satisfactory results. Nonlinear equalizers are not affected by this problem: The higher the SNR, the lower the BER. The performance of the proposed equalizer was very close to that of the Bayesian equalizer. When , there was almost no difference. To explain this, we show decision boundaries for the Bayesian equalizer and the proposed equalizer when in Fig. 9 . In the figure, we can clearly see that the decision boundary of the proposed equalizer closely approximated that of the Bayesian equalizer. Only in the central region in Fig. 9 is there some discrepancy. However, this does not contribute significant bit errors. The decision boundary for the proposed equalizer when is further shown in Fig. 10 . Note that the decision boundary of the proposed equalizer almost exactly matched that of the Bayesian equalizer. Note also that the pseudo states identified were very close to the true signal states. This was expected since there was only one state in each subset. It is important to realize that even in this case, the computational complexity of the proposed algorithm was still lower than that of the Bayesian equalizer.
We next considered a nonlinear channel, which is a linear channel followed by a memoryless nonlinearity. The input-output relationship of the linear channel is given by (58) The output of the memoryless nonlinearity is given by (59) For this case,
, and set and for the equalizers. It turned out that . The number of states was then large, and the computational complexity of the Bayesian equalizer became huge. Fig. 11 shows the performance for these equalizers. Each BER result was obtained using runs. As the figure shows, the nonlinear equalizers significantly outperformed the linear ones. The proposed equalizer efficiently approximated the optimal Bayesian equalizer. While the performance loss was moderate, the computational complexity reduction was significant. Table III shows a computational complexity comparison for all equalizers (in the decision phase).
V. CONCLUSION
An adaptive nonlinear equalizer is proposed. This equalizer was derived using an approximate Bayesian criterion. It consists of a set of parallel linear discriminant functions followed by a maximum function. The number of functions can be arbitrarily chosen, and the corresponding coefficients can be adaptively trained. Thus, we can have the flexibility to trade performance for reduced computational complexity. We demonstrated that the proposed equalizer can closely approximate the performance of an optimal Bayesian equalizer, whereas its computational complexity remains significantly lower. Due to its adaptive nature, this equalizer is applicable to time-varying channels. The adaptive algorithm with the stochastic gradient descent is simple and robust, which will be a great advantage for real-world applications.
The idea of subset partition can be further extended. For example, if we want to have eight subsets, we may choose and any two other elements from . Using these three el-ements, we can partition the signal space into eight subsets. This is different from the partitioning method described in this paper, where all three elements of must be consecutive. The specific elements to choose may depend on the channel mapping function. An intuitive thought is to choose the ones contributing most energy in the received signal vector. To do that, we may need a channel identification filter. This extended method may make the signal subsets more linearly separable and facilitate decisionmaking.
APPENDIX
Consider an equalizer whose output is determined using the MMSE criterion described below.
(60)
The optimal solution for this cost function is known to be the conditional mean [19] , which is 
where is the a priori probability density function (PDF) conditioned on , and is the PDF of . They are given as follows:
where is the only state in , and is the only state in . Note that (66) Substituting (63)-(66) into (61) and (62) and simplifying the result, we obtain (67)
