Abstract In this paper, a combination of a novel interpolation method and a local regression method was employed to improve the estimation accuracy of monthly precipitation over China. After the normalized processing and Box-Cox transformation of the data, we used the geographically weighted regression (GWR) method to describe the spatial precipitation trend, and then interpolated the residual by using a modified high accuracy surface modeling method (HASM-PRE). A high quality database of monthly precipitation with a resolution of 1 km 2 was constructed based on the meteorological stations. Results showed that wet years and dry years appear alternatively, and trend analysis of precipitation data series from 1981 to 2010 showed that the probability of years with extreme precipitation has increased in recent years. Precipitation in winter is rather uncertain and more dynamic from year to year compared to precipitation in summer.
Introduction
Precipitation is a vital part of the hydrologic cycle and any changes in its patterns directly influence the water resources of any given region. Changes in precipitation quantity and frequency would also alter spatial and temporal distribution of runoff, soil moisture, vegetation growth, blue and green water resources, and groundwater reserves (Dore 2005; Robertson et al. 2007; Chen et al. 2014) . Trend analysis of precipitation in different spatial scales would lead to a better understanding of the problems associated with floods, droughts and the availability of water for various uses with respect to future climate scenarios. The ability to accurately estimate precipitation is critical for hydrologic and ecological modeling and would certainly be of interest to water and energy planners. Traditionally, precipitation measurements have been available at rain gauges, but they are usually too sparsely distributed to capture the spatial variability, and poor interpolators can cause misleading results and conclusions. Development of accurate spatial precipitation data sets is important for the accurate modeling of soil moisture, agricultural crops growth, surface water and groundwater processes (Xu and Singh 1998; Vieux 2001; Hasenauer et al. 2003; Sato et al. 2004; Tong and Naramngam 2007; Rowhani et al. 2011; Antonellini et al. 2014; Samper et al. 2014) . Many interpolation techniques were used to simulate precipitation (Frei and Schär 1998; Shen et al. 2001; Perry and Hollis 2005; Hofstra et al. 2008; Yatagay et al. 2012) . However, there is no optimum method to define the spatial model of mean precipitation corresponding to an area of complex climatology (Hevesi et al. 1992; Attorre et al. 2007) . The best interpolation method should be obtained by analyzing both the data and the spatial structure (Burrough and McDonnell 1998; Brus and Heuvelink 2007; Aalto et al. 2012) .
High accuracy surface modeling (HASM) method has been widely used in digital elevation model (DEM) construction, ecosystem change, soil property interpolation (Yue et al. 2010a (Yue et al. , b, 2011 Shi et al. 2012 ). More recently, HASM has been used to investigate climate change in China and shows better simulation capability than other classical methods, such as Kriging, IDW and Spline (Yue et al. 2013; Zhao and Yue 2014) . However, previous studies either ignored the normalization of precipitation, which can avoid the extreme values in the final results, or did not take into account the explanatory variables of it. Since the distribution of precipitation is controlled by several geographical and topographical factors, such as longitude, latitude and DEM, and it usually varies severely within a short distance, it is difficult to interpolate accurately using HASM when we ignore such obvious factors. Therefore, before we apply the HASM method, we should first use geographically weighted regression (GWR) method to give the spatial trend of precipitation for each month, which enables spatial non-stationarity in the statistical relationship (Brunsdon et al. 1996 (Brunsdon et al. , 2001 Harris et al. 2010; Di Piazza et al. 2011; Bostan et al. 2012; Yue et al. 2013; Camera et al. 2014) .
This study focuses on detecting and analyzing monthly precipitation trends within the recording period from 1981 to 2010 using GWR and HASM. Study areas and data are described in Sect. 2. Section 3 presents the methodology. The results are given in Sect. 4 where the conclusions are summarized.
Study area and data
China, covering an area of about 960,0000 km 2 , is the third largest country on earth, and China's topography varies enormously from high mountainous regions to inhospitable desert zones and flat, fertile plains. It is a predominantly mountainous country with a very distinct structural pattern. The extremely varied landforms of China affect the climate conditions in various ways. For precipitation, mountains effectively control the flow and passage of air masses, which may be blocked, diverted or channeled. In addition to the huge territory, extreme air distances and latitudinal and longitudinal distances also represent important controlling factors where it comes to climate. Because of its vast area and complex terrain, there are significant differences in precipitation. China is under the influence of the winter monsoon from October to March, during the dry season. The summer monsoon prevails from June to August when precipitation is plentiful. April, May and September are transitional months between the dry and wet seasons, resulting in remarkably variable precipitation for the whole region (Wang and Li 2007) .
We used a set of monthly precipitation series from 752 stations for the period 1981-2010 (Fig. 1) . The main geomorphologic characteristics of China and weather types affecting the country are such that the stations are representative and cover almost all climatic regions except the mountainous areas with a polar climate. The time series covers periods ranging 30 years.
Methods
Many studies show that the mixed spatial interpolation method, which combines regression method and interpolators, usually produces better results than other models in climate variables simulation (Burrough and McDonnell 1998; Ninyerola et al. 2000; Liu et al. 2004; He et al. 2005; Portales et al. 2010; Yue et al. 2013) . Regression with residual correction can modify any local overestimation or underestimation. In this study, we employed the local regression method (GWR) to give the spatial distribution trend of precipitation and then interpolated the residual by HASM. This method can be summarized as, Pr e sim ¼ Pr e trend þ Pr e res ð1Þ
where, Pr e sim is the final result, Pr e trend is the trend value of precipitation and will be obtained by the GWR method. Pr e res is the residual and will be interpolated by HASM.
Local regression method
Monthly precipitation is complex and the lower bound of zero means that most precipitation time series are not normally distributed (Legates 1991) . Furthermore, in regions of high precipitation gradients there will also be high gradients in precipitation variances. Due to the large gradients in precipitation means and variances, the best method of calculating precipitation is to transform the original data first. We first normalize the precipitation data to limit the extreme value, Pr e i ¼ Pr e i max Pr e i;i¼1;...;n È É ð2Þ
where, Pr e i is the observed value, Pr e i is the transformed data, n is the number of observations.
Then we carry Box-Cox transform of Pr e i , which can give a more normal distribution and/or improved predictions (Box and Cox 1964; Sakia 1992) . The formulation of this transformation is,
where, Pr e i is the Box-Cox transformed data and d is a suitable parameter, which is selected to make Pr e i obey normal distribution and thus satisfy the assumption of GWR method (Fotheringham et al. 2002) . Studies have shown that this process avoids negative values in the results and is necessary for precipitation interpolation (Yue et al. 2013) . Unlike the ordinary linear regression model, GWR (Brunsdon et al. 1996; Loader 2004 ) enables the spatial drift of regression parameters to be identified, estimated and mapped, which is especially important for characterizing highly variable precipitation within China. The GWR method has been successfully used in precipitation research (Brunsdon et al. 2001; Wang et al. 2012 ) and the formulation of GWR can be written as,
Pr e trend is the trend value of ði; jÞ grid-box; d 0;0 x i ; y j À Á is the intercept; a i;j is the explanatory variable and d i;j x i ; y j À Á is the corresponding coefficient which is a function of the position. x i ; y i are the longitude and latitude, respectively.
For different months, we select the independent variables from latitude (y), longitude (x), elevation (DEM), slope, aspect, impact coefficient of aspect (Asp, Eq. (5)) and sky view factor (Svf, Eq. (6)) according to the value of the adjust R 2 in GWR.
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HASM
As an innovative method , HASM is based on the fundamental theorem of surfaces, which ensures that a surface is uniquely defined by its first and second fundamental coefficients (Henderson 1998) . The equation of HASM-PRE is the following symmetric positive definite linear system (Zhao and Yue 2014) ,
where
is a suitable parameter, see appendix for more details about HASM-PRE. The preconditioned conjugate gradient method can be used to solve Eq. (7) and the solution x is the simulated value of the residual Pr e res in Eq. (1). Trend analysis of monthly precipitation data
We calculated average precipitation from the land-based grid-box data set of this method and used the statistic analysis function of ArcGis 9.3. Monthly precipitation time series from 1981 to 2010 are displayed in Fig. 2 . Figure 2 indicates that, when the entire available data series for the period 1981-2010 is considered for trend detection at a monthly scale, of 30 values about 15 values are greater than the mean value. The precipitation of the 30 years appears to be a non-periodic oscillation phenomenon, wet years and dry years emerged almost alternatively and generally speaking there is no regular pattern for each month. Another important feature is that, of the 30 years considered, the years with the largest and lowest annual total precipitation were 2010 and 1986, respectively. The wetter years are 1983, 1990, 1998, 2005, 2008, and 2010 , indicating that the probability of years with large precipitation has increased in recent years. Table 1 gives the monthly mean precipitation and the standard deviation for the period 1981-2010. It is obvious that, for the 30 years considered, precipitation in August varied greatly from year to year, with a standard deviation of 11.3 mm.
Standard deviation is closely related to the amount of precipitation in each month. However, the coefficient of variability (CV) (Eq. (8)) for a single variable aims to describe the dispersion of the variable in a way that does not depend on the variable's measurement unit. The higher the CV, the greater the dispersion in the variable.
where, x i ; i ¼ 1; Á Á Á ; N is the studied variables, x is the mean value. Taking CV as a measure for inter-annual precipitation variability, a close relationship to monthly precipitation can be proved so that the coefficients increase with decreasing totals of precipitation, and vice versa (Fig. 3) . Thus, small precipitation totals are the most variable, while large totals are the least variable. Rather small winter precipitation is also extremely uncertain and variable from year to year while by contrast heavy summer rains are less variable and more stable. The inter-annual variability of precipitation is greater for dry months, but smaller for wet months. Table 2 gives the influence factors of precipitation in each month. We can see that the variable that has the highest influence on precipitation changes with months. For the winter months, the main affecting factors are x, y and DEM. However, for the summer months, the factors are different. The topographical factors have important influence on precipitation especially in the rainy season.
Finally, we will display the patterns of monthly mean precipitation distribution for the period 1981-2010 (Fig. 4) , and use the same legend to show the precipitation change pattern. Here, we just show a single month per season: January (winter), April (spring), July (summer) and October (autumn). It is clear that from spring to summer, the comparably wet parts expanded from southeast to northwest, clearly indicating an increasing precipitation pattern from April to July. Although the amount and distribution of precipitation for autumn (October) also varied widely over space, the wetter parts of China were narrowed down, and the amount and distribution of precipitation narrowed to its minimal size in winter. There exist distinct differences of precipitation between different seasons and areas because of the distance from the sea, great interior extent, complicated terrain and elevation. China is under the influence of the winter monsoon from October to March, during which period there is the dry season. The summer monsoon prevails from June to August when precipitation is plentiful. April is the transitional month between the dry and wet seasons. Variability of precipitation is remarkable and the seasonal precipitation distribution is uneven throughout China. The figures indicate a steep precipitation gradient from northwest to southeastern parts of the country and show how precipitation changes from month to month.
HASM-PRE, which was first proposed to simulate the annual mean precipitation, showed higher accuracy than the previous version of HASM (Zhao and Yue 2014) . In this research, we combine HASM-PRE and GWR to improve the accuracy of monthly interpolation results. Next, we will investigate the performance of HASM-PRE and the mixed interpolation method given in this study. A total of 100 stations were selected at random from the data set and withheld from the interpolation calculations. We calculate RMSEs and MAEs to compare the accuracy of HASM-PRE and the mixed interpolation method. The results are shown in Table 3 . Note that HASM-PRE is based on the fundamental theorem of surface theory, and it does not consider the geological factors. We found that, when combining with GWR method, the accuracy of the mixed interpolation method is much higher than HASM- Table 4 shows that, the mixed interpolation method has the ability to obtain better results compared to HASM-PRE when simulate extremes. Figure 5 displays the relative errors in different months at the verification points produced by the mixed interpolation method. It is evident that large errors usually occur in western China, the border of China and rough mountain areas. For different months, the distribution of the errors is different. In January, the regions with large errors are rough mountain areas and the southwest of China. In July, large errors can be observed in southeastern coastal areas and the northwest boundary of China. The largest error in January is higher than that in July. For the considered months, the errors in April are the smallest on the whole.
Conclusions
This paper applies a combination of a local regression method and a high accuracy surface modeling method (HASM-PRE) to build up a new high quality precipitation series from . Studies show that the dataset has feasibly described the features of Chinese climate change. For the monthly precipitation dataset concerning 1981-2010, we found that wet years and dry years emerged almost alternately. Of the 30 years taken into consideration, about 15 years had a large precipitation amount which was greater than the mean precipitation of the 30 years. The precipitation of the 30 years appears to be a non-periodic oscillation phenomenon and more generally there is no regular pattern for each month. Of the 30 years concerned, the years with the largest and lowest annual total precipitation are 2010 and 1986, respectively. The wetter years were 1983, 1990, 1998, 2005, 2008, and 2010 , indicating that the probability of years with large precipitation has increased in recently years. In addition, the coefficient of variability reveals that precipitation in winter is rather uncertain and variable from year to year while rains in summer are more stable.
We can conclude that the method used in this study prefer to focus on regression rather than HASM. That is to say the result is determined primarily by the regression method. Because China is such a vast area, precipitation is affected by many geographical and topographical factors, which means that more accurate results can be obtained by using local regression methods with more explanatory variables, especially for short time scales. Except the variables considered in this study, further researches should be concentrate on different explanatory variables for different months to gain more accurate results.
The equations of HASM-PRE can be formulated as (Zhao and Yue 2014) , (Somasundaram 2005) . Let
be the computational grids and h be the grid size in x and y directions. By using finite difference methods, Eq. (9) can be changed to, where, n represents the number of iterations,
The constraint equation about sample point information is added to Eq. (10) and the formulation of HASM-PRE can be expressed as, 
where, 
The major amount of calculation is from the linear system Mz k ¼ r k : The choice of a good preconditioner can have a dramatic effect upon the rate of convergence. We then employ the incomplete Cholesky preconditioner to speed up the above algorithm.
The incomplete Cholesky preconditioner (ICCG) has been very popular (Meijerink and van der Vorst 1977) . Suppose the incomplete Cholesky factorization of W is as follows:
Where L is a lower triangular matrix with the property that M ¼ LL T is close to W and L has the same sparsity structure with W: For the complete Cholesky factorization, W ¼ LL T : However, for the incomplete Cholesky factorization, W À R ¼ LL T : The structure of L can be controlled by the matrix R: This avoid the complete Cholesky factorization which destroy the sparsity structure of W: Consider that there exist many zero elements of R and the nonzero elements value of R are small in actual computation. In this paper, we consider the non-filled Cholesky factorization of W; that is, the position ofL is zero if the corresponding position of W is zero. The code of this algorithm is as follows:
In the actual computation process, to take advantage of the large number of zeros in matrices W and L; we adopt the block compressed sparse row (BCSR) format. Mz k ¼ r k in the program can be transformed to L T z k ¼ y k and Ly k ¼ r k and the computational cost of these is Oðn 2 Þ:
