To fully understand the mechanisms governing animal development, computational models and algorithms are needed to enable quantitative studies of the underlying regulatory networks. We developed a mathematical model based on dynamic Bayesian networks to model multicellular regulatory networks that govern cell differentiation processes. A machine-learning method was developed to automatically infer such a model from heterogeneous data. We show that the model inference procedure can be greatly improved by incorporating interaction data across species. The proposed approach was applied to C. elegans vulval induction to reconstruct a model capable of simulating C. elegans vulval induction under 73 different genetic conditions.
Introduction
Genes and their products dynamically interact with each other at multiple levels to form complex networks that regulate how individual cells respond to environmental cues and how cells coordinate with each other via intercellular signalling to execute developmental programmes. Understanding how genes/proteins regulate each other to generate functions at tissue level or a higher level can provide insights into drug therapy design, tissue engineering and regenerative medicine (Hanahan and Weinberg, 2000; Noble, 2002; Davidson et al., 2003; Giurumescu and Asthagiri, 2008) . A huge amount of heterogeneous biological data has been generated to study the underlying regulatory mechanisms. To fully understand the function and dysfunction of organisms, a Systems Biology approach is needed to reconstruct and study such biological networks (Ideker et al., 2001a; Kitano, 2002; Barabasi and Oltvai, 2004; Werner, 2005; Zhong and Sternberg, 2007) . Nevertheless, it remains a great challenge to integrate those diverse biological data sets to advance our understanding of network functions at systems-level and generate testable hypotheses (Ideker et al., 2001a (Ideker et al., , 2001b Kitano, 2002; Ge et al., 2003; Barabasi and Oltvai, 2004; Aderem, 2005; Kirschner, 2005; Klipp et al., 2005; Papin et al., 2005; Joyce and Palsson, 2006; Quackenbush, 2006; Albert, 2007; Bruggeman and Westerhoff, 2007; Christensen et al., 2007; Wingender et al., 2007) .
Approaches to modelling cellular regulatory networks in the context of multicellular systems are emerging (Davidson et al., 2002; Noble, 2002; Werner, 2003; Fisher et al., 2005; Werner, 2005; Sun and Hong, 2007) . We recently took a machine-learning approach and developed a methodology to infer multicellular regulatory networks by integrating heterogeneous biological data (Sun and Hong, 2007) . Our multicellular regulatory network model is based on Dynamic Bayesian Networks (DBN) (Dean and Kanazawa, 1989; Murphy, 2002) -one type of statistical graphic models. Our approach was novel on several fronts. First, our model introduced control nodes to quantitatively model non-deterministic interventions, such as reduce-function mutation, gain-function mutation, RNA interference, chemical treatment, and so on. This was an important improvement over previous studies using graphic models (Pearl, 2000; Pe'er, 2005 ) that only dealt with deterministic interventions (e.g., gene knockout) and deterministically assigned a value to the intervened variables. Different from deterministic interventions that allow us to deterministically set the state of a gene/protein, the effects of non-deterministic interventions are not fixed. For example, knocking down a gene by RNAi will stochastically (but often not completely) silence the expression of that gene. Ignoring this fact may greatly affect network inference results and lead to inaccurate understanding of the underlying biology.
Second, we applied the parameter tying technique (Tonomura et al., 1995; Nathan et al., 1996; Simonin et al., 1996) to enforce the genetic identicalness of cells in the model. Basically, all cell modules in a multicellular regulatory model share the same structure and the same parameter set. The overall states of different cells can be different and are combinatorially decided by the states of their own network components. This technique effectively reduces the number of free parameters in a model and increases its robustness.
Third, we developed a new machine-learning method to automatically infer multicellular regulatory networks by integrating heterogeneous biological data. Our method was based on Markov Chain Monte Carlo and was capable of dealing with incomplete data. Owing to technical difficulties and cost concerns, a typical biological data sample only provides observations of a portion of network components. That is the information about the remaining network components is missing in this sample. For example, gene expression data does not directly provide information about protein activities. In the machine-learning community, this type of data is said to be incomplete or partially observed. It should be noted that incomplete data is pervasive in biological and biomedical research. Our model deals with the incomplete data problem by treating the observed and unobserved network components as observed and hidden variables, respectively.
Finally, we applied our method to study C. elegans vulval induction and inferred a model that contains six interacting cell modules. Each cell consists of 20 network components. The model was capable of correctly simulating vulval induction under 36 different genetic conditions. As far as we know, the model was the first to demonstrate the stochastic control mechanisms deployed in cell differentiation, which are among the main factors underlying fate-commitment variability observed experimentally (i.e., one cell adopts different fates under the same genetic background and developmental context). In addition, several hypothetical causal relationships between network components were proposed in the model, which could serve as guidance for designing future experiments.
C. elegans vulval development is a paradigmatic example of animal organogenesis (Sternberg, 2005) . It represents a striking case of tissue remodelling as the results of cell-cell interactions. It is a representative case for studying the complex interactions among pathways, especially the antagonism between the EGFR and Notch signalling pathways. During C. elegans vulval induction (Figure 1(a) ), each of the six multi-potent Vulval Precursor Cells (VPCs) is capable of committing to one of three fates termed 1°, 2° and 3°. The precise formation of VPC fate pattern is controlled by a long-range gradient inductive signal to VPCs from an anchor cell and a short-range lateral signal between neighbouring VPCs (Sternberg and Horvitz, 1989; Sternberg, 2004) . A strong enough inductive signal can activate the EGFR pathway in a VPC (Figure 1(b) ) a to promote 1°-specific genes b inhibit its LIN-12/Notch pathway and 3°-specific genes c send out a lateral signal.
The LIN-12/Notch pathway in a VPC can be activated by a strong enough lateral signal to promote 2°-specific genes and down-regulate EGFR signalling (Figure 1(b) ).
C. elegans vulval development has attracted sufficient general research interest systematically generate extensive experimental data in the last few decades. However, its underlying mechanism is still not fully understood, which makes it an ideal test-bed for research on modelling and inferring multicellular regulatory networks. On the basis of the existing cellular molecular knowledge about vulval development, Fisher et al. (2005 Fisher et al. ( , 2007 manually constructed formal models for C. elegans vulval induction. Their latest model (Fisher et al., 2007) contains 11 different network components: let-23 (the EGF receptor, i.e., the inductive signal receptor), lin-3 (the inductive signal), sem-5 (the Grb2-like adaptor), let-60 (the RAS GTP-binding protein), lst genes, lin-12 (the Notch receptor), mpk-1 (the MAP kinase), lin-15, fate 1°, fate 2°, and fate 3°. This model was capable of simulating vulval inductions under 48 genetic conditions. Nevertheless, the formal models are deterministic and hence are not able to deal with the biological variances observed in experiments (i.e., worms with the same genetic background may show different VPC fate-commitment patterns). Our multicellular regulatory network model and automatic model inference method offer great advantages over previous approaches. However, our inference method needs to search a huge model space when the number of network components is large (the size of the model space is super-exponential to the number of network components). In this work, interaction data across species is used to generate an informative prior about the model structure that helps reduce computational time and infer better models. In addition, we report an expanded vulval induction model that contains 27 network components and is capable of simulating vulval induction results under 73 different genetic conditions.
Methods

Multicellular regulatory network model
A simple example is shown in Figure 2 to demonstrate the idea of our multicellular regulatory model. Basically, each cell in the network is represented by a cell module. Network components in a cell module are represented as nodes. The temporal causal relationships between network components are represented as links between nodes. Each node is associated with a set of local parameters that quantitatively encode the relationship between it and its parent nodes. For example, in Figure 2 , the parameters of node B 3,T (the table in Figure 2 ) specify how its state (inactive = 0 and active = 1) is probabilistically regulated by the states of two other network components A 3,T and D 3,T .
In this case, as indicated by the parameters, A 3,T is an activator of B 3,T , and D 3,T is a repressor of B 3,T . The nodes of the same molecule but in different cell modules share the same parameter set. Some nodes are control nodes indicating the genetic backgrounds (e.g., loss-function mutation, gain-function mutation, etc.) of their children nodes. The detailed mathematical formulation of this multicellular regulatory network was described in Sun and Hong (2007) .
To simulate the developmental process, we first unroll a multicellular regulatory network to have T time-slices (e.g., Figure 2) . By doing so, we discretise the continuous developmental process into T steps. The value of T depends on the developmental process under investigation. It can either be based on the existing biological knowledge or be set empirically. Some network components are completely decided by out-of-system factors and should be preset based on the existing biological knowledge. For example, the control nodes should be set to reflect the desired genetic backgrounds (e.g., wild-type, loss-function mutation, reduce-function mutation, gain-function mutation, etc.). In C. elegans vulval development, the inductive signal level received by each VPC depends on how far away it is from the anchor cell. The states of the rest network components are then sampled based on their parameters, the structure of the model, and the states of their parents. For example, in Figure 2 , if A 3,T = 0 and D 3,T = 1, the state of B 3,T is more likely to be 0 (with a probability of 0.98) than 1 (with a probability of 0.02). Upon finishing the simulation, the fate of a cell can be decided by the states of its fate markers. For example, we decided that a VPC committed to fate 1° if its fate 1° marker was the only marker stabilised at its highest level. 
Inferring multicellular regulatory models
Our previous method (Algorithm 1) for inferring multicellular regulatory models (Sun and Hong, 2007) was based on the Metropolis-Hastings algorithm (Hastings, 1970) .
Mathematically, let a model be denoted as M = < G, Θ > where G and Θ are the structure and parameter set of the model, respectively. The algorithm starts with an initial model M 1 and then repeats the following steps until converge:
1 samples a new structure G′ in the neighbourhood of the current structure 2 estimates the parameters Θ′ associated with the new structure G′ using the training data O 
Since the model space to be searched is huge, we need to make use of biological knowledge and some heuristics to reduce the computational complexity. For example, when modelling C. elegans vulval induction (Sun and Hong, 2007) , we used a strong prior that assumed LET-60 (RAS), LIN-45 (RAF), MEK-2 (MAPKK), and MPK-1 (MAPK) to form a canonical linear RTK/Ras/MAPK signalling pathway known to be conserved across many species. In addition, we limited the maximum number of the parents of any node to 3. However, the power of this approach was very limited.
In the following section, we propose a better approach to derive and use informative structure priors.
Deriving and using informative structure prior
Promising results have been reported in several studies that interactions in one species of interest can be inferred from interactions in other species (Matthews et al., 2001; Ge et al., 2003; Rhodes et al., 2005; Gandhi et al., 2006; Hirsh and Sharan, 2007) .
It was also shown that using informative structure priors could significantly improve the results and speed of model inference methods (Le Phillip et al., 2004; Bernard and Hartemink, 2005; Chen et al., 2006; Geier et al., 2007; Mukherjee and Speed, 2007) . This inspired us to make use of interaction data across species to construct informative priors for inferring multicellular regulatory networks. We applied this idea to reconstruct the multicellular regulatory network underlying C. elegans vulval induction. We downloaded the interaction data from NCBI as of 12/01/2007. The data set includes interaction data from BIND (Bader et al., 2003) , BioGrid (Stark et al., 2006) , and HPRD (Peri et al., 2003) . It contains 6846, 32180, 61086, 134163 interactions in C. elegans, D. melanogaster, H. sapiens, and S. cerevisiae, respectively. We supplemented this dataset with genetic interaction data obtained from WormBase (www.wormbase.org). In this project, we were only interested in only the following genes (or gene groups) and proteins, for which we have collected training data from literature We used the following ad hoc method to assign weights to the potential links between network components. Initially, the weight of every link was set to one. Using Table 1 , we added additional points to each link depending on the types of the related interactions reported in literature. Basically, higher points were given to physical interactions than genetic interactions within the same species. Interactions in C. elegans were given higher points than the same type of interactions in other species. The structure prior P(G) was designed as cϕ δ w(G), where c is a normalisation constant, ϕ is empirically set as 0.8, δ represents the total number of parameters in G to penalise complex models, and w(G) is the total link weight of G that takes into account the experimentally observed interactions between network components. It should be noted that the weights were assigned without considering the potential directionality of the relationships. The model inference algorithm will decide the directionality. To use the prior P(G), we made an important improvement to step (d.1) of Algorithm 1. The modified version samples a new structure G′ from N(G k ) based on P(G) so that a structure with a higher prior probability is more likely to be chosen. Table 1 Weight table
Interaction type Point added
Physical interaction in C. elegans 3
Genetic interaction in C. elegans 1.5
Physical interaction in other species 2
Genetic interaction in other species 1
Results
Training data
Sun and Hong (2007) have previously collected a set of training data, which mainly consisted of phenotypic data samples and a few qualitative descriptions of temporal gene expression patterns, from Sternberg and Horvitz (1989) , Beitel et al. (1990) , Simske et al. (1996) , Berset et al. (2001), and Yoo et al. (2004) . In this work, we expanded the training data to include some observations reported by Tuck and Greenwald (1995) , Lackner and Kim (1998) , Chang et al. (2000) , Hopper et al. (2000) , Yoon et al. (2000), Howard and Sundaram (2002) and Rocheleau et al. (2005) . The newly collected data was processed in the same described in Sun and Hong (2007) . Basically, the phenotypic observations were converted into the states of fate markers, and the genetic mutations were converted into the states of the control nodes. The complete details about the training data are provided in the Supplementary Materials.
A multicellular regulatory network for C. elegans vulval induction
The usage of the informative prior derived from the interaction data significantly improved the computational results. Compared with our previous method without using such an informative prior, the computational time was reduced by more than 200-fold using our current implementation. One of the most likely models inferred by this improved method is shown in Figure 4 . Compared to the model reported by Sun and Hong (2007) , this model contains seven new network components (SLI-1, ARK-1, SOS-1, CNK-1, LIN-25, EOR-1, and LIN-1) and is capable of simulating vulval induction under 73 genetic conditions (see Supplementary Materials for the complete set of simulation results), which represent a more than 100% increase in the model's capability. Similar to the old model, the new model uses a deterministic node (Sum_LS) to integrate lateral signals so as to reduce the model complexity. In addition, dpy-23 and lst-3 were still grouped together as dpy-23_lst-3, and lst-1, lst-2 and lst-4 were grouped as lst-1_2_4 because no further evidence allowed us to infer more specific information about them.
Figure 4
The structure of one of the best vulval induction multicellular regulatory models. Only one cell module is shown. Solid edges are intra-slice links, and dashed edges are inter-slice links. L_LS is the lateral signal from the left neighbouring VPC, i.e., the LS node in the left VPC module. R_LS is the lateral signal from the right neighbouring VPC, i.e., the LS node in the right VPC module. Sum_LS is the signal integration node. dpy-23_lst-3 denotes the gene group of dpy-23 and lst-3, lst-1_2_4 denotes the gene group of lst-1, lst-2 and lst-4. The marker gene of fate 1° is egl-17. Nodes 2° and 3° represent gene groups specific to fates 2° and 3°, respectively
The new model also helped advance our understanding about C. elegans vulval induction. For example, we previously reported that there were six equally possible linear sub-paths formed by LIN-2, LIN-7, and LIN-10. Anyone of LIN-2, LIN-7, and LIN-10 can be a parent node of LET-23. The new results showed that the structure LIN-10 → LIN-2 → LIN-7 → LET-23 was dominantly preferred, which truly reflected the interaction order among LIN-2, LIN-7, LIN-10, and LET-23 (Kaech et al., 1998) . This result could be mainly due to the observations of the following physical interaction pairs:
melanogaster, and LIN7C (homologue of lin-7) ↔ CASK (homologue of lin-2) in H. sapiens. In another example, the old model reported that lst-1_2_4 feedbacks into MEK-2. The new model suggests that lst-1_2_4 feedbacks into MPK-1. This result could be mainly because C. elegans LST-1 and MPK-1 were detected to interact with each other in yeast two-hybrid experiment (Li et al., 2004 ). The new model inference process also changed the negative feedback point of lip-1 into the EGFR signalling to be at LIN-25 -a transcription factor. Finally, the new model encodes the collaboration of LIN-1 (a transcription factor with an Ets-domain) and LIN-25 in regulating genes specific to fate 1°.
Discussion
Phenotypic data is still the major information source used by us to infer the multicellular regulatory network governing C. elegans vulval induction. For example, the following links in our new model were not observed in the interaction data: CNK1 → LIN-45, dpy-23_lst-3 → LET-60, LIN-25 → egl-17, EOR-1 → egl-17, egl-17 → LIN-12, LIN-12 → lst-1_2_4 and LIN-12 → dpy-23_lst-3. They were derived mainly from the phenotypic data. These links may represent functional interactions that could be useful for designing future experiments. Not every physical interaction appeared in our new model. For example, SEM-5 was reported to physically interact with SOS-1 and SLI-1 in yeast two-hybrid experiments. However, neither of these two interaction pairs appeared in the new model. This result may be due to the following three reasons. First, those interactions could be false-positives. Huang et al. (2007) estimated that a non-trivial portion of experimentally observed interactions could be false positives. Second, these interactions are not functional in the context of vulval induction so that they are not supported by our training data. Finally, our model inference procedure searches for models that can not only explain the training data but also should be as simple as possible. Adding SOS-1 and SLI-1 as the parents of SEM-5 will certainly increase the complexity of the model, and hence were not adopted.
Although the expanded model is capable of simulating certain fate-commitment variations (i.e., phenotypic penetrance), we have not fully addressed this problem yet. Many labs have independently reported that the same genetic background could result in different degree of penetrance. For example, Berset et al. (2001) reported that the average number of induced VPCs is 2.4 under a double mutation background of let-23 reduction-function mutation and lip-1 loss-function mutation. This clearly suggests that some worms under this genetic condition have three or more induced VPCs and others have two or less induced VPCs. Since it was very difficult to convert this kind of data to a form that could be computed by our method, we either avoided using this kind of samples or rounded them towards the closest reasonable fate-commitment patterns (e.g., we rounded average 2.9 induced VPCs towards three induced VPCs). Phenotypic penetrance is not only very complicated but also extremely important for understanding the underlying biology. It indicates that the underlying multicellular regulatory mechanism is much more intricate than what we know about the system and existing computational models. Science, Vol. 303, No. 5658, pp.663-666. Yoon, C.H., Chang, C., Hopper, N.A., Lesa, G.M. and Sternberg, P.W. (2000) 'Requirements of multiple domains of SLI-1, a Caenorhabditis elegans homologue of c-Cbl, and an inhibitory tyrosine in LET-23 in regulating vulval differentiation ', Mol. Biol. Cell, Vol. 11, No. 11, pp.4019-4031. Zhong, W. and Sternberg, P.W. (2007) 'Automated data integration for developmental biological research ', Development, Vol. 134, No. 18, . (Sun and Hong, 2007) .
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