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SUMMARY 
The binding of distamycih A and netropsin to duplex DNA has 
been studied by Raman spectroscopy. Several changes occur in the Raman 
spectra of these drugs upon binding DNA. These changes were analyzed 
by assigning specific motions to the observed Raman bands through the 
use of molecular subunits of the drugs and normal mode calculations. 
Analysis indicates that pyrrole ring and peptide group vibrations are 
altered upon binding to DNA. The environment of the pyrrole ring 
methyl groups are not affected by the binding. This data provides 
physical evidence consistent with a binding model in which the methyl 
groups on the pyrroles project away from the DNA and the peptide N-H 
groups form hydrogen bonds with the DNA. 
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CHAPTER I 
INTRODUCTION 
The antibiotics netropsin and distamycin A, considered in this 
investigation, are of interest because of their ability to recognize 
and bind preferentially to duplex DNA regions of high adenine•thymine 
(A*T) composition."'' (See Table 1 for abbreviations). This binding 
makes these drugs potentially useful in two different ways. 
The first of these involves their antibiotic activity. Both 
netropsin and distamycin inhibit the replication of Shope fibroma and 
2 3 
vaccinia viruses in mammalian cells ' . Netropsin inhibits the growth 
4 
of bacteria, mycobacteria and yeast . In addition, distamycin inhibits 
experimental tumors in rats and mice, and exhibits a high antiviral 
activity for herpes simplex, zoster and adeno viruses'* . Synthetic 
distamycin analogs show an enhanced antiviral activity and diminished 
cytotoxicity relative to distamycin''" Distamycin has been used 
clinically for the treatment of virus infections of the skin. Toxicity 
12 
has prevented a wider application of netropsin and distamycin . In­
formation about their mode of binding might suggest chemical modifica­
tions leading to diminished toxicity. 
Because of their specificity for A'T regions of duplex DNA, the 
drugs netropsin and distamycin are of interest in another context. They 
can be viewed as simplified models of proteins which bind to specific 
base pair sequences of DNA and regulate genetic processes. Because 
Table 1. Abbreviation Frequently Used in This Research 
A adenine 
C cytosine 
cm 1 wavenumber or reciprocal 
centimeter 
CRT cathode ray tube 
DNA deoxyribonucleic acid 
G guanine 
I inosine 
M molar 
mRNA messenger ribonucleic 
acid 
NCA normal coordinate 
analysis 
nm nanometers 
RNA ribonucleic acid 
T thymine 
UV ultraviolet 
CPK Corey-Pauling-Kolthun 
3 
of the basic importance of site specific protein-DNA interactions in 
molecular biophysics, a brief review of this area is given below. 
DNA-Protein Interactions 
Deoxyribonucleic acid (DNA) is a two stranded polymer (see Figure 
1) which has been shown to function as a repository of genetic informa-
13 
tion in organisms . The genetic information is encoded by the specific 
sequence of four types of nucleotide subunits making up the DNA polymer. 
Each nucleotide subunit has three molecular groups: a cyclic deoxyribose 
sugar, a phosphate group, and a base. The bases are derivatives of 
purine and pyrimidine, which are aromatic heterocyclic compounds. The 
predominant bases in DNA adenine, guanine, cytosine, and thymine are 
shown in Figure 2. Each of the two strands of DNA consists of a polymeric 
backbone of deoxyribose sugars linked by phosphodiester bridges and the 
linear sequence of bases. The two strands wind around each other in a 
right handed helix and are held together by hydrogen bonds between 
adenine and thymine on opposite strands (A*T base pairs) and guanine and 
cytosine on opposite strands (G*C base pairs). 
Utilization of DNA information requires a different class of 
macromolecules which bind reversibly to DNA. These molecules, the 
proteins, have the capability of creating specialized chemical environ­
ments. Proteins can be "designed" to have very specific conformations 
with complicated topologies. Regions of these macromolecules may be 
charged or neutral, hydrophilic or hydrophobic. 
Proteins which bind to DNA have a range of different functions 
4 
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Figure 1. Chemical Structures of DNA and RNA. 
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Figure 2. Bases Occurring in DNA and RNA. 
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including: 1) Associating non-specifically with DNA as a packaging 
medium, 2) Catalyzing various reactions in which DNA is replicated, 
repaired, transcribed into ribonucleic acid (RNA) form, and otherwise 
modified, 3) Regulating the transcription of specific portions of DNA. 
In the remainder of this discussion attention will be focused on the 
control of transcription. 
Transcription is the first step of protein synthesis in a cell 
in which the strands of DNA are enzymatically "copied" into comple­
mentary RNA strands. The catalysis is performed by a class of proteins 
called RNA polymerase. Further steps in protein synthesis utilize this 
messenger RNA (mRNA) rather than the original DNA. Control of the 
synthesis of mRNA has been found to involve the highly selective binding 
of regulatory proteins to specific regions of DNA. This binding may 
interfere with the access of RNA polymerase to these DNA regions and -
thereby block transcription of DNA to mRNA. 
The extreme specificity which regulatory proteins show for local­
ized regions of DNA is the key to their activity. Regulatory proteins 
may bind to these special regions with up to one million times the 
14 
affinity which they show for the other available DNA regions . In spite 
of an extensive number of investigations a complete understanding of 
the interactions generating this binding is not available. 
The specificity of regulatory protein-DNA binding suggests the 
necessity for several simultaneous favorable interactions. These inter­
actions may include hydrogen bonding, electrostatic attraction, and 
hydrophobic effects. In order to study these modes of interaction 
simpler model systems, such as, polyamines, polypeptides, antibiotics, 
7 
and dyes have been employed1"*. The drugs used in the present investi­
gation have simpler specificities and much smaller sizes than regulatory 
proteins. Studying these smaller molecules allows the possibility of 
a detailed description, not generally available for the larger proteins. 
The Antibiotics Netropsin and Distamycin A and Their Binding to DNA 
The chemical structures of netropsin and distamycin A are shown 
in Figure 3"^ These drugs are related oligopeptides, each consist­
ing of a central chromophoric region with side chains attached at oppo­
site ends. The chromophores contain repeating N-methylpyrrole-2-
carboxamide units. Netropsin has two such units and distamycin A has 
three. (Other distamycins may be synthesized with one to five repeating 
units). Both drugs have a positively charged amidinopropyl side chain. 
In netropsin the opposite side chain ends in a positively charged 
guanidinoacetyl group. 
Distamycin has a formyl group with no net charge on the opposite 
end. In terms of overall structure these differences between the two 
drugs tend to offset each other to make the general shape and size of 
the drugs very similar (see Figure 4). 
Previous investigations have yielded information about the bind-
1 21-25 
ing of these drugs to DNA ' . Sedimentation velocity studies show 
22 26 
that these drugs do not unwind DNA ' . This indicates that the drugs 
do not intercalate upon binding. The viscosity behavior of drug-DNA 
complexes indicates that netropsin elongates DNA, whereas distamycin 
21 27 
may bend the DNA helix ' . Several results indicate that both drugs 
bind in the minor groove of DNA: 1) Both drugs bind tightly to the 
DNA polymers poly d(I)-poly d(C) and poly d(I-C)-poly d(I-C) in 0.1M 
8 
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Figure 3. Chemical Structures of Netropsin, Distamycin A and a 
Model Fragment. 
Figure A. Shapes of Netropsin and Distamycin A. 
10 
sodium ion solutions, but show little or no binding to poly d(G)-poly 
d(C) and poly d(G-C) poly d ( G - C ) 1 ' 2 2 , 2 3 . These pairs of DNAs differ 
only at the 2 position of the purine ring which always lies in the minor 
groove. 2) Adenine nitrogens in the minor groove of DNA are shielded 
from methylation by the binding of both drugs, while guanine nitrogens 
28 
in the major groove remain unshielded . Estimates of the number of 
base pairs covered per drug molecule range from 3 to 5 for netropsin. 
The value of 3 was obtained using a combination of UV spectral titra-
22 26 
tions and dialysis and by means of analytical centrifugation . The 
latter study suggests similar results for distamycin A. In contrast, 
24 
the results of circular dichroism studies , have been interpreted to 
be consistent with the occupation of 5 base pairs by each netropsin 
molecule. 
Introduction to Raman Scattering 
The Raman effect is an inelastic scattering of light by the 
vibrational motions of the atoms of a material. This phenomenon was 
29 
predicted theoretically in 1923 by Smekal on the basis of simple quantum 
mechanical arguments. Five years later experimental evidence of the 
30 
effect was given by C. V. Raman . Due to the very small probability 
for this process, its spectroscopic usage was severely limited for some 
40 years. With the advent of laser light sources and more sensitive 
methods of light detection, the applications of Raman spectroscopy have 
increased enormously. This technique is widely used in the analysis of 
31 32 
molecular structures and interactions of biophysical interest ' 
While quantum mechanics must be used for a complete description 
of Raman scattering, classical considerations can show the main features 
11 
of this effect in a more intuitive way. Thus, the classical approach 
will be developed first, followed by a brief quantum mechanical descrip­
tion . 
Classical Description of Raman Scattering 
Classical electromagnetic theory predicts that a charged particle 
radiates when it is accelerated. This acceleration may be induced by 
the presence of the electromagnetic field due to incident light and may 
lead to "scattered" light. For extended systems of charges, such as 
molecules, the emitted power may be expressed in terms of the second 
time derivative of the electric dipole moment (see Appendix A). In a 
macroscopic sample the dipole moment per unit volume or polarization 
P is used. In Appendix A the expression for the average emitted power 
is shown to be: 
,2„ 2 
2^ 2J 
- 2V dt 
p = — o (A-12) 
3C J 
(Here V is the sample volume, C is the speed of light, and P is the 
polarization. The bar indicates time averaging of the quantity). 
In order to characterize the scattered light, the time dependence 
of P must be investigated. For a sample in an intense light beam, the 
main time variation of P results from perturbations in the dipole moments 
of molecules caused by the oscillating electric field of the light. 
Thus, it is instructive to expand P in a Taylor series in terms of the 
applied electric field E* due to the light. For a sample in a continuous 
o 
wave laser beam with power of 1 watt focussed to a diameter of 600 A the 
12 
- 4 
P(E) = P(E=0) + ap 
aE. 
3 1 a2? e + ± i 
t-o 1 2 j = 1 k ^ a Ej \ 
EE (I-l) 
2=0 3 k 
+ higher order terms 
The constant term in this expansion will be non-zero only for electrets, 
which have permanent net dipole moments per unit volume and will cause 
no time dependence. The second term in equation (I-l) gives the pre­
dominant contribution to P for most materials. In this equation the 
rate of change of P with the i-th component of the external electric field 
vector E_^  is called the polarizability per unit volume cL. Using this 
definition, Eq.(I-l) may be written as: 
3 
P(E) = ?(e"=0) + ai 
3
 aS. 
2 Ei + 2 * -
 3 E v +
=Q j=l k=l \ E=0 
(1-2) 
The second term describes a tensor relationship between E and P. The 
elements of the polarizability tensor CC have the form 
electric field of the light E is less than 10 as large as the ambient 
33 
interatomic electric field . Thus under the usual experimental condi­
tions for Raman scattering the electric field of the incident, light 
represents an extremely mild perturbation. For this reason the size 
of the terms in the Taylor series drops off extremely rapidly and only 
the first three terms need be considered. (With the use of pulsed lasers 
of peak power in the gigawatt range it is possible to generate much 
larger electric field changes. Under these conditions the previous 
approximation would have to be reevaluated.) 
13 
9P. 
_ 1 
BE. 
E=0 J 
(1-3) 
1=0 
Since these tensor elements are constants, the time dependence of this 
term is simply that of the applied electric field. The third term may 
be shown to have a more complicated variation with time which involves 
the molecular vibrations of the sample. In Appendix B the form of 
P(E) is worked out for a sample whose molecules are undergoing harmonic 
oscillation (with frequency v) in the presence of a sinusoidally varying 
electric field (with frequency v^). Under these conditions it is shown 
that the polarization becomes: 
P(E) = P + 1 cos 2tt v 0t + B {cos 2Tr(v„+v)t 
O O X o * 
+ cos 27r(v£-v)t} (A-23) 
where: 
P = P(E = 0) 
o 
A =OL E (A-22) 
o ***o o 
X 
•+ O V A V •+ 
and 
B = ^ f? E 
o 4 ^ o o 
X q V = the amplitude of a vibrational parameter characterizing the 
normal vibration with frequency v 
= the tensor whose elements give the rate of change of the 
volume polarizability element with respect to the 
parameter Xv. evaluated at Xv = 0.). 
E = the peak value of the electric field due to the indcident 
o 
light 
14 
Since P , A , and B are time independent —|- may be calculated as: 
dt 
^-y = - (2tt)2 {A v.2 cos 2tt v t + B (v h)) 2 cos 2tt(v + v)t 
O £ x. O x, £ 
+ B (v. - v ) 2 cos 2tt(v -v)t} (1-4) 
o x , I 
d 2P 
When the expression for —=• is squared, cross terms arise. However, 
d t
 a2P 
since each of the terms in — ~ has a different time dependence, these 
dt 
cross terms average to zero. The final intensity thus involves only the 
three direct terms: 
2 4 2 2 4 2 I - A v cos 2tt v ,t + B (v +v) cos 2tt(v +v)t 
O 36 3c O 3c jL 
+ B
0
2 ( V v ) 4 c o s 2 2 7 T < V v ) t <I-5> 
The first term leads to Rayleigh scattering at the frequency of the in­
cident light. The intensity of this component depends on the polariz­
ability per unit volume of the sample. Since all materials are polariz-
able to one degree or another, Rayleigh scattering is observed generally. 
The following two terms predict Raman scattering at frequencies placed 
symmetrically about the frequency of the incident light. These latter 
two components depend for their intensity on the occurrence of a change 
in polarizability per unit volume during molecular vibrations (i.e. 
i 
v 
molecule is deformed by an external electric field varies during a cer­
tain vibrational motion. For example, consider the two vibrational modes 
of a linear triatomic molecule, shown in Figure 5. During motions of 
the symmetric stretching mode similar changes occur in the ability of 
9 X -) . Thus Raman scattering results when the ease with which a 
o o o 
SYMMETRIC STRETCH 
o o — o 
ANTI -SYMMETRIC STRETCH 
Figure 5. Symmetric and Antisymmetric Stretching Vibrations. 
16 
both bonds to resist changes in polarization of the molecule. Thus, 
da 
8Xv is relatively large in this case. In the antisymmetric stretching 
mode one bond becomes stiffer as the other becomes softer. The polar-
Set 
izability of the entire molecule thus stays relatively constant and 
is small. 
The classical approach to Raman scattering predicts several ob­
served features. These are: 1) the symmetric placement of Raman bands 
about the exciting frequency, 2) the fourth power dependence on frequency, 
3) the weakness of Raman scattering as compared to Rayleigh scattering, 
4) the relation of the intensity of Raman bands to polarizability changes 
during molecular vibrations. However, the classical approach incorrectly 
predicts that the intensity ratio of the higher frequency to lower fre­
quency Raman components will be: 
I 4 
I 4 >
 1
 C1"6) 
v£-v (v£-v) 
(The lower frequency component is called the Stokes band in analogy to 
the Stokes fluoresence rule. The higher frequency component is called 
the anti-Stokes band.) Experimentally, this ratio is less than 1. An 
additional factor is necessary to resolve this discrepancy. This factor 
is due to quantum mechanical reasons and will be described below. 
Quantum Mechanical Outline of Raman Scattering 
When a quantum mechanical approach is used, several kinds of 
interactions are predicted between light and matter. These include 
absorption and emission of light as well as Rayleigh and Raman scatter-
34 35 
ing. This approach ' is quite lengthy and the details are not 
17 
essential to the present investigation. However, by providing a brief 
outline of this procedure, a clearer background may be provided concern­
ing the source of Raman scattered light, its physical properties and 
relation to other light-matter interactions. 
In order to describe the interaction of light with matter quantum 
mechanically, time dependent perturbation theory is used. Preliminary 
to this solutions must be described for a molecule and a radiation field 
which do not interact. The stationary energy states of an isolated 
molecule may be described by: 
Molecule V X ) " En V X ) ( I " 7 ) 
•fnt 
4 (X,t) = * (X) e 1 tr (1-8) 
n n 
where ^ n(X) and i^(X,t) are the time independent and time dependent state 
functions of the molecule, H - - is the Hamiltonian operator and E 
molecule r n 
gives the allowed energies. 
Likewise, the energy eigenstates of an isolated radiation field 
may be described by: 
Hfield * ( X ) = E * ( X ) ( I " 9 ) 
Such a radiation field may be shown to be analogous to a set of quantized 
35 
harmonic oscillators . For this system the Hamiltonian operator can 
36 
be written in analogy to the classical case as : 
H ? (P.2 + u>.2 Q. 2-Hu>.) (1-10) field 2 j j J J J 
18 
Where P and Q_. are momentum and position operators, respectively, for 
the j-th harmonic oscillator. 
CF> may be written as a product of harmonic oscillator wave func­
tions : 
)n 1, n 2, n 3, = 0 <j>n (1-11) 
By using shift operators: 
(1-12) 
which have the property of respectively raising and lowering the quantum 
number of the j-th oscillator by one, the energy levels may be shown to 
be : 
E = ? n. a). IT (1-13) 
V V n 3 J J 3 
In the case of the radiation field n^ . gives the number of photons 
present with energy TTOK . A_.* creates (and annihilates) photons with 
energy 7T(JO .. The vector potential describing the radiation field at the 
34 
position of the j-th atom may be written : 
A = 2 U.(CAi + CA.*) (1-14) 
where C and C' depend on i and j and gives the direction of polariza­
tion of the i-th photon. 
As observed, the light-matter interaction responsible for the 
Raman effect is normally very weak and its effect may be investigated 
19 
by time dependent perturbation theory. The interaction Hamiltonian may 
be formed by analogy to the classical force exerted on a charged particle 
in an electromagnetic field. When written quantum mechanically, the 
Hamiltonian is : 
H 
interaction Lj 2 K^j) (Aj-7) + K 2(j) A ^
2 J (1-15) 
where K^(j) and K^(j) are constants. 
In terms of shift operators: 
H. = ? ? (C1A„ + CnAn ) interaction i Z 1 Z 2 Z ' 
+ 2 ( d A A + d A A + d A A + d A A ) (1-16) 
m lJcm Z Z m j x, m 4 £ m 
where j sums over all charged particles and 1 and m sum over photon 
states in the field. 
36 
The coefficients C and d have the form : 
C - exp± ({L (^•?.)(U£.V.) 
* -[-P|c < ± { t W ^ ( v v ( I- 1 7 ) 
Here k_ is a vector whose direction specifies the direction of propaga­
tion of the i-th photon and whose magnitude gives the energy of this 
photon. The unit vector gives the polarization of the £-th state 
of the field, r. is the position vector of the i-th atom relative to 
an arbitrary origin. 
Without any interaction between the molecule and field the 
eigenstates of the composite system would be: 
20 
it (E +E +E +E +. . .) 
nx.t) ... = (X)d> (X) e"tr n n l n 2 n 3 
n,^,!^,!^, n n^,^,!^ 
-i EN t 
= Y N e J» (1-18) 
When the perturbation is included these states will no longer be eigen-
states, but will serve as a basis set for the expansion of the eigen­
vectors ^  of the total Hamiltonian: 
H . = H _ + H_. _ , + H. (1-19) 
total molecule field interaction 
thus 
-
1 E N T 
*r(x,t) - f V t } V x ) e <I~20> 
Using the standard methods of time dependent perturbation theory the 
time rate of change of b^(t) may be written to different orders of 
approximation : 
b. ( 0 )(t) = 0 
ft - 1 Xh W
 R
I ( E I " E N ) T : 
'J V * " H N " N V W " J N * 
t / 2 ) ( t ) = -|- ? b T ( 1 ) ( t ) H T e " V " (1-21) 
whereH
JN-
<,pj*|HINTJV 
These equations may be integrated subject to the proper initial condi­
tions to approximate b^(t) to different orders and give the probability 
of various transitions. If the system is required to be in a state 0 
21 
before the perturbation is applied, the zero-th order conclusion is that 
it will remain in that state. The first order result predicts that there 
is a probability of transition per unit time between states 0 and m given 
by : 
w = ^ H H* p(E) (1-22) 
mo ft mo mo 
Where p(E) is the density of states as a function of energy. The matrix 
elements H include contributions from the first two terms in Eq. (1-16) 
mo n 
which lead to the absorption or emission of one photon. The remaining 
four terms in Eq. (1-16) describe possible two photon routes between 
states 0 and m. These processes will be much less probable than the 
one photon transitions and may be shown to contribute only to Rayleigh 
36 
scattering 
If the second order perturbation equation is used, with the stip­
ulation that no single photon transition be allowed between states 0 and 
36 
m, a result analogous to equation (1-22) is gotten : 
W = K K* p(E) (1-23) 
mo ft mo mo 
Here, however, 
E HNO HmN 
Kmo " If E ^ E 7 < X " 2 4 > 
o N 
where the summation covers all states of the system. In this case only 
the contributions to the matrix elements from the first two terms of 
Eq. (1-16) need be considered. Again, this second order result describes 
a two photon path between states 0 and m. Here the set of states N 
which are coupled to both 0 and m by non-zero matrix elements serve as 
22 
intermediates. Energy is in general not conserved in transitions to 
these intermediate states and the "absorption" and "emission" steps 
cannot be time resolved. The intermediate states are thus called 
"virtual" states. The lifetime for Raman scattering is much shorter 
_ 11 37 ( < 10 sec.) than for fluorescence 
If the energy of an absorved photon matches the energy differ­
ence between some state of the molecule and the initial state, then 
energy will be conserved in the transition to N and E^ = E^. If 
and H _T are non-zero for the above states then this perturbation method mN 
clearly fails. A more general perturbation method predicts a resonance 
34 
enhancement of Raman scattering under these conditions 
The results above have been given for a single molecule in a 
radiation field. Systems which are studied experimentally contain large 
numbers of molecules. If the interactions among these molecules are 
considered then a quantum mechanical description becomes extremely 
difficult. By considering only thermal interactions between molecules, 
the ratio of the intensity of an anti-Stokes to the corresponding Stokes 
line can be calculated. In this case the intensity of scattering (either 
Stokes or anti-Stokes) is the product of the probability of scattering 
from each molecular state and the population of each state. The ratio 
of the number of molecules in the state m compared to those in the 
38 
state 0 is given by the Boltzmann factor : 
n AE 
m - mo
 / T 0 c v 
— - e (1-25) 
o 
Thus this factor appears in the quantum mechanical result but could not 
23 
be expected from the purely classical approach discussed before. 
In summary, the quantum mechanical approach explains several 
features of Raman scattering which do not arise classically. Among 
these are: 1) The influence of excited molecular states. 2) The short 
lifetime of scattering. 3) The resonant enhancement of Raman scatter­
ing. 4) The Boltzmann factor in anti-Stokes/Stokes intensity ratios. 
24 
CHAPTER II 
EXPERIMENTAL EQUIPMENT, MATERIALS, AND METHODS 
Raman Instrumentation 
The computer controlled Raman spectroscopy system used in this 
study is shown in Figure 6. A Coherent Radiation CR-6 argon ion laser 
provided the intense, monochromatic, polarized light used to induce 
Raman scattering. Using this laser several wavelength choices are 
available between 528.7 nanometers (nm.) and 454.5 nm. Higher output 
powers may be obtained by using the lines at 514.5 nm. and 488.0 nm. 
The 488.0 nm. line was chosen for most series of studies because it pro­
vided ample incident power with good stability and minimized fluorescence 
interference, where this was a consideration (see materials section). 
A narrow bandpass filter was used to transmit light at the laser fre­
quency, while eliminating interference from non-lasing plasma emissions. 
Laser powers between 50 and 200 milliwatts (mw.) (measured at 
the sample) were used to examine the drug and drug-DNA complexes. The 
laser beam was carefully positioned and focussed inside the sample cell 
which consisted of a quartz capillary with a flat bottom. The volume 
of this cell was approximately 10 microliters (yl.), but as little as 
2.5 yl. of sample solution could be used without compromising the 
quality of the resultant spectrum. The sample cell was held in an 
aluminum block which could be thermostatted by circulating water between 
1°C and 70°C. The laser beam entered the bottom of the cell and passed 
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Figure 6. Raman System Diagram. 
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along the cylindrical axis. The scattered light was collected at 90° 
from the incident beam, passed through a polarization scrambler, and 
was focussed on the entrance slit of a Spex 1401 double monochromator. 
In this device two gratings are used in series to reduce the inter­
ference due to the intense light which is unshifted in frequency (due 
to Rayleigh scattering and incidental reflections). The effective slit 
width of the spectrometer was 4.5 cm. \ The light signal was detected 
at the exit slit of the monochromator by a cooled RCA 31034 photomulti­
plier specially selected for low dark current. 
The central component in the electronic portion of the signal 
path was a Digital Equipment Corp. PDP 8/f computer. This computer 
served a wide range of functions including: 1) controlling the fre­
quency scanning of the spectrometer, 2) storing the data as a multi­
channel analyzer, 3) processing the data in specialized ways useful 
for spectral analysis, and 4) inputting and outputting the data. 
During the recording of a spectrum pulses from the photomulti­
plier were amplified and then counted digitally by a scaler. The com­
puter controlled the time period during which the scaler counted, stored 
the resulting number, and cleared the scaler. The frequency selected 
by the spectrometer was then incremented slightly by a servo motor 
drive controlled by a pulse train from the computer. This process 
was repeated until the required amount of data was acquired. The pro­
gramming allowed automatic multiple scanning of a frequency interval 
in order to minimize the influence of slowly varying factors on the 
recorded spectrum. This capability was also used to test the accuracy 
of the computer control over the spectrometer scanning. The wavelength 
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indicator of the spectrometer was monitored visually during 25 multiple 
scanning cycles. Variations of less than 0.2 cm. 1 were observed in 
the end points of all cycles. No cumulative errors were noted. 
The parameters discussed above, such as the number of data points, 
the frequency increment between channels (by which the computer deter­
mined the number of pulses to send to the spectrometer), the counting 
time per channel, and the starting frequency, were provided to the 
computer through an initial dialogue before each run. Immediately prior 
to recording a spectrum the system scanned slowly across the frequency 
region containing the chosen laser line. By recording the intensity 
profile of the heavily attenuated laser line its center could be found 
very accurately. This process also confirmed that the laser was set on 
the proper line (sometimes a problem for weak lines close together in 
frequency) and was tuned properly for stable operation. The frequency 
shift of each channel in a spectrum was then determined by how far the 
spectrometer had been scanned from the center of the exciting line. 
This process eliminated a dependence on the exact calibration of the 
spectrometer since only frequency shifts are of interest in Raman spectro­
scopy. 
During the recording of data, a partial spectrum was displayed 
on a CRT scope. The scale could be adjusted to allow evaluation of 
fine and gross features of the spectrum. The frequency shift associated 
with observed bands could be determined. In its off-line mode (not 
simultaneous with data taking) the computer offered more powerful 
analysis capabilities. These included the ability to subtract arbitrary 
linear baselines from whole spectra, find the integrated intensities of 
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bands, and add or subtract two whole spectra channel-by channel in 
arbitrary proportions. A wide range of input/output devices were inter­
faced to the computer. In addition to the CRT display, data could be 
graphed on an X-Y plotter, listed on a teletype, or punched by a high 
speed paper tape device for later use with the paper tape reader. 
Sample Materials 
Netropsin samples were generously provided by N. Belcher, Pfizer 
Inc.; L. Ninet, Rhone Poulenc; F. Aracamone, Farmitalia; and E. L. 
Patterson, Lederle Laboratories. Distamycin A was obtained from 
Boehringer Mannheim Inc. Netropsin samples, available in both sulfate 
and hydrochloride forms, were purified by repeated recrystallization 
into the sulfate form. Various concentrations of the drug were used up 
to its solubility limit. At room temperature this was about 0.7 mg/ml. 
The distamycin A samples required no purification to obtain high quality 
spectra. Because the solubility of distamycin A is much greater than 
netropsin, concentrations up to 2.5 mg/ml could be used. Spectra 
were obtained from 100 cm ^ to 2000 cm \ 
Care was taken to minimize the length of time the samples were 
irradiated and the laser powers used. Precautions were taken to ensure 
that the exposure of the sample to laser light did not lead to experi­
mental artifacts. Features of the UV spectra of the drugs were used 
to monitor possible drug changes due to irradiation. Because of their 
importance, these tests are described in detail below. 
Netropsin and distamycin A have two absorption peaks in the ul­
traviolet (Figure 7). (in netropsin these occur at 235 nm. and 295 nm. 
29 
30 
and in distamycin A at 237 nm. and 303 nm.) The lower wavelength ab­
sorptions do not change significantly when the drugs bind to DNA. The 
higher wavelength absorptions shift upward in wavelength by approxi­
mately 30 nm. upon DNA binding and have been assigned to sets of 
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coupled N-methyl pyrrole rings . A correlation has been noted between 
a particular characteristic of the UV spectrum of unbound netropsin and 
its ability to subsequently bind to DNA. When the UV absorbance ratio 
A295^235 l s ^ o u n c* t o a P P r o a c h 1.15, the netropsin sample binds strongly 
to DNA under proper conditions. However, as this ratio falls below 1.00 
(as occurs in a sample left at room temperature for several days) the 
independently measured binding has been found to decrease greatly. Pre­
sumably the mechanism of inactivation involves changes which influence 
the coupled pyrrole rings. A similar monitoring was used for distamycin 
samples. Tests using this criterion showed that laser irradiation did 
not significantly increase the normal slow decay process. Samples of 
drugs recovered after actual runs showed no significant differences 
in this UV characteristic. Raman spectra obtained at 25°C and 1°C were 
not significantly different. 
The drugs were dissolved in a 3-4 mM sodium chloride solution at 
pH = 6.0-7.0. Calf thymus DNA, obtained from Sigma Chemical Co., was 
chloroform extracted and sonicated, then extensively dialysed with 1.0 mM 
NaCl. It was rotoevaporated to dryness and redissolved with double dis­
tilled water to a final concentration of 6.0 mg/ml. The sodium ion con­
centration was approximately 3 mM. The polymer poly d(A-T)*poly d(A-T) 
(gift of R. D. Wells, University of Wisconsin) was treated in a manner 
similar to the calf thymus DNA and employed at a concentration of 
4 mg/ml. Drug-DNA complexes were formed by mixing concentrated solutions 
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of drug and DNA in a molar ratio of approximately 20 base pairs of DNA 
per drug molecule. The Raman spectra of each binding mixture were re­
produced in three separate experiments. Pyrrole, N-methylpyrrole, and 
N-methylpyrrole-2-carboxaldehyde were obtained from Aldrich Chemical Co. 
In order to eliminate strong fluorescence interference, each was vacuum 
distilled immediately prior to its spectroscopic use. The samples 
were protected from oxidation by a dry nitrogen atmosphere while their 
spectra were obtained. 
Methods of Analysis 
The two different major types of analysis used in this study are 
described below. The first of these involved processing raw spectral 
data into a form in which relevant comparisons could be made. The 
second analysis problem was more elaborate and consisted of relating 
observed Raman bands of the drugs to vibrational motions of these 
molecules. 
Analyses of binding experiments required careful comparisons of 
the Raman bands of the drugs in the presence and absence of DNA bands. 
This was greatly facilitated by the digital data storage and fast data 
processing afforded by the on line computer system. Particularly useful 
was the ability to subtract proportions of one spectrum from another 
channel-by-channel. For two spectra, each containing 1024 data points, 
this process required less than 5 seconds. 
This technique was used to normalize the various spectra of 
each binding experiment (i.e. drug alone, DNA alone and drug+DNA). 
Varying amounts of a standard buffer spectrum were subtracted from 
each data spectrum until the water band (1645 cm ^) was removed 
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completely. (This is illustrated in Figure 8). The required amount of 
the standard buffer spectrum was then indicative of the intensity of 
the Raman scattering of the water. The intensity of the water scatter­
ing in turn measures the combined effect of experimental factors, such 
as, laser power, optical alignment, slit width, and counting time. 
Thus the intensity of the various spectra could be corrected for varia­
tions of all these factors between runs. The observed intensity of 
the drug bands depdnds in addition on the concentration of the drug in 
each sample. This final factor in the normalization was calculated 
from ultraviolet absorbance data. 
To obtain the bound drug spectrum it was necessary to remove 
the bands due to DNA and buffer from the spectrum of drug+DNA+buffer. 
This was done by a two step process. Fractions of the standard buffer 
spectrum were separately subtracted from the spectrum of the drug-DNA 
mixture and unbound DNA. Proportions of the resultant spectrum of the 
unbound DNA were then subtracted from the resultant drug-DNA spectrum 
until the DNA bands were removed. The latter procedure assumed that 
spectral differences between unbound and partially bound DNA were 
negligible. This is strictly correct for DNA hands unaffected by drug 
binding. It should also be approximately correct for other DNA bands, 
given the 20 to 1 molar ratio of nucleotide pairs to drug. Additionally, 
only those DNA bands which overlap drug bands have the potential for 
significantly distorting the resultant spectrum. Tests can be made 
for the validity of this procedure. One such test is the ability to 
accurately remove all major DNA bands by a single subtraction of a 
proportion of the resultant unbound DNA spectrum without distorting 
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the background of the final spectrum. Secondly, there should be no 
correlation between observed changes in the bound vs. free drug spectra 
and the positions of DNA bands. Figure 13 shows that the background of 
the bound and free distamycin spectra are undistorted and follow each 
other. Changes between the bound and free drug spectra do not show a 
strong correlation with the positions of DNA bands. 
In order to draw conclusions about binding changes by Raman 
spectroscopy it is necessary to assign the observed Raman bands to the 
modes of vibration of the molecule from which they arise. This assign­
ment problem is generally complex for molecules the size of these drugs. 
When completed, however, each Raman band serves as a probe of what is 
happening to specific parts of the drug, making detailed conclusions 
possible. Several techniques of increasing complexity were utilized to 
make assignments. 
Certain chemical groups within a large molecule have vibrational 
modes which are isolated by frequency and symmetry from the motions of 
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the rest of the molecule 5 . Thus these frequencies are approximately 
characteristic of the group alone and may be transferrable to different 
molecules. This approach was used in our work to give approximate fre­
quencies for bands from the methyl and amide groups as shown in Table 2. 
In order to assign the bands resulting from less localized modes 
we investigated spectroscopically several compounds as models for parts 
of the drugs. For example, pyrrole, N-methylpyrrole, and N-methyl 
pyrrole-2-carboxaldehyde were used to model the pyrrole rings and 
surrounding structures of the drugs. Some empirical correlations were 
possible between these spectra on the basis of chemical similarities 
and differences of the sample molecules. However, this method was not 
Table 2. Raman Group Frequencies 
methyl rock 
methyl symmetric bend 
methyl antisymmetric bend 
amide I C=0 stretch 
amide II N-H bend 
amide III N-H bend & C-N stretch 
amide IV 0=C-N bend 
1000-1100 cra-1 
1370-1390 cm-1 
1440-1460 cm-1 
1650-1660 cm-1 
1540-1565 cm-1 
1250-1300 cra-1 
600- 775 cm-1 
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found to be satisfactory since closely spaced Raman bands could not be 
reliably distinguished as they shifted about. This led to the use of 
normal coordinate analysis (NCA) to actually predict the frequencies of 
these model compounds. By comparing the calculated frequencies and 
normal modes for these molecules with their spectra many changes could 
be confidently followed. Very good predictions were obtained for the 
direction and magnitude of frequency shifts observed between pyrrole 
and its derivatives. Further discussion of this will be given in 
"Results." 
On the basis of this success, the NCA method was used to examine 
a fragment common to the drug molecules (shown in Figure 3c). Due to 
the extreme importance of NCA to this investigation, the technique is 
described at length in the following chapter. 
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CHAPTER III 
NORMAL COORDINATE CALCULATIONS 
Basic Theory 
The general problem of predicting the vibrational spectrum (IR 
and Raman) of a molecule is presently undertaken in distinct parts. The 
techniques range from purely classical to quantum mechanical. Vibra­
tional frequencies and normal modes are calculated by the specialized 
classical methods appropriate for small oscillations. Where molecular 
symmetry is present, group theoretic methods may readily show which of 
the calculated modes are Raman and/or IR active. This much may be 
achieved without recourse to any quantum mechanical calculations. In 
addition, for small molecules (and localized portions of larger ones) the 
intensities of vibrational bands and the magnitudes of interatomic forces 
may be calculated ab_ initio. 
The goal of the present investigation is to assign experimentally 
observed Raman bands from complex, non-symmetric drug molecules to the 
vibrational modes from which they arise. This will be undertaken by 
the classical calculations, mentioned above, which are called normal 
coordinate analysis (NCA). 
In NCA molecules are modeled by point atomic masses connected 
by massless Hooke's Law springs. (For some investigations anharmonic 
force constants are considered.) The point masses are assumed to 
oscillate freely with very small amplitudes about positions of stable 
equilibrium. Under these conditions only fundamental frequencies are 
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excited and functions need be considered only to lowest order in atomic 
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displacements . Newton's equations of motion in the Lagrangian formula­
tion are employed to calculate the frequencies and normal modes of 
vibration. Although several specialized coordinate systems and methods 
of calculation may be used in this problem, the basic theory remains the 
same. This is illustrated below for a system of n atoms using a cartesian 
coordinate system (S. S n ) which measures the deviations from 
1 Jn 
the equilibrium positions of the atoms (X^ . . . . X^ n ). These coordinates 
o o 
are related to general cartesian coordinates X_^  by: 
X ± * X ± o + S. For i = 1 to 3n (III-l) 
In this system the potential energy may be expanded about the 
equilibrium configuration of the molecule as: 
2 V O V...V - ^ X ^ . . . ^
 + , ^  ( | | _ ) o S i + | k ( A _ ) o 
+ higher order terms (III-2) 
The constant first term may be made to vanish by choosing the potential 
energy to be zero at equilibrium. Since the derivatives in the second 
term represent components of force, they must all be zero at equilibrium. 
Because of the infinitesimal nature of atomic displacements, only the 
first non-vanishing term will be important. Thus the form of the 
potential energy is: 
^ i - 8 ^ " ?k w h e r e V " f f s ^ o < m ~ 3 > 
3 k 
In cartesian coordinates the kinetic energy is particularly simple: 
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3n
 2 
2T(S.. S_ ) = 2 m. S. (III-4) 1 3n r*. l l i=l 
In this sum the mass of the Z-th atom occurs three times as i = 3£ - 2, 
3£ - 1, and 3A. 
Since V is solely a function of atomic displacements and T is 
a function of velocities only, Newton's equations may be written: 
i i 
Upon substitution of T and V a system of 3n linear differential equa­
tions with constant coefficients results. These equations which have 
the form: 
3n 
m. S. + 2 V.. S = 0 (III-6) 
1 1
 j-i « ^ 
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are known to have 3n oscillatory solutions . If the k-th solution is 
assumed to have the form: 
S. = A,, sin (/xTt + a) (III-7) i ik k 
then, the differential equations are placed by a set of 3n coupled al­
gebraic equations called the secular equations. 
3n 
2 (V, . A.. - A..H1.X.6.. ) = 0 
j
= 1 *J Jk ik i J Jk 
or (III-8) 
3n 
2 V.. A.. =A..m.X. j
= 1 iJ J k ik l k 
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A., is the amplitude of oscillation for the i-th coordinate in the k-th jk J 
solution. These oscillatory amplitudes are the unknowns in this system 
of equations. However, solutions for the system will be possible only 
when X^. takes on certain discrete values called eigenvalues. The fre­
quency of an oscillation described by equation (III-7) is related to 
* u 4 1 X k b y : 
\ m h s\ (III"9) 
Thus a set of discrete vibrational frequencies will result, each 
with a corresponding set of amplitudes A_.^  for the j coordinates. 
The solution of the secular equations may be completed by well 
known algebraic methods. However, for problems of sufficient com­
plexity to warrant the use of computers, a matrix formulation is in­
dicated. In this method the elements (see Eq.(III-3)) are assembled 
into a 3nx3n matrix V which is real and symmetric. The eigenvalues 
X.. ..X0 form the diagonal elements of an otherwise null matrix A. . 1 on 
The A's form a 3nx3n matrix A in which the k-th column of A., 's gives 
Jk 
the amplitudes for a distinct eigenvalue X^. The n masses each appear 
three times down the diagonal of an otherwise null matrix M . In this 
notation the secular equations may be written as: 
V A = M A A ( I I I - I O ) 
Upon multiplication from the left by A(the transpose of A) this gives: 
a ' V A = A ' M A A 
In Appendix C it is shown that for the case of distinct eigenvalues: 
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A ' M A = 1 
(111-12) 
(This result may also be shown to be valid when degeneracy occurs). 
Equations (III-ll) and (111-12) may be written: 
A ' V A = A 
A ' M A = 1 
Thus a matrix A may be found which diagonalizes V by a congruent trans­
formation to a diagonal matrix whose non-zero elements are the eigen­
values. This same transformation also diagonalizes M to the unit matrix. 
The importance of this result may be seen by considering the transforma­
tion to a generalized coordinate system 7} defined by the use of A as: 
S = A I ? ( I I I " U ) 
Here S and Tjj represent column vectors of all the cartesian coordinates 
of the molecule and the new set of coordinates n^. In matrix nota­
tion the potential energy is given by: 
2 V = S ' V S = I ; ' A / V A I 7 ( I 1 I 1 5 ) 
2 V = ^ ' A I ; (in-16) 
Also: 
- C / F T J C - */A/KH A ^ - (111-17) 
2 T = S ' M S = rj'A'M Ar} = rj'r} 
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Thus in the coordinate system 7} (called normal coordinates) both energy 
expressions occur with no cross terms. In effect, the secular equa­
tions have been uncoupled by the principal axis transformation generated 
by A . Each of the normal coordinates may be excited independently 
of the others, leading to an in phase vibration, generally involving 
the whole molecule. 
With modern computer storage capabilities and efficient numerical 
methods, very large matrices may be routinely diagonalized. Using the 
present diagonalization program and computer hardware, matrices up to 
about 200 x 200 may be diagonalized. This gives the capability of 
analyzing molecules of up to approximately 70 atoms. For a problem of 
this complexity, however, a significant expenditure of computer time 
would be required. 
Computational Approaches 
The brief theoretical development given above is general for NCA. 
However, additional considerations lead to variations in the methods 
of implementing the calculations. Presently two antithetical approaches 
to NCA calculations are of general research interest. These may be dis­
tinguished as an algebraic and a numerical approach. A comparison of 
these methods will illustrate the advantages of each for particular 
types of molecules. 
In the algebraic approach the problem is developed so as to 
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minimize the task of matrix diagonalization . This is accomplished by 
the use of very specialized coordinate systems, rather than the carte­
sian coordinate discussed previously. Recall from equations (.111-3) 
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and (III-4) that while the expression for kinetic energy is simple in 
cartesian coordinates, the opposite is true for potential energy. The 
use of the elements V = ( ) to express potential energy has 
j k. j ^ 
several disadvantages. These force constants are not invariant to 
rotations of the molecule as a whole and are not easily transferrable 
from one molecule to another. They do not provide the basis for a 
physical distinction between the stretching, bend, and twisting of 
chemical bonds. The expression of the potential energy in terras of 
meaningful force constants thus requires the use of a set of internal 
coordinates z;^  fixed on the molecule, which measures changes in bond 
lengths, interbond angles, and dihedral angles. In these coordinates 
the potential energy is given by: 
2V
 • & Fjk *j \ 
or in vector notation: (111-18) 
On diagonal elements F_„ represent force constants corresponding to a 
change of the i-th coordinate. Off diagonal elements reflect the 
interaction forces between different coordinates. The use of inter­
nal coordinates has the additional advantage of eliminating up to six 
coordinates (five for linear molecules) taken up in a cartesian system 
by translations and rotations of the center of mass of the molecule. 
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Such a reduction decreases the size of the matrix which must be 
diagonalized. Unfortunately, all of this reduction is not usually 
realized due to another property of internal coordinates. Unlike 
cartesian coordinates, these internal coordinates are generally not 
independent. As an example, for the in-plane vibrations of a trigonal 
molecule a set of six internal coordinates is suggested. These co­
ordinates consist of two sets, each of which contains symmetrically 
equivalent elements. One set contains three bond length changes and 
the other contains three changes in interbond angles in the molecular 
plane. However, four atoms constrained to a plane have only eight 
degrees of freedom, of which three describe translations and rotations. 
Thus the six vibrational internal coordinates contain one redundant co­
ordinate, which is in this case one of the angle changes. This can 
be demonstrated since the three interband angles cannot be inde­
pendently adjusted. In fact, a redundancy condition may be written: 
9 1 2 + 9 2 3 + 9 3 1 = 2 ( 1 1 1 - 1 9 ) 
This equation may be used to eliminate one of the coordinates. 
More often, however, all internal coordinates are retained until the 
end of the problem in order to exploit the symmetrical equivalence 
of these redundant sets. In order to recast the vibrational problem 
in internal coordinates the kinetic energy must be expressed in this 
system. This may be accomplished by determining the transformation 
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between cartesian and internal coordinates. The conformation of the 
molecule determines the form of the internal coordinates and, there-
42 
fore, the details of the transformation. Wilson has developed a 
method of expressing the kinetic energy directly in internal coordi­
nates in terms of an auxiliary matrix such that: 
• • 
2T = £ (111-20) 
The elements of 0 depend on atomic masses and positions and all 
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contributions to their algebraic form have been fully cataloged 
The solution of the vibrational problem in internal coordinates 
follows that given for cartesian coordinates. 
Where molecular symmetry is present, a much more important 
simplification of the diagonalization problem may be realized. In 
fact, the attractiveness of the algebraic method of NCA depends 
largely on the use of this simplification. Here again, a special­
ized coordinate system (called symmetry coordinates) is employed to 
eliminate cross terms in the energy expressions and thereby decouple 
the secular equations. This process differs in two ways from the 
previous use of normal coordinates. 
First, the use of symmetry coordinates does not eliminate all 
energy cross terms and uncouple all secular equations. In terms of 
the matrix diagonalization task, the simplification is described 
schematically in Figure 9. Non-zero elements occur only in blocks 
along the diagonal. The coordinates which correspond to these blocks 
a l l e l e m e n t s 
z e r o 
n o n - n u 11 
s u b - m a t r i c e s 
Figure 9. Schematic Diagram of Matrix Diagonalization Problem. 
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have the same symmetry properties. Elements in the matrix resulting 
from coordinates of different symmetries are all zero. The diagonal­
ization of the resulting matrix requires only the separate diagonal­
ization of the non-zero submatrices. For original matrices which are 
large this provides a great savings of computer time and reduces 
storage requirements. 
Symmetry coordinates also differ from normal coordinates in 
how they are determined. Rather than resulting from the diagonaliza­
tion process, symmetry coordinates are established, a priori, on the 
basis of molecular symmetry. Linear combinations of internal co­
ordinates are formed which transform according to the irreducible 
representations of the molecule's symmetry group. This process may 
be undertaken in a systematic manner using projection operator tech­
niques. With experience, however, some symmetry coordinates may be 
arrived at by observation. 
The method of NCA used in this study avoids algebraic develop-
43 
ment in favor of a first principles approach . The necessary 
transformation between cartesian and internal coordinates is obtained 
by numerical differentiation. Each internal coordinate £^ may be 
expanded in terms of cartesian coordinates about the molecule 
equilibrium configuration as: 
48 
c i(s 1,s 2,...,s 3 n) - ^(s^.Sj , . . . s 3 n ) 
o 
9C. (111-21) 
+ 5 (~^ r~) I S. + higher terms i do. o j 
J
 J J 
Both cartesian and internal coordinates may be made zero at equilibrium 
and only first order terms need be retained: 
^ w - v • ?4 i^ io s j - ? v j ( i i i _ 2 2 ) 
The value of each internal coordinate can be calculated in terms of 
the cartesian coordinates of the involved atoms. This may be done in 
general for each of the categories of internal coordinates (stretches, 
bends, wags, and torsions) using simple manipulations of vectors. 
Again these calculations are simplified since they need be made only to 
first order in cartesian displacements. By making small increments and 
decrements in each cartesian coordinate, in turn, and calculating the 
resultant values of the internal coordinates, one can numerically 
approximate the derivatives: 
P - ( ^ ) | 0 (111-23) 
by: 
C (S ,...,S + A,...,S ) - C (S ,...,S,-A,..., S ) 
P . . = ^ - ^ ^ 3 n
 O A
 1 1
 1 ^ - (111-24) 
ij 2A 
When this procedure is repeated for each internal coordinate a complete 
table of elements P.. will be determined. 
Using these P „ the usual force constants appropriate for 
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internal coordinates are numerically transformed for use in the carte­
sian system. From Eq. (111-18) the potential energy may be written 
in internal coordinates as: 
2V = I F C p c (111-25) Jo,m Jo,m Jo m 
Using the transformation to cartesian coordinates (Eq.III-21) this gives: 
2V = 2 | 2 F. P.. P _ ] S.S. (111-26) ],k [ Jo,m io,m £j mkj j k 
Comparing this result to Eq.(III-3) it can be seen that the desired 
transformation consists of: 
V.. = 2 F 0 P.. P . (111-27) 
The only additional transformation employed in this approach is to mass 
weighted cartesian coordinates defined by: 
q. = A T S. (111-28) 
In this coordinate system the kinetic energy matrix is simply the unit 
matrix. The potential energy matrix elements W., in the mass weighted 
Jk 
system are related to V_.k by: 
Vik 
W.. = / K (111-29) 
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The secular equations now have the form : 
W A = A A ( I I I - 3 0 ) 
and the solution is analogous to that given above. After the vibrational 
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problem has been solved the genuine vibrations may be distinguished 
from modes which consist of linear combinations of translations and 
rotations of the entire molecule. The non-vibrational modes can be 
immediately distinguished by their zero frequencies. 
In summary, the algebraic approach to NCA can greatly reduce the 
matrix diagonalization difficulty for molecules with significant 
symmetry. In polymers, for example, this approach may be essential 
in making the NCA possible. The price paid for these advantages is 
the additional difficulty of transformations among multiple coordinate 
systems. This consists mainly of the evaluation of the G 1 matrix 
elements and the construction of symmetry coordinates. In addition, 
where non-independent coordinates are used, redundancy conditions must 
be determined. For complex molecules, particularly those including 
rings, the difficulty of obtaining and verifying these conditions may 
cause subtle errors in the calculations which follow. 
Because it avoids all these difficulties, the numerical approach 
is indicated unless symmetry factoring is necessity. This method 
takes maximum advantage of modern computing capabilities to eliminate 
time consuming algebra. 
When the vibrational problem has been solved (by either procedure 
above) the relative displacements of each atom may be plotted for each 
normal mode. For complex molecules, however, this presents a rather 
confusing picture and more efficient methods are used to characterize 
the normal mode. A standard approach is to calculate the potential 
energy distribution (PED) for each normal mode. This calculation is 
described below as used with the numerical approach. When the 
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algebraic approach is used this calculation is analogous, but somewhat 
simpler. 
If only the single normal mode n^ . (corresponding to eigenvalue 
and frequency v^) is excited with an arbitrary amplitude n^, then 
from equation (111-14): 
3n 3n 
s. = 2 A., n. = 2 A., r, 6.. = A. n (in-3l) 
The total potential energy is given by: 
2V = V f 2 Ffl_ P n, P_,l r, A.,, n A J t. (111-32) 2 r 51 n  .  .1 n  .,r. ~ £m £i mj o ik 'o jk 
V =
 02 i F 0 n 2 .2. P„. P . A.. A., (111-33) £,m 2 £m o i,j £i mj ik 3k 
Thus each term: 
-y F 0 n 2 2 P P . A.. A.. (111-34) 2 £m o 13 £1 mj ik jk 
represents the potential energy which goes with the force constant F n . 
£m 
By dividing the potential energy associated with each force con­
stant by the total potential energy, one obtains the fractional distri­
bution of potential energy among the force constants. Force constants 
often occur in symmetrically equivalent sets and, therefore, the PED 
among different sets rather than individual force constants is utilized. 
This is done separately for each normal mode and the results character­
ize the vibrational motion occurring in each normal mode. 
While the PED is a valuable physical way to describe normal modes, 
phase information is suppressed due to the scalar nature of energy. 
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For example, the potential energy would be distributed similiarly in 
the two vibrational modes of a linear triatomic molecule shown in 
Figure 5. Since these two modes differ greatly in their Raman in­
tensity, it is necessary to distinguish clearly between two such cal­
culated modes. This is accomplished in this study by the following 
simple method illustrated in two dimensions in Figure 10. Vectors were 
formed which give the separations between pairs of atoms. The changes 
in these vectors were calculated when a single normal mode was ex­
cited with arbitrary amplitude. By calculating the component of AV 
parallel to the original vector V q the direction and amount of bond 
stretch was found for bonded pairs of atoms. This same method was 
applied to non-bonded atom pairs to determine whether these atoms were 
moving closer together or further apart during a normal vibration. The 
component of AV perpendicular to V q gives a measure of the twisting of 
the bond (or the line connecting non-bonded atoms). No distinction 
is made among twists which arise from bends, wags, or torsions. This 
method could be extended in several ways to give more specific informa­
tion. Generally, however, this additional information is available 
from the PED. 
Force Fields 
The NCA calculations described above are straight forward and 
may be performed accurately. The data required include the atomic 
positions and masses and the sets of force constants F n (where I and 
m indicate internal coordinates). Together this set of constants is 
called a force field. Masses of the predominant isotope of each atom 
are employed. Atomic positions may be calculated from the molecule's 
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lAVx|=V|AV|-|AVV|2 
V 0 AV„=AVV0 
Figure 10. Characterization of Bond Changes as Bends and Stretches 
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conformation and bond lengths. If this information is unavailable from 
X-ray or microwave studies then approximate bond lengths and angles 
may be transferred from similar molecules. The errors caused by this 
are not usually serious. Knowing a physically realistic force field 
is the key to any NCA. Force constants for individual bonds are not 
usually transferable between molecules. They do have validity when 
viewed as a set which determines the vibrational motion of a group of 
connected atoms. The on-diagonal force constants F.. are always posi-
o 42 
tive and have values of about 2-10 millidynes/A for bends . This is 
generally at least an order of magnitude larger than the off-diagonal 
constants which reflect the interactions between changes in different 
internal coordinates. Variations in one internal coordinate may in­
crease or decrease the flexibility of adjacent bonds. Thus, these in­
teraction constants may be positive or negative. For internal coordi­
nates which are widely separated spacially, these constants are often 
found to be very small and are neglected in an approximation called a 
partial valence force field. Such a force field is determined from an 
initial set of force constants by an iterative procedure. The force 
constants are varied until the difference between the calculated and 
experimental frequencies is minimized. For this problem to be well 
determined the number of available experimental frequencies must 
exceed the number of force constants to be adjusted. Several 
expedients are used to guarantee this. Where possible, chemical 
variants of the molecule of interest are studied, in which changes 
such as methylation and deuteration have been made. These alter­
ations are designed to change the inertial characteristics of the 
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molecule, but not the interatomic forces. This in effect gives more ex­
perimental frequencies without introducing new unknown force constants. 
Some groups of force constants (many interaction constants, for example) 
may be set to zero or to another fixed value on physical grounds or from 
experience with similar molecules. These force constants are not varied 
in the iteration process. Other force constants which are symmetrically 
related, may be required to remain equal to each other as they are varied. 
Partial valence force fields determined in this way were avail­
able for several subunits of netropsin and distamycin, including the 
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pyrrole rings and the peptide group . These force fields were first 
used to test the computer program. In this process it was discovered 
that subtle differences may exist among force fields, depending on the 
computational approach used to develop them. For example, the implicit 
choices for the positive direction of internal coordinates differ among 
different programs. This causes no problems in the on-diagonal energy 
terms since they depend only on the square of a single internal coordi­
nate. However, the interaction energies have the form F n and 
2 £,m £ m 
may therefore be changed in sign by a change in internal coordinate def­
inition. Discrepancies of this kind may be found by comparing the 
implicit internal coordinate definitions in each program. Corrections 
may be made by reversing the sign of some of the interaction constants. 
Another modification was found necessary in order to use certain 
force fields with this numerical NCA program. When using the algebraic 
NCA method, force constants may be defined in relation to symmetry 
coordinates which are linear combinations of the internal coordinates. 
For example, in the case of torsion about the C = C bond in ethylene, 
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four separate torsional angles occur. These are the dihedral angles 
' 1 2 : H 1 - C = S C - H 2 
> 2 3 : H 3 - C = C - H 2 
»14: H x - C = C - H 4 
> 3 4: H 3 - C = C - H 4 
The restoring force for this torsion may be defined (by the Fukushima 
46s 
convention ) in relation to a single internal-rotation symmetry coordi­
nate : 
„
 612 + 623 + 914 + 634 
The positive sign is taken for the coordinates when the C-H bond nearer 
the observer is rotated clockwise relative to the farther bond. The 
potential energy for the torsion is then given by: 
'12 + 623 + 614 + 34 
V = j K0 2 = \ K 
V - ^ ^ - f i
 2
+Ii_ft 2 +IK_ f t 2 +lii - A : 
V
 " 2 16 612 + 2 16 623 + 2 16 614 + 2 16 634 
+
 2 8 612 623 + 2 8 612 614 + 1 8 612 034 
+
 2 8 623 914 + 1 I 623 634 + 1 1 614 634 
Because of cross terms, a single diagonal torsional force constant K 
defined for a symmetry coordinate, gives rise to both diagonal and off-
diagonal energy terms. Thus when using the numerical NCA program ten 
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separate force constants must be entered. Four of these are on-diagonal 
K 
constants equal to which go with the four torsional internal coordi-
K 
nates. The other six are equal to g- and are interaction constants be­
tween the four torsions. (It should be noted that in this case the 
interaction constants are twice as large as the on-diagonal force con­
stants and more interaction constants occur. This enhanced importance 
of interaction constants is physically reasonable in the case of bond 
torsions. The internal torsional coordinates used in this study must 
vary cooperatively in order for a true torsion to occur.) 
In general, if an internal-rotation coordinate is a sum of di­
hedral angles, then n diagonal force constants -^ r a n d inter-
2K n 
action constants —j arise from the single constant K associated with the 
n 
symmetry coordinate. 
This implies that simple, but significant modifications are 
necessary to transform force fields for use with differing NCA programs. 
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CHAPTER IV 
RESULTS AND DISCUSSION 
Normal Coordinate Calculations 
Once the modifications described in the previous chapter were 
complete the vibrational frequencies were calculated for pyrrole, N-
methylpyrrole and N-methylacetamide. The values obtained were within 
-1 44 4' 
1 cm of those frequencies previously reported for these molecules ' 
The earlier studies had used programs employing the algebraic approach 
to develop these force fields. This confirmed that widely differing 
calculational approaches give similar results. 
This program was then used to calculate the frequencies and 
normal modes for several model systems related to the drug molecules. 
For this purpose composite force constant sets were obtained by com­
bining force fields for smaller molecular subunits. Each of these com­
ponent force fields successfully predicts the vibrational behavior of 
a portion of the model system. Thus the composite force constant set 
is expected to be the best available predictor of the frequencies and 
modes of the whole molecule. The discrepancies between calculated and 
observed frequencies are expected to be somewhat greater using such a 
composite force field. For purposes of making spectral assignments, 
however, exact frequencies are not the main requirement. Instead, a 
method is needed to dependably predict the direction and approximate 
magnitude of frequency shifts in the Raman bands between related mole­
cules. Together with other information (such as, the approximate 
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relative intensities of Raman bands due to different types of modes) 
this method allows one to make confident assignments using all available 
information about similar molecules. 
This is illustrated in Table 3 for the case of pyrrole, N-methyl-
pyrrole and N-methylpyrrole-2-carboxaldehyde. The frequencies and 
normal modes of the latter molecule were calculated by interfacing force 
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constant sets for N-methylpyrrole and the carboxaldehyde group 
Modes which do not involve motions of the added group (for example, ring 
hydrogen out of plane bending and methyl rocking and bending) are cal­
culated and observed to change only slightly in frequency. Large fre­
quency shifts are correctly predicted for ring in plane bend and stretch 
modes which are strongly affected by the addition of the methyl and 
carboxaldehyde groups. The PEDS are used to follow similar modes among 
the three molecules. While empirical frequency correlations may suffice 
for following modes which maintain very similar frequencies in differ­
ent molecules, this may be very misleading at times due to coincidental 
frequency matches. If a frequency shifts by 40 cm ^ or more in a region 
where lines occur close together, correlations are often impossible 
without some additional information. The high correlation between cal­
culated and observed frequency shifts comfirms the usefulness of NCA 
as a source of this needed information. 
On the basis of this success, the spectrum of a larger fragment 
of the drugs was calculated. This fragment was chosen from the chromo-
phore region common to the central portions of both drugs. Because of 
the great similarity in Raman spectra of netropsin and distamycin, 
(described below) this common region is suggested for investigation. 
Table 3. Frequency Correlations Between Pyrrole and Two Derivatives 
Note: The v^ B S values listed under each molecule are experimental frequencies. A V Q B S A M * A VCALC 
are the observed and calculated frequency shifts between molecules for bands assigned to common 
vibrational modes. Frequencies are given in cm~l. All vibrational modes are Raman active. Except 
for those noted by all bands were observed by us-. The two additional frequencies are from 
studies, of Scott1-4. 
N-Methyl 
Pyrrole 
A V0BS A VCALC 
N-Methyl 
Pyrrole 
% B S A VCALC 
Pyrrole-
2-Carboxaldehyde 
VOBS V0BS V0BS Assignment 
601* 9 10 610 0 -7 610 C=C Torsion 
667 31 35 698 Methyl stretch 
826 f -3 -1 823 3 2 826 Ring H out of 
plane bend 
876 2 2 878 10 25 888 Ring in plane 
bend 
971 55 47 1026 C-C stretch + 
Ring H in 
plane bend 
1063 -7 -5 1056 Methyl rock 
1148 -56 -56. 1092 0 12 1092 Ring H in plane 
bend 
1387 -1 0 1386 -12 8 1370 Ring stretch 
1424 -38 -31 1386 -1 5 1387 N-C stretch 
1422 -6 0 1416 Methyl bend 
1532 -17 -10 1512 40 30 1522 C=C stretch 
ON 
o 
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The fragment consists of two N-methylpyrrole rings connected by a 
peptide linkage and is shown in Figure 3c. The inertial effects of the 
side chains (and the additional pyrrole in distamycin) are modelled 
through effective masses. This structure is chosen as the simplest 
model which gives information about two interesting vibrational effects. 
First, the changes in peptide modes resulting from vibrational inter­
actions with the pyrroles can be investigated. Second, the changes in 
the individual pyrrole modes when loosely coupled by a peptide linkage 
can be seen. Force fields for N-methylpyrrole and the peptide group were 
combined to describe this fragment. (See App.4). Ring force constants were 
adjusted slightly to compensate for possible small conjugation effects. 
The calculated frequencies for this fragment are shown in Table 4. 
together with a description of the normal modes. In this calculation 
both effective masses are set equal to 12 amu. and the molecular back­
bone is specified to be planar (see Figure 3) . Varying the end masses 
from 12 to 80 amu. and adjusting the dihedral angles of the fragment 
had a negligible effect on the frequencies of most normal modes. The 
largest frequency variations resulted from adjusting the end masses and 
involved mainly two sets of calculated frequencies. One of these in­
cluded the frequencies at 1572, 1594, 1622 and 1631 cm ^ calculated to 
involve ring C=C stretches. The largest shift encountered was approxi­
mately 40 cm ^. In addition smaller shifts were noted in the frequen­
cies calculated between 1150 and 1250 cm ^. These normal modes involved 
mainly interplane C-H bending. Smaller variations (20 cm "*") were noted 
in individual bands calculated at 1010 cm ^ (interplane ring stretch 
and bend) and 1360 cm ^ (interplane ring stretch). These frequency 
Table 4. Observed and Calculated Frequencies and Assignments 
for Distamycin 
Note: The numbers 1 and 2 in parenthesis refer to the pyrrole rings 
on the carboxyl and amide sides of the peptide link respectively. 
Observed Raman 
Frequencies for Calculated Frequencies and 
Distamycin 
-] 
cm 
Modes for Model Fragment 
-1 
cm 
L(*> Mode 
1010 998 (2) Interplane ring 
1010 (1) stretch and bend 
1066 1059 (1) Methyl rock and 
1060 (2) pyrrole N-C stretcl 
1113 1113 (2) 
1119 (1) Methyl rock 
1145 1152 (2) Interplane C-H 
bend and stretch 
1168 1179 (1) Interplane C-H 
bend 
1209 1192 (1) Interplane C-H 
1195 (2) bend 
1230 1224 (2) Interplane C-H 
bend and stretch 
1278 1278 Amide III. 
1354 1356 (1) Interplane ring 
1368 1360 (2) C-C, C=C stretches 
1396-1400 1398 (2) N-C ring stretch 
1403 (1) 
1412 1408 (1,2) 
1409 (1,2) Methyl symmetric 
bend 
1440 1437 (2) Methyl symmetric 
1438 (1) bend 
1452 (1,2) Methyl symmetric 
bend 
1452 (1,2) Methyl symmetric 
bend 
63 
Table A. (Continued) 
Observed Raman 
Frequencies for 
Distamycin 
cm-
Calculated Frequencies and 
Modes for Model Fragment 
cm ^(*) Mode 
1A85 
1583 
1620-16A0 
1A52 (1,2) 
1A52 (1,2) 
1A81 (1) 
1A93 (2) 
1512 (1) 
1556 (2) 
1572 (2) 
159A 
1622 
1631 
1680 
Methyl antisymmetric 
bend 
Methyl antisymmetric 
bend 
Ring N-C stretch 
Ring C=C stretch 
Ring C=C torsion 
Ring C=C stretch 
Amide and Ring 
C=C stretch 
Ring C=C stretch 
Amide I 
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shifts were significant for lines whose assignments were already tenta­
tive and not central to the major conclusions of this work. 
Raman Spectra of Netropsin and Distamycin A 
Solution spectra of both netropsin and distamycin A are shown in 
Figure 11. Bands in the distamycin spectrum are stronger (relative to 
the water band at 1645 cm ^) due to the higher concentration of this 
drug. The distamycin spectrum also has a higher signal-to-noise ratio 
for this reason. There is a general correspondence between the relative 
intensities and frequencies of many bands. This implies that these 
Raman bands arise from similar portions of the drugs. Several differ­
ences in frequency and relative intensity are noted in the 1175 to 
1300 cm 1 region. One weak band occurs near 985 cm 1 in the spectrum 
of netropsin, but is absent in the spectrum of distamycin. Additional 
very weak bands were observed in the low frequency regions of spectra 
from concentrated distamycin spectra (Figure 12). Higher sample con­
centrations than were possible with netropsin were needed in order to 
be able to observe these bands. 
The frequencies of the distamycin A spectrum are also given in 
Table 4. The correspondence between a number of observed and calculated 
frequencies is very good and leads to confident assignments for many 
observed lines. The strong band near 1440 cm 1 is assigned to a pure 
methyl antisymmetric bending mode. Calculated frequencies occur at 
1437.0 and 1438.1 cm 1 for the vibrations of the two methyl groups. The 
adjacent band at 1412 cm 1 is assigned to a symmetric methyl bend. The 
two calculated frequencies for this mode are near 1408.5 cm 1 and are 
split by only 0.5 cm Calculations show that for each of these two 
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3 0 0 5 0 0 _ t 7 0 0 900 
C M 
Figure 12. Distamycin A Low and Frequency Spectrum. 
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modes the potential energy is split in an approximate 30%/70% ratio 
between the two methyl groups. Two additional lines are assigned to 
pyrrole methyl rocking motions. These lines are calculated at 1060 and 
near 1116 cm ^ and observed at 1066 and 1113 cm ^ respectively. The 
calculated components of the latter frequency are split by 5 cm ^ and 
represent pure methyl rocking motion. The potential energy of the 1060 
cm ^ mode is distributed between methyl rocking (60%) and various ring 
deformations (20% N-C stretches, 10% C-H in plane bends, etc.). The 
band observed at 1278 cm ^ is assigned to a mode which predominantly in­
volves motions of the peptide group (amide III). The calculated mode 
was at the same frequency. Several bands are assigned to pyrrole ring 
deformations. Those occurring at 1010 cm ^ and around 1360 cm ^ involve 
-1 
mainly C-C stretching. At 1485 cm a band is assigned mainly to ring 
N-C stretching with significant additional backbone deformations. Two 
additional modes involving mainly ring N-C stretching are calculated at 
-1 -1 1398 and 1403 cm . A shoulder of the 1412 cm band is observed in 
this region. Subtraction of the broad water band near 1645 cm ^ (HOH 
bending) from the distamycin-buffer spectrum also indicates the presence 
of an additional band at 1630 cm ^ (see Figure 13). Two pyrrole ring 
modes (predominantly C=C stretch) are calculated to be at 1622 and 
-1 
1631 cm . These may give rise to the intensity noted in this region 
of the unbound distamycin spectra. The NCA predicts bands in the region 
between 1150 and 1225 cm ^ due to in-plane bends of hydrogens attached 
to the pyrrole rings. Four weak bands observed in this region are 
therefore assigned as C-H in-plane bends. For these four bands, how­
ever, the mean discrepancy between calculated and observed frequencies 
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is 13 cm compared to 4 cm for the previous assignments, and hence 
must be considered more tentative. A strong band observed at 1583 cm 1 
lies halfway between calculated frequencies at 1572 and 1594 cm ^. Both 
calculated modes involve the stretching of ring bonds, while the latter 
also involves C-N and C=0 stretching within the peptide group (32% PED). 
Although a specific assignment of the 1583 cm 1 band cannot be made, it 
is likely to involve ring stretching. 
Drug-DNA Complexes 
Figure 13 shows the spectra of free distamycin and distamycin 
bound to calf thymus DNA. Comparison of the bound and unbound distamycin 
spectra shows that with the exception of the 1066 cm 1 band, all bands 
assigned to methyl vibrations remain unchanged. To the experimental 
resolution the intensity and position of the distamycin bands at 1412, 
1113, and 1440 cm 1 are unaltered upon binding. The PED calculations 
indicate that these three modes involve purely methyl vibrations. The 
1066 cm 1 band, which decreases by 60 percent, is assigned to a mode 
which involves significant ring deformations in addition to methyl 
rocking. Thus the change in this band may be due to alterations in the 
vibrations of the pyrrole rings rather than methyl vibrations. This 
interpretation is supported by the observation that both bands assigned 
to ring N-C stretching (the shoulder at 1398 cm 1 and the band at 1485 
cm show large intensity decreases in bound distamycin. In addition 
the band at 1583 cm 1 (which was tentatively assigned to pyrrole ring 
stretching) splits into two components at 1567 and 1583 cm ^. Unfor­
tunately the presence of a DNA band at 1581 cm 1 complicates the evalua­
tion of the relative intensities of these two bands. Figure 13 shows 
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that if this DNA band remains unchanged upon drug binding then the two 
bound drug bands have equal intensities. Even if the DNA band did de­
crease, some change in the drug band is evident. In the unlikely case 
that the DNA band disappears completely upon drug binding, the 1583 cm ^ 
band would retain most of its intensity. However, the intensity at 
-1 -1 1567 cm would produce a distinct shoulder on the 1583 cm band. Thus 
-1 -1 
some change at 1583 cm must occur. The band near 1630 cm in the un­
bound drug (tentatively assigned to pyrrole C=C stretching) shifts upward 
in frequency about 20 cm ^ upon binding. 
This shift appears to be real despite considerable noise due to 
the large water band subtracted from this region. Small changes occur 
in the bands at 1209, 1240 and 1278 cm . The irregular nature and size 
of the changes and the overlapping of the DNA background makes it diffi­
cult to quantify these variations with confidence. The reproducible 
changes in intensity observed in the 1270 to 1340 cm region are con­
sistent with hydrogen bonding between peptide N-H groups and DNA. Chen 
48 
and Lord observed a correlation between an upward shift of the amide 
III band and increased hydrogen bond strength for several homopoly-
peptides. The upward shift we observed is consistent with a change 
from N-H bonding with water to stronger hydrogen bonds with DNA. The 
changes of the bands at 1066, 1398, and 1485 cm and the lack of change 
at 1412 cm ^ and 1440 cm ^ were also observed in netropsin complexes 
with calf thymus DNA and (dA-dT) *(dA-dT) . Because of the reduced 
n n 
drug solubility of netropsin compared to distamycin, the signal to noise 
ratios were smaller. Thus it was impossible to compare the variation 
in netropsin1s weaker bands with their counterparts in distamycin. 
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CHAPTER V 
CONCLUSIONS 
Summary of Binding Results 
Several spectral features assigned to specific vibrational modes 
of netropsin and distamycin are observed to change when these drugs 
form complexes with DNA. However, other bands appear to be unaffected 
by the binding process. The behavior of these features taken together 
suggests a consistent pattern of vibrational changes upon binding. 
Raman bands at 1113 (distamycin only), 1412 and 1440 cm 1 
(assigned to vibrational modes involving solely the methyl groups of 
pyrrole) are unaffected by binding. Changes noted in the 1066 cm 1 
band can be attributed to a decrease in the pyrrole ring N-C stretch­
ing character of this mode. According to this reasoning, the mixed 
mode becomes more like a pure methyl rocking mode upon binding. The 
group frequency of such a pure methyl rocking mode is approximately 
50 cm 1 higher (than 1066 cm ^ ) 4 ^ , 
This could explain the observed intensity decrease and frequency 
increase of the 1066 cm 1 band upon binding. Several bands assigned 
to vibrational modes of the pyrrole rings are changed upon binding. 
Particularly, bands assigned mainly to stretches of the ring N-C bonds 
(at 1398 and 1485 cm ^) are observed to decrease in intensity. In 
distamycin bands at 1583 and 1630 cm 1 (tentatively assigned to ring 
stretches) shift in frequency. These changes indicated in the pyrrole 
vibrations occur despite the absence of change in modes of the nearby 
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methyl groups. This makes it unlikely that the changes result from 
direct interaction of the DNA with the regions of the drug close to the 
pyrrole nitrogens. For distamycin changes are observed in the amide 
III band assigned to the peptide groups (1278 cm ^ ) . These groups are 
attached to the pyrrole rings on the opposite sides from the methyl 
13 
groups and are known to participate readily in hydrogen bonding . Thus, 
interactions between the peptide groups and DNA could explain the changes 
in the ring modes. These variations could occur through such mechanisms 
as the induction of stress in the rings and changes in ir electron dis­
tribution along the drug backbone. 
These results provide physical evidence for a binding model for 
netropsin-DNA and distamycin-DNA complexes which includes these fea­
tures : 
1. The environment of the pyrrole methyl groups is unchanged 
by DNA binding. 
2. The pyrrole rings themselves are affected by the binding 
interactions. 
3. The N-H vibrations of the peptide groups are affected by 
binding. 
These features were used together with previously established 
characteristics of the binding of these drugs to DNA to investigate 
possible binding geometries. A CPK model of B form DNA was constructed 
and conformational angles were "fine tuned" to give the helical pitch, 
separation of adjacent base pairs, and span across the helix found by 
49 
X-ray crystallography . The estimated residual error in these 
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distances was 10 percent of the distance involved. Similar models of 
the two drugs were constructed. Free rotation was allowed in CPK 
drug models, except within rings and peptide linkages which were made 
separately planar. 
Geometric Features of the Binding Model 
For drug binding in the minor groove of DNA (and consistent 
with the features above) model building studies show that the methyl 
groups project outward from the helical axis. This orientation has 
been suggested as a feature of previous binding models"*^. Direct 
physical confirmation of it has been lacking for distamycin-DNA and 
netropsin-DNA complexes. Evidence in agreement with this finding is 
the observation that substitution of a propyl group in the 1-position 
of the pyrrole rings of distamycin does not significantly alter its 
binding"*^. Thus pyrrole ring Nl positions of these drugs are logical 
sites for chemical modifications aimed at creating cell uptake selec­
tivity while maintaining DNA binding activity. 
We have found by geometrical calculations and model building 
that the central portions of both drugs can form several hydrogen bond­
ing contacts with DNA. This arrangement is consistent with the methyl 
orientation described above. In this model peptide hydrogens make 
good contact with hydrogen bond acceptor sites in the minor groove 
(0 2 of thymine and the N3 of adenine) of the DNA. This matching is 
especially close for the three peptide hydrogens (two for netropsin) 
toward the propionamidino end of the drugs. (The replacement of 
adenine and thymine bases by guanine and cytosine diminishes the degree 
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of stereochemical fit only slightly although the electronic reactivity 
may change greatly.) This model suggests that the drug binds along a 
single strand of DNA. It further requires that the propionamidino end 
of the drugs point toward the 3' end of this strand. Although the 
spacing of hydrogen bonding donor and acceptor sites are very similar 
with the reversed orientation, serious steric contacts with the wall of 
the minor groove preclude binding. 
The binding arrangement described above requires that both 
dihedral angles <f> and I|J be small (< 30°) . A model which suggests a 
similar arrangement has been proposed by Zasedatelev, et al"^. How­
ever, they report dihedral angles of <{> = 140° and - 60° (using the 
same angle conventions as in this study). This requires that the 
methyl groups of successive pyrroles point away from the drug backbone 
in almost opposite directions. 
This seems to be inconsistent with our results and their own 
description of their binding model. The reason for this discrepancy 
is unclear and may be trivial. 
The present study did not confirm an earlier suggestion"*^ of 
contacts between the positively charged propionamidino side chain and 
the DNA phosphate groups. This study suggests rather that this end 
may contact an oxygen of either the next ribose or base. 
Other models were also investigated in which the drug bound 
across the DNA strands. These models had the drawbacks of providing 
hydrogen bonding contacts mostly with ribose oxygens rather than with 
bases. This seems to be inconsistent with the strong A-T binding 
specificity. 
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APPENDIX A 
A 2 = 16 IT 4 v 4 x 2 sin 2 (2™ t) (A-3) 
o 
The emitted power is then: 
2 k U 2 2 
2q 16 7T v X * sin (2-rrvt)
 / a / x p = ° (A-4) 
3C 3 
2 1 
When this expression is time averaged the sin (2irvt) factor becomes 
and the average power emitted is: 
16 IT 4 v 4 q 2 X 2 
p = ^ ~ (A-5) 
3C 
The radiated power from a particle (with charge q and accelera­
tion A) is given by classical electromagnetic theory as: 
9 2 2 
P = ^  (A-l) 
3CT 
In this case the acceleration occurs in response to an external electro­
magnetic field due to light. The displacement of the particle may then 
be taken as: 
X = X sin (2TTVt) (A-2) 
o 
(where is the frequency of oscillation.) The square of the resulting 
acceleration is: 
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The electric dipole moment U of such a system is the product of the 
charge of the particle times its displacement and thus is also oscilla­
tory : 
U = qX = qX sin (2Trvt) 
o 
u = u sin (2-rrvt) (A-6) 
o 
where = qX^ is the maximum magnitude of the electric dipole moment 
U. Finally, the average emitted power may be written in terms of the 
dipole moment as: 
Z "I 
4 P - (A-7) 
3C 
or 
4 4 
_ 16 TT v 2 , . p
 =
 —
 y (A-8) 
3C 3 
The dipole moment for a group of charged particles may be formed 
by vector addition of the contributions from individual particles. In 
dealing with bulk samples an intensive quantity, the polarization P, is 
used. This is defined as the electric dipole moment per unit volume: 
U 
P = ~ - ^  sin (2irvt) (A-9) 
Taking the second time derivative of P yields: 
JLL
 =
_
 47T
2
 v
2
 ^2.
 s i n (2TTVt) (A-10) 
.AT 
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Upon squaring and time averaging Eq.(A-lO), the result is similar to 
the right side of Eq. (A-8): 
,32P 2 , A A y o 2 ,1. , A ... (—p = 16 TT v -y- (j) (A-ll) 
9t V 
Thus Eq. (A-8) may be written as: 
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APPENDIX B 
A I y 3a. 3X 3 3a 3 3a. 
2 J-l k=l E E . = y (2 - r = ^ E , ) E . (B-l) J
 B X B E . k i 2 k=l B E , k i = 1 3 X i 
v k J k V J 
Using the chain rule. 
The total differential of a function W(X^, X 2, X^) is defined as: 
d W
 " % d X ! • ^  d X 2 + % " J l ^  d \ ^ 
If however we associate dX^ with finite increments AX^ in the values 
of X^, then there results an approximation: 
In order to describe the time dependence of P(E) (which results 
mainly from the application of an external electric field) the small 
effects of molecular vibrations must be considered. In normal vibra­
tions of a molecule, all atoms move in phase with each other (i.e. pass 
through positions of maximum displacement simultaneously). Thus for 
each normal mode of vibration (with frequency v) a single parameter 
X may be used to indicate the vibrational state of all atoms as a func-
tion of time. This parameter will be used in the analysis of the third 
term in the Taylor series expansion in Equation (A-13) for P*(2). Recall 
that the external electric field is required to be very small (com­
pared to the ambient intermolecular electric field) in order to nelgect 
further terms. The third term may be written: 
80 
3 
ij 3X 
9a_. . 
(B-4) 
Summarizing, we have: 
p(E) = p(2=o) + X ct E. + 4 X .2. t. E. (B-5) i=l i i 2 v 3 = 1 2 3 
Let the time dependence of the electric field of the light be 
given by: 
E, = E. cos 2 ™ t (B-6) k ko I 
For small vibrations the atoms will oscillate harmonically and X^ may 
be given as: 
X = X cos 2TTVt (B-7) 
v vo 
A W
= M | " \ ( B " 3 ) 
This approximation to the increment of W is most valid when the incre­
ments AX^ are very small. The expression in parenthesis in Equation 
(A-12) may then be recognized as the increment in the parameter X^. 
Upon defining the rate of change of polarizability with vibrational co­
ordinate as BjV> the third term may be written: 
| x H ,v E. 
2 v 3=1 oj j 
(The o subscript indicates that these derivatives are evaluated at 
X = 0.) As with the second term this predicts a tensor relationship 
between E and p, with the elements of the tensor now given by: 
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The polarization then has the form: 
3 
p(E) = p(E = o) + ( X a . E. ) cos 2TT v„t 
. - 0 1 1 0 I 1=1 
3 
+ X | , E . ) cos 2ir v t cos 2TT vt (B-8) 2 vo ;j=l oj jo I 
By using the trigonometric identiy 
cos X cos Y = -| (cos (X + Y) + cos (X - Y)) (B-9) 
the last term may be expressed differently: 
3 
p(E) = p(E=o) + ( 2 a . E. ) cos 2TT v t 
. , 0 1 1 0 X, 1=1 
(B-10) 
1 3 
+ (7- X .2 $ . E. ) (cos 27r(vn+v)t + cos 2TT(V -v)t 4 o j=l oj j o I I 
This equation may be expressed simply in matrix notation: 
p(E) = p(E=o) + ft E cos 2TT v nt (B-ll) 
^^o o si 
+ j X^ o j3Q E Q ( C O S 27r(v^+v)t + cos 2TT(V -v)t) (B-ll) 
And finally by defining 
p n = p(f=o) ,1 = 06 E , B .^3. R I (B-12) 
o o 0 0 0 4 1*0 o 
it may be written as: 
p(E) = p Q + A q cos 2nv£t + B Q ( C O S 27i(v£+v)t + cos 2TT(V -v)t) (B-13) 
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APPENDIX C 
We wish to show that for a system having distinct eigenvalues: 
A'MA=1 ( I I I 1 2 ) 
The element (A^M A \^ m a v be written explicitly as: 
' i A « ? V i * \ k 
= ? A. „ A., m. 
i i£ ik 1 
This in order to establish the desired result we must show that: 
? A.„ A'., m. = 6 N 1 (C-2) l i£ ik i £k 
Consider two of the secular equations for eigenvalues X and X . 
n
 m n 
? V.. A. = A. m. X 
l ji lm jm j m 
? V.. A. = A. m. X (III-8) l I J jn m i n 
The left sides of the equations can be made identical by multiplying 
each equation by the proper factor and summing over the correct index. 
(Equation a is multiplied by A. and summed over j, while equation b 
is multiplied by A^ m and summed over i.). The symmetry of V is 
83 
.2 V. . A. A # 1 = \, ? A. „ A. m. 
i,j ij i£ jk k 1 i£ ik l 
= A„ ? A.„ A., in. (C-3) 
A J j£ Jk j 
The summations on the right hand sides are identical apart from the 
dummy index. This gives: 
o = (X . - A „ ) ? A. „ A., M. (C-4) k £ i i£ ik i 
if A, and A are distinct eigenvalues the sum must be zero: 
IC 36 
? A. „ A., m. = 0 (C-5) l i£ ik l 
Neither this result nor equation (III-8) fully defines A . The final 
specification of A can be made by defining: 
? A.
 n A., m. = 1 (C-6) I i£ ik i 
when k = £. 
Equations (C-5) and (C-6) are then equivalent to the desired 
result (Eq. (C-2)). 
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APPENDIX D 
The force field used for the normal coordinate analysis of the 
model fragment was quite extensive and is best described by consulting 
References 44 and 45. Changes were made only in some of the on-diagonal 
force constants related to the pyrrole rings. These changes are given 
below. 
44 
Scott Values Used in this Study 
Ring 1 Ring 2 
Coord, no. Description Force const. 
2 C-H (beta) str. 5.310 same 5.500 
6 C-C stretch 5.999 6.470 6.600 
7 C=C stretch 8.366 8.200 8.200 
8 C-N stretch 7.695 7.930 8.000 
15 H-C*-H bend 0.536 0.515 0.515 
50 N-C*-H bend 0.797 0.789 0.789 
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