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trans (transfer rate), PS (microvascular permeability-surface area product), cerebral blood volume (CBV), and cerebral blood flow (CBF); these in turn can be used as markers for classifying cerebral pathologies [4, 6] .
A common assumption is that the relationship between the change in longitudinal relaxation rate R 1 (R 1 =1/T 1 ) and CA concentration in tissue is linear [7] . However, nonlinearities in the MR measurement of ∆R 1 due to limited access of water in tissue compartments distal to the CA can substantially bias estimates of tissue CA concentration. In addition to the non-linearity problem, in fast MR sequences, the T 2 * contrast competes with T 1 contrast and can bias the estimate of T 1 [8] .
The Look-Locker (LL) pulse sequence is an inversion recovery imaging technique offering an unbiased estimation of longitudinal relaxation time (T 1 ); it shows no evidence of bias in its estimates of tissue CA concentration [9] [10] [11] . However, LL imaging is classified as a slow imaging technique due to the time required for full recovery of the longitudinal magnetization between sequential inversion pulses. On the other hand, the Dual Gradient Echo (DGE) pulse sequence is a fast imaging technique with short echo time and relatively short time interval between image acquisitions (2 to 4 sec). DGE imaging allows computation of T 1 and T 2 * as pure components: this is essential for estimation of CA concentration (ΔR 1 and ΔR 2 * ). However, in practice the complex relationship between signal intensity, T 1 , T 2 * , and other model parameters such as M 0 and flip angle, makes the dynamic estimation of ΔR 1 in the presence of noise levels typical of MRI, quite challenging.
Herein, we hypothesize that, given DGE data as a basis set, a time trace of CA concentration, could be estimated by an Adaptive Neural Network (ANN) trained by the CA concentration map produced from the LL technique (gold standard of training).
In this study an adaptive neural network (ANN) was trained by LL sequences to estimate CA concentration from a set of features extracted from a DGE pulse sequence. The output of the ANN was in units of ΔR 1 as measured by a LL sequence; i.e., since the LL measure of ΔR 1 is approximately linear in CA concentration, the output of the ANN was proportional to the concentration-time trace of the tissue concentration of CA, independent of tissue and other factors. 
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MATERIALS AND METHODS
A. Hypothesis
In this study it was hypothesized that an ANN could be trained by a set of features extracted from DGE signals as its input and a map of CA concentration produced by the LL method as its output. The perfected ANN can be used to estimate the concentration-time curve of CA concentration (LL-ΔR 1 ) in the DGE experiment.
B. Animals and Tumor Pathology
Six Fisher rats (Female, 0.150 Kg) were implanted with U251n tumor (Orthotopic tumor). MR images were acquired for training and testing the ANN. All animal experiments were performed according to the NIH guideline, with a protocol approved by the Henry Ford Health System animal care and user committee (IACUC). For obtaining U251n tumor cells, human Glioma cells were cultured in Dulbecco's modified Eagles medium (DMEM) supplemented with 10% fetal bovine serum (FBS) in 5% CO2/95% air at 37°C in a humidified incubator. For implantation in rat brain, cells were harvested and re-suspended at a concentration of 8×10 7 per ml of serum free media. At the last stage, 5 µL of the cell suspension was implanted into the rat brain. At the time of imaging, mean tumor age was 23.4 ± 0.8 days (range 19 to 25 days) for all animals. All animals were anesthetized during the MR experiment using Isoflurane (3.5% for induction, 0.7% to 1.5% maintenance).
C. MR Imaging
Animal imaging was conducted in a 7 Tesla MRI system with a Bruker Avance console running Paravision Version 3.0.2. RF coils were a Bruker volume resonator for transmission, and an actively-decoupled 2 cm Bruker surface coil for reception. All images were taken with a 32 mm FOV. High resolution T 1 -weighted images were acquired before and after CA administration and a High-resolution T 2 image set (T R /T E = 2000/10 ms, matrix 256×192, Seventeen 0.5 mm slices, 4 accumulations) was acquired before CA administration.
Look-Locker Imaging: After a nonselective adiabatic inversion, 24 echoes per phase step at 50 ms intervals, tipangle (θ) ~ 18°, for a total of about 1.2 sec per inversionrecovery line were gathered. T R (inversion-to-inversion) was approximately 2200 ms. Image matrix was 128×64, 3 slices of 2 mm. This takes about 2.5 minutes per image set [9] .
Dual Gradient Echo Imaging: The DGE study consisted of 150 time points with two gradient echoes at 3.4 and 6.8ms, flip angle of 18° and T R of 60ms. 3 slices of 2 mm thickness were acquired with an image matrix of 128×64. The time needed for acquiring each image pack was around 4 seconds.
Dynamic Study: Fig. 1 shows the order of imaging for the dynamic study. As shown in this figure, in each dynamic study, three sets of MR images were acquired for each animal: 1-two initial pre-injection LL image sets 2-one set of DGE images and 3-two post-injection LL sets. Gd-DTPA was intravenously injected as a bolus (140 μmol/Kg in about 4 sec) at time 44 sec after the start of the DGE sequence.
D. Theory
Equations (1) and (2) show the first and second signals in DGE pulse sequence:
where 1 S and 2 S are the first and second echoes respectively. n denotes experiment time points (n=1 to 150), θ is the flip angle, T R the repetition time, T E1 and T E2 refer to the first and second echo times, M 0 is the magnetization, T 1 represents longitudinal relaxation time, and T 2 * is the transverse relaxation time with the field inhomogeneity effects. Equations (3) and (4) can be derived from (1) and (2) to extract R 1 and R 2 * components individually:
Equations 1 to 4 suggest a set of features(µ 1 , µ 2 , µ 3 , and µ 4 ), detailed in equations 5 through 8, that are insensitive to system gain and physically meaningful based on the measureable parts of (3) and (4): 
Pre and post notations in (11) and (12) denote before and after CA administration.
E. ANN Architecture, Training, and Input
The features (µ 1 , µ 2 , µ 3 , and µ 4 ) introduced in Equations 5 to 8 were used as the input vector to a feed forward multilayer perceptron (MLP) with back propagation training algorithm. Fig. 2 shows the ANN architecture used in this study. As shown in this figure, the layers of the ANN are divided into the input layer, hidden layer and the output layer. The ANN was trained in a supervised mode, using the back propagation learning algorithm [12] [13] [14] .
During the training phase, the internode weight adjustment was controlled by the momentum and learning rate factors. For every input vector, the calculated output was compared to the class identifier (training set), which is the value of ΔR 1 created from the LL sequence before and after the CA administration.
In this study, we used the Mean Square Error (MSE) between the output of the ANN and the training set as the measure of error and this value was calculated across all the data set. The weight changes obtained from each training case were accumulated, and the weights updated after the entire set of training cases was evaluated. In order to improve stability and convergence rate for the training set, we used batch processing; however, it should be noted that batch processing improves stability, but with a tradeoff in the convergence rate [12, 15] .
Features extracted from the last part (the last 8 sets of DGE echoes when CA concentration in the tumor and vascular bed is approximately constant), and the 3rd through the 10 th set of echoes (first part) before CA bolus injection, were averaged and presented to the feature extractor system. The ANN was trained to a small value (~10 -5 ) for the first part (before CA injection), and the actual R 1 change estimated by the LL for the last part. A K-fold cross validation (KFCV) method was employed for training, testing, and network optimization [15, 16] . The ANN was trained and validated using KFCV (K-fold Cross Validation) method, also optimized by maximizing the Area Under Receiver Operator Characteristic (AUROC) Curve [16] . 10500 samples from six animals with 60 folds and 175 samples in each randomly split fold were used in the optimization and validation. The optimal architecture for this ANN was found as 4:7:5:1.
F. ANN Optimization and Generalization Error
To construct a generalized ANN (to allow its application to a wide range of inputs), it is important to avoid both under-fitting (which generates a high variance in the output estimate) and over-fitting (which produces biased outputs) of the training data. The strategies stated below guarantee the ANN generalization:
1. Optimizing the number of free parameters (independent connection weights) in the model (e.g., the number of neurons in each layer and the number of layers).
2. Stopping the gradient descent training at an appropriate point (avoid over fitting).
3. Adding noise to the training patterns to smear up the data points.
Usually strategy number 3 is recruited in cases where local minima "trap" the ANN optimization process. Strategy number 3 was not used in this study since no trapping was observed during the training phase. To employ strategies number 1 and 2, it was crucial to estimate from our training data what the generalization error was likely to be. To characterize the generalization error, we trained and validated the ANN by the KFCV method using the area under the receiver operator characteristic (AUROC) curve as a cost function [15, [17] [18] [19] . In KFCV, the training data are divided randomly into K distinct subsets; the network is then trained using K-1 subsets, and tested on the remaining subset. The process of training and testing is then repeated for each of the K (K=60) possible choices of the subset omitted from the training. In our case, to have a more uniform sampling in each fold, the KFCV was repeated 100 times, and every time, the whole training data was randomly split into 60 folds for training and cross-validation. The average Correct Classification Fraction (CCF) at different epochs for K omitted subsets were plotted, and the epoch corresponding to 10% of its plateau was taken to be the stopping epoch. The mean squared error (MSE) of the ANN for all K subsets at their different epochs was calculated and the average value of the MSE at the stopping epoch was taken as the measure of generalization error. This procedure has the advantage that it allows us to use a high proportion of the available training data, i.e (1 -1/K) of the entire dataset, for training, while making use of all the data points in estimating the generalization error or agreement. The cost is that the process can be time consuming, since we need to train and evaluate the network K times.
Typically, K~10 is considered reasonable [16, 17] . In this study, K was set to 60 for 6 animals (175 samples in each fold) and the ANN had a single output, to predict the CA concentration at different time points.
To measure how accurately this ANN estimated the CA concentration for the entire dataset, as shown in Fig. 3 , the ANN's CCF curve was generated at different levels of epochs during the KFCV procedure. The Area Under Correct Classification Fraction (AUCCF) which is proportional to AUROC (Az) value, was used as an index to estimate the ANN's performance, to determine the optimal architecture of the ANN, and also to find the ANN termination error [17, 19] . Each KFCV set was trained until its error was below a defined termination error (i.e., the point at which the training procedure was stopped). The termination error was set by determining the error at the 10% point of the CCF's plateau.
The number of hidden layer nodes may affect the performance of the ANN classifier [16] [17] [18] . Since the ANN could not be trained by less than 3 neurons in its first hidden layer, layer and node optimization were done by maximizing the AUCCF value for its second hidden layer as a function of the number of nodes.
In the ANN the internal activation function of its neurons is a sigmoid function that is most easily programmed to work in a polar mode between -1 and 1; the one output neuron has a unipolar saturated function with a range from 0 to 1.0. In order to present an easily understood comparison, the response of the trained ANN for the saturation part of the DGE experiment was compared to the CA concentration maps estimated from the LL (gold standard) by calculating a correlation coefficient using all of the pixel comparisons available and ROC curve of the optimal ANN. The AUROC reported in Fig. 3 was generated based on the KFCV and Leave-One-Out method. In this method, the data is not divided into a fixed training and testing subsets; every fold is used in training and testing stages and for each ANN structure a cumulative score is measured from the combination of the KFCV and Leave-One-Out techniques at the plateau of the CCF [15, 16, 18, and 19] . The average MSE at the stopping point (10% of plateau) for the optimal structure was around 1.7×10 -8 . In this study since the output of the ANN is not binary and produces continuous values of relaxivity change, to test and validate the ANN accuracy against the map of relaxivity change in Look-Locker (Gold Standard of training), the minimum acceptable error for the relaxivity change was calculated based on an error propagation technique using minimum acceptable errors of ±10 ms for the pre and post injection T 1 values. Therefore the values of the ANN output and the relaxivity change constructed from the LL map both were broken down into discrete fragments using a small bin (2×10 -5 ms -1 ) in the phase of KFCV validation and training.
II. RESULTS
As shown in Fig. 3 , the optimal architecture (4:7:5:1) of the ANN was found at an AUROC of 0.870. The trained ANN (4:7:5:1) was applied to the DGE images of the six animals to generate a time course of ΔR 1 maps, including the pre and post injection time points. Fig. 4 shows a set of ΔR 1 maps in tumor and normal areas for one of the animals, generated by the trained ANN for all time points (0~600 sec) before and after CA administration. This figure illustrates the extravastation of CA concentration at different time points after CA administration. The plots in Fig. 5 illustrate the trained ANN's estimate of the time courses for ΔR 1 in the normal (blue) and tumor (red) zones, along with the gold standard value of the ΔR 1 (average in tumor: 3.578×10 -3 sec -1 ) estimated from LL data. As shown in this figure, the ΔR 1 (at the final time point ~ 600 sec) estimated by the ANN for the tumor area (average in tumor: 3.578×10 -3 sec -1 ) is highly correlated (r=0.89, p<0.0001) with the ΔR 1 generated by the LL. Of particular note is the agreement between the ANN estimate of ΔR 1 and the ΔR 1 produced from the LL technique. Fig. 6 illustrates brain histology, T 1 -weighted high resolution image after injection, CA concentration map generated by LL technique, and CA concentration map estimated by the trained ANN at time 600 sec after injection. As shown in this figure, the tumor area is quite heterogeneous with a necrotic core, in agreement with the CA concentration map estimated by the trained ANN at time 600 sec.
III. DISCUSSION
An ANN was trained, optimized and evaluated using KFCV technique to construct a CA concentration estimator from DGE pulse sequence. The perfected ANN was applied to DGE pulse sequences at different time points (before and after CA administration) to produce a voxel based time trace of CA concentration. Although the ANN was trained only by the features extracted from the beginning and final time points of the DGE pulse sequence, the trained ANN was able to estimate the time trace of CA concentration at all the time points. Results imply that the trained ANN can estimate CA concentration quantitatively across time.
The number of operations needed for the trained ANN to produce the CA concentration for a voxel from a set of extracted feature set is about 68. This is much less than the many thousands of operations required in the iterative and multidimensional non-linear fitting techniques used in similar pulse sequences for estimating the CA concentration; a time trace of ΔR 1 maps (150 time points) with dimension of 128×128 can be estimated by the trained ANN in less than three minutes on a computer with a 2.2 MHZ CPU.
A fast and robust estimator of CA concentration from fast pulse sequences such as DGE raises the possibility of realtime evaluation and generation of hemodynamic maps in permeability and perfusion studies.
The ΔR 1 time course estimated by the trained ANN is stable with a reasonable rise time for CA concentration. The ANN also appears to be generating estimates of ΔR 1 that are close to known values of ΔR 1 in tumorous and normal tissues at 7T. This pilot study demonstrates the feasibility of applying an ANN to the problem of estimating ΔR 1 in fast imaging techniques as a function of time before and after injection of CA. Fig. 6 . From top to bottom left to right: Brain histology and T1 high resolution image after injection, CA concentration map generated by LL technique, CA concentration map estimated by the trained ANN at time 600 sec after injection.
