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Theorem 1 (Assmus and Mattson [2] ): Let t be the greatest integer in the range 0 < t < d such that there are at most d -t weights wj with 0 < wj < n -t. Then the codewords of any weight w, in C form a t-design.
Venkov [21] , answering a question raised in [20] , showed that this theorem has an analogue for extremal even unimodular lattices in Euclidean space of dimension 24m. The expected analogue was that the lattice vectors of any fixed nonzero length would form a spherical 11-design. Venkov proved this and more: he showed that these vectors possess an additional regularity, forming what he called a spherical 11;-design. His proof uses the theory of modular forms.
Venkov [21] also announced that similar results could be obtained for self-dual codes. These results are stated by Koch [15] (see also [14] , [16] ). In particular, Venkov and Koch show that, in any extremal binary self-dual doubly-even code C, the set @ of minimal weight words has the property that a certain linear form associated with ' !@ is constant on (t +2)-sets. Here t = 5 if the length n of the code is a multiple of 24, t = 3 if n = 8 (mod24), and t = 1 if n = 16 (mod24). To prove their result they associate a unimodular lattice with C and again apply the theory of modular forms.
Our strengthened version of Theorem 1 involves the concept of a T-design, defined as follows (cf. . ., t, the inner product (d'!@),f) = 0 for all f E harmW. As in [81 we extend the definition of a design to subsets T c [ l , n ] other than [l, t] by saying that a collection @ is a T-design if, for all i E T, the inner product (d@),f) = 0 for all f E harm(i). (In case 0 E T, a T-design is defined to be a TI-design with T' = T \{0}.) When combined with the results of Section I11 of the present paper (in particular Theorem 7), the VenkovKoch result mentioned above implies that the codewords of minimal weight in an extremal self-dual doubly-even code C form a (1,2,. . . , t, t + 2)-design. (For in this case the linear form in Theorem 7 reduces to Venkov's form, given on page 461 of Koch [15] .)
The purpose of the present paper is to give a similar generalization of the Assmus-Mattson theorem that does not assume the code is self-dual and whose proof avoids the use of modular forms. Our main theorem is the following.
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Theorem 3:
If, in addition to the hypotheses of Theorem 2, C is self-dual with all weights divisible by 4 then the codewords of any given weight w, form either
The proof is given in Section V. A list of the known extremal codes is given in [6, The invariant linear forms associated with codes are further investigated in [3] , [4] . Generalizations to nonlinear codes and other fields are considered in [31.
THE HARMONIC SPACE HARM (i)
In this section we give a more precise definition of and an explicit basis for the harmonic space harm (i).
We first define the homogeneous space hom(i) (0 I i I n). This is the subspace of R" represented by homogeneous polynomials f(z) = f(z,; . . This maps hom(i) onto hom(i -11, and the kernel is the harmonic space harm(i). In [lo] it is shown that there is an orthogonal decomposition
(
with respect to the inner product ( f , g ) = C, E "f(.$>g(.$), from which it follows that the dimension of harm(i) is 
i).
Pro08 Consider a monomial m ( z ) in hom(i). Without loss of generality we may take
For an integer u E [0, i] we define +,(z) E hom(i) to be the sum of all monomials of degree i having exactly U variables z p in common with m ( z ) . We first show that
where g,( z ) E hom(i -1) is the sum of all monomials of degree i -1 having exactly j variables in common with m ( z ) . We write z = (x, y ) , where x = (z1; . ., z L ) and
where a,(w) = a,(wl,. . . , w r ) = Cw,,w,, . . . w!, denotes the elementary symmetric function of degree J in the variables wl; . * , w r . Note that q ( x ) is the sum of all monomials of degree j dividing m(z). Equation (2) follows from the identities
We now define It follows readily from (2) that + ( z ) is a solution of the Laplace equation AqNz) = 0. Thus we have associated a harmonic function 4 E harm(i) with the given monomial m E hom(i).
We next prove that + ( z ) satisfies (1). First a simple counting argument yields for all u and 1 with U + 1 I i. We then obtain the identity
This can be proved by induction on r , as follows. We use I-subset of [l, n] then since @ is an (1 -2)-design we have the two relations
which is (6) with r replaced by r + 1.
Using (3145) and the combinatorial identity
the inner product (which follows from [13, p. 58, (24)]), we obtain a representation for + , ( z ) in the simple form
Equation ( 
INVARIANT LINEAR FORMS
Any S,-invariant subspace 5 of R" is the sum of harmonic subspaces: 
I'@l Dl
where p j , x is the number of blocks in ' @ that have exactly j points in common with x , is independent of the choice of x . (We shall therefore call Lx an invariant linear form.)
Proof: Let h,(O I j I 1 -2) be the number of blocks of @ containing a particular set of j points. If x is any Proof: If is @-regular it follows from (9) and (10) that
r E T and so l = C, E harm(i) is @-regular.
We can now give the generalization of Theorem 5 that will be used to prove the main theorem. We replace (8) by a more general invariant form, (13) 
for all 1-subsets x of {1,2,. e , n) (P,,~ was defined in theorem 5). Then @isan(l}-design, ifa#Zb,
In particular, if @ is not an {I -1)-design then @ is an {&design.
Proof: For a given I-set x = {p17-. ., pr} let us define a function E R" by +x(tl>* . ' 9 t n ) = a t p 1 t p 2 . * * t p , 
The value of c can be deduced from a and b by summing 
I@l ( T ( @ ) , +~) = -( T (~R ) , +~) , l a1
for all I-sets x.
Consider the linear space 5 spanned by the functions
$x
(for all 1-sets x). By definition, l is S,-invariant. Furthermore it follows from (19) that l is @-regular.
Hence @ is a T-design with respect to the set T defined from the harmonic decomposition (9) of 6. In view of (15) we have 
cLx(t) = ( a -
I+ b(n -1 + l ) t l .. . trP1 = b(n -21 +2)5, . . * trP1 + b ( d -I +2)[
IV. PROOF OF THEOREM 2
Suppose C satisfies the hypotheses of Theorem 2. By Theorem 1 the codewords of any weight wi in C form a t-design. If k = dim C = 1, only the repetition code yields a t-design. In this case C L consists of all even weight vectors and gives trivial designs. So from now on we assume k > 1.
It is easy to see (the argument is given on page 165 of [17] ) that there are no codewords of C L with weight w' satisfying n -t < w ' < n, and hence that there are two cases: 1) C is even, w;, = n, s' = d -t + 1, or 2) C is not even, wit # n,s' = d -t. Thus we can write (21)
where 6 = 0 if C is even, 6 = 1 if C is not even.
We work in the framework of the Hamming association scheme H(n,2)-see [8] 
We now consider the contributions from the codewords c of weight w2. Suppose c intersects x in j points. Then
implying j = t + 1, i.e., codewords of weight w2 contribute to the sum in (23) if and only if they contain x. Therefore (23) implies that the number of codewords of weight w2 containing x is independent of x, or in other words the codewords of weight w2 form a ( t + 1)-design. Similarly, by taking m = wj -d -2 + S in (221, we find that the words of weight wj form a ( t + 1)-design. This proves the lemma.
0
We now complete the proof of Theorem 2. The set of minimal weight words in C will be denoted by @, and p j , x is the number of words in @ that have exactly j points in common with a given l-set x. If f 2 1 we conclude from (27) that @ is a ( t + 2f)-design, in particular a ( t + 1)-design, and therefore by Lemma 1 that the codewords of every nonzero weight form ( t + 1)-designs.
On the other hand suppose f = 0. We take x to have weight 1 = t +2, and find that (22) becomes where both coefficients on the left side are nonzero.
From Theorem 7 we conclude that @ is a {t + 1)-design or a {t +2}-design, and hence either a ( t + 1)-design or a {l; . ., t , t +2}-design. In the former case Lemma 1 extends this to codewords of every nonzero weight.
The third possibility is that no such f exists, and all coefficients ( Y~-, -~, are zero. But in this case taking x in (22) to have weight t leads to a contradiction (the left side of (26) vanishes but the right side does not). The previous argument shows only that an invariant linear form of the type (13) exists; by Theorem 7 this is enough to prove the desired result. However it is possible to give a proof in which a "computational miracle" produces an explicit invariant linear form. We give this direct proof in the case when C is even. We suppose that @ is not a ( t + 1)-design.
By applying (22) with m = 0 and 1 to a ( t + h e t x we
where a d -, + # 0. Since @ is a t-design, where A, is the number of blocks through t given points.
Since @ is not a ( t + 1)-design, the left sides of (29)- (31) must be proportional (or else m,,,,, would be indepen-dent of XI. Therefore puI+2-j,x, and we must therefore show that 2 4 ' ) --( n -i ) a , + l + n a z -i a , -l (34)
(i 2 1). In particular, 
We now apply (22) with m = 0 to a (t +2)-set x and
The left-hand side of (38) is the desired linear form, independent of x. Theorem 7 and Lemma 1 complete the proof. The most interesting aspect of this argument is the leverage provided by the assumption that IQ is not a (t + 1)-design. V. EXTENSION TO CODEWORDS OF HIGHER WEIGHT AND THE PROOF OFT HE OR EM^ Lemma 1 shows that if the codewords of minimal weight form a (t + 1)-design then so do the codewords of any nonzero weight. To extend the (1,2, e , t, t + 2)-design property to codewords of higher weight it is necessary to make some assumptions about the gap sizes w, -wiP1 for i 2 3. In the sequel we shall only consider self-dual codes with all weights divisible by 4, even though the arguments apply to a wider class of codes.
We begin with an example, the [24, 12, 81 Golay code. The annihilator polynomial is Given an arbitrary 7-set x , let Mjy' be the number of codewords of weight w that meet x in exactly j points. 
Next we apply (22) The inductive hypothesis is that the corank of the linear system T(i) is at most 1. This is certainly true for i = 2, since r(2) includes the triangular system consisting of (52) and L d , ] for d + t + 2 -2 j < w 2 -t -2 . 
Remarks:
The proof leaves open the possibility that the codewords of weight w, might form a (t + 1)-design while the codewords of weight wI ( j # i) form a {l,-e , t, t + 21-design.
