Modern biomedical studies often collect multiple types of high-dimensional data on a common set of objects. A popular model for the joint analysis of multi-type datasets decomposes each data matrix into a low-rank common-variation matrix generated by latent factors shared across all datasets, a low-rank distinctive-variation matrix corresponding to each dataset, and an additive noise matrix. We propose decomposition-based generalized canonical correlation analysis (D-GCCA), a novel decomposition method that appropriately defines those matrices on the L 2 space of random variables, whereas most existing methods are developed on its approximation, the Euclidean dot product space. Moreover to well calibrate common latent factors, we impose a desirable orthogonality constraint on distinctive latent factors. Existing methods inadequately consider such orthogonality and can thus suffer from substantial loss of undetected common variation. Our D-GCCA takes one step further than GCCA by separating common and distinctive variations among canonical variables, and enjoys an appealing interpretation from the perspective of principal component analysis. Consistent estimators of our common-variation and distinctive-variation matrices are established with good finite-sample numerical performance, and have closedform expressions leading to efficient computation especially for large-scale datasets. The superiority of D-GCCA over state-of-the-art methods is also corroborated in simulations and real-world data examples.
Introduction
Data integration is widely used in biomedical studies to extract data from disparate sources on a common set of objects into meaningful and valuable information. Such studies include The Cancer Genome Atlas (TCGA; Hoadley et al., 2018) with multi-platform genomic data for tumor samples, and Human Connectome Project (HCP; Van Essen et al., 2013) with multi-modal brain images of healthy adults, among many others (Crawford et al., 2016; Jensen et al., 2017) . The use of multiple data types can allow us to enhance understanding the etiology of many complex diseases, such as cancers (Ciriello et al., 2015; Campbell et al., 2018) and neurodegenerative diseases (Weiner et al., 2013; Saeed et al., 2017) . Researchers hence have became highly interested in studying the shared information and individual features across multi-type datasets through separating their common and distinctive variation structures (van der Kloet et al., 2016; Smilde et al., 2017; Li et al., 2018) .
Let Y k ∈ R p k ×n be the k-th row-mean centered dataset obtained on a common set of n objects for k = 1, . . . , K, where p k is the number of variables for the k-th dataset. One popular approach for disentangling their common and distinctive variation structures is to decompose each data matrix into
where {X k } K k=1 are low-rank signal matrices with {E k } K k=1 being additive noise matrices, {C k } K k=1 are low-rank common-variation matrices that represent the signal data coming from the common mechanism shared across all datasets, and {D k } K k=1 are low-rank distinctive-variation matrices each from the distinctive mechanism of each single dataset that is not shared by all. Both common and distinctive mechanisms, also known as latent factors, denote the underlying causes of variation in the data (Schouteden et al., 2014) .
Various orthogonality constraints for defining common-variation and distinctive-variation matrices in model (1) have been proposed by six state-of-the-art decomposition methods, including orthogonal n-block partial least squares (OnPLS; Löfstedt and Trygg, 2011) , distinctive and common components with simultaneous component analysis (DISCO-SCA; Schouteden et al., 2014) , common orthogonal basis extraction (COBE Zhou et al., 2016) , joint and individual variation explained (JIVE; and its variants R.JIVE (O'Connell and Lock, 2016) and AJIVE (Feng et al., 2018) . These methods can be applied to multiple datasets, K ≥ 2, but suffer from two major issues: (i) all their decompositions are built on the inappropriate Euclidean dot product space (R n , ·), which simply approximates the L 2 space of random variables; (ii) they inadequately consider orthogonality constraints among distinctive-variation matrices {D k } K k=1 , and thus these matrices may retain some important common variation. To address these issues, a nice decomposition, called decomposition-based canonical correlation analysis (D-CCA) , is recently proposed in Shu et al. (2019) based on the canonical correlation analysis (CCA; Hotelling, 1936) , but unfortunately, it is limited to two datasets, K = 2.
The aim of this paper is to address issues (i) and (ii) for multiple datasets, K ≥ 2. We assume that the columns of each matrix in (1) are n independent copies of the corresponding random vector in
with entries of c k , d k , and e k belonging to L 2 0 , where c k and d k are, respectively, generated by common and distinctive latent factors. Here, L 2 0 is the vector space composed of all real-valued random variables with zero mean and finite variance. We denote (L 2 0 , cov) to be the inner product space of L 2 0 that is endowed with the covariance operator as the inner product.
The traditional dot product of two data sample matrices is equivalent to the sample covariance matrix between their corresponding random vectors, for example, C 1 D 1 /n ≈ cov(c 1 , d 1 ). The matrices {C k , D k } K k=1 of the above six multi-set decomposition methods are defined under the orthogonality of (R n , ·), and thus can only be viewed as approximations of the data samples for {c k , d k } K k=1 defined similarly on (L 2 0 , cov). Moreover, unlike their sample-based definitions on (R n , ·), our population-based definition from (L 2 0 , cov) naturally enables the investigation of estimation consistency for recovering unobserved {C k , D k } K k=1 from observable {Y k } K k=1 . Even translated into (L 2 0 , cov), the six competing methods focus on the orthogonality (i.e., uncorrelatedness) between c k and d k , but inadequately consider orthogonality constraints among {d k } K k=1 . Specifically, OnPLS, COBE, JIVE, and AJIVE do not impose any orthogonality on {d k } K k=1 ; R.JIVE enforces such orthogonality at the price of relegating its unexplainable portion of signal x k into noise e k ; DISCO-SCA often only approximates but not exactly achieves its target orthogonality for {d k } K k=1 (van der Kloet et al., 2016) . When K = 2, the orthogonality between d 1 and d 2 desirably assures no common latent factors retained between them. For K > 2, with the same aim to well capture the common mechanism, a similar desirable orthogonality constraint on {d k } K k=1 is that at least one pair among them are uncorrelated. However, it has been unclear how to build a decomposition for all K ≥ 2 that can ensure both the above desirable orthogonality among {d k } K k=1 and the interpretability of associated {c k } K k=1 . After all, the former alone is insufficient to guarantee the latter.
We propose a novel method, called decomposition-based generalized canonical correlation analysis (D-GCCA) , to handle cases with K ≥ 2. Our method is equivalent to D-CCA when K = 2. The key idea is to divide the decomposition problem (2) into multiple subproblems via Carroll's generalized canonical correlation analysis (GCCA; Carroll, 1968) . We slightly relax the aforementioned desirable orthogonality of {d k } K k=1 by enforcing it for each subproblem. This in turn leads to a geometrically interpretable definition of {c k } K k=1 on space (L 2 0 , cov) by connecting the Carroll's GCCA with principal component analysis (PCA; Hotelling, 1933) . In particular, our defined common latent factors of {x k } K k=1 represent the same contribution made by the principal basis of the entire signal space K k=1 span(x k ) in generating each of the K signal subspaces {span(x k )} K k=1 . Here, span(v ) denotes the subspace spanned by entries of v for any random vector v in (L 2 0 , cov). Recovering high-dimensional matrices {C k , D k } K k=1 poses practical difficulties because only matrices {Y k } K k=1 are observable and they are often high-rank. If the high-dimensional, high-rank Y k is treated as the signal X k , its associated high-rank covariance matrix cov(x k ) can be inconsistently estimated by the traditional sample covariance matrix due to the curse of "intrinsic" high dimensionality (Yin et al., 1988; Vershynin, 2012) . Low-rank X k or equivalently low-rank cov(x k ) is often assumed to facilitate the construction of consistent estimates (Shu et al., 2019) . Fortunately, big data matrices are often approximately low-rank in many real-world applications (Udell and Townsend, 2019) , and their low-rank approximations render feasible or more efficient computation, while retaining the major portion of information (Kishore Kumar and Schneider, 2017) . We consider the low-rank plus noise structure given in (1) and (2) under the widely used high-dimensional spiked covariance model (Fan et al., 2013; Wang and Fan, 2017; Shu et al., 2019) . Subsequently, we propose soft-thresholding based estimators for {C k , D k } K k=1 . Convergence properties of our estimators are established with reasonably good finite-sample performance shown by simulations. The proposed matrix estimators have closed-form expressions and thus are more computationally efficient than most existing methods that use time-expensive iterative optimization algorithms. For example, to decompose three 91,282×1080 data matrices in our HCP application, our approach can complete in 18 seconds on a single computing node, while some state-of-the-art methods cannot converge within 5 hours.
The contributions of this paper are summarized below:
• We propose a novel decomposition method, called D-GCCA, for tackling K ≥ 2 datasets under model (1), based on (L 2 0 , cov) instead of (R n , ·). Our distinctivevariation matrices are especially imposed with an orthogonality constraint to avoid substantial loss of undetected common variation. The proposed common-variation matrices exhibit a geometric interpretation from the perspective of PCA. Our D-GCCA reduces to D-CCA when K = 2.
• We establish consistent estimators for our defined common-variation and distinctivevariation matrices under high-dimensional settings with convergence rates in both the Frobenius norm and the spectral norm. The proposed estimators have closed-form expressions and thus are computationally efficient.
• We compare our D-GCCA with the six competing methods on both simulated and real-world data to show the superiority of proposed method for separating the common and distinctive variations across multiple datasets.
• As a byproduct, we reformulate Carroll's GCCA on (L 2 0 , cov) from the traditional (R n , ·) and provide some useful properties, which may facilitate the use of GCCA in statistical data integration.
The rest of this paper is organized as follows. We introduce our random-variable version of Carroll's GCCA and propose our D-GCCA method in Section 2. We provide our estimation approach of the D-GCCA defined matrices and its asymptotic properties in Section 3. Section 4 evaluates the finite-sample performance of proposed estimators via simulations. We also compare D-GCCA with the six competing methods through simulated data in Section 4 and through two real-world data examples from TCGA and HCP in Section 5. Concluding remarks are drawn in Section 6. All theoretical proofs are provided in Appendix A, and additional simulation results are presented in Appendix B. We now introduce some notation. For a real matrix M = (M ij ) 1≤i≤p,1≤j≤n , theth largest singular value is denoted by σ (M), the -th largest eigenvalue when p = n is λ (M), the spectral norm is M 2 = {λ 1 (M M)} 1/2 , the Frobenius norm is M F = ( p i=1 n j=1 M 2 ij ) 1/2 , the matrix L ∞ norm is M ∞ = max 1≤i≤p n j=1 |M ij |, the max norm is M max = max 1≤i≤p,1≤j≤n |M ij |, and the Moore-Penrose pseudoinverse is M † . We use M [s:t,u:v] , M [s:t,:] , and M [:,u:v] to represent the submatrices (M ij ) s≤i≤t,u≤j≤v , (M ij ) s≤i≤t,1≤j≤n , and (M ij ) 1≤i≤p,u≤j≤v of M, respectively. We write the j-th entry of a vector v by v [j] , and v [s:t] = (v [s] , v [s+1] , . . . , v [t] ) . Define (v i ) i∈I by (v i 1 , . . . , v iq ) with I = {i 1 , . . . , i q } and i 1 < . . . < i q . The angle between any x, y ∈ (L 2 0 , cov) is denoted by θ(x, y), and the norm of x is x = var(x). We use cos{θ(x, y)} and corr(x, y) exchangeably, and define corr(x, 0) = 0. The symbol ⊥ used between two subspaces and/or random variables in (L 2 0 , cov) means their orthogonality, that is, uncorrelatedness. Define r 0 = 0, r k = rank{cov(x k )} and r f = rank{cov((x 1 , . . . , x K ) )}. It holds that r k = dim{span(x k )} and r f = dim{span((x 1 , . . . , x K ))}. Throughout the paper, the asymptotic arguments are by default under n → ∞.
Methodology
We first develop the random-variable version of Carroll's GCCA in (L 2 0 , cov) and then use this framework to derive the D-GCCA decomposition.
Generalized canonical correlation analysis
We translate Carroll's GCCA into the space (L 2 0 , cov). Carroll's GCCA was originally proposed and is often studied in (R n , ·) using data samples (Carroll, 1968; van de Velden, 2011; Draper et al., 2014) . Kettenring (1971) briefly mentioned that the random-variable version of Carroll's GCCA is a mixture of his maximum variance and minimum variance methods. We provide the solution to the optimization problem of Carroll's GCCA in (L 2 0 , cov) as well as some important properties.
For subspaces {span(x k )} K k=1 , the Carroll's GCCA in (L 2 0 , cov) sequentially finds the closest elements among the K subspaces. The method has r f recursive stages. The -th stage finds the closest elements, denoted as z ( ) 1 , . . . , z ( ) K , among the K subspaces, which are called the -th set of canonical variables, along with an auxiliary variable w ( ) as follows: cos 2 {θ(z k , w)} subject to z k ∈ span(x k ), z k = 1, w ⊥ w (j) , w ∈ L 2 0 , w = 1, j < .
(3)
Let f k be an arbitrary orthonormal basis of span(x k ), f = (f 1 , . . . , f K ) , and {η ( ) } 1≤ ≤r f be any r f orthonormal eigenvectors of cov(f ), where η ( ) = [(η ( ) 1 ) , . . . , (η ( ) K ) ] corresponds to λ (cov(f )) with η ( ) k ∈ R r k . Note that r f = rank{cov(f )}. The following theorem presents the solution to (3) as well as some useful properties for our decomposition method.
Theorem 1 The following results hold.
(i) For ≤ r f and k ≤ K, the solution of (3) is given by
w ( ) = [λ (cov(f ))] −1/2 (η ( ) ) f . k } −1 m=1 ) = span(x k ) for some and k, then there exists a w ( ) ∈ span(x k ) such that w ( ) ⊥ 1≤j =k≤K span(x j ).
In the following text, if without further clarification, we refer z ( ) k to the one defined in (8) so that θ(z ( ) k , w ( ) ) ∈ [0, π/2].
Definition of common-variation and distinctive-variation matrices
In the model given by (1) and (2), the columns of each common-variation matrix C k or distinctive-variation matrix D k are assumed to be n independent copies of its corresponding random vector c k or d k . We thus consider the following decomposition with noise excluded:
x k = c k + d k for k = 1, . . . , K.
The estimation of {C k , D k } K k=1 from noisy data {Y k } K k=1 will be given in Section 3. Like the divide-and-conquer strategy of D-CCA, we first break down decomposition problem (9) into multiple subproblems. Each -th subproblem is solved by finding a common variable c ( ) and K distinctive variables {d ( ) k } K k=1 for the -th set of canonical variables {z ( )
for k = 1, . . . , K.
The auxiliary variable w ( ) in (3) naturally serves as the direction variable of our common variable c ( ) of {z ( ) k } K k=1 . We define c ( ) by
where α ( ) satisfies the constraints:
(C.1) |α ( ) | is the smallest value such that at least one pair among {d ( ) k } K k=1 are orthogonal;
(C.2) α ( ) < 0 if (C.1) has two solutions with respect to α ( ) .
The rationale of setting constraints (C.1) and (C.2) are given as follows. The structure of at least one orthogonal pair among {d ( ) k } K k=1 is the relaxed analogy of the desirable orthogonality among {d k } K k=1 mentioned in Section 1 that is used on each -th subproblem. Let α ( ) 1 and α ( ) 2 be two candidate values of α ( ) , each of which leads to the required orthogonality among {d
has a larger variance than that to α ( ) 2 . The existence and computing formula of α ( ) is shown in the theorem below. (8), we have that α ( ) in (11) exists and satisfies
We interpret the decomposition given in (10) and (11) via analyzing the relationship between the entire signal space K k=1 span(x k ) and its subspaces {span(x k )} K k=1 . First, from the perspective of PCA, we consider how the K signal subspaces {span(x k )} K k=1 contribute to form the whole signal space K k=1 span(x k ). We use an arbitrary orthonormal basis f k of span(x k ) to represent its contribution to K k=1 span(x k ), because f k fully characterizes span(x k ) due to span(x k ) = {f k b : ∀b ∈ R r k }, and its entries, all of which are standardized variables, provide a fair comparison among subspaces {span(x k )} K k=1 . By (5) and (7), we see that [λ (cov(f ))] 1/2 w ( ) r f =1 are the first r f principal components of f = (f 1 , . . . , f K ), which fully capture the variance of f , that is, the accumulated contribution to K k=1 span(x k ) from all subspaces {span(x k )} K k=1 . They also constitute an orthogonal basis of K k=1 span(x k ) that is the closest to these subspaces in the sense of (3). This leads to the following definition.
Next, from the perspective of the principal basis {w ( ) } r f =1 , we conversely deduce how the entire signal space K k=1 span(x k ) generates its subspaces {span(x k )} K k=1 . With 0/0 = 0, z ( ) k is the standardized version of the projection of w ( ) onto span(x k ). Theorem 1 (ii) shows that the standardized projections {z
=1 span the subspace span(x k ) for each k ≤ K. Hence, the decomposition in (10) and (11) essentially measures the same contribution of the principal-basis component w ( ) in generating each of the K signal subspaces {span(x k )} K k=1 .
Remark 1 Let L = max{ ∈ {1, . . . , r f } : λ (cov(f )) > 1}. We only need to consider the first L principal-basis components {w ( ) } L =1 due to the following reasons. For > L, by Theorem 1 (iii), either there exists a w ( ) ∈ span(x k ) for some k that is orthogonal to all the other signal subspaces {span(x j )} j =k , or otherwise {z (m) k } −1 m=1 has spanned the subspace span(x k ) for all k. The first scenario results in c ( ) = 0, and the second one indicates that the contribution of w ( ) to each signal subspace has already been accomplished by the preceding components {w (m) } −1 m=1 .
We now combine the decompositions for all = 1, . . . , L in (10) to form the original decomposition (9). Define the index set of nonzero c ( ) s by I 0 = { ∈ {1, . . . , L} : c ( ) = 0, i.e., α ( ) = 0}. We set c k = 0 p k ×1 and C k = 0 p k ×n for all k when I 0 = ∅, and only consider I 0 = ∅ in the following. Let
The portion of x k generated from latent factors z I 0 k is equivalent to the projection of x k onto span{(z I 0 k ) }, and can be written by
Here, cov(
which is the portion of (12) comes from the common latent factors (c I 0 ) := (c ( ) ) ∈I 0 .
Definition 2 We define the common-variation vector c k of x k by (13) and the distinctivevariation vector d k = x k − c k . The common-variation matrix C k and distinctive-variation matrix D k are the corresponding sample matrices of c k and d k , respectively.
Remark 2 Our common-variation vectors {c k } K k=1 in (13) are all generated by the same latent factors (c I 0 ) = (c ( ) ) ∈I 0 . As explained in the paragraph before Remark 1, for ≤ L, c ( ) is the contribution of the principal-basis component w ( ) made uniformly to generating all signal subspaces {span(x k )} K k=1 . Vector c I 0 contains these c ( ) s that are nonzero. This generative nature of (c I 0 ) indicates that even some part of the common mechanism is possibly retained among {d k } K k=1 due to relaxing the latter's desirable orthogonality into each subproblem (10), it is less important than (c I 0 ) and may be further explored by recursively applying our proposed decomposition. When K = 2, by Theorem 3 below, our D-GCCA decomposition is equivalent to D-CCA, and thus ensures span(d 1 ) ⊥ span(d 2 ).
Theorem 3 When K = 2, {c k } K k=1 in (13) are the same as those of D-CCA in (16) of Shu et al. (2019) .
We further investigate the uniqueness of {c k } K k=1 .
Theorem 4 For L ≥ 1, assume that λ 1 (cov(f )), . . . , λ L (cov(f )) are distinct, then {c k } K k=1 are uniquely defined by (13) no matter the choice of f and {η ( ) } 1≤ ≤L .
The largest L eigenvalues of cov(f ) are invariant to the choice of f . For a given f , the distinctness of these L eigenvalues ensures the identifiability of {η ( ) } 1≤ ≤L up to a sign change and thus simplifies the analysis. Analogous assumptions are often made in the literature, such as Zhou and He (2008) , Birnbaum et al. (2013) , and Wang and Fan (2017) . If the joint distribution of the n (≥ L) samples of f is absolutely continuous or elliptically contoured, then the largest L eigenvalues of its sample covariance matrix are distinct with probability one (Okamoto, 1973; Gupta and Varga, 1991) . Hence, our distinct eigenvalues assumption is plausible in practice.
Estimation

Matrix estimators
We derive the estimators of common-variation and distinctive-variation matrices {C k , D k } K k=1 by starting with the estimation of signal matrices
. Suppose that the low-rank plus noise structure in (1) and (2) follows the factor model:
where B k ∈ R p k ×r k is a real deterministic matrix, the columns of F k and E k are, respectively, the n independent copies of f k and e k , f k is an orthonormal basis of span(x k ) with cov(f k , e k ) = 0 r k ×p k , span(x k ) is a fixed space that is independent of {p k } K k=1 and n, and F := (F 1 , . . . , F K ) has independent columns. We assume that cov(y k ) is a spiked covariance matrix for which the largest r k eigenvalues are significantly larger than the rest, namely, signals are distinguishably stronger than noises. The r k spiked eigenvalues are majorly contributed by signal x k , whereas the rest small eigenvalues are induced by noise e k . The spiked covariance model has been widely used in various fields, such as signal processing (Nadakuditi and Silverstein, 2010) , machine learning (Huang, 2017) , and economics (Chamberlain and Rothschild, 1983) .
For simplicity, we define the estimators of {X k , C k , D k } K k=1 using the true {r k } K k=1 , I 0 , r * k = rank(cov(z I 0 k )), as well as I ( )
jk ≥ 0, 1 ≤ j < k ≤ K} and sign(α ( ) ) for all ∈ I 0 . The practical selection of these nuisance parameters is discussed in Section 3.3.
We use the following soft-thresholding estimator of X k proposed in Shu et al. (2019) . This estimator is originally inspired by the method of Wang and Fan (2017) for spiked covariance matrix estimation:
We next use X k to develop estimators for C k and D k = X k − C k . Define an estimator of cov(x k ) by cov(x k ) = n −1 X k X k for which a SVD is denoted as cov( ([λ ( cov(x k ))] 1≤ ≤r k ) and V xk has r k orthonormal columns. We can obtain λ ( cov(x k )) = [ σ S (Y k )] 2 /n and V xk = U k1 . Define the estimators of F k and
∈ R r k , be a normalized eigenvector of cov(f ) corresponding to λ ( cov(f )). We also let different η ( ) s be orthogonal. Our estimated sample vector of variable w ( ) is defined by ( w ( ) ) = [λ ( cov(f ))] −1/2 ( η ( ) ) F if λ ( cov(f )) = 0 and otherwise w ( ) = 0 n×1 , and that of variable z
Using (13), we estimate the common-variation matrix C k by
The major time cost of proposed matrix estimators comes from the SVD of each Y k with complexity O(min{np 2 k , n 2 p k }).
Asymptotic properties
We introduce an assumption used in Wang and Fan (2017) and Shu et al. (2019) .
Assumption 1 We assume the following conditions for model (14).
(i) Let λ k1 > · · · > λ k,r k > λ k,r k +1 ≥ · · · ≥ λ k,p k > 0 be the eigenvalues of cov(y k ). There exist positive constants κ 1 , κ 2 and δ 0 such that κ 1 ≤ λ k ≤ κ 2 for > r k and min ≤r k (λ k − λ k, +1 )/λ k ≥ δ 0 .
(ii) Assume that p k > κ 0 n with a constant κ 0 > 0. When n → ∞, assume λ k,r k → ∞, p k /(nλ k ) is upper bounded for ≤ r k , λ k1 /λ k,r k is bounded from above and below, and p
y k ) = 1, and the sub-
(v) Denote e k = (e k1 , . . . , e k,p k ) and f k = (f k1 , . . . , f k,r k ) . Let cov(e k ) ∞ < s 0 with a constant s 0 > 0. For all i ≤ p k and ≤ r k , there exist positive constants γ k1 , γ k2 , b k1 and b k2 such that for t > 0,
We have the following asymptotic properties of proposed estimators.
Theorem 5 Suppose that Assumption 1 holds and true {r k } K k=1 are given. Then for each k ≤ K, we have
where · denotes either the Frobenius norm or the spectral norm, and
is the signal-to-noise ratio of y k . Additionally assume that K is a constant,
When K = 2, the error bounds of C k and D k in (16) are equivalent to those in Theorem 3 of the D-CCA paper (Shu et al., 2019) . The quantity PVE(c k ) := tr{cov(c k )}/ tr{cov(x k )} is the proportion of x k 's variance explained by c k , which reflects the influence of c k on x k . Following Smilde et al. (2017) , [1 − PVE(c k )] can be interpreted as the extra proportion of x k 's variance that is explained by adding the distinctive-variation vector d k .
Selection of nuisance parameters
We discuss how to practically select the parameters
Denote r k , L, I 0 , r * k , I ( ) ∆ , sign(α ( ) ) to be estimators of their true counterparts. We select { r k } K k=1 by using the edge distribution method of Onatski (2010) that consistently estimates the rank for the factor model in (14) under mild conditions. To determine the other parameters, we use hypothesis tests based on the denoised data { X k } K k=1 . Testing procedures have been widely used in the literature of CCA (Bartlett, 1941; Lawley, 1959; Caliński and Krzyśko, 2005; Song et al., 2016) to select similar parameters. Consider the selection of L = max{ ∈ {1, . . . , r f } :
We use the normal approximation test of DiCiccio and Romano (2017) for testing zero correlation.
To The rank estimate r * k of r * k = rank(cov(z I 0 k )) is obtained by the two-step test of Chen and Fang (2019) for the rank of matrix cov(z I 0 k ). We next select I ( )
Finally, consider to determine the sign of α ( ) . Define α 
Simulation studies
In this section, we evaluate the finite-sample performance of proposed D-GCCA estimation via simulations, comparing to the six competing methods mentioned in Section 1.
Simulation setups
We consider K = 3 datasets with signals {x k } 3 k=1 following the four simulation setups below, and generate signal-independent Gaussian noises {e ki } p k i=1 iid ∼ N (0, σ 2 e k ) that are independent across datasets. Simulations are conducted with sample size n = 300, variable dimension p 1 ranging from 100 to 1500, noise variance σ 2 e 1 from 0.25 to 9, and 1000 replications under each setting.
• Setup 1.1: Let x 1 d = x 2 d = x 3 and r 1 = r 2 = r 3 = 1. Set standardized canonical variables z
3 to be jointly Gaussian with θ z := θ(z (1)
k ) for all j = k. Let Λ k = 500 for k = 1, 2, 3. Randomly generate three unit vectors {V xk } 3 k=1 that are equal if with the same size and are fixed for all simulation replications of the same (p 1 , p 2 , p 3 ). Let
k . We vary θ z from 10 • to 70 • , resulting in D-GCCA's {PVE(c k )} 3 k=1 all from 0.853 to 0.079 invariant to {p k } 3 k=1 ; see Appendix B. Let σ 2 e 1 = σ 2 e 2 = σ 2 e 3 . • Setup 1.2: Fix variable dimensions (p 2 , p 3 ) = (300, 900) and noise variances σ 2 e 2 = σ 2 e 3 = 1. The other settings are the same as in Setup 1.1.
• Setup 2.1: Let p 1 = p 2 = p 3 and r 1 = r 2 = r 3 = 5. Design cov(f ) with eigenvalues (3, 2.8, 2.25, 1.5, 1, 1, 1, 1, 0.635, 0.415, 0.4, 0, 0, 0, 0) such that, respectively for = 1, . . . , 4, 
• Setup 2.2: Fix (p 2 , p 3 ) = (300, 900) and σ 2 e 2 = σ 2 e 3 = 1. The other settings are the same as in Setup 2.1.
Finite-sample performance of D-GCCA estimators
We first apply the four error metrics in Theorem 5 to evaluate the performance of the D-GCCA estimation with true nuisance parameters {{r k , r * k } K k=1 , I 0 , {I ( ) ∆ , sign(α ( ) )} ∈I 0 }. The practical selection of these nuisance parameters has been discussed in Section 3.3 and its performance is investigated later in this subsection. It is easily seen that SNR k = tr(Λ k )/(p k σ 2 e k ) in the above simulation setups. For simplicity, we hence examine the trend of estimation errors in Theorem 5 with respect to (p k , σ 2 e k ) instead of (p k , SNR k ). Figure 1 shows the four estimation errors of D-GCCA in the Frobenius norm under Setups 1.1 and 1.2 with θ z = 50 • . For Setup 1.1 in Figure 1 (a), the average estimation errors are almost the same for the three identically distributed datasets, indicating the fair treatment of proposed estimation to each dataset. As expected in Theorem 5, the errors generally increase as either dimension p 1 or noise variance σ 2 e 1 grows, and the slow error trend of PVE(c k ) = C k 2 F / X k 2 F reflects its slow convergence rate. The errors are acceptable even for some cases when p 1 or σ 2 e 1 is large along with very low SNR k . For example, the errors are smaller than 0.05 at (p 1 , σ 2 e 1 ) = (1500, 4) with SNR k = 0.083. In Figure 1 (b) for Setup 1.2, the estimation result of the first dataset is similar to that in Figure 1(a) . As for the second and third datasets with fixed variable dimensions and noise variances, when (p 1 , σ 2 e 1 ) the parameters of the first dataset grow, the signal matrix estimation is not affected, while the estimation errors of the other three quantities are observed with slight increasing trends. These results are consistent with those shown in Theorem 5. for Setups 1.1 and 1.2 with other θ z values and also for all the four setups with estimation errors in the spectral norm. These additional results are provided in Appendix B. We also numerically evaluate the selection approach of nuisance parameters that is proposed in Section 3.3. Figures 3, 10 and 11 show the accuracy of the selection approach for the four simulation setups. For simplicity, we apply the same significance level α, ranging from 0.5 down to 0.0001, to all hypothesis tests involved in the selection approach. For Setups 1.1 and 1.2, α ∈ [0.0001, 0.5] and α ∈ [0.005, 0.5] perform the same well for θ z ∈ [10 • , 60 • ] and θ z = 70 • , respectively, with accuracy values all above 90% and most around or above 95%. As for Setups 2.1 and 2.2, as shown in Figure 3 (e) and (f), when the significance level is 0.1, the accuracy achieves nearly 90% for most considered cases. There is no dramatic change when the significance level is down from 0.2 to 0.05. In practice, it is worth trying several significance levels to monitor the change of nuisance parameters, and also suggested to report the used significance level along with the obtained decomposition. One may also expect to potentially improve the accuracy by additionally using the Bagging technique (Hastie et al., 2009) , that is, for each nuisance parameter applying the selection approach to a large number of resampled datasets and then combining the results by majority voting. We leave this to interested readers.
Comparison to related methods
We now compare the performance of D-GCCA and the six competing methods (JIVE, R.JIVE, AJIVE, COBE, OnPLS, and DISCO-SCA) under the four simulation setups.
Since the decompositions defined by the seven methods are different, it is unfair to compare the errors of their matrix estimates to D-GCCA's true matrices. Alternatively, under the general model given in (1) and (2), for each method we consider whether at least one orthogonal pair among {d k } K k=1 exists, and otherwise how large the common variation is retained among {d k } K k=1 . The orthogonality between d j and d k is equivalent to
using the normal approximation test (DiCiccio and Romano, 2017), with false discovery rate controlled at 0.05 (Benjamini and Hochberg, 1995) and the -th right-singular vector of D k used as the n samples of d Table 1 reports the comparison results for Setups 1.1 and 1.2 with (p 1 , θ z , σ 2 e 1 ) = (600, 50 • , 1) and Setups 2.1 and 2.2 with (p 1 , σ 2 e 1 ) = (600, 1). We first observe that all simulation replications of R.JIVE for the four setups have at least one orthogonal pair among {d k } 3 k=1 , but its scaled squared errors of signal matrix estimates are much larger than those of JIVE (its original version with no orthogonality constraint on {d k } K k=1 ) and our D-GCCA. This agrees with the design of R.JIVE, which can discard some signal as noise to ensure the orthogonality of {d k } K k=1 . For Setups 1.1 and 1.2 with three one-dimensional signal subspaces {span(x k )} 3 k=1 , our D-GCCA also has all its simulation replications satis- 
, and averages (SDs) of scaled squared errors of signal matrix estimates over 1000 simulation replications. D-GCCA1: the D-GCCA using true nuisance parameters. D-GCCA2: the D-GCCA using nuisance parameters selected by the approach in Section 3.3. NA: not available due to out of the 24-hour time limit on a CPU core (up to 3.0GHz) per simulation replication. By the paired t-test, both D-GCCA1 and D-GCCA2 have significantly different mean ρ 1 ({d k } 3 k=1 ) values from those of all the other methods with p-values<1e-10.
fying the desirable orthogonality among {d k } 3 k=1 , which is consistent with its decomposition in (10) for canonical variables. In contrast, the other five methods do not show the desirable orthogonality for all replications under the four setups. For Setups 2.1 and 2.2 with higherdimensional signal subspaces, neither does D-GCCA own the desirable orthogonality, as explained in Remark 2 due to its relaxation into each subproblem (10), but D-GCCA still has significantly smaller mean ρ 1 ({d k } K k=1 ) values than those available for the five methods.
Real-world Data Examples
Application to TCGA breast cancer genomic datasets
We compare our D-GCCA with the state-of-the-art methods in analyzing the TCGA breast cancer genomic data (Koboldt et al., 2012) . We consider three datasets on a common set of 664 tumor samples that contain mRNA expression data for the top 2930 variably expressed genes, miRNA expression data for 526 highly variant miRNAs, and DNA methylation data for 3067 most variable probes, respectively, following the preprocessing procedure of Lock and Dunson (2013) . The tumor samples are categorized by the classic PAM50 model (Parker et al., 2009 ) into four intrinsic subtypes that are relevant with clinical outcomes, including 111 Basal-like, 56 HER2-enriched, 346 Luminal A, and 151 Luminal B tumors. The PAM50 intrinsic subtypes are defined by mRNA expression only. We investigate whether these intrinsic subtypes are also characterized by other data types such as DNA methylation and miRNA expression that represent different biological components. In particular, we study the relationship between the PAM50 intrinsic subtypes and the common and distinctive underlying mechanisms of the three genomic datasets by evaluating the ability of their corresponding matrices in (1) to separate the four intrinsic subtypes. Each observed data matrix is row-centered by subtracting the average within each row. The nuisance parameters of our D-GCCA method are selected by using the approach described in Section 3.3. The selection approach yields the same decomposition by the choices 0.2 and 0.0001 for the significance level uniformly applied to all involved hypothesis tests. The values (rank( X k ), rank( C k ), rank( D k ), C k 2 F / X k 2 F ) from the D-GCCA method are (4, 2, 4, 0.239), (3, 2, 3, 0.184) and (3, 2, 3, 0.147) for the mRNA, miRNA, and DNA datasets, respectively. To quantify the subtype separation in a matrix, we adopt the SWISS score of Cabanski et al. (2010) that calculates the standardized within-subtype sum of squares: For
is the average of the j-th sample's subtype on the i-th row, andM i,· is the average of the i-th row's elements. The lower score indicates better subtype separation. Table 2 shows the SWISS scores computed for the D-GCCA method and also the six competing methods mentioned in Section 1. The denoised signal matrix X k from all methods gains an improved ability on subtype separation with a smaller score, comparing to the noisy data matrix Y k . All methods, except AJIVE and COBE, discover nonzero commonvariation matrices, and show a clear pattern of decreasing SWISS scores from D k to X k and then to C k . This pattern indicates that the four PAM50 intrinsic subtypes are more likely to be an inherent feature of the common mechanism underlying the three different genomic datasets. Moreover, our D-GCCA method has the lowest scores for estimated common-variation matrices when compared with the other methods. The result analysis remains the same even when our D-GCCA's X k s, which have the smallest SWISS scores among all signal estimates, are used as the input data for the other six methods.
The better SWISS scores of D-GCCA for common-variation matrix estimates indicate its enhanced ability to capture the common mechanism than the other methods, which benefits from our well designed orthogonality constraint on distinctive mechanisms. Table 3 further verifies this conclusion, and shows that significant nonzero correlations do not exist between D-GCCA's d miRNA and d DNA but account for over 15% among all pairs of d k s from the other methods except R.JIVE. However, R.JIVE enforces the orthogonality of d k s by sacrificing its unexplainable signal to be noise. This can be seen in Table 2 , where R.JIVE has slightly lower SWISS scores for E k s than JIVE, its original version with no orthogonality constraint on d k s, and moreover has nonzero E k s when using low-rank D-GCCA's signal estimates as the input data.
Method 
k ) = 0 is detected by the normal approximation test (DiCiccio and Romano, 2017) with false discovery rate controlled at 0.05 (Benjamini and Hochberg, 1995) and the -th right-singular vector of D k used as the n samples of d ( ) k . Methods suffixed with * use D-GCCA's X k s instead of Y k s as the input data.
Application to HCP motor-task functional MRI
We consider the motor-task functional MRI data obtained from the HCP . During the image scanning, each of 1080 participants was asked by visual cues to either tap left or right fingers, or squeeze left or right toes, or move their tongue. From the acquired brain images, the HCP generated for every participant the z-statistic maps of the individual contrasts of the five tasks and also their average contrast against the fixation baseline. The average contrast represents the impact of the overall motor task. All the maps were computed at 91,282 grayordinates including 59,412 cortical surface vertices and 31,870 subcortical gray matter voxels. For each task, its z-statistic maps of all participants constitute a 91,282×1080 data matrix. We focus on the left-hand, right-hand, and overall motor tasks, and aim to discover the brain regions that are most affected by their common underlying mechanism.
The D-GCCA method is applied to the three data matrices of interest that are rowcentered beforehand, with nuisance parameters selected by the approach discussed in Section 3.3. The selection approach yields the same decomposition by the choices 0.2 and 0.0001 for the significance level uniformly applied to all involved tests. All signal and common matrix estimates are rank-2. The proportion of each signal vector's variance explained by its common-variation vector, PVE(c k ) = tr{cov(c k )}/ tr{cov(x k )}, is estimated by C k 2 F / X k 2 F with values 0.122, 0.120 and 0.128, respectively, for the left-hand, right-hand and overall motor tasks. This quantity reflects the overall influence of the common underlying mechanism on the k-th considered motor task.
To assess the local influence of the common underlying mechanism on the i-th brain grayordinate of the k-th task, we use the variance ratio var(c Figure 4 illustrates the estimated variance-ratio maps for the three tasks. In Figure 4 (a) for the left-hand task, we see that the common underlying mechanism has stronger impacts on the right cortical surface, particularly, the somatomotor cortex in the right green circle, whereas it affects more on the left subcortical regions such as the cerebellum shown in the first and last rows of the right part of the figure. The influence pattern is almost opposite for the right-hand task, and is nearly symmetric on the two sides of the brain for the overall motor task. The contralateral change in the somatomotor cortex and the cerebellum is consistent with their intrinsic functional connectivity shown in Buckner et al. (2011) .
On this large-scale data, we also compare the computational performance of our D-GCCA and the six competing methods mentioned in Section 1. All methods were implemented separately on a computing node with two 10-core Intel Xeon E5-2690v2 3.0GHz CPUs, total 62GB memory, and 24-hour time limit. The three methods, JIVE (with 5.47 hours), R.JIVE (with 17.4 hours) and DISCO-SCA (out of 24 hours), all involving timeexpensive iterative optimization, cannot converge within 5 hours. The OnPLS method ran out of memory due to computing the SVD of each large matrix Y j Y k for j = k. Both D-GCCA and AJIVE have closed-form expressions, and COBE uses a fast alternating optimization strategy. The computational time costs of the D-GCCA, AJIVE and COBE methods are 18.0, 180.5 and 25.3 seconds, respectively. However, the AJIVE and COBE methods were unable to identify nonzero common-variation matrices.
Conclusion
In this paper, we propose a novel decomposition method, called D-GCCA, to separate the common and distinctive variation structures of two or more datasets measured on the same objects. In contrast with existing methods, we build the decomposition on (L 2 0 , cov) rather than the traditional (R n , ·), and particularly impose a certain orthogonality constraint on the distinctive latent factors to better capture the common variation, along with a geometric interpretation from PCA for the associated common latent factors. Asymptotic result of proposed estimation under high-dimensional settings is established and supported by simulations. Moreover, the D-GCCA decomposition has a closed-form expression and thus is more computationally efficient, especially for large-scale datasets, than most existing methods with time-expensive iterative optimization. Simulated and real-world data show the advantages of D-GCCA over state-of-the-art methods in capturing the common variation and also in the computational time cost.
(a) Left-hand task (b) Right-hand task (c) Overall motor task Figure 4 : Variance-ratio maps estimated by D-GCCA for the three HCP motor tasks. In each subfigure, the left part displays the cortical surface with the outer side shown in the first row and the inner side in the second row; the right part shows the subcortical area on 20 xy slides at the z axis. The somatomotor cortex is annotated by green circles.
Proof of Theorem 1. It is easily seen that K k=1 cos 2 θ(z 1 , z k ) ≥ 1. If w ⊥ span(f ), then K k=1 cos 2 θ(w, z k ) = 0, and thus such a w is not an optimal solution. When w ⊥ span(f ), since cos θ(w, z k ) = cos θ(w, w 0 ) cos θ(w 0 , z k ), where w 0 denotes the projection of w onto span(f ), we only need to consider w ∈ span(f ). Then there exists a vector
k be the projection of w onto span(x k ). We only need to consider z k such that
and then 
1 cov(f )b (1) . Then by (20b), we have l
(1) 1 = (b ( ) ) cov 2 (f )b ( ) . Thus, the maximum of (19) when = 1, i.e., the maximum of l
1 is l f,1 := λ 1 (cov(f )). We have l
. Then using the same skill for obtaining b (1) , we can simply let b (2) = [λ 2 (cov(f ))] −1/2 η (2) and have K k=1 cos 2 θ(w (2) , z
(2)
From equation (18), we have cov(w ( ) , z * 
because v is orthogonal to both the projection of w (m) onto span(x k ) and the rejection of w (m) from span(x k ). Thus, we just let w ( ) = v. Then, cos 2 θ(w ( ) , z ( )
Proof of Theorem 2. If z ( ) k = 0 for some k, it is easy to see α ( ) = 0. We only consider that for all k ≤ K, z
2 , and consequently by the law of cosines we have
Hence, the desired value of α ( ) is the one given in Theorem 2.
To prove the existence of α ( ) , we only need to show that there exists a ∆ ( ) jk ≥ 0 with j = k. Denote λ = λ (cov(f )), and ν = (ν ,1 , . . . , ν ,K ) with ν ,k = η ( ) k F . We have
and for all j, k ≤ K, Proof of Theorem 3. When K = 2, by Lemma 2 in Kettenring (1971) , L is equal to the number of positive canonical correlations between x 1 and x 2 . Then following the constructions of these two decomposition methods, the proof is easy to complete. The details are omitted.
Proof of Theorem 4. Let f k be another orthonormal basis of span(x k ). Then, there
to be a normalized eigenvector of cov( f ) corresponding to λ (cov( f )) for ≤ L. Now, from the assumption that λ 1 (cov(f )), . . . , λ L (cov(f )) are distinct, we have η ( ) = ±Oη ( ) and η ( ) 
The proof is complete.
Proof of Theorem 5. First of all, it is worth mentioning that X k is rank-r k with probability tending to 1. This is because we have
from (S.17) in the supplement of Shu et al. (2019) . Due to their Lemma S.1, in the rest of the proof we simply assume that X k is rank-r k . By their (S.13) and (S.14), there exists a constant κ x > 0 such that
From their (S.15), we have
Here and in the following text, we write A P B if and only if A = O P (B). From (S.7) of Shu et al. (2019) , we have λ 1 (cov(x k )) λ r k (cov(x k )). By Weyl's inequality (see Theorem 3.3.16(a) in Horn and Johnson (1994) ) as well as Assumption 1 (i) and (v),
By (22), (23) and (24), we obtain (13), it follows that we can write the common-variation matrix C k as
where the three components are formulated by cov(
Since K is a constant and each span(x k ) is a fixed space independent of n and {p k } K k=1 , we have that r 1 , . . . , r K are constants and there exist positive constants κ z , κ η and κ zz such that min k≤K λ r *
From Shu et al. (2019) , using their (S.8), (S.30) and the first inequality on page 10 of their supplement, we have that for all j, k ≤ K,
and
By the uniqueness given in Theorem 4, we let η ( ) satisfy (η ( ) ) η ( ) ≥ 0 for all ∈ I 0 . By Corollary 1 in Yu et al. (2015) , δ η = o(1), and the condition that {λ (cov(f ))} L =1 are distinct, we have
Since δ η = o(1) and min k≤K, ∈I 0 η ( ) k F > κ η , then by (30) we have
and thus
We will frequently use the following matrix inequality: Horn and Johnson (1994) ), for all j,
and max
Then,
By Theorem 2.1 in Meng and Zheng (2010) , (35), and min k≤K λ r * k (cov(z I 0 k )) > κ z ,
By (33), (32), and (28), we have
Using (33) again together with the above inequality, (37), and (35) yields
By Weyl's inequality (see Theorem 3.3.16(c) in Horn and Johnson (1994) ) and (29), for all ∈ I 0 we have
Then by δ f ≤ δ η = o(1) and λ L (cov(f )) > 1, for all ∈ I 0 we have
Thus, for all ∈ I 0 ,
and then
For all k ≤ K and ∈ I 0 , by (33),
For all ∈ I 0 and j, k ≤ K,
By (33), (31), (29), and (32),
and then,
By (41) and (42), for ∈ I 0 we have 
From (41) and (44),
Recall that min (j,k)∈I ( ) (42) and δ η = o(1), with probability tending to 1 we have that cosθ(z 
By (33), (40) and (45), for all ∈ I 0 ,
Then together with (33) and (30) gives
From the inequalities respectively below (S.12) and (S.22) in the supplement of Shu et al. (2019) , we obtain n −1 F k 2 F = r k + O P (n −1/2 ) and
Hence,
By (33), (47), (46) and (48), we obtain
Using (33), (47), (38), (27), (35) and (49) yields
By rank(M 1 M 2 ) ≤ min(rank(M 1 ), rank(M 2 )) and rank(M 1 −M 2 ) ≤ rank(M 1 )+rank(M 2 ) for any real matrices M 1 and M 2 with compatible sizes, we have rank( C k −C k ) ≤ 2L. Thus,
By (50), (51) and (22), we obtain
By D k − D k ≤ X k − X k + C k − C k for both the Frobenius norm and the spectral norm, (25) and (52), we obtain
Now consider the estimated proportion of explained variance. Note that X k 2 F /n = tr( X k X k /n) = tr( cov(x k )). By inequality (S.16) of Shu et al. (2019) ,
and by their (S.17),
Since (51) and
From the central limit theorem,
). By Weyl's inequality (see Theorem 3.3.16(c) in Horn and Johnson (1994) 
Then applying the same skill used for (53) yields
Combining (56) and (57) with the triangle inequality gives
From (33), (53), (54), (55), (58) and (24), we have Figure 11 : The proportion of 1000 simulation replications of Setup 1.2 where all nuisance parameters of D-GCCA are correctly selected. The nuisance parameters are selected using the approach described in Section 3.3 with a significance level α uniformly applied to all tests.
Appendix B. Additional Simulation Results
