In many process-based models, parameters have to be estimated from data. It is important to obtain not only the optimum value of the parameters, but also to assess the uncertainty in the parameters and, hence, in the models' output. In this paper, the Bayesian Monte Carlo technique known as Generalised Likelihood Uncertainty Estimation (GLUE) is used to evaluate the parameter-induced predictive uncertainty of a three-parameter model that predicts alongshore currents over a nearshore barred profile. GLUE performs a fully random sampling of feasibleparameters space, assigning non-zero likelihoods to those model simulations that outperform a user-defined threshold. Based on data gathered at six cross-shore position across an inner bar at Egmond aan Zee, The Netherlands, non-zero likelihoods were found for a rather wide range of parameter values, largely induced by an interdependence between two parameters that affect the width of current jets across the bar. The width of the 95% uncertainty interval was found empirically to increase linearly with the predicted magnitude of the alongshore current, from about 0.02-0.06 m/s when the current magnitude is near zero to about 0.2 m/s when it is near its maximum of about 1.1 m/s. These widths are approximately equal to a rough estimate of the errors in the data. In many cases the 95% uncertainty interval brackets the observations, although there are also various instances where this is not the case and apparently model structural errors dominate over parameter-induced errors. Model non-linearity and parameter interdependence cause the marginal parameter posterior distributions to differ remarkably from those obtained from traditional first-order approximations.
INTRODUCTION
Process or physically based models are simplified representations of natural systems, containing equations that express scientifically accepted principles, for instance, continuity and energy and/or momentum conservation. Process-based modelling is directly linked to the advancement of system understanding as modelling provides a framework for testing new hypotheses (e.g. by comparing model predictions to data) and a means to study how processes interact.
However, even the most elaborate process-based model is imperfect, implying that model results are inherently uncertain and that the quantification of this uncertainty, for instance as a prediction uncertainty interval, may be as important as the modelling effort itself.
Different sources of uncertainty can be distinguished in process-based modelling. One source of prediction uncertainty is due to model-structure errors, induced by crudely described, incorrectly omitted or even unknown processes.
For instance, many coastal modellers have long struggled to correctly predict the onshore migration of nearshore sandbars under low-energy, non-breaking conditions (e.g. Thornton et al. 1996; Gallagher et al. 1998) . Recently, Hoefel & Elgar (2003) have argued that this is related to the neglect of fluid accelerations in the sediment transport computations. Observational errors induce another source of uncertainty, related both to the data required to drive the model (input errors) and to the data necessary to check or optimize model performance (output errors). For instance, Guinot & Gourbesville (2003) showed how a crudely schematized catchment geometry could result in a total mismatch of the height and timing of the peak river discharge at the downstream end of the catchment. Another problem of process-based models (and the focal point of the present work) is the limited knowledge of the parameters that govern the model equations. (Binley & Beven 1991; Beven & Binley 1992 ) is adopted to show how parameter uncertainty in coastal (nearshore) process-based models can be estimated and how this uncertainty is reflected in the estimation of parameter-induced predictive uncertainty. GLUE evaluates multiple model runs resulting from different parameter sets within a given model structure by assigning a likelihood value to each parameter set. Based on these likelihoods, predictive uncertainty can be quantified. Here, GLUE is applied to the simulation of alongshore currents in the nearshore of Egmond aan Zee (The Netherlands) using the process-based model developed by Ruessink et al. (2001) . In the Discussion section, various subjective choices in the likelihood assignment are examined and the estimated marginal posterior parameter distributions are compared to those based on first-order approximation; also, the relative importance of parameter-induced uncertainty and measurement errors is discussed.
MODEL Description
The alongshore current is a time-averaged (over , 3600 s) current that flows parallel to the coast and, in the absence of alongshore variability in bathymetry, is forced primarily by obliquely incident breaking waves, the alongshore component of the wind stress and 10 -100 km scale alongshore surface slopes owing to tides. Its cross-shore distribution over an arbitrary cross-shore depth profile can be computed (Figure 1(c) ). For more details, see Ruessink et al. (2001) .
Earlier experience
The model has previously been applied to mean alongshore currents observed on the barred beach at Egmond, The
Netherlands (Ruessink et al. 2001) . The observations span 500 h at six cross-shore locations, labelled E1-E6 from offshore to onshore (Figure 1 efficiency factor R is usually taken. The parameter set that performs best in terms of R is then assumed to be the global optimum. In GLUE, the URS concept of an 'optimal' set of parameter values for a given model structure and observed input -output is abandoned. Instead, all parameter sets that perform better that some user-specified threshold, R M , are considered as acceptable (or behavioural) sets. In the present work R M was set to 0.8937, the R based on Sampling of parameter space was terminated when a total N a of 500 acceptable parameter sets was obtained.
Each acceptable parameter set u i was then assigned a likelihood that is proportional to R. All parameter sets with R less than R M have a zero likelihood. Thus In total, about 12,000 parameter sets were evaluated to obtain 500 acceptable simulations, implying a ratio of acceptable to total number of simulations of about 4.2%.
In hindsight, this low ratio clearly highlights the need for the use of the ANN as a surrogate to the alongshore current model. Table 1 ). Of course, every parameter value that results in an R equal to or larger than R M can also result in poor simulations owing to the values of the other parameters.
The rather wide posterior ranges for, in particular, b and n may be due to either parameter insensitivity or parameter interdependence (or both). Sensitivity tests, like those in Figure 1 , showed model v to be sensitive to both parameters in the ranges adopted here. In more detail, the sensitivity to b and n was found to diminish with increasing b and n, (Table 1) . However, the most important reason that b and n can be identified less well than k a is their interdependence. and n is understandable as both parameters affect the width of the current jets. For instance, an increase in b causes the current jets to become more pronounced, which can be undone by a simultaneous increase in n. There is, however, one main difference between b and n. The parameter b also 
DISCUSSION Subjectivity
The GLUE methodology contains a number of subjective choices that may profoundly affect the parameter posterior ranges and the associated width of the central uncertainty band. These include the functional form of the goodness-offit function and the critical value of this function to determine whether a specific parameter set is behavioural. Freer et al. (1996) , for instance, used R p (with p $ 1) as the goodness-offit measure and found that for an increase in p the parameter posterior ranges narrowed, leading to less and less observations falling inside the predicted uncertainty bounds. The critical value of R, R M , obviously affects the number of behavioural parameters and, as such, the width of uncertainty bounds. If R M is set very high, very few parameter sets will be behavioural and, consequently, the prediction bands will be unrealistically small. Ultimately, R M can be chosen so high that only the best simulation is accepted, thereby reducing GLUE to URS without an assessment of parameter uncertainty. In contrast, if R M is chosen very low, virtually all parameter sets will be behavioural, resulting in uncertainty bounds that are so wide that one would be inclined to dismiss the model altogether.
In the present work, R M was simply set to the R obtained with an earlier manual calibration. Because manual calibration is subjective, this R M is subjective as well. Given that R M is very close to the optimum R (0.8937 and 0.8996, respectively), relatively few parameter sets were accepted (about 4%) and the width of the 95% prediction range was perhaps more narrow than one would a priori have expected. A second cause for the narrowness of 
First-order approximations
Although the use of an artificial neural network has greatly reduced the computational burden relative to the original GLUE procedure, the methodology remains computationally demanding when compared to the number of computations required when using a first-order approximation and k a , computed using the off-diagonal elements of C, to be considerably smaller than those based on GLUE. For b and n, for instance, FOA suggested r ¼ 0.24, as opposed to r ¼ 0.51 suggested by GLUE (Figure 9(b) ).
The differences between the GLUE and FOA results may, to some extent, be due to the subjective choice for 
Measurement errors
The errors associated with v obs are not well understood and no tests were carried out during the Egmond measurement campaign to assess the error magnitudes.
A rough estimate of the 95% measurement uncertainty interval can, however, be obtained using the noise model proposed by Feddersen & Guza (2003) . In this model, the current meter noise is assumed to be composed of two Gaussian zero-mean variables representing offset errors (velocity measured with no fluid motion) and gain errors.
The standard deviation of the offset error is given by deviation s off and that of the gain error by s g ¼ k v obs ;, where k is a fractional gain error. The gain error is thus assumed to be linear in v obs . The total current meter noise, the sum of both errors, is thus a Gaussian zeromean variable with standard deviation
The 95% interval is measured as This, in combination with the observed parameter interdependence, violate the use of a first-order approximation to obtain posterior parameter distributions.
