Homoclinic orbits and heteroclinic connections are important in several contexts, in particular for a proof of the existence of chaos and for the description of bifurcations of chaotic attractors. In this work we discuss an algorithm for their numerical detection in smooth or piecewise smooth, continuous or discontinuous maps. The algorithm is based on the convergence of orbits in backward time and is therefore applicable to expanding fixed points and cycles. For simplicity, we present the algorithm using 1D maps.
Introduction
When dealing with chaotic sets (chaotic attractors or repellers), the concept of homoclinic orbits and heteroclinic connections plays a central role. In particular, it can be used for the proof of the existence of chaos. Indeed, it is proved in [12, 6, 13] that the existence of a non-degenerate (persistent under parameter perturbation) homoclinic orbit to an expanding fixed point of a smooth map f implies the existence of an invariant set in a neighborhood of the homoclinic orbit, on which f is chaotic. Note that the same result applies also for a non-degenerate heteroclinic connection. For piecewise smooth (continuous and discontinuous) maps this result was extended in [8] , where the concept of a critical homoclinic orbit was introduced. Recall that in the framework of homoclinic orbits and heteroclinic connections, for a continuous function f the only points we call critical points are fold points (that is, for 1D maps, the values at smooth or non-smooth local extrema), while for discontinuous piecewise smooth functions also the values at discontinuity points are called critical points. A homoclinic orbit or a heteroclinic connection which includes a critical point is called critical and is non-persistent under parameter perturbations. It was proved that the existence of a non-critical homoclinic orbit implies the existence of chaos in its neighborhood, a similar result applies also for non-critical heteroclinic connections.
Investigating homoclinic orbits and heteroclinic connections is relevant not only for the proof of the existence of chaos but also for the description of several bifurcations of chaotic attractors (crisis bifurcations), since such bifurcations are caused by homoclinic bifurcations of repelling fixed points or cycles. This issue is of a particular interest when dealing with piecewise smooth systems (continuous or discontinuous), as these are able to show chaotic dynamics in extended regions in the parameter space (following [5] , denoted as robust chaos). The domain of robust chaos may be organized in complex bifurcation scenarios [3, 4, 1] formed by several bifurcations of chaotic attractors, frequently referred to as crises [10, 11, 9] or contact bifurcations [15, 7, 14] . Such bifurcations may lead to a sudden change of the shape of the attractor, or to a change of the number of its bands (connected components), and are necessarily related to a homoclinic bifurcation of a repelling cycle. Moreover, it is proved in [8] that they are associated with the existence of a critical homoclinic orbit. Due to the presence of a critical homoclinic orbit at the bifurcation point, the properties of the cycle undergoing the homoclinic bifurcation may change. In particular, it can be non-homoclinic before the bifurcation and homoclinic after. For example this occurs in the case of a merging bifurcation, at which some bands of a multi-band chaotic attractor merge pairwise [2] . It can also be non-homoclinic before the bifurcation and one-side homoclinic after. This happens for example in the case of a final bifurcation (boundary crisis) in a 1D map, at which a chaotic attractor is transformed into a chaotic repeller [2] . Therefore, to describe such bifurcations it is necessary to determine the properties of the involved cycles, in particular whether they are homoclinic or not.
To determine if there exists a homoclinic orbit to a particular cycle or a heteroclinic connection between two particular cycles of interest, it is necessary to analyze the global structure of the phase space. In most of the cases, this can only be done numerically. The goal of this paper is to discuss an algorithm for the detection of homoclinic orbits and heteroclinic connections. By contrast to algorithms related to local stable and unstable manifolds of saddles, the algorithm discussed below is based on convergence of orbits in backward time and hence it is applicable to expanding fixed points and cycles. In the present work we discuss the algorithm only for 1D maps, in which case every repelling fixed point or cycle is expanding.
The paper is organized as follows. In Section 2 we collect the basic definitions regarding homoclinic orbits and heteroclinic connections. In Section 3 we show the basic idea of the algorithm for finding homoclinic orbits and heteroclinic connections to repelling fixed points in 1D maps. Technical issues regarding possible implementations of the algorithm are discussed in Section 4. Thereafter, in Section 5 we discuss possible problems that appear when the algorithm is applied to the detection of homoclinic orbits and heteroclinic connections to repelling cycles, as well as the solutions of these problems. In Section 6 some examples are shown. To conclude, in Section 7 we discuss a possible extension of the algorithm to higher-dimensional systems.
Definitions and properties
Let us first recall some basic definitions and notions. In the following we consider a 1D map defined by a function f which may be smooth or piecewise smooth, continuous or discontinuous. We assume f to be piecewise monotone:
where D j ; j ¼ 1; . . . ; k are (bounded or at most one-side unbounded) intervals of monotonicity of f. Accordingly, each function f j is invertible on its domain D j ; j ¼ 1; . . . ; k, i.e. there exists an inverse function
The border points of the intervals D j are the points at which the derivative f 0 is either equal to zero (smooth extrema of f)
or not defined (kink points and discontinuity points of f). We assume further that map (1) has an invariant interval I , i.e. f ðI Þ ¼ I . Let us consider now a repelling fixed point x Ã 2 I of map (1) . For sake of simplicity, we assume that f is smooth in x Ã (although the results remain correct also for the case that f is non-smooth but continuous in x Ã ) and that x Ã belongs to the interior of some interval of monotonicity, denoted in the following by D ' , ' 2 f1; . . . ; kg. Recall that the stable and unstable sets of x Ã are defined by
Note that ff
represents a suitable sequence of preimages, that leads from the point x to the fixed point x Ã , with j i 2 f1; . . . ; kg. In other words, the stable set W s ðx Ã Þ of x Ã is the set of points x for which x Ã is the x-limit set and the unstable set W u ðx Ã Þ of x Ã is the set of points x for which x Ã is the a-limit set. As we assume x Ã to be repelling on both sides, the set W s ðx Ã Þ consists of points which are eventually mapped on x Ã , i.e. the set of preimages of x Ã of all ranks. In this case, Eq. (3) is equivalent to
Let us consider now the interval D ' . As x Ã 2 D ' , it includes the local unstable set of x Ã defined by
By definition, the set W 
and that
In the most simple case, if f ' is an increasing function on D ' and there are no stable fixed points of f in D ' , then the local unstable set of x Ã coincides with the interval Fig. 1(a) ). If there are stable fixed points of f in D ' , then the interval W u 'oc ðx Ã Þ may be confined by two such fixed points ( Fig. 1(b) ) or by one such fixed point and one of the border points of D ' (Fig. 1(c) (Fig. 2(a) ), may be confined by the points of a sTable 2-cycle ( Fig. 2(b) ) or by one border point of D ' and by its image by f ' (Fig. 2(c) 
Clearly, for each homoclinic orbit the point q can be chosen so that it belongs to W u 'oc ðx Ã Þ. Hence, the homoclinic orbit defined by Eq. (9) is equivalent to
An example for a homoclinic orbit to the repelling fixed point O R of the logistic map
is shown in Fig. 3(a) . The intervals of monotonicity of the map are given by
g. The inverse functions on these intervals are Fig. 3(a) ) is located inside. Accordingly, when the homoclinic orbit shown in Fig. 3(a) is written using the point q 0 , then it has the form given by Eq. (10) with f À1 ' f À1 2 . A heteroclinic orbit between two repelling fixed points x Ã and x ÃÃ is defined similarly. A point q belongs to a heteroclinic orbit from x ÃÃ to x Ã if its forward orbit is mapped into x Ã in a finite number of iterations, and a sequence of preimages of q tends to x ÃÃ . A heteroclinic orbit from x ÃÃ to x Ã is a sequence of such points:
Following the same reasoning as above, for each heteroclinic orbit E
x Ã
x ÃÃ ðqÞ the point q can be chosen so that it belongs to W u 'oc ðx ÃÃ Þ. Then the heteroclinic orbit defined by Eq. (13) is equivalent to
x ÃÃ between two fixed points x ÃÃ and x Ã is a union of two heteroclinic orbits, one from x ÃÃ to x Ã and one from x Ã to x ÃÃ :
An example for a heteroclinic connection between two repelling fixed point of the logistic map is shown in Fig. 3 
(b).
A fixed point is called homoclinic iff there exists a homoclinic orbit to it; it is called one-side homoclinic iff all points homoclinic to it in the local unstable set W u 'oc ðx Ã Þ are located on one side of it, and double-side homoclinic otherwise. Clearly, if a homoclinic fixed point belongs to a decreasing branch of f, it is necessarily double-side homoclinic. A homoclinic fixed point belonging to an increasing branch of f may be one-side or double-side homoclinic. 
Basic idea of the algorithm
Depending on the particular task of investigation, several questions may be of interest. One may ask whether a specific fixed point or cycle is homoclinic or not. For a homoclinic fixed point or cycle the question may arise if it is one-side or double-side homoclinic. It may also be necessary to determine the sequence of applications of the inverse functions f À1 j ; j ¼ 1; . . . ; k, which leads from a given fixed point to its local unstable set.
1 Similar questions may also be asked for heteroclinic connections. The basic idea behind the algorithm for solving the questions mentioned above follows immediately from the definition of homoclinic and heteroclinic orbits given by Eqs. (9) and (13), respectively. Accordingly, starting with a repelling fixed point x Ã we can calculate the sequences of its preimages. If a sequence of preimages is found which converges to the point x Ã , then this sequence belongs to a homoclinic orbit of x Ã as given by Eq. (9) . Similarly, if a sequence of preimages is found, which converges to a different repelling point x ÃÃ , then there exists a heteroclinic orbit from x ÃÃ to x Ã , as given by Eq. (13) . For simplicity, we only discuss the computation procedure for homoclinic orbits below, as the arguments for the calculation of heteroclinic orbits remain the same with the obvious exchange of one x Ã by x ÃÃ . From a practical point of view, this direct approach of computation of all the preimages is not feasible. Since each point p may have up to k preimages (namely x j ¼ f À1 j ðpÞ; j ¼ 1; . . . ; k, where k is the number of branches of monotonicity of f) the number of possible sequences of preimages up to rank m grows exponentially, as k m . To improve the performance, the following two arguments can be used:
1. If a point x j is located outside the invariant interval I , its preimages do not need to be considered, as they can not enter the interval I again. 2. If a point x j is located in the unstable set W u ðx Ã Þ, then the existence of a sequence of preimages of x j which converges to x Ã is guaranteed. Moreover, if x j belongs to the local unstable set W u 'oc ðx Ã Þ, then this sequence is obtained by applying the corresponding local inverse.
Clearly, within the calculation procedure we can use instead of the complete unstable set W u ðx Ã Þ any subset T & W u ðx Ã Þ, denoted in the following as the target set. Obviously, the smaller the target set T is, the longer the sequence of preimages reaching T gets. Therefore, to increase the performance of the calculation procedure one has to take the target set as large as possible. However, the particular choice of the target set depends both on the investigation task and the properties of the investigated system.
If the investigation task is to find a homoclinic orbit to x Ã in the form given by Eq. (10)), then obviously the target set must be equal to the local unstable set x Ã , i.e. T ¼ W u 'oc ðx Ã Þ. If the task is to determine whether the fixed point x Ã is, for example, right-side homoclinic, then the left-side neighborhood of x Ã must be excluded from consideration, i.e.
If the task is to decide whether x
Ã is homoclinic or not, and so the existence of a homoclinic orbit in the form given by Eq. (9)) is sufficient, then any T # W u ðx Ã Þ can be used.
The complete unstable set W u ðx Ã Þ can be calculated by forward iteration of the set W u 'oc ðx Ã Þ, as given by Eq. (7). Recall that W u 'oc ðx Ã Þ is an interval, while the stable set W s ðx Ã Þ is in general a set of points. Therefore, when dealing with a particular system one has to decide which task is easier: -calculation of the sequences of preimages belonging to the stable set W s ðx Ã Þ (which requires a backward iteration of points), -calculation of a larger interval T # W u ðx Ã Þ (which requires a forward iteration of intervals).
If the analytical expressions for the inverse functions f À1 j , j ¼ 1; . . . ; k, are explicitly known, as in the examples discussed below, the first choice is preferable. In this case we can use T ¼ W u 'oc ðx Ã Þ, so that T is a single interval, and obtain a homoclinic orbit in the form given in Eq. (10) . In the opposite case, when the calculation of the preimages can be done only numerically and represents therefore a time-consuming step, the performance can be significantly improved using a larger set as a target set T . In this case the target set T may be an interval or a finite collection of intervals, and a homoclinic orbit is obtained in the form given in Eq. (9) .
The search procedure for heteroclinic orbits is similar with only one obvious difference regarding the target set. Namely, when searching for a heteroclinic orbit from x ÃÃ to x Ã , then the target set T must be defined based on W u 'oc ðx ÃÃ Þ, which belongs to the interval of monotonicity of f which contains the point x ÃÃ .
Implementation of the algorithm
As described in the previous section, the main task that has to be done in this approach is to determine the sequence of preimages, that leads from a given point x Ã to a point in the target set T . Since each point may have up to k preimages, this leads to a search algorithm in a k-nary tree. 2 To guarantee that the search procedure terminates in the case that no connection from x Ã to T exists, a suitable maximum preimage rank r max has to be chosen. Therefore, during the search not only preimages located outside the invariant interval I but also preimages with rank higher than r max are excluded from further consideration.
The search begins at the given repelling fixed point x Ã . As x Ã is a fixed point, its preimage by the local inverse is the point itself, so this preimage must be excluded from the search.
The search can terminate in three different ways. If a preimage is found that is inside the target set T , the search is successful. If no such preimage is found, then two cases are possible. One is that there are no further preimages to continue the search, since all have been discarded because they were not located in the invariant interval I . If this is the case then we can conclude that there cannot exist a connection from x Ã to the target interval T . The other possible case is that at least one preimage has been discarded because its rank was larger than the maximum preimage rank r max . If that is the case, we can only conclude that no connection from x Ã to the target interval T exists, that has a length smaller than or equal to r max .
Following this reasoning, an algorithm to determine whether there exists a connection from a repelling fixed point x Ã to the target set T , can be outlined as shown in Listing 1. Listing 1. Algorithm for the search for a connection from a repelling fixed point x Ã to the target set T . 
The algorithm shown in that listing uses a data structure S p in which elements of the form ðp; kÞ are saved, with p being a preimage of x Ã and k being the rank of that preimage. At each step of the calculation procedure the points saved in this data structure are leaf-nodes of the already processed sub-tree of the k-nary preimage tree. 2 A k-nary tree is a tree in which every node has at most k child nodes. 3 Note that there is no need to save the interior nodes of the already processed sub-tree. Indeed, once processed, these nodes are no longer required for the search procedure. At the end of the search, if a point q 2 T is found, these points could be used to output the chain of preimages leading from x Ã to q (see the forward orbits of q in Eqs. (9)- (14)). However, as the point q is known, the same chain can easily be reproduced by forward iteration of q.
One possible data structure which can be used for S p is a queue. A queue (also called a first-in-first-out, FIFO, data structure) is a data structure that contains elements sorted according to the order in which they were saved in the queue. In a queue, new elements are added at the end (see line 16 in Listing 1), so that the first element of S p is the oldest, and the last element is the newest one. Alternatively, instead of a queue a stack (also called a last-in-first-out, LIFO, data structure) can be used. In a stack, new elements are added at the beginning, so that the first element in S p is the newest and the last element is the oldest one.
The difference between both approaches is that using a queue the algorithm performs a breadth-first search in the tree of preimages, and using a stack the algorithm performs a depth-first search. The basic idea of both approaches is illustrated in Fig. 4 which shows a binary tree of rank-k preimages, k ¼ 1; 2; 3, of a point p, and the order in which these preimages are visited by the search procedure. Such a tree corresponds for example to the case in which all points of the invariant interval of a map have two preimages, as it is for the logistic map at a ¼ 4, see Fig. 3(b) . In a breadth-first search the algorithm first investigates all preimages of rank i before it investigates the preimages of rank i þ 1, for all i ¼ 1; . . . ; r max À 1. Accordingly, the search procedure first visits the rank-1 preimages of p, for example first the left preimage x 4 and then the right preimage x 11 . After that it continues with the rank-2 preimages, starting for example with the left preimage of x 4 , i.e. the point x 2 , then moving to the right preimage x 6 , and so on. Note that the exact order in which the sibling nodes 4 are visited (or, in terms of the algorithm shown in Listing 1, the order in which the inverse functions f À1 j ; j ¼ 1; . . . ; k are applied to a particular point p) is not significant and specific to the implementation.
In a depth-first search for each preimage p the algorithm first investigates all preimages (of all ranks) that result from one inverse function f
ðpÞ before it investigates all preimages that result from another inverse function f À1 i 2 ðpÞ; i 1;2 2 f1; . . . ; kg, and so on, until all preimages that can result from all inverse functions have been considered. In the example shown in Fig. 4 this means that first the points x 4 ; x 2 and x 1 are visited, as they result from the application of the function f À1
.
Both kinds of search procedures will lead to the same output, however they differ in memory requirements (meaning the maximum number of preimages that are saved in S p at the same time during the search) and search performance. In the worst case (meaning that during the search no preimages outside the invariant interval appear, and that no connection to the target set is found), the memory requirements of breadth-first search are much higher than for depth-first search. During a breadth-first search, all preimages of rank n have to be saved in S p before they can be processed. In the worst case, this means that all preimages of rank r max have to be saved in S p , which are k rmax preimages.
For the worst case of a depth-first search, the situation is different. In the k-nary preimage tree, each node has at most k child nodes. At any time during a depth-first search, for each rank of the tree, only the child nodes of one node of that rank need to be saved in S p . During the search, one preimage of rank n must be removed before the preimages of rank n þ 1 are saved in S p , until the maximum rank r max is reached. This means that for each rank smaller than r max at most ðk À 1Þ preimages are saved in S p , and for rank r max at most k preimages are saved in Fig. 4 . Order in which the depth-first and breadth-first search procedures examine the rank-1, 2, 3 preimages x1; . . . ; x14 of a point p in a binary preimage tree. 4 Nodes with a common parent-node.
S p . Therefore the number of nodes saved in S p in the worst case of a depth-fist search is ðr max À 1Þðk À 1Þ þ k. A detailed analysis of the memory requirements in the average case is beyond the scope of this work, though it can be argued that in most cases depth-first search requires less memory than breadth-first search, using similar arguments as for the worst case.
Regarding the search performance, both search procedures perform equally well in the worst case. Again, a detailed analysis of the average case is beyond the scope of this work.
Finally, note that breadth-first has a specific advantage over depth-first search. If the k-nary preimage tree contains multiple preimages in the target set, then breadth-first search is guaranteed to find the preimage with the smallest rank. In contrast to that, depth-first search is only guaranteed to find one of these preimages, of arbitrary rank.
The question may arise how the presented algorithm works when implemented on a computer, using a finite representation of numbers and how stable it is with respect to rounding errors and other inaccuracies. In particular, when the inverse functions are calculated numerically, the computed values of the preimages are not precise. However, the algorithm is robust with respect to these inaccuracies. What is significant for the algorithm is the fact that some preimage belongs to the target interval, but not the exact value of this preimage. The only case in which the algorithm may fail due to the numerical inaccuracy is when a preimage is located closer to the boundary of some domain V j than the deviation caused by this inaccuracy. In other words, what may be affected by these problems is the calculation of very long paths to the target interval for parameter values which are very close to homoclinic bifurcation points.
Remarks on cycles
The algorithm described above is designed for finding homoclinic orbits and heteroclinic connections of fixed points. In principle, by using the appropriate iterate, it can also be applied to cycles. Indeed, the investigation of the properties of an n-cycle can be reduced to the investigation of any one of n associated fixed points of the iterate f n . The intervals of monotonicity of f n are bounded by points which confine the intervals of monotonicity of the original function f, and by their preimages. Similarly, when dealing with a heteroclinic connection from an n-cycle to an m-cycle, we can investigate heteroclinic connections between corresponding fixed points of the iterate f N where N ¼ lcmðn; mÞ is the least common multiple of the numbers nand m. However, in practice this can lead to problems.
To do its work, the algorithm needs inverse functions and their domains for each interval of monotonicity of the iterate. Recall that the number of these intervals grows exponentially with the order of the iterate. So, for example when dealing with a function f which has only two intervals of monotonicity, and when searching for a heteroclinic connection between a 3-cycle and a 4-cycle, one has to deal with the iterate f 12 , which may have up to 2 12 ¼ 4096 intervals of monotonicity. In this case it is possible to provide the inverse functions analytically only if the function f is piecewise linear. Otherwise on each of the relevant partitions the equation f 12 ðyÞ ¼ x must be solved numerically, which may be require a significant calculational effort. Moreover, suppose for example that on both intervals of monotonicity the function f is quadratic. Then it is easy to see that the calculation of the inverse may be a highly ill-conditioned problem. Therefore, the question arises if an alternative way is possible. In fact, instead of the iterate, the original function f can be used. This makes the application of the algorithm considerably easier, as illustrated below. However, if the algorithm is used this way, some minor modifications are necessary, due to details discussed below. If the algorithm is used to search for a homoclinic connection of a point x Ã of an n-cycle O ¼ fx 0 ; . . . ; x nÀ1 g, then the target set can be defined in a similar way as described in Section 2 for fixed points. For each of the points x i ; i ¼ 0; . . . ; n À 1 the local unstable set W u 'oc ðx i Þ is defined by Eq. (6) using the local inverse of the nth iterate f n . However, when starting with some point of the cycle, for example x 0 , one can use as target set not only the local unstable set of this point, i.e. T ¼ W u 'oc ðx 0 Þ, but also the local unstable set of the cycle, which is defined by
Indeed, if a preimage of x 0 is found in a set W u 'oc ðx i Þ with i -0, then its preimage by f belongs to W u 'oc ðx iÀ1 Þ. Applied iteratively at most n À 1 times, this proves the existence of a preimage of x 0 which belongs to W u 'oc ðx i Þ.
Recall that when dealing with a fixed point x Ã , its preimage by the local inverse is excluded from consideration, as it is the fixed point itself. If for example the target set is chosen as T ¼ W u 'oc ðx Ã Þ, then obviously x Ã 2 T , but this fact has no relevance for the existence or non-existence of an orbit homoclinic to x Ã . In the algorithm shown in Listing 1 this is done by the condition
in lines 13 and 15. When dealing with a cycle, it seems to be natural to replace this condition by
Independent of the definition of the target set, in all three possible cases T ¼ W (17) is replaced by the condition (18), the results may be wrong.
To explain the possible problem let us consider as an example the piecewise linear map
In the configuration illustrated in Fig. 5 , the map has a globally attracting invariant absorbing interval
which contains, among other invariant sets, the repelling 3-cycle O LR 2 (see Fig. 5(a) ). The question we are interested in is whether this cycle is homoclinic at the considered parameter values. Applying the algorithm for fixed points we may consider any one of the points of the cycle, which are fixed points of the third iterate, for example the first one, marked with x 0 in Fig. 5 . As the target set we can choose the local unstable set of this point, which is given by
Then the algorithm can easily find a chain of preimages of x 0 which reaches the point q 2 T in four steps, as shown in Fig. 5(b) . Moreover, when the local unstable set of the complete cycle is used as the target set, i.e.
T ¼ W
then the algorithm terminates faster, finding a chain of preimages of x 0 which reaches the point q 0 2 T in two steps (see in Fig. 5(b) ). However, to obtain this result we need to provide the algorithm with the list of inverses for the relevant branches of f 3 (clearly, a branch f 3 j is relevant iff D j \ I -;). At the considered parameter values the iterate f 3 is given by 
In general, it may become a quite extensive and time-consuming task to provide the algorithm with a list similar to the one given by Eq. (25). In particular, if the algorithm is applied under variation of parameters, then some branches of the iterate may become irrelevant (leave the invariant interval or disappear completely), while new branches may appear. Clearly, it is much easier to work with the branches of f, in which case instead of the list given by Eq. (25) we have just
However, if condition (17) is replaced by condition (18) in both the lines 13 and 15 in Listing 1, and the list given by Eq. (27) is used instead of the one given by Eq. (25), then we obtain a wrong result when starting from the point x In principle, to solve the described problem, one can apply the algorithm to all the points of the cycle and then conclude that there is a chain of preimages leading from the cycle to the target set if it is found for at least one of the points. However, the problem can be solved much easier by modifying the line 13 and not modifying the line 15, as shown in Listing 2. The condition in line 15 implies that the points of the cycle are added to the list of preimages of x 0 . The condition (17) in line 15 guarantees now that the process is stopped at the point x nÀ1 (supposing that n < r max ) and can not become cyclic. Although the points of the cycle may belong to T , this does not influence the result of the algorithm, due to the condition in line 13. However, the preimages of all these points are now taken into consideration, and this solves the problem described above. For example, as one can see in Fig. 5(c) , the chain of preimages leading from x 0 to T (independent of whether the definition of T is given by Eq. (21) or by Eq. (22)) includes the points x 2 and x 1 (which is the only preimage of x 2 ). The point x 1 has two preimages, of which the left one is excluded from consideration, by the line 15 of the algorithm, as it is the starting point x 0 . The right preimage of x 1 leads to the point q 2 T , which proves that the cycle is homoclinic.
Application examples
As already mentioned, the algorithm described above can be of help not only to clarify whether a fixed point or a cycle is homoclinic or not, but also for the description of homoclinic bifurcations and their sequences.
Let us now illustrate this using the map (19) and the example shown in Fig. 6 . Note that since l ' -l r the map is discontinuous at the considered parameter combination. The sequence of bifurcations shown in Fig. 6 leads from a one-band cha-otic attractor to a six-band chaotic attractor, then to a three-band one, and eventually back to a one-band chaotic attractor. It is well-known that particular bifurcations in this sequence are related to homoclinic bifurcations of repelling cycles. In particular, the bifurcation leading from a one-band to a six-band chaotic attractor (marked in Fig. 6 with g 1 LR 2 ) can immediately be recognized as an expansion bifurcation (interior crisis), related to a homoclinic bifurcation of a repelling three-cycle O LR 2 . As mentioned in [2] , an expansion bifurcation is related to a homoclinic bifurcation of a cycle with a positive eigenvalue, which is necessarily homoclinic on one side of the bifurcation point, while on the other side it may be one-side homoclinic or non-homoclinic.
Regarding the cycle O LR 2 one can see immediately that its eigenvalue is k ¼ a ' a 2 r > 0 (as a ' > 0). This cycle begins to exist at the border collision bifurcation n LR 2 , which takes place inside the chaotic attractor, so one can assume that the cycle is already homoclinic when it appears. The points of the cycle are given by
. In the considered parameter ranges the local unstable set W u 'oc ðO LR 2 Þ is given by
At the moment of the expansion bifurcation the points of the cycle collide with images of the critical point c ' ¼ f ' ð0Þ, which determine the boundaries of the six-band chaotic attractor after the bifurcation, so that the condition of the bifurcation is given by any one of the equations Applying the algorithm, we confirm that before the expansion bifurcation g 1 LR 2 the cycle O LR 2 is homoclinic from both sides and we show that after the bifurcation it is one-side homoclinic. In order to check that the cycle is homoclinic from one side, we use the target set c r ¼ f r ð0Þ, as otherwise the bifurcation occurring at the parameter point g 1 LR 2 would be a codimension-two bifurcation. As the map has only two critical points, the situation seems to be contradictory and requires further consideration.
For the cycle O L 2 R we obtain immediately that its points are given by
. and that its local unstable set in the considered parameter ranges is given by
with 7. Summary and outlook
In this work we discussed an algorithm which makes it possible to determine the existence of homoclinic and heteroclinic orbits (and hence, heteroclinic connections) of fixed points and cycles in 1D maps. Although the basic idea of the algorithm is straightforward, several optimization steps discussed in this work (in particular, definition of a suitable target set and use of the original function instead of the iterated one) lead to a significant extension of the practical applicability of the algorithm. In particular, as illustrated above, the algorithm can be of assistance for the explanation of complex sequences of homoclinic bifurcations related to repelling cycles.
As a next step, the question arises whether it is possible to apply the algorithm to maps in R n with n > 1. As the algorithm is based on convergence of orbits in backward time, it can be applied mainly to expanding fixed points or cycles. Still, this task is important as well (due to the same reasons as in 1D), and the algorithm provides a good basis for solving it. Clearly, when dealing with a map in R n with n > 1, the signature of the inverse functions changes to f À1 j : R n # R n . Moreover, the crucial point of the implementation is an appropriate data structure for the invariant region I , the target set T , and the domains of the inverse functions V j , which are now subsets of R n . However, as all these regions represent the input of the algorithm and do not change during the computations, it is enough to provide for each of these regions a corresponding function with the signature R n # ftrue; falseg, which determines whether a given point of R n belongs to the corresponding region.
