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Long-term electroencephalographic (EEG) recordings are important in the presurgical evaluation of refractory partial epilepsy for
the delineation of the ictal onset zones. In this paper, we introduce a new concept for an automatic, fast, and objective localisation
of the ictal onset zone in ictal EEG recordings. Canonical decomposition of ictal EEG decomposes the EEG in atoms. One or more
atoms are related to the seizure activity. A single dipole was then ﬁtted to model the potential distribution of each epileptic atom.
In this study, we performed a simulation study in order to estimate the dipole localisation error. Ictal dipole localisation was very
accurate, even at low signal-to-noise ratios, was not aﬀected by seizure activity frequency or frequency changes, and was minimally
aﬀected by the waveform and depth of the ictal onset zone location. Ictal dipole localisation error using 21 electrodes was around
10.0mm and improved more than tenfold in the range of 0.5–1.0mm using 148 channels. In conclusion, our simulation study of
canonical decomposition of ictal scalp EEG allowed a robust and accurate localisation of the ictal onset zone.
Copyright © 2007 Maarten De Vos et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
Epilepsy is one of the most common, severe neurological dis-
eases. People suﬀering from epilepsy, who are not helped by
medication,canpotentiallybeneﬁtfromepilepsysurgery[1].
In order to remove the epileptogenic region, a precise local-
isation of the epileptic focus is mandatory. One of the di-
agnostic tools to localize this region of seizure onset zone
is recording of ictal scalp electroencephalogram (EEG) [2].
The EEG measures electric potential distributions at discrete
recording sites on the scalp. These potential distributions are
the direct consequence of internal electrical currents associ-
ated with the synchronous ﬁring of neurons. EEG recordings
have an excellent temporal resolution, but a rather poor spa-
tial accuracy due to the limited number of recording sites
and the shielding eﬀect of the skull. Visual analysis of EEG
recordings aims to determine which lobe or which electrodes
are activated. A challenging problem in neuroscience is to es-
timate in a more objective and precise way the regions of the
brain that are active, given only the measured potential dis-
tributions.
Estimating the electrical source in the brain from the
scalp EEG is a diﬃcult problem since an inﬁnite number
of internal electrical currents can generate the same poten-
tial distribution on the scalp. Several diﬀerent approaches to
solve this source localisation or inverse problem exist based
on diﬀerent assumptions [3, 4]. One assumption is that the
surface potentials are generated by a dense set of dipolar
sources distributed on the cortical surface. The most pop-
ular method from this “distributed source” family is Loreta
[5]. In a second approach, which is the most common, a lim-
ited number of “equivalent dipoles” are assumed to generate
themeasuredpotentialdistribution[6].Dipolemodelingisa
well-establishedtechniqueforlocalising interictalspikes, see,
for example, [7, 8] and references herein. Ictal EEG record-
ings have been subjected to dipole modeling much less of-
ten than interictal spikes. The seizure discharge is a very
complex pattern. Mainly artifacts, such as electromyogram,
movement, eye blinks, and eye movements artifacts, render
modeling diﬃcult [9]. Even visual analysis of seizure onset
can be signiﬁcantly improved by removing muscle artifacts
[10]. Moreover, the low signal-to-noise ratio of the seizure2 Computational Intelligence and Neuroscience
signal can render the correct localisation very diﬀuse. How-
ever, when source localisation of seizure onset would be pos-
sible, it can reduce the need for invasive intracranial EEG
recordings. So far, the results of ictal EEG source localisation
have been discouraging. One study reports that the used “in-
verse solution” [11] is not useful at all for localising seizure
onsets [12] .S o m es t u d i e sw e r er e s t r i c t e dt ot e m p o r a ll o b e
seizures [13, 14] .O n er e a s o nt os e l e c tt e m p o r a ll o b es e i z u r e s
is that source analysis is most reliable during periods of rel-
ative signal stationarity in order to average repetitive ictal
waveforms, which is more common in temporal than in ex-
tratemporal lobe seizures. Another reason for selecting only
temporal lobe seizures is that extratemporal lobe seizures are
much more frequently contaminated by severe artifacts. Two
other studies were not restricted to temporal lobe seizures.
Gotman [9] obtained reliable models for seizure onset in 6
out of 15 patients (40%) and Boon et al. [15] in 31 out of 100
patients (31%). In the latter study, the ictal EEG was ﬁltered
with a narrowband ﬁlter (1–14Hz), while ictal seizure activ-
ity is known to consist of rhythmical waves with a frequency
b e t w e e n3a n d2 9H z[ 16]. Filtering should be avoided be-
cause these ﬁlters suppress all high-frequency activity, in-
cluding electrical brain activity. Moreover, muscle artifacts
ﬁltered by a lowpass ﬁlter can resemble cerebral activity [17].
All these studies illustrate how diﬃcult it is to reliably esti-
mate ictal sources, and indicate that the current ictal scalp
EEG source analysis tools can not be used for a reliable lo-
calisation of the ictal onset zone during presurgical evalu-
ation. A recent study on source analysis developed a novel
integrative approach to characterise the structure of seizures
in the space, time, and frequency domains and showed some
promising results [18].
The localising value of dipole modeling of ictal EEG can
be improved by ﬁrst removing artifacts and afterwards es-
timating the sources [19]. Another possibility is to decom-
pose the measured EEG in a sum of individual contributions
of distinct brain sources and localising the epilepsy-related
source in order to estimate the epileptic focus. Space-time
decomposition techniques like principal component analysis
(PCA) and independent component analysis (ICA) of mul-
tichannel EEG can be used for artifact removal [20, 21]o r
for extracting activities of interest [22, 23]. However, in or-
der to obtain a matrix decomposition like PCA and ICA, as-
sumptions like orthogonality or independence—which are
physically maybe irrelevant—have to be imposed. Recently,
we have shown that a space-time-frequency decomposition
of a three-way array containing wavelet-transformed EEG by
the canonical decomposition (Candecomp), also known as
parallel factor analysis (Parafac), reliably separated a seizure
atom from the noise and background activity with a sen-
sitivity of more than 90% [24]. This work was inspired by
[25, 26]. The main advantage of this decomposition is that
no extra assumptions have to be imposed. After the decom-
position, the potential distribution over the electrodes of the
epilecticalactivitywasobtained,anddisplayedasa2Dimage.
Electrodes with large potential amplitudes could be consid-
ered as close to the focus. The aim of the present study was
twofold. First, we wanted to investigate whether it was pos-
sible to localise the ictal onset zone in the head by applying
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Figure 1: The Candecomp model with R components.
dipole source localisation after canonical decomposition of
ictal EEG recordings. Second, we wanted to investigate the
accuracy of this localising method with realistic simulations
under diﬀerent conditions. We were especially interested (i)
in the inﬂuence of the frequency of the seizure activity on the
localisation, (ii) how the dipole localisation would be inﬂu-
enced by changes in frequency, and (iii) if the dipole estima-
tion accuracy could be improved by increasing the number
of electrodes.
We start by revising the canonical decomposition of a
higher-orderarray(Section 2.1).Wethendeﬁnehowwecon-
structed realistically simulated EEG (Section 2.2), assessed
the accuracy of our method (Section 3) and ﬁnally discuss
our results (Section 4).
2. MATERIALS AND METHODS
2.1. Method
Inourapplication,athree-waydataarrayXwithdimensions
(space, scale, time) is obtained by wavelet-transforming ev-
ery channel of the original (or simulated) EEG matrix. The
continuous wavelet transform C at scale a and time t of a
signal x(t)i sd e ﬁ n e da s
C(a,t) =
 ∞
−∞
x(t)ϕ(a,t,τ)dτ (1)
with φ
 the chosen wavelet. Diﬀerent real wavelets can be
used. In this study, we used a biorthogonal wavelet with de-
composition order 3. From the scale a of the wavelet, the fre-
quency f of the signal can be estimated as
f ≈
fc
(aΔt)
(2)
with fc the center frequency of the wavelet and Δt the sam-
pling period.
The trilinear Candecomp [27–29] is a generalisation of
the singular value decomposition (SVD) for higher orders. It
is deﬁned for a three-way array X(I ×J ×K)a s
xijk =
R 
r=1
airbjrckr +eijk,( 3 )
where R is the number of components used in the Cande-
comp model and eijk are the residuals containing the unex-
plained variation. A pictorial representation of the Cande-
comp model is given in Figure 1. The Candecomp model is
a trilinear model: ﬁxing the parameters in two modes, xijk
is expressed as a linear function of the remaining parame-
ters. Another equivalent and useful expression of the same
Candecomp model is given with the Khatri-Rao product  ,
deﬁned as the column-wise Kronecker product [30].Maarten De Vos et al. 3
StacktheelementsofthetensorXI×J×K inamatrixXIJ×K
as
X(i−1)J+j,k = xijk. (4)
Construct a matrix E in a similar way. Collect the elements
air in A; bjr in B and ckr in C. Then
XIJ×K =

AI×R  BJ×R
CK×RT +EIJ×K. (5)
Comparing the number of free parameters of a generic
tensor and a Candecomp model, it can be seen that this
m o d e li sv e r yr e s t r i c t e d .T h ea d v a n t a g eo ft h i sm o d e li si t s
uniqueness under mild conditions [31–33]:
kA +kB +kC  2R+2 (6 )
with kM the k-rank of matrix M.T h ek-rank of matrix M
is deﬁned as the maximal number r such that any set of r
columns of M is linearly independent. For tensors of which
one dimension is greater than the rank, another less restric-
tive condition has recently been derived in [34].
The canonical decomposition is usually computed by
means of an alternating least-squares (ALS) algorithm [30].
This means that the least-squares cost function
f(A,B,C) =
    X −
R 
r=1
Ar ◦Br ◦Cr
    
2
(7)
is minimized by means of alternating updates of one of its
matrix arguments, keeping the other two matrices ﬁxed. Be-
cause the canonical decomposition is a multilinear decom-
position, each update just amounts to solving a classical
linear least-squares problem. The convergence may be lo-
cal. To increase the probability that the global minimum is
found, the algorithm is reinitialized a couple of times. Since
the introduction of the ALS algorithm, other computational
schemes have been proposed [34–37].
When Candecomp is used for seizure localisation, 2 sec-
onds of EEG at the seizure onset is wavelet transformed. The
obtained three-way array is decomposed with Candecomp
with R atoms. Several techniques exist to determine the op-
timal number of atoms [30]. Corcondia was used to deter-
mine the optimal number of atoms R. After decomposition,
each atom has a component in the space (ai), time (bi), and
frequency domain (ci). The seizure atom(s) can be selected
based on characteristic signatures in the diﬀerent domains.
At the ictal onset, seizure activity is recognised by rhythmical
activity that is well localised in space and frequency. This was
also described in [38]. Another possibility is to reconstruct
the decomposed atoms in EEG settings by means of the in-
verse continuous wavelet transform (ICWT) [39]. We illus-
trate this approach with an example. EEG containing clear
ictal activity in the right temporal lobe is given in Figure 2.
The seizure starts at Second 3, and the EEG between Second
3and5iswavelettransformedanddecomposedwithCande-
comp (see Figure 3). Corcondia indicated that a decomposi-
t i o ni nt w oa t o m sw o u l db ea p p r o p r i a t e .T h eﬁ r s ta t o mi s
recognized as seizure atom. The frequency component peaks
10 9 8 7 6 5 4 3 2 1 0
Time (s)
T1
T2
P3
C3
F3
O1
T5
T3
F7
Fp1
PZ
CZ
FZ
P4
C4
F4
O2
T6
T4
F8
Fp2
Figure 2: 10 seconds of EEG containing the start of a seizure.
around 3Hz and the time component is a rhythmical wave-
form that increases in amplitude. When this component is
reconstructed in EEG settings, pure ictal activity can be seen
(see Figure 4). Because the atoms in the canonical decompo-
sition have a very simple, trilinear structure, we propose to
ﬁt only 1 dipole for every atom. We expect that, when a pa-
tient suﬀers from multifocal epilepsy, diﬀerent atoms will be
related to activity generated by the diﬀerent dipoles.
Dipole estimation then determines the dipole’s coordi-
nates and orientation that best generate the given potential
distribution in a least-squares sense. For computational sim-
plicity, we used a spherical head model in this study.
2.2. Simulation
Consider a matrix X of dimension 500-by-21 representing
a 21-channel EEG section of 2.0 seconds long. Each vector
xs, s = 1,...,21 of X contains the time course of an EEG
channel:
X = [x1,x2,...,x21]
T. (8)
In this simulation study X includes both seizure activity, and
superimposed noise. Both signals are described as follows.
2.2.1. Syntheticseizureactivity
The EEG of the ictal activity was generated using a ﬁxed
dipole in a three-shell spherical head model. The diﬀerent
time courses generated by the dipole are described below.
The ampliﬁcation factors at each electrode were computed
by solving the forward problem for a dipole in a three-shell
spherical head model consisting of a brain, a skull, and a
scalp compartment [40]. Each compartment had a speciﬁc
conductivity with a ratio equal to 1:1/16:1 for the brain,
skull, and scalp compartment, respectively [41]. The brain
and scalp conductivity was 3.3 × 10
−4/Ωmm [42]. Radii of
theouterboundaryofthebrain,skull,andscalpregionequal
to,respectively ,8cm,8.5cmand9.2cmwereused.Anumber
of 21 electrodes were used: Fp2, F8, T4, T6, O2, F4, C4, P4,4 Computational Intelligence and Neuroscience
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Figure 3: Seconds 3 to 5 of the seizure shown in Figure 2 are decomposed with the canonical decomposition with 2 atoms. (a) (b) the spatial
potential distributions of the two atoms. (c) The frequency content of the atoms. (d) The time course of the atoms. First atom drawn in solid
line correspond with (a). Dash-dotted line correspond with (b). First atom is seizure atom.
F z ,C z ,P z ,F p 1 ,F 7 ,T 3 ,T 5 ,O 1 ,F 3 ,C 3 ,a n dP3 placed accord-
ing to the 10–20 system for electrode placement [43]a n da d -
ditional electrodes T1 and T2 on the temporal region. The
time course of the scalp potentials was stored in a 500-by-21
dimensional matrix A, representing 2 seconds of EEG with
sample frequency of 250Hz.
Unless otherwise stated, dipole coordinates x (left ear to
right ear), y (posterior to anterior) and z (up, through the
Cz electrode) were [−0.5 0 0.1] and the dipole orientations
dx, dy,a n ddz were [1 0 0].
The following seizure characteristics were simulated:
(A) Seizure activity in patients with mesial temporal lobe
epilepsy (MTLE) is typically expressed by a 4Hz si-
nusoidal waveform [44]. In a ﬁrst simulation we esti-
mated the dipole localisation error when seizure activ-
itywasrepresentedbya4Hzsinusoidatdiﬀerentnoise
levels (see Figure 5(a)). We also investigated the inﬂu-
ence of the speciﬁc waveform and estimated the local-
isation error when seizure activity was represented by
a 4Hz sawtooth, instead of a sinusoidal wave, at diﬀer-
ent noise levels.
(B) Ictal EEG activity can have a frequency in the delta,
theta, alpha, or beta range. In a second simulation,
therefore, we estimated the inﬂuence of the frequency
of the seizure signal on ictal scalp EEG source locali-
sation at a ﬁxed noise level. We were particularly in-
terested if the possible overlap in frequency content
between faster ictal activity and seizure activity would
bias the decomposition and thus the dipole estimate.
(C) Epileptic seizure activity can rapidly change in fre-
quency. Ictal EEG activity is often characterized by
low-voltage fast activity in the beta range which grad-
ually slows down to alpha or theta frequencies with
increasing amplitude. The canonical decomposition
exploits frequency information during the decompo-
sition. In order to test possible shortcomings of the
canonical decomposition of ictal EEG, we wanted to
estimate the accuracy when the model is violated. In
a third simulation, we assessed the dipole localisation
error when the frequency changed during the 2 sec-
onds under investigation. This does not give a trilin-
ear signal after wavelet transformation. We simulated
a chirp that linearly changed in frequency from 8Hz at
thestartto4Hzattheendoftheconsidered2seconds.
The signal also doubled in amplitude.
(D) In our previous study [24], two atoms were obtained
after the decomposition of in vivo seizures and a
distinction could be made between a seizure and a
nonseizure atom. An interesting question is how wellMaarten De Vos et al. 5
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Figure 4: The seizure atom from Figure 3 is reconstructed in EEG
coordinates after canonical decomposition.
diﬀerent dipoles generating similar ictal signals will be
distinguished from each other. Such activity can be
measured in the case of multifocal epilepsy. In a fourth
simulation, we considered two rhythmical sources ﬁr-
ing at the same frequency separated from each other
by about 1cm: the second dipole had coordinates
[−0.4 0 0.1]. These dipoles generated similar potential
distributions at the scalp.
(E) In a ﬁfth simulation, the inﬂuence of the dipole lo-
calisation was investigated. Deeper sources generate a
weaker signal captured by the electrodes and are pos-
sibly less accurately separated from background EEG.
Wevariedthez-coordinateofthedipolebetween0and
0.8. x and y were kept ﬁxed at −0.5 and 0, respectively.
(F) 21-channel EEG does not have an optimal spatial res-
olution due to the low spatial sampling. In a last sim-
ulation, we investigated how much the dipole localisa-
tionerrorcouldbeimprovedbyusingdensearrayEEG
[45]. We used 148 electrodes, uniformly distributed
over the realistic domain of the same spherical head
model.
2.2.2. Noise
A 500-by-21 noise matrix B contained 2 seconds of awake
background EEG activity, recorded with the same electrode
conﬁguration as in (A), from a normal subject. On this ma-
trix B, muscle artifacts were superimposed. These muscle ar-
tifacts were separated from contaminated background activ-
ity using BSS-CCA [46]. For the last simulation with dense-
array EEG, the noise was Gaussian, because no background
EEG was available with this high number of electrodes.
2.2.3. Thesimulatedsignal
In the simulation study the noise matrix B is superimposed
on the signal matrix A containing the epileptical activity:
X(λ) = A+λ·B (9)
with λ ∈ R. The root mean-squared (RMS) value of the sig-
n a li st h e ne q u a lt o
RMS(A) =
   	 1
S·N
S 
s=1
N−1 
n=0

A(n,s)
2 (10)
with N the number of time samples; and the RMS value of
the noise is equal to
RMS(λ·B) =
   	 1
S·N
S 
s=1
N−1 
n=0

λ·B(n,s)
2. (11)
The signal-to-noise ratio (SNR) is then deﬁned as follows:
SNR =
RMS(A)
RMS(λ·B)
. (12)
Changing the parameter λ alters the noise level of our simu-
lated signal.
3. RESULTS
Figure 6(a) shows the dipole localisation error in function
of the SNR when one dipole was ﬁtted on the potential dis-
tribution extracted with Candecomp. At an SNR of 0.4, the
localisation error became smaller than 1cm and at an SNR
of 0.7, the error between the simulated and the ﬁtted dipole
was only 5mm. At SNRs lower than 0.26, there was no atom
that clearly corresponded to the seizure activity as can be
seenbythelargelocalisationerror.Athighernoiselevels,one
atomcontainedpurerhythmicalactivityascanbeseenbythe
suddenimprovementindipolelocalisationerror.Figure 6(b)
shows the dipole ﬁt error when a sawtooth was used to sim-
ulate ictal EEG. The error was slightly larger compared to the
perfect sinusoidal signal, but still in the same range.
Figure 7 shows the dipole localisation error for diﬀerent
frequencies of the simulated epileptic signal at an SNR of 0.7
(see Figure 5(b)). From this ﬁgure, it can be seen that the ac-
curacy of the separation of ictal EEG and the dipole ﬁt does
not depend on the frequency of the signal. At all frequen-
cies, a dipole is ﬁtted with an error smaller than 1cm. This
means that even when the frequency content of ictal activity
overlaps with frequency content of muscle artifacts, a good
separation is obtained.
Figure 8 shows the dipole localisation error in function
of the SNR when the simulated epileptic signal changed in
frequency and amplitude during the considered 2 seconds.
The ﬁgure strongly resembles Figure 6(a). This means that,
although the signal is not well localised in frequency, the de-
composition still reliably detects the correct location. This
does not mean that the seizure activity is fully separated
into one atom. When we looked at the frequency component6 Computational Intelligence and Neuroscience
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Figure 5: Simulated data. (a) The time course of the scalp potentials reﬂecting the 4Hz epileptiform activity on each electrode. (b) The
simulated data matrix for an SNR equal to 0.7.
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Figure 6: (a) The dipole localisation error in function of the noise level when a sinus waveform was used as epileptic signal. (b) Idem as (a)
but a sharp wave was used as epileptic signal.
of the epileptic atom, this component had maximal values
around 6Hz, that is, the average of the start (8Hz) and end
frequency (4Hz), while the frequency component in the ﬁrst
simulation peaked around 4Hz. When the epileptic atom is
reconstructed (see Figure 9), the change in frequency is not
captured and the reconstruction is poor in the beginning
and at the end. This is also reﬂected by a lower Candecomp
ﬁt percentage. In the ﬁrst simulation, the ﬁt percentage was
about 75%, while in this simulation only 58% of the activity
couldbemodeled.However,thebesttrilinearapproximation
captures a good localisation.
Figure 10 shows in (a) the simulated localisation of two
close dipoles and in (b) the estimated localisation with the
proposed method at an SNR of 0.7. The Corcondia [30] in-
dicated that three atoms were the correct number of atoms
for this simulated EEG. Two of them corresponded to the
2 dipolar foci. The localisation error was for both sources
about 5mm, which indicates that a reliable separation and
localisation was obtained.
The dipole localisation error as a function of the position
of the dipole is shown in Figure 11.
Thelastﬁgure,Figure 12,showsthedipoleestimationer-
ror when 148 electrodes are used to acquire the EEG. It can
be seen that with a high spatial sampling, the estimation ac-
curacy became about 1mm.
4. DISCUSSION
In [24], we introduced an automatic, fast, and sensitive
method for visualizing the ictal onset zone. The method wasMaarten De Vos et al. 7
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Figure 7: The dipole localisation error as a function of the seizure
frequency.
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Figure 8: The dipole localisation error as a function of the noise
level, when the seizure activity is changed in frequency during the
time interval under investigation.
based on the multiway Candecomp of wavelet-transformed
EEG in distinct “atoms.” After the decomposition, one atom
could be identiﬁed as the epileptical atom, and the spatial
component of this atom revealed the focus. The method was
also validated on a large number of in vivo seizures, and was
not inﬂuenced by the presence of strong artifacts. However,
in that study, the extracted localising information was lim-
ited to the 2D potential distribution of epileptic activity over
the electrodes. In the present study, we looked at the 3D lo-
calisation in a spherical head, and investigated the localising
accuracy of a dipolar source ﬁtted to the extracted potential
distribution.
It is known that an inﬁnite number of internal electrical
currentscorrespondwithexactlythesamepotentialdistribu-
tion on the scalp. The discussion if dipolar sources are supe-
rior to distributed sources is beyond the scope of this study.
We chose the dipolar source because it is most popular. It is
known that the generator of ictal activity can be an extended
area, and that a dipole situated in a certain region should be
consideredasthecenterofmassofalargeractivatedbrainre-
gion [7]. In [25], source densities were computed after Can-
decomp.
We present here the framework for seizure onset localisa-
tion with Candecomp as preprocessing step for EEG source
localisation. In fact, we focussed in the paper on seizure ac-
tivity. However, the method can also be used to localise all
origins of oscillatory activity. We have shown that in a spher-
ical head model with realistically simulated EEG, our algo-
rithm correctly localised the seizure-related atom with an ac-
curacy of about 5mm, even at SNR ratios that are lower than
one encounters during real ictal recordings. SNRs below 1
mean that the signal contains more noise than signal (see,
e.g., Figure 5). Although the shape of seizure activity will not
beperfectlysinusoidal,wehaveshownthattheexactshapeof
the seizure signal did not really inﬂuence the localisation ac-
curacy. In a second simulation, we have shown that the local-
isation error does not depend on the frequency of the epilep-
tic signal, and that overlapping frequency content of signal
and noise, representing muscle artifacts, does not lower the
reliability of the decomposition. The third simulation inves-
tigated a more challenging, but maybe more realistic situa-
tioninwhichthefrequencyoftheseizurechangedduringthe
considered time interval. The resulting atom could not fully
capture the exact frequency-varying signal, as indicated by
a lower ﬁt-percentage of Candecomp and the reconstructed
epileptic signal. However, the best trilinear approximation
still reliably localised the signal. We should emphasize that
Candecomp is an interesting decomposition method due to
its uniqueness properties. However, the trilinear decomposi-
tion in space-time-frequency components really restricts the
activity that can be fully captured. When the frequency con-
tent changes in time at a ﬁxed position, the exact signal will
notbefullyseparated.However,thebesttrilinearapproxima-
tion will separate a rhythmical signal at the correct location.
A similar result is observed when a moving dipole was sim-
ulated. Moving activity cannot be captured with a trilinear
model, but the best approximation will result in an “average”
localisation. The fourth simulation showed that the localisa-
tion error is quite insensitive to dipole localisation. In [47],
it was observed that dipoles closer located to the scalp, are
slightly better estimated due the higher SNR associated with
higher dipoles. However, in our simulation this eﬀect is neg-
ligible. We investigated also the situation in which two dipo-
lar sources generating the same signal were placed near each
other.Thissimulatesmultifocalepilepsy.TheCorcondia[30]
indicated that three atoms were the correct number of atoms
for this simulated EEG. Two of them corresponded to the
2 dipolar sources. This example illustrates the interesting
uniqueness property of Candecomp [30] for EEG source lo-
calisation. When matrix decomposition techniques like SVD
or independent component analysis (ICA) would have been
used to decompose the EEG, only 1 rhythmical source would
be extracted as the 2 simulated sources are not independent
nor uncorrelated. It would then not be obvious to determine
the correct number of dipoles. In our approach, Candecomp8 Computational Intelligence and Neuroscience
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Figure 9: (a) The simulated frequency-modulated signal used in Figure 8 (b) The reconstructed atom.
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Figure 10: (a) The original dipole localisation of two simulated dipoles. (b) The dipole localisation when three atoms were estimated with
Candecomp.
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Figure 11: The dipole localisation error as a function of the z-
coordinateofthedipole,inordertoassesstheinﬂuenceofthedepth
of the dipole location.
determines the optimal number of components and only 1
dipole will correspond to each atom. Tensor decomposition
techniques oﬀer clearly advantages over matrix decomposi-
tion techniques as preprocessing technique for EEG source
localisation. The last simulation assessed the accuracy when
more electrodes are used. It is known that dipole localisation
based on 21 electrode measurements gives only an approx-
imate indication of source localisation. However, using 148
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Figure 12: The dipole localisation error as a function of the noise
level, when the EEG is recorded with 148 electrodes.
electrodes can reduce the dipole estimation error to less than
1mmatthesamelowSNR’s.Sowethinkitisworthtorecord
the EEG with denser spatial sampling.
The current simulation study is the most reliable valida-
tion of our method. In the future, we plan to validate our
method on in vivo seizures with a gold standard. This gold
standard can be intracranial EEG, ictal SPECT, or the site of
epilepsy surgery in patients who were rendered seizure free.Maarten De Vos et al. 9
Comparing the estimated dipole localisation to other data,
like ictal SPECT or MR-visible lesions, however, will be bi-
ased by the accuracy of the onset delineation with these di-
agnostic tools. We anticipate that the higher sensitivity and
objectivity of our Candecomp method as compared with vi-
sual assessment of the ictal EEG’s will improve and stream-
line the noninvasive presurgical evaluation of patients with
refractory partial epilepsy.
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