Biometric performance assessment is made difficult by virtue of the fact that each user in the database introduces variability that cannot be controlled even with a well designed acquisition procedure and experimental protocol. As a result, the system performance is inevitably user-dependent. We propose explicitly to rank the users according to their performance using criteria such as the F-ratio, the Fisher ratio and the d-prime metric. These criteria are demonstrated to be able to partition the users in such a way that the performance of each partition differs by as much as a factor of 2. Thanks to these criteria, it is possible to assess the performance of the best case or, more importantly, the worst case scenario. While the experiments have been conducted only on face, fingerprint and iris biometrics, we conjecture that such performance discrepancy among the population of users in the same database is exhibited by all biometrics. We also explore various research avenues in this direction, including group-specific score normalization, model adequacy at enrollment and multimodal fusion controlled by a user-ranking criterion.
INTRODUCTION
Biometric authentication is a process of verifying an identity claim using a person's behavioral and physiological traits. Examples of biometrics are face, speech, fingerprint, etc. An automatic biometric system works by first building a model or template specific to a user so that during the operational phase, the system compares a scanned biometric sample with the registered model to decide whether an identity claim is authentic or fake. Assessing the performance of a biometric authentication system is a difficult task because the system performance is inherently sensitive to the population of users from which the database is built, even when all other factors are fixed, e.g., the application scenario, the level of noise or mismatched condition, and the time lap between the enrollment and the operational phase.
As a result, standard evaluation tools such as receiver operating characteristic (ROC) and detection error trade-off (DET) curves often vary for the same system evaluated on two databases of users. The main problem lies in the fact that each user model/template exhibits different behaviors in terms of output scores when being presented authentic and false biometric samples. The consequence is that some user models are better than others in representing the user's identity. These users have been characterized by different animal names such as lambs, sheep or goats [1] . A sheep is a person who can be easily recognized; a goat is a person who is particularly difficult to be recognized; a lamb is a person who is easy to imitate; and a wolf is a person who is particularly successful at imitating others. A more recent work [2] further distinguishes four other semantic categories of users by considering both the genuine and impostor match scores for the same claimed identity simultaneously.
In this paper, instead of attempting to explicitly identify the users as members of specific animal/semantic groups, e.g., as done in [1, 2] , we are interested in deriving an index characterizing the "sheepishness" of a user (or more exactly the template/model designed to match his/her biometric trait). We belief that such an index or criterion has practical importance in the following scenarios:
• A criterion to verify the adequacy of a model at enrollment:
When a person is first enrolled into the system, a criterion is needed to verify whether the enrolled template/model is representative of the person. This criterion can be viewed as a quality control which ensures the goodness of the template. A template is considered good if it can be used to match against a query of a genuine sample with sufficiently high confidence whilst at the same time, giving low confidence when biometric samples of different persons are used.
• A tool to assess the worst scenario DET curve: Current DET confidence estimation algorithms depend heavily on experimental results carried out on a particular composition of users. As a result, the population samples used in an experiment will determine the confidence interval. This confidence interval does not reflect the worst scenarios involving goats. For instance, in the biometric usability study carried out in [3] , it was found that women and older people tend to produce higher error rates. As a result, the conventional DET curves and confidence do not reflect the performance of this population of users. It is, therefore, desirable to assess DET curves based on a sheepishness index. One way to do so is by explicitly identifying these users and then plotting the upper and lower DET intervals based on these two extreme groups of users. It is expected these intervals will be much larger than the current method based on bootstrap subset [4] or two-level bootstrap techniques [5] .
• A selection criterion for multimodal fusion: In the context of multimodal biometrics (where multiple biometric devices are available), if a particular biometric trait of a user is underrepresented, that biometric trait may contribute less to, or even be totally eliminated from the fusion process. In the latter case, this means that one does not need to acquire any biometric trait.
We conjecture that this could save computation time, without significantly impacting on the overall performance, provided that an appropriate fusion mechanism can be adapted to handle the missing information.
• A novel group-specific score normalization: If users can be systematically and deterministically divided into groups, one can then design a group-specific threshold to better tailor the decision at the group level. Compared to user-or client-specific t hr e sh ol d/ no r m al iz at io n s t r at egi e s s uch a s F -nor m [ 6 ] , Z -no r m [ 7] , EER-based normalization [8] , group-specific score normalization does not require any additional enrollment data. If this strategy is feasible, it is a major step forward in user-specific adaptation. This is still an open research issue.
A somewhat contradictory work, as pointed out in [9] , argues that goats may not exist in absolute terms, i.e., above a pre-defined FAR level, rather than in relative terms, i.e., in comparison with the rest of the users, e.g., [1] . Our work reported here is more aligned with the latter work in the sense that we attempt to identify the weakest users in relative terms. As a result, these weak users can always be identified, even though in absolute terms, their performance may still satisfy an operational performance criterion.
However, different from [1] , our study here considers both the genuine and impostor match scores simultaneously, an approach that is similar to that taken by [9] . While in [9] , the first order moments of class-conditional match scores are used, we consider class-separability criteria which involve second order moments. An important limitation of second-order moments is that many more match scores are required. As a result, an empirical evaluation to justify its usage is necessary, and this is the principle objective of this paper.
To the best of our knowledge, the first work attempting to derive a sheepishness index was reported in [10] , where a criterion known as the Constrained F-Norm Ratio (CFNR) was proposed. This criterion was shown to be able to sort users according to their performance even with unseen impostors and with genuine samples of different sessions (visits), hence, having some generalization property. This is done by first transforming a match score on a person-specific basis. The authors used a user-specific score transformation called the F-Norm. While this measure is perfectly suitable to design a biometric system, in its current form, it cannot be used to assess it, since one must first transform the match scores, thereby changing the score distribution a posteriori and, as a consequence, potentially positively bias the overall system performance.
To this end, in this paper, we study six criteria (including a random one) and examined systematically their potential as a sheepishness index. Among them, the F-ratio [6] , the Fisher ratio for a two class problem [11] and the d-prime statistics [12] are most well known in the biometric community. Among the measures studied, our experiments suggest that the F-ratio, the Fisher-ratio and the d-prime statistics can be used effectively to cluster the users in such a way that each partition of users gives a very distinctive DET curve, differing from another by a factor of two across all FAR and FRR ranges. This is an extremely encouraging result; and has not been reported elsewhere in the literature.
How well a template/model is representative of a person is certainly related to the quality of the enrolment data, which can be gauged by a properly designed set of quality measure. Quality measures are an array of measurements quantifying the degree of excellence or conformance of biometric samples to some predefined criteria known to influence the system performance. Examples of quality measures for face biometrics are focus, contrast and face detection reliability. Among the four application scenarios mentioned above, the third one, i.e., a criterion for multimodal fusion based on quality measures, has been well investigated, e.g., [13, 14, 15] . A better understanding of the relationship between quality measures and the biometric menagerie requires the modeling of quality measures and match scores. This is, unfortunately, well beyond the scope of this study, but will certainly be investigated in the future. This paper is organized as follows: Section 2 describes some userranking criteria; Section 3, the database; Section 4, the experiments; and Section 5 concludes the paper.
CLASS SEPARABILITY MEASURES
Let p(y|k, j) be an arbitrary distribution of user-specific class-conditional match scores. A match score is an output of a matching function f j after comparing the model of user j with the acquired biometric feature set x, i.e., y = fj(x). j ∈ {1, . . . , J} is the claimed identity and J is the number of users.
Note that there is a natural pairing of y and j because y is dependent on j. Furthermore, y is also dependent on x, which may be a genuine sample (coming from j), or an impostor sample (coming from someone else). These two classes are distinguished by k = {C, I}, respectively denoting the two possible class labels, i.e., client or impostor 1 . The consequence is that there is a natural partitioning of the match scores Y(k, j), each drawn from a distribution P Y(k,j) = p(y|k, j) of the same family, differing only in their parameters.
The notation we adopted here is based on a biometric verification (authentication) scenario, involving essentially two classes. In a typical biometric identification scenario, one has a set of match scores which can be partitioned into Y 0 (i, j) (with a prime sign instead) where i, j ∈ {1, . . . , J} are indices of all possible users. Note that i is the true identity of the probe (or query) whereas j is the hypothesized identity, i.e., the identity of the template, model or gallery. In this case, it is related to the verification scenario by:
There is no loss of generality here in using the notation Y(k, j) (and estimating p(y|k, j)) as far as calculating false acceptance and false rejection errors is concerned. This does not apply for calculating their confidence interval [4, 5] , for instance. As a result, in order to gauge the performance associated with each user, it is necessary to model the distribution p(y|k, j). Our aim here is to estimate the Bayes error using the moments of p(y|k, j). Let y be a sample drawn from the distribution P Y(k,j) . The first and second moments of a class conditional match score are defined by:
At this stage, it is worth mentioning that, in principle, higher order moments measuring skewness and kurtosis, for instance, can also be considered. However, very often in biometric applications, one has very few genuine samples, hence, making the estimate of σ C j very unreliable and it gets worse for higher order moments. In practice, as will be backed by our experiments, the first two order moments suffice to gauge the distribution p(y|k, j). This has the consequence of reducing p(y|k, j) to a Gaussian distribution.
One possible way to avoid the lack of data is to by grouping the users, hence, modeling p(y|k, J 0 ) where J 0 is a group of users. However, this is a "chicken-and-egg" problem since one has to find a way to group the users in the first place. As a preliminary study, we shall model p(y|k, j) using a Gaussian and report the results on this basis. Having done so, the group-level density p(y|k, J 0 ) can then be refined using a more accurate distribution. The latter approach, however, is a subject of future investigation and hence will not be further explored here.
For the discussion that follows, we assume that µ
When p(y|k, j) is Gaussian, according to [16] , the user-specific EER is:
where
and
The F-ratio is our first user-ranking criterion. The term "F"-ratio is used here because this value is somewhat similar to the standard Fisher ratio, but not defined exactly in the same way. In a two-class problem, the Fisher ratio [11] is defined as:
There exists similar measures such as the d-prime metric proposed by Daugman [12] . It measures how separable the client distribution is from its impostor counterpart. It is defined as:
Besides the aforementioned quantities, in [17] , three other similar quantities used in texture classification were also considered for biometric authentication, i.e.,:
Note that J1 and J2 require that µ I > 0 since J1 and J2 are undefined when µ I = 0; and are negative if µ I < 0. With this constraint, after some manipulation, one can show that:
We can also observe the following relationships:
• J3 = Fisher-ratio
The Fisher-ratio involves calculation of the variance whereas the dprime and the F-ratio use only standard deviations. Since one cannot estimate the parameter σ C reliably in a typical biometric experiment due to lack of genuine samples (one usually has two or three samples), it is reasonable to expect the Fisher-ratio to be more susceptible to estimation noise, since by using variance it amplifies the possible noise event further.
Despite the additional constraints required by J1 and J 2, they are actually very useful because they do not require second order moments, hence requiring much less data compared to Fisher-ratio, Fratio and d-prime.
DATABASE, REFERENCE SYSTEMS AND EXPERIMENTAL PROTOCOLS
The data used in our evaluation scheme is taken from the BioSecure database. BioSecure 1 was a European project whose aim was to integrate multi-disciplinary research efforts in biometric-based identity authentication. Application examples are a building access system using a desktop-based or a mobile-based platform, as well as applications over the Internet such as tele-working and Web or remotebanking services. As far as the data collection is concerned, three scenarios have been identified, each simulating the use of biometrics in remote-access authentication via the Internet (termed the "Internet" scenario), physical access control (the "desktop" scenario), and authentication via mobile devices (the "mobile" scenario). A report on the complete Biosecure database is being drafted.
For the purpose of our experiments, we used the subset of desktop scenario, which further contains a subset of still face, 6 fingers and iris modalities, denoted by fa1, ft1-6 and ir1, respectively. These 8 channels of data, as well as their respective reference systems, and the experimental protocols are summarized in Table 1 .
Note that for the purpose of performance assessment, the main objective of this paper, the data set and experimental protocols are not the primary concern; any database could have been used. The only requirement is that a wide variety of biometric modalities are used in order to illustrate the generality of our approach. It is important to note that there are two score data sets: development and evaluation sets (see Table 1 (c)). In this table, S1 means the session 1 data whereas S2 means the session 2 data. The data in S1 consists of two samples collected within the same session. They are collected to facilitate the development of a baseline system. It is known that intra-session performance is biased [18] . For this reason, we shall use the S2 data for our evaluation. A plot of EER for the 8 channels of data is shown in Figure 1 . The iris baseline system used here is far from the performance claimed by Daugman's implementation [19] . We verified that this is due to bad iris segmentation and suboptimal threshold to distinguish eyelashes from iris. Note that being baselines, no effort was made to optimize the system performance; the only requirement is that all systems must output match scores, or otherwise a dummy value of "-999" is produced. For the purpose of calculating the user-specific parameters, samples with these dummy values are simply removed since they are, in essence, samples with missing values. Note: Contrary to the usual experimental protocols, the impostors in S1 and S2 are different subjects and each differ in numbers.
EXPERIMENTS
This section aims to assess the effectiveness of the following six criteria, namely, F-ratio, Fisher-ratio, d-prime, J1, J 2 and a random criterion. The random criterion is used as a control experiment in order to show the effect of ranking without any prior information. A criterion is considered an effective sheepishness index if it can rank the users according to their performance. However, the userspecific performance cannot be estimated reliably. For instance, for the data set we have, the evaluation set has only 2 genuine samples per user. One way to estimate the error is by grouping the users into non over-lapping partitions, in such a way that for each partition of users, we can still reliably estimate the performance. Note that we are partitioning the users. This has the consequence of grouping user associated genuine and impostor match score samples simultaneously.
It is desirable to have a large number of partitions in order to guarantee a fine resolution of performance estimate but at the same time to retain enough samples in each partition for the performance estimate to be reliable. Both are contradictory goals.
To this end, we propose the following experimental procedure: 
Sort the criteria in increasing order
3. Divide the users into several non-overlapping partitions according to the order found in Step 2.
4. Plot a DET curve for each partition found in Step 3.
Since a large value for a criterion means higher class separability, we expect that with increasing partition index, the EER will decrease. Having performed several initial runs of the above procedure, we found that by partitioning the data into 5 partitions in increasing criterion values, giving the size ratio of 1:2:3:4:5, the verification error of two consecutive partitions reduces roughly by a factor of two in terms of EER. This means that only a small fraction of users are badly recognized (goats) whereas the majority of users are sheep. The six criteria have been assessed on all the 8 match score data sets. However, due to space considerations, we only show the partitionspecific DET curves for the face (fa1) data set 2 . We also summarize the partition-specific EERs for each of the six criteria and each of the 8 data sets in Figure 3 . It can be observed that:
• The partition specific DET curves produced by the F-ratio, Fisher ratio and d-prime criteria decrease consistently across all ranges of FAR and FRR simultaneously, i.e., these DET curves do not cut each other.
• J 1 and J2 can also produce partition-specific DET curves but they cross each other either at high FAR or high FRR.
• Conversely, the random strategy produces DET curves that do not contain any clear pattern.
The random criterion is a control experiment to show that without any user-ranking criterion, it is not possible to distinguish the users in terms of their performance. Since our interest is in partitioning the users, it is instructive to visualize what has been gauged by the proposed criteria. For this purpose, we plotted the scatter plot of µ I j versus µ C j for all J = 126 users, calculated on all the 8 data sets. Again, due to space consideration, we plotted only the face data set in Figure 4 (a). As a control experiment, we also clustered the users using a Gaussian Mixture Model with the observation [µ Figure 4(b) . Again, the remaining figures exhibit similar behaviour but not shown here due to space consideration. As can be seen, the clusters of users found this way do not necessarily give similar performance. Furthermore, it cannot in any case give distinctive partition-specific DET curves as exemplified by Figures 2(a)-(c) .
We also clustered the users using the vector [µ
for all J users (since these are the parameters used in our criteria). Again, only one or two clusters are found this way, hence, failing to provide fine and distinctive partition-specific DET curves.
CONCLUSIONS
We have investigated five different user-ranking criteria and evaluated their goodness in terms of producing reliable user-dependent grading of performance. Our experiments suggest that the F-ratio, the d-prime metric and the Fisher ratio are useful candidates to rank the users. Although J 1 and J 2 are relatively somewhat less accurate as a sheepishness index, they are nevertheless appealing because they rely only the first order moments. In contrast, as a control experiment, the random criterion, which reduces to random sampling of the users, cannot identify the user groups.
Although these criteria rely on simple statistics, essentially making the class-conditional Gaussian assumption on the user-specific match scores, our experimental findings suggest that such assumption can be safely employed in practice. Conversely, the cluster found by grouping the users using the parameters µ Our experiments also support an important observation in [9] : the population of goats (or weak users in terms of their performance) are significantly smaller than sheep (the well-behaved users).
Although we have carried out our investigation only on three biometric modalities, we conjecture that the proposed criteria will also work on other biometric modalities.
There are several possible extensions to this work. First, we will repeat the experiments on a larger database, e.g., on the Face Recognition Grand Challenge database. Second, we will refine the estimate of user-specific class-conditional match score distribution (found using the Gaussian assumption) by grouping the users. In so doing, there will be enough data in each group so that a more proper distribution can be used, hence, removing the need to assume a Gaussian distribution as a practical solution. Third, identifying goats in absolute terms will be considered. Last, but not least, we shall extend this study to the multimodal scenario, addressing, for instance, the following question: if a person's biometric modality is considered hard to match by a system, would he/she be hard to match using a different modality? Comparison of 6 different criteria, namely, F-ratio, Fisher-ratio, d-prime, J1, J2 and a random strategy, as sheepishness index. Each subfigure contains 5 partition-specific DET curves sorted in increasing order of a given criterion. The experiment was carried out on the face match scores "fa1" of the Biosecure DS2 cost data set. Similar results were obtained using the remaining 7 biometric traits of the same data setft1-ft6 and ir1 -but not shown here. 
