We consider the problem of finding an −optimal solution of a standard linear program with real data, i.e., of finding a feasible point at which the objective function value differs by at most from the optimal value. In the worst-case scenario the best complexity result to date guarantees that such a point is obtained in at most O( √ n | ln |) steps of an interior point method. We show that the expected value of the number of steps required to obtain an −optimal solution for a probabilistic linear programming model is at most O(min{n 1.5 , m √ n ln(n)}) + log 2 (| ln |).
Introduction
The advent of interior point methods has revolutionized the field of mathematical programming. Most of the research has concentrated on the analysis of the worst-case behavior of interior point methods. The state-of-the-art results show that a linear program with integer data can be solved in at most O( √ nL) iterations, where L is the length of a binary coding of the data. As each iteration requires at most O(n 3 ) arithmetic operations, this implies that the corresponding interior point methods are polynomial, in contrast with some variants of simplex method whose worst-case complexities are exponential. An inspection of the proof of the above mentioned complexity result shows that at most O( √ nL) iterations are required to obtain a strictly feasible (i.e., interior) point at which the objective function value differs by at most 2 −L from the optimal value. Then it is shown that by a rounding technique requiring at most O(n 3 ) arithmetic operations it is possible to obtain an (exact) optimal solution. The above mentioned complexity result has limited practical value, because for large scale linear programs the value of the parameter L is extremely large. Moreover, the above arguments do not apply to linear programs with real data. In many practical applications it is sufficient to obtain a feasible point x such that the objective function value at x differs by at most from the optimal value. Such a feasible point is called an −optimal solution. Standard results from the theory of interior-point methods imply that an −optimal solution can be obtained in at most O( √ n | ln |) iterations for sufficiently small . It seems that this complexity result cannot be improved in the worst-case analysis setting. However, practical experiments show that interior point algorithms work much better than shown by the worst-case complexity results. Different attempts to explain this phenomenon are contained in the works of Ye [22] , Anstreicher et al. [3, 4] , and Huang [10] where a probabilistic analysis of the convergence of interior point methods is presented. The analysis of [3] and [4] is performed on Todd's degenerate model, version 1 (TDMV1) introduced by Todd [17] . For Todd's non-degenerate model (Model 1 withx =ŝ = e [17, p. 677]), Huang and Ye [11] , Anstreicher et al. [2] , and Ji and Potra [14] obtained bounds on the average number of iterations needed by an interior-point method to find a solution of the linear programming problem, using various finite termination techniques. The analysis from [2] and [14] was based on a technical result of Huang and Ye [11] . Unfortunately, there is a subtle error in this technical result, which renders the proofs from [2] and [14] incorrect. For a detailed account of the history of the developments of this area, please refer to [4] .
The paper [14] had already been accepted for publication when the error in [11] was discovered. Fortunately it was still possible to withdraw it from print. Recently, we found out that Huang [10] has managed to correct the error involved in the technical result of [11] . We have checked his new proof and we are convinced that it is correct. Since the result of Huang is published in a journal that is not easily accessible, we include a proof in the appendix of this paper. In what follows we present a revised version of [14] , based on the corrected technical result of Huang [10] .
The complexity results of [3, 4] , and [10] are obtained not for the original interior point methods, but for some hybrid algorithms consisting of an interior point method combined with a finite termination criterion. In a more recent work by Todd et al. [18] , a probabilistic analysis was performed for a primaldual "layered-step" interior point algorithm for linear programming [21] . In order to compare the average behavior of IPMs and the simplex methods, Huhn and Borgwardt [12, 13] recently presented a probabilistic analysis on the rotation-symmetry model of Borgwardt [5, 6] . Just like other aforementioned papers, the IPMs analyzed in [12, 13] also involve a termination procedure.
In the present paper, we perform a probabilistic analysis for the "pure" interior point method without using any "finite termination" criteria. We terminate the interior point method whenever the primal-dual gap is less than . This is a very natural termination criterion and it is used by most practical implementations. In this way only an −optimal solution is obtained, but this is standard in most applications. We use the probabilistic linear programming model of Todd that was considered in the above mentioned paper of Huang [10] . We show that on this model the expected value of the number of iterations required by the "large step" predictor-corrector algorithm of Mizuno et al. [15] is at most O(min{n 1.5 , m √ n ln(n)}) + log 2 (| ln |). Our proof uses some probabilistic results obtained in [10] as well as the quadratic convergence result obtained for the algorithm by Ye et al. [23] .
Throughout the paper · denotes both the l 2 − norm and the corresponding matrix norm. Also X = diag(x) for any vector x. Obviously, X = max{|
2 The random LP model and a P-C algorithm
In [17] Todd introduced the following probabilistic linear programming model,
where e = (1, · · · , 1) T ∈ R n , A ∈ R m×n is a random matrix whose elements are identically independently drawn from N (0, 1) and b = Ae. Let F be a matrix whose rows form a basis of Ker(A), the null space of A. Then the dual problem can be written in terms of s alone (see [19] ) as
where c = F e and the elements of F are also identically independently drawn from N (0, 1). We note that the rows of A form a basis of Range(A T ) which is orthogonal on Ker(A). Given A, there are many methods for computing a basis of Ker(A), but most of them will not lead to a matrix with elements being i.i.d. from N (0, 1). However, from [17] it follows that there is a basis of Ker(A) having this property.
In [17] it is shown that the feasible regions of both RLP and RLD are nonempty. Moreover, the problem is non-degenerate with probability one, and is endowed obviously with a natural initial starting feasible pair, i.e., x 0 = e, s 0 = e. In particular, this shows that the relative interiors of the feasible regions for RLP and RLD are nonempty, which allows application of interior point methods.
In the present paper we consider the primal-dual predictor-corrector (P-C) method proposed by Mizuno et al. [15] . A typical iteration of the P-C algorithm begins with a pair (x, s) in a neighborhood of the central trajectory,
where α 1 is a constant between 0 and 1, and
denotes the set of all strictly feasible primal-dual feasible pairs. The predictor part of the P-C algorithm computes the primal-dual search directions u, v by solving a linear system of the form
and a new pair is defined as
). The step-length is chosen by Mizuno et al. [15] to be the maximum value θ ∈ (0, 1) such that
where α 2 is a constant bigger than α 1 . The values used in [15] and [23] are actually α 1 = 1/4 and α 2 = 1/2. By a simple continuity argument it is proved that (4) implies (x(θ), s(θ)) ∈ N (α 2 ) (see [15] ). Let us denote byθ the largest value of θ < 1 such that (4) is satisfied. No closed-form expression forθ has been given in the above mentioned papers. In fact, the results of [15] are obtained by using some coarse lower bound forθ. In the following lemmas we show that a simple closed-form expression forθ can be obtained.
, let u, v, w be given by (2) , and denote (4) holds if and only if θ ≤θ, wherê
Proof: From the hypothesis, we have q ≤ α 1 . Define the function f :
where
(see for example [15] ) we have
, It is easily seen that (6) and (7) implieŝ
and
By combining (8) with (9), we havê
For α 1 = 1/4 and α 2 = 1/2 the above inequality leads to the bound used in [23] :
In what follows we will only consider the case when α 1 = 1/4 and α 2 = 1/2 so that (11) will always be satisfied.
It is clear that if δ = 0 then θ = 1 leads immediately to an optimal primal-dual solution. Consequently we will only consider the case when δ = 0. Then, witĥ θ given by (6) we define the predictor pair
and the new pair (x + , s + ) is obtained by solving the system
withμ =x Tŝ /n, and by setting x + =x +û and s + =ŝ +v.
The following result can be proved as in Lemma 3 of [15] . 14) and assume that δ = 0. Then
2
The above lemma allows us to repeat the process and to obtain a sequence (
By using (10) and (16) one can prove (see [15] ) that
converges Q−quadratically to zero (cf. [23] ).
In the next two sections, we will study the probabilistic behavior of the above P-C algorithm for Todd's random problems RLP and RLD. Our analysis will heavily depend on the upper bound in (11).
Technical Results
In this section we assume that there is a unique non-degenerate optimal solution (x * , s * ) to LP. This assumption holds with probability one for Todd's model described in the previous section. We denote {i : x * i > 0} by β, and {i : s * i > 0} by ν. Since (x * , s * ) is strictly complementary, we have
Let the columns of A corresponding to the index set β form a matrix B, and the rest form a matrix N . Under our assumption the matrix B is nonsingular with probability one. Given a vector z ∈ R n and an index subset W ⊆ {1, · · · , n}, we denote by z W the vector of entries z i , i ∈ W . Define
Obviously, ξ > 0.
It has been shown that the sequence (x k , s k ) generated by the P-C algorithms satisfies (x k , s k ) ∈ N (1/4) (see Lemma 2.2). Therefore, we have
It is then straightforward to prove the following result of Güler and Ye [8] :
is obtained by the P-C algorithm, then
2
Define D = X 1/2 S −1/2 and denote by P L the orthogonal projection onto the linear subspace L of R n . It is easily seen (cf. [1] ) that the solution vectors u and v corresponding to the system of linear equations (2) can be written as
where K(AD) and R(DA T ) denote the null space of the matrix AD and the range of the matrix DA T , respectively.
Lemma 3.2 If u and v are obtained from the linear system (2), then
Proof: From (18), following the proof in [23] , we obtain
Therefore,
In proving the last inequality we have used Lemma 3.1. The upper bound for v β can be proved similarly. 2 Lemma 3.3 If u and v are obtained from the linear system (2), then
Proof: From ( 2), we have Bu β = −N u ν . Therefore, we obtain
From (2), we also have v β = −B T w and
By virtue of Lemma 3.2 we obtain the desired result for v ν . 2
Lemma 3.4 Under the hypothesis of Lemma 2.2 we have
and a j denotes the jth column of the matrix A.
Proof: At each predictor step, from (2), we have
From Lemma 3.1 and Lemma 3.3, we have
Combining ( 19) with ( 20), we obtain
Similarly, we have
Hence,
Recall that δ = U v/µ, so that
By combining the above inequalities we obtain the desired result. 2 Lemma 3.4 essentially proves the Q−quadratic convergence of the primaldual gap for a non-degenerate problem. As we mentioned before, the problem RLP is non-degenerate with probability one. The quadratic convergence of the primal-dual gap can be proved for degenerate problems as well, but the proof becomes substantially more complicated (see [23] ). In the next section, we will use the upper bound given in Lemma 3.4 to analyze the probabilistic complexity of finding an −optimal solution for our model.
The average number of iterations
Let us first define Γ k = Γ(x k , s k ), where Γ is as in Lemma 3.4. In order to estimate the number of iterations required to obtain an −optimal solution, let us consider two phases. First, we count the number of iterations required to reduce the duality gap such that
In the worst case scenario (17) implies
where C = 8 −.25 . Note that (x 0 , s 0 ) = (e, e) is a feasible primal-dual pair. From the well-known inequality ln(1 + x) ≤ x, it follows that (23) is satisfied after at most k 1 iterations, where
and η is the smallest integer greater than or equal to η. Since the duality gap is reduced at each step, Γ k ≤ Γ k 1 for k ≥ k 1 . From Lemma 3.4 and (23), it follows that
From Lemma 3.4 and (25), we get
where τ is defined in (24). Multiplying both sides of (26) by τ −1 and setting
It is easily seen from (23) - (24) that ω k 1 ≤ 1/3. If τ ≤ , then it follows from (23) and (24) that (x k 1 ) T s k 1 ≤ , which indicates an −optimal solution. Consequently we may assume that τ > . Since represents the accuracy of the approximate solution it is reasonable to assume that ≤ 1/3. In fact we are interested in the case where is much smaller. From the k 1 −th iterate on we always have
Clearly, (
Hence, an −optimal solution is produced in at most
iterations. From the definition of k 1 and (27 ), we have
where the last inequality uses log 2 (1 + t) = ln(1 + t)/ ln 2 ≤ t/ ln 2. The expected value E[K] for K is bounded by
The equation (24) indicates that
For the random model considered in this paper, any m components of {1, 2, · · · , n} form a basis (which may not be feasible). Thus, we choose m elements from n elements for n ≥ m and have C 
Hence, we have
where the last inequality follows from C 
Finally, by using the fact that 0 < 1/(ln 2| ln |) < 1.5 for ≤ 1/3 we obtain the main result of our paper.
Theorem 4.1
The expected number of iterations of the predictor-corrector algorithm (P-C) required to obtain an −optimal solution for random problems RLP and RLD is bounded above by
We remark that the quantity log 2 (| ln |) is very small. For example, with a common stopping tolerance = 10 −8 , we have log 2 (| ln |) ≈ 4.2. Therefore, the expected number of iterations is dominated by O(min{n 1.5 , m √ n ln(n)}). For any small > 0, our result shows that the complexity bound in the preceding theorem is O(m √ n ln(n)) + log 2 (| ln |) whenever m = O(n/ ln(n)). T be a basic (not necessarily feasible) solution of Ax = Be + N e, where e is a vector of ones of proper dimension. First we know that B is nonsingular with probability one. Thus x B can be expressed as
where t = −N e/ √ n − m and t is independent of B since N is independent of B. It is easily seen from Theorem 1 of [9, page 168] that t ∼ N (0, 1). Let λ i ∼ N (0, 1), i = 0, 1, 2, · · · , m, be mutually independent. Corollary 1 of [7] implies that each element of B −1 t is distributed like λ i /λ 0 (Cauchy distribution). Therefore,
be the solution of F s = F e. Similarly, we can show that s j is distributed like 1 − √ mη j /η 0 for each j ∈ N , where η 0 , η j ∼ N (0, 1), j ∈ N and all η 0 , η j ∈ N are mutually independent.
Since the random variable Y 1 = η j /η 0 has a Cauchy distribution with p.d.f. [9, page 142]), we have the distribution function of the random variable
Thus, the p.d.f. of s j is
For simplicity, we still use F (u) and f s j (u) for its distribution and p.d.f. of the s j under s j ≥ 0. Obviously, F (u) = P (s j ≤ u|s j ≥ 0) = 0 if u < 0 and for u ≥ 0, we have
Also, it is easily seen that
Therefore, the conditional p.d.f. f s j (u) of s j under s j ≥ 0 satisfies
In the same manner, we can prove that the conditional p.d.f. f x i (u) of x i under x i ≥ 0 satisfies
Finally, in order for the set {1, 2, · · · , m} to become the optimal index set, we need to impose the non-negativity of the basic solutions, i.e., the basic solutions x We have thus proved the following result. 
