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Abstract
We establish the existence of unique smooth center manifolds for ordinary differential equations v′ =
A(t)v + f (t, v) in Banach spaces, assuming that v′ = A(t)v admits a nonuniform exponential trichotomy.
This allows us to show the existence of unique smooth center manifolds for the nonuniformly partially
hyperbolic trajectories. In addition, we prove that the center manifolds are as regular as the vector field. Our
proof of the Ck smoothness of the manifolds uses a single fixed point problem in an appropriate complete
metric space. To the best of our knowledge we establish in this paper the first smooth center manifold
theorem in the nonuniform setting.
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1.1. Motivation
Center manifold theorems are powerful tools in the analysis of the behavior of dynamical
systems. For example, consider the dynamical system generated by the differential equation
v′ = A(t)v + f (t, v) (1)
in a given Banach space. We assume that f (t,0) = 0 for every t . One can ask whether the behav-
ior of the solutions of (1) in a neighborhood of zero somehow imitates that of the linear equation
v′ = A(t)v. (2)
This is certainly the case when (2) admits an exponential dichotomy: by an appropriate version of
the Grobman–Hartman theorem, and under certain “smallness” assumptions on the perturbation,
locally the two dynamics are topologically conjugate (we refer to [3] for detailed references; we
note that [3] also considers the more general case of nonuniform exponential dichotomies). When
Eq. (2) possesses some elliptic directions one can still establish the existence of center manifolds
that are tangent to the vector space generated by these directions. However, the situation is not
so simple anymore. Namely, the behavior on the center manifold substantially depends on the
nonlinearity f and in general the manifolds need not imitate the behavior on the vector space.
Nevertheless, the understanding of the behavior of solutions of (1) plays a crucial role in dy-
namics, for example in the study of the stability of solutions of a given differential equation.
Namely, when Eq. (2) possesses no unstable directions, all solutions converge exponentially
to the center manifold. Therefore, the stability of the system is completely determined by the
behavior on the center manifold. Accordingly, one often considers a reduction to the center man-
ifold, and determines the quantitative behavior on it. This has also the advantage of reducing
the dimension of the system. We refer the reader to the book [6] for details and references. In
particular, using normal forms there is also the possibility of an appropriate classification as well
as of giving a description of the allowed bifurcations. Incidentally, since one needs to be able to
approximate the center manifolds to sufficiently high order, it is also important to discuss their
regularity and to understand how to approximate them up to a given order.
In its classical formulation, the center manifold theorem applies to flows for which the linear
equation in (2) admits a uniform exponential trichotomy. This means that the exponential esti-
mates for the norms of solutions of Eq. (2) are assumed to be independent of the initial time for
which we consider the solution (see (3) and (4) below). For simplicity, we assume that the opera-
tor A(t) has a block form (see (10) below) with respect to some fixed decomposition E×F1 ×F2
of the Banach space, with E, F1, and F2 corresponding respectively to the central, stable, and
unstable directions. Thus, the solution of (2) with v(s) = vs can be written in the form
v(t) = (U(t, s),V1(t, s),V2(t, s))vs,
where U(t, s), V1(t, s), and V2(t, s) are the evolution operators associated respectively with the
three blocks of A(t). We say that equation in (2) admits a weak uniform exponential trichotomy
if there exist constants b > a  0, d > c 0, and D > 0 such that for every s, t ∈ R with t  s,∥∥U(t, s)∥∥Dea(t−s), ∥∥V2(t, s)−1∥∥De−b(t−s), (3)
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This notion is a distillation of the hypotheses in the classical notion of exponential trichotomy
which are sufficient to establish the existence of center manifolds.
We can now formulate the classical center manifold theorem. For simplicity we denote by ∂
the partial derivative with respect to u.
Theorem 1. Assume that:
1. v′ = A(t)v has only global solutions and admits a weak uniform exponential trichotomy in
the Banach space X;
2. A and f are of class Ck for some k ∈ N, with u → ∂kf (t, u) Lipschitz, and with f (t,0) = 0
and ∂f (t,0) = 0 for every t ∈ R;
3. ∂jf is bounded for j = 1, . . . , k.
If ka < b−a and kc < d − c, then there exists a manifold V ⊂ R×X of class Ck , containing the
line R × {0} and satisfying T(s,0)V = R × E for every s ∈ R, which is invariant under the flow
on R×X defined by the autonomous equation t ′ = 1, v′ = A(t)v.
We emphasize that the center manifold V in Theorem 1 is invariant under the flow defined
by the autonomous equation t ′ = 1, v′ = A(t)v on the extended space R × X, and not on the
space X. This is of course the best possible situation when one deals with nonautonomous dif-
ferential equations. In particular, the sections Vt = {v ∈ X: (t, v) ∈ V} ⊂ X may vary with t . The
center manifold V in Theorem 1 is sometimes called an integral manifold instead of an invariant
manifold, although in the nonuniform hyperbolicity theory it is still usual to call it an invariant
manifold (see [1] for a detailed account of the theory).
It is difficult to give an original reference for the first published version of Theorem 1, but the
statement should be considered classical. This is also due to the fact that the linear equation in
(2) is nonautonomous: the modifications which are necessary in the approach for autonomous
systems in order to obtain center manifolds for nonautonomous systems are not substantial, but
several authors considered only the autonomous case. Theorem 1 is also a particular case of
Theorem 2 below that considers the general setting of nonuniform exponential trichotomies.
A very detailed exposition of the theory of center manifolds in the case of autonomous equa-
tions is given in [18], adapting results in [20]. See also [17,19] for the case of equations in infinite-
dimensional spaces. We refer the reader to [7,9,10,18] for more details and further references.
1.2. Nonuniform exponential behavior
Our goal is to weaken the condition concerning the existence of a uniform exponential tri-
chotomy, and find the weakest hypotheses under which one can construct center manifolds for
Eq. (1). In particular, we do not require the linear equation (2) to possess a uniform exponential
behavior (either in the central, stable, or unstable directions). We still use some amount of par-
tial hyperbolicity to establish the existence of the center manifolds, but this hyperbolicity can be
spoiled exponentially along each solution as the initial time changes. Namely, we say that Eq. (2)
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θ > 0, and D > 0 such that for every s, t ∈ R with t  s,∥∥U(t, s)∥∥Dea(t−s)+θ |s|, ∥∥V2(t, s)−1∥∥De−b(t−s)+θ |t |, (5)
and for every s, t ∈ R with t  s,∥∥U(t, s)∥∥Dec(s−t)+θ |s|, ∥∥V1(t, s)−1∥∥De−d(s−t)+θ |t |. (6)
The constant θ measures the nonuniformity of the exponential behavior. We note that a princi-
pal motivation for weakening the assumption of uniform exponential behavior for Eq. (2) is that
almost all trajectories of a dynamical system preserving an invariant measure on a smooth com-
pact manifold have a linear variational equation which admits a weak nonuniform exponential
trichotomy (see [2] for more details).
We can now formulate a prototype of our center manifold theorem, where we replace uniform
exponential trichotomy (see Theorem 1) by nonuniform exponential trichotomy.
Theorem 2. Assume that:
1. v′ = A(t)v has only global solutions and admits a weak nonuniform exponential trichotomy
in the Banach space X;
2. A and f are of class Ck for some k ∈ N, with u → ∂kf (t, u) Lipschitz, and with f (t,0) = 0
and ∂f (t,0) = 0 for every t ∈ R;
3. (t, u) → e(k+2)θ |t |∂jf (t, u) is bounded for j = 1, . . . , k, and the Lipschitz constant of u →
e(k+2)θ |t |∂kf (t, u) is independent of t .
If (k+1)(a+ θ) < b and (k+1)(c+ θ) < d , then there exists a manifold V ⊂ R×X of class Ck ,
containing the line R × {0} and satisfying T(s,0)V = R × E for every s ∈ R, which is invariant
under the flow on R×X defined by the autonomous equation t ′ = 1, v′ = A(t)v.
Theorem 2 is a consequence of Theorem 3 below, starting by making the rescaling (t, u) →
(t, δu) with δ sufficiently small. We will also show that the nonuniformly partially hyperbolic
trajectories of a large class of differential equations in a Banach space possess invariant center
manifolds, and that these manifolds are unique (see Theorem 4 below). To the best of our knowl-
edge, with the exception of the present paper, there exist no results in the literature concerning
the existence of smooth center manifolds in the context of nonuniform partial hyperbolicity.
1.3. Method of proof
Our approach to the proof of Theorem 2 could be considered classical, and consists of using
the differential equation to express the invariance of the center manifold under the dynamics and
conclude that it must be the graph of a function satisfying a certain fixed point problem. However,
the extra small exponentials in a nonuniform exponential trichotomy (see (5) and (6)) substan-
tially complicate this approach and the implementation requires several nontrivial changes.
In particular, we need to consider two fixed point problems—one to obtain an a priori estimate
for the speed of decay of the central component of the solutions along a given graph, and the other
to obtain the graph which is the center manifold (this is done respectively in Sections 4.3 and 4.5).
In order to obtain the required estimates in the fixed point problems, we need sharp bounds
for the derivatives of the central component of the solutions, and for the derivatives of the vector
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in [13] for the derivatives of a composition. See Section 4.2 for details.
We also use a result in [14] (see Proposition 2), that goes back to a lemma of Henry in [15].
This result allows us to establish the existence and simultaneously the regularity of the center
manifolds using a single fixed point problem, instead of a fixed point problem for each of the
successive higher-order derivatives. Essentially, the result says that a ball in the space Ck,δ of
functions of class Ck between two Banach spaces with Hölder continuous kth derivative with
Hölder exponent δ is closed with respect to the C0-topology. This allows us to consider contrac-
tion maps solely using the supremum norm instead of any norm involving also the derivatives.
See [11] for a related approach in the particular case of uniform exponential behavior.
The structure of the paper is the following. In Section 2 we describe our setup and our nonuni-
form partial hyperbolicity assumptions. Our main results concerning the existence of center
manifolds are formulated in Section 3. The proofs are given in Section 4.
2. Preliminaries
2.1. Setup
Let A :R → B(X) be a function of class Ck for some k  1, where B(X) is the set of bounded
linear operators on the Banach space X. Consider the initial value problem
v′ = A(t)v, v(s) = vs (7)
with s ∈ R and vs ∈ X. We assume that
each solution of (7) is defined for every t ∈ R. (8)
We also consider nonlinear perturbations of Eq. (7). Namely, let f :R×X → X be a function of
class Ck , and consider the initial value problem
v′ = A(t)v + f (t, v), v(s) = vs (9)
with s ∈ R and vs ∈ X. We also assume that f (t,0) = 0 for every t ∈ R, and thus v(t) ≡ 0 is a
solution of (9).
Our main objective is to establish the existence of a unique center manifold of the origin for
Eq. (9), under appropriate nonuniform partial hyperbolicity assumptions for the original linear
equation in (7). We assume that there is an invariant decomposition X = E ×F1 ×F2 (indepen-
dent of t), with respect to which A(t) has the block form
A(t) =
(
B(t) 0 0
0 C1(t) 0
0 0 C2(t)
)
(10)
for every t ∈ R. The blocks B(t), C1(t), and C2(t) may correspond respectively, for example,
to the center, stable, and unstable components of A(t) (see Section 2.2). Due to the block form
in (10), the unique solution of (7) can be written in the form
v(t) = (U(t, s)ξ,V1(t, s)η1,V2(t, s)η2) for t ∈ R,
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erators associated respectively with the blocks B(t), C1(t), and C2(t).
We emphasize that the block form assumption in (10) is indeed an assumption. More precisely,
in general the operators A(t) cannot be put in this form, at least with respect to a decomposition
X = E ×F1 ×F2 independent of t . On the other hand, in the context of ergodic theory the block
form in (10) is very common. Namely, let F be a vector field of class C1 on a compact smooth
Riemannian manifold M . If F defines a flow Ψt preserving a finite measure μ on M , then for
μ-almost every x ∈ M the operators Ax(t) = dΨtxF can be put in block form with respect to a
decomposition TM = E(t)×F1(t)×F2(t) that in general may depend on t (see [1,4] for details).
In other words, for “most” trajectories of a measure-preserving flow the operators Ax(t) can be
put in block form, although with respect to a time-dependent decomposition. It happens that one
can modify our arguments in a straightforward manner to consider this more general situation,
although at the expense of a more complicated notation. For simplicity of the exposition we
consider only time-independent decompositions X = E × F1 × F2.
We also write f = (g,h1, h2) ∈ E ×F1 ×F2 and v = (x, y1, y2) ∈ E ×F1 ×F2. Given s ∈ R
and vs = (ξ, η1, η2) ∈ E ×F1 ×F2, we denote by (x(·, s, vs), y1(·, s, vs), y2(·, s, vs)) the unique
solution of the problem (9) or, equivalently, of the problem
x(t) = U(t, s)ξ +
t∫
s
U(t, r)g
(
r, x(r), y1(r), y2(r)
)
dr,
yi(t) = Vi(t, s)ηi +
t∫
s
Vi(t, r)hi
(
r, x(r), y1(r), y2(r)
)
dr, i = 1,2, (11)
for t ∈ R. For each τ ∈ R, we write
Ψτ (s, vs) =
(
s + τ, x(s + τ, s, vs), y1(s + τ, s, vs), y2(s + τ, s, vs)
)
.
This is the flow generated by equation in (9), or more precisely by
t ′ = 1, v′ = A(t)v + f (t, v). (12)
Since A and f are of class Ck , the map (τ, s, vs) → Ψτ (s, vs) is of class Ck on R×R×X (see
for example [15, Section 3.4] for details).
2.2. Nonuniform exponential behavior
We describe here our partial hyperbolicity assumptions for Eq. (7). These correspond to the
existence of an invariant decomposition of the space into three bundles—for example center,
stable, and unstable—each of them allowing what can be considered the weakest possible form of
nonuniform partially hyperbolic behavior. As such, in a certain sense, these assumptions are also
the weakest hypotheses under which one is able to establish the existence of center manifolds.
We now formulate the assumptions. Consider constants
0 a < b, 0 c < d, (13)
a′, b′, c′, d ′  0. (14)
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1. for every s, t ∈ R with t  s,∥∥U(t, s)∥∥D1ea(t−s)+a′|s|, ∥∥V2(t, s)−1∥∥D3e−b(t−s)+b′|t |; (15)
2. for every s, t ∈ R with t  s,∥∥U(t, s)∥∥D2ec(s−t)+c′|s|, ∥∥V1(t, s)−1∥∥D4e−d(s−t)+d ′|t |. (16)
This means that the operators U(t, s), V1(t, s), and V2(t, s) admit a certain nonuniform behavior
both in the future and in the past. The constants in (13) can be thought of as Lyapunov exponents,
while the nonuniformity of the exponential behavior is controlled by the constants in (14). The
way in which the numbers in (13)–(14) are related with the Lyapunov exponents and with the so-
called regularity coefficient, also introduced by Lyapunov and that can also be expressed in terms
of Lyapunov exponents, is discussed in full detail in [5] (see also [1]). For details on the relation
of the Lyapunov exponents, and thus of the numbers in (13)–(14), to the Bohl spectrum and the
Sacker–Sell spectrum we refer to the book [8] (see also [7]). When the components B(t), C1(t),
and C2(t) of A(t) respectively correspond to genuine center, stable, and unstable components of
A(t) we can take a = c = 0 (and thus b > 0 and d > 0).
We now present a simple example of nonuniform partially hyperbolic behavior that is not
uniform. Let ω > a > 0 be real parameters and consider the differential equation in R3 given by
u′ = 0, v′ = (−ω − at sin t)v, w′ = (ω + at sin t)w. (17)
Proposition 1. (See [4, Proposition 3].) The linear equation (17) satisfies the conditions in
(15)–(16).
We refer to the book [1] for a self-contained and sufficiently complete description of the
nonuniform hyperbolicity theory. It also includes many examples of nonuniformly hyperbolic
behavior.
3. Existence of center manifolds
We present in this section our center manifold theorem for the origin in Eq. (9). As an ap-
plication, we also establish the existence of unique center manifolds for nonuniformly partially
hyperbolic solutions of differential equations in Banach spaces.
We collect here our standing assumptions on the vector fields. We will always denote by ∂
the partial derivative with respect to the second variable. We assume that there exists an integer
k  1 such that
H1. A :R→ B(X) is of class Ck and satisfies (8) and (10) for every t ∈ R;
H2. f :R×X → X is of class Ck and satisfies:
(a) f (t,0) = 0 and ∂f (t,0) = 0 for every t ∈ R;
(b) there exist δ,β > 0 and cj > 0 for j = 1, . . . , k + 1 such that for every t ∈ R and
u,v ∈ X we have
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Note that for every j = 0, . . . , k − 1, t ∈ R, and u,v ∈ X we have∥∥∂jf (t, u)− ∂jf (t, v)∥∥ cj+1δe−β|t |‖u− v‖. (20)
We will always take
β = max{(k + 1)a′ + b′, (k + 1)c′ + d ′}, (21)
with the same constants as in (13)–(14). We also consider the conditions
T1 := (k + 1)a − b + max
{
(k + 1)a′, b′}< 0,
T2 := (k + 1)c − d + max
{
(k + 1)c′, d ′}< 0. (22)
These can be thought of as spectral gap conditions.
The center manifolds will be obtained as graphs of a certain class of functions. Fix constants
κj > 0 for j = 1, . . . , k + 1. We continue to denote by ∂ the partial derivative with respect to the
second variable. Let X be the space of continuous functions ϕ = (ϕ1, ϕ2) :R× E → F1 × F2 of
class Ck in ξ such that for every s ∈ R and x, y ∈ E we have
1. ϕ(s,0) = 0 and ∂ϕ(s,0) = 0;
2. ‖∂jϕ(s, x)‖ κj for j = 1, . . . , k, and∥∥∂kϕ(s, x)− ∂kϕ(s, y)∥∥ κk+1‖x − y‖. (23)
We note that by the mean value theorem, for j = 0, . . . , k − 1 we have∥∥∂jϕ(s, x)− ∂jϕ(s, y)∥∥ κj+1‖x − y‖ (24)
for every s ∈ R and x, y ∈ E. Given a function ϕ ∈ X we consider its graph
V = {(s, ξ, ϕ(s, ξ)): (s, ξ) ∈ R×E}⊂ R×X. (25)
We also set
αi = 2c1(1 + κ1)Diδ for i = 1,2. (26)
We now present our center manifold theorem. Set ps,ξ = (s, ξ, ϕ(s, ξ)).
Theorem 3. Assume that H1–H2 hold. If the equation v′ = A(t)v in the Banach space X satisfies
(15)–(16), and the conditions in (22) hold, then provided that δ in (18)–(19) is sufficiently small
there is a unique function ϕ ∈ X such that the set V in (25) is invariant under the semiflow Ψτ ,
i.e.,
if (s, ξ) ∈ R×E then Ψτ (ps,ξ ) ∈ V for every τ ∈ R. (27)
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1. V is a smooth manifold of class Ck containing the line R×{0} and satisfying T(s,0)V = R×E
for every s ∈ R;
2. for every (s, ξ) ∈ R×E we have
ϕ1(s, ξ) = −
s∫
−∞
V1(τ, s)
−1h1
(
Ψτ−s(ps,ξ )
)
dτ,
ϕ2(s, ξ) =
+∞∫
s
V2(τ, s)
−1h2
(
Ψτ−s(ps,ξ )
)
dτ ;
3. there exists D > 0 such that for each s ∈ R, ξ, ξ¯ ∈ E, τ ∈ R, and j = 0, . . . , k, if τ  0 then∥∥∂jξ Ψτ (ps,ξ )− ∂jξ Ψτ (ps,ξ¯ )∥∥De(j+1)[(a+α1)τ+a′|s|]‖ξ − ξ¯‖, (28)
and if τ  0 then∥∥∂jξ Ψτ (ps,ξ )− ∂jξ Ψτ (ps,ξ¯ )∥∥De(j+1)[(c+α2)|τ |+c′|s|]‖ξ − ξ¯‖. (29)
The proof of Theorem 3 is given in Section 4.
We call the manifold V in Theorem 3 a center manifold for the origin in Eq. (9). We observe
that V is in fact the unique center manifold. Note that the constants α1 and α2 in (28)–(29) can
be made arbitrarily small by taking δ sufficiently small.
We now explain how Theorem 3 can be used to establish the existence of center manifolds for
nonuniformly partially hyperbolic solutions of a given differential equation. Consider a function
F :R×X → X of class Ck (k  1), and the equation
v′ = F(t, v). (30)
Let v0(t) be a solution of (30) such that
A(t) = ∂F (t, v0(t)) (31)
has the block form in (10) with respect to the invariant decomposition X = E ×F1 ×F2. We say
that the solution v0(t) is nonuniformly partially hyperbolic if the evolution operators defined by
A(t) satisfy (15)–(16).
Theorem 4. Assume that F is of class Ck (k  1), and let v0(t) be a nonuniformly partially
hyperbolic solution of (30) such that for every t ∈ R and u,v ∈ X we have
∥∥F(t, u)− F(t, v)−A(t)(u− v)∥∥ δe−β|t |‖u− v‖, (32)∥∥∂jF (t, u)− ∂jF (t, v)∥∥ δe−β|t |‖u− v‖ for j = 1, . . . , k. (33)
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such that the set
V = {(s, ξ, ϕ(s, ξ))+ (0, v0(s)): (s, ξ) ∈ R×E}
is a smooth manifold of class Ck with the following properties:
1. (s, v0(s)) ∈ V and T(s,v0(s))V = R×E for every s ∈ R;
2. V is invariant under solutions of the equation
t ′ = 1, v′ = F(t, v),
i.e., if (s, vs) ∈ V then (t, v(t)) ∈ V for every t ∈ R, where v(t) = v(t, vs) is the unique
solution of (30) for t ∈ R with v(s) = vs ;
3. given ε > 0, provided that δ is sufficiently small there exists D > 0 such that for every s ∈ R
and (s, vs), (s, v¯s) ∈ V we have∥∥v(t, vs)− v(t, v¯s)∥∥De(a+ε)(t−s)+a′|s|‖vs − v¯s‖ for t  s,∥∥v(t, vs)− v(t, v¯s)∥∥De(c+ε)(s−t)+c′|s|‖vs − v¯s‖ for t  s.
Proof. We will reduce the study of Eq. (30) to that of (9). For this we consider the change of
variables (t, y) = (t, v − v0(t)). Setting y(t) = v(t)− v0(t), where v(t) is a solution of (30), we
obtain
y′(t) = A(t)y(t)+G(t, y(t)),
where
G(t, y) = F (t, y + v0(t))− F (t, v0(t))−A(t)y. (34)
By hypothesis A(t) satisfies the assumption H1. Furthermore, it follows from (34) that G is of
class Ck (k  1). Furthermore, by (34) we have G(t,0) = 0, and by (31),
∂G(t,0) = ∂F (t, v0(t))−A(t) = 0.
Moreover, from (34) and (32), for each (t, y,u) ∈ R×Rn ×Rn we have∥∥∂F (t, y + v0(t))u−A(t)u∥∥
=
∥∥∥∥ lim
h→0
F(t, y + v0(t)+ hu)− F(t, y + v0(t))
h
−A(t)u
∥∥∥∥
= lim
h→0
1
|h|
∥∥F (t, y + v0(t)+ hu)− F (t, y + v0(t))−A(t)hu∥∥
 lim 1 δe−β|t |‖hu‖ δe−β|t |‖u‖,
h→0 |h|
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For j = 2, . . . , k it follows from (33) that∥∥∂jF (t, y + v0(t))u∥∥
=
∥∥∥∥ lim
h→0
∂j−1F(t, y + v0(t)+ hu)− ∂j−1F(t, y + v0(t))
h
∥∥∥∥
 lim
h→0
1
|h|δe
−β|t |‖hu‖ δe−β|t |‖u‖,
and hence, ∥∥∂jG(t, y)∥∥= ∥∥∂jF (t, y + v0(t))∥∥ δe−β|t |.
It also follows from (33) that∥∥∂kG(t, x)− ∂kG(t, y)∥∥
= ∥∥∂kF (t, x + v0(t))− ∂kF (t, y + v0(t))∥∥ δe−β|t |‖x − y‖.
Thus, the function G satisfies the assumption H2. We can now apply Theorem 3 to obtain the
desired statement. 
4. Proof of Theorem 3
4.1. Function spaces
In view of the desired invariance of the manifold V under solutions of Eq. (12) (see (27)), any
solution with initial condition in V at a time s ∈ R must remain in V for every t ∈ R and thus
must be of the form (t, x(t), ϕ(t, x(t))) for each t ∈ R. In particular, the equations in (11) can be
written in the form
x(t) = U(t, s)ξ +
t∫
s
U(t, τ )g
(
τ, x(τ ),ϕ
(
τ, x(τ )
))
dτ,
ϕi
(
t, x(t)
)= Vi(t, s)ϕi(s, ξ)
+
t∫
s
Vi(t, τ )hi
(
τ, x(τ ),ϕ
(
τ, x(τ )
))
dτ, i = 1,2, (35)
for t ∈ R, where ϕ = (ϕ1, ϕ2). Without loss of generality we will always consider the norm on
X given by ‖(x, y, z)‖ = ‖x‖ + ‖y‖ + ‖z‖ for each (x, y, z) ∈ E × F1 × F2, and we equip the
space X (see Section 3 for the definition) with the norm
‖ϕ‖ = sup{∥∥ϕ(t, x)∥∥/‖x‖: t ∈ R and x ∈ E \ {0}}. (36)
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space with the norm in (36). For this we will use a result of Elbialy in [14] that we now formulate.
Let X, Y be Banach spaces and let U ⊂ X be an open subset. Given constants 0 < α  1,
k ∈ N, and b > 0, we define the set
C
k,α
b (U,Y ) =
{
u ∈ Ck,α(U,Y ): ‖u‖k,α  b
}
,
where Ck,α(U,Y ) is the space of Ck functions u :U → Y having Hölder continuous kth deriva-
tive with Hölder exponent α, with the norm
‖u‖k,α = max
{‖u‖∞,‖Du‖∞, . . . ,∥∥Dku∥∥∞,Hα(Dku)},
where ‖ · ‖∞ denotes the supremum norm, and where
Hα(u) = sup
{‖u(x)− u(y)‖
‖x − y‖α : x, y ∈ U with x = y
}
.
The following result shows in particular that Ck,αb (U,Y ) is closed in the space of continuous
functions from U to Y with the supremum norm.
Proposition 2 (Henry’s lemma [14, Lemma 2.2]). Let X, Y be Banach spaces and let U ⊂ X be
an open subset. Then the following properties hold:
1. if un ∈ Ck,αb (U,Y ) for each n ∈ N and the function u :U → Y satisfies ‖un − u‖∞ → 0 as
n → ∞, then u ∈ Ck,αb (U,Y ) and for each x ∈ U we have Dkun(x) → Dku(x) as n → ∞;
2. if, in addition, V ⊂ U is uniformly bounded away from the boundary of U , then Dkun →
Dku uniformly on V .
When k = 1 the first statement in Proposition 2 was previously established by Henry in [15,
Lemma 6.1.6]. A similar result to that in Proposition 2 was proven by Lanford in [16, Lemma 2.5]
(with the limits in the hypothesis and in the conclusion pointwise in the weak topology).
We can now show that X is complete.
Proposition 3. With the norm in (36), X is a complete metric space.
Proof. Given a function ϕ ∈ X we set ϕ¯ = ϕ|({t} × BR) for each fixed t ∈ R and R > 0, where
BR ⊂ E is the ball of radius R centered at 0. Then∥∥ϕ¯(x)∥∥= ∥∥ϕ(t, x)∥∥ ‖ϕ‖ · ‖x‖ κ1R
for each x ∈ BR . Thus, if (ϕn)n ⊂ X is a Cauchy sequence with respect to the norm in (36),
then (ϕ¯n)n ⊂ Ck,ακ1R(BR,F1 × F2) is a Cauchy sequence in the supremum norm. Hence, there
exists a function ϕ¯ :BR → F1 × F2 such that ‖ϕ¯n − ϕ¯‖∞ → 0 as n → ∞. By Proposition 2, we
have ϕ¯ ∈ Ck,ακ1R(BR,F1 × F2). Furthermore, by the uniqueness of the limit ϕ¯, we can uniquely
define a continuous function ϕ :R × E → F1 × F2 by ϕ|({t} × BR) = ϕ¯. Taking into account
the pointwise convergence of the kth derivative in Proposition 2 (and hence of the lower-order
derivatives) of each sequence (ϕ¯n)n, and thus of the sequence (ϕn)n, one can easily verify that
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each ε > 0, there exists N = N(ε) such that for every t ∈ R, x ∈ E, and n,mN(ε) we have∥∥ϕn(t, x)− ϕm(t, x)∥∥ ε‖x‖. (37)
Letting n → ∞ in (37), we obtain ‖ϕ − ϕm‖  ε whenever m  N(ε). This completes the
proof. 
Let now α1 be as in (26) and consider constants Cj > 0 for j = 0, . . . , k + 1. As in Section 3
we denote by ∂ the partial derivative with respect to the second variable. For a fixed s ∈ R, set
ρ(t) = (a + α1)(t − s)+ a′|s| (38)
and let B+ be the space of continuous functions x : [s,+∞) × E → E of class Ck (k  1) in ξ
such that x(s, ξ) = ξ for every ξ ∈ E, and
‖x‖′ := sup
{‖x(t, ξ)‖
‖ξ‖ e
−ρ(t): t  s, ξ ∈ E \ {0}
}
C0, (39)
‖x‖j := sup
{∥∥∂j x(t, ξ)∥∥e−jρ(t): t  s, ξ ∈ E} Cj for j = 1, . . . , k,
Lk(x) := sup
{‖∂kx(t, ξ)− ∂kx(t, ξ¯ )‖
‖ξ − ξ¯‖ e
−(k+1)ρ(t)
}
 Ck+1,
with the last supremum taken over all t  s and ξ, ξ¯ ∈ E with ξ = ξ¯ . Note that given x ∈ B+, for
every t  s and ξ , ξ¯ ∈ E with ξ = ξ¯ we have∥∥x(t, ξ)∥∥ ‖x‖′‖ξ‖eρ(t) C0‖ξ‖eρ(t), (40)∥∥∂j x(t, ξ)∥∥ ‖x‖j ejρ(t) Cjejρ(t) for j = 1, . . . , k, (41)
‖∂kx(t, ξ)− ∂kx(t, ξ¯ )‖
‖ξ − ξ¯‖  Lk(x)e
(k+1)ρ(t) Cke(k+1)ρ(t). (42)
Proposition 4. With the norm in (39), B+ is a complete metric space.
Proof. Given a function x ∈ B+ we set x¯ = x|({t} ×BR) for each fixed t  s and R > 0, where
BR ⊂ E is the ball of radius R centered at 0. Then∥∥x¯(ξ)∥∥= ∥∥x(t, ξ)∥∥ ‖x‖′‖ξ‖eρ(t) D
for each ξ ∈ BR , where D = C0Reρ(t). Thus, if (xn)n ⊂ B+ is a Cauchy sequence with respect
to the norm in (39), then (x¯n)n ⊂ Ck,αD (BR,E) is a Cauchy sequence in the supremum norm.
Hence, there exists a function x¯ :BR → E such that ‖x¯n − x¯‖∞ → 0 as n → ∞. We can now
proceed as in the proof of Proposition 3 to obtain the desired statement. 
We now consider the past. With α2 as in (26), we set
σ(t) = (c + α2)(s − t)+ c′|s|, (43)
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in ξ such that x(s, ξ) = ξ for every ξ ∈ E, and
‖x‖′ := sup
{‖x(t, ξ)‖
‖ξ‖ e
−σ(t): t  s, ξ ∈ E \ {0}
}
 C0, (44)
‖x‖j := sup
{∥∥∂j x(t, ξ)∥∥e−jσ (t): t  s, ξ ∈ E} Cj for j = 1, . . . , k,
Lk(x) := sup
{‖∂kx(t, ξ)− ∂kx(t, ξ¯ )‖
‖ξ − ξ¯‖ e
−(k+1)σ (t)
}
 Ck+1, (45)
with the last supremum taken over all t  s and ξ, ξ¯ ∈ E with ξ = ξ¯ .
Proposition 5. With the norm in (44), B− is a complete metric space.
The proof of Proposition 5 is analogous to that of Proposition 4.
4.2. Preliminary bounds
In this section we establish several auxiliary bounds that are needed in the proof of Theorem 3.
We first recall the Faà di Bruno formula for the nth derivative of a composition of functions.
Consider open sets Y , Z, and W of Banach spaces. Let g :Y → Z be defined in an open neigh-
borhood of x ∈ Y with derivatives up to order n at x. Let also f :Z → W be defined in an open
neighborhood of y = g(x) ∈ Z with derivatives up to order n at y. Then the nth derivative of the
composition h = f ◦ g at x is given by the formula
dnx h =
n∑
k=1
dkyf
∑
0r1,...,rkn
r1+···+rk=n
cr1···rk dr1x g · · ·drkx g, (46)
for some nonnegative integers cr1···rk . In particular, collecting the derivatives of the same order,
one can show that (see [13])
∥∥dnx h∥∥ n! n∑
k=1
∥∥dkyf ∥∥ ∑
p(n,k)
n∏
j=1
‖djx g‖kj
kj !(j !)kj
, (47)
where
p(n, k) =
{
(k1, . . . , kn) ∈ Nn0:
n∑
j=1
kj = k and
n∑
j=1
jkj = n
}
(48)
(N0 is the set of nonnegative integers). Furthermore, using (46) and the triangular inequality one
can show that for every y = g(x) and y¯ = g(x¯),
∥∥dnx h− dnx¯ h∥∥ n! n∑∥∥dkyf − dky¯ f ∥∥ ∑ n∏ ‖djx g‖kj
kj !(j !)kj
+ n!
n∑∥∥dky¯ f ∥∥Sk, (49)k=1 p(n,k) j=1 k=1
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Sk :=
∑
p(n,k)
n∑
j=1
Tj
kj !(j !)kj
j−1∏
m=1
‖dmx¯ g‖km
km!(m!)km
n∏
m=j+1
‖dmx g‖km
km!(m!)km ,
and
Tj :=
∥∥djx g − djx¯ g∥∥ kj−1∑
k=0
∥∥djx g∥∥kj−1−k∥∥djx¯ g∥∥k.
A multivariate extension of the Faà di Bruno formula was established in [13]. It can be readily
generalized to transformations in Banach spaces, in the following manner. Let g = (g1, g2) be
defined in a neighborhood of x with derivatives up to order n at x. Let also f (y) be defined in
a neighborhood of (y1, y2) = (g1(x), g2(x)) with derivatives up to order n at (y1, y2). Then the
nth derivative of the composition h = f ◦ (g1, g2) at x satisfies (compare with [13])∥∥dnx h∥∥ n!∑
q(n)
∥∥∂λ1,λ2y1,y2 f ∥∥ n∑
s=1
∑
ps(n,λ)
s∏
j=1
(
kj1, kj2
lj
)∥∥dljx g1∥∥kj1∥∥dljx g2∥∥kj2 , (50)
using the notations
∂λ1,λ2y1,y2 f =
∂λ1+λ2f (y1, y2)
∂y
λ1
1 ∂y
λ2
2
,
(
kj1, kj2
lj
)
:= 1
kj1!kj2!(lj !)kj1+kj2
,
q(n) = {(λ1, λ2): λ1 + λ2 ∈ {1, . . . , n}},
and, setting λ = (λ1, λ2),
ps(n,λ) =
{
(k11, k12, . . . , ks1, ks2, l1, . . . , ls) ∈ N2s0 ×Ns :
(kj1, kj2) = (0,0) for 1 j  s, l1 < · · · < ls,
s∑
j=1
kjl = λl for l = 1,2, and
s∑
j=1
lj (kj1 + kj2) = n
}
. (51)
Furthermore, in a similar manner to that in (49), one can show that for every (y1, y2) =
(g1(x), g2(x)) and (y¯1, y¯2) = (g1(x¯), g2(x¯)),
∥∥dnx h− dnx¯ h∥∥ n!∑
q(n)
∥∥∂λ1,λ2y1,y2 f − ∂λ1,λ2y¯1,y¯2 f ∥∥ n∑
s=1
∑
ps(n,λ)
s∏
j=1
(
kj1, kk2
lj
)∥∥dljx g1∥∥kj1∥∥dljx g2∥∥kj2
+ n!
∑∥∥∂λ1,λ2y¯1,y¯2 f ∥∥ n∑ S˜s , (52)
q(n) s=1
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S˜s :=
∑
ps(n,λ)
s∑
j=1
(
kj1, kj2
lj
)
T˜kj1,kj2,lj
( lj−1∏
i=1
(
kj1, kj2
lj
)∥∥dlix¯ g1∥∥ki1∥∥dlix¯ g2∥∥ki2
×
s∏
i=lj+1
(
ki1, ki2
li
)∥∥dlix g1∥∥ki1∥∥dlix g2∥∥ki2
)
,
and
T˜kj1,kj2,lj :=
∥∥dljx¯ g1∥∥kj1∥∥dljx g2 − dljx¯ g2∥∥ kj2−1∑
k=0
∥∥dljx g2∥∥kj2−1−k∥∥dljx¯ g2∥∥k
+ ∥∥dljx g2∥∥kj2∥∥dljx g1 − dljx¯ g1∥∥ kj1−1∑
k=0
∥∥dljx g1∥∥kj1−1−k∥∥dljx¯ g1∥∥k.
We now use the inequalities in (47), (49), (50), and (52) to obtain several bounds for the
norms of the derivatives of solutions and of the vector field along solutions. Given ϕ ∈ X and
x ∈ B+ ∪ B− we write
ϕ∗(t, ξ) = ϕ(t, x(t, ξ)). (53)
We recall the functions ρ and σ defined respectively in (38) and (43).
Lemma 1. For each j = 1, . . . , k there exist constants Aj and Bj such that given ϕ ∈ X and
(s, ξ) ∈ R×E we have
∥∥∂jϕ∗(t, ξ)∥∥ {Ajejρ(t), t  s and x ∈ B+,
Bj e
jσ(t), t  s and x ∈ B−.
Proof. We will only consider the case when t  s and x ∈ B+, since the other case can be treated
in an analogous manner. Using (47) for the derivative ∂jϕ∗ we obtain
∥∥∂jϕ∗(t, ξ)∥∥ j ! j∑
m=1
∥∥∂mϕ(t, x(t, ξ))∥∥ ∑
p(j,m)
j∏
l=1
‖∂lx(t, ξ)‖kl
kl !(l!)kl ,
with p(j,m) given by (48). Since ϕ ∈ X, using the identity ∑jl=1 lkl = j in (48) together with
(41), we have
∥∥∂jϕ∗(t, ξ)∥∥ j ! j∑
m=1
κm
∑
p(j,m)
j∏
l=1
(Cle
lρ(t))kl
kl !(l!)kl
 ejρ(t)j !
j∑
κm
∑ j∏ Ckll
kl !(l!)kl .
m=1 p(j,m) l=1
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Aj = j !
j∑
m=1
κm
∑
p(j,m)
j∏
l=1
C
kl
l
kl !(l!)kl
we obtain the desired statement. The constants Bj can be obtained in a similar manner. 
In the following lemmas, as in Lemma 1, we will continue to give the proofs only when t  s
and x ∈ B+. The other case is analogous. Given ϕ ∈ X and x ∈ B+ ∪ B− we write
g∗(t, ξ) = g(t, x(t, ξ), ϕ(t, x(t, ξ)))= g(t, x(t, ξ), ϕ∗(t, ξ)), (54)
with ϕ∗(t, ξ) as in (53).
Lemma 2. For each j = 1, . . . , k there exist constants Aj and Bj such that given ϕ ∈ X and
(s, ξ) ∈ R×E we have
∥∥∂jg∗(t, ξ)∥∥ δe−β|t | { Ajejρ(t), t  s and x ∈ B+,Bjejσ(t), t  s and x ∈ B−.
Proof. Using (50) for the derivative ∂jg∗(t, ξ) we obtain∥∥∂jg∗(t, ξ)∥∥
 j !
∑
q(j)
∥∥∂λ1,λ2x(t,ξ),ϕ(t,x(t,ξ))g(t, ·)∥∥ j∑
s=1
∑
ps(j,λ)
s∏
m=1
(
km1, km2
lm
)∥∥∂lmx(t, ξ)∥∥km1∥∥∂lmϕ∗(t, ξ)∥∥km2 ,
with ps(j, λ) given by (51). Set
Ps =
s∏
m=1
(
km1, km2
lm
)
C
km1
lm
A
km2
lm
, Aj = j !
∑
q(j)
cj
j∑
s=1
∑
ps(j,λ)
Ps.
Since ϕ ∈ X, using the identity ∑sm=1 lm(km1 + km2) = j in (51), together with (18) and (41), it
follows from Lemma 1 that
∥∥∂jg∗(t, ξ)∥∥ δe−β|t |j !∑
q(j)
cj
j∑
s=1
∑
ps(j,λ)
s∏
m=1
(
km1, km2
lm
)
× (Clmelmρ(t))km1(Almelmρ(t))km2
 δe−β|t |ejρ(t)j !
∑
q(j)
cj
j∑
s=1
∑
ps(j,λ)
Ps  Ajδe−β|t |ejρ(t).
This gives the desired statement. 
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∥∥∂j x(t, ξ)− ∂j x(t, ξ¯ )∥∥ Cj+1‖ξ − ξ¯‖{ e(j+1)ρ(t), t  s and x ∈ B+,
e(j+1)σ (t), t  s and x ∈ B−.
Proof. By the definition of the spaces B+ and B−, the statement is automatically true for j = k
(see (42) and (45)). For j < k, it suffices to observe that by (41) we have∥∥∂j x(t, ξ)− ∂j x(t, ξ¯ )∥∥ sup
r∈[0,1]
∥∥∂j+1x(t, ξ + r(ξ¯ − ξ))∥∥ · ‖ξ − ξ¯‖
 Cj+1e(j+1)ρ(t)‖ξ − ξ¯‖,
with an application of the mean value theorem. 
Lemma 4. For each j = 0, . . . , k there exist constants A˜j and B˜j such that given ϕ ∈ X and
(s, ξ), (s, ξ¯ ) ∈ R×E we have
∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥ ‖ξ − ξ¯‖{ A˜j e(j+1)ρ(t), t  s and x ∈ B+,
B˜j e
(j+1)σ (t), t  s and x ∈ B−.
Proof. For j < k the result follows immediately from Lemma 1. However, the proof does not
simplify by considering only the case j = k. By (49) we have∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥
 j !
j∑
m=1
∥∥∂mϕ(t, x(t, ξ))− ∂mϕ(t, x(t, ξ¯ ))∥∥ ∑
p(j,m)
j∏
l=1
‖∂lx(t, ξ)‖kl
kl !(l!)kl
+ j !
j∑
m=1
∥∥∂mϕ(t, x(t, ξ¯ ))∥∥Sj , (55)
with p(j,m) as in (48) and with
Sj :=
∑
p(j,m)
j∑
l=1
Tl
kl !(l!)kl
l−1∏
i=1
‖∂ix(t, ξ¯ )‖ki
ki !(m!)ki
j∏
i=l+1
‖∂ix(t, ξ)‖ki
ki !(m!)ki , (56)
where
Tl :=
∥∥∂lx(t, ξ)− ∂lx(t, ξ¯ )∥∥ kl−1∑
k=0
∥∥∂lx(t, ξ)∥∥kl−1−k∥∥∂lx(t, ξ¯ )∥∥k.
Since ϕ ∈ X, by (23) and (24) for m = 1, . . . , k we have∥∥∂mϕ(t, x(t, ξ))− ∂mϕ(t, x(t, ξ¯ ))∥∥ κm+1∥∥x(t, ξ)− x(t, ξ¯ )∥∥.
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Furthermore, by Lemma 3 and (41) with j = l,
Tl  Cl+1e(l+1)ρ(t)‖ξ − ξ¯‖
kl−1∑
k=0
(
Cle
lρ(t)
)kl−1
 Cl+1Ckl−1l kle
(lkl+1)ρ(t)‖ξ − ξ¯‖. (58)
Set now
Qi,ki =
C
ki
i
(ki !)(i!)ki and Ĉj =
∑
p(j,m)
j∑
l=1
Cl+1kl
Cl
j∏
i=1
Qi,ki .
By (58) and (41) it follows from (56) that
Sj 
∑
p(j,m)
j∑
l=1
Tl
kl !(l!)kl
j∏
i=1, i =l
(Cie
iρ(t))ki
ki !(i!)ki

∑
p(j,m)
j∑
l=1
Cl+1Ckl−1l kl
kl !(l!)kl e
(lkl+1)ρ(t)‖ξ − ξ¯‖
j∏
i=1, i =l
Qi,ki e
ikiρ(t)
= Ĉj e(j+1)ρ(t)‖ξ − ξ¯‖, (59)
where in the last inequality we have used the identity
∑j
m=1 mkm = j (see (48)). Thus, by (55),
(57), (59), (41), and the fact that ϕ ∈ X, we obtain
∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥ C1j !eρ(t)‖ξ − ξ¯‖ j∑
m=1
κm+1
∑
p(j,m)
j∏
l=1
(Cle
lρ(t))kl
kl !(l!)kl
+ Ĉj j !e(j+1)ρ(t)‖ξ − ξ¯‖
j∑
m=1
κm
= A˜j e(j+1)ρ(t)‖ξ − ξ¯‖,
since
∑j
l=1 lkl = j (see (48)), where
A˜j = C1j !
j∑
m=1
κm+1
∑
p(j,m)
j∏
l=1
C
kl
l
kl !(l!)kl + Ĉj j !
j∑
m=1
κm.
We have thus obtained the desired statement. 
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have
∥∥∂kg∗(t, ξ)− ∂kg∗(t, ξ¯ )∥∥ δe−β|t |‖ξ − ξ¯‖{ Âke(k+1)ρ(t), t  s and x ∈ B+,
B̂ke
(k+1)σ (t), t  s and x ∈ B−.
Proof. By (52) we have
∥∥∂kg∗(t, ξ)− ∂kg∗(t, ξ¯ )∥∥
 k!
∑
q(k)
Gλ1,λ2
k∑
s=1
∑
ps(k,λ)
s∏
m=1
(
km1, km2
lm
)∥∥∂lmx(t, ξ)∥∥km1∥∥∂lmϕ∗(t, ξ)∥∥km2
+ k!
∑
q(k)
∥∥∂λ1,λ2
x(t,ξ¯ ),ϕ∗(t,ξ¯ )g(t, ·)
∥∥ k∑
s=1
S˜s , (60)
where
Gλ1,λ2 :=
∥∥∂λ1,λ2x(t,ξ),ϕ∗(t,ξ)g(t, ·)− ∂λ1,λ2x(t,ξ¯ ),ϕ∗(t,ξ¯ )g(t, ·)∥∥,
and where
S˜s :=
∑
ps(k,λ)
s∑
m=1
(
km1, km2
lm
)
T˜km1,km2,lm
(
lm−1∏
i=1
(
ki1, ki2
li
)∥∥∂li x(t, ξ¯ )∥∥ki1
× ∥∥∂li ϕ∗(t, ξ¯ )∥∥ki2 s∏
i=lm+1
(
ki1, ki2
li
)∥∥∂li x(t, ξ)∥∥ki1∥∥∂li ϕ∗(t, ξ)∥∥ki2), (61)
with
T˜km1,km2,lm :=
∥∥∂lmϕ∗(t, ξ)∥∥km2∥∥∂lmx(t, ξ)− ∂lmx(t, ξ¯ )∥∥
×
km1−1∑
k=0
∥∥∂lmx(t, ξ)∥∥km1−1−k∥∥∂lmx(t, ξ¯ )∥∥k
+ ∥∥∂lmx(t, ξ¯ )∥∥km1∥∥∂lmϕ∗(t, ξ)− ∂lmϕ∗(t, ξ¯ )∥∥
×
km2−1∑
k=0
∥∥∂lmϕ∗(t, ξ)∥∥km2−1−k∥∥∂lmϕ∗(t, ξ¯ )∥∥k.
By the mean value theorem, (18), and Lemmas 3 and 4 with j = 0, for λ1 + λ2 = 1, . . . , k − 1
we have
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r∈[0,1]
∥∥∂λ1+1,λ2a(r) g(t, ·)∥∥ · ∥∥x(t, ξ)− x(t, ξ¯ )∥∥
+ sup
r∈[0,1]
∥∥∂λ1,λ2+1b(r) g(t, ·)∥∥ · ∥∥ϕ∗(t, ξ)− ϕ∗(t, ξ¯ )∥∥
 cλ1+λ2+1δe−β|t |eρ(t)‖ξ − ξ¯‖(C1 + A˜0),
where
a(r) = (x(t, ξ)+ r(x(t, ξ¯ )− x(t, ξ)), ϕ∗(t, ξ)),
b(r) = (x(t, ξ), ϕ∗(t, ξ)+ r(ϕ∗(t, ξ¯ )− ϕ∗(t, ξ))).
Furthermore, when λ1 + λ2 = k it follows from (19) and Lemmas 3 and 4 that
Gλ1,λ2 =
∥∥∂λ1,λ2x(t,ξ),ϕ∗(t,ξ)g(t, ·)− ∂λ1,λ2x(t,ξ¯ ),ϕ∗(t,ξ¯ )g(t, ·)∥∥
 ck+1δe−β|t |
∥∥(x(t, ξ), ϕ∗(t, ξ))− (x(t, ξ¯ ), ϕ∗(t, ξ¯ ))∥∥
 ck+1δe−β|t |eρ(t)‖ξ − ξ¯‖(C1 + A˜0).
Thus, for each (λ1, λ2) ∈ q(k) we have
Gλ1,λ2  cλ1+λ2+1δe−β|t |eρ(t)‖ξ − ξ¯‖(C1 + A˜0).
By (41), Lemma 1, and since ∑sm=1 lm(km1 + km2) = k (see (51)), the first summand in (60) is
bounded by
Gkδe
−β|t |e(k+1)ρ(t)‖ξ − ξ¯‖, (62)
where
Gk = (C1 + A˜0)
∑
q(k)
cλ1+λ2+1
k∑
s=1
∑
ps(k,λ)
k!
s∏
m=1
(
km1, km2
lm
)
C
km1
lm
A
km2
lm
.
Setting
Em = Akm2−1lm C
km1−1
lm
[AlmClm+1km1 +ClmA˜lmkm2],
it follows from Lemmas 1, 3, and 4 that
T˜km1,km2,lm 
(
Alme
lmρ(t)
)km2‖ξ − ξ¯‖Clm+1e(lm+1)ρ(t) km1−1∑
k=0
(
Clme
lmρ(t)
)km1−1
+ (Clmelmρ(t))km1‖ξ − ξ¯‖A˜lme(lm+1)ρ(t) km2−1∑
k=0
(
Alme
lmρ(t)
)km2−1
Eme(1+lm(km1+km2))ρ(t)‖ξ − ξ¯‖.
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S˜s 
∑
ps(k,λ)
s∑
m=1
(
km1, km2
lm
)
Eme
(1+lm(km1+km2))ρ(t)‖ξ − ξ¯‖
× e
∑s
i=1, i =m li (ki1+ki2)ρ(t)
s∏
i=1, i =m
(
ki1, ki2
li
)
C
ki1
li
A
ki2
li
 Fse(k+1)ρ(t)‖ξ − ξ¯‖,
using the identity
∑s
i=1 li (ki1 + ki2) = k and the notation
Fs =
∑
ps(k,λ)
s∑
m=1
(
km1, km2
lm
)
Em
s∏
i=1, i =m
(
ki1, ki2
li
)
C
ki1
li
A
ki2
li
.
Therefore, the second summand in (60) is bounded by
δk!e−β|t |e(k+1)ρ(t)‖ξ − ξ¯‖
∑
q(k)
cλ1+λ2
k∑
s=1
Fs = Hkδe−β|t |e(k+1)ρ(t)‖ξ − ξ¯‖, (63)
where
Hk = k!
∑
q(k)
cλ1+λ2
k∑
s=1
Fs.
It follows from (60), (62), and (63) that∥∥∂kg∗(t, ξ)− ∂kg∗(t, ξ¯ )∥∥ δe−β|t |e(k+1)ρ(t)‖ξ − ξ¯‖(Gk +Hk).
Thus, the statement in the lemma follows setting Âk = Gk + Hk . We proceed in an analogous
manner to obtain the constant B̂k . 
4.3. Solution on the central direction
The proof of Theorem 3 will be obtained in several steps. We first establish the existence of a
unique function x = xϕ satisfying the first equation in (35) for each given ϕ ∈ X.
Lemma 6. Provided that δ is sufficiently small, for each ϕ ∈ X the following properties hold:
1. given (s, ξ) ∈ R × E there exists a unique function x = xϕ :R × E → E with xϕ(s, ξ) = ξ
satisfying the first equation in (35) for every t ∈ R;
2. the function xϕ satisfies
xϕ |[s,+∞)×E ∈ B+, xϕ |(−∞, s] ×E ∈ B−,
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∥∥xϕ(t, ξ)∥∥ {2D1eρ(t)‖ξ‖, t  s,2D2eσ(t)‖ξ‖, t  s. (64)
Proof. We start with the case when t  s. Given s ∈ R, ϕ ∈ X, and ξ ∈ E, we define the operator
(Jx)(t, ξ) = U(t, s)ξ +
t∫
s
U(t, τ )g
(
τ, x(τ, ξ), ϕ
(
τ, x(τ, ξ)
))
dτ
for each x ∈ B+ and t  s. Clearly Jx is a continuous function of class Ck in ξ . The fact that
(Jx)(s, ξ) = ξ is a consequence of the identity U(s, s)ξ = ξ . Furthermore, using (20) and (40)
we obtain
∥∥g(τ, x(τ, ξ), ϕ(τ, x(τ, ξ)))∥∥
 c1δe−β|τ |
∥∥(x(τ, ξ), ϕ(τ, x(τ, ξ)))∥∥ c1δ(1 + κ1)e−β|τ |∥∥x(τ, ξ)∥∥
 c1C0δ(1 + κ1)eρ(τ)e−β|τ |‖ξ‖.
Thus, using the first inequality in (15) and the definition of β in (21),
∥∥(Jx)(t, ξ)−U(t, s)ξ∥∥ t∫
s
∥∥U(t, τ )∥∥ · ∥∥g(τ, x(τ, ξ), ϕ(τ, x(τ, ξ)))∥∥dτ
 c1C0δ(1 + κ1)D1‖ξ‖ea′|s|
t∫
s
e(a+α1)(τ−s)ea(t−τ)e(a′−β)|τ | dτ
 c1C0δ(1 + κ1)D1‖ξ‖eρ(t)
t∫
s
e−α1(t−τ)e(a′−β)|τ | dτ  θ‖ξ‖eρ(t),
where
θ = c1C0D1(1 + κ1)δ/α1.
Furthermore, by (15) and (38), we have ‖U(t, s)ξ‖  D1eρ(t)‖ξ‖. Thus, choosing a constant
C0 >D1 and taking δ sufficiently small, we obtain ‖Jx‖′ D1 + θ < C0.
We now consider the derivatives ∂j (Jx). By Lemma 2 applied to the function g∗ in (54), for
j = 1, . . . , k, we have ∥∥∂jg∗(τ, ξ)∥∥ Ajδe−β|τ |ejρ(τ).
Thus, by the first inequality in (15), for j = 2, . . . , k,
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s
∥∥U(t, τ )∥∥ · ∥∥∂jg∗(τ, ξ)∥∥dτ
 AjδD1eja′|s|
t∫
s
ej (a+α1)(τ−s)ea(t−τ)e(a′−β)|τ | dτ
 AjδD1ejρ(t)
t∫
s
e−((j−1)a+α1j)(t−τ)e(a′−β)|τ | dτ

AjD1δ
(j − 1)a + α1j e
jρ(t).
Therefore, taking δ sufficiently small, for j = 2, . . . , k we have
∥∥∂j (Jx)∥∥
j

AjD1δ
(j − 1)a + α1j  Cj .
When j = 1 the term U(t, s) is also present in the derivative, and thus∥∥∂(Jx)(t, ξ)∥∥ ∥∥U(t, s)∥∥+ A1D1δ/α1.
Choosing a constant C1 >D1 and taking δ sufficiently small we obtain
∥∥∂(Jx)∥∥1 D1 + A1D1δα1 <C1.
Finally, by Lemma 5 and the first inequality in (15), for each t  s and ξ, ξ¯ ∈ E with ξ = ξ¯ we
have
∥∥∂k(Jx)(t, ξ)− ∂k(Jx)(t, ξ¯ )∥∥

t∫
s
∥∥U(t, τ )∥∥ · ∥∥∂kg∗(τ, ξ)− ∂kg∗(τ, ξ¯ )∥∥dτ
 ÂkD1δe(k+1)a
′|s|‖ξ − ξ¯‖
t∫
s
e(k+1)(a+α1)(τ−s)ea(t−τ)e(a′−β)|τ | dτ
 ÂkD1δ‖ξ − ξ¯‖e(k+1)ρ(t)
t∫
s
e−(ka+(k+1)α1)(t−τ)e(a′−β)|τ | dτ
 ÂkD1δ ‖ξ − ξ¯‖e(k+1)ρ(t).
ka + (k + 1)α1
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Lk(Jx)
ÂkD1δ
ka + (k + 1)α1  Ck+1.
Hence, Jx ∈ B+ and J :B+ → B+ is a well-defined operator.
We now prove that J is a contraction with the norm ‖ · ‖′ in (39). Given x, y ∈ B+ and τ  s,
it follows from (20) and the definition of α1 that∥∥g(τ, x(τ, ξ), ϕ(τ, x(τ, ξ)))− g(τ, y(τ, ξ), ϕ(τ, y(τ, ξ)))∥∥
 δe−β|τ |
∥∥(x(τ, ξ), ϕ(τ, x(τ, ξ)))− (y(τ, ξ), ϕ(τ, y(τ, ξ)))∥∥
 c1δ(1 + κ1)e−β|τ |
∥∥x(τ, ξ)− y(τ, ξ)∥∥
 α1
2D1
eρ(τ)e−β|τ |‖ξ‖ · ‖x − y‖′. (65)
By the first inequality in (15) and (65) we obtain∥∥(Jx)(t, ξ)− (Jy)(t, ξ)∥∥

t∫
s
∥∥U(t, τ )∥∥ · ∥∥g(τ, x(τ, ξ), ϕ(τ, x(τ, ξ)))− g(τ, y(τ, ξ), ϕ(τ, y(τ, ξ)))∥∥dτ
 α1
2
‖ξ‖ · ‖x − y‖′e(a+α1)(t−s)+a′|s|
t∫
s
e−α1(t−τ)e(a′−β)|τ | dτ
 ‖ξ‖
2
· ‖x − y‖′eρ(t)
for each t  s, using the fact that β  a′. Therefore
‖Jx − Jy‖′  1
2
‖x − y‖′, (66)
and J is a contraction. Thus, by Proposition 4, there exists a unique function x = xϕ ∈ B+ such
that Jx = x. Furthermore, setting z(t, ξ) = U(t, s)ξ and J˜ x = Jx − z, the function x can be
obtained by
x(t, ξ) =
+∞∑
n=0
(
J˜ nz
)
(t, ξ)
for each t  s. Since J˜ x = Jx − J0, it follows from (66) that
‖x‖′ 
+∞∑
n=0
∥∥J˜ nz∥∥′  +∞∑
n=0
1
2n
‖z‖′ = 2‖z‖′  2D1,
which together with (39) yields the desired results for t  s.
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the norm (44), using the first inequality in (16) as well as the fact that β  c′, together with
Proposition 5. 
By Lemma 6 we have
xϕ |[s,+∞)×E ∈ B+ and xϕ |(−∞, s] ×E ∈ B−.
Thus, if we denote by xϕ and x¯ϕ the unique functions given by Lemma 6 such that xϕ(s, ξ) = ξ
and x¯ϕ(s, ξ¯ ) = ξ¯ , it follows from Lemma 3 that
∥∥xϕ(t, ξ)− x¯ϕ(t, ξ¯ )∥∥C1‖ξ − ξ¯‖{ eρ(t), t  s,
eσ(t), t  s.
4.4. Equivalent problem
In order to establish the existence of a function ϕ ∈ X satisfying the second identity in (35)
when x = xϕ , where xϕ is the continuous function given by Lemma 6 with xϕ(s, ξ) = ξ , we first
transform this problem into an equivalent problem.
Lemma 7. Provided that δ is sufficiently small, given ϕ ∈ X the following properties are equiva-
lent:
1.
ϕ1
(
t, xϕ(t, ξ)
)= V1(t, s)ϕ1(s, ξ)+ t∫
s
V1(t, τ )h1
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (67)
for every (s, ξ) ∈ R×E and t  s, and
ϕ2
(
t, xϕ(t, ξ)
)= V2(t, s)ϕ2(s, ξ)+ t∫
s
V2(t, τ )h2
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (68)
for every (s, ξ) ∈ R×E and t  s;
2.
ϕ1(s, ξ) =
s∫
−∞
V1(τ, s)
−1h1
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ,
ϕ2(s, ξ) = −
+∞∫
s
V2(τ, s)
−1h2
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (69)
for every (s, ξ) ∈ R×E (including the requirement that the integrals are well defined).
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By the second inequality in (64) in Lemma 6, and (20), for each τ  s we have∥∥h1(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))∥∥
 c1δe−β|τ |(1 + κ1)
∥∥xϕ(τ, ξ)∥∥ c1δe−β|τ |(1 + κ1)2D2eσ(τ)‖ξ‖. (70)
Proceeding in a similar manner, using now the first inequality in (64), for each τ  s we have∥∥h2(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))∥∥ c1δe−β|τ |(1 + κ1)2D1eρ(τ)‖ξ‖. (71)
It follows from the second inequality in (16), and (70), using the inequality |τ | |τ − s| + |s|,
that
s∫
−∞
∥∥V1(τ, s)−1h1(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))∥∥dτ
 c1δD4(1 + κ1)2D2ec′|s|‖ξ‖
s∫
−∞
e(c−d+α2)(s−τ)e−(β−d ′)|τ | dτ
 c1δD4(1 + κ1)2D2ec′|s|‖ξ‖
s∫
−∞
e(T2+α2)(s−τ) dτ, (72)
since T2  c − d (because c  0) and where we have used that β  d ′. By (22) we have T2 <
0 and choosing δ sufficiently small we can make α2 sufficiently small so that T2 + α2 < 0.
This shows that the first integral in (69) is well defined. In a similar manner, using the second
inequality in (15) and (71) we obtain
+∞∫
s
∥∥V2(τ, s)−1h2(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))∥∥dτ
 c1δD3(1 + κ1)2D1ea′|s|‖ξ‖
+∞∫
s
e(T1+α1)(τ−s) dτ, (73)
since T1  a − b (because a  0) and where we have used that β  b′. By (22) we have T1 < 0
and choosing δ sufficiently small we have T1 + α1 < 0. Thus, the second integral in (69) is also
well defined.
We now assume that the identities (67)–(68) hold, and we rewrite them in the equivalent form
ϕi(s, ξ) = Vi(t, s)−1ϕi
(
t, xϕ(t, ξ)
)
−
t∫
Vi(τ, s)
−1hi
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (74)s
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inequality in (16), for every t  s we have∥∥V1(t, s)−1ϕ1(t, xϕ(t, ξ))∥∥D4e−d(s−t)+d ′|t |κ1∥∥xϕ(t, ξ)∥∥
 2D4D2κ1‖ξ‖e(c−d+d ′+α2)(s−t)+(c′+d ′)|s|
 2D4D2κ1‖ξ‖e(T2+α2)(s−t)+(c′+d ′)|s|.
Thus, letting t → −∞ in (74) when i = 1, we obtain the first identity in (69). To establish the
second identity we proceed in a similar manner using the first inequality in (64) and the second
inequality in (15) to obtain∥∥V2(t, s)−1ϕ2(t, xϕ(t, ξ))∥∥ 2D3D1κ1‖ξ‖e(T1+α1)(t−s)+(a′+b′)|s|
for every t  s, and thus, letting t → +∞ in (74) when i = 2, we obtain the second identity
in (69).
We now assume that the identities in (69) hold for every (s, ξ) ∈ R × E. Since
Vi(t, s)Vi(τ, s)
−1 = Vi(t, τ ) for i = 1,2, we obtain
V1(t, s)ϕ1(s, ξ)+
t∫
s
V1(t, τ )h1
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ
=
t∫
−∞
V1(τ, t)
−1h1
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (75)
for each t  s, and
V2(t, s)ϕ2(s, ξ)+
t∫
s
V2(t, τ )h2
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ
= −
+∞∫
t
V2(τ, t)
−1h2
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (76)
for each t  s. We want to show that the right-hand sides of (75) and (76) are respectively
ϕ1(t, xϕ(t, ξ)) and ϕ2(t, xϕ(t, ξ)). We first define a flow Fτ for each τ ∈ R and (s, ξ) ∈ R × E
by
Fτ (s, ξ) =
(
s + τ, xϕ(s + τ, ξ)
)
.
The flow is obtained from the autonomous equation
t ′ = 1, x′ = B(t)x + g(t, x,ϕ(t, x))
considering a new time variable. Note that in view of (69), we have
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s∫
−∞
V1(τ, s)
−1h1
(
Fτ−s(s, ξ), ϕ
(
Fτ−s(s, ξ)
))
dτ,
ϕ2(s, ξ) = −
+∞∫
s
V2(τ, s)
−1h2
(
Fτ−s(s, ξ), ϕ
(
Fτ−s(s, ξ)
))
dτ. (77)
Furthermore,
Fτ−t
(
t, xϕ(t, ξ)
)= Fτ−t(Ft−s(s, ξ))= Fτ−s(s, ξ) = (τ, xϕ(τ, ξ)),
and thus, by (77) with (s, ξ) replaced by (t, xϕ(t, ξ)),
ϕ1
(
t, xϕ(t, ξ)
)= t∫
−∞
V1(τ, t)
−1h1
(
Fτ−t
(
t, xϕ(t, ξ)
)
, ϕ
(
Fτ−t
(
t, xϕt, ξ)
)))
dτ
=
t∫
−∞
V1(τ, t)
−1h1
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ,
ϕ2
(
t, xϕ(t, ξ)
)= − +∞∫
t
V2(τ, t)
−1h2
(
Fτ−t
(
t, xϕ(t, ξ)
)
, ϕ
(
Fτ−t
(
t, xϕ(t, ξ)
)))
dτ
= −
+∞∫
t
V2(τ, t)
−1h2
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ (78)
for every t ∈ R. Combining (75)–(76) and (78), we conclude that (67) and (68) hold on the
respective domains. This completes the proof of the lemma. 
We also need to have some information on how the function xϕ varies with ϕ. Given ϕ, ψ ∈ X
and (s, ξ) ∈ R × E, we denote by xϕ and xψ the continuous functions given by Lemma 6 such
that xϕ(s, ξ) = xψ(s, ξ) = ξ .
Lemma 8. Provided that δ is sufficiently small, for every ϕ,ψ ∈ X and (s, ξ) ∈ R×E we have
∥∥xϕ(t, ξ)− xψ(t, ξ)∥∥ { 2D11+κ1 eρ(t)‖ξ‖ · ‖ϕ −ψ‖, t  s,2D2
1+κ1 e
σ(t)‖ξ‖ · ‖ϕ −ψ‖, t  s.
Proof. Take τ  s. Proceeding in a similar manner to that in (65), we obtain
∥∥g(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))− g(τ, xψ(τ, ξ),ψ(τ, xψ(τ, ξ)))∥∥
 c1δe−β|τ |
∥∥(xϕ(τ, ξ)− xψ(τ, ξ), ϕ(τ, xϕ(τ, ξ))−ψ(τ, xψ(τ, ξ)))∥∥.
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
∥∥ϕ(τ, xϕ(τ, ξ))−ψ(τ, xϕ(τ, ξ))∥∥+ ∥∥ψ(τ, xϕ(τ, ξ))−ψ(τ, xψ(τ, ξ))∥∥

∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖ + κ1∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥,
and hence, ∥∥g(τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))− g(τ, xψ(τ, ξ),ψ(τ, xψ(τ, ξ)))∥∥
 c1δe−β|τ |
(∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖ + (1 + κ1)∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥). (79)
Set now ρ¯(t) = ‖xϕ(t, ξ) − xψ(t, ξ)‖. Using the first inequality in (15), the first inequality in
(64) in Lemma 6, and (79), it follows from (35) and the definition of α1 that
ρ¯(t) c1δ
t∫
s
∥∥U(t, τ )∥∥ · ∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖e−β|τ | dτ
+ c1δ
t∫
s
∥∥U(t, τ )∥∥(1 + κ1)∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥e−β|τ | dτ
 2c1δD21‖ξ‖ · ‖ϕ −ψ‖ea(t−s)+a
′|s|
t∫
s
eα1(τ−s) dτ + α1
2
t∫
s
ea(t−τ)ρ¯(τ ) dτ
for each t  s, where we have used that β  a′. Therefore,
ea(s−t)ρ¯(t) 2c1δD21‖ξ‖ · ‖ϕ −ψ‖ea
′|s|
t∫
s
eα1(τ−s) dτ + α1
2
t∫
s
ea(s−τ)ρ¯(τ ) dτ.
We now use the following version of Gronwall’s lemma (see [12, p. 37]): given continuous
functions u,v,w : [p,q] → R+0 with v differentiable, if
u(t) v(t)+
t∫
p
w(τ)u(τ) dτ
for every t ∈ [p,q], then
u(t) v(p) exp
( t∫
p
w(τ) dτ
)
+
t∫
p
v′(τ ) exp
( t∫
τ
w(r) dr
)
dτ
for every t ∈ [p,q]. Applying this result to the function u(t) = ea(s−t)ρ¯(t) with p = s we readily
obtain
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′|s|
t∫
s
eα1(τ−s)+(α1/2)(t−τ) dτ‖ξ‖ · ‖ϕ −ψ‖
 2D1
1 + κ1 e
(a+α1)(t−s)+a′|s|‖ξ‖ · ‖ϕ −ψ‖
for each t  s. This completes the proof of the lemma when t  s. The case when t  s can
be treated in an analogous manner, using the first inequality in (16) and the second inequality
in (64). 
4.5. Final step
We now use the former lemmas to establish the existence of a function ϕ ∈ X satisfying the
second equation in (35) when x = xϕ , via the equivalence in Lemma 7.
Lemma 9. Provided that δ is sufficiently small, there exists a unique function ϕ ∈ X such that
(69) holds for every (s, ξ) ∈ R×E.
Proof. We look for a fixed point of the operator Φ defined for each ϕ ∈ X by
(Φϕ)(s, ξ) =
( s∫
−∞
V1(τ, s)
−1h1
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ,
−
+∞∫
s
V2(τ, s)
−1h2
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ
)
(80)
for (s, ξ) ∈ R × E, where xϕ :R → E is the unique function given by Lemma 6 such that
xϕ(s, ξ) = ξ . In view of Proposition 3, it is sufficient to prove that Φ is a contraction with the
norm in (36).
We first note that by the chain rule, the continuous function Φϕ is of class Ck in ξ for
each ϕ ∈ X. Since xϕ(t,0) = 0 for every ϕ ∈ X and t ∈ R (see (64)), it follows from (80) that
(Φϕ)(s,0) = 0 for every s ∈ R. Furthermore, also by (80),
∂(Φϕ)(s,0) =
( s∫
−∞
V1(τ, s)
−1∂h1(τ,0)∂aϕ(τ,0) dτ,
−
+∞∫
s
V2(τ, s)
−1∂h2(τ,0)∂aϕ(τ,0) dτ
)
,
where
aϕ(τ, ξ) =
(
xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
.
Since ∂h1(τ,0) = ∂h2(τ,0) = 0 we have ∂(Φϕ)(s,0) = 0 for every s ∈ R.
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h∗m(τ, ξ) = hm(τ, aϕ(τ, ξ)), m = 1,2, for j = 1, . . . , k we have
a
j
m(τ, ξ) :=
∥∥∂jh∗m(τ, ξ)∥∥ δe−β|τ | { Ajejρ(τ), τ  s,Bjejσ(τ), τ  s.
Using the second inequalities in (16) and in (15), together with the definition of β in (21), we
conclude that
∥∥∂j (Φϕ)(s, ξ)∥∥ s∫
−∞
∥∥V1(τ, s)−1∥∥aj1 (τ, ξ) dτ +
+∞∫
s
∥∥V2(τ, s)−1∥∥aj2 (τ, ξ) dτ
 δBjD4
s∫
−∞
e(j (c+α2)−d)(s−τ)−(β−d ′)|τ |+jc′|s| dτ
+ δAjD3
+∞∫
s
e(j (a+α1)−b)(τ−s)−(β−b′)|τ |+ja′|s| dτ.
Since c′|s| c′(s − τ) + c′|τ | for τ  s, and a′|s| a′(τ − s) + a′|τ | for τ  s, together with
the fact that a  0 and c 0, we obtain
∥∥∂j (Φϕ)(s, ξ)∥∥ δBjD4 s∫
−∞
e(T2+jα2)(s−τ) dτ + δAjD3
+∞∫
s
e(T1+jα1)(τ−s) dτ (81)
with T1, T2 < 0 as in (22) and where we have used again (21). Choosing δ sufficiently small we
can make α1 and α2 sufficiently small so that
T1 + kα1 < 0 and T2 + kα2 < 0,
and, for j = 1, . . . , k,
δ
( BjD4
|T2 + jα2| +
AjD3
|T1 + jα1|
)
< κj . (82)
With these choices, we have ‖∂j (Φϕ)(s, ξ)‖  κj for every s ∈ R and ξ ∈ E. Furthermore, by
an analogous statement to that in Lemma 5 with g replaced by h1, h2 we have that for m = 1,2,
bkm(τ) :=
∥∥∂kh∗m(τ, ξ)− ∂kh∗m(τ, ξ¯ )∥∥ δe−β|τ |‖ξ − ξ¯‖{ Âke(k+1)ρ(τ), τ  s,
B̂ke
(k+1)σ (τ), τ  s.
Using again the second inequalities in (16) and in (15), together with the definition of β in (21),
we conclude that
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
s∫
−∞
∥∥V1(τ, s)−1∥∥bk1(τ ) dτ +
+∞∫
s
∥∥V2(τ, s)−1∥∥bk2(τ ) dτ
 δB̂kD4‖ξ − ξ¯‖
s∫
−∞
e((k+1)(c+α2)−d)(s−τ)−(β−d ′)|τ |+(k+1)c′|s| dτ
+ δÂkD3‖ξ − ξ¯‖
+∞∫
s
e((k+1)(a+α1)−b)(τ−s)−(β−b′)|τ |+(k+1)a′|s| dτ
 δB̂kD4‖ξ − ξ¯‖
s∫
−∞
e(T2+(k+1)α2)(s−τ) dτ
+ δÂkD3‖ξ − ξ¯‖
+∞∫
s
e(T1+(k+1)α1)(τ−s) dτ. (83)
Eventually choosing again δ sufficiently small we can make α1 and α2 sufficiently small so that
T1 + (k + 1)α1 < 0 and T2 + (k + 1)α2 < 0, (84)
and
δ
(
B̂kD4
|T2 + (k + 1)α2| +
ÂkD3
|T1 + (k + 1)α1|
)
< κk+1. (85)
With these choices, for every s ∈ R and ξ ∈ E we have∥∥∂k(Φϕ)(s, ξ)− ∂k(Φϕ)(s, ξ¯ )∥∥ κk+1.
This shows that Φ(X) ⊂ X, and hence, Φ :X → X is well defined.
We now show that Φ :X → X is a contraction with the norm in (36). Given ϕ,ψ ∈ X, and
(s, ξ) ∈ R × E, let xϕ and xψ be the unique continuous functions given by Lemma 6 such that
xϕ(s, ξ) = xψ(s, ξ) = ξ . Using (20) and Lemmas 6 and 8 we obtain
bj (τ ) :=
∥∥hj (τ, xϕ(τ, ξ), ϕ(τ, xϕ(τ, ξ)))− hj (τ, xψ(τ, ξ),ψ(τ, xψ(τ, ξ)))∥∥
 c1δe−β|τ |
∥∥(xϕ(τ, ξ)− xψ(τ, ξ), ϕ(τ, xϕ(τ, ξ))−ψ(τ, xψ(τ, ξ)))∥∥
 c1δe−β|τ |
(∥∥xϕ(τ, ξ)∥∥ · ‖ϕ −ψ‖ + (1 + κ1)∥∥xϕ(τ, ξ)− xψ(τ, ξ)∥∥)
 4c1δe−β|τ |‖ξ‖ · ‖ϕ −ψ‖
{
D1eρ(τ), τ  s,
D2eσ(τ), τ  s,
for j = 1,2. Using the second inequalities in (16) and in (15), together with the definition of β
in (21), we conclude that
340 L. Barreira, C. Valls / J. Differential Equations 237 (2007) 307–342∥∥(Φϕ)(s, ξ)− (Φψ)(s, ξ)∥∥

s∫
−∞
∥∥V1(τ, s)−1∥∥b1(τ ) dτ + +∞∫
s
∥∥V2(τ, s)−1∥∥b2(τ ) dτ
 4c1δ‖ξ‖ · ‖ϕ −ψ‖D4D2
s∫
−∞
e(c+α2−d)(s−τ)−(β−d ′)|τ |+c′|s| dτ
+ 4c1δ‖ξ‖ · ‖ϕ −ψ‖D3D1
+∞∫
s
e(a+α1−b)(τ−s)−(β−b′)|τ |+a′|s| dτ.
Since c′|s| c′(s − τ)+ c′|τ | for τ  s, and a′|s| a′(τ − s)+ a′|τ | for τ  s, we obtain∥∥(Φϕ)(s, ξ)− (Φψ)(s, ξ)∥∥
 4c1δ‖ξ‖ · ‖ϕ −ψ‖D4D2
s∫
−∞
e(T2+α2)(s−τ) dτ
+ 4c1δ‖ξ‖ · ‖ϕ −ψ‖D3D1
+∞∫
s
e(T1+α1)(τ−s) dτ
 4c1δ
(
D2D4
|T2 + α2| +
D1D3
|T1 + α1|
)
‖ξ‖ · ‖ϕ −ψ‖,
where we have used again (21) (recall that T1 +α1 < 0 and T2 +α2 < 0). Furthermore, eventually
choosing again δ > 0 sufficiently small we also have
θ = 4c1δ
(
D2D4
|T2 + α2| +
D1D3
|T1 + α1|
)
< 1. (86)
Therefore
‖Φϕ1 −Φϕ2‖ θ‖ϕ1 − ϕ2‖,
and Φ :X → X is a contraction in the complete metric space X (see Proposition 3). Hence, there
exists a unique function ϕ ∈ X satisfying Φϕ = ϕ. This completes the proof of the lemma. 
We can now establish Theorem 3.
Proof of Theorem 3. As explained in Section 4.1, in view of the required invariance property
in (27), to show the existence of a center manifold V is equivalent to find a function ϕ ∈ X satis-
fying (35). It follows from Lemma 6 that for each fixed ϕ ∈ X there exists a unique continuous
function x = xϕ satisfying the first equation in (35). Furthermore, this function is of class Ck
in ξ . Thus, it is sufficient to solve the second equation in (35) setting x = xϕ or, equivalently, to
solve (67)–(68) in Lemma 7. This lemma indicates that to solve (67)–(68) is in its turn equivalent
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(s, ξ) ∈ R×E. Finally, Lemma 9 shows that there exists a unique function ϕ ∈ X such that (69)
holds for every (s, ξ) ∈ R×E.
We now define a map K :R×E → R×X by
K(t, ξ) = Ψt
(
0, ξ, ϕ(0, ξ)
)
. (87)
Since ϕ ∈ X, the map ξ → ϕ(0, ξ) is of class Ck . Furthermore, by the assumptions H1 and H2 the
map (t, s, ξ, η) → Ψt(s, ξ, η) is of class Ck (see Section 2.1). Therefore, K is also of class Ck .
In addition, the map K is injective: if K(t, ξ) = K(t ′, ξ ′) then the first component of K gives
t = t ′; applying Ψ−t to both sides of the identity K(t, ξ) = K(t, ξ ′) yields ξ = ξ ′. This shows
that K is a parametrization of class Ck on R×E of the set V. Therefore, V is a smooth manifold
of class Ck .
It remains to establish the additional properties in the theorem. The first two properties are an
immediate consequence of the above discussion and of Lemma 7. To prove the third property, we
denote by xϕ the unique function given by Lemma 6 such that xϕ(s, ξ) = ξ . With the notation in
(53) we have
∥∥∂jξ Ψτ (s, ξ, ϕ(s, ξ))− ∂jξ Ψτ (s, ξ¯ , ϕ(s, ξ¯ ))∥∥
= ∥∥∂jξ (t, x(t, ξ), ϕ∗(t, ξ))− ∂jξ (t, x(t, ξ¯ ), ϕ∗(t, ξ¯ ))∥∥

∥∥∂j x(t, ξ)− ∂j x(t, ξ¯ )∥∥+ ∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥ (88)
for every τ ∈ R and t = s + τ . Note that by Lemma 4, we have
∥∥∂jϕ∗(t, ξ)− ∂jϕ∗(t, ξ¯ )∥∥ ‖ξ − ξ¯‖{ A˜j e(j+1)ρ(t), t  s,
B˜j e
(j+1)σ (t), t  s,
(89)
for j = 0, . . . , k. The desired inequalities in (28)–(29) follow readily from Lemma 3, (89), and
(88). This completes the proof of the theorem. 
It follows from the proof of Theorem 3 that δ can be any positive number satisfying (82), (84),
(85), and (86) in the proof of Lemma 9. We note that the extra step in the proof of Theorem 3
involving the map K in (87) has only the purpose of showing that V is also of class Ck in the
time direction (we observe that the space X where we look for the function ϕ only requires the
Ck differentiability in the second component). An alternative proof could be obtained observing
that by (80) in the proof of Lemma 9 the function ϕ ∈ X constructed satisfies the identity
ϕ(s, ξ) =
( s∫
−∞
V1(τ, s)
−1h1
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ,
−
+∞∫
V2(τ, s)
−1h2
(
τ, xϕ(τ, ξ), ϕ
(
τ, xϕ(τ, ξ)
))
dτ
)
(90)s
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from (90).
When a < 0 or c < 0 (see (13)) we obtain the following generalization of Theorem 3.
Theorem 5. Assume that H1–H2 hold. If the equation v′ = A(t)v in the Banach space X satisfies
(15)–(16), and for j = 1, . . . , k + 1 we have
ja − b + max{ja′, b′} < 0 and jc − d + max{jc′, d ′} < 0, (91)
then the statement in Theorem 3 holds.
Proof. The only places where we use the conditions a  0 and c  0 are in the inequalities
(72), (73), (81), and (83). Appropriate generalizations of these inequalities can be obtained for
arbitrary a and c when we replace the condition (22) by the condition (91), and thus one can
verify in a straightforward manner that the desired statement is an immediate consequence of the
proof of Theorem 3. 
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