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Abstract
We give a simple recursive algorithm for modular decom-
position of undirected graphs that runs in O(n+mα(m;n))
time. Previous algorithms with this bound are of theoreti-
cal use only. By adding some data structure tricks, we get a
much simpler proof of an O(n+m) bound than was previ-
ously available. Key components of the algorithm are vari-
ations of a procedure for finding a depth-first forest on the
complement of a directed graph G in O(n+m) time. This
is surprising, given that it takes Ω(n2) time to compute the
complement explicitly.
1 Introduction
Computing the modular decomposition of an undirected
graph is a key step in the fastest algorithms for a large num-
ber of combinatorial problems on graphs, such as finding a
transitive orientation of a graph, finding maximum clique
and independent set, minimum clique cover, and minimum
vertex coloring if a transitive orientation exists. It is a pivotal
step in the fastest algorithms for recognizing permutation
graphs [9] [10]. The decomposition tree can guide a divide-
and-conquer attack on a large number of NP-complete prob-
lems whenever a graph has a nontrivial decomposition [11].
The cotree decomposition of cographs [2] is a special case.
When the decomposition is nontrivial, it can be used to give
a compressed representation of the graph [11]. The PQ tree,
which is used for recognizing interval graphs, is strongly re-
lated to the modular decomposition, and, in fact, can be com-
puted from it [13].
Though algorithms for the problem have been studied
extensively since 1974, the first linear-time algorithms did
not appear until 1994 [9, 3]. These latter algorithms are
unfortunately elaborate and difficult to understand, and are
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of strictly theoretical interest.
In this paper we give a simple divide-and-conquer strat-
egy and a straightforward inductive proof of correctness. The
algorithm combines elements of [4] and [5]. An implemen-
tation using elementary programming techniques gives an
O(n+mα(m;n)) time bound, where n and m are the number
of vertices and edges of the graph, respectively. By making
use of the Gabow-Tarjan Union-find strategy [6], we get a
compact proof of a linear time bound for the problem.
A key element of the algorithm is a simple but non-
obvious way to compute a depth-first forest for the com-
plement of a directed graph G in time proportional to the
size of G. The trick is easily extended to any partially
complemented, or mixed representation of a graph, where
some vertices are complemented, and carry a list of their
non-neighbors rather than of their neighbors. This gives a
depth-first forest on G in time proportional to the size of the
mixed representation. The trick may be of broader use, since
a depth-first search of a graph can arise as part of a solution
to a problem, where the mixed representation can be com-
puted more efficiently than a standard representation can.
2 Basic Definitions and Facts
All graphs in the following are undirected and do not have
loops or multiple edges. For a graph G, the vertex set
is denoted V (G) and the edge set is denoted E(G). The
subgraph of G induced by X V (G) is denoted G jX .
If v is a vertex of G, the set of neighbors and non-
neighbors of v are denoted by N(v) and N(v), respectively.
We say that v distinguishes two other vertices w and u if it is
adjacent to one of them but not to both. We say that w and u
agree on v if v does not distinguish w and u. Let M V . M
is called a module (or autonomous set) of G if it fulfills the
following condition:
 Every v 2V (G) M agrees on every pair m;m0 2M.
In this paper, we will let M (G) denote the family of
modules of G. Two sets A and B overlap if A B, B A, and
A\B are all nonempty. The following theorem can be found
in [12].
THEOREM 2.1. The family M (G) of modules of an undi-
rected graph G have the following properties:




Intersection: N\M 2 M for all N;M 2 M (G).
Union: N[M 2M for all N;M 2M (G) such that N\M 6=
/0.
Differences: N  M, M N, and (M N)[ (N  M) are
modules for all N;M 2 M(G) such that N and M
overlap.
A strong module is a module that overlaps with no other
module. That is, if M is a strong module, and N is any
module, then N M, MN , or M\N = /0. A weak module
is a module that is not strong. V (G) and its singleton subsets
are strong modules.
Since V (G) 2 M (G), the containment relation imposes
a tree on the strong modules, where V (G) is the root, the
singleton sets are the leaves, and any other strong module is
the least common ancestor of its singleton subsets. From the
fact that no module overlaps a strong module, it follows that
every weak module is a union of siblings in the tree.
So far, this fails to represent all modules of G. However,
Theorem 2.1 alone is sufficient to ensure the following
remarkable fact [12]:
THEOREM 2.2. There is a labeling of each strong module
in the modular decomposition tree as degenerate or prime
such that Y  X is a module if and only if it is either a
strong module or a union of children of a strong module that
is labeled degenerate.
This gives rise to the following O(n)-space representa-
tion of the modules of G, which we will call the decom-
position tree of G, or T (G). There is one node for each
strong module, labeled prime or degenerate, as appropriate,
and an edge from each tree node to the node corresponding
to the parent. The leaves of the tree are just the singleton
sets. There are pointers in the leaves to the corresponding
vertices of G.
The strong module X corresponding to an internal node
x is obtained in O(jX j) time by visiting the pointers in the
leaf descendants. This representation is the decomposition
tree. Though we use an O(1)-size node to represent X , we
will find it convenient to treat that node as synonymous with
the set X .
Let a co-component of a graph G denote a connected
component of the complement of G.
THEOREM 2.3. If X and Y are disjoint modules, then either
every member of X Y is an edge of G or none is.
A strong degenerate module Z is of one of two types:
Parallel: the children of Z are the connected components of
G jZ ;
Series: the children of Z are the co-components of G jZ .
THEOREM 2.4. If X ;Y  V (G), Y  X, and Y is a module
of G, then it is also a module of G jX .
THEOREM 2.5. If X  V (G) is a module of G, then Y  X
is a module of G if and only if it is a module of G jX .
By Theorem 2.2, every module that is not a singleton
set is a union of two or more siblings in the decomposition
tree, since even a strong module is the union of all of its
children. If X is a non-singleton module, let F (X) denote
these siblings, and let P(X) denote the parent of the members
of F (X) in T (G).
COROLLARY 2.1. If X  V (G) is a non-singleton module
of G, the modular decomposition of G jX is obtained by
creating a node x, copying the prime or degenerate label
of P(X) to it, and letting the subtrees of T (G) rooted at
members of F (X) be the children of x.
By Corollary 2.1, if X is a module, then the decompo-
sition tree of G jX is the restriction of T (G) to X . If Y is
an arbitrary subset of V (G), then by Theorem 2.1, the max-
imal modules of G that are contained in Y are a partition of
Y . The restriction of T (G) to Y is the forest of trees ob-
tained by restricting T (G) to the maximal modules of G that
are contained in Y . By Theorem 2.5 and Corollary 2.1, the
restriction of T (G) to Y represents the set of modules of G
that are subsets of Y .
COROLLARY 2.2. If X  V (G) then the the modules of G
that are subsets of X are given by the restrictions of T (G jX )
to the maximal modules of G that are subsets of X.
This last corollary is central to part of our algorithm, as
our algorithm selects a vertex v0, computes the modular de-
composition of G jN(v0) and G

N(v0) recursively, and then
restricts them to obtain a representation of those modules of
G that are subsets of N(v0) and N(v0).
3 Basic Algorithms on Partially Complemented
Representations
In a conventional adjacency-list representation of a directed
graph G, each vertex carries a list of its neighbors. We gen-
eralize this by allowing a vertex to carry either a list of its
neighbors, or a list of its non-neighbors. Each vertex is la-
beled standard or complemented to indicate which case ap-
plies. We call this a partially complemented, or mixed repre-
sentation of G. We define the size of a mixed representation
to be n+m0, where n is the number of vertices, and m0 is
the sum of cardinalities of their associated lists. We show
that some basic graph algorithms, such as finding depth-first
forests and strongly-connected components, can be carried
out in O(n+m0) time on such a representation.
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This is remarkable because the size of a mixed represen-
tation of a graph may be asymptotically smaller than the size
of the graph itself. For instance, though it takes Ω(n2) time to
construct the complement of a graph, the algorithms can be
performed on the complement of G in O(n+m) time, by sim-
ply labeling the vertices in its adjacency-list representation
as complemented and then running the mixed-representation
variants on them. Moreover, when G is directed, a mixed
representation may be asymptotically smaller than either the
graph or its complement.
One way to implement depth-first search is by using a
stack of vertices. To select a vertex to visit, pop it from S.
If it has not been visited, then push copies of all unvisited
neighbors on S, deleting any lower occurrences of them in
S if they already reside on the stack. The lower occurrences
may be deleted, because the existence of a higher instance of
a vertex guarantees that the it will already be visited when
the lower instance is popped.
It is not obvious that the approach allows us to carry out
depth-first search in time proportional to the size of a mixed
representation; if a node is complemented, we must delete
and re-push its neighbors in time proportional to the number
of its non-neighbors. We develop the following abstract data
type for the purpose.
3.1 Complement stacks.
For depth-first search on a mixed representation we use
a data structure, complement stacks, which generalizes a
stack. Let X be a set and V  X be its complement. One
of the operations the complement stack supports is deleting
lower occurrences of members of V  X from the stack, and
then pushing V   X to the top of the stack. Surprisingly,
the amortized timed bound for this operation is O(jX j), not
O(jV  X j).
DEFINITION 3.1. A complement stack is a data structure
that supports the following operations:
initialize(V ) initializes and returns an empty stack S.
push (X ;S) removes any occurrences of members of X from
S, then pushes the members of X to the top of S.
push(X ;S) performs push(V  X ;S).
pop(S) returns the top element of S.
time(S) returns a timestamp that tells when the top element
of S was pushed.
THEOREM 3.1. Complement stacks can be implemented in
such a way that:
 initialize requires O(V ) time.
 push(X ;S) requires O(jX j) time.
 push(X ;S) requires O(jX j) time, amortized.
 pop and time require O(1) time each.
Proof. Let L be the members of V that are not on the stack.
A, T , B lists that partition the members of the stack. A holds
those elements on the stack that where last pushed by a call
to push . T holds those elements that were pushed by the
most recent call to push. B holds those elements that were
last pushed by a call to push, but not by the most recent call
to push.
Each element of V keeps track of which of L, A, T , B
contains it. If A or B contains it, it carries a timestamp that
holds the time when the element was last pushed. To keep
time, a global variable is incremented after each call to push
or push.
We maintain a credit invariant:
Each member of L, A, B carries a credit.
 initialize(V ) creates a doubly-linked list L of the ele-
ments of V and assigns a credit to each of them. It cre-
ates empty doubly-linked lists A, T , B.
 push(X ;S) traverses each member of X , splices it from
the list in fL;A;T;Bg that it currently resides in, pushes
it to the front of A together with a timestamp, and
assigns a credit to it. This is clearly O(jX j).
 push(X ;S) must incur only O(jX j) amortized cost. It
marks each member of X and assigns a credit to it on top
of any that it already has. It traverses X , removing those
members of X \T to auxiliary list T 0. It then traverses
L, A, and B, moving unmarked members to T , and pays
for visiting their members by using up a credit at each.
This still leaves credits on elements that remain in L, A,
or B, since they are members of X and have just received
an extra credit from X . It then assigns each member of
T 0 a credit and labels it with a timestamp and moves it
to front of B. If T is now nonempty, T is timestamped.
This requires O(jX j) amortized time, since all opera-
tions are O(jX j) except for traversing L, A, B, which is
paid for by using a credit sitting on each visited item.
 pop assigns x to be an element of T if T is nonempty,
or else the top element of B if B is nonempty, or else
null. If x came from T , then it gets T ’s timestamp. Let
y be the top element of A if it is nonempty, else null.
Return the member of fx;yg that has the most recent
timestamp. This clearly requires O(1) time.
The time bound is observed, since each operation main-
tains the credit invariant, and push pays for its operations
either with its budget of jX j new credits or with other credits
it frees up from the structure. 2
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COROLLARY 3.1. Given a mixed representation of a di-
rected graph G, constructing a depth-first forest for G takes
O(n + m0) time, where m0 is the number of edges and
nonedges given explicitly in the representation.
Proof. When a node is first visited, call push(N(x) ;S) if




if it is complemented.
This takes time proportional to its explicit list N(x) if it is
standard, and its explicit list N(x) if it is complemented. 2
3.2 Set-complement stacks. Now let V1;V2; : : :Vp be a
partition of a set V . A set-complement stack implements
the complement-stack operations, but with the following
changes:
initialize(V1;V2; : : :Vp) Initializes and returns an empty
stack S.
push(X ;S; i) performs push(Vi X ;S).
THEOREM 3.2. Set-complement stacks can be implemented
in such a way that:
 initialize requires O(jV j) time.
 push(X ;S) requires O(jX j) time.
 push(X ;S; i) requires O(jX j) time, amortized.
 pop and time each require O(1) time, amortized.
Proof. If p = 1, the result follows from Theorem 4.1. When
p> 1, the stack may be simulated with p complement stacks,
S1; : : : ;Sp, one for each Vi, and an additional (ordinary)
stack R that maintains the timestamps of the push and push
operations. That is, the entries in R are pairs of the form (t; i)
where t denotes a push time and i denotes the stack Si on
which an element was pushed.
initialize(V1;V2; : : :Vp) initializes R to the empty stack, and
executes Si = initialize(Vi) for each i from 1 to p.
push (X ;S) looks up for each x 2 X the set Vi that contains
x and calls push(fxg ;Si). In addition it then pushes the
item (t; i) on the stack R.
push(X ;S; i) calls push(X ;Si) and pushes one instance of
(t; i) on the stack R.
time(S) lets (t; i) denote the pair on top of R. While
time(Si) does not equal t, it pops the top element from
R and lets (t; i) denote the new top element. When done
with this loop, it returns t.
pop(S) calls time(S). This may delete elements from the
top of R. It then looks up the pair (t; i) that is on top of
R after that operation, and returns pop(Si).
Through the control of R, S clearly behaves as a single
stack. Because of the properties described above for the
complement stacks Si, a push of an item causes any lower
instances of that item to be deleted from S.
The time bounds clearly remain unchanged except for
time, and for pop, since it calls time. time can cause a large
number of items to be popped from R. We charge this cost
to the calls to push and push that originally pushed them to
R, leaving O(1) operations charged to time. 2
COROLLARY 3.2. Given a mixed representation of a di-
rected graph G, constructing a depth-first forest for GT
takes O(n+m0) time, where m0 is the number of edges and
nonedges given explicitly in the representation.
Proof. Radix sort all explicit edges and nonedges so that
each vertex x has a list Ls(x) of standard nodes that have
an edge to it in G, and a list Lc(x) of complement nodes
that have no edge to it in G. Let Vs and Vc denote
the standard and complemented nodes of G, respectively.
Call initialize(Vs;Vc) to initialize a set-complement stack
S. When a node is visited, push its neighbors in the
transpose by making a call to push(Ls(x);S) and a call to
push(Lc(x);S;c). This takes O(jLs(x)+Lc(x)j) amortized
time. Each explicit edge or nonedge in the mixed representa-
tion appears in exactly one list Ls() or Lc() in this represen-
tation of the transpose. 2
Let the bipartite complement of a directed bipartite
graph (V1;V2;E) be the graph (V1;V2;((V1V2)[(V2V1) 
E). In a mixed bipartite representation, each vertex in
V1 (V2) has either a list of those members of V2 (V1) that
are neighbors, or else a list of those members of V2 (V1) that
are not neighbors.
COROLLARY 3.3. Given a mixed representation of a di-
rected bipartite graph G, constructing a depth-first forest for
G or GT takes O(n+m0) time.
Proof. For the depth-first forest on G, execute S =
initialize(V1;V2). When visiting a node x, suppose without
loss of generality that it is in V1. Push its neighbors in V2
with a call to push(N(x) ;S) on its list of neighbors, or else





For a depth-first on GT , divide V1 into sets V1;s and V1;c,
and V2 into sets V2;s and V2;c. Without loss of generality,
suppose a vertex x is in V1, and that it carries the list Ls(x)
of standard vertices in V2 that have an edge to it in G, as
well as the list Lc(x) of complemented vertices in V2 that do
not have an edge to it in G. This is obtained for all vertices
in a preprocessing step, by radix sorting the explicit edges
and nonedges given in the mixed representation of G. Call
S = initialize(V1;s;V1;c;V2;s;V2;c). When a vertex x is first
visited, suppose without loss of generality that it is in V1.
Push its neighbors in V2, with a call to push(Ls(x);S) and a
call to push(Lc(x);S; [2;c]). 2
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THEOREM 3.3. Finding the strongly-connected components
of any directed or directed bipartite graph G takes O(n+m0)
time.
Proof. The problem reduces to depth-first searches on G and
on GT (see the textbook by Cormen et al. [1]). 2
4 The Modular Decomposition Algorithm
We now describe an algorithm to compute the modular
decomposition tree. The approach chosen here to compute
the decomposition tree of a graph G is summarized by
Algorithm 1. The correctness follows from statements made
in the description. Only the last three steps require further
elaboration.
Algorithm 1 The Generic Decomposition Algorithm
Input: Graph G.
Output: Decomposition tree T of G.
pivot: Choose a pivot v0 2V (G) .
recurse: Recurse on G jN(v0) and G

N(v0) . Denote the
decomposition trees obtained by the recursive calls by
T1 and T2.
restrict: Using T1, find the maximal modules of G jN(v0)
that are modules of G. By Corollary 2.2, this gives the
restriction of T (G) to N(v0). Using T2, do the same to
find the restriction of T (G) to N(v0).
v0-modules: All other modules of G contain v0, since v0
distinguishes members of N(v0) and N(v0). Compute
a tree representation Tv0 of the modules that contain v0.
assemble: Assemble T (G) from Sv0 , T (G) jN(v0) of G;
splice them together to get the modular decomposition
tree T for G.
Let the active edges be those edges that connect v0,
N(v0), and N(v0). We justify the following key observation
below.
REMARK 4.1. The inductive step can be carried out without
examining any inactive edges.
Each edge becomes active at most once in the entire
recursion tree. Our strategy is to pre-select which pivot
nodes will be used at which points. We can then pre-partition
the edges into sets that become active at the same time, so
that the appropriate set will be on hand when it becomes
active. We get a linear time bound by charging O(1) time
to each active edge during the inductive step.
v0
active edges
non-neighbors of v0 neighbors of v0
Figure 1: Splitting the graph according to a pivot
4.1 The restrict step. The restrict step is straightforward.
By Corollary 2.2, we need only find the maximal modules
of G jN(v0) that are modules of G. We first assign a list
of neighbors in N(v0) to each node of T1 that is a module.
We do this by working up the tree in postorder, starting
at the leaves that have incident active edges. These leaves
are modules and their neighbors in N(v0) are given by the
incident active edges. If the children of an internal node X
are modules and carry identical adjacency lists, mark X as
a module, and give X a copy of the adjacency list of one of
the children. Otherwise, mark X for deletion. By induction,
this procedure marks for deletion exactly those members of
T (G jN(v0) ) that are not modules of G and have incident
active edges. We do not touch nodes of the tree that have
zero incident active edges, but all such nodes are modules of
G. Thus, all non-modules are deleted.
Deleting the non-modules from the tree leaves a forest.
Any roots that were children of a degenerate node and have
identical lists of neighbors in N(v0) must then be grouped
together under a common vertex, as the union of such a group
is a maximal module of G jN(v0) that is not distinguished by
any member of N(v0). This gives the restriction of T (G) to
N(v0) by Corollary 2.2. The restriction of T (G) to N(v0) is
found in the same way.
The main insight for the time bound, which we discuss
below, is that the size of a neighbor list of a node that is a
module is at most half as large as the sum of sizes of neighbor
lists of its children. The sum of sizes of all neighbor lists is
thus bounded by the number of active edges. This allows us
to charge the cost of traversing modules to the active edges.
To bound the cost of deleting, we maintain a credit invariant,
discussed below, where each tree node carries a credit that
pays for its possible deletion. The credit is charged to an
edge that is active when the node is created.
4.2 The v0 modules step. We define an equivalence rela-
tion on nodes of N(v0), where for x;y 2 V (G), xKy if and




N(v0) or else if they are both contained in a
module of G that is a subset of N(v0). If G

N(v0) has more
than one connected component, then the root of G

N(v0) is
degenerate, and its children are the connected components.
We have computed the maximal modules of G that are con-
tained in N(v0) in the restrict step. By Corollary 2.2, each
such maximal module is contained in a connected compo-
nent, or is a union of connected components. It is then triv-
ial to find each equivalence class of K as a union of one or
more connected components of G

N(v0) . We will call these
equivalence classes the basic blocks of N(v0).
The basic blocks of N(v0) are computed in a comple-
mentary way: xKy if and only if x and y are both contained
in a module of G that is a subset of N(v0), or are contained
in the same co-component. Let B denote the basic blocks of
N(v0) and let B
0 denote the basic blocks of N(v0).
To find strong modules containing v0, we define a
directed bipartite graph z = (B;B0;E
z
). For B 2 B and
B0 2 B0, (B;B0) is an edge ofz if and only if there is an edge
of G between B and B0, and (B0;B) is an edge ofz if and only
if there is a non-edge between B and B0. We find the strongly-
connected components of z, and the component graph,
which has one node for each strong component of z and
edges telling which which strongly-connected components
are reachable from which on a single edge of z [1].
LEMMA 4.1. The topological sort of the component graph
of z is unique. A set containing v0 is a module if and only if
it is a union of fv0g and the members of strong components
in a suffix of that sort.
Proof. We show that a set X is a strong module containing
v0 if and only if it is a union of fv0g and basic blocks, and
there is no edge of z from a basic block X to a basic block
in V (G) X . Since the strong modules containing v0 are
totally ordered by the inclusion relation, this establishes the
theorem.
Observation 1: Let X be a set that contains v0. Since
v0 is adjacent to every member of N(v0) and nonadjacent to
every member of N(v0), X is a module if and only if every
member of X is adjacent to every member of N(v0) X and
nonadjacent to every member of N(v0) X .
Observation 2: Every module containing v0 is a union
of v0 and zero or more connected components of N(v0) and
co-components of N(v0).
This follows immediately from Observation 1.
Observation 3: If X is a union of v0 and basic blocks, it
is a module if and only if there is no edge of z from a basic
block in X to a basic block not in X .
To see this, note that if X is a union of v0 and basic
blocks, then it is also a union of connected components of
G

N(v0) and co-components of G jN(v0) . Every member of
N(v0)\X is nonadjacent to every member of N(v0) X , and
every member of N(v0)\X is adjacent to every member of
N(v0) X . The observation then follows from Observation
1 and the definition of z.
It remains to show that a module X that contains v0 is
a strong only if it is a union of fv0g and zero or more basic
blocks, and a weak only if it is not such a union. Suppose
X is not such a union. By Observation 2 and the definition
of basic blocks, X overlaps a maximal module of G that is
contained in N(v0) or N(v0), and is therefore not strong.
Suppose X is such a union. Since all modules not containing
v0 are contained in N(v0) or N(v0), they are contained in
basic blocks. Any module Y that overlaps X must contain v0.
By Theorem 2.1, (X Y )[(Y  X) is a module that overlaps
X , a contradiction, so Y does not exist, and X is strong. 2
Thus, the v0-modules step reduces to finding the
strongly-connected components of z, and then producing a
topological sort of them according to which component has
an edge to which. This will be accomplished with Theo-
rem 3.3 in the next section.
For the time being just observe that z is too large to
compute explicitly, so we work with a mixed representation
where the set of neighbors of B is represented in a standard
way and the set neighbors of B0 is represented with its
complement. The number of edges and non-edges given
explicitly in this representation is clearly bounded by the
number of currently active edges.
4.3 The assemble step. Let M be the maximal modules
that do not contain v0. The members of M are the roots of
the trees in the forest produced by the restrict step, which
gives the modules of G that do not contain v0. Let M be
a member of M . The v0-modules step gives the smallest
ancestor A of v0 that contains M.
To assemble the modular decomposition of G, install a
parent pointer from each M 2 M to the smallest ancestor
of v0 that contains it. Each ancestor of v0 that becomes the
parent of more than one member of M is labeled prime. Let
B be an ancestor that becomes the parent of only one member
M of M , and let A be its child that contains v0. Since A
and B are disjoint modules of G, they are either adjacent or
nonadjacent. If they are adjacent, label A as a series node,
and if they are nonadjacent, label A as a parallel node. If A
and M are both series or both parallel nodes, delete M from
the tree and let B and M’s children become the new children
of A.
For the correctness, note that A is degenerate if and only
if A B is a module. Thus, the labeling of A as prime or
degenerate is correct. If it is prime, then the siblings of
B are maximal modules that do not contain v0, so they are
the members of M that make up A B. If it is degenerate,
then the correctness of the step of removing M and letting
its children become children of A follows from Theorem 2.3.
That the entire trees rooted at the new children of A other
than B are correct then follows from Theorem 2.5.
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5 An O(n + mα(m;n)) Bound for the Decomposition
Algorithm
We use a Union-find data structure for keeping track of the
components and co-components. We will show that we per-
form O(n) Union and O(n+m) Find operations. This gives
an O(n + mα(m;n)) time bound on these operations [16],
where α is an extremely slow-growing function. All other
operations take O(n+m) time. In the next section, we de-
scribe a modification that gives a true linear bound.
We charge edges only when they are active, though
sometimes an edge pays for a credit that is laid down in the
structure to pay for a later Find or constant-time operation.
Since each edge is active only once during the entire run
of the algorithm, this ensures that there are O(m) of these
operations.
Let R denote the recursion tree defined by the algorithm.
In this tree, we let v0 be the root, and the recursion subtrees
for N(v0) and N(v0) be its left and right subtrees, respec-
tively. R can be pre-computed by carrying out a first pass
of the algorithm with the restrict, v0-modules, and assemble
steps omitted.
The partition of edges into groups that become active
can be carried out in linear time with an off-line least-
common ancestor algorithm [6], applied to R. A simpler
way involves radix sorting the edges to get the neighbor
lists sorted by a preorder numbering of the vertices in R,
and taking advantage of the fact that we can spend O(1)
time at each node in N(v0), though we will omit the details.
Radix sorting the edges again with active edge group as
primary key, first vertex as secondary key, and second vertex
as tertiary key gives us for each vertex with an active edge
a sorted list of its neighbors that are adjacent on an active
edge.
We may perform two Find operations at each end
of each active edge to find which components and co-
components of G jN(v0) and G

N(v0) the edge is incident
to. Each component or co-component may then have a count
of how many active edges it has to each other component or
co-component.
The connected components of G are nodes of T (G).
When we finish with the decomposition tree, each node of
the tree has a pointer to its parent, except possibly when its
parent is a connected component of G. In this case, it carries
an outdated pointer to a defunct node, but a Find operation
may later be used if it becomes necessary to get its parent
explicitly.
5.1 The restrict step. We maintain the invariant that each
node of the tree carries a credit that pays for its deletion. Let
ma be the number of active edges. The sum of of cardinality
of active neighbor lists assigned to nodes in the postorder
operation is O(ma), as shown before.
Moving from a child to a parent may use a pointer, or
may require a Find operation. Let d be the number of nodes
visited but not assigned these lists. These nodes are deleted.
The O(ma + d) operations are charged to edges or deletion
credits.
If a degenerate parent is deleted and some of its chil-
dren are not, those groups of children with identical active
neighbor lists must be given a new degenerate parent. If the
children have nonempty active neighbor lists, this is charged
to these lists. If they have empty active neighbor lists, we
avoid touching them by removing from their parent those
children that have nonempty lists, and allowing the old par-
ent to remain on as the new parent of the children with empty
lists. The time spent at the parent node is paid for by the re-
moved children’s active neighbor lists, so it retains its dele-
tion credit.
5.2 The v0-module step. We may touch each component
or co-component that has an incident active edge or that
merges with another. Co-components with no incident active
edges merge with some other co-component, so all co-
components may be touched. Components that have no
incident active edges cannot be touched, but their union is a
module that does not contain v0, hence they are hidden inside
a basic block, and reside under a single root of the forest
produced by the restrict step. Since this block is unique in
each of the O(n) incarnations of the recursive algorithm, it
may be touched.
Since each component and co-component knows the the
number of active edges to other components, we may com-
pute the mixed representation of the forcing graph z within
the required number of Find and constant-time operations.
Creating the ancestors of z then follows within the required
time by Theorem 3.3.
5.3 The assemble step. Let X be a root or child of the
root in the forest produced by the restrict operation. X
must be assigned a parent A from among ancestors of v0.
If X 2 N(v0), charge the operation to an edge in X fv0g
Otherwise, if A does not contain all of N(v0), charge it to
an edge in X  (N(v0) A), using Lemma 4.1. We are
prevented from touching it only if A contains N(v0), in which
case A is a connected component containing v0, N(v0), and
all components of N(v0) that have incident active edges. The
parent pointer is left pointing to a defunct tree node that
deleted by the restrict step. A Find operation can retrieve
the parent at a later point when the operation can be charged
appropriately.
6 Obtaining a Linear Time Bound
The only bottleneck preventing a linear time bound is the
Union-find problem that arises in keeping track of connected
components and co-connected components of subtrees of the





Figure 2: The Special Recursion Tree for Sparse Graphs
1. We observe that our algorithm already has a linear time
bound when the graph is not sparse;
2. We solve the case of sparse graphs with a special
recursion tree and data structure.
6.1 Dense Graphs. We define s(n) to be loglog logn, and
call G dense if m ns(n), and sparse otherwise. If the ratio
of m=n is at least log n, where log n is the extremely slow
growing inverse of the tower function, then α(m;n)  2. It
follows that α(ns(n);n) is asymptotically less than or equal
to a constant. The following is immediate:
REMARK 6.1. On dense graphs, any Union-find problem
can be solved in linear time, and the foregoing modular
decomposition algorithm runs in linear time.
6.2 Sparse Graphs. In the decomposition algorithm we
have a great choice of possible pivots to use in a particular
step. We will do that in a way that the recursion tree will
become very biased. We do this by selecting an initial
sequence S of pivots that we will call the spine, see Figure 2.
S has the following properties:
1. S is an independent set of the graph;
2. the left subtree of each member v of S (the subtree that
contains the vertices adjacent to v) is of size less than or
equal to s(n);
3. all vertices in the right subtree of the last member of S
(the tail of S), have degree higher than s(n).
Such a biased tree is in strong contrast to what was
looked for in the parallel case [4], where a balanced tree was
preferred.
By Gv we will denote the subgraph induced in G by
a spine vertex v and its descendants in the recursion tree.
A descendant w is subordinate to v if w and v are in the
same connected component of Gv. From each connected
component of the tail, select a representative vertex x and
make the other vertices of the component subordinate to
it. It is easily verified that the transitive reduction of the
subordinate relationship is a tree, which we will call the
subordination tree. We will call a vertex’s parent in this
tree its (immediate) boss.
For any spine vertex v, the connected components of
Gv are also connected components of the subordination tree.
Thus, if we can compute the subordination tree, we may then
use Gabow-Tarjan [6] to manage the connected components
as we work upward through the spine inductively, computing
the modular decomposition of each Gv.
Our strategy may now be summarized as follows.
 In order to select spine vertices and compute the subor-
dination tree, we will perform some Union-find opera-
tions on vertices that we know are destined to belong to
the tail. We may use conventional Union-find , since the
tail is dense.
 We use micro-encoding for the left subtrees of spine
vertices. That is, using our foregoing decomposition
algorithm, pre-compute the modular decompositions of
all graphs on s(n) vertices. Since there are at most
2s(n)
2
 n such graphs, this takes O(n) time. We may
assume that the word size is at least logn. Because
s(n) is much smaller than logn, the adjacency matrix
representation of such a graph fits into a single word.
We may store its decomposition in a table entry that is
indexed by this word. Thus, once the table is computed,
we may look up the modular decomposition for any left
subtree of a spine vertex in O(1) time.
 We use Gabow & Tarjan, [6], and the subordination tree
as we work back up through each spine vertex v, com-
puting connected components of Gv, and thereby the
modular decomposition of Gv. Relevant co-components
come only from left subtrees, so we needn’t update co-
components as we move up the spine.
6.3 Finding the Spine and the Subordination Tree. To
compute the subordination tree, we will install a pointer from
each vertex to its boss. Clearly, a spine vertex v is the boss of
the vertices in its left subtree. For each connected component
of the tail, we select a representative r to be the boss of the
remaining vertices. It remains to show how to compute the
bosses of the representatives and the spine vertices.
When we select a spine vertex v, the vertices that are
destined to be its descendants in the recursion tree are those
that are not in a left subtree of some spine vertex already
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selected. Let X denote this set. When a new spine vertex w is
selected, it becomes the child of the previously selected spine
vertex v. We update X by setting X :=X (fvg[N(v)). The
spine is complete when no candidates remain in X ; at this
point X is the tail.
The candidates are those members of X that have
degree less than or equal to s(n); these are the candidates
to become the next spine vertex selected. To select the next
spine vertex, we use the following rule:
 Find the lowest spine vertex y from among those already
selected that has a subordinate z among the candidates,
and select z to be the new spine vertex.
If this rule is followed, then z’s boss is clearly y.
Next, observe that if z is subordinate to y, then there is a
path from y to z in Gy. Since all neighbors of y make up y’s
left subtree, this path must have an edge (s; t) passing from
y’s left subtree to its right subtree. If y is lowest vertex that
has a subordinate, then the suffix of the path starting at t must
clearly be restricted to X .
Algorithm 2 Create a Spine
Input: A sparse graph G and a list of candidates L.
while L 6= /0
first: Take a pivot t 2 L.
update0: Delete t and its neighbors from L.
insert: Put t as new node into the spine and its re-
maining neighbors to the left subtree. These
are less than or equal to s(n).
update1: Update Q.
branch: If Q 6= /0 then let v be its last element and let t 0
an endpoint of one of the remaining crossing
edges of v. Otherwise quit the inner block.
update2: Delete the corresponding edge from the list
and delete v from Q if its list has become
empty.
choose: Choose a pivot t according to t 0.
iterate: Go to insert.
Initially, we set up an empty stack Q of edges. Each
time a spine vertex is selected, we identify any edges that go
from its left subtree to X , and push them on Q. To select
the next spine vertex, we pop edges from the stack until we
find an edge (s; t) such that there a path from t to a candidate
that does not leave X . The candidate z that the path leads
to becomes the next spine vertex selected, and its boss is the
boss of s. It is easily verified that this method obeys the pivot
selection rule.
The entire problem thus reduces to finding efficiently
whether there is a path from t to a candidate, and finding
the candidate z that it leads to. To facilitate this operation,
we maintain the following (pseudo-) distance function on
vertices of X .
0 for vertices with degree at most s(n) in G. These are the
candidates, since they are candidates to be selected as
spine vertices.
1 for vertices of X that are not candidates, but that are
neighbors of candidates.
2 for the remaining vertices of X from which there is
some path (of length at least 2) to a candidate.
∞ for the vertices from which there is no path to a candi-
date, the losers.
This classification tells much about the eventual rela-
tionship of vertices of X to the recursion tree:
 A candidate is destined to remain a candidate until it
leaves X .
 A loser cannot leave X , and is thus destined to become
part of the tail.
 A 2-vertex cannot leave X , so it is destined to become a
loser, and then part of the tail.
 A 1-vertex may leave X , or else it will become a 2-
vertex or a loser when all of its candidate neighbors
leave X .
There is a path from t to a candidate if and only if it is not
a loser. Let G2 be the subgraph of G induced by the current
2-vertices and losers. We keep track of each connected
component of G2, using a conventional Union-find data
structure, since G2 is dense. For each 2-component we keep
a doubly-linked list edges to 1-nodes. For each 1-node, we
keep a doubly-linked list of edges to 0 nodes. Thus, given
any 2-node, we may find a candidate that is reachable from
it by performing a Find to get the list of edges from its
component to 1 vertices. In O(1) time, we may then look
up a candidate neighbor of that 1 vertex.
When an vertex w leaves X , it is trivial to update these
edge lists in time proportional to the degree of w. If w is
promoted from a 1-vertex to a 2-vertex, we must perform
a Union involving w and the components of G2 that have
neighbors of w, and concatenating their lists of 1-neighbors.
When the list of 1-neighbors of a component of G2
becomes empty, its members become losers. When this
happens, the set is destined to be a connected component
of the tail. Select a representative r and make it the boss of
the other losers in the set. The boss of r is the spine vertex
v whose selection caused it to become a loser; r is clearly
subordinate to v, and since there is no path from r to any
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other candidate in X , no spine vertex selected after v can be
r’s boss.
Summarizing, we have shown that we may find a candi-
date that is reachable from an arbitrary one- or two-node in
G jX using miscellaneous O(1) operations and a Find oper-
ation. It suffices to do this once for each edge that is popped
from Q to get the list of candidates and the boss pointers.
Since these Union and Find operations are on sets of 2-
vertices, their degree is greater than s(n), they are “dense”,
and the amortized cost of the Union and Find operations is
O(n+m).
7 Future Work
There is a type of dual relationship between modular de-
composition and the transitive orientation problem. Mod-
ular decomposition was first discovered in this context [7].
McConnell and Spinrad obtained a linear time bound for
the transitive orientation problem by exploiting this relation-
ship during execution of a linear-time decomposition algo-
rithm [10]. The reduction requires a large number of insights
and data structures, and multiplies the complexity of a de-
composition algorithm that is already elaborate. It seems
possible that a more tractable proof of the time bound can
be obtained from the algorithm of this paper, as it decom-
poses the graph in a much more orderly and straightforward
fashion.
Depth-first search was efficiently generalized to the
complement or mixed representation of a graph. Similar
tricks can be applied to breadth-first search. A key element
in the most efficient time bounds for permutation-graph
recognition is the ability to find a transitive orientation and
compact representation of a transitive orientation of the
complement of a graph in linear time [9, 10]. It is fairly
easy to use them to modify the Rose and Tarjan algorithm
for recognizing chordal graphs [14], so that it recognizes
whether G is the complement of a chordal graph in time
that is linear in the size of G. By that, one can easily
recognize split graphs since they are exactly those chordal
graphs where the complement is chordal, too.
It also might possible to improve the methods presented
here to recognize weakly triangulated graphs in linear time.
The best time bounds known so far are O(n2m), see [15].
We have given one instance where a basic algorithm on
a mixed representation could be applied in a way that it could
not on a standard representation or its complement. Whether
mixed representations are of broader interest depends on
how much the input size of graphs under investigation can
be reduced. A sparser representation of certain graphs has
an impact on complexity measures. It is an interesting
question which other basic algorithms can be generalized
efficiently to them, and whether these generalizations have
uses. Algorithms that can be run on the complement in linear
time are likely candidates to be generalized in this way.
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