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A perturbation by some operator B, of a strongly continuous sub-Markov 
resolvent family {VA : h > 0) of operators on the space C,(E) of all real- 
valued continuous functions f on a locally compact Hansdoti space E having 
a countable base, such that liw+, f (x) = 0, is considered. It is well-known that 
there exists a Markov process having { Vh : h > 0) as its resolvent family. Under 
some conditions of “smallness” of B with respect to {V, : h > 0) the perturbed 
resolvent family (HA : h > ha} is shown to be strongly continuous resolvent 
family of bounded operators on C,,(E). It is proved that there exists a strongly 
continuous semigroup {S, : t > 0} of operators on C,(E) having {H, : h > ho} 
as its resolvent. It is also proved that there exists a strong Markov process 
(9, 9, Ft, ft, Bt, P,) of an extended sense called Markov process with 
creation and annihilation associated to the perturbed semigroup via E, f ( tt) = 
Stf(x). Relations are given between this process and the original one. An 
application to solving the Cauchy problem in partial differential equations is 
discussed. 
1. INTRODUCTION 
Let {VA : h > 0} b e a sub-Markov resolvent family of operators on 
the Banach space C,,(E) of all real-valued continuous functions f, on 
a locally compact Hausdorff space E having a countable base for its 
topology, which satisfy lim,,, f(x) = 0. Endow C,(E) with the sup- 
norm. It is well-known that there exists a sub-Markov semigroup 
{T, : t > O> of operators on C,(E) having {VA : X > O> as its resolvent 
and a Markov process (Q, 5, St, X, , Bt, PJ corresponding to this 
semigroup. Consider a perturbation of the resolvent family {VA : X > 0} 
by an operator B with range and domain in C,,(E). We are interested 
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in the following type of questions. When does the resulting family 
of operators constitute a resolvent family, is there a semigroup 
associated to this resolvent family, is there a “nice” process corre- 
sponding to this semigroup and how is it related to the original 
process ? We will restrict ourselves to finding Markov processes with 
creation and annihilation corresponding to the perturbed resolvent 
family. Other types of processes are possible, for example, branching 
Markov processes, perhaps with age and sign. 
A special case of this problem where B = (-u) I for a nonnegative 
continuous function U, on E for which limz+m U(X) exists and is finite, 
is already classical (see, for example, [3, p. 2981) and results with a 
subprocess of the original Markov process corresponding to the 
nonnegative additive functional $t = Ji u(x~) dr. The case B = uI 
for the same U, when E = RN the N-dimensional Euclidean space, 
N > 1, and with the original process being a Brownian motion on RN 
was treated by Helms [4] and resulted with what was called a Markov 
process with creation of mass. Both these processes are examples 
of Markov process with creation and annihilation. Other papers that 
dealt with this problem with B = ul are, for example, [8, lo]. 
In Section 2 we consider the problems concerning the perturbed 
resolvent family. Section 3 deals with the construction of the semi- 
group associated with it. Section 4 contains the construction and 
properties of the perturbed process and finally in Section 5 we give 
some examples and applications especially for finding probablistic 
solutions for the Cauchy problem in partial differential equations. 
2. THE PERTURBED RESOLVENT FAMILY 
Let E be a locally compact HausdorfI space having a countable 
base for its topology. Let &’ be the u-algebra of its Bore1 subsets. Con- 
sider the Banach space C,(E) of all real-valued continuous functions f 
on E with lim z.mf (x) = 0 and with the norm ljfll = SUP,,~ 1 f (%)I. 
Let V be an operator from K(E), the space of all real-valued con- 
tinuous functions having a compact support in E and with the same 
norm, into C,,(E). Let the range of V be dense in C,,(E) and let V 
satisfy the following Complete principle of the maximum: 
If for some a >, 0 and f, g nonnegative in K(E) Q + Vf (x) > Vg(x) 
for all x E (y : g(y) > 0} then a + Vf (x) > Vg(x), for all x E E. 
By Hunt theory [6] it is known that under the above conditions 
there exists a strongly continuous sub-Markov resolvent family of 
operators on C,,(E) having Y as its potential operator. Namely, there 
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exists a family of nonnegative operators on C,(E) with [[ hvA [I < 1 
for each X > 0 and Km,,, AP’J = f, f E C,,(E), which satisfies the 
resolvent equation (A - p) V,V,, = V,, - VA for A, p > 0 and such 
that Vf = SUP~>~ V,f for every f E K(E). There also exists a strongly 
continuous semigroup {T, . t > 0) of nonnegative operators on C,(E) 
with I( Tt (1 < 1, t >, 0, and having {VA : X > 0} as its resolvent family, 
that is for each f e C,,(E), X > 0, V,J = Jr edAtTtf dt. Finally let P, 
be the kernel on E x & corresponding to the operator T, via 
Ttfb9 = bf W J’tb dr) f or each f E C,,(E). Let us adjoin to E 
a point V $ E as an isolated point if E is compact or else as the one 
point compactification of E. Denote by E, = E u {V} and 8,. the 
u-algebra of subsets of E, generated by 8. Now extend P, to a kernel 
on E, x $ by letting P,(x, A) = P,(x, AE) + 6,(A)(l - P,(x, E)) 
for x E E,, A E d and P,(V, A) = 6,(A) where 6,(A) is 1 or 0 
according as V E A or not. Extend f E C,,(E) to all of E, by f (V) = 0 
and denote the collection of all such f on Ev by C, ; as before let 
11 f 11 = supzEE 1 f (x)1. Extend each Tf , V, , t > 0, A > 0 to C, by 
TJ 0’) = 0, v,f (V) = 0, f E G . 
If we let !J be the subset of Et*O”l consisting of all maps 
w: [0, co) + Ev satisfying w(t) = V implies w(s) = V for s >, t, and 
let X, , t > 0, be the t’th coordinate function on Q, Ft = u(X, : s < t), 
9 = u(X, : s >, 0) and finally define a map 6, : 52 -+ A2 by 8,w(s) = 
w(s + t), o E 9, then it is well-known that for each x E E, there 
exists a probability measure P, on (Q, 9) such that the collection 
(S&S, Pt , Xt ,8 t , P,J is a normal Markov process with transition 
function Pt. This process will be referred to as the Markov process 
corresponding to the potential operator J? 
Let B be a closed operator with domain and range in C, such that 
the domain of B, .9(B), contains the range of C, under VA , VA(&), 
(which is independent of A). Consider a perturbation of the resolvent 
family {VA : h > 0) by the operator B. Formally we get the operators 
HA = VA(I - SVJ-1, (2.1) 
Hn = (I - V,B)-lVA (2.2) 
if well-defined. That is in case (2.1) if the inverse exists as a bounded 
operator on C,, and the same in case (2.2) for V,B a bounded operator 
on 9(B) and m its extension to a bounded operator on all of C,, . 
In the next sections the operators BV, or Tr,B will be bounded with 
11 SF’,, ]I < 1, h > &, or 11 V,,B IIS(B) < 1, X > A, . This will guarantee 
that Hh is well-defined. 
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Thus assuming that HA is well defined, let us check some of their 
properties. 
LEMMA 2.1. If HA is well defined by (2.1) for h > A, (A, > 0), or if 
II VAB llsm = sup{/I V&‘fII : II f II < 1 f E 9(B)} < 1 for X > A, and 
HA is defined by (2.2) then {HA : X > A,,> satis$es the resotvent equation. 
Proof. To prove case (2.1) notice that since (I - BV,$l exists 
as left and right inverse, we get the equation H,, = VA + VABHA 
and HA = VA + H,BV, and thus 
Case (2.2) is similar, the additional assumption was needed to get the 
equation HA = V,, + VABHA . 
LEMMA 2.2. If HA is well-dejned by either (2.1) or (2.2) then HA(C,) 
is dense in C, . 
Proof. Case (2.1) is trivial since HA(C,) = V,(C,,) and the latter 
is dense for each h > 0 by the denseness of V(K) and the resolvent 
equation. 
For case (2.2) let f E C, , then there exists a sequence fn E C,, , 
n > 1, such that V,f, +f. Define g, = fn - BV,f, , n > 1, since 
H,,g, = V,,f, we get H,,g, + f and H,(C,) is therefore dense. 
COROLLARY 2.3. If B satisfies the conditions of Lemma 2.1 for each 
x > b, A, > 0 Jixed, then (HA : h > A,,} is a strongly continuous 
resolvent family. 
Next we need conditions that will guarantee the nonnegativity of 
the operators HA. Of course if in case(2.1) II BV, II < 1 or in case (2.2) 
1) VAB Il9(Bj < 1 then in both cases HA = x:,“O VA(BV,Jn and thus if B 
is a nonnegative operator on 9(B) then so is H,, . This condition can 
be generalized to the following comparison criterion which was 
suggested to me by Professor Helms. 
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THEOREM 2.4 (Comparison Criterion). Let {VA : X > 0} be a 
strongly continuous resolvent family of operators on C,, . Let B be a 
closed operator on C,, whose domain contains V,(C,,), and assume that 
there is a closed operator B’ with the same domain as B such that 
(1) B > B’ on 9(B), 
(2) There exists A, > 0 such that 2 11 B’VA 11 + 11 BV, 11 < 1 for 
h > x, . 
(3) HA’ = VA(I - B’ V&l is a nonnegative operator for h > A, . 
Then the operators HA = V,(I - BV,)-l are nonnegative for X > A, . 
Proof. Note that B = (B - B’) + B’ where B - B’ is non- 
negative on S(B). By assumption (2) we get ll(B - B’) HA’ II < 1 for 
A > h, and thus is well-defined for X > X, . Further 
&‘[I - (B - By&‘]-1 = V,(I - B’VJ-l[I - (B - B’)V*(I - B’vJy, 
= V,[(I - B’V,) - (B - B’)VJ1, 
= HA . 
But the operators HA’ are nonnegative, B - B’ is nonnegative on its 
domain which in turn contains the range of HA’ and ll(B -B’) HA’ 11 < 1 
for A > A1 . Thus, clearly, HA = H,‘[I - (B - B’) HA’]-l are non- 
negative operators for A > h, . 
Remark. Notice especially that if B > OJ for some (Y real and 
II BV, 11 < E < 1 for all h > h, , h, > 0 fixed, then HA are nonnegative 
for X > A,, . Indeed in this case we get HA = Ve+h(I - (B - d) V,+,)-‘, 
X > A1 , where h, > &, . Further if B is bounded below on its domain 
by a bounded operator, then HA is again nonnegative. Analogous 
comparison criteria for the case (2.1) could be proved. 
3. CONSTRUCTION OF THE PERTURBED SEMIGROUP 
Now we seek conditions on B under which there exists a strongly 
continuous semigroup of operators on C, having {HA : A > A,,> as its 
resolvent family. 
One condition, for example, was given by Phillips [ll]. The condi- 
tion is that for each t > 0 there exists a constant K, < co such that 
II BT,f I] < K, II f [I for each f E V,(C,,) and the constant K, may be 
chosen so that Ji K, dt exists and is finite. Under this condition 
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Phillips has constructed a strongly continuous semigroup (S, : t > 0) 
having {HA : h > A,}, A, > 0 fixed, where HA = cfO VA(,(BVA)“, as 
its resolvent. Now if for example B is a bounded operator or if 9(B) 
turns out to be a vector lattice, then the same methods used below 
will apply and make it possible to construct a Markov process with 
creation and annihilation corresponding to the perturbed semigroup. 
But in general Phillips’ condition will not be useful for the purposes 
of construction of such a process. The following condition turns out 
to be more useful. 
CONDITION 3.1. Let B be a closed operator whose domain contains 
V,+(C,,) and suppose for each t > 0 there exists a constant N, < 00 such 
that 
(1) II U!f II < Ni llf II for each f E Q(B). 
(2) N, may be chosen so that Ji Nf dt exists and is finite. 
Note that under the above condition T,B is a bounded operator 
on a dense subset of C, and thus can be extended to a bounded 
operator on all of C, . Denote, in general, for any bounded operator A 
defined on a dense subset of C, , by A its (unique) extension to a 
bounded operator on all of C,, . 
THEOREM 3.2. Let {T, : t >, 0} be a sub-Marhov semigroup of 
operators on C, = C,(E,) with resolvent family {VA : h > 01. Let B 
be a operator with domain and range in C,, which satisjes Condition 3.1 
then 
(1) There exists A,, > 0 and 0 < E < 1 such that )I VAB IIS(~) < E 
for h > A, and such that HA = (I - VJ?)-l VA = CzEO VA(BVJn is 
well de$ned for X > A, . 
(2) There exists a strongly continuous semigroup {S, : t > 0} of 
bounded linear operators on C, such that Hnf = SC e-A”S,f dt for 
fEC,,A >A,. S, is given by 
where for t > 0 
so = I, St = 2 %3(t) t > 0, (3-l) 
n=O 
So(t) = Tt , &(t) = 1’ S,,(s)B T,, d.s ?I >, 1. (3.2) 
0 
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The sum is absolutely convergent un+rmly in each closed subinterval of 
(0, a). 
Proof. To prove (1) we need the following lemma. 
LEMMA 3.3. (i) For each f~ Co TIBf is continuous in t for t > 0. 
(ii) /jTtBjj < eAt for t su@ientZy large, (A > 0). 
Proof. (i) is clear for f E 9(B) since {T, : t 2 0) is strongly con- 
tinuous. Otherwise for any f E C,, notice that TIB f = T,TdB f 
where 0 < 6 < t fixed. Also as t --P co 
lim sup log II TV II 
t 
< lim sup II log T,-’ II + lim sup log ll T’* ‘1 ~ 0 
t t 
which proves (ii). 
COROLLARY 3.4. There exists A,, > 0 and 0 < E -=c 1 such that for 
A>& 
II VA* II.m G l,” emAt 11 T,B /j dt < E. 
This clearly implies that the Hh are well defined by (2.2) for A > &, . 
We will give the proof of (2) in short since the methods are similar 
to those in [II]. To prove that the operators f&(t), t > 0, n > 0 are 
well-defined let us now define, for t > 0, the following functions 
~(0 = x’~‘@) = II Tt IL W) = ~‘Yt) = II m II, 
tp’(t) = (l/An-1) * $q(t) n > 2, 
p)(t) = (g(n) * x)(t) n > 1, 
where * stands for convolution. The functions t,W(t), x(“)(t) are all 
Lebesgue integrable over any finite subinterval of [0, CO). We further 
have 
LEMMA 3.5. Eeach function +“)(t) is bounded on any closed sub- 
interval of [0, co). 
Proof. The proof goes by induction. The case n = 1 follows 
from Lemma 3.3(ii) and the uniform boundedness principle. Assume 
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that the statement is true for n = m and let 0 < 01 < /? < GO. Fix 
(42) < 6 < 01 then for each t E [01, fl] 
+(m+l’(t) = j: (G(t - s) +‘“‘(s) ds 
= j: #(t - s) c,@‘(s) ds + 1:” #(s) #‘m)(t - s) ds, 
< Ml jl 1,4’“‘(s) ds + M2, f-” I/J(S) ds = M < 00, 
where M is independent of t. 
Now let us prove by induction on n, that SJt) f, t > 0, given by 
(3.2) are well defined. The induction hypotheses being (a) S,(t) is a 
linear operator on C,, with S,(t)f a continuous function of t, t > 0, 
for each f E C, , and such that (1 &(t)ll < x’“)(t), t > 0, (b) &(t) B 
is a bounded operator on 9(B) with ]I SJt) B 11 < z,!&“)(t) and such 
that SJt) B f is a continuous function of t for each f E C, and t > 0. 
Indeed the case n = 0 follows from Lemma 3.3(ii). Assume (a), (b) 
hold for n = m, then clearly S,+,(S) B T,-J is a measurable function 
of s for each f E C,, and being bounded in norm by ((f )I a,W+l)(s) it is 
also integrable on finite intervals. To prove continuity at t, express 
hn+,,(Qf = j; %n(s)B T,-,f ds + j:, h&)~ T,-sf ds, 
the first integral approaches J$ S,(s) B Ttoes f a!s = Sm+l(to) by the 
dominated convergence theorem; while the second integral tends to 0 
as t -+ t, since the integrand is bounded by $tm)(s) 1) f Jj which is 
bounded on each closed subinterval of (0, co). To prove continuity 
in t of S m+l(~) B f notice that for f E 9(B) the continuity follows 
from (a) while otherwise we can find a sequence fi E 9(B), j > 1, 
with fj -+ f such that S,+,(s) B fj --+ S,+,(s) B f as j --t co, uniformly 
on each closed subinterval of (0, cc). The rest of (a), (b) is easy. 
Now again by induction one can show that there exists h, > 0 and 
0 < 6 < 1 such that 11 SJt)ll < x’“)(t) < PeA6 Ji e++(s) ds < PeA6 
for h > h, . This implies that xz==, S%(t) is indeed absolutely con- 
vergent uniformly in each closed subinterval of (0, co). Further 
I/ St /I < (1 - 8)-l eA6 for X > h, . Also the strong continuity of 
{S, : t > 0) can be deduced from this. 
Let us now show that for each f E C, h > max(& , hi), H,,f = 
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JF e-atStf dt. By h d t e ominated convergence theorem it is enough to 
show that 
s m e-%!?,(t) dt = (I/,B)“V, = V,(BV,)“, 0 
The last statement will be proved by induction. 
clear. Assume it holds for n = m - 1, then by 
each f E Co 
11 > 0. 
The case n = 0 is 
Fubini we get for 
I 
co 
m e-at&(t)f dt = 
II 
m e-as S,-,(s)B e-a(t-*)Tt-8f dt ds, 
0 0 s 
s 
m 
zzz e-lTT7f dr ds, 
0 
I 
co 
czz e-%!3 m-44 B Vaf 6 
= V;(B VJ”J 
Also since (1 S, 11 < (1 - 6) l eat h > X, then by the above relation 
(1 H,” (1 < (1 - S)-r [l/(X - h,)p, h > h, , n 3 1. Hence by a version 
of the Hille Yosida theorem [2, 91 there exists a strongly continuous 
semigroup having (H, : X > X,} as its resolvent family. Clearly by 
the above relation this semigroup must coincide with {S, : t > O}. 
This completes the proof of Theorem 3.2. 
The next result concerns the infinitesimal generator of the semi- 
group {St : t > 01. 
THEOREM 3.6. Let A be the injinitesimal generator of the (strongly 
continuous) semigroup {T, : t 3 01. Then under the conditions of 
Theorem 3.1, A + B is the injinitesimal generator of the (strongly 
continuous semigroup {St : t > 01. 
Proof. Since {HA : X > X,} (defined in Theorem 3.1) is the resolvent 
family associated with the semigroup {St : t > 0}, it is enough to 
prove that (M - (A + B))-l exists as a bounded operator for A > X, , 
and that Hn = (XI - (A + B))-l. The theorem then will follow from 
the Hille-Yosida-Phillips theorem (see [2], or [5]) and the fact that 
for h > h, and n 2 1, /I HAw 11 < (1 - 8)-l l/(h - h$ where 6 < co. 
Let f E Co , by definition Hnf = (I + VAB + (VAB)2 + e-e) V,f, 
further there exists 0 < E < 1 such that for each A > h, , g E g(B), 
(1 VABg 11 < E 11 g I). We thus claim that the operator 
K = (If V,B + (V,B)2 + me.) 
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defined (and bounded) on 9(B) satisfies K = (I - P’,$)-l. Indeed 
this is trivial, since for f E 9(B), K is defined on (I - vJ3)f and 
K(I - vJ3)f = f. While for f E %?(I - &‘,J?) there exists g E 9(B) 
such that (I - v,J)g = f, but then Kf is well defined (since g, 
v,$g E B(B)) and Kf = K(I - Ir,B) = g. Thus (I - I’$) Kf is 
well defined and (I - I/ThB) Kf = (I - VAB) Kg = f. 
Hence H,+f = (I - V$-l V,,f = (I - VAB)-l (XT - A)-lf 
= ((AI - A) - (XI - A) vAB)--lf = (Al - (A + B))-lf. 
Thus the right side is well defined by any f~ C, and equals HAf. 
The rest follows from the properties of Hn . 
4. MARKOV PROCESSES WITH CREATION AND ANNIHILATION 
In this section we will construct a Markov process with creation 
and annihilation of mass corresponding to the perturbed semigroup. 
The process will have the property that B and (T, : t > 0} will 
determine (in an explicit way) the law of creation, that is they deter- 
mine the creation time of a particle and its initial position in E, after 
its creation. The motion of the particle thereafter is controlled by the 
transition function P, associated with the semigroup (T, : t >, 0). 
DEFINITION 4.1. Consider the following objects (1) (E, 6’) a 
measurable space, V, d, two points not in E, Ev,d = E U {V> U {A}, 
E v.~ = 4% P), (4) on Eu. (2) (9,s) another measurable space 
with w.v a distinguished point in Q. Let further St , t >, 0, be an 
increasmg family of a-subalgebras of S and S?-a = u((Jtao Fi). 
(3) For each t E [0, co) a map tt : Sz --+ E,,, measurable relative to 
9; , &v,, resp. which satisfies for each w E Sz, ff(w) = V implies 
t8(w) = V for each s > t and tt(w) = A implies IS(o) = d for each 
s < t; L(w) = V; &,(w,) = V and &,,)(w) E E, , 56(,)(w) = V where 
/3(w) = Inf{t: t,(w) E E,}, S(w) = Inf{t: ff(u) = V}. (4) For each 
t E [0, 00) a map 8, : Q -+ Q satisfying 13,(w) = wv w E iR and 
tt * B8 = &+,f for s, t E [0, co). (5) For each x E E, a u-finite measure 
gz and also a transition function P, on E, x 8,. satisfying 
pp, {V}) = 1 such that if we let Q, = {w: tI(w) E E,} then for each 
x E Ev , A E 8v , S, t > 0 the following relation holds 
~&*+t E 4% n Q,) = Ps(S, ,A) a.e. 8, on Qn, . (4.1) 
Then the collection (Q, g, 6 , Et , 8, , 9%) is called a Markov process 
with creation and annihilation with transition function P, and with 
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state space (J%,~, v,~ d ). The random variables 8, 6 are called the 
creation time and annihilation time, respectively. 
These processes were first suggested by Hunt [7] and were treated, 
for example, by Helms [4] and Nagasawa [lo]. 
To construct such a process corresponding to the perturbed semi- 
group we clearly need not only Condition 3.1 but also some non- 
negativity condition. A stronger condition than the comparison 
criterion is needed. 
CONDITION 4.1. Suppose there exists an operator B’ with 9(B’) = 
9(B) and such that B > B’ on 9(B). Suppose B’ satisjes Condition 3.1 
with respect to {T, : t >, O> and that the resulting perturbed semigroup 
(T,‘: t 2 0} is sub-Markov. Suppose further that B - B’ satis$ies 
Condition (3.1) with respect o (T,‘: t > O}. 
This condition includes, of course, the case where B > 0 and 
satisfies Condition 3.1 (take B’ = 0). Using this condition we could 
extend the following theorem to any B satisfying Condition 4.1 
rather than restricting ourselves to B > 0 but then we have to replace 
T, in (1) with T,‘. The idea is to perturb {T, : t > 0} first by B’ and 
get a sub-Markov semigroup {T,‘: t > 01 and then to perturb 
{T,‘: t > 0) with B - B’ > 0. This idea will be used in the examples 
in Section 5. 
THEOREM 4.2. Let {VA : A > O> b e a sub-Markov resolvent family 
of operators on C,,(E) and let (T, : t > 0} be the corresponding semigroup. 
Let B be a closed nonnegative operator with 9(B) 3 V,(C,,). Then there 
exists a Markov process with creation and annihilation (Q, 9, 9f , ff ,8, , 
9$x) such that 
(1) Its transition function is the transition function of the semigroup 
{T,: t 3 01. 
(2) Gf (ht) = Stf(x) for every X E Ev , f E G(&,,). where 
f E C&Ev,,)means f/E, E C, and f(d) = 0 and where gz denotes 
expected value relative to the measure 9% . 
Further hm r+ P=f(&) -f WI/t = Af (x) + Bf(x). 
Remark. (2) means that (S, : t > 0) is the semigroup associated 
with the above process. 
Proof. Without loss of generality we can assume B > 0 and 
satisfies Condition 3.1. Let us now deal first with the case where 
S,B = g& S,(s) B are all bounded operators on 9(B) with 
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II SP II ou,, <L, , s > 0, and where L, can be chosen so that JiL, ds 
exists and is finite. In this case 
St = Tt -t f S3 Tt-., 4 t > 0. (4.1) 0 
Also there exist kernels /3, , Q8 on Ev x 8v such that for f E C, , x E E, 
Vf(4 = .bAfWX& 44 and %fW = .JiAf(~)Qh dr)- Hence 
by (4.1) we get the relation 
x E Ev , A E 8.. , when further ps(x, E,) is a measurable function of s 
with /3Jx, E,) <L, . Now to construct the Markov process, let 
52 = set of all maps w: [0, co] -+ Ev,A which are right continuous on 
[0, co] have left limits on (0, co) are bounded on finite subintervals 
of [0, 001 and which satisfy w(t) = V (w(t) = d) implies w(s) = V 
s 3 E (w(s) = d, s < t). Define a map tf : D -+ Ev,I by t,(w) = w(t), 
t > 0. Let fit = u( 6, : s < t), t > 0. S = u(.$, : s > O]. For some 
7 = t, ,...) ( tn) 0 f t, < t, < *** < t, < co let t, = 0 and denote by 
Tj = (tj ,..., tn) 1 < j < n, T - s = (tl - s ,.,., t, - s). Then for 
x E Ev fixed and A, E Ev,d 1 < i < n if we denote by A, = {A> and 
let %o...A, equal 1 or 0 according as d E Ai 0 < i <i or not, then 
following Helms we can define 
+ Gl...A, s ; l&(x, Ev)ds. (4.3) 
This determines a measure Qz,+ on EG,, . It was shown in [4] that 
there exists a a-finite measure S?? on (52, S) [the projective limit of 
the projective system of measures (QZ,rE;I,d) restricted to 01 with the 
property that for Ai E cT~,~ 1 f i < n 
~‘,(5,, E 4 ,‘*., Et, E 4%) = Q5.7(4 x *** x -4). (4.4) 
Further the system (Sz, 9, St, f1 , 0, , 9’) constitutes a Markov 
process with creation and annihilation. The measure S?! satisfies 
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further Yz(wv) = 0, where wv = {w: w(t) = V, t > 01; further it is 
finite or u-finite according as JT pS(x, Ev) ds is finite or infinite. 
In general, if S,B are not necessarily bounded on 9(B); we start 
the argument from the representation 
St = Tt + i j” S,(s)B Tt-J ds t>o, fEC,. 
n=o 0 
Now for each 1z > 0 and s > 0 there exists a kernel pSfi on Bv x 8v 
satisfying S,(s) Bf(x) = J&f(y) bSn(x, dy), f E Co . And so 
stf (x) = Ttf (x) + f j” Tt-sf (A An(% h’). 
n=o 0 
Now for k fixed let 4,” = &,, pSn. As before $Sk(x, Ev) is a 
measurable function of s on each finite interval and $, cjSk(x, Ev) ds’ < 00 
for each t > 0. Consider the following kernel on Ev x gv 
Qt’(x, A) = pt(x, 4 + j: J’t-,b+ 4 42(x, 44 (4.4) 
Clearly 
QtY = go W)f, f E Co. (4.5) 
And so the kernel Qt has the representation of (4.2). Thus by the 
former special case we can define the measures Q& as in (4.3) with 
,6, replaced by $,k and conclude, as before, the existence of a a-finite 
measure gzk on (Sz, 9) satisfying 
%k(St, EA, ,..., ft., E An) = Q%% x *.. x An) (4.6) 
for Ai E 8v.A , 1 < i < 71. Also gzk(w,) = 0 and gzk is finite or 
u-finite according as Jr qSsk(x, E,) ds is finite or infinite. Further Pzk 
satisfies the Markov property (4.1), that is, for s, t > 0, A E c$ , 
a.e. 9,” on @ . (4.7) 
Now for each A E F let 
g,(A) = !$%“(A), Qtb, A) = kiQt’(x, -4. 
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Clearly 9% is a measure on (51,F) and Q1 is a kernel on E, x d$ . Also 
clearly by (4.3), (4.6) we get, using the same notation as in (4.3), 
%!(Et, E 4 >***, tt, E AZ) 
= P&4,& x *‘- x A,&) 
+ : FidA1...~, j-w Bs(x, 4) ds.
7l=O tfl 
Especially we get for A E cFv 
g&-t E 4 = Qt(X, A). (4-9) 
Notice that the kernel Qt satisfiesQ,(x, tv) < (1 - y)-l enf for h > A1 , 
x E Ev since for each k, Q@, Ev) < LO II %(t)ll < II St II. 
Let us now show that (Q, 9, Sf , tf , 0, , Pz) is the required process. 
First we must show that it satisfies the conditions of Definition 4.1. 
For this we must show the Markov property (4.1) and the a-finiteness. 
For the a-finiteness notice that J2 = (wv} U u7-r A, where 
Aj = {w: w(j) E E,). But for each k, ,Pzk(wv) = 0 and thus 
9f(w,) = 0. Also for each i > 1 by (4.9) $‘%(A,) = 9$.(& E Ev) = 
Qj(x, Ev) < (1 - 7)-l ehl < co for h > X, . 
To prove the Markov property we must show that for each 
DESfnQR, 
i I(t r+C~) @a = s Ps(ft 8 4 e (4.10) D D 
But this equation holds if 9’ is replaced by each gzk, k > 1. Also on 
1;2, P”, is a finite measure, hence, by Helly Bray, (4.10) holds. Thus it 
remains only to show (2). But for each A E &iv we have by (4.9) 
9$ft E A) = Q&q A) < 00. Thus for f = IA , @J(tt) = QJ(x). By 
a standard argument it follows that this equation holds for each 
f E Co(Ev,d). But by (4.5) and Helly Bray theorem we have for each 
f E C,(E,,,) Qtf(x) = S,f(x) and so SJ(x) = 8J(tf), where we 
understand that Stf (V) = QJ(V) = 0, t > 0. This completes the 
proof of the theorem. 
Actually just as in [4, II] we could prove that the process has the 
strong Markov property, that is if T is a stopping time relative to St , 
t >, 0 then for each A E LTV 
9&L+, E A/* n {B < 7 < 61) = p&T, , A) ax. 8, on (B < 7 < a), 
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where 5, , F7 are defined as usual. The process can also be shown to 
be quasi left continuous, that is if {TV : 71 > l> is a sequence of 
stopping times increasing to T then lirnlz+@ [,,Vs = 5, a.e. Pz on 
(/I < T < 8). To summarize 
THEOREM 4.3. The process (Q, 9, St, Et, 01, S??) satisj2.s the 
strong Markov property and is quasi left continuous. 
5. AN APPLICATION AND EXAMPLES 
A possible application of the above results is for finding probabilistic 
solutions for the Cauchy problem in partial differential equation. 
Namely let A be a closed operator with range and domain in 
C, = C,(E) and with 9(A) = C,, . For a given f E Co, 0 < T < oz 
find a function W(t, x) 0 < t < T, x E E satisfying 
(a~Pt)(t, 4 = Af(4, 
WC $lt=o = f(4. 
Our results then imply that if there is a Markov process 
(Q, S, Fi , X, , Bt, %) such that T,f (x) = EJ(X,) where (T, : t > O> 
constitutes a strongly continuous semigroup of operators on C, and 
where W(t, x) = TJ (x), t 3 0, x E E, , is a solution for (5.1) for 
each f E C,, , then for any closed operator B satisfying the above 
conditions with respect to {T, : t 2 0) we can find a probabilistic 
solution (a’, S’, St’, t1 , dfl, 9??) to problem (5.1) with A replaced 
by A + B. Namely, we can find a probabilistic model of Markov 
process with creation and annihilation such that if we let 
&f@) = &f (0 f or each f E C,(E,,,) then u(t, x) = SJ(x), t > 0, 
x E E, is a solution for (5.1) with A replaced by A + B. We know 
the relation between the two processes and roughly speaking we can 
conclude that perturbation of the differential equation in (5.1) resulted 
in a process that can be thought of as a perturbation of the corre- 
sponding Markov process. A famous well-known special case of this 
result is the case where E = RN, A = (l/2) d and B = Uf for some 
u E C,(RN). 
EXAMPLES. Let E = [ - co, co] and let V, be the resolvent family 
corresponding to the Brownian motion on E, i.e., 
5s410/3-5 
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Then V,(C,) is the twice differentiable functionsfe C,, withf’,f” E C, . 
Clearly VA(CO) = C, . Let B be defined by Bf = (d/dx)f(x). B is 
closed and .9(B) = {f~ C, :f’ E C,>. Clearly 53(B) 3 V,(C,J. Also 
2 m II TtB /Iem -=c - I d(?rt)4t 0 
ye-(‘*/4t) dy = &) and N, = d(Vtl) - 
clearly satisfies the condition of Theorem 3.4. Thus there exists a 
strongly continuous semigroup (S, : t > 0) of operators on Co having 
(w~~2) + (d/d x as its infinitesimal generator. Using the comparison ) 
criterion we can show that H,, = Czzo Vh(BV$ are nonnegative 
operators for h > 2. Indeed define a sequence of bounded operators 
on Co by Bd(x) = nlf[x + (l/n)] -f(x)]. Clearly B, satisfies the 
conditions of Theorem 3.4. Let (HA,, : h > X,%} be the corresponding 
perturbed resolvent family. Since B, > -nl, HA,% are nonnegative 
operators. A straightforward calculation shows that 
11 V,B, (/ = F (1 - e-1/z2n) and thus 11 VAB - VA& 119(B) -+ 0 
as n---t 00. Also since VAB commutes with VAB, we get for h > 2 
Consequently for X > 2 
II fL - 4 II < II VA II II VAB - VA lbm kg k &,“-‘. 
Hence HA, h > 2, are nonnegative operators. Next notice that 
H,l = C ( VAB)n. VA1 = (l/h) and so {HA : h > 2} is a Markov resolvent 
family and there is actually a Markov process in the usual sense 
corresponding to the perturbed Brownian motion. 
A similar result can be proved if we start from a Brownian motion 
in R and take the perturbing operator to be Bf(x) = h(x)(d/dx)f(x) 
for h E C+(R), i.e., h a nonnegative bounded continuous on R for 
which lim,,, h(x) exists. 
Next we can consider the perturbing operator 
WC4 = WW4fW + 44.M 
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where h E C+(R), c E C(R) by expressing c = c+ - c- and perturbing 
the Brownian motion first with h(x)(d/dx)f(x) - c-(x)f(x) to get a 
Markov process with annihilation and then perturb the resulting 
process by c+(x)f(x). This p roves for example that for E = R, 
A = (l/2) A + h(d/dx) + c, h E c+(R), c E C(R) is the infinitesimal 
generator of a Markov process with creation and annihilation. Thus it 
also gives a probabilistic solution for the Cauchy problem (5.1) with 
the above A. This result may be generalized to Brownian motion on 
E=RN,N>l. 
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