The network properties of double and triple xed step graphs are considered. We determine that the broadcast times of double and triple xed step graphs of diameter D are equal to D + 2 and D + 3, respectively. Some results on the embeddings of grids into these graphs with dilation 1 and 2 are given. For a triple xed step graph we give a method to calculate the routing between any two vertices of the graph. Furthermore, we show that the diameter of the surviving route graph remains two for any set F of faults for jFj = 5, which is optimum.
Introduction
In this paper, we continue the investigation of the network properties of double and triple xed step graphs, focussing on particular graphs of this type which are de ned below. We show that these particular graphs have desirable properties and compare favorably to grids and tori as network structures. As usual, communication networks are represented by graphs in which vertices correspond to the nodes of the network and each edge corresponds to a communication channel that directly connects two nodes. The graphs considered in this paper are undirected, simple, connected graphs without multiple edges. We use the terminology from Bondy and Murty. 3 For a positive integer n and a set of positive, pairwise distinct integers fs 1 ; s 2 ; : : :; s k g, the multiple xed step graph G(n; s 1 ; s 2 ; : : :; s k ) (also called a distributed loop graph) is a graph on vertices f0; 1; : : :; n?1g such that for any vertex u there is an edge between u and vertex u+s i (mod n) for 1 i k. The graph-theoretical properties of these graphs have been studied in several papers. (See the papers of Bermond Comellas and Hsu and of Hwang for excellent surveys of earlier work. 1;9 ) Multiple xed step graphs have many nice properties and can be viewed as a natural generalization of a cycle.
In general, the problem of determining the diameter of multiple xed step graphs is di cult. However, more is known for the cases k = 2 and k = 3 which have been called double xed step and triple xed step graphs. 5;14 The following two results has been shown 13 : 1. Any double xed step graph of diameter D has at most 2D 2 +2D+1 vertices. For the case of a triple xed step graph G(n; a; b; c), the question of which parameters give the best diameter is not completely solved. However, the graph G(3D 2 +3D+1; D; D+1; 2D+1) has been shown to have diameter D and it shares many properties with double xed step graphs. 14 We will denote this graph as G 3;D . As an example, G 3;3 = G(37; 3; 4; 7) is shown in Figure 2 . In our studies we will make use of a planar geometrical representation of the double and triple xed step graphs that was introduced by Morillo, Fiol, and Yebra. 12 To represent G 2;D , consider the Euclidian plane divided into square units. Each square represents a vertex of G 2;D and the square in coordinates (0; 0) represents the vertex 0. For any square representing vertex u, the square to the right represents u + D and the square above it represents the vertex u + D + 1. Thus, the edges (u; u+D) correspond to pairs of horizontally adjacent squares, and the edges (u; u+ D +1) correspond to pairs of vertically adjacent squares. The representation of the vertices in the plane repeats periodically and all the vertices of G 2;D are contained in a square tile whose exact shape is shown in Figure 3a .
A geometrical representation of G 3;D is obtained similarlyto the one for G 2;D . In this case, the edge (u; u+2D+1) corresponds to a diagonal adjacency. In particular, the square representing u + 2D + 1 is up and to the right of the square representing u. Again, representation of the vertices in the plane repeats periodically and a tile containing all vertices of G 3;D has the shape of a slanted hexagon as shown in Figure 3b . Graphs G 2;D and G 3;D have been shown to have some properties that are important for interconnection networks. 12;5 In particular, these graphs are regular, maximally connected, and vertex symmetric. In addition, for G 2;D , the diameter of the surviving route graph remains two for any set of faults F with jFj 3, which is optimum.
In this paper we investigate other properties of G 2;D and G 3;D which are important from the point of view of interconnection networks and which have not been previously investigated. In Section 2, we compute the broadcast time of G 2;D and G 3;D . In Section 3, we exhibit embeddings of grids into G 2;D and G 3;D with dilation 1 and 2, respectively. In Section 4, we give a simple calculation of a shortest path between any two vertices of G 3;D and investigate the diameter of the surviving route graph of G 3;D .
Broadcasting in Double and Triple Fixed Step Networks
One of the common processes in communication networks is the sending of a message from one node of a network to all the other nodes as quickly as possible, subject to the following constraint: during each unit of time a node which already knows the message can inform at most one of the nodes to which it is connected directly by a communication channel. This process is referred to as broadcasting. Proof. Due to the vertex-symmetry of G 2;D , we only need to show that the broadcast time is equal to D + 2 for the vertex 0.
Consider the following broadcast scheme on the tile representation of the graph. (See Figure 4b ).
1. The vertex 0 sends the message to the vertices to the left, right, above, and below it in that order. 2. A vertex that receives a message from the right sends the message to the vertices to the left, above, and below it in that order. 3. A vertex that receives a message from the left sends the message to the vertices to the right, above, and below it in that order. 4. A vertex that receives a message from below sends the message to the vertex above it. 5. A vertex that receives a message from above sends the message to the vertex below it. Let a; b; c; d be the four corners of the tile representing G 2;D , a being the leftmost corner and all other corners being listed in the clockwise order. The algorithm sends the message to any vertex u on the horizontal line between 0 and a in time equal to d(0; u), and a receives the message at time D. This, (2) and (4) We shall show by contradiction that the broadcast time for 0 in G 2;D is greater than D + 1. Assume that there is a broadcast algorithm that sends a message from 0 to all vertices by time at most D + 1. We will consider the four vertices of G 2;D which are in the four corners of the tile and determine whether they can receive the message by time at most D + 1. We can assume without loss of generality that the broadcast algorithm rst sends a message to the vertex on the left. Thus, the vertex, say a, in the left corner of the tile can receive the message at time D and clearly at most one vertex on the border of the tile can receive the message in time less than D + 1, since all vertices on the border of the tile are at distance D from 0. Notice that the upper and lower corner vertices of the tile are adjacent to a (in the tiles bordering on a), but only one of them, say b, can receive the message from a at time D + 1. However, of the remaining two corners of the tile, only one of them can receive the message in time equal to D+1, namely the one which is either in the same row or column as the vertex where the broadcast algorithm sends the message from 0 at time 2. Thus, one of the four corners of the tile cannot receive the message in time D + 1, a contradiction to our assumption. 9. A vertex that receives a message from the left sends the message to the vertex on the right. Furthermore, if the vertex is equal to Dj ? 1 for some j 0, it also sends the message to the vertex below it in the next step. 10. A vertex that receives a message from the right sends the message to the vertex to the left. Furthermore, if the vertex is type (?Dj + 1) for some j 0, it also sends the message to the vertex above it in the next step. 11. A vertex that receives a message from below sends the message to the vertex above. 12. A vertex that receives a message from above sends the message to the vertex below.
To show that the above scheme completes the broadcast by time at most D + 3, we use the fact that given the tile for G 3;D , we obtain the tile for G 3;D+1 by adding one square all around the tile as indicated in Figure 5 with broken lines. Thus, a broadcast scheme for G 3;D+1 , is obtained from the broadcast scheme for G 3;D by sending the message from the squares on the border of the tile of G 3;D to the squares on the border of the tile of G 3;D+1 , as in Figure 5 . In order to show a matching lower bound, let us assume that there exists an algorithm A which broadcasts from vertex 0 to all vertices of G 3;D in time at most D + 2. Let T be the broadcast tree that represents this broadcast, i.e. a directed tree whose vertices are pairs, (x; i) where x is a vertex of G 3;D , i is the time unit in which x receives the message, and the root is labeled by (0; 0). Let v 1 ; v 2 ; v 3 be the vertices which, according to the broadcasting algorithm A, receive the message directly from the vertex 0 at times 1; 2; 3, respectively. Let T 1 ; T 2 ; T 3 be the subtrees rooted at (v 1 ; 1); (v 2 ; 2); (v 3 ; 3), respectively. Since the distance from 0 to any vertex in B D is equal to D, any vertex of the set B D of the vertices on the border of the tile must occur in one of the above three subtrees of T.
Since the message arrives at v 3 at time 3 and the distance from 0 to any vertex in B D is equal to D, the tree T 3 
Embeddings of Grids into Double and Triple Fixed Step Graphs
In the eld of interconnection networks, the study of graph embeddings is motivated by the problem of e cient simulation of interconnection networks or parallel algorithms on a di erent interconnection network. See the book by Leighton and the article of Monien and Sudborough for more detailed discussions of this issue. 10;11 Let G and H denote two simple, undirected graphs. In general, an embedding of the graph G into the graph H is an injective mapping f of the vertices of G into the vertices of H together with a mapping P f which assigns to each edge (u; v) of G a path between f(u) and f(v) in H.
The dilation of a given embedding f, denoted dil(f), is de ned to be the maximum of flength(P f (u; v)) : (u; v) 2 E(G)g. Since our goal is to construct embeddings of low dilation, we will take P f to be a mapping that assigns to each edge (u; v) of G a shortest path between the vertices f(u) and f(v) of H. Thus, in this
distance between x and y in the graph H. The expansion of an embedding f is the ratio of the number of vertices of H to the number of vertices of G. Since we use injective mappings in this paper, the expansion of all embeddings will be at least one.
The edge-congestion of f is the maximum, over all edges e of H, of the number of edges of G mapped to a path of H which includes e.
The r s grid, denoted M(r; s), is a graph with the vertex set f(i; j) : 0 i < r; 0 j < sg and the edge set f((i; j); (i; j + 1)) : 0 i < r; 0 j < s ? 1g f((i; j); (i + 1; j)) : 0 i < r ? 1; 0 j < sg. For 0 i < r, we use the term row i to denote the vertices f(i; j) : 0 j < sg and, for 0 j < s, we use the term column j to denote the vertices f(i; j) : 0 i < rg.
In this section we give embeddings of grids into G 2;D and G 3;D with dilation 1 and 2. There are two reasons for focusing our attention on embeddings of grids. First, many algorithms have been developed for grids. 10 Second, embeddings of other networks into grids have been investigated, as for example of binary trees. 6;8 Thus, by composition of embeddings we can obtain embeddings of these other networks into multiple xed step graphs.
First, we investigate which grids can be embedded into G 2;D with dilation 1. In a dilation 1 embedding < f; P f > of a graph G into graph H, any edge (u; v) of G is mapped by P f to a path of length 1, i.e. the edge (f(u); f(v)) of H. Thus, in a dilation 1 embedding we only need to specify the function f. Also notice that in this case, since f is a one-to-one mapping, G is a subgraph of H, which implies that H can emulate G without any slowdown. (u; v) ); f 2 ((u; v))+D+1; f 2 ((u; v))+1) of length 2 in the host graph between the images of the vertices. Clearly, the dilation of this embedding is 2, and it is easy to observe that the edge-congestion is also equal to 2. 2 In the above proof, rows of the grid are mapped into rows of the geometrical representation of G 2;D , and columns of the grid are mapped to its diagonals. Similarly we can obtain a dilation 2 embedding in which columns of the grid are mapped to the columns of the geometrical representation of G 2;D and rows of the grid are mapped its diagonals, which gives us the following theorem. Figure 3 has its shortest path vector equal to (0; 1; 2), meaning that in a shortest path from 0 to 18, no horizontal edge is taken, one vertical edge is taken upward, and two diagonal edges are taken upward, i.e., one possible shortest path consists of vertices 0; 4; 11; 18,
In the next theorem we show that the shortest path vector of a vertex is easily obtained from the coordinate vector of the vertex. Thus, to determine a shortest path from 0 to any vertex u is simple, and because of vertex transitivity, it remains simple for any pair of vertices of G 3;D . Since G 3;D is 3-connected, there exist several paths between any pair of vertices of the graph. Thus, when G 3;D is considered as a network, one has to specify for each pair of vertices and each message a path that should be used for the transmission of the message. One possibility is to specify for each ordered pair of vertices u, v a xed path from u to v that should be used for the transmission of any message from u to v. This is called a xed-path routing. For a xed-path routing it is important to investigate its fault-tolerance. In a network G having vertex set V and edge set E, a routing is a function which assigns to each ordered pair u, v of distinct vertices of V a path between u and v. The routing is called the routing of shortest paths when for every pair of vertices u, v, the path (u; v) is a shortest path between u and v. The routing is said to be bi-directional if (u; v) = (v; u) for every pair u, v of distinct vertices of V , and is said to be consistent when (u; v) = u; u 1 ; u 2 ; : : :; x; : : :; u n ; v implies that (u; x) = u; u 1 ; u 2 ; : : :; x and (x; v) = x; : : :; u n ; v.
The surviving route graph was introduced by Dolev, Halpern, Simons and Strong for studying the fault-tolerance of routings. 4 Assume that we have a network that uses a xed routing table T for the entire network. When a fault occurs in the network, we want to keep on transmitting messages using the xed table T until there is a convenient time when the table is changed. If a route from u to v speci ed in T is not functional, then u can transmit a message to v using the table T by transmitting the message to x 1 which transmits it to x 2 , etc, until x i can transmit it to v using the routes in T that haven't been a ected by the faults. Clearly, it is desirable to have a network and a routing table that allows the transmission of any message with as few retransmissions of the message as possible. This motivated the introduction of the surviving route graph and its diameter. 4 Let G be a network with a vertex set V , edge set E and a routing . Given a set F = V F E F of vertices and edges of the graph, the surviving route graph R(G; )=F is the directed graph with vertex set V n V F , where there is an edge from u to v if (u; v) does not contain any element of F. Note that if the routing is bi-directional then R(G; )=F is a graph. The diameter of R(G; )=F is the maximum number of transmissions needed to send a message between any two vertices in the network G in the presence of the faults F along the surviving routes in the routing .
For a given network G, an interesting problem is to nd a routing such that the diameter of the surviving route graph is as small as possible for any set F of faults whose size is smaller than the connectivity of G. Clearly, the best possible result is to nd a routing such that the diameter of the surviving route graph is 2 for any set of faults whose size is smaller than the connectivity of G.
It has been shown that there exists a bi-directional, consistent routing of shortest paths for G 2;D such that the diameter of the surviving route graph R(G 2;D ; )nF) is equal to 2 for any set of F of faulty vertices where jFj < 4, which is optimum.
14;5 The proof of this result uses the idea of a central vertex. In the case of G 3;D , the method of central vertices proves that the diameter of the surviving route graph is 2 only for sets of faults containing at most 3 faults. 5 We show below that there exists a bi-directional, consistent routing of shortest paths for G 3;D such that the diameter of the surviving route graph R(G 3;D ; ) n F) is equal to 2 for any set of F of fault vertices, jFj < 6, which is the best possible. As mentioned above, at least one of the components of any shortest path vector is equal to zero, and when the third component is non-zero, then the other non-zero component of the vector (if any) has the same sign. Thus, the routing is well-de ned. Informally, if in the plane tessellation associated with the graph, the occurrence of v closest to u is located above u or on the same horizontal line as u, then the path assigned by the routing is the one in which we rst take all the horizontal edges (if any), then all the vertical edges (if any) and then all the diagonal edges (if any). Otherwise the edges are taken in order: diagonal, vertical and then horizontal.
Lemma 2 The routing for a graph G 3;D is a routing of shortest paths which is both consistent and bi-directional.
Proof. As discussed above, for a pair of vertices u, v of the graph, the shortest path vector s v?u speci es the number of horizontal, vertical and diagonal edges of the graph that constitute a shortest path from u to v, and the sign of each component indicates the direction in which these edges are to be taken. Thus, the path (u; v) is a shortest path between u and v.
Let u, v be a pair of vertices of the graph such that s v?u = (a; b; c) with either b 0, c = 0 or b = 0, c 0, i.e., the vertex v closest to u in the plane tessellation associated with the graph is above or on the same horizontal line as u. Let x be a vertex on the path (u; v). Then, x lies above or on the same horizontal line as u, and v lies above or on the same horizontal line as x. Thus, in the shortest path vectors c x?u , c v?x the second and third components have the same signs as those of s v?u , which implies that in paths (u; x), (x; v), we follow the same order of horizontal, vertical, diagonal edges as in (u; v). Therefore, (u; x), (x; v), are subpaths of the path (u; v). Let y be a vertex such that y follows x on the path (u; v). Since y also follows x on the path (x; v), by the above argument (x; y) is a subpath of (x; v) and, therefore, also of (u; v). Similarly, we can show that (x; y) is a subpath of (u; v) in case either b or c of the shortest path vector is negative. Thus, the routing is consistent.
Rule (4) of De nition 1 ensures that the routing is bi-directional. 2
Theorem 10 For any given set V F of vertices, jV F j < 6, the diameter of the surviving route graph R(G 3;D ; )=V F is at most two.
Proof. Due to the vertex transitivity of G 3;D , we only need to demonstrate that the distance between vertex 0 and any vertex u 6 2 V F is at most 2 in R(G 3;D ; )=V F .
We can prove this by showing that for any vertex u of the graph there exist vertices y i , 1 i 6 such that the paths (0; y i ), (y i ; u) form six vertex-disjoint paths between u and 0. Since V F contains at most ve vertices, there then must be an integer k, 1 k 6 such that the paths (0; y k ); (y k ; u) don't contain any faulty vertex and, therefore, 0 and u are at distance at most 2 in R(G 3;D ; )=V F . There are several cases to consider (see Figures 7 and 8) . Clearly, in all cases we only need to consider the situation when u is not adjacent to 0. As seen in Figure 7 , the paths (0; y i ) (y i ; u), 1 i 6 form six disjoint paths between 0 and u. Figure   7 , the paths (0; y i ) (y i ; u), 1 i 6 form six disjoint paths between 0 and u. Any of these cases is very similar to one of the three cases above, due to to the symmetries of the tile associated with G 3;D . 2 
Conclusions
The results presented in this paper together with the results of Fabrega and Zaragoz a and of Yebra, Fiol, Morillo and Alegre show that graphs G 2;D and G 3;D , for D > 1, form families of regular graphs having many interesting and useful properties 5;13 :
the graphs are regular, vertex-transitive, and maximally connected. their diameter is smaller than that of either a grid or a torus having a similar number of vertices. the calculation of the shortest path is simple. the broadcast time is close to the diameter of the graph. very large grids can be embedded in them with small dilation. there are bi-directional, consistent routings of shortest paths that have very good fault-tolerance. These results show that the double and triple xed step graphs share many properties with grids and tori. However, the results on diameter, broadcasting, and the surviving route graph indicate that double and triple xed step graphs support faster communications. Thus, when we need to combine the good properties of grids with faster communications while maintaining a low degree, double and triple xed step graphs should be considered.
