Abstract. Integration of heterogeneous data is one of the greatest challenges for versatile e-learning environments, since support for different multimedia data formats is often restricted or adaptions are necessary to fit strict requirements. Therefore, we examine the opportunities given by new metadata standards like MPEG-7 and XML for knowledge management in terms of automated processing, evaluation and presentation of e-content. In Germany's first interdisciplinary and collaborative research center on "Media and Cultural Communications", we are studying the influence of transcription, localization and (re-) addressing on e-learning environments. Exemplarily, we want to introduce our Virtual Entrepreneurship Lab (VEL) as an approach to comply with these tasks in a multimedia e-learning environment.
Introduction
Both, knowledge management (KM) and collaboration among learners should be supported in e-learning environments [CC00] . Multimedia database systems [Ko02] can be used to organize integrated management of heterogeneous multimedia e-learning content while collaboration support in these database systems is still an open issue. The XML-based MPEG-7 standard [Ma02] , introduced by the moving pictures expert group (MPEG) permits the integration of versatile multimedia data [BM02] . On the one hand, information can be categorized by an ontology and being classified that way, but on the other hand there is an increasing user interest in retrieval techniques on loose or even non-structured data. We therefore focus on opportunities given by the combination of both techniques based on multimedia database systems.
The integration of heterogeneous data as content for e-learning applications is crucial, since the amount and versatility of processable information is the key to a successful system. In this aspect we want to present the opportunities given by the metadata description standard MPEG-7 when (loosely) categorizing new information of different sources and types. Besides, it is possible to store data efficiently in XML databases and make it accessible for conventional KM techniques. Additionally XML data allows the handling of more than only meta information by making the data itself accessible for multimedia retrieval techniques. Hence, we have started several cooperations within our collaborative research center on "Media and Cultural Communication" to analyze and evaluate the impact of new media on learning structures in cultural sciences [JK02] .
In this paper we'd like to present and discuss KM and data integration in e-learning environments. The rest of the paper is organized as follows: In the next section we present related work concerning development of e-learning applications. In the following, the terminology of our joint collaborative research center will be introduced as basis for a discussion on current approaches. Afterwards we present our prototype for a multimedia e-learning environment, the Virtual Entrepreneurship Lab (VEL). The paper closes with a summary and an outlook on further research.
Current Approaches to Multimedia E-learning
Due to the interest in reducing costs of education on one hand and stimulating people to never stop learning on the other hand, prototypes of KM systems for e-learning applications have recently been developed in educational, industrial and research institutions. Latterly those applications that allow semantical enrichment of data and a loose categorization of the presented content have become very popular, since they suggest an unaffected presentation of the e-content. The KM of those data is somewhat more difficult, compared to e.g. ontology-based systems [FD98] , due to the lack of underlying structures.
There exist several approaches to increase the acceptance and usage of existing platforms in education, but most of them are restricted in flexibility concerning the content and adaptation to the user's skills. In these approaches, learning and teaching is recognized as a KM task on digital archives stored in database systems. The following subsections give a brief overview on KM in distant learning community systems. Currently our analysis concentrates on infrastructure and media versatility in knowledge creation processes.
BSCW
The BSCW (Basic Support for Cooperative Work) system was developed at Fraunhofer FIT institute and acts as a common workspace to share and distribute information within a community [Kl00a] . Accessible via a web browser, the user navigates through the shared workspace consisting of folders, documents and links, organized in some kind of hierarchical file system. Besides it offers additional facilities for supporting cooperative work, like user administration, permission management or email directory services. So, a BSCW workspace can be thought of as a "web folder", which means a central repository, accessible via World Wide Web and accustomed browser software.
In our collaborative research center we introduced the system to our colleagues from the cultural sciences and started a common workspace to improve the knowledge transfer between cultural scientists and computer scientists. Because of the diverse working structure, the system was mainly used by the computer scientists. Another range of application is KM of projects and teaching at our department. Within the common workspace, students and researchers can share documents, which enhances the flow of information. The highlighting of new data by a special sign and logging of activities within the workspace makes it possible to analyze the knowledge distribution process in detail.
Notebook University
The "Notebook University" is a new aspect of multimedia e-learning environments and is currently being developed in concept and implementation. Nevertheless, some ideas have become apparent in new research projects [Ur02] , [ZF02] . Most important for the notebook university is the ubiquitous access to information within the campus. Efforts in creation and management of knowledge are up to now reduced on simply making information accessible. The aim is to support knowledge sharing among all participants. Hence, a common workspace would be suitable to integrate, but isn't established yet. In future, a detailed analysis is necessary to see if and how far making information accessible at any time and anywhere will enforce conversation structures and knowledge creation.
Researchers actually developing notebook universities think, that due to the increment in mobile connectivity, the number and quality of interactions will increase. Consequently, this will add value in a speedier knowledge creation process. Courses and lectures also have to be further investigated, since new media and connectivity allow the integration of new learning tools and online discussions. So, notebook university will be a very interesting approach for the near future. Nevertheless it is doubtful, whether the approach will be successful as a stand-alone system. Probably new learning theories have to be developed and current e-learning environments have to be adapted and integrated.
Courseware Watchdog
Courseware Watchdog represents an ontology-based information system that has been jointly developed by the Learning Lab Lower Saxony and the University of Karlsruhe [SS02a] . It is designed to find and visualize relevant educational material on the WWW according to the user's needs. Automatic crawling on related websites guarantees, that documents will be categorized according to the terms of the ontology. By matching and evaluating the user's preferences with the affiliated categorizes of a document, all user relevant data will be personally addressed. Similar approaches can also be found at Fraunhofer FIT institute [JK01] , e.g. in the ELFI system. Current research projects at FIT, e.g., aim at the creation of an e-learning environment.
KM in such ontology-based systems is done by classification of heterogeneous data within a predefined schema and a redistribution of the information afterwards [SS02b] . To increase the flexibility of the system, current studies cover the ontology evolution. Hence it becomes necessary to introduce new concepts when they newly appear on the web, and to integrate them at the right position of the used ontology. This will make it possible to analyze the changes in ontologies by versioning or recognizing shifts in the usage of concepts. 
The Virtual Entrepreneurship Lab (VEL)
The Virtual Entrepreneurship Lab (VEL) is a joint development of Lehrstuhl Informatik V and Fraunhofer FIT institute [KH02] . It is based on theories that are taught at the MIT (Massachusetts Institute of Technology) in entrepreneurship education. Starting from a constructivist point of view, it represents an interactive learning environment combining the advantages of new metadata standards as MPEG-7 and meta information languages as XML.
The VEL represents a hyper dimensional multimedia e-learning platform (cf. figure 1). To the right there is a three-dimensional categorization schema, which allows loose filtering of the presented content. The three dimensions are predefined and fixed by specific aspects of a founding of a company. The content selection concerning entrepreneurship education segregates three parameters:
• time: the different phases of the founding process • person: selection of a specific person, who acts as a founder • skills: browsing aspects of relevant founders' skills
The thumbnails in the circular overview vary related to the chosen category. By dragging it from its position and dropping it in the middle, the user selects a media file. A red frame surronding it, indicates its selection. Now the user can work with the selected media and all annotations concerning the media file are accessible. The additional metadata can now be used for better understanding of the situational background. By highlighting the appropriate buttons depending on the context of the selected media, the user shall be encouraged to investigate other entrepreneurial aspects associated with the media file. At the bottom is a screen element to maintain collections. Media files can be selected, arranged and annotated with additional information. This user-specific customization shall guarantee a continuous and gradual improvement of annotations. Collections can be seen as an approach to focus on a certain aspect: combining and customizing media files by compounding this view on single media components with additional, issue-related information with the aim to pursue creative collaboration on certain issues on which the collection is focused on.
Media Versatility in E-learning Environments
When we started our participation in the collaborative research center, we had to learn the terminology used by various disciplines within the cultural sciences. This disturbance -the lack to understand the terminology of another scientific domain -made it necessary to "map" the domain-specific terminology onto terms more appropriate to the computer science community. So the first step that we undertook was to transfer their terminology into terms that are widely used in the field of computer science [Ja02] . In our opinion the usage of these terms is advantageous for the computer science community. Hence, we are now trying to give an overview on how the well-defined terms of transcription, localization, and (re-) addressing can be transferred into common terms of the computer science:
• Transcription is a media dependent operation to make media settings more readable, like e.g. semantical enrichment of data.
• Localization means an operation to transfer global media into local practices.
• (Re-) Addressing describes an operation that stabilizes and optimizes the accessibility of global communication, as it is done by personalization.
We are now dicussing in how far existing e-learning approaches fulfill these aspects. In figure 2 we give a brief overview on our results by trying to combine the terminology of both communities, with respect to the following analysis:
• BSCW offers a wide range of media types to be supported as well as easy content adaptability and community suitability. Data management can simply be done as it is handled in common operating systems and the great success of this tool is a proof of excellent community suitability. Besides personalization is limited to a user specific content view that restricts the overall amount of files to those, that affect the user. Interactivity and interface adaptability are very restricted, because the system behaves as an asynchronous accessible file system. • The Notebook University projects provide good opportunities in transcription, because wireless LAN allows distributing huge amounts of versatile media. On the other hand localization and personalization seem to be restricted, since current approaches do not show any more than creating a common platform for knowledge distribution.
• Courseware Watchdog offers average localization and transcription features. This is based on the fact that integration and reaction on new media files is possible in general, but compatibility to common standards as, e.g. MPEG-7, is missing. Semantic Web approaches might back media integration in the future. The system strongly supports personalization, as it is an ontology-based information brokering system, but lacks up to now an adaptive user interface. Same arguments also hold for FIT Fraunhofer's ELFI system. • The Virtual Entrepreneurship Lab is based on the MPEG-7 metadata description standard. Therefore it has excellent capabilities in terms of media versatility. Besides interactivity and community suitability are well supported, as there are techniques integrated like drag&drop and the possibility to share collections among members. It also offers personalization features as personal selections and annotations. Up to now its lacks the availability of automated content integration and adaptability of the user interface.
It becomes obvious (cf. figure 2) that those system backing transcription strongly, fail more or less in addressing and vice versa. On the other hand we can see, that up to now, the community aspect in terms of localization should be improved, since the cooperation within the community will be crucial for the success of KM. In addition, the user interface adaptability needs enhancements in all systems.
Knowledge Management with MPEG-7 and XML
Ontology-based information systems have been developed to structure content and to support information retrieval in KM. They reach from simple catalogs to information system ontologies using full first order, higher order or modal logic [SW01] . Applications of ontologies can be found in various information brokering systems, which have been very effective for knowledge creating processes in the last few years. Especially the modeling of context for information captured in an organizational memory (OM) has been a very promising approach to support knowledge creation [Kl00b] . Furthermore, research has been undertaken to combine the resource description framework (RDF) with an information brokering system [LC02] . The problem is that an ontology has to fit into all user interpretations, which become obvious, when an ontology creation is shared [DC98] . Therefore the ontology development is usually guided by domain experts in an iterative, incremental and evaluative process [RB02] .
In our collaborative research center we are currently investigating the impact of disturbances as origin of a knowledge creation process. We therefore examine a disturbance as the starting point of a learning process and try to make it productive for both individuals and the community. Due to the interests of cultural scientists in semantical enrichment of data and by transcribing already existing documents, we are trying to combine those practices with methods of computer sciences, by jointly developing new information systems based on MPEG-7 and XML. This means that we have to reduce (or even close) the gap between metadata description in multimedia concepts and strict categorization of ontologies.
Combining Multimedia Concepts with Ontologies
Nonaka and Takeuchi's approach [NT95] of classifying knowledge either as implicit or as explicit that undergoes a continuous process of knowledge creation has been of great importance for studies in the field of KM. Similar to the assumptions by [PL02] , the knowledge building process can be seen as a combination of Nonaka and Takeuchi's thesis with the aspects of disturbance triggered knowledge creation (Engeström) and knowledge building communities (Bereiter). Therefore we want to point out, where disturbances commonly take place and what strategies can be applied, to make them productive. Figure 3 shows a modification of Nonaka and Takeuchi's cycle of knowledge creation. We have divided up the process into two sections. On the left hand side we concentrate on those aspects of multimedia concepts that are used for socialization, as analyzing communities, which depend on social interaction among learners. On the right hand side we recognize combination as, e.g., database systems that are necessary for efficient data management, like in ontology-based systems. In between are the cutting edges in terms of externalization and internalization. There, multimedia concepts and ontologies meet each other, since it becomes necessary to make implicit knowledge explicit and vice versa. Common techniques therefore are, e.g., modeling or classification on one hand and multimedia retrieval or human-computer interaction (HCI) on the other hand.
In our point of view, the transfer of explicit knowledge into implicit knowledge is most likely to be affected by disturbances, since the user often has problems to get suitable information. Consequently, we have to analyze how to overcome this problem. Therefore we are trying to optimize the personalized addressing in knowledge creation processes. In the case of the VEL we have discovered a disturbance in knowledge transfer from entrepreneurs to students.
Transcription, Localization, and Addressing in the VEL
Descriptors and description schemes (DS) are basic concepts of the XML-based MPEG-7 standard. Descriptors define the syntax and semantics of each feature or metadata element, whereas DS specify the structure and semantics of the relationships between components. In addition, the description definition language (DDL) allows the creation of MPEG-7 descriptors and DS. It provides a syntax to combine, express, extend and refine descriptors as well as DS [Hu01] . Espe- cially the modification of the nesting rules of arguments permits the creation of a tree-hierarchy similar to structures in ontology-based systems.
Documents in MPEG-7 are defined by a XML schema that allows the prove of syntactical and semantical correctness. Usually a subset of the whole MPEG-7 standard is selected and defined in a document type definition (DTD), since the whole standard is too extensive. When creating new e-content for the VEL, MPEG-7 documents will be validated against the MPEG-7 schema and the predefined DTD. Verification of the DTD ensures that all necessary information for the VEL system exist. By validation against the schema compatibility of, e.g., datatypes, which cannot be defined in a DTD, is being assured. Besides MPEG-7 metadata allows qualitative access to the content of multimedia data by searching, filtering and applying information retrieval techniques as in [GD00] , [SS01] . The system features guided linking and arranging of the data, too. Furthermore, data transfer between applications compatible with MPEG-7 is made easy.
A brief overview on the structure of VEL MPEG-7 documents is given in figure 4 . It allows the combination of loose categorization, annotations and multimedia information. The VEL allows the transcription of data by simply annotating documents with additional information. Even more, the integration of heterogeneous data is being made possible by the MPEG-7 description scheme. Figure 5 indicates the substructures of a MPEG-7 VEL document concerning information about annotations and collections. Concordances with the basic structure of VEL MPEG-7 documents (cf. figure 4) are visible. The aspects of transcription, localization and addressing as well additional information on the multimedia content are specially figured out. We give the opportunity to textual annotate documents for the moment being. The user management does localization in the VEL. It administrates the users within the community and permits access to the system. Addressing on a coarse level in the VEL is done by the previously described localization tools, which manage user access to the community. On a more granular level, users can modify access rights of collections. They enable them to make collections accessible to the whole community or to keep it private. To improve the efficiency of addressing further improvements can be implemented, e.g. by analyzing the usage history [BY02] .
Discussion
Generally, the MPEG-7 standard allows a comprehensive content description and a semantic coding of multimedia data. This is necessary, since efficient retrieval techniques for a tool like the VEL, which integrates heterogeneous data, are needed. Therefore, MPEG-7 serves as an expedient framework. However, annotation and handling of non-linear materials has still to be done manually to achieve a high quality of the e-content. In this aspect, the domain knowledge about entrepreneurship education has strongly influenced the content editing.
The cooperation with Kurt Fendt from the MIT was very effective for the design of a constructivist e-learning environment. For instance the loose categorization represents a design aspect that makes the structure of the data more transparent. It allows applying concepts of ontologies to be bound with nearly unlimited metadata information of MPEG-7. Furthermore, confining to three dimensions reduces the risk for the user to get lost while navigating through the data. Hence, the number of media thumbnails and categorization buttons is limited to retain the overview. This ensures that, the user will be guided when studying the content and is being motivated to explore associated materials.
For best exploitation of metadata information in our software applications we are currently researching on accessorily options MPEG-7 offers. The next step will be to develop adaptive user interfaces to make the content presentation dependent on the predefined settings. Hence, an integration of the extensible stylesheet language transformation (XSLT) in the VEL is currently being studied. By applying XSLT, a personalized content presentation will be possible without any other manipulation in a transcribed MPEG-7 file. The structure of valid XML documents can also be used to create a somewhat simplified ontology. Subsections of the XML and their nested arguments could be interpreted in that way. Automatic processing of the MPEG-7 files is backed by their hierarchical structure. Therefore, queries can be used to directly access selected elements of a document via XPath/XQuery [CD99] .
Conclusions and Outlook
In this paper we presented and discussed current approaches on KM in e-learning environments. Thereby, the appearance of disturbance in knowledge transfer causes a transcription and (re-) addressing process, which becomes necessary, when information cannot be understood by all participants correctly. By example of the VEL we showed that the usage of MPEG-7 makes the transcription process transparent and flexible. Also the coupling of ontology-based information systems with metadata-enriched multimedia files can be achieved.
Multimedia retrieval techniques are also to be developed in the future to exploit the opportunities MPEG-7 gives to its extents. Further studies will be necessary to develop efficient retrieval techniques for both ontology-based data structures and metadata enriched multimedia concepts. Hence, we have started cooperations in our collaborative research center to stabilize addressing and improve personalization. Together with cinematic scientists, we are currently creating a specialized movie archive, and in conjunction with scientists of philology we are planning to develop an e-learning laboratory for sign language education.
The availability of multimedia standards enables us to develop e-learning environments that render up to date disciplinary research and didactics. By relying on metadata standards we keep flexibility for further developments. They allow us to integrate new learning modules and to seek for additional scope of duties. We hope to detect a model core common to learning processes, which can be extended to fulfill specific requirements in versatile area of applications.
