Introduction
Spatial disparities have, in the past few decades, been a frequently studied topic in economics (see Aghion and Howitt, 1998; Le Gallo, 2004; Rey and Janikas, 2005; Ezcurra et al. 2007; Li and Haynes, 2010) . A related strand of this literature is focused on regional employment/unemployment, using an Error Correction Model (ECM) (e.g. Gray, 2004; Hunt, 2006; Alexiadis and Eleftheriou, 2010) . Fewer studies use a bivariate ECM to examine the long-run trends in per-capita income disparities (e.g. Alexiadis et al., 2013) . This can be attributed to the difficulty in defining a suitable proxy for steady-state equilibrium.
In the case of regional employment/unemployment such definition is simple and straightforward, namely using employment/unemployment at the national level (e.g. Martin, 1997; Keil, 1997; Gray, 2005) . Such a definition is, however, not so clear when income disparities are the main focus of interest. Notwithstanding that percapita income at national level (average per-capita income) seems to be a good candidate, nevertheless such a proxy does not always reflect the implied social preferences.
From an econometric point of view, bivariate models may result to a potential loss of information and problems of endogeneity, causing a simultaneity bias in the coefficients. A multivariate cointegration model, however, tackles with such issues in a more effective way and is implemented here. In that sense, this paper fills an important gap since, to the best of our knowledge, this model has so far not received due attention in examining income disparities across the US states.
The rest of this paper is structured in four sections. Section 2 sets the appropriate framework within which the empirical analysis will be conducted, namely a Vector Error Correction Model (VECM). The econometric application takes place in Section 3, together with a detailed presentation of the obtained results. A fourth section concludes the paper, and suggests avenues for future research.
The Empirical Framework
Examining the trends in the evolution of a given variable can be said to be equivalent to test for stationarity. Non-stationary series can become stationary by differencing them up to the point where the conditions for stationarity hold.
1 In most cases, economic time series have been found to be integrated of order one, i.e. ) 1 ( I , determined through the Augmented Dickey Fuller (ADF) and the Phillips Perron (PP) tests. Although several time series can be characterized as non-stationary, it is possible that certain combinations among these series exhibit common behaviour over time. Stated in alternative terms, a (linear) combination of non-stationary series might be integrated of a lower order than the individual series themselves; cointegration.
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In order to test for cointegrating relations across the US States, we use the maximum likelihood methodology proposed by Johansen (1988) . According to Johansen a Vector Autoregression (VAR) model of order p can be written as follows:
1 Constant mean and variance over time, and the (auto) covariances between two different points in time depend only on the absolute difference between them. If one of the above conditions does not hold, then the time series in question is non-stationary.
In equation (1) t y is a set of k given time series variables (in our case, k , is the number of the States in each Bureau of Economic Analysis region),   are short run parameter matrices and  is the first difference operator. As a technical note, under cointegration, the matrix  can be written as
, where  and  are r k  matrices each with rank r , with  being the matrix of the r cointegrating vectors (i.e. the columns of  represent the r cointegrating relations) and  being the matrix of adjustment coefficients ( represents the short-run speed of adjustment to the long-run equilibrium relationship). Finally, t  is a vector of independent Gaussian errors with zero mean and time invariant positive definite covariance matrix.
As already mentioned,  collects the cointegrating vectors of the system. Notes: ***, ** and * denote statistical significance at 1%, 5% and 10% respectively. Standard errors are in parenthesis. The lag order for the VECM is determined using a range of Information criteria. More specifically, we choose the lag order indicated by the majority of these criteria. The rank of the VECM is specified by the Johansen test at the 1% level of significance (1% is chosen instead of the 5% because this test exhibits low power). JB denotes the Jarque-Bera normality test of VECM residuals (with the null hypothesis that the residuals follow a normal distribution or equivalently the joint hypothesis that skewness and excess kurtosis are zero). LM1 / LM2 is the Lagrange multiplier test for first and second order serial correlation (with the null hypothesis that there is no serial correlation in the residuals up to the specified order). The stability test checks the stationarity of the cointegrating relations and that their number (the cointegrating rank of the VECM) is correctly specified. VECM is stable if the number of unit moduli is equal to #of endogenous variables -#of cointegrating vectors (i.e., all roots are inside the unit cycle). Constraints are imposed in the non-significant coefficients of the cointegrated equations. The validity of these constraints is tested using a Likelihood-ratio (LR) test for over-identifying restriction (with the null hypothesis that the restrictions are valid).
All the results are available upon request.
Assuming that the error term in the first cointegrating relation (hereafter CR) is positive, then per capita income in the State of California is above its long-run equilibrium level and, so, it should be decreased. It is expected, therefore, that the associated adjustment coefficient should be negative. The estimation process, however, yields a positive value (0.02) and, consequently, no economic inference can be made. A similar difficulty is associated with the second adjustment coefficient for California (-0.31). The argument runs as follows. Since California does not appear in the second CR an attempt is made to relate the first CR (which includes the State of California) with the second CR by examining the dynamic interrelations between the States. Hence, a State that appears in both CRs is chosen, namely Washington. From the second CR, if the error term is positive, then per capita income in Washington is above its equilibrium value and therefore should be decreased. If this is so, however, then according to the first CR, the error term will become negative and the adjustment coefficient for the second CR in the case of California should be positive. The estimation process, nevertheless, yields a negative value.
Applying a similar reasoning, adjustment coefficients with economic meaning in the region of Far West can be detected for the States of Nevada (-0.82), Oregon (-0.02) and Washington (-0.01). It might be argued, therefore, that per capita income in the State of Nevada is in a long run equilibrium relationship with per capita income in the States of Oregon and Washington. Moreover, short run income disparities between the States of Nevada and Oregon and Washington dissipate at a rate of 82 per cent annually. By the same token, the adjustment rate for Oregon with the States of Nevada and Washington is 2 per cent while per capita income in Washington moves towards its steady-state equilibrium, approximated by per capita income in the States of Nevada and Oregon, at an annual rate of 1 per cent. The process described above for the region of Far West is illustrated in Figure 1. -. A similar process is followed for the region of Great Lakes (Table 2) in which the rate of adjustment for Indiana to its equilibrium relation with Wisconsin is 79 per cent, while the corresponding rate for Wisconsin to Illinois is 2 per cent. The aforementioned relation for the States of Indiana and Wisconsin is clearly indicated in Figure 2 . On the other hand, this relation is not so evident for both Wisconsin and Illinois; a situation (possibly) attributable to the relatively low rate of adjustment between these two States. The adjustment coefficients for the rest of the States in Great Lakes are rejected due to problems with the diagnostic tests (e.g. for Michigan and Ohio the residuals are not normally distributed in the corresponding VECM equation) or due to a wrong sign in the estimated adjustment coefficient (Illinois).
Estimations for Utah, Idaho and Colorado yield statistically insignificant adjustment coefficients (Table 3) . Moreover, the corresponding VECM equation for Montana has a problem with the normality of residuals. Only Wyoming adjusts to its steady state equilibrium relationship with Utah and Colorado at a rate of 40 per cent per year. The relation between these States is depicted in Figure 3 . Notes: ***, ** and * denote statistical significance at 1%, 5% and 10% respectively. Standard errors are in parenthesis. The lag order for the VECM is determined using a range of Information criteria. More specifically, we choose the lag order indicated by the majority of these criteria. The rank of the VECM is specified by the Johansen test at the 1% level of significance (1% is chosen instead of the 5% because this test exhibits low power). JB denotes the Jarque-Bera normality test of VECM residuals (with the null hypothesis that the residuals follow a normal distribution or equivalently the joint hypothesis that skewness and excess kurtosis are zero). LM1 / LM2 is the Lagrange multiplier test for first and second order serial correlation (with the null hypothesis that there is no serial correlation in the residuals up to the specified order). The stability test checks the stationarity of the cointegrating relations and that their number (the cointegrating rank of the VECM) is correctly specified. VECM is stable if the number of unit moduli is equal to #of endogenous variables -#of cointegrating vectors (i.e., all roots are inside the unit cycle). Constraints are imposed in the non-significant coefficients of the cointegrated equations. The validity of these constraints is tested using a Likelihood-ratio (LR) test for over-identifying restriction (with the null hypothesis that the restrictions are valid). All the results are available upon request. Notes: ***, ** and * denote statistical significance at 1%, 5% and 10% respectively. Standard errors are in parenthesis. The lag order for the VECM is determined using a range of Information criteria. More specifically, we choose the lag order indicated by the majority of these criteria. The rank of the VECM is specified by the Johansen test at the 1% level of significance (1% is chosen instead of the 5% because this test exhibits low power). JB denotes the Jarque-Bera normality test of VECM residuals (with the null hypothesis that the residuals follow a normal distribution or equivalently the joint hypothesis that skewness and excess kurtosis are zero). LM1 / LM2 is the Lagrange multiplier test for first and second order serial correlation (with the null hypothesis that there is no serial correlation in the residuals up to the specified order). The stability test checks the stationarity of the cointegrating relations and that their number (the cointegrating rank of the VECM) is correctly specified. VECM is stable if the number of unit moduli is equal to #of endogenous variables -#of cointegrating vectors (i.e., all roots are inside the unit cycle). Constraints are imposed in the non-significant coefficients of the cointegrated equations. The validity of these constraints is tested using a Likelihood-ratio (LR) test for over-identifying restriction (with the null hypothesis that the restrictions are valid). All the results are available upon request.
As shown in Table 4 in the South West region only Texas appears to have a valid adjustment coefficient. According to the results, per capita income in Texas moves towards its steady state equilibrium with per capita income in the States of Arizona and New Mexico (Figure 4) , at an adjustment rate 2 per cent per annum. The VECM equations for Oklahoma and Arizona indicate problems with the normality of residuals while the adjustment coefficient for New Mexico does not have the correct sign. Notes: ***, ** and * denote statistical significance at 1%, 5% and 10% respectively. Standard errors are in parenthesis. The lag order for the VECM is determined using a range of Information criteria. More specifically, we choose the lag order indicated by the majority of these criteria. The rank of the VECM is specified by the Johansen test at the 1% level of significance (1% is chosen instead of the 5% because this test exhibits low power). JB denotes the Jarque-Bera normality test of VECM residuals (with the null hypothesis that the residuals follow a normal distribution or equivalently the joint hypothesis that skewness and excess kurtosis are zero). LM1 / LM2 is the Lagrange multiplier test for first and second order serial correlation (with the null hypothesis that there is no serial correlation in the residuals up to the specified order). The stability test checks the stationarity of the cointegrating relations and that their number (the cointegrating rank of the VECM) is correctly specified. VECM is stable if the number of unit moduli is equal to #of endogenous variables -#of cointegrating vectors (i.e., all roots are inside the unit cycle). Constraints are imposed in the non-significant coefficients of the cointegrated equations. The validity of these constraints is tested using a Likelihood-ratio (LR) test for over-identifying restriction (with the null hypothesis that the restrictions are valid).
All the results are available upon request. Notes: ***, ** and * denote statistical significance at 1%, 5% and 10% respectively. Standard errors are in parenthesis. The lag order for the VECM is determined using a range of Information criteria. More specifically, we choose the lag order indicated by the majority of these criteria. The rank of the VECM is specified by the Johansen test at the 1% level of significance (1% is chosen instead of the 5% because this test exhibits low power). JB denotes the Jarque-Bera normality test of VECM residuals (with the null hypothesis that the residuals follow a normal distribution or equivalently the joint hypothesis that skewness and excess kurtosis are zero). LM1 / LM2 is the Lagrange multiplier test for first and second order serial correlation (with the null hypothesis that there is no serial correlation in the residuals up to the specified order). The stability test checks the stationarity of the cointegrating relations and that their number (the cointegrating rank of the VECM) is correctly specified. VECM is stable if the number of unit moduli is equal to #of endogenous variables -#of cointegrating vectors (i.e., all roots are inside the unit cycle). Constraints are imposed in the nonsignificant coefficients of the cointegrated equations. The validity of these constraints is tested using a Likelihood-ratio (LR) test for over-identifying restriction (with the null hypothesis that the restrictions are valid). All the results are available upon request.
Further support to the process of adjustment described by the VECM is provided by Factor Analysis. The relevant results are set out in Table 6 .
A striking fact from Table 6 is that the Highest Income State in each region (HISR) (i.e. California, Illinois, District of Columbia, Connecticut, Missouri, Wyoming, Florida and Arizona) has, in most of the cases, a negative factor loading. Finally, we run a 'national' VECM where all the HISRs 7 are included. The results indicate that no cointegrating relation is evident between those States. The geographical pattern of the group identified by the VECM is depicted in Figure 6 8 .
Figure 6. Adjusting States
At a glance, it can be stated that in the majority of the US states either shortrun income disparities do not dissipate towards steady state equilibrium relations or a long-run equilibrium relation does not exist at all. A kind of 'clustering' of adjusting States for three States located in the north-west part of the country (Washington, Oregon and Nevada) is evident from Figure 6 . This implies that the impact of spatial dependence does shape the path of income disparities to some degree..
Concluding remarks
The evolution or dynamics of regional income disparities is one of the foremost topics in economic research. Different empirical studies using various econometric techniques in diverse contexts were conducted. For the US States and Regions, in particular, this issue has generated a vast literature, and continues to do so. Our paper provides new evidence by using a VECM, and extending its applicability.
One conclusion to emerge from this study is that it makes little sense to concentrate upon the simple question concerning whether income differences are reduced or not. The appropriate question would rather be to ask: 'Do different steadystate equilibria relationships exist across regions?' Following the econometric estimations, reported in Section 3, the long-run behaviour varies across the US States.
This comes as a natural outcome of the VECM proposed in this paper. The empirical applications of such models, however, raise as many questions as they answer. The evidence that is put forward should, however, be seen as indicative at best, and the analysis should be replicated as additional data become available, in order to check whether the conclusions that we have reached can be confirmed. Furthermore, income disparities are affected by a wide range of factors, including cost of living, labour force migration, industrial base, natural resources, etc. It is a challenge, however, to introduce such factors in our framework. Nevertheless, this goes beyond the aims and scope of this paper and constitutes an item in our future research agenda. What is then the purpose of such a paper? Perhaps our main intention is to provoke further interest in the applicability of models based on the structure of error-correction mechanisms in examining the morphology of income disparities across spatial units.
