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顔面神経麻痺は，顔面神経によって支配されている顔面筋の運動麻痺であり，通常顔の片
側のみに症状が現れる．顔面神経麻痺の治療法は障害程度によって決まるので，障害程度
の評価は重要な判断基準となる．現在，障害程度の評価法として，本邦では柳原法が最も
一般的に用いられている．柳原法は視診による評価のため簡便かつ有用な評価法であるが，
主観評価であることから検者間でスコアに大きなばらつきを有することが指摘されている．
本研究は，障害程度の定量評価問題をパターン認識問題としてとらえ，顔面神経麻痺の時
系列画像からテクスチャと動きなどの時空間特徴を抽出する．抽出された特徴を顔面神経
麻痺の専門医による正解スコア（パターンラベル）とともに，分類器の学習に用い，障害
程度を定量的に評価した．主な成果を以下に示す． 
1. 多視点同期撮影システム SMAHCS (Synchronous Multi-Angle High-Speed Capture 
System)を開発し，これを用いて 83 症例の顔面神経麻痺患者の時系列表情画像データベ
ースを構築した．各症例について，柳原法に基づく１０表情を７視点から撮影した．ま
た，各表情について顔面神経麻痺の専門医による正解スコアが付与されている． 
2. これまで提案されている手法は画像から直接特徴を抽出していたのでノイズなどの影
響を受けやすい．本研究は，従来法の改善法として LO-MCGF(limited-orientation 
modified circular Gabor filter)フィルターを提案し，ノイズの除去とともに表情認
識に有用な特徴を抽出する．従来法に比べ，平均認識精度は 71.1%から 80.7%に向上さ
せた． 
3. これまで提案されている手法は殆ど表情静止画像を用いていたため，表情の動きに関す
る時間特徴が用いられていない．本研究は，第２の提案法として２次元時系列画像から
目尻や口元などの特徴点の動きをトッラキングし，時空間特徴を用いた評価法を開発し
た．平均認識精度を 84.3%に向上させた． 
4. これまでの手法は，すべて２次元表情画像を用いていた．本研究は，Self-Calibration
３次元再構成法を開発し，多視点表情画像から患者の３次元表情画像を再構成した．再
構成された３次元表情画像から特徴点の動きをトッラキングし，３次元時空間特徴を用
いた評価法を第３の提案法として開発した．平均認識精度を 85.5%までに向上させた． 
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  Facial paralysis is a medical condition where patients lose their facial movement ability, usually 
occurring on only one side. An evaluation of seriousness for this condition is necessary so that 
appropriate treatment method can be applied. Currently, the evaluation method of Yanagihara is 
most widely used in Japan. Yanagihara’s method is simple, but it is detailed and useful for 
evaluation. However, diagnosis using this method is based on clinical observation. There is a large 
variation between the serious ratings given by clinicians due to the subjective nature. Therefore, an 
objective and quantitative assessment system of facial paralysis is desired. 
  The purpose of this study is to objectively quantify the seriousness of facial paralysis. We treated 
the quantification of facial paralysis as a pattern recognition problem. We first captured images of 
patients, and then extracted spatial and temporal features from the dynamic images. Together with 
capturing expression images, the correct judgements of seriousness (labels) were also collected from 
clinical experts in diagnosis of facial paralysis. The extracted features and their labels were used for 
training classifiers for quantifying the degrees of facial paralysis. 
  The main achievements of our studies are as follows: 
(1) We have developed a synchronous multi-angle high-speed capture system (SMAHCS) for 
capturing multi-view images. We have 83 samples (including 9 healthy samples). Each sample 
contains dynamic images of ten expressions as in Yanagihara’s method from seven view-points. 
Also, the correct judgement of seriousness for each expression was rated by clinical experts in 
diagnosis of facial paralysis. 
(2) The conventional methods extracted features by directly using intensity images, so they suffered 
significantly from the influence of noise and redundant frequencies. In our study, we have first 
proposed limited-orientation modified circular Gabor filters (LO-MCGFs) for noise removal and 
desirable frequency enhancement. Compared with the conventional methods, the LO-MCGF-based 
technique has improved the classification rate from 71.1% up to 80.7%. 
(3) Almost all of conventional approaches extracted features from only static images in extreme 
states of expression. These methods did not use temporal information from dynamic images of facial 
expressions. As our second approach, we have proposed the use of features extracted from the 
movement of key points of the face, such as corners of the mouth, in a series of images over time. 
These features are known as spatiotemporal features. They are robust for classification. This method 
has improved the classification rate up to 84.3%. 
(4) The method described in (3) used dynamic 2D images of expressions. We also developed a 
self-calibration 3D-reconstruction system for extraction of dynamic 3D features. The use of the 
dynamic 3D features was our third proposed method. This dynamic 3D-feature-based method has 
improved the classification rate up to 85.5%. 
