We generalize von Neumann entropy function to hybrid quantum-classical systems by considering the principle of exclusivity of hybrid events. For non-interacting quantum and classical subsystems, this entropy function separates into the sum of the usual classical (Gibbs) and quantum (von Neumann) entropies, whereas if the two parts do interact, it can be properly separated into the classical entropy for the marginal classical probability, and the conditional quantum entropy.
Hybrid quantum-classical (QC) systems are the natural approximation to those quantum systems containing some degrees of freedom that can be well approximated as classical variables. This possibility arises when there are two different energy or mass scales, as it happens, for instance, in molecular and condensed matter systems where the nuclei are heavy and slow, while the electrons are light and fast. Hybrid models have also been proposed to explain the measurement process [1, 2] : the measurement device is a classical system coupled to the quantum system to be measured.
The correct mathematical formalism for the dynamics and statistics of these hybrid models is not obvious. Two different points of view can be taken. On the one hand, a practical one: the construction of a hybrid theory that approximates, as closely as possible, the full quantum dynamics of the problem. Such methods can be applied to a very large array of problems in condensed matter and molecular physics and chemistry, as non-adiabatic processes play a fundamental role [3] . On the other hand, a fundamental, theoretical point of view: the construction of a mathematically and physically consistent theory for hybrid systems, according to a number of criteria [1, [4] [5] [6] [7] , independently of how well it may approximate the full quantum dynamics. It is not clear what is the best possible dynamics from any of those two points of view.
The focus of this letter, however, is on the statistical mechanics of hybrid systems, regardless of the dynamics chosen for its description.
We take the latter fundamental point of view, i.e. we assume that a system is properly described or approximated with a quantum-classical (QC) dynamical system, even if we will not consider any particular model. We will first discuss the proper definition of the entropy of such a system, and then derive the hybrid canonical ensemble (HCE) as the one that maximizes this entropy, subject to the constraint of a given expectation value for the energy (MaxEnt principle). This ensemble had been perhaps implicitly assumed before, but few times explicitly spelled, and never, to our knowledge, derived from the general principle of entropy maximization.
Although this analysis of the entropy and of the HCE does not include an explicit role for the dynamics of the microstates, for the HCE to be considered a proper equilibrium ensemble there must exist a consistent QC dynamics that preserves this ensemble. In other words, the state of a system (say, a set of particles) in the hybrid canonical equilibrium, evolving under that dynamics, should remain invariant. In the following, we will assume that such a dynamics exists, although we will not consider here its explicit form. The so-called meanfield or Ehrenfest dynamics [3, 8] (ED) does not fulfill this property, and we will provide a careful analysis and a numerical example of the violation in a forthcoming publication. This comes at no surprise; it was already known [9, 10] that an Ehrenfest system, coupled to a typical thermostat, does not produce the correct canonical ensemble averages when time-averages are computed using the ergodic identification. This fact, however, can only be considered a hint, but does not prove the mentioned lack of invariance, since it is the result of applying a methodology developed for purely classical systems to a hybrid QC model (one could argue that a different, properly designed thermostat could yield the right ensemble averages). Nevertheless, it is possible, as we will show, to retrieve these right averages performing ED with a normal thermostat, by modifying the averaging formula (this will also be discussed in detail elsewhere).
The entropy of a hybrid QC system. A correct statistical mechanical definition of any system departs from the definition of a sample space: a set of statistically independent states, i.e. a basis of mutually exclusive events (MEE), which can be unequivocally characterized by the results of an experiment. Let us start by recalling the basic definitions in the only-classical or only-quantum cases.
In classical systems, a basis of MEEs is simply the phase space M C , the set of all positions and momenta of the classical particles:
where n is the number of classical degrees of freedom. Any point in this phase space defines an exclusive event from any other event.
Observables are real functions in this M C . Statistical mechanics for classical systems can then be described by using ensembles in this phase space, i.e. probability distribution functions (PDFs) F C : M C → R.
In quantum systems, the states ψ are rays of a Hilbert space H, i.e. the analogous to the classical phase space is the projective space, M Q = PH. Even though all of the states in M Q are physically legitimate, they are not mutually exclusive: if the system has been measured to be, with probability one, in a state ψ 1 , the probability of measuring it to be in other state ψ 2 is not zero, unless they are orthogonal: ψ 1 , ψ 2 are MEE only if ψ 1 | ψ 2 = 0. As a consequence, considering probability density functions F Q : H → R over the Hilbert space (or over the projective space of rays) to define ensembles, following the classical analogy, results in overcounting the same outcome for a hypothetical experiment in a non-trivial way. One way to see this clearly is that many different F Q can correspond to exactly the same ensemble (i.e. they are physically indistinguishable). The correct way to get a sample space of MEEs is therefore considering a basis of orthogonal events. From this idea, von Neumann [11] derived the density matrix formalism, which contains all the physically relevant statistically non-redundant information in a compact way. A density matrix can be obtained from a PDF F Q in the quantum phase space as:
We move on now to QC theories; despite the various proposals for them, one can perhaps establish a common denominator. The classical part is described by a set of position Q ∈ R n and momenta P ∈ R n variables, that we will hereafter collectively group as ξ = (Q, P ). The quantum part is described by a Hilbert space H. Observables are Hermitian operators in H, and they may depend parametrically on the classical variables,Â(ξ) : H → H.
Those observables defined on the classical subsystem are just ξ-functions times the identity, i.e.Â(ξ) = A(ξ)Î; those observables defined on the quantum subsystem only are operators that lack the ξ-dependence.
For these hybrid systems, in order to do statistical mechanics in a consistent way with the nature of its quantum subsystem, one must define a sample space with the same attention paid to the notion of mutually exclusive events. The combined phase space is now M H = M C × M Q . But, a PDF F H : M H → R defined over it exhibits the same problems as a quantum PDF over M Q . Hence we must consider that two hybrid states (ξ 1 , ψ 1 ), (ξ 2 , ψ 2 ) ∈ M H represent MEEs if and only if ξ 1 = ξ 2 or ψ 1 |ψ 2 = 0.
We want now to define a probability distribution on the set of MEEs of M H . As the physical properties of the hybrid system, in general, combine the states of M C and M Q (for instance, the total energy of the system), we cannot expect both sets to be independent from the probabilistic point of view. Nonetheless, we can assume that we can simultaneously measure any classical observable and any hybrid observable of the formÂ(ξ). Thus we can consider the conditional probabilities of the states of both sets. The probabilities associated to those measurements can be decomposed into the marginal probability associated to the classical phase space, F C (ξ), and the conditional probabilities associated to the measurement ofÂ(ξ), given ξ. For these latter quantum conditional probabilities, all the requirements of Gleason's theorem [12] apply, and one may therefore define, at each ξ-point, a density matrixρ ξ . It provides the probabilities of measuring an eigenvalue a of observableÂ(ξ), given ξ, through the usual rule of Born: p(a|ξ) = Tr[ρ ξπa (ξ)], whereπ a (ξ) is the projector onto the eigen-subspace associated to a. The unconditional probabilities p(a, ξ) must then be F C (ξ)p(a|ξ), which suggests to define the hybrid density matrix as:ρ
In conclusion, the probability distribution on the set of MEEs of hybrid states can be written as a family of quantum density operators parameterized by the classical degrees of freedom,ρ(ξ). For each ξ,ρ(ξ) is a self-adjoint and non-negative operator, which is normalized on the full hybrid sample space:
This is an immediate consequence of the normalization of F C (ξ) = Trρ(ξ) and ofρ ξ (Trρ ξ = 1). Given a hybrid state determined by the classical point ξ (which has probability Trρ(ξ)), and a quantum state represented by the projectorπ, the probability of measuring the system to be in that state is given by Tr(ρ(ξ)π). These ξ−dependent density matrices have already been used before, for example by Aleksandrov [5] , or obtained by taking the partial classical limit in the Wigner transformation of the full quantum density matrix, in the quantum-classical Liouville equation method [6] . Let us consider now how to define the entropy of these hybrid states. For any bivariate distribution p(x, y) of two sets of random variables (X, Y ), the entropy S(p) decomposes as
where p X (x) = y p(x, y) is the marginal distribution of X, and p Y |x is the conditional probability of Y given x. This general result must be applicable to the decomposition (2) . Therefore the entropy of the hybrid system must be equal to the sum of the classical entropy (S C ) of F C (ξ) and the average of the conditional entropy (von Neumann, S vN , sinceρ ξ is a well-defined quantum state) associated with ρ ξ , i.e.:
It is immediate then to rewrite this as:
which is our proposal for the hybrid QC entropy.
If the system includes only one classical state (i.e. F C (ξ) = δ(ξ − ξ 0 )) the entropy above reduces to von Neumann entropy. Analogously, when the quantum state is pure and independent of the classical state, the expression above reduces to the classical entropy function. Therefore, the entropy function (6) combines the classical and quantum information in a consistent way, and has the correct classical and quantum limits.
The MaxEnt principle for hybrid QC systems. The maximum entropy principle is one of the standard procedures to derive the canonical ensemble at both the classical or the quantum level. Firstly, one must assume that the system is in equilibrium. Then, one can find the canonical ensemble as the solution of the MaxEnt problem: given a certain thermodynamic system and an entropy function S, find the equilibrium ensemble which maximizes S among those with a fixed value of the energy.
In the following, we will prove that the canonical ensemble that results of this maximization, for the hybrid case, is given by:
whereĤ(ξ) is the Hamiltonian (typically decomposed into a classical and a quantum part, as f c H (ξ)Î +Ĥ Q (ξ)), Z HCE (β) is the partition function, and β is a constant, determined by the choice of E, that is used to define the (inverse of the) temperature. Note that this ensemble had been perhaps implicitly assumed before, but seldom explicitly written [13] and, to our knowledge, never derived. Notice that the orthogonal projectors of its spectral decomposition coincide with those of the adiabatic basis.
The problem can be addressed as a constrained optimization problem: find the density matrix that maximizes S in Eq. (6), subject to the constraints:
These can be incorporated via Lagrange multipliers, defining the full optimization functional to be:
Without loss of generality, let us work in the (ξdependent) basis of eigenstates of the Hamiltonian (the adiabatic basis). First, we will consider the optimization over a reduced set of density matrices: those which are diagonal in this adiabatic basis. The terms in Eq. (11) then read:
Taking derivatives and setting them to zero leads immediately to
where β = λE kB . We consider now a general density matrixρ(ξ), whose non-diagonal elements may be non-zero, fulfilling the two constraints (9) and (10) . Since it is Hermitian with nonnegative eigenvalues, it satisfies Klein's lemma [14] :
whereρ ii (ξ) are its diagonal elements (the equality only holds if it is actually diagonal). As the constraints (9) and (10) in the adiabatic basis only depend on the diagonal elements ofρ(ξ), we may conclude that for any non-diagonal density matrix there exists a diagonal one with the same values on the diagonal and larger entropy. The maximum has to be found among the diagonal ones, and is the one given in Eq. (15) . This concludes the proof.
Let us now check that the ensemble thus defined fulfills some very natural requirements:
• Additivity. If two systems are in the canonical ensemble equilibrium at the same temperature, they must also be at equilibrium when we consider them to form a single systems with two (independent) subsystems. Extensive variables as the energy and entropy must be additive.
This can be proven for the HCE in the following way. IfĤ 1 (ξ 1 ) andĤ 2 (ξ 2 ) are the Hamiltonians of both systems, the combined one is:
As the two terms of (17) trivially commute,
and because of this,
Thus we can just writê
This factorization ofρ(ξ) immediately implies the additivity of the internal energy (10) and of the entropy (6).
• The classical canonical ensemble, which maximizes Gibbs entropy, is recovered when only one quantum energy state exists.
• The quantum canonical ensemble, which maximizes von Neumann entropy, is recovered when only one classical point is allowed.
• If the QC coupling is turned off (the quantum HamiltonianĤ Q is independent of the classical variables and vice versa), the HCE becomes the product of the classical and quantum canonical ensembles, which maximize the sum of their respective entropies independently.
Dynamics. Another extra condition that an equilibrium ensemble must obviously verify is missing in the previous list: stationarity under the dynamics of the microstates. However, up to now we have disregarded the dynamics, and derived the canonical ensemble from very broad assumptions, freed from dynamical arguments. What we proved above implies that the only possible ensemble which can be considered to represent the canonical ensemble of a hybrid system is the HCE. Is there a dynamics that makes it also stationary? Trivially, the commutator withĤ(ξ) (i.e. a generalized von Neumann equation) does, but many others may also be possible. We will analyze this issue in a forthcoming publication.
As a starting point, we can consider Ehrenfest molecular dynamics (ED), written in general as:
ED is the model directly obtained from the Schrdinger equation for a full quantum system when the classical limit is taken for some of its degrees of freedom [8] . Therefore, from a practical perspective, ED approximates the full quantum dynamics, assuming some well studied conditions hold [8] . It however misses important quantum effects, and because of this, many alternative hybrid dynamics have been developed to cure these possibles deficiencies of ED. For example, it has been shown how ED cannot yield the right equilibrium ensemble averages [9, 10] . One important property of Ehrenfest dynamics is that it can be given a Hamiltonian expression by combining the two Poisson brackets which appear naturally in Classical and Quantum Mechanics (see [15] [16] [17] for the analysis of quantum systems and [7, 8] for the hybrid case). The resulting hybrid Hamiltonian system is nonlinear and formally analogous to a classical Hamiltonian system. The Hamiltonian function is f H (ξ, ψ) = ψ|Ĥ(ξ)|ψ , where ψ represent the quantum states [18] and ξ the classical degrees of freedom. The vector field associated with this function by the Poisson bracket is equivalent to Ehrenfest's equations.
One may then define a statistical mechanical theory of hybrid systems in full analogy with the procedure used for classical systems. If we introduce a probability density F H in the (ξ, ψ) hybrid phase space, we can consider the corresponding averages of the microscopic magnitudes. We can also use the hybrid Poisson bracket to define a master Liouville equation associated to F H . Therefore, it might be tempting to extend that classical analogy to Thermodynamics, and, in particular, to use the classical (Gibbs) entropy function in the hybrid case, for density F H .
Let us recall this classical case: Using the classical en-tropy S C in Equation (5), a straightforward use of the MaxEnt principle for classical systems leads us to Gibbs classical canonical ensemble:
where f c H (ξ) represents the classical energy function. Ensemble averages are computed as
The difficulty in dealing with these multi-dimensional integrals led to the development of Molecular Dynamics (MD) methods: one attaches a thermostat (Langevin's, Nosé-Hoover, etc.) to the equations of motion for a single trajectory, and uses the ergodic hypothesis to identify:
The notation ξ X(β) (t) means that the trajectory is computed with some thermostat "X" set to temperature β. When applied to the hybrid case, the use of this MD procedure was found to yield the wrong ensemble averages [9, 10] , which has been often quoted as one of the fundamental caveats of ED. This fact can now be explained by considering the Hamiltonian nature of ED discussed above and the properties of typical thermostats. Indeed, we know that the use of the MD is designed, for Hamiltonian systems, to yield Gibbs ensemble, i.e. the MaxEnt solution for the classical entropy function. Doing that on a hybrid system, the resulting ensemble would read:
Notice that this is not the hybrid ensemble that we derived above from the true hybrid entropy. This "classical" Gibbs ensemble would be derived from the maximization of Gibbs entropy, disregarding the consideration of the mutual exclusivity of events. In contrast, the HCE derived above, in terms of a PDF in the (ψ, ξ)-hybrid phase space is:
where Z HCE (β) is the partition function that ensures the normalization, and E i (ξ), ψ i (ξ) are the energies and wavefunctions of the adiabatic basis. Nevertheless, as the Hamiltonian function defining the Liouville equation for the probability density is f H (ξ, ψ), the (wrong) Gibbs ensemble is stationary under the master equation of Ehrenfest dynamics. This does not necessarily imply that the true HCE is not stationary. In fact, for purely quantum system, one can also define a Gibbs ensemble [19] , that is obviously not the true quantum canonical: both ensembles, the right and the wrong one, are stationary under von Neumann equation. Might this also be the case for hybrid systems? I.e. might both the real (Eq. (25)) and the wrong Eq. (24) ensembles be stationary under Ehrenfest dynamics? In fact the real HCE is not, as we will prove in a follow-up publication. But, this should come at no surprise if we recall that the projectors of the adiabatic basis (and hence the spectral decomposition of HCE) are not preserved in time by ED, in general.
We finish, however, with a positive note regarding ED: it is possible to "rescue" the MD+thermostat procedure to compute the correct hybrid ensemble averages. The thermostatted ED permits to get, after all, an ergodic sample.
As it can be seen in the Supplementary Material, one then just needs to modify the averaging defined in Eq. (23). If (ψ(t), ξ(t)) is an ED trajectory coupled to a thermostat (for example, using Langevin's dynamics), the new averages would be given by:
Therefore, the information gathered from thermostatted ED trajectories is sufficient to get the correct ensemble averages. Note that a similar procedure could be applied to any other ergodic trajectory, obtained for example with a ground state Born-Oppeheimer dynamics, or even a fictitious one. The formula requires the computation of the adiabatic quantum excited states, but avoids the multi-dimensional integral in classical phase space.
It has been the purpose of this letter to shed some light into the issue of the entropy and the canonical equilibrium expression for hybrid systems. We have first discussed the definition for the entropy of an ensemble of hybrid systems. We have done it by making very general assumptions on the hybrid theory, but without any consideration for the particular dynamics. The definition must simply depart from the information-theory definition of entropy, and carefully consider the principle of mutually exclusive events. Then, we have derived the HCE as the one that fulfills the MaxEnt principle. We have argued that ED does not preserve this hybrid ensemble and have explained the failure of ED calculations at finite temperature to provide the correct ensemble averages, as a natural consequence of its Hamiltonian nature. Nonetheless, we have suggested a formula to remedy this, and compute the true ensemble averages via ED time propagations with common thermostats: one must acknowledge the partially quantum nature of the system, and modify the averaging procedure.
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ABOUT THE USE OF DYNAMICS TO COMPUTE HYBRID QUANTUM-CLASSICAL CANONICAL AVERAGES
Let us a consider a classical system; in order to compute the canonical ensemble average of any observable, one needs to calculate multi-dimensional integrals in phase space, i.e. Gibbs ensemble averages:
Here, ξ = (Q 1 , . . . , Q d , P 1 , . . . , P d ) are the coordinates of M C , β = 1/(k B T ) is inversely proportional to the temperature, H(ξ) is the system Hamiltonian, A(ξ) is the observable whose average is to to be computed, and Z G C (β) is the partition function ("C" stands for "classical", and "G" stands for "Gibbs").
These integrals become impossible to compute directly (analytically, or numerically with a grid of points in phase space) when the number of degrees of freedom d is not very small. One alternative is to use molecular dynamics (MD): one propagates the system in time, although this dynamics is modified through the presence of a thermostat, that may be stochastic (e.g. Langevin dynamics) or deterministic (e.g. Nose-Hoover), i.e. a modification of the Hamiltonian of motion somehow designed in order to ensure that:
It is tempting to attempt to extend this methodology to hybrid quantum-classical systems, attaching a similar thermostat to Ehrenfest dynamics (ED) and computing time averages. However, it was found [1] [2] [3] that this procedure does not yield the right averages. As discussed in the article, this is due to the fact that ED is a Hamiltonian (i.e. symplectic) system and the usual thermostats are defined in order to yield fully classical (i.e. Gibbs) ensemble averages, such as the ones in Eq. (1), only extended to the full classical+quantum phase space. These averages are wrong. In this supplementary material, we show how, nevertheless, one can obtain the true hybrid system canonical ensemble averages doing thermostatted ED, by modifying the averaging formula (3).
The full classical+quantum phase space is composed of the classical coordinates ξ, and of a set of coordinates ψ = (q, p), that may be obtained by considering an orthonormal basis of the Hilbert space, and separating the real and imaginary part of the coefficients c i of any wave function:
Any state is then represented by the set ψ = (q, p). One may associate a function f A to any hybrid observableÂ(ξ):
f A (ψ, ξ) = ψ|Â(ξ)|ψ .
For example, f H (ψ, ξ) corresponds to the system . One may rewrite the ED equations, Q a = ψ|Ĥ(Q, P )|ψ ,
P a = − ψ|Ĥ(Q, P )|ψ ,
ψ = −iĤ(Q, P )|ψ .
in terms of a hybrid Poisson bracket:ξ a = {ξ a , f H } H (9)
Here, the classical bracket is given by
and the quantum bracket is, analogously:
In this hybrid phase space, the Gibbs ensemble is given by:
Z G H (β) = dµ(ψ)dµ(ξ)e −βfH (ψ,ξ) .
However, this is not the true hybrid canonical ensemble, as discussed in the article. Unfortunately, given its Hamiltonian structure, if one attaches the usual thermostats to the ED equations and computes the time averages of a hybrid observableÂ(ξ), one necessarily obtains the Gibbs ensemble averages, i.e.:
The true averages, in contrast, are given by:
Z HCE (β) = dµ C (ξ)Tr e −βĤ(ξ) .
The hybrid canonical ensemble density matrix is therefore 1 ZHC(β) e −βĤ(ξ) . One PDF that leads to this ensemble is, for example: 
where the set {ψ i (ξ)} corresponds to the adiabatic orthonormal basis of the quantum Hilbert space, and E i (ξ) are the adiabatic energies:Ĥ(ξ)|ψ i (ξ) = E i (ξ)|ψ i (ξ) . In order to compute these hybrid averages [Eqs. (17) and (18)], one must run over all the classical phase space and compute the traces in the quantum Hilbert space. Both tasks may be formidable. However, one may at least
