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ABSTRACT 
The equivalence of minimum-norm least-squares solutions of systems of linear 
equations and standard iterative methods of solution is well established. On the other 
hand, while it is generally understood that truncated iteration is a form of regulariza- 
tion, comparatively few papers have formalized the relationship between direct 
methods of regularization and truncated iteration. A brief review of such papers is 
presented. The main result of this paper is to carry this idea one step further and 
prove that solutions by direct regularization are in fact identical to solutions of a 
certain type of truncated-iterative method, and conversely. This equivalence is proved 
by construction for a very general form of regularization method in which the 
coefficient matrix has full rank and is rectangular. 
1. INTRODUCTION 
Many problems in image reconstruction from projections begin with a 
model that is an integral equation of the first kind. Typically, this equation is 
discretized at some stage of its solution. This reduces the problem to that of 
solving a system of linear equations of the form. 
0.1) 
LINEARALGEBRAAND ITS APPLICATIONS 130:133-150 (1990) 133 
Published by Elsevier Science Publishing Co., Inc., 1990 
655 Avenue of the Americas, New York, NY 10010 0024-3795/90/$0.00 
134 HENRY E. FLEMING 
where A E Rmx”, the vector space of m-by-n real matrices, rank A = 
min(m, n), b E R” is the vector of observations, and x E R” is to be 
determined. The case in which the matrix A is not of full rank is not 
considered, because it seldom arises in image reconstruction from projec- 
tions. The reason is that the physical aspects of the problem, when properly 
applied, usually preclude the resulting coefficient matrix from becoming rank 
deficient. 
On the other hand, the image reconstruction problem might begin 
directly with the system of linear equations (1.1). In either case, such 
systems are notoriously ill posed in that errors in the vector b of observations 
lead to disproportionately large errors in the solution. In this situation the 
usual minimum-norm least-squares solution is not very useful. However, a 
stable solution can be obtained by using what has become known as the 
regularization method of Tikhonov [l] (but also see [2] and [3]). 
The Tikhonov regularization method involves minimizing the functional 
(1.2) 
where the matrix L is usually a derivative operator which imposes a 
smoothing constraint on the solution, o > 0 is the regularization parameter 
that controls the amount of smoothing, x0 is an initial estimate of x, and the 
norms are Euclidean norms. Many other choices for L are possible; see e.g. 
[4, pp. 124-1261. The only restriction on L (which can be rectangular) is that 
L*L must be nonsingular, where the asterisk denotes the matrix transpose. 
Therefore, L*L can vary from being the identity matrix to being the 
variance-covariance matrix of the vector X. Now the regularized solution X, 
of (1.1) is the minimizer of (1.2) and is easily shown to be 
x, = (A*A + aL*L)-‘(A”b + aL*r.xJ. (1.3) 
An equally valid method of solving (1.1) is by iteration. Out of practical 
necessity the iterative process must be stopped (truncated) after a finite 
number of steps. At the beginning of the process the accuracy of the 
successive approximations improves with each step, but if the iterative 
process is carried too far for noisy, ill-conditioned systems, instability sets in 
(i.e., the iterates become unbounded). Thus, regularization is required, which 
in the iterative process is determined by the number of steps taken and type 
of method used. 
Before proceeding with our development of the relationship between 
direct regularization and truncated iteration, we give a brief review of papers 
ILL-POSED IMAGE RECONSTRUCTION PROBLEMS 135 
(albeit an incomplete list) that deal formally with this subject. According to a 
survey paper on the numerical solution of Fredholm equations of the first 
kind by Miller [5], it was first shown by Bakushinskii [6] in 1967 that the 
Landweber-Fridman iterative process 
xk = x~_~ + PA*(b - Ax~-~), k = 1,2,... , (1.4) 
with relaxation parameter p, can be regarded as a regularization procedure 
with l/k playing the role of the parameter (Y in the Tikhonov regularized 
solution (1.3). 
Strand [7] generalized the Landweber-Fridman iteration by replacing the 
parameter p with an arbitrary operator D in (1.4) i.e., 
xk = ;Tk-I+ DA*(b -Ark-i), k = 1,2,... , (1.5) 
where D = F(A*A) and F is a polynomial or rational function with the 
property 0 < AF(A) < 2 for 0 < A < 1. The function F is chosen so that the 
response function 
Rk(h)=l-[l-AF(A)]k (1.6) 
approximates the Heaviside unit step function with increasing accuracy as k 
increases. This in effect truncates the singular-function expansion (the Picard 
series) of the solution. The advantage of this form of regularization is that one 
does not have to obtain the singular functions, nor does one have to make 
empirical estimates of the truncation error. In [8] Strand discusses the 
behavior of solutions by both direct regularization and generalized Landwe- 
ber iteration as the regularization parameter and the truncation index are 
varied. 
Motivated by the work of Strand in [7] and [8] and his own numerical 
experience with ill-conditioned linear systems, Fleming [9] established a type 
of “virtual duality” between the methods of direct regularization and trun- 
cated iteration. This current paper is the completion of that work in the sense 
that true equivalence is established between the two types of methods. 
In addition to the survey paper of Miller [5], those of Bjijrck and Elden 
[lo] and Natterer [ll] also give comprehensive reviews of numerical methods 
for ill-posed problems. In particular, all three papers review the results of 
Strand [7], as well as other papers that formally treat truncated iteration as a 
form of regularization. 
The results of this paper are most closely related to those of Anderssen 
and Prenter [12],and Wahba [13]. In 1121 Anderssen and Prenter show that 
136 HENRY E. FLEMING 
when solving convolution integral equations of the first kind, regularization, 
Courant’s method, and Landweber-Strand iteration all can be reinterpreted 
as Wiener filters. Furthermore, they show that when the response function 
(1.6) of the Landweber-Strand iteration is chosen so that it is equal to the 
regularization smoothing that characterizes Wiener filtering, the two solu- 
tions are equal. This is the essence of the approach used in this paper, but 
rather than treating convolution equations, our paper deals with the numeri- 
cal solutions of ill-conditioned rectangular systems of linear equations. 
Results from one of the three topics of the paper by Wahba [13] also 
precede those of this paper in certain respects. It should be pointed out that 
even though [I31 was published in 1987, the topic under discussion actually 
was prepared for the Proceedings of the International Conference on Ill-Posed 
Problems held in October 1979, but the Proceedings were never published. 
The relationship between direct regularization and generalized Landwe- 
ber iteration (which is given the historically more correct name “Richard- 
son/Landweber/Fridman/Picard/Cimino iteration” in [13]) is established 
by Equations (4.9) and (4.11) in [I3]. However, the associated damping 
factors cannot be set equal; they are only “analogous,” as stated by Wahba in 
[13]. They can be made equivalent only if the relaxation factor /3 in [13, (4.4)] 
is replaced by an unspecified matrix. The matrix Q of the Q-generalized 
inverse solution which also occurs in [I3, (4.4)] cannot be used for this 
purpose, because it has to be specified in advance in [I3, (4.10)]; an 
additional matrix factor is required as in (2.6) (2.7) and (2.8) below. 
A very useful feature in [13] is the explicit form of the cross-validation 
function. This permits one to find the optimal truncation-index value by the 
method of generalized cross validation when the right-hand side of (1.1) is 
subject to random measurement error. 
Now it is the purpose of this paper not only to show that truncated 
iteration is a form of regularization, but to prove a much stronger result. In 
fact, we prove that every direct regularization method of a very general type 
for the solution of (1.1) is equivalent to a truncated iterative method, and 
conversely, every such truncated iterative method is equivalent to a direct 
regularization method. These results are shown to hold for underdetermined 
and overdetermined systems, as well as for exact (i.e., square) systems of 
equations. 
2. PRELIMINARY RESULTS 
In this paper we take a more general approach to the regularization 
problem than that of Tikhonov. Instead of minimizing (1.2) we minimize the 
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functional 
J(x) = IlAx - WI; + Ilx - x,,II& (2.1) 
where PE[W~‘~~’ and Qe[Wnx” are symmetric positive definite matrices 
and the vector norms are defined by 
where R is a symmetric positive definite matrix. In particular, if P and Q in 
(2.1) are variance-covariance matrices, then the regularization process is 
called statistical regularization. 
Now the regularized solution X, of (1.1) is the minimizer of (2.1), is 
unique, and is easily shown to be 
x, = (A*P-‘A + Q-l)-l(A*P-lb + Q-h,) (2.2) 
Since P and Q are positive definite, the matrix inverse in (2.2) exists 
irrespective of the rank of A. Using the identity 
(R+s)-‘s=(R+s)-‘[(R+S)-R]=I-(R+s)-’R (2.3) 
for square matrices R and S and the identity matrix I, one can write (2.2) in 
the alternative form 
I, =x0 +(A*P-IA + Q-I)-‘A*P-‘(b - Ax,). (2.4) 
In order to show the equivalence between the regularized solution (2.4) 
and the solution obtained from truncated iteration, we first derive the 
standard iterative solution to (1.1) from (2.4) by letting 
B = QA*P-’ (2.5) 
and manipulating (2.4) so as to eliminate the inverse of the matrix sum. This 
yields the form 
x, = x0 + B( b - Ax,), (2.6) 
which suggests using one of the following two iterative processes to solve 
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(1.1). If rank A = n, then 
xk = x~_~ + CB(b - Ax~-~), (2.7) 
and if rank A = m, then 
xk = xk_l + BD(b - Axk_1), (2.8) 
where C=[Wnx” and DE(W'~~"' are nonsingular relaxation matrices which 
normally are arbitrary, except for the convergence criteria that the spectral 
radius p satisfy the relations p(Z - CBA) < 1 and p(Z - BDA) < 1. However, 
in our case the matrices C and D are not arbitrary; they are specified in such 
a way that the desired equivalence between regularization and truncated 
iteration is realized in addition to the convergence criterion. 
To determine C and D, one solves (2.7) and (2.8) recursively in terms of 
the initial estimate x0 of (2.4) to obtain the results 
xk = (I - LX?A)~ s,+[Z+(Z-CBA)+ ... +(Z-CBA)k-‘]CBh (2.9) 
ifrankA=n, and 
Xk=(~-~~~) “x,+[Z+(Z-RDA)+ ... + (I - BDA)k -‘] BDb (2.10) 
if rank A = m. The objective now is to prove the equivalence of the solution 
x, of (2.4) and the solution zk, of (2.9), and of (2.10), for a fixed truncation 
index k,. We consider the underdetermined and overdetermined cases 
separately. 
3. THE OVERDETERMINED CASE 
In this case rank A = n < m. If the well-known summation formula 
(z+z%+ ... + z?‘) = (I - P)(Z - R)_’ (3.1) 
is applied to (2.9), one obtains the result 
x k = d + (I - CBA)& - d), (3.2) 
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where 
d = (A*P-%-l~*~-ib, (3.31 
which is well defined because A*P-‘A is nonsingular in this overdetermined 
case. 
Now modify (2.2) to have a form analogous to that of (3.2). Use (2.51 to 
write (2.2) in the form 
x,=(Z+BA)-?q,+(Z+BA)-%, (3.4) 
premultiply Bb in (3.4) by BA(BA)-‘, apply the identity (2.3) and (3.3) to 
that result, and conclude that 
x, = d +(I + BA)-‘(x, - d). (3.5) 
Finally, we will need to simultaneously diagonalize the symmetric posi- 
tive definite matrices Q-’ and A*P-‘A, i.e., there exists a nonsingular 
matrix X such that 
X*Q-‘X=diag(q,,...,q,) (3.6) 
and 
X*(A*P-‘A)X=diag(pl,...,pn) (3.7) 
with eigenvalues pi, qi > 0 for i = 1,. . . , n (see 114, Section 8.61). Conse- 
quently, 
(3.8) 
This establishes the preliminary results necessary to prove equivalence. 
4. EQUIVALENCE OF SOLUTIONS 
If one compares the truncated-iterative solution (3.2) with the regularized 
solution (3.51, it is evident that they can be made equivalent if the relaxation 
matrix C is chosen properly. Thus, we have the following theorem. 
140 HENRY E. FLEMING 
THEOREM 4.1. Every regulurized solution (2.4) of the overdetermined 
system (1.1) has an equivalent truncated-iterative solution of the form (2.7) 
for any truncation index k, and symmetric positive definite regularization 
matrices P and Q. 
Proof. Using the matrix X and the eigenvalues from the decompositions 
(3.6) and (3.7), define the relaxation matrix C in (2.71, and hence in (3.21, to 
be 
C=Xdiag(A,,...,A.)X-I, (4.11 
where 
Ai=[l-(l+~j’;“~~, i=l,..., i-2, (4.2) 
and where the k th roots must be taken to be the real positive roots. Since the 
original eigenvalues are positive, it is clear from (4.2) that the Ai are positive. 
It follows from (4.11, (4.21, and (3.8) that 
(I-CBA)k= Xd. g l+> { Ia [( y~)~“~,...,(~+~)-l’~]X-l} 
=(I+BA)-1 (4.3) 
for any positive integer k, which implies by (3.2) and (3.5) that x, = xk,. n 
Note that since the iterative process (2.7) is truncated, there is no explicit 
convergence requirement. However, the process cannot be truncated for an 
arbitrary index k, and still be a regularization process unless the iterative 
process is well behaved in the sense that successive approximations do not 
differ substantially from one another. Therefore, there is an implicit require- 
ment that the iterative scheme (2.7) converge. 
COROLLARY 4.2. The iterative process (2.7), with C defined by (4.1) and 
(4.2), is convergent. 
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h-oaf. By (4.3) the spectral radius 
for any positive integer k, since the real positive kth root is used in (4.2). w 
We now state and prove the converse of Theorem 4.1. 
THEOREM 4.3. Every truncated-iterative solution of the overdetermined 
system (1.11, having the convergent form 
xk = x~_~ + GA*P-‘(6 - Ax,_,) (4.4) 
and truncation index k,, has the equivalent regularized solution 
xh =x0 +(A*P-‘A + H)-‘A*P-‘(b - Ax,), (4.5) 
where G, H E Rnx” and P E lRmx’” are symmetric positive definite. 
Proof. The equations and discussion associated with (2.5) for Q = I, 
(2.7), (2.9), and (3.2) can be used to write (4.4) in the form 
(4.6) 
Likewise, the equations and discussion associated with (2.4), (2.5), (3.3), 
(3.4), and (3.5) can be used to write (4.5) in the form 
xh = d +(I + H-rA*P-IA)-‘(x, - d). (4.7) 
Now simultaneously diagonalize the matrices G-r and A*P- ‘A, i.e., 
there exists a nonsingular matrix Y such that 
and 
Y*G-‘Y=diag(l/g,,...,l/g,) 
Y*(A*P-‘A)Y=diag(a,,...,a,) (4.8) 
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with a,, gi > 0 for i = 1,. . . , n. Consequently, 
(Z-GA*P-lA)k=Ydiag[(l-n,g,)“,...,(l-a,g,)’]Y-l. (4.9) 
On the other hand, if we define H- ’ in (4.7) to be 
where 
(l-aig,)-k-l 
Pi = i= l,...,n, 
a, 
(4.10) 
(4.11) 
then by (4.8) and (4.9) 
(Z+H-1A*P-1A)-1=Ydiag[(l+~,a,)-1,...,(l+~,a,)-1]Y-1 
= Ydiag[(l- a,g,)k,...,(l- a,g,,)k] Y-r 
=(Z-GA*P-‘A)~. (4.12) 
The convergence hypothesis guarantees that 0 < 1 - uigj < 1 for i = 1,. . , n, 
which when applied to (4.11) implies that Z_L~ > 0, and hence, by (4.10), H is 
symmetric positive definite. Application of (4.12) to (4.6) and (4.7) yields the 
result xk, = xh. W 
5. THE UNDERDETERMINED CASE 
In this case rank A = m < n in the linear system (1.1). As in Section 3, we 
wish to manipulate the regularized solution (2.4) and the iterative solution 
(2.10) so that they have analogous forms. Apply the identity 
(I - RS)kR = R(Z - Szqk (5.1) 
to the sum of matrices in (2.10), and then apply the summation formula (3.1) 
to the resulting sum to obtain 
xk = (I- BDA) ‘x0 + B[ Z -(I - DAB)k](AB)-lb, (5.2) 
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which is valid because AB is nonsingular in this underdetermined case. Note 
that the dimensions of the two identity matrices in (5.1) are different 
whenever S and R are rectangular. To make the two k th-power matrix 
differences in (5.2) agree in form, we use the summation formula (3.1), along 
with the identity (5.1), to derive the identity 
=I- RIZ-(Z-SR)k](SR)-lS, (5.3) 
which when applied to the leftmost matrix in (5.2) yields 
xp=r,+B[Z-(Z-DAB)k](AB)-‘(b-h,). (5.4) 
Note that while the matrix products RS and SR in (5.3) are required to 
be square, the factors R and S themselves can be rectangular. This is true as 
well in the identity 
(Z+ RS)-‘R=(Z+ RS)-‘R(Z+SR)(Z+SR)-’ 
= R(Z + SR)-‘, (5.5) 
which is needed to write (2.4) in a form comparable to that of (5.4). To make 
them comparable, we use (2.5) and write (2.4) in the form 
x, = x0 +(I+ BA)-‘BAB(AB)-‘(b - Ax,). (5.6) 
Finally, apply the identity (2.3) to (5.6) and then apply the identity (5.5) to 
that result to obtain 
x,=x,+B[Z-(Z+AB)-‘](A@-‘(b-A+ (5.7) 
By comparing (5.4) and (5.7), one can see that the strategy for proving the 
equivalence of the regularized and truncated-iterative solutions is the same 
as that developed in Section 4, if we simultaneously diagonalize the matrices 
P and AQA*. In other words, there exists a nonsingular matrix X such that 
XPX*=diag(pl,...,pm) (5.8) 
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(5.9) 
with eigenvalues pj, qj > 0 for j = 1,. , m. For convenience we use some of 
the same notation here as in (3.6) and (3.71, but of course, the values are 
different. As a consequence of (5.8) and (5.9) we have 
X(AB)X-’ = diadql /pl~...~q,,,/p,). (5.10) 
This completes the preliminary results for the undertermined case. 
6. MORE EQUIVALENCE THEOREMS 
These theorems for the underdetermined case are the analog of those in 
Section 4 for the overdetermined case. 
THEOREM 6.1. Every regularized solution (2.4) of the underdetermined 
system (1.1) has an equivalent truncated-iterative solution of the form (2.8) 
for any truncation index k, and symmetric positive definite regularization 
matrices P and Q. 
Proof. Using the matrix X and the eigenvalues from the decompositions 
(5.8) and (5.9), define the relaxation matrix D in (2.81, and hence in (5.4), to 
be 
D=X-‘diag(A, ,..., h,,,)X, (6.1) 
where 
*j~[l-(l+~)~l’k]~, j=l,..., m, (6.2) 
and where the k th roots must be taken to be the real positive roots. Since the 
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original eigenvalues are positive, so are the hi. It follows from (6.11, (6.2), 
and (5.10) that 
(z-DAB)k= X-‘d’ g l-r2 { la [( ,,i-“~,...,(l+~)-“~]X)~ 
=(Z+AB)-’ (6.31 
for any positive integer k, which implies by (5.4) and (5.7) that x, = xkO. n 
As before, there is an implicit requirement that the iterative scheme (2.8) 
converge. 
COROLLARY 6.2. The iterative process (2.8), with D defined by (6.1) and 
(6.2), is convergent. 
Proof. By (6.3) the spectral radius 
,o(Z - DAB) = marj(l+~)-l’k;j=I....,~) <I 
for any positive integer k, since the real positive k th root is used in (6.2). n 
We now state and prove the converse of Theorem 6.1. 
THEOREM 6.3. Every truncated-iterative solution of the underdetermined 
system (1.1); having the convergent form 
xk = xk_l+ QA*E(b - A+1) (6.4) 
and truncation index k,, has the equivalent regularized solution 
xf = x0 + QA*(AQA*+ F)-‘(b -Ax,), (6.5) 
where E, F E Rmx” and Q E RnXn are symmetric positive definite. 
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Proof. The equations and discussion associated with (2.5) 
(2.81, (2.10), and (5.4) can be used to write (6.4) in the form 
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for P = I, 
rk=r~+QA*[Z-(Z-EAQA*)k](AQA*)-l(b-ArO). (6.6) 
Next, apply the identity (5.5) to (6.5) to put (6.5) in a form comparable to 
(2.4). Then the equations and discussion associated with (2.41, (2.51, (5.6), 
and (5.7) can be used to write the result as 
xf=xo+QA* I-( [ Z+ F-lAQA*)-l](AQA*)-l(b-Ax,). (6.7) 
By comparing (6.6) and (6.7), one can see that the strategy for determining F 
is the same as that developed in Section 4, if we simultaneously diagonalize 
matrices E - ’ and AQA*. In other words, there exists a nonsingular matrix Y 
such that 
and 
Y*(AQA*)Y=diag(a,,...,a,) (6.8) 
with aj, ej > 0 for j = 1,. , m. Of course, the values of aj and Y are not 
those in (4.8). Consequently, 
(Z-EAQA*)k=Ydiag[(l-a,e,)k,...,(l-a,,,e,,,)k]YP1. (6.9) 
On the other hand, if we define F in (6.5) to be 
F-‘=Y~~~~(Z.L~,...,ZJ.,)Y* (6.10) 
where 
~j= (l- ajej)-k-l 
j = 1,. 
aj 
m, (6.11) 
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then by (6.8) and (6.9) 
(I+ P-lAQA*)-l=Ydiag[(l+~,a,)-l,...,(l+~Nlanc))l]Y-l 
= Ydiag[(l- a,e,)k,...,(I- a,,,e*)“] Y-’ 
= (I - EAQA*)k. (6.12) 
The convergence hypothesis guarantees that 0 < 1 - ajej < 1 for j = I,. . . , m, 
which when applied to (6.11) implies that /.L~ > 0, and hence, by (6.101, F is 
symmetric positive definite. Application of (6.12) to (6.6) and (6.7) yields the 
result xk, = xf. n 
7. OTHER RESULTS 
Now that the main results of the paper have been established, a number 
of other results are a direct consequence of the material already developed. 
7.1. The Underdetermined Case Revisited 
The sum of matrices in (2.4) is nonsingular due to the positive definite- 
ness of P and Q; therefore, (2.4) is valid for the underdetermined case as 
well as for the overdetermined case. However, for computational purposes 
(2.4) should be used only for the overdetermined case, i.e., for the case 
rankA=n<m. 
Before considering the other case, we use (5.5) to derive the following 
matrix identity: 
(A*P-lA + Q-I)-‘A*P-‘= QA*(AQA*+ P)-‘, (7-I) 
which has applicability outside of this paper as well. Now if (7.1) is applied 
to (2.4), one has the following alternative form of the regularized solution: 
r, = x0 + QA*(AQA*+ P)-‘(b - Ax,). (7.2) 
Since the sum of matrices in (7.2) is of dimension m X m, it is clear that it is 
computationally much more efficient to use (7.2) for the underdetermined 
case in which rank A = m < n than it is to use (2.4), whose inverse matrix 
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sum is of dimension n x n. Conversely, it is computationally much more 
efficient to use (2.4) for the overdetermined case. 
7.2. The Exact Case 
There is nothing in the discussions, derivation of equations, or proofs for 
either the underdetermined or the overdetermined case that would preclude 
their application as we11 to square systems of linear equations having full 
rank, i.e., for the case rank A = m = n. Therefore, the regularized and trun- 
cated-iterative solutions can also be made equivalent for exact systems of full 
rank. Furthermore, for the square case one has a choice of equations and 
other computational results from either one of the rectangular cases. 
7.3. Symmetry Properties 
In Theorems 4.3 and 6.3 the matrices G and E of (4.4) and (6.41, 
respectively, were required to be symmetric positive definite. Therefore, if 
(2.5) is applied to both (2.7) and (2.8), and if these two results are compared 
with (4.4) and (6.4), respectively, one concludes that the matrix products CQ 
and P-lD also should be symmetric positive definite. This is indeed the 
case, since by (3.6) and (4.1) 
CQ = Xdiag(h, /oi,. 
and by (5.8) and (6.1) 
P-‘D = X*diag(A, /p, 
where the eigenvalues are all positive. 
7.4. Dependence of the Solution on the Initial Estimate 
The standard minimum-norm least-squares and iterative solutions are 
independent of any initial estimate of the solution. IIowever, the situation is 
very different in the case of the regularized and truncated-iterative solutions, 
which are characterized to a large extent by the initial estimate used. This is 
immediately apparent from an examination, for example, of the form of the 
regularized solution (2.4) and that of the truncated-iterative solution (3.2). 
The magnitude of this dependence can be made explicit by considering 
these two solutions evaluated for some initial estimate x0, denoted by x,[xa] 
and xk,[xO], respectively. Then evaluate them with no initial estimate, i.e., 
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evaluate them for the zero vector, and take their difference. This yields, by 
the equivalence of solutions (2.4) and (3.2) and by (3.51, the result 
=(I+BA)-‘x,. 
8. CONCLUSIONS 
We conclude from Theorems 4.1, 4.3, 6.1, and 6.3 that the system of 
linear equations (1.1) always has equivalent regularized and truncated-itera- 
tive solutions for any given truncation index k,. These results hold for 
rectangular systems as well as square ones, provided only that the coefficient 
matrix has full rank. Since the proofs are constructive, explicit expressions for 
various forms of the solutions are provided. In addition, the solutions are for 
a very general form of regularization. 
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