Problem Definition
This section defines some terminology and the two problems that are addressed in this paper. mains lower triangular and min-fact(LH) is minimized.
Graph Theory Concepts
Let G(L) be a digraph with vertices V = {1, 2,..., n} and directed edges • Pk is invertible in place
[]
Leranm
3 Let L1 and L: be lower triangular. 
Proof:
Obvious.
Theorem 5
Algorithm P1 produces a minimum partition (it solves Problem 1).
Proof:
Suppose Algorithm P1 produces a partition L = Px"" P,n-Clearly there does not exist a no-fdl partition with el any larger than that produced by Algorithm P1.
Now we show by induction on n that there is no better partition. Let L = PI"'" Pro, be a diiTerent no-fill partition.
Suppose Table 1 uses five power system matrices ranging is size from 118 to 1993. Table 2 gives results for matrices arising from five-point finite difference discretizations.
In each case, the original coefficient matrix is first ordered and flus are added to make it a perfect elimination matrix. We need to distinguish For each matrix and primary ordering algorithm, two partitioning methods are compared:
Algorithm Pi, which simply partitions L optimally without re-ordering it, and Algorithm RP1 whichre-orders the matrix and generates an optimal partition.
In most cases, Algorithm RP1 gives a smaller number of factors than PAl, while in a few cases both algorithms give the same number of factors. Yet another way to look at the same information is to view the _];mlnation trees associated with these matrices. Figure 11 illustrates the elimination tree associated with the 10 by 10 finite difference matrix ordered by MLMD and partitioned by P1. The corresponding matrix for this tree is shown in Figure 9 . The height of the elimination tree is thirty-two. But there is a no-fill partition with only nine factors, which makes it possible to aggregate elements from many levels into a single partition. If the matrix is re-ordered once more using RP1 and then partitioned, the height of the tree and its shape remain identical, as illustrated in Figure 12 , but greater grouping from among different levels is possible, resulting in only seven factors. In these figures, the elements from each partition are distinguished by using different shapes as well as shading.
To illustrate the very different kinds of tree shapes attainable, 
