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Abstract
This paper is concerned with the initial-boundary value problem for the classical
Keller–Segel system

ρt −∆ρ = −∇ · (ρ∇c), x ∈ Ω, t > 0
γct −∆c+ c = ρ, x ∈ Ω, t > 0
∂ρ
∂ν
= ∂c
∂ν
= 0, x ∈ ∂Ω, t > 0
ρ(x, 0) = ρ0(x), γc(x, 0) = γc0(x), x ∈ Ω
(0.1)
in a bounded domain Ω ⊂ Rd with d ≥ 2, where γ = 0 or 1. We study the existence of non-
trivial global classical solutions near the spatially homogeneous equilibria ρ = c ≡M > 0
withM being any given large constant which is an open problem proposed in [2, p. 1687].
More precisely, we prove that if 0 <M < 1+λ1 with λ1 being the first positive eigenvalue
of the Neumann Laplacian operator, one can find ε0 > 0 such that for all suitable regular
initial data (ρ0, γc0) satisfying
1
|Ω|
∫
Ω
ρ0dx−M = γ
(
1
|Ω|
∫
Ω
c0dx−M
)
= 0 (0.2)
and
‖ρ0 −M‖Ld/2(Ω) + γ‖∇c0‖Ld(Ω) < ε0, (0.3)
problem (0.1) possesses a unique global classical solution which is bounded and converges
to the trivial state (M,M) exponentially as time goes to infinity. The key step of our
proof lies in deriving certain delicate Lp−Lq decay estimates for the semigroup associated
with the corresponding linearized system of (0.1) around the constant steady states. It
is well-known that classical solution to system (0.1) may blow up in finite or infinite time
when the conserved total mass m ,
∫
Ω
ρ0dx exceeds some threshold number if d = 2
or for arbitrarily small mass if d ≥ 3, while our result links the dynamics of solutions
explicitly with a new geometric quantity |Ω|, i.e., non-trivial classical solutions starting
from initial data satisfying (0.2)-(0.3) with arbitrarily large total mass m exists globally
provided that |Ω| is large enough such that m < (1 + λ1)|Ω|.
Keywords: Chemotaxis, Keller–Segel model, global solutions, global stability.
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1 Introduction
In this paper, we study the initial-boundary value problem for the following classical
Keller–Segel system of chemotaxis:

ρt −∆ρ = −∇ · (ρ∇c), x ∈ Ω, t > 0
γct −∆c+ c = ρ, x ∈ Ω, t > 0
∂ρ
∂ν =
∂c
∂ν = 0, x ∈ ∂Ω, t > 0
ρ(x, 0) = ρ0(x), γc(x, 0) = γc0(x), x ∈ Ω
(1.1)
where Ω ⊂ Rd with d ≥ 2 is a bounded domain with smooth boundary. Here, ρ and c denote
the density of cells and the concentration of chemical signal, respectively. γ ≥ 0 is a given
constant; when γ = 0, (1.1) is reduced to an elliptic–parabolic system which is usually called
a simplified Keller–Segel model in the existing literature.
A well-known fact of the Keller–Segel model (1.1) is that classical solutions with large
initial data may blow up when dimension d ≥ 2 (see [2, 12–14] and references cited therein).
In particular, a critical-mass phenomenon exists in the two-dimensional case. More precisely,
if the conserved total mass of cells m ,
∫
Ω ρ0dx is lower than certain number, then global
classical solution exists and remains bounded for all times; otherwise, it may blow up in finite
or infinite time. It was observed that if γ = 0, the threshold number is 4pi for any bounded
domain and is 8pi for a disk of any radius.
On the other hand, since ρ = c ≡ M with any positive number M is a spatially homo-
geneous steady solution, an open problem proposed in a recent survey [2, p. 1687] is that
for any given initial data (ρ0, c0) sufficiently close to M, whether we can get a non-trivial
global classical solution which is bounded for all times. The present contribution is devoted
to this problem and gives a partially affirmative answer. More precisely, we prove that if
0 < M < 1 + λ1 with λ1 being the first positive eigenvalue of the Neumann Laplacian
operator, one can find ε0 > 0 such that for all suitable regular initial data (ρ0, γc0) satisfying
1
|Ω|
∫
Ω
ρ0dx−M = γ
(
1
|Ω|
∫
Ω
c0dx−M
)
= 0 (1.2)
and ‖ρ0 −M‖Ld/2(Ω) + γ‖∇c0‖Ld(Ω) < ε0, problem (1.1) possesses a unique global classical
solution which is bounded and converges to (M,M) exponentially as time goes to infinity.
Observing that the conserved total mass m =
∫
Ω ρ0dx =M|Ω| < (1 + λ1)|Ω|, our result
indicates a new observation that classical solution can be obtained globally starting from
suitable initial data of arbitrarily large total mass m provided that the area |Ω| is large,
correspondingly. Note that due to the existing results, the threshold number is 8pi when
Ω = B being a disk in R2 for the case γ = 0, no matter how large the radius is. In this
respect, we rigorously prove that globally bounded nontrivial classical solution exists with
any over-8pi total mass for Ω = B if the radius is large enough. We also note that in [11],
numerical evidence of existence of global classical solution with total mass above the critical
mass 8pi was showed for a simplified Keller–Segel-Stokes system with zero Dirichlet boundary
conditions for the chemical concentration c, fluid velocity u and Neumann boundary condition
for the cell density ρ, respectively. However, there was no analytical proof available and hence
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it is unknown whether the presence of Stokes fluid plays an essential role in their example since
fluid advection had already been conjectured to regularize singular nonlinear dynamics [9].
In this regard and to the best of our knowledge, the present contribution provides the first
example with proof for the existence of non-trivial global classical solution with large total
mass for the classical Keller–Segel system.
It is worth mentioning that in [15] (aslo [14]), when d ≥ 3 and in the radial setting, Winkler
proved that arbitrary small perturbations of any initial data may immediately produce blow-
up when the considered norm is chosen in Lp ×W 1,2 with p ∈ (1, 2dd+2 ). Due to their result,
for any ε, one can always find (ρ0ε, c0ε) satisfying ‖ρ0ε −M‖Lp + ‖c0ε −M‖W 1,2 ≤ ε such
that the solution starting from (ρ0ε, c0ε) blows up in finite time. We remark that there is
no contradiction with our results since on the one hand we have the restriction (1.2) on the
initial data and on the other hand, the metric space Ld/2 ×W 1,d under consideration in our
result is more regular and hence smaller than Lp ×W 1,2 when d ≥ 3.
In addition, we would like to point out that the metric space Ld/2 × W˙ 1,d is a scaling-
invariant space for the Keller–Segel system. To see this point, we observe that system (1.1)
with the second equation replaced by γct−∆c = ρ has the following property (taking Ω = Rd):
if (ρ, c) is a solution to (1.1), then the pair (ρλ, cλ) given by
ρλ(x, t) = λ
2ρ(λx, λ2t), cλ(x, t) = c(λx, λ
2t), ∀λ > 0, (1.3)
is also a solution. Then we easily verify that the norm of (ρλ, cλ) in L
∞(0, T ;Ld/2(Ω)) ×
L∞(0, T ; W˙ 1,d(Ω)) is scaling-invariant and thus we call Ld/2(Ω)×W˙ 1,d(Ω) a scaling-invariant
space (or a critical space). Some discussions on blow-up criteria in sub-critical spaces for
Keller–Segel models can be found in [2, 7, 16].
To formulate our results, we need to introduce some notion and notations. For anyM≥ 0,
denote LpM(Ω) (1 ≤ p < ∞) the closed convex subset of Lp(Ω) satisfying 1|Ω|
∫
Ω wdx = M
with w ∈ Lp(Ω). Note that if M = 0, Lp0(Ω) is a Banach spaces and the following Poincare´’s
inequality holds:
‖w‖Lp(Ω) ≤ c‖∇w‖Lp(Ω), for all w ∈ Lp0(Ω) (1.4)
and we denote λ1 the first positive eigenvalue of the Neumann Lapacian operator such that
λ1‖w‖2L2(Ω) ≤ ‖∇w‖2L2(Ω), for all w ∈ L20(Ω). (1.5)
Now we are in a position to state our main results. The first one is concerned with global
stability for the elliptic–parabolic Keller–Segel system with γ = 0.
Theorem 1.1. Let d ≥ 2. For any given constants 0 < M < 1 + λ1 and λ′ < µ0 ,
λ1(1− M1+λ1 ), there exists ε0 > 0 depending on λ′ and Ω such that for any non-negative initial
datum ρ0 ∈ C(Ω)∩L1M(Ω) satisfying ‖ρ0−M‖Ld/2(Ω) ≤ ε0, system (1.1) has a unique global
classical solution such that
‖ρ(·, t) −M‖L∞(Ω) + ‖∇c(·, t)‖L∞(Ω) ≤ Ce−λ
′t for all t ≥ 1 (1.6)
with some C > 0.
The other result is about the doubly parabolic case with γ = 1 which is given below.
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Theorem 1.2. Let d ≥ 2. For any given constants 0 < M < 1 + λ1 and µ′ < µ1 ,
λ1 − 12
(√
4λ1M+ 1 − 1
)
> 0, there exists ε0 > 0 depending on M, µ′ and Ω such that
for any non-negative initial data (ρ0, c0) ∈
(
C(Ω) ∩ L1M(Ω)
) × (C1(Ω) ∩ L1M(Ω)) satisfying
∂νc0 = 0 on ∂Ω and ‖ρ0 −M‖Ld/2(Ω) + ‖∇c0‖Ld(Ω) ≤ ε0, system (1.1) has a unique global
classical solution such that
‖ρ(·, t) −M‖L∞(Ω) + ‖∇c(·, t)‖L∞(Ω) ≤ Ce−µ
′t for all t ≥ 1 (1.7)
with some C > 0.
The case M = 0 corresponds to the small-initial data results established for the Keller–
Segel system in bounded domains in [3,14] and for the Keller–Segel–Navier–Stokes system in
R
d in [10]. The former two papers realized the proof by a one-step contradiction argument
while in the other one it was proved based on the implicit function theorem. The classical
Lp − Lq decay estimates for the heat semigroup et∆ plays an essential role in both cases
since the first equation of (1.1) can be regarded as a heat equation for ρ with a quadratic
perturbation −∇ · (ρ∇c). With small initial data, the solution to the nonlinear equation
should behave like a solution to the heat equation with higher order perturbations.
In the case M > 0, the key step consists in the analysis of the corresponding linearized
system around (M,M) and there comes certain new difficulties. To see this point, we
introduce the system for the reduced quantities, i.e., for any givenM > 0, let u = ρ−M and
v = c −M be the reduced cell density and chemical concentration, respectively. It follows
that

ut −∆u+M∆v = −∇ · (u∇v), x ∈ Ω, t > 0
γvt −∆v + v = u, x ∈ Ω, t > 0
∂u
∂ν =
∂v
∂ν = 0, x ∈ ∂Ω, t > 0
u(x, 0) = u0(x) = ρ0 −M, γv(x, 0) = γv0(x) = γ(c0 −M), x ∈ Ω.
(1.8)
Now our problem transforms to the existence of global solutions with small initial data for sys-
tem (1.8) which can be regarded as a quadratic perturbation −∇· (u∇v) of its corresponding
linearized system which reads:

u˜t −∆u˜+M∆v˜ = 0, x ∈ Ω, t > 0
γv˜t −∆v˜ + v˜ = u˜, x ∈ Ω, t > 0
∂u˜
∂ν =
∂v˜
∂ν = 0, x ∈ ∂Ω, t > 0.
(1.9)
The analysis of the decay behavior of solutions to the above linearized system becomes quite
important and constitutes the major part of the present paper.
Note that cross diffusion appears when M > 0 even in the linearized system (1.9),
while when M = 0, the corresponding linearized system is much simpler since it contains
a decoupled heat equation for u˜ (or ρ) that is why the proof in [3, 10, 14] strongly relies on
the decay estimates for et∆. However, this is insufficient in our case due to the presence of
cross diffusion coupling which brings some severe difficulties in the analysis especially for the
doubly parabolic case γ = 1. In order to study the decay behavior of solutions to (1.9), we
4
first use perturbation theory for semigroups and some delicate energy estimates in Hilbert
spaces to derive certain exponentially decay estimates for (u˜,∇v˜) in L20(Ω) × L20(Ω) with
explicit decay rates (see Lemma 3.1 and Lemma 3.4).
Since we aim to establish global stability in the scaling-invariant Lebesgue spaces which
as we mentioned above is Ld/2(Ω)×Ld(Ω) for (ρ,∇c), what we need next is deriving similar
Lp−Lq decay estimates for the semigroup associated with the linearized system (1.9), denoted
in the sequel by etL for γ = 0 and etA for γ = 1, respectively. More precisely, we need decay
estimates of etA(u0, v0) in Lp in terms of ‖u0‖Ld/2 + ‖∇v0‖Ld . The proof is nontrivial due
to the cross diffusion coupling as well as the difference in the critical Lebesgue exponents
between u0 and ∇v0. Exploiting the Gronwall inequalities, the well-known Lp−Lq estimates
for the Neumann heat semigroups, the obtained exponentially decay properties and more
importantly, by a delicate successive iteration argument carried out simultaneously with
respect to time and Lebesgue exponents, we successfully establish the desired decay estimates
(see Lemma 3.5 and Lemma 3.6). With this at hand, we can finish our proof either by
adapting the one-step contradiction argument in [3, 14] or by implicit function theorem as
done in [10]. Since the local well-posedeness and blow-up criteria in sub-critical spaces for
classical solutions is well-known (Lemma 2.1), we find it more convenient to discuss in the
former way.
We point out that assumption 0 < M < 1 + λ1 or equivalently, 0 < m = M|Ω| <
(1+λ1)|Ω| is necessary for the exponentially decay property of solutions for (1.9) in L20(Ω)×
H1(Ω) ∩ L20(Ω) which could be easily verified by similar linear stability analysis as done
in [8]. For the case Ω = B being a disk of any radius in R2, it can be calculated that
λ1|B| ≈ 1.841182pi ≈ 3.39pi < 8pi (cf. [1]). As is well known, for γ = 0 and a disk with any
radius, any initial datum with total mass less than 8pi should develop a globally bounded
classical solution. However due to our result, we need the radius to be large when the total
mass is greater than λ1|B| ≈ 3.39pi. The reason is that our argument strongly relies on
the exponentially decay property of the linearized system (also the solution obtained for the
original system has an exponentially decay property) and as we mentioned above, a strong
condition 0 < M < 1 + λ1 is then needed. Nevertheless, this smallness condition links the
dynamics of solutions explicitly with the geometric quantity |Ω| which is seemingly new and
interesting. Roughly speaking, our result implies that with any total mass there will be no
overcrowding of cells provided that they initially distribute almost homogeneous spatially and
the bounded domain is large enough, while the existing critical-mass theory is independent
of the volume of the region.
The rest of this paper is organized as follows. In Section 2, we introduce some useful
lemmas which are needed in the subsequent proof. In Section 3, we analyze the decay
properties of the corresponding linearized systems in both γ = 0 and γ = 1. Delicate
Lp − Lq estimates are given which are crucial in our proof. In the last section, we prove
our main results using the one-step contradiction argument borrowed from [3,14] with slight
modification.
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2 Preliminaries
First, we introduce the result on existence and uniqueness of local classical solutions to
the Keller–Segel system (1.1). The proof for the doubly parabolic case γ = 1 can be found
in [2,6] and the simplified case γ = 0 can be done in almost the same way except when dealing
with the second elliptic equation, classical elliptic theory together with Sobolev embeddings
are needed.
Lemma 2.1 (Local well-posedness). Assume ρ0 ∈ C(Ω) and γc0 ∈W 1,σ(Ω) are non-negative
with σ > d. Then there exists Tmax > 0 such that (1.1) possesses a unique classical solution
(ρ, c) ∈ (C([0, Tmax)× Ω) ∩C2,1(Ω× (0, Tmax)))2 which is non-negative. Moreover, Tmax <
∞ if and only if
lim sup
tրTmax
‖ρ(·, t)‖L∞(Ω) =∞. (2.1)
For any θ > d2 , if the solution of (1.1) satisfies
‖ρ(·, t)‖Lθ (Ω) <∞ for all t ∈ (0, Tmax), (2.2)
then Tmax =∞, and there holds
sup
t>0
(‖ρ(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,∞(Ω)) <∞. (2.3)
The following result shows that a lower-order perturbation to a sectorial operator is still
a sectorial operator [4, 17].
Lemma 2.2. Suppose that A is a sectorial operator and B is a linear operator with D(A) ⊂
D(B) such that for any x ∈ D(A), there holds
‖Bx‖ ≤ ε‖Ax‖+Kε‖x‖ (2.4)
where ε > 0 is an arbitrary small constant and Kε is a positive constant depending on ε.
Then A+B is sectorial.
The following lemma presents an estimate for frequently used integrals throughout this
paper, the proof of which can be found in [14].
Lemma 2.3. Suppose 0 < α < 1, 0 < β < 1, γ > 0, δ > 0 and γ 6= δ. Then there holds∫ t
0
(1+ (t− s)−α)e−γ(t−s)(1+ s−β)e−δsds ≤ C(α, β, δ, γ)(1 + tmin{0,1−α−β})e−min{γ,δ}t (2.5)
for all t > 0, where C(α, β, δ, γ) = C · ( 1|δ−γ| + 11−α + 11−β ).
Last, we recall the important Lp − Lq estimates for the Neumann heat semigroup on
bounded domains (see e.g., [3, 14]).
Lemma 2.4. Suppose {et∆}t≥0 is the Neumann heat semigroup in Ω, and λ1 > 0 denote the
first nonzero eigenvalue of −∆ in Ω under Neumann boundary conditions. Then there exist
k1, ..., k4 > 0 which only depend on Ω such that the following properties hold:
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(i) If 1 ≤ q ≤ p ≤ ∞, then
‖et∆w‖Lp(Ω) ≤ k1(1 + t−
d
2
( 1
q
− 1
p
)
)e−λ1t‖w‖Lq(Ω) for all t > 0 (2.6)
for all w ∈ Lq0(Ω);
(ii) If 1 ≤ q ≤ p ≤ ∞, then
‖∇et∆w‖Lp(Ω) ≤ k2(1 + t−
1
2
− d
2
( 1
q
− 1
p
)
)e−λ1t‖w‖Lq(Ω) for all t > 0 (2.7)
for each w ∈ Lq(Ω);
(iii) If 2 ≤ q ≤ p <∞, then
‖∇et∆w‖Lp(Ω) ≤ k3e−λ1t(1 + t−
d
2
( 1
q
− 1
p
))‖∇w‖Lq(Ω) for all t > 0 (2.8)
for all w ∈W 1,p(Ω);
(iv) If 1 < q ≤ p ≤ ∞, then
‖et∆∇ · w‖Lp(Ω) ≤ k4(1 + t−
1
2
− d
2
( 1
q
− 1
p
))e−λ1t‖w‖Lq(Ω) for all t > 0 (2.9)
for any w ∈ (W 1,p(Ω))d.
3 Decay Properties of the Linearized Systems
In this section, we try to establish Lp − Lq estimates for the associated semigroups of
linearized system (1.9).
3.1 The parabolic–elliptic case: γ = 0
In this part, we consider the simplified parabolic–elliptic case γ = 0. Now, the linearized
problem reads 

u˜t −∆u˜+M∆v˜ = 0 x ∈ Ω, t > 0
−∆v˜ + v˜ = u˜ x ∈ Ω, t > 0
∂u˜
∂ν =
∂v˜
∂ν = 0, x ∈ ∂Ω, t > 0
u˜(x, 0) = u0(x) x ∈ Ω
(3.1)
or equivalently, 

u˜t −∆u˜+M∆(I −∆)−1u˜ = 0 x ∈ Ω, t > 0
∂u˜
∂ν = 0, x ∈ ∂Ω, t > 0
u˜(x, 0) = u0(x) x ∈ Ω
(3.2)
since I −∆ is invertible on Lp0(Ω) for any p > 1.
Denote L = ∆−M∆(I −∆)−1 with domain D(L) =W 2,pN (Ω) ∩ Lp0(Ω), where
W 2,pN (Ω) := {w ∈W 2,p(Ω),
∂w
∂ν
= 0 on ∂Ω.}
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Denoting B = ∆(I −∆)−1, then one easily checks that B is a bounded operator on Lp0(Ω).
Indeed, since ∆ generates a C0−semigroup of contraction on Lp0(Ω), we infer by the Hill-
Yosida theorem that ‖(I −∆)−1‖Lp ≤ 1. It follows that
‖∆(I −∆)−1‖Lp = ‖I − (I −∆)−1‖Lp ≤ 2. (3.3)
Then by Lemma 2.2, L is also a sectorial operator and thus generates an analytic semigroup
on Lp0(Ω), which is denoted by e
tL in the sequel.
Next, we show that the following exponentially decay estimates of etL in L20(Ω).
Lemma 3.1. Suppose 0 <M < 1 + λ1. Then for any u0 ∈ L20(Ω), there holds
‖etLu0‖ ≤ e−µ0t‖u0‖, ∀t ≥ 0 (3.4)
where µ0 , λ1(1− M1+λ1 ).
Proof. We only perform the formal energy estimates here which could be easily justified by
density argument. First, we note that∫
Ω
u˜dx =
∫
Ω
v˜dx = 0.
Now, multiplying the second equation of (3.1) by −∆v˜ and integrating by parts, we get
‖∆v˜‖2 + ‖∇v˜‖2 =
∫
Ω
∇u˜ · ∇v˜dx ≤ ‖∇u˜‖‖∇v˜‖. (3.5)
Then observing that by Poincare´’s inequality (1.5),
‖∆v˜‖2 ≥ λ1‖∇v˜‖2, (3.6)
we infer that
‖∇v˜‖ ≤ 1
1 + λ1
‖∇u˜‖ (3.7)
and hence ∣∣∣∣
∫
Ω
∆v˜u˜dx
∣∣∣∣ ≤ 11 + λ1 ‖∇u˜‖2. (3.8)
On the other hand, a multiplication of the first equation by u˜ and an integration over Ω yields
that
1
2
d
dt
‖u˜‖2 + ‖∇u˜‖2 =−M
∫
Ω
∆v˜u˜dx
≤ M
1 + λ1
‖∇u˜‖2. (3.9)
Therefore, by Poincare´’s inequality again, we have
1
2
d
dt
‖u˜‖2 + λ1(1− M
1 + λ1
)‖u˜‖2 ≤ 0 (3.10)
which yields
‖u˜(t)‖2 ≤ ‖u0‖2e−2µ0t, ∀t ≥ 0. (3.11)
with µ0 = λ1(1− M1+λ1 ). This completes the proof.
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Thanks to the exponentially decay property in L20(Ω), we are able to prove the following
Lemma 3.2. Suppose 0 < M < 1 + λ1. For any p > 1, 1 ≤ q ≤ p ≤ ∞ and u0 ∈ Lp0(Ω),
there holds
‖etLu0‖Lp(Ω) ≤ c1(1 + t−
d
2
( 1
q
− 1
p
))e−µ0t‖u0‖Lq(Ω), ∀t > 0 (3.12)
where c1 > 0 depends only on d and Ω.
Proof. The proof consists of two parts. First, we derive for t ≤ 1, there holds
‖etLu0‖Lp(Ω) ≤ ct−
d
2
( 1
q
− 1
p
))‖u0‖Lq(Ω).
Then for t ≥ 1, arguing in the same way as done in [14], invoking Lemma 3.1, we prove that
‖etLu0‖Lp(Ω) ≤ ce−µ0t‖u0‖Lq(Ω).
Then our assertion follows by combining the above two relations.
By the variation-of-constants formula, we observe
u˜(t) = et∆u0 −M
∫ t
0
e(t−s)∆∆v˜(s)ds. (3.13)
Denoting u˜(t) = etLu0, it follows from above and Lemma 2.4 that for t ≤ 1,
‖etLu0‖Lp(Ω) =
∥∥∥∥et∆u0 −M
∫ t
0
e(t−s)∆∆v˜(s)ds
∥∥∥∥
Lp(Ω)
≤‖et∆u0‖Lp(Ω) + k1M
∫ t
0
e−λ1(t−s)‖∆v˜(s)‖Lp(Ω)ds
≤k1t−
d
2
( 1
q
− 1
p
)‖u0‖Lq(Ω) + 2k1M
∫ t
0
e−λ1(t−s)‖u˜(s)‖Lp(Ω)ds (3.14)
since ∆v˜ = ∆(I −∆)−1u˜ and ‖∆(I −∆)−1‖Lp(Ω) ≤ 2 for any 1 < p < ∞ which also holds
true for p =∞. Indeed, noting that ‖v˜‖L∞(Ω) ≤ ‖u˜‖L∞(Ω) by standard energy estimates, we
infer that ‖∆v˜‖L∞(Ω) ≤ ‖u˜‖L∞(Ω) + ‖v˜‖L∞(Ω) ≤ 2‖u˜‖L∞(Ω).
Let y(t) = t
d
2
( 1
q
− 1
p
)‖u˜(t)‖Lp(Ω). Then we derive that for t ≤ 1
y(t) ≤ k1‖u0‖Lq(Ω) + 2k1M
∫ t
0
e−λ1(t−s)s−
d
2
( 1
q
− 1
p
)y(s)ds. (3.15)
An application of Gronwall’s inequality yields that
y(t) ≤k1‖u0‖Lq(Ω) exp{2k1M
∫ t
0
e−λ1(t−s)s−
d
2
( 1
q
− 1
p
)ds}
≤k1‖u0‖Lq(Ω) exp{
2k1M
1− d2(1q − 1p)
t
1− d
2
( 1
q
− 1
p
)}
≤k1‖u0‖Lq(Ω)e4k1M (3.16)
provided that 1d >
1
q − 1p . Therefore, for t ≤ 1 and 1d > 1q − 1p ,
‖etLu0‖Lp(Ω) ≤ c2t−
d
2
( 1
q
− 1
p
)‖u0‖Lq(Ω) (3.17)
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where c2 = k1e
4k1M < k1e4k1(1+λ1).
Similarly, if 1q − 1p < Nd for some 2 ≤ N ∈ N, we may find {qk}N−1k=0 between q = qN and
p = q0 such that
1
d >
1
qk+1
− 1qk and hence
‖etLu0‖Lp(Ω) ≤c2(
t
N
)
− d
2
( 1
q1
− 1
p
)‖eN−1N tLu0‖Lq1 (Ω)
≤c22(
t
N
)
− d
2
( 1
q1
− 1
p
)
(
t
N
)
− d
2
( 1
q2
− 1
q1
)‖eN−2N tLu0‖Lq2 (Ω)
≤...
≤cN2 (
t
N
)
− d
2
( 1
q1
− 1
p
)
...(
t
N
)
− d
2
( 1
q
− 1
qN−1
)‖u0‖Lq(Ω)
=cN2 (
t
N
)−
d
2
( 1
q
− 1
p
)‖u0‖Lq(Ω)
≤c3t−
d
2
( 1
q
− 1
p
)‖u0‖Lq(Ω) (3.18)
where c3 = (c2
√
N)N since d2 (
1
q − 1p) < N2 .
Obviously, N ≤ d + 1. Thus, there is c4 > 0 depends on d and Ω only such that for all
p > 1 and 1 ≤ q ≤ p ≤ ∞, there holds for t ≤ 1
‖etLu0‖Lp(Ω) ≤ c4t−
d
2
( 1
q
− 1
p
)‖u0‖Lq(Ω). (3.19)
Now, for t ≥ 1 and p ≥ 2, we derive by (3.19) and Lemma 3.1 that
‖etLu0‖Lp(Ω) ≤c42
d
2
( 1
2
− 1
p
)‖e(t− 12 )Lu0‖L2(Ω)
≤c42
d
2
( 1
2
− 1
p
)e−µ0(t−1)‖e 12Lu0‖L2(Ω)
≤c242
d
2
( 1
2
− 1
p
)
e−µ0(t−1) ×max{2d2 ( 12− 1p ), |Ω| 12− 1q }‖u0‖Lq(Ω) (3.20)
and for p < 2, we have
‖etLu0‖Lp(Ω) ≤|Ω|
1
p
− 1
2 ‖etLu0‖L2(Ω)
≤|Ω| 1p− 12 e−µ0(t− 12 )‖e 12Lu0‖L2(Ω)
≤c42
d
2
( 1
2
− 1
p
)|Ω| 1p− 12 e−µ0(t− 12 )‖u0‖Lq(Ω). (3.21)
Finally, a combination of (3.19), (3.20) and (3.21) completes the proof.
With minor modification and in the same manner as done in proof of Lemma 3.2, we can
prove the following result for the special case when u0 = ∇ · w.
Lemma 3.3. Suppose 0 <M < 1 + λ1. For any 1 < q ≤ p ≤ ∞ and u0 = ∇ ·w, there holds
‖etLu0‖Lp(Ω) ≤ c5(1 + t−
1
2
− d
2
( 1
q
− 1
p
))e−µ0t‖w‖Lq(Ω) (3.22)
where c5 depends only on d and Ω.
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3.2 The fully parabolic case: γ = 1
In this part, we consider the case γ = 1. Similar as before, denote (u˜, v˜) the solution to
corresponding linearized system to (1.8). Then, (u˜, v˜) satisfies

u˜t −∆u˜+M∆v˜ = 0, x ∈ Ω, t > 0
v˜t −∆v˜ + v˜ = u˜, x ∈ Ω, t > 0
∂u˜
∂ν =
∂v˜
∂ν = 0, x ∈ ∂Ω, t > 0
u˜(x, 0) = u0(x), v˜(x, 0) = v0(x) x ∈ Ω.
(3.23)
Denote ∆ the usual Laplacian operator with homogeneous Neumann boundary condition.
Since −∆ is analytic on Lp0(Ω) with domain Dp(∆) = W 2,pN (Ω) ∩ Lp0(Ω), we can define the
power (−∆)s of −∆ for any s ∈ R and we denote the domain of (−∆)s in Lp0(Ω) byDp((−∆)s).
Let X = Lp0(Ω)×Dp((−∆)
1
2 ) for 1 < p <∞ with norm
‖(u, v)‖X = ‖u‖Lp(Ω) + ‖∇v‖Lp(Ω) (3.24)
and define
A =
(
∆ −M∆
1 ∆− 1
)
(3.25)
with domain D(A) = Dp(∆)×Dp((−∆) 32 ). We observe that
A =
(
∆ 0
0 ∆− 1
)
+
(
0 −M∆
1 0
)
, Λ + U (3.26)
where Λ is a sectorial operator on X . Moreover, one easily verifies that D(A) = D(Λ) ⊂
D(U) = Dp((−∆) 12 )×Dp(∆) and for any (u, v) ∈ D(Λ), by interpolation, there holds
M‖∆v‖Lp + ‖∇u‖Lp ≤ ε
(
‖∆u‖Lp + ‖∇∆v −∇v‖Lp
)
+Kε(‖u‖Lp + ‖∇v‖Lp). (3.27)
Then Lemma 2.2 indicates that A is a sectorial operator as well. For the sake of convenience,
we denote (
u˜(t)
v˜(t)
)
= etA
(
u0
v0
)
,
(
Φt1(u0, v0)
Φt2(u0, v0)
)
. (3.28)
Now, similar as before, we first prove the exponentially decay property for the semigroup
etA in the Hilbert space L20 × (H1 ∩ L20).
Lemma 3.4. Assume 0 < M < 1 + λ1. For any given initial data u0 ∈ L20(Ω) and v0 ∈
H1(Ω) ∩ L20(Ω), the solution of (3.23) satisfies the following exponentially decay estimate
‖u˜‖2 +M‖∇v˜‖2 ≤ e−2µ1t(‖u0‖2 +M‖∇v0‖2) for all t ≥ 0 (3.29)
where µ1 , λ1 − 12
(√
4λ1M+ 1− 1
)
> 0.
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Proof. Here we only perform formal energy estimates which could be rigorously justified by
density arguments. First, we observe that∫
Ω
u˜(t)dx =
∫
Ω
v˜(t)dx = 0.
Multiplying the first equation by u˜ and the second equation by −M∆v˜, integrating by parts
and adding the resultant up, we obtain that
1
2
d
dt
(
‖u˜‖2 +M‖∇v˜‖2
)
+M
(
‖∇v˜‖2 + ‖∆v˜‖2
)
+ ‖∇u˜‖2 =2M
∫
Ω
∇u˜ · ∇v˜dx
≤δ‖∇u˜‖2 + M
2
δ
‖∇v˜‖2. (3.30)
In views of Poincare´’s lemma, we infer that
1
2
d
dt
(
‖u˜‖2 +M‖∇v˜‖2
)
+M(λ1 + 1− M
δ
)‖∇v˜‖2 + λ1(1− δ)‖u˜‖2 ≤ 0. (3.31)
Picking δ = δ0 ,
1
2
(√
4λ1M+1
λ1
− 1λ1
)
, we get
λ1 + 1− M
δ
= λ1(1− δ) ≡ µ1 > 0 (3.32)
whenever M < 1 + λ1 holds. Here, δ is picked such that λ1 + 1− Mδ = λ1(1 − δ) holds and
attains the maximum at δ0. Then the conclusion follows from solving an ordinary differential
inequality.
The next Lp−Lq estimates for etA plays a key role in the proof for the case γ = 1, which
is established based on Lemma 2.4 and Lemma 3.4 by similar arguments as we done in the
previous part. However, a coupling (linear) system is now under consideration. The presence
of the cross diffusion and the restrictions on the parameter q in Lemma 2.4-(iii,iv) bring a lot
of difficulties and hence the calculations here are more involved.
Lemma 3.5. Assume d ≥ 2 and 0 < M < 1 + λ1. Then for any u0 ∈ C(Ω) ∩ L10(Ω) and
v0 ∈ C1(Ω) ∩ L10(Ω) satisfying ∂νv0 = 0 on ∂Ω, there holds
‖u˜(t)‖Lp(Ω) ≤ c6e−µ1t(1 + t−
d
2
( 2
d
− 1
p
)
)
(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)) ∀t > 0 (3.33)
for any p > 1 satisfying d2 ≤ p <∞, and
‖∇v˜(t)‖Lp(Ω) ≤ c7pe−µ1t(1 + t−
d
2
( 1
d
− 1
p
)
)
(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)) ∀t > 0 (3.34)
for any p satisfying d ≤ p <∞, where c6, c7 > 0 depend on d, M and Ω only.
Proof. The proof consists of several steps.
Step 1. We derive from variation-of-constants formula the following expressions for
solutions of (3.23) for all t > 0
u˜(t) = et∆u0 −M
∫ t
0
e(t−s)∆∆v˜(s)ds,
12
and
v˜(t) = et(∆−1)v0 +
∫ t
0
e(t−s)(∆−1)u˜(s)ds.
Substituting v˜ into the expression of u˜ leads to
u˜(t) =et∆u0 −M
∫ t
0
e(t−s)∆∆es(∆−1)v0ds−M
∫ t
0
e(t−s)∆∆
∫ s
0
e(s−τ)(∆−1)u˜(τ)dτds.
Step 2. We claim that when t ≤ 1, for any 1 < p <∞ and any r ≥ 2 satisfying 1r− 1p < 1d ,
there holds
‖
∫ t
0
e(t−s)∆∆es(∆−1)v0ds‖Lp(Ω) ≤ c‖∇v0‖Lr(Ω) (3.35)
with c depends on Ω only.
In fact, if 2 ≤ r ≤ p <∞, by Lemma 2.4 and Lemma 2.3, we infer that
‖
∫ t
0
e(t−s)∆∆es(∆−1)v0ds‖Lp(Ω)
≤k4
∫ t
0
e−λ1(t−s)(1 + (t− s)− 12 )‖∇es(∆−1)v0‖Lp(Ω)ds
≤k3k4
∫ t
0
e−λ1(t−s)(1 + (t− s)− 12 )e−s(λ1+1)(1 + s− d2 ( 1r− 1p ))‖∇v0‖Lr(Ω)ds
≤c‖∇v0‖Lr(Ω)/(1 −
d
2
(
1
r
− 1
p
))
≤c‖∇v0‖Lr(Ω) (3.36)
where c depends on Ω only provided that 0 ≤ 1r − 1p < 1d (when r = p, we calculate directly
without using Lemma 2.3). On the other hand, if p < r, applying Ho¨lder’s inequality, we
have
‖
∫ t
0
e(t−s)∆∆es(∆−1)v0ds‖Lp(Ω)
≤|Ω| 1p− 1r
∫ t
0
‖e(t−s)∆∆es(∆−1)v0‖Lr(Ω)ds
≤k3k4|Ω|
1
p
− 1
r
∫ t
0
e−λ1(t−s)(1 + (t− s)− 12 )e−s(λ1+1)‖∇v0‖Lr(Ω)ds
≤c‖∇v0‖Lr(Ω). (3.37)
Step 3. Now, due to Lemma 2.4, Lemma 2.3 and (3.35), we infer for any p > 1,
1 ≤ q ≤ p <∞, r ≥ 2 and t ≤ 1 that
‖u˜(t)‖Lp(Ω) ≤ ‖et∆u0‖Lp(Ω) +M
∫ t
0
‖e(t−s)∆∆es(∆−1)v0‖Lp(Ω)ds
+M
∫ t
0
∥∥∥∥e(t−s)∆∇ ·
(
∇
∫ s
0
e(s−τ)(∆−1)u˜(τ)dτ
)∥∥∥∥
Lp(Ω)
ds
≤k1(1 + t−
d
2
( 1
q
− 1
p
))‖u0‖Lq(Ω) + c‖∇v0‖Lr(Ω)
+k2k4M
∫ t
0
e−λ1(t−s)(1 + (t− s)− 12 )
∫ s
0
e−(λ1+1)(s−τ)(1 + (s− τ)− 12 )‖u˜(τ)‖Lp(Ω)dτds
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≤2k1t−
d
2
( 1
q
− 1
p
)‖u0‖Lq(Ω) + c‖∇v0‖Lr(Ω)
+k2k4M
∫ t
0
∫ s
0
e−λ1(t−s)(1 + (t− s)− 12 )e−(λ1+1)(s−τ)(1 + (s− τ)− 12 )‖u˜(τ)‖Lp(Ω)dτds
(3.38)
provided that 1r − 1p < 1d .
Letting y(t) = t
d
2
( 1
q
− 1
p
)‖u˜(t)‖Lp(Ω), we derive by changing the order in integrations that
for t ≤ 1,
y(t) ≤c
(
‖u0‖Lq(Ω) + c‖∇v0‖Lr(Ω)
)
+cM
∫ t
0
∫ s
0
e−λ1(t−s)e−(λ1+1)(s−τ)(1 + (t− s)− 12 )(1 + (s− τ)− 12 )τ− d2 ( 1q− 1p )y(τ)dτds
=c
(
‖u0‖Lq(Ω) + ‖∇v0‖Lr(Ω)
)
+cM
∫ t
0
(∫ t
τ
e−λ1(t−s)e−(λ1+1)(s−τ)(1 + (t− s)− 12 )(1 + (s− τ)− 12 )ds
)
τ−
d
2
( 1
q
− 1
p
)y(τ)dτ.
(3.39)
By Lemma 2.3 and direct calculations, we have for 0 ≤ 1q − 1p < 2d and for t ≤ 1,∫ t
0
(∫ t
τ
e−λ1(t−s)e−(λ1+1)(s−τ)(1 + (t− s)− 12 )(1 + (s − τ)− 12 )ds
)
τ−
d
2
( 1
q
− 1
p
)dτ
≤c
∫ t
0
τ−
d
2
( 1
q
− 1
p
)e−λ1(t−τ)dτ
≤c
∫ 1
0
τ
− d
2
( 1
q
− 1
p
)
dτ
≤ c
1− d2(1q − 1p)
(3.40)
with c depends on Ω only.
Step 4. Choosing r = q = l ≥ 2 in (3.38), then for any l ≤ p <∞ satisfying 0 ≤ 1l − 1p <
1
2d , we deduce by Gronwall’s inequality that for t ≤ 1,
‖u˜(t)‖Lp(Ω) ≤ ct−
d
2
( 1
l
− 1
p
)(‖u0‖Ll(Ω) + ‖∇v0‖Ll(Ω)) (3.41)
with c depends on Ω only. As a consequence, we deduce for t ≤ 1 and 2 ≤ l ≤ p < ∞
satisfying 1l − 1p < 12d that
‖∇v˜(t)‖Lp(Ω) ≤‖∇et(∆−1)v0‖Lp(Ω) +
∫ t
0
‖∇e(t−s)(∆−1)u˜(s)‖Lp(Ω)ds
≤2k3t−
d
2
( 1
l
− 1
p
)‖∇v0‖Ll(Ω) + k2
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )‖u˜(s)‖Lp(Ω)ds
≤2k3t−
d
2
( 1
l
− 1
p
)‖∇v0‖Ll(Ω)
+ ck2(‖u0‖Ll + ‖∇v0‖Ll(Ω))
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− d2 ( 1l− 1p )ds
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≤ct− d2 ( 1l− 1p )(‖u0‖Ll + ‖∇v0‖Ll(Ω)) (3.42)
with c depends on Ω only, since by Lemma 2.3 again, when t ≤ 1 and 0 ≤ 1l − 1p < 12d ,∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− d2 ( 1l− 1p )ds
≤eλ1
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− d2 ( 1l− 1p )e−λ1sds
≤c(1 + tmin{ 12− d2 ( 1l− 1p ),0})
≤c
≤ct− d2 ( 1l− 1p ). (3.43)
Summing up, we have for t ≤ 1 and any 2 ≤ l ≤ p <∞ satisfying 0 ≤ 1l − 1p < 12d that
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω) ≤ ct−
d
2
( 1
l
− 1
p
)(‖u0‖Ll(Ω) + ‖∇v0‖Ll(Ω)) (3.44)
with c depends on Ω only.
On the other hand, for any 2 ≤ l ≤ p < ∞ such that 1l − 1p ≥ 12d , we may split (1p , 1l )
and (0, t) evenly into N−intervals, respectively, with N = d+1. Denoting the end-points for
N−intervals of (1p , 1l ) by 1p = 1l0 < 1l1 < ... < 1lN =
1
l , then
1
lk+1
− 1lk <
1
2d and by iteration, we
deduce that for t ≤ 1
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω)
≤c( t
N
)
− d
2
( 1
l1
− 1
p
)
(
‖u˜(N − 1
N
t)‖Ll1 (Ω) + ‖∇v˜(
N − 1
N
t)‖Ll1 (Ω)
)
≤...
≤cN ( t
N
)−
d
2
( 1
l
− 1
p
)(‖u0‖Ll(Ω) + ‖∇v0‖Ll(Ω))
≤ct− d2 ( 1l− 1p )(‖u0‖Ll(Ω) + ‖∇v0‖Ll(Ω)) (3.45)
with c depends on d and Ω only.
Step 5. Now taking q = d2 and r = d in (3.38), then for any p > 1 and
d
2 ≤ p ≤ d, we
deduce from (3.38) and Gronwall’s inequality that
‖u˜(t)‖Lp(Ω) ≤ ct−
d
2
( 2
d
− 1
p
)
(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)) for t ≤ 1 (3.46)
where c depends on Ω. It follows that for t ≤ 1,
‖∇v(t)‖Ld(Ω) ≤‖∇et(∆−1)v0‖Ld(Ω) +
∫ t
0
‖∇e(t−s)(∆−1)u˜(s)‖Ld(Ω)ds
≤2k3‖∇v0‖Ld(Ω) + k2
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )‖u˜(s)‖Ld(Ω)ds
≤2k3‖∇v0‖Ld(Ω)
+ ck2(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld)
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− 12ds
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≤c(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)). (3.47)
When d < p <∞, thanks to (3.44), (3.45), (3.46) and (3.47), we infer that
‖u˜(t)‖Lp(Ω) ≤c(t/2)−
d
2
( 1
d
− 1
p
)(‖u˜( t
2
))‖Ld(Ω) + ‖∇v˜(
t
2
))‖Ld(Ω))
≤c(t/2)− d2 ( 1d− 1p )(t/2)− d2 ( 2d− 1d )(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω))
≤ct− d2 ( 2d− 1p )(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)) for t ≤ 1 (3.48)
with c depends on d and Ω. Summing up, we conclude that (3.46) holds for any p > 1
satisfying d2 ≤ p <∞ with c depends on Ω and d at most.
As a consequence, for t ≤ 1 and any d ≤ p <∞,
‖∇v˜(t)‖Lp(Ω) ≤‖∇et(∆−1)v0‖Lp(Ω) +
∫ t
0
‖∇e(t−s)(∆−1)u˜(s)‖Lp(Ω)ds
≤2k3t−
d
2
( 1
d
− 1
p
)‖∇v0‖Ld(Ω) + k2
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )‖u˜(s)‖Lp(Ω)ds
≤2k3t−
d
2
( 1
d
− 1
p
)‖∇v0‖Ld(Ω)
+ ck2(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld)
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− d2 ( 2d− 1p )ds
≤c(1 + p)t− d2 ( 1d− 1p )(‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)) (3.49)
with c depends on Ω and d, since by Lemma 2.3, when t ≤ 1∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− d2 ( 2d− 1p )ds
≤eλ1
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− d2 ( 2d− 1p )e−λ1sds
≤cp
d
≤cp
d
t
− d
2
( 1
d
− 1
p
)
. (3.50)
Step 6. Now, for t ≥ 1, when p < 2, using Ho¨lder’s inequality and Lemma 3.4, we find
‖u˜(t)‖Lp(Ω) +
√
M‖∇v˜(t)‖Lp(Ω) ≤c|Ω|
1
p
− 1
2
(
‖u˜(t)‖L2(Ω) +
√
M‖∇v˜(t)‖L2(Ω)
)
≤c|Ω| 1p− 12 e−µ1(t− 12 )
(
‖u˜(1
2
)‖L2(Ω) +
√
M‖∇v˜(1
2
)‖L2(Ω)
)
≤c|Ω| 1p− 12 |Ω| 12− 1d e−µ1(t− 12 )
(
‖u˜(1
2
)‖Ld(Ω) +
√
M‖∇v˜(1
2
)‖Ld(Ω)
)
≤c(1 +
√
M)e−µ1t
(
‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)
)
(3.51)
with c depends on d and Ω at most, and when 2 ≤ p <∞, we derive from (3.45) and Lemma
3.4 that
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω) ≤c
(
‖u˜(t− 1
2
)‖L2(Ω) + ‖∇v˜(t−
1
2
)‖L2(Ω)
)
16
≤ c√M
(
‖u˜(t− 1
2
)‖L2(Ω) +
√
M‖∇v˜(t− 1
2
)‖L2(Ω)
)
≤ c√Me
−µ1(t−1)
(
‖u˜(1
2
)‖L2(Ω) +
√
M‖∇v˜(1
2
)‖L2(Ω)
)
≤ c√M|Ω|
1
2
− 1
d e−µ1(t−1)
(
‖u˜(1
2
)‖Ld(Ω) +
√
M‖∇v˜(1
2
)‖Ld(Ω)
)
≤ c√M(1 +
√
M)e−µ1t
(
‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω)
)
(3.52)
with c depends on d and Ω only. Finally, we may conclude the proof by combining (3.46),
(3.49), (3.51) and (3.52).
Remark 3.1. Under the assumption of Lemma 3.5, for any 2 ≤ l ≤ p <∞, there holds
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω) ≤ ce−µ1t(1 + t−
d
2
( 1
l
− 1
p
)
)(‖u0‖Ll(Ω) + ‖∇v0‖Ll(Ω)) (3.53)
with c depends on d, M and Ω only.
For the special case u0 = ∇ · w and v0 = 0, we have the following
Lemma 3.6. Assume d ≥ 2 and 0 < M < 1 + λ1. Suppose u0 = ∇ · w and v0 = 0. Then
there holds
‖u˜(t)‖Lp(Ω) ≤ c8e−µ1t(1 + t−
1
2
− d
2
( 1
q
− 1
p
))‖w‖Lq (Ω) (3.54)
for any d2 < q ≤ p <∞, where c8 > 0 depends on d, M and Ω if d ≥ 3 and also depends on
1/|q − 1| if d = 2.
Proof. Under our assumption, for any t ≤ 1, in the same way as before, we infer for any
1 < q ≤ p <∞ that
‖u˜(t)‖Lp(Ω) ≤ 2k4t−
1
2
− d
2
( 1
q
− 1
p
)‖w‖Lq(Ω)
+ k2k4M
∫ t
0
∫ s
0
e−λ1(t−s)(1 + (t− s)− 12 )e−(λ1+1)(s−τ)(1 + (s− τ)− 12 )‖u˜(τ)‖Lp(Ω)dτds.
(3.55)
Letting y(t) = t
1
2
+ d
2
( 1
q
− 1
p
)‖u˜(t)‖Lq(Ω), we find that for t ≤ 1,
y(t)
≤c‖w‖Lq(Ω)
+cM
∫ t
0
∫ s
0
e−λ1(t−s)e−(λ1+1)(s−τ)(1 + (t− s)− 12 )(1 + (s− τ)− 12 )τ− 12− d2 ( 1q− 1p )y(τ)dτds
=c‖w‖Lq(Ω)
+cM
∫ t
0
(∫ t
τ
e−λ1(t−s)e−(λ1+1)(s−τ)(1 + (t− s)− 12 )(1 + (s− τ)− 12 )ds
)
τ
− 1
2
− d
2
( 1
q
− 1
p
)
y(τ)dτ,
(3.56)
where by Lemma 2.3 and direct calculations that for 1q − 1p < 1d and for t ≤ 1,∫ t
0
(∫ t
τ
e−λ1(t−s)e−(λ1+1)(s−τ)(1 + (t− s)− 12 )(1 + (s− τ)− 12 )ds
)
τ−
1
2
− d
2
( 1
q
− 1
p
)dτ
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≤c
∫ t
0
τ−
1
2
− d
2
( 1
q
− 1
p
)e−λ1(t−τ)dτ
≤c
∫ 1
0
τ−
1
2
− d
2
( 1
q
− 1
p
)dτ
≤ c
1
2 − d2(1q − 1p)
(3.57)
with c depends on Ω only. As a result, we deduce from Gronwall’s inequality that for t ≤ 1
and 1q − 1p < 12d ,
‖u˜(t)‖Lp(Ω) ≤ ct−
1
2
− d
2
( 1
q
− 1
p
)‖w‖Lq(Ω) (3.58)
with c depends on Ω. It follows that for t ≤ 1 and 1q − 1p < 12d
‖∇v˜(t)‖Lp(Ω) ≤
∫ t
0
‖∇e(t−s)(∆−1)u˜(s)‖Lp(Ω)ds
≤k2
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )‖u˜(s)‖Lp(Ω)ds
≤ck2‖w‖Lq(Ω)
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− 12− d2 ( 1q− 1p )ds
≤ct− 12− d2 ( 1q− 1p )‖w‖Lq(Ω), (3.59)
since for t ≤ 1, there holds∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− 12− d2 ( 1q− 1p )ds
≤eλ1
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )s− 12− d2 ( 1q− 1p )e−λ1sds
≤c(1 + t− d2 ( 1q− 1p ))
≤ct− 12− d2 ( 1q− 1p ). (3.60)
On the other hand, note that our assumption ensures 0 ≤ 1q − 1p < 2d . Therefore, for the
case 1q − 1p ≥ 12d , we may split (1p , 1q ) into four parts evenly with endpoints denoted by
1
p =
1
l0
< 1l1 < ... <
1
l4
= 1q such that 0 <
1
lk+1
− 1lk <
1
2d .
Now, we divide our discussion into three cases regarding the dimensions. First, if d ≥ 4,
there holds 2 < q ≤ p <∞. Then we may using (3.45) to derive that
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω) ≤c(t/2)−
d
2
( 1
l3
− 1
p
)
(‖u˜( t
2
)‖Ll3 (Ω) + ‖∇v˜(
t
2
)‖Ll3 (Ω))
≤c(t/2)−
d
2
( 1
l3
− 1
p
)
(t/2)
− 1
2
− d
2
( 1
q
− 1
l3
)‖w‖Lq(Ω)
≤ct− 12− d2 ( 1q− 1p )‖w‖Lq(Ω). (3.61)
Secondly, if d = 3 and 1q − 1p ≥ 12d = 16 , we must have p > 2 since q > d2 = 32 . If 2 < q ≤ p,
the proof is the same as above. If 1 < q ≤ 2 < p, we infer by the fact 1q − 12 < 23 − 12 = 16 = 12d
that
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω) ≤c(t/2)−
d
2
( 1
2
− 1
p
)(‖u˜( t
2
)‖L2(Ω) + ‖∇v˜(
t
2
)‖L2(Ω))
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≤ct− d2 ( 12− 1p )t− 12− d2 ( 1q− 12 )‖w‖Lq(Ω)
≤ct− 12− d2 ( 1q− 1p )‖w‖Lq(Ω). (3.62)
Lastly, if d = 2, we have 1 < q ≤ p < ∞. The cases 2 < q ≤ p and 43 < q ≤ 2 < p can be
dealt with in the same way as above. It remains to consider the case 12 <
1
p <
3
4 <
1
q < 1
and the case 1p ≤ 12 < 34 < 1q < 1. In the former case, we infer from (3.56) and Gronwall’s
inequality that
‖u˜(t)‖Lp(Ω) ≤ct−
1
2
− d
2
( 1
q
− 1
p
)
exp{ cM1
2 − 1q + 1p
}‖w‖Lq(Ω)
≤ct− 12− d2 ( 1q− 1p ) exp{ cM
1− 1q
}‖w‖Lq(Ω)
≤c9t−
1
2
− d
2
( 1
q
− 1
p
)‖w‖Lq(Ω) (3.63)
where c9 > 0 depends on d, Ω and 1/|q − 1|. For the latter case, we infer from above, (3.45)
(3.56) and (3.59) that
‖u˜(t)‖Lp(Ω) ≤c(t/2)−
d
2
( 1
2
− 1
p
)
(‖u˜( t
2
)‖L2(Ω) + ‖∇v˜(
t
2
)‖L2(Ω))
≤c(t/2)− d2 ( 12− 1p )(t/2)− 12− d2 ( 1q− 12 )(1 + cM1
2 − 1q + 12
) exp{ cM1
2 − 1q + 12
}‖w‖Lq(Ω)
≤ct− 12− d2 ( 1q− 1p )(1 + cM
1− 1/q ) exp{
cM
1− 1/q}‖w‖Lq (Ω)
≤c9t−
1
2
− d
2
( 1
q
− 1
p
)‖w‖Lq(Ω) (3.64)
where c9 > 0 depends on d, Ω and 1/|q − 1|.
Summing up, we obtain that for t ≤ 1 and for any max{1, d2} < q ≤ p <∞, there holds
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω) ≤ ct−
1
2
− d
2
( 1
q
− 1
p
)‖w‖Lq(Ω) (3.65)
with c depends on d and Ω if d ≥ 3 and also depends on 1/|q − 1| if d = 2.
Now for t ≥ 1, using Ho¨lder’s inequality and Lemma 3.4, we can prove in the same way
as before that
‖u˜(t)‖Lp(Ω) +
√
M‖∇v˜(t)‖Lp(Ω) ≤ ce−µ1t‖w‖Lq(Ω) (3.66)
with c depends on d, M and Ω if d ≥ 3 and also depends on 1/|q − 1| if d = 2. Now, our
assertion follows from (3.65) and (3.66).
4 Proof of Theorem 1.1 and Theorem 1.2
With the key Lp−Lq decay estimates established in Lemmas 3.2–3.3 and Lemmas 3.5–3.6,
it remains to complete our proof by an adaptation of the one-step contradiction argument
from [3, 14] or using the implicit function theory as done in [10]. In this paper, we choose
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the former way for convenience since we already have Lemma 2.1 at hand. The main idea
is to compute the difference between the solution of the nonlinear problem and the one to
the corresponding linearized problem. Since the nonlinear problem can be regarded as its
linearized one with a quadratic perturbation, with small initial data, the difference between
their solutions should also be of a quadratic order. The major difference is now M > 0,
we have to compare the associated nonlinear semigroup with the linearized ones etL or etA
while whenM = 0, we only have to compute its difference with et∆ whose decay behavior is
well-known as shown in Lemma 2.4.
Now, we report the proof in detail as follows.
Proposition 4.1. Suppose d ≥ 2 and 0 < M < 1 + λ1. For any fixed q0 ∈ (d2 , d) and
λ′ < µ0, there exists ε0 > 0 depending on d, Ω, q0 and λ′ such that for any initial datum
u0 ∈ C(Ω)∩L10(Ω) satisfying u0+M≥ 0 and ‖u0‖Ld/2(Ω) ≤ ε for some ε < ε0, problem (1.8)
with γ = 0 has global classical solution which is globally bounded and satisfies
‖u(t)− etLu0‖Lθ(Ω) ≤ εe−λ
′t(1 + t−1+
d
2θ ), ∀ t > 0. (4.1)
for all θ ∈ [q0,∞].
Proof. According to Lemma 2.1, problem (1.1) with γ = 0 and nonnegative initial data
ρ0 = u0 + M has a unique classical solution on [0, Tmax) and if Tmax < ∞, we have
lim sup
tրTmax
‖ρ(·, t)‖L∞ =∞. Therefore, for problem (1.8) with γ = 0, we obtain a classical solu-
tion (u, v) = (ρ−M, c−M) on [0, Tmax) and if Tmax <∞, we have lim sup
tրTmax
‖u(·, t)‖L∞(Ω) =∞.
For fixed d2 < q0 < d and d < θ0 <
dq0
d−q0 , we set
T0 , sup
{
T > 0 : ‖u(t)−etLu0‖Lθ ≤ εe−λ
′t(1+t−1+
d
2θ ), for all t ∈ [0, T ) and all θ ∈ [q0,∞].
}
Then T0 is well-defined and positive with T0 ≤ Tmax, because both u(t) and etLu0 are bounded
near t = 0 due to Lemma 2.1 and Lemma 3.2, while on the other hand as t→ 0+, t−1+ d2θ ≥
t
−1+ d
2q0 → +∞ uniformly with respect to θ ∈ [q0,∞]. Now we claim that when ε0 is
sufficiently small, we have T0 =∞. First, we observe that by Lemma 3.2,
‖u(t)‖Lθ(Ω) ≤‖u(t)− etLu0‖Lθ(Ω) + ‖etLu0‖Lθ(Ω)
≤ε(1 + t−1+ d2θ )e−λ′t + c1(1 + t−1+
d
2θ )e−µ0t‖u0‖Ld/2(Ω)
≤C1ε(1 + t−1+
d
2θ )e−λ
′t (4.2)
holds for all 0 < t < T0 where C1 depends on d and Ω. On the other hand, by Sobolev
embedding theorem and the classical theory for elliptic equations, we have
‖∇v(t)‖Lq2 (Ω) ≤ C2‖v(t)‖W 2,q0 (Ω) ≤ C2‖u(t)‖Lq0 (Ω) (4.3)
with 1q0 =
1
d +
1
q2
and C2 depends on d, Ω and q0.
Due to the variation-of-constants formula, there holds
u(t)− etLu0 = −
∫ t
0
e(t−s)L∇ · (u(s)∇v(s))ds. (4.4)
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Now we estimate the term on right hand-side of (4.4). Invoking Lemma 3.3, for θ ∈ (θ0,∞],
there holds
‖u(t)− etLu0‖Lθ(Ω)
≤
∥∥∥∥
∫ t
0
e(t−s)L∇ · (u∇v)(s)ds
∥∥∥∥
Lθ(Ω)
≤c5
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
θ0
− 1
θ
)
)
∥∥u∇v∥∥
Lθ0 (Ω)
ds
≤c5
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
θ0
− 1
θ
)
)‖u(s)‖Lq1 (Ω)‖∇v(s)‖Lq2 (Ω)ds
≤c5C2
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
θ0
− 1
θ
)
)‖u(s)‖Lq1 (Ω)‖u(s)‖Lq0 (Ω)ds
≤c5C1C2
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
θ0
− 1
θ
)
)ε(1 + s
−1+ d
2q1 )e−λ
′sε(1 + s
−1+ d
2q0 )e−λ
′sds
≤c5C1C2ε2
∫ t
0
e−µ0(t−s)e−λ
′s(1 + (t− s)−
1
2
− d
2
( 1
θ0
− 1
θ
)
)(1 + s
− 3
2
+ d
2θ0 )ds
≤C3ε2e−λ′t(1 + t−1+
d
2θ ) (4.5)
for all t ∈ [0, T0) with C3 > 0 depends on d, Ω, |µ0−λ′|, q0 and θ0, since under our assumption
we can find q1, q2 ≥ q0 such that 1θ0 = 1q1 + 1q2 and 1q0 = 1q2 + 1d .
On the other hand, for θ ∈ [q0, θ0], we infer that
‖u(t)− etLu0‖Lθ(Ω)
≤
∥∥∥∥
∫ t
0
e(t−s)L∇ · (u∇v)(s)ds
∥∥∥∥
Lθ(Ω)
≤c5
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)
∥∥u∇v∥∥
Lq0 (Ω)
ds
≤c5
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)‖u(s)‖Ld(Ω)‖∇v(s)‖Lq2 (Ω)ds
≤c5C2
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)‖u(s)‖Ld(Ω)‖u(s)‖Lq0 (Ω)ds
≤c5C1C2
∫ t
0
e−µ0(t−s)(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)ε(1 + s−
1
2 )e−λ
′sε(1 + s
−1+ d
2q0 )e−λ
′sds
≤c5C1C2ε2
∫ t
0
e−µ0(t−s)e−λ
′s(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)(1 + s
− 3
2
+ d
2q0 )ds
≤C3ε2e−λ′t(1 + t−1+
d
2θ ) (4.6)
for all t ∈ [0, T0).
As a result, we conclude that for all θ ∈ [q0,∞], there holds
‖u(t)− etLu0‖Lθ(Ω) ≤ C3ε2e−λ
′t(1 + t−1+
d
2θ ) (4.7)
for all t ∈ [0, T0) with C3 > 0 depends on d, Ω, |µ0 − λ′|, q0 and θ0, but is independent of
T0 or t. Choosing ε0 <
1
2C3
, we conclude that T0 = ∞ and hence Tmax = ∞ as well which
completes the proof.
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Now we complete the proof of Theorem 1.1. We may fix q0 ∈ (d2 , d), θ0 ∈ (d, dq0d−q0 ) and
λ′ < µ0, then by Proposition 4.1, we get ε0 > 0 such that (u, v) exists globally under the
smallness assumptions. Recalling that (u, v) is just a reduction ofM from (ρ, c) we conclude
that under the assumption of Theorem 1.1, problem (1.1) has a unique classical solution
(ρ, c) that is globally bounded. Moreover, since ‖etLu0‖L∞ ≤ Ce−µ0t‖u0‖L∞ for t ≥ 1 due to
Lemma 3.2, we infer that for t ≥ 1,
‖u(t)‖L∞(Ω) ≤ ‖u(t)− etLu0‖L∞(Ω) + ‖etLu0‖L∞(Ω) ≤ Ce−λ
′t (4.8)
which indicates that
‖ρ(t)−M‖L∞(Ω) + ‖∇c(t)‖L∞(Ω) ≤ Ce−λ
′t (4.9)
for t ≥ 1 with some C > 0. This completes the proof of Theorem 1.1.
Now, we prove Theorem 1.2. To this aim, we prove the following result for the reduced
cell density and chemical concentration (u, v) of (1.8).
Proposition 4.2. Let d ≥ 2 and 0 < M < 1 + λ1. For any fixed q0, θ0 > 0 such that
d
2 < q0 < d and d < θ0 <
dq0
d−q0 , there exists ε0 > 0 depending on d, q0, M and Ω such that
for any initial data (u0, v0) ∈ C(Ω) ∩ L10(Ω) × C1(Ω) ∩ L10(Ω) satisfying ∂νv0 = 0 on ∂Ω,
u0 ≥ −M, v0 ≥ −M and ‖u0‖Ld/2(Ω) + ‖∇v0‖Ld(Ω) ≤ ε for some ε < ε0, system (1.8) with
γ = 1 has global classical solution (u, v) which is bounded such that
‖u(t)− u˜(t)‖Lθ(Ω) ≤ εe−µ
′t(1 + t−1+
d
2θ ) for all t > 0 (4.10)
and for all θ ∈ [q0, θ0] with µ′ < µ1 = λ1 − 12
(√
4λ1M+ 1− 1
)
> 0.
Proof. According to Lemma 2.1, problem (1.1) with nonnegative initial data ρ0 = u0 +
M and c0 = v0 + M has a classical solution on [0, Tmax) and if Tmax < ∞, we have
lim sup
tրTmax
‖ρ(·, t)‖L∞ =∞. Therefore, for problem (1.8), we obtain a classical solution (u, v) =
(ρ −M, c −M) on [0, Tmax) and if Tmax < ∞, we have lim sup
tրTmax
‖u(·, t)‖L∞ = ∞. Denoting
(u˜, v˜) the solution of linearized system (3.23), we derive by variation-of-constants formula
that for 0 < t < Tmax,
v(t) =et(∆−1)v0 +
∫ t
0
e(t−s)(∆−1)u(s)ds
=et(∆−1)v0 +
∫ t
0
e(t−s)(∆−1)u˜(s)ds+
∫ t
0
e(t−s)(∆−1)
(
u(s)− u˜(s))ds
=v˜(t) +
∫ t
0
e(t−s)(∆−1)
(
u(s)− u˜(s))ds. (4.11)
On the other hand, exploiting the semigroup etA and variation-of-constants formula again,
we infer that (
u(t)
v(t)
)
= etA
(
u0
v0
)
+
∫ t
0
e(t−s)A
(
−∇ · (u(s)∇v(s))
0
)
ds (4.12)
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from which we represent u according to
u(t) = u˜(t)−
∫ t
0
Φt−s1 (∇ · (u(s)∇v(s)), 0) ds. (4.13)
Now, like in [3] (see also [14]), fix some q0 ∈ (d2 , d) and θ0 ∈ (d, dq0d−q0 ), one can choose
q1, q2 > 0 such that q1 ∈ (q0, θ0), q2 ∈ (d, dq0d−q0 ) and 1q0 = 1q1 + 1q2 . Define
T1 , sup
{
T > 0 : ‖u(t)−u˜(t)‖Lθ ≤ εe−µ
′t(1+t−1+
d
2θ ), for all t ∈ [0, T ) and all θ ∈ [q0, θ0].
}
Then T1 is well-defined and positive with T1 ≤ Tmax, since on the one hand, ‖u(t)‖L∞ and
‖u˜(t)‖Lθ0 are both bounded near t = 0 due to Lemma 2.1 and Remark 3.1. Hence ‖u˜(t)‖Lθ ≤
|Ω|1/θ−1/θ0‖u˜(t)‖Lθ0 ≤ max{|Ω|1/q0 , 1}‖u˜(t)‖Lθ0 are uniformly bounded with respect to θ ∈
[q0, θ0]. On the other hand as t → 0+, t−1+ d2θ ≥ t−1+
d
2q0 → +∞ uniformly with respect to
θ ∈ [q0, θ0]. Now we claim that when ε0 is sufficiently small, we have T1 =∞.
First, we apply ∇ to both sides of (4.11) to deduce that
‖∇v(t) −∇v˜(t)‖Lp(Ω) ≤
∫ t
0
‖∇e(t−s)(∆−1)(u(s)− u˜(s))‖Lp(Ω)ds
≤
∫ t
0
k2(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
p
)
)e−(λ1+1)(t−s)‖u(s)− u˜(s)‖Lq0 (Ω)ds
≤
∫ t
0
k2(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
p
)
)e−(λ1+1)(t−s)εe−µ
′t(1 + s
−1+ d
2q0 )ds
≤Ck2ε(1 + t−
1
2
+ d
2p )e−µ
′t
≤C4ε(1 + t−
1
2
+ d
2p )e−µ
′t (4.14)
for all t ∈ (0, T1) and all p ∈ [q0, dq0d−q0 ) where C4 > 0 depends on q0 and Ω only. As a result,
we infer by Lemma 3.5 that for p ∈ [d, dq0d−q0 )
‖∇v(t)‖Lp(Ω) ≤‖∇v˜(t)‖Lp(Ω) + C4ε(1 + t−
1
2
+ d
2p )e−µ
′t
≤c7pεe−µ1t(1 + t−
1
2
+ d
2p ) + C4ε(1 + t
− 1
2
+ d
2p )e−µ
′t
≤Cεe−µ′t(1 + t− 12+ d2p ) (4.15)
where C depends on d,M, q0 and Ω. For p ∈ [q0, d), applying Ho¨lder’s inequality and Lemma
3.5, there holds
‖∇v(t)‖Lp(Ω) ≤|Ω|
1
p
− 1
d ‖∇v˜(t)‖Ld(Ω) + C4ε(1 + t−
1
2
+ d
2p )e−µ
′t
≤c7d|Ω|
1
p
− 1
d e−µ1tε+ C4ε(1 + t
− 1
2
+ d
2p )e−µ
′t
≤Cε(1 + t− 12+ d2p )e−µ′t (4.16)
with C depends on d, q0, M and Ω only. Thus, we conclude from above that for all p ∈
[q0,
dq0
d−q0 )
‖∇v(t)‖Lp(Ω) ≤ C5ε(1 + t−
1
2
+ d
2p )e−µ
′t (4.17)
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with C5 depends on d, q0, M and Ω.
On the other hand, in views of the definition of T1 and Lemma 3.5, we also have
‖u(t)‖Lp(Ω) ≤‖u˜(t)‖Lp(Ω) + εe−µ
′t(1 + t
−1+ d
2p )
≤c6e−µ1t(1 + t−1+
d
2p )ε+ εe−µ
′t(1 + t−1+
d
2p )
≤C6e−µ′t(1 + t−1+
d
2p )ε (4.18)
holds for all p ∈ [q0, θ0] and 0 < t < T1, where C6 depends on d and Ω only.
Now due to (4.13) and Lemma 3.6, we can finally estimate
‖u(t)− u˜(t)‖Lθ(Ω)
≤
∫ t
0
‖Φt−s1 (∇ · (u(s)∇v(s)), 0) ‖Lθ(Ω)ds
≤c8
∫ t
0
e−µ1(t−s)(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)‖u(s)∇v(s)‖Lq0 (Ω)ds
≤c8
∫ t
0
e−µ1(t−s)(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)‖u(s)‖Lq1 (Ω)‖∇v(s)‖Lq2 (Ω)ds
≤c8C5C6ε2
∫ t
0
e−µ1(t−s)(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
θ
)
)e−2µ
′s(1 + s
−1+ d
2q1 )(1 + s
− 1
2
+ d
2q2 )ds
≤c8C5C6ε2
∫ t
0
e−µ1(t−s)(1 + (t− s)− 12− d2 ( 1q0− 1θ ))e−µ′s(1 + s− 32+ d2q0 )ds
≤C7ε2(1 + t−1+
d
2θ )e−µ
′t (4.19)
for all 0 < t < T1, with C7 depends on d, M, q0 and Ω, but is independent of T1 or t. Now,
choosing ε0 <
1
2C7
, we conclude that T1 =∞ which implies that Tmax =∞ as well, i.e., (u, v)
is global and bounded.
By the same argument as before, keeping in mind that (u, v) is just a reduction ofM from
(ρ, c), we obtain the existence of a unique global solution to problem (1.1) with γ = 1 under
the assumptions of Theorem 1.2. It remains to show the exponentially decay in L∞−norm.
Invoking (4.17), the fact ‖u(t)‖L∞ ≤ C and Lemma 2.3, we deduce that
‖u(t)‖L∞(Ω)
≤‖et∆u0‖L∞(Ω) +M
∫ t
0
‖e∆(t−s)∆v(s)‖L∞(Ω)ds+
∫ t
0
‖e∆(t−s)∇ · (u(s)∇v(s))‖L∞(Ω)ds
≤k1e−λ1t‖u0‖L∞(Ω) + C
∫ t
0
(1 + (t− s)− 12− d2p )e−λ1(t−s)‖∇v(s)‖Lp(Ω)ds
+ C
∫ t
0
(1 + (t− s)− 12− d2p )e−λ1(t−s)‖u(s)∇v(s)‖Lp(Ω)ds
≤Ce−λ1t + C
∫ t
0
(1 + (t− s)− 12− d2p )e−λ1(t−s)‖∇v(s)‖Lp(Ω)ds
≤Ce−λ1t + C
∫ t
0
(1 + (t− s)− 12− d2p )e−λ1(t−s)(1 + s− 12+ d2p )e−µ′sds
≤Ce−λ1t + Ce−µ′t
24
≤Ce−µ′t (4.20)
where p ∈ (d, dq0d−q0 ) such that 12 + d2p ∈ (0, 1) and 12 − d2p ∈ (0, 1). As a consequence,
‖∇v(t)‖L∞(Ω)
≤‖∇et(∆−1)v0‖L∞(Ω) +
∫ t
0
‖∇e(∆−1)(t−s)u(s)‖L∞(Ω)ds
≤Ce−(λ1+1)t(1 + t− 12 )‖v0‖L∞(Ω) + C
∫ t
0
(1 + (t− s)− 12− d2q )e−(λ1+1)(t−s)‖u(s)‖Lq(Ω)ds
≤Ce−(λ1+1)t(1 + t− 12 ) + C
∫ t
0
(1 + (t− s)− 12− d2q )e−(λ1+1)(t−s)e−µ′s(1 + s−1+ d2q )ds
≤Ce−(λ1+1)t(1 + t− 12 ) + Ce−µ′t(1 + t− 12 ) (4.21)
with some q > d, which indicates that when t ≥ 1,
‖∇v(t)‖L∞(Ω) ≤ Ce−µ
′t. (4.22)
This completes the proof of Theorem 1.2.
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