Abstract. Attention is directed to those proper rational functions whose denominators may be expressed as the product of an Nth degree polynomial raised to the Kûi power and another polynomial of degree M. A method is presented for decomposing such a rational function into the sum of the K partial fraction terms which proceed from the repeated polynomial plus a proper rational function which completes the equality. Use is made of an extended version of Homer's scheme. Two numerical examples and an operations count are presented. The method is free of complex arithmetic provided that all of the coefficients of the entering polynomials are real.
The present work enlarges the foregoing to cover the cases where both K and N are greater than or equal to unity. When N = 2, and K > 1, we have the commonly occurring partial fractions problem associated with a repeated quadratic factor in the denominator of F(s). There appears to be little demand for handling the case of N > 2 and K > 1, but this might be because previously no good methodology existed.
An appealing aspect of the subject method is that the algebra encountered is entirely real, given that the coefficients of A(s), B(s), and Q(s) are also real.
Expansion of an Arbitrary Polynomial in Powers of Q(s). Central to the development is the ability to rewrite the polynomials A(s) and B(s) as power series in Q(s) where the coefficients of the power series are themselves polynomials whose degrees are all less than N. Let Q(s) be written monically as (5) gives (7) A(s)=ta,(s)Q-\s).
The a¡(s) may be written as ¡v (8) at(s) -£ a,y-\ / = 1,2,...,M.
The a,(j) which appear in (7) may be found by performing the appropriate long divisions. When Q(s) is Hnear (N = 1), the a¡(s) are numbers and may be found by Homer's scheme. When Q(s) is not linear (N > 1), there is a straightforward generalization of Homer's scheme which may be used. Figure 1 serves to illustrate one step of the process of finding aj+l(s) and Aj+1(s) when Aj(s) is given. The aim is to be able to write A¡(s) according to (5). The coefficients of At(s) are placed at the top of the tableau. The next N rows are for "bookkeeping." The last row shown is obtained by addition of the N + 1 rows above, and is segregated into two portions: the left-hand portion contains the coefficients of Ai+1(s), while the right-hand portion contains the coefficients of ai+l(s). Multiplication of the bracket which contains the coefficients of A¡+l(s) by qk, 1 < k < JV, followed by a shift to the right of N -k + 1 places results in the formation of the k th bookkeeping row. (H) where any ßk(s) for which k > v is taken to be zero. Likewise,
where the ek(s) are polynomials whose degrees are less than N.
Development of the Algorithm. Combination of (1), (2), and (7) yields (13) B(s)
By the decomposition process outlined, one may write
where the XiJ(s) are polynomials whose degrees may be as great as N -1, while the YjJ(s) are polynomials whose degrees are JV* -2 at most. Both X¡j(s) and Y¡j(s) are defined to be zero if either of their indices breach the bounds stated in (14).
Insertion of (11), (12), and (14) into (13) gives, after rearrangement,
..+* r 7 = 1 provided ek_K(s) is taken to be zero whenever k -K is not positive. Since (15) is an identity, the leading summation signs may be dropped yielding (16) (20) and (21) into (17) gives ( We may now write (22) as (24) H-K+ E TA_,+,<:, = ß*, k = l,2,...,u + K.
7-1
The first K of these equations may be rendered as By inspection of (31), (32), and (33), and through other considerations, a scheme for computing T, which does not directly involve (30) may be obtained.
Let tijk (j, k = 1,2,... ,JV) be the element in they'th row and A:th column of T,.
The first column of T, is given by (34) ttfl-«tj, ; = 1,2,...,7V.
For the ensuing columns (A: = 2,3,... ,N) the first element is given by
while the remaining elements are obtained from (36) tijk = hj-i,k-i + qjt¡N,k-\, 7 = 2,3,...,A*.
Summary. Identify the polynomials A(s), B(s), and Q(s), as well as the numbers K, N and u. Take the coefficients of A(s) as the initial dividend, the numbers qx, q2,... ,qN as divisors, and use the extended version of Homer's scheme to find the coefficients of a^(s), a2(s),... ,au(s). Similarly, with the coefficients of B(s) replacing those of A(s) in Homer's scheme, the coefficients of ßx(s), ß2(s),...,ßK+u(s) may be found. By using (30) or from (34), (35), and (36), one may compute Tls T2,...,TW+1. The vectors clt c2,.. .,eK (and hence, the polynomials Cx(s), C2(s),...,CK(s)) may be gained from (25), while the vectors els e2). ..,e" (and hence, the polynomials e,(i), e2(s),...,eu(s)) come from (26). Finally, E(s) is computed from (12). All the unknown quantities of (2) have been found.
Condition o/Tj. So far it has been tacitly assumed that T: is nonsingular. If this is the case, (25) has a unqiue solution. Otherwise, (25) would either have no solution, or would have multiple solutions. We seek the conditions necessary to establish whether T, is singular or not. The exposition is hampered by the fact that T, depends upon N.
Let Zj,j = 1,2,...,N, be the zeros of Q(• ). Assume that ax(Zj) is an eigenvalue of Tv If the assumption is correct then the rows of Tx -ax(z-)I must be linearly dependent. In every case tested (N = 1,2,3, and 4), it was found that premultiplication of T, -<xx(Zj)\ by [1, z}, z2,...,zf'x] resulted in the zero vector, indicating that the rows of T, -ax(Zj)\ are linearly dependent. The details of the calculation are so regular that there is little reason to believe that the result is not general.
By setting /' = 0 in (5), it is seen that A(Zj) = ax(Zj), and hence, the A(zj), j = 1,2,...,N, are the eigenvalues of T,. Since the determinant of a matrix is the product of its eigenvalues, it follows that (37) dct1l=A ( /321 = 8, yß31 = 33, ß4l = 34, yS51 = 18, ß6l = 4. From (25) and (31) Henrici [2] gives the operations count for his Method C. In terms of the present notation that count is 3MN + i/v*3 + 0(N2).
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The conditions under which this count was made correspond to those of the last row and last column of the table in Figure 2 , v. 22, 1971, pp. 751-755. 
