Abstract-Probabilistic models are widely used in Architecture-based reliability prediction in software intensive systems. However, for most of the cases, it is computationally expensive to compute the reliability metrics and re-compute them once the system has evolved or is used in a different environment. In this paper, we introduce an efficient computation method for Discrete Time Markov Chain based abstractions, which computes reliability metrics once, and we provide an incremental technique to recompute these metrics in case of a single change in the reliability evaluation model. As a result, fast an efficient reliability computation can be provided for scenarios like design-time architecture optimization and run time adaptation. An experimental validation of the new method shows a significant improvement in terms of computation time required to re-evaluate an evolved architecture.
I. INTRODUCTION
Architecture-based reliability predictions are important to make informed decisions in the early stages of software development projects. One of the key motivations is that, the use of reliability predictions gives systems and software architects quantitative rationales to decide between design alternatives [23] . This provides a basis for the architects to use design space exploration mechanisms to find better architectures. In addition, reliability prediction also helps project managers in planning project activities such as risk mitigation, resource allocation in testing phase, and effort estimation.
As current service-based and adaptive systems do not have a static architecture anymore, runtime reliability evaluations for these evolving architectures is becoming more important. To support these run-time evaluations reliability models are needed to be "kept alive at runtime" (KAMI) [13] to allow for an evaluation of the system reliability at runtime.
In software reliability prediction, Discrete Time Markov Chain (DTMC) based abstractions are one of the prevalent formalizations [15] , [21] which are originally proposed by L.R.Cheung [8] . Wang et al. [45] have demonstrated the use of Cheung's model for different styles of software architectures while Gokhale et al. [16] have used the DTMC based mathematical formulation as the basis for their development of hierarchical reliability evaluations. Goševa-Popstojonava et al. [21] illustrated extensive use of the model in their reliability evaluation survey, and they have also elaborated the applicability of the model with the uncertainty analysis using "methods of moments" [20] and Monte-Carlo simulation [19] . Significant applicability of Cheung's model in addressing persistent challenges in architecture evaluation is also evident by many recent work on reliability and performance prediction of component based systems [5] , [7] , [10] , [17] , [32] , [40] , [42] .
Due to the utilization of complex matrix operations including matrix inversions which have complexity of O(n 3 ) in DTMC based evaluations, the time required to evaluate an architecture increases significantly the bigger the architectural model gets. Additionally, for each change of the architecture, the reliability evaluation model has to be completely evaluated again. In this paper, we aim to reduce the time needed for the repeated evaluations. Our approach is to use the results of previous computations and compute the impact of a given change as opposed to complete reevaluation. We call the technique Delta(Δ) evaluation. The main contribution presented in this paper is the formal derivation of simplified re-computation for Cheung's model with a single parameter change by applying the principles and appropriate formalizations in linear algebra.
The application of the described technique has benefits in a series of scenarios. As an example, the technique has a positive impact in automatic designs space exploration as described in [1] , [2] , [9] , [22] , [29] , [36] , [37] , [38] , [39] . In these approaches, a large number of candidate architectures are generated by an optimization algorithm and these candidate architectures require to be evaluated in order to be compared. Since these candidate architectures are generated by applying small changes, our Δ evaluation technique is applicable and enables searching in larger design spaces.
Another key motivation for the Δ evaluation is that it can be used to cater the excessive computations in the uncertainty analysis. Gošva-Popstojanova et al. [18] have investigated analytical-and simulation-based method for uncertainty analysis, and have confirmed that Monte Carlo simulation based methods scales better than the analysis of method of moments. One major drawback of the Monte Carlo simulation based uncertainty analysis is that, it requires to create large number of sample variations of an architecture from the probability distributions of parameters, which is computationally expensive [6] , [18] , [35] . The reliability models need to be re-evaluated for each variant. The Δ evaluation technique presented in this paper contributes to address this problem, by significantly reducing the computation overhead in re-evaluation.
The technique can also be applied to reduce the computational overhead in runtime architecture evaluation because a complete evaluation is often impractical due to limited resources. Such runtime architecture evaluations are required because monitoring shows that a component reliability or the operational profile has been changed [13] , [25] or a reliability trend has been detected [30] , [31] . To avoid complete evaluation at runtime, results of design time evaluations need to be stored with the running system, and our Δ evaluation can then be applied efficiently in an event of an architectural change.
In summary, in this paper, we derive a fast and efficient method to recompute reliability metrics for architecture specifications using Cheung's model. We validate the efficiency with a series of experiments, based on the required CPU cycles for the computation with growing model sizes.
The rest of the paper is organized as follows: Section II introduces the reader to the concepts of reliability evaluation with the Cheung's Model and recalls some relevant matrix operations. Based on these concepts, a novel incremental reliability evaluation technique is introduced in Section III. The results of an experimental validation of the developed technique are presented in Section IV. Section V compares this approach to related work. Finally, Section VI concludes the paper and highlights directions for future research.
II. PRELIMINARIES

A. Cheung's Model of Reliability Prediction
In this section we will recall the basic concepts of Cheung's reliability prediction model [8] and provide a brief definition of DTMCs.
Discrete Time Markov Chain (DTMC):
A DTMC is a tuple (S, P ) where S is a finite set of states and P : S ×S → [0, 1] is the transition probability matrix. A DTMC is called absorbing when at least one of its states has no outgoing transition [43] .
Architecture: The program flow graph of a terminating application has a single entry and a single exit node. A terminating application is an application that operates on demand, and a single run of software that corresponds to a terminating execution can be clearly identified. This model can easily be extended to support multiple initial nodes and multiple final states by introducing super-initial, super-final states [45] . The transfer of control among modules can be described by an absorbing DTMC with transition probability Reliability evaluation: Two absorbing states C and F are added, representing the correct output and failure, respectively, and the transition probability matrix P is modified accordingly toP . The original transition probability p ij between the components i and j is modified into R i p ij , which represents the probability that the module i produces the correct result and the control is transferred to component j. From the final (exit) state n, a directed edge to state C is created with transition probability R n to represent the correct execution. The failures of a component i are considered by creating a directed edge to failure state F with transition probability (1 − R i ). This process integrates the failure behavior of the components to the functional behavior described in the original control flow. Thus, a DTMC defined with transition probability matrixP is considered as a composite model of the software system [16] . Figure 1 illustrates a control flow graph of a software system and the corresponding DTMC when the two states C and F are added. The reliability of the program is the probability of reaching the absorbing state C of the DTMC.
Let Q be the matrix obtained fromP by deleting rows and columns corresponding to the absorbing states C and F . Q is called the generator matrix of the DTMC. Q k (1,n) represents the probability of reaching state n from 1 through k transitions. From initial state 1 to final state n, the number of transitions k may vary from 0 to infinity.
It can be proved that the infinite summation converges as follows [8] :
The matrix S is called the fundamental matrix of the DTMC, and S (i,j) represents the expected number of visits to the state j starting from state i before it is absorbed. Cheung [8] introduced an architecture based reliability estimation method in which the reliability of the overall system can be computed from S as;
For the DTMC given in Figure 1 , the modified transition probability matrix is:
By deleting rows and columns ofP that corresponds to the nodes C and F , 
B. Basic Matrix Operations
In this section we describe a few fundamental matrix operations, that are required for the understanding of the rest of the paper.
Minors: Given an n × n matrix X = (x ij ), the minor of the element x ij is the (n − 1) × (n − 1) matrix that results when the ith row and the jth column of X are deleted [11] . The minor of the element x ij will be denoted as M ij .
Example
If we define X as:
then the minors are defined as follows:
Determinant: The determinant is a special number associated to any square matrix, i.e. a matrix with the same number of rows and columns. The determinant of a matrix X, is denoted det(X) or |X|.
Definition 1: Determinant of a 1 × 1 matrix is the element itself.
Definition 2: Determinant of any n × n square matrix X is recursively defined as,
Cofactor elements: Given a n × n matrix X = (x ij ), the cofactor, C ij of the element x ij is defined by,
Transpose: The transpose of a matrix X is a matrix formed from X by interchanging the rows and columns such that row i of matrix X becomes column i of the transposed matrix. The transpose of X is denoted by X T .
Example For X introduced in (1)
The matrix X has an inverse if and only if |X| = 0. When |X| = 0, the inverse is given explicitly by,
where C T represents the transpose of the matrix of cofactors of X( i.e. C (i,j) is cofactor of x ij ). Therefore,
Example For X introduced in (1),
Sylvester's determinant theorem [27] : This theorem states that for A, an m × n matrix, and B, an n × m matrix,
where I m and I n are the m×m and n×n identity matrices, respectively. If we assume a column vector c and row vector r, each with m components, the formula allows the quick calculation of the determinant of a matrix that differs from the identity matrix by a matrix of rank 1: |I m +cr| = 1+rc. More generally, for any invertible m × m matrix X,
Example For X introduced in (1), let us add
Note that x 1,3 = x 1,3 + δ and x 3,3 = x 3,3 + γ.
The ΔX can be expressed in cr format(multiplication of column and raw matrices), 
III. INCREMENTAL EVALUATION
In this section we derive a Δ evaluation technique to be applied to Cheung's reliability evaluation model. We assume an initial DTMC model of an architecture and apply a change to the model. For this change, we illustrate the formulation of an efficient computation method to determine reliability metrics of an architecture specification.
Let Q be the generator matrix of the DTMC. As described in Section II-A, the system reliability is R s = S 1,n R n , where S = (I − Q) −1 . Let,
and, C ij denotes Cofactor element of a ij . From (2) and (3) it follows that,
where M n,1 represents the minor element of a n,1 .
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Note that B has been obtained by removing the n th row and the 1 st column from A. From the definition of minor elements described in subsection II-B, it can be identified that B is equal to the minor element M n,1 of A. Therefore, |M n,1 | = |B|. As a result, equation (7) can be expressed as,
Suppose the transitions of the system has been changed and the change is expressed by ΔQ such that the new matrix Q is Q = Q + ΔQ. The new system reliability is R s = S 1,n R n , where S = (I −
From (8) we derive,
Example Let Q n×n be the generator matrix of a DTMC model when absorbing states are removed, and A is defined as in (5) . Suppose one element(q 2,3 ) of Q is modified.For example, if the reliability of a component that has a single outgoing transition has been changed, two elements in the transition matrix will be updated. Because of the absorbing states being removed in obtaining Q, only one element in Q will be changed. According to (5), the corresponding change in A is a 2,3 = a 2,3 − δ. With our matrix notation of A = A + ΔA, ΔA can be defined as,
This can be expressed as a multiplication of row and column vectors (i.e. ΔA = c r ), and c , r can be obtained as follows.
Note that c is the column 3 of ΔA and r has been obtained by replacing −δ with 1 in 2 nd row of the matrix in order to obtain ΔA after multiplication. Then,
In ( Similarly, by removing elements corresponding to 1 st column and n th row of ΔA, the corresponding change vectors for B (i.e. B = B + c r ) can be determined,
Then, similar to (13)
From (13), (14) and (12) it follows that,
The results obtained in above derivation can be generalized to any single element modification (δ ij ) in the transition matrix Q, 
Note that the value is identical to the result of (I −Q ) In summary, we have derived that the critical element of system reliability calculation i.e. S (1, n) can be obtained from solving the simplified formula in (16) instead of performing the conventional computation of (I − Q ) −1 , which has the complexity of O(n 3 ). The derivation presented in this paper is limited to single element changes in the DTMC model. With this limitation, the formulation is directly applicable to reliability evaluations with respect to component reliability changes that only affect a single element in the generator matrix. The derivation can be extended to more general cases of multiple element changes in a row by defining the ΔQ = cr as follows: r corresponds to the row vector of changes while c is a column vector that contains zeros except the one that points to the relevant row. A complete derivation of general case is not presented in this paper, and remains for future work. In the following section, we experimentally validate the significance of this gain in reliability evaluation of practical sized models.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A series of reliability evaluation test cases have been performed with different problem sizes. For each case, a transition matrix is generated to satisfy the requirements of an absorbing DTMC. Then a random position of the transition matrix is modified, and the corresponding change of the system reliability (i.e. S (1,n) R n ) is computed using the conventional computation (i.e. by (I − Q) −1 ) and the presented incremental evaluation approach. The size of the transition matrix is varied from 20 to 1000, and 100 experiments have carried out for each size. The experiments have been implemented in Java. The CPU cycles required for each computation are recorded for comparison, as a more processor independent measure as opposed to execution times 1 . Figure 2b are less than 6000. In addition to the significantly lower CPU demand in the new approach compared to the conventional computation, it can be seen that the conventional reliability computation exhibits exponential growth while the processing required in the incremental method shows relatively lower growth with the problem size.
Detailed statistical indexes of the two methods and the gain achieved by using the Δ evaluation method are presented in Table I . The quartiles being very close to the average and small standard deviations of the results confirm that the gain is stable and promising. It can be also seen that when the size of the model is getting bigger, the new method provides a significant computational advantage over the V. RELATED WORK Reliability evaluation based on software architectures is an active research area and several different models have been developed over the past decades. Comprehensive surveys on the existing approaches can be found in [15] , [21] , [28] . The research in this paper complements these existing reliability evaluation approaches by providing an efficient mean to re-evaluate an architecture in the event of parameter changes of the model or occurence of re-configurations. The presented method is based on Cheung's model [8] , and can also be used similar to his approach on sensitivity analysis. However, the use of first order partial derivative of system reliability with respect to component reliability (i.e.
∂R ∂Ri
) only provides an indication of how the system reliability would change for a small change in component reliability from its original estimation. This method of sensitivity calculation lacks power in obtaining the bounds of system reliability considering an allowable variance in component reliability which is a common practical requirement. Goševa-Popstojanova et al. [20] presented an analytical method called method of moments which address the above issue by extending the analysis with variance. Cortellessa et al. [10] has applied the sensitivity analysis considering the effects of error propagation among components. Our work complements the above works by enabling the variance analysis by means of efficient computation with respect to an analytical solution of traditional approaches which is computationally expensive for larger systems. We presented a Δ evaluation technique which efficiently calculates an impact of a change. As a result, it permits parameter sweeps at significantly lower cost and enables bottleneck analysis to identify most sensitive components to the system reliability. To the best of our knowledge, the specific application of linear algebra as presented in this paper for efficient reliability calculation in software architecture domain is novel.
Currently most architecture based reliability evaluation models are based on Cheung's models and consequently our research also complements and supports these more advanced models. As an example, Wang et al. [44] , [45] presented the use of Cheung's model for reliability evaluation in different architectural styles, which can directly benefit from our approach. Gokhale et al. [16] have used the model as the basis for their extension to hierarchical reliability evaluation. Goševa-Popstojonava et al. [21] illustrated extensive use of the model in their reliability evaluation survey, and have also elaborated the applicability of the model with the extensions of "methods of moments" [20] . A scenario based extension of the Cheung's model has been presented by Rodrigues et al. [41] which enables the construction of high level system model using characteristics of basic message sequence charts. Significant applicability of Cheung's model in addressing persistent challenges in architecture evaluation is also evident in many recent approaches on reliability and also performance prediction of component-based systems [5] , [7] , [10] , [32] , [40] , [42] .
Outside of the reliability prediction research, approaches on parametric probabilistic model checking [12] , [26] , [34] are closely related. These approaches aim to obtain the probability of reaching a specific state when the underlying DTMC is parametric. Lanotte et al. [34] have used the parametric DTMCs to check for maximum or minimum reachability of states with respect to parameters, such as transition probabilities. The regular expression approach of Daws [12] to computing reachable probability has been complemented by Hahn et al. [26] with the introduction of partial function evaluations which are more efficient. Our approach of Δ evaluation exhibits a synergy with the domain of parametric model checking as it is applicable to effectively computing reachability with respect to a change in the Markov model as well.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have introduced an efficient procedure to re-compute architecture-based reliability metrics with Cheung's model when small changes in the architecture are made. We presented the formal derivation of the simplified reliability computation with respect to a given change in the model. This procedure is called Δ evaluation, and is based on obtaining a computational advantage by reusing previous evaluation results. We use matrix theory for the simplification of reliability computations, specially Sylvester's determinant theorem. In this paper, the derivation is focused on single element changes in the transition matrix, which limits the applicability to single component reliability changes. An experimental evaluation shows that the time needed for reliability re-evaluation is significantly reduced. This reduction depends on the size of the underlying Markov model. Due to the exponential grow in the conventional reliability calculation, the comparative advantage of our technique significantly increases when it is applied to larger models.
In our future work we aim to provide the complete derivation for multiple changes in a row of the transition matrix. To extend this approach appropriate c, r vectors need to be selected. Specifically, the row vector r has to describe the applied changes and the column vector c need to be filled with zeros except the one that points to the row vector as defined in section III. This extension will improve the applicability of our approach to a broader range of change scenarios.
Furthermore, we aim to transfer the presented Δ evaluation technique to other reliability and performance prediction methods that use Discrete Time Markov Chain (DTMC) based abstractions [7] , [21] , [32] , [40] , [42] , [45] . Based on the results presented in this paper, the benefits of an application of the Δ evaluation technique to these prediction methods is evident. Specifically, the application of the new technique will improve time efficiency in runtime evaluation and design space exploration. The Δ evaluation technique could be also applied to fault tree analysis, where there is also a tree to evaluate systems under uncertainties [14] . A further research direction is to apply Δ evaluation to probabilistic model checking problems [4] , [33] . This would support the current research on parametric model checking [26] , [34] and will improve the performance of model checking experiments with variables. As result "what if" studies such as pFMEA [3] , [24] that are based on probabilistic model checking will benefit since they require multiple model checking runs with similar probabilistic models.
