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ABSTRACT
Various theories of both internal and external causes of climate
change on the time scale of 100 years are critically examined. Volcanic
dust; solar variation; anthropogenic carbon dioxide, aerosols and heat;
and stochastic variability (almost intransitivity) are all considered
plausible. Data on the past variations of these forcings are collected.
Observational data on climate change during the past are also assembled,
and the sources of error in the data are evaluated.
A seasonal, zonally-averaged, vertically-averaged, highly-parame-
terizpd numerical model, similar to that of Sellers (1973, 1974) is used
to test the above theories of climate change. The model simulates the
present climate fairly well, but several improvements are suggested for
further studies with the model. These include more accurate formulations
of cryospheric and other seasonal variations, radiative flux, and oceanic
heat flux and mixed layer depth variations.
Results show that volcanic dust and the natural atmospheric vari-
ability are sufficient to explain the observed Northern Hemisphere cli-
mate change of the past 100 years. Solar variation may have contributed
to the Little Ice Age, but its influence is not evident during the past
100 years. Anthropogenic carbon dioxide has a much larger effect than
anthropogenic heat, and is just now becoming important enough to cause
climate change. Anthropogenic aerosols are insufficiently understood to
determine their effects, but may cancel out the warming effects of car-
bon dioxide and heat.
Thesis Supervisor: Edward N. Lorenz
A Title: Professor of Meteorology
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"The .answer, my friend, is blowin' in the wind;
the answer i.s blowin' in the wind."
- Bob Dylan
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Chapter I. Introduction
This thesis is an attempt to better understand the causes of
climate change during the period of observational record - approximately
the last 100 years. Climate can be defined as a set of statistics of
atmospheric variables taken over a long, but finite, time interval and
a specified space domain. The time interval should be longer than a
few weeks to eliminate the day-to-day changes of the weather, and it
can extend all the way to ice-age time scales (104 - 106 years). The
statistics can include higher moments as well as means.
The atmospheric variable that is used in this thesis to represent
climate is 1000 mb or surface temperature. This is for several reasons.
For more than 20 years ago, surface data is the only observational data
available. It is also the most easily deduced data from pre-
instrumental time. Temperature has an advantage over precipitation in
that it has a much smoother distribution in time and space, so that
fewer observations are necessary to represent its field. Furthermore,
the energy balance equation makes it an easy variable to calculate.
And it must be calculated in any case in order to calculate important
responses of the climate system, for instance heat storage in the oceans
and the ice-albedo feedback.
An understanding of climate change is important to society for
several reasons. Seasonal forecasting would allow more efficient use
o'f scarce energy resources and would allow farmers to plan the proper
crops to increase agricultural production. In the longer term, it is
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important to be able to separate the natural fluctuations from those
inadvertently caused by man, to allow us to modify our activities to
prevent unwanted climate changes. Along the same line, suggestions are
already being made as to how man could advertently modify the climate.
Much more study and understanding of the complex nature of the system
and all its feedbacks is necessary before such actions should be con-
sidered.
The approach of this thesis is to use a numerical model to try
to simulate the observed climate changes of the past 100 years, for-
cing it according to the different plausible theories of climate change.
The model is the global, seasonal, highly-parameterized, energy-balance
climate model of Sellers (1973, 1974), modified and corrected for use
in this thesis. It had ,een newly developed at the time this thesis
was begun, and had not been applied to the problem of time-dependent
climate change.
The first step was to collect and analyze the data on past cli-
mate change. This is done in Chapter II. This chapter also contains
a detailed analysis of the possible causes of climate change during the
past 100 years, and the data describing these forcings. The next chap-
ter describes the model and the changes made in it, and compares its
seasonal cycles and annual average fields of temperature, radiation and
heat fluxes to the available observations. Suggestions are made as to
how the model might be improved to correct the deficiencies noted in
the data comparison, but the derivation of new parameterizations is
beyond the scope of this thesis. Chapter IV presents the results of
the simulation attempts with the model, and also examines internally
iimimilliiliiiiiiimmm III
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caused climate change, which relates to climate predictability.
Chapter V is the conclusion.
The model does quite a good job of simulating the present annual
averaged climate, and the seasonal cycle. Certain parameterizations
need to be improved, however, before further studies are done with it.
The most important and obvious ones are the seasonal cycle of ice and
snow, zenith angle albedo effects, and the ocean heat flux. Once these
corrections are made, the model shows great promise for further use in
simulating climate change.
The model simulation experiments allow the climate change of the
past 100 years to be completely explained by volcanic dust and natural
variability. Solar forcing does not play a role, and anthropogenic
effects are not yet of a magnitude to be observable. These statements
are subject to the limitations of an imperfect model, data inadequate
both in coverage and accuracy, and lack of understanding, or inclusion,
of processes which may be important.
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Chapter II. Climate Theory
In order to understand the significance of the work done in this
thesis, it is important to know what the past climate has been and what
the present state of the theory of climate is. This chapter will review
our present knowledge of the past climate and the quality of these ob-
servations. It will discuss possible causes of climate change and
analyze the data available on the variations of these forcings over the
past 100 years. It will describe climate feedback mechanisms and the
different approaches to climate modeling. Finally, it will explain why
the model used in this thesis was chosen.
Several comprehensive survey articles are available on climate
modeling. The best of these is the one by Schneider and Dickinson
(1974). It discusses many aspects of climate modeling, but does not
give a very detailed view of past climate change. Included topics are
definition of climate, climatic predictability, internal versus external
causes of climate change, ingredients of a theory of climate, modeling
methodology, and an extensive discussion of current modeling efforts of
all types. The article includes an extensive bibliography.
Two other surveys were also published in 1974. One of these is
the CARP (1974) report. It includes observed variability of the climate
system, the physical basis of climate and climate modeling, the design
of climate models, and the design of an observational program for cli-
mate. The Gates and Mintz (1974) report covers much the same areas and
includes a detailed plan for a National Climatic Research Program and a
-12-
detailed summary of our present knowledge of past climatic variations.
The SMIC (1971) report presents a summary of past climate, the
theory of climate and climate models, as well as indicating various ways
in which man's activities may influence the climate of the future.
A. Past climate
1. The data
The earth is approximately 4.5 billion years old. During almost
90% of this time, there is no direct evidence for the climate of the
earth. During the past billion years there is evidence for three major
glaciations of the earth: at least one from 800 million to 600 million
years ago, called the Late Precambrian Glacial Age(s); one from 320
million to 250 million years ago, called the Permo-Carboniferous Glacial
Age; and our present glacial age, which began only 10 million years
ago. Higher organized life began on the earth about 550 million years
ago, and during 90% of the time since then the poles have been ice-free,
so in this time frame, we are now in an anomalously cold period of our
earth's history. During the Permo-Carboniferous Glacial Age the conti-
nents were joined in one super-continent (Pangaea) and were yet to
drift to their present locations. This summary of the distant past is
by way of perspective, as this thesis will deal with time scales on the
order of 100 years into the past. The best source for climatic history
is "A Survey of Past Climates", Appendix A, pp. 179-276 of Gates and
Mintz (1974).
Figure 1 gives a summary of our climatic history on the longest
known time scales. Continental drift played a major part in the
-13-
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development of the present glacial age. For the purpose of this'thesis,
however, the continents will be assumed to be fixed in their present
locations as part of the fixed external system. During the last
500,000 years, warm interglacials have been occurring approximately
every 100,000 years. This can be seen in Figure 2e. Looked at from
this perspective, we are now in an anomalously warm period between
glacial maxima. The last interglacial period was approximately 125,000
years ago, and since then there have been complex variations and a
gradual cooling and ice advance until 10,000 years ago when the present
interglacial began. This can be seen in Figure 1 and Figure 2(d and c).
The Milankovitch hypothesis has received much support recently as an
explanation of climate change on this time scale. See section II.B.3
for further discussion of the causes of ice age time scale climate,
changes.
The present interglacial began about 10,000 years ago, and has
been basically warm with several cold intervals which did not result
in large-scale glaciation. The last cold interval occurred from 1430 to
1850 A.D. and was called the Little Ice Age. It had cold maxima about
1450 and 1650 A.D. See figures 2b and 3. The climate then warmed and
continued warming until about 1940 after which there has been a cooling.
All of the previous record comes from direct evidence of temper-
ature related phenomena, in historical records when available, and
before that and in addition, from evidence such as tree ring growth,
oxygen isotope ratios in ice cores, tree-line and glacier margin fluc-
tuations, pollen records from soil cores and fossil plankton records
from deep-sea cores. As one goes farther and farther back in time,
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Fig. 2 --Generalized trends in global climate: the past million years.
(a) Changes in the five-year average surface temperatures over
the region 0 - 80 N during the last 100 yea'rs (Mitchell, 1963).
(b) Winter severity index for eastern Europe during the last
1000 years (Lamb, 1969). (c) Generalized mid-latitude North-
ern Hemisphere air-temperature trends during the last 15,000
years, based on changes in tree-lines (LaMarche, 1974), mar-
ginal fluctuations in 'a1pine and continental glaciers (Denton
and Karl6n, 1973), and shifts in vegetation patterns recorded
in pollen spectra (van der Ha-mmen et al., 1971). (d) Gener-
alized Northern Hemisphere air-temperature trends during the
last 100,000 years, based on mid-latitude sea-surface temper-
ature and pollen records, and on worldwide sea-level records
(see Fig. A13). (e) Fluctuations in global, ice-volume dur-
ing the last 1,000,000 years as recorded by changes in iso-
topic composition of fossil plankton in deep-sea core V28-238
(Shackleton and Opdyke, 1973). See legend for identification
of symbols (1) through (6).
This figure from Gates and Mintz (1974).
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rig. 3 -- Climatic records of the past 1000 years. (a) The 50-year moving average of a
relative index of winter severity compiled for each decade from documentary
records in the region of Paris and London (Lamb, 1969). (b) A record of 6018
values preserved in the ice core taken from Camp Century, Greenland (Dansgaard
et al., 1971). (c) Records of 20-year mean tree growth at the upper treeline
of bristlecone pines, White Mountains, California (LaMarche, 1974). At these
sites tree growth is limited by temperature with low growth reflecting low
temperaturi. (d) The 30-year means of :bserved and estimated annual tempera-
tuarcs over central England (Lamb, 1966).
This figure is from Gates and Mintz (1974).
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more and more of the detailed fluctuations are lost and the evidence
is more and more speculative. Only the last 100 years of this climato-
logical record have been documented with instrumental observations and
only in the last 25 years has there been adequate coverage of the
Northern Hemisphere continents. Both the Southern ahd Northern
Hemisphere oceans still lack adequate data coverage.
From 1880 to 1940 the annual mean Northern Hemisphere temperature
rose about 1*C and since then has fallen about 0.5*C. This trend is
superimposed on highly variable inter-annual changes. This can be seen
in Figure 4, which shows the data of Budyko (1969), Asakura (Gates and
Mintz, 1974) and Angell and Korshover (1977). The same trend can be
seen in the data of Mitchell (1961) (Figure 5), which is given in five-
year averages, for four different latitude bands (0-80"N, 0-60*N, 0-60*S
and 40-70*N) for both annual and winter averages, and for 30*S-30*N for
annual averages only. [One would not expect the tropics to exhibit
winter behavior different from annual behavior.]
The above two collections of data represent the extent and qual-
ity of instrumental observations of climate change on the time scale of
100 years. Several much shorter (5-30 years) data sets exist, which
include upper air and not just surface data. Starr and Oort (1973)
studied the temperature change during the five-year period 1958 to 1963
from 10*S to 75*N and found an 0.6*C decrease in the mass-weighted tem-
perature from the surface to 50 mb. During this same time their surface
temperature rose by 0.26*C. This change involved a considerable lapse
rate change. The next 10 years of data have been collected by Oort
(personal communication) but have not yet been published. This
0.6
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Figure 4. Annual mean temperature of the Northern Hemisphere for 1881-1975,
Asakura (Gates and Mintz, 1974), and Angell and Korshover (1977).
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Figure 5. Five-year average temperatures by latitude bands, from Mitchell
(1961). The 0*-800N annual record is updated by Reitan (1974). The center
of the five-year averaging periods are indicat.ed on the abscissa.
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collection includes the entire world-wide radiosonde network for these
latitudes with sophisticated error detection and correction, so cannot
be dismissed due to inaccuracy of the data. Yet on the time scale of
climate change, five years is a very short time, and a longer record
needs to be collected and studied before the complex changes observed
during this five year period can be interpreted as typical of climate
change, or as part of the random natural variability of the atmosphere.
Angell and Korshover (1975) collected sets of 300 mb and 700 mb
temperatures for six different latitude bands from six fairly evenly
spaced stations around each band for the time period 1958-1973. The
representativeness of these few data points at only two levels remains
open to question as indicative of global climate change, especially
since Starr and Oort found rather unrelated changes iii the upper atmo-
sphere and at the surface, yet their results are suggestive. They found
quite different changes at different latitude bands and opposite changes
in the two hemispheres. They also found lapse rate changes associated
with mean temperature changes.
A more comprehensive collection (Angell and Korshover, 1977) will
soon be published which includes data from the surface to 100 mb for a
more extensive, but still sparse, global network of 63 stations, for
1958 to 1975. They found complex changes in the vertical structure and
horizontal distribution of temperature changes. Their data for Northern
Hemisphere surface temperature agree surprisingly well with those of
Yamamoto, et al. (1975) who used 343 stations in the Northern Hemisphere,
an order of magnitude more. These data of Angell and Korshover, com-
bined with those of Budyko in Figure 4, provide a 95 year record of the
-21-
Northern Hemisphere average surface temperature, the only one with
annual average values. Borzenkova, et al. (1976) have also published
an analysis of Northern Hemisphere surface temperatures for 1881 to
1975, but only for latitude circles 20*N to 85*N.
Damon and Kunen (1976) studied a very sparse set of surface data
for the Southern Hemisphere for the years 1943 to 1974. The lack of
land area, population, and therefore, weather observing stations makes
data collection for this hemisphere especially difficult. They found
that during the post World War II period, while the Northern Hemisphere
surface temperatures were falling (see Figures 4 and 5), the Southern
Hemisphere temperatures were rising!
All the above collections, including Mitchell's, have found a
larger temperature change in the polar regions than in the hemisphere
as a whole. This observation, which is well simulated by the model used
in this thesis as well as all other climate models incorporating a
latitudinal variation, will be explained later in terms of the ice-
albedo feedback mechanism, including the thermal inertia effect of the
ice.
Very long surface temperature records (Gordon and Wells (1976)
analyzed a 250 year record for central England.) exist for certain loca-
tions, but these are not necessarily representative of other than their
immediate locality.
2. The quality of the data
Several problems arise when trying to measure zonal averages of
surface temperature. The first is getting consistent, long records of
m ommolimm Milli,
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measurements at each station. Errors inherent in these measurements
include observational errors (+ or - effect on observed temperature),
movement of the thermometer either at one location or to another loca-
tion in the same city (+ or -), changes in the observing equipment
(+ or -), urbanization around the observing station (+), and breaks in
the record due to warfare, loss of funding or loss of records. The
second is getting enough stations with a long period in a given averag-
ing area. Only recently, in the last 25 years, have world-wide land
observing stations been established. Oceanic data coverage is still
very sparse. This leads to the next problem, that of getting a good
geographical spread of stations within an averaging area. The fourth
and last problem is errors introduced in deciding how to average the
sparse data, and what types of corrections to make for missing data.
The combination of these problems can lead to large errors in
the reported climate "observations". Mitchell tried to correct for
some of these errors, and estimate the magnitude of others. As for
measurement errors, he eliminated from the data changes from one five
year period to the next during which the station locations changed
(personal communication), but Budyko did not mention any such correc-
tion. Mitchell (1967) estimated the urbanization effect for the
Northern Hemisphere in general as +0.15*C from 1850 to 1960, but did
not correct the data for this. Damon and Kunen calculated the urbani-
zation effect to be +0.2*C for cities larger than 750,000 inhabitants
for the Southern Hemisphere data for 1943 to 1974, during which
Mitchell found no effect in the Northern Hemisphere. Budyko did not
mention the effect. Urbanization, then, seems to have had an important
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effect on temperature measurements, but without detailed information
about each thermometer location, correction is not possible, and has not
been done.
The second problem, that of not enough stations with long
records, makes the first part of Mitchell's and Budyko's records ques-
tionable, especially Mitchell's 40*N-70*N record (personal communica-
tion), since Mitchell (1963) showed that records for individual stations
are not well correlated with global averages.
The third problem, that of geographical representativeness of the
data, may not be that much of a problem if an attempt is made to evenly
space the stations in a zonal direction and area-weight zonal averages
when computing hemispheric averages. Mitchell (1963) did this and
found that the warming from 1880 to 1940 was significant for the hemi-
sphere as a whole, and that the cooling since then was probably signi-
ficant. Budyko and Borzenkova, et al. used analyzed maps of observa-
tions and then read evenly spaced data from grid points on the maps,
also correcting for the geographical unevenness of the observations.
Angell and Korshover (1977) used evenly spaced data points and Yamamoto
et al. used a very dense network. Budyko also properly area-weighted
the zonal averages, as did Mitchell, Angell and Korshover, Yamamoto,
et al. and Borzenkova, et al. Damon and Kunen, however, did not area-
weight their data, and the warming they found was exaggerated by measure-
ments from the South Polar region.
An idea of the magnitude of error introduced by the fourth prob-
lem can be obtained as follows. Figure 6 is a comparison of five-year
averages of Budyko's Northern Hemisphere record with Mitchell's 0*-80*N
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annual (as opposed to winter) record. They are supposedly records of
the same thing, since there are no observations north of 80*N, but
there are large discrepancies in the two records. The correlation coef-
ficient of the two curves is 0.93.
Although there are many possible sources of error, of unknown
magnitude, in the climate records of Budyko and Mitchell, they are the
only records that exist for the last 100 years. [Mitchell's 40*N-70*N
record is the most complete of these, extending back to 1840 and with
the densest data coverage, because North America and Europe are in this
region. But still there are large portions of ocean in this region for
which data had to be interpolated, and few stations during the earlier
part of the record.] So these records will be used to compare to
model simulation results. A perfect agreement should not, howaver, be
expected. It may be possible, with this model or others (see Bryson
and Dittberner, 1976) to adjust parameters so that the model results
closely coincide with the climate record. But with the uncertainties
in the climate record, this is not a useful exercise.
B. Causes of climate change
Many causes have been suggested for climate change. This section
will discuss these various theories, indicating which ones are important
for the time scale considered in this thesis (100 years), and which ones
will be tested with a numerical model. A critical analysis of the vali-
dity of the various theories, and of the existing data on the extent,
magnitude and variation of the forcings on the 100-year time scale is
also included.
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The causes of climate change are either natural or anthropogenic.
In the past, variations of climate were due only to natural causes, but
now human activities may be reaching the level where they will have a
measurable impact on the climate. The causes of climate change can also
be classified as either external to the system, such as changing the
incoming radiation, the atmospheric composition or the earth's surface;
or internal, such as stochastic forcing or almost-intransitivity. The
discussion in this section- will be organized according to this latter
classification.
1. External causes
a. Sunspots and other solar forcing
Radiation from the sun, with its unequal distrihution horizontally
and vertically within the atmosphere and on the surface of the earth,
produces weather and drives the climate system. Due to the tilt of the
earth's axis, solar radiation is also unevenly distributed in time and
produces the well-known seasonal cycle. The amount of radiation
reaching a surface perpendicular to the radiation at the mean earth-
sun distance is known as the "solar constant". Its value, as best
2known by present observation, is 1.94 ly/min., or 1354 W/m
If the solar constant were truly constant, in both total radia-
tion and spectral distribution, it could not cause the climate to
change. But it has been postulated that the solar constant does
change, and that these changes are related to the well-observed (since
1750) 11-year sunspot cycle, or to other harmonics of the cycle.
Ulrich (1975) has noted that the solar luminosity can be theoretically
... . .... ............... .  1, IIIIIIH , 1 111, - , , J I Whim,, ANINI vm ih I I ,
-27-
variable, since present models of a constant sun have been invalidated
by the lack of solar neutrinos reaching the sun. Lockwood (1975)
observed brightness changes in Uranus, Neptune; and Titan that were cor-
related over a four-year period, indicative of either solar brightness
changes or solar induced albedo changes. Solar physics theory is not
yet advanced enough, however, to explain the cause or magnitude of
solar constant variation, if any.
General discussions -of the sunspot-solar constant relationships
include those of Dickinson (1975), Gribbin (1973), Gribbin and
Plagemann (1974), and Meadows (1975). These speculations have been
encouraged and promoted by the large number of authors who have
claimed to have found 11 year periodicities in observations of various
meteorological phenomena. They include Berger (1971) - temperature
extremes' at Omaha, Nebraska; Cohen and Sweetser (1975) - Atlantic
tropical cyclones; Currie (1974) - surface air temperature; King
(1973) - length of the growing season in Scotland, global mean tempera-
ture, wet and dry seasons in England, 500 mb heights, and Beirut rain-
fall; King et al. (1974) - rainfall, temperature, and agricultural pro-
duction; Wood and Lovett (1974) - Addis Ababa rainfall; and Willett
(1974), who uses the double sunspot cycle to explain past climate
change and predict the future. Mock and Hibler (1976) found a twenty-
year oscillation in eastern North American temperature records until
1960, which may either be interpreted by proponents of the theory as a
double-sunspot cycle, or by opponents as evidence of lack of a cycle
since the period was 20 years and not 22 years, and the cycle stopped
in 1960. Monin and Vulis (1971), on the other hand, have computed the
'- I ,,.11 hf,
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spectra of a large number of meteorological elements and other geophys-
ical parameters and found no significant 11- or 22-year components.
The existence of an 11-year solar signal at the surface is, there-
fore, still very much in doubt. If such a signal exists it would be of
the correct time scale to be of interest in this thesis, and easy to
test with the model. The questions that need to be answered concerning
this hypothesis are:
1) What are the observations of sunspots and their cycles, and
how well can they be predicted?
2) Have there been any direct measurements of a changing solar
constant?
3) Through what physical mechanisms might sunspots be related to
a Lhanging solar constant? Through what mechanisms mi.ght spectral vari-
ations in the solar output be perceived at the surface as a changing
solar constant?
4) What meteorological variables have definitely been observed
to be related to solar emissions?
5) Which of the theories of solar variability, related or
unrelated to sunspots, seem the most valid, and which will be tested
by the model?
These questions are answered as follows:
1) A sunspot is a dark area on the surface of the sun associated
with magnetic disturbances. Areas brighter than the average solar disk
also appear and are called faculae. At the maximum of the solar cycle,
spots cover about 0.1 % of the surface of the sun, while faculae cover
5 to 6 times this area. A measure of the total level of sunspot
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activity was developed by Wolf in the 19th century and is still in use
today. It is called the Wolf relative sunspot number and is defined as
W = h (10g + f), where f is the total number of spots, g is the total
number of sunspot groups, and h is a variable used to correct for dif-
ferences in observers, sites and instruments (Eddy, 1976).
Counts of sunspots have been made since Galileo invented the
telescope in 1610. Figure 7 is a graph of the Wolf sunspot number from
1610 to the present and also includes predictions by Sleeper (1975) to
1989 and by Willett (personal communication) until 2001. The numbers
for the 1600's and early 1700's are not as reliable as the later ones,
and for the early 1600's are interpolated from the data of Eddy (1976).
Table 1 contains the numbers used in the figure. The period from 1645
to 1715 is known as the Maunder minimum and was a period of very low
sunspot activity. Since then the sunspot number has exhibited a rather
regular variation with an 11-year period but variable amplitude. The
predicted values of the Wolf number should be considered speculative.
No skill has yet been demonstrated in forecasting the details of the
sunspot cycle. The predictions are included for completeness, as simu-
lation runs with the model will be carried out to the year 2000.
Cohen and Lintz (1974) have performed a maximum entropy spectral
analysis of the cycle and found periods of 90 and 11 years. Schove
(1955) found periods of 11 and 78 years. Sleeper (1972) and Gribbin
(1973) have claimed that the gravitational field in the solar system,
mainly influenced by the orbits of Saturn and Jupiter, but also in
accordance with the orbits of the minor planets, exhibits a 180-year
periodicity with minor periods of 11 and 22 years, and with the 180-
1111 li lijil IN111
YEAR
Figure 7. Graph of Wolf sunspot number, 1610-2001. See text for data sources.
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Table 1. Wolf sunspot numbers, 1610 - 2001. Annual average (A) and
smoothed (S) values are listed. See text for data sources.
Year 1610 1650 1690 1730
A S A S A S A S
0 15 0 1.97 0 1.77 50 52.49
1 30 0 1.67 0 1.62 31 52.50
2 53 3 1.45 0 1.55 12 52.45
3 28 0 1.23 0 1.57 6 52.60
4 15 2 1.06 0 1.66 20 52.89
5 10 1 0.98 6 1.90 37 53.06
6 5 2 1.02 0 2.26 72 53.02
7 5 0 1.02 0 2.76 82 52.50
8 2 0 1.02 0 3.36 106 51.81
9 0 0 1.02 0 3.99 98 50.96
10 0 11.79 4 1.02 2 4.68 75 50.00
11 2 11.70 4 1.00 4 5.36 44 48.82
12 5 11.72 0 0.95 6 5.98 23 47.72
13 10 11.92 0 0.90 8 6.52 18 46.75
14 20 12.40 0 0.89 9 6.95 6 45.68
15 41 12.81 0 0.88 18 7.31 12 44.65
16 40 12.70 0 0.98 15 7.79 25 43.66
17 22 12.06 0 1.09 18 8.61 44 42.83
18 10 11.17 0 1.27 8 9.64 62 42.26
19 2 10.33 0 1.45 3 10.89 81.08 41.79
20 0 9.55 0 1.67 2 12.35 83.25 41.38
21 0 8.82 6 1.90 0 14.01 47.67 41.11
22 2 8.13 4 2.07 0 15.89 47.83 41.18
23 2 7.56 0 2.20 2 17.91 30.75 41.20
24 2 7.12 2 2.42 3 20.14 12.25 41.19
25 2 6.74 0 2.61 10 22.74 9.58 41.31
26 5 6.48 10 2.83 50 25.92 10.00 41.41
27 5 6.48 2 2.89 65 29.34 32.42 41.75
28 10 6.73 6 2.96 62 32.64 47.58 42.35
29 20 6.99 0 2.96 42 35.68 53.92 43.40
30 10 7.01 4 2.96 31 38.50 62.92 44.90
31 5 6.88 2 2.89 29 41.10 85.92 46.71
32 6 6.69 0 2.79 25 43.33 61.17 48.34
33 16 6.40 0 2.74 12 45.20 45.00 49.63
34 15 5.88 11 2.73 24 47.03 36.33 50.83
35 0 5.13 0 2.58 43 48.79 20.92 51.75
36 0 4.42 4 2.45 80 50.46 11.42 52.58
37 0 3.73 0 2.25 112 51.57 37.83 54.06
38 0 3.07 5 2.13 100 52.12 70.00 56.28
2.46 4 1.95 75 52.36 106.08 58.6539 0
-32-
Table 1. (continued)
Year 1770 1810 1850 1890
A S A S A S A S
0 100.67 60.36 0.0 18.76 66.58 56.06 7.08 39.17
1 81.67 61.42 1.42 18.40 64.42 55.20 35.58 39.75
2 66.42 61.96 4.92 18.16 54.17 54.29 73.00 40.05
3 34.75 62.31 12.17 18.15 39.08 53.15 85.00 39.80
4 30.67 62.67 13.83 18.37 20.50 51.95 78.08 38.98
5 7.00 63.09 35.50 18.86 6.50 50.76 64.08 37.92
6 19.83 64.39 45.83 19.45 4.17 49.71 41.75 36.78
7 92.42 66.62 41.00 20.05 22.67 49.00 26.17 35.88
8 154.33 68.49 30.42 20.72 54.75 48.72 26.83 35.17
9 126.00 69.11 24.00 21.52 93.92 48.96 12.08 34.48
10 84.83 68.96 15.67 22.58 95.75 49.83 9.33 33.80
11 68.17 68.84 6.58 23.79 77.08 50.83 2.75 33.07
12 38.50 68.93 4.08 25.13 59.08 51.94 4.92 32.38
13 22.75 69.43 1.75 26.48 44.08 53.16 24.42 31.91
14 10.17 70.45 8.50 27.95 47.08 54.46 42.00 31.72
15 24.00 71.77 16.58 29.85 30.58 55.45 63.50 31.93
16 82.92 73.07 36.33 32.60 16.33 56.20 53.83 32.21
17 132.00 73.12 49.75 36.18 7.33 56.83 62.00 32.99
18 130.92 71.17 62.42 40.17 37.42 57.41 48.67 33.75
19 118.17 67.89 67.00 44.18 73.83 57.60 43.92 34.45
20 89.83 64.05 70.92 47.86 139.08 57.29 18.50 34.95
21 66.58 60.05 47.83 50.87 111.08 55.90 5.67 35.47
22 60.08 56.01 27.58 53.41 101.83 53.97 3.50 36.09
23 46.92 51.91 8.67 55.64 66.25 51.51 1.42 36.72
24 40.92 47.74 13.25 57.89 44.58 48.98 9.50 37.51
25 21.42 43.43 57.00 60.27 17.17 46.50 47.42 38.70
26 16.08 39.08 121.50 62.28 11.25 44.34 57.08 39.99
27 6.33 34.75 138.33 63.23 12.17 42.35 103.83 41.43
28 4.00 31.07 103.25 63.23 3.25 40.35 80.50 42.24
29 6.92 28.43 86.00 62.72 6.00 38.41 63.67 42.77
30 14.50 26.76 63.25 61.86 32.42 36.73 37.67 42.95
31 34.08 25.83 36.83 61.03 54.25 35.43 26.17 43.04
32 45.00 25.13 24.08 60.64 59.58 34.98 14.25 42.94
33 43.00 24.34 10.67 60.56 63.75 35.17 5.75 42.70
34 47.42 23.44 15.17 60.70 63.50 35.79 16.58 42.47
35 42.17 22.44 40.17 60.72 52.25 36.44 44.42 42.27
36 28.17 21.46 61.50 60.22 25.33 36.94 63.83 42.08
37 10.17 20.54 98.50 59.36 13.00 37.38 69.08 42.16
38 8.17 19.83 124.25 58.33 6.83 37.92 77.83 42.48
39 2.42 19.23 95.92 57.17 6.17 38.54 64.92 43.11
-Im'IlImIIEuImm.h,
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Table 1. (continued)
Year 1930 1970
A S A S
0 35.67 43.89 104.92 58.52
1 21.25 44.99 66.67 55.93
2 11.17 46.41 68.83 53.75
3 5.58 47.80 38.17 51.39
4 8.67 49.39 34 49.18
5 36.00 51.16 27 47.05
6 79.67 53.23 19 44.87
7 114.33 55.61 13 42.70
8 109.50 57.75 10 40.84
9 88.75 59.77 23 39.72
10 67.67 61.66 39 39.30
11 47.50 63.54 62 39.42
12 30.58 65.20 70 39.78
13 16.25 66.63 63 40.02
14 9.50 67.93 57 40.36
15 33.17 69.43 49 40.59
16 92.58 71.62 38 40.72
17 151.50 74.15 24 40.81
18 136.17 76.37 17 40.96
19 135.25 78.58 15 41.14
20 84.17 80.39 26 41.14
21 69.50 81.99 37 41.14
22 31.33 83.31 48 41.14
23 13.83 84.74 59 41.14
24 4.42 86.27 70 41.14
25 38.00 88.00 61 41.14
26 141.75 89.55 53 41.14
27 189.83 89.82 44 41.14
28 184.58 88.58 36 41.14
29 158.42 86.42 25 41.14
30 112.33 83.64 17 41.14
31 53.92 80.67 10 41.14
32 37.67 78.07
33 27.83 75.73
34 10.17 73.48
35 15.17 71.40
36 46.75 69.26
37 93.67 66.77
38 106.08 63.98
39 105.58 61.20
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year period broken into 100- and 80-year periods. Willett (1974) uses
all these periods, emphasizing the 22-year period, to find correlations
with past climate change and make forecasts for the future. He points
out that during the first 11-year cycle of the double cycle sunspot
pairs are led by spots of one polarity as they travel around the sun,
and during the second cycle the polarity reverses. At the end of the
80- and 100-year portions of the 180-year cycle, the polarity does not
reverse between 11-year cycles. This conjecture, however, has yet to
be observed. Sleeper (1974, 1975) uses these past variations to make
forecasts into the future of the sunspot cycle.
To summarize, the sunspot number shows an obvious 11-year period-
icity superimposed on what some have claimed are 22-, 80-, 100-, and
180-year periods. Yet during the Maunder minimum very few suaspots
were observed. Observations of sunspots are quite good since 1750,
and fairly good from 1610 to 1750. Based on past periodicities, pre-
dictions of the cycle have been made for 25 years into the future, but
they must be considered speculative.
2) The longest series of observations of the solar constant
were made by the Smithsonian Institution under the direction of Charles
Greeley Abbott, from 1905 to 1952 (Abbot; 1963, 1966). During this
period they made observations of the solar constant from the earth's
surface, making theoretical and observational corrections for the
atmospheric attentuation of the solar radiation. The largest atmosphe-
ric effects are due to the changing concentrations of water vapor and
ozone. From 1905 to 1920 they spent about six months each year making
observations from Mt. Wilson. Mountain top stations were used to lessen
lil i 1 I I
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the effects of the atmosphere. Using Langley's "long method" they cal-
culated the solar constant. During the early 1920's a new "short
method" was devcloped to rapidly calculate the solar constant, and from
1923 to 1952 daily measurements were made from several mountain top
observatories in both the Northern and Southern Hemispheres.
Abbott claimed to have found a variation in the solar constant in
phase with the 22 year, 9 month, double sunspot cycle with an amplitude
of 3 %. He also claimed to have found 27 harmonics of this cycle, all
with periods that are exact fractions of the basic 273 month period.
Later analysis of Abbott's data (Foukal et al., 1977) also showed a
secular trend of 0.17 % during the 30 years that Abbott took his data,
but found that this was probably due to changing calibration techniques,
which overemphasized solar constant values that were high. The vali-
dity of Abbott's results has been the subject of much criticism. The
inexactness of the atmospheric corrections may have resulted in spurious
values. Furthermore, changes in the observers and instruments over a
30-yea'r period probably introduced errors as large as the changes
measured in the solar constant.
Kondratyev and Nikolsky (1970), from a series of about 8 balloon
measurements made during the mid-1960's from altitudes of about 30 km,
also measured large changes in the solar constant, and related them to
the sunspot number by the empirical formula:
SC = 1.903 + 0.011 W.5 - 0.0006 W ly/min
where SC is the solar constant and W is the Wolf sunspot number. Yet
their measurements were taken during a period of atmospheric nuclear
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testing and injection into the stratosphere of large quantities of dust
by the eruption of Gunung Agung in Bali in 1963, and although they tried
to correct for these effects, their measurements are open to serious
question, as they readily admit.
The problems of atmospheric effects associated with these attempts
at measuring the solar constant strongly suggest that a better way
would be measurements from satellites above the atmosphere. So far
there has been no long-term program of measurement of the solar con-
stant by satellite. This has been partially a problem of reliable
instruments not being available that can maintain a calibration for a
long time, and partially the lack of interest in, or realization of the
importance of, or belief at all in, the variation of the solar constant
by NASA. But with the Space Shuttle to aid in the calibration and the
clamor for such measurements by people studying climate, a program such
as this is sure to be started in the near future.
Three space vehicles launched by the United States have had
instruments which measured the solar constant: Nimbus F and Mariner
6 and 7 (Foukal et al., 1977). Each of these had a large day to day
instrumental drift of about 0.03 %/day so were useless for measuring
long-term changes in the solar constant. Yet these data were useful in
investigating short-term variations associated with sunspots and facu-
lae. Foukal found a maximum variation of the solar constant of 0.03 %
associated with magnetic solar variations, much less than that expected
due to the darkening and brightening of the sun produced by the magnetic
variations. He concluded that the darkness and brightness of sunspots
and faculae do not cause solar constant changes.
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Foukal also decided to search in Abbott's data for a variation
in the solar constant associated with the maximum and minimum value of
facular area and sunspot number during each month. He found no rela-
tionship with sunspots, but did find an average 0.05 % variation in the
solar constant from minimum to maximum facular area in each month. The
average monthly facular area variation is half the average variation
during a solar cycle, so Foukal concludes that there may be a 0.1 % var-
iation in the surface observations of solar constant of Abbott, associa-
ted with facular area changes, which correspond to the sunspot cycle.
Since no such relationship was observed in the spacecraft data, he con-
cludes that this must have been an atmospheric effect, most probably
that of ozone, as discussed in the next section. Yet Abbott tried to
correct his measurements for ozone variation! So Abbott's uncorrected
values should show an even larger effect, of, at present, unknown mag-
nitude.
Eddy (1976) as a result of his study of the Maunder minimum and
cosmic ray variation has theorized that there may be a long-term varia-
tion of the solar constant that is unrelated to the variations within
each 11-year sunspot cycle. The magnitude of this solar constant change
would be indicated by the overall envelope.of sunspot numbers, with the
11-year cycle filtered out. He supports this theory with the fact that
this envelope was very low during the Maunder minimum, which correspon-
ded to the Little Ice Age. An 11-year running mean was applied twice
to the annual average sunspot data to produce a smoothed sunspot value
to test this theory. The smoothed data are shown in Table 1 and Figure
7 with the annual average data.
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3) Although changes in the solar constant related to the sunspot
cycle are very small, if they exist at all, changes in certain shortwave
frequencies have been well documented and large. At 0.2 y there is a
1 % modulation in the solar flux by faculae and at smaller wavelengths,
the modulation can be more than ten times this effect (Foukal et al.,
1977). Less than 0.1 % of the energy of the total solar flux is in
wavelengths smaller than 0.2 p, but an indirect mechanism exists which
may affect the amount of solar radiation reaching the surface. Ozone
is created in the upper stratosphere at wavelengths between 0.18 and
0.21 V and Willett (1962) found a highly significant correlation between
ozone concentration and the sunspot number. Ruderman and Chamberlain
(1975) point out that cosmic rays reaching the earth also vary with the
sunspot cycle, and that they affect the NO concentration. During sun-
spot maximum, the cosmic rays are less, lowering the NO concentration,
x
which in turn lowers the catalytic destruction of ozone. These two
mechanisms work together to increase the ozone concentration during
sunspot maximum. The combined radiation effects of these ozone and NO
x
changes have been studied by Ramanathan et al. (1976) with a one-
dimensional radiation model. They found that surface temperatures go
up as ozone concentration goes up. The NO radiative effects partly
x
compensate for this temperature rise. Angione et al. (1976) also sug-
gested that this variation of ozone causes ozone to act as a shutter,
modulating solar radiation by absorbing it in the Chappuis band (0.5 -
0.7 P) in the center of the visible spectrum. The ozone observations
are not yet good enough and the above theoretical interactions are too
poorly understood to indicate the magnitude of the total effect, but it
-39-
could produce variations of sufficient magnitude to cause climate
change.
The evidence therefore points to a possible indirect mechanism,
through ozone, of a relationship between sunspot number, an indicator
of faculae, and the amount of solar radiation reaching the ground.
This effect was filtered out quite well by Abbott, so only a small sig-
nal is detectable in his data, yet a much larger effect may exist.
4) One other short-term effect of the sun on the atmosphere has
been well documented. It has been shown that the vorticity area index,
a measure of the relative area of low pressure systems, is related,
with a time lag, to passages of the earth through solar magnetic sector
boundaries. This effect has been measured for the Northern Hemisphere
only in the winter, when storms are strong. It has been documented by
Schuurmans (1969), Roberts and Olson (1973), Hines and Halevy (1975),
Wilcox (1976), Wilcox et al. (1976), and Shapiro (1976). No long-term
effects have been measured, since passages of the magnetic sector boun-
dary can only be measured by satellites above the atmosphere, and these
measurements have only been made for a few years. It is interesting to
note that McGuirk and Reiter (1976) have found a significant vacillation
in atmospheric energy parameters with a mean period of about 24 days.
This period is almost the same as that of the rotation of the sun. Al-
though they did not mention the sun as a cause of the observed vacilla-
tion, it may possibly be. Care should be taken not to make conclusions
solely on the basis of similar periods, as this has been done extensive-
ly with 11-year periodicities observed on earth. A further study rela-
ting McGuirk and Reiter's parameters to the vorticity area index or to
MIMI
-40-
magnetic sector boundary passages may prove fruitful.
5) It is conceivable that there may be variations in the solar
constant perceive~d at the earth's surface, probably through the ozone
shutter mechanism. It is also conceivable that there may be a long-
term drift in the solar constant related to the envelope of the sunspot
number. Short-term variations of the weather may also be related to
the sun. All these theories will be tested by the model used in this
thesis. Details of how they will be incorporated into the model will
be discussed later, after the model is described.
One globally averaged model (Schneider and Mass, 1975) has been
used to test the Kondratyev and Nikolsky theory, and got a large unreal
11-year cycle in predicted temperature. For more details see section
II.D.3.
b. Volcanic dust
When large volcanoes erupt, they inject aerosol particles into
the stratosphere. These particles interact with radiation in the
atmosphere with the net effect of blocking some of the solar radiation
and cooling the earth. Newell and Weare (1976) have shown that the
eruption of Gunung Agung in Bali in March, 1963, produced a temporary
0.5*C cooling of the tropical troposphere. Dyer (1974) also studied
the Agung eruption and showed that its effects disappeared after 8
years. Thus volcanoes produce climate changes of a time scale important
to the subject of this thesis. Periods of increased volcanism may have
produced climate change on ice-age time scales also. Ninkovitch and
Donn (1976) have studied ocean cores and have concluded that there is
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still not enough evidence at this time to determine whether long
enough periods of increased volcanism existed to modify climate. Roosen
et al. (1976), however, claim to have found a relation between earth
tides, volcanism and the temperature record of the Greenland ice cores
to explain part of the ice-age temperature change. Bray (1974, 1976)
also claims to have found evidence that ice-age glacial advances were
synchronous with periods of increased volcanism. In any case, if it
can be shown that volcanoes do produce cooling, even though volcanic
eruptions cannot at this time be forecast, a massive eruption could be
used to forecast climate change for the succeeding 10 years.
Lamb (1970) has compiled a list of volcanic eruptions since the
year 1500. The evidence for the earlier of these is based on anecdotal
historical records and as such is not very reliable. Also, records for
the Southern Hemisphere do not exist until the nineteenth century.
Nevertheless, Lamb has assigned magnitudes to the various eruptions and
indicated the relative effect each would have on the Northern and
Southern Hemispheres. His volcanic dust veil index (Table 2) is his
estimate of the relative stratospheric dust load produced by volcanoes
for the Northern Hemisphere for each year since 1600. The values in
1975-1978 were added to account for the Fuego eruption. Russell and
Hake (1977) have shown that this dust veil was less extensive than that
of Agung in Central America. Mitchell (1970) has used Lamb's raw data
to produce his own estimate of the global dust load for 1850 to the
present (Table 3). He also includes eruptions during the present cen-
tury that Lamb excluded as being too small, and therefore his record is
more detailed and accurate. One must be careful when using this data as
,I i ,C
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Table 2.' Volcanic dust veil index for Northern Hemisphere, from
Lamb (1970, Table 7(a)).
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Table 3. Volcanic dust veil index for Northern Hemisphere, from
Mitchell (1970).
Year 1850 1890 1930 1970
0 10 50 - 20
1 10 20 - -
2 - 60 -
3 - 40 - -
4 - 20 - -
5 140 10 - 80
6 240 - - 40
7 160 - - 20
8 50 - - 10
9 20 - -
10 10 - -
11 50 - -
12 40 170 -
13 20 340 -
14 10 240 -
15 - 100 -
16 - 50 -
17 - 70 50
18 - 50 40
19 - 20 20
20 - 20 10
21 - 10 10
22 10 50 -
23 10 40 50
24 - 30 50
25 20 20 30
26 50 10 70
27 40 - 50
28 20 - 30
29 10 - 10
30 - - 10
31 - - 10
32 - 10 -
33 500 10 160
34 340 - 140
35 180 - 60
36 140 - 80
37 90 - 60
38 130 - 70
39 90 - 50
MM - NNIIIIIIIII11 11 111114110110 Im "
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input to a climate model with latitudinal resolution, for it assumes
uniform hemispheric or global concentration of dust. Cadle et al.
(1976), using a two-dimensional dispersion model of the atmosphere,
show that for simulated eruptions of Agung and Bezymianny that the
resulting stratospheric ash cloud was limited in latitudinal extent
(see Figures 8 and 9). This implies that the latitude as well as the
magnitude of volcanic eruptions should be used as input to a model
testing volcanic forcing of climate change. However, since no such
chronologies have been published, although Bryson and Dittberner (1976)
refer to one by Hirschboeck which has not yet been published, and since
the model is in need of further improvement, as indicated in Chapter 3,
this theory will be tested in this thesis with forcing only by Lamb's
and Mitchell's averaged data.
Since stratospheric aerosols not only scatter solar radiation,
but also absorb both solar and infrared radiation and emit infrared
radiation, it is not obviously clear that their net effect is to cool
the earth. Many detailed one-dimensional radiation models have been
used to study this problem, however, and they all indicate that these
aerosols would have a net cooling effect. These include the studies of
Barrett (1971), Mitchell (1971), Dickinson (1974), Pollack and Toon
(1974), Herman et al. (1976) and Luther (1976). Cadle and Grams (1975)
and Toon and Pollack (1976) have provided detailed analyses of the aero-
sols found in the stratosphere to use as inputs to these models.
It would be nice not to have to make detailed radiation calcula-
tions in a simple climate model to simulate volcanic aerosols. Fortu-
nately, MacCracken and Potter (1975) and Coakley and Grams (1976) have
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shown with completely different detailed models that lowering the solar
constant or increasing the stratospheric aerosol loading have very simi-
lar effects on the radiation reaching the surface. Therefore, in this
study, the solar constant will be lowered by an amount proportional to
the volcanic dust veil to simulate its effect on climate.
A few attempts have been made to include volcanic dust in global-
ly- or hemispherically-averaged climate models. These were done by
Schneider and Mass (1975), Pollack et al. (1975) and Bryson and
Dittberner (1976). Oliver (1976) also studied the hemispheric tempera-
ture response to volcanic dust with an empirical curve-fitting approach.
All got reasonably good agreement with Mitchell's 0*-80*N or Budyko's
NH temperature records, although Schneider and Mass's response is over-
shadowed by the sunspot effect. See section II.D.3.
At present it is not possible to forecast volcanic eruptions.
Future research, along the lines of Press and Briggs (1975) may, how-
ever, increase our understanding of this and other related geological
and tectonic features of the earth and allow forecasts of volcanoes to
be made.
c. Anthropogenic carbon dioxide
The burning of fossil fuels (such as oil, coal and natural gas)
by man adds carbon dioxide (C02) to the atmosphere. The increase in
CO2 concentration since the beginning of the present century is well
documented, and forecasts have been made, continuing the presently
observed growth rate, to the end of the century. Mitchell (1972),
Machta and Telegadas (1974) and Broecker (1975) have all published
IIIIIUIINlIMMI IN
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such forecasts. The forecast of Broecker (Figure 10) is used in this
thesis, and assumes constant CO2 concentrations before 1880, observed
increases to the present, and approximately a 3 % growth rate into the
future. Forecasting human and societal activities is a very inexact
procedure, so this forecast of future growth should not be considered
very reliable.
Carbon dioxide is well mixed in the atmosphere, so any change in
its concentration should have global effects, unlike anthropogenic aero-
sols which have more local effects. The surface layer of the ocean
acts as a sink for CO 2 Approximately half of all anthropogenic CO2
produced is no longer in the atmosphere, and is assumed to have been
dissolved in the oceans. This process, especially its biological com-
ponents, is very poorly understood, and changes in it may affeeL the
CO2 forecast. Seasonal cycles in CO2 concentrations have also been
observed (Machta and Telegadas, 1974) due to biological acitivity of
plants on land, and this process may have an important influence on the
seasonal climate cycle. These CO2 cycles may have a maximum amplitude
in the mid-latitudes of the Northern Hemisphere, where the strongest
biological seasonal cycle exists, or the mixing in the atmosphere may
spread them over the whole globe. This process has not been adequately
studied.
Additional CO2 acts to warm the atmosphere through the so-called
greenhouse effect, although greenhouses are heated in addition by inhi-
bition of convection. CO2 absorbs terrestrial radiation and reradiates
it to warm the atmosphere. Although the direction of the effect is
agreed upon, the magnitude is a subject of controversy. Depending on
E
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Figure 10. Atmospheric carbon dioxide content, from Broecker (1975). It was constant at
293 ppm before 1880.
MVN,
-49-
the assumptions made in the model used, and the type of model, order of
magnitude variation is found in the estimates of the temperature effect
of a doubling of the C02 concentration. This subject is well reviewed
by Schneider (1975). Mitchell (1977) and Budyko and Vinnikov (1976)
have used these estimates to forecast futdre climate based on the pro-
jected anthropogenic CO2 effects.
d. Anthropogenic aerosols
The most visible form of man's pollution of the atmosphere is the
addition of aerosols. Man's urban and industrial activities, as well
as certain agricultural practices, inject large amounts of smoke, dust
and particulates into the air. Some pollution released as gases also
reacts chemically in the atmosphere to form aerosols. The effects of
these aerosols on climate are produced through interactions with both
solar and terrestrial radiation, and, when they are of the proper size
and composition to serve as condensation nuclei, through modification
of cloud and precipitation formation mechanisms. A good general dis-
cussion of these effects is contained in Schneider (1972) and Schneider
and Kellogg (1973).
Data about the amount, composition, distribution, rate of change
with time, and fraction that is anthropogenic of aerosols is very
sparse. Aerosols differ from CO2 in that they have a relatively short
lifetime in the troposphere of approximately one week, because they
are rained out and washed out. They are therefore more highly concen-
trated near their sources than elsewhere. Aerosols in the stratosphere,
on the other hand,. have a lifetime of several years. The SMIC (1971)
i 
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report estimated that between 5 and 45 % of the aerosol load was
anthropogenic. Weickman and Pueschel (1974), using other people's
data, attempted to estimate the aerosol load of the atmosphere and
guessed that 11.5 % was anthropogenic. Bryson and Wendland (1970) give
Russian dustfall in the Caucasus data which show an extremely rapid
rise after World War II. Bryson and Dittberner (1976) again use this
data as input for their climate model, although the data only extends
to 1958. The only other report of a time record of aerosols is also
contained in Bryson and Dittberner's paper and gives data on leadfall
in Greenland up to 1965. The two records do not coincide very well at
all.
An alternative way to estimate the distribution and rate of
change of anthropogenic aerosols is to assume that Gross National
Product is proportional to Gross National Pollution. This was the
approach of Kellogg et al. (1975). They also assumed that mean winds
would distribute the aerosols and specified an average residence time,
and produced maps of the worldwide distribution of aerosols, from
which the data in Table 4 was taken. If it is assumed that the anthro-
pogenic portion of aerosols is equal to the excess anthropogenic CO2
and that it rises at the same rate (Figure 10), then a complete time
and space distribution of anthropogenic aerosols is specified. As
anti-pollution measures become more widespread, the rate of increase of
anthropogenic aerosols will fall behind that of CO2 and the concentra-
tion may even decrease. The timing of this effect remains a matter of
speculation, especially since the agricultural portion is not well known
and will not behave the same way. The magnitude of the effect remains
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Table 4. Worldwide distribution of anthropogenic aerosols and heat, at
their 1972 levels. See text for data sources.
Additional optical depth
caused by anthropogenic
aerosols (= 20% of natural
loading (0.3) in most
polluted area)
Land
80* - 90*N
70* - 80*N
600 - 70*N
50* - 60*N
40* - 50*N
30* - 40*N
200 - 30*N
100 - 20*N
00 - 10*N
00 - 10*S
100 - 20 0 S
20* - 30*S
30* - 40
0 S
40* - 50*S
500 - 60 0 S
600 - 70*S
70* - 80
0 S
800 - 90*S
0
0.0007
0.0086
0.0326
0.0600
0.0500
0.0300
0.0220
0.0120
0.0113
0.0030
0.0080
0.0040
0
0
0
0
0
Water
0
0
0.0067
0.0193
0.0107
0.0094
0.0030
0.0053
0.0040
0.0026
0.0001
0.0005
0.0010
0.0002
0
0
0
0
Anthropogenic
heat 12(Total = 8 x 10 W)
11
(x 10 W)
(Land)
0
0.04
3.67
13.82
21.00
16.71
10.40
5.58
2.92
2.65
1.39
1.44
0.37
0.01
0
0
0
0
Latitude band
WIN
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to be specified, and this is discussed in Chapter 4 with the descrip-
tion of the model experiments. It should be noted that this process
of estimating anthropogenic aerosol loads, which is used in this thesis,
excludes agricultural aerosols not produced by industrialized countries,
but there are no good data on this anyway.
Many studies have been made, with varying degrees of complexity
and sophistication, of the radiative effects of aerosol pollution.
Depending on the models used, the processes included, and the assumed
composition and distribution of the aerosols, it is concluded by dif-
ferent authors that the aerosols cause cooling, or that the aerosols
cause warming, or that the net effect depends on the critical absorp-
tion to backscatter ratio (which itself depends on the surface albedo
only in the simplest formulatior., or on as many as three more parame-
ters), or that the system is too complicated or ill-defined to calculate
any net effect. Among those claiming cooling are Welch and Zdunkowski
(1976) and Zdunkowski et al. (1976) who used a sophisticated boundary
layer model and calculated local effects. They found that humidity
effects on aerosols were important, and included infrared effects.
Bryson and Wendland (1970), Barrett (1971), Rasool and Schneider (1971),
and Budyko and Karol (1975) reached the same conclusion with simpler
models and reasoning. Mitchell (1971) calculates that the global aver-
age effect will be warming, while not considering infrared effects
(which would also contribute to warming). Chylek and Coakley (1974),
Gribbin (1975a), Herman and Browning (1975), Reck (1975) and Russell
and Grams (1975) all also calculate a net warming effect. Among those
who give indeterminate results are Mitchell (1970, 1974, 1975), Weare
M C Iuh UN J hhUMM hI II1 h I1 m U 1I h ,,.
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et al. (1974), Reck (1974), Gribbin (1975b), Fiocco et al. (1976), and
Toon and Pollack (1976). It is clear that the net radiative effect of
anthropogenic aerosols is not clear.
Twomey (1971), Pruppacher (1973), Hobbs et al. (1974), and Radke
and Hobbs (1976) all speculated about hydrological effects of anthropo-
genic aerosols. Since clouds themselves, and their interaction with
climate are not well understood, it is impossible to determine how
anthropogenic aerosols could change climate through them.
Bryson and Dittberner (1976) included the radiative effects of
anthropogenic aerosols in their model and calculated a cooling effect.
Sellers (1973) also used a radiation model in his climate model which
produced a net cooling effect due to increased aerosols. These simula-
tion attempts are discussed more fully in section II.D.3.
e. Anthropogenic heat
Man's activities at the surface of the earth add heat to the
environment. Peterson (1973) estimates that man added 2.2 x 1020 J to
the environment in 1970, and SMIC (1971) estimated the amount at
20
2.5 x 10 J. For the purpose of this thesis the total amount will be
assumed to be 2.5 x 10 20J, in 1972, slightly favoring the SMIC estimate,
which is better documented. The growth rate of the heat will be scaled
by the CO2 increase (Figure 10) since both are assumed proportional to
industrial development. The heat, like anthropogenic aerosols, will
have a larger effect in the Northern Hemisphere, where the greatest
industrial activity is. The latitudinal distribution will be assumed
to be the same as that of anthropogenic aerosols, but with the entire
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source on land (see Table 4).
One previous attempt at simulating the anthropogenic heat effect
is that of Washington (1972). He found that the pollution effect was
small, but two assumptions in his model may have led to this result.
First, he used the NCAR GCM with fixed ocean temperatures, which limi-
ted the temperature response of the rest of the model. Second, he
assumed that anthropogenic heat generation was proportional to popula-
tion, and so introduced a large amount of heat in tropical areas like
Bangladesh, India, and Indonesia, where the solar input is large, and
the anthropogenic heat effect is overshadowed.
f. Other anthropogenic effects
Other activitice of man may cause climate to change through modi-
fication of the atmospheric composition or the earth's surface. These
processes are not well understood or observed, and so will not be tes-
ted in this thesis, but will be mentioned here as a warning and further
indication of our incomplete understanding of climate and man's effect
on it.
Ramanathan (1975) pointed out that freon (CF2Cl2 and CFCl 3 , used
as a propellant in aerosol cans, as a foaming agent and as a refriger-
ant) in addition to its well publicized possible effect on the ozone
layer, also is a very efficient absorber in the infrared. He calcula-
ted, that if its concentration continued to rise at the presently
observed rate, it would cause a 1*C rise in global average surface tem-
perature by the year 2000. This estimate is, of course, as uncertain
as the possible effects of CO2, as previously discussed. Wang et al.
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(1976) calculated the greenhouse effects due to large numbers of
other anthropogenic gases now found in trace quantities and concluded
that their overall effect would also be a warming of the earth. What
other presently existing or yet to be invented concoctions from a
chemistry laboratory will be introduced into the atmosphere by man,
and what will be their effects? Hopefully the answer will come from
future theoretical research before it comes from observations.
One other gas which man introduces into the atmosphere in large
quantities is water vapor. This affects the complex hydrological cycle
both through the atmospheric composition and surface characteristics,
as discussed in section II.C.1, and the net effect is not clear.
Man's agricultural activities cause the modification of large
parts of the earth's surface. The clearing of land and planting of
crops cause changes in both the albedo and surface moisture content,
and modify the water vapor and CO2 input into the atmosphere. Over-
grazing can result in large local long-term changes, such as the pro-
duction of deserts (Charney, 1975 and Charney et al., 1975). The
large-scale deforestation now taking place in the interior of Brazil
could have a large impact on the climate, since this is a region of
high solar radiation input. The net large.-scale effects of these
activities are yet to be well understood.
2. Internal causes (almost-intransitivity)
The previous section discusses causes of climate change that are
external to the climate system. These forcings are not in turn influ-
enced by the climate changes that they produce. It is possible,
_1MMWWMWWAWMW
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however, that even in the absence of any external forcing a unique
climate may not exist. Climate change may be a natural internal fea-
ture of the land-ocean-ice-atmosphere (climata) system.
The theory of internal causation of climate change has been
developed by Lorenz (1968, 1970, 1976). He suggested that climate
change might just be the natural variations due to the complex non-
linear interactions among the various components of the climate system.
(The system will be fully-discussed in section C. of this chapter.)
The terminology of mathematical ergodic theory is used to explain this
climate thoery. A "transitive" system is defined as one in which the
very long-term statistics of the variables are independent of the
initial conditions. An "intransitive" system is one in which two or
more sets of statistics would result in the very long-term, depending
on the initial conditions. If, however, the statistics of a system
were transitive for a very long-term, but over a shorter term depended
on the initial conditions, then it would appear to be intransitive to
an observer on this shorter time scale. Lorenz calls this an "almost-
intransitive" system, and suggests that the climate may be such a sys-
tem.
The climate system contains elements that make internal causes
of climate change plausible. The first of these is weather. Heat
transport from the equator to the poles is accomplished in the mid-
latitudes primarily through the mechanism of baroclinic eddies. These
eddies are unstable to small perturbations and grow to finite ampli-
tudes before decaying. Although there are preferred locations on the
earth for the initiation and dissipation of these storms, and preferred
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tracks for them to follow during their lifetimes, no two are exactly
alike. In fact searches through past data for matching patterns of the
circulation at different times have been remarkably unsuccessful. An
indication of the cumulative effect of these random variations in the
meridional heat flow can be seen in the data of VonderHaar and Oort
(1973) (Table 5, which gives the standard deviations of the annual
averages of the heat flow for five years of data). The global average
of the standard deviations, for the part of the globe for which the
data exist, is 9.9 % of the mean. Admittedly, the data are from a
rather small sample, and there may be other possible causes of the
observed variations. In fact VonderHaar and Oort originally attributed
all the variation to observational errors, and the data were collected
during the period in which Starr and Oort (1973) measured a 0.6*C
decrease in hemispheric mean temperature, so observational errors plus
climate change surely contributed to some of the variation. Indepen-
dent confirmation of the actual variability of the fluxes, however,
comes from the study of McGuirk and Reiter (1976). They found a signi-
ficant oscillation with a mean period of about 24 days in atmospheric
energy parameters during the winter season from 9.5 years of data.
Furthermore, they found that during different years, different zonal
wavenumbers were favored in the production of the meridional energy
flux. So it is reasonable to conclude that a substantial portion of
the variation in the flux found by VonderHaar and Oort was a real vari-
ation, and Oort now feels that this is the case (personal communica-
tion).
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Atmospheric energy flux (positive northward) and its
deviation, from five years of data of VonderHaar and Oort
The world mean is calculated from absolute values of the flux,
by the length of the latitude circles.
Mean
(x 1015 W)
0.49
1.46
2.80
2.97
2.92
2.69
1.21
0.96
0.17
-1.91
Standard Deviation
(x 1015 W)
0.16
0.08
0.13
0.21
0.13
0.21
0.11
0.10
0.13
0.32
(% of mean)
32.4
5.5
4.7
7.1
4.5
7.9
8.8
16.7
76.9
16.7
0.17 9.9
Table 5.
standard
(1973).
weighted
Latitude
80*N
70*N
60*N
50*N
40*N
30*N
20*N
10*N
EQ
10* 0
World mean: 1.75
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The other elements needed to complete the scenario for internally
caused climate change are the various sources, sinks and transports of
energy that opcrate on different time scales. These include the land
and ocean surface, and the snow and ice cover which are variable. Fur-
thermore, the ocean acts to store and release heat through its internal
dynamics which include mean and eddy motions of the surface layer,
deep ocean currents, and variations of the depth of the surface mixed
layer. Variations of salinity and temperature, which are caused by
evaporation and precipitation as well, in turn influence the formation
and dissipation of ice. All these processes are in turn influenced by
the radiation field and the wind field. A more thorough discussion of
these feedback mechanisms is included in section II.C. For the present
purposes it is sufficier.t to state that variations in heat fluxes by
the winds can influence heat storage in the ocean, that not only has a
much larger thermal inertia than the other parts of the system, but
can redistribute the heat stored in a certain location. These complex
non-linear interactions in turn influence the resulting wind fields,
and produce the internal variations that may be perceived as climate
change.
It is impossible, just using observations of the climate, to tell
whether the climate is transitive, intransitive or almost-intransitive.
It is not possible to restart the atmosphere with different initial
conditions and observe its behavior. However, very simple mathematical
models (Lorenz, 1964, 1976) consisting of only one equation with one
parameter have been developed which in attempting to simulate these
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internally varying causes of climate change produce almost-
intransitivity. In this thesis, an attempt will be made to model this
type of climate change with a model containing many of the previously
discussed climate features which may produce almost-intransitivity.
For some purposes, it would be nice to distinguish between the
natural variability of the system produced by internal stochastic for-
cing (Mitchell, 1976) which is a part of the signal in a transitive
or an intransitive system,- and variability due to almost-
intransitivity. With a finite record, this distinction is impossible,
but there are indicators of almost-intransitivity, such as obvious
shifts from one mode to another with little overlap (Lorenz, 1976), and
they may be used to suggest its existence.
3. Ice-age time scale causes
Climate changes also occur on the order of ice ages (10 -106
years). These will not be studied by this thesis as the model that
will be used does not include several processes that are thought to be
important on these time scales. These include continental drift, ice
sheets, and deep ocean currents. It would be relatively simple to
include these processes in the model and use it to study these types
of changes, and this would be one of the logical extensions of the
research presented here, once the model is sufficiently understood and
validated for shorter scale climate changes, as will be discussed later.
Certain improvements seem to be necessary to reproduce accurately short
term climate changes, before attempts are made to study the longer time
scales. A brief description of the postulated causes of ice age time
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scale climate changes, that are not important for 100 year time scale
changes, follows.
a. Intergalactic dust
Clouds of dust exist at various places in our galaxy and at some
times in its orbit around the galactic center the solar system passes
through these clouds. The effect of such a passage, however, is not
clear. McCrea (1975) suggests that the dust would be accreted into
the sun and cause a temporary increase in the sun's radiation.
Begelman and Rees (1976) suggest that the dust would block some of the
sun's radiation between the sun and earth, leading to a cooling. The
dust may also interact with the earth's atmosphere. The total effect,
then, is not clear.
b. Orbital variations
The obliquity of the earth's axis changes with a period of about
41,000 years and precession of the equinoxes (wobble of the pole) has
approximately a 21,000 year period. These two changes affect the dis-
tribution of solar radiation in time and location in the earth's surface
during a seasonal cycle without changing the total amount of radiation.
The eccentricity of the orbit also changes, with a period of about
100,000 years, and this change influences the amount of radiation,
although its effect is not as large as the first two effects. The
effect of these orbital variations on climate was first suggested by
Milankovitch in 1941 and is known as the Milankovitch hypothesis.
Several recent research efforts indicate that this indeed is the
dominant mechanism of climate change on the time scale of 10 -105 years.
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Calder (1974) and Chappell (1974) compared ice-core oxygen isotope
records and sea level changes with calculated orbital effects and found
a good correlation. Hays et al. (1976) performed spectral analyses of
2 deep sea cores and found significant power at Milankovitch frequen-
cies. Gribbin (1976) reports energy calculations which verify the
orbital hypothesis. Weertman (1976) used an ice sheet model and
Milankovitch radiation and concluded that the variations were large
enough to produce ice ages. Suarez and Held (1976) used a simple two-
level climate model run to equilibrium every 5000 years with the
appropriate radiation and found agreement with the past observed chan-
ges.
Because the last interglacial lasted approximately 10,000 years
and the present one has lasted for 10,000 years already, people such as
Mitchell (1972) and Kukla et al. (1972) have suggested based on simila-
rity with the past that the present interglacial will end very soon.
Although orbital variations will not be included in the experiments in
this thesis, the magnitude of possible changes due to short-term varia-
tions is calculated and the possibility that man's effects will be large
enough to counteract natural Milankovitch changes will be evaluated.
c. Continental drift
Continental drift is thought to be important on time scales of
108 years. For about 300,000,000 years before the present ice age
(10 year time scale), there was no ice at the poles. The drift of
Antarctica to the South Pole, to allow ice to form on its high land
surface, and the surrounding of the Arctic Ocean by North America and
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Asia, which prevents warm ocean currents from reaching it and allows
ice to exist on its surface, may have caused the present ice covered
poles with no external changes in solar radiation. In the present
thesis, the continents are fixed, but a future study of this theory
could be done with the model used by simply assuming a different land
distribution.
d. Internal causes
The oceans have time scales important to ice-age climate changes.
These were discussed above in section II.B.2., and are also discussed
in II.C.3. as oceanic time scales overlap and are also important for
shorter time scale climate changes.
Ice-sheet dynamics also introduces timne scales that may be impor-
tant for internal variations on ice-age time scales.
e. Ice-age simulations
Attempts have been made to simulate the climate at the height of
the last ice-age 18,000 B.P. Kraus (1973) and CLIMAP (1976) have
published observational studies of surface conditions then. Modeling
attempts include those of Williams (1974) and Gates (1976a, 1976b).
C. Climate feedback mechanisms-
The climate is a statistical representation of the very complex
interactive physical system made up of the earth, oceans, atmosphere
and cryosphere (ice and snow). In order to adequately model the cli-
mate, all physical processes involving changes within and interactions
between the various components on the appropriate scales must be
wn 1061
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included. A convenient way to discuss these interactions is in terms
of individual feedback relations between surface temperature (which
has been defined as the indicator of climate) and the different compo-
nents of the climate system.
These mechanisms were first described by Schneider and Kellogg
(1973) and Schneider and Dickinson (1974). This discussion describes
the current state of knowledge concerning them. In some cases a posi-
tive feedback relationship exists. If the temperature is changed by
some external (to the feedback mechanism) forcing, the system interacts
to amplify this temperature change and produce an even greater resul-
ting change. In other cases a negative feedback occurs, and tempera-
ture changes are damped. In still other cases, the interactions are so
complex that it is not row known in which direction the feedback occurs.
From a deterministic point of view, the interaction of all the feedbacks
simultaneously, with their different time and space scales, determines
the reaction of the entire climate system to external forcings. From
a non-deterministic point of view, this complex interaction of the
various feedback processes, driven by the random disturbances of baro-
clinic instability, may produce climate changes with no external for-
cing. In reality, a combination of these points of view is probably
necessary to understand climate change. A discussion of the important
climate feedback processes follows.
1. The hydrological cycle
The distribution of water in all its three phases is an important
determining factor in the climate. In fact MacCracken and Potter (1975)
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concluded from their model studies that interactions between tempera-
ture, precipitable water and infrared emission were more important
than the strong ice-albedo feedback studied by Budyko (1969) and
Sellers (1969). The amount of moisture in the soil and the distribu-
tion of ice and snow on the ocean and land surface affect the albedo
and the thermal inertial of the surface. The distribution both hori-
zontally and vertically of water vapor and clouds (liquid and solid
water) are important factors in the atmospheric interaction with both
solar and terrestrial radiation. Atmospheric transport of latent heat
is an important energy transport process. Precipitation, evaporation
and surface runoff are important factors in determining the ocean
surface salinity and temperature. These last processes, in addition to
currents, will be discussed in the next section on oceans. The resul-
ting feedbacks involving water include the following:
a. Water vapor - greenhouse
.This is a positive feedback mechanism. If the surface tempera-
ture is raised, more water will evaporate from the surface (assuming
it is not completely dry) into the atmosphere. This additional water
will absorb terrestrial radiation and through the greenhouse mechanism
increase the temperature of the air more than if this water had not
evaporated. This increased air temperature will cause the surface tem-
perature to increase even further, resulting in the positive feedback.
If the atmosphere is assumed to have a constant relative humidity
(rather than absolute humidity) in a model, then this feedback will be
included.
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b. Ice (or snow)-albedo
This is a strong positive feedback mechanism, as demonstrated by
the simple climate models of Budyko (1969) and Sellers (1969). Assum-
ing that the ice or snow cover is related to temperature, if temperature
increases, for instance, the ice cover will shrink, thereby decreasing
the surface albedo. The surface will then absorb more solar radiation,
further increasing the temperature, resulting in the positive feedback.
c. Clouds
The relationship between clouds and surface temperature is com-
plex and not well understood. On the one hand increased temperature
leads to increased evaporation which increases the moisture available
for clouds. Simplistic reasoning would indicate that there would then
be more clouds, but whether this would mean deeper clouds with the
same total cloud cover, or greater cover with the same thickness, is
unclear. On the other hand, recent studies by Sellers (1976) and
Roads (1977) have shown that increasing surface temperatures produce
more cumuliform and less stratiform cloudiness with a resulting de-
crease in total cloud cover. The resulting change in cloud cover,
depth or type then interacts with both the solar and terrestrial radi-
ation fields to produce temperature changes. These effects, which are
highly dependent on surface albedo, are fairly well known, given the
above information about the cloud changes. But the reaction of clouds
to temperature changes is not well understood, so the overall feedback
direction is not known. The role of vertical and horizontal motion
fields on clouds is an additional complicating factor and this
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interaction with temperature must also be accounted for. The overall
effect is probably not very strong in either direction, or it would
have been discovered by now with observational studies. Additional
discussions of various aspects of this problem have been made by Cess
(1974, 1975, 1976).
2. Ocean-atmosphere coupling
The ocean plays an important role in the climate system. Heat,
moisture and momentum are exchanged across the ocean-atmosphere inter-
face. The processes that control these exchanges and their temporal
and spatial variation, as well as those that control the transport of
heat and momentum within the ocean, are not well understood. Some of
the important components of this interaction, hcwever, will be men-
tioned.
Heat is transported within the oceans by means of surface cur-
rents and eddies and deep currents. Strong western boundary currents,
such as the Gulf Stream, accompanied by weaker, broader eastern return
flows, are indicative of the surface mean motions. These motions are
important on time scales short compared to climate and are an important
component in the equator to pole heat flux. The above statement also
applies to the recently discovered MODE eddies. Deep ocean currents,
which are very slow, also transport heat, but are important on time
scales of ten years or longer. Several theories of ice age climate
change (see Weyl, 1968 and Newell, 1974) depend on changing transport
over long time scales by the deep ocean currents. Recent observational
evidence (Pisias et al., 1975; Sachs, 1976 and Ledbetter and Johnson,
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1976) seems to support these theories. Attempts have been made to
numerically model both the surface and deep ocean circulations, but no
consistent quantitative results have been obtained. The total north-
south energy transport by the oceans is not even very well known, as
discussed in section III.E.l.
The depth of the surface mixed boundary layer determines the
thermal inertia of the ocean to short-term energy fluxes at the surface,
including horizontal transports. The depth is in turn determined by the
sign of the heating at the surface, the magnitude of turbulent mixing
produced by the winds, and heat transport from below through the thermo-
cline. The depth is relatively constant in the tropics throughout the
year, but experiences a large seasonal variation at mid and high lati-
tudes with surface cooling causing sinking and increased Wixing, and
deepening the layer, and surface warming heating only the top surface
and producing a new shallow mixed layer at the top.
The role of sea surface temperature anomalies in producing atmo-
spheric circulation changes has been discussed by Sawyer (1964) and
Namias (1970) and their link to cloudiness has been discussed by
Otterman (1975). Numerical studies using the NCAR GCM by Houghton et
al. (1974) and Chervin et al. (1976) have shown local effects due to
sea surface temperature perturbations, but no significant downstream
effects.
Salinity of the ocean water and formation of ice on the surface
also play an interactive role in modifying circulation and mixed layer
changes in the ocean. Because of the complex nature of the ocean and
all its interactions with the atmosphere, no direct temperature
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feedback relationship has been established.
3. Temperature-radiation
This is an obvious direct negative feedback mechanism. As the
temperature of the surface is increased, the radiation leaving the
surface increases proportional to the fourth power of the temperature.
This acts to cool the surface and decrease the initial temperature
change. In the same way, cooling the surface strongly reduces the out-
going radiation, lessening the effect of the cooling.
4. Radiative-dynamic coupling
As with dynamics in the ocean, atmospheric dynamics act to re-
distribute radiatively imposed heating. The heating at the same time
acts to modify the dynamics. Again the situation is coo complex to
specify a direct feedback relationship. Methods of including dynamic
fluxes in climate models will be discussed in the next chapter describ-
ing the numerical model used for this thesis.
5. Temperature-lapse rate
If the atmospheric lapse rate changes in a specified way in
response to surface temperature changes, the changes in temperature
averaged throughout the atmosphere (which changes in the surface T are
often assumed to represent) can either be larger or smaller than the
surface temperature changes. Observations of Angell and Korshover
(1975) from 15 years of upper air data showed a tendency for increase
of lapse rate during warming, however their data did not extend down
to the surface. From Figure 2 of Starr and Oort (1973) it can be
I I I
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calculated that the 1000 mb temperature actually rose by 0.26*C while
the vertical average temperature fell by 0.6*C, showing an increase of
lapse rate during warming of the surface and during cooling of the
entire atmosphere. Cess (1975), on theoretical grounds, found that cli-
mate is quite insensitive to lapse rate as a feedback mechanism. Stone
(1973), also theoretically, showed that the assumption of a constant
static stability during climate changes was a good one.
The response of lapse rate to surface temperature changes remains
unclear as to both its direction and magnitude. The question should
properly be included as a subset of the previous section, as complex
dynamical processes, including the competing effects of vertical heat
flux by large scale eddies and moist convective processes (Schneider
and Dickinson, 1974), act to determine the lapse rate, and their rela-
tionship to surface temperature is not clear.
D. Different modeling approaches
1. Model classification
A large variety of numerical models have been used to study the
climate. They each have different features and cover a broad spectrum
of approaches to the problem, but attempts.have been made to classify
them. Detailed descriptions of these various models classified in dif-
ferent ways can be found in the review papers of SMIC (1971), GARP
(1974), Gates and Mintz (1974) and Schneider and Dickinson (1974).
Without going into detail about the different models, the different
approaches taken will be discussed according to four different classifi-
cation schemes (see Figure 11).
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CLASSIFICATION OF CLIMATE MODELS
SIMPLE ( ) SOPHISTICATED
MECHANISTIC ( ) SIMJLATION
PARAMETERIZED
DYNAMICS
0 DIMENSIONAL
EXPLICIT
DYNAMICS
' 3 DIMENSIONAL
Figure 11.
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a) The simplest models look at only one equation describing a
certain climate relationship, and solve this equation to understand the
relationship that it describes. Sophisticated models solve many equa-
tions simultaneously to calculate the results of the many complex inter-
actions described in the equation.
b) Mechanistic models look at only a small number (one or two)
of climate feedback mechanisms (see section II.C.) and try to under-
stand the behavior of each mechanism individually without the complex
simultaneous interactions of the other mechanisms. These types of
models cannot realistically reproduce the behavior of the complete
climate system. Simulation models attempt to do this. They include
as many of the interacting feedbacks as possible and actually try to
reproduce past climate changes. In this context, simulation will be
taken to mean simulation of the time response of the climate system,
rather than simulation of the instantaneous spatial characteristics of
the system, such as Gates and Schlesinger (1977).
c) Dynamical fluxes are an important complex component of the
climate system. Some models attempt to calculate atmospheric motions
explicitly by solving the equations of motion. This approach is very
realistic but the spatial and temporal resolution needed makes it very
costly in terms of computer time. In order to get around this problem,
some models simulate the averaged effects of the atmospheric motions
using simple parameterizations relating the motions directly to mean
temperature gradients or other variables predicted by the model. This
procedure eliminates a lot of the complex behavior of the atmosphere,
especially the random nature of the motions produced by baroclinic
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instability, that can be simulated by the explicit models, but can make
the model many orders of magnitude faster on the computer, allowing
runs which model climatic time scales.
d) The number of spatial dimensions explicitly included in the
model is another factor which determines its complexity. Typical zero-
dimensional models average the domain vertically throughout the atmo-
sphere and horizontally over the whole globe (Schneider and Mass, 1975)
or over one hemisphere (Bryson and Dittberner, 1976). Typical one-
dimensional models consider either the vertical dimension (Manabe and
Wetberald, 1967) or the y-dimension (north-south) (Sellers, 1969)
explicitly and average over the other dimensions. Typical two-
dimensional models consider explicitly the x-y plane (Sellers, 1976) or
the y-z plane (MacCracken and Potter, 1975). General circulation models
(e.g., Somerville, et al., 1974) consider all three dimensions explic-
itly. If the time dimension is also considered, these models can be
further classified; some models are designed to calculate equilibrium
conditions while others are designed to simulate time-dependent changes.
Any given model may fall at different places along the scale of
each classification scheme, thus preventing a single comprehensive
classification scale. Still, certain generalizations can be made about
models which lie mostly to the left or right along the scales in
Figure 11. Models which lie generally to the left have the advantages
of being fast on the computer, and thus allowing simulation of many
years of real time, or many separate runs with different conditions.
They also have the advantage of allowing the interaction of various
physical processes to be more easily understood, due to the lack of
AN,
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complexity. Models lying to the right of the classification scales,
however, can more realistically simulate the complex interactions of
the real climate system.
2. Choice of a model
The choice of a model to study the climate is dictated by its
intended uses. For the purposes of this thesis, a model was desired
that would be able to simulate climate changes of the past 100 years
and be sophisticated enough to include as many feedback processes as
possible, and yet be fast enough on the computer to allow many different
runs testing different theories of climate change and different mechan-
isms of the model itself. The model chosen was one based on the model
of Sellers (1973, 1974), modified for the intended purposes. A
detailed description of the model, including an analysis of the para-
meterizations used, the feedback mechanisms included, and its ability
to reproduce the present climate, is the subject of the next chapter.
The advantages of using this model, as well as the disadvantages, are
the subject of this section.
a. Advantages of the model
At the time this research was begun, no attempts had been made to
simulate the climate of the past 100 years. (Since then, several simu-
lations have been attempted, as discussed in the next section.) Al-
though the model was formulated to calculate the time-dependent changc
of the climate, Sellers only used it to calculate equilibrium states
resulting from different external conditions. An indication of the
time-dependent nature of the model response is given in Figure 9 of
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Sellers (1973), but Sellers (1974) did his best to eliminate this
feature from his studies. The model, then, seemed ideally designed for
time-dependent simulation, and had not been used for this purpose.
Physical processes of the climate system are highly parameterized
in the model. This produces two advantages of the model. First, it
is possible to include a large number of feedback mechanisms in the
model, thus allowing it to attempt to simulate the complexity of the
real climate system. Second, this allows the model to run extremely
fast on the computer, easily allowing many runs simulating 100 years of
real time.
The complexity of the model allows many different postulated
causes of climate change to be explicitly included in the model. The
causes studied in this thesis include solar variability, volcanic
dust, anthropogenic carbon dioxide, aerosols and heat, and almost-
intransitivity. Simple inclusion of processes thought to be important
on ice-age time scales, such as ice-sheet dynamics and deep ocean cur-
rents, would allow the model to be used to simulate these scale climate
changes also.
The model includes the simulation of the seasonal cycle. One
common criticism of highly parameterized climate models like this one
is that they are constrained to simulate present day climate (because
the parameterizations are based on current observations), and it cannot
be known whether during changes of climate, the parameters chosen are
valid for the new climate regime. The ability of the model to simulate
seasonal changes, which are much larger than any observed climate
changes of the last 100 years, gives an added measure of confidence in
IM
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the parameterization.
The spatial resolution of the model includes explicit considera-
tion of the area of sea surface and of land in each ten-degree latitude
band. This allows explicit calculation of the separate thermal inertia
of each area as well as heat transports from each land or water area to
each adjacent one. Explicit modeling of the land and water areas
allows more realistic simulation of effects of the earth's real geo-
graphy.
b. Disadvantages of the model
Although the model reproduces the present climate, because it is
highly parameterized it is not certain that the interactions of the
parametterized processcs accurately model the interactions in the real
world. The accurate reproduction of the present climate may be a for-
tuitous combination of unrealistic parameterizations.
Although the grid used explicitly considers separate land and
ocean.areas in each latitude band, longitudinal variations within each
of these areas have been observed to be as large as variations between
the areas. These variations within the grid areas are averaged out
and not considered explicitly.
The model lacks an explicit hydrological cycle and thus certain
processes such as ice and snow formation are very artificially parame-
terized. Clouds and relative humidity are assumed fixed at latitudinal
annual averages, and feedbacks between them and other processes are
excluded.
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Ocean circulations are very artificially parameterized and deep
ocean circulations are ignored.
The first two disadvantages are necessitated by computational
restraints, and the last two by lack of understanding of the complex
processes involved. Correction of these problems may alter the model
results.
3. Previous simulation attempts
Although, no simulation of the climate had been attempted when
this research was begun, three attempts have been published since then.
Schneider and Mass (1975) used a zero-dimensional, global, annual
average model to simulate the forcing due to Kondratyev and Nikolsky's
hypothesized solar variations, volcanic dust and anthropogenic carbon
dioxide. Pollack, et al. (1975) used a one-dimensional (in the vertical)
radiation model to calculate changes due to volcanic dust and carbon
dioxide. They did not include time-dependence, but calculated equili-
briumstates. Bryson and Dittberner (1976) used a zero-dimensional
hemispheric model without seasons and forced it with volcanic dust, and
anthropogenic aerosols and carbon dioxide. Pollack, et al. and Bryson
and Dittberner compared their results to Mitchell's 0*-80*N temperature
record and found qualitative agreement. Bryson and Dittberner also
found quantitative agreement, but their forcings were carefully calibra-
ted ahead of time to produce the desired result. Schneider and Mass,
although presenting the past observations, declined to explicitly com-
pare them to their model results, due to the admitted crudity of their
model and the postulated forcings.
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None of the models considered explicitly the latitudinal varia-
tion of climate or included dynamical fluxes of heat. Seasonal changes
were not modeled. Furthermore, only a few deLerministic (external)
causes of climate change were considered by each study, and no non-
deterministic (internal) causes were considered. This study will
improve on these previous attempts by comprehensively correcting all
the above indicated shortcomings.
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Chapter III. The model
To study the climate, I used a numerical model based on the model
of Sellers (1973), hereafter referred to as S. This model was updated
by Sellers (1974), hereafter referred to as S'. I made several changes
to correct errors in the original model, and to allow the model to be
used in a time-dependent simulation mode. I did not attempt to develop
new parameterizations. This chapter will first give a general descrip-
tion of the model, derive all the equations used in the model, and
describe the numerical method used. Next, the differences between my
model and that of Sellers will be discussed explicitly. The balanced
climate produced by the model will then be compared with the available
real data to see how well it simulates the present climate. Next the
sensitivity of the model results to changes of the parameters and the
parameterizations will be investigated. Finally, several possible
future improvements to the model will be discussed.
A. General description
The model I used is a global, seasonal, highly-parameterized,
energy-balance, numerical model of the climate. The variable which is
being predicted, and which is used in this study as a description of
the climate, is 1000 mb air temperature (T ). T is assumed to repre-
sent the horizontally averaged temperature over each grid area, to be
described next. It is also a time average, the time step being 415
days (24 time steps/year). In addition, T is assumed to be
MIN,
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representative of the entire atmosphere-land or -ocean column of the
grid area, as the vertical profile is specified. The basic governing
equation of the model is the thermodynamic energy equation. All terms
in the equation are parameterized in terms of T and its gradient.
The surface of the earth is divided into 18 10* latitude bands,
and each band is divided into a land and ocean surface area, giving an
18 x 2 grid, or 35 grid areas, since there is no ocean south of 80*S.
This grid is shown in Figure 12. The land areas in each latitude band
are offset relative to each other so that the land-land, land-ocean
and ocean-ocean portion of each latitude circle is equal to the observed
value. A typical grid area is shown in Figure 13, with all the heat
fluxes, to be described later, shown across the proper boundaries.
B. The equations
In this section the equations used in the final version of the
model used for simulations in this thesis will be described. The
changes from the original S, S' model will be explicitly discussed in
section D. Critical evaluation of the validity of the various model
assumptions is included in sections D, F and G.
1. Thermodynamic energy equation
The thermodynamic energy equation, the basic equation which is
solved at each grid area at each time step, is:
4 t (Lcr 5~A, rT(j -V C TF
0 0
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Fig. 12. The idealited continent-ocean system used in this study.
The vertical dashed lines separate the land masses of the western
and eastern hemispheres.
This figure is from Sellers (1973).
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Figure 13. A typical land grid area. Ocean grid areas are exactly the
same, but have an additional North-South eddy flux of heat across ocean-
ocean boundaries due to oceanic circulation.
E = atmospheric eddy heat flux
M = atmospheric heat flux due to mean winds
A S = East-West heat flux by mean wind
x
QS = solar radiation
IR = terrestial radiation
G = heat storage
E M E M
A S Land2 G
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t
where x = S
t' = time step = '15 days = 365.2422/24 days
R = net available radiation for a column from the top of the
atmosphere to a depth d in the soil or water, below which
the vertical energy flux is negligible = QS - IR
QS = net solar radiation
IR = net terrestrial radiation
g = acceleration of gravity ~ 9.8 m/sec2
p =-surface pressure = 1000 mb over oceans,
and see Table 6 for land values
L = latent heat of condensation = 2500 J/gm
q = specific humidity
cp = specific heat of air at constant pressure = 1.005 J/(gm *C)
TA = air temperature
h = height above sea level
c = heat capacity of soil or water
TE soil or water temperature
Each of the total derivatives under the first integral on the
right-hand side of (1) may be expanded as
4? _ z - -) +
+t (2)
where s = either latent heat (Lq), sensible heat (c T) or potentialp
energy (gh)
u, v and w = three components of the wind
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Table 6. Model parameter values.
Latitude
band
800 - 90*N
70* - 80*N
600 - 70*N
50* - 60*N
400 - 50*N
30* - 40*N
200 - 30*N
100 - 20*N
00 - 10*N
00 - 10 0S
10* - 20*S
200 - 300S
30* - 40 0 S
40* - 50*S
50* - 600S
600 - 70*S
70' - 800S
800 - 90*S
pO (land) AL
(mb)
998
991
992
976
961
940
976
964
943
966
930
956
978
1000
1000
1000
930
784
1.00
1.75
1.53
1.54
1.36
1.67
1.08
1.29
1.60
1.75
2.33
2.00
2.00
1.00
1.00
1.00
1.26
1.00
rL rW n aL fv -(%) () ( (%) (
84 88 62.4 16 12.4
82 87 67.5 16 12.1
80 85 65.5 16 11.9
77 82 63.5 16 9.5
72 78 57.3 15 8.1
62 78 47.3 16 7.2
57 80 40.8 18 6.7
64 84 43.8 13 6.3
76 86 51.3 8 6.2
76 86 49.0 8 6.2
64 84 47.3 13 6.3
57 80 48.0 18 6.7
68 78 54.1 16 7.2
78 78 65.5 15 8.1
82 82 77.6 16 9.5
85 85 74.0 16 11.9
82 87 56.6 16 12.1
84 45.5 16 12.4
Latitude b
circle
80*N
70*N
60*N
50*N
40*N
30*N
20 *N
10*N
EQ
10* O
200S
300S
40*S
50*S
600S
70*S
800S
1.16 40
1.10 45
0.96 50
0.86 60
0.95 70
1.10 80
1.19 85
1.17 90
1.16 90
1.17 90
1.19 85
1.10 80
0.95 70
0.86 60
0.96 50
1.10 45
1.16 40
d
(W)
011MINHIMIN011111HIIJ
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The u's' term is small due to the grid shape and therefore neglec-
'fd. v's' is approximated as - ; K is the eddy diffusivity.
This term represents the combined effects of standing and transient
eddies.
Each term obtained when (2) is inserted into (1) may be written
as follows where Gs is the heat storage term, ST is the total north-
south heat transport, Ms is the mean meridional portion, Es is the
eddy portion, and the "o" subscript refers to surface values:
s 4 ,zi3 (3)
(4)
-s 
4 V (ol)
,uIH ~hI,.
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,F* Ks -2- 6 s sE 4 y (7)
5 , E, (8)
5 * P(9)
When these equations apply to potential energy, h = RTd /g, the
scale height nf an i ntherma1 .atmosphere, and Rd is the gas constant for
dry air = 0.287 J/(gm*C). In equation (4), AL = AL/A , when AL is the
fraction of the given latitude belt occupied by land and AM is the
fraction of the belt occupied by the largest single land mass. This
factor takes account of the number of land-ocean boundaries in a zonal
direction in each latitude belt, and is the effective width of the belt.
Its value is always between 1 and 2.33 and is tabulated in Table 6.
The a coefficients in (3), (4), (6) and (7) relate the integrals
of temperature, wind speed and humidity to their surface values. They
are discussed and evaluated in the next section.
The second integral in (1) may be written for land,
~ CI. 1( (10)
C'L C L
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and for water,
.... (r., tay F (n)
where F =- C f(w w di t - V by (12)
F is discussed in section B.3.c and GL and G are discussed in
section B.4.
2. Vertical profiles
In order to evaluate the a coefficients in (3), (4), (6) and (7),
vertical profiles of temperature, wind speed, and humidity were assumed,
in a manner similar to Saltzman and Vernekar (1971):
T = T -(p (13)
o o 3
U- - +u (14)U= u 0+ (p -pO) 
--o o3
v = v (2 p - p) (15)
p
q = % (p/po)a (16)
It is assumed that 1) a- 0.12*C/mb, a value similar to that of
Saltzman and Vernekar, and 2) except at the equator
Rd y(1
=p fp a ay (17)
M 11011.,
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where pa = 500 mb and f is the Coriolis parameter. At the equator it is
assumed that au/ap = 0.
In (16), the exponent al may be determined by integrating (16)
from p to the top of the atmosphere. This gives
1+ a =0.622 eo (18)1 a g= w(8
g w A
where wa is the precipitable water vapor in the column and e is the
surface vapor pressure
e =p q /0.622 = r e (19)
r is the relative humidity, assumed constant in time at the climatolo-
gical average value for each latitude band separately for land and
water, as given in Table 6. e * is the saturation vapor pressure at
temperature T and is obtained from the Clausius-Clapeyron equation.
The precipitable water vapor wa [cm] was empirically related to the
surface vapor pressure e0 [mb] by S using observed data:
- p0
w = (0.123 + 0.152 e ) 1 (20)
0 1000
From the hydrostatic equation and (13), it follows that
- Rd - aT Po ZTh =-[(T -p -) ln--+- (p - p)] (21)
g 0 o p p p
. This derivation is given in Appendix A.
In (4), with s =c T, the integral of u(3T/3x) becomes much too
large if the zonal temperature gradient is allowed to maintain its
surface value to the top of the atmosphere when zonal velocities are
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highest, from (14). Therefore, from observations, it was assumed that
this gradient decreases linearly with pressure to zero at 500 mb. That
is,
_T 1 aT
a = - (2p - p ) __S , p 2 500 mb
p. < 500 mb
(22)
(23)
These equations are not consistent with the assumption of a constant
temperature lapse rate in (13). However, because the zonal transport
terms are small, it is not believed that this is a serious discrepancy.
The a coefficients may now be determined by introducing (13)-(16)
and (21)-(23) into (3), (4), (6) and (7) and integrating. The deriva-
tions are given in Appendix B. They give
a
a GP
= 1.0
= 1.0
(24)
(25)
(26)11+ al
1
aX = Ta (1 1 PO au2 + al U ap0
1 1 Po au(. - - - )
u0
- 0.0966 (1 - 0.319 P )u
u 0 P
(27)
(28)
(29)
BT 033x
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1 PO aT
6 - (30)6 To ap
alaa= (31)
(1 + al)(2 + al)
a = 2 a - 0.5 (32)
aEH 1.0 (33)
a 1+al (34)
aEP =0 (35)
The value for aEP follows from the observation of Ourt and Rasmusson
(1971), among others, that the meridional transport of eddy potential
energy is small and can be neglected.
3. Dynamical fluxes
a. Mean wind fluxes
To evaluate (4) and (6) it is necessary to calculate the surface
values of the horizontal wind. Approximate expressions may be derived
from the equations of motion applicable to this problem
t 0 (36)
14--d (37)
~hII~I~
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where a is the surface specific volume and T and T are, respec-
0 ox oy
tively, the eastward and northward components of the frictional stress,
assumed to vanish at the top of the friction layer. Assuming a loga--
rithmic wind profile near the ground, it follows that
CL ;i (38)
- 4Ly -- -- (39)
-- A do--- = - 1.V0) V0
where 2
and Ap is the depth of friction layer, assumed to equal 100 mb; k is
the von Karman constant, assumed to equal 0.40 over land and 0.35 over
oceans (Tennekes, 1973); and z is the roughness length, assumed to
equal 100 cm over land and 0.01 over water. Z is assumed to equal 10
m, and for each latitude circle, a weighted average of a is calculated,
depending on the portions of the circle that are land-land, land-ocean,
or ocean-ocean boundaries.
The pressure gradient term in (37) is the small difference between
two large terms of the same sign. That is, from the equation of state,
i O(I -b) O(40)
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T 300
Values of the constant b(= - were determined by S from
observations and are listed in Table 6.
Equations (28) and (29) now become:
f v - a |u | u = 0 (41)
o 0 0
aT
fs +ajv [v + R(1-b) 0 0 (42)
o o o 4 B
Solving for u and v gives
0 0
7 j - )at the equator, (43)
- (b ). -~Sl y elsewhere. (44)
Equation (44) is solved for u by Newton's method, since u0 appears on
both sides of the equation. In order to increase the stability of the
computations, the values of u0 and v obtained are smoothed latitudi-
nally using a 1-2-1 smoothing.
b. Atmospheric eddy fluxes
Following evidence presented by S and also by Stone (1973), the
eddy diffusivities for specific and latent heat are made proportional
to the temperature gradient;
KH = KV = 2.5 x 10 | AT 0 m /sec (45)
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where AT is the surface temperature difference between successive
0
10* latitude belts. These values were smoothed in the same manner as
the velocity components.
In order to increase the linear dependence of the solution on the
surface temperature, (7) when applied to latent heat was rewritten
E l ,F (46)
3q
is still a non-linear function of T
ay 0
c. Oceanic eddy fluxes
The eddy diffusivity KW for heat transfer by ocean currents,
appearing in (12) is given by
K = 1.7 x 105 (1 - AI) A M2/sec (47)
where AI is the fractional area of the oceans covered by ice. The
factor AL is introduced to take into account the effect of the conti-
nents in channeling the north-south ocean currents. The average value
of Kw is about 5 x 10 m 2/sec, which agrees well with values found in
the vicinity of the Gulf Stream, but is about an order of magnitude
larger than values considered typical for other parts of the oceans.
This discrepancy is intentional, and is an attempt to account partially
for the neglected heat transport by vertical circulations. Also, in
(12), it is assumed that a F = 1.0 and that d, the mixing depth, is
equal to the observed value as given by S and as listed in Table 6.
IN11,
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- 4. Surface heat storage
The rate of heat storage in land (G ) and water (GW) is expressed
as a function of the surface temperature using the classical theory of
heat transfer in a homogeneous medium under the action of a sinusoidal
surface temperature variation. The result is
GIi .f UrP)To-T( ~(48)
where P is the period of the oscillation (1 year), T the mean annual
1000 mb temperature and X the thermal conductivity of the medium. The
product (CX).5 is called the thermal property by S and equals 1.67
x 10-5 J(m 2 *C sec.5) for land. For water, it depends on the ice
cover and is assumed to equal (8.37 x 10~4 - 8.16 x 10~4 A1) in the
same units.
5. Solar radiation
The net solar radiation is determined by
QS = Q (1 - a). (49)
The albedo, ct, of the surface-atmosphere system is determined from
(.
a (50)
where a = surface albedo
S
r* = fractional reflection to space
t* = fractional transmission of atmosphere
These last two terms were determined from a simplified form of a two--
stream approximate- solution to the multiple scattering problem for a
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thin atmosphere, as given by Sagan and Pollack (1967):
3 - < ~ (51)
2i1 (52)
where T = optical thickness of the atmosphere
w = single-scattering albedo
<cos 6> = assymetry factor, describing the degree of forward scattering
Drawing on information from a number of sources, S determined that T,
w .and <cos 6> were respectively equal to 0.0003 p0, 0.95 and 0.64
for clear skies, and 0.005 p , 0.99 and 0.84 for cloudy skies, p in
mb. The fractional cloudiness, n, of each latitude band was set equal
to the observed annual average as given by London (1957), Sasamori et
al. (1972) and Vowinckel and Orvig (1970), and is listed in Table 6.
Surface albedos for snow-free land, aLo, are listed in Table 6 and
were taken from observations gathered by S. Annual average values of
ice-free sea surface albedos, ct , are also listed in Table 6. It was
determined from the observations of Payne (1972) that sea surface
albedos for different months and latitudes fit the formula
0.06/cosy (53)
where y = (latitude solar zenith angle)/1.2. These values, which
depend only on solar zenith angle for their time dependence, were used
for each month and season, and their annual average was used in the
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model. The albedo of snow was set equal to 0.8 and the albedo of
snow-free ice was set equal to 0.6 for temperatures below freezing,
and 0.4 for teimperatures above freezing, to account for puddles on the
ice surface (Chernigovskiy, 1966).
The fractional area of the ocean covered by ice, A,, the frac-
tional area of the ice covered by snow, AIS, and the fractional area of
land covered by snow, AS, were all empirically determined by S based on
observations. The resulting relationships are:
-A _(i)
A = c 1 -c2 T T (54)
-A - (i)
A = c3 -C 4 T T (55)is ws wS s
A = c~cfA -y(i) (6
As = 3 - 4 TLS TLS (56)
where
c = 8.44
c2 = 0.00010983
c = 10.89
c4  = 0.00014085
-A
T = annual average surface temperature
- (i)
T = surface temperature i time steps previous to
current one
Previous surface temperatures were used to account for the observed lag
between temperature and ice or snow cover. It was found that i = 3 made
the resulting net annual radiation closest to zero, since the above
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formulations are not in themselves energy consistent. Since the model
contains no explicit hydrological cycle, snow or ice persistence was simu-
lated by including the mean annual temperature in the above formulations.
6. Terrestrial radiation
A relatively simple two-layer model is used to estimate the net
infrared emission to space, IR. Separate calculations were performed
for the clear and cloudy fractions of the grid area, and the total IR
was the fractional cloud area-weighted sum of the two calculations.
The first layer, with a radiating temperature TA, extends from p0 to
500 mb. It contains half of the total atmospheric carbon dioxide
(234.2 cm for pre-industrial times) and 10% of the total ozone (3 mm).
The remiainder of these gases is found in the upper layer, which has a
temperature TA2. The lower layer contains wAl cm of precipitable water
and the upper layer wA2 cm. From (16) it follows that
-
- 5 0 0 1 + al
wA2 = wa ) , wAl m wa - WA2 (57)
The corrected optical depth for each gas is assumed to equal the actual
amount multiplied by (p, /p0)k, where p is the effective pressure of
the radiating gas and k' a constant equal to, following Manabe and
Wetherald (1967), 0.7 for water vapor, 0.67 for carbon dioxide and 0.3
for ozone. For p , values of 0.8 p for H20 and 750 mb for CO2 and
03 were used in layer 1; and 450 mb for H20, 250 mb for CO2 and 50 mb
for 03 in layer 2. For the cloudy regions, clouds are assumed to
occupy an infinitely thin stratum between the two layers and to have a
- 4 - 4 1/4temperature equal to [0.5 (TAl + TA2 )1 *
- -__MMMMI 11.
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It follows then that
IR = (1 - n) IRC + nIRC (58)
where IRC is the IR with no clouds and IRC is the IR with clouds:
CC
IP ~ ~ ~0j 14 -~~ E0 t TA 4-U-E) -(9
Y (60)
where E , E 2 and ET are the emissivities, respectively, of the
earth's surface (0.9), layer 1, layer 2 and the entire atmospheric
column. TAl and TA2 are calculated separately for clear and cloudy
conditions as functions of T using the empirical condition that
each layer is cooling radiatively at a rate equal to 1.50 *C/day times
its emissivity (which practically always lies between 0.54 and 0.85).
4 - 4
The derivations of the equations for TAl and TA2 are given in
Appendix C.
Tables given by Staley and Jurica (1970) were used to estimate
the various emissivities. For all the gases, from S',
CT = 1 - (1 - E1) ( - E2) (61)
For ozone, C1 m 0.033 and C2 = 0.030. The emissivity of water vapor
is given by the empirical relation, from S',
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Hg = at + b' log w a+ c' (log wa )2
3 (62)
+ d' (log w a ')
where w ' [cm] is the corrected optical depth and a', b', c' and d'
are functions of the CO2 amount, to correct for the overlap between
CO2 and H 20 absorption bands. Values of a', b', c' and d' are given
in Table 7 for three different values of CO2 amount, and were linearly
interpolated for intermediate values. The emissivity of carbon dioxide
was determined for each layer from the empirical relation
EC02 = 0.01 ' TA
where h' = 0.427 + 0.05 log m
m = pressure corrected optical depth of CO2, in cm, for each
layer
This relationship makes the CO2 emissivity a function of both layer
temperature and CO2 amount.
C. Numerical method
Equation (1) can be rewritten for each grid area, using the
symbols of (3)-(12) as
GT ALOC = R ALOGC + FLUX (-1)LOC
+ (FLUX) LOC, LOC, S 'LOC, LOC, S
XLOC, NLOC, S+ (FLUX)LOC NLOC, S
-100-
Table 7. Parameter values for equation (62), from S'.
a' b
0.525
0.519
0.512
0.552
0.548
0.544
0.154
0.147
0.140
0.162
0.157
0.152
c a
0.0416 0.0156
0.0384 0.0154
0.0387 0.0174
0.0425 0.0167
0.0388 0.0148
0.0365 0.0145
Layer Co2
amount
(cm)
125
250
500
125
250
500
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- (FLUX)LOC, LOC, N XLOC, LOC, N
- ( NLOC, LOC, N XNLOC, LOC, N (64).
where LOC = L or W, depending on whether grid area is land or water
NLOC = L if LOC = W , NLOC = W if LOC = L
L = land
W = water
GT =GH + G + G + GLOC
XFLUX = A H + A V + A P
x x x
(FLUX)ijk = (H + V + P + F) across boundary of length Xijk;
with i to north, j to south and along k border of
grid area. F = 0 unless i = j = W. For example
(FLUX)LWN is the total flux across the portion of
the northern boundary of a water grid area that has
land to the north.
Boundary conditions are provided by
XLN XLWN = = XWLN = 0, between 80*N and 90*N, (65)
XLLS WS S LS = 0, between 80
0S and 90*S. (66)
Time differencing is by means of a Crank-Nicholson scheme. The time
step is taken to be 1/24 of a year. Equation (1) can be rewritten for
each land area or each water area combining all the linear terms in
temperature of the grid area, temperature of the grid area to the
north of the same composition (L or W), and grid area to the south of
, Iimm ila
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the same composition:
i i i
W = W T + W T + W T (67)
where i = time step
Z = latitude index
i i- 1W.= W. + (- )W , j = 1-3J J
W = non-linear terms in T plus all other terms not f(T )4
6 = 0.5
An iteration procedure is then used to solve (67) for all grid
points as follows. First the temperature of each land or water grid
area is estimated as the temperature it had during the same month
("month" is used here to denote time step; there are 24 "months" per
year) in the previous year, plus the change of temperature that
occurred during the previous month from its value the previous year.
Second, using these estimated temperatures, W are calculated for
all the land grid areas. New temperatures for all the land areas are
then solved for simultaneously using Gaussian elimination of a tri-
diagonal matrix, a very rapid procedure. The new temperatures thus
calculated replace the estimated temperatures for land and W 1-4are
then calculated for water. The water temperatures (temperatures of
the ocean-atmosphere column) are then solved for simultaneously as
above. The new water temperatures are then used to calculate W
for land and the iteration proceeds. Iteration continues until the
maximum of the temperature difference for any of the grid areas between
the new and old temperatures is less than some convergence criterion.
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The criterion used is 0.01*C. The minimum number of iterations is 2,
that is new temperatures must be calculated for all land and water
grid areas to replace the estimates at each time step. If the tempera-
ture at any grid area is oscillating from one iteration to the next, a
smoothing in time is performed to try to damp the oscillation and
lower the needed number of iterations. An arbitrary limit of 20 is
imposed on the iterations at any time step. This limit is reached only
when large perturbations are imposed every time step, or a few times
during the most rapid temperature change when the climate is proceeding
into an ice-covered earth. The mean number of iterations per time step
with a balanced climate is 2.18. (A complete cycle of calculating
land, and then water temperatures is counted as two iterations.) This
iteration procedure is explained in a flow chart in Figure 14.
D. Differences between my model and Sellers'
Much of the preceding two sections was taken verbatim from S and
S'. In order to indicate the changes I made from the original model,
they are discussed explicitly in this section. The changes and the
reasons for them are explained. The effects on the model output of
most of these changes are described in section F.2.
1. Infrared formulation
Calculating the total infrared (IR) emissions first requires that
the temperatures of two atmospheric layers be determined based on
assumptions about the cooling rate (see Appendix C). These tempera-
tures are then used to calculate the IR emission, using equations
h 1111110111111 MW111'111W 4110111"m I i WIN 1,11111MI'M 1111111111 Mllwi 1,
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Figure 14. Flow chart for iteration procedure.
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(58)-(60). In calculating the atmospheric layer temperatures, S
assumed that no clouds were present, and used these calculated tempera-
tures, TAlNC and TA2NCin both equations (59) and (60) as the atmo-
spheric temperatures in calculating the total IR flux. It seemed to me
inconsistent to assume that there were no clouds in calculating the
layer temperatures for equation (60), and then imposing clouds when
calculating the IR flux, so I assumed clouds existed in both instances.
S assumed a constant carbon dioxide emissivity in time and space.
When investigating the effects of changing carbon dioxide concentra-
tion, S' imposed a different emissivity initially, and then ran the
model until it was balanced to measure the final effect, but did not
look at time-dependent forcing or the time-dependent features of the
response. I wanted to investigate the effects of anchropogenic carbon
dioxide, which is a time-dependent forcing, and so developed formula
(63) from the data of Staley and Jurica (1970). This makes the emis-
sivity a function of carbon dioxide amount which changes continuously
when simulating anthropogenic effects. It also, more realistically,
makes the emissivity a function of temperature, which gives a more
accurate spatial distribution, and also includes the feedback effect
between temperature and emissivity.
2. Number of time steps
S used one month time steps - 12 time steps per year. Using a
centered-differencing scheme, this is not enough time steps to accu-
rately resolve the seasonal cycle. I decided to use 24 time steps per
year, which is enough to ensure a reasonably small truncation error,
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and also is convenient for comparing the model results to monthly data.
3. Seasonal forcing
A number of components of the climate system are observed to have
seasonal fluctuations. S chose to vary two of them, fractional cloud
cover and sea surface albedo, according to their observed seasonal
cycles, while keeping all the other components fixed at their annual
average values. This seemed to me to be an inconsistent method of
investigating the seasonal cycle. I, therefore, chose to keep all the
climate components at their observed annual values, and forced the sea-
sonal cycles only by the changing solar input. The components of the
climate system which are calculated as functions of temperature, such
as winds and cryosphere, of course also chmnge cn a seasonal cycle,
but the only time-dependent forcing is that of the sun. At a later
time, other components, parameterized in terms of temperature, or
solar zenith angle (including all the albedo effects, not just sea sur-
face), may be added to attempt a consistent, more accurate simulation
of the seasonal cycle.
4. Smoothing
S (his equations (47) and (48)) used the following smoothing for
water surface temperatures:
T = c T + c T (68)AW 5 Wo 6 Lo
where, empirically,
Sc5 = A [A/4 + AL5/2] -1, c6 = 1 - c5 (69)
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AW is the fractional area of the latitude belts covered by ocean, and
TAW is the air temperature above the water, which replaces the water
temperature (T W) where it appears in all the terms under the first
integral on the right-hand side of (1). He imposed this smoothing be-
cause he found it was necessary to stabilize the calculations of zonal
divergence, which became unrealistically large in the high latitudes
of the Southern Hemisphere. I found this smoothing to be unnecessary
in my calculations, and so did not include it. I suspect that S's
problems may have been due to a programming error. Furthermore, I did
not understand how this smoothing would reduce the zonal divergence,
since in the region in which he found it necessary, AW is very large
and TAW is almost equal to T Wo, the number it replaces.
5. Minor differences
S kept the albedo of ice constant at 0.6. I changed it to 0.4
when T was above freezing to correct for meltwater on the ice sur-
face, as observed by Chernigovskiy (1966).
Tennekes (1973) showed that the von Karman constant should be
0.35 over smooth surfaces. I used this value, instead of 0.40 used by
S, for ocean surfaces.
I used surface pressure over land equal to the values given in
Table 6, rather than 1000 mb as S did, for all calculations involving
surface pressure except the a coefficient, equations (27)-(30).
Instead of the observed values of sea surface albedo, I used the
parameterization of equation (53). This is important when studying
the seasonal cycle and using the monthly values, as is done in section
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F.2., so as not to introduce any artificial time dependence into the
seasonal forcing. In this way the seasonal cycle is still forced by
only changing solar angle.
In equations (54)-(56), S used i = 1 to calculate the ice and
snow areas. I found that this introduced a net heat source in the
latitudes where the ice and snow were changing during the year. This
is because these equations are not energy consistent and the ice and
snow were melting too rapidly and forming too rapidly. This, inter-
acting with the ice area-dependent ocean thermal inertia, section B.4.,
caused the net heat absorption during the year. I found that i = 3
gave the minimum heat anomaly. This clearly is an unsatisfactory,
unrealistic solution to the problem created by this parameterization.
A better one is discussed in section G.
E. The balanced model climate and comparison with real data
The IR cooling rate was adjusted so that the world average,
annual average 1000 mb temperature (T) for the model was equal to
14.5*C, a value in the middle of the range (14*C-15*C) of most esti-
mates of this quantity. The cooling rate (which is multiplied times
the emissivities in the IR calculations) which gave this was 1.50*C/
day. The model in a balanced state reproduces the same seasonal cycle
year after year. In this section, the balanced climate produced by
the model, with no internal or external climate forcing, will be pre-
sented and compared to the available observational data. This will
give an idea of the accuracy of the model, and indicate components
which may need improvement. If the model can accurately simulate the
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seasonal cycle, then one would have confidence in its ability to
simulate climate changes which are much smaller than the seasonal ones.
The quantities considered here include T0, urface temperature (T )
sea ice extent, horizontal winds, atmospheric and oceanic heat fluxes
and radiation at the top of the atmosphere. All quantities are pre-
sented as zonal averages. The model output and data are presented in
Figures 15-40 and in Table 8.
1. The data
The data with which the model results are compared come from a
number of sources and are of variable quality and limited extent.
Still they are the best available and better model validation awaits
future observational studies.
The sources for the temperature data used in Table 8 and Figures
15-20 are Oort and Rasmusson (1971) (O+R), Schutz and Gates (1971,
1972a, 1972b, 1973a, 1973b, 1974a, 1974b) (S+G), and Newell et al.
(1972) (N). 0+R is the only source with monthly values, but it covers
only the Northern Hemisphere. The other two sources cover the whole
world, but are only four months: January, April, July and October.
(From now on, month will refer to calendar months - 12 per year.) The
data suffer from the same problems as discussed in chapter 2, inclu-
ding lack of adequate coverage over the oceans, measurement errors
and errors introduced in analysis. An additional problem arises when
trying to calculate a time mean state. The different data sets were
collected at many different times during the past 50 years. 0+R used
only five years of data, from 1958 to 1963. These sampling problems
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may bias the "average" state that is calculated. This is true for
the other data as well.
The sea ice data used in Figure 19 were taken from Alexander and
Mobley (1976) (A+M). Data on 50% snow cover does not exist. Wiesnet
and Matson (1975) have published Northern Hemisphere winter snowline
data from satellites, but this data is hard to compare to the model,
which calculates fractional coverage.
The wind data used in Figures 20 and 21 comes from 0+R. The
data from 10*S to 75*N are from radiosonde measurements and are quite
reliable, although for only five years of data, with the associated
problems. The data for 65*S to 10*S also come from 0+R, but are from
a collection of data taken only over the ocean. They would therefore
be expected to show stronger winds than a zonal average, which would
include slower speeds over land due to stronger friction.
The radiation data used in Figures 22-31 come from satellite
measurements of Ellis and VonderHaar (1976) (E+V). They suffer from
the same sampling problems as 0+R, namely very few samples (1 to 4 per
month) and observations taken at the same local time each day. The
E+V data were taken daily at the same daylight time, different for each
month for each satellite. The 0+R data were taken daily at OOZ for
all locations. A consideration of these and other possible errors
leads them to estimate the total uncertainty of their solar insolation
to be ± 1.5 % and of their albedo and IR to be ± 5 %. They further
note large interannual variations in the polar regions.
The surface albedo data in Figure 32 are taken from S+G, who
used surface estimates to calculate the albedos, based on observed
,M.I...I m Nh I I Mi
-111-
fractional coverage of different ground covers. They should be quite
reliable, but do not account for feedback or anthropogenic surface
albedo changes. The assumed albedos for the various surfaces, however,
may be in error.
The horizontal heat flux data for Figures 33-36 come from Oort
and VonderHaar (1976) (0+V). They took atmospheric flux data from
0+R, which were also used for Figures 37-40, and are quite good,
subject to the problems as mentioned above. The radiation data of
E+V were used to calculate the total heat flux as that required to
balance the radiation. These data sets were then combined to calcu-
late the oceanic flux as a residual. Heat storage from O+R for the
atmosphere and from a large variety of ship observations based on all
historical data available for the ocean were also used in the calcula-
tions. The oceanic flux values must therefore be regarded as the
least reliable, being based on residuals of several error-laden data
sets. O+V analyzed the errors and found interannual variability to
be the dominant source in the radiation and atmospheric flux data.
The estimated errors for the ocean fluxes were almost as large as the
fluxes themselves.
The observational data are therefore of variable quality. Lack
of adequate temporal and spatial coverage affects all the data sets.
Some of them are only very recently published. These considerations
limited the present study to model validation. Future parameteriza-
tion improvements, as discussed in section G, will allow more accurate
simulation studies to be conducted.
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2. Temperature
The annual average surface temperature is shown in Figure 15.
The model accurately simulates the observations except near the
South Pole (SP). This may be due to several causes. The model
assumes a constant lapse rate, and cannot simulate surface tempera-
ture inversions which are known to exist in this region. Also, the
lapse rate used by the model to calculate the surface temperature from
1000 mb temperature on the high Antarctic continent may be in error.
Furthermore, horizontal heat fluxes into the SP are assumed to extend
throughout the 1000 mb deep atmosphere, and in reality, the high con-
tinent prevents this. So the model may be keeping the South Pole arti-
ficially warm by calculating too much heat flow into the region.
Figures 16 and 17 show the seasonal cycle of 1000 mb temperature
for the Northern Hemisphere (NH) and Southern Hemisphere (SH). In
Figure 16, it can be seen that the shape and phase of the seasonal
cycle is correctly calculated by the model for the NH, but the ampli-
tude is too small for the polar regions. This can be seen more clearly
in Table 8. Monthly values of the SH temperature are not available,
but four values per year are. The amplitude, except at the South Pole
(SP) is well simulated for the SH. It is smaller than for the NH due
to the larger proportion of ocean surface, with its higher thermal
inertia and its smaller snow-albedo feedback.
The discrepancies between the model and the data can be more
easily seen with north-south plots for four different months, as shown
in Figure 18. In April and October the data is well simulated,
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Table 8. Amplitude of seasonal temperature cycle.
Latitude band Model
(1000 mb
or surface)
S + G
(surface)
(*K)
0 + R
(1000 mb)
N
(1000 mb)
(surface S
of 600S)
800 - 90*N
70* - 80*N
60* - 70*N
500 - 60*N
40* - 50*N
300 - 40*N
20* - 30*N
100 - 20*N
00 - 10*N
00 - 100S
10* - 20*S
200 - 30*S
30* - 4005
40* - 50*S
500 - 600S
60* - 70*S
70* - 80 0 S
800 - 90*S
31.1
27.8
20.4
17.6
13.0
7.9
2.1
0.8
2.3
19.6
17.9
16.5
15.0
12.2
8.9
5.9
3.0
1.1
1.5
2.8
4.6
5.8
6.8
8.3
11.0
13.7
15.6
34.6
29.1
32.3
25.6
21.0
15.3
9.5
3.5
1.2
1.7
3.1
6.2
5.9
4.3
4.6
12.8
17.8
27.2
31.8
34.3
31.6
27.7
19.7
11.9
8.1
4.4
1.6
1.8
3.1
4.7
6.5
5.9
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Figure 18. Surface temperature for four months. Data from S+G.
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except at the SP. In January, the northern mid-latitudes and polar
regions are too warm, and in July they are too cold. The SP is also
too cold in these months and its seasonal cycle is too small.
In sections 5 and 6, the heat balance will be examined to try
to explain these temperature discrepancies. But first some other
simulated components are compared to data.
3. Sea ice
Figure 19 presents the seasonal ice and snow cycles. In the SH,
the ice cycle is fairly well simulated. In the NH, the ice is calcu-
lated to be too far south, and the cycle to have too small an ampli-
tude. Also the maximum extent is too late in the year.
4. Wind
The mean winds calculated by the model are shown with the data in
Figures 20 and 21. Both the u and v components appear to be well simu-
lated in magnitude, sign and seasonal change. The calculated u
appears to be slightly too weak in the NH. It is also too weak in the
SH, but since the data are only from the oceans, they would be expec-
ted to be stronger than the zonal average, which includes land.
5. Radiation
Figure 22 shows annual zonal averages of net radiation, absorbed
solar radiation (QS) and emitted radiation (IR). The model calcula-
tions are close to the observations except at the poles where the net
radiation is much too low due to too little QS, and in the subtropics
where IR is slightly too low. Figures 23-27 show seasonal latitudinal
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analyses of net radiation, QS, IR, the total albedo and surface albedo.
Latitudinal cross sections of these fields are also shown for four
months in Figures 28-32.
Figures 23 and 28 show that the net radiation is calculated to
be too low at the poles. At the SP it is correct in April and too low
at other times. In the NH it is too low at 65*N and 75*N at all times,
but especially in July, when the pole is also much too low. At other
times and latitudes it appears to be correct. The inability of the
model to calculate warm enough summer NH temperatures may then be ex-
plained by radiational considerations. The too warm NIP winter tempera-
tures and the SP year-round temperatures may not, however, and must be
explained by inaccurate horizontal heat fluxes, inaccurate thermal
inertias, or the inability to simulate the polar surface inversion.
Heat fluxes will be discussed in the next section. The various compo-
nents of the radiational balance will now be discussed, in order to
explain the net radiation results.
QS, Figures 24 and 29, is slightly too low at both poles in
spring and much too low in summer, especially at the NP. IR, Figures
25 and 30, is too high in the winter and too low in the summer at both
poles. It is also slightly too low in the.subtropics in both hemi-
spheres during the whole year. In the summer, the too low net radiation
at the poles is due to the larger effect of QS. In the winter the IR
is too high at the poles, causing the net radiation to be too low.
Looking at the albedos helps explain the QS discrepancies. The
total albedo, Figures 26 and 31, is too high at the poles in both hemi-
spheres in the summer. It is too low in winter in the mid-latitudes.
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Part of this error is due to inaccurate surface albedo. The surface
albedo, Figures 27 and 32, is much too high at the poles in the summer
and slightly too high in the spring, with the largest discrepancies at
the NP. At all other times and places it is correct. The ice and snow
simulation of the model for the poles in the summer is therefore in
error. Either the albedos or the calculated ice and snow areas are
incorrect. The area effect would be larger in the NH, where ice and
snow areas have a larger seasonal cycle. The data and the model may,
however, be assuming the wrong albedo for snow. If a value of 0.75
were used instead of 0.80, the model would calculate total albedos at
the poles to agree with the satellite observations.
An additional source of the total albedo error is the lack of a
solar zenith angle effect in both the surface albedo and total albedo
calculations in the model. Sea surfaces (Payne, 1972) and clouds (Cess,
1976) show large zenith angle effects on their surface albedos. Land,
snow and ice also show effects, but smaller ones. The surface albedo
zenith angle discrepancies do not show up in the data of Figure 32, but
this data was based on distributions of different surface types and did
not include zenith angle effects, except for the oceans, which are also
included in the model. Lack of a seasonal cloud cycle in the model
probably also contributes to the total albedo discrepancies. The thin
atmosphere approximation in the total albedo calculation also excludes
zenith angle effects, as pointed out by Coakley and Chylek (1975). The
effects of the zenith angle errors on QS, which are approximately sym-
metric in their effects on total albedo, show up much more strongly in
the summer hemisphere, where Q is the largest.
-4-
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The IR emissions are closely related to the surface temperatures,
but also to the clouds. Using annual zonal average cloudiness obscures
the subtropical high regions, and causes less IR in these areas than
observed. The polar discrepancies are due to the too small magnitude
of the seasonal temperature cycle.
6. Horizontal heat fluxes
Figure 33 shows the annual average north-south heat fluxes by the
atmosphere and the ocean. Observations are available only for the NH.
The total model heat flux is too large in the mid-latitudes. The atmo-
spheric and oceanic fluxes are both too large. In the subtropics, the
atmospheric flux is too large, while the oceanic flux is too small,
balancing out. The uceanic flux appears to be quite poorly modeled.
This can also be seen in Figures 34-36, which give latitudinal
seasonal analyses of the fluxes. The total flux is too small at all
latitudes from October to December and too large at all other times.
Since the real atmosphere has a larger N-S temperature gradient than
the model in the fall and winter, and a smaller one in the spring and
summer, this is understandable. A large southward flux in the tropics
in the summer is not produced by the model. The calculated oceanic
fluxes do not closely resemble the data. Large subtropical and tropical
fluxes are not produced by the model.
The atmospheric fluxes are correct in November and too strong
the rest of the year. A better picture of the atmospheric flux is shown
in Figures 37-40, which show the various components of the flux for four
different months. The eddy flux of sensible heat plus potential energy
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is well-modeled in October and January, but too large in April and
July. In all months, it is too large in the tropics, but this region
is dominated by fluxes due to the mean winds. The eddy flux of latent
heat is too small in the subtropics in all months, but correct else-
where. The northward flux of sensible heat plus potential energy by
the mean wind is too large in the tropics in January and October. In
the same region, the flux of latent heat by the mean winds is slightly
too small in magnitude.
All the atmospheric fluxes appear to be well-simulated in lati-
tudinal distribution and seasonal cycle. Only the magnitudes appear to
be slightly wrong.
7. Summary
The model simulates the observed temperature fields quite well
with the following exceptions:
1) The NP summer temperatures are too cold. The albedo is also
too high resulting in too little absorbed solar radiation. This is the
result of a faulty snow and ice model which gives too much sea ice, and
either too much snow, or too high an albedo for the snow.
2) The SP is too warm year round. This is probably due to a
calculated horizontal heat transport into the SP that is too large,
combined with the inability of the model to simulate surface tempera-
ture inversions.
3) The NH and SP have seasonal temperature cycles that are too
small. This may be due to a thermal inertia for the land that is too
large, since the rest of the SH that is dominated by water has a proper
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cycle. It may also be due to the incorrect seasonal cycle of some of
the variables, due to either omission or faulty parameterization.
These include the albedo zenith angle effects mentioned previously,
ocean mixed layer depth, snow and ice albedos, and possible biological
effects. These will be discussed in more detail in section G.
The radiation fields are quite well simulated, but the omission
of an albedo zenith angle dependence is noticeable. Also, as mentioned
above, the NP summer albedo is too high. The polar albedos are too
high, which may be due to incorrect assumptions of ice and snow albedos.
The horizontal flux fields are driven by the radiation fields,
and behave as expected. The atmospheric flux components have magnitudes
that are slightly wrong. The oceanic fluxes are quite different from
the "observations", but the "observations" are derived as residuals from
radiation observations which are not perfect, and so are open to ques-
tion. Still, the model produces ocean fluxes with very little physical
understanding of them. A better parameterization could be derived empi-
rically from the data, but the physics are not well understood.
This model does at least as well at simulating the seasonal
cycle as general circulation models do (Gates and Schlesinger, 1977 and
Stone et al., 1977), and it calculates surface albedos and sea surface
temperatures which are prescribed by the GCM's. It is certainly valid,
then, to use this model to test theories of climate change, as it is
the best model available for this purpose. The quantitative results
will probably be in error, due to the model's inability to accurately
reproduce the polar seasonal cycles, and hence the proper ice-albedo
feedback, but the qualitative results will be a good indicator of the
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relative validities of the different theories of climate change.
Certainly the energy balance principle is well simulated by the model,
and this is the important determining factor for climate change.
The question might be raised as to why the model does such a
good job of reproducing the observed climate. Is it because the physi-
cal laws that produce the actual climate are well modeled, or is it
because artificial parameters were adjusted to give results that look
like the observations? By analyzing each component of the heat flux
as was done in this section it is seen that all the individual compo-
nents are well modeled, with certain shortcomings that were pointed
out. Not only do they reproduce the correct annual average values of
the flux, but they also reproduce the correct amplitude and phase of
the seasonal cycles. Because each component of the heat flux is indi-
vidually correctly modeled, the resulting temperatures are produced by
the correct physical mechanisms. Certainly parameters are used to cal-
culate the individual fluxes, but they are based on physical understand-
ing as well as observations of the individual flux components, not of
the resulting temperatures. Probably the most artificial parameter
used is b, for the mean wind. This locks the circulation regime into
the presently observed latitudinal distribution of high and low pres-
sure belts, and although the parameterization reproduces the presently
observed seasonal cycle quite well, it would not be expected to do so
for a climate much different from the present one. The answer to the
question, then, is that the model correctly simulates the present cli-
mate because the physical laws are well modeled. However, because of
the parameterizations, it would not be expected to do a good job for
-147-
climates much different from the present one. For climate changes small
compared to the seasonal cycle, such as during the last 100 years, the
model should be valid, but solutions such as the ice covered earth
should not be considered realistic with this model.
F. Parameter sensitivity
Because the model is highly parameterized, one would like to know
how sensitive it is to different values of the parameters. One would
also like to know how different parameterizations of certain processes
affect the results. In particular, I wanted to see what effects the
changes I made in Sellers' model had on the results. In this section
the above questions are addressed. The determining factors for the
model sensitivity to solar constant changes are also discussed.
1. Changing the parameters by 1 %
In order to investigate the relative effect on the model output
of changing the various parameters, I performed three experiments on
fourteen parameters. The results are listed in Table 9. All the exper-
iments were 100-year runs with the model. The model needs about 300
years in order to reach a perfectly balanced state after initial condi-
tion changes. However, more than 95 % of the resulting final change
takes place in the first 100 years for almost all the parameters. In
the first experiment, at each time step the value of the parameter was
perturbed by a random amount. The random amount was a normally distri-
buted random number with mean 0 and standard deviation equal to 1 % of
the value of the parameter. The method of calculating the random num-
bers is described in Appendix D. All parameters were perturbed with
_101
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Table 9. Parameter sensitivity - results of 100 year runs.
Parameters Perturbed with +1% -1%
Name Number SD = 1%
SD(T) AT AT AT
(0C)
Solar constant 1 0.0802 +0.141 +3.137 -4.536
IR cooling rate 1 0.0399 +0.013 -1.851 +1.250
Optical depth* 2 0.0137 +0.026 -0.557 +0.529
Cloud amount 18 0.0095 +0.022 -0.528 +0.502
Surface albedo 35 0.0071 +0.001 -0.267 +0.245
Eddy flux K , 1 0.0037 -0.004 +0.160 -0.148
Relative humidity 35 0.0032 -0.004 +0.112 -0.102
Ice area ^,,5 0.0022 +0.001 -0.092 +0.094
Snow area on land %5 0.0016 +0.007 -0.055 +0.068
Ozone emissivityi 2 0.0004 +0.001 +0.051 -0.051
Ocean flux Kw 17 0.0008 +0.001 +0.043 -0.034
CO2 amount 1 0.0002 -0.001 +0.026 -0.026Snow area on ice -'5 0.0003 +0.000 -0.011 +0.012
Wind constant b 17 0.0003 -0.000 -0.003 +0.003
None 0.00003 0.000
* i 0.01 in actual value, not 1% of value; T(clear) = 0.3, T(cloudy)
= 5.0.
t A change of 1% in emissivity = A change of 6% in ozone amount.
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the same set of random numbers. The resulting standard deviation of
the global annual average temperature (T) and change of temperature
from the beginning of the run to the end (AT) are listed in Table 9.
This will be referred to as the perturbation (P) experiment. In the
second experiment, the value of the parameters was increased by 1 % of
its value at the beginning of the run and held at this value for the
entire run. The temperature change (AT) is tabulated in the table.
The third experiment was the same as the second one, but with the value
of the parameter being lowered by 1 %. These will be referred to as
the constant change (C) experiments. Some of the parameters have dif-
ferent values for different latitude bands (cloud amount, albedo and
relative humidity), land and water (albedo), different latitude cir-
cles (ocean eddy flux constant and mean wind constant, b), different
vertical layers (ozone emissivity), cloudy and clear (optical depth)
and regions where the cover is between 0 and 1 (snow and ice area). In
each of these cases, all the values of each parameter are changed by
the same random number times 1 % of each value. In other words all the
values of each parameter are changed by the same percentage.
The results are listed in Table 9 in descending order of sensi-
tivity. The model is most sensitive to changes in the parameters which
affect the total radiation, indicating that the radiative balance is
more important in determining the climate than the horizontal heat
fluxes. Accurate parameterization of the radiation is more crucial than
that of the heat fluxes. The model is less sensitive to those parame-
ters which affect only a portion of the radiation.
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The model is most senstive to changes in the solar constant. In
fact, other runs show that a 1.3 % reduction in the solar constant will
cause the model to go into an ice covered earth. The sensitivity to
this one parameter is a means of comparing the model to other simple
climate models. Budyko (1969) required a 1.6 % reduction in the solar
constant, while Sellers (1969) required a 2.15 % reduction. Parameteri-
ations of the infrared flux and surface albedo are the most important
determining factors of the sensitivity. This subject is discussed in
more detail at the end of the next section after the effects of dif-
ferent parameterizations are determined.
All the C changes are in the expected direction for the different
parameters. For the four largest responses for C, the negative tempera-
ture response is larger than the positive temperature response. This is
due to the larger ice-albedo feedback in this direction. For the same
magnitude temperature change, a larger area of ice or snow is affected
for a negative change since this is in the equatorward direction and
due to the sphericity of the earth, the area of latitude bands increas-
es. Also the total sunlight in this direction is larger and the same
albedo change causes a larger net change of radiation.
In other experiments done with the model, whenever a parameter
was changed and then returned to its original value, the model output
always returned to the initial balanced state, indicating that the
model is transitive. One exception to this was the ice-covered earth
solution which occurred if the solar constant was reduced too much.
The ice-free earth solution, as discussed by North (1975a, 1975b)
among others, is another possible exception, but this has not been
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investigated with the model.
2. Different parameterizations
These studies were undertaken with the aim of discovering how
different parameterizations affect the model sensitivity. The changes
made in the S, S' model are investigated, as well as the effects of
eliminating the ice-albedo feedback and the seasonal cycle. The actual
sensitivity of the real world is unknown. Model studies such as this
one and observational studies such as Cess (1976) will eventually allow
realistic estimates of the sensitivity to be made.
As shown in the previous section, the model is most sensitive to
the solar constant. The sensitivity to this one parameter then pro-
vides a convenient way of comparing the different versions of the model.
It also provides a way of comparing this model to other climate models.
One measure of the sensitivity to the solar constant is the decrease
required to produce an ice covered earth. As mentioned earlier, this
model.requires a 1.3 % decrease, while Budyko (1969) required a 1.6 %
decrease and Sellers (1969) required a 2.15 % decrease. S never expli-
citly mentioned this value for his version of the model.
A better understanding of this sensitivity can be gained by per-
forming an analysis similar to that of Cess (1976). The equation for
a time average, spatial average heat balance of the globe is
SC
IR = - (1 - a) (69)
where IR is the infrared flux, SC is the solar constant, and a is the
planetary albedo. Differentiating with respect to surface temperature
".11.11 _ F Illll 1 W l il
-152-
(T5) and rearranging terms one can derive the formula for the sensiti-
vity parameter S
3T SIR
S S =s (70)oC 0 SC 3IR SC 3aa(0
3T - 4 3TSS
S divided by 100 is the number of degrees change in T for a 1 % change
in SC. For a global annual average, the sensitivity is a function of
the relative strengths of the negative infrared radiation and positive
ice-albedo feedbacks. The horizontal fluxes only affect the sensitivi-
ty through the radiative-dynamical coupling feedback, that is only
through their effects on the strengths of the radiation feedbacks. A
discussion of the calculations for this section follows, after which 6
will be evaluated.
Ten different versions of the model were considered. The results
are listed in Table 10. In each case, the IR cooling rate was adjusted
so that the global annual mean T was 14.50*C in a balanced condition
(seasonal cycles repeating exactly year after year). The solar constant
was then either increased or decreased by 1 % and held at that constant
value, and the model was run for 500 years to observe the effect on T.
A linear regression of the IR flux (IR = A.+ BT ) was performed each
month during the balanced run and the annual mean of the values so ob-
tained is also listed in the table. The reduction of variance was over
99 %, indicating that the IR flux is very close to having a linear de-
pendence on T . Budyko (1969) actually used a linear formula for IR in
his model with the values A = 199 W/m and B = 1.43 W/(m C). Values
for these parameters can also be derived from the results of Manabe and
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Table 10. Different parameterizations.
Parameterization
differences
IR
cooling
rate
(*C/day)
None
CO2 emissivity constant
No meltwater
Seasonal clouds
Seasonal sea albedo
12 time steps per year
Sellers' IR
Cotistant ice and snow
at monthly values
Constant ice and snow
at annual average values
1.50
1.50
1.50
1.50
1.51
1.49
1.59
1.50
1.51
SC+l% SC+l%
(500 year runs)
AT AT
(C)
+3.14 -4.65
+3.07
+3.20
+3.07
+3.23
+3.16
+2.48
-4.44
-4.58
-4.59
-4.89
-4.59
-3.57
+1.30 -1.30
+1.30 -1.30
1.51 +3.91 -5.21
Linear
regression of
IR = A + BTS(Ts in *C)
A B
(W/m2)(W/m 2C)
207 1.81
206
206
206
207
206
204
1.82
1.81
1.81
1.81
1.81
2.01
207 1.81
207 1.81
207 1.82No seasons
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Wetherald's (1967) detailed radiation calculations. They give A = 218
and B = 2.30 in the same units. B corresponds to -$ in equation (70).
DTS
The first six versions listed in the table, after the standard
one, correspond to changes I made in S, as discussed in section D. I
changed each one back to the way it was in S to see how much this
changed the results. The first five made little difference. Making
the CO2 emissivity constant took out the temperature feedback and made
the model slightly less sensitive. Taking out the meltwater on ice
slightly increased the ice albedos in summer and made the model slightly
more sensitive for increased SC, and less for decreased SC. Putting in
seasonal, as opposed to annual average, clouds made the model slightly
less sensitive, and putting in seasonal sea albedos made the model
slightly more sensitive. Using 12 time steps per year had little
effect on the sensitivity, but made the amplitude of the seasonal cycles
lower by about 10 % than for the 24-step run. The combined effects of
these five changes are small.
Changing the IR calculations back to the way S did them, using
clear temperatues to calculate IR in cloudy regions, required a cooling
rate of 1.59*/day, close to that used by S, to balance T at 14.5 0C. It
also made the model much less sensitive.
Assuming no ice albedo feedback, S can be calculated from the
2 3 IR_balanced model. IR = 232 W/m averaged over the globe and B = -IT
3T
2 S1.81 W/(m C) giving S = 128*C. This corresponds quite well to the
results of the next two versions which held the ice and snow areas con-
stant at their monthly and annual average values. Cess (1976) found,
studying observed seasonal and latitudinal changes, that B should equal
1N1 M Emafi".
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1.6 W/(m2 *C) and a should equal 145*C. My model comes closer to simu-
lating these observed values than does S. Both models, however, give
values within those calculated by Budyko (1969) and Manabe and
Wetherald (1967).
The large sensitivity of my model as compared to the simpler
Budyko model cannot be due to the IR formulations, as my IR model is
less sensitive. The difference must be due to the ice-albedo feedback
parameterization. The annual world average total albedo of the stan-
dard balanced model is 0.3138. After SC is raised by 1 % it is 0.3041
and after SC is lowered by 1 % it is 0.3315. Using these values and
the temperature changes, 0 can be calculated from equation (70) includ-
ing the ice-albedo feedback. For SC raised by 1 % it is 305*C and for
SC lowered by 1 % it is 440*C. The model itself gives slightly higher
sensitivity, indicating more complex interactions than in the simple
theory. Cess (1976) suggests that 6 should be 200-250*C based on the
numerical models of Wetherald and Manabe (1975) and a corrected version
of Budyko (1969). However, my model, in the absence of the ice-albedo
feedback, is less sensitive than these models, or Cess's observations.
The large sensitivity of my model must therefore be due to its strong
ice-albedo feedback. Once the surface albedo parameterization is cor-
rected and zenith angle effects are included, to give the proper sea-
sonal cycle and summertime albedo, this problem should be corrected.
The seasonal cycle could affect the sensitivity in two opposite
ways, as compared to a model such as Budyko's with an annual average.
In the summer the ice and snow line is farther north when the solar
radiation is more intense, causing less albedo feedback than in an
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annual average model. At the same time, the seasonal cycle, combined
with the lower land thermal inertia, allows the snow line to advance
much farther in the winter than it would in an annual average model,
increasing the albedo feedback. The last version of the model listed
in Table 10 is one with no seasonal cycle, using an annual average
solar flux at each time step. Although the infrared sensitivity is
the same, the no seasons version is more sensitive to SC changes.
This must be due to the lower albedo feedback in the seasonal model.
This further emphasizes the faulty albedo parameterization.
G. Suggestions for future model improvements
This model does a reasonably good job of simulating the seasonal
cycles. Still, for future studies with it, some of the discrepancies
between its climate and the real one should be corrected. This section
will discuss ways in which this could be done, and also indicate the
difficulties involved in trying to do this.
The radiative and oceanic horizontal fluxes appear to be most in
error. The atmospheric fluxes appear to be off just in magnitude.
Once the other fluxes are corrected, the feedback with the atmospheric
fluxes may produce correct atmospheric fluxes. If not, then the atmo-
spheric fluxes should be changed. Feedback may then require further
radiative and oceanic parameterization changes. But the radiative and
oceanic fluxes should be corrected first, as they appear most in error.
The first step in improving the radiative fluxes would be an
improved ice and snow area model. It should be one that is energy con-
sistent and not based solely on temperature. Perhaps a complete
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hydrologic cycle, as in Sellers (1976), could be included, but he found
sea ice areas in error. Perhaps the present model could be modified
with different constants for the Northern and Southern Hemispheres,
related to the relative ice and snow areas or with the permanent ice
caps of Greenland and Antarctica differentiated from the transient sea-
sonal ice and snow cover. The energy required for melting or freezing
should be included in the energy balance equation. The summer NH snow
extent is the most crucial feature in order to have the correct sensiti-
vity. The model is now too sensitive because this snow extent is too
large. Any small changes in it now affect a region with a very large
solar input. The correct balance between correct albedo and correct
snow extent, and their correct temperature response, must be included
in any future parameterization. Unfortunately, data to use in develop-
ing such a parameterization is very poor at present.
The zenith angle effect should be included in surface albedos.
Equation (53) could be used for the sea surface and other observational
results could be used for the other surfaces. The zenith angle effect
on total albedo should also be included. The model of Lacis and Hansen
(1974) would be a large improvement, because it explicitly includes the
zenith angle effect, and H20 and 03 effects on the transmissivity. It
requires, however, detailed assumptions about the vertical structure of
the cloudiness. These could be made from observations, but they are
very poor at present. Satellite observations in the future may allow
this to be done, however. Using constant cloud observations would eli-
minate any cloud feedbacks with the radiation field, but Cess (1976)
finds that cloud feedbacks are not important, based on present limited
Mili 11
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observations. Sellers (1976) has proposed a relationship between
fractional cloudiness and various other components of the hydrological
cycle, which could be used if a complete hydrological cycle is included.
The vertical cloud distribution would still have to be specified.
If cloudiness were better understood or predicted, improvements
would be possible in the IR calculation. Staley and Jurica (1970)
point out that their emissivities should not be used for thick layers,
because they are so temperature dependent that they would not be repre-
sentative. An IR model with more layers would solve this problem.
Cess (1976) points out that whether a fixed cloud top height (as used
in the present model) or a fixed cloud top temperature is used gives
very different IR sensitivity to surface temperatures. Which way, or
in what combination this occurs 'n nature has not been resolved, and
this problem would have to be dealt with.
Other seasonal cycles should be included in the model. The
observed change of the ocean mixed depth with season affects the ocean
thermal inertia as well as the horizontal fluxes. Biological effects,
such as the noticeable seasonal CO2 cycle in mid-latitudes and the
effects on land albedo, may be important.
The ocean flux parameterization could probably be improved by
removing the AL dependence in equation (47) and raising the eddy coef-
ficient. Present physical understanding of ocean circulation and heat
transports does not permit a more detailed calculation.
Improving the parameterizations of the model, within the context
of retaining its computer speed, presents complex problems. These in-
clude trying to simplify physical understanding, combined with limited
ii liii II, I
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observations of the important variables. Hopefully, future theoretical
and observational programs will allow this to be done. The model as
presently constituted will be used to study different theories of
climate change.
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Chapter IV. Results
The model described in Chapter III was used to test the follow-
ing theories of climate change: solar forcing; volcanic dust; anthro-
pogenic carbon dioxide, aerosols and heat; and internal causes. In
this chapter the experiments done with the model are described and the
results are reported.
A. External causes
1. Design of the experiments
For each of the five postulated external causes of climate change,
the following procedure was used. The model was run for 380 years of
simulated time starting with the year 1621. For anthropogenic forcing
the experiments were instead run for 160 years starting in 1841, since
no anthropogenic forcing occurred before then. The resulting tempera-
ture fields corresponding to the data of Mitchell (Figure 5) for five-
year averages, and Budyko and Asakura (Figure 4) for annual and five-
year averages were then compared to the actual data. The runs were 380
years long to allow the model to adjust to any imbalance imposed by the
forcing, so that by the time the results were compared to the data,
starting in 1840-1880 for the different data collections, there was no
trend in the data caused by the initial conditions.
The model was forced by changing the external conditions in ac-
cordance with the various climate change theories. To test solar forc-
ing, two runs were tried forcing the solar constant according to the
NUNN I OW NOWN."
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theory of Kondratyev and Nikolsky (K+N):
SC = 1.903 + 0.011 W.5 -0.0006 W ly/min (71)
where SC is the solar constant and W is the Wolf sunspot number. In
one run W was set at the annual average observed values each year,
changing linearly from one year to the next at each time step. In the
other run, W was set at the monthly average values for years after
1750, which is when these data are available.
Other possible simple relationships between SC and W were also
tried, namely:
SC = A + B W (72)
and SC = A + B T. 5  (73)
with A = 1.925 ly/min, B = 0.0003 in (72) and B = 0.002 in (73) in order
to make SC ~ 1.94 during the past century when the average W was '50.
Not knowing whether sunspots actually increase or decrease SC, a run
was also tried with A = 1.955 and B = -0.0003 in (72). The magnitude
of the W effect on SC was chosen so as to give a large enough signal in
the T response to notice, but not so large as to make the model unsta-
ble. The linear relationship (72) was run for three different sets of
W - monthly average, annual average, and with the sunspot cycle smoothed
out (see Figure 7) according to Eddy's suggestion. Since the smoothed
data set gave the only reasonable output, since the 11-year cycles pro-
duced by the other data are not observed, it was used for relationship
(73) and for (72) with B negative.
-162-
The volcanic dust theory was tested in two runs, one using the
data of Lamb (Table 2) and one using the data of Mitchell (Table 3).
In both cases the volcanic dust was simulated by reducing the solar
constant by an amount proportional to the dust veil index, calibrated
by assuming the Agung dust (DVI = 160) produced a 0.5 % decrease in
SC, following Schneider and Mass (1975). In both cases, the non-
volcanic SC was set to 1.945 at the beginning of the run to make the
average SC ~ 1.94 and avoid any trend associated with imbalanced
initial conditions.
Anthropogenic effects were simulated in three runs. Carbon diox-
ide was changed according to Broecker's data (Figure 10) in the first
one. In the second one, aerosols were simulated by increasing the op-
tical depth (T in equations (51) and (52)) by an amount proportional to
the excess anthropogenic CO2 with the distribution shown in Table 4.
It was calibrated by assuming that in the most polluted grid area, the
excess aerosol was equal to 20 % of the natural level in 1972. In the
third run, heat was simulated with the same time dependence as carbon
dioxide and aerosols, with the latitudinal distribution shown in Table
4, and calibrated by assuming the total anthropogenic heat input to be
8 x 1012 W in 1972.
The 12 runs described above are listed in Table 11.
The model results were plotted against the data for all nine of
Mitchell's sets of five-year averaged temperatures, and annual and five-
year averaged Budyko and Asakura temperature. It is not possible to
present 11 graphs for each run, so representative ones are presented
for some runs, and a complete set is presented for the best simulation.
**EhEhhIIiiII,,,,.
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Table 11. List of simulation runs, correlations with Budyko-Asakura
data.
Data
M = Monthly
A = Annual
S = Smoothed
A B Correlation
coefficients of
results with
Budyko- Asakura
data
5 year 1 year
average average
K + N
K + N
(72)
i"
i
(73)
(72)
Volcanoes
i
Anthropogenic
(1841-2000)
i
M ~
Lamb
Mitchell
CO 20
Aerosols
Heat
1.925 0.0003
i "
"t i
" 0.002
1.955 -0.0003
Run
No.
Theory
0.29
0.32
0.18
0.17
0.18
0.20
-0.21
0.88
0.92
0.61
-0.63
0.63
0.12
0.05
0.10
0.10
0.07
0.08
-0.10
0.75
0.77
0.42
-0.44
0.44
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Table 12. Correlation coefficients of 5 year average results of
simulation runs with Mitchell's data. W = winter, A = annual.
Run
No.
00-80*N 00-60*N 00-60*S 40-70*N
W A W A W A W A
0.19
0.22
0.19
0.19
0.21
0.22
-0.26
0.95
0.94
0.84
-0.86
0.86
0.32
0.35
0.25
0.25
0.25
0.26
-0.27
0.89
0.90
0.66
-0.67
0.67
-0.06
-0.03
0.02
0.02
0.06
0.06
-0.11
0.95
0.86
0.82
-0.83
0.83
0.21
0.24
0.14
0.14
0.17
0.18
-0.21
0.89
0.88
0.78
-0.80
0.80
0.05
0.07
0.05
0.05
0.06
0.07
-0.09
0.81
0.77
0.61
-0.61
0.61
0.09
0.11
0.09
0.09
0.08
0.10
-0.13
0.86
0.80
0.71
-0.71
0.71
-0.12
-0.11
-0.08
-0.09
-0.08
-0.06
0.03
0.82
0.72
0.82
-0.84
0.84
-0.21
-0.19
-0.18
-0.18
-0.18
-0.16
0.14
0.76
0.67
0.76
-0.78
0.78
30*N-300 S
A
0.22
0.24
0.10
0.10
0.08
0.10
-0.12
0.82
0.77
0.67
-0.68
0.68
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Correlation coefficients between the model output and the data
were also calculated. These are shown in Tables 11 and 12 for all the
runs. This method of comparison was used because it does not depend
on the relative magnitudes of the model output and the data. Because
the sensitivity of the model is questionable, as discussed in Chapter
III, it would not be expected to give perfect quantitative responses to
different climate forcings. Still, reasonable responses would be expec-
ted, since all the forcings used, except equations (72) and (73), are
based on the observed magnitudes of the forcings.
2. Solar forcing
None of the solar forcing runs produced results resembling the
observational data. The correlation coefficients for all the data sets
were low. There was little difference in the results between using
monthly or annually averaged sunspot data (see Tables 11 and 12 and
Figure 41). The thermal inertia of the model was high enough to inte-
grate the variable monthly forcing. Using smoothed data also made no
difference in the resulting correlations with the observations, but
gave different looking temperature series. The monthly and annually
averaged runs gave results with very evident sunspot cycles, which were
missing from the observed data. Run 6, using formula (73), gave results
almost identical to the other runs. Run 7, with a negative effect of
- sunspots on the solar constant, also gave very low correlations with
the observed data. Solar forcing alone, therefore, cannot explain the
past observed climate change.
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Figure 41. Results of solar forcing runs (1-7) compared to Budyko-
Asakura annual average data for 1881-1968.
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3. Volcanic dust
Both volcanic dust runs produced results resembling the observa-
tions. Figure 42 compares the 0*-80*N annual data of Mitchell with both
results and Figure 43 presents all the other data fields compared to
the results of run 9, forced by Mitchell's volcanic data. Although
the Mitchell run produced slightly lower correlations than the Lamb run
(run 8), the results include the temperature drop after the 1940's,
forced by volcanoes that Lamb did not include.
The best results are those for the entire Northern Hemisphere -
Budyko and Asakura, and Mitchell 0*-80*N. This is understandable, since
the volcanic dust data was NH average data. Forcing with the correct
latitudinal dependence would probably give equally good results for all
the fields. The worst results are for 40*-70*N which presumably is the
best of the data records, with the longest record and the highest sta-
tion density. The worst agreement is for the period before 1880, where
the model results have the temperature increasing sharply and the data
has the temperature relatively constant. I think this is because the
data is in error. There are very few stations used for this portion of
the data and Mitchell admits that they may not be enough to be repre-
sentative (personal communication). Furthermore, two other available
records (Figures 3b and 3c) show a rising temperature during this peri-
od, closely resembling the model results, and not Mitchell's data.
Without this discrepancy, the 40*-70*N results would be as good as the
others.
The difference between the winter and annual temperature records
observed by Mitchell were not reproduced by the model. For the NH, the
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Figure 42. Results of volcanic dust simulation runs (8-9) compared
to Mitchell-Reitan 0*-80*N annual five-year average data for 1870-
1969.
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Figure 43. Results of Mitchell volcanic dust simulation run (9) compared
with observations of Mitchell-Reitan for five year periods and Budyko-
Asakura for one and five year periods.
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model results more closely resembled the winter records rather than the
annual ones. This failure of the model can probably be explained by its
inaccurate albe'o simulation which resulted in a faulty seasonal cycle.
Once this flaw is corrected, the model will hopefully reproduce the
seasonally differentiated climate response found by Mitchell.
The magnitude of the model response quite closely resembles the
observations, except in the tropics and the Southern Hemisphere, but the
volcanic data were not adjusted for these regions. In Figure 43, of the
annually averaged results, two other inaccuracies can be seen. The mag-
nitude of the temperature drop after the 1940's peak is slightly too
low, while the rise before the 1940's is slightly too high. This could
be due to inaccuracies in the model sensitivity or in the volcanic data
or to other forcings. It can also be seen that the model results are
much less noisy than the data.
Volcanic dust, therefore, seems to have been an important cause
of climate change during the past 100 years. The general shape of the
observations is very well simulated, but not the details. This is due
to several causes. First, there are inaccuracies in the model, the
past temperature record and in the volcanic data. The most serious of
these is that the volcanic data is averaged for the entire NH, and Cadle
et al. (1976) have shown that volcanic dust in the stratosphere is
confined to smaller latitudinal regions (see Figures 8 and 9). Better,
latitude-dependent volcanic forcing would probably produce equally good
agreement in all latitude bands. Second, the observational data is
much noisier than the model output. This noise can be simulated as due
to the natural variability of the system and is discussed in section B.
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of this chapter. Also, anthropogenic effects may have been important.
These are discussed in the next section.
4. Anthropogenic effects
Three runs were made testing anthropogenic effects of CO2, aero-
sols and heat. The 0*-80*N results are shown in Figure 44. The corre-
lation coefficients with the observations are shown in Tables 11 and 12,
and the resulting temperature changes are shown in Table 13 for three
different years.
Both CO2 and heat produced warming, with the CO2 effect being
almost an order of magnitude larger than the heat effect. Aerosols
produced cooling, but the magnitude, and even the sign of this effect,
are open to much question due to our incomplete knowledge of the physi-
cal and chemical processes involved, as discussed in Chapter II.
CO2 produced a slightly larger effect in the NH than in the SH,
due to the larger percentage of land in the NH. This results in less
thermal inertia and a larger snow-albedo feedback, both contributing to
the larger sensitivity. Both aerosols and heat produced an even larger
hemispheric difference, due to the additional fact that their forcing
is much stronger in the NH. The response in the region 40*-70*N is even
larger than the NH response. This is because this region has a high
percentage of land and it is near the pole, which is more sensitive to
climatic change than the hemispheric average. This geographic distribu-
tion of response is discussed in section C. It is also in agreement
with Mitchell's data, which shows a larger climatic change in this
region than in the whole NH.
NNOWN !dPiP1PPWWW MY . -
-175-
1.0
0.5 k
A T
(*K)
-0.51
CO CD O _ 0 00)0M
- RUN 12
Figure 44. Results of anthropogenic forcing simulation runs (10-12)
compared to 0*-80*N annual Mitchell-Reitan five-year average data for
1870-1969.
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Table 13. Results of anthropogenic simulation runs. Annual average
temperature change from 1880 values.
WORLD NH SH 400-70*N
AT (*C)
1960
CO2  +0.119 +0.130 +0.110 +0.173
AEROSOLS 
-0.112 -0.137 -0.085 -0.186
HEAT +0.014 +0.019 +0.010 +0.026
1980
C02  +0.221 +0.238 +0.205 +0.312
AEROSOLS -0.207 -0.256 -0.157 
-0.345
HEAT +0.026 +0.035 +0.019 +0.050
2000
CO2  +0.423 +0.442 +0.404 +0.572
AEROSOLS 
-0.408 -0.507 -0.309 -0.687
HEAT +0.055 +0.072 +0.037 +0.106
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One could sum the anthropogenic effects for each region, which
would show almost no effect in the NH and warming in the SH. Drawing
conclusions from this exercise would not be meaningful, however, due
to our lack of understanding of the aerosol effect.
All the effects almost double every 20 years. They are not of
sufficient magnitude to have much effect on the observational records,
which end about 1960, but will have a very measurable effect in the near
future.
The relative magnitudes of the effects may change in the future
due to changing human pollution policies. Restrictions on particulate
pollution, and anticipated measures against sulfate aerosols will lessen
the effects of industrial aerosols. Increased dependence on nuclear
energy would increase the ratio of heat to CO2 effect, while an in-
creased dependence on coal would not.
It can be seen in Tables 11 and 12 that the anthropogenic runs
produce large positive and negative correlations with the observations
that might be interpreted as significant. In fact the aerosol and heat
runs produce identical values with opposite signs due to the almost
identical latitudinal and temporal distribution of their forcings, but
opposite effects. The reason for the high correlations is that the
observations have an upward linear trend, and the smooth rising or
falling temperatures produced by the anthropogenic forcings produce high
correlations. Because the magnitudes of the effects are small, and may
cancel, it cannot be concluded that these high correlations show that
man has produced climate change.
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Anthropogenic effects, therefore, have had a small effect up to
the present on climate change, but will be important in the near future.
The total effect is not known due to our inadequate understanding of
the effect of aerosols. The model shows a net anthropogenic warming
effect in the SH, with no effect in the NH, but a slight change in the
assumptions about the aerosols could produce large warming or cooling
effects.
B. Internal causes
1. Design of the experiments
The model in the balanced state exactly reproduces the seasonal
cycle of all the variables year after year and produces a constant
annual average temperature. In order to simulate the natural variabi-
lity observed in the atmosphere, random perturbations of the eddy flux
of sensible heat are introduced in the model. The resulting tempera-
ture record is then compared to observations, to see whether the result-
ing variations are of a magnitude that could be interpreted as climate
change.
Without perturbations, the eddy sensible heat flux can be
expressed as
Q'T' = -K -- (73)
Dy
3T
where K = C' I
The double bar indicating a 1-2-1 smoothing. With perturbations, the
flux is expressed as
-WI M iii,,11'1
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aT
v'T' = -K -- + R (74)
ay
- - 2
where R' = B --
D y
k = latitude index
B = /70 (BA 2 + 4B + 6B + 4BZ + 1 + BY + 2)
Each B is a random normally distributed number with mean 0 and standard
deviation equal to a given percentage of C'. For these experiments
0.4 C' was chosen because it gave the largest magnitude for the standard
deviation of the atmospheric eddy heat flux without numerical instabi-
lity for a first-order Markov process. The procedure for calculating
the random numbers is described in Appendix 1. The 1-4-6-4-1 smoothing
applied to B simulates the observed latitudinal extent of baroclinic
eddies. The /70 factor keeps the expected value of the standard devi-
ation of B the same as that of B. Making the perturbations proportional
to the temperature gradient squared makes them strongest in the mid-
latitudes, and in the winter, both in agreement with the observations
of Oort and VonderHaar (1976). For a zero-order Markov process, R = R'.
For a first-order Markov process, RN = a RN - 1 + R', where N refers
to the time step. Since the model time step is about 15 days, and
McGuirk and Reiter (1976) found flux oscillations with periods of about
24 days, they were simulated as a first-order Markov process. The con-
stant a was chosen to be 0.5. Runs using a zero-order Markov process
and the same set of random perturbations gave almost the same tempera-
ture perturbations, but with a smaller magnitude.
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2. Results
Three 100-year runs were made as described in the previous sec-
tion, with three different sets of random numbers, starting from
balanced initial conditions. In these runs, the eddy perturbations were
simulated as a first-order Markov process, with the standard deviation
of B = 0.4 C' and a = 0.5. Each of these runs was then extended for
another 100 years. These additional runs may be looked at as indepen-
dent 100 year runs, or extensions of the initial runs. Three other runs
were done, using the same set of random numbers as one of the first
100-year runs, to test the sensitivity to parameterizations. In one of
these, the perturbations were treated as a zero-order Markov process.
In another, the standard deviation of B was set equal to 0.2 C'. In
the final one, Sellers' IR scheme was used, to see the response of a
system with a different sensitivity. These runs are summarized in
Table 14, and the resulting world, NH and SH temperature records are
shown in Figures 45-48.
For each run, the standard deviation of the annual average atmo-
spheric energy flux was calculated for comparison to the data of
VonderHaar and Oort (1973), shown in Table 5. They found an average
standard deviation of 9.9 % for the portion of the globe that was
covered by their data. They originally attributed all of this varia-
tion to observational error, but now think that most of it is due to
actual atmospheric variability (Oort, personal communication). The
computed standard deviations are shown in Table 14. The average stan-
dard deviation of the six similar runs is about 7.7 %. This is within
the observation limit of Oort, but may be off by 2 or 3 %.
Table 14. Results of 100 year atmospheric eddy perturbation runs.
Run No. 1 2 3 4 5 6 7 8 9
No 19 1088955923 3 -1184365053 11 -47704565 19 19 19
Note: Starting Starting Starting Sellers' Zero SD of
from end from end of from end IR order flux =
of #1 #3 of #5 Markov 0.2 C'
Standard deviation of:
Atmospheric 7.35 7.73 8.08 8.28 6.86 7.99 7.37 3.73 3.53
energy flux(% of total) 07
WORLD T 0.152 0.260 0.228 0.207 0.171 0.191 0.137 0.074 0.074
WORLD T* 0.152 0.252 0.153 0.203 0.168 0.191 0.137 0.072 0.071
NH T 0.271 0.424 0.336 0.352 0.384 0.361 0.249 0.125 0.120
NH T* 0.261 0.423 0.273 0.350 0.379 0.361 0.235 0.124 0.119
SH T 0.200 0.292 0.264 0.245 0.186 0.179 0.174 0.100 0.108
SH T* 0.178 0.272 0.222 0.211 0.185 0.174 0.160 0.087 0.089
(*K)
with linear trend removed
No is initial number for random number generator.
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Figure 45. World average temperature from internal forcing runs (1-6).
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Figure 46. Northern Hemisphere temperature from internal forcing runs (1-6).
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Figure 47. Southern Hemisphere temperature from internal forcing runs (1-6).
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Figure 48. Northern Hemisphere temperature from internal forcing runs
(1,7-9) compared to Budyko-Asakura data.
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For each run, the standard deviations of the resulting annual
average world, NH and SH temperature fields were also calculated and
are shown in Table 14. Because some of the fields had a linear trend
which added to the standard deviation, this linear trend was subtracted
out, and the standard deviations were recalculated. They are also
shown in Table 14. These results are compared to the standard devia-
tion of the Budyko-Asakura NH temperature record, which is 0.22*K for
the raw data, and 0.18*K with the linear trend removed.
The six similar runs produced NH standard deivations larger than
observations, with a mean of about 0.35*K. The zero-order Markov run
and the run with half the standard deviation of the forcing both pro-
duced standard deviations of the atmospheric energy flux and the temper-
ature that were about half those of the standard run. The run using
Sellers' IR scheme had virtually the same flux deviation, but the
standard deviation of the temperature was about 10 % lower.
These results are not incompatible with the conclusion that the
variability of the annual mean temperature can be explained by the for-
cing due to random unstable atmospheric eddies. If the strength of the
forcing were lowered to a standard deviation of the flux of about 4.4 %,
then this model would give NH temperature standard deviations equal to
the observations. This value of the flux deviation is within the ob-
servations of Oort, although maybe too low. Changes in the model might,
however, lower the sensitivity and allow a higher flux deviation to pro-
duce the same temperature deviation. As shown in Chapter III, the
model itself may be too sensitive. The run with Sellers' IR shows that
if the model were less sensitive, the same flux deviation would produce
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a lower temperature deviation.
The temperature graphs from these runs show that not only is
"noise" about a mean produced by the random eddy perturbations but
also large excursions of the temperature. Even if the temperature
response is scaled down so that the standard deviations are the same
as the observations, NH temperature excursions of 0.5*K occur in one
year. The temperature may remain relatively constant for up to ten
years and then shift to a value 0.5*K different and stay at that value
for several years. Rapid shifts year after year also occur. Long-term
trends are also produced. In fact, with no external forcing, internal
variations of the observed magnitude produce NH temperature fluctuations
as large as those observed for the past 100 years!
.C. Geographical sensitivity
Certain regions of the globe are more sensitive to climate change
than others, both in observations and in the model results. This is
due mainly to thermal inertia differences for different surface compo-
sition, namely that the oceans have a much larger thermal inertia than
land or ice. Snow has virtually the same thermal inertia as land or ice
and so the snow-albedo feedback does not affect the sensitivity through
thermal inertia. However, the radiative effects of this feedback act
to make regions where it is occurring more sensitive than other regions.
To summarize, land and ice regions are more sensitive than ocean due to
their lower thermal inertia. The additional effects of snow-albedo
feedback make regions with a large portion of land even more sensitive.
This feedback has a much smaller effect on ice because of the smaller
MIN"
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albedo difference between ice and snow.
The above mechanisms work to make the NH more sensitive than the
SH, and this was found to be the case in all the simulation experiments,
both external and internal. These mechanisms also work to make the
polar regions more sensitive than the tropics. Table 15 shows the lati-
tudinal distribution of the temperature response from lowering the solar
constant by 1 %, after 500 years. The response is typical of all the
other experiments, and shows the polar regions approximately twice as
sensitive as the tropics. This response can also be seen in Mitchell's
data, Figure 5.
I I W INOWN
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Table 15. Latitudinal distribution of temperature response to lowering
SC by 1%, after 500 years.
Latitude band . AT0
(*K)
80* - 90*N -6.72
70* - 80*N -6.87
600 - 70*N -6.99
50* - 60*N -6.56
40* - 50 0N- -5.36
30* - 40*N -4.49
200 - 30*N -4.02
100 - 20*N -3.82
00 - 10*N -3.77
0* - 100 S -3.77
100 - 200 S -3.75
200 - 30*S -3.86
30* - 400S -4.24
40* - 50*S -4z84
50* - 600S -5.80
60* - 70*S -6.12
70* - 800S -6.05
800 - 90*S -5.80
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Chapter V. Conclusions
The following conclusions, some of which have been proposed
before, are supported as a result of the work in this thesis:
The climate system is very complex, involving interactions
many different time and space scales. It is a multi-disciplinary
ject, requiring the study and understanding of:
* thermodynamics, including water in all its three phases
transformations between the phases
- radiation, including solar and terrestrial, and all the
spheric interactions with both types at all levels due t
gases, aerosols and clouds
- dynamics of the atmosphere, including the stratosphere a
the general circulation and its variability
" dynamics of the ocean, including variation of the depth
the mixed layer, eddy fluxes, deep currents and salinity
effects
- predictability and statistics
- ice dynamics, including glaciology
- aerosol chemistry
* solar physics
- volcanology
- orbital mechanics
- continental drift
on
sub-
and
atmo-
o
nd
of
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There are many sources of error in the observational record of
the past 100 years. The magnitude of the errors is unknown.
The model used in this thesis does a good job of simulating the
seasonal cycle, with a few exceptions. After a few of the parameteri-
zations are improved, this type of highly-parameterized simple climate
model will be of great use in studying the climate. In particular,
the ice and snow model, zenith angle albedo effects and the ocean flux
should be improved before .more studies are done.
An accurate record of sunspots exists back to 1750 and can be
extended fairly accurately back to 1610. The magnitude and time varia-
tion of the solar flux, and its relationship to sunspots, are unknown.
Ozone may provide a mechanism through which the ultraviolet radiation,
wh.ch is related to the sunspot cycle, may influence the total radiation
reaching the surface. The magnitude of this effect is unknown. Model
experiments do not support this theory, however.
Volcanic dust is probably an important cause of climate change,
blocking solar radiation and causing cooling. Effects are limited in
latitudinal and temporal extent. Unfortunately an adequate chronology
of latitudinal extent of stratospheric dust loading does not exist,
but it may be possible to construct one for the past 100 years. Model
results show that a large part of the past observed variations are
explained by this theory.
Anthropogenic carbon dioxide heats the atmosphere, but the mag-
nitude of the effect is not well known. Model results show that the
effect is small now, but may become larger in the near future.
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Anthropogenic heat has a much smaller effect than carbon dioxide,
according to the model. If there is a rapid shift to nuclear power,
this relationship will change.
The effect of anthropogenic aerosols is not clear due to inade-
quate understanding of their physical and chemical interactions with
the rest of the system. Further study of their chemical composition
and distribution, and then their radiative properties, will, in conjunc-
tion with detailed radiation models, allow their effect to be much
better understood soon. Model results, which must be considered specu-
lative, show a cooling effect of amplitude equivalent to carbon dioxide
heating. Anti-pollution measures will lessen this effect in the future.
The natural variability of the atmosphere, through short-term
variations in the dynamical fluxes, and possibly also in the radiative
transmittance of the atmosphere, produces long-term variations in the
climate which cannot be predicted. The magnitudes of both the short-
term variability, and the long-term effects are not well known, but
model results show that the climate change produced may be larger than
all but the volcanic dust effect on 100-year time scales, and that, in
combination with volcanic dust, may explain the climate change of the
past 100 years.
Globally forced climate change is amplified at the poles, espe-
cially in the Northern Hemisphere. The Northern Hemisphere is more
sensitive than the Southern, and land areas are more sensitive than
oceans.
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Appendix A. Derivation of geopotential height equation (21)
Assume a hydrostatic atmosphere:
Introduce the gas law:
-P 3
Assume horizontal uniformity:
P
Introduce equation (13) and integrate from the surface to a given
geopotential height h at pressure p:
j c O
0 ,
+
T
P0]
which is equation (21).
Rj
13
Ra T) 'T.
h - 3 [ ( --T; - '. , P P
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Appendix B. Derivations of a coefficients, equations (24)-(34)
For aG, start with equation (3):
P.GS
Let s = c T, and introduce (13):
( 0 p T Cl fo (FL-
Let s = gh, and introduce (21):
Jr.
d p
= I (- i l)
P.
T~o
TO~ 9
(2S-)
Let s = Lq, and introduce (16):
pq 41 dp
YTP. I
0 Tt
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For a , start with equation (4):
A~S
Let s = Lq, and introduce (14) and (16):
a.'
t
00 T,
~ i - e . P 6 LY
Oaq P I-x I+ p
0 - +. i--+
Pe
0
Let s = c T, and introduce (14), (22) and
(2.6)
I - 5 ?, Id? Iz --- K Ao P. L
(-2?)
vo
(23) :
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C)i: -p li~ Pi ~a,
Y 0
l p 
.
--- l (f p - p-
S+-). +$) j
1A ~
Let s = gh, and introduce (14) and (21):
S r.- -?
I TyTCP
(from (22) and (23):
__ __
-1A Tb
P. )7
r4F/ )
0
(2%)
) t )-
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For a , start with equation (6):
V, S c '- s *
Let s = c T, and
Fp
introduce (13) and (15):
(-2.? 1Iyl)la,
I, TT (30o)
- -L
5
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Let s = Lq, and introduce (15) and (16):
01
St4 p f P
OLI
Ijto, ) (7, - I)
(2:L~:)
p.
aft)
Vfo ,
Let s = gh, and introduce (15) and (21):
0P 0
4
(Z.~
- ,~cr.
V.
5
P-b
~jz-
For aE, start with equation (7):
~ 5 ~ 5 Ret sP.
4~p
(3))
rt f (.p
0 f
(-Ii)'
aftf~ = 2&PI - O.5 C-3-2)
b(. 40 (2Z+ J')
v 'pe Pr
i. [ ( T-b
f
J, 4- -L P 0
3
FPO
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Let s = T, and introduce (13):
py ( 1)
0
Let s = Lq, and introduce (16):
e 
II
Elb"I"l,
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Appendix C. IR model
This appendix describes how the fourth powers of the layer temper-
atures, TAl and TA2, are calculated. They are calculated separately for
no cloud and cloudy conditions and used in equations (59) and (60) to
determine the IR flux from each grid area.
The known quantities are the surface temperature, T , surface
s
emissivity, C0, layer emissivities, C and 2, and a specified cooling
rate, H. The model consists of two layers, 1 and 2, as shown in Figures
49 and 50 for no cloud and cloudy conditions. The appropriate heat flux
equation for each layer is
-
cr (Cl)
Make the hydrostatic assumption:
so that (Cl) becomes
C.!
This can be written in finite difference form
IF 1
F 2  3TA2 S2
F5 F TAl 1
77,77,7 '~
TS o0
IR model with no clouds.
t6
F F A2 T 2 '2 T c0O0mb
8C F
Al 1
771-7 4 /1/ /;- -11771 P0
F 9 F10 Ts
Y = 0.5 + 5A2)
c =1C
Figure 50. IR model with clouds.
A
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Figure 49.
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C FaT
Given is: - - ,so that
. _ F, F_ , (c2)
for each layer i.
1. No cloud (NC) case
The vertical fluxes for the no cloud case are shown in Figure 49.
They are introduced into (C2) for each layer, so that
3F -F - F
-- _ _ _ _ _ _ _ _ (C3)
Cr 500 I,
SF - F - F, +F
SP. - 500 mb (C4)
where
F 2. 32
Fc e, , 0 Fz
-o~E0T
- a ~TS
- 4
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(C3) and (C4) are then 2 equations with 2 unknowns and are solved
simultaneously for TAlNC and TA2NC
2. Cloudy (C) case
The vertical fluxes for the cloudy case are shown in Figure 50.
They are introduced into (C2) fcr each layer, so that:
12
1II~
C
Cr
FF, =
(C5)
- F,- F
5,00 i,
-F -F, + F
p. - 5 s-4o b (C6)
= 0 .o ( T)
7-19 t - EI) Fg
F1~
F3
F,
where
= T El
= o E Y
a- Cl
F1o
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+ ( - E.) F,
-
4+ ( I- cl.) F,
(C5) and (C6) are then 2 equations with 2 unknowns and are solved
simultaneously for T and TTAl YA2
E
- qI
Thi
- a- C I
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Appendix D. Random number generator
Pseudo-random numbers with a normal distribution, mean 0 and
standard deviation 1 are generated by the following simple procedure.
An initial integer N is chosen. All the following random integers are
determined by N = 125 N. . Since the IBM computer has 32 bit words,
and overflow does not produce an error, this procedure generates num-
~31 +31bers with a uniform distribution from -2 to +2. They are then
divided by 231 to give N., with a uniform distribution from -1 to 1,
1
and a standard deviation of /13. A random number with approximately
a normal distribution with mean 0 and standard deviation 1, N", is
then formed by
N" ~ A-
so that
g I
Each time this is repeated, N is chosen as N12 from the previous cal-
culation.
N'' is multiplied by the chosen standard deviation of the para-
meter to which it is to be added to make it the appropriate magnitude.
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