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EXISTENCE DE NORMES INVARIANTES POUR GL2
MARCO DE IESO
Abstract. In [9] Breuil et Schneider formulated a conjecture on the equivalence of the
existence of invariant norms on certain locally algebraic representations of GLd(F ) and the
existence of certain de Rham representations of Gal(Qp/F ), where F is a finite extension of
Qp. In this paper we prove that in the case d = 2 and under some conditions, the existence
of certains admissible filtrations implies the existence of invariant norms.
Re´sume´. Dans [9] Breuil et Schneider formulent une conjecture sur l’equivalence entre
l’existence de normes invariantes sur certaines repre´sentations localement alge´briques de
GLd(F ) et l’existence de certaines repre´sentations de de Rham de Gal(Qp/F ), ou` F est
une extension finie de Qp. Dans ce papier nous montrons que dans le cas d = 2 et sous
certaines conditions, l’existence de certaines filtrations admissibles implique l’existence de
normes invariantes.
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1. Introduction, notations et e´nonce´ des re´sultats
1.1. Introduction. Soit p un nombre premier et F une extension finie de Qp. Cet article
s’inscrit dans le cadre du programme de Langlands local p-adique, qui a pour objet de relier
certaines repre´sentations p-adiques continues de dimension d de Gal(Qp/F ) avec certaines
repre´sentations de GLd(F ).
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Si F = Qp et d = 2 alors tout est essentiellement bien compris : on dispose a` pre´sent d’une
correspondance V 7→ Π(V ) ([10], [21]) associant a` une E-repre´sentation V de Gal(Qp/Qp),
de dimension 2, une repre´sentation unitaire admissible de GL2(Qp). Cette correspondance est
compatible avec la correspondance de Langlands locale classique et avec la cohomologie e´tale
comple´te´e ([18]).
Les autres cas s’annoncent beaucoup plus de´licats. En particulier, Breuil et Schneider ont
formule´ dans [9] une conjecture (ge´neralisant une conjecture ante´rieure de Schneider et Teitel-
baum [24]) qui laisse entrevoir un lien profond entre la cate´gorie des repre´sentations continues
de Gal(Qp/Qp) de dimension d et qui sont de de Rham, et certaines repre´sentations locale-
ment alge´briques de GLd(F ). L’ide´e a` l’origine de cette conjecture est la suivante. D’apre`s
la the´orie de Colmez et Fontaine ([11]) on sait qu’une repre´sentation de de Rham peut eˆtre
de´crite par un espace vectoriel muni d’une action du groupe de Weil-Deligne de F et d’une fil-
tration, les deux e´tant relie´s par une relation appele´e faible admissibilite´. A` cet objet on peut
associer une repre´sentation lisse π de GLd(F ) par la correspondance de Langlands modifie´e.
D’autre part, les poids de Hodge-Tate de la filtration permettent de construire une repre´-
sentation alge´brique irre´ductible de GLd(F ) que l’on de´signe par ρ. La conjecture de Breuil
et Schndeider dit alors essentiellement que l’existence d’une filtration faiblement admissible
devrait eˆtre e´quivalente a` l’existence d’une norme sur la repre´sentation localement alge´brique
ρ⊗π. Mentionnons que des re´sultats partiels ont e´te´ obtenus par Hu ([19]) et Sorensen ([27]).
Dans cet article nous explorons le cas particulier ou` F est une extension finie quelconque
de Qp, d = 2 et la repre´sentation galoisienne de de´part est cristalline. Avec, de plus, des
hypothe`ses techniques supple´mentaires sur les poids de la filtration nous donnons une re´ponse
positive a` cette conjecture. Les techniques que nous employons pour de´montrer ce re´sultat
sont classiques ([6]).
1.2. Notations. Soit p un nombre premier. On fixe une cloˆture alge´brique Qp de Qp et une
extension finie F de Qp contenue dans Qp. On note OF l’anneau des entiers de F , pF son ide´al
maximal et kF = OF /pF son corps re´siduel. On note f = [kF : Fp], q = p
f et e l’indice de
ramification de F sur Qp, de sorte que [F : Qp] = ef et kF ≃ Fq. On note F0 = Frac(W (Fq))
le sous-corps non-ramifie´ maximal de F et ϕ0 le Frobenius sur F0. On note Gal(Qp/F ) le
groupe de Galois de F et W (Qp/F ) son groupe de Weil. La the´orie du corps de classes local
fournit une application rec : W (Qp/F )
ab → F× que l’on normalise en de´cidant d’envoyer les
Frobenius arithme´tique sur les inverses des uniformisantes.
On fixe une uniformisante̟F ∈ pF et on note valF la valuation p-adique sur Qp normalise´e
par valF (p) = [F : Qp]. Si x ∈ Qp on pose |x| = p
−valF (x). Si λ ∈ kF alors [λ] de´signe le
repre´sentant de Teichmu¨ller de λ dans OF . Si µ ∈ E
× on note nr(µ) : F× → E× le caracte`re
de´fini par x 7→ µvalF (x).
On de´signe par G le groupe GL2(F ), par K le groupe GL2(OF ) qui est, a` conjugaison
pre`s, l’unique sous-groupe compact maximal de G, par I le sous-groupe d’Iwahori de K et
par I(1) son pro-p-Iwahori. L’application de reduction modulo pF induit un homomorphisme
surjectif :
red : K −→ GL2(kF ).
On rappelle que I est l’ensemble des e´le´ments de K dont la re´duction modulo pF est une
matrice triangulaire supe´rieure et que I(1) est le sous-groupe des e´le´ments de I dont la
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re´duction modulo pF est une matrice unipotente. On de´signe par Z ≃ F
× le centre de G et
par P le sous-groupe de Borel forme´ des matrices triangulaires supe´rieures de G. On note :
α =
[
1 0
0 ̟F
]
, w =
[
0 1
1 0
]
, β = αw =
[
0 1
̟F 0
]
et, si λ ∈ OF ,
wλ =
[
0 1
1 −λ
]
.
On de´signera toujours par E une extension finie de Qp qui ve´rifie
|S| = [F : Qp],
ou` S
de´f
= Homalg(F,E).
Si ~n = (nσ)σ∈S , ~m = (mσ)σ∈S sont des |S|-uplets d’entiers positifs ou nuls posons :
(i) ~n! =
∏
σ∈S nσ! ;
(ii) |~n| =
∑
σ∈S nσ ;
(iii) ~n− ~m = (nσ −mσ)σ∈S ;
(iv) ~n 6 ~m si nσ ≤ mσ pour tout σ ∈ S ;
(v)
(~n
~m
)
= ~n!~m!(~n−~m)! .
Si ~n = (nσ)σ∈S ∈ Z
|S|
≥0 et z ∈ OF on pose z
~n =
∏
σ∈S σ(z)
nσ .
1.3. E´nonce´ des re´sultats. On fixe
• (α, β) ∈ E× × E×.
• un |S|-uplet d’entiers positifs ~d.
Notons :
S+ = {σ ∈ S, dσ 6= 0} ⊆ S
et, pour l dans {0, . . . , f − 1} posons :
Jl =
{
σ ∈ S+, σ([ζ]) = ι([ζ])p
l
∀ζ ∈ kF
}
.
Par exemple, si F est non ramifie´e alors |Jl| = 1 pour tout l.
Si i ∈ Z on de´signe par i l’unique e´le´ment de {1, . . . , f} tel que i ≡ imod f et posons pour
σ ∈ Jl :
vσ = inf
{
1 ≤ i ≤ f, Jl+i 6= ∅
}
.
Notons (SymdσE2)σ , pour σ ∈ S et dσ ∈ Z≥0, la repre´sentation alge´brique irre´ductible de
GL2 ⊗F,σ E dont le plus haut poids est χσ : diag(x1, x2) 7→ σ(x2)
dσ vis-a`-vis du sous-groupe
des matrices triangulaires supe´rieures et posons :
ρ~d = ⊗σ∈S(Sym
dσE2)σ
Notons
π = IndGP (nr(α
−1)⊗ nr(pβ−1)).
l’induite parabolique lisse et non ramifie´e usuelle.
La conjecture de Breuil et Schneider dans ce cas peut eˆtre reformule´e comme suit (voir la
Section 4.2 pour plus de de´tails).
Conjecture 1.1. Les deux conditions suivantes sont e´quivalentes :
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(i) La repre´sentation ρ~d⊗π admet une norme G-invariante, i.e. une norme p-adique telle
que ‖gv‖ = ‖v‖ pour tout g ∈ G et v ∈ ρ~d ⊗ π.
(ii) les ine´galite´s suivantes sont ve´rifie´es :
(1) valF (α
−1) + valF (pβ
−1) +
∑
σ∈S dσ = 0 ;
(2) valF (pβ
−1) +
∑
σ∈S dσ ≥ 0.
L’implication (i) ⇒ (ii) de la Conjecture 1.1 de´coule de [20, Lemma 7.9]. Donc il reste a`
montrer l’implication (ii)⇒ (i).
Le cas α ∈ O×E (resp. β ∈ O
×
E) est facile (Proposition 4.10). On peut donc supposer
α, β /∈ O×E . En reformulant ρ~d⊗π comme induite compacte (Proposition 4.1), on en de´finit un
sous-OE [GL2(OF )]-module de type fini naturel Θ qui l’engendre sur E. Prouver la Conjecture
1.1 e´quivaut alors a` prouver que le re´seau Θ est se´pare´, i.e. il ne contient pas de E-droite. Dans
cet article on montre que c’est bien le cas, une fois que certaines hypothe`ses supple´mentaires
sur le vecteur ~d sont satisfaites.
Plus pre´cise´ment, d’apre`s la de´finition de Θ (voir la Section 4.1) on dispose d’une applica-
tion surjective de OE[G]-modules :
θ :
c-IndGKZρ
0
~d
(T − ap)(c-Ind
G
KZρ
0
~d
)
։ Θ~d,ap
ou`, ρ0~d
est un sous-OE-module de ρ~d qui l’engendre sur E, ap de´signe un e´le´ment de pE qui
de´pend de Θ et T est l’ope´rateur de Hecke usuel. Le re´sultat principal de l’article donne une
condition ne´cessaire et suffisante sur le vecteur ~d pour que l’application θ soit injective.
The´ore`me 1.2. Avec les notations pre´ce´dentes l’application θ est injective (et donc un iso-
morphisme) si et seulement si les deux conditions suivantes sont satisfaites :
(i) Pour tout l ∈ {0, . . . , f − 1} on a |Jl| ≤ 1 ;
(ii) Si σ ∈ Jl on a
dσ + 1 ≤ p
vσ .
En utilisant le The´ore`me 1.2 on de´duit le corollaire suivant.
Corollaire 1.3. Supposons (1) et (2) ci-dessus, et supposons que ~d = (dσ)σ∈S satisfait les
conditions (i) et (ii) du The´ore`me 1.2. Alors, le OE-re´seau Θ~d,ap est se´pare´.
Remarque 1.4. Dans [14] nous avons donne´ une description explicite du comple´te´ unitaire
universel de la repre´sentation ρ~d ⊗ π en utilisant certains espaces de Banach de fonctions
de classe Cr sur OF ([13]), ou` r est un convenable nombre re´el positif. Une conse´quence
imme´diate du Corollaire 1.3 est que ce comple´te´ unitaire universel est non nul.
2. Pre´liminaires
2.1. Rappels sur l’arbre de Bruhat-Tits. Nous renvoyons a` [28] et [5] pour plus de de´tails
concernant la construction et les proprie´te´s de l’arbre de Bruhat-Tits T de SL2(F ).
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On note V un F -espace vectoriel de dimension 2 et l’on en fixe une base (e1, e2). L’espace
V est muni d’une action de G de´finie pour tout g = [ a bc d ] ∈ G par
ge1 = ae1 + ce2, ge2 = be1 + de2.
Si f1, f2 forment une base de V , on note [f1, f2] la classe d’homothe´tie du OF -re´seau OF f1⊕
OF f2. Le groupe G agit transitivement sur l’ensemble S des classes d’homothe´ties de re´seaux
de V : si [f1, f2] est une telle classe et g ∈ G, alors g[f1, f2] = [gf1, gf2]. Comme le stabi-
lisateur de [e1, e2] est KZ, l’ensemble des classes d’homothe´ties est isomorphe, en tant que
G-ensemble, a` G/KZ.
Soient s, s′ ∈ S. Si on choisit un re´seau Λ dans la classe d’homothe´tie s, il existe un
repre´sentant Λ′ de s′ et un seul tel que Λ′ ⊂ Λ et Λ/Λ′ est monoge`ne. Pour un tel Λ′ on a
Λ/Λ′ ≃ OF /̟
n
FOF .
L’entier n ne de´pend que des classes s et s′ de Λ et Λ′ ; on le note d(s, s′) ; c’est la distance
de s a` s′.
Soit T l’arbre de Bruhat-Tits de SL2(F ). Les sommets de T sont les classes d’homothe´tie
de re´seaux de V et les areˆtes oriente´es sont les paires (s, s′) avec d(s, s′) = 1.
Rappelons que l’on a la de´composition de Cartan :
G =
∐
n∈Z≥0
KZα−nKZ =
( ∐
n∈Z≥0
IZα−nKZ
)∐( ∐
n∈Z≥0
IZβα−nKZ
)
.
Alors, pour tout n ∈ Z≥0, les classes de KZα
−nKZ/KZ correspondent aux sommets si de
T tels que d(si, s0) = n ou` s0
de´f
= [e1, e2]. Posons I0 = {0} et si n ∈ Z>0
In =
{
[µ0] +̟F [µ1] + . . .+̟
n−1
F [µn−1], (µ0, . . . , µn−1) ∈ (kF )
n
}
⊆ OF .
Pour n ∈ Z≥0 et µ ∈ In posons :
g0n,µ =
[
̟nF µ
0 1
]
, g1n,µ =
[
1 0
̟Fµ ̟
n+1
F
]
.
En particulier, g00,0 est la matrice identite´, g
1
0,0 = α et, pour tout n ∈ Z≥0, µ ∈ In on a
g1n,µ = βg
0
n,µw. Par ailleurs, les g
0
n,µ et g
1
n,µ forment un syste`me de repre´sentants de G/KZ :
G =
( ∐
n∈Z≥0,µ∈In
g0n,µKZ
)∐( ∐
n∈Z≥0,µ∈In
g1n,µKZ
)
;(2.1)
Pour n ∈ Z≥0 posons :
S0n = IZα
−nKZ =
∐
µ∈In
g0n,µKZ, S
1
n = IZβα
−nKZ =
∐
µ∈In
g1n,µKZ
comme dans [5]. Notons Sn = S
0
n
∐
S1n et Bn = B
0
n
∐
B1n, ou` B
0
n =
∐
m≤n S
0
m et B
1
n =∐
m≤n S
1
m. En particulier S0 = KZ
∐
αKZ.
Remarque 2.1 ([5]). On peut voir que S0n
∐
S1n−1 (resp. B
0
n
∐
B1n−1) est l’ensemble des
sommets de T de distance n (resp. infe´rieure ou e´gale a` n) de KZ. De meˆme S1n
∐
S0n−1
(resp. B1n
∐
B0n−1) est l’ensemble des sommets de T de distance n (resp. infe´rieure ou e´gale
a` n) de αKZ.
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On de´signe par R le corps E ou son anneau d’entiers OE . Soit σ une repre´sentation R-
line´aire de KZ sur un R-module libre Vσ de rang fini. On note :
c-IndGKZσ
la repre´sentation deG surR dont le R-module sous-jacent est l’ensemble des fonctions f : G→
Vσ a` support compact modulo Z telles que
∀κ ∈ KZ,∀g ∈ G, f(κg) = σ(κ)f(g)
et sur lesquelles G agit par translation a` droite (i.e. (g · f)(g′)
de´f
= f(g′g)). Comme dans [6],
pour g ∈ G et v ∈ Vσ on note [g, v] l’e´le´ment de c-Ind
G
KZσ de´fini comme suit :
[g, v](g′) =
{
σ(g′g)(v) si g′ ∈ KZg−1
0 si g′ /∈ KZg−1
On a les e´galite´s suivantes g1[g2, v] = [g1g2, v] et [gκ, v] = [g, σ(κ)(v)] si g1, g2, g ∈ G et
κ ∈ KZ.
Rappelons le re´sultat suivant qui de´crive une base de la repre´sentation c-IndGKZσ.
Proposition 2.2. Soit B une R-base de Vσ et G un syste`me de repre´sentants des classe a`
gauche de G/KZ. Alors la famille de fonctions :
I
de´f
= {[g, v], g ∈ G, v ∈ B}
forme une base de c-IndGKZσ.
Preuve. Voir [1, §2]. 
Remarque 2.3. La repre´sentation c-IndGKZσ est isomorphe a` la repre´sentation de G porte´e
par le R[G]-module R[G] ⊗R[KZ] Vσ. Plus pre´cise´ment, si g ∈ G et v ∈ Vσ, alors l’e´le´ment
g ⊗ v correspond a` la fonction [g, v].
D’apre`s la Proposition 2.2 et d’apre`s (2.1) toute fonction f ∈ c-IndGKZσ s’e´crit de fac¸on
unique comme somme finie :
f =
∞∑
n=0
∑
µ∈In
(
[g0n,µ, v
0
n,µ] + [g
1
n,µ, v
1
n,µ]
)
,
ou` v0n,µ, v
1
n,µ ∈ Vσ. On appelle support de f l’ensemble des g
i
n,µ tels que v
i
n,µ 6= 0. On e´crit
f ∈ Sn si le support de f est contenu dans Sn et de manie`re analogue pour Bn, S
0
n, etc.
Soit π une repre´sentation R-line´aire de G sur un R-module. Par la Remarque 2.3 et par
[12, The´ore`me 2.19] on de´duit un isomorhisme canonique de R-modules :
HomR[G](c-Ind
G
KZσ, π) ≃ HomR[H](σ, π|KZ).
Autrement dit, le foncteur d’induction c-IndGKZ est un adjoint a` gauche du foncteur de res-
triction. Cet e´nonce´ est connu sous le nom de re´ciprocite´ de Frobenius.
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2.2. Rappels sur les alge`bres de Hecke. Soit σ une repre´sentation R-line´aire de KZ sur
un R-module libre Vσ de rang fini. L’alge`bre de Hecke H(KZ,σ) associe´e a` KZ et σ est
de´finie par :
H(KZ,σ) = EndR[G](c-Ind
G
KZσ).
C’est une R-alge`bre ;
On peut re´interpre´ter H(KZ,σ) comme une alge`bre de convolution : notons HKZ(σ) le
R-module des fonctions ϕ : G −→ EndR(Vσ) a` support compact modulo Z et telles que
∀κ1, κ2 ∈ KZ,∀g ∈ G, ϕ(κ1gκ2) = σ(κ1) ◦ ϕ(g) ◦ σ(κ2).
C’est une R-alge`bre unife`re pour le produit de convolution de´fini pour tout ϕ1, ϕ2 ∈ HKZ(σ)
et pour tout g ∈ G par la formule
ϕ1 ∗ ϕ2(g) =
∑
xKZ∈G/KZ
ϕ1(x)ϕ2(x
−1g),
et d’e´le´ment unite´ la fonction
ϕe(g) =
{
σ(g) si g ∈ KZ,
0 sinon.
On ve´rifie facilement que l’accouplement
HKZ(σ)× c-Ind
G
KZσ −→ c-Ind
G
KZσ
(ϕ, f) 7−→ 〈ϕ, f〉 (g)
de´f
=
∑
xKZ∈G/KZ
ϕ(x)(f(x−1g)),
munit c-IndGKZσ d’une structure de HKZ(σ)-module a` gauche qui commute a` l’action de G.
Lemme 2.4. L’application :
HKZ(σ) −→ H(KZ,σ)
ϕ 7−→ Tϕ(f)
de´f
= 〈ϕ, f〉
est un isomorphisme de R-alge`bres. En particulier, si g ∈ G et v ∈ Vσ l’action de Tϕ sur
[g, v] est donne´e par
Tϕ([g, v]) =
∑
xKZ∈G/KZ
[gx, ϕ(x−1)(v)].(2.2)
Preuve. Ce re´sultat de´coule de [1, Proposition 5] dans le cas ou` σ est une repre´sentation lisse.
Le cas ge´ne´ral re´sulte de [24, Lemme 1.2]. 
Supposons R = E. On de´signe par 1 la repre´sentation triviale de KZ et on suppose que σ
est la restriction a` KZ d’une repre´sentation localement Qp-analytique de G (au sens de [22],
[23]) sur Vσ. L’application :
ισ : HKZ(1) −→ HKZ(σ)
ϕ 7−→ (ϕ · σ)(g)
de´f
= ϕ(g)σ(g)
est un homomorphisme injectif de E-alge`bres ([24, §1]). Le re´sultat suivant donne une condi-
tion suffisante pour que l’application ισ soit bijective.
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Rappelons d’abord que l’on a une action Qp-line´aire de l’alge`bre de Lie g de G sur l’espace
Vσ de´finie par :
xv =
d
dt
exp(tx)v|t=0
ou` exp: g 99K G de´signe l’application exponentielle de´finie localement autour de 0 ([22, §2]).
Cette action se prolonge en une action de l’alge`bre de Lie g⊗Qp E.
Lemme 2.5. Supposons que le g ⊗Qp E-module Vσ soit absolument irre´ductible ; alors l’ap-
plication ισ est bijective.
Preuve. Ce re´sultat est de´montre´ dans [24, Lemme 1.4] dans le cas particulier ou` Vσ est une
repre´sentation F -analytique et F est un sous-corps de E. Les meˆmes arguments s’appliquent
mutatis mutandis. 
3. Repre´sentations de GL2(F )
3.1. Repre´sentations Qp-alge´briques de GL2(F ). On note (Sym
dσE2)σ, pour σ ∈ S et
dσ ∈ Z≥0, la repre´sentation alge´brique irre´ductible de GL2⊗F,σE dont le plus haut poids est
χσ : diag(x1, x2) 7→ σ(x2)
dσ vis-a`-vis du sous-groupe des matrices triangulaires supe´rieures. Si
dσ est impair, on choisit une racine carre´e de σ(̟F ). Notons χ : GL2(F ) → F
× le caracte`re
de´fini par : [
a b
c d
]
7→ ̟
−valF
(
de´t
(
[ a b
c d
]
))
/f
F
et posons : (
SymdσE2
)σ
= (SymdσE2)σ ⊗E
(
σ ◦ χ
)dσ
2 .
On identifie
(
SymdσE2
)σ
avec le E-espace vectoriel
⊕dσ
iσ=0
Exdσ−iσσ y
iσ
σ des polynoˆmes ho-
moge`nes de degre´ dσ en xσ et yσ a` coefficients dans E avec l’action a` gauche de G donne´e
explicitement pour tout 0 ≤ iσ ≤ dσ par[
a b
c d
]
(xdσ−iσσ y
iσ
σ ) =
(
σ ◦ χ([ a bc d ])
) dσ
2 (σ(a)xσ + σ(c)yσ)
dσ−iσ(σ(b)xσ + σ(d)yσ)
iσ .(3.1)
Si vσ ∈
(
SymdσE2
)σ
et g ∈ G, on note simplement gvσ l’action de g sur vσ.
Remarque 3.1. Par la formule (3.1) on de´duit :[
̟F 0
0 ̟F
]
vσ = vσ
pour tout vσ ∈
(
SymdσE2
)σ
.
Choisissons une nume´rotation σ1, . . . , σ|S| des plongements de F dans E. On fixe ~d =
(dσ1 , . . . , dσ|S|) un |S|-uplet d’entiers positifs ou nuls. Posons :
I~d =
{
(iσ1 , . . . , iσ|S|) ∈ Z
|S|
≥0, 0 ≤ iσj ≤ dσj pour tout 1 ≤ j ≤ |S|
}
et munissons-le de l’ordre lexicographique que l’on notera ≺.
Notons ρ~d l’unique repre´sentation de G dont l’espace sous-jacent est
Vρ~d =
(
Symdσ1E2
)σ1 ⊗E (Symdσ2E2)σ2 ⊗E . . .⊗E (Symdσ|S|E2)σ|S|
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et sur lequel un e´le´ment [ a bc d ] de G agit par
ρ~d
( [a b
c d
])
(vσ1 ⊗ . . .⊗ vσ|S|) =
[
a b
c d
]
vσ1 ⊗
[
a b
c d
]
vσ2 ⊗ . . .⊗
[
a b
c d
]
vσ|S| .(3.2)
Remarque 3.2. La repre´sentation ρ~d est une repre´sentation absolument irre´ductible de G
qui reste absolument irre´ductible sous l’action restreinte d’un sous-groupe ouvert de G (voir
[9, §2]).
Posons pour tout ~i ∈ I~d :
e~d,~i = edσ1 ,iσ1 ⊗ . . . ⊗ edσ|S| ,iσ|S| ,
ou`, pour tout 1 ≤ j ≤ |S|, edσj ,iσj de´signe le monoˆme x
dσj−iσj
σj y
iσj
σj , et notons U~d l’endomor-
phisme de Vρ~d de´fini par
U~d = Udσ1 ⊗ . . . ⊗ Udσ|S| ,
ou`, pour tout σ ∈ S, Udσ de´signe l’endomorphisme de (Sym
dσE2
)σ
explicitement donne´ dans
la base (edσ ,iσ)0≤iσ≤dσ par la matrice diagonale
Udσ =


σ(̟F )
dσ 0 . . . 0
0 σ(̟F )
dσ−1 . . .
...
...
. . .
. . . 0
0 . . . 0 1

(3.3)
Choisissons pour tout σ ∈ S tel que dσ est impair une racine carre´e de σ(̟F ) dans E. La
notation σ(̟F )
aσ
2 a donc un sens pour aσ ∈ Z.
Lemme 3.3. Il existe une unique fonction ψ : G −→ EndE(Vρ~d) a` support dans KZα
−1KZ
telle que
(i) pour tout κ1, κ2 ∈ KZ on a ψ(κ1α
−1κ2) = ρ~d(κ1) ◦ ψ(α
−1) ◦ ρ~d(κ2) ;
(ii) dans la base {e~d,~i,
~i ∈ I~d}, ψ(α
−1) = U~d.
Preuve. Existence. Il faut ve´rifier que ψ est bien de´finie, c’est-a`-dire si κ1α
−1κ2 = α
−1 dans
G pour κ1, κ2 ∈ KZ, alors ψ(κ1α
−1κ2) = ψ(α
−1). Notons uσ =
dσ
2 pour tout σ ∈ S. D’apre`s
les formules (3.2) et (3.1) on a pour tout ~i ∈ I~d
ρ~d(α
−1)(e~d,~i) = ̟
~u−~i
F e~d,~i
et donc on de´duit que l’automorphisme ρ~d(α
−1) de l’espace Vρ~d est donne´, dans la base
{e~d,~i,
~i ∈ I~d}, par la matrice ̟
−~u
F ψ(α
−1). Donc, si κ1α
−1κ2 = α
−1 dans G pour κ1, κ2 ∈ KZ,
on de´duit :
ρ~d(κ1) ◦̟
−~u
F ψ(α
−1) ◦ ρ~d(κ2) = ̟
−~u
F ψ(α
−1),
d’ou`
ρ~d(κ1) ◦ ψ(α
−1) ◦ ρ~d(κ2) = ψ(κ1α
−1κ2) = ψ(α
−1).
Unicite´. Claire. 
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D’apre`s le Lemme 2.4 on sait que l’alge`bre de HeckeH(KZ, ρ~d) est naturellement isomorphe
a` l’alge`bre de convolution HKZ(ρ~d) des fonctions ϕ : G −→ EndE(Vρ~d) a` support compact
modulo Z et telles que
∀κ1, κ2 ∈ KZ,∀g ∈ G, ϕ(κ1gκ2) = ρ~d(κ1) ◦ ϕ(g) ◦ ρ~d(κ2).
A` l’application ψ du Lemme 3.3 est donc en particulier associe´ un ope´rateur T ∈ H(KZ, ρ~d).
L’action de T sur les e´le´ments [g, v], pour g ∈ G et v ∈ Vρ~d , est donne´e par la formule (2.2).
On peut e´noncer le re´sultat bien connu suivant.
Lemme 3.4. Il existe un isomorphisme de E-alge`bres :
H(KZ, ρ~d) ≃ E[T ].
Preuve. Comme l’espace Vρ~d est un gl2(F )⊗Qp E-module absolument irre´ductible, ou` gl2(F )
de´signe l’alge`bre de Lie de GL2(F ), le Lemme 2.5 implique que l’application
ιρ~d : HKZ(1) −→ HKZ(ρ~d)
f 7−→ (f · ρ~d)(g)
de´f
= f(g)ρ~d(g)
est un isomorphisme de E-alge`bres. En utilisant le Lemme 2.4 on de´duit qu’il existe une
unique application de E-alge`bres uρ~d : H(KZ,1) → H(KZ, ρ~d) de sorte que le diagramme
suivant
HKZ(1)
∼
//
ιρ~d

H(KZ,1)
uρ~d

HKZ(ρ~d)
∼
// H(KZ, ρ~d)
soit commutatif. Par construction, l’application uρ~d est un isomorphisme de E-alge`bres. No-
tons T1 l’e´le´ment de H(KZ,1) qui correspond a` 1KZα−1KZ via la re´ciprocite´ de Frobenius.
Un raisonnement analogue a` celui de [2, Proposition 4] montre que H(KZ,1) est isomorphe
a` l’alge`bre de polynoˆmes E[T1]. Or uρ~d(T1) = (
∏
σ∈S σ(̟F )
− dσ
2 )T , d’ou` le re´sultat. 
Remarque 3.5. Un raisonnement sans difficulte´s sur l’arbre de Bruhat-Tits de SL2(F )
montre que l’ope´rateur T est injectif sur l’espace c-IndGKZρ~d.
3.2. Re´seaux. Conservons les notations de la Section 3.1 et notons (SymdσO2E)
σ, pour σ ∈ S
et dσ ∈ Z≥0, la repre´sentation du groupe KZ ayant pour espace sous-jacent le OE-module⊕dσ
iσ=0
OEx
dσ−iσ
σ y
iσ
σ des polynoˆmes homoge`nes de degre´ dσ , sur lequel un e´le´ment [
a b
c d ] ∈ K
agit par [
a b
c d
]
(xdσ−iσσ y
iσ
σ ) = (σ(a)xσ + σ(c)yσ)
dσ−iσ(σ(b)xσ + σ(d)yσ)
iσ(3.4)
et la matrice [̟F 00 ̟F ] ∈ Z agit comme l’identite´. Si vσ ∈
(
SymdσO2E
)σ
et g ∈ G, on note
simplement gvσ l’action de g sur vσ.
De´finition 3.6. Soit V un E-espace vectoriel. Un re´seau L de V est un sous-OE-module
de V tel que pour tout v ∈ V il existe un e´le´ment non nul a ∈ E× tel que av ∈ L. On dit
qu’un re´seau L est se´pare´ si
⋂
n∈N̟
n
EL = 0 ou, de manie`re e´quivalente, s’il ne contient pas
de E-droite.
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Remarque 3.7. Le OE-module (Sym
dσO2E)
σ est un re´seau se´pare´ de (SymdσE2)σ qui est
stable sous l’action de KZ.
Notons ρ0~d
l’unique repre´sentation de KZ dont l’espace sous-jacent est de´fini par
Vρ0
~d
=
(
Symdσ1O2E
)σ1 ⊗OE (Symdσ2O2E)σ2 ⊗OE . . .⊗OE (Symdσ|S|O2E)σ|S| ,
et sur lequel un e´le´ment [ a bc d ] de KZ agit par
ρ0~d
( [a b
c d
])
(vσ1 ⊗ . . .⊗ vσ|S|) =
[
a b
c d
]
vσ1 ⊗
[
a b
c d
]
vσ2 ⊗ . . .⊗
[
a b
c d
]
vσ|S| .(3.5)
La Remarque 3.7 implique que le OE-module Vρ0
~d
est un re´seau se´pare´ de l’espace Vρ~d construit
dans le paragraphe 3.1 qui est stable sous l’action de KZ. Donc le OE-module c-Ind
G
KZρ
0
~d
est
encore un re´seau se´pare´ de l’espace c-IndGKZρ~d, stable sous l’action de G.
Par extension des scalaires on de´duit alors une application injective de H(KZ, ρ0~d) dans
H(KZ, ρ~d). De plus, l’ope´rateur T ∈ H(KZ, ρ~d) de´crit dans le paragraphe 3.1 induit par
restriction un endomorphisme G-e´quivariant de c-IndGKZρ
0
~d
que l’on note encore T . D’apre`s
le Lemme 3.4 on de´duit alors un isomorphisme de OE-alge`bres entre H(KZ, ρ
0
~d
) et l’alge`bre
de polynoˆmes OE [T ]. En utilisant le Lemme 2.4, ce qui pre´ce`de peut se re´sumer dans le
diagramme commutatif suivant :
HKZ(ρ
0
~d
)
∼
//
 _

H(KZ, ρ0~d
)
 _

≃ OE [T ]
HKZ(ρ~d)
∼
// H(KZ, ρ~d) ≃ E[T ]
3.3. Formulaire. Fixons ~d un |S|-uplet d’entiers positifs ou nuls et reprenons les notations
des Sections 3.1 et 3.2. Pour 0 ≤ m ≤ n, soit [ ]m : In → Im les applications “troncatures”
de´finies par :
[ n−1∑
i=0
̟iF [µi]
]
m
=
{ ∑m−1
i=0 ̟
i
F [µi] si m ≥ 1,
0 si m = 0.
Rappelons que ψ de´signe la fonction de´finie dans le Lemme 3.3.
Lemme 3.8. Soit n ∈ Z≥0, µ ∈ In et v ∈ Vρ0
~d
. On a :
T ([g0n,µ, v]) = T
+([g0n,µ, v]) + T
−([g0n,µ, v]),
ou`
T+([g0n,µ, v]) =
∑
λ∈I1
[g0n+1,µ+̟nF λ
, (ρ0~d(w) ◦ ψ(α
−1) ◦ ρ0~d(wλ))(v)],
T−([g0n,µ, v]) =
{
[g0n−1,[µ]n−1 , (ρ
0
~d
(ww([µ]n−1−µ)/̟n−1F
) ◦ ψ(α−1))(v)] si n ≥ 1,[
α,ψ(α−1)(v)
]
si n = 0.
Preuve. Voir [5, §2.5]. 
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Lemme 3.9. Soit n ∈ Z≥0, µ ∈ In et v ∈ Vρ0
~d
. On a :
T ([g1n,µ, v]) = T
+([g1n,µ, v]) + T
−([g1n,µ, v]),
ou`
T+([g1n,µ, v]) =
∑
λ∈I1
[g1n+1,µ+̟nF λ
, (ψ(α−1) ◦ ρ0~d(wλw))(v)],
T−([g1n,µ, v]) =
{
[g0n−1,[µ]n−1 , (ρ
0
~d
(w([µ]n−1−µ)/̟n−1F
) ◦ ψ(α−1) ◦ ρ0~d(w))(v)] si n ≥ 1,
[Id, (ρ0~d
(w) ◦ ψ(α−1) ◦ ρ0~d(w))(v)] si n = 0.
Preuve. Voir [5, §2.5]. 
D’apre`s les Lemmes 3.8 et 3.9 on de´duit facilement les deux e´galite´s suivantes :
T+([g1n,µ, v]) = βT
+([g0n,µ, ρ
0
~d
(w)(v)]),
T−([g1n,µ, v]) = βT
−([g0n,µ, ρ
0
~d
(w)(v)]).
Corollaire 3.10. Soit n ∈ Z≥0, µ, λ ∈ In, i, j ∈ {0, 1} et v1, v2 ∈ Vρ0
~d
. Si i 6= j ou µ 6= λ
alors le support de T+([gin,µ, v1]) et le support de T
+([gjn,λ, v2]) sont disjoints.
Preuve. C’est une conse´quence imme´diate des lemmes 3.8 et 3.9. 
Lemme 3.11. Soit v =
∑
~0≤~i≤~d
c~ie~d,~i ∈ Vρ0~d
et λ ∈ OF . On a :
(ρ~d(w) ◦ ψ(α
−1) ◦ ρ~d(wλ))(v) =
∑
~0≤~j≤~d
(
̟
~j
F
∑
~j≤~i≤~d
c~i
(
~i
~j
)
(−λ)
~i−~j
)
e~d,~j.
Preuve. D’apre`s la formule (3.4) on a pour tout σ ∈ S et tout 0 ≤ iσ ≤ dσ :
(w ◦ Udσ ◦ wλ)(edσ ,iσ) =
iσ∑
jσ=0
(
iσ
jσ
)
σ(̟F )
jσσ(−λ)iσ−jσedσ ,jσ .(3.6)
Par (3.6) et d’apre`s la formule (3.5) on a :
(ρ~d(w) ◦ ψ(α
−1) ◦ ρ~d(wλ))(v) =
∑
~0≤~i≤~d
c~i
∑
~0≤~j≤~i
(
~i
~j
)
̟
~j
F (−λ)
~i−~je~d,~j
=
∑
~0≤~j≤~d
(
̟
~j
F
∑
~j≤~i≤~d
c~i
(
~i
~j
)
(−λ)
~i−~j
)
e~d,~j.

4. Un crite`re de se´paration
4.1. Le re´sultat principal. Conservons les notations des Sections 3.2 et 3.3 et fixons ι un
plongement de F dans E. Notons :
S+ = {σ ∈ S, dσ 6= 0} ⊆ S
et, pour l dans {0, . . . , f − 1} posons :
Jl =
{
σ ∈ S+, σ(λ) = ι(λ)p
l
∀λ ∈ I1
}
,
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ou` rappelons que I1 de´signe l’ensemble des [ζ], ζ ∈ kF . En particulier, notons que∐
l∈{0,...,f−1}
Jl = S
+ et ∀ l ∈ {0, . . . , f − 1}, |Jl| ≤ e.
Si σ ∈ Jl on pose γσ = l. Si i ∈ Z on de´signe par i l’unique e´le´ment de {1, . . . , f} tel que
i ≡ imod f et posons pour σ ∈ Jl :
vσ = inf
{
1 ≤ i ≤ f, Jl+i 6= ∅
}
.
Soit ap ∈ pE et η : Gal(Qp/F )→ O
×
E un caracte`re cristallin. On pose alors
Π~d,ap,η =
c-IndGKZρ~d
(T − ap)(c-Ind
G
KZρ~d)
⊗ (η ◦ det).
Cette repre´sentation est localement alge´brique et peut se re´aliser comme le produit tensoriel
d’une repre´sentation alge´brique par une repre´sentation lisse. Plus pre´cisement on a le re´sultat
suivant.
Proposition 4.1. Posons uσ =
dσ
2 pour tout σ ∈ S. Avec les notations pre´ce´dentes, on a :
(i) Si ap /∈ {±(q̟
~u
F +̟
~u
F )} alors Π~d,ap,η est alge´briquement irre´ductible et
Π~d,ap,η ≃ ρ~d ⊗ Ind
G
P (nr(λ
−1
1 )⊗ nr(λ
−1
2 ))
ou`
λf1λ
f
2 = q̟
~d
F , λ
f
1 + λ
f
2 = ap.
(ii) Si ap ∈ {±(q̟
~u
F +̟
~u
F )} on a une suite exacte
0→ ρ~d ⊗ StG ⊗ (η nr(δ) ◦ det)→ Π~d,ap,η → ρ~d ⊗ (η nr(δ) ◦ det)→ 0
ou` StG = C
0(P1(F ), E)/{constantes} de´signe la repre´sentation de Steinberg de G, et
δ = (q + 1)/ap.
Preuve. Il s’agit d’une ge´ne´ralisation imme´diate de [6, Proposition 3.3]. 
On suppose dore´navant η = 1 et on e´crit Π~d,ap au lieu de Π~d,ap,1. Comme dans [6, §3.3] on
de´finit :
Θ~d,ap = Image
(
c-IndGKZρ
0
~d
−→
c-IndGKZρ~d
(T − ap)(c-Ind
G
KZρ~d)
= Π~d,ap
)
,
ou ce qui revient au meˆme
Θ~d,ap =
c-IndGKZρ
0
~d
c-IndGKZρ
0
~d
∩ (T − ap)(c-Ind
G
KZρ~d)
.(4.1)
C’est un re´seau au sens de la De´finition 3.6 et, puisque c-IndGKZρ
0
~d
est de type fini en tant que
OE [G]-module, on de´duit que Θ~d,ap est aussi un OE [G]-module de type fini. De plus, comme
∀h ∈ c-IndGKZρ
0
~d
, T (h) ∈ c-IndGKZρ
0
~d
,
on de´duit :
(T − ap)(c-Ind
G
KZρ
0
~d
) ⊆ (T − ap)(c-Ind
G
KZρ~d) ∩ c-Ind
G
KZρ
0
~d
.
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Il de´coule alors imme´diatement de (4.1) que l’on a une application surjective de OE [G]-
modules :
θ :
c-IndGKZρ
0
~d
(T − ap)(c-Ind
G
KZρ
0
~d
)
։ Θ~d,ap .
Nous nous proposons de donner ici un crite`re pour que l’application θ soit injective. Com-
menc¸ons par deux lemmes techniques.
Lemme 4.2. Supposons qu’il existe l ∈ {0, . . . , f − 1} tel que |Jl| > 1. Alors l’application θ
n’est pas injective.
Preuve. Notons que θ est injective si et seulement si l’on a l’inclusion suivante :(
T − ap
)(
c-IndGKZρ~d
)
∩ c-IndGKZρ
0
~d
⊆
(
T − ap
)(
c-IndGKZρ
0
~d
)
.(4.2)
Il suffit alors de montrer que l’inclusion 4.2 n’est pas ve´rifie´e, ou` ce qui revient au meˆme, que
si h est un e´le´ment dans c-IndGKZρ~d tel que
(T − ap)(h) = T (h)− aph ∈ c-Ind
G
KZρ
0
~d
,
alors h /∈ c-IndGKZρ
0
~d
.
Par hypothe`se il existe l ∈ {0, . . . , f−1}, tel que |Jl| > 1. Autrement dit, il existe σ, τ ∈ S
+
tels que σ(λ) = τ(λ) pour tout λ ∈ I1. Notons ~α = (αξ)ξ∈S l’e´le´ment de I~d de´fini par :
αξ =
{
1 si ξ = σ,
0 si ξ 6= σ
et v1 = e~d,~α ∈ ρ~d. Notons
~β = (βξ)ξ∈S l’e´le´ment de I~d de´fini par :
βξ =
{
1 si ξ = τ,
0 si ξ 6= τ
et v2 = (−1)e~d,~β ∈ ρ~d. Posons v = δ
−1(v1+ v2) ∈ ρ~d ou` δ est celui des e´le´ments ι(̟F ), ap qui
a la plus petite valuation et h = [Id, v] /∈ c-IndGKZρ
0
~d
. Nous allons montrer que T (h) − aph ∈
c-IndGKZρ
0
~d
. D’apre`s le lemme 3.8 on a :
T (h)− aph = T
+(h) + T−(h)− aph
=
∑
λ∈I1
[g01,λ, (ρ
0
~d
(w) ◦ ψ(α−1) ◦ ρ0~d(wλ))(v)] + [α,ψ(α
−1)(v)] − ap[Id, v]
et donc, comme ap[Id, v] ∈ c-Ind
G
KZρ
0
~d
, il suffit de ve´rifier que les deux conditions suivantes
sont satisfaites :
[g01,λ, (ρ
0
~d
(w) ◦ ψ(α−1) ◦ ρ0~d(wλ))(v)] ∈ c-Ind
G
KZρ
0
~d
pour tout λ ∈ I1,(4.3)
[α,ψ(α−1)(v)] ∈ c-IndGKZρ
0
~d
.(4.4)
Rappelons que pour tout ξ ∈ S, Udξ de´signe la matrice diagonale de´finie dans (3.3). Posons
ϕλ,ξ = w ◦ Udξ ◦ wλ pour tout λ ∈ I1. En utilisant la formule (3.4) on obtient :
ϕλ,ξ(edξ ,αξ) =
{
−σ(λ)edσ ,0 + σ(̟F )edσ ,1 si ξ = σ,
edξ,0 si ξ 6= σ
ϕλ,ξ(edξ ,βξ) =
{
−τ(λ)edτ ,0 + τ(̟F )edτ ,1 si ξ = τ,
edξ,0 si ξ 6= τ.
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Posons ϕλ = ρ
0
~d
(w) ◦ ψ(α−1) ◦ ρ0~d
(wλ) pour tout λ ∈ I1. Alors, d’apre`s la formule (3.5) on a :
∀λ ∈ I1, ϕλ(v1) ∈ −σ(λ)e~d,~0 + σ(̟F )ρ
0
~d
(4.5)
∀λ ∈ I1, ϕλ(v2) ∈ τ(λ)e~d,~0 + τ(̟F )ρ
0
~d
(4.6)
et comme pour tout λ ∈ I1 on a σ(λ) = τ(λ) on de´duit de (4.5) et de (4.6)
∀λ ∈ I1, ϕλ(v) = δ
−1ϕλ(v1 + v2) ∈ (δ
−1(σ(̟F ) + τ(̟F )))ρ
0
~d
,
d’ou` la condition (4.3). Un calcul imme´diat donne :
Udξ(edξ ,αξ) =
{
σ(̟F )
dσ−1edσ ,1 si ξ = σ,
ξ(̟F )
dξedξ ,0 si ξ 6= σ
(4.7)
Udξ(edξ ,βξ) =
{
τ(̟F )
dτ−1edτ ,1 si ξ = τ,
ξ(̟F )
dξedξ ,0 si ξ 6= τ.
(4.8)
Comme |Jl| > 1 on de´duit de (4.7) (resp. (4.8)) que ψ(α
−1)(v1) ∈ τ(̟F )ρ
0
~d
(resp. ψ(α−1)(v2) ∈
σ(̟F )ρ
0
~d
). On obtient
ψ(α−1)(v) = δ−1ψ(α−1)(v1 + v2) ∈ (δ
−1(σ(̟F ) + τ(̟F )))ρ
0
~d
⊆ ρ0~d,
d’ou` la condition (4.4).

Lemme 4.3. Supposons qu’il existe σ ∈ Jl tel que
dσ + 1 ≤ p
vσ .
Alors l’application θ n’est pas injective.
Preuve. Le meˆme raisonnement que dans la de´monstration du Lemme 4.2 montre qu’il suffit
de construire explicitement un e´le´ment h ∈ c-IndGKZρ~d tel que
(T − ap)(h) ∈ c-Ind
G
KZρ
0
~d
et h /∈ c-IndGKZρ
0
~d
.
On distingue trois cas.
(1) |S+| ≥ 2 et dσ ≥ p
vσ ;
(2) |S+| = 1 et dσ ≥ p
vσ + 1 ;
(3) |S+| = 1 et dσ = p
vσ ;
Cas (1). On peut supposer vσ < f car sinon, par hypothe`se, il existe l ∈ {0, . . . , f − 1} tel
que |Jl| ≥ 2. Or ce cas a de´ja` e´te´ traite´ dans le Lemme 4.2. Il existe alors τ ∈ S
+ tel que
∀λ ∈ I1, σ(λ)
pvσ = τ(λ).
Notons ~α = (αξ)ξ∈S l’e´le´ment de I~d de´fini par :
αξ =
{
pvσ si ξ = σ,
0 si ξ 6= σ
et v1 = (−1)
pvσ e~d,~α ∈ ρ~d. Notons
~β = (βξ)ξ∈S l’e´le´ment de I~d de´fini par :
βξ =
{
1 si ξ = τ,
0 si ξ 6= τ
et v2 = e~d,~β ∈ ρ~d. Posons v = δ
−1(v1 + v2) ∈ ρ~d ou` δ est celui des e´le´ments ι(̟F ), ap
qui a la plus petite valuation et f = [Id, v] /∈ c-IndGKZρ
0
~d
. Montrons que T (f) − apf ∈
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c-IndGKZρ
0
~d
. Comme de´ja` remarque´ dans la preuve du Lemme 4.2 on est ramene´ a` ve´rifier les
deux conditions suivantes :
[g01,λ, (ρ
0
~d
(w) ◦ ψ(α−1) ◦ ρ0~d(wλ))(v)] ∈ c-Ind
G
KZρ
0
~d
pour tout λ ∈ I1,(4.9)
[α,ψ(α−1)(v)] ∈ c-IndGKZρ
0
~d
.(4.10)
Posons ϕλ,ξ = w ◦ Udξ ◦ wλ pour tout λ ∈ I1 et tout ξ ∈ S. D’apre`s la formule (3.4) on a :
ϕλ,ξ(edξ ,αξ) =
{
(−1)p
vσ
σ(λ)p
vσ
edσ ,0 + σ(̟F )
∑pvσ
l=1
(
pvσ
l
)
σ(̟F )
l−1σ(−λ)p
vσ−ledσ ,l si ξ = σ,
edξ ,0 si ξ 6= σ
ϕλ,ξ(edξ ,βξ) =
{
−τ(λ)edτ ,0 + τ(̟F )edτ ,1 si ξ = τ,
edξ ,0 si ξ 6= τ.
Posons ϕλ = ρ
0
~d
(w) ◦ ψ(α−1) ◦ ρ0~d(wλ) pour tout λ ∈ I1. Alors, d’apre`s la formule (3.5) on a :
∀λ ∈ I1, ϕλ(v1) ∈ σ(λ)
pvσ e~d,~0 + σ(̟F )ρ
0
~d
(4.11)
∀λ ∈ I1, ϕλ(v2) ∈ −τ(λ)e~d,~0 + τ(̟F )ρ
0
~d
(4.12)
et comme pour tout λ ∈ I1 on a σ(λ)
pvσ = τ(λ) on de´duit de (4.11) et de (4.12)
∀λ ∈ I1, ϕλ(v) = δ
−1ϕλ(v1 + v2) ∈ (δ
−1ι(̟F ))ρ
0
~d
,
d’ou` la condition (4.9). Un calcul imme´diat donne :
Udξ(edξ ,αξ) =
{
σ(̟F )
dσ−pvσ edσ ,pvσ si ξ = σ,
ξ(̟F )
dξedξ ,0 si ξ 6= σ
(4.13)
Udξ(edξ ,βξ) =
{
τ(̟F )
dτ−1edτ ,1 si ξ = τ,
ξ(̟F )
dξedξ ,0 si ξ 6= τ.
(4.14)
Comme |S+| > 1 (et donc vσ < f) on de´duit de (4.13) que ψ(α
−1)(v1) ∈ ι(̟F )ρ
0
~d
. Comme
dσ ≥ p
vσ on de´duit de (4.14) que ψ(α−1)(v2) ∈ ι(̟F )ρ
0
~d
. D’apre`s ce qui pre´ce`de on a :
ψ(α−1)(v) = δ−1ψ(α−1)(v1 + v2) ∈ (δ
−1ι(̟F ))ρ
0
~d
⊆ ρ0~d,
d’ou` la condition (4.10).
Cas (2). Puisque |S+| = 1 on a vσ = f et donc
dσ ≥ p
vσ + 1 = pf + 1 = q + 1.
Notons que dans ce cas ρ~d = (Sym
dσE2)σ et de meˆme ρ0~d
= (SymdσO2E)
σ. Posons :
v = δ−1(edσ ,1 + (−1)
qedσ ,q) ∈ ρ~d
ou` δ est celui des e´le´ments ι(̟F ), ap qui a la plus petite valuation et h = [Id, v] /∈ c-Ind
G
KZρ
0
~d
.
Un raisonnement analogue a` celui donne´ dans le cas (1) (dont on laisse les de´tails au lecteur)
montre que T (h)− aph ∈ c-Ind
G
KZρ
0
~d
.
Cas (3). On a suppose´
|S+| = 1, dσ = p
vσ = pf = q.
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Posons :
∀λ ∈ I1, v2,λ =
{
δ−1σ(λ)q−2(−eq,1 − eq,q) si p = 2,
δ−1σ(λ)q−2(eq,1 − eq,q) si p 6= 2,
v0 =
{
δ−1(q − 1)(eq,0 + eq,q−1) si p = 2,
δ−1(q − 1)(eq,0 − eq,q−1) si p 6= 2,
h2 =
∑
λ∈I1
[g02,̟F λ, v2,λ],
h0 = [Id, v0],
ou` δ est celui des e´le´ments σ(̟F ), ap qui a la plus petite valuation et notons h = h0 + h2 /∈
c-IndGKZρ
0
~d
. Plac¸ons-nous dans le cas ou` q est la puissance d’un nombre premier impair (l’autre
cas se traitant de manie`re analogue). Nous allons montrer que T (h) − aph ∈ c-Ind
G
KZρ
0
~d
.
D’apre`s le Lemme 3.8 la fonction T (h) − aph peut s’e´crire somme des quatre fonctions qui
ont des supports deux a` deux disjoints :
T (h)− aph = T
−(h0) + (T
+(h0) + T
−(h2)) + T
+(h2)− aph
et donc, pour montrer que T (h)− aph ∈ c-Ind
G
KZρ
0
~d
il faut voir que chaque fonction est dans
c-IndGKZρ
0
~d
. D’apre`s le Lemme 3.8 on a :
T−(h0) = [α,ψ(α
−1)(v0)]
= [α, δ−1(q − 1)σ(̟F )(σ(̟F )
q−1eq,0 − eq,q−1)] ∈ (δ
−1σ(̟F ))c-Ind
G
KZρ
0
~d
⊆ c-IndGKZρ
0
~d
.
Posons :
∀µ ∈ I1, ϕµ = ρ
0
~d
(w) ◦ ψ(α−1) ◦ ρ0~d(wµ),
∀µ ∈ I1, φµ = ρ
0
~d
(w) ◦ ρ0~d(w−µ) ◦ ψ(α
−1).
Par line´arite´ de l’ope´rateur T+ et d’apre`s le Lemme 3.8 on a :
T+(h2) ∈ c-Ind
G
KZρ
0
~d
⇔ ∀λ ∈ I1, T
+([g02,̟F λ, v2,λ]) ∈ c-Ind
G
KZρ
0
~d
⇔ ∀λ ∈ I1, ∀µ ∈ I1, ϕµ(v2,λ) ∈ ρ
0
~d
.
D’apre`s la formule (3.4) on a pour tout µ ∈ I1 et tout λ ∈ I1 :
ϕµ(v2,λ) = ϕµ(δ
−1σ(λ)q−2(eq,1 − eq,q))
= δ−1σ(λ)q−2
(
σ(̟F )eq,1 − σ(̟F )
q∑
α=1
(
q
α
)
(−1)q−ασ(̟F )
α−1σ(µ)q−αeq,α
)
∈ ρ0~d,
(pour ce calcul on a utilise´ le fait que q est une puissance d’un premier impair). Il nous reste
a` montrer que T+(h0) + T
−(h2) ∈ c-Ind
G
KZρ
0
~d
. Remarquons que d’apre`s le Lemme 3.8 on a :
T−(h2) =
∑
λ∈I1
T−([g02,̟F λ, v2,λ]) =
∑
λ∈I1
[g01,0, φλ(v2,λ)],
T+(h0) = T
+([Id, v0]) =
∑
λ∈I1
[g01,λ, ϕλ(v0)].
En utilisant la formule (3.4) on a :
∀λ ∈ I1\{0}, ϕλ(v0) = δ
−1(q − 1)σ(̟F )
( q−1∑
α=1
(
q − 1
α
)
σ(̟F )
α−1σ(−λ)q−1−αeq,α
)
∈ ρ0~d
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(pour ce calcul on a de meˆme utilise´ le fait que q est une puissance d’un premier impair) ce
qui implique :
∀λ ∈ I1\{0}, [g
0
1,λ, ϕλ(v0)] ∈ c-Ind
G
KZρ
0
~d
.
Il nous reste alors a` calculer
ϕ0(v0) +
∑
λ∈I1
φλ(v2,λ).
En utilisant la formule (3.4) on obtient :
φλ(v2,λ) ∈ δ
−1(−σ(λ)2q−2eq,0 − σ(λ)
q−2eq,q) + (δ
−1σ(̟F ))ρ
0
~d
ϕ0(v0) ∈ δ
−1((q − 1)eq,0) + (δ
−1σ(̟F ))ρ
0
~d
,
et donc, d’apre`s les relations∑
λ∈I1
σ(λ)2q−2 = q − 1, p|
∑
λ∈I1
σ(λ)q−2
on de´duit :
ϕ0(v0) +
∑
λ∈I1
φλ(v2,λ) ∈ ρ
0
~d
,
ce qui permet de conclure.

Le the´ore`me suivant fournit deux conditions ne´cessaires et suffisantes sur le vecteur ~d =
(dσ)σ∈S pour que l’application θ soit injective.
The´ore`me 4.4. Avec les notations pre´ce´dentes l’application θ est injective (et donc un iso-
morphisme) si et seulement si les deux conditions suivantes sont satisfaites :
(i) Pour tout l ∈ {0, . . . , f − 1} on a |Jl| ≤ 1 ;
(ii) Si σ ∈ Jl on a
dσ + 1 ≤ p
vσ .
Preuve. Comme de´ja` remarque´ dans la preuve du Lemme 4.2, l’application θ est injective si
et seulement si l’on a l’inclusion suivante :(
T − ap
)(
c-IndGKZρ~d
)
∩ c-IndGKZρ
0
~d
⊆
(
T − ap
)(
c-IndGKZρ
0
~d
)
.(4.15)
La preuve comporte deux e´tapes.
(1) On suppose que les conditions (i) et (ii) soient satisfaites. On montre que l’inclusion
(4.15) est ve´rifie´e, ou` ce qui revient au meˆme, que si h est un e´le´ment dans c-IndGKZρ~d
tel que
(T − ap)(h) = T (h)− aph ∈ c-Ind
G
KZρ
0
~d
,
alors h est dans c-IndGKZρ
0
~d
.
(2) On suppose que (i) ou bien (ii) ne soit pas satisfaite. On construit explicitement un h
dans c-IndGKZρ~d tel que
(T − ap)(h) = T (h)− aph ∈ c-Ind
G
KZρ
0
~d
et h /∈ c-IndGKZρ
0
~d
.
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(1). Supposons que les conditions (i) et (ii) soient satisfaites. Soit h ∈ c-IndGKZρ~d tel que :
(T − ap)(h) = T (h)− aph ∈ c-Ind
G
KZρ
0
~d
,(4.16)
et notons n le plus petit entier tel que h ∈ Bn et e´crivons h =
∑n
m=0 hm ou` hm ∈ Sm. On en
de´duit :
T (h) − aph = T
+(h) + T−(h)− aph
= T+(hn) + T
+(h− hn) + T
−(h)− aph,
avec T+(hn) ∈ Sn+1 et T
+(h − hn) + T
−(h) − aph ∈ Bn. L’hypothe`se (4.16) implique que
T+(hn) ∈ c-Ind
G
KZρ
0
~d
. Montrons que cela implique que hn ∈ c-Ind
G
KZρ
0
~d
. Il suffit de le montrer
pour hn de la forme [g
0
n,µ, v], car, en appliquant β, on le de´duit pour hn de la forme [g
1
n,µ, w], et
enfin, par line´arite´ et en vertu du Corollaire 3.10, pour n’importe quel hn. D’apre`s le Lemme
3.8 on a :
T+([g0n,µ, v]) ∈ c-Ind
G
KZρ
0
~d
⇔ (ρ0~d(w) ◦ ψ(α
−1) ◦ ρ0~d(wλ))(v) ∈ Vρ0~d
pour tout λ ∈ I1.(4.17)
Notons v =
∑
~0≤~i≤~d
c~ie~d,~i avec c~i ∈ E. D’apre`s le Lemme 3.11 on a :
(ρ0~d(w) ◦ ψ(α
−1) ◦ ρ0~d(wλ))(v) ∈ Vρ0~d
⇔ ̟
~j
F
∑
~j≤~i≤~d
c~i
(
~i
~j
)
(−λ)
~i−~j ∈ OE, ~0 ≤ ~j ≤ ~d, λ ∈ I1
et donc, en particulier, pour ~j = ~0 on de´duit de (4.17) l’implication suivante :
∀λ ∈ I1, T
+([g0n,µ, v]) ∈ c-Ind
G
KZρ
0
~d
⇒
∑
~0≤~i≤~d
c~i(−λ)
~i ∈ OE .(4.18)
Remarquons que pour λ = 0 on de´duit que c~0 ∈ OE et donc l’implication (4.18) est e´quivalente
a` l’implication suivante :
∀λ ∈ k×F , T
+([g0n,µ, v]) ∈ c-Ind
G
KZρ
0
~d
⇒
∑
~06~i6~d
~i 6=~0
c~i(−[λ])
~i ∈ OE .
Soit ζ un ge´ne´rateur du groupe cyclique k×F et posons pour tout σ ∈ S, uσ = dσ + 1. Alors
on a :
∀λ ∈ k×F ,
∑
~06~i6~d
~i 6=~0
c~i(−[λ])
~i ∈ OE ⇒
∑
~06~i6~d
~i 6=~0
c~i([ζ
j])
~i ∈ OE , 0 ≤ j ≤
( ∏
σ∈S
uσ
)
− 1.
On obtient un syste`me de
∏
σ∈S uσ e´quations line´aires a`
∏
σ∈S uσ inconnues dont la matrice
du syste`me homoge`ne associe´e est donne´e par :
A =


1
[ζ]
~i
[ζ2]
~i
...
[ζ
∏
σ∈S uσ−1]
~i


~06~i6~d
~i 6=~0
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Puisque A est une matrice de Vandermonde, cela implique que son de´terminant est e´gal a` :∏
~i≺~j,~i 6=~j
([ζ]
~j − [ζ]
~i)(4.19)
(rappelons que l’on a muni I~d de l’ordre lexicographique ≺). Comme pour tout σ ∈ S
+ on a
σ([ζ]) = ι([ζ])p
γσ
ou` 0 ≤ γσ ≤ f − 1, alors pour tout ~j ∈ I~d on a par de´finition :
[ζ]
~j =
∏
σ∈S+
σ([ζ])jσ = ι([ζ])
∑
σ∈S+ jσp
γσ
et donc, d’apre`s les hypothe`ses (i) et (ii), on obtient de manie`re naturelle une application
injective : {
[ζ]
~j,~0 ≤ ~j ≤ ~d et ~j 6= ~0
}
→֒
{
ι([ζ])α, 0 ≤ α ≤ pf − 2
}
qui est bijective si dσ + 1 = p
vσ pour tout σ ∈ S+. Or, si 0 ≤ α < β ≤ q − 2 alors
ι([ζ])α − ι([ζ])β ∈ O×E et donc, en utilisant (4.19), on de´duit que det(A) ∈ O
×
E . Puisque par
ce qui pre´ce`de c~i ∈ OE pour tout
~i ∈ I~d, ou ce qui revient au meˆme v ∈ ρ
0
~d
, on de´duit que
hn ∈ c-Ind
G
KZρ
0
~d
. En remplac¸ant h par h − hn, le meˆme raisonnement montre que hn−1 ∈
c-IndGKZρ
0
~d
. Une re´currence e´vidente donne hi ∈ c-Ind
G
KZρ
0
~d
pour tout i ∈ {0, . . . , n} et donc
h ∈ c-IndGKZρ
0
~d
, d’ou` la premie`re e´tape.
(2). C’est une conse´quence imme´diate des Lemmes 4.2 et 4.3.

Soit ap ∈ OE et supposons que le vecteur d’entiers ~d ve´rifie les conditions (i) et (ii) du
The´ore`me 4.4, c’est-a`-dire :
(i) Pour l ∈ {0, . . . , f − 1} on a |Jl| ≤ 1 ;
(ii) Si σ ∈ Jl on a
dσ + 1 ≤ p
vσ .
Notons pour tout n ∈ Z≥0 :
Bn(E) = {g ∈ c-Ind
G
KZρ~d, g ∈ Bn}.
Une conse´quence simple mais inte´ressante du The´ore`me 4.4 est la proposition suivante, de´-
montre´e initialement par Breuil pour F = Qp et d ≤ 2p si p 6= 2 et k < 4 si p = 2 dans [6,
The´ore`me 4.1 et Corollaire 4.2].
Proposition 4.5. Le OE-re´seau Θ~d,ap est se´pare´ au sens de la De´finition 3.6.
Preuve. L’argument de [6, Corollaire 4.2] s’e´tend sans proble`me. Il suffit de montrer que Θ~d,ap
ne contient pas de E-droite. Cela revient a` montrer que si h ∈ c-IndGKZρ
0
~d
est tel qu’il existe
des hn ∈ c-Ind
G
KZρ~d ve´rifiant :
∀n ∈ Z≥0, h− (T − ap)(hn) ∈ p
n
(
c-IndGKZρ
0
~d
)
(4.20)
alors h ∈ (T − ap)(c-Ind
G
KZρ~d). Notons N (resp. N
′) le plus petit entier positif ou nul tel que
h ∈ BN (resp. hn ∈ BN ′) et e´crivons hn =
∑N ′
m=0 hn,m ou` hn,m ∈ Sm. Si N
′ ≥ N la relation
(4.20) implique que T+(hn,N ′) ∈ p
n(c-IndGKZρ
0
~d
) et donc, la meˆme preuve que celle donne´e
dans le The´ore`me 4.4 (⇒) implique que hn,N ′ ∈ p
n(c-IndGKZρ
0
~d
). Une re´currence descendante
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imme´diate montre alors que hn,m ∈ p
n(c-IndGKZρ
0
~d
) pour tout N ≤ m ≤ N ′. En re´sumant on
a :
hn ∈ BN−1(E) + p
n
(
c-IndGKZρ
0
~d
)
.
Ainsi :
∀n ∈ Z≥0, h ∈ (T − ap)(BN−1(E)) + p
n
(
c-IndGKZρ
0
~d
)
et, comme (T − ap)(BN−1(E)) est un E-espace vectoriel complet pour la topologie p-adique
car de dimension finie, on en de´duit h ∈ (T − ap)(BN−1(E)).

4.2. Conse´quences. Conservons les notations de la Section 4.1. On fixe
• (α, β) ∈ E× × E×.
• un |S|-uplet d’entiers positifs ~d.
Rappelons que ρ~d de´signe la repre´sentation alge´brique irre´ductible de GL2(F ) introduite dans
le Paragraphe 3.1.
Nous allons ici rappeler, dans un cadre particulier, une conjecture formule´e par Breuil et
Schneider ([9]). Nous montrons ensuite comment utiliser le re´sultat principal de la Section
4.1 (The´ore`me 4.4) pour donner, dans quelques cas, une re´ponse positive a` cette conjecture.
Notons (r, V ) la E-repre´sentation du groupe de Weil-Deligne de F de dimension 2, reduc-
tible, non ramifie´e et qui envoie le Frobenius arithme´tique sur la matrice[
α 0
0 β
]
.
Notons πunit la repre´sentation lisse et irre´ductible de G sur E qui correspond a` (r, V ) via
la correspondance de Langlands locale, normalise´e de sorte que son caracte`re central soit
det(r, V ) ◦ rec−1. Dans [9, §4] est de´crite une construction pour associer a` πunit une repre´-
sentation lisse de G sur E que l’on note π. Cette construction tient compte du fait que πunit
soit ge´ne´rique ou non. Dans ce cadre particulier on obtient dans les deux cas :
π = IndGP (nr(α
−1)⊗ nr(pβ−1)).
Remarque 4.6. Par de´finition les caracte`res non ramifie´s nr(α−1) et nr(pβ−1) de´pendent
seulement de αf et de βf . Notons que π est une induite parabolique lisse et non ramifie´e qui
est irre´ductible si (αβ−1)f 6= q et (αβ−1)f 6= q−1. Si (αβ−1)f = q (resp. (αβ−1)f 6= q−1) alors
π est la torsion par nr(β−1) ◦det (resp. nr(α−1) ◦det) de l’unique extension non scinde´e de la
repre´sentation triviale par la Steinberg (resp. de la Steinberg par la repre´sentation triviale).
Appelons ϕ-module la donne´e d’un F0 ⊗Qp E-module libre de rang fini D muni d’un au-
tomorphisme F0-semi-line´aire (par rapport au Frobenius sur F0) et E-line´aire ϕ. Notons que
ϕf est une application F0 ⊗Qp E-line´aire et que l’isomorphisme F0 ⊗Qp E ≃
∏
σ0 : F0 →֒E
E,
h⊗ e 7→ (σ0(h)e)σ0 induit un isomorphisme
D ≃
∏
σ0 : F0 →֒E
Dσ0
ou` Dσ0 = (0, 0, . . . , 0, 1σ0 , 0, . . . , 0) ·D. On de´finit
tN (D) =
1
[F : Qp]
valF (detF0(ϕ
f |D)).
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Si D est un ϕ-module on peut lui associer de manie`re explicite une repre´sentation de
Weil-Deligne par la me´thode de´crite dans [16]. Plus pre´cisement, choisissons un plongement
σ0 : F0 →֒ E et posons U = Dσ0 . Si w ∈ W (Qp/F ), on de´finit s(w) = ϕ
−α(w) ou` α(w) ∈ fZ
de´signe l’unique entier tel que l’action induite de w sur Fp soit la α(w)-puissance du Frobenius
arithme´tique x 7→ xp. On ve´rifie que s(w) : D → D est F0 ⊗Qp E-line´aire, et donc induit un
morphisme E-line´aire s(w) : U → U . Le couple (s, U) est une E-repre´sentation non ramifie´e
du groupe de Weil-Deligne de F qui ne de´pend pas du choix de σ0, mais a` isomorphisme
non canonique pre`s ([7, Lemme 2.2.1.2]). On le note WD(ϕ,D) et on note WD(ϕ,D)ss sa
F -semisimplification ([15, §8.5]).
SoitD un ϕ-module. Si on poseDF = D⊗F0F alors l’isomorphisme F⊗QpE ≃
∏
σ : F →֒E E,
h⊗ e 7→ (σ(h)e)σ0 induit un isomorphisme
D ≃
∏
σ : F →֒E
Dσ
ou` DF,σ = (0, 0, . . . , 0, 1σ , 0, . . . , 0) ·DF . Donc la donne´e d’une filtration de´croissante exhaus-
tive se´pare´e de DF par des sous-F ⊗Qp E-modules (Fil
iDF )i (pas force´ment libres) e´quivaut
a` la donne´e, pour tout i ∈ Z et tout σ : F →֒ E, d’un sous-F ⊗F,σ E-espace vectoriel Fil
iDF,σ
de DF,σ qui ve´rifie les deux conditions suivantes :
(i) pour tout i ∈ Z et tout σ ∈ S on a Fili+1DF,σ ⊂ Fil
iDF,σ ;
(ii) pour tout σ ∈ S on a⋃
i∈Z
FiliDF,σ = DF,σ et
⋂
i∈Z
FiliDF,σ = 0.
Soit (FiliDF,σ)i,σ une telle filtration. On de´finit
tH(DF ) =
∑
i∈Z
∑
σ : F →֒E
idimF (Fil
iDF,σ/Fil
i+1DF,σ).
La filtration est dite admissible si
(i) tH(DF ) = tN (D) ;
(ii) tH(D
′
F ) ≤ tN (D
′) pour tout F0 ⊗Qp E-sous-module D
′ stable par ϕ et muni de la
filtration induite.
Conjecture 4.7. Les deux conditions suivantes sont e´quivalentes :
(i) La repre´sentation ρ~d⊗π admet une norme G-invariante, i.e. une norme p-adique telle
que ‖gv‖ = ‖v‖ pour tout g ∈ G et v ∈ ρ~d ⊗ π.
(ii) Il existe un ϕ-module D de rang 2 tel que
WD(ϕ,D)ss = (r, V )
et une filtration admissible (FiliDF,σ)i,σ, avec i ∈ Z et σ ∈ S, sur DF telle que
FiliDF,σ/Fil
i+1DF,σ 6= 0 ⇔ i ∈ {−dσ − 1, 0}.
L’implication (i)⇒ (ii) de la Conjecture 4.7 a e´te´ de´montre´e dans [9, Corollary 3.3]. Plus
pre´cise´ment, on a le re´sultat suivant.
Proposition 4.8. Conside´rons les quatre conditions suivantes :
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(i) La repre´sentation ρ~d⊗π admet une norme G-invariante, i.e. une norme p-adique telle
que ‖gv‖ = ‖v‖ pour tout g ∈ G et v ∈ ρ~d ⊗ π.
(ii) Il existe un ϕ-module D de rang 2 tel que
WD(ϕ,D)ss = (r, V )
et une filtration admissible (FiliDF,σ)i,σ, avec i ∈ Z et σ ∈ S, sur DF telle que
FiliDF,σ/Fil
i+1DF,σ 6= 0 ⇔ i ∈ {−dσ − 1, 0}.
(iii) Il existe un ϕ-module D de rang 2 tel que
(ϕf )ss =
[
α 0
0 β
]
et une filtration admissible (FiliDF,σ)i,σ, avec i ∈ Z et σ ∈ S, sur DF telle que
FiliDF,σ/Fil
i+1DF,σ 6= 0 ⇔ i ∈ {−dσ − 1, 0}.
(iv) les ine´galite´s suivantes sont ve´rifie´es :
valF (α
−1) + valF (pβ
−1) +
∑
σ∈S
dσ = 0;(4.21)
valF (pβ
−1) +
∑
σ∈S
dσ ≥ 0.(4.22)
Alors on a les implications et e´quivalences suivantes :
(i)⇒ (ii)⇔ (iii)⇔ (iv).
Preuve. L’implication (i) ⇒ (iv) de´coule de [20, Lemma 7.9]
L’e´quivalence (ii) ⇔ (iii) est imme´diate.
L’e´quivalence (iii) ⇔ (iv) est une conse´quence de [9, Proposition 3.2]. 
Remarque 4.9. Si F = Qp et r n’est pas scalaire, la Conjecture 4.7 est vraie ([3]).
D’apre`s la Proposition 4.8 il est clair que pour avoir une re´ponse positive a` la conjecture de
Breuil et Schneider pour GL2(F ) il suffit de montrer l’implication (iv)⇒ (i). Le cas α ∈ O
×
E
(resp. β ∈ O×E) est facile. Plus pre´cise´ment on a la proposition suivante.
Proposition 4.10. Supposons que (4.21) et (4.22) soient satisfaites, et supposons α ∈ O×E
(resp. β ∈ O×E). Alors la repre´sentation ρ~d ⊗ π admet une norme G-invariante.
Preuve. • Supposons α ∈ O×E et notons
χ = nr(α−1)⊗ nr(pβ−1)
∏
σ∈S
σdσ
On de´finit Icont(χ) comme l’induite continue du caracte`re χ, i.e. l’espace des φ : G→ E
continues et telles que
∀b ∈ P et g ∈ G, φ(bg) = χ(b)φ(g),
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l’action de G e´tant la translation usuelle a` droite sur les fonctions. D’apre`s (4.21) et
(4.22) le caracte`re χ est a` valeurs entie`res ce qui implique que la norme de´finie par
∀φ ∈ Icont(χ), ‖φ‖ = sup
g∈P\G
φ(g)
est une norme G-invariante sur Icont(χ). Or on a une injection G-e´quivariante e´vidente
ρ~d ⊗ π →֒ I
cont(χ),
d’ou` le re´sultat.
• En utilisant l’entrelacement
IndGP (nr(α
−1)⊗ nr(pβ−1)) = IndGP (nr(β
−1)⊗ nr(pα−1)),
un argument analogue au pre´ce´dent permet de conclure.

Supposons maintenant α, β /∈ O×E . Sous certaines conditions, le The´ore`me 4.4 permet de
donner une re´ponse positive a` la Conjecture 4.7.
Corollaire 4.11. Supposons que (4.21) et (4.22) soient satisfaites, et supposons que ~d =
(dσ)σ∈S satisfait les conditions (i) et (ii) du The´ore`me 4.4. Alors la repre´sentation ρ~d ⊗ π
admet une norme G-invariante.
Preuve. Il suffit de montrer que ρ~d ⊗ π posse`de un OE-re´seau se´pare´ et stable sous l’action
de G. Or, d’apre`s la Proposition 4.1 on dispose d’un isomorphisme G-e´quivariant
ρ~d ⊗ π ≃
c-IndGKZρ~d
(T − ap)(c-Ind
G
KZρ~d)
ou` ap = α
f + βf . Donc, si le vecteur ~d ve´rifie les conditions (i) et (ii) du The´ore`me 4.4 alors
la Proposition 4.5 s’applique et l’on peut en de´duire que la repre´sentation ρ~d ⊗ π posse`de un
re´seau se´pare´ et stable sous l’action de G, d’ou` le re´sultat. 
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