Abstract. Properties of Hermitian forms are used to investigate several natural questions from CR Geometry. To each Hermitian symmetric polynomial we assign a Hermitian form. We study how the signature pairs of two Hermitian forms behave under the polynomial product. We show, except for three trivial cases, that every signature pair can be obtained from the product of two indefinite forms. We provide several new applications to the complexity theory of rational mappings between hyperquadrics, including a stability result about the existence of non-trivial rational mappings from a sphere to a hyperquadric with a given signature pair.
Introduction
This paper uses properties of Hermitian forms to investigate several natural questions from CR Geometry and to establish new results about both real and complex polynomials. We begin by showing why Hermitian forms arise.
Let ρ be an arbitrary real-valued polynomial on R 2n . Given a fixed complex structure on C n , ρ then determines a Hermitian form in the following fashion. Call the real variables (x, y) and set z = x+iy and z = x−iy. Put r(z, z) = ρ( z+z 2 , z−z 2i ). Then polarize (treat z and z as independent variables) to obtain a polynomial r(z, w). We call r a Hermitian symmetric polynomial. See Section 2 for properties of such polynomials. We write r in multi-index notation as r(z, w) = c αβ z α w β ;
the matrix C = (c αβ ) is Hermitian symmetric. Thus ρ determines C uniquely (given a fixed complex structure on R 2n ). Furthermore, without loss of generality, one can add one variable and bihomogenize r. We can then regard the Hermitian form C as being defined on the complex vector space V (d, n + 1) of homogeneous polynomials of degree d in n + 1 variables.
Conversely given such a Hermitian form on V (d, n + 1) we can recover r and then ρ. We will usually express our ideas in terms of r. We say that s(r) = (A, B) if C has A positive and B negative eigenvalues, and we call (A, B) the signature pair of r. We write r(r) for the rank A + B of C. We naturally call r positive semi-definite if s(r) = (A, 0), negative semi-definite if s(r) = (0, B), and indefinite if s(r) = (A, B) where both A and B are not zero. We warn the reader that an indefinite r can be nonnegative as a function. When we need to know the number of vanishing eigenvalues we consider the inertia triple in(r). See Definition 2.2.
Our primary interest lies in the relationship between the underlying Hermitian matrix and the zero set of r. To investigate this matter we naturally need to know what happens to signature pairs when we multiply polynomials. Note that the sum or product of two Hermitian symmetric polynomials is also Hermitian symmetric. What happens to the underlying Hermitian matrices under these operations? The situation for sums is completely understood. See [Mq] . The polynomial sum and the matrix sum correspond precisely. The situation for products is more difficult and new phenomena arise. In particular the Hermitian matrix corresponding to the product of two polynomials is not easily expressed in terms of the corresponding Hermitian matrices. In this paper we will study carefully what happens to the numbers of positive and negative eigenvalues under this product.
Assume that the signature pair s(p j ) is (A j , B j ). Let (A, B) denote the signature pair for p 1 p 2 . The following inequalities are easy to verify:
(2.1)
r(p 1 p 2 ) = A + B ≤ (A 1 + B 1 )(A 2 + B 2 ) = r(p 1 )r(p 2 ). (2.3)
In each case equality holds for generic choices of the coefficients, but strict inequality is possible and plays a significant role in our applications to CR Geometry. Let (A, B) be an ordered pair of non-negative integers. Theorem 4.1 states that there are indefinite homogeneous polynomials r 1 and r 2 with s(r 1 r 2 ) = (A, B) if and only if (A, B) is not one of the three trivial cases (0, 0), (1, 0), (0, 1).
In Propositions 4.1, 4.2, and in the proof of Theorem 4.1 we provide several elementary but striking examples. For example, there exists pairs of (quite special) Hermitian symmetric polynomials with arbitrarily large ranks whose product has signature pair (2, 0) and hence rank 2. We call this phenomenon collapsing of rank. This kind of collapse is sharp; by Proposition 2.2 the product has rank 1 only if both factors do. A similar result fails for real-analytic Hermitian symmetric functions.
Theorem 4.1 completely answers a key question about signature pairs. For applications to CR Geometry, however, we must also analyze the signature pairs of all possible multiples of a fixed polynomial. Without loss of generality we may bihomogenize and assume that all Hermitian symmetric polynomials under consideration are actually bihomogeneous. We can then use these ideas to investigate rational CR mappings between hyperquadrics. The main results may be regarded as part of an evolving theory of complexity in CR geometry. Theorem 7.1 gives an almost complete analysis when the domain hyperquadric is the sphere S 3 . Theorem 8.2 provides a stability result for S 2n−1 , but it does not analyze the finite set of exceptions arising in each dimension.
We introduce some notation.
HQ(A, B) = {Z ∈ P A+B−1 :
Then HQ(a, b + 1) is the closure in projective space of Q(a, b) in affine space.
If p(z) = 0 on the set n j=1 |z j | 2 − |z n+1 | 2 = 0, then p determines a rational mapping from the unit sphere to a hyperquadric Q(A, B − 1). See the discussion following (4) in Section 2. Given the pair (A, B) we naturally ask whether there are any such nontrivial mappings, and if so, whether there is a bound on the degree of the set of these mappings. In the special case where B = 1, we are asking what happens when the target is also a sphere, and our conclusions in this case clarify and unify results from many authors.
Theorem 8.2 provides a stability result for rational mappings from S 2n−1 to hyperquadrics. We find an integer N , depending quadratically on n, such that for each pair (A, B) with A + B ≥ N we can analyze the situation. In fact, except when the target is also a sphere, Corollary 8.2 shows that so-called degree estimates cannot hold when A + B ≥ N . For a finite set of signature pairs, the techniques in this paper do not answer in general whether maps exist. The general answer seems to be complicated, and hence we are satisfied with the stability result. Theorem 7.1 determines what happens for each pair (A, B), with the only exceptions being (3, 2) and (2, 3). Analyzing the cases of small rank is difficult. We rely on Faran's classification of planar maps [Fa2] and recent work in [L] . The table after Theorem 7.1 nicely summarizes the situation when n = 2.
We discuss how other work fits into these ideas. The papers [BH] and [BEH] provide rigidity results which we can express using the notion of signature pair. In our notation, the main result in [BH] states the following: let r denote the defining equation for HQ (a, b) . Assume that a ≥ b ≥ 2 and c ≥ b. Let rq be the Hermitian symmetric polynomial corresponding to a rational CR mapping, expressed in lowest terms. If s(rq) = (c, b), then q is a constant and c = a. In other words, the number of positive eigenvalues cannot increase in this setting. An example from [BH] shows that the conclusion can fail if a < b. It is even possible to construct such polynomial examples of arbitrarily large degree when a < b. See [D4] .
A rigidity result in [BEH] generalizes the result in [BH] . In our notation and under the same assumptions the following holds. If s(rq) = (c, d) and b ≤ d < 2b − 1, then q is a constant, c = a, and b = d. Both [BH] and [BEH] also prove stronger results when the mappings are assumed to preserve sides of the hyperquadrics.
Our work focuses on Hermitian forms, rather than on the underlying mappings. The results of [BH,BEH] allow the consideration of CR mappings with linearly dependent components; these components cause cancellation in the corresponding Hermitian forms. See Section 5. A nonlinear mapping from Q(a, b) to Q(c, d) may thus have the same Hermitian form as does a linear embedding of Q(a, b) in C c+d . The authors acknowledge support from NSF grants DMS 07-53978 (JPD) and DMS 09-00885 (JL). They also wish to thank AIM for the workshop on CR Complexity Theory in 2006 which helped nourish some of these ideas.
Hermitian symmetric polynomials
We begin by recalling some basic facts about Hermitian symmetric polynomials. See [D3] for details.
Definition 2.1. Let p : C n ×C n → C be a polynomial. We say that p is Hermitian symmetric if p(z, w) = p(w, z) for all z, w.
Proposition 2.1. The following statements are equivalent:
• p is Hermitian symmetric.
• The function z → p(z, z) is real-valued.
• We can write p(z, w) = α,β c αβ z α w β where the matrix of coefficients is Hermitian symmetric: c αβ = c βα .
Definition 2.2. Let p be a Hermitian symmetric polynomial.
• The rank of p, written r(p), is the rank of the matrix (c αβ ).
• The signature pair of p, written s(p), is (A, B) if the matrix (c αβ ) has A positive and B negative eigenvalues. Let p be Hermitian symmetric with s(p) = (A, B). As in [D1] we can find holomorphic polynomial mappings f :
and the components of f and g are linearly independent. We write p = ||f || 2 −||g|| 2 . We can recover p(z, w) from p(z, z) by polarization.
We can always bihomogenize p by adding the variable z n+1 and its conjugate. Thus we will usually assume that p is bihomogeneous on C n+1 × C n+1 . We say that p is bihomogeneous of degree (m, m). It follows from (4) that f and g are homogeneous of degree m. We will then regard the mapping f ⊕ g both as a polynomial map between complex Euclidean spaces and as a rational holomorphic mapping between complex projective spaces:
Consider the hyperquadric Q(A, B − 1). Suppose we are working in the open subset of P A+B−1 where Z l = 0. We divide by |Z l | 2 in (3.2) for some l, and we obtain the usual defining equation of a hyperquadric in affine space. The image of the subset of C n defined by p(z, z) = 0 under the map f ⊕ g lies in Q(A, B − 1). In order to better understand this mapping we naturally study the ideal I(p) generated by p. The collection H(n) of Hermitian symmetric polynomials on C n is isomorphic to the (real) polynomial ring in 2n real variables. We introduce the subset H(n; A, B) of H(n) consisting of polynomials with signature pair (A, B). Given p, one of our main concerns will be the set I(p) ∩ H(n; A, B). For any ideal J we may also consider the collection of pairs (A, B) for which there is an element q ∈ J for which s(q) = (A, B), or equivalently, if J ∩ H(n; A, B) is non-empty. For each ideal, (0, 0) is in this collection.
Given p with s(p) = (A, B), as above we obtain a holomorphic polynomial mapping to the hyperquadric Q(A, B − 1). Let us now make the connection to a basic question in CR Geometry; what are the CR mappings from the unit sphere to a given hyperquadric? Put r(z, z) = ||z|| 2 −|z n+1 | 2 . If I(r)∩H(n; A, B) is non-empty, then we can find a multiple q of r with s(q) = (A, B). As discussed above, q determines a rational mapping from the unit sphere to the hyperquadric Q(A, B − 1).
Restrictions on possible target hyperquadrics for rational mappings from spheres (satisfying additional properties such as degree bounds or group-invariance) lead to the fundamental issues in CR complexity theory.
To study CR complexity, we need to understand how the signature pair behaves under multiplication. Consider the (ordinary) product of two Hermitian symmetric polynomials p and q with s(p) = (A, B) and s(q) = (C, D). Then s(pq) = (E, F ), where E ≤ AC +BD and F ≤ AD+BC. In the generic case we have E = AC +BD and F = AD + BC, but strict inequalities can arise. In fact, both elements in the ordered pair can decrease and thus r(pq) < min(r(p), r(q)) is possible. We call this situation collapsing of the rank.
The next result shows that we cannot collapse the rank to 1; in other words, if the rank of a product is 1, then each factor must have rank 1. Later we will see that there exist Hermitian symmetric polynomials of arbitrarily large rank whose product has rank 2. Also the conclusion of Proposition 2.2 fails for real-analytic Hermitian symmetric functions. Consider the identity 1 = e ||z|| 2 e −||z|| 2 . If we expand the exponential as a series, then the signature pairs of the factors would be (∞, 0) and (∞, ∞). Yet their product has signature pair (1, 0). Proposition 2.2. Let p and q be Hermitian symmetric polynomials with r(pq) = 1. Then r(p) = r(q) = 1.
Proof. We may assume that pq = |h| 2 for a complex valued holomorphic polynomial h. We need to show that each of p and q is itself (plus or minus) the squared absolute value of a holomorphic polynomial. Polarize the relation pq = |h| 2 to obtain
Now factor h into irreducibles. Each irreducible factor φ(z) of h(z) must divide either p(z, w) or q(z, w). Write h(z) = u(z)v(z) where u(z) divides p(z, w) and v(z) divides q(z, w). By symmetry the same is true for the functions of w. We may therefore divide both sides of (5) by h(z)h(w). Put back w = z. We obtain
Each factor in (6) is a polynomial; by (6) each must be constant. It follows that r(p) = r(q) = 1.
Factorizations
Many of the phenomena which arise are consequences of elementary factorizations of polynomials in one real variable. We gather these results in this section.
The following identities hold:
The importance of these factorizations stems from the number of terms. Let p be a polynomial in one or several real variables x. We write S(p) = (a, b) if p has a positive terms and b negative terms. In each formula from Lemma 3.1, let p denote the left-hand side and let p 1 and p 2 denote the factors. Then for example (7.1) illustrates S(p) = (2, 0) whereas S(p 1 ) = (3, 0) and S(p 2 ) = (2, 1). Also (7.2) illustrates S(p) = (1, 1) whereas S(p 1 ) = (2, 2) and S(p 2 ) = (2, 1).
Proof. Regard t as a complex variable. Put ω = e πi 2 m . The roots of P occur when t is a 2 m -th root of −1, and hence are odd powers of ω. Factor P into linear factors:
The roots are symmetrically located in the four quadrants. We define Q by taking the product over the terms where Re(ω 2j+1 ) < 0. Each such factor has a corresponding conjugate factor. Hence
and all the coefficients of Q are positive. The remaining terms in the factorization of P define Q(−t), and the result follows.
Note that (7.1) and (7.3) are special cases of Lemma 3.2. Our next factorization will not be explicit; these polynomials arise in [D1] and [DLP] .
Signature pairs of products
We first establish a link between real polynomials and Hermitian symmetric polynomials whose corresponding Hermitian form is diagonal. The matrix of coefficients of a Hermitian symmetric polynomial p is diagonal if and only if we can write p = ||f || 2 − ||g|| 2 where the components of f ⊕ g are monomials. Consider the moment map
Given a Hermitian symmetric polynomial p whose underlying matrix of coefficients is diagonal, there is a (real) polynomial P in x such that
We write p = P • m. It is evident that S(P ) = s(p), and we hence also call S(P ) the signature pair of P . For some problems in Hermitian linear algebra, the diagonal case describes the general case; such a statement applies in Theorem 4.1. See also [DKR] and [DLP] for many additional results in and uses of this special situation. Given a signature pair (A, B) we wish to find p with s(p) = (A, B) and satisfying some other properties. Often we may do so by first finding a real polynomial P such that S(P ) = (a, b). Then we put p = P • m or p = H(P • m), where H denotes bihomogenization. In either case s(p) = (a, b).
We give a simple example of this sort of reasoning. The signature pair of r is (N, 0) if and only if r is the squared norm ||f (z)|| 2 of a holomorphic polynomial mapping f with N linearly independent components. It is possible to square a Hermitian symmetric polynomial, which is not itself a squared norm, and obtain a squared norm. We give an example from [D3] and [DV] where s(r 2 ) = (9, 0) whereas s(r) = (4, 1).
For 0 < ǫ < 1 we have s(r 2 ǫ ) = (9, 0) whereas s(r ǫ ) = (4, 1). The authors do not know whether there is an r with s(r) = (3, 1) and s(r 2 ) = (N, 0) for some N . There is no r with s(r) = (2, 1) and s(r 2 ) = (N, 0) for some N . We have seen how to collapse terms via multiplication of polynomials in one variable. This process of composition with the moment map leads to similar phenomena in the Hermitian symmetric case.
Proposition 4.1. There are Hermitian symmetric polynomials q and r such that the following hold:
• q and r are each bihomogeneous of degree (2 m−1 , 2 m−1 ).
Proof. For each integer m with m ≥ 2, consider the polynomial
2 . We factor p by first setting x 2 = 1 and then using Lemma 3.2. The polynomial Q in that lemma has all positive coefficients and thus S(Q) = (2 m−1 + 1, 0). Set q = Q • m. After homogenizing we obtain the desired conclusion.
It follows that the rank r(qr) of a product can be 2 even when the ranks of the factors are arbitrarily large. It is also possible to create examples where the rank of the product is 2 and neither factor has signature pair (k, 0). The examples in the next proposition will be used to complete the story in Theorem 4.1.
Proposition 4.2. There are Hermitian symmetric polynomials q and r such that the following hold:
• s(q) = (2, 2), s(r) = (2, 1), and s(qr) = (1, 1).
• s(q) = (5, 0), s(r) = (3, 2), and s(qr) = (2, 0).
• s(q) = (6, 3), s(r) = (2, 1), and s(qr) = (2, 0).
• s(q) = (3, 3), s(r) = (2, 1), and s(qr) = (2, 2).
Proof. Let Q and R denote the factors of any of the real polynomials appearing in (7.2), (7.3), (7.4), and (7.5). In each case let q and r be the bihomogenizations of Q • m and R • m. We obtain the desired examples.
Consider the formula for f d from Lemma 3.3. In it we replace x by |z 1 | 2 , replace y by |z 2 | 2 , subtract 1, and homogenize using the z 3 variable. We obtain a bihomogeneous polynomial p d of degree (d, d) which vanishes on the set r = 0, where
, that is, q d has maximum rank for its degree. Yet (by [DKR] ), p d = q d r has minimum rank for its degree, given that p d ∈ H(2; N, 1) ∩ I(r) and that it depends only on the squared moduli of the variables.
These polynomials have other important properties. For example, they are invariant under an interesting representation of a finite cyclic subgroup of the unitary group U (2). See [D1] and [D4] .
We have seen that it is subtle to decide what happens to the ranks of Hermitian symmetric polynomials under multiplication. The next Theorem completely answers what are the possible signature pairs of a non-trivial product.
The crucial information in the statement of Theorem 4.1 below is that r 1 and r 2 are indefinite. By Proposition 4.1 we can obtain (2, 0) for the signature pair of a product when one of the factors has signature pair (A, 0). What happens if we insist that neither factor is positive semi-definite, in other words, that neither factor is a squared norm? Remarkably, we can still get (2, 0). In fact we can get any pair except (0, 0) (obviously), (1, 0), or (0, 1) (by Proposition 2.2). Proof. First we consider the three exceptional pairs. The signature pair is (0, 0) only if r = 0. An indefinite polynomial is not the zero polynomial. Since the product of nonzero polynomials is nonzero, this case is trivial. Proposition 2.2 shows that a product can have rank 1 only if each factor does. Since an indefinite polynomial must have rank at least 2, the cases (1, 0) and (0, 1) are also ruled out.
Conversely suppose that (A, B) is not one of these three pairs. We will provide explicit formulas, writing t = x 1 = |z 1 | 2 and putting |z 2 | 2 = 1. Our examples will be expressed as polynomials in one real variable; in each case we compose with the moment map m as above and set p = P • m. Then S(P ) = s(p).
First we consider pairs of the form (N, 0). Put a = √ 2. By (7.4) we have
. (10) In (10) the factors of 1 + t 12 have signature pairs (2, 1) and (6, 3), and hence each defines an indefinite form. Their product determines a Hermitian form with signature pair (2, 0).
To get an example where the product has signature pair (n + 2, 0), we first define r 1 and r 2 as in (10) and then write (1 + t 12 ) n+1 = (1 + t 12 ) n r 1 (t)r 2 (t) = q 1 (t)r 2 (t).
(11) The left-hand side of (11) has signature pair (n + 2, 0). On the other hand the first two terms in the expansion of q 1 (t) = (1 + t 12 ) n r 1 (t) are 1 − at, and hence q 1 has terms of both signs. Thus both q 1 and r 2 determine indefinite forms, and yet S(q 1 r 2 ) = (n + 2, 0). Next, for ǫ > 0 to be chosen, consider the polynomial
Note that r is of degree n + 2. If ǫ is sufficiently small, then all of the coefficients of r are non-zero, and only the coefficient of t is negative. Hence S(r) = (n + 1, 1). The factor 1 − t corresponds to an indefinite form; for n ≥ 1 the factor r 2 given by r 2 (t) = (1 − t)(1 + ǫt) n also corresponds to an indefinite form when nǫ < 1. Thus we have a product of indefinite forms whose signature pair is (k, 1) for k ≥ 2.
We obtained the pair (1, 1) in Proposition 4.2 via formula (7.2).
(13) The signature pair of the product is (1, 1) and each factor is indefinite.
We next obtain products of indefinite factors such that the signature pair of the product is (A, B) where A ≥ B ≥ 2. Because we can multiply by −1, we also obtain such products with signature pairs (A, B) with B ≥ A ≥ 2. Define r 1 (t) = 1 ± t + ±t 2 + ... + t d , where at least one sign is negative. If there are a positive terms, we have S(r 1 ) = (a, d + 1 − a) where 2 ≤ a ≤ d. Put r 2 (t) = 1 − ǫt for ǫ > 0. Then both r 1 and r 2 are indefinite. If we choose ǫ sufficiently small, then we easily see that S(r 1 r 2 ) = (a, d + 2 − a). Hence we can achieve all signature pairs (A, B) with A ≥ B ≥ 2 in this fashion.
We have now obtained all pairs except for the three exceptional cases considered in the first paragraph.
One can obtain a deeper understanding of this result by introducing the inertia triple. To obtain (2, 0) for the signature pair of a product of indefinite polynomials requires allowing enough vanishing eigenvalues. Let us include the number of zero eigenvalues in the notation. Then for example the inertia triple of the polynomial |z 1 | 24 + |z 2 | 24 determined by 1 + t 12 is (2, 0, 11); there are 11 vanishing eigenvalues. We cannot find indefinite factors of polynomials with inertia triple (2, 0, k) unless k is large enough. By (10) it is possible when k = 11. It is obviously impossible when k is small. We do not investigate this matter in this paper.
We do wish to provide an example where the general case differs from the diagonal case regarding inertia triples. We give indefinite p and q, with in(p) = (2, 1, 0), in(q) = (3, 3, 0), and in(pq) = (2, 2, 6).
This example is (up to a linear change of variables) the only one of its type possible. Notice, given the dimension, that the inertia triple specifies the degree. Therefore, assuming that in(p) = (2, 1, 0), p has to be the defining equation for a sphere and pq has the signature for a defining equation of the hyperquadric Q(2, 1).
The second author verified in [L] that there is (up to a linear change of coordinates) only one such map, and therefore it must be the one above. Furthermore pq cannot be made diagonal after any linear change of coordinates. Therefore, if we restrict to diagonal forms, no such p and q exist.
On the other hand, if we give no restriction on the number of zero eigenvalues, many different examples (including diagonal ones) are possible. As in Theorem 4.1 we can use polynomials in one variable. If we want to work in the same dimension, in P 2 , we simply assume that the example does not depend on the other variable. In the following example, S(P ) = (2, 1), S(Q) = (3, 3), and S(P Q) = (2, 2).
For the corresponding p and q in P 1 we have in(p) = (2, 1, 0), in(q) = (3, 3, 0), and in(pq) = (2, 2, 4). In P 2 we have in(p) = (2, 1, 3), in(q) = (3, 3, 15), and in(pq) = (2, 2, 32).
We close this section by interpreting a result from [CD] in the language of inertia triples. Let p be a bihomogeneous polynomial and assume that p(z, z) > 0 on the unit sphere. Then there is an integer d such that ||z|| 2d p(z, z) has inertia triple equal to (N, 0, 0). In other words, the product is a squared norm and its underlying Hermitian form is strictly positive definite; there are no vanishing eigenvalues.
CR Mappings
We gather some remarks connecting our work with the study of CR mappings. Let f = g h be a rational mapping reduced to lowest terms. Assume f : S 2n−1 → S 2N −1 . We form the Hermitian symmetric polynomial p = ||g|| 2 − |h| 2 . Note that f is constant if and only if p = 0. Note that p vanishes on the sphere. We homogenize using the z n+1 variable to obtain homogeneous holomorphic polynomials g * and h * and a bihomogeneous p * such that
Also, p * is divisible by r, where r = ||z|| 2 − |z n+1 | 2 . If we assume that h and the components of g are linearly independent, then s(p * ) = (N, 1) and this rational map f : S 2n−1 → S 2N −1 shows that I(r) ∩ H(n; N, 1) is non-empty. Conversely, for given holomorphic homogeneous polynomials, suppose (15) holds and p * is divisible by r. Set z n+1 equal to 1 to dehomogenize. Then g h maps the unit sphere in its domain to the unit sphere in its target. The trivial case when f is a constant is ruled out by the assumption of linear independence. For n ≥ 2, the maximum principle guarantees that h does not vanish on the closed ball, and f defines a rational proper mapping between balls. See Proposition 5.1. We also mention, for n ≥ 2, that a sufficiently smooth CR mapping between spheres S 2n−1 and S 2N −1 must be the restriction of a rational mapping. [F] . More generally, we can allow the target to be a hyperquadric. In this case there exist smooth CR mappings that are not rational. An additional new phenomenon must be noted. Consider a holomorphic mapping (f, g) which maps the sphere to a hyperquadric. The analogue of (15) becomes
Without any assumption on linear independence, cancellation can occur in the squared norms in (16). We give an example when n = 2 that illustrates the point. Consider the map z → ζ(z) = (z 1 , z 2 , w(z), w(z)). Then
vanishes identically on the sphere. Hence we obtain a holomorphic mapping from the sphere to a hyperquadric. Since the holomorphic function w is otherwise arbitrary, we have no control on the map ζ. By assuming that the components are linearly independent we eliminate this difficulty.
Without loss of generality we may assume that the components of a rational map are linearly independent. The problem of describing rational holomorphic mappings from the sphere S 2n−1 to a hyperquadric Q(A, B − 1) is equivalent to analyzing the sets I(r) ∩ H(n; A, B − 1). The following well-known result applies when the target is a sphere.
Proposition 5.1. Assume that there exists a non-constant Hermitian symmetric homogeneous polynomial p on C n+1 such that s(p) = (k, 1) where k ≥ 1, and such that p vanishes on the set ||z|| 2 = |z n+1 | 2 . Equivalently, suppose that h = (h 1 , ..., h k ) is a non-constant rational mapping on C n , with linearly independent components and with ||h(z)|| 2 = 1 on the unit sphere. Then k ≥ n.
Proof. First we observe that the two statements are equivalent. The first statement guarantees that there is a polynomial map f : C n+1 → C k and a polynomial g on C n+1 such that p = ||f || 2 −|g| 2 . Divide by g and set z n+1 = 1 to dehomogenize. We obtain a rational mapping h sending the unit sphere S 2n−1 to S 2k−1 . Conversely, given h we let G be the least common denominator of its components and we write h = F G . After homogenization of F and G to f and g, we put p = ||f || 2 − |g| 2 . Thus the two statements are equivalent.
To show that k ≥ n we prove an apparently stronger assertion. Suppose h = (h 1 , ..., h k ) is a holomorphic mapping defined near the unit sphere, and ||h(z)|| 2 = 1 on the unit sphere S 2n−1 . If n = 1, there is nothing to prove. If n ≥ 2, then either h is a constant or h extends to a proper holomorphic mapping from the unit ball to the unit ball. We are assuming that h is not constant. If h is proper holomorphic, then the inverse image of a point is both a compact set and a complex variety. Hence the target dimension k cannot be smaller than the domain dimension n.
We recall the notion of degree estimate for rational mappings between spheres in preparation for our applications to CR geometry. See Corollary 8.2 for the situation when the target is a hyperquadric.
Definition 5.1. A degree estimate for rational mappings between spheres is a number c(n, N ) with the following property. Whenever f : S 2n−1 → S 2N −1 is rational and of degree m, then m ≤ c(n, N ).
No such estimates hold when n = 1. Otherwise such estimates do hold, but sharp degree estimates are not known in general. See [DKR] , [DLP] , [DL] , [LP] , [M] for various results in this direction. We mention here only the following degree estimate from [DL] ; for n ≥ 2, the degree of a rational mapping from S 2n−1 to S 2N −1 is bounded above by
2(2n−3) .
projective degree
Suppose that p is bihomogeneous of degree (m, m). Let J = H(n; A, B) ∩ I(p) and assume that J is non-empty. To study the complexity of J we are led to the notion of projective degree. Given two Hermitian symmetric polynomials p and q, we say that they are equivalent, writing p ∼ q, if their ratio equals |h(z)| 2 for some rational h. Note that h is independent of z. Thus
for holomorphic polynomials u and v.
Definition 6.1. The projective degree of p is the smallest m such that there is a bihomogeneous polynomial of degree (m, m) equivalent to p. Equivalently, it is the degree of the rational map f ⊕ g : P n → P A+B−1 induced by p. We write D(p) for the projective degree.
Definition 6.2. Let S be a non-empty set of Hermitian symmetric polynomials. We write D * (S) for sup p∈S D(p).
To find the projective degree of the bihomogeneous polynomial p = ||f || 2 − ||g|| 2 , we divide out all common factors of the form |h| 2 , for h a holomorphic homogeneous polynomial. The result is bihomogeneous of degree (m, m) where m is the projective degree of p.
Consider Hermitian symmetric polynomials taking the value 1 on the unit sphere. Certain signature pairs allow for examples of arbitrary degree, other signature pairs allow only examples whose degrees form a bounded set, and some signature pairs rule out all examples. See Theorem 8.2 for a general result along these lines.
Example 6.1. Consider Hermitian symmetric polynomials p,q, and r given by
Note that p = 0 on the unit sphere and q = r = |z 3 | 2 on the unit sphere. The projective degrees of p and r equal 2, and the projective degree of q is 2m + 2. We have s(p) = s(r) = (2, 1) and s(q) = (3, 1). Thus there is a Hermitian polynomial of arbitrarily large projective degree that is identically one on the sphere and has signature pair (3, 1). If a function is identically 1 on the sphere and has signature pair (2, 1), however, then its projective degree is at most 2.
Domain dimensions one and two
We consider rational maps from S 2n−1 to a hyperquadric. Given the signature pair for the target hyperquadric we want to know whether non-trivial maps exist; if so, we ask how complicated they can be. Recall that
In order to prepare for the general stability result, we will prove a stronger statement, Theorem 7.1, in two dimensions. For completeness we also consider the one-dimensional case.
Given n, A, B we want to understand the sets J = H(n; A, B) ∩ I(r). In all dimensions H(n; 0, 0) ∩ I(r) = {0}. The only significant difference when n = 1 is that this set is the only non-empty such J for which D * (J) is finite.
Proposition 7.1. Put n = 1. The following assertions hold:
• H(1; 0, 0) ∩ I(r) = {0}.
• H(1; k, 0) ∩ I(r) and H(1; 0, k) ∩ I(r) are empty for all k.
• In all other cases D * (H(1; a, b) ∩ I(r)) is infinite.
Proof. The first two statements are trivial. The third statement is easy. First note that |z 1 | 2m − |z 2 | 2m ∈ H(1; 1, 1) ∩ I(r) and its projective degree is m. We then easily write down bihomogeneous polynomials p of arbitrary degree in I(r) with s(p) = (a, b) for any pair (a, b) of positive integers.
In this section we henceforth assume n = 2 and thus r = |z 1 | 2 + |z 2 | 2 − |z 3 | 2 .
Lemma 7.1. For each integer k with k ≥ 2, the set H(2; k, 1) ∩ I(r) is nonempty.
Proof. Assume d is a positive integer. Consider the real Whitney polynomials used in [D1] and [DLP] defined by
We note that W d (x, 1 − x) = 1 for all x, because the finite geometric series gives:
Let w d (x, y, ζ) be the homogenized version of W d − 1. Then w d vanishes on the set x + y − ζ = 0, and hence there is a polynomial g(x, y, ζ) such that
Set x = |z 1 | 2 , y = |z 2 | 2 , and ζ = |z 3 | 2 in (18). The left-hand side of (18) becomes a Hermitian symmetric polynomial p lying in I(r). Furthermore its underlying Hermitian matrix is diagonal and has precisely d + 1 positive eigenvalues and one negative eigenvalue. Thus s(p) = (d+1, 1). Put k = d+1 to complete the proof. Proof. Let p be a Hermitian symmetric polynomial. Assume that p = rv and s(p) = (K, L). Choose an integer m much larger than the degree of v. Define q by q = r(Hv ± |z 1 | 2m ), where Hv denotes the homogenization of v. Because of the restriction on degree, there is no cancellation or collapse of rank. We see that s(q) = (K + 2, L + 1) if we choose the plus sign and s(q) = (K + 1, L + 2) if we choose the minus sign. Thus, given any element in H(2; K, L) ∩ I(r), we can construct elements in both H(2; K + 2, L + 1) ∩ I(r) and H(2; K + 1, L + 2) ∩ I(r). Applying this procedure (with large enough degrees at each stage) a times using the plus sign and b times using the minus sign proves the corollary.
The only pairs (A, B) with A, B ≥ 1 not included in Lemma 7.1 and Corollary 7.1 are (1, 1), (2, 2), (3, 2), (2, 3), (4, 4). It is evident that H(2; 1, 1) is empty. We wish to analyze the other cases. First we give an instructive example.
Example 7.1. Let λ = (A, B, C) be a point in R 3 . Define a family of polynomials h λ (x, y, ζ) given by h λ (x, y, ζ) = (Ax + By + Cζ)(x + y − ζ).
As usual we set x = |z 1 | 2 , y = |z 2 | 2 , and ζ = |z 3 | 2 in (20) In particular we note that the sets H(2; A, B)∩I(r) are nonempty when (A, B) = (3, 2) or when (A, B) = (2, 3). 
As usual we bihomogenize h • m to obtain a Hermitian symmetric polynomial p with s(p) = (2, 2). By (21), p lies in I(r). For clarity we write the formula for p:
The signature pairs of the factors are (1, 1) and (2, 1) and yet s(p) = (2, 2).
The classification in [L] , which relies on Faran's work [Fa1] , includes finding all elements of H(2; 2, 2) ∩ I(r). In the notation of this paper, the main result in [F] implies that D * (H(2; 3, 1) ∩ I(r)) = 3 and the main result in [L] states that D * (H(2; 2, 2) ∩ I(r)) = 3. Combining the results from [Fa1] , [L] and this section yields an almost complete answer in domain dimension two.
Theorem 7.1. Let r = |z 1 | 2 + |z| 2 − |z 3 | 2 and let J = H(2; A, B) ∩ I(r). Then
• Let (A, B) = (2, 1) or (1, 2). Then D * (J) = 1 and hence is finite.
• Let (A, B) = (2, 2), or (3, 1) or (1, 3). Then D * (J) = 3 and hence is finite.
We do not know whether D * (J) is finite in case (A, B) is (3, 2) or (2, 3 
Stability in higher dimensions
We begin by stating a result from [DL] that provides the higher dimensional analogue of Lemma 7.1.
Then there is a holomorphic polynomial mapping f : S 2n−1 → S 2N −1 for which N is the minimum embedding dimension.
Corollary 8.1. For N ≥ T (n), the set H(n; N, 1) ∩ I(r) is nonempty.
Proof. Let p be the bihomogenization of ||f || 2 − 1. Since f maps the sphere to the sphere, p ∈ I(r). Since N is the minimum target dimension, s(p) = (N, 1).
Let p ∈ I(r) and suppose that p is of degree (d, d) . What are the possible values of s(p)? Various results (for example, [BH] , [Fa1] , [Fa2] , [HJ] , [HJX] ) provide information about s(p) in specific situations. In Theorem 8.2 we prove a general stability result. We show that there is an integer M with the following property. Given a pair (A, B) of non-negative integers, if A + B ≥ M , then we can decide whether J = H(n; A, B) ∩ I(r) is non-empty, and if so, whether it has bounded projective degree. For each lattice point (A, B) with A + B ≥ N there are three possibilities: no maps to a hyperquadric with that signature exist, maps exist but there is a bound on their degrees, or maps of arbitrarily large degree exist. When the degree is bounded we seek the largest degree D * (J). First we show how to construct new examples from given examples. The procedure here was used in the previous section in (19) with the change vectors (2, 1) and (1, 2). Here we must use (n, 1) and (1, n) as change vectors.
Proposition 8.1. Suppose that p = ||f || 2 − ||g|| 2 lies in H(n; A, B) ∩ I(r). Then the sets H(n; A + n, B + 1) ∩ I(r) and H(n; A + 1, B + n) ∩ I(r) are nonempty. Furthermore, in both cases, D * (J) = ∞.
Proof. Assume that p is bihomogeneous of degree (m, m). We write p = rv. Choose a monomial w = w(z) of degree k, where k > m + 1. Then bihomogenize v ± |w| 2 to get V . Put P = V r. Then P is bihomogeneous of degree (k, k) and it is divisible by r. Because the new terms do not interfere with the old terms, we have s(P ) = (A + n, B + 1) if we use |w| 2 and s(P ) = (A + 1, B + n) if we use −|w| 2 .
We now get to the main point. Given n, A, B, is the set H(n; A, B) ∩ I(r) nonempty, and if so, is D * (H(n; A, B) ∩ I(r)) finite? For each n ≥ 2, the result answers these questions for all but a finite number of pairs (A, B).
, and assume n ≥ 2. Let J = H(n; A, B)∩I(r) denote the collection of Hermitian symmetric bihomogeneous polynomials divisible by r and with signature pair (A, B) . Put M = 2(2n 2 − n). Then the following hold:
• H(n; 0, 0) ∩ I(r) = {0}.
• If A = 0 or B = 0 but not both are 0, then H(n; A, B) ∩ I(r) is empty.
• H(n; A, 1) ∩ I(r) is empty for A < n and H(n; 1, B) ∩ I(r) is empty for B < n.
is non-empty, but D * (H(n; A, B) ∩ I(r)) is finite.
• If A + B ≥ M , and A, B ≥ 2, then H(n; A, B) ∩ I(r) is non-empty and D * (H(n; A, B) ∩ I(r)) is infinite.
Proof. Certainly H(n; 0, 0) ∩ I(r) is non-empty, as 0 is a multiple of r. Next we list some pairs (A, B) for which J = H(n; A, B) ∩ I(r) is empty. First suppose that B = 0. Then we have a bihomogeneous polynomial p = ||f || 2 which is divisible by ||z|| 2 − |z n+1 | 2 . This situation cannot occur unless f = 0, because the zero set of ||f || 2 must be a complex algebraic variety, and the only such variety containing the zero set of p is the whole space. Therefore H(n; A, 0) ∩ I(r) is empty for A > 0. By the same reasoning applied to −p, we see that H(n; 0, B) ∩ I(r) is empty for B > 0. These remarks prove the first two items.
Suppose next that B = 1. Then we have a bihomogeneous polynomial q = ||f || 2 − |g| 2 divisible by p with s(q) = (A, 1). The map f g is then a rational holomorphic map from the unit sphere to the unit sphere in C A . This map cannot be constant, because then q would be zero, and A = B = 0. Therefore f g is a proper holomorphic rational mapping between the unit ball in the domain and the unit ball in the target. By Proposition 5.1 the target dimension must be at least as large as the domain dimension. Therefore, if A < n, then H(n; A, 1) ∩ I(r) is also empty. As before (using −q) it follows that if B < n, then H(n; 1, B) ∩ I(r) is also empty.
On the other hand H(n; n, 1)∩I(r) is non-empty, as it contains the identity map. Because of the gap phenomenon [HJX] we cannot conclude that H(n; A, 1) ∩ I(r) is non-empty for all A such that A ≥ n. By Theorem 8.1 however there is an integer N 0 with the following property: for each N with N ≥ N 0 , there is a proper monomial mapping f from the unit ball B n to B N for which N is the minimal imbedding dimension. Furthermore, the number N 0 (given explicitly in Theorem 8.1) is quadratic in n, as a consequence of the postage stamp problem. After homogenizing we obtain a bihomogeneous polynomial in H(n; N, 1) ∩ I(r) that is not in H(n; N − 1, 1) ∩ I(r). As before, after multiplying by −1, we see that H(n; 1, N )∩I(r) is non-empty for N ≥ N 0 . We next show that D * (H(n; 1, N )∩I(r)) is finite. To do so, it suffices to show that there is some bound c(n, N ) on the degree of a proper rational mapping between the unit ball B n and the unit ball B N . In fact the inequality (for n ≥ 2) d ≤ N (N − 1) 2(2n − 3)
for the degree was proved in [DL] . Next we must show, for each A, B ≥ 2 and A + B sufficiently large, that there is a bihomogeneous polynomial q, divisible by ||z|| 2 − |z n+1 | 2 , with s(q) = (A, B). We first assume that N ≥ N 0 , where N 0 is as in the previous paragraph. We therefore have a bihomogeneous polynomial map, say p = ||f || 2 − |g| 2 , of degree (d, d) with signature pair (N, 1). We may assume that it is not divisible by |z n+1 | 2 . Choose an arbitrary large integer k.
We write p = vr. Consider as before q = (Hv ± |z 1 | 2k )r. As in the case n = 2 we conclude that s(q) = (N, 1) + (n, 1) if the plus sign is chosen, and s(q) = (N, 1) + (1, n) if the minus sign is chosen. As before it follows that we can find elements of H(n; A, B) ∩ I(r) with arbitrarily large degree whenever there are nonnegative a and b, at least one of them positive, with one of the following: (A, B) = (N, 1) + a(n, 1) + b(1, n), (A, B) = (1, N ) + a(n, 1) + b(1, n).
We finish the proof by showing that the set of such lattice points (as N , a, and b vary) includes all pairs with A + B sufficiently large and both at least 2.
We claim that this set includes all (A, B) such that A + B ≥ 2(n 2 − 2n). To see why, we first assume without loss of generality that A ≥ B. Then (A, B) = (N, 1) + a(n, 1) + b(1, n) gives N = A − an − b. Put a = B − bn − 1. By Theorem 8.1 or Corollary 8.1, we need to make N ≥ n 2 − 2n + 2. We get A − Bn + bn 2 + n − b = N ≥ n 2 − 2n + 2, which simplifies to
Since A ≥ B, to prove (23) it suffices to show that B − Bn + b(n 2 − 1) ≥ n 2 − 3n + 2, which is equivalent to b ≥ n − 2 n + 1 + B n + 1 .
Put b = ⌊ B n ⌋ in (24). Then (24) is satisfied if
But the right-hand inequality in (25) holds if and only if B ≥ 2n 2 − n. Thus, if A + B ≥ 2B ≥ M , then N ≥ n 2 − 2n + 2. Therefore H(n; N, 1) ∩ I(r) is nonempty.
Corollary 8.2. Given the pair (A, B) with A + B ≥ M and A, B ≥ 2, there exist rational mappings from S 2n−1 to a hyperquadric Q(A, B − 1) whose images lie in no complex hyperplane and whose degrees can be chosen arbitrarily large.
It is possible to state the Corollary in several equivalent fashions. For example, in the projective setting, where the mappings are written in homogeneous coordinates and the target is HQ (A, B) , the condition on the image is equivalent to assuming that the components of the mapping are linearly independent.
