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Abstract. This paper considers the problem of fusing vision and touch senses
together to estimate the 6D pose of an object while it is grasped. Assuming that a
textured 3D model of the object is available, first, Scale-Invariant Feature Trans-
form (SIFT) keypoints of the object are extracted, and a Random sample consen-
sus (RANSAC) method is used to match these features with the textured model.
Then, optical flow is used to visually track the object while a grasp is performed.
After the hand contacts the object, a tactile-based pose estimation is performed
using a Particle Filter. During grasp stabilization and hand movement, the pose
of the object is continuously tracked by fusing the visual and tactile estimations
with an extended Kalman filter. The main contribution of this work is the continu-
ous use of both sensing modalities to reduce the uncertainty of tactile sensing in
those degrees of freedom in which there is no information available, as presented
through the experimental validation.
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1 Introduction
In-hand object pose estimation is a natural cognitive online process that humans per-
form while grasping or manipulating objects. There are several indications that humans
use complementary sensor information from vision and touch in this process [1, 2], that
manipulation tasks rely on accurate and fast pose estimation [3], and that human me-
mory is multi-sensorial in nature [4].
In computer vision, several methods for stable and reliable object pose tracking
exist in literature. Many approaches are based on tracking object boundaries [5] or on
non-linear pose computation using RGB-D information [6]. Texture tracking [7] and
model-free cues [8] have also been presented. While simple scenarios allow an accurate
object pose tracking, more complex tasks may require inferring object properties [9]. In
this paper, a combination of texture tracking and image-based motion cues is used for
processing visual information, inspired by [10].
Tactile sensing has also received a great deal of attention recently, including appli-
cations in texture and object recognition [11, 12] and in-hand pose estimation. Object
recognition by exploring the object’s surface and edges using a particle filter combined
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with an Iterative Closest Point approach was presented in [13]. In the case of pose es-
timation, some methods use an offline description of the object’s facets to match the
current sensor measurements [14]. Also, preventing physically unfeasible solutions can
be considered for the in-hand pose estimation process [15]. Position and torque mea-
surements from the finger joints have been used to estimate the pose of the object as
well as the contact state of the grasp [16]. Our approach for using tactile information,
initially presented in [17], uses a particle filter to enhance solutions that match sensor
measurements, thus avoiding physically unfeasible estimations.
One of the first attempts to integrate vision and touch was presented in [18], using
geometric models of objects that are complemented with tactile sensing for gathering
information on the unseen parts. More recently, RGB-D and tactile data were treated
using an invariant extended Kalman filter (EKF) to discover and refine 3D models of
unseen objects [19], with practical applications for simplified models of symmetric ob-
jects characterized by two features, width and angle. The fusion of tactile and visual
measurements enables also the pose estimation of a moving target at high rate and
accuracy [20]. Instead of tracking an external object, they follow a probe, which pro-
duces tactile measurements, mounted on an hydraulic manipulator. Fusion of tactile
and visual information has been used to refine an initial estimation of the hand-object
pose for grasping applications [21, 22]. Several approaches have tried to simultane-
ously use vision and tactile information for in-hand object pose estimation. However,
the use of visual information often ends when the hand is closed around the object,
and afterward only tactile information is used for the pose estimation process [23, 24].
In [25], tactile sensing is used to add physical constraints to a vision-based estimator;
however, the pose estimation is mainly based on vision, therefore heavy occlusions are
difficult to manage.
Both vision and touch can be used to separately estimate the 6-DOF pose of an ob-
ject, but typically each estimation is not accurate along one or several degrees of free-
dom. This work is centered on the effective combination of both modalities to improve
the pose estimation during a grasping action. The visual estimation is based on [10],
which uses a CAD-based pose estimation and an optical flow-based tracker, while the
tactile information is processed following our previous work in [17]. The fusion of both
estimations is done using an Extended Kalman Filter, which prioritizes one of the sensor
modalities depending on the accuracy of each method at a given stage. The visual in-
formation is constantly used to complement the information gathered by tactile sensors
while there is contact with the object, thus reducing uncertainty along the directions
where the tactile information does not provide enough information to effectively esti-
mate the pose of the object.
2 Sensor Fusion Framework
The grasp execution is divided into different phases depending on the existence or not
of contact between hand and object. These phases define the type of information availa-
ble for estimating the hand-object pose, as summarized in Table 1. During the pre-grasp
phase, the hand moves towards the object to achieve the pose from which the grasp is
executed. The vision system has a clear view of the scene, while there is no useful tactile
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information yet. The grasp phase starts when the first contact between hand and object
is detected by the force sensors of the hand, and ends when the hand is commanded to
open the fingers. It is during this phase that the two sensing modalities can be indepen-
dently used for estimating the hand-object pose; however, the vision system may have
difficulties tracking the object due to occlusions created by the fingers wrapped around
the object. Finally, when the hand releases the object there is only visual information
available, although there might be no estimation at all when the vision system gets lost.
Therefore, in the case of the first and third phases of the grasp execution, only visual
information is used in the pose estimation, while in the second one, both visual and
tactile information are effectively fused.
Table 1. Information provided by the sensors in each grasp phase.
Grasp Phase Pre-grasp Grasp Release
(Before closing) (Object in hand) (Hand open)
Information Visual Visual/Tactile Visual
2.1 Vision-based estimation
The vision-based pose estimation and visual tracking are both based on Simtrack [10].
In our case, the tracking problem is simplified since we only use RGB information
provided by the vision system. The system assumes that a 3D model of the object, which
includes texture, is available and used to perform a comparison with the information
provided by the camera.
From the color feed provided by the RGB camera, SIFT key-points (Scale-Invariant
Feature Transform) [26] and optical flow (movement in the image) are extracted. The
SIFT keypoints are used by the object detection system in order to provide an initial
estimation for starting the tracker start, or for restarting it when the tracker is not ca-
pable anymore of following the object. On the other hand, motion cues provided by
optical flow are used by the tracking system. Note that the original software also uses
cues extracted from stereo disparity or depth information, but in this case, this infor-
mation is not available due to the experimental setup (Section 3). The tracker updates
the estimated pose of the object so that the consistency between the motion and a 3D
representation of the environment is maximized.
When the pose estimation is active, GPU libraries are used in order to extract the
SIFT features from the 2D images. Then, a Random Sample Consensus (RANSAC)
method [27], which tries to match SIFT descriptors extracted from the RGB images to
the textured 3D models in the database, is used to find correspondences and extract the
6-DOF pose of the object. This step tries to perform an exhaustive matching in the given
frame and, therefore, this sparse estimation does not depend on the previous one, or on
the movement in the images.
Once an initial estimation is available, the tracker starts and uses motion cues to
compute the motion in the scene (using GPU libraries [28]). For this, an Augmented
Reality (AR) version of the estimation is rendered. Then, optical flow is computed out of
the difference between the (partially) synthetic image, rendering the object model based
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Fig. 1. Examples of the initial visual estimation for the object’s pose. A common error that ap-
pears is that the estimated object pose is floating above the supporting table, as illustrated in the
central image.
on the current pose estimate, and the next obtained image. When used for tracking, this
information is insensitive to drift since it measures the difference between the current
scene hypothesis and the observed scene (rather than simply the image motion). For the
same reason, it can be used to measure the reliability of tracking. The motion observed
by the optical flow is used to recover a rigid rotation and translation that best explains
the visual cues, and transforms the pose estimation accordingly.
Fig. 1 shows examples of the initial estimation based on visual information. The
estimated pose is also shown (in green) on the image. The image in the center shows
an error that appears commonly, namely, the estimated pose is too high over the table
surface, which is not physically realistic. This is due to the point of view used for
acquiring the images. Average errors of the initial pose estimated by the vision system
for two different objects are presented in Table 2.
Table 2. Average error in the initial visual estimation.
Object Can Box
Trial 1 2 3 1 2
Error in position (cm) 3.67 2.67 1.40 3.08 2.97
Error in orientation (◦) 0.45 1.52 1.03 0.97 0.85
2.2 Tactile-based estimation
Tactile-based estimation is only possible when there is at least one contact between the
hand and the object. Therefore, when the first contact is detected, a particle filter starts
looking for object poses using, as first prior estimation, the last pose provided by the
vision system. The estimated pose should agree with the information provided by the
tactile sensors.
The reference frame used for the tactile pose estimation is located at the wrist of the
hand. The parameters describing the object pose are
x= [q, t]T = [qx,qy,qz,qw, tx, ty, tz]T (1)
where q is a rotation expressed as a quaternion, and t is a translation vector.
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Fig. 2. Left: two contacts are detected (red arrows), but the estimated pose of the object does not
produce contacts. Right: friction cone at a contact location.
Assuming that the 3D model of the object is available, the estimation is tackled by
combining the following general ideas:
1. When a contact is detected by a sensor, the estimated object pose must produce
a contact at the same location. Fig. 2 (left) illustrates a case where the estimated
object pose cannot explain the contact readings in two fingers.
2. The estimated object pose should not be in collision with the hand (just in contact).
Besides, the object cannot float without contacting the hand at all when at least one
sensor reading is positive.
3. The inward normal of the object surface at the contact location and the outward
normal at the contact surface in the hand should have the same direction. When
friction is considered, the normals do not necessarily have to be aligned, but, since
the friction coefficient is in general not known, the angle between normals should
be as close to 0 as possible (right side of Fig. 2).
A deeper explanation on the implementation of the particle filter (where each parti-
cle represents one pose of the object) can be found in [17]. The general outline of the
algorithm is shown in Algorithm 1. The key ideas presented above are included in the
measurement model that weighs the estimation of a given particle as explained below.
Algorithm 1 Bootstrap Particle Filter
1: procedure BPF(Np, prior estimation)
Initialization:
2: xi(0)∼ Pr(x(0)), Wi(0) = 1Np
Importance Sampling:
3: xi(t)← system model(xi(t−1), inputt)
4: Wi ∼ Pr(Wi(t))
Weight Update:
5: Wi(t) =Wi(t−1)×measurement(y(t)|xi(t))
Weight Normalization:
6: Wi(t) =
Wi(t)
∑
Np
i=1Wi(t)
Resampling:
7: i f Nˆe f f (t)≤ Nthresh, then xˆi(t)⇒ x j(t)
8: end procedure
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Weight Update: measurement model The measurement model gives to each one of
the particles a weight that quantifies how similar is the state expressed by that particle to
the true state of the object, comparing the estimation with the measurements provided
by the position and tactile sensors in the hand. The measurement model used in this
work is inspired by [15]. Three new features have been added: first, not only the sensor
location but also the force measurements are used to compute the real contact locations.
Second, the evaluation method considers differently each sensor depending on whether
it is in contact or not. And third, the friction cone of a contact is considered to evaluate
the feasibility of a contact between the hand and the object.
In order to evaluate the particles, the scene is simulated using the Flexible Collision
Library (FCL) [29] to compute the shortest distance (no collision, positive value) or
deepest penetration (in collision, negative value) between each sensor and the object.
Taking into account this information, three kind of measurements are considered:
– For each sensor that does not detect contact with the object, a probability is assigned
to each particle based on its distance to the object doi by:
pnc,i(doi ) = 0.5∗
1+ er f ( doi√
2σnc
) (2)
where σnc is a standard deviation value that can be adjusted to match the inaccuracy
of the measurements, and er f corresponds to the error function. This function is
chosen to assign high weights to positive distances and small weights to negative
distances, which helps to avoid estimations that predict unreal collisions.
– For each sensor that detects a contact, the distance doi is used to associate a proba-
bility to the measurement with:
pc,i(doi ) = e
−0.5
(
doi
σc
)2
(3)
where σc can be adjusted to account for the uncertainty in the force sensors. This
function assigns high weights to values that are close to zero, i.e. close to contact.
– Assuming the grasp is stable, the normal of the surface of the object at the con-
tact point (for the sensors that detect a contact) should lie within the friction cone
around each contact point in the hand. The contact force measured by the hand is
considered to be normal to its surface, therefore, the angle αi between the normals
to the surfaces can be computed, and afterward evaluated with:
pa,i(α) = e
−0.5
(
αi
σa
)2
(4)
where σa accounts for the friction between the surfaces. This function assigns high
weights to values that are close to 0.
Finally, a combined weight for each particle (Wi) can be expressed as:
Wi =
Nm
∏
k=1
pnc,i ∗ pc,i ∗ pa,i (5)
where Nm is the number of measurements for each particle. This weight is calculated
for every particle during the update step in Algorithm 1.
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2.3 Sensor Fusion with Extended Kalman Filter
The Extended Kalman filter is a linearized version of the Kalman Filter, a recursive
continuous state observer that uses knowledge of the system and measurement models
and their corresponding noises. These models can be formulated as:
Xt = fs(Xt−1,Ut ,Vt)
Zt = fm(Xt ,Wt)
(6)
where fs is the function that defines the system dynamics, computing the current state
Xt based on the value of the previous state Xt−1 and the input Ut , and Vt represents the
noise of this function. Furthermore, fm is the function that defines the measurement
system, computing the current sensor readings Zt based on the value of the actual state
Xt , and Wt represents the noise of this function. Both Vt and Wt are considered to be
discrete functions representing a zero mean Gaussian disturbance, with Q and R as their
respective covariances.
Using this knowledge and eq. (1) as the state of our system, the Extended Kalman
filtering process is divided into two steps:
– Prediction step: uses a previously estimated state (Xˆt−1), the input (Ut ) and the
system model ( fs) to predict the value of the next state, as well as the state-estimated
covariance:
Ut = [∆qt ,∆ tt ]T
Xˆt|t−1 = fs(Xt−1,Ut ,Vt) = [qt−1 ∗∆qt ∗qv, tt−1+∆ tt + tv]
Pt|t−1 =
(
∂ fs
∂x
)
Pt−1|t−1
(
∂ fs
∂x
)T
+Q
(7)
where
(
∂ fs
∂x
)
is the Jacobian of fs with respect to state X , and Pt|t−1 is the estima-
ted covariance. Ut is measured as the average movement of the fingers that are in
contact with the object.
– Update step: uses the current sensor measurements (visual and tactile estimations)
together with the statistical properties of the model to correct the initial estimate.
Besides, the Kalman gain and state-estimate covariance are also computed.
Kt = Pt|t−1
(
∂ fm
∂x
)T [(∂ fm
∂x
)
Pt|t−1
(
∂ fm
∂x
)T
+R
]−1
Xˆt|t = Xt|t−1+Kt(Zt − fm(Xˆt|t−1))
Pt|t =
[
I−Kt
(
∂ fm
∂x
)]
Pt|t−1
(8)
where Kt is the Kalman gain,
(
∂ fm
∂x
)
is the Jacobian of fm with respect to state X ,
and Pt|t is the covariance of the estimation. Since the measured properties (Zt ) are
of the same type as the predicted estate of the system (X t ), position and orientation,
fm is just the vertical concatenation of two 6x6 identity matrices.
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Fig. 3. Experimental setup for object pose estimation. A reference frame parallel to the wrist
reference frame is shown in the lower right corner.
These two steps are repeated for every sample: t = 1,2, . . . ,T .
The only user-configured parameters of the algorithm are the covariance matrices
representing the system and sensor noise. Since we are fusing information coming from
two different sensors, it is important to carefully choose the sensor noises, since the Ex-
tended Kalman filter naturally gives more importance to the signal measured by the
sensor with less noise, i.e., the more reliable one. In order to choose these values, the
tactile and visual readings were studied offline separately, computing average and stan-
dard deviation errors of their estimation. Noise values have been chosen to be 1/100 of
the average noise in each axes, giving as a result that noise in the tactile estimation is 2
times larger for the orientation values, 1.3 larger in the Y axis, and 2.5 smaller in the X
and Z axes.
Finally, the filter is executed every time there is a new reading from any of the sen-
sors (estimations); since it is possible that not all of them are available at the same time,
the last available reading is always used. This is also applied if any of the estimators
(visual or tactile) loses track of the object.
3 Setup Description
For the experimental tests, we use the ReFlex TakkTile hand (Fig. 3). The hand is equip-
ped with two types of sensors: pressure sensors located along the fingers (9 per finger)
and the palm (11 sensors), and magnetic encoders in the proximal and distal joints,
which allow computing the location of both phalanges in each finger. The position of
each tactile sensor and the normal vector to the surface at its position can be constantly
computed. The provided force measurements are based on the pressure transmitted by
the rubber that covers the fingers. However, since the pressure flows through the rubber,
one single contact with an object may be detected by two (or more) consecutive sensors.
When this happens, a linear combination of measurements is performed to compute the
actual contact location ci with respect to the wrist, as follows:
ci = t i+
∣∣∣∣1− fifi+ fi+1
∣∣∣∣× (t i+1− t i) (9)
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Fig. 4. Cheez-it box grasped from the side with the robotic hand held by a human operator. The
sequence is ordered from left to right, and includes the pre-grasp pose, grasping, moving and
releasing the object.
where t i is the position of sensor i and fi its corresponding force measurement. Note
that this model assumes that there is maximum one contact with the object at each link
of the fingers.
The camera used to retrieve visual information is an RGB camera with a resolution
of 640x480 at 30 frames per second. The spatial location of the hand with respect to the
camera is provided by Apriltags [30] located on the top surface of the hand, as shown
in Fig. 3. Note that the object also has an Apriltag on the top surface, which is used to
compute the ground truth for the relative pose of the object with respect to the hand.
For the measurements, a human operator holds the hand and approaches the object,
grasping it and releasing it. The hand could also be attached to a robotic arm; this has
no influence on the results of the estimation of the hand-object relative pose nor on the
in-hand object pose estimation. The performed experiments follow these steps:
– Hand and object are placed on a flat surface, and the scene is perceived with the
RGB camera. The visual estimator starts looking for the object.
– An operator picks up the hand and positions it to execute the grasp.
– After 10 seconds, the fingers close toward the object. Once they are in contact, a
constant closing velocity is maintained in all fingers to make the grasp stable.
– The tactile estimation is started as soon as the first contact between hand and object
is detected. An initial population of particles is built (adding Gaussian noises) based
on the last estimation given by the vision system. It is ended when the hand is
commanded to open.
– The object is lifted by the operator. As long as both tactile and visual estimations
are available, the extended Kalman filter computes the in-hand object pose.
4 Experimental Results
Two different objects from the YCB database [31] are used for the tests, a Pringles can
and a Cheez-it box (Fig. 1). For the initial test of the concept, three test sequences were
made with the can and two with the box. For each of them, pose estimation tests were
run 5 times. One of the test runs can be seen in Fig. 4. From left to right, the figure shows
the pre-gras pose, grasping pose, lifting and moving the object, and hand opening.
Fig. 5 shows the results of the pose estimation for one of the experiments using
the Cheez-it box. For the displacements in the three axes, the ground truth (GT - light
blue), the tactile (red), visual (dark blue) and the EKF-based fusion estimation (green)
are shown. The orientation error around the three axis is also shown in the figure. Note
10 D. A´lvarez, M.A. Roa, and L. Moreno
4 6 8 10 12 14 16 18 20
Time (s)
-0.02
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
D
is
pa
ce
m
en
t X
 (m
)
 
GT
Tactile
Visual
Fusion
4 6 8 10 12 14 16 18 20
Time (s)
-0.05
-0.04
-0.03
-0.02
-0.01
0
0.01
D
is
pa
ce
m
en
t Y
 (m
)
 
GT
Tactile
Visual
Fusion
4 6 8 10 12 14 16 18 20
Time (s)
0.17
0.175
0.18
0.185
0.19
0.195
0.2
0.205
0.21
0.215
0.22
D
is
pa
ce
m
en
t Z
 (m
)
 
GT
Tactile
Visual
Fusion
4 6 8 10 12 14 16 18 20
Time (s)
0
2
4
6
8
10
12
14
16
18
20
O
rie
nt
at
io
n 
Er
ro
r (
°
) 
Tactile
Visual
Fusion
Fig. 5. Evolution of the displacement and orientation error while grasping the Cheez-it box with
the sequence shown in Fig. 4.
that at the beginning of the movement, the EKF-based estimation is the same as the
vision-based one, since there is no contact with the object yet. The first contact between
the hand and the object is detected at about 8s. From that moment, the estimation using
the fusion technique here presented differs from the pose estimations using only one
sensing modality. In the X axis (top-left of Fig. 5), the estimation is corrected by the
influence of the tactile system, while in the Z axis, the estimation is better for the vision
system (tactile information does not help to pinpoint the object location along this axis
for this particular object). It is possible to appreciate the initial error in the estimation of
the location along the Y axis due to the vision system, which remains almost constant
with time. Because the tactile system has no means of measuring changes in the Y axis
and has less accuracy in estimating the changes in orientation, the resulting estimation
in that case follows more closely the estimation coming from the vision system (right
side of Fig. 5). Note that this is a result of the matrices used in this technique to represent
the noise for each sensor modality.
In the case of the orientation error suffered by the tactile system, it is related to the
initial error found along the Z axis. Because a contact between the box and the palm
of the hand is detected, but the initial estimation in the Z axis is actually off by almost
2cm, the simulation recreates the same situation by turning the box around the X axis
so that this same contact is detected. However, these errors are successfully corrected
over time by the fusion of the two estimations.
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Table 3. Average errors and standard deviations in the pose estimation for the selected objects in
different test sequences.
Object Trial
Vision Tactile Fusion
µ σ µ σ µ σ
Can
1
3.72cm
0.13◦
0.9
0.8
2.04cm
2.32◦
0.5
0.6
3.15cm
1.00◦
0.8
0.8
2
4.03cm
7.82◦
1.2
6.4
3.47cm
13.90◦
0.61
3.3
3.55cm
9.65◦
1.1
6.3
3
3.03cm
2.71◦
0.3
0.6
3.58cm
6.54◦
0.4
2.3
3.18cm
5.28◦
0.3
1.5
Box
1
2.29cm
0.64◦
0.2
0.8
1.69cm
11.55◦
0.7
2.3
1.78cm
2.2◦
0.4
1.6
2
3.01cm
4.15◦
0.7
2.1
1.92cm
7.8◦
0.6
2.5
2.03cm
4.20◦
0.6
2.2
Table 3 shows the average and standard deviations for the errors obtained in the
different test sequences. The first test of the box corresponds to the one shown in Fig. 5.
The errors are computed as an average over all the grasping action for the fused es-
timation, including a short time before grasping has occurred and after the object has
been released. The same period is used for computing the errors for the vision system.
However, for the tactile system the error only covers those moments in which there is
effective contact between object and hand.
In the second test of the box and the can, the visual estimation is misled by the
movement of the fingers, and this is estimated as a movement of the object itself. This
results in larger errors both in position and orientation. In the third experiment of the
can, the vision system is not able to track the object while it is grasped by the hand
because of the occlusion of the object, and it is not able to recover until the fingers
open again. This results in a worse estimation in general, first because the prior given
to the tactile system is worse, but also because there are no visual corrections in those
axes where the tactile system is weaker. Lastly, the first experiment conducted with the
can produces very good estimations, the only error found is given by the initial error
committed by the visual estimation. The magnitude of the errors described in Table 3
are in the same range of those found in similar works [23], [19], [25], and there is a
clear improvement in the initial visual estimation used in our work.
5 Conclusions
This paper presented a 6D object pose estimation method that combines visual and
tactile information. The fusion of the information provided by both sensing modalities
is performed by an extended Kalman filter. An initial experimental evaluation with real
data captured with an RGB camera and a robotic hand is performed to study the inte-
gration of the two complementary sensor modalities in order to successfully reduce the
overall uncertainty of the pose estimation.
Improvements to the approach presented here include a better initial visual estima-
tion, since this error is later propagated to the fusion with the tactile information. A
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tracking system more robust to object occlusions would also be desirable, and experi-
ments with objects of more complex geometries is a next step. A possible extension of
this work could investigate how to avoid using explicit object models in the estimators.
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