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Introduction
Let G be a complex simple algebraic group and let g be its Lie algebra.
A nilpotent orbit O in g is an orbit of a nilpotent element of g by the adjoint
action of G on g. Then O admits a natural symplectic 2-form ω and the
nilpotent orbit closure O¯ has symplectic singularities in the sense of [Be] and
[Na3] (cf. [Pa], [Hi]). In [Ri], Richardson introduced the notion of so-called
the Richardson orbit. A nilpotent orbit O is called Richardson if there is
a parabolic subgroup Q of G such that O ∩ n(q) is an open dense subset
of n(q), where n(q) is the nil-radical of q. Later, Lusztig and Spaltenstein
[L-S] generalized this notion to the induced orbit. A nilpotent orbit O is an
induced orbit if there are a parabolic subgroup Q of G and a nilpotent orbit
O′ in the Levi subalgebra l(q) of q := Lie(Q) such that O meets n(q)+O′ in
an open dense subset. If O is an induced orbit, one has a natural map (cf.
(1.2))
ν : G×Q (n(q) + O¯′)→ O¯.
The map ν is a generically finite, projective, surjective map. This map is
called the generalized Springer map. In this paper, we shall study the in-
duced orbits from the view point of birational geometry. For a Richardson
orbit O, the Springer map ν is a map from the cotangent bundle T ∗(G/Q)
of the flag variety G/Q to O¯. In [Fu], Fu proved that, if O¯ has a crepant
(projective) resolution, it is a Springer map. Note that Q is not unique (even
up to the conjugate) for a Richardson orbit O. This means that O¯ has many
different crepant resolutions. In [Na], the author has given a description of
all crepant resolutions of O¯ and proved that any two different crepant resolu-
tions are connected byMukai flops. The purpose of this paper is to generalize
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2these to all nilpotent orbits O. If O is not Richardson, O¯ has no crepant
resolution. The substitute of a crepant resolution, is a Q-factorial termi-
nalization. Let X be a complex algebraic variety with rational Gorenstein
singularities. A partial resolution f : Y → X of X is said to be a Q-factorial
terminalization of X if Y has only Q-factorial terminal singularities and f
is a birational projective morphism such that KY = f
∗KX . A Q-factorial
terminalization is a crepant resolution exactly when Y is smooth. Recently,
Birkar-Cascini-Hacon-McKernan [B-C-H-M] have established the existence
of minimal models of complex algebraic varieties of general type. As a corol-
lary of this, we know that X always has a Q-factorial terminalization. In
particular, O¯ should have a Q-factorial terminalization. The author would
like to pose the following conjecture.
Conjecture. Let O be a nilpotent orbit of a complex simple Lie algebra
g. Let O˜ be the normalization of O¯. Then one of the following holds:
(1) O˜ has Q-factorial terminal singularities.
(2) There are a parabolic subalgebra q of g with Levi decomposition q =
l⊕ n and a nilpotent orbit O′ of l such that (a): O = Indgl (O
′) and (b): the
normalization of G×Q (n(q) + O¯′) is a Q-factorial terminalization of O˜ via
the generalized Springer map.
Moreover, if O˜ does not have Q-factorial terminal singularities, then ev-
ery Q-factorial terminalization of O˜ is of the form (2). Two Q-factorial
terminalizations are connected by Mukai flops (cf. [Na], p.91).
In this paper, we shall prove that Conjecture is true when g is classical.
Acknowledgement: The author received from B. Fu, in 2006, a handwrit-
ten manuscript on explicit calculations of the Q-factorial terminalization for
certain nilpotent orbit. The author would like to thank him.
Notations and convention. LetX be a normal algebraic variety. Then,
X is called Q-factorial if, for any Weil divisor D on X , its suitable multiple
mD (m > 0) is a Cartier divisor. Assume that the canonial divisor KX is
Cartier. We say that X has only terminal singularities if, for a resolution
π : Y → X , KY = π
∗KX + ΣaiEi with ai > 0 for all i. Here Ei run through
all π-exceptional prime divisors. For details in birational geometry, see the
first part of [Ka] (or one can find a quick guide in [Na 4], Preliminaries). On
the other hand, for details on the basic properties on nilpotent orbits, see
[C-M] and [K-P].
3§1. Preliminaries
(1.1) Nilpotent orbits and resolutions: Let G be a complex simple alge-
braic group and let g be its Lie algebra. G has the adjoint action on g. The
orbit Ox of a nilpotent element x ∈ g for this action is called a nilpotent
orbit. By the Jacobson-Morozov theorem, one can find a semi-simple ele-
ment h ∈ g, and a nilpotent element y ∈ g in such a way that [h, x] = 2x,
[h, y] = −2y and [x, y] = h. For i ∈ Z, let
gi := {z ∈ g [h, z] = iz}.
Then one can write
g = ⊕i∈Zgi.
Let h be a Cartan subalgebra of g with h ∈ h. Let Φ be the corresponding
root system and let ∆ be a base of simple roots such that h is ∆-dominant,
i.e. α(h) ≥ 0 for all α ∈ ∆. In this situation,
α(h) ∈ {0, 1, 2}.
The weighted Dynkin diagram of Ox is the Dynkin diagram of g where each
vertex α is labeled with α(h). A nilpotent orbit Ox is completely determined
by its weighted Dynkin diagram. A Jacobson-Morozov parabolic subalgebra
for x is the parabolic subalgebra p defined by
p := ⊕i≥0gi.
Let P be the parabolic subgroup of G determined by p. We put
n2 := ⊕i≥2gi.
Then n2 is an ideal of p; hence, P has the adjoint action on n2. Let us
consider the vector bundle G×P n2 over G/P and the map
µ : G×P n2 → g
defined by µ([g, z]) := Adg(z). Then the image of µ coincides with the closure
O¯x of Ox and µ gives a resolution of O¯x(cf. [K-P], Proposition 7.4). We call
µ the Jacobson-Morozov resolution of O¯x. The orbit Ox has a natural closed
non-degenerate 2-form ω (cf. [C-G], Prop. 1.1.5., [C-M], 1.3). By µ, ω is
regarded as a 2-form on a Zariski open subset of G ×P n2. By [Pa], [Hi], it
4extends to a 2-form onG×P n2. In other words, O¯x has symplectic singularity.
Let O˜x be the normalization of O¯x. In many cases, one can check the Q-
factoriality of O˜x by applying the following lemma to the Jacobson-Morozov
resolution:
Lemma (1.1.1). Let π : Y → X be a projective resolution of an affine
variety X with rational singularities. Let ρ be the relative Picard number for
π. If Exc(π) contains ρ different prime divisors, then X is Q-factorial.
Proof. Recall that two line bundles L, L′ on Y are called π-numerically
equivalent if (L.C) = (L′.C) for every proper curve C on Y such that π(C)
is a point. Let N1(π) be the group of π-numerical classes of line bundles on
Y , and put N1(π)Q := N
1(π) ⊗ Q. By definition, the Picard number ρ is
the dimension of the Q-vector space N1(π)Q. Let Ei, (1 ≤ i ≤ ρ) be the
prime divisors contained in Exc(π). We shall prove that N1(π)Q = ⊕Q[Ei].
It suffices to show that [Ei]’s are linearly independent. Put d := dimY .
Assume Σai[Ei] = 0. Put m to be the largest number among {dim π(Ei)}.
We take m very ample divisors H1, ..., Hm on X in such a way that ∩Hj
intersects with π(Ei), in finite points, for each i with dim π(Ei) = m, but
∩Hj does not intersect with π(Ei) for each i with dim π(Ei) < m. By the
Bertini theorem, we may assume that ∩π∗(Hj) is non-singular. We cut out
∩π∗(Hj) further by d−m−2 very ample divisors L1, ..., Ld−m−2 on Y . Then
the resulting variety is a smooth surface S. The restriction of π to S gives a
birational contraction map π|S : S → S¯. For i with dim π(Ei) = m, we put
Ci := π
∗(H1) ∩ ... ∩ π∗(Hm) ∩ L1 ∩ ... ∩ Ld−m−2 ∩ Ei. Then Ci is a (possibly
reducible) curve contained in Exc(π|S). Moreover, two different such Ci’s
do not have no common irreducible components. By a theorem of Grauert,
the intersection matrix of π|S-exceptional curves, is negative definite, which
implies that [Ci] are linearly independent in N
1(π|S)Q. Let us consider the
restriction map
ι : N1(π)Q → N
1(π|S)Q.
Note that ι([Ei]) = 0 for i with dim π(Ei) < m, and ι([Ei]) = [Ci] for i
with dim π(Ei) = m. Since Σai[Ei]) = 0 in N
1(π)Q, we have Σai[Ci] = 0
in N1(π|S)Q. This implies that ai = 0 for all i with dim π(Ei) = m. Next,
replace m by the second largest number among {dim π(Ei)} and repeat the
same procedure; then we finally conclude that ai = 0 for all i. Now let us
prove that X is Q-factorial. Let D be a prime Weil divisor of X and let D′
be the prime divisor of Y obtained as the proper transform of D. There are
rational numbers bi such that [D
′]+Σbi[Ei] = 0 in N
1(π)Q. Since X has only
5rational singularities, l(D′ + Σbi[Ei]) is the pull-back of a Cartier divisor M
on X for some integer l > 0. This implies that lD is linearly equivalent to
the Cartier divisor M .
(1.2) Induced orbits
(1.2.1). Let G and g be the same as in (1.1). Let Q be a parabolic
subgroup of G and let q be its Lie algebra with Levi decomposition q = l⊕n.
Here n is the nil-radical of q and l is a Levi-part of q. Fix a nilpotent orbit
O′ in l. Then there is a unique nilpotent orbit O in g meeting n + O′ in
an open dense subset ([L-S]). Such an orbit O is called the nilpotent orbit
induced from O′ and we write
O = Indgl (O
′).
Note that when O′ = 0, O is the Richardson orbit for Q. Since the adjoint
action of Q on q stabilizes n+O¯′, one can consider the variety G×Q (n+O¯′).
There is a map
ν : G×Q (n+ O¯′)→ O¯
defined by ν([g, z]) := Adg(z). Since Codiml(O′) = Codimg(O) (cf. [C-
M], Prop. 7.1.4), ν is a generically finite dominating map. Moreover, ν is
factorized as
G×Q (n+ O¯′)→ G/Q× O¯ → O¯
where the first map is a closed embedding and the second map is the 2-nd
projection; this implies that ν is a projective map. In the remainder, we call
ν the generalized Springer map for (Q, O′).
(1.2.2). Assume that Q is contained in another parabolic subgroup Q¯
of G. Let L¯ be the Levi part of Q¯ which contains the Levi part L of Q.
Let q¯ = l¯ ⊕ n¯ be the Levi decomposition. Note that L¯ ∩ Q is a parabolic
subgroup of L¯ and l(L¯ ∩ Q) = l. Let O1 ⊂ l¯ be the nilpotent orbit induced
from (L¯ ∩Q,O′). Then there is a natural map
π : G×Q (n+ O¯′)→ G×Q¯ (n¯+ O¯1)
which factorizes ν as ν¯ ◦ π = ν. Here ν¯ is the generalized Springer map for
(Q¯,O1).
(1.2.3). Assume that there are a parabolic subgroup QL of L and a
nilpotent orbit O2 in the Levi subalgebra l(QL) such that O′ is the nilpotent
orbit induced from (QL,O2). Then there is a parabolic subgroup Q′ of G
6such that Q′ ⊂ Q, l(Q′) = l(QL) and O is the nilpotent orbit induced from
(Q′,O2). The generalized Springer map ν ′ for (Q′,O2) is factorized as
G×Q
′
(n′ + O¯2)→ G×
Q (n+ O¯′)→ O¯.
Lemma (1.2.4). Let
ν : G×Q (n+ O¯′)→ O¯
be a generalized Springer map defined in (1.2.1). Then the normalization of
G×Q (n+ O¯′) is a symplectic variety.
Proof. We shall prove that the pull-back of the Kostant-Kirillov form
ω on O gives a non-degenerate 2-form on G ×Q (n + O′). This is enough
for proving (1.2.4). In fact, G ×Q (n + O¯′) is locally a product of O¯′ and
a non-singular variety; hence the normalization of G ×Q (n + O¯′) has only
rational Gorenstein singularities. The Kostant-Kirillov form extends to a
regular 2-form on any resolution of G ×Q (n + O¯′) as explained in (1.1).
Therefore, the normalization of G ×Q (n + O¯′) is a symplectic variety. The
following argument is analogous to [Pa]. Let h be a Cartan subalgebra of
g such that h ⊂ l. There is an involution φg of g which stabilizes h and
which acts on the root system Φ via −1. Put n− := φg(n). Take a point
[1, y+y′] ∈ G×Q (n+O′) so that y ∈ n, y′ ∈ O′ and y+y′ ∈ O. The tangent
space of G×Q (n+ O¯′) at [1, y + y′] is decomposed as
T[1,y+y′] = n− ⊕ Ty+y′(n+ O¯
′).
Since Q · (y+y′) coincides with the Zariski open dense subset O∩ (n+O′) ⊂
n+O′, an element v ∈ T[1,y+y′] can be written as
v = v1 + [v2, y + y
′], v1 ∈ n−, v2 ∈ q.
Let dν∗ : T[1,y+y′] → Tν([1,y+y′])O be the tangential map for ν. Then
dν∗(v) = [v1 + v2, y + y
′].
Take one more element w ∈ T[1,y+y′] in such a way that
w = w1 + [w2, y + y
′], w1 ∈ n−, w2 ∈ q.
Denote by 〈 , 〉 the Killing form of g. By the definition of the Kostant-Kirillov
form, one has
ω(dν∗(v), dν∗(w)) := 〈y + y
′, [v1 + v2, w1 + w2]〉.
7Note that 〈y+ y′, [v1, w1]〉 = 〈y, [v1, w1]〉, and 〈y+ y′, [v2, w2]〉 = 〈y′, [v2, w2]〉.
Therefore,
ω(dν∗(v), dν∗(w)) =
〈y, [v1, w1]〉+ 〈y + y′, [v1, w2]〉+ 〈y + y′, [v2, w1]〉+ 〈y′, [v2, w2]〉 =
〈y, [v1, w1]〉+ 〈v1, [w2, y + y′]n〉 − 〈[v2, y + y′]n, w1〉+ ω([v2, y′], [w2, y′]),
where [w2, y+ y
′]n (resp. [v2, y+ y
′]n) is the nil-radical part of [w2, y+ y
′]
(resp. [v2, y + y
′]) in the decomposition Ty+y′(n + O¯′) = n + Ty′O′. Let
Or ⊂ g be the Richardson orbit for Q, and let π : T ∗(G/Q) → O¯r be the
Springer map. The first part 〈y, [v1, w1]〉+〈v1, [w2, y+y′]n〉−〈[v2, y+y′]n, w1〉
corresponds to the 2-form on T ∗(G/Q) obtained by the pull-back of the
Kostant-Kirillov 2-form on Or by π (cf. [Pa]), which is non-degenerate on
T ∗(G/Q). Let us consider the second part ω([v2, y
′], [w2, y
′]). Denote by
[v2, y+ y
′]l (resp. [w2, y+ y
′]l) the Ty′O′-part of [v2, y+ y′] (resp. [w2, y+ y′])
in the decomposition Ty+y′(n + O¯′) = n + Ty′O′. Then [v2, y′] = [v2, y + y′]l
and [w2, y
′] = [w2, y+y
′]l; hence, the second part is the Kostant-Kirillov form
on O′. The arguments above show that ν∗ω is non-degenerate at [1, y + y′]
for an arbitary y ∈ n and for an arbitrary y′ ∈ O′. By the G-equivariance of
ν, we have the lemma.
(1.3) Nilpotent orbits in classical Lie algebras: When g is a classical Lie
algebra, g is naturally a Lie subalgebra of End(V ) for a complex vector space
V . Then we can attach a partition d of n := dimV to each orbit as the Jordan
type of an element contained in the orbit. Here a partition d := [d1, d2, ..., dk]
of n is a set of positive integers with Σdi = n and d1 ≥ d2 ≥ ... ≥ dk. Another
way of writing d is [ds11 , ..., d
sk
k ] with d1 > d2... > dk > 0. Here d
si
i is an si
times di’s: di, di, ..., di. The partition d corresponds to a Young diagram. For
example, [5, 42, 1] corresponds to
When an integer e appears in the partition d, we say that e is a member
of d. We call d very even when d consists with only even members, each
having even multiplicity.
8Let us denote by ǫ the number 1 or −1. Then a partition d is ǫ-admissible
if all even (resp. odd) members of d have even multiplicities when ǫ = 1 (resp.
ǫ = −1). The following result can be found, for example, in [C-M, §5].
Proposition (1.3.1) Let N o(g) be the set of nilpotent orbits of g.
(1)(An−1): When g = sl(n), there is a bijection between N o(g) and the
set of partitions d of n.
(2)(Bn): When g = so(2n + 1), there is a bijection between N o(g) and
the set of ǫ-admissible partitions d of 2n+ 1 with ǫ = 1.
(3)(Cn): When g = sp(2n), there is a bijection between N o(g) and the
set of ǫ-admissible partitions d of 2n with ǫ = −1.
(4)(Dn): When g = so(2n), there is a surjection f from N o(g) to the set
of ǫ-admissible partitions d of 2n with ǫ = 1. For a partition d which is not
very even, f−1(d) consists of exactly one orbit, but, for very even d, f−1(d)
consists of exactly two different orbits.
Take an ǫ-admissible partition d of a positive integer m. If ǫ = 1, we put
g = so(m) and if ǫ = −1, we put g = sp(m). We denote by Od a nilpotent
orbit in g with Jordan type d. Note that, except when ǫ = 1 and d is very
even, Od is uniquely determined. When ǫ = 1 and d is very even, there
are two possibilities for Od. If necessary, we distinguish the two orbits by
the labelling: OId and O
II
d . Let us fix a classical Lie algebra g and study
the relationship among nilpotent orbits in g. When g is of type B or D
(resp. C), we only consider the ǫ-admissible partitions with ǫ = 1 (resp.
ǫ = −1). We introduce a partial order in the set of the partitions of (the
same number): for two partitions d and f , d ≥ f if Σi≤kdi ≥ Σi≤kfi for all
k ≥ 1. On the other hand, for two nilpotent orbits O and O′ in g, we write
O ≥ O′ if O′ ⊂ O¯. Then, Od ≥ Of if and only if d ≥ f . When d and f
are ǫ-admissible partitions with f ≥ g, we call this pair an ǫ-degeneration or
simply a degeneration.
Now let us consider the case g is of type B, C or D.
Assume that an ǫ- degeneration d ≥ f is minimal in the sense that there
is no ǫ-admissible partition d′ (except d and f) such that d ≥ d′ ≥ f . Kraft
and Procesi [K-P] have studied the normal slice Nd,f of Of ⊂ O¯d in such
cases. If, for two integers r and s, the first r rows and the first s columns of
d and f coincide and the partition (d1, ..., dr) is ǫ-admissible, then one can
erase these rows and columns from d and f respectively to get new partitions
d′ and f ′ with d′ ≥ f ′. If we put ǫ′ := (−1)sǫ, then d′ and f ′ are both
9ǫ′-admissible. The pair (d′, f ′) is also minimal. Repeating such process, one
can reach a degeneration dirr ≥ firr which is irreducible in the sense that
there are no rows and columns to be erased. By [K-P], Theorem 2, Nd,f is
analytically isomorphic to Ndirr ,firr around the origin. According to [K-P], a
minimal and irreducible degeneration d ≥ f is one of the following:
a: g = sp(2), d = (2), and f = (12).
b: g = sp(2n) (n > 1), d = (2n), and f = (2n− 2, 2).
c: g = so(2n+ 1) (n > 0), d = (2n+ 1), and f = (2n− 1, 12).
d: g = sp(4n+ 2) (n > 0), d = (2n+ 1, 2n+ 1), and f = (2n, 2n, 2).
e: g = so(4n) (n > 0), d = (2n, 2n), and f = (2n− 1, 2n− 1, 12).
f: g = so(2n+ 1) (n > 1), d = (22, 12n−3), and f = (12n+1).
g: g = sp(2n) (n > 1), d = (2, 12n−2), and f = (12n).
h: g = so(2n) (n > 2), d = (22, 12n−4), and f = (12n).
In the first 4 cases (a,b,c,d,e), Of have codimension 2 in O¯d. In the last
3 cases (f,g,h), Of have codimension ≥ 4 in O¯d.
Proposition (1.3.2) Let O be a nilpotent orbit in a classical Lie algebra
g of type B, C or D with Jordan type d := [(d1)
s1 , ..., (dk)
sk ] (d1 > d2 > ... >
dk). Let Σ be the singular locus of O¯. Then CodimO¯(Σ) ≥ 4 if and only if
the partition d has full members, that is, any integer j with 1 ≤ j ≤ d1 is a
member of d. Otherwise, CodimO¯(Σ) = 2.
Proof. Assume that CodimO¯(Σ) ≥ 4. We shall prove that d has full
members. Suppose, to the contrary, that there is some i with di ≥ di+1 + 2.
Then one can find a minimal degeneration d ≥ f where f is one of the
following:
[..., dsi−1i , (di+1 + 1)
2, d
si+1−1
i+1 , ...], di = di+1 + 2
[..., dsi−1i , di − 2, di+1 + 2, d
si+1−1
i+1 , ...]
[..., dsi−1i , di − 2, (di+1 + 1)
2, d
si+1−2
i+1 , ...]
[..., dsi−2i , (di − 1)
2, di+1 + 2, d
si+1−1
i+1 , ...]
[..., dsi−2i , (di − 1)
2, (di+1 + 1)
2, d
si+1−2
i+1 , ...].
By the row-column erasing one gets an irreducible, minimal degeneration
dirr ≥ firr of type a,b,c,d or e. This is a contradiction; hence d has full
members. Conversely, assume that d has full members, i.e. dj = k − j + 1
10
for all 1 ≤ j ≤ k. Then, for every minimal degeneration d ≥ f , f is one of
the following:
[..., (k − i+ 1)si−2, (k − i)si−1+4, (k − i− 1)si−2−2, ...]
[..., (k − i+ 1)si−1, (k − i)si−1+2, (k − i− 1)si−2−1, ...].
By the row-column erasing one gets an irreducible, minimal degeneration
dirr ≥ firr of type f ,g or h. Therefore, CodimO¯(Σ) ≥ 4.
(1.4) Jacobson-Morozov resolutions in the case of classical Lie algebras(cf.
[CM], 5.3): Let V be a complex vector space of dimension m with a non-
degenerate symmetric (or skew-symmetric) form < , >. In the symmetric
case, we take a basis {ei}1≤i≤m of V in such a way that < ej , ek >= 1 if
j + k = m + 1 and otherwise < ej, ek >= 0. In the skew-symmetric case,
we take a basis {ei}1≤i≤m of V in such a way that < ej , ek >= 1 if j < k
and j + k = m + 1, and < ej , ek >= 0 if j + k 6= m + 1. When (V,< , >)
is a symmetric vector space, g := so(V ) is the Lie algebra of type B(m−1)/2
(resp. Dm/2) if m is odd (resp. even). When (V,< , >) is a skew-symmetric
vector space, g := sp(V ) is the Lie algebra of type Cm/2. In the remainder of
this paragraph, g is one of these Lie algebra contained in End(V ). Let h ⊂ g
be the Cartan subalgebra consisting of all diagonal matrices, and let ∆ be
the standard base of simple roots. Let x ∈ g be a nilpotent element. As in
(1.1), one can choose h, y ∈ g in such a way that {x, y, h} is a sl(2)-triple.
If necessary, by replacing x by its conjugate element, one may assume that
h ∈ h and h is ∆-dominant. Assume that x has Jordan type d = [d1, ...., dk].
The diagonal matrix h is described as follows. Let us consider the sequence
of integers of length m:
d1−1, d1−3, ...,−d1+3,−d1+1, d2−1, d2−3, ...,−d2+3,−d2+1, ..., dk−
1, dk − 3, ...,−dk + 3,−dk + 1.
Rearrange this sequence in the non-increasing order and get a new se-
quence pt11 , ..., p
tl
l with p1 > p2... > pl and Σti = m. Then
h = diag(pt11 , ..., p
tl
l ).
Here ptii means the ti times of pi’s: pi, pi, ..., pi. It is then easy to describe
explicitly the Jacobson-Morozov parabolic subalgebra p of x and its ideal n2
(cf. (1.1)). The Jacobson-Morozov parabolic subgroup P is the stabilizer
group of certain isotropic flag {Fi}1≤i≤r of V . Here, an isotropic flag of V
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(of length r) is a increasing filtration 0 ⊂ F1 ⊂ F2 ⊂ ... ⊂ Fr ⊂ V such
that Fr+1−i = F
⊥
i for all i. The flag type of P is (t1, ..., tl). The nilradical
n := ⊕i>0gi of p consists of the elements z of g such that z(Fi) ⊂ Fi−1 for all
i. On the other hand, it depends on the weighted Dynkin diagram for x how
n2 takes its place in n.
Example (1.4.1). Assume that d has full members (cf. (1.3.2)). Then,
it can be checked that
n2 = {z ∈ g; z(Fi) ⊂ Fi−2 for all i}.
Let us consider the Jacobson-Morozov resolution
µ : G×P n2 → O¯d.
Take z ∈ Od. One can look at the fiber µ
−1(z) by using the characterization
of n2 above. Assume that G = Sp(V ). We prepare two kinds of skew-
symmetric vector space Vd (d: even), and W2d (d: odd) as follows. The Vd is
a d dimensional vector space with a basis ed−1, ed−3, ..., e−d+3, e−d+1. The
skew-symmetric form 〈 , 〉 is defined in such a way that 〈ei, ej〉 = 1 (resp.
〈ei, ej〉 = −1) when i + j = 0 and i > j (resp. i + j = 0 and i < j), and
〈ei, ej〉 = 0 when i + j 6= 0. Let zd be the endomorphism of Vd defined by
the d × d matrix Jd with Jd(i, i + 1) = 1 (1 ≤ i ≤ d/2), Jd(i, i + 1) = −1
(d/2+1 ≤ i ≤ d−1) and otherwise Jd(i, j) = 0. The W2d is a 2d dimensional
vector space with a basis fd−1, fd−3, ..., f−d+3, f−d+1, f
′
d−1, f
′
d−3, ..., f
′
−d+3,
f ′−d+1. The skew-symmetric form 〈 , 〉 is defined in such a way that 〈fi, f
′
j〉 =
1 (〈f ′i , fj〉 = −1) when i + j = 0, and otherwise 〈fi, f
′
j〉 = 0, 〈f
′
i , fj〉 = 0.
Let z2d be the endomorphism defined by the matrix J
′
2d with J
′
2d(i, i+1) = 1
(1 ≤ i ≤ d− 1), J ′2d(d, d+1) = 0, J
′
2d(i, i+1) = −1 (d+1 ≤ i ≤ 2d− 1) and
otherwise J ′2d(i, j) = 0. Write d as [k
sk , (k − 1)sk−1, ..., 2s2, 1s1] with si > 0.
Note that when i is odd, si is even. In the notation above, d1 = ... = dsk = k,
dsk+1 = ... = dsk+sk−1 = k − 1 and so on. Then, t1 = sk, t2 = sk−1,
t3 = sk + sk−2, t4 = sk−1 + sk−3, ... We may assume that
V = (
⊕
d:even
(Vd)
⊕sd)⊕ (
⊕
d:odd
(W2d)
⊕sd/2)
and z|Vd = zd, z|W2d = z2d. An element of µ
−1(z) is the isotropic flag {Fi} of
V with flag type (t1, ..., tl) which satisfies z(Fi) ⊂ Fi−2 for all i. One can find
such a flag as follows. Put F1 := z
k−1(V )(= Im(zk−1)) and define F2k−2 :=
12
F⊥1 . We next put F2 := z
k−2(F2k−2) and F2k−3 := F
⊥
2 . The subsequent step
is similar; we put inductively Fi := z
k−i(F2k−i) and F2k−i−1 := F
⊥
i .
When G = SO(V ), d can be written as [ksk , (k−1)sk−1, ..., 2s2, 1s1] where
si is even when i is even. We prepare two kinds of symmetric vector spaces
Vd (d: odd) and W2d (d: even). Then
V = (
⊕
d:odd
(Vd)
⊕sd)⊕ (
⊕
d:even
(W2d)
⊕sd/2).
The description of the flag corresponding to µ−1(z) is quite similar.
Lemma (1.4.2) Assume that d has full members. For each minimal
ǫ-degeneration d ≥ f , the fiber µ−1(Of ) has codimension 1 in G×P n2.
Proof. (1): By the proof of (1.3.2), if d has full members, then, for every
minimal degeneration d ≥ f , its reduction dirr ≥ firr is of type f , g or h.
If it is of type f , the normal slice Nd,f of Of ⊂ O¯d is isomorphic to the
germ of O¯[22,12n−3](⊂ so(2n + 1)) (n > 1) at 0. Similarly, if it is of type g
(resp. h), Nd,f is isomorphic to the germ of O¯[2,12n−2](⊂ sp(2n)) (n > 1)
(resp. O¯[22,12n−4](⊂ so(2n)) (n > 2)) at 0. Note that they are all isolated
singularities. Except when dirr ≥ firr is of type h with n = 3, these germs
have Q-factorial terminal singularities. Indeed, they are isolated symplectic
singularities of dim ≥ 4; hence they have only terminal singularities. The Q-
factoriality of them is checked by using the Jacobson-Morozov resolutions of
them. The exceptional locus of each Jacobson-Morozov resolution consists of
a flag variety with b2 = 1; this implies theQ-factoriality. If Codim µ
−1(Of ) ≥
2, then Nd,f is not Q-factorial. Therefore, the lemma follows in these cases.
(2): The only exception is when dirr ≥ firr is of type h with n = 3. In this
case, the germ of O¯[22,12](⊂ so(6)) at 0 has only terminal singularity because
it is an isolated symplectic singularity with dim 6. But its Jacobson-Morozov
resolution has Griso(2, 6) as its exceptional divisor and b2(Griso(2, 6)) = 2. By
this observation, we know that O¯[22,12] is not Q-factorial. Let d = [k
sk , (k −
1)sk−1, ..., 2s2, 1s1] be an ǫ-admissible partition of m. Our exceptional case
only occurs when sj = 2 for some j with (−1)j+1 = ǫ. Then
f = [..., (j + 1)sj+1−2, j6, (j − 1)sj−1−2, ...].
Let
µ : G×P n2 → O¯d
be the Jacobson-Morozov resolution. Take z ∈ Of . We shall prove that the
isotropic Grassmann variety Griso(2, 6) is contained in µ
−1(z) by a similar
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argument to (1.4.1). We only discuss here the case when G = Sp(V ), but
the case of G = SO(V ) is quite similar. As in (1.4.1), we take two skew-
symmetric spaces Vd (d: even) and W2d (d: odd). We may assume that V is
isomorphic to
⊕
d:even,d6=j−1,j,j+1
(Vd)
⊕sd⊕W
⊕sj−1/2−1
2j−2 ⊕V
⊕6
j ⊕W
⊕sj+1/2−1
2j+2 ⊕
⊕
d:odd,d6=j−1,j,j+1
(W2d)
⊕sd/2
and z|Vd = zd, z|W2d = z2d. We must find isotropic flags {Fi} of V with
flag type (t1, ..., tl) which satisfies z(Fi) ⊂ Fi−2 for all i. Here (t1, ..., tl) is
the same one as in (1.4.1). As in (1.4.1), we define Fi with i ≤ k − j − 1
by Fi := z
k−i(F2k−i) and F2k−i−1 := F
⊥
i . But, the situation is different from
(1.4.1) when i = k−j. We cannot put Fk−j := zj(Fk+j). In fact, dim zj(Fk+j)
is exactly 2 less than the dimension Fk−j should have because the exponent
sj+1− 2 of j+1 in f is exactly 2 less than that of j+1 in d. Let us consider
the direct summand V ⊕6j of V . The kernel of the endomorphism zj : Vj → Vj
has dimension 1 and is spanned by ej−1. Take 6 copies e
(1)
j−1, ..., e
(6)
j−1 of ej−1.
Then, Ker(z⊕6j ) is a 6 dimensional vector space spanned by e
(1)
j−1, ..., e
(6)
j−1. We
want to choose two dimensional subspace L ⊂ Ker(z⊕6j ) and want to define
Fk−j as z
j(Fk+j) + L. Since Fk−j should be contained in z
j−1((Fk−j)
⊥), we
must choose L in such a way that
zj(Fk+j) + L ⊂ z
j−1((zj(Fk+j) + L)
⊥).
Let v = Σaie
(i)
j−1 and w = Σbie
(i)
j−1 be a basis of L. Then the condition above
is equivalent to
Σa2i = Σb
2
i = Σaibi = 0.
This means that [L] ∈ Griso(2, 6). For such an L, we put Fk−j := zj(Fk+j) +
L. Once Fk−j is fixed, we define, for i ≥ k − j + 1, Fi := zk−i(F2k−i)
and F2k−i−1 := F
⊥
i . One can check that {Fi} is a desired flag. Therefore,
Griso(2, 6) ⊂ µ−1(z). Since dimGriso(2, 6) = 5 and dimNd,f = 6, this implies
that µ−1(Of ) has codimension 1 in G×
P n2.
Corollary (1.4.3) Assume that d is an ǫ-admissible partition and it has
full members. Let O˜d be the normalization of O¯d. Then, O˜d has only Q-
factorial termainal singularities except when g = so(4n + 2), n ≥ 1 and
d = [22n, 12].
Proof. Let k be the maximal member of d. Then there are k−1 minimal
degenerations d ≥ f . By Lemma (1.4.2), Exc(µ) contains at least k − 1
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irreducible divisors. When ǫ = 1 (i.e, g = so(V )) and there is a minimal
degeneration d ≥ f with f very even, there are two nilpotent orbits with
Jordan type f . Thus, in this case, Exc(µ) contains at least k irreducible
divisors. On the other hand, for the Jacobson-Morozov parabolic subgroup
P , b2(G/P ) = k − 1 when g = sp(V ), or g = so(V ) with dimV odd. When
g = so(V ) and dimV is even, we must be careful; if the flag type of P is
of the form (p1, ..., pk−1; 2; pk−1, ..., p1), b2(G/P ) = k. This happens when
dimV = 4n + 2 and d = [22n, 12] or when dimV = 8m + 4n + 4 and
d = [42m, 3, 22n, 1]. In the latter case, d has a minimal degeneration d ≥ f
with f = [42m, 22n+2], which is very even. Note that b2(G/P ) coincides with
the relative Picard number ρ of the Jacobson-Morozov resolution. By these
observations, we know that µ has at least ρ exceptional divisors except when
g = so(4n + 2), n ≥ 1 and d = [22n, 12]. Therefore, O˜d are Q-factorial in
these cases. By (1.3.2) they have terminal singularities. When g = so(4n+2),
n ≥ 1 and d = [22n, 12], Od is a Richardson orbit and the Springer map
gives a small resolution of O¯d. Therefore, O˜d has non-Q-factorial terminal
singularities.
(1.5) Induced orbits in classical Lie algebras: Let d = [ds11 , ..., d
sk
k ] be an ǫ-
admissible partition of m. According as ǫ = 1 or ǫ = −1, we put G = SO(m)
or G = Sp(m) respectively. Assume that d does not have full members. In
other words, for some p, dp ≥ dp+1 + 2 or dk ≥ 2. We put r = Σ1≤j≤psj .
Then Od is an induced orbit (cf. [C-M], 7.3). More explicitly, there are
a parabolic subgroup Q of G with (isotropic) flag type (r,m − 2r, r) with
Levi decomposition q = l⊕ n, and a nilpotent orbit O′ of l such that Od =
Indgl (O
′). Here, l has a direct sum decomposition l = gl(r)⊕ g′, where g′ is a
simple Lie algebra of type B(m−2r−1)/2 (resp. D(m−2r)/2, resp. C(m−2r)/2) when
ǫ = 1 andm is odd (resp. ǫ = 1 andm is even, resp. ǫ = −1). Moreover, O′ is
a nilpotent orbit of g′ with Jordan type [(d1−2)s1, ..., (dp−2)sp, d
sp+1
p+1 , ..., d
sk
k ].
Let us consider the generalized Springer map
ν : G×Q (n(q) + O¯′)→ O¯d
(cf. (1.2)).
Lemma (1.5.1). The map ν is birational. In other words, deg(ν) = 1.
Proof. We only discuss the case G = Sp(m). It is enough to prove that
ν−1(z) is a point for z ∈ Od. We prepare two kinds of skew-symmetric
vector space Vd (d: even), and W2d (d: odd) as follows. The Vd is a d
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dimensional vector space with a basis e1, e2, ..., ed. The skew-symmetric
form 〈 , 〉 is defined in such a way that 〈ei, ej〉 = 1 (resp. 〈ei, ej〉 = −1) when
i+ j = d+ 1 and i > j (resp. i+ j = d+ 1 and i < j), and 〈ei, ej〉 = 0 when
i+ j 6= d+ 1. Let zd be the endomorphism of Vd defined by the d× dmatrix
Jd with Jd(i, i+1) = 1 (1 ≤ i ≤ d/2), Jd(i, i+1) = −1 (d/2+ 1 ≤ i ≤ d− 1)
and otherwise Jd(i, j) = 0. The W2d is a 2d dimensional vector space with a
basis f1, ..., fd, f
′
1, ..., f
′
d. The skew-symmetric form 〈 , 〉 is defined in such
a way that 〈fi, f
′
j〉 = 1 (〈f
′
i , fj〉 = −1) when i + j = d + 1, and otherwise
〈fi, f ′j〉 = 0, 〈f
′
i , fj〉 = 0. Let z2d be the endomorphism defined by the matrix
J ′2d with J
′
2d(i, i+1) = 1 (1 ≤ i ≤ d− 1), J
′
2d(d, d+1) = 0, J
′
2d(i, i+1) = −1
(d+ 1 ≤ i ≤ 2d− 1) and otherwise J ′2d(i, j) = 0. Note that, in the partition
d, si is even if di is odd. When di is even, we put Ui := V
⊕si
di
and define
zi ∈ End(Ui) by zi = z
⊕si
di
. When di is odd, we put Ui := W
⊕si/2
2di
and define
zi ∈ End(Ui) by zi = z
⊕si/2
2di
. Let us consider the skew-symmetric vector space
V defined by
V := ⊕1≤i≤kUi.
Then we may assume that z is an endomorphism of V defined by z = ⊕zi.
Each Ui has a filtration 0 ⊂ Ui,1 ⊂ Ui,2 ⊂ ... ⊂ Ui,di = Ui defined by
Ui,j := Im(z
di−j
i ). By definition, Ui,di−1 = (Ui,1)
⊥. The problem is to find an
r dimensional isotropic subspace F of V in such a way that z(F ) = 0 and
z|(F⊥/F ) has Jordan type [(d1−2)
s1, ..., (dp−2)sp, d
sp+1
p+1 , ..., d
sk
k ]. We shall prove
that F = ⊕1≤i≤pUi,1. First note that F ⊂ ⊕1≤i≤kUi,1 since z(F ) = 0. Next,
one can check that F⊥ ⊂ ⊕i≥2Ui ⊕ U1,d1−1. In fact, if not, then one can find
some v ∈ F⊥/F with zd1−2(v) 6= 0, which contradicts that z|F⊥/F has Jordan
type [(d1 − 2)
s1, ..., (dp − 2)
sp, d
sp+1
p+1 , ..., d
sk
k ]. By taking the dual with respect
to the skew-symmetric form, one has U1,1 ⊂ F . We put F2 := F ∩⊕2≤i≤kUi,1.
Let (F2)
⊥ be the orthogonal complement of F2 in ⊕2≤i≤kUi (not in V ). Then
F⊥/F = (
⊕
2≤j≤d1−1
U1,j)⊕ (F2)
⊥/F2.
Then x|(F2)⊥/F2 has Jordan type [(d2 − 2)
s1, ..., (dp − 2)sp, d
sp+1
p+1 , ..., d
sk
k ]. We
apply the same argument to F2 to conclude that U2,1 ⊂ F2. In particular,
U2,1 ⊂ F . In this way, we can prove inductively that Ui,1 ⊂ F for i ≤ p.
Since dim(⊕1≤i≤pUi,1) = r, we have F = ⊕1≤i≤pUi,1.
Remark (1.5.2). A nilpotent orbit is called rigid if it is not induced from
any other nilpotent orbit in a proper Levi subalgebra of g. In a simple Lie
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algebra g of type B, C or D, Od is rigid if and only if d has full members and
any odd (resp. even) member di does not have multiplicity si = 2 when ǫ = 1
(resp. ǫ = −1) (cf. [CM]). By Corollary (1.4.3), for a rigid orbit Od, O˜d has
only Q-factorial terminal singularities. But, even if O˜d has only Q-factorial
terminal singularities, Od is not necessarily rigid. Assume that an odd (resp.
even) member dp has multiplicity 2 when ǫ = 1 (resp. ǫ = −1). In this case,
we have an induction of another type. Namely, put r = Σ1≤j≤p−1sj+1. Then,
there are a parabolic subgroup Q of G with (isotropic) flag type (r,m−2r, r)
with Levi decomposition q = l ⊕ n, and a nilpotent orbit O′ in l such that
Od = Ind
g
l (O
′). The orbit O′ is contained in g′, and its Jordan type is
[(d1− 2)s1, ..., (dp−1− 2)sp−1, (dp− 1)2, d
sp+1
p+1 , ..., d
sk
k ]. As explained above, if d
has full members, but Od is not rigid, then Od has an induction of this type.
But, for such an induction, the generalized Springer map ν is not birational.
§2. Main Results
(2.1) Let X be a complex algebraic variety with rational Gorenstein sin-
gularities. A partial resolution f : Y → X of X is said to be a Q-factorial
terminalization of X if Y has only Q-factorial terminal singularities and f is
a birational projective morphism such that KY = f
∗KX . In particular, when
Y is smooth, f is called a crepant resolution. In general, X has no crepant
resolution; however, by [B-C-H-M], X always has a Q-factorial terminaliza-
tion. But, in our case, the Q-factorial terminalization can be constructed
very explicitly without using the general theory in [B-C-H-M].
Proposition (2.1.1). Let O be a nilpotent orbit of a classical simple Lie
algebra g. Let O˜ be the normalization of O¯. Then one of the following holds:
(1) O˜ has Q-factorial terminal singularities.
(2) There are a parabolic subalgebra q of g with Levi decomposition q =
l⊕ n and a nilpotent orbit O′ of l such that (a): O = Indgl (O
′) and (b): the
normalization of G×Q (n(q) + O¯′) is a Q-factorial terminalization of O˜ via
the generalized Springer map.
Proof. When g is of type A, every O˜ has a Springer resolution; hence
(2) always holds. Let us consider the case g is of B, C or D. Assume that
(1) does not hold. Then, by (1.4.3), the Jordan type d of O does not have
full members except when g = so(4n + 2), n ≥ 1 and d = [22n, 12]. In
the exceptional case, O is a Richardson orbit and the Springer map gives a
crepant resolution of O˜; hence (2) holds. Now assume that d does not have
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full members. Then, by (1.5), O is an induced nilpotent orbit and there is a
generalized Springer map
ν : G×Q (n(q) + O¯′)→ O¯.
This map is birational by (1.5.1). Let us consider the orbit O′ instead of O.
If (1) holds for O′, then ν induces a Q-factorial terminalization of O˜. If (1)
does not hold for O′, then O′ is an induced orbit. By (1.2.3), one can replace
Q with a smaller parabolic subgroup Q′ in such a way that O is induced from
(Q′,O2) for some nilpotent orbit O2 ⊂ l(Q′). The generalized Springer map
ν ′ for (Q′,O2) is factorized as
G×Q
′
(n′ + O¯2)→ G×
Q (n+ O¯′)→ O¯.
The second map is birational as explained above. The first map is locally
obtained by a base change of the generalized Springer map
L(Q)×L(Q)∩Q
′
(n(L(Q) ∩Q′) + O¯2)→ O¯
′.
This map is birational by (1.5.1). Therefore, the first map is also birational,
and ν ′ is birational. This induction step terminates and (2) finally holds.
(2.2) We shall next show that every Q-factorial terminalization of O˜ is of
the form in Proposition (2.1.1) except when O˜ itself has Q-factorial terminal
singularities. In order to do that, we need the following Proposition.
Proposition (2.2.1). Let O be a nilpotent orbit of a classical simple
Lie algebra g. Assume that a Q-factorial terminalization of O˜ is given by
the normalization of G ×Q (n(q) + O¯′)) for some (Q,O′) as in (2.1.1). As-
sume that Q is a maximal parabolic subgroup of G (i.e. b2(G/Q) = 1), and
this Q-factorial terminalization is small. Then Q is a parabolic subgroup
corresponding to one of the following marked Dynkin diagrams and O′ = 0:
An−1 (k < n/2)
❞ - - - t
k
- - - ❞
❞ - - - t
n-k
- - - ❞
Dn (n : odd ≥ 5)
t
❞
❅
 
❞ - - - ❞
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❞
t
❅
 
❞ - - - ❞
Proof. Assume that g is of type A. Then every nilpotent orbit closure
has a crepant resolution via the Springer map. Once O˜ has a crepant reso-
lution, every Q-factorial terminalization is a crepant resolution (cf. [Na 2]).
Then the claim follows from [Na], Proposition 5.1. Assume that g is of type
B, C or D. Since the Q-factorial terminalization is small, O˜ has terminal
singularities. By (1.3.2) and (1.4.3), O is the nilpotent orbit in so(4n + 2),
n ≥ 1 with Jordan type [22n, 12]. In this case, O is a Richardson orbit and O˜
has exactly two crepant resolutions via the Springer maps G ×Q n(q) → O˜
corresponding to two marked Dynkin diagrams of type D listed above (cf.
[Na], p.92). Therefore, O˜ has no other Q-factorial terminalizations.
The following is the main theorem:
Theorem (2.2.2). Let O be a nilpotent orbit of a classical simple Lie
algebra g. Then O˜ always has a Q-factorial terminalization. If O˜ itself does
not have Q-factorial terminal singularities, then every Q-factorial terminal-
ization is given by the normalization of G×Q (n(q) + O¯′)) in (2.1.1). More-
over, any two such Q-factorial terminalizations are connected by a sequence
of Mukai flops of type A or D defined in [Na], pp. 91, 92.
Proof. The first statement is nothing but (2.1.1). The proof of the second
statement is quite similar to that of [Na], Theorem 6.1. Assume that O˜ does
not have Q-factorial terminal singularities. Then, by (2.1.1), one can find a
generalized Springer (birational) map
ν : G×Q (n(q) + O¯′)→ O¯.
Let XQ be the normalization of G ×Q (n(q) + O¯′). Then ν induces a Q-
factorial terminalization f : XQ → O˜. The relative nef cone Amp(f) is a
rational, simplicial, polyhedral cone of dimension b2(G/Q) (cf. (1.2.2) and
[Na], Lemma 6.3). Each codimension one face F of Amp(f) corresponds
to a birational contraction map φF : XQ → YQ. The construction of φF
is as follows. The parabolic subgroup Q corresponds to a marked Dynkin
diagram D. In this diagram, there are exactly b2(G/Q) marked vertexes.
Choose a marked vertex v from D. The choice of v determines a codimension
one face F of Amp(f). Let Dv be the maximal, connected, single marked
Dynkin subdiagram of D which contains v. Let D¯ be the marked Dynkin
diagram obtained fromD by erasing the marking of v. Let Q¯ be the parabolic
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subgroup of G corresponding to D¯. Then, as in (1.2.2), we have a map
π : G×Q (n+ O¯′)→ G×Q¯ (n¯+ O¯1).
Let YQ be the normalization of G×Q¯ (n¯+ O¯1). Then π induces a birational
map XQ → YQ. This is the map φF . Note that π is locally obtained by a
base change of the generalized Springer map
L(Q¯)×L(Q¯)∩Q (n(L(Q¯) ∩Q) + O¯′)→ O¯1.
Let Z(l(q)) (resp. Z(l(q¯))) be the center of l(q) (resp. l(q¯)). By the definition
of Q¯, the simple factors of l(q¯)/Z(l(q¯)) are common to those of l(q)/Z(l(q))
except one factor, say m. Put O′′ := O′ ∩m. By (2.2.1), π (or φF ) is a small
birational map if and only if O′′ = 0 and Dv is one of the single Dynkin
diagrams listed in (2.2.1). In this case, one can make a new marked Dynkin
diagramD′ from D by replacing Dv by its dual D
∗
v (cf. [Na], Definition 1).
Let Q′ be the parabolic subgroup of G corresponding to D′. We may assume
that Q and Q′ are both contained in Q¯. The Levi part of Q′ is conjugate
to that of Q; hence there is a nilpotent orbit in l(q′) corresponding to O′.
We denote this orbit by the same O′. Then O is induced from (Q′, O′). As
above, let XQ′ be the normalization of G ×Q (n(q′) + O¯′). Then we have a
birational map φ′F : XQ′ → YQ. The diagram
XQ → YQ ← XQ′
is a flop. Assume that g : X → O˜ is a Q-factorial terminalization. Then, the
natural birational map X −− → XQ is an isomorphism in codimension one.
Let L be a g-ample line bundle on X and let L0 ∈ Pic(XQ) be its proper
transform of L by this birational map. If L0 is f -nef, thenX = XQ and f = g.
Assume that L0 is not f -nef. Then one can find a codimension one face F
of Amp(f) which is negative with respect to L0. Since L0 is f -movable, the
birational map φF : XQ → YQ is small. Then, as seen above, there is a new
(small) birational map φ′F : XQ′ → YQ. Let f
′ : XQ′ → O˜ be the composition
of φ′F with the map YQ → O˜. Then f
′ is a Q-factorial terminanization of
O˜. Replace f by this f ′ and repeat the same procedure; but this procedure
ends in finite times (cf. [Na], Proof of Theorem 6.1 on pp. 104, 105). More
explicitly, there is a finite sequence of Q-factorial terminalizations of O˜:
X0(:= XQ)−− → X1(:= XQ′)−− → ....−− → Xk(= XQk)
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such that Lk ∈ Pic(Xk) is fk-nef. This means that X = XQk .
Example (2.3). We put G = SP (12). Let O be the nilpotent orbit in
sp(12) with Jordan type [6, 32]. Let Q1 ⊂ G be a parabolic subgroup with
flag type (3, 6, 3). The Levi part l1 of q1 has a direct sum decomposition
l1 = gl(3)⊕ C3,
where C3 is isomorphic to sp(6) up to center. Let O′ be the nilpotent orbit
in sp(6) with Jordan type [4, 12]. Then O = Indsp(12)l1 (O
′). Next consider the
parabolic subgroup Q2 ⊂ SP (6) with flag type (1, 4, 1). The Levi part l2 of
q2 has a direct sum decomposition
l2 = gl(1)⊕ C2
where C2 is isomorphic to sp(4) up to center. Let O′′ be the nilpotent orbit
in sp(4) with Jordan type [2, 12]. Then O′ = Indsp(6)l2 (O
′′). One can take a
parabolic subgroupQ of SP (12) with flag type (3, 1, 4, 1, 3) in such a way that
the Levi part l of q contains the nilpotent orbit O′′. Then O is the nilpotent
orbit induced from O′′. We shall illustrate the induction step above by
([2, 12], sp(4))→ ([4, 12], sp(6))→ ([6, 32], sp(12)).
Since O˜′′ has only Q-factorial terminal singularities, the Q-factorial termi-
nalization of O˜ is given by the generalized Springer map
ν : G×Q (n(q) + O¯′′)→ O¯.
The induction step is not unique; we have another induction step
([2, 12], sp(4))→ ([4, 32], sp(10))→ ([6, 32], sp(12)).
By these inductions, we get another generalized Springer map
ν ′ : G×Q
′
(n(q′) + O¯′′)→ O¯,
where Q′ is a parabolic subgroup of G with flag type (1, 3, 4, 3, 1). This gives
another Q-factorial terminalization of O˜. The two Q-factorial terminaliza-
tions of O˜ are connected by a Mukai flop of type A3.
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