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1 introduction
The characterisation of the non-differentiability sets of real valued Lipschitz functions on the real
line goes back to Zahorski who proved in [18] that:
Theorem 1.1. For any Gδσ subset of the real line of Lebesgue measure zero E, there exists a Lipschitz function
f : R→ R which is non-differentiable everywhere on E and differentiable everywhere on R \ E.
Viceversa, given a Lipschitz function f : R → R, the set of points at which f is non-differentiable is a Gδσ
Lebesgue-null set.
At this point is quite natural to ask whether any similar characterisation is available for Lipschtiz
maps f : Rn → Rm. As it turns out already when the domain is R2, the answer is much more compli-
cated and only partially known. Indeed M. Doré and O. Maleva in [8] and [9] constructed a compact set
with Hausdorff dimension 1 in the Rn on which every Lipschitz function has a differentiability point
(the first Lebesgue-null set with this property was first constructed by D. Preiss in [15]).
In order to solve the problem, one could hope to use the intuitive idea that the typical Lipschitz
functions have the worst differentiability behaviour, and thus the problem may be solved by means of
the Baire Cathegory Theorem on a suitable space of Lipschitz functions. This approach was attempted
in 1995 by D. Preiss and J. Tis˘er in [14] where they showed that:
Theorem 1.2 (Preiss, Tis˘er). Let E b (0, 1) be an analytic set. The following are equivalent:
(i) E is contained in an Fσ subset of [0, 1] with Lebesgue measure zero.
(ii) The set S of those 1-Lipschitz functions differentiable at no point of E is residual in Lip1([0, 1],R), the space
of 1-Lipschitz functions on [0, 1] with values in R endowed with the supremum norm.
Theorem 1.2 is both good and bad news. On the one hand it shows that if E is covered by countably
many closed Lebesgue-null sets, then the Baire Cathegory Theorem produces non-differentiable func-
tions on E. On the other, if E does not satisfy this topological condition (for istance if E ⊆ [0, 1] is residual
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introduction 2
and Lebesgue-null), they proved that the typical Lipschitz function has a point of differentiability in E,
showing that this topological approach cannot tell the full story, in view of Zahorski’s theorem.
There are many possible generalisations of the above result in higher dimensions. The one in which
we are interested is the following: is it possible to build a map from Rn to Rn which is non-differentiable
in any direction of a given purely unrectifiable Borel set E by means of the Baire Category Theorem?
The answer, which is the main result of this paper, depends on the topological properties of the set E
too:
Theorem 1.3. Let E b (0, 1)n be an analytic set and let n ≤ m. Then the follwing are equivalent:
(i) E is contained in a countable union of closed purely unrectifiable sets,
(ii) the set S of those 1-Lipschitz functions which are non-differentiable in every direction at every point of E
is residual in (Lip1([0, 1]n,Rm), ‖·‖∞), the space of 1-Lipschitz functions on [0, 1]n with values in Rm
endowed with the supremum norm.
As in the one dimensional case, the proof of (ii)⇒(i) shows that if (i) does not hold, then the typical
Lipschitz function has a differentiability point in E. This gives an intuitive justification to why even the
construction of fully non-differentiable functions on non-compact purely unrectifiable sets in [4] is so
intricate.
Scheme of the proof
The proof of the implication (i)⇒ (ii) of Theorem 1.3 heavily relies on techniques introduced in [1]
and in [4]. Fix e > 0, e ∈ S2n−1 and a closed purely unrectifiable set E. It is possible (see Lemma 4.12 in
[1]) to build for any e ∈ Sn−1 a 1-Lipschitz function ge such that:
(α) ‖ge‖∞ ≤ e,
(β) |Dge(x)− e| < e for any x ∈ E.
Using these functions it is not hard to construct maps G : Rn → Rn with small supremum norms and
such that DG(x) ≈ idn for any x ∈ E. Pick any smooth function f , and let u ∈ Sn−1, v ∈ Sm−1 and
define:
f˜ (x) := f (x)− D f (x)[G(x)] + gu(x)v.
The function f˜ is close to f in the supremum topology, and on E its derivative along the direction v is
near to u. In the end this construction (with some fine tuning) and the density of smooth functions in
Lip1([0, 1]n,Rm) prove the implication (i)⇒(ii).
To explain the proof of the implication (ii)⇒(i) we need to introduce the Banach-Mazur game first.
Let E be a set which cannot be covered by countably many compact purely unrectifiable sets and define
the family of 1-Lipschitz functions:
B := { f ∈ Lip1([0, 1]n,Rm) : there are x ∈ E, e ∈ Rn s.t. f (x + te) is differentiable at t = 0}.
Consider the following game with two players. Player (I) chooses an open set U1 ⊆ Lip1([0, 1]n,Rm);
then Player (II) chooses an open set V1 ⊆ U1; then Player (I) chooses an open set U2 ⊆ V1 and so on.
Player (II) wins if
⋂
i Vi ⊆ B, otherwise Player I wins. If we can build a winning strategy for Player (II),
Theorem 5.4 implies that the set B is residual in Lip1([0, 1]n,Rm).
The proof that Vk can be chosen in such a fashion that Player (II) wins is based on the following two
observations:
(α′) Theorem 2.7 says that E is residual in a closed set F having any portion of positive width (see
Definition 2.7),
(β′) if two continuous piece-wise congruent mappings (see Definition 2.9) are close in the supremum
norm, then the set where their directional derivative along e ∈ Sn−1 are not close, has small width
with respect to the cone of axis e (of a suitable amplitude).
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Player II at each turn chooses piece-wise congruent mappings fk, sets Mk and directions ek (converging
to some e) such that the sets Vk are (small enough) balls centred at fk. The turn of Player II starts by
arbitrarily picking a piece-wise congruent mapping fk in Uk. The direction ek is chosen close to ek−1 in
such a way that the width of Mk−1 along a cone of axis ek (of sufficiently small amplitude) is positive.
Eventually Player II must deal with the construction of Mk. Since E ∩ F is residual in F, we can find a
sequence of relatively open sets Ek in F such that E ∩ F ⊆
⋂
Ek. Let Gk be the set given by point (β′)
which enjoys the two following properties:
(α′′) the complement of Gk has a complement with very small width,
(β′′) on Gk the function fk and fk−1 have close derivatives along the direction ek.
Player II defines Mk to be a non-empty relatively open set in F, compactly contained in Ek−1 ∩Mk−1 ∩Gk.
Moreover point (α′) insures that we can always find such an Mk having positive width with respect to a
cone with axis ek.
The functions fk are uniformly converging to some f ∈ Lip1([0, 1]n,Rm) and the sets Mk are con-
structed in such a way that their intersection is non-empty (thanks to the finite intersection property of
compact sets), it is contained in E ∩ F and point (β′′) implies that f is differentiable along e at any point
of
⋂
Mk.
Related results
The problem of the characterisation of non-differentiability sets of Lipschitz functions between Eu-
clidean spaces has quite a long history, originally motivated by the attempt to prove a Rademacher-type
theorems on Banach spaces (see for istance the monograph [7]). The paper [15] by D. Preiss could be
arguably considered the first fundamental contribution to the theory, where among other things, he con-
structs a Lebesgue-null set in R2 on which every Lipschitz function has a differentiability point, showing
that Rademacher’s Theorem does not tell the full story. In 2005 G. Alberti, M. Csörnyei and D. Preiss
announced in [2] and [3] a geometric characterisation of non-differentiability sets of Lipschitz functions
and the proof that any Lebesgue-null set in R2 is contained in a non-differentiability set of some Lips-
chitz function f : R2 → R2. On the other hand, more recently D. Preiss and G. Speight proved in [13]
that for any m < n there exists a Lebesgue-null set N ⊆ Rn for which every Lipschitz map f : Rn → Rm
has a point of differentiability on N .
On the measure-theoretic side, in 2015 G. Alberti and A. Marchese proved in [1] that the Rademacher
Theorem can be extended to finite mass Borel measures (when the definition of differentiability is suit-
ably weakened) and in 2016 G. De Philippis and F. Rindler showed in [6] that if every Lipschitz function
is differentiable µ-a.e. in the standard sense then µ is absolutely continuous with respect to Lebesgue.
Structure of the paper
In Section 2 we briefly give the definition of width and some of its properties, while Section 3 is
devoted to state the main Theorem 3.1 and reduce its proof to Proposition 3.2 and Proposition 3.3. The
two remaining sections will deal with the proof of these two propositions: the entire Section 4 is devoted
to the proof of Proposition 3.2 and in Section 5 is contained the proof of Proposition 3.3.
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notation
We add below a list of frequently used notations:
|·| Euclidean norm,
〈·, ·〉 scalar product,
‖·‖ operatorial norm of matrices,
‖·‖∞ supremum norm of functions restricted to [0, 1]n,
Sn unit sphere in Rn+1,
Br(x) open ball of radius r > 0 and centre x,
Bδ(A) open neighbourhood of radius δ > 0 of the set A,
Lip1([0, 1]n,Rm) 1-Lipschitz functions from [0, 1]n to Rm (see Definition 2.2),
P(n, m) piece-wise congruent mappings (see Definition 2.9),
M(n, m) n×m matrices,
O(n, m) matrices representing linear isometries from Rn to Rm,
P([0, 1]n) power set of [0, 1]n,
e⊥ orthogonal hyperplane to the vector e,
C(e, σ) proper cone of amplitude σ and axis e,
Ln n-dimensional Lebesgue measure,
H1 1-dimensional Hausdorff meausure.
A set in a complete metric space is said to be analytic if it is a continuos image of a complete metric
space. It is well known that every Borel set in Rn is analytic.
Finally we briefly recall some standard terminology used to denote the Baire category of sets through-
out the paper. Let (X, T ) be a topological space and suppose A ⊆ X:
(i) if int(cl(A)) = ∅, A is said to be nowhere dense,
(ii) if A is the countable union of nowhere dense sets, A is said to be meagre,
(iii) if A is the complement of a meagre set, A is said to be residual.
2 preliminary results
In this first section we recall used facts on purely unrectifiable sets and introduce the space of piece-
wise congruent mappings P(n, m), proving their density in Lip1([0, 1]n,Rm).
2.1 Width of sets and purely unrectifiable sets
Definition 2.1 (Cones, proper cones). An open set C ⊆ Rn is said to be a cone if it is invariant under
dilations and convex.
Let σ ∈ (0, 1) and e ∈ Sn−1. The proper cone of axis e and amplitude σ in Rn is the set:
C(e, σ) := {x ∈ Rn : 〈x, e〉 > (1− σ)|x|} . (1)
Definition 2.2 (Curves going in the direction of a cone). Let σ ∈ (0, 1) and e ∈ Sn−1. Suppose I ⊆ R is a
bounded interval and γ : I → Rn is a Lipschitz map. We say that γ is a curve which goes in the direction
of the cone C, or that it is a C-curve, if for any s, t ∈ I such that t < s we have:
γ(s)− γ(t) ∈ C.
Definition 2.3. A Borel set E is said to be purely unrectifiable if for any Lipschitz curve γ : R → Rn we
have:
H1(γ(R) ∩ E) = 0.
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Figure 1: A C(e, σ)-curve γ.
The following proposition gives us an easy way to characterize pure unrectifiability (as curves with
almost fixed derivative are easier to deal with then general Lipschitz curves).
Proposition 2.1. Let E ⊂ Rn be Borel. The following are equivalent:
(i) E is purely unrectifiable,
(ii) for any σ > 0, e ∈ Sn−1 and any C(e, σ)-curve γ we have H1(E ∩ γ(I)) = 0.
Fixed a proper cone C(e, σ) for any C(e, σ)-curve γ we wish to fix a standard parametrisation for the
image of γ.
Definition 2.4. Let C(e, σ) be a proper cone and γ : I = (a, b) → Rn be a C(e, σ)-curve. Defined
T := 〈e,γ(b) − γ(a)〉, we say that γ˜ : I˜ = (0, T) → Rn is the canonical parametrization of γ(I) with
respect to C(e, σ) if γ˜( I˜) = γ(I) and:
γ˜(s) = se + η(s),
where η : I˜ → Rn is a curve such that η(0) = γ(a) and η(s)− η(t) ∈ e⊥ for any s, t ∈ (0, T).
Remark 2.1. In the following we will often omit the cone with respect to which the canonical representa-
tion is constructed, as it will be clear from the context. Note moreover that the canonical parametrization
is unique.
The following proposition shows that the canonical parametrisation always exists:
Proposition 2.2. For any C(e, σ)-curve γ : I → Rn, the canonical parametrization γ˜ of γ with respect to the
cone C(e, σ) exists and:
(i) |η(t)− η(s)| ≤ β(σ)|t− s|.
(ii) |γ˜(t)− γ˜(s)| ≤ (1+ β(σ)) |t− s|
where β(σ) :=
√
2σ− σ2/(1− σ).
The following proposition will become useful in the proof of Proposition 5.1. It gives a uniform
upper bound on the diameter of the parameter space of any canonical parametrization of any C(e, σ)-
curve with values in the unit cube. We omit the proof, which is achieved by contradiction:
Proposition 2.3. Let γ : (0, T) → [0, 1]n be the canonical parametrization of a Lipschitz curve going in the
direction of C(e, σ). Then T ≤ √n.
The notion of directional width of sets was introduced by G. Alberti, M. Csörney and D. Preiss in [4].
We give here a simplified version of the original definition:
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Definition 2.5 (Directional width of a set). Let E ⊆ [0, 1]n be a Borel set. We define the width wC(e,σ)[E]
of the set E along the proper cone C(e, σ) as:
wC(e,σ)[E] := infE⊆G
G open
sup
γ∈Γe,σ
ˆ
t∈I
γ(t)∈G
|γ′(t)|dt,
where Γe,σ is the set of the canonical parametrizations of those C(e, σ)-curves γ : I → [0, 1]n which are
piece-wise affine and maximal, i.e., if γ˜ : J → [0, 1]n is a C(e, σ)-curve extending γ, then γ˜ = γ.
If wC(e,σ)[E] = 0, we say that E is C(e, σ)-null.
Remark 2.2. In Definition 2.5 if the curves of Γe,σ are not required maximal the definition of ωC(e,σ) does
not change. This assumption however will make the proof of Proposition 5.2 easier.
Remark 2.3. The width ωC is monotone with respect to inclusion of sets, i.e., if E ⊆ F then ωC(e,σ)(E) ≤
ωC(e,σ)(F). Moreover, thanks to Proposition 2.3, if E b (0, 1)n we have the bound:
wC(e,σ)[E] ≤
ˆ
t∈I
γ(t)∈(0,1)n
|γ′(t)|dt ≤ √n(1+ β(σ)).
Furthermore if G′ ⊆ (0, 1)n is an open set containing E, then:
wC(e,σ)[E] = inf
E⊆G⊆G′
G open
sup
γ∈Γe,σ
ˆ
t∈I
γ(t)∈G
|γ′(t)|dt.
Proposition 2.4 will be of capital importance in proof of the implication (i)⇒(ii) of Theorem 1.3. The
reason for which is so useful is that it shows that wC(e,σ) enjoys some kind of σ-finiteness:
Proposition 2.4. Let A, E b (0, 1)n be Borel sets such that wC(e,σ)[E] < wC(e,σ)[A]. Then:
wC(e,σ)[A \ E] > 0.
Proof. Since wC(e,σ)[E] < wC(e,σ)[A], there exists a δ > 0 for which the inequality persits:
wC(e,σ′)[E] + δ < wC(e,σ)[A].
Let e < δ/2 and Ω ⊆ (0, 1)n be an open set such that E ⊆ Ω and wC(e,σ)[E] + e ≥ wC(e,σ)[Ω]. Then:
wC(e,σ)[A \ E] ≥ wC(e,σ)[A \Ω] = inf
A\Ω⊆G
G open
sup
γ∈Γe,σ
ˆ
t∈I
γ(t)∈G
|γ′(t)|dt
≥ inf
A\Ω⊆G
G open
sup
γ∈Γe,σ
( ˆ
t∈I
γ(t)∈G∪Ω
|γ′(t)|dt−
ˆ
t∈I
γ(t)∈Ω
|γ′(t)|dt
)
≥ inf
A⊆G
G open
sup
γ∈Γe,σ
ˆ
t∈I
γ(t)∈G
|γ′(t)|dt− sup
γ∈Γe,σ
ˆ
t∈I
γ(t)∈Ω
|γ′(t)|dt = wC(e,σ)[A]− wC(e,σ)[Ω].
This implies that:
wC(e,σ)[((0, 1)
n \ E) ∩ A] ≥wC(e,σ)[A]− wC(e,σ)[Ω] ≥ wC(e,σ)[A]− wC(e,σ)[E]− e ≥ δ/2.
The following proposition insures us that if a set is null with respect to a finite family of cones
{Ci}i=1,...,N , then it is null with respect every other cone C contained in ⋃Ni=1 Ci. We omit the proof,
which will appear in [4].
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Proposition 2.5. Suppose E ⊆ [0, 1]n and that wC(e,σ)[E] > 0. Then for any σ′ < σ there exists e′ ∈ C(e, σ)
such that wC(e′ ,σ′)[E] > 0.
The definition of width of a set allows us to introduce the following notion of pure unrectifiability,
which was first given in [4]:
Definition 2.6 (Uniform pure unrectifiability). A Borel set E ⊆ Rn is said to be uniformily purely unrecti-
fiable if wC(e,σ)[E] = 0 for any e ∈ Sn−1 and any σ > 0.
In [4] it is shown that given a uniformly purely unrectifiable set E, one can construct a Lipschitz
function being non-differentiable along any direction on E. One of the big challenges of that paper was
to prove that a purely unrectifiable set is also uniformly purely unrectifiable. We give here a weaker
version of this equivalence, which will suffice for our purposes:
Proposition 2.6. Let E ⊆ Rn be a compact set. The following are equivalent:
(i) E is uniformily purely unrectifiable,
(ii) E is purely unrectifiable.
Proof. (i) ⇒ (ii) Thanks to Proposition 2.1, it is sufficient to prove that for any e ∈ Sn−1, any σ > 0 and
any C(e, σ)-curve γ : I → Rn, we have that H1(E ∩ γ(I)) = 0. Let γ˜ : (0, T) → Rn be the canonical
parametrization of γ(I) with respect to the cone C(e, σ). Note that:
H1(γ(I) ∩ Ge) =H1(γ˜( I˜) ∩ Ge) =
ˆ
t∈ I˜
γ˜(t)∈Ge
|γ˜′(t)|dt ≤ (1+ β(σ))L1({t ∈ I˜ : γ˜ ∈ Ge}).
Consider now a sequence γk : I˜ → Rn, which is given by linear interpolation of γ˜ and for which
‖γ˜ − γk‖∞, I˜ ≤ 1/k. By the uniform pure unrectifiability of E, for any e > 0 there exists an open set
Ge ⊇ E such that:
L1({t ∈ I˜ : γk(t) ∈ Ge}) ≤
ˆ
t∈ I˜
γk(t)∈Ge
|γ′k(t)|dt ≤ e,
for any k ∈ N. Let s ∈ I˜ and suppose that Bδ(γ˜(s)) ⊆ Ge. Then for any k > 1/δ, γk(s) ∈ Ge. This
implies that:
χ{t∈ I˜:γ˜(t)∈Ge}(s) ≤ lim infk→∞ χ{t∈ I˜:γk(t)∈Ge}(s).
Therefore by Fatou’s lemma, we deduce that:
L1({t ∈ I˜ : γ˜(t) ∈ Ge}) ≤
ˆ
lim inf
k→∞
χ{t∈ I˜:γk(t)∈Ge}(s)ds ≤ lim infk→∞ L
1({t ∈ I˜ : γk(t) ∈ Ge}).
Summing up, we have:
H1(γ(I) ∩ Ge) ≤(1+ β(σ)) lim inf
k→∞
L1({t ∈ I˜ : γk(t) ∈ Ge}) ≤ (1+ β(σ))e.
By arbitrariness of e we conclude.
(ii)⇒ (i) In Proposition 7.4 of [1] it has been proved that provided E ⊆ Rn is a compact set and for
every C(e, σ)-curve γ : I → Rn one has H1(E ∩ γ(I)) = 0, then for any e > 0 there exists a δ > 0 for
which H1(Bδ(E) ∩ γ(I)) ≤ e. Since E is compact and purely unrectifiable this property holds for every
cone C(e, σ). Thus for any C(e, σ)-curve this yields:
ˆ
t∈I
γ(t)∈Bδ(E)
|γ′(t)|dt = H1(γ(I) ∩ Bδ(E)) ≤ e.
In particular, we deduce that wC(e,σ)[E] = 0, for any e ∈ Sn−1 and σ ∈ (0, 1).
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One of the key steps needed for the proof of the implication (ii)⇒(i) of Theorem 1.3, is the under-
standing of the structure of Borel sets which cannot be covered by countably many purely unrectifiable
sets. The following result characterise such sets:
Theorem 2.7. Let E ⊆ Rn be an analytic set. Then:
(i) either E is covered by a countable union of closed uniformily purley unrectifiable sets,
(ii) or there exists a closed set F such that:
(α) E ∩ F contains a Gδ set dense in F,
(β) for every open set U such that U ∩ F 6= ∅ we have that cl(U ∩ F) has positive width with respect to
some cone.
Proof. Just apply Theorem 2 of [16], where in this case the σ-ideal Iext is the family of Fσ purely unrecti-
fiable subsets of [0, 1]n and I is the family of compact purely unrectifiable subsets of [0, 1]n.
Remark 2.4. Note that in the above proposition, point (ii)(β) can be strengthened to:
(β′) for every open set U such that U ∩ F 6= ∅ we have that U ∩ F has positive width with respect to
some cone.
This can be done just by observing that since U ∩ F 6= ∅, then there must exist a small open ball B
compactly contained in U such that cl(B ∩ F) ⊆ U ∩ F. This and the fact that cl(B ∩ F) must have
positive width imply the claim.
Definition 2.7. Assume F is a Borel set, σ > 0 and u ∈ Sn−1. We define:
AF(u, σ) := {x ∈ F : ωC(u,σ)(Br(x) ∩ F) > 0 for any r > 0}. (2)
The set F is said to have every portion of positive C(u, σ)-width if F ⊆ AF(u, σ).
The following proposition is an application of Proposition 2.5, and it will be used in the proof of
Proposition 3.3.
Proposition 2.8. Suppose F is a closed set with every portion of positive C(u, σ)-width and let {ui}i=1,...,N be a
σ/16-dense set in Sn−1, i.e., for any x ∈ Sn−1 there is i ∈ {1, . . . , N} such that |x− ui| < σ/16. Then:
F =
N⋃
i=1
AF(ui, σ/8).
For every i = {1, . . . , N} the set AF(ui, σ/8) is closed and if it is non-empty, it has every portion of positive
ωC(ui ,σ/8)-width.
Proof. Since F has any portion of positive ωC(u,σ)-width, for any x ∈ F and any r > 0 we have
ωC(u,σ)(Br(x) ∩ F) > 0, and thus Proposition 2.5 implies that there exists ui ∈ C(u, σ) such that
ωC(ui ,σ/8)(Br(x) ∩ F) > 0. This implies that F is covered by the sets {AF(ui, σ/8)}i=1,...,N .
Let {xj}j∈N be a sequence contained in F, converging to some x ∈ Rn. Since F is closed, x ∈ F and
for any ρ > 0 we have Bρ/3(xi) ⊆ Bρ(x) for a sufficiently big i. This implies that:
0 < ωC(ui ,σ/8)(F ∩ Bρ/3(xi)) ≤ ωC(ui ,σ/8)(F ∩ Bρ(x)),
and therefore x ∈ AF(ui, σ/8).
We are left to prove that if AF(ui, σ/8) is non-empty, then AF(ui, σ/8) has every portion of positive
ωC(e,σ)-width. Assume by contradiction there exists an open set U such that U ∩AF(ui, σ/8) 6= ∅ and:
ωC(u,σ)(U ∩AF(ui, σ/8)) = 0. (3)
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For any e > 0 there exists an open neighbourhood Ve of AF(ui, σ/8) such that ωC(e,σ)(U ∩ Ve) < e.
Moreover for any y ∈ F \ AF(ui, σ/8) there exists ρ(y) > 0 such that ωC(ui ,σ/8)(Bρ(y)(y)) = 0. Since
cl(U) ∩ F is compact we can find many y1, . . . , yN ∈ F \ AF(ui, σ/8) such that:
cl(U) ∩ F ⊆ Ve ∪
N⋃
i=1
Bρ(yi)(yi), .
Thanks to the subadditivity of the width, we deduce that:
ωC(u,σ)(U ∩ F) ≤ ωC(u,σ)(U ∩Ve) +
N
∑
i=1
ωC(u,σ)(Bρ(yi)(yi)) ≤ e.
By arbitrariness of e we contradict the fact that x ∈ AF(ui, σ/8).
2.2 Piece-wise congruent mappings
In this subsection we always suppose that m ≥ n. Since our main result Theorem 1.3 requires the
definition of a topology on Lipschitz functions, we introduce here the ambient space:
Definition 2.8. We let Lip1([0, 1]n,Rm) be the complete metric space of 1-Lipschitz functions from [0, 1]n
to Rm endowed with the topology induced by uniform convergence.
We introduce now a subset of Lip1([0, 1]m,Rm) with nice rigidity properties. In order to define these
maps we need to introduce some notation. We define τ to be the collection of all finite families of open
symplexes Π ⊆ P([0, 1]n) which are pairwise disjoint and:⋃{cl(P) : P ∈ Π} = [0, 1]n.
Definition 2.9 (piece-wise congruent mappings). A mapping f : [0, 1]n → Rm is said to be piece-wise
congruent if it is continuous and there exists a Π ∈ τ such that the restriction f |P for any P ∈ Π is an
affine isometric mapping, i.e. there are AP ∈ O(n, m) and bP ∈ Rm such that:
f (x) = APx + bP,
for any x ∈ P. The set of all piece-wise congruent mappings will be denoted by P(n, m), and a partition
Π ∈ τ for which f |P is affine for any P ∈ Π is said adapted to f .
In order to prove that the set P(n, m) is dense in Lip1([0, 1]n,Rm), we recall that U. Brehm in [5]
proved the following:
Theorem 2.9. Let M ⊆ Rn be a finite set and let f : Rn ⊇ M→ Rm be a 1-Lipschitz function on M, i.e.:
| f (x)− f (y)| ≤ |x− y|,
for any x, y ∈ M. Then f has a piece-wise congruent extension f : [0, 1]n → Rm .
As a corollary we deduce that:
Corollary 2.10. P(n, m) is dense in Lip1([0, 1]n,Rm).
Proof. Fix any f ∈ Lip1([0, 1]n,Rm) and define M := (1/2k)Zn ∩ [0, 1]n. Then Theorem 2.9 implies that
we can find a piecewise conguent mapping g : [0, 1]n → Rm which coincides with f on M. However
since M is
√
n/2k-dense in [0, 1]n, we deduce that ‖ f − g‖∞ ≤
√
n/2k−1.
Remark 2.5. The space of piece-wise congruent mappings will play a fundamental role in the proof of the
implication (ii)⇒(i) of Theorem 1.3, as already explained in the introduction. From the technical point of
view they are so important since the composition of a function in P(n, m) with piece-wise affine curves
is still a piecewise congruent mapping from the line to Rm. This will allow us in Section 5 to prove
(with an approach close in the ideas to the proof of the Theorem 1.2 in [14] by Preiss and Tis˘er) that
if two piece-wise congruent mappings are close in the supremum norm, then the set where they have
directional derivative along a fixed direction e which are not close has small width with respect to a
small cone of axis e.
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Definition 2.10 (e-differentiability). A Lipschitz function f : Rn → Rm is said to be non-e-differentiable
at x along e if for any d ∈ Rm we have:
lim sup
t→0
∣∣∣∣ f (x + te)− f (x)− dtt
∣∣∣∣ > e.
On the other hand d ∈ Rm is said to be an e-derivative of f at x ∈ Rn along e ∈ Sn−1 if:
lim sup
t→0
∣∣∣∣ f (x + te)− f (x)− dtt
∣∣∣∣ ≤ e.
The following proposition shows that the set where a piece-wise congruent mapping is non-e-
differentiable along a direction e has small width with respect to a cone with small enough (with respect
to e) aperture and axis e.
Proposition 2.11. Fix a piece-wise congruent mapping f ∈ P(n, m), a direction e ∈ Sn−1 and let σ ∈ (0, 1/10).
For any
√
2σ < e < 1/10, the set:
Ξ( f , e, e) := {x ∈ (0, 1)n : f is not e-directionally differentiable along e}, (4)
has C(e, σ)-null closure, i.e. wC(e,σ)(cl(Ξ( f , e, e))) = 0.
Proof. Let Π be a partition adapted to f . For any k ∈ {0, . . . , n − 1} let Fk be the family of all the
k-dimensional faces of every P ∈ Π, and we let:
Sk := {∆ ∈ Fk : ∆ is a C(e, σ)-null set}.
If we prove that:
Ξ( f , e, e) ⊆
n−1⋃
k=0
⋃ Sk =: N , (5)
the thesis of the proposition would follow immediately as N is the finite union of closed C(e, σ)-null
sets. Since f is not differentiable at every point of Ξ( f , e, e), we deduce that Ξ( f , e, e) ⊆ ⋃n−1k=0 ⋃Fk =:M.
Hence for any x ∈ M\N , we define:
d(x) := min{k : there exists a ∆ ∈ Fk \ Sk such that x ∈ ∆}.
By the minimality of d(x) for any ∆ ∈ Fk \ Sk such that x ∈ ∆, the point x does not belong to the
(d(x)− 1)-skeleton of ∆ and thus there exist v ∈ C(e, σ) and δ > 0 such that x + v[−δ, δ] ⊆ ∆. If this
was not the case the k-plane spanned by ∆ would be C(e, σ)-null and this would contradict the fact that
∆ ∈ Fk \ Sk. Since f is piece-wise congruent and x + v[−δ, δ] ⊆ cl(P) we deduce that the restriction of
f to the segment x + v[−δ, δ] is linear and thus differentiable along v at x. Therefore:
lim sup
h→0
∣∣∣∣ f (x + he)− f (x)− h∂v f (x)h
∣∣∣∣ ≤ |v− e| ≤ (2σ) 12 < e,
which implies that ∂v f (x) is an e-derivative of f at x. Since x ∈ M \N was arbitrary, the inclusion (5)
is proved.
3 the main result
Let f : Rn → Rm be a Lipschitz mapping and x ∈ Rn. We say that f is fully non-differentiable at x if
for any e ∈ Sn−1 the limit:
lim
t→0
f (x + te)− f (x)
t
,
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does not exists. We define f to be fully non-differentiable on a set E ⊆ Rn if and only if it is fully
non-differentiable at every x ∈ E. Moreover we define the derived set of f at x as:
D f (x, e) := ⋂
r>0
cl
({
f (x + te)− f (x)
t
: 0 < t < r
})
.
The precise statement of our main result Theorem 1.3 is the following:
Theorem 3.1. Let E b [0, 1]n be an analytic set and let n ≤ m. The following are equivalent:
(i) E is contained in a countable union of closed purely unrectifiable sets,
(ii) the set S of fully non-differentiable maps on E is residual in Lip1([0, 1]n,Rm).
(iii) the set:
S′ :=
{
f ∈ Lip1([0, 1]n,Rm) : D f (x, v) ⊇ Sm−1 for any v ∈ Sn−1
}
,
is residual in Lip1([0, 1]n,Rm).
We state here two Propositions which toghether imply Theorem 3.1. Their proofs are postponed to
Section 4 and Section 5.
Proposition 3.2. Let k0 ∈ N, E ⊆ [1/k0, 1− 1/k0]n be a compact purely unrectifialbe set, v ∈ Sn−1 and
w ∈ Sm−1. For any k > k0 we define Sv,wk to be subset of those f ∈ Lip1([0, 1]n,Rm) for which there exists a
δ = δ( f ) < 1/k such that for any x ∈ E there is a τ = τ(x) ∈ (−1/k,−δ) ∪ (δ, 1/k) which satisfy:∣∣∣∣ f (x + τe)− f (x)− τwτ
∣∣∣∣ < 1k − δ.
Then Sv,wk is open and dense in Lip1([0, 1]
n,Rm).
Proposition 3.3. Let k0 ∈N, n ≤ m and suppose F ⊆ [1/k0, 1− 1/k0]n is a closed non-empty set such that:
(i) there exists some Borel set E ⊆ [1/k0, 1− 1/k0]n for which E ∩ F is residual in F,
(ii) for every open set U such that U ∩ F 6= ∅ we have that U ∩ F has positive width with respect to some cone.
Denote by S ⊆ Lip1([0, 1]n,Rm) the set of functions which are differentiable along some direction at least a point
of E ∩ F. Then S is residual in Lip1([0, 1]n,Rm).
Despite the fact that the proofs of the above propositions have been postponed, we prove here that
they actually imply Theorem 3.1.
Proposition 3.4. Propositions 3.2 and 3.3 imply Theorem 3.1.
Proof. First of all we tackle the implication (i)⇒(iii). Assume that E is compact and let k0 ∈ N be such
that E ⊂ [1/k0, 1− 1/k0]n. Let Dn and Dm be countable dense subsets of Sn−1 and Sm−1 respectively.
Define:
S˜ :=
⋂
v∈Dn
⋂
w∈Dm
⋂
k>k0
Sv,wk ,
where the sets Sv,wk were introduced in the statement of Proposition 3.2. Since countable intersection
of residual sets is residual, if Proposition 3.2 holds true, then S˜ is residual and thus it suffices to prove
that S˜ ⊆ S′ to conclude. For any v ∈ Sn−1, w ∈ Sm−1 and any integer i > k0 there are v(i) ∈ Dn
and w(i) ∈ Dm such that |v − v(i)| + |w − w(i)| ≤ 1/2i. For any f ∈ S˜ and any i ∈ N there exists
ti ∈ (−1/i, 1/i) such that: ∣∣∣∣ f (x + tiv(i))− f (x)− tiw(i)ti
∣∣∣∣ < 12i .
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Therefore we deduce that:∣∣∣∣ f (x + tiv)− f (x)− tiwti
∣∣∣∣ < ∣∣∣∣ f (x + tiv(i))− f (x)− tiw(i)ti
∣∣∣∣+ |v− v(i)|+ |w− w(i)| ≤ 12i−1 .
Thanks to the above inequality, sending i→ ∞ we have:
lim
i→∞
f (x + tiv)− f (x)
ti
= w.
This implies that for any v ∈ Sn−1 and w ∈ Sm−1 we have that w ∈ D f (x, v) and thus S˜ ⊆ S′.
Secondly we prove the implication (ii)⇒(i). Once again we can assume without loss of generality
that E b [0, 1]n is compact, and thus there exists k0 ∈ N such that E ⊆ [1/k0, 1− 1/k0]n. Suppose by
contraction that E cannot be covered by countably many closed purely unrectifiable sets. By Theorem 2.7
we find a closed nonempty set F ⊆ [0, 1]n with every portion of positive width such that E∩ F is residual
in F. Applying Proposition 3.3 we get a contradiction.
Eventually the implication (iii)⇒(ii) is trivial since S′ ⊆ S.
Remark 3.1. Since Proposition 3.2 holds even in the case m ≤ n, the implication (i)⇒(iii) is true for any
couple n, m.
4 roughing of smooth functions on purely unrectifiable sets
We introduce here the width function associated to an open set Ω ⊆ Rn. Such a function was first
introduced in a more complex and general form in [4] and in the present, simplified form in [1].
Definition 4.1. Let e ∈ Sn−1 and σ > 0. We define the width function of Ω with respect to the cone
C(e, σ) as:
wC(e,σ)[Ω](x) := sup
γ∈Γxe,σ
{H1(Ω ∩ γ(I))− |x− xγ|},
where Γxe,σ is the set of canonical parametrizations of piece-wise affine C(e, σ)-curves γ : (a, b)→ Rn for
some a < b and which endpoint xγ := γ(b) is of the form xγ = x + se for some s ≥ 0.
We recall here Proposition 7.4 of [1], which is a list of properties of the width function associated to
a neighbourhood of a purely unrectifiable set:
Proposition 4.1. Let E be a purely unrectifiable compact subset of (0, 1)n. Fix any e ∈ Sn−1 and σ ∈ (0, 1). For
any e > 0 there exists a δ > 0 such that:
H1(γ(I) ∩ Bδ(E)) < e, (6)
for any C(e, σ)-curve γ : I → Rn. Moreover the width function along C(e, σ) associated to Bδ(E) has the
following properties:
(i) 0 ≤ wC(e,σ)[Bδ(E)](x) ≤ e for any x ∈ Rn,
(ii) wC(e,σ)[Bδ(E)](x) ≤ wC(e,σ)[Bδ(E)](x + se) ≤ wC(e,σ)[Bδ(E)](x) + s for every s > 0 and any x ∈ Rn.
Moreover, if the segment [x, x + se] is contained in Bδ(E), then:
wC(e,σ)[Bδ(E)](x + se) = wC(e,σ)[Bδ(E)](x) + s,
(iii) |wC(e,σ)[Bδ(E)](x+ v)−wC(e,σ)[Bδ(E)](x)| ≤ β(σ)|v| for every v ∈ V := e⊥, where β(σ) is the quantity
defined in Proposition 2.2,
(iv) wC(e,σ)[Bδ(E)](·) is 1+ β(σ)-Lipschitz.
In the following E b (0, 1)n will always be a fixed compact purely unrectifiable set, e and σ two fixed
positive numbers in (0, 1) and E := {e1, . . . , en} an orthonormal basis of Rn.
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Definition 4.2. Suppose δi with i = 1, . . . , n are the numbers given by Proposition 4.1 for which (6) holds
for any C(ei, σ)-curve γ. we define:
(a) δE := min{δ1, . . . , δn, e}/16,
(b) gi(x) := wC(ei ,σ)(BδE (E))(x)/(1+ β(σ)),
(c) G(x) = GE ,e,σ(x) := (g1(x), . . . , gn(x)).
In the following proposition we show that the gradient of the map G introduced above on the set E
is very close to the identity matrix.
Proposition 4.2. Let G : Rn → Rn be the function defined in point (c) of Definition 4.2. Then:
(i) ‖G(x)‖∞ ≤
√
ne/(1+ β(σ)) for every x ∈ Rn.
(ii) For every x ∈ BδE (E) there exist t∗ = t∗(x) > 0 such that:∣∣∣∣G(x + tv)− G(x)t − v
∣∣∣∣ ≤ 2(n + 1) 12 β(σ)1+ β(σ)
for all t ∈ (−t∗, t∗) \ {0} and every v ∈ Sn−1. Moreover if x ∈ E then t∗ = δE/2.
Proof. The estimate on the supremum norm of G follows directly from Proposition 4.1(i). In order to
prove point (ii), we note that for any x ∈ BδE (E) we can find t∗ = t∗(x) > 0 such that Bt∗(x) ⊆ BδE (E).
Thus Propostion 4.1(ii) and (iii) imply that:
|wC(ei ,σ)(BδE (E))(x + tv)− wC(ei ,σ)(BδE (E))(x)− tvi| ≤ β(σ)|t|,
for any t ∈ (−t∗, t∗). Therefore, thanks to some algebraic computations, which we omit, we get:∣∣∣∣G(x + tv)− G(x)t − v
∣∣∣∣2 = 1t2 n∑i=1
(
wC(ei ,σ)(BδE (E))(x + tv)− wC(ei ,σ)(BδE (E))(x)
1+ β(σ)
− tvi
)2
≤ 2
t2
n
∑
i=1
(
β(σ)|t|
1+ β(σ)
)2
+
(
tviβ(σ)
1+ β(σ)
)2
= 2(n + 1)
(
β(σ)
1+ β(σ)
)2
.
Fix an open set Ω and convolve χΩ with a smooth kernel. It is possible to construct for any ς > 0 a
smooth function ψςΩ : R
n → R such that ψςΩ(x) = 1 for every x ∈ Ω, ψςΩ(x) = 0 for every x ∈ Bς/2(Ω)c
and:
Lip(ψςΩ) ≤ 256α(n)/ς, (7)
where α(n) is the volume of the unit ball in Rn. For any v ∈ Sn−1 and λ ∈ (0, 1), we define:
Hv(x) :=
ψ
δE
Bθ(E)
(x)
1+ β(σ)
wC(v,σ) [Bθ(E)] (x), (8)
where ψδEBθ(E) is the cutoff function described above and the parameter θ ∈ (0,λδE/2) is chosen in such
a way that:
wC(v,σ) [Bθ(E)] (x) ≤ λδE/2. (9)
Definition 4.3. Assume that e, σ,λ, θ and v are as above and f ∈ C∞(Rn,Rm). For any η ∈ (0, 1/20) and
u ∈ Sm−1 we define the roughed function Fηu of f as:
Fηu (x) := (1− η)
(
f (x)− D f (x)[G(x)] + D
2 f (x)[G(x), G(x)]
2
+ Hv(x)u
)
,
where G is the map introduced in Definition 4.2(c) and Hv the function defined in 8.
Note that the function Fηu depends on the parameters η, e, σ,λ, θ and on the directions v ∈ Sn−1 and
u ∈ Sm−1, but for the sake of readability we have chosen this simplified notation.
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We state here without proof the following lemma, which is a consequence of Lebesgue’s differentia-
tion theorem and which will be used in the proof of Proposition 4.4. It states that the boundary of any
neighbourhood of a compact set is σ-porous, and it will be used in the proof of Proposition 4.4.
Lemma 4.3. Let K ⊆ Rn be a compact set and δ ∈ (0, 1). For any x ∈ ∂Bδ(K) and any τ ∈ (0, 1) there exist
x(τ) ∈ (∂Bδ(K))c such that |x(τ)− x| = τδ and:
Bτδ/4(x(τ)) ⊂ (∂Bτ(K))c ∩ B5τδ/4(x).
In particular Ln(∂Bδ(K)) = 0.
Proposition 4.4. Let f ∈ C∞(Rn,Rm) be a 1-Lipschitz map. Then:
‖ f − Fηu ‖∞ ≤ η‖ f ‖∞ + (1− η)(n 12 e+ ‖D2 f ‖∞ne2 + λe).
Moreover, if we assume that:
σ+ e+ λ < min
{
η2
210(n + 1)4
,
η
220α(n)
,
η
210n‖D2 f ‖∞ ,
η
1
2
210n(1+ ‖D3 f ‖∞)
}
, (10)
we have:
(i) ‖D f ηu (x)‖ < (1− η2), for Ln-almost every x ∈ [0, 1]n. In particular Fηu is a 1-Lipschitz function.
(ii) There exists 0 < h∗ < η depending only on η, f and E, such that:∣∣∣∣∣ F
η
u (x + hv)− Fηu (x)
h
− u
∣∣∣∣∣ ≤ 10η − h∗, (11)
for any h ∈ (−2h∗,−h∗) ∪ (h∗, 2h∗) and any x ∈ E.
Proof. Applying the triangular inequality to the definition of Fηu we get:
‖ f − Fηu ‖∞ ≤η‖ f ‖∞ + (1− η)
(
‖D f (·)[G(·)]‖∞+‖D2 f (·)[G(·), G(·)]‖∞+‖Hv(·)u‖∞
)
. (12)
Using the fact that f is 1-Lipschitz, the Cauchy-Schwartz inequality and the definition of Hv, we deduce
that:
‖D f (·)[G(·)]‖∞+‖D2 f (·)[G(·), G(·)]‖∞ + ‖Hv(·)u‖∞
≤‖G‖∞ + ‖D2 f ‖∞‖G‖2∞ +
1
1+ β(σ)
‖ψδEBθ(E)wC(e,σ) [Bθ(E)]‖∞
≤‖G‖∞ + ‖D2 f ‖∞‖G‖2∞ + ‖wC(e,σ) [Bθ(E)]‖∞.
Therefore, by (12), Proposition 4.2 and the definition of θ, see (9), we have that:
‖ f − Fηu ‖∞ ≤ η‖ f ‖∞ + (1− η)(n 12 e+ ‖D2 f ‖∞ne2 + λe).
Assuming that (10) holds, we prove now that the roughed function is 1-Lipschitz. Let B ⊆ (0, 1)n be
the Borel set of full Lebesgue measure on which both G and Hv are differentiable and fix x ∈ B. The
differential of Fηu at x is given by the expression:
D f ηu (x)[·]
1− η = D f (x)[·]−D
2 f (x)[G(x), ·]− D f (x)DG(x)[·] + D
3 f (x)[G(x), G(x), ·]
2
+D2 f (x)[DG(x)[·], G(x)] + u⊗∇Hv(x).
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Therefore the operatorial norm of D f ηu at x can be bounded, using triangular inequality, by:∥∥∥∥∥D f
η
u (x)
1− η
∥∥∥∥∥ ≤ ‖D f (x)(idRn−DG(x))‖+ ‖D2 f (x)‖‖G(x)‖+ ‖D3 f (x)‖‖G(x)‖22
+‖D2 f (x)‖‖DG(x)‖‖G(x)‖+ ‖u⊗∇Hv(x)‖.
Proposition 4.2(i), (ii) and the fact that f and G are 1-Lipschitz imply that for every x ∈ B we have:∥∥∥∥∥D f
η
u (x)
1− η
∥∥∥∥∥ ≤‖idRn − DG(x)‖+ 2‖D2 f ‖∞n 12 e+ ‖D3 f ‖∞ne2 + ‖u⊗∇Hv(x)‖. (13)
The only terms on the right-hand side of (13) which need to be estimated are ‖idRn − DG(x)‖ and
‖u⊗∇Hv(x)‖. Proposition 4.3 implies that Ln(∂B2δE (E)) = 0, therefore without loss of generality we
can assume either x ∈ B∩ B2δE (E) or x ∈ B∩ (BδE (E))c \ ∂BδE (E). We study D f
η
u (x) in each of this cases.
Suppose first that x ∈ B ∩ BδE (E). By Proposition 4.2 and the differentiability of G at x we have:
‖idRn − DG(x)‖ = sup
w∈Sn−1
|w− DG(x)w| = sup
w∈Sn−1
lim
t→0
∣∣∣∣w− G(x + tw)− G(x)t
∣∣∣∣ ≤ (n + 1) 12 β(σ)1+ β(σ) .
Thanks to the definition of Hv, we have that:
u⊗∇Hv =
u⊗∇ψδEBθ(E)
1+ β(σ)
wC(v,σ) [Bθ(E)] +
ψ
δE
Bθ(E)
1+ β(σ)
u⊗∇wC(v,σ) [Bθ(E)] . (14)
The estimate on ‖u⊗∇Hv‖∞ follows by (7), (14) and Proposition 4.1, indeed:∥∥∥∥∥∥
u⊗∇ψδEBθ(E)(x)
1+ β(σ)
wC(v,σ) [Bθ(E)] (x)
∥∥∥∥∥∥ ≤ λδE1+ β(σ) 256α(n)δE = 256α(n)λ1+ β(σ) ,
and: ∥∥∥∥∥∥
ψ
δE
Bθ(E)
(x)
1+ β(σ)
u⊗∇wC(v,σ) [Bθ(E)] (x)
∥∥∥∥∥∥ ≤ 1.
Summing up, if x ∈ B ∩ B2δE (E):
‖D f ηu (x)‖ ≤(1− η)(2‖D2 f ‖∞n 12 e+ ‖D3 f ‖∞ne2 + (n + 1) 12 β(σ) + 256α(n)λ+ 1) < (1− η2),
where the last inequality comes from the condition on e+ σ+ λ and some algebraic computations that
we omit.
On the other hand, if x ∈ B ∩ (B2δE (E))c \ ∂B2δE (E), we know that ψδEBθ(E) = 0, and thus the bound
for ‖D f ηu (x)‖ boils down to:∥∥∥∥∥D f
η
u (x)
1− η
∥∥∥∥∥ ≤‖idRn − DG(x)‖+ ‖D2 f ‖∞n 12 e+ ‖D3 f ‖∞ne2 + ‖D2 f ‖∞n 12 e.
In this case, we need a careful study of the quantity ‖idRn − DG(x)‖ since the bound yielded by Propo-
sition 4.2(ii) could be no longer true. On the other hand know that:
‖DG(x)− id‖ ≤ sup
a∈Sn−1
b∈Sn−1
n
∑
i,j
|bi||aj|
∣∣〈ei, (DG(x)− id)ej〉∣∣ ,
and thus we are reduced to study the quantity |〈ei, (DG(x)− id)ej〉|. If i 6= j, by Proposition 4.1(iii) we
have: ∣∣〈ei, (DG(x)− id)ej〉∣∣ = ∣∣∣∣ ∂jgi(x)1+ β(σ)
∣∣∣∣ ≤ β(σ)1+ β(σ) .
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On the other hand if i = j, by definition of G, we have:
|〈ei, (DG(x)− id)ei〉| =
∣∣∣∣ ∂igi(x)1+ β(σ) − 1
∣∣∣∣ .
Therefore, the fact that 0 ≤ ∂igi(x) ≤ 1 (due to Proposition 4.1(iv)) implies that |〈ei, (DG(x)− id)ei〉| ≤ 1
and thus using Cauchy-Schwartz inequality, we conclude that:
‖DG(x)− id‖ ≤ sup
a∈Sn−1
sup
b∈Sn−1
β(σ)
n
∑
i 6=j
|bi||aj|+
n
∑
i=1
|ai||bi|
≤n2β(σ) + sup
a∈Sn−1
sup
b∈Sn−1
(
n
∑
i=1
a2i
) 1
2
(
n
∑
i=1
b2i
) 1
2
≤ n2β(σ) + 1.
Summing up, our computations yield the bound:∥∥∥D f ηu (x)∥∥∥ ≤(1− η)(1+ n2β(σ) + 2‖D2 f ‖∞n 12 e+ ‖D3 f ‖∞ne2) < (1− η2),
where the last inequality comes from the condition on e+ σ+ λ and some omitted algebraic computa-
tions.
We are left to prove point (iii). To do so, fix some x ∈ E and let h ∈ (−θ/2, θ/2) \ {0}. Since f is
smooth, we have the following Taylor expansions:
(a) f (x + hv) = f (x) + D f (x)[hv] + D
2 f (x)[hv,hv]
2 + r(x, hv),
(b) D f (x + hv)[·] = D f (x)[·] + D2 f (x)[hv, ·] + R(x, hv),
(c) D2 f (x + hv)[·, ·] = D2 f (x)[·, ·] + D3 f [hv, ·, ·] +R(x, hv),
where |r(x, hv)| = O(|h|3), ‖R(x, hv)‖ = O(|h|2) and ‖R(x, hv)‖ = O(|h|2). Furthermore, for any ρ > 0
the functions r(·,hv)h2 ,
R(·,hv)
h and
R(·,hv)
h converge uniformly in x to 0 on Bρ(0). To prove (11) we must
study the difference quotient along v of Fηu at points of E:
Fηu (x + hv)− Fηu (x)
(1− η)h =
f (x + hv)− f (x)
h︸ ︷︷ ︸
(I)
− D f (x + hv)[G(x + hv)]− D f (x)[G(x)]
h︸ ︷︷ ︸
(II)
+
D2 f (x + hv)[G(x + hv), G(x + hv)]− D2 f (x)[G(x), G(x)]
2h︸ ︷︷ ︸
(III)
+
(Hv(x + hv)− Hv(x))u
h︸ ︷︷ ︸
(IV)
.
(15)
We are going to study each term of the right-hand side of the identity (15) separately. Thanks to the
smoothness of f and its Taylor expansions, (I) turns into:
(I) =
f (x + hv)− f (x)
h
= D f (x)[v] +
D2 f (x)[v, v]
2
h +
r(x, hv)
h
. (16)
Recall that h ∈ (−θ/2, θ/2) \ {0} and thus x, x + hv ∈ Bθ(E). Hence thanks to Proposition 4.1 and th
bound (7), we have that:
(IV) = Hv(x + hv)− Hv(x) = h1+ β(σ) . (17)
By Proposition 4.2 (ii), since |h| < θ/2 we have that:
G(x + hv) = G(x) + hv + ∆, (18)
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where |∆| ≤ 2(n + 1) 12 β(σ)|h|1+β(σ) . Using the Taylor expansion (b) for D f (x + hv) and the identity (18), we
have:
(II) =
D f (x)[G(x + hv)− G(x)]
h
+ D2 f (x)[v, G(x + hv)] +
R(x, hv)[G(x + hv)]
h
=D f (x)[v] +
D f (x)[∆]
h︸ ︷︷ ︸
(IIa)
+hD2 f (x)[v, v] + D2 f (x)[v, G(x) + ∆] +
R(x, hv)[G(x + hv)]
h︸ ︷︷ ︸
(IIb)
. (19)
Thanks to Proposition 4.2, we have that:
|(IIa)| ≤ 2(n + 1) 12 β(σ) and ‖(IIb)‖ ≤ ‖R(x, hv)‖|h| n
1
2 e. (20)
Eventually, (III) thanks to (18) and the Taylor expansion (c) of D2 f (x + hv), becomes:
(III) =
1
2
D2 f (x)[v, v]h+D2 f (x)[v, G(x) + ∆]︸ ︷︷ ︸
(IIIa)
+
D2 f (x)[G(x),∆]
h︸ ︷︷ ︸
(IIIb)
+
D2 f (x)[∆,∆]
2h︸ ︷︷ ︸
(I I Ic)
+
D3 f (x)[v, G(x + hv), G(x + hv)]
2︸ ︷︷ ︸
(IIId)
+
R(x, hv)[G(x + hv), G(x + hv)]
2h︸ ︷︷ ︸
(IIIe)
.
(21)
Again thanks to Proposition 4.2 we have the following estimates:
|(IIIa)| =
∣∣∣D2 f (x)[v, G(x) + ∆]∣∣∣ ≤ ‖D2 f ‖∞ (n 12 e+ 2(n + 1) 12 β(σ)|h|) ,
|(IIIb)| =
∣∣∣D2 f (x)[G(x),∆]∣∣∣ /2|h| ≤ (n + 1)‖D2 f (x)‖∞β(σ)e,
|(IIIc)| =
∣∣∣D2 f (x)[∆,∆]∣∣∣ /2|h| ≤ 2(n + 1)‖D2 f ‖∞β(σ)2|h|,
|(IIId)| =
∣∣∣D3 f (x)[v, G(x + hv), G(x + hv)]∣∣∣ ≤ 2‖D3 f ‖∞ne2,
|(IIIe)| = |R(x, hv)[G(x + hv), G(x + hv)]| ≤ 2 ‖R(x, hv)‖ ne2.
(22)
Thanks to the identities (16), (17),(19) and (21), we have that (15) simplifies to:
Fηu (x + hv)− Fηu (x)
(1− η)h =
r(x, hv)
h
− D f (x)[∆]
h
− R(x, hv)[G(x + hv)]
h
+
D3 f (x)[v, G(x + hv), G(x + hv)]
2
+
u
1+ β(σ)
+
R(x, hv)[G(x + hv), G(x + hv)]
2h
+
D2 f (x)[2G(x) + ∆,∆]
2h
.
(23)
Furthermore, thanks to the estimates given in (20) and (22) and identity (23) we deduce that:∣∣∣∣∣ F
η
u (x + hv)− Fηu (x)
h
− u
∣∣∣∣∣ ≤ |r(x, hv)||h| + 2(n + 1) 12 β(σ) + ‖R(x, hv)‖|h| n 12 e
+2(n + 1)‖D2 f ‖∞(β(σ)2|h|+ β(σ)e) + ‖R(x, hv)‖|h| ne
2 + |η − β(σ)|+ ‖D3 f ‖∞ne2.
(24)
Since the convergence of remainders to 0 of the Taylor expansions (a), (b) and (c) is uniform on [0, 1]n,
we deduce that for any k ∈N there exists h∗ ∈ (0, min{η, θ/2}) such that for any h ∈ (−2h∗, 2h∗) \ {0}:
|r(x, hv)|
|h| < η and
‖R(x, hv)‖
|h| +
‖R(x, hv)‖
|h| ≤ 1,
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for any x ∈ [0, 1]n. Moreover, thanks to (10), (24) and some algebraic computations that we omit, we
deduce that: ∣∣∣∣∣ F
η
u (x + hv)− Fηu (x)
h
− u
∣∣∣∣∣ < 8η < 10η − h∗.
We are ready to prove Proposition 3.2, which we restate here for reader’s convenience:
Proposition 3.2. Let k0 ∈ N, E ⊆ [1/k0, 1− 1/k0]n be a compact purely unrectifialbe set, v ∈ Sn−1 and
w ∈ Sm−1. For any k > k0 we define Sv,wk to be subset of those f ∈ Lip1([0, 1]n,Rm) for which there exists a
δ = δ( f ) < 1/k such that for any x ∈ E there is a τ = τ(x) ∈ (−1/k,−δ) ∪ (δ, 1/k) which satisfy:∣∣∣∣ f (x + τe)− f (x)− τwτ
∣∣∣∣ < 1k − δ.
Then Sv,wk is open and dense in Lip1([0, 1]
n,Rm).
Proof. For any k0 < j < k we have S
v,w
k ⊆ Sv,wj . Indeed, if g ∈ Sv,wk , there exist 0 < δ < 1/k such that for
any x ∈ E one can find τ ∈ (−1/k,−δ) ∪ (δ, 1/k) ⊂ (−1/j,−δ) ∪ (δ, 1/j) for which:∣∣∣∣ g(x + τe)− g(x)− τwτ
∣∣∣∣ < 1k − δ < 1j − δ,
which implies that g ∈ Sv,wj . To prove that Sv,wk is open, choose ρ > 0 in such a way that:
2ρ
δ
+
∣∣∣∣ g(x + τe)− f (x)− τwτ
∣∣∣∣ < 1k − δ,
for any x ∈ E. Then for any f ∈ Lip1([0, 1]n,Rm) such that ‖g− f ‖∞ ≤ ρ we have:∣∣∣∣ f (x + τe)− f (x)− τwτ
∣∣∣∣ < 2‖g− f ‖∞δ +
∣∣∣∣ g(x + τe)− f (x)− τwτ
∣∣∣∣ < 1k − δ,
and thus g ∈ Sv,wk . Since C∞(Rn,Rm) is dense in Lip1([0, 1]n,Rm), to prove the density of Sv,wk , we just
need to show that we can approximate smooth functions with functions in Sv,wk . Proposition 4.4 implies
that for any f ∈ C∞(Rn,Rm) we can find a sequence of functions {gi}i∈N ⊂ Lip1([0, 1]n,Rm) for which:
(α) ‖ f − gi‖∞ ≤ (i + k)−1‖ f ‖∞,
(β) there exist 0 < h∗ < (10(i+ k))−1 such that for any x ∈ E there is a t ∈ (−(i+ k)−1,−h∗)∪ (h∗, (i+
k)−1) such that: ∣∣∣∣ gi(x + te)− gi(x)− wtt
∣∣∣∣ < 1i − h∗.
Point (β) above implies that gi ∈ Sv,wi+k for any i ∈N and thus {gi} ⊆ Sv,wk . On the hand, point (α) implies
that gi are uniformly converging to f , proving the claim.
5 construction of the winning strategy for player ii
Given an open interval I ⊆ R, and a measurable function f : I → R, we recall that the Hardy-
Littlewood maximal function M f of f is defined as:
M f (t) := sup
t∈J⊆I
J open
 
J
| f (t)|dt.
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It is well known that M is a bounded operator on Lp for any p ∈ (1,∞] and:
‖M f ‖Lp(I) ≤
(
5p
2p−1
p− 1
) 1
p
‖ f ‖Lp(I). (25)
For a proof of the inequality (25), see for instance Section 3 of Chapter 1 in [17].
Definition 5.1. Let I be an open interval and γ : I → Rn the canonical parametrization of a C(e, σ)-curve.
For any f : Rn → Rm Lipschitz function we define:
Mγ f := M[( f ◦ γ)′],
where ( f ◦ γ)′ is the derivative of the Lipschitz curve f ◦ γ.
The following proposition shows that if f , g ∈ P(n, m) and γ is a C(e, σ)-curve, up to a small error
depending only on σ, one can estimate the Lp norm of Mγ( f − g) with ‖ f − g‖∞. This bound will be
used in Proposition 5.3 to get an estimate of the width of the set where the derivative of ( f − g) is big
along the direction e.
Proposition 5.1. Let e ∈ Sn−1, σ ∈ (0, 1), p ∈ (4,∞) and γ : I → [0, 1]n, the canonical parametrization of a
piece-wise affine C(e, σ)-curve. Let f ∈ P(n, m) and suppose that Π f ∈ τ is a partition of [0, 1]n adapted to f .
Then, for any g ∈ P(n, m) we have that:
‖Mγ( f − g)‖pLp(I) ≤ 8pCard(Π f )p/2n(‖ f − g‖1/2∞ + β(σ)p/2). (26)
Proof. Let J ⊆ I be an open interval and for any P ∈ Π f define:
TP := {s ∈ J : γ(s) ∈ cl(P)}.
Since γ is the canonical parametrization of a piece-wise affine curve, there are finitely many disjoint open
intervals Ik for which γ|Ik is a non-degenerate segment and J ⊆
⋃N1
k=1 cl(Ik). This implies that TP has
a finite number of connected components since the P’s are convex. Furthermore, since γ is continuous,
(TP)c is relatively open in J. Define a(P) := inf TP and b(P) := sup TP and let:
(a(P), b(P)) ∩ (TP)c =
N2⋃
j=1
(aj, bj).
Define on JP := (a(P), b(P)) the curve γP : JP → Rn, which is the linear interpolation of γ inside P:
γP(t) :=
γ(t) for t ∈ TP,γ(aj) + γ(bj)−γ(aj)bj−aj (t− aj) for t ∈ (aj, bj).
Note that γP is a C(e, σ)-curve which by construction is contained in cl(P) and coincides with γ on TP.
Moreover one can check that γ′P(t) = e + η′P(t), where η′P ∈ e⊥ and that |η′P(t)| ≤ β(σ) for almost every
t ∈ JP. Define d := f − g, and note that we have that the following inequality holds: 
J
∣∣(d ◦ γ)′(t)∣∣2 dt ≤ 1L1(J) ∑P∈Π f
ˆ
JP
∣∣(d ◦ γP)′(t)∣∣2 dt. (27)
Since g is piece-wise congruent mapping, for any P there is a finite family of open disjoint subintervals
{(ri, ri+1)}i=1,...,N3 of JP such that:
(i) For any i = 1, . . . , N3 there are A, Bi ∈ O(n, m) and a, bi ∈ Rm for which:
d(γP(t)) = (A− Bi)γP(t) + (a− bi),
for any t ∈ (ri, ri+1),
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(ii) JP ⊆ ⋃N3i=1[ri, ri+1].
Points (i) and (ii) above imply that the right-hand side of (27) can be rewritten as:
ˆ
JP
∣∣(d ◦ γP)′(t)∣∣2 dt = N3∑
i=1
ˆ ri+1
ri
∣∣(A− Bi)γ′P(t)∣∣2 dt
=
N3
∑
i=1
ˆ ri+1
ri
(|Aγ′P(t)|2 + |Biγ′P(t)|2 − 2〈Aγ′P(t), Biγ′P(t)〉)dt
= 2
N3
∑
i=1
ˆ ri+1
ri
(|Aγ′P(t)|2 − 〈Aγ′P(t), Biγ′P(t)〉)dt = 2 N3∑
i=1
ˆ ri+1
ri
〈
Aγ′P(t), (A− Bi)γ′P(t)
〉
dt,
(28)
where the second last equality comes from the fact that A and Bi are both distance preserving and thus
|Av| = |Biv| = |v| for any v ∈ Rn. Furthermore, since γ′P = e + η′p and:
|〈Aη′P(t), (A− Bi)γ′P(t)〉| ≤ |η′P| · 2|γ′P(t)| ≤ 2β(σ)(1+ β(σ)),
we have that for any i ∈ 1, . . . , N3:
ˆ ri+1
ri
〈
Aγ′P(t), (A− Bi)γ′P(t)
〉
dt ≤
ˆ ri+1
ri
〈Ae,(A− Bi)γ′P(t)〉dt + 2(ri+1 − ri)β(σ) (1+ β(σ)) . (29)
Furthermore, the first term of the right-hand side of (29) thanks to the fundamental theorem of calculus
can be rewritten as: ˆ ri+1
ri
〈
Ae, (A− Bi)(γ′P(t))
〉
dt = 〈Ae, d(γP(ri+1))− d(γP(ri))〉 . (30)
Thus, putting together (28), (29) and (30), we deduce that:
ˆ
JP
∣∣(d ◦ γP)′(t)∣∣2 dt ≤ 2〈Ae, d(γP(b(P)))− d(γP(a(P))〉+ 4(b(P)− a(P))β(σ) (1+ β(σ)) , (31)
which in the case η′P = 0, turns into:ˆ
JP
∣∣(d ◦ γP)′(t)∣∣2 dt =2〈Ae, d(γP(b(P)))− d(γP(a(P)))〉 ≤ 2‖d‖∞ = 2‖ f − g‖∞. (32)
Defined vP :=
γ(b(P))−γ(a(P))
b(P)−a(P) − e, we let γ˜ : (a(P), b(P))→ Rn be the curve:
γ˜(t) := (e + vP)(t− a(P)).
The first identity in (32) and the fact that |vP| ≤ β(σ) imply that:〈
Ae, d(γP(b(P)))− d(γP(a(P)))
〉
≤
〈
Aγ˜′P, d(γP(b(P)))− d(γP(a(P)))
〉
+ 2β(σ)(b(P)− a(P))
=
1
2
ˆ
JP
|(d ◦ γ˜P)′(t)|2dt + 2β(σ)(b(P)− a(P)).
(33)
Putting together (31) and (33), we deduce that:
ˆ
JP
∣∣(d ◦ γP)′(t)∣∣2 dt ≤ ˆ
JP
|(d ◦ γ˜P)′(t)|2dt + 4(b(P)− a(P))β(σ) (2+ β(σ)) . (34)
Thus, the bounds (27), (34) and the fact that β(σ) ≤ 1, which is due to the fact that σ < 1/10, yield:
 
J
∣∣(d ◦ γ)′∣∣2 dt ≤  
J
∑
P∈Π f
χJP(t)
∣∣(d ◦ γ˜P)′(t)∣∣2 dt + 16β(σ)Card(Π f ). (35)
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Now that we have an estimate for
ffl
J |(d ◦ γ)′|2 dt we will use (25) and Jensen’s inequality to prove that
(26) holds. Thanks to Jensen’s inequality we have:
Mγd(t) ≤ sup
t∈J⊆I
J open
( 
J
∣∣(d ◦ γ)′(t)∣∣2 dt) 12 . (36)
Combining the bounds given by (35) and (36), we deduce that:
Mγd(r) ≤ sup
r∈J⊆I
J open
 
J
∑
P∈Π f
χJP(t) |hP(t)|2 dt + 16β(σ)Card(Π f )
1/2 , (37)
where hP(t) := (d ◦ γ˜P)′(t). Furthermore, Jensen’s inequality and (37) imply:
‖Mγd‖pLp(I) ≤ 2p/2−1
ˆ
I
(
sup
r∈J⊆I
J open
 
J
∑
P∈Π f
χJP(t) |hP(t)|2 dt
)p/2
dr +
L1(I)(32β(σ)Card(Π f ))p/2
2
. (38)
Applying the strong Lp estimate (25) of the Maximal operator on the real line to the first term on the
right-hand side of (38), we obtain:
‖Mγd‖pLp(I) ≤2p+3
ˆ
I
(
∑
P∈Π f
χJP(t) |hP(t)|2
)p/2
dt +
L1(I)(32β(σ)Card(Π f ))p/2
2
.
Using the interpolation Höelder’s inequality ‖ f ‖pLp ≤ ‖ f ‖L2‖ f ‖
p−1
L2(p−1) , Jensen’s inequality and the fact
that d ◦ γ is 2(1+ β(σ))-Lipschitz, we deduce that:
ˆ
I
(
∑
P∈Π f
χJP(t) |hP(t)|2
)p/2
dt ≤ Card(Π f )p/2−1
ˆ
I
∑
P∈Π f
χJP(t) |hP(t)|p dt
≤Card(Π f )p/2−1 ∑
P∈Π f
(ˆ
JP
|hP(t)|2 dt
)1/2 (ˆ
JP
|hP(t)|2(p−1) dt
)1/2
≤4p−1Card(Π f )p/2−1 ∑
P∈Π f
L1(JP)1/2
(ˆ
JP
|hP(t)|2 dt
)1/2
,
Thanks to the inequality (32), we have
´
JP
∣∣hp(t)∣∣2 dt ≤ 2‖ f − g‖∞ and thus:
ˆ
I
(
∑
P∈Π f
χJP(t) |hP(t)|2
)p/2
dt ≤ 4pCard(Π f )p/2L1(I)1/2‖ f − g‖1/2∞ . (39)
Thanks to Proposition 2.3 and the inequalities (38) and (39), we conclude that:
‖Mγd‖pLp(I) ≤ 8pCard(Π f )p/2n(‖ f − g‖1/2∞ + β(σ)p/2),
which concludes the proof.
The following lemma, stated here without proof, is an immediate consequence of the properties of
Lipschitz functions.
Lemma 5.2. Let 0 < e and F : Rn → Rm be a 2-Lipschitz function. Suppose there are x, y ∈ Rn such that:
|F(y)− F(x)| ≥ e|x− y|.
Then, for any 0 < r < e16 |x− y|, z ∈ Br(x) and w ∈ Br(y) we have:
|F(w)− F(z)| ≥ e
2
|z− w|.
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The following theorem shows that if two piece-wise congruent functions are close in the supremum
norm, the set where their directional derivatives along a fixed direction are far away has small width.
Theorem 5.3. Let 0 < e,ω < 1/10nk0, k0 ∈N and e ∈ Sn−1. Let f ∈ P(n, m), Π f ∈ τ be a partition of [0, 1]n
adapted to f and σ ∈ (0, 2−10Card(Π f )−1e4). Then there exists a neighbourhood V of f in Lip1([0, 1]n,Rm) for
which:
(i) diam(V) < 2−8pn−2Card(Π f )−pe2pω2 where p := −log(ω)/log(2),
(ii) for any g ∈ V ∩P(n, m) there exist open set G ⊆ (0, 1)n such that:
(a) wC(e,σ)[(4/k0, 1− 4/k0)n \ G] < (1+ n
1
2 )ω,
(b) | f (x + te)− f (x)− g(x + te) + g(x)| < e|t| for any x ∈ G ∩ (4/k0, 1− 4/k0)n and any t ∈ R
such that x + te ∈ [1/2k0, 1− 1/2k0]n.
Proof. For any g ∈ P(n, m) we define:
(i) F(g) as the set of those x ∈ [1/2k0, 1 − /2k0]n for which there exists t = t(x) ∈ R such that
x + te ∈ [1/2k0, 1− 1/2k0]n and:
| f (x + te)− f (x)− g(x + te) + g(x)| ≥ e|t|.
Note that by the Lipschitzianity of f and g and the compactness of [1/2k0, 1− 1/2k0]n imply that
F(g) is compact.
(ii) For any x ∈ F(g) we let T(x) to be the compact set of those t ∈ R for which
| f (x + te)− f (x)− g(x + te) + g(x)| ≥ e|t|,
and x + te ∈ [1/2k0, 1− 1/2k0]n. Furthermore we define for any x ∈ F(g)
r(x) :=
{
min T(x) if |min T(x)| ≥ |max T(x)|,
max T(x) otherwise.
(iii) Finally, we introduce the following neighbourhood of E:
Ge :=
⋃
x∈F2
B e|r(x)|
64
(x).
Let γ : (0, T)→ Rn be a curve in Γe,σ, which was introduced in Definition 2.5, and assume that there
exists t ∈ (0, T) such that γ(t) ∈ Ge. This implies that there is x ∈ F(g) such that |x− γ(t)| ≤ e64 |r(x)|.
We define now the curve γ˜ : R→ Rn as γ˜(t) := te + η˜(t), where:
η˜(t) :=

η(0) if t ≤ 0,
η(t) if t ∈ (0, T)
η(T) if t ≥ T.
The curve η˜ is β(σ)-Lipschitz since η is and this implies that:
|γ˜(t + r(x))− x− r(x)e| =|(t + r(x))e + η˜(t + r(x))− x− r(x)e| = |te + η˜(t + r(x))− x|
≤|γ˜(t)− x|+ |η˜(t)− η˜(t + r(x))| ≤
( e
64
+ β(σ)
)
|r(x)| ≤ 3e|r(x)|
64
,
(40)
where the last inequality comes from the fact that β(σ) ≤ e/32, thanks to the choice of σ. In particular
since |r(x)| ≤ n, we have:
|γ˜(t + r(x))− x− r(x)e| ≤ ne
16
≤ 1
160k0
. (41)
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Since by definition of r(x) we have that 1/2k0 ≤ dist(([0, 1]n)c, x + r(x)e), the bound (41) implies that
γ˜(t+ r(x)) ∈ (0, 1)n. We recall that since γ ∈ Γe,σ, then ˜γ(t) 6∈ (0, 1)n if and only if T 6∈ (0, T). Therefore,
we have that t + r(x) ∈ (0, T). Thanks to the bound (40), the fact that |γ(t)− x| ≤ e|r(x)|/64 and that
x ∈ F(g) we have by Lemma 5.2 that:
e
2
|r(x)| ≤ | f (γ(t + r(x)))− f (γ(t))− g(γ(t + r(x))) + g(γ(t))|.
Thanks to the fundamental theorem of calculus and the above inequality, we deduce that:
e
2
≤
∣∣∣∣∣
 t+r(x)
t
∣∣(( f − g) ◦ γ)′(s)∣∣ ds∣∣∣∣∣ ≤ Mγ( f − g)(t), (42)
for any t for which γ(t) ∈ Ge. Inequality (42) together with Proposition 2.2 imply:
ep
2p
wC(e,σ)[F(g)] ≤ inf
F(g)⊆G⊆Ge
G open
sup
γ∈Γe,σ
ˆ
t∈I
γ(t)∈G
Mγ( f − g)(t)p|γ′(t)|dt
≤ (1+ β(σ)) sup
γ∈Γe,σ
ˆ
I
Mγ( f − g)(t)pdt.
(43)
Finally Proposition 5.1 and (43) imply:
wC(e,σ)[F(g)] ≤ 16pe−pCard(Π f )p/2n(‖ f − g‖1/2 + β(σ)p/2).
In order to prove the proposition we just need to estimate the two terms of the right-hand side in
the above inequality. By hypothesis we know that ‖ f − g‖∞ < n−22−8pCard(Π f )−pe2pω2 with p =
− log(ω)/ log(2). Therefore the first term can be estimated by:
16pe−pCard(Π f )p/2n‖ f − g‖1/2∞ < ω.
On the other hand, since β(σ) ≤ 4σ1/2 since σ < 1/10, we have that:
16pe−pCard(Π f )p/2nβ(σ)p/2 ≤32pe−pCard(Π f )p/2nσp/2 < nep,
where the first inequality comes from the fact that σ < 2−10Card(Π f )−1e4. Since e < 1/10, then
ep < 2−p = ω and this proves the Proposition with the choice G := (0, 1)n \ F(g).
As mentioned in the introduction the proof of the implication (ii)⇒(i) of Theorem 3.1, will be proved
by means of a topological game, that we formally introduce here.
Definition 5.2. Let (X, T ) be a topological space. The Banach-Mazur game, is a game between two
players, Player I and Player II, where Player I is dealt with an arbitrary subset A ⊆ X and Player II with
the set B := X \ A.
The game 〈A, B〉 is played as follows: I chooses arbitrarily an open set U1 ⊆ X; then II chooses an
open set V1 ⊆ U1; then I chooses an open set U2 ⊆ V1 and so on. If the set (⋂n∈N Vi) ∩ A 6= ∅ then I
wins. Otherwise II wins.
The following proposition relates the Banach-Mazur game to the topology of the space on which it
is played.
Theorem 5.4. There exists a strategy by which Player II can be sure to win if and only if B is residual in X, or
equivalently if and only if A is meagre.
Proof. The proof of this result is given in [12] only in the case of the real line. However that argument
works in the same way in any complete metric space.
Proposition 3.3. Let k0 ∈N, n ≤ m and suppose F ⊆ [1/k0, 1− 1/k0]n is a closed non-empty set such that:
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(i) there exists some Borel set E ⊆ [1/k0, 1− 1/k0]n for which E ∩ F is residual in F,
(ii) for every open set U such that U ∩ F 6= ∅ we have that U ∩ F has positive width with respect to some cone.
Denote by S ⊆ Lip1([0, 1]n,Rm) the set of functions which are differentiable along some direction at least a point
of E ∩ F. Then S is residual in Lip1([0, 1]n,Rm).
Proof. Let E1 ⊇ E2 ⊇ . . . be relarively dense open subset of F such that ⋂∞k=1 Ek ⊆ E. To prove that S is
residual we will build a winning strategy for the Player II in the Banach-Mazur game where Player II is
dealt with the set:
B := { f ∈ Lip1([0, 1]n,Rm) : f is not fully non-differentiable on E ∩ F}.
In addition to the non-empty open subsets Vk ⊆ Lip1([0, 1]n,Rm), we will make the second player
choose: closed subsets Ak of F, functions in Vk ∩P(n, m), directions ek ∈ Sn−1, σk > 0 and non-empty
relatively open subsets Mk in Ak in such a way that:
(i) diam(Vk) ≤ 1/2k, σk ≤ 1/2k and Ak has every portion of positive ωC(ek ,σk)-width,
(ii) ek ∈ C(ek−1, σk−1) for any k ≥ 2,
(iii) Ak ⊆ Ak−1 for any k ≥ 2,
(iv) for every g ∈ Vk ∩P(n, m) there is an open set G ⊆ (0, 1)n such that:
(a) wC(ek ,σk)[(1/k0, 1− 1/k0)n \ G] < wC(ek ,σk)[Mk ∩ Ek],
(b) |g(x + tek)− g(x)− fk(x + tek) + fk(x)| ≤ 2−k|t| for any x ∈ G ∩ (1/k0, 1− 1/k0)n and any
t ∈ R for which x + tek ∈ [1/2k0, 1− 1/2k0]n,
(c) fk and g have 2−k-directional derivative along ek for any x ∈ G,
(v) For any x ∈ Mk, fi are 2−i-directionally derivable along ei for any i = 1, . . . , k,
(vi) cl(Mk) ⊆ Mk−1 ∩ Ek−1 ∩Ak if k ≥ 2,
(vii) | fk(x + tek−1)− fk(x)− ( fk−1(x + tek−1)− fk−1(x))| ≤ 2−k+1|t| for any x ∈ Mk and any t ∈ R for
which x + tek−1 ∈ [1/2k0, 1− 1/2k0]n for any k ≥ 2.
construction of the first move of player ii The construction of the answer of Player II to
the first move U1 of Player I starts by picking an arbitrary function f1 ∈ U1 ∩P(n, m), which exists by
Corollary 2.10. Let M˜1 be the set on which f1 has at least one directional derivative on F and note that
M˜1 is relatively open since f1 is a piece-wise congruent mapping. Let Π f1 be a partition adapted to
f1, 8σ1 := 2−100(n+1)Card(Π f1)
−2(nk0)−1 and let {ui}i=1,...,N1 be a finite σ1/16-dense set in Sn−1. Using
Proposition 2.8 we know that there exists i ∈ {1, . . . , N1} and a closed subset A1 of F which has every
portion of positive C(ui, σ1/8)-width. We therefore define e1 := ui, e := 2−10(n+1)(nk0)−1 and:
ω1 := min{2−10(n+1), wC(e1,σ1)(M˜1 ∩ E1 ∩A1)/(1+ n1/2)}.
Applying Proposition 5.3 to f1, ω1, e1, σ1 and e we get an open neighbourhood V1 of f1 (with diam(V1) <
2−1) such that for every g ∈ V1 ∩P(n, m) there exist an open set G˜ for which:
(a’) wC(e1,σ1)[(1/k0, 1− 1/k0)n \ G˜] < wC(e1,σ1)[M˜1 ∩ E1 ∩A1].
(b’) |g(x + te1)− g(x)− ( f1(x + te1)− f1(x))| ≤ e|t| ≤ 2−10(n+1)|t| ≤ |t|/2 for any x ∈ G˜ ∩ (1/k0, 1−
1/k0)n and any t ∈ R such that x + te1 ∈ [1/2k0, 1− 1/2k0]n.
Moreover since σ1 < e21/2, applying Proposition 2.11 to f1, g, e1, σ1 and e1 we obtain that cl(Ξ( f1, e1, e1))
and cl(Ξ(g, e1, ek)) are C(e, σ)-null. We define:
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• M1 := M˜1 ∩A1 \ cl(Ξ( f1, e1, e1)),
• G := G˜ \ (cl(Ξ( f1, e1, e1)) ∪ cl(Ξ(g, e1, e1))),
and note that M1 si relatively open in A1 and G is open. Thus G is the open associated to g that satisfies
to our requirements:
(a) wC(e1,σ1)[(1/k0, 1− 1/k0)n \ G] < wC(e1,σ1)[M1 ∩ E1],
(b) |g(x + te1)− g(x)− ( f1(x + te1)− f1(x))| ≤ e|t| ≤ 2−10(n+1)|t| ≤ |t|/2 for any x ∈ G ∩ (1/k0, 1−
1/k0)n and any t ∈ R such that x + te1 ∈ [1/2k0, 1− 1/2k0]n.
(c) f1 and g have 2−1-directional derivative along e1 for any x ∈ G.
With these choices of G and M1 points (iv), (v) in the winning strategy are satisfied. Moreover points
(ii), (iii), (vi) and (vii) do not require verification.
construction of the k-th move of the player ii Let k ≥ 2 and assume:
Lip1([0, 1]n,Rm) ⊇ U1 ⊇ V1 ⊇ . . . ⊇ Uk−1 ⊇ Vk−1,
be the match that has been played up to step k− 1. Moreover assume the functions fi, the closed sets Ai
and non-empty relatively open subsets Mi of Ai which verify the required conditions have been already
defined and suppose Uk ⊆ Vk−1 is the arbitrary k-th move of player I.
The answer of Player II starts with the choice of an arbitrary function fk ∈ Uk ∩P(n, m) and uses (iv)
of the (k− 1)-step to deduce that there exists an open set G ⊆ (0, 1)n such that:
(α) wC(ek−1,σk−1)[(1/k0, 1− 1/k0)n \ G] < wC(ek−1,σk−1)[Mk−1 ∩ Ek−1].
(β) | fk(x + tek−1)− fk(x)− ( fk−1(x + tek−1)− fk−1(x))| ≤ 2−k+1|t| for any x ∈ G ∩ (1/k0, 1− 1/k0)n
and any t ∈ R such that x + tek−1 ∈ [1/2k0, 1− 1/2k0]n.
(γ) fk−1 and fk have 2−k+1-directional derivative along ek−1 for any x ∈ G.
Let 8σk := 2−100(n+k)Card(Π fk )
−2σk−1 and assume {ui}i∈{1,...,Nk} is a finite σk/2-dense set in C(ek−1, σk−1).
Proposition 2.4, point (α) and the fact that Mk−1 is a relatively open subset of Ak−1 imply that the set
G ∩Mk−1 ∩ Ek−1 is also a relatively open non-empty subset of Ak−1.
Therefore Proposition 2.8 implies that we can find and a closed subset Ak of Ak−1 such that G ∩
Mk−1 ∩ Ek−1 ∩Ak 6= ∅. In particular this implies that:
• Ak has every portion of positive C(ui, σk)-width for some i ∈ {1, . . . , Nk},
• we can find a non-empty relatively open subset M˜k of Ak−1 such that cl(M˜k) ⊆ G ∩Mk−1 ∩ Ek−1.
We define ek := ui and note that since Ek is a dense relatively open subset of F, the set M˜k ∩ Ek is a non-
empty relatively open set in Ak and thus wC(ek, σk)[M˜k ∩ Ek] > 0. Finally we let ek := 2−10(n+k)(nk0)−1
and:
ωk := min{ek, wC(ek ,σk)(M˜k ∩ Ek)/(1+ n1/2)}.
Applying Proposition 5.3 to fk, ωk, ek, σk and ek we get an open neighbourhood Vk of fk (with
diam(Vk) < 2−k) such that for every g ∈ Vk ∩P(n, m) there exist an open set G˜ for which:
(a’) wC(ek ,σk)[(1/k0, 1− 1/k0)n \ G˜] < wC(ek ,σk)[M˜k ∩ Ek].
(b’) |g(x+ tek)− g(x)− ( fk(x+ tek)− fk(x))| ≤ ek|t| ≤ 2−10(n+k)|t| ≤ |t|/2k for any x ∈ G˜ ∩ (1/k0, 1−
1/k0)n and any t ∈ R such that x + tek ∈ [1/2k0, 1− 1/2k0]n.
Moreover since σk < e2/2, applying Proposition 2.11 to fk, g, ek, σk and ek we obtain that cl(Ξ( fk, ek, ek))
and cl(Ξ(g, ek, ek)) are C(ek, σk)-null. We define:
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• Mk := M˜k \ cl(Ξ( fk, ek, ek)),
• G := G˜ \ (cl(Ξ( fk, ek, ek)) ∪ cl(Ξ(g, ek, ek))),
and note that Mk is still relatively open in Ak and G is open. Thus G is the open set associated to g that
satisfies to our requirements:
(a) wC(ek ,σk)[(1/k0, 1− 1/k0)n \ G] < wC(ek ,σk)[Mk ∩ Ek],
(b) |g(x + tek)− g(x)− ( fk(x + tek)− fk(x))| ≤ e|t| ≤ 2−10(n+k)|t| ≤ |t|/2 for any x ∈ G ∩ (1/k0, 1−
1/k0)n and any t ∈ R such that x + tek ∈ [1/2k0, 1− 1/2k0]n.
(c) fk and g have 2−k-directional derivative along ek for any x ∈ G.
On Mk the function fk has 2−k-directional derivative along ek and since Mi ⊆ Mk for any i, we have by
induction hypothesis that (v) holds true. These choices of G and Mk satisfy points (ii) and (iii) in the
winning strategy. Point (iv) holds by construction.
proof that the built strategy is winning By construction cl(Vk−1) ⊆ Vk and thus, by Arzelá-
Ascoli theorem and the finite intersection property of compact sets, we deduce that
⋂
k Vk 6= ∅. Moreover,
since diam(Vk) converge to 0, we also deduce that
⋂
k Vk = { f } ⊆ Lip1([0, 1]n,Rm). In the same way,
since cl(Mk) ⊂ Mk−1 ∩ Ek−1 ⊆ F, we deduce that:
∅ 6=
∞⋂
k=1
Mk ⊆ E.
Since ek ∈ C(ek−1, σk−1) we have that {ek} converges to some e ∈ Sn−1 and:
|ek − e| ≤ 2σk ≤ 2−100k.
Fix some x ∈ ⋂∞k=1 Mk and let dk be the 2−k-directional derivative along ek of fk at x. Note that thanks
to compactness of the unitary ball of Rm we can find a sequence {k j}j∈N and d ∈ B1(0) for which
|dkj − d| ≤ 2−j. For any j ≥ 1, since f is 1-Lipschitz, we have:
lim sup
t→0
∣∣∣∣ f (x + te)− f (x)− tdt
∣∣∣∣ ≤ 12j−1 + lim supt→0
∣∣∣∣∣ f (x + tekj)− f (x)− tdkjt
∣∣∣∣∣ . (44)
Using the fact that fi converges uniformly to f and repetitively applying the triangle inequality, the
argument of the limit in the right-hand side of (44) becomes:∣∣∣∣∣ f (x + tekj)− f (x)− tdkjt
∣∣∣∣∣ ≤
∣∣∣∣∣ fkj(x + tekj)− fkj(x)− tdkjt
∣∣∣∣∣
+
∞
∑
i=kj
∣∣∣∣ fi+1(x + tei+1)− fi+1(x)t − fi(x + tei)− fi(x)t
∣∣∣∣ . (45)
Using the fact that fi are 1-Lipschitz and the point (vii) of the winning strategy, we deduce that each
term in the sum of the right-hand side of the inequality (45) can be estimated by:∣∣∣∣ fi+1(x + tei+1)− fi+1(x)t − fi(x + tei)− fi(x)t
∣∣∣∣
≤|ei − ei+1|+
∣∣∣∣ fi+1(x + tei)− fi+1(x)t − fi(x + tei)− fi(x)t
∣∣∣∣ ≤ 12i−2 .
Therefore the bound in (45) becomes:∣∣∣∣∣ f (x + tekj)− f (x)− tdkjt
∣∣∣∣∣ ≤
∣∣∣∣∣ fkj(x + tekj)− fkj(x)− tdkjt
∣∣∣∣∣+ 23−kj .
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Since by construction fkj is 2
−kj -differetiable along ekj at x, the bound (44) becomes:
lim sup
t→0
∣∣∣∣ f (x + te)− f (x)− tdt
∣∣∣∣ ≤ 21−j + 2−kj + 23−kj ,
which by arbitrariness of j concludes the proof.
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