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Energy of spherical codes
Let Sn−1 denote the unit sphere in Rn. We refer to a finite set
C ⊂ Sn−1 as a spherical code and, for a given absolutely monotone
function h(t) : [−1, 1]→ [0,+∞], we define the h-energy (or
potential energy) of C by
E (n,C ; h) :=
∑
x ,y∈C ,x 6=y
h(〈x , y〉),
where 〈x , y〉 denotes the inner product of x and y .
Problem: For fixed cardinality |C | = N of C find the minimum
possible potential energy, i.e., determine
E(n,N; h) := inf{E (n,C ; h) : |C | = N}.
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Spherical designs
P. Delsarte, J.-M. Goethals, J. J. Seidel, Spherical codes and designs,
Geom. Dedicata 6, 1977, 363-388.
Definition: A spherical τ -design C ⊂ Sn−1 is a finite nonempty
subset of Sn−1 such that
1
µ(Sn−1)
∫
Sn−1
f (x)dµ(x) =
1
|C |
∑
x∈C
f (x)
(µ(x) is the Lebesgue measure) holds for all polynomials
f (x) = f (x1, x2, . . . , xn) of degree at most τ .
The strength of C is the maximal number τ = τ(C ) such that C is a
spherical τ -design.
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Energy of spherical τ -designs
Let C ⊂ Sn−1 be a spherical τ -design and E (C , n; h) be the h-energy
of C . Denote by
L(N, n, τ ; h) = inf{E (C , n; h) : |C | = N,C ⊂ Sn−1,C is τ -design}
the minimum possible h-energy of spherical τ -designs on Sn−1 of N
points,
U(N, n, τ ; h) = sup{E (C , n; h) : |C | = N,C ⊂ Sn−1,C is τ -design}
the maximum possible h-energy of spherical τ -designs on Sn−1 of N
points.
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Delsarte-Goethals-Seidel bounds for spherical designs
P. Delsarte, J.-M. Goethals, J. J. Seidel, Spherical codes and designs,
Geom. Dedicata 6, 1977, 363-388.
For fixed strength τ and dimension n denote by
B(n, τ) = min{|C | : ∃ τ -design C ⊂ Sn−1}
the minimum possible cardinality of spherical τ -designs C ⊂ Sn−1.
B(n, τ) ≥ D(n, τ) =

2
(n+k−2
n−1
)
, if τ = 2k − 1,(n+k−1
n−1
)
+
(n+k−2
n−1
)
, if τ = 2k .
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Gegenbauer polynomials
For fixed dimension n, the Gegenbauer polynomials P(n)i (t) are defined
by P(n)0 = 1, P
(n)
1 = t, and the three-term recurrence relation
(i + n − 2)P(n)i+1(t) = (2i + n − 2)tP(n)i (t)− iP(n)i−1(t).
In fact, P(n)i (t) = P
(n−3)/2,(n−3)/2
i (t) is a Jacobi polynomial.
If f (t) ∈ R[t] is a real polynomial of degree m then f (t) can be
uniquely expanded in terms of the Gegenbauer polynomials as
f (t) =
m∑
i=0
fiP
(n)
i (t).
The kernel Ti (x , y) =
∑i
j=0 rjP
(n)
j (x)P
(n)
j (y), where r0 = 1, r1 = n
and rj =
(n+j−1
j
)− (n+j−3j−2 ).
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The main identity
The main identity:
|C |f (1)+
∑
x ,y∈C ,x 6=y
f (〈x , y〉) = |C |2f0+
m∑
i=1
fi
ri
ri∑
j=1
(∑
x∈C
vij(x)
)2
. (1)
Here C ⊂ Sn−1 is a spherical code, f (t) =∑mi=0 fiP(n)i (t) as above,
{vij(x) : j = 1, 2, . . . , ri} is an orthonormal basis of the space Harm(i)
of homogeneous harmonic polynomials of degree i and
ri = dim Harm(i).
An equivalent definition of spherical designs says that∑
x∈C
vij(x) = 0
for every i ≤ τ and every j ≤ ri .
This suggests that polynomials of degree at most τ could be useful –
the right hand side of (1) is then reduced to |C |2f0.
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Levenshtein bounds for spherical codes (1)
For every positive integer m we consider the intervals
Im =

[
t1,1k−1, t
1,0
k
]
, if m = 2k − 1,[
t1,0k , t
1,1
k
]
, if m = 2k .
Here t1,10 = −1, ta,bi , a, b ∈ {0, 1}, i ≥ 1, is the greatest zero of the
Jacobi polynomial
P
(a+ n−32 ,b+
n−3
2 )
i (t).
The intervals Im define partition of I = [−1, 1) to countably many
nonoverlapping closed subintervals.
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Levenshtein bounds for spherical codes (2)
For every s ∈ Im, Levenshtein used a polynomial f (n,s)m (t) of degree m
which satisfy all conditions of the linear programming bounds for
spherical codes. This yields the bound
A(n, s) ≤

L2k−1(n, s) =
(k+n−3
k−1
)[2k+n−3
n−1 −
P(n)k−1(s)−P
(n)
k (s)
(1−s)P(n)k (s)
]
for s ∈ I2k−1,
L2k(n, s) =
(k+n−2
k
)[2k+n−1
n−1 −
(1+s)(P(n)k (s)−P
(n)
k+1(s))
(1−s)(P(n)k (s)+P
(n)
k+1(s))
]
for s ∈ I2k .
For every fixed dimension n each bound Lm(n, s) is smooth and
strictly increasing with respect to s. The function
L(n, s) =
{
L2k−1(n, s), if s ∈ I2k−1,
L2k(n, s), if s ∈ I2k ,
is continuous in s.
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Connections between DGS- and L-bounds
The connection between the Delsarte-Goethals-Seidel bound and the
Levenshtein bounds are given by the equalities
L2k−2(n, t
1,1
k−1) = L2k−1(n, t
1,1
k−1) = D(n, 2k − 1),
L2k−1(n, t
1,0
k ) = L2k(n, t
1,0
k ) = D(n, 2k)
and the ends of the intervals Im.
PB, PD, DH, ES, MS Computational algorithms ... October 27-31, 2014 10 / 34
Computing {αi}, {ρi}, {βi}, {γi}
It follows from the properties of the bounds D(n, τ) and Lm(n, s) that
N ∈ [D(n, τ),D(n, τ + 1)) ⇐⇒ s ∈ Im, (m = τ),
where s and N are connected by the equality
N = Lτ (n, s).
Therefore we can always associate N with the corresponding numbers:
α0, α1, . . . , αk−1, ρ0, ρ1, . . . , ρk−1 when N ∈ [D(n, 2k − 1),D(n, 2k))
or with
β0, β1, . . . , βk , γ0, γ1, . . . , γk when N ∈ [D(n, 2k),D(n, 2k + 1)).
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Computing {αi}, {ρi} ({βi}, {γi})
For every fixed (cardinality) N > D(n, 2k − 1) there exist uniquely
determined real numbers −1 ≤ α0 < α1 < · · · < αk−1 < 1 which are
the roots of the equation
N = Lτ (n, s), where s = αk−1.
The numbers αi , i = 0, 1, . . . , k − 1, are the roots of the equation
P1,0k (t)P
1,0
k−1(s)− P1,0k (s)P1,0k−1(t) = 0,
where s = αk−1, P
1,0
i (t) = P
(n−1)/2,(n−3)/2
i (t) is a Jacobi polynomial.
In fact, αi , i = 0, 1, . . . , k − 1, are the roots of the Levenshtein’s
polynomial f (n,αk−1)2k−1 (t) = (t − αk−1)
(
T 1,0k−1(t, αk−1)
)2
.
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Computing {αi}, {ρi} ({βi}, {γi})
For every fixed (cardinality) N > D(n, 2k − 1) and already identified
numbers −1 ≤ α0 < α1 < · · · < αk−1 < 1 there exist uniquely
determined weights (real positive numbers) ρ0, ρ1, . . . , ρk−1, ρi > 0
for i = 0, 1, . . . , k − 1, such that the equality
f0 =
f (1)
N
+
k−1∑
i=0
ρi f (αi )
holds for every real polynomial f (t) of degree at most 2k − 1.
We set f (t) = t, t3, . . . , t2k−1 in the above formula and obtain a
Vandermonde-type system with respect to ρi , i = 0, 1, . . . , k − 1.
The solution is unique.
We have ρi =
− (1− α
2
0)(1− α21) · · · (1− α2i−1)(1− α2i+1) · · · (1− α2k−1)
Nαi (α2i − α20)(α2i − α21) · · · (α2i − α2i−1)(α2i − α2i+1) · · · (α2i − α2k−1)
,
for i = 0, 1, . . . , k − 1.
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Computing {βi}, {γi} ({αi}, {ρi})
Similarly, for every fixed (cardinality) N > D(n, 2k) there exist
uniquely determined real numbers −1 = β0 < β1 < · · · < βk < 1 and
γ0, γ1, . . . , γk , γi > 0 for i = 0, 1, . . . , k , such that the equality
f0 =
f (1)
N
+
k∑
i=0
γi f (βi )
is true for every real polynomial f (t) of degree at most 2k .
The numbers βi , i = 0, 1, . . . , k , are the roots of the equation
P1,1k (t)P
1,1
k−1(s)− P1,1k (s)P1,1k−1(t) = 0.
where s = βk , P
1,1
i (t) = P
(n−1)/2,(n−1)/2
i (t) is a Jacobi polynomial.
The numbers βi , i = 0, 1, . . . , k , are the roots of the Levenshtein’s
polynomial f (n,βk)2k (t) = (t + 1)(t − βk)
(
T 1,1k−1(t, s)
)2
.
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Computing {ρi}, {γi} ({αi}, {βi})
V.I.Levenshtein, Designs as maximum codes in polynomial metric
spaces, Acta Appl. Math. 25, 1992, 1-82.
Formulas for ρi , i = 0, 1, . . . , k − 1:
ρi =
1
c1,0(1− αi )T 1,0k−1(αi , αi )
, c1,0 = 1
γi , i = 1, . . . , k :
γi =
1
c1,1(1− βi 2)T 1,1k−1(βi , βi )
, c1,1 =
n
n − 1
and for γ0:
γ0 =
T 1,1k (βk , 1)
T 1,1k (−1,−1)T 1,1k (βk , 1)− T 1,1k (−1, 1)T 1,1k (βk ,−1)
.
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Computing Universal Lower Bound
Let h be a fixed absolutely monotone potential, N and n be fixed, and
m = m(N, n) = τ be such that N ∈ [D(n,m),D(n,m + 1)).
Then the Levenshtein nodes {αi} and weights {ρi}, respectively {βi}
and {γi} , provide the bounds
E(n,N; h) ≥ N2
k−1∑
i=0
ρih(αi )
and
E(n,N; h) ≥ N2
k∑
i=0
γih(βi ),
respectively.
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Computing the test functions
Let n and N be fixed.
Let N ∈ [D(n, 2k − 1),D(n, 2k)), L2k−1(n, s) = N and j be positive
integer. Then we calculate the so-called test functions:
Qj(n, s) =
1
N
+
k−1∑
i=0
ρiP
(n)
j (αi ),
j ≥ 2k .
Let N ∈ [D(n, 2k),D(n, 2k + 1)), L2k(n, s) = N and j be positive
integer. Then we calculate:
Qj(n, s) =
1
N
+
k∑
i=0
γiP
(n)
j (βi ),
j ≥ 2k + 1.
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Test functions
Test functions give necessary and sufficient condition for existence of
better LP bounds.
However, the bound from the proof of the sufficiency is not good.
We use the signs of the first four test functions Qj(n, s),
j = m + 1,m + 2,m + 3,m + 4, to decide the form of the improving
polynomial (if any).
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Properties of the test functions
We always have Qm+1(n, s) > 0 and Qm+2(n, s) > 0. Therefore the
improving polynomial must have degree at least m + 3.
Conjecture. (P. Boyvalenkov, D. Danev, S. Bumova, Upper bounds
on the minimum distance of spherical codes, IEEE Trans. Inform.
Theory, 41, 1996, 1576–1581.)
If Qm+3(n, s) ≥ 0 and Qm+4(n, s) ≥ 0 then Qj(n, s) ≥ 0 for every j .
Let N, n, m = τ and h be fixed. We calculate and check the signs of
Qm+3(n, s) and Qm+4(n, s) and have three main cases.
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Test functions - examples
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Finding improving polynomial f (t) (1)
An improving polynomial f (t) of degree ` = m + 3 or m + 4 must
satisfy:
(A1) f (t) ≤ h(t) for −1 ≤ t ≤ 1.
(A2) the coefficients in the Gegenbauer expansion
f (t) =
∑`
i=0 fiP
(n)
i (t) satisfy f0 > 0, fi ≥ 0 for i = 1, 2, ..., `.
We fix fm+1 = 0, fm+2 = 0.
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Finding improving polynomial f (t) (2)
Case I. If Qm+3(n, s) < 0 and Qm+4(n, s) < 0 then we take ` = m+ 4
and require
fm+3 > 0, fm+4 > 0.
Case II. If Qm+3(n, s) > 0 and Qm+4(n, s) < 0 then we take
` = m + 4 and require
fm+3 = 0, fm+4 > 0.
Case III. If Qm+3(n, s) < 0 and Qm+4(n, s) > 0 then we take
` = m + 3 and require
fm+3 > 0.
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Algorithm for finding improving polynomials (Case I) (1)
We consider the case N ∈ [D(n, 2k − 1),D(n, 2k)). We have
calculated {αi}, {ρi} and the lower bound N2
∑k−1
i=0 ρih(αi ).
BEGIN: Take k + 1 points c0 < c1 < · · · < ck (one more than the
alphi’s) such that
−1 ≤ c0 < α0 < c1 < α1 < · · · < αk−2 < ck−1 < αk−1 < ck < 1.
Take some constant d (we started with d = 0.1) and intervals (around
every ci )
Di = [ci − d , ci + d ]
for i = 0, 1, . . . , k .
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Algorithm for finding improving polynomials (Case I) (2)
Take some constant r (we started with r = 20) and let ε = d/r . Take
the points
di ,j = ci − d + jε
in every interval Di , here j = 0, 1, . . . , r (these are r + 1 points in
every interval).
For every (k + 1)-tuple
dj0,j1,...,jk = (d0,j0 , d1,j1 , . . . , dk,jk )
find ”interpolating” polynomial fj0,j1,...,jk (t) (shortly f (t)) of degree
m + 4 which satisfies
f (di ,ji ) = h(di ,ji ),
f ′(di ,ji ) = h
′(di ,ji ),
for i = 0, 1, . . . , k , and
fm+1 = fm+2 = 0.
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Algorithm for finding improving polynomials (Case I) (3)
The total number of the above conditions is
2(k + 1) + 2 = 2k + 4 = m + 5, equal to the number the unknowns
f0, f1, . . . , fm+4.
There are (r + 1)k+1 such polynomials fj0,j1,...,jk (t).
For every polynomial fj0,j1,...,jk (t) check if it satisfies the LP conditions:
– whether f (t) ≤ h(t) for every t ∈ [−1, 1] and
– whether fi ≥ 0 for every i = 0, 1, . . . ,m + 4
(for designs only for i > m).
For every admissible polynomial compute N(f0N − f (1)).
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Algorithm for finding improving polynomials (Case I) (4)
Let the polynomial f ∗(t) maximizes N(f0N − f (1)). Assume that
f ∗(t) corresponds to (is obtained from) the (k + 1)-tuple
d∗j0,j1,...,jk = (d
∗
0,j0 , d
∗
1,j1 , . . . , d
∗
k,jk
). Then set new values
c0 := d∗0,j0 , c1 := d
∗
1,j1 , . . . , ck := d
∗
k,jk ,
d :=
d
2
and go to BEGIN.
Do the above until d > 0.000001, say.
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Algorithm for finding improving polynomials (Case II)
If Qm+3(n, s) > 0 and Qm+4(n, s) < 0 then we find interpolating
polynomial f (t) of degree ` = m + 4 which satisfies
f (di ,ji ) = h(di ,ji ),
f ′(di ,ji ) = h
′(di ,ji ),
for i = 0, 1, . . . , k , and
fm+1 = fm+2 = fm+3 = 0
in the Gegenbauer expansion f (t) =
∑m+4
i=0 fiP
(n)
i (t).
The total number of the above conditions is
2(k + 1) + 3 = 2k + 5 = m + 6, with one more than the unknowns
f0, f1, . . . , fm+4.
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Algorithm for finding improving polynomials (Case III)
If Qm+3(n, s) < 0 and Qm+4(n, s) > 0 then we find interpolating
polynomial f (t) of degree ` = m + 3 which satisfies
f (di ,ji ) = h(di ,ji ),
f ′(di ,ji ) = h
′(di ,ji ),
for i = 0, 1, . . . , k , and
fm+1 = fm+2 = 0
in the Gegenbauer expansion f (t) =
∑m+3
i=0 fiP
(n)
i (t).
The total number of the above conditions is
2(k + 1) + 2 = 2k + 4 = m + 5, with one more than the unknowns
f0, f1, . . . , fm+3.
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Some remarks
In every step we pass through the best point from the previous one, so
we could not get worse result.
Since the solution, if it exists, is unique, the method converges to the
solution (its existence follows from the existence of negative test
function(s)).
When the degree ` of the interpolating polynomial is even we add the
condition
f (−1) = h(−1).
If the calculation is hard (takes too much time) the number r can be
decreased.
If we need relaxation of the constraints, we remove one or two of the
conditions fm+1 = fm+2 = fm+3 = 0, replacing by fi ≥ 0 accordingly.
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Examples (1a)
n = 3, |C | = N = 5, m = 2, (Case III)
Q3(n, s) ≈ 0.1851851849, Q4(n, s) ≈ 0.5473251030,
Q5(n, s) ≈ −0.0576131687, Q6(n, s) ≈ 0.1667428746,
β0 = −1, β1 = −1/9,
γ0 = 0.125, γ1 = 0.675.
Potential Lower Bound Lower Bound Energy
h(t) LB = N2
∑k−1
i=0 ρih(αi ) LBnew E (n,C ; h)
(2(1− t))−0.5 12.8825 12.8870 12.9493
(2(1− t))−1 8.375 8.3834 8.5
(2(1− t))−2.5 2.3899 2.4013 2.5687
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Examples (1b)
n = 3, |C | = N = 5, m = 2, (Case III)
h = 12(1−t) ,
f = 0.4978192964+ 0.4532997452t + 0.1997931768t2 −
0.05508858968t3 + 0.04957973071t5,
The Gegenbauer coefficients:
f5 = 0.006295838820, f4 = f3 = f2 = 0, f1 = 0.4414950474,
f0 = 0.5644170220
The interpolation points: di ,j = {−0.9673473010,−0.1048078439}.
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Examples (2a)
n = 4, N = 24, m = 5, (Case I)
Q6(n, s) = 0.08571428562, Q7(n, s) = 0.1600000000,
Q8(n, s) = −0.02399999928, Q9(n, s) = −0.02048000022,
α0 = −0.8173526774, α1 = −0.2575978126, α2 = 0.4749504897,
ρ0 = 0.1384365306, ρ1 = 0.4339994853, ρ2 = 0.3858973183.
Potential Lower Bound Lower Bound Energy
h(t) LB = N2
∑k−1
i=0 ρih(αi ) LBnew E (n,C ; h)
(2(1− t))−1 333 333.1552 334
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Examples (2b)
n = 4, N = 24, m = 5, (Case I)
f = 0.4987995047+ 0.4853427368t + 0.4547072718t2 +
0.5604198622t3 + 0.9381034665t4 + 0.8082557979t5 −
0.3471383319t6−0.7102218761t7+0.1983647611t8+0.3551109381t9,
The Gegenbauer coefficients:
f9 = 0.006935760510, f8 = 0.006973761132, f7 = f6 = 0,
f5 = 0.06415737967, f4 = 0.2350426572, f3 = 0.5067823610,
f2 = 0.7873531072, f1 = 0.9210319576, f0 = 0.7134671467,
The interpolation points: di ,j =
{−0.8671655835,−0.5120318420,−0.1910025124, 0.4749504897}.
Remark. In the above examples polynomials and related results are
current results.
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THANK YOU FOR YOUR ATTENTION !
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