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Abstract: The Nonlinear Schro¨dinger (NLS) equation is widely used in everywhere of natural science.
Various nonlinear excitations of the NLS equation have been found by many methods. However, except
for the soliton-soliton interactions, it is very difficult to find interaction solutions between different types
of nonlinear excitations. In this paper, three very simple and powerful methods, the symmetry reduction
method, the truncated Painleve´ analysis and the generalized tanh function expansion approach, are fur-
ther developed to find interaction solutions between solitons and other types of NLS waves. Especially,
the soliton-cnoidal wave interaction solutions are explicitly studied in terms of the Jacobi elliptic functions
and the third type of incomplete elliptic integrals. In addition to the new method and new solutions of the
NLS equation, the results can unearth some new physics. The solitons may be decelerated/accelerated
through the interactions of soliton with background waves which may be utilized to study tsunami waves
and fiber soliton communications; the static/moving optical lattices may be automatically excited in all
mediums described by the NLS systems; solitons elastically interact with non-soliton background waves,
and the elastic interaction property with only phase shifts provides a new mechanism to produce a con-
trollable routing switch that is applicable in optical information and optical communications.
PACS numbers: 42.65.Tg, 02.30.Ik, 05.45.Yv, 47.35.Fg, 52.35.Sb, 47.35.Lf
1 Introduction
The soliton and/or solitary wave equations connect rich histories of exactly solvable systems con-
structed in mathematical, statistical and many-body physics, and powerfully demonstrate the unity of
nonlinear concepts across disciplines and scales from micro-physics and biology to cosmology [1]. Among
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these equations, the nonlinear Schro¨dinger (NLS) equation
pt +
1
2
ibpxx − i|p|2p = 0, i ≡
√−1, b ≡ ±1, (1)
is the most ubiquitous [2]. Originally, the NLS equation is derived to describe the envelope dynamics of a
quasi-monochromatic plane wave propagating in a weakly nonlinear dispersive medium when dissipative
processes are negligible (see for instance [3]). The NLS equation finds an important application in plasma
physics, where it describes electron (Langmuir) waves [4]. The NLS equation in nonlinear optics is also
well known to describe self-modulation and self-focusing of light in a Kerr-type nonlinear medium [5].
The great current interest in the NLS application is initiated by the prediction of the solitons in nonlinear
optical fibers [6] and the concept of the soliton laser [7]. Furthermore, the NLS equation is widely used in
ferromagnets with easy-axis anisotropy, molecular chains, nonideal Bose gas, nuclear matter, solid state
medium, gravity waves, optical lattice, Bose-Einstein condensations, and so on [8].
The multiple soliton solutions of the NLS equation have been obtained by many authors via different
methods, say, the Hirota’s bilinear method [9], the Darboux transformations (DT) [10] and the Ba¨cklund
transformations (BT) [11]. Using DT and BT, in principle, one can obtain a new solution from a known
one. However, in practice, one can only find multiple soliton solutions stemming from simple constant
solutions. It is rather difficult to find new explicit solutions starting from nonconstant nonlinear waves
such as the cnoidal waves and Painleve´ waves via DT and BT. In Refs. [12, 13], the mutisoliton complexes
on a cnoidal wave background have been studied by the DTs for the multi-component NLS equations,
the sine-Gordon (SG) equation and the Toda lattice.
Recently, it is found that combining the symmetry reduction method and the DT or BT related
nonlocal symmeries[14], one can readily find the interaction solutions among solitons and other nonlinear
excitations including the cnoidal waves for the KdV [15] and KP [16] equations. In this paper, much
simpler while more effective methods are developed for the NLS system while they are also valid for any
other integrable systems.
In real physics, to decelerate and/or accelerate soliton is one of the important topics. For instance,
the propagation of the tsunami wave can be described by a soliton (or a solitary wave) [17], then to find
a possible mechanism to decelerate tsunami waves is definitely significant. In optics, to decelerate and/or
to accelerate solitons also plays an important role [18]. In this paper, we propose a new physical mech-
anism to accelerate/decelerate optical solitons via soliton interactions with background waves. In optics
information and optics communications, to produce a controllable routing switch is also an important
task. Below, we will present a new possible mechanism to solve this problem.
In section 2 of this paper, we review the known local symmetries at first and the investigate the novel
symmetries, the nonlocal symmetries for the Ablowitz-Kaup-Newell-Segur (AKNS) system. In section
3, to find the finite transformation related to a special nonlocal symmetry, the nonlocal symmetry for
the original AKNS system is localized for an enlarged AKNS system. Thus the finite auto-Ba¨cklund
transformation (ABT) theorem is naturally obtained by Lie’s first principle. In section 4, thanks to the
localization procedure of the last section, the group invariant solutions related to the nonlocal symmetries
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of the AKNS system are obtained by means of the symmetry reduction method. In section 5, hinted by the
results of Sec. 4, two much simpler but more general methods, the truncated Painleve´ expansion and the
hyperbolic tangent function expansion method are extended to get interaction solutions among different
types of nonlinear waves. Some special exact solutions and their possible new physics are discussed in
Sec. 6. The last section is a summary and discussion.
2 Infinitely many local and nonlocal symmetries of the AKNS
system
It is known that for an integrable system, there exist infinitely many symmetries. Using symmetries
of a nonlinear system, one can obtain various interesting results of the model especially to study its exact
solutions of nonlinear systems [19] via symmetry reduction method. However, one usually uses the local
symmetries to find symmetry reductions while the existence of infinitely many nonlocal symmetries [20]
is ignored by most of scientists. Recently, we find that the nonlocal symmetries can be successfully used
to find some types of important interaction solutions which are difficult to be found by other approaches
[14, 15].
For simplicity and generality, we consider the NLS equation as a special case of the AKNS system
pt +
1
2
ibpxx − ip2q = 0, (2a)
qt − 1
2
ibqxx + iq
2p = 0, (2b)
with q being a conjugate of p, i.e., q = p∗.
A symmetry, σ,
σ ≡

 σp
σq

 (3)
is defined as a solution of the linearized equation of the AKNS equation
σpt +
1
2
ibσpxx − 2ipqσp − ip2σq = 0, (4a)
σqt −
1
2
ibσqxx + 2ipqσ
q + iq2σp = 0, (4b)
which means the AKNS system (2) is form invariant under the transformation

 p
q

→

 p
q

+ ǫ

 σp
σq

 (5)
with infinitesimal parameter ǫ.
The infinitely many local K-symmetries
Kn = Φ
n

 −ip
iq

 (6)
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and τ -symmetries
τn+1 = Φ
nτ1, τ1 =

 tpx + ibxp
tqx − ibxq

 , n = 0, 1, 2, · · · (7)
are known in literature [24]. In (6) and (8), the recursion operator Φ is defined as
Φ =

 −∂ + 2bp∂−1q 2bp∂−1p
−2bq∂−1q ∂ − 2bq∂−1p

 (8)
with ∂ = ∂/∂x, ∂
−1 =
∫ x
−∞ dx. The Kn symmetries constitute a commute symmetry algebra and the τn
symmetries constitute the centerless Virasoro symmetry algebra. Especially, the symmetries
K0 =

 −ip
iq

 , K1 =

 px
qx

 , K2 = −2ib

 pt
qt

 ,
and
τ0 =

 tpx + ibxp
tqx − ibxq

 , τ1 = −ib

 2tpt + (xp)x
2tqt + (xq)x


constitute a finite dimensional Lie point symmetry algebra with nonzero commutators
[τ0, K1] = ibK0, [τ0, K2] = 2ibK1, [τ1, K1] = ibK1, [τ1, K2] = 2ibK2, [τ1, τ0] = −ibτ0, (9)
where the commutator [A, B] of
A =

 A1
A2

 , B =

 B1
B2


is defined as
[A, B] = A′B −B′A (10)
with
A′ =

 A′1p A′1q
A′2p A
′
2q

 (11)
and
A′1pf ≡
∂
∂ǫ
A1(p+ ǫf)
∣∣∣∣
ǫ=0
.
To find infinitely many nonlocal symmetries, one can use some different approaches. For instance
the inverse recursion operator method [20], the infinitesimal forms of the Darboux transformations [10] or
Ba¨cklund transformations [11], the conformal invariance of the Schwarzian forms [21], the derivatives of
the inner parameters [10] and the higher order Lax operators [26] or the infinitely many nonhomogeneous
Lax pairs [10].
For the AKNS system (2), its Lax pair possesses the following form [22]

 φ1
φ2


x
=

 −iλ p√b
q√
b
iλ



 φ1
φ2

 , (12)
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
 φ1
φ2


t
=

 ibλ2 + 12 ipq − 12 ipx − pλ
1
2 iqx − qλ −ibλ2 − 12 ipq



 φ1
φ2

 . (13)
A simple nonlocal symmetry of the AKNS system related to the Lax pair is the so-called square eigen-
function symmetry [23]
N0 =

 φ21
φ22

 . (14)
Then the infinitely many nonlocal symmetries can be written as
Nn = Φ
−nN0, n = 0, 1, 2, · · · , ∞, (15)
where the inverse recursion operator has been given in [25].
Alternatively, because the AKNS system (2) is λ independent while the nonlocal symmetry N0 is λ
dependent, we can obtain infinitely many nonlocal symmetries via parameter λ derivatives of N0:
Nn =
1
n!
dn
dλn
N0, n = 0, 1, 2, · · · , ∞. (16)
To write down Nn of (16) explicitly, we can introduce infinitely many nonhomogeneous Lax pairs with
the help of the original Lax pair (12) and (13),
 φ1,n
φ2,n


x
=

 −iλ p√b
q√
b
iλ



 φ1,n
φ2,n

+

 −i 0
0 i



 φ1,n−1
φ2,n−1

 , (17)

 φ1,n
φ2,n


t
=

 ibλ2 + 12 ipq − 12 ipx − pλ
1
2 iqx − qλ −ibλ2 − 12 ipq



 φ1,n
φ2,n


+

 2ibλ −p
−q −2ibλ



 φ1,n−1
φ2,n−1

+

 ib 0
0 −ib



 φ1,n−2
φ2,n−2

 (18)
for n = 0, 1, 2, · · · , and φ1,n<0 = φ2,n<0 = 0. It is not difficult to verify that all the consistent
conditions (φj,n)xt = (φj,n)tx for all j = 1, 2, n = 0, 1, 2, · · · are just the AKNS system (2).
With the help of the Lax pairs (17) and (18), the infinitely many nonlocal symmetries can be simply
expressed as
Nn =
n∑
k=0

 φ1,kφ1,n−k
φ2,kφ2,n−k

 , n = 0, 1, 2, · · · . (19)
Furthermore, the arbitrariness of the spectral parameter λ also makes it possible to the existence of
infinitely many square eigenfunction symmetries
N¯n =

 φ21n
φ22n

 , (20)
with 
 φ1n
φ2n


x
=

 −iλn p√b
q√
b
iλn



 φ1n
φ2n

 , (21a)

 φ1n
φ2n


t
=

 ibλ2n + 12 ipq − 12 ipx − pλn
1
2 iqx − qλn −ibλ2n − 12 ipq



 φ1n
φ2n

 . (21b)
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3 Localization of nonlocal symmetries
Now, one of the important question is what kind of finite transformations are related to the nonlocal
symmetries. In this section, we only concentrate on the finite transformation of the square eigenfunction
symmetry N0 (14). According to the Lie’s first principle, to find the finite transformation of N0, one has
to solve the “initial value” problem
dp′(ǫ)
dǫ
= φ′21 (ǫ), p
′(0) = p, (22a)
dq′(ǫ)
dǫ
= φ′22 (ǫ), q
′(0) = q, (22b)
with 
 φ′1(ǫ)
φ′2(ǫ)


x
=

 −iλ p
′(ǫ)√
b
q′(ǫ)√
b
iλ



 φ′1(ǫ)
φ′2(ǫ)

 , (23a)

 φ′1(ǫ)
φ′2(ǫ)


t
=

 ibλ2 + 12 ip′(ǫ)q′(ǫ) − 12 ip′x(ǫ)− p′(ǫ)λ
1
2 iq
′
x(ǫ)− q′(ǫ)λ −ibλ2n − 12 ip′(ǫ)q′(ǫ)



 φ′1(ǫ)
φ′2(ǫ)

 . (23b)
Because of the presence of φ′1(a) and φ
′
2(a) in the initial value problem (22), we have to study the
corresponding symmetry transformation for the spectral functions φ1 and φ2 related to the symmetry N0
for p and q. In other words, we have to solve the symmetry equations
 σφ1x
σφ2x

 =

 −iλ p√b
q√
b
iλ



 σφ1
σφ2

+

 φ2√b 0
0 φ1√
b



 σp
σq

+ iσλ

 −φ1
φ2

 , (24)
and
 σφ1t
σφ2t

 =

 ibλ2 + 12 ipq − 12
√
b(ipx + 2pλ)
1
2
√
b(iqx − 2qλ) −ibλ2 − 12 ipq



 σφ1
σφ2

+√bσλ

 2i
√
bλφ1 − pφ2
−2i
√
bλφ2 − qφ1


+

 i2qφ1 −
√
b
2 φ2(2λ+ i∂x)
i
2pφ1
− i2qφ2 − i2pφ2 +
√
b
2 φ1(i∂x − 2λ)



 σp
σq

 , (25)
with
σp = φ21, σ
q = φ22. (26)
It is not difficult to verify that Eqs. (24), (25) and (26) possess the solution
σφ1 = φφ1, σ
φ2 = φφ2, (27)
with
φx =
1√
b
φ1φ2, (28a)
φt =
i
2
(qφ21 − pφ22)− 2
√
bλφ1φ2. (28b)
Similarly, due to the entrance of φ in (27), we have to study the solution of the symmetry equation for
the field φ
σφx =
1√
b
(σφ1φ2 + σ
φ2φ1), (29a)
6
σφt =
i
2
(σqφ21 − σpφ22 + 2qφ1σφ1 − 2pφ2σφ2)− 2
√
bλ(σφ1φ2 + σ
φ2φ1), (29b)
with (26) and (27). One can prove that the consistent condition of (29), φxt = φtx, is identically satisfied.
It is straightforward to find that the meaningful solution of (29) with (26) and (27) has the form
σφ = φ2. (30)
Thus, the nonlocal symmetry N0 of the AKNS system is localized for the prolonged system (2), (12),
(13) and (28). Meanwhile, the initial value problem (22) is changed to
dp′(ǫ)
dǫ
= φ′21 (ǫ), p
′(0) = p, (31a)
dq′(ǫ)
dǫ
= φ′22 (ǫ), q
′(0) = q, (31b)
dφ′1(ǫ)
dǫ
= φ′(ǫ)φ′1(ǫ), φ
′
1(0) = φ1, (31c)
dφ′2(ǫ)
dǫ
= φ′(ǫ)φ′2(ǫ), φ
′
2(0) = φ2, (31d)
dφ′(ǫ)
dǫ
= φ′2(ǫ), φ′(0) = φ. (31e)
After solving out the initial value problem (31), we have the following auto-Ba¨cklund transformation
(ABT) theorem:
ABT theorem. If {p, q, φ1, φ2, φ} is a solution of the prolonged AKNS system (2), (12), (13) and
(28), so is {p′(ǫ), q′(ǫ), φ′1(ǫ), φ′2(ǫ), φ′(ǫ)} with
p′(ǫ) = p+
ǫφ21
1− ǫφ, (32a)
q′(ǫ) = q +
ǫφ22
1− ǫφ, (32b)
φ′1(ǫ) =
φ1
1− ǫφ, (32c)
φ′2(ǫ) =
φ2
1− ǫφ, (32d)
φ′(ǫ) =
φ
1− ǫφ. (32e)
4 Symmetry reductions of the AKNS system with nonlocal sym-
metries
Symmetry reduction is one of the powerful method to study exact solutions of nonlinear systems
[19]. However, one usually uses the local symmetries to find symmetry reductions while the existence
of infinitely many nonlocal symmetries [20] is ignored by most of scientists. Recently, we find that the
nonlocal symmetries can be successfully used to obtain some types of important interaction solutions
which are difficult to be found by other approaches [14, 15].
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In this section, we study the symmetry reductions of the AKNS system (2) under the local symmetries
{K0, K1, K2, τ0, τ1} and the nonlocal symmetry N0 which is corresponding to the infinitesimal form of
the Ba¨clund transformation. As in the KdV case [15], to find symmetry reductions related to the nonlocal
symmetry, we have to enlarge the original system such that the nonlocal symmetry can be localized for
the enlarged system.
For the AKNS system, its enlarged system has been given in the last section. It is easy to demonstrate
that the general Lie point symmetry solution of the enlarged AKNS system (2), (12), (13) and (28) has
the form
σnl =


σp
σq
σφ1
σφ2
σφ
σλ


=


(c5x+ c4t+ c2)px + (2c5t+ c3)pt + (−c1 + c5 + c4bix)p+ c6φ21
(c5x+ c4t+ c2)qx + (2c5t+ c3)qt + (c1 + c5 − c4bix)q + c6φ22
(c5x+ c4t+ c2)φ1x + (2c5t+ c3)φ1t + (c1(a− 12 ) + c6φ+ 12c4bix)φ1
(c5x+ c4t+ c2)φ2x + (2c5t+ c3)φ2t + (c1(a+
1
2 ) + c6φ− 12c4bix)φ2
(c5x+ c4t+ c2)φ1x + (2c5t+ c3)φ1t + (2c1a− c5 + c6φ)φ
c5λ− b2c4


. (33)
The last component of the symmetry (33) implies that for the enlarged system the scaling and Galileo
invariance must company by the transformation of the spectral parameter λ.
To find the symmetry reductions related to the nonlocal symmetry, i.e., to find group invariant
solutions related to the symmetry (33) with c6 6= 0, two nontrivial cases should be considered for c5 6= 0
and c5 = 0.
Case 1 c5 6= 0. In this case, the group invariant solution can be solved from the invariant condition
σnl = 0. The final result has the form
φ =
c5C1
c6
[
tanh
(
F (ξ) + C1 ln(τ)
)]
, ξ =
x+ c5
τ
+
c4τ
2c25
, τ =
√
2c5t+ c3, (34a)
φ1 = Φ1(ξ)sech
(
F (ξ) + C1 ln(τ)
)
τ
1
4a
[2a(ibc4C2−1)+2C1+1] exp
[
− ibc4τ
c35
(c4τ + 4c
2
5ξ)
]
, (34b)
φ2 = Φ2(ξ)sech
(
F (ξ) + C1 ln(τ)
)
τ−
1
4a
[2a(ibc4C2+1)+2C1+1] exp
[
ibc4τ
c35
(c4τ + 4c
2
5ξ)
]
, (34c)
p =
[
P (ξ)− c6
c5C1
Φ21(ξ) tanh
(
F (ξ) + C1 ln(τ)
)]
τ ibc4C2−1+
2C1+1
2a exp
[
− ibc4τ
4c35
(c4τ + 4c
2
5ξ)
]
, (34d)
q =
[
Q(ξ)− c6
c5C1
Φ22(ξ) tanh
(
F (ξ) + C1 ln(τ)
)]
τ−ibc4C2−1−
2C1+1
2a exp
[
ibc4τ
4c35
(c4τ + 4c
2
5ξ)
]
, (34e)
where C1 ≡ ac1c5 − 12 , C2 ≡ c2c25 −
c3c4
2c3
5
, while the group invariant functions F (ξ), P (ξ), Q(ξ), Φ1(ξ) and
Φ2(ξ) should satisfy symmetry reduction equations which can be obtained by substituting (34) into the
prolonged system (2), (12), (13) and (28). It is straightforward to find the final reduction equations
Fξ =
c6Φ1Φ2
c5C1
√
b
, (35a)
Q =
2ic5ξΦ2√
bΦ1
+
PΦ22
Φ21
− 2ic
2
5C
2
1
c6Φ21
, (35b)
Φ1ξ =
PΦ2√
b
, (35c)
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Φ2ξ =
QΦ1√
b
, (35d)
Pξ =
P 2Φ2√
bΦ1
− 2ic
2
5C
2
1P√
bc6Φ1Φ2
+
c26Φ2Φ
3
1√
bc25C
2
1
+
ic5(1 + 2C1 + 2iabc4C2 − 2a)Φ1
2
√
baΦ2
. (35e)
Case 2 c5 = 0. In this case, c4 = 0 should be hold at the same time because of the last component
of (33). Without loss of generality, we can take c2 = 0, c3 = 1. The final group invariant solution can be
written as,
φ =
c1a
c6
[
tanh
(
F (η) + ac1t
)− 1], η = x− ct, (36a)
φ1 = Φ1(η)sech
(
F (η) + ac1t
)
exp
(
−c1t
2
)
, (36b)
φ2 = Φ2(η)sech
(
F (η) + ac1t
)
exp
(
−c1t
2
)
, (36c)
p =
[
P (η)− c6
c1a
Φ21(η) tanh
(
F (η) + ac1t
)]
exp(c1t), (36d)
q =
[
Q(η)− c6
c1a
Φ22(η) tanh
(
F (η) + ac1t
)]
exp(−c1t). (36e)
The group invariant functions F (η), P (η), Q(η), Φ1(η) and Φ2(η) satisfy the following reduction equa-
tions
Fη =
c6Φ1Φ2
c1a
√
b
, (37a)
Q =
2i(c− 2bλ)Φ2√
bΦ1
+
PΦ22
Φ21
− 2ia
2c21
c6Φ21
, (37b)
Φ1η =
PΦ2√
b
− iλΦ1, (37c)
Φ2η =
QΦ1√
b
+ iλΦ2, (37d)
Pη =
P 2Φ2√
bΦ1
− 2iP
(
λ+
c21a
2
√
bc6Φ1Φ2
)
+
c26Φ2Φ
3
1√
ba2c21
+
(ic1 − 2cλ+ 2bλ2)Φ1√
bΦ2
. (37e)
The group invariant solutions (34) and (36) hint us that we may develop a simpler while effective method
to solve the AKNS system as for other nonlinear systems such as the KdV and KP equations [16]. It is
noted that the exact solutions of the reduction systems (35) and (37) are left to be discussed at the end
of the next section.
5 Generalized tanh function expansion method
As mentioned in the last section, the AKNS (and then NLS) system can be solved via a function
expansion method, the generalized tanh function expansion method. Since the calculations are very
simple, it is preferred to directly write down the following nonauto-Ba¨cklund transformation (NABT)
theorem:
NABT theorem. If w is a solution of
(
wt
wx
)
t
=
(
3w2t
2w2x
+
1
2
w2x −
1
4
{w; x} + 4λb wt
wx
)
x
, {w; x} ≡ wxxx
wx
− 3
2
w2xx
w2x
, (38)
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then
p =
√
b
[
wx tanh(w) − ib wt
wx
− 2iλ− 1
2
wxx
wx
]
eiu, (39a)
q =
√
b
[
wx tanh(w) + ib
wt
wx
+ 2iλ− 1
2
wxx
wx
]
e−iu, (39b)
is a solution of the AKNS system (2) with the consistent conditions for the ‘phase’ u
ux = 2b
wt
wx
+ 2λ, (40a)
ut = 3b
w2t
w2x
+ 8λ
wt
wx
+ bw2x + 6bλ
2 − b
2
{w; x}. (40b)
The consistent condition uxt = utx of (40) is nothing but (38).
The theorem can be proved via two very simple means, the truncated Painleve´ analysis and the tanh
function expansion method. The Painleve´ analysis is one of the best approaches to study and solve special
solutions for nonlinear physical systems. The function (especially the tanh function) expansion method
is usually used to find traveling wave solutions of the nonlinear partial differential equations. Actually,
the latter can be considered as the special case of the truncated Painleve´ expansion approach. Using
the standard Painleve´ analysis, it is straightforward to find the following auto- and nonauto-Ba¨cklund
transformation (ANBT) theorem:
ANBT theorem. If φ is a solution of
(
φt
φx
)
t
=
(
3φ2t
2φ2x
− 1
4
{φ; x}+ 4λb φt
φx
)
x
, (41)
then both
p′ = −
√
b
[
ib
φt
φx
+ 2iλ+
1
2
φxx
φx
]
eiu, (42a)
q′ =
√
b
[
ib
φt
φx
+ 2iλ− 1
2
φxx
φx
]
e−iu, (42b)
and
p′′ =
√
b
φx
φ
eiu + p′, (43a)
q′′ =
√
b
φx
φ
e−iu + q′, (43b)
are solutions of the AKNS system (2) with the consistent conditions for u
ux = 2b
φt
φx
+ 2λ, (44a)
ut = 3b
φ2t
φ2x
+ 8λ
φt
φx
+ 6bλ2 − b
2
{φ; x}. (44b)
It is remarkable that (42) defines a NABT between the Schwarzian AKNS (41) and AKNS (2) while
(43) defines an ABT between two solutions {p′, q′} and {p′′, q′′} of the AKNS system. The consistent
condition, uxt = utx, of (44) is nothing but the Schwarzian AKNS (41).
Because both the quantities φt/φx and {φ; x} are Mo¨bious transformation
φ→ aφ+ b
cφ+ d
, (ad− bc 6= 0) (45)
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invariants, the Schwarzian AKNS (and NLS) equation (41) is invariant under the Mo¨bious transformation
(MT) (45). Actually, (45) is just a special MT for a = d = 1, b = 0, c = −ǫ with its infinitesimal form
(30) because φ defined by (28) solves the Schwarzian AKNS (41).
Using the ANBT theorem and the following straightening transformation,
φ =
2
tanh(w)− 1 , (46)
the NABT theorem is naturally proved.
We call the transformation (46) as the straightening transformation, because it transforms the single
soliton solution of the Schwarzian AKNS (41) and then the AKNS (2) to a straight line solution w =
k0x + ω0t. Furthermore, to add a soliton on any AKNS seed solution becomes a simple work to add
a straight-line on w equation, i.e., w = k0x + ω0t + wseed(x, t) for w equation. It is obvious that the
solution expression (39) is the generalization of the usual tanh function expansion method. Actually,
the transformation (46) converts the usual truncated Painleve´ expansion approach to the most general
extension of the special tanh function expansion method.
In fact, the group invariant solutions (34) and (36) with (35) and (37) are just the special cases of
the theorem by taking
w = C1 ln τ + F (ξ),
and
w = ac1t+ F (η),
respectively.
Though the special function expansion and the truncated Painleve´ expansion have been utilized by
many authors, no one can use them to generate interaction solutions between solitons and other types
of waves such as the Painleve´ waves, the cnoidal periodic waves and the quasi-periodic waves (algebra-
geometric solutions). All the known results obtained via the function expansion method, the truncated
Painleve´ expansion approach and other similar ones like the homogeneous balance method, the Riccati
equation method and other auxiliary equation methods lose their generality. Thus, only some very special
solutions such as the traveling or equivalent (which can be changed to) traveling waves (in new space-time)
are obtained. Nonetheless, for instance, the NABT theorem is a general transformation without loss of
any generality. Therefore, the method developed here can readily produce various new exact solutions
(including those in the last section), which have not yet been found before. In the next section, we only
focus on the interacting wave solutions between the soliton and cnoidal waves.
6 Wave interaction solutions of the AKNS and NLS system
Now, we use the theorem in the last section to find the interacting wave solutions of Eq. (38) with
respect to w or equivalently Eq. (41) regarding φ. The theorem shows that the single soliton (or solitary
wave) solution of the AKNS system (2) is only a straightened line solution w = kx + ωt of Eq. (38).
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This fact reveals that to find the interaction solutions between solitons and other nonlinear excitations,
we only need to find solutions in the form of
w = k0x+ ω0t+ v,
where v is a function of x and t and satisfies
vxx(k0 + vx)
4 −
(
vtt − 4bλvxt + 1
4
vxxxx
)
(k0 + vx)
2 + [4(vxt − bλvxx)(ω0 + vt) + vxxvxxx] (k0 + vx)
−3vxx(ω0 + vt)2 − 3
4
v3xx = 0. (47)
Here, we just write down the soliton-cnoidal wave interaction solution for {w, u} equations (38) and
(40),
w = k0x+ ω0t+ c Eπ(sn(kx+ ωt,m), n+ 1,m), (48a)
u = u0 +
(
2λ+ 2b
ω0
k0
)
x+ b
(
m2ck3
k0(n+ 1)
+ k20 + 6λ
2 + 8λ
ω0
k0
+ 3
ω20
k20
)
t
+
2bc(kω0 − k0ω)
kk0(k0 + kc)
Eπ
(
sn(kx+ ωt,m),
k0(n+ 1)
kc+ k0
,m
)
, (48b)
where {u0, m, n, k1, k2} are arbitrary constants, other two arbitrary constants related to the initial
center positions of the soliton and the cnoidal wave have been removed, and
c2 = n− nm
2
1 + n
, δ2 = 1,
ω = −2bkλ− bkδ
[
c2k3(c2 − n)− 2ck0k2(n+ nc2 − n2 − 2c2)− 3kk20(2nc2 − c2 − n2)− 4nck30
]
2
√
nck0(kc+ k0)(kc− nk0)(ck0 + kc2 − kn)
,
ω0 = −2bk0λ+
bδk0
[
c2k3(c2 − n) + kk20(2nc2 − c2 − n2) + 2nck30
]
2
√
nck0(kc+ k0)(kc− nk0)(ck0 + kc2 − kn)
. (49)
In the solution (48), sn(z,m) is the usual Jacobi elliptic sine function and Eπ(ζ, n, m) is the third type
of incomplete elliptic integral defined by
Eπ(ζ, n, m) =
∫ ζ
0
dt
(1− nt2)
√
(1− t2)(1 −m2t2) .
Correspondingly, the physical quantity, the strength of the AKNS fields {p, q}, I ≡ pq (i.e., I = |p|2 for
NLS), reads
I = b
[kc− k0(S2 − 1)]2
(1− S2)2 tanh
2(w) − 2bck
2SCD
(1 − S2)2 tanh(w) + 4bλ
2 + 2
(
ω0
k0
+
ω
k
)
λ+
bk2c2
(1 − S2)2
+b
ωω1
kk0
+ b
c2k3(c2 − n) + kk0(2nc2 − c2 − n2) + 2nck30
2nck0
+ bk
kc2(2n− 1) + n(2ck0 − kn)
n(S2 − 1) ,(50)
where w is given by (48), S ≡ √n+ 1sn(kx+ωt,m), C ≡ √n+ 1cn(kx+ωt,m), and D ≡ dn(kx+ωt,m).
The soliton-cnoidal wave interaction structure expressed by (50) with (48) is abundant. In the following,
four types of special soliton-cnoidal waves are presented to show a variety of properties of the dark (gray)
solitons under the background full of bright periodic cnoidal waves.
Fig. 1a exhibits the first type of special soliton-cnoidal wave structure of I determined by Eq. (50)
for the NLS equation at t = 0 with the parameters selected as
{b, k1, k2, δ, λ,m, n, c, ω0, ω} = {1, 1,−1,−1, 0, 0.999,−0.01, 0.00898989,−0.0919418, 0.202157}, (51)
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while Fig. 1b displays its time evolution. From Fig. 1b, some interesting new important physics phe-
nomena can be observed. (i) It is known that, in principle, the interactions between solitons are elastic,
the only exchange is the ‘phase’ shift (the shift of the soliton centers). Fig. 1b shows that the interaction
between soliton and cnoidal wave (everyone peak of the cnoidal wave) is elastic except for a phase shift.
(ii) Because the phase (the center of the soliton) will be shifted by every peak of the cnoidal periodic wave,
the cumulative effect of the repeated phase shifts is equivalent to the deceleration and/or acceleration of
the soliton. In the ocean, there are some typical nonlinear waves which can travel in a very long distance.
For instance, the tsunami waves in 2004 traveled 8000 km from epicenter (near Banda Aceh, Northern
Sumatra, Indonesia) to Port Elizabeth, South Africa! That means the tsunami waves have to be described
by solitons or solitary waves. To describe the oceanic waves, the NLS equation (2) with q = p∗ possesses
the space variable x and time t. Thus, if this NLS soliton is utilized to describe the tsunami waves, then
Fig. 1b demonstrates the deceleration effect resulted from the interactions between the soliton and the
background waves. It should be mentioned that the tsunami waves may be described by other soliton
equations such as the Korteweg de Vries (KdV) and Kadomtsev-Petviashvili (KP) equations. The similar
soliton-cnoidal wave interaction solutions and the same conclusions can be obtained [16, 15]. In optics,
especially for the fiber solitons, the NLS equation possesses the space variable t and the time variable x.
In this case, Fig. 1b reveals the acceleration effects due to the soliton-cnoidal wave interaction.
Fig.1a
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Fig 1: The first type of special soliton-cnoidal wave interaction solution for the NLS system given by (50) with the
parameter selections (51): (a) The special structure at t = 0; (b) The density plot for time evolution.
Fig. 2a displays the second type of soliton-cnoidal wave structure with the parameters fixed as
{b, k1, k2, δ, λ,m, n, c, ω0, ω} = {1, 1, 1,−1, 0, 0.9,−0.2,−0.05, 0.779897, 2.2540497}, (52)
at the initial time, and its time evolution is explored in Fig. 2b. It is seen from Fig. 2a that for small
m (not very close to 1, here m = 0.9) the cnoidal wave is different from the soliton lattice. However, the
interaction between the soliton and every peak of the cnoidal periodic wave is also elastic with nonzero
phase shifts.
Fig.2a
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Fig. 2: The second type of special soliton-cnoidal wave interaction structure of (50) with the parameter selections (52):
(a) The special structure at t = 0; (b) The density plot for time evolution.
Fig. 3a, Fig. 3b and Fig. 3c are the time evolutional plots for the third type of soliton-cnoidal wave
interaction structure with the parameters determined as,
{b, k1, k2, δ, λ,m, n, c, ω0, ω} = {1, 1, 1,−1, 0.5, 0.999,−0.875,−2.4720451,−3.0730997,−0.858140}, (53)
at times t = −10, 0, and 10, respectively. It is noted that if the parameter 0 < n+1 < 1 is fixed smaller
and smaller in Figs. 1-3, then the relative depth of the gray soliton lattice is shallower and shallower
compared with that of the single non-lattice soliton.
Fig. 4 shows the fourth type of special soliton-conoidal wave interaction solution with the parameters
being set as
{b, k1, k2, δ, λ,m, n, c, ω0, ω} = {1, 1, 1,−1, 0.5, 0.999,−0.00273650,−0.00142257,−0.665981, 0}. (54)
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Fig. 3: Evolution of the third type of special soliton-cnoidal structure of the NLS system with the parameter selections
(54) at (a) t = −10, (b) t = 0, and t = 10, respectively.
It is clear that the optical soliton lattice (cnoidal wave) can also be static. In Fig. 4b, the moving soliton
elastically interacts with every static lattice with the same phase shifts. From Fig. 4b, one can clearly
get a novel interesting physical idea. Owing to the sudden shifts at the centers of the optical beams,
the soliton-cnoidal wave interaction solution can be used to produce the controllable routing switches
applicable in optical information and communication.
It is not surprising that whenm→ 1 in Eq. (48), the soliton-cnoidal wave interaction solution reduces
to the two-soliton solution, whose interaction behaviors are displayed in Fig. 5 with the parameters
selected as
{b, k1, k2, δ, λ,m, n, c, ω0, ω} = {1, 1, 1,−1, 0, 1,−0.95,−4.248259,−5.894616, 0.3634499}. (55)
7 Summary and discussions
To sum up, infinitely many nonlocal symmetries of the AKNS system are obtained by expanding
the square eigenfunction symmetry with respect to the spectral parameter λ or equivalently by means of
infinitely many Lax pair (17) and (18). Though the square eigenfunction symmetry (14) is nonlocal for
the original AKNS system, it is localized for the enlarged system (2), (12), (13) and (28). The prolonged
AKNS system is studied by symmetry reductions with localized symmetries which is nonlocal for the
original system. Hinted by the results of the symmetry reductions, two quite simple but equivalent meth-
ods, the truncated Painleve´ expansion approach and the generalized tanh function expansion method, are
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Fig. 4. The interaction solution of the NLS system for moving soliton and static lattice: (a) A plot of the special structure
of (50) with (54) at t = −5; (b) Time evolution of (a).
established to explore interactions between different nonlinear excitations. Especially, the soliton-cnoidal
wave interaction solutions are explicitly expressed by the Jacobi elliptic functions and the third type of
incomplete elliptic integral. In order to extend the known method to discover new phenomena in nonlin-
ear physics, the key point is the straightening transformation (45) which straightens the single soliton to
a straight line solution and transforms the truncated Painleve´ expansion to an extended tanh function
expansion method. The methods are valid for all integrable systems and even nonintegrable models be-
cause both the truncated Painleve´ analysis and the tanh expansion method can generate exact solutions
of partially solvable nonlinear models. The theorems can be used to find interaction solutions between
solitons and any other NLS waves. However, for simplicity, only the soliton-cnoidal wave interaction
solutions are discussed in detail.
The soliton-cnoidal wave interaction solutions display some interesting new physical phenomena. The
first observation is that the interactions between the soliton and the background waves are elastic with
phase shifts. The further consideration implies that the accumulated effect due to the interactions between
soliton and the background waves is equivalent to the deceleration for the oceanic solitary waves (such as
the tsunami waves) and the acceleration for the optical fiber solitons. Another potential application of
the soliton-cnoidal interaction solution is to offer a new mechanism to produce the controllable routing
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Fig. 5. The special case of soliton-cnoidal wave interaction, two soliton case (50) with (55).
switches in optical information and communications.
The methods and what obtained in this paper are valid to all the integrable models. The details
on the methods for other nonlinear systems, other types of interacting wave solutions, other methods to
solve interaction solutions between different types of nonlinear excitations, other possible new physical
applications, and so on, will be reported in our future research work.
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11275123, 11205092 and 10905038), Shanghai Knowledge Service Platform for Trustworthy Internet of
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