The functionality of robots can be improved by programmming them to learn tasks from practice. Learning at the task level provides advantages over simply perfecting models of the robot's component systems. Task-level learning can compensate for the structural modelling errors of the robot's lower level control systems and can speed up the learning process by reducing the degrees of freedom of the models to be learned. We demonstrate two general learning prweduresfixed-model learning and refined-model learning-n a ball-throwing robot system. Both learning approaches refine the task command based on the performance error of the system, while they ignore the intermediate variables separating the lower level systems. We provide both experimental and theoretical evidence that task-level learning can improve the functionality of robots.
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Introduction
We have built a ball-throwing robot system that improves its performance with practice (Figure 1) . The task is to throw a ball at a target.
Given an estimate of the target location, the system uses a ballistic model of the ball flight and a kinematic model and dynamic model of the robot to calculate a desired trajectory for the robot arm. The robot then throws the ball at the target. A vision system measures where the ball lands with respect to the target. Based on the error in performance, the system applies a task-level learning prwedure to modify the desired trajectory of the robot arm. The robot system then throws the ball again with this updated trajectory.
We have developed two task-level learning algorithms that use the error in performance to modify the system command. Fixed-model learning modifies the command by applying an inverse model of the system to the performance error. Refined-model learning is an interpolation procedure that refines the system command and improves the model simultaneously. Applying learning at the task level is a promising approach for making robots perform a wide range of common tasks. Task-level learning provides a method of compensating for the structural modelling errors of the robot's component level control systems. Task-level learning is applied to the entire system, as oppwed to each component Q vision ayatem . . . . . level module, in order to reduce the degrees of freedom of the learning problem. As a result, learning on the task-level is simpler and faster than learning on the component system level.
The Ball-Throwing System
The ball-throwing robot can be considered as an input/output system driven by input variables (commands) and responding with output The last link of the MIT Serial Link Direct Drive Arm [Asada and Youcef-Toumi 19873 is used to throw the ball at the target plate. The robot is positioned 80 that the last link of the arm rotates in a vertical plane. The robot swings this link through a 180' arc from 225' to 45', catapulting the ball to the target. The joint is servoed to a fifth order polynomial trajectory that accelerates the arm from rest until it reaches 135' and then decelerates the arm to rest at 45'. A 4cm rubber ball is placed into a 3.5cm diameter hole at the end of the third link of the robot. The ball leaves the hole as the robot arm decelerates during the throw. No release mechanism is used, but the release position is assumed to be when the last link is at 135'. The ball is thrown further by shortening the duration of the throw, which increases the release velocity (the trajectory length is held constant). This trajectory duration is the task command, c, that is refined by the learning procedure to achieve the task.
A video camera records where the ball hits the target plate. The impact of the ball is sensed by a force sensor on which the target plate is mounted. This signal is used to choose the video frames to be stored for later analysis. After the throw, the location of the ball on the target plate is manually measured from the appropriate video frame. This location serves to measure the task performance, p, in accomplishing the task. The basis of task-level learning in this throwing experiment is to modify the top-level system command 80 that task performance i m proves. We present two general learning methods that improve system performance with practice. They both use the task performance error as well as the system model to refine the system command.
.
Fixed-Model Learning
In fixed-model learning the inverse model is used to estimate the command errors based on the performance errors. A correction term, which we label A, is updated after each attempt at the task. In ball throwing, the error correction is updated after each throw by the amount the ball missed the target along the target plane. This measured error-whether positive or negative-updates A as a running sum: An+l = An -(hit. -target). The error correction is added to the desired performance and transformed through the inverse model to get the new trajectory duration: duration.+l= 9-'(target + A.+1). This action corresponds to our intuition that we should aim higher if we are hitting too low. Together, the first and second equations provide the basis for fixed-model learning.
Fixed-model learning was applied to the ball throwing task. The target was placed at a horizontal distance of 5.75 meters and a height of -0.9 meters from the robot. Using the ballistic and kinematic models of the robot system, a commanded trajectory duration of 138 milliseconds was calculated. (A, is defined to be zero.) The robot threw the ball with this command, resulting in a performance error of 28cm in the target plane. The error correction term was then calculated to be 28cm using the first equation, and the commanded trajectory duration was refined t o 143ms using the second equation. On the next throw, the performance error was 22cm, and the error correction term was calculated to be 6cm. This iterative learning procedure was followed until the robot successfully completed the task. The trajectory duration for the successful throw was 156ms. The open boxes in Figure 2 show the performance improvement with practice. For the nth throw shown on the x-axis, the corresponding performance error is plotted on the y-axis. By applying fixed-model learning, the robot system successfully performed the task after the eighth iteration.
behavior of both the model and system. The convergence criteria can be derived by using fixed point theory [Wang and Horowitz 19851. The commands converge according to 6cn+1 = (I -j-lJ)6cn, where signifies the change in the nth command, where J signifies the Jacobian of the ball-throwing system, and 3-l signifies the inverse Jacobian of the ball-throwing model [Atkeson et al. 19871 . The m a trix ( I -j -l J ) indicates whether fixed-model learning will converge.
When the model and system are both linear functions of their inputs, the matrix ( I -j -l J ) provides global convergence criteria.
In the general case where model and system are non-linear functions of their inputs, it is difficult to develop global convergence criteria. The criteria developed for the linear case can be applied locally, however, as a necessary but not sufficient condition for convergence.
Thus, all the eigenvalues of the matrix ( I -j -l J ) must be less than one in absolute value for learning to converge. If the magnitude of any eigenvalue is greater than one, fixed-model learning will almost certainly degrade performance. The better the model approximates the system, the closer the magnitudes will be to zero, and the more likely learning is to converge.
We applied this local convergence criteria to the ball throwing system. The command-performance behavior of both the model and system was plotted. Due to space limitations, the plots are not presented here but can be found in Aboaf et al. [1987] . The model and system were fit by linear functions: J was estimated to be -1.70 and j was estimated to be -5.44. The eigenvalue of (I -3-l J) for this model and system was then calculated to be 0.69. This value is less than one, indicating that the ball throws are likely to converge to the target. The open boxes in Figure 2 demonstrate that the ball throws did in fact converge.
The performance of the learning procedure refers to the rate of convergence. The geometric rate of convergence is given by the magnitudes of the eigenvalues of ( I -j -l J ) . In the ball-throwing task, the geometric rate of convergence was calculated to be 0.69. The ac-
The convergence of fixed-model learning depends on the input/output 
Refined-Model Learning
Refined-model learning refines the model as well as the command during practice. It is an interpolation procedure that constructs a local linear model of the system. A complete explanation is given in Aboaf et al. [1987] . The results of refined-model learning for the ball throwing task are given by the open triangles in Figure 2 . The desired performance was reached in just five iterations.
Discussion
The most important contribution of this work is to demonstrate that learning at the task-level can take place in the absence of perfect modelling at the component system level. Further, the top-level task is learned and not the individual modules that make up the system. In our ball-throwing robot system, the ballistic, kinematic, and dynamic models were never improved, whereas the task performance was. The desired trajectory of the robot arm was never perfectly followed, for example, but the task was accomplished. Figure 3 shows the desired velocity trajectory on the final throw that resulted in a perfect hit (zero error) as well as the actual velocity trajectory of the robot arm. The difference between the desired and actual trajectories is an indication that learning can proceed at the task level, even though lower level modules do not perform perfectly.
Learning from practice has been demonstrated to improve the peformance of a fairly simple task-ball throwing. Task-level performance errors are reduced by actually attempting the task. The lower level component modules of the system can be largely ignored during this learning process. The two learning procedures are both an alternative to extensive model calibration and a complement to more accurate modelling.
