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Abstract
The increasing size of data sets has lead to variable selection in regression be-
coming increasingly important. Bayesian approaches are attractive since they allow
uncertainty about the choice of variables to be formally included in the analysis.
The application of fully Bayesian variable selection methods to large data sets is
computationally challenging. We describe an adaptive Markov chain Monte Carlo
approach called Individual Adaptation which adjusts a general proposal to the data.
We show that the algorithm is ergodic and discuss its use within parallel tempering
and sequential Monte Carlo approaches. We illustrate the use of the method on two
data sets including a gene expression analysis with 22 577 variables.
Keywords: Bayesian variable selection; spike-and-slab priors; high-dimensional data;
large p, small n problems; linear regression
1 Introduction
The problem of choosing a subset of potential variables to include in a linear model is
an important, and well-studied, problem in statistics. Let y be an (n×1)-dimensional
vector of responses and X be an (n × p)-dimensional data matrix. The indicator
variable γi denotes whether the i-th variable is included in the model (when γi = 1)
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and we define pγ =
∑p
j=1 γj . The linear regression model is
y = α1 +Xγβγ + 
where 1 is an (n×1)-dimensional vector of 1’s,Xγ is the sub-matrix ofX where the i-
th column is included if γi = 1, βγ is a (pγ×1)-dimensional vector and  ∼ N(0, σ2In).
It will be useful to define the notation θγ = (α, βγ).
Bayesian methods are attractive for the variable selection problem since they can
formally incorporate uncertainty about the form of the model and provide Bayesian
model averaged (BMA) estimates of common parameters and predictions. These can
be substantially more accurate than those from a single model. A prior distribution
is placed on the parameters θγ and σ2 jointly with the model γ. The most commonly
used prior structure is
p(α, σ2, βγ , γ) ∝ σ−2p(βγ |σ2, γ)p(γ) (1)
with βγ |σ2, γ ∼ N(0, σ2Vγ) and p(γ) = hpγ (1− h)p−pγ .
The hyperparameter 0 < h < 1 is the prior probability that a particular variable
is included in the model and Vγ is often chosen as proportional to (XTγ Xγ)−1 (a g-
prior) or to an identity matrix (implying conditional prior independence between
the regression coefficients). The use of these methods extends beyond regression
problems and underlies Bayesian approaches to many problems, such as flexible
curve and surface estimation.
Posterior inference is challenging since the number of models (2p) is very large
if p is not small and the posterior distribution may be highly multi-modal. Interest
normally centres around low-dimensional summaries such as posterior inclusion
probabilities (PIP’s) or predictive distributions for future observations. There is a
large literature on computational strategies for model uncertainty problems and,
particularly, regression models, see e.g. George and McCulloch (1997); Dellapor-
tas et al. (2002); O’Hara and Sillanpa¨a¨ (2009); Bottolo and Richardson (2010); Clyde
et al. (2011) and references therein. There are two main computational approaches:
Markov chain Monte Carlo (MCMC) sampling and heuristic search methods aim-
ing to find the highest posterior probability models. Garcı´a-Donato and Martı´nez-
Beneito (2013) provide an interesting comparison of these two methods which they
term empirical and renormalization respectively. They show that the renormal-
ization method is prone to biased estimates of posterior probabilities whereas the
MCMC method can provide consistent estimates. Successful estimation using the
empirical method depends on having a representative sample from the posterior
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distribution. This is challenging since the model space is large and the posterior
distribution is potentially multi-modal. Many MCMC schemes have been proposed
for this model (see e.g. Garcı´a-Donato and Martı´nez-Beneito, 2013) but these increas-
ingly struggle to provide representative samples as p becomes larger. The difficulty
of sampling from the posterior distribution is a particular problem with large num-
bers of covariates which is becoming increasingly common in many applications
(with p in the tens of thousands).
The complexity of the posterior distribution has lead to interest in methods where
the computational algorithm adapts to the data. For example, Kwon et al. (2011) con-
sider building transition probabilities using the correlation matrix of the regressors.
Alternatively, the algorithm can be adapted during the run. Nott and Kohn (2005)
developed a Gibbs sampling algorithm which allows the algorithm to adapt to the
marginal inclusion probabilities (the posterior probability that a variable is included
in the model). Richardson et al. (2010) focus on high dimensional sparse multi-
response regression models, that are central to genomics, and develop an adaptive
Gibbs sampler for identifying hot spots in this context. Lamnisos et al. (2013) con-
struct a tuneable proposal distribution in a Metropolis-Hastings algorithm and de-
scribe an adaptive algorithm which tunes this parameter to achieve a pre-specified
average acceptance rate. Ji and Schmidler (2013) use a mixture distribution for the
proposal kernel and adapt its parameters to minimize the Kullback-Leibler diver-
gence from the target distribution. The problem of multi-modality can be addressed
using standard computational techniques such as parallel tempering or sequential
Monte Carlo samplers (Scha¨fer and Chopin, 2013, with application to variable selec-
tion) which use powered versions of the posterior distribution.
This paper describes a flexible adaptive Metropolis-Hastings algorithm that is
cheap to implement per iteration and is able to efficiently traverse the model space.
This leads to substantially more efficient algorithms than commonly-used methods.
The adaptation step relies on the optimal acceptance rate criterion (Roberts et al.,
1997; Roberts, 1998; Roberts and Rosenthal, 2001). The adaptation parameter is a
vector of length 2p which allows the deletion and addition of each variable condi-
tional on the current model to be optimised individually. This flexibility allows the
variables included in the model to change quickly and leads to substantial improve-
ments in mixing. Each individual adaptation step is cheap as the marginal likelihood
is calculated using a fraction of the variables which has the same order as the typical
a posteriori model size. We also show how this adaptive kernel can be used as a build-
ing block for interchain adaptation, parallel tempering and sequential Monte Carlo
schemes in more challenging multi-modal problems. We also verify its ergodicity
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under some typical regularity assumptions.
The paper is organised as follows: Section 2 introduces a new adaptive kernel
for variable selection which we term “individual adaptation”, Section 3 discusses
some methods for accelerating the convergence of the algorithm to the target accep-
tance probability. Section 4 considers their use as a building block in more complex
algorithms for exploring posteriors with well-separated modes. Ergodicity of the al-
gorithms is discussed in Section 5. Section 6 presents the application of the methods
to datasets with p = 100 and p = 22 576 possible covariates, and Section 7 con-
cludes. Supplementary material includes proofs of the ergodicity of the algorithms
and a further example using sequential Monte Carlo and parallel tempering meth-
ods. Matlab code is available from
http://www.kent.ac.uk/smsas/personal/jeg28/index.htm.
2 The individual adaptation algorithm
We will consider inference in Bayesian variable selection with a linear regression
model and conjugate prior as in (1) using a Metropolis-Hastings sampler. In this
case, the marginal likelihood p(y|γ) can be calculated analytically and a sampler can
be directly run on γ.
We define a very general proposal on model space with parametersA = (A1, . . . , Ap),
D = (D1, . . . , Dp) with 0 < Aj , Dj < 1 and η = (A,D). A new model, γ′, is proposed
independently, conditional on γ, according to the transition density
qη(γ, γ
′) = p(γ′|γ) =
p∏
j=1
p(γ′j |γj) =
p∏
j=1
qη,j(γj , γ
′
j)
where qη,j(γj = 0, γ′j = 1) = Aj , qη,j(γj = 0, γ
′
j = 0) = 1 − Aj , qη,j(γj = 1, γ′j =
0) = Dj , and qη,j(γj = 1, γ′j = 1) = 1−Dj . The values of γ′1, . . . , γ′p are conditionally
independent and so can be quickly sampled. The tuning parameter Aj is the proba-
bility that the j-th variable is added to the model (if it is currently excluded) and Dj
is the probability that the j-th variable is deleted from the model (if it is currently
included). The proposed model is accepted using the standard Metropolis-Hastings
acceptance probability
aη(γ, γ
′) = min
{
1,
p(y|γ′)p(γ′)qη(γ′, γ)
p(y|γ)p(γ)qη(γ, γ′)
}
.
The proposal allows multiple variables to be added or deleted from the model and,
consequently, we do not need separate add, remove or swap moves as in the stan-
4
dard multi-move proposal (Brown et al., 1998). If the number of additions and dele-
tions is different, the model size will be proposed to change. The expected proposed
change in the model size, given γ, is
∑p
i=1 I(γj = 0)Aj −
∑p
i=1 I(γj = 1)Dj and the
total number of variables proposed to be changed is
∑p
i=1 I(γj = 0)Aj +
∑p
i=1 I(γj =
1)Dj . Unconditionally, these equal
∑p
i=1 p(γj = 0|y)Aj −
∑p
i=1 p(γj = 1|y)Dj and∑p
i=1 p(γj = 0|y)Aj +
∑p
i=1 p(γj = 1|y)Dj respectively. Therefore, smaller values of
Aj and Dj will tend to lead to smaller changes in the model. However, the effect on
proposed model size of changing an individual Aj or Dj depends on the posterior
inclusion probability (PIP) for the j-th variable. The value of Aj will only have a
large effect on the average size of change if p(γj = 0|y) is large. The proposal is more
general than the one proposed by Lamnisos et al. (2009) and is easily extended to
allow the probabilities of adding or deleting each variable from the model to change
over the run of the sampler.
Working with this proposal seems, at first, problematic since there are 2p tun-
ing parameters A and D which must be specified at the start of the algorithm and
we have little guidance on their choice. Our solution is to follow the idea of Lam-
nisos et al. (2013) and choose values of these tuning parameters which give a pre-
specified acceptance rate by adapting these tuning parameters during the MCMC
run. Scha¨fer and Chopin (2013) note that the usual form of average acceptance rate
for Metropolis-Hastings samplers is not appropriate for the variable selection prob-
lem (or other problems on discrete spaces) where moves which do not change the
model (i.e. γ and γ′ are the same) have positive probability. These have an accep-
tance probability of 1 but do not help mixing since the model does not change. They
suggest using instead the mutation rate which is defined to be
a¯M =
∫
C(γ, γ′)aη(γ, γ′)qη(γ, γ′)p(γ|y)dγ′ dγ, (2)
where C(γ, γ′) = 0 if γ′j = γj for all j and 1 otherwise.
The individual adaptation (IA) algorithm targets a particular value, τ , of the
mutation rate. Let γ(i) be the value of γ at the start of the i-th iteration, γ′ be the
subsequently proposed value and η(i) = (A(i), D(i)) be the value of the tuning pa-
rameters used at the i-th iteration. We define for j = 1, . . . , p
γ
A (i)
j =
{
1 if γ′j 6= γ(i)j and γ(i)j = 0
0 otherwise
γ
D (i)
j =
{
1 if γ′j 6= γ(i)j and γ(i)j = 1
0 otherwise
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The values of A(i) and D(i) are adapted using for j = 1 . . . , p
log
(
A
(i+1)
j − 
1−A(i+1)j − 
)
= log
(
A
(i)
j − 
1−A(i)j − 
)
+ φi γ
A (i)
j
(
aη(i)
(
γ(i), γ′
)
− τ
)
(3)
and
log
(
D
(i+1)
j − 
1−D(i+1)j − 
)
= log
(
D
(i)
j − 
1−D(i)j − 
)
+ φi γ
D (i)
j
(
aη(i)
(
γ(i), γ′
)
− τ
)
(4)
where 0 <  < 1/2 and  is small, φi = O(i−λ) for some constant 1/2 < λ ≤ 1
and aη(i)
(
γ(i), γ′
)
represents the acceptance probability at the i-th iteration.
The transformation implies that  < A(i)j < 1−  and  < D(i)j < 1−  and the
algorithm targets an average mutation rate of τ if that is attainable. Clearly,
if the current acceptance probability exceeds τ , Aj for the currently excluded
variables will be increased, as well as Dj for the variables that are in the
current model. This implies larger proposed model changes, so will tend to
decrease the mutation rate.
The starting values of A and D can have a considerable effect on the con-
vergence of the tuning parameters towards values which have an average
mutation rate of τ . We have found that the following starting values work
well in practice: A(1)j = ν/{(1− h)p} and D(1)j = ν/(hp), where hp is the prior
mean model size (see (1)). The range of values taken by A(1)j and D
(1)
j imply
that (1−h)p < ν < (1−)hp if h < 1/2 (which will be true in large p settings).
If the initial value of γ is generated from the prior, this choice of A(1) and D(1)
implies that the expected number of proposed changes from γ(1) is 2ν. We
have used the value ν = 1 in our examples and found that the performance
of the algorithm is robust to choices in the range 0.25 to 4 in Example 1.
The efficiency of the algorithm with respect to the choice of τ has been
empirically studied in Example 1 and appears not to be very sensitive as long
as τ is not too close to 0 or 1. This confirms other empirical and theoretical
studies on scaling and in particular we note that for discrete state spaces
the optimal τ will depend on the problem, see e.g. Figure 3 on page 282 of
Roberts (1998). The accelerated versions of the algorithm described below
(RAPA and MCA) appear even more robust to the choice of τ.
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3 Accelerated individual adaptation algorithms
The convergence of A and D can be slow if p is large. This does not affect the
ergodicity of the adaptive chain but it can affect the mixing of the chain in
MCMC runs of practically sensible length. Therefore, we consider two pos-
sible methods for accelerating the algorithm. The first method uses r inde-
pendent MCMC chains but shares the proposal parameters across the chains
which are updated after the iteration of each independent chain. Craiu et al.
(2009) empirically show that a related approach improves the rate of con-
vergence of adaptive algorithms towards their target acceptance rate in the
context of the classical Adaptive Metropolis algorithm of Haario et al. (2001)
(see also Bornn et al. 2013) . This will be referred to asmultiple chain acceler-
ation (MCA) (which differs from the parallel tempering methods described
in Section 4).
A second approach uses the reverse acceptance probability acceleration
(RAPA) method. The individual adaptation algorithm updates Aj only if
γ
A (i)
j = 1 or Dj only if γ
D (i)
j = 1. This potentially wastes information since
the Metropolis-Hastings algorithm considers a pair of models (the current
and the proposed) and we only use the acceptance probability for moving
from the current to the proposed. The Metropolis-Hastings acceptance ratio
for the reverse move from proposed to current, aη(γ′, γ), can also be calcu-
lated using the values needed to compute aη(γ, γ′). To include the acceptance
probability aη(γ′, γ) in the update of A and D, we need to keep the mutation
rate targeting τ in the stochastic approximation algorithm. This is a¯M in (2),
which is just an expectation with respect to the posterior and the transition.
A second chain (δ, δ′) can be constructed from γ and γ′ in the following way
(δ, δ′) =
{
(γ′, γ) with probability aη(γ, γ′)
(γ, γ′) with probability 1− aη(γ, γ′)
.
The stationary distribution of δ is the posterior distribution due to properties
of the Metropolis-Hastings algorithm which implies that p(δ, δ′) = p(δ|y)qη(δ, δ′).
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It follows that we can write (2) as∫
C(δ, δ′)′aη(δ, δ′)qη(δ, δ′)p(δ|y) dδ′ dδ
=E[C(δ, δ′)aη(δ, δ′)]
=aη(γ, γ
′)E[C(γ′, γ)aη(γ′, γ)] + (1− aη(γ, γ′)) E[C(γ, γ′)aη(γ, γ′)].
Taking a weighted average of this expression and E[C(γ, γ′)aη(γ, γ′)] gives
waη(γ, γ
′)E[C(γ′, γ)aη(γ′, γ)] + (1− waη(γ, γ′)) E[C(γ, γ′)aη(γ, γ′)].
Therefore, and noticing that C(γ, γ′) = C(γ′, γ), an accelerated version of
the adaptive algorithm (the IA-RAPA algorithm) uses the following updates:
log
 A(i+1)j − 
1− A(i+1)j − 
 = log
 A(i)j − 
1− A(i)j − 
 + φi γA (i)j (aη(i) (γ(i), γ′)− τ) (1− waη(i) (γ(i), γ′)) , (5)
log
 D(i+1)j − 
1−D(i+1)j − 
 = log
 D(i)j − 
1−D(i)j − 
 + φi γA (i)j (aη(i) (γ′, γ(i))− τ)wa (γ(i), γ′) , (6)
log
 D(i+1)j − 
1−D(i+1)j − 
 = log
 D(i)j − 
1−D(i)j − 
 + φi γD (i)j (aη(i) (γ(i), γ′)− τ) (1− waη(i) (γ(i), γ′)) (7)
log
 A(i+1)j − 
1− A(i+1)j − 
 , = log
 A(i)j − 
1− A(i)j − 
 + φi γD (i)j (aη(i) (γ′, γ(i))− τ)waη(i) (γ(i), γ′) . (8)
Whereas w = 0 corresponds to the standard IA algorithm, we will use
w = 0.5 for IA-RAPA in the applications below.
4 Multi-modal posterior distributions
The individual adaptation algorithm behaves like a Metropolis-Hastings ran-
dom walk (albeit running on a very high-dimensional space). However, in
common with all random walk samplers, the algorithm can become stuck in
local modes if the modes are sufficiently well-separated. We will consider
methods which use a sequence of annealed versions of the posterior distri-
bution
pik(γ|y) ∝ p(y|γ)tkpi(γ), k = 1, . . . ,m
where the parameters 0 < t1 < t2 < · · · < tm = 1 are referred to as tempera-
tures (with smaller tj referring to higher temperatures). The density pim(γ|y)
is the posterior density p(γ|y) of interest. The density at other temperatures
will be flatter than the posterior distribution and is more likely to allow for
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moves between the local modes. Our adaptive algorithm is potentially well-
suited to this approach since it can quickly explore the model space at high
temperatures (the posterior raised to a power close to 0) and so rapidly move
between local modes. We consider two implementations: a parallel tem-
pering and a sequential Monte Carlo algorithm (Scha¨fer and Chopin, 2013)
which use a sequence of annealed versions of the posterior distribution.
The parallel tempering (PT) algorithm has long been used to improve
convergence of MCMC algorithms for multi-modal posterior distributions.
Its use in MCMC for Bayesian variable selection was first proposed by Jasra
et al. (2007). The algorithm runs a chain at each temperature and proposes to
swap the current value in two chains in such a way that the chains are drawn
from the correct distribution. The idea is formalized by defining a joint target
for γ? = (γ?1 , . . . , γ?m),
pi(γ?|y) =
m∏
k=1
pik(γ
?
k|y)
where pik(γ?k|y) ∝ p(y|γ?k)tkpi(γ?k). An MCMC algorithm is run on the target
pi(γ?|y) with two types of moves. Firstly, an MCMC algorithm updates γ?k
for all values of k. Secondly, a Metropolis-Hastings algorithm is introduced
which proposes to swap γ?k with γ
?
l where k and l are drawn from some dis-
tribution. In practice, the proposed value is often chosen by first drawing a
value k uniformly from {1, . . . ,m − 1} and then choosing l = k + 1. This
restricts the algorithm to swaps between chains at consecutive temperatures.
There are a number of drawbacks with this algorithm which can be ad-
dressed using adaptive ideas. Firstly, the temperature schedule t1, . . . , tm−1
must be chosen. Recent work has suggested that the optimal choice of tem-
perature schedule should maintain an acceptance rate of 0.234 for swaps
between chains (Atchade´ et al., 2011). An adaptive algorithm that exploits
this idea is suggested by Miasojedow et al. (2013) and adopted in our algo-
rithm. Secondly, the distribution for higher temperatures (smaller values of
tj) should be relatively flat to allow easier exploration. However, standard
variable selection algorithms may move slowly across these targets since
only one variable is changed in the model at each iteration. We use different
tuning parameters for each chain and define ηk to be the value of the tuning
parameters for the k-th chain. The individual adaptation algorithm allows
more than one variable to be changed at each iteration in any chain and so
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should avoid the problem with standard variable selection algorithms. In
summary, one iteration of the full individual adaptation-parallel tempering
(IA-PT) algorithm is
• For k = 1, . . . ,m do individual adaptation updating with pik as the target
distribution and tuning parameters ηk.
• Choose k uniformly from {1, . . . ,m − 1} and set l = k + 1. Propose to
swap γ(k) with γ(l) and accept the move with acceptance probability
min
{
1,
p (y|γ?l )tk p (y|γ?k)tl
p (y|γ?k)tk p (y|γ?l )tl
}
.
• Let ρ(h)j−1 = t(h)j − t(h)j−1, j = 1, 2, . . . ,m− 1. These values are updated to
ρ
(h+1)
j =
{
ρ
(h)
j if j = 1, . . . , l − 1, l + 1, . . . ,m− 1,
ρ
(h)
j + ζh(a− aˆ) if j = l
where ζh is O(h−λ) for some constant 1/2 < λ ≤ 1, a is the Metropolis-
Hastings acceptance probability and aˆ is the target average acceptance
probability for the parallel tempering moves. Finally, the temperatures
are updated to t(h+1)j = t
(h+1)
j−1 + ρ
(h+1)
j−1 , j = 1, 2, . . . ,m− 1.
As we discussed in Section 3, multiple chains can lead to faster conver-
gence of the proposal parameters. A multiple chain acceleration version of
the IA-PT algorithm can be defined where all chains share the same proposal
parameters and temperature schedule and which will be referred to as the
MCA-IA-PT algorithm.
Scha¨fer and Chopin (2013) propose a related sequential Monte Carlo
(SMC) algorithm using the sequence of distributions pi1(γ|y), . . . , pim(γ|y).
They suggest sampling from this sequence of distribution using an SMC al-
gorithm and choosing the sequence of powers tj adaptively. The IA-SMC
algorithm proceeds by alternating selection steps with MCMC steps as fol-
lows. Let t0 = 0 and N particles γ
†
1, . . . , γ
†
N are chosen from pi0(γ
†
i ) = pi(γ
†
j ).
1. At the k-th selection step - calculate the weight of the j-th particle which
is distributed according to pik−1 as
wj ∝ p
(
y
∣∣∣γ†j )tk−tk−1 , j = 1, . . . , N.
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A sample which reweights according to w1, . . . , wN is selected. Any
reweighting scheme can be used but we have used systematic resam-
pling in our examples. The new sample is distributed according to pik.
The value of tk is chosen so that the Effective Sample Size is approxi-
mately cN for some 0 < c < 1.
2. MCMC step - K iterations of the individual adaptation algorithm are
run for each particle using a common set of A and D.
The algorithm proceeds until tk = 1. We have chosen the value c = 0.9.
This is a conservative choice and often leads to small changes from tk−1 to
tk but smaller values of c typically lead to substantially increased problems
with particle degeneracy. This leads to a value of m which is chosen adap-
tively and so is random. The individual adaptation algorithm for each k
starts from the values of A and D at the end of the (k − 1)-th step but the it-
eration counter is re-set. This allows the algorithm to use information about
these tuning parameters from updating the chains for pi1, . . . , pik−1 but also
allows these values to be quickly adapted at each step. The tuning parame-
ters are assumed common for all particles and so changes in the shape from
pik−1(γ|y) to pik(γ|y) can be quickly learnt in the algorithm. An alternative
scheme for adaptation in SMC is discussed by Fearnhead and Taylor (2013).
5 Ergodicity of the Algorithms
Since adaptive MCMC algorithms violate the Markov condition, the stan-
dard and well developed Markov chain theory can not be used to establish
ergodicity and we need to derive appropriate results for our algorithms. In
particular, it is well known that even simple and seemingly reasonable adap-
tive algorithms may fail to converge (Roberts and Rosenthal, 2007; Bai et al.,
2011; Łatuszyn´ski et al., 2013).
Here we provide some fairly general ergodicity results in the case when
the model parameters can be integrated out and the marginal likelihood
p(y|γ) is available analytically.
Recall that pi(γ|y) ∝ p(y|γ)p(γ), the target posterior on the model space M
and the vector of adaptive parameters
η(i) = (A(i), D(i)) ∈ [ε, 1− ε]2p ≡ ∆ε
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at time i. By Pη(γ, ·) denote the non-adaptive Markov chain kernel corre-
sponding to the fixed choice of η. Thus under dynamics of the individual
adaptation algorithm
P
[
γ(i+1) ∈ S
∣∣∣ γ(i) = γ, η(i) = η] = Pη(γ, S), S ⊆M.
In the case of multiple chain acceleration, where r copies of the chain are
run, the respective model state space is the product space and thus the cur-
rent state of the algorithm at time i is γ⊗r, (i) ∈ M r and the stationary dis-
tribution is the product density pi⊗r on M r. Clearly, when r = 1 then the
multiple chain becomes a single chain and thus all the notions and results
in the sequel stated for multiple chains acceleration are valid for the single
chain algorithm.
To assess ergodicity, we need to define the distribution of the adaptive
algorithm at time i, and the associated total variation distance: for S ⊆M r
L(i)[(γ⊗r, η), S] := P[γ⊗r, (i) ∈ S ∣∣∣Γ0 = γ⊗r, η(0) = η],
T (γ⊗r, η, i) := ‖L(i)[(γ⊗r, η), ·]− pi⊗r(·)‖TV
= sup
S∈Mr
|L(i)[(γ⊗r, η), S]− pi⊗r(S)|.
Defining pi(f) =
∑
f(γ)pi(γ|y), we show that all algorithms are ergodic, i.e.
lim
i→∞
T (γ⊗r, η, i) = 0 for every γ⊗r ∈M r, (9)
and satisfy a Weak Law of Large Numbers, i.e.
1
i
i∑
k=1
f(γk)
i→∞−→ pi(f) in probability, for every f : M r → R (10)
and every γ⊗r, (0) ∈M r, η(0) ∈ ∆ε.
We first establish the following result.
Lemma 1. The kernel Pη(γ, S) leads to a simultaneously uniform ergodic chain. For
all δ > 0 there exists N = N(δ) ∈ N such that
‖PNη (γ⊗r, ·)− pi⊗r(·)‖TV ≤ δ for all γ⊗r ∈M r and η ∈ ∆ε,
Our first result considers non-tempered versions of the algorithm.
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Theorem 1. Assume that p(y|γ)pi(γ) is available analytically for all γ ∈ M and
ε > 0 in (3), (4), or in (5)-(8), respectively. Then each of the algorithms: IA,
RAPA-IA, MCA-IA and MCA-RAPA-IA is ergodic and satisfies a Weak Law of
Large Numbers.
A comprehensive analysis of the individual adaptation algorithm with
other generalised linear models or with linear models whose parameters are
given a non-conjugate prior distributions requires an involved case by case
treatment, and is beyond the scope of this paper. However, we note that if the
prior distributions are supported on a compact set and all involved densities
are continuous and everywhere positive, establishing ergodicity for a specific
model will, with some technical care, typically be possible. The following
theorem establish the ergodicity of the parallel tempered MCMC algorithm.
Theorem 2. Assume that p(y|γ)tpi(γ) is available analytically and is finite for all
0 < t ≤ 1 and γ ∈ M and ε > 0 in (3), (4), or in (5)-(8), respectively. Then each
of the algorithms: IA-PT, RAPA-IA-PT, MCA-IA-PT and MCA-RAPA-IA-PT is
ergodic and satisfies a Weak Law of Large Numbers.
Finally Theorem 1 combined with standard results for SMC algorithms
can be used to show that the IA-SMC algorithm is ergodic as well as its vari-
ations with MCA and RAPA.
6 Applications
6.1 Tecator Data
The tecator data contains 172 observations and 100 variables. They have been
previously analysed using Bayesian linear regression techniques by Griffin
and Brown (2010), who give a description of the data, and Lamnisos et al.
(2013). The prior used was (1) with Vγ = 100I and h = 5/100. We generated
10 independent runs of the algorithms with different tuning parameters and
without thinning. If multiple chain acceleration was used, the number of
iterations in each chain was divided by the number of chains. This fixes the
total number of iterations so that run times are the same for all algorithms.
Figure 1 shows the average mutation rate as a function of τ for the IA
algorithm with MCA only and IA-MCA with IA-RAPA. Both algorithm were
13
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Figure 1: Tecator data: average mutation rate over 10 independent runs as a function of τ with
MCA only and MCA with RAPA 100 000 iterations and 1 000 000 iterations after a burn-in of
100 000 iterations. The number of chains were: 1 (solid line), 5 (dashed line) and 25 (dot-dashed
line). The thin solid line is y = x
able to effectively target the chosen average mutation rate for most values of
τ with both 100 000 and 1 000 00 iterations after a burnin of 100 000 iterations.
Unsurprisingly, the targeting improves as the number of iterations or the
number of chains is increased. All algorithms struggle with targeting larger
values of τ but these are not in a range that we would consider to be optimal.
Figure 2 shows the effect of τ on the average effective sample size (ESS)
with different number of multiple chains and with or without the RAPA step
(using w = 0.5). In all case, the ESS was maximized by τ between 0.35 and
0.55 but was relatively constant over this range. This is largely in keeping
with previous work on optimal acceptance rates for Metropolis-Hastings ran-
14
0.3 0.4 0.5 0.6 0.7
0.5
1
1.5
2
x 105
τ
Av
er
ag
e 
ES
S
MCA
0.3 0.4 0.5 0.6 0.7
0.5
1
1.5
2
x 105
τ
Av
er
ag
e 
ES
S
MCA−RAPA
Figure 2: Tecator data: average ESS over 10 independent runs as a function of τ using MCA
only and MCA-RAPA. The number of chains in MCA were: 1 (solid line), 5 (dashed line) and 25
(dot-dashed line)
dom walk samplers on discrete spaces and implies that the performance of
the algorithm is not overly sensitive to choice of τ . Both acceleration steps
tended to lead to larger effective sample sizes at all values of τ . The effect of
MCA was much less pronounced when RAPA was used. The improvement
of MCA-RAPA over MCA in targeting the correct rate (particularly, for a sin-
gle chain) leads to the slightly larger ESS with the addition of a RAPA step.
As a comparison, 10 independent runs of a multi-move Metropolis-Hastings
IA-RAPA, τ = 0.45 Lamnisos et al, τ = 0.3 Multi-move MH
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Figure 3: Tecator data: model size for the last 5000 iterations from a single run of the IA-RAPA
algorithm with τ = 0.45 and two competitors
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algorithm with add, remove and swap moves and the adaptive algorithm
of Lamnisos et al. (2013) were run. The multi-move sampler had an aver-
age ESS of 30 332 and the adaptive algorithm had an average ESS of 40 000
(pretty much unaffected by the value of τ in the range (0.25,0.7)). The best
individual adaptation algorithm had an ESS around 200 000 which repre-
sents roughly a six-fold increase over the multi-move sampler and roughly
a five-fold increase over the adaptive algorithm. The mixing of different al-
gorithms with the tecator data is further illustrated in Figure 3 which shows
trace plots of the model size for a randomly chosen run. It is clear that the
IA-RAPA algorithm leads to much better mixing than the two competitors.
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Figure 4: Tecator data: PIP’s estimated from a single run of the IA-RAPA algorithm with τ =
0.35, τ = 0.45 and τ = 0.55
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Figure 5: Tecator data: scatter plots of pairs of PIP’s estimated from a single run of the IA-RAPA
algorithm with τ = 0.35, τ = 0.45 and τ = 0.55. The thin solid line is y = x
Insight into the behaviour of the algorithm is provided by looking at the
results of single runs of the IA-RAPA algorithm with different values of τ
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with a burn-in period of 100 000 iterations, a subsequent sample of 1 mil-
lion iterations taken and no thinning. Figure 4 shows the PIP’s and Figure 5
shows scatter-plots of pairs of the estimated posterior inclusion probabilities
with the different values of τ . These indicate very strong agreement across
the runs of the individual adaptation algorithms with different τ .
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Figure 6: Tecator data: empirical probability mass function of the number of variables proposed
to be changed at each iteration during a single run of the IA-RAPA algorithm with τ = 0.35,
τ = 0.45 and τ = 0.55
The empirical probability mass function of the number of variables pro-
posed to be changed at each step of the algorithm is shown in Figure 6. The
modal value is 14 for τ = 0.35 with a sizeable spread of values from 5 to 22.
This illustrates that relatively large changes in the model are possible in this
example. The location and spread of the distribution becomes smaller as τ
increases and less ambitious moves are proposed.
The values of A and D for a single run of the algorithm with different val-
ues of τ are shown in Figures 7. Overall, the values of A tend to decrease as
τ increases. Therefore, the algorithm proposes less ambitious moves which
leads to a larger average mutation rate. The values of Dj tend to be close to
0 or 1 when τ = 0.35. The value is close to zero for variables which have a
higher inclusion probability whereas Dj is close to one for variables which
have a lower PIP. Therefore, the algorithm will usually propose to remove
variables with low PIP’s if they are currently included in the model and tend
to not propose removing variables with high PIP’s. This type of behaviour
is critical for rapid mixing in this type of problem. If a variable has a low
PIP, say 0.05 or 0.1, the best mixing would occur if this variable was removed
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Figure 7: Tecator data: values of Aj and Dj at the end of a single run of the IA-RAPA algorithm
with τ = 0.35, τ = 0.45 and τ = 0.55
from the model as quickly as possible after being added (whilst maintaining
the correct PIP). The values of D become less extreme as τ increases.
The values of Aj and Dj at the end of each run tend to be different (al-
though, many final values of Aj and Dj will be similar across different runs).
As we have already mentioned, the convergence of the sampler does not de-
pend on the convergence of the Aj’s or Dj’s. However, the ratio Aj/Dj tends
to have a consistent value across different runs and different values of τ .
Figure 8 shows thatAj/Dj is typically very close to ψj/(1−ψj) where ψj is the
PIP of the j-th variable. As a simple explanation of this effect, consider a pos-
terior for γ which is independent: then the Metropolis-Hastings acceptance
rate of both adding and removing a variable will be 1 if Aj/Dj = ψj/(1− ψj)
and so this maximizes the overall acceptance rate. Of course, the posterior
distribution will typically be far from independent and this chain will not
lead to optimal performance in general.
18
τ = 0.35 τ = 0.45 τ = 0.55
0 0.5 1 1.5 20
0.5
1
1.5
2
A j
/D
j
ψj/(1−ψj)
0 0.5 1 1.5 20
0.5
1
1.5
2
A j
/D
j
ψj/(1−ψj)
0 0.5 1 1.5 20
0.5
1
1.5
2
A j
/D
j
ψj/(1−ψj)
Figure 8: Tecator data: scatterplot of Aj/Dj at the end of 10 different runs of the IA-RAPA
algorithm against ψj/(1 − ψj) where ψj is the PIP of the j-th regressor calculated using all runs
with τ = 0.35, τ = 0.45 and τ = 0.55
6.2 PCR Data
Bondell and Reich (2012) described a variable selection problem with 22 576
variables and 60 observations on two inbred mouse populations. The covari-
ates are gender and gene expression measurements for 22 575 genes. Using
quantitative real-time polymerase chain reaction (PCR) several physiological
phenotypes are recorded. We consider one of these phenotypes, phospho-
enopruvate carboxykinase (PEPCK) as the response variable. Bondell and
Reich (2012) apply their method to both a subset of 2 000 variables (selected
on the basis of marginal correlations with the response) and the full data set.
We use our adaptive algorithm on the full data set of 22 576 variables. In
prior (1) we adopt Vγ = 100I and a hierarchical prior was used for γ by as-
suming that h ∼ Be(1, (p − 5)/5) which implies that the prior mean number
of included variables is 5. An MCA-PT-IA algorithm was run with τ = 0.35,
m = 6 temperatures, r = 5 or 25 multiple chains, and 24 000 000 iterations
(the number of iterations for each chain was divided by the number of mul-
tiple chains leading to comparable computational times). Three independent
runs of the algorithms were done for each combination of tuning parameters.
Figure 9 shows the PIP’s with 5 and 25 multiple chains. The results in-
dicate that two genes are particularly predictive of the response with PIP’s
over 0.5. There are also many other variables with smaller but non-negligible
PIP’s. Results from the different runs are in good agreement. Figure 10
shows pairwise comparisons of the PIP’s for each algorithmic parameter set-
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Figure 9: PCR Data Example: PIP’s for three runs of the MCA-IA-PT algorithm with 6 temper-
atures
ting. Estimated PIP’s are close, particularly for the variables with high PIP’s.
Figure 11 shows the posterior distribution of model size from the three runs.
The posterior mean model sizes calculated using output from the three runs
were 20.2, 20.7 and 20.2 with 5 chains and 20.2, 19.6 and 19.5 with 25 chains.
This results is quite sensitive to the choice of the prior on model space. For
example, setting h = 5/22 576 (rather than using the hierarchical prior, while
keeping the same prior mean model size) leads to much smaller model sizes.
The posterior mean model sizes in the three runs were 8.8, 8.9 and 9.0 with
5 chains and 8.4, 8.0 and 8.7 with 25 chains. This is in line with the fact that
the prior with a fixed h is much more informative than the hierarchical prior
(see Ley and Steel, 2009). However, the ranking of the variables in terms of
PIP is largely unchanged. The posterior mean model size with the hierarchi-
cal prior is much larger than the ones reported by Bondell and Reich (2012)
using their marginal sets method.
Figure 12 shows a trace plot of the model size averaged over the multiple
chains. This indicate that the average model size for all runs stabilizes around
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Figure 10: PCR Data: scatter plots of the PIP’s for three runs of the MCA-IA-PT algorithm with
6 temperatures
20. The results with 25 chains have a smaller variability since the average at
every iteration involves a larger number of draws.
Bondell and Reich (2012) applied their method to a subset of 2 000 vari-
ables chosen to have the largest correlation with the response. Figure 14
shows a scatter plot of the PIP’s for these 2 000 genes with both the full data
set and the subset. Six of the eight genes with PIP’s using the full data over
0.1 are included in the reduced data set (with the third and fourth most im-
portant genes being excluded). In addition, 10 of the 17 genes with PIP’s
over 0.05 are included and 43 of the 164 genes with PIP’s over 0.01 are in-
cluded. The diminishing proportion of genes included in the reduced data
set as we lower the PIP threshold is not surprising since the reduced set is
chosen using the marginal relationship between the response and the genes.
Figure 13 shows the PIP’s using only the reduced data set from three runs of
the MCA-PT-IA algorithm with 6 temperatures. The top two genes from the
full data set are the most important but the discrimination between impor-
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Figure 11: PCR Data: posterior distribution of model size for three runs of the MCA-IA-PT
algorithm with 6 temperatures
tant and unimportant genes is less clear with several variables whose PIP’s
are around 0.5 using the subset but are much smaller using all the data (see
Figure 11). The posterior mean model size with the reduced data set was 27.6
(averaged across the three runs) compared with 20.4 for the full data set. This
suggests that the reduction method removes some simpler models which are
well-supported by the data from the set of possible models. These results
illustrate the potential problems that can arise by screening variables based
on the marginal relationship with the response, such as the popular SIS (sure
independence screening) and iterative SIS procedures of Fan and Lv (2008)
and the Bayesian subset regression method of Liang et al. (2013). Bondell
and Reich (2012) also use SIS on the full data set in combination with SCAD
(smoothly clipped absolute deviation; Fan and Li, 2001) which results in very
small models (mean model size is 2.3) and relatively poor prediction.
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Figure 12: PCR Data: trace plots of the model size averaged across the multiple chains using
the MCA-IA-PT algorithm
7 Discussion
Markov chain Monte Carlo methods for Bayesian variable selection has tra-
ditionally been considered a difficult problem associated with slow mixing.
The individual adaptation algorithm is a method which can substantially im-
prove mixing and lead to much more accurate estimates of posterior quanti-
ties, such as posterior inclusion probabilities. It leads to six- and seven-fold
improvements in effective sample size in our examples and effectively opens
the door for formal Bayesian model selection and model averaging analyses
involving very large numbers of covariates, such as over 22 thousand in one
of our examples.
These results illustrate the potential of carefully constructed adaptive Monte
Carlo schemes in difficult problems for Bayesian inference. Much work on
adaptive Monte Carlo has concentrated on problems where hand-tuning of
algorithms is feasible but tiresome. The proposal in this paper has 2p pa-
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Figure 13: PCR Data Example: PIP’s for the reduced data using three runs of the MCA-PT-IA
algorithm with 6 temperatures and 5 chains
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Figure 14: PCR Data: A scatter plot of PIP’s calculated using the full data set and the subset
rameters and tuning is only possible using adaptive Monte Carlo ideas. The
development of similar algorithms where hand-tuning would be infeasible
represents an interesting, and as yet virtually unexplored, area for future re-
search.
24
A Supplementary material for “Individual adap-
tation: an adaptive MCMC scheme for variable se-
lection problems”
A.1 Proofs of Ergodicity Results
Proof of Lemma 1. To verify the result it is enough to check that the whole state
space M r is 1−small with the same constant β > 0, (c.f. ?), that is check for
example that there exists β > 0 s.t. for every η ∈ ∆ε and every γ⊗r, γ′⊗r ∈M r
we have
Pη(γ
⊗r, γ′⊗r) ≥ β. (11)
First decompose the move into proposal and acceptance
Pη(γ
⊗r, γ′⊗r) = qη(γ⊗r, γ′⊗r)× aη(γ⊗r, γ′⊗r),
and notice that by the proposal construction qη(γ⊗r, γ′⊗r) ≥ εrp since |M r| =
rp. Similarly
aη(γ
⊗r, γ′⊗r) = min
{
1,
pi⊗r(γ′⊗r)qη(γ′⊗r, γ⊗r)
pi⊗r(γ⊗r)qη(γ⊗r, γ′⊗r)
}
≥ pi⊗r(γ′⊗r)qη(γ′⊗r, γ⊗r) ≥ pirm × εrp,
where pim := minγ∈M pi(γ). Consequently in (11) we can take
β = pirm × ε2rp,
and we have established simultaneous uniform ergodicity.
Proof of Theorem 1. Theorem 1 follows from Theorem 1 (ergodicity) and The-
orem 5 (WLLN) of Roberts and Rosenthal (2007). Precisely, simultaneous
uniform ergodicity for nonadaptive kernels holds via Lemma 1. Moreover,
it is routine to check that the proposal satisfies diminishing adaptation, and
consequently by Lemma 4.21 (ii) of Łatuszyn´ski et al. (2013) applied with
discrete topology of the variable selection context, also the transition kernels
satisfy diminishing adaptation i.e. the random variable
Di := sup
γ⊗r∈Mr
‖Pη(i+1)(γ⊗r, ·)− Pη(i)(γ⊗r, ·)‖
converges to 0 in probability as i→∞.
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Proof of Theorem 2. We conclude Theorem 2 from Theorem 1 (ergodicity) and
Theorem 3 (WLLN) of ?. To this end we need an analogue of Lemma 1 for
the parallel tempering version of the kernel to verify simultaneous uniform
ergodicity. This can be established along the same lines as Lemma 1, neces-
sarily with additional notational complication that we omit here for brevity.
Similarly, it is routine to verify that the parallel tempering adaptive kernel
proposals satisfy diminishing adaptation and again by Lemma 4.21 (ii) of
Łatuszyn´ski et al. (2013) applied with discrete topology of the variable selec-
tion context, also the transition kernels satisfy diminishing adaptation.
A.2 Example: Boston Housing data
We considered the Boston housing data previously analyzed by Scha¨fer and
Chopin (2013) in the context of mixing of MCMC algorithms for variable se-
lection. Here we have n = 506 observations on the log of the median values
of owner-occupied housing which are modelled through a linear regression
model using p = 104 potential covariates. We use the prior in equation (1) of
the paper with Vγ = 100I and h = 5/104. The problem differs from the previ-
ous one in that n > p, but there is reported evidence of multimodality in the
posterior on model space. Thus, we use the methods described in Section 4
and consider the ability of our adaptive algorithm in combination with both
the sequential Monte Carlo (SMC) and parallel tempering (PT) algorithms.
The complicated nature of the posterior distribution is illustrated by the re-
sults in Table 1. The two models with the largest posterior probability differ
by only one variable. However, the difference between those models and the
model with the third largest posterior probability is much greater. Therefore,
it will be difficult for many MCMC algorithms to traverse this posterior dis-
tribution. The IA-SMC algorithm was run with 92 500 particles and K = 1,
18 500 particles and K = 5, 9 250 particles and K = 10, 3 700 particles and
K = 25 and finally 1 850 particles and K = 50 and the IA-PT algorithm
(m = 8) was run with a burn-in period of 12 500 and, subsequently, for 525
000 iterations with no thinning. This was found to lead to similar run-times
for the different algorithms.
The ESS may not be well-estimated from a single run if the run leans to
biased estimates. An alternative is the mean squared error of the estimate
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Figure 15: Boston Housing data: The Weighted Mean Squared Error using IA-SMC (solid line)
with K = 1, K = 5, K = 25 and K = 50 and the IA-PT algorithm (dashed line).
across multiple runs. This is an estimate of the variance of the Monte Carlo
estimate when the Monte Carlo estimates are unbiased. However, it natu-
rally includes a penalty for the sampler producing biased estimates. Rather
than use Mean Squared Error, the accuracy of the algorithms was evaluated
using a Weighted Mean Squared Error (WMSE)
WMSE =
M∑
i=1
p∑
j=1
wj(θˆij − θ?j )2
where M is the number of replicate MCMC or SMC runs, θˆij is the estimated
posterior inclusion probability for the j-th variables in the i-th run and θ? is
a “gold-standard” estimate of the posterior inclusion probability for the j-
th variable. The weights wj are assumed to be such that
∑p
j=1wj = 1 and
wj represents the importance of the j-th variables. We chose M = 60 and
wj ∝ θ?j in our comparisons. The gold standard value of θ?j was calculated
using output from the PT chains and SMC with K = 25 and K = 50 which
had the highest levels of accuracy.
The WMSE is shown in Figure 15. The WMSE for the PT algorithm with
m = 8 is shown as a dashed line and decreases with τ . The graph also shows
the WMSE’s for the SMC algorithm with K MCMC steps in the re-weighting
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step. These range from K = 1 to K = 50. The WMSE decreases with the
number of steps for each value of τ with the WMSE for K = 50 having a
similar WMSE to the PT algorithm for small τ but for τ ≥ 0.3 the PT algo-
rithm does a lot better. The effect of τ on the WMSE differs according to the
number of Metropolis-Hastings steps. The WMSE tends to increase with τ
for K = 1 and K = 5 whereas WMSE is not that much affected by τ for
K = 10, K = 25 and K = 50. The simple Metropolis-Hastings algorithm
was run with a burn-in period of 12500 with 9 750 000 subsequent iterations
with no thinning. This took the same computational times as the other algo-
rithms and so represents a comparison to the more complicated algorithms
for multi-modal distributions. The WMSE for the simple MH algorithm was
0.0071 which is smaller than all algorithm apart from the IA-SMC algorithm
with K = 50 and K = 25 with smaller values of τ and the IA-PT algorithm.
The improvement of the IA-PT over the simple MH algorithm is still substan-
tial. The acceptance rate is roughly 2% for the simple MH algorithm and so
the adaptive algorithm of Lamnisos et al. (2013) would reduce to the simple
MH algorithm for this data set.
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Appendix: Variables for the Boston housing data
This is a list of the variables that appear in Table 1 using the names given in
the R package spdep.
5 NOX 24 NOX × CRIM 67 TAX × RAD
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8 DIS 49 DIS2 86 B × DIS
9 RAD 50 RAD × CRIM 91 B2
10 TAX 54 RAD × NOX 97 LSTAT × RM
11 PTRATIO 55 RAD × RM 101 LSTAT × TAX
12 B 58 RAD2 103 LSTAT × B
13 LSTAT 59 TAX × CRIM 104 LSTAT2
14 CRIM2 61 TAX × CHAS
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