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In a vapor-compression system, refrigerant leaves compressor as superheated vapor. After entering the 
condenser, energy is transferred out of the refrigerant flow. As a result, the thermodynamically averaged temperature, 
namely the bulk temperature, of the refrigerant decreases. Conventionally when a 3-zone approach is adopted, as the 
specific enthalpy of the refrigerant flow becomes that of bulk quality one, the first droplet of condensate forms, 
indicating the onset of condensation. This approach is valid as long as the refrigerant flow is in thermal equilibrium. 
However, thermal equilibrium almost never happens during a heat transfer process due to the temperature gradient 
required by the Newton’s cooling law. During a condensation process, the vapor refrigerant has the highest 
temperature at the center of the tube and the lowest temperature at the tube wall. Hence, as the bulk temperature of 
the refrigerant decreases, the temperature of the inner tube wall drops to the saturation temperature before the 
refrigerant. Assuming that the tube is made out of hydrophilic material, which is typically the case in a vapor-
compression system, liquid film forms as a result, regardless of the bulk temperature and specific enthalpy. Therefore, 
even though the specific enthalpy suggests that the refrigerant is still superheated vapor, the refrigerant flow is already 
two-phase flow. Similarly, when the bulk quality of refrigerant flow becomes zero, the liquid is already subcooled due 
to the temperature gradient. There has to be vapor left uncondensed to make the bulk temperature of the flow the 
saturation temperature. Therefore, even though the specific enthalpy suggests that the refrigerant is already subcooled, 
the refrigerant flow can still be two-phase flow.  
Two extra two-phase regions inside the traditionally defined single-phase regions occur because the two-
phase flow is not in equilibrium during the condensation process. This phenomenon has a significant impact on 
important parameters such as void fraction, flow regime, pressure drop, and heat transfer. The previous understandings 
of the non-equilibrium effects on the condensation from superheated vapor can be improved, and methods for 
quantifying those effects are almost nonexistent. This work illustrates the effects of non-equilibrium on the 
condensation process, and modeling it using a 5-zone approach. 
The thesis first presents the flow visualizations from high-speed camera and film thickness measurements 
using a non-intrusive method to measure the film thickness in an operating facility. The flow visualizations and film 
thickness measurement confirm the existence of the two-phase regions in the conventionally defined single-phase 
regions. The film thickness measurements demonstrate the development of liquid film from the onset of condensation 
to lower specific enthalpies as condensation proceeds. The effects of mass flux and heat flux on the film thickness are 
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also presented with R134a and R32 condensing in a 6 mm tube. The film thickness measurements are then converted 
into the void fractions, which are compared to some of the void fraction correlations. The large discrepancies between 
the predictions and experimental data are observed due to the fact that the void fraction starts to drop not at bulk 
quality one, but at the real onset of condensation. “Superficial quality” is proposed to better represent the mass fraction 
of vapor flow in the two-phase flow, and serves as a correction to the current void fraction correlations.  
The second part of the thesis is on the flow regimes determined from the flow visualizations. Effects of the 
mass flux, heat flux, refrigerant properties, and tube size on the flow regimes during condensation from superheated 
vapor are discussed. When comparing the experimentally determined flow regimes to a conventional flow regime map 
for condensation, three major defects of the flow regime map are identified. Firstly, there is no information on flow 
regimes beyond bulk quality one and zero, where there is two-phase flow. Secondly, the film generating mechanisms 
at the beginning of the condensation is not properly taken into account. This is evident because there are impossible 
flow regimes at the wrongly perceived “onset of condensation”. Thirdly, the flow transition criteria between different 
flow regimes are not clearly described; thus the correlations for the transition lines are highly empirical and cannot be 
used for a microchannel tube. A new flow regime map is introduced to remedy those defects.  
The third part of the thesis continues to explore the pressure drop during condensation from superheated 
vapor. After the onset of condensation, the interactions between the liquid and vapor create waves on the liquid-vapor 
interface, which dissipate more energy than a smooth tube wall. Consequently, the pressure drop rises according to 
the experimental data from different refrigerants condensing in different sized tube under varied mass fluxes. If 
thermal equilibrium is assumed, and a 3-zone approach is used to model the pressure drop, pressure drop continues to 
decrease right after the onset of condensation because the density of the flow keeps increasing. This mechanism is 
non-existent in a 3-zone approach. “Wave-enhancement factor” is proposed to fill the vacancy. A new mechanistic 
model for pressure drop is developed following development of the flow. It provides seamless transitions through all 
five regions, as well as more accurate results. This is because the two-phase flow, instead of single-phase flow, is 
taken into account, after and before the onset and end of condensation. The model is validated by experimental data 
from R32, R134a, and R1233zd(E) with heat fluxes of 5 to15 kW m-2 and mass flux of 100 to 400 kg m-2 s-1, showing 
that more than 90% of experimental data are within 10% of model predictions. 
The fourth part of the thesis demonstrates the effects of non-equilibrium on the heat transfer coefficient. The 
experimental data on heat transfer coefficient in the two extra regions demonstrates that the single-phase heat transfer 
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correlations cannot involve the presence of latent heat, thus fail to provide accurate predictions. Besides, the 
discussions regarding the heat transfer behavior around bulk quality one are rare in the previous studies. “Film heat 
transfer coefficient” is proposed to represent the thermal resistance through the liquid film. Because it directly links 
the heat transfer coefficient to the film thickness, which can be calculated knowing the void fraction and flow regime, 
the film heat transfer coefficient is modeled and then converted back to the bulk heat transfer coefficient for 
consistency. A new mechanistic model for heat transfer is developed. It creates a seamless line across all five zones, 
unlike models using a 3-zone approach, because it takes into account the non-equilibrium effects. Additionally, the 
model is validated by experimental data from R134a, R32, R1234ze(E), R410A, as well as R744 condensing at mass 
fluxes from 100 to 200 kg m-2 s-1 and heat flux from 5 to 25 kW m-2, showing that most experimental data are within 
15% of the model predictions. As for the effects of non-equilibrium on condenser design, there is an obvious benefit 
by using 5-zone approach and taking the non-equilibrium into account. Having higher heat transfer coefficient than 
single-phase transfer means it is possible to reduce the size of the condenser without losing capacity. The scenarios 
where the size reduction is more apparent, and the opposite, are demonstrated through sizing the condenser under 
simplified but realistic conditions. The results show that as the air-side heat transfer improves, non-equilibrium effects 
will play a bigger part in the sizing of a condenser. On top of the single component refrigerants, heat transfer 
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CHAPTER 1: INTRODUCTION 
A condenser is one of the key components in a vapor-compression system. The heat is rejected from the 
condenser tube to the ambient so that refrigerant can eventually pick up heat again in the evaporator. In a 
thermodynamic textbook, the superheated vapor begins to condense when the specific enthalpy of the flow becomes 
that of bulk quality one. After bulk quality one, the two-phase flow is composed of saturated vapor and liquid, and the 
bulk quality indicates how much saturated vapor is in the flow. When condensation stops, all the saturated vapor 
becomes saturated liquid, and the bulk quality becomes zero. If heat is still being exchanged out of the flow, the liquid 
becomes subcooled as a result. This process can be accurately represented by the vapor dome in a P-h diagram with 
superheated (SH) region, two-phase (TP) region, and subcooled (SC) region. Under the assumption of thermal 
equilibrium, meaning that the flow is left in an adiabatic condition until no heat can be exchanged within the flow, the 
situation mentioned above is reasonable and can be presented in Figure 1. However, when a real condenser is 
operating, thermal equilibrium is a scenario that is never acquired. The reason is simple. In order to exchange heat, 
temperature gradient is necessary. With the temperature gradient, heat exchange inside the flow is always possible, 
thus the flow is always in non-equilibrium state. 
 
Figure 1: The condensation process has 3 zones under the assumption of thermal equilibrium 
One consequence of the flow being non-equilibrium is the advanced onset of condensation and delayed end 
of condensation, as presented in Figure 2. When superheated vapor flows inside the tube, because heat is exchanged 
out of the flow, the temperature of the flow is the highest at the center of the tube, and the lowest at the tube wall. As 
heat rejection proceeds, the magnitude of the temperatures in the temperature profile decreases. Apparently, the 
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temperature of the tube wall drops to the saturation temperature in the first place. When this happens, the refrigerant 
near the tube wall sees only the saturation temperature rather than the bulk temperature. Locally, the refrigerant is at 
a state where the temperature and pressure demand a phase-change from vapor to liquid. The first droplet forms and 
the condensation starts, even though the bulk temperature and pressure still suggest superheated vapor in the P-h 
diagram. The liquid droplets spread out and gain momentum from the core vapor. As a result, liquid film forms. 
Because the new liquid-vapor interface is now at saturation temperature, newly generated condensate forms on top of 
the original liquid-vapor interface, and the film gets thicker. This process is shown in Figure 3. When the bulk quality 
becomes one, there is already a layer of liquid film as shown in Figure 4, and this is by no means the “onset of 
condensation” as claimed by the vapor dome. The reason why bulk quality is one is that the specific enthalpy of the 
superheated vapor core is balanced by that of the subcooled liquid film. In other words, had the film been forced into 
the equilibrium state, the superheated vapor would evaporate the liquid film at bulk quality one and the first droplet 
would be on the verge of being condensed. In reality, however, saturations in Figure 4 are happening in the condensers. 
Similarly, at bulk quality zero, the liquid is already subcooled. Hence, a certain amount of vapor is necessary to make 
the specific enthalpy of the flow to be that of bulk quality zero. Had the flow been made into the equilibrium-state, 
the “excessive” energy of the vapor would be transferred into the liquid and make the liquid saturated. Meanwhile, 
the vapor would be condensed into saturated liquid. However, due to the existence of the temperature profile, two-
phase flow still exists at bulk quality zero. Not until more energy is exchanged out of the flow so that even the highest 
temperature inside the tube is equal to or lower than the saturation temperature will the condensation actually end. 
The two extra regions that are in the conventionally defined single-phase regions are called “condensing superheated 
(CSH) region” and “condensing subcooled (CSC) region” as shown in Figure 2. 
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Figure 2: The condensation process has 5 zones in an operating condenser in a vapor-compression system 
 
 
Figure 3: Droplets spread out and form liquid films that are getting thicker at the beginning of condensation 
 
Figure 4: The onset and end of condensation are advanced and delayed due to the temperature gradient  
The presence of CSH and CSC has a significant impact on the condensation process, because it alters the 
mechanisms in those regions from the single-phase mechanism to the two-phase mechanism. For instance, if the heat 
transfer coefficient in the SH, CSH, CSC and SC regions are modeled by Gnielinski [1] or Dittus and Boelter [2], and 
the TP region is modeled by Cavallini et al. [3] or Thome et al. [4], there will be two obvious discontinuities at bulk 
quality one and zero as illustrated in Figure 5. This approach is called a 3-zone approach because only SH, TP and SC 
regions are differentiated. CSH and CSC regions are overlooked and combined into the SH and SC regions. The 
foundation of this approach is the thermal equilibrium assumption mentioned above. Moreover, experimental data 
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clearly indicates that after the onset of condensation, namely in the CSH region, the measured heat transfer coefficients 
(HTC) can be several times higher than those predicted by the single-phase correlations. This is because when liquid 
forms after the onset of condensation, it brings latent heat into the heat transfer process. It is a common knowledge 
that latent heat HTC is higher than sensible heat HTC because it requires no bulk temperature change but phase change 
to make heat transfer happen. Single-phase heat transfer correlations such as Gnielinski and Dittus-Boelter are not 
supposed to be applied to two-phase flows because they assume no two-phase flow during their development, thus 
latent heat is never accounted for by them. The discontinuities can be problematic when numerical methods are used 
when sizing a condenser. As for the underprediction in the CSH region, pressure drop (PD) is affected in a similar 
manner. It is demonstrated in Figure 6 that after the onset of condensation, the PD increases instead of decreasing. 
The PD during condensation decreases in the SH region because as temperature drops, density of the flow increases, 
thus the velocity of the flow decreases, which contributes to lowering the PD. However, in the CSH region, the 
presence of liquid film results in liquid-vapor interactions that dissipate more energy, thus causing the PD to increase. 
Using a 3-zone approach with Churchill [5] for single-phase PD and Friedel [6] for two-phase PD tend to underpredict 
the PD in the CSH region just like HTC in Figure 5. The underprediction of the HTC and PD, especially in the CSH 
region, calls for an approach that considers the non-equilibrium effects — an approach that is called a 5-zone approach. 
This work aims at addressing this problem. 
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Figure 5: A typical 3-zone approach in modeling HTC during a condensation process has two major defects 
 





CHAPTER 2: LITERATURE REVIEW 
2.1 Condensation from superheated vapor 
Around half of a century ago, there were studies on condensation from superheated vapor. The process was 
studied in a very similar way as the subcooled boiling. Researchers put most of their attention on the differences 
between the HTC during condensation from superheated vapor and condensation from saturated vapor. For instance, 
Balekjian and Katz [7] condensed R114 and steam on the outer surface of a horizontal tube from superheated vapor, 
suggesting that condensation happens when the surface is below the dew point temperature. Altman et al. [8] measured 
the HTC with different superheat at the inlet, showing lower HTC compared to a correlation for saturated two-phase 
flow. Bell [9] pointed out that for condensation from superheated vapor, calculating HTC from the LMTD method 
could be invalid. Miropolsky et al. [10] confirmed that the criteria of the onset of condensation by Balekjian and Katz 
through measuring the quasi-local HTC in a short vertical tube. Fujii et al. [11] confirmed the coexistence of 
superheated vapor and subcooled liquid in the horizontal tube with the radial temperature profile. The actual liquid 
and vapor flow rate were also illustrated. Meanwhile, there were a small number of correlations trying to predict the 
HTC of condensation from superheated vapor. For example, Minkowycz and Sparrow [12] studied the heat transfer 
of superheated steam condensing on a vertical plate. They analyzed the boundary layer and proposed correction for 
when superheated vapor is condensed instead of the saturated vapor. Lee et al. [13] developed a correlation that 
separates the forced convection, which is from the sensible heat, and the saturated condensation, which is from the 
latent heat. They also specified the bulk temperature to be the reference temperature. Webb [14] deemed the sensible 
heat as trivial and provided an alternative set of equations that are simpler than the correlation by Lee et al. [13] yet 
gave the same result. 
More focused on condensation from superheated vapor in a vapor-compression system, Kondou and Hrnjak 
[15] [16] [17] performed a series of experiments regarding the heat transfer of condensation from superheated vapor 
in horizontal tubes, especially at subcritical conditions. An asymptotic correlation was developed to predict the HTC 
and showed good agreement. Their correlation was accurate for two reasons. One is that the asymptotic approach 
inherited the accuracy from correlations by Cavallini et al. [3] and Gnielinski [1], both of which are considered one 
of the most successful correlations in their range of applications. The other is that in the CSH region, the large 
temperature difference between the bulk temperature of the flow and the wall temperature makes the HTC less 
sensitive to the wall temperature predictions, but more sensitive to the heat flux and the state of the flow, both of 
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which are input parameters in the model. Although the correlation by Cavallini et al. [3] provides a good asymptote, 
one drawback from using it is that the asymptotic approach inevitably inherited some of the limitations from it. This 
will be discussed more below in Section 2.4. Besides, although following the method of modeling developed in the 
correlations by Lee et al. [13] and Webb [14] provides a clear theoretical basis for the model, the implicit assumption 
of parallel liquid and vapor heat resistance rather than in series is actually questionable. Even with those limitations, 
the Kondou-Hrnjak correlation opens up a new way of modeling and pioneered the innovative concept, the 5-zone 
approach, which is directly adopted in this work. The extensive measurements of HTC are also a valuable asset to the 
researchers in developing heat transfer models, especially in the CSH region. 
Working in the same frame that was developed by the Kondou-Hrnjak correlation, Agarwal and Hrnjak [18] 
brought the film distribution into the picture. With the film thickness calculated from the Nusselt theory, Agarwal and 
Hrnjak [18] made an improvement of the Kondou-Hrnjak correlation. In order to prove the existence of the CSH and 
CSC regions, Meyer and Hrnjak [19] managed to build a diabatic flow visualization section that is right after the test 
section. Not only did the flow visualization and film thickness measurements of R134a conclusively demonstrate the 
existence of liquid film before bulk quality one, their work linked the HTC measured by the previous studies [15] [16] 
[17] [18] to the flow regimes and film distributions that are experimentally determined. The current work is a 
continuation of the previously mentioned studies, but also tries to extend the research on HTC to other parameters 
such as void fraction, flow regime, pressure drop, and condenser size. 
2.2 Void fraction 
Defined as the ratio of cross-section area occupied by vapor to cross-section area of the tube, void fraction 
denotes the loads of vapor and liquid under certain conditions. It is directly connected to parameters such as the quality, 
liquid film thickness, flow velocity, slip ratio and so on. To classify the correlations for void fraction, there could be 
three primary categories: slip ratio based, Lockhart-Martinelli parameter based and mass flux based. 
The slip ratio, defined as the ratio between vapor phase and liquid velocity, has direct impact on the void 
fraction. The homogenous model is the simplest form of the slip ratio based model. It assumes equal velocity between 
vapor phase and liquid phase (i.e. slip ratio 1). In reality vapor tends to travel faster than liquid. When the liquid does 
flow as fast as in the homogenous model, the liquid is left behind and the void fraction decreases. Hence the 
homogenous model generally forms the upper limit of the void fraction. There are two cases where the homogenous 
model works the best. One is for bubbly or misty flow, neither of which is important or even exists for condensation. 
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The other is the near critical point, which is possible for certain applications. Another simple void fraction correlation 
is by Rigot [20] where the slip ratio is set to be 2 to fit into his application. Levy [21] started from the Bernoulli 
equations for liquid and vapor. The he equates the pressure drop for each phase. The void fraction was obtained from 
iteration. Zivi [22] characterized the slip ratio based on the principle of minimum entropy generation. The most used 
equations are derived from the steady annular flow without wall friction and liquid entrainment. The situation where 
the liquid entrainment can be determined is discussed and accounted for. Basically the more the entrainment, the closer 
the void fraction is to that of a homogenous flow. The wall friction is also addressed by multiplying a given number 
to the kinetic energy of the liquid. The wall friction exaggerates the slip ratio, thus acts to reduce the void fraction. 
Contrary to homogenous model, Zivi is usually considered to be the lower bound of the void fraction, though not 
necessarily true because it neglects wall friction. The homogenous and Zivi model are important in that they are almost 
free from the empirical approach. Many other correlations, as will be mentioned below, are built upon them. Another 
slip ratio based void fraction model is by Smith [23], who includes the effect of liquid entrainment by assuming flow 
to be annular with a homogenous mixture of liquid and vapor core. The velocity heads are treated as the same. The 
entrainment ratio was empirically determined to be 0.4 and it was stated that the single value was adequate for a wide 
range of flow regimes. The slip ratio based correlations directly connect the void fraction to the slip ratio. The 
equations tend to be simple to understand and easy to use. The problem of this type of correlation is in the calculation 
of the slip ratio. Take Zivi for example, although it is one of the most widely used correlations for void fraction, the 
slip ratio in it is determined by the density ratio only. The mass flux of the flow plays no part in finding the void 
fraction, nor is the wall friction or entrainment.  
Lockhart-Martinelli parameter based modeling was first introduced by Lockhart and Martinelli [24] for the 
separated flow. On the contrary to the homogenous model, the velocity difference between liquid and vapor for 
separated flow is supposed to be large. It is another very commonly used correlation. Yet it tends to overpredict when 
mass flux is high. Wallis [25] made the correlation with the Lockhart-Martinelli parameter, on which Domanski and 
Didion [26] made modifications and specified range of applications. There are two primary assumptions regarding 
this approach. One is that the pressure of the liquid and vapor is the same. This assumption is okay because the two-
phase flow in a tube whose diameter is several millimeters can hardly generate a huge pressure difference in the radial 
direction. The other assumption is that the flow regime does not change. This can be a problem especially when the 
flow is intermittent. 
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Mass flux based modeling addresses the issue of correlations where void fraction is insensitive to mass flux. 
Zuber and Findlay [27] pioneered in the development of this type of model. Rouhani and Axelsson [28] based on their 
analysis for vertical tubes on [27] and derived their void fraction correlation including effects of the surface tension. 
Steiner [29] modified the void fraction correlation [28] to be applied to horizontal tubes. To expand the application 
range of the Steiner version of the Rouhani-Axelsson correlation, El Hajal et al. [30] combined it with the homogenous 
model so that the new correlation approaches the correct limit when the reduced pressure becomes 1. Tandon et al. 
[31] proposed an analytical model assuming steady axisymmetric annular flow without liquid entrainment. The liquid 
and vapor are assumed to be turbulent. The velocity of the liquid layer was determined with the von Karman velocity 
profile. The wall shear stress was expressed as a function of the Lockhart-Martinelli parameter. Graham et al. [32] 
developed a void fraction correlation specifically for condensation using Froude rate number representing the balance 
between the kinetic energy of vapor and energy required to pump the liquid up to the top of the tube. Another unique 
approach was performed by Jassim et al. [33] where time fraction of each flow regime was determined from 
probabilistic flow regime map for round tube similar to probabilistic flow regime map from Niño et al. [34] for 
microchannels. Jassim et al. [33] used void fraction correlation from Graham et al. [32] for intermittent flow, from 
Yashar et al. [35] for stratified flow and from Steiner [29] for annular flow. Milkie et al. [36] compared their 
experimental data with several existing void fraction correlations and found correlation from Jassim et al. [33] gave 
the most accurate prediction. They reasoned the better performance by the proper use of void fraction correlations 
according to flow regimes yields the better prediction. However, the causality between flow regime and void fraction 
is not yet determined. It is possible that the better performance comes from the fact that Jassim et al. [33] had more 
freedom in terms of choosing which sets of correlations fit the existing data better. It was also pointed out that all 
correlations under comparison did not appropriately predict the mass flux effect and an improved void fraction 
correlation was proposed to better reflect their observations. The mass flux based modeling is attracting more 
researchers recently. It appears to be more appealing than the other two types because it incorporates more parameters 
that are relevant to the determination of the void fraction. 
The above-mentioned correlations each have their strengths and weaknesses. Many of them perform well in 
different conditions. However, there are two defects that cannot be overlooked. The heat transfer is never considered. 
The correlations appear to be the same for either condensation or evaporation while they should be different. 
Moreover, the effects of non-equilibrium are never taken into account. 
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2.3 Flow regime 
When most of the recently developed correlations for heat transfer coefficient are discussed, one specific 
characteristic of the flow cannot be stressed enough. It is the flow regime. When the flow regime is different, the 
behavior of the flow is intuitively different. It is necessary to have a tool, such as a flow regime map, to predict the 
flow regimes in different conditions. However, due to the subjective determination of flow regimes and numerous 
names given to different flow configurations, a more than necessary number of flow regime maps were proposed with 
quite different criteria and classifications. The good news is that the primary categories and physical interpretation of 
the flow regimes are converging. An agreement is to be made hopefully in the near future. 
One of the earliest flow regime maps in horizontal tubes was developed by Baker [37] from adiabatic gas-
liquid flow. Since the Baker map is not developed for condensation, it was not conclusive whether it could be applied 
to a diabatic situation. To have an idea upon this, Soliman and Azer [38] did experiments with a visualization section 
after the test section where there was condensation, and found limited agreement with the Baker map. It was also 
stated that a flow regime map constructed with Froude number and void fraction could be considered more generalized 
because more relevant parameters would be involved in the picture. 
One of the first and most quoted theoretical flow regime maps was later developed by Taitel and Dukler [39]. 
Five dimensionless group were brought up to represent different competing parameters. The transition between the 
regimes is controlled by the balance between those groups. The transition between stratified flow and intermittent 
flow or annular dispersed flow was reasoned as a consequence of growing waves. As mass flow rate increases, due to 
Kelvin-Helmholtz instability, surface wave grows and tends to block the tube. When void fraction is high, liquid will 
be washed onto the upper part of the tube and make films, creating annular flow. When void fraction is low, liquid 
wave will block the entire tube and form liquid slug, creating intermittent flow. The difference of void fraction denotes 
the transition between intermittent flow and annular dispersed flow. Whether or not the increase in gas velocity will 
be sufficient to excite waves represents the transition between stratified smooth flow and stratified wavy flow. The 
transition between intermittent flow and dispersed bubble flow is caused by the strong turbulent disturbance that 
overcomes the buoyancy of vapor slug or bubble. In the original approach, the parameter that balances the gravity was 
identified to be shear at the interface. Galbiati and Andreini [40] and Barnea et al. [41] brought surface tension into 
the balance. In this way they expanded the applicable range of the Teitel and Dukler map into small tubes. The 
problems with the Taitel and Dukler map are mainly their adiabatic approach. Due to the adiabatic nature, the map 
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does not distinguish evaporation and condensation, whereas the mechanisms of the two processes are not identical. 
They create different flow regimes by increasing the velocity of the vapor, which is closer to evaporation where liquid 
is converted into gas and accelerated. It is mentioned that the acceleration of gas tends to reduce pressure due to 
Bernoulli’s effect. Thus waves are likely to grow. During condensation process, however, the gas decelerates and the 
rise of pressure might suppress the growth of the waves. This effect on waves is discussed by Thome et al. [4]. Another 
example would be the flow regime at onset of condensation. Unlike wavy flow under certain conditions, Palen et al. 
[42] visualized only annular flow regime in diabatic visualization section at the beginning of condensation. Even so, 
the studies on flow regime specifically in condensation by Breber et al. [43] still confirmed the theoretical significance 
of the Teitel and Dukler map. A new flow regime map was developed based on dimensionless gas velocity and 
Lockhart-Martinelli parameter. The use of dimensionless gas velocity was justified as it can be essentially treated as 
the Dukler F factor. Sardesai et al. [44] and Tandon et al. [31] made modifications to the transition criteria based on 
their investigations. The focus of the approach to generate Breber map was placed on distinguishing between shear-
controlled flow and gravity-controlled flow. To evaluate the shear force against gravity, Jaster and Kosky [45] 
established a parameter called “stress ratio”, which was defined as shear force over gravitational force. It is an indicator 
of the transition between the annular flow and stratified flow. The expression incorporated physical parameters such 
as dimensionless film thickness and shear stress from the Lockhart-Martinelli model. A similar indicator, Froude 
number, was selected by Soliman [46] [47] [48] to evaluate the ratio of the shear effect to the gravitational effect. The 
approach was to start with annular flow and try to determine when the gravitational effect prevails over shear effect. 
This approach is specifically well-suited for condensation since the flow regime has to be annular at the entrance 
stages of condensation. As the condensation proceeds, the gravity could prevail against shear force and create the 
stratification. Soliman [46] attempted to find a fixed value of Froude number denoting the transition between the 
annular flow and the wavy flow. Different criteria for the transition Froude number were identified by Dobson and 
Chato [49], and Shao and Granryd [50], according to their observations. Shao and Granryd [50] pointed out that the 
transition Froude number depends on mass flux. They believe that by removing the assumption of the fixed Frounde 
number the flow regime map could potentially be improved. The observations by Soliman [46] were also compared 
with approaches made by Mandhane et al. [51], Taitel and Dukler [39] as well as Weisman et al. [52]. Soliman [47] 
[48] described the transition criteria between mist flow and annular flow, where the destructive force was identified 
as vapor inertia and the stabilizing force was taken as liquid viscous force and surface tension. This balance was 
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represented by a modified Weber number. One interesting remark here is that the pure mist flow regime was never 
observed in a diabatic visualization section by Dobson and Chato [49]. The observation by Dobson and Chato [49] is 
reasonable since the inner wall of the tube during condensation has to be wet. 
More recently, Cavallini et al. [53] proposed a new heat transfer model based on their own flow regime map, 
whose transition criteria were taken from several previous studies. Cavallini et al. [3] later provided a simpler version 
of the heat transfer model with the only two flow regimes: ΔT-dependent and ΔT-independent, as elaborated by 
Sardesai et al. [44]. The simplification actually resembles the logic as dividing the flow into shear-controlled and 
gravity-controlled. Another new flow map was proposed by El Hajal et al. [30]. The approach is interesting as the 
condensation flow regime map was actually modified from an evaporation flow regime map by Kattan et al. [54]. The 
flow regime map by Kattan et al. was modified from Steiner [29]. The modifications trace all the way back to the 
Taitel and Dukler map. The modifications on the map by El Hajal et al. [30] were based on their understanding 
regarding the differences between evaporation and condensation. Two major modifications were made. One was the 
elimination of the dryout region since it does not exist for condensation. With the same reason, the other modification 
was taking the heat flux out of the equations. Even though the nature of adjustments made by El Hajal et al. [30] were 
somewhat empirical, the approach is pretty constructive since it is probably the first to point out the difference between 
evaporation and condensation, and make a flow regime map of one from the other. The modifications that distinguish 
the two different mechanisms, however, could be made more theoretically based. 
The previously made flow regime maps provide plenty of suggestions to a flow regime map for condensation. 
First of all, the fact that condensate always covers the wall as long as the material is hydrophilic and the cooling is all 
around. This means dryout cannot exist in the flow regime map. Also, the condensation has to start as annular flow. 
Secondly, the balance between shear force and gravity dictate the transition from annular flow to the stratified (wavy) 
flow. In addition, if the flow regime is also meant for small tubes, surface tension has to be considered. Last but not 
least, the mechanisms of wave generation are closely related to the transition between different flow regimes. 
2.4 Heat transfer 
Being able to predict the heat transfer coefficient during the condensation is one of the ultimate goals once 
the void fraction and flow regime are determined. There are typically three different approaches concerning the 
modeling of heat transfer coefficient for a two-phase flow. One of them is to find the best statistical accuracy against 
a large data bank. In other words, find the best curve-fit with the available data. It does not necessarily mean that the 
13 
correlation does not contain any physical insight. Usually parameters relevant to the case will be grouped into 
dimensionless numbers, such as the Reynolds number and Prandtl number. Those dimensionless numbers are used to 
make the curve fit and represent the mechanisms involved. However, since the goal is to fit the data as well as possible, 
usually there will be plenty of dimensionless numbers and empirical constants meshed into some equations. Although 
this type of correlation tends to look good at the first glance, it does not provide much information for the scope outside 
the data bank which it is developed from. Another type of correlation should be called models. It should be derived 
from the most basic equations such as the Navier-Stokes equations and the universal velocity profiles for turbulent 
flow. This approach becomes really rare these days because the problems are becoming too complicated to avoid any 
empirical component in solving them. The last type of correlation strives to figure out the mechanisms that govern the 
process. Meanwhile, empirical components are permitted. The equations used in the correlation should be able to 
explain the concepts by themselves. Besides, the number of empirical constant should be as small as possible. 
Basically, this type of correlation attempts to keep the advantages from the last two approaches. Most correlations 
developed in the recent years are in this category. They will be the focus of this subsection. 
The most classical and widely used model for condensation is the Nusselt film theory [55]. By equating shear 
with gravity and assuming a linear temperature distribution in the condensate, heat transfer coefficient can be directly 
linked to film thickness and conductivity. The derivation of the theory does not involve any empirical constant. The 
mechanisms are so simple and clear that most early heat transfer models for condensation adopted at least part of this 
approach. The problems with this theory are the assumptions like laminar flow and quiescent ambient. Hence even 
though Nusselt film theory still remains active in the modeling of film condensation today, most of the time it is only 
applied to the gravity-dominated flow. It should be noted that many heat transfer models for in-tube condensation 
approach Nusselt HTC when the interfacial shear is absent. However, because the shear force drives the flow, there 
will be no heat transfer in steady state without the shear force. 
Different from the Nusselt theory, Carpenter and Colburn [56] developed a shear-based heat transfer model. 
They assumed that the dominant thermal resistance is in the laminar sublayer of the condensate and the major force 
acting on the condensate is the interfacial shear instead of gravity. Also, the presence of interfacial shear would lower 
the Reynolds number of turbulence transition. This approach was refined by Soliman et al. [57] through the prediction 
of shear stress in the condensate layer using an annular flow model. A more theoretical but similar approach is the 
heat transfer model based on the boundary layer analysis by Traviss et al. [58]. The heat transfer across the entire 
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condensate is taken into account rather just the laminar sublayer. Another approach was the two-phase multiplier 
correlations by Shah [59]. This type of approach is widely used since its form is quite simple and it yields correct 
limits when changing qualities and properties. The drawback of this approach is the lack of the mechanisms. Its author 
claims that the development of the heat transfer correlation is based on the similar mechanisms between condensation 
and evaporation, which is obviously incorrect. For instance, the nucleation for the evaporation usually requires several 
degrees of superheat while it requires almost no subcooling for condensation. Moreover, the heat transfer coefficient 
often drops at some quality for evaporation because of dryout. This does not happen for condensation. 
When flow is stratified, Chato [60] is one of those who pioneered in showing that the decrease of HTC is caused by 
the liquid pool that stops the film from falling. Nusselt film theory provides accurate predictions only for the upper 
part of the tube. It was also stated that the heat transfer from the liquid pool at the bottom can be neglected compared 
with the falling film. Jaster and Kosky [45] later brought the void fraction into the model to account for the change in 
the depth of the liquid pool. They also neglect the heat transfer from the liquid pool. The problem with this approach 
is that it does not include the contribution from the liquid pool. At the end of the condensation, the HTC predicted by 
the correlations will be zero while it should go to single-phase liquid.  
Realizing the difficulty to look over flow regimes when developing a heat transfer model for the entire 
condensation process, more researchers start to take advantage of flow regime maps and combine correlations from 
different approaches to form their models. Dobson and Chato [49], for instance, divided their model into the gravity-
controlled condensation and the shear-controlled condensation. This model introduces the contribution from the 
single-phase liquid heat transfer. Thus the HTC approaches the correct limit at quality zero when non-equilibrium is 
not neglected. Cavallini et al. [53] later developed a more detailed heat transfer model with their data bank. They 
combined correlations from different sources and modified them into one model that yielded the best fit. To simplify 
their approach so that the model is not dependent on observed flow regimes but the experimental parameters, Cavallini 
et al. [3] proposed another model that is divided into the ΔT-dependent and the ΔT-independent regimes. Thome et 
al. [4] noted that the previous models tend to have a lot of empirical constants and possible discontinuities between 
the regimes. They proposed a model based on the flow regimes and the transition parameters in their flow regime map 
[30]. This new approach provides a continuous prediction of HTC between quality one and zero. One problem with 
this two-phase model is that it does not smoothly transition to any convection single-phase correlation. Still, the 
framework offers the heat transfer mechanisms during the condensation and a systematic way to model the 
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condensation process from quality one to zero. A more recent heat transfer model is proposed by Macdonald and 
Garimella [61]. This approach abandoned the use of interpolation between flow regimes and coupled the heat transfer 
model with the pressure drop model. It weighs the axial motion and vertical motion of the upper flow with film 
thickness and shear stress so that both the horizontal and the vertical motions of the film are accounted for. It was 
shown in the visualization by Milkie et al. [36] that for in-tube condensation, the axial motion of the film not only 
cannot be neglected, but often prevails over the vertical motion for large mass fluxes and small tubes. The model also 
uses the Dittus-Boelter correlation for the heat transfer from the liquid pool, which helps prevent the discontinuity at 
quality zero. 
The heat transfer models combine into a cluster of equations accounting for different flow regimes. The 
predictions are becoming more statistically preferred. The details such as the transition between flow regimes are 
being treated more carefully. It is clear that to incorporate the effects of non-equilibrium into the model, it is important 
to first understand the mechanisms that determine the HTC. The rest of the task is only about presenting those 
mechanisms with appropriate equations. 
2.5 Pressure drop 
From the conservation of momentum and energy relations, it can be shown that the two-phase pressure drop 
is the net effect from the friction, gravity and deceleration. The frictional pressure drop is usually calculated using 
parameters like the fluid properties, friction factors, mass fluxes and the dimensionless numbers. The gravitational 
pressure drop is zero in a horizontal tube. The deceleration pressure gain is usually calculated in terms of the difference 
in velocities and void fractions between the inlet and outlet of the control volume. For a vapor-compression system, 
the deceleration pressure gain is small compared to the frictional component. Finding the frictional pressure drop 
becomes the priority for most researchers to be discussed below. 
Homogeneous and separated flow models are two analytical approaches that require the minimum number 
of empirical components. Homogeneous flow model assumes equal velocity of liquid and vapor. It is derived from 
the conservation relations. It needs a friction factor for the two-phase flow, which requires the calculation of bulk fluid 
properties. The separated flow model eliminates the assumption of equal velocities, but a void fraction correlation is 
necessary. When the slip ratio is set to one, the model reduces to the homogeneous model.  
Other pressure drop models in the literature tend to be heavily based on empirical methods. For instance, 
Friedel [6] is one of the most mentioned correlations that predicts well in a conventional tube. The use of the two-
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phase multiplier with four dimensionless groups makes it fairly easy to use. Another example would be the model by 
Lockhart and Martinelli [24] based on the separated flow model. The Lockhart-Martinelli parameter that reflects the 
ratio of superficial pressure drop between liquid and vapor is so useful that it is very often adopted in both heat transfer 
and pressure drop models until now. The correlation by Muller-Steinhagen and Heck [62] made use of the asymptotes 
by single-phase liquid and vapor flow. In this way the correlationes approach the single-phase limit at the quality one 
and zero. The strong preference of empirical methods is understandable. First of all, the empirical methods require 
only curve-fitting of the existing data. This basically refrains the burden on the experimenters to understand the 
pressure drop mechanisms behind the data. Secondly, the structure of the models is very simple. Usually a couple of 
dimensionless numbers could suffice a pretty accurate model. This is especially true in the use of the Lockhart-
Martinelli parameter with the Chishlom parameter [63]. The parameter is set to be different constants depending on 
the Reynolds number. It even comes to a point that the pressure drop from a wide range of applications can be predicted 
easily if the parameters are selected differently. That brings out the third advantage. Empirical models have more 
freedom in terms of curve-fitting, making them almost always statistically accurate. Publications [64] [65] usually 
finding good agreements with those models is a good indication. However, having those advantages comes with a 
price. By ignoring the mechanism involved in the process simplifies the task for researchers but provides less 
directions to the future study. Easier construction of the model generates lots of correlations that are parallel in the 
reasoning but only different in their data bank. A remedy for the lack of physical insights in the empirical method is 
to base the model on a specific flow regime. Hashizume et al. [66] proposed a pressure drop model in annular flow by 
considering the interfacial structure and the velocity profile. Macdonald and Garimella [61] separated the pressure 
drop into the single-phase pressure drop and interaction between liquid and vapor for the intermittent flow. For 
stratified flow, Agrawal et al. [67] developed the model by focusing on the pressure drop in the vapor while assuming 
the velocity profile for liquid. Even though most of those models still involve empirical components, they are 
considered more general and the mechanisms described are very helpful in guiding the development of better models. 
Recently, the flow regime-based models are preferred by many researchers because it takes the advantage of the 
existing models that are developed for a specific flow regime. Cavallini et al. [53] choose the Friedel correlation as 
the building block for their flow regime-based model. A large data bank is used for the curve fitting. In the flow 
regimes where Friedel makes good prediction, it is left unchanged. In the other flow regimes, modifications are made 
to improve the performance. Another very interesting pressure drop model is by Quiben and Thome [68], which is 
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inspired by the heat transfer model by Thome et al. [4]. The model assigns equations to different flow regimes based 
on the flow characteristics. Special care is taken to make sure the transition is continuous and the asymptote is the 
single-phase pressure drop. Even though the flow regime-based models are more complicated to build and use, they 
capture the mechanisms without losing the statistical accuracy. 
2.6 Comparison to the current study 
It becomes clear when looked back to the previous studies. Those that focused on the condensation from 
superheated vapor only studied the heat transfer behavior; developed heat transfer correlations that are very empirical; 
made few connections with an actual condenser in a vapor-compression system; and had experiments with a limited 
number of refrigerants that are possibly outdated already. Those that focused on the void fraction, flow regime, heat 
transfer, and pressure drop almost always assumed equilibrium two-phase flow. The current study aims at developing 
a new void fraction correlation, flow regime map, heat transfer model, and pressure drop model in the context of 
condensation from superheated vapor. It gives a more mechanistic account on the effects of non-equilibrium during 
the condensation process because of the non-uniform temperature profile. It provides experimental data and 
visualizations on more newly developed refrigerant and even mixtures. At the end of the thesis, there will be a package 
of theories and analyses revolving around the non-equilibrium effects on condensation, so that scientists and practicing 
engineers could use them as a framework when they encounter scenarios similar to those discussed in this thesis. The 













CHAPTER 3: VOID FRACTION MEASUREMENTS AND CORRELATIONS 
 
Figure 7 [19]: Schematic drawing of experimental facility that measures the film thickness 
3.1 Facility and calibration 
The facility in Figure 7 is made out of three loops: refrigerant, water and chilled water. In the refrigerant 
loop, the heater and pre-cooler are used to adjust the condition at the inlet to the test section as in Eq. (1). The outlet 
condition of the refrigerant can be determined through the energy balance from the water side in the second loop as in 
Eq. (2). In the film thickness measurement section, film thickness is measured using a non-intrusive method named 
as the critical angle method. The distance between the film thickness section and test section is around 30 cm and in 
adiabatic condition. The distance between the visualization section and the film thickness section is around 3 cm and 
in adiabatic condition. Therefore, the condition of the refrigerant for the film thickness sections is assumed to be the 
same as the outlet of the test section. Eventually the refrigerant is subcooled again in the after-cooler. In the water 
loop, thermocouples are inserted into different locations of the loop and mass flow rate of water is determined by 
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Coriolis mass flow meter. The heat transfer in this loop is balanced from the heat transfer in the refrigerant loop. The 
chilled water loop uses chilled water from the building to maintain the total energy balance for the entire facility. The 
measurement uncertainties are included in Table 1. 
hrb,TSi = hrb,MC − [(𝑇𝑤𝑎𝑡𝑒𝑟,𝑃𝐶𝑜 − 𝑇𝑤𝑎𝑡𝑒𝑟,𝑃𝐶𝑖)?̇?𝑃𝐶𝐶𝑝𝑤𝑎𝑡𝑒𝑟 − 𝐻𝑔𝑎𝑖𝑛,𝑃𝐶]/ 𝑚𝑟̇  (1) 
 
ℎ𝑟𝑏,𝑇𝑆𝑜 = ℎ𝑟𝑏,𝑇𝑆𝑖 − [(𝑇𝑤𝑎𝑡𝑒𝑟,𝑇𝑆𝑜 − 𝑇𝑤𝑎𝑡𝑒𝑟,𝑇𝑆𝑖)?̇?𝑇𝑆𝐶𝑝𝑤𝑎𝑡𝑒𝑟 − 𝐻𝑔𝑎𝑖𝑛,𝑇𝑆]/ 𝑚𝑟̇  (2) 
 
Table 1: Measurement uncertainties 
Variable Instrument Uncertainty 
Trb,MC, Twater, Sheathed T-type thermocouple ±0.1 K 
PMC Diaphragm absolute pressure transducer ±0.04% FS 
ṁwater,TS, ṁr Coriolis mass flow meter ±0.1 g s
-1 
ṁwater,PC Coriolis mass flow meter ±0.5 g s
-1 
 
The film thickness measurement is based on the principle proposed by Hurlburt and Newell [69] and refined 
by Shedd and Newell [70]. Wujek and Hrnjak [71] developed an optical model for the application of this method in a 
round tube using minor diameter, whose advantage over using major diameter as is introduced in this thesis is that the 
brightness of light is higher for the minor diameter, whereas the model is complex and the change of minor diameter 
in real application is rather small. Meyer and Hrnjak [19] also used the same model as Wujek and Hrnjak [71] and 
measured positive film thickness in the CSH region. In addition to refrigerant, the method was also used to measure 
oil film thickness by Xu and Hrnjak [72]. The principle of this method is that a focused light beam is shined on the 
surface of the duct tape (or any material that is semi-transparent and diffuses the light) wrapped around a transparent 
tube. The light is assumed to be diffused uniformly in each direction. The light appearing on the tape is the brightest 
at the spot where the light is shined. Generally speaking, the further away from the source, the lower the brightness of 
light is. However, at some point when the incident angle reached critical angle for total reflection, since all of the light 
is reflected, there is a sudden increase in the brightness. The location of the jump in the brightness forms an ellipse 
whose size is dependent on the thickness of the liquid film layer inside the tube. Figure 8 shows paths of light beams 
that create the ellipse patterns with different film thicknesses. It can be seen that the ellipse grows as the film grows. 
The major diameter is chosen to be related to the film thickness in this thesis because the major diameter denotes the 
axial direction of the glass tube where there is no curvature effect of the cylindrical glass tube. Hence the optical model 
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can be simplified as a flat plate. The ellipse is caught on a web camera and a correlation is built to convert major 
diameter to film thickness. The major diameter is related to the film thickness via an optical model described in Eq. 
(3). To get the film distribution around the tube, four photos of the ellipse are taken at each angle of 0°, 60°, 90°, 135°, 
180°, 225°, 270°, and 300° clockwise from the bottom of the tube. The four film thicknesses calculated at each angle 
are then averaged. 








Figure 8: Paths of light beams that create the ellipse patterns with different film thickness 
Figure 9 shows the schematic drawing of the critical angle method calibration facility. The calibration is 
performed to relate major diameter and film thickness in order to make the measurement more accurate. The 
calibration of the optical film thickness measurement is done by simultaneously measuring the thickness of a liquid 
film in a half glass tube with two different methods: critical angle method and contact needle method, and comparing 
the results. The glass tube and half glass tube have the same dimensions and material as that used for the experiment. 
The contact needle method uses a micrometer with a needle probe to detect the level of the liquid film, which is 
considered accurate but intrusive. HFE 7100 is used here as the calibration fluid due to its similar refractive index 
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with refrigerants as demonstrated in Table 2, and it remains liquid under room temperature and atmospheric pressure. 
The film thickness measured from the critical angle method is then compared with that measured from the contact 
needle method. The result of applying the optical model to experimentally obtained ellipse patterns agrees with most 
of the experimental data from the contact needle method within 10% accuracy, which is shown in Figure 10. Because 
of the limitations in the contact needle method, the calibration range is actually larger than most of the experimental 
data, implying that the actual relative uncertainty, especially for the smaller thicknesses might be larger than that from 
the calibration. The limitations of using the critical angle method in a running facility will be discussed in the following 
sections. 
Table 2: Refractive indices of different liquids 
Material R410A R32 R134a HFE7100 
Refractive index 1.16 1.17 1.2 1.27 
 
 
Figure 9: Schematic drawing of critical angle method calibration facility with the contact angle method 
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Figure 10: Film thickness measurement from critical angle method vs. contact needle method 
3.2 Film distributions and void fraction 
Film distribution is measured for the entrance stages of each working condition. Figure 11 and 12 serve as 
an example to illustrate the liquid-film distributions. A full map of distributions is presented by Xiao and Hrnjak [73]. 
Firstly, as is the case with Meyer and Hrnjak [19], all measurements of film thickness show the existence of liquid 
film in the CSH region. Besides, the onset of condensation determined from the film thickness measurement agrees 
with that from the flow visualization. Additionally, if film distribution comparison is made under one working 
condition but different enthalpies, as condensation proceeds, the liquid film grows thicker. For all cases, more liquid 
tends to be drawn to the bottom of the tube. The stratification happens earlier for lower mass flux because the shear 
force is smaller. If the distribution is compared under the same enthalpy but different heat fluxes in Figure 11, it can 
be seen that film is thinner for lower heat flux. This is because when mass flux is fixed, lower heat flux means later 
onset of condensation, which means that less condensate has been generated, hence the film is thinner. If the 
distribution is compared under same enthalpy but different mass fluxes in Figure 12, it can be seen that the film is 
thinner and more uniform as mass flux increases. This is because for the same heat flux, larger mass flux means later 








































onset of condensation as well as stronger shear effects, which will give thinner film. Since film thickness is directly 
related to thermal resistance and flow regime, the film distribution could potentially act as the indicator in HTC model 
and flow regime maps. The film thickness distribution can also be deduced into void fraction, which is demonstrated 
in the next section. 
Even though the critical angle method has lots of advantages such as being non-intrusive, low cost and fast 
temporal response, the film thickness measurement has its limits. The range of film thickness this method can measure 
is very limited. First of all, the accuracy of this method relies on the accuracy of image recording and processing. If 
the film thickness is too small, the system error tends to yield large relative uncertainty, making the result less trustful. 
Also, the interface between wall and liquid refrigerant creates a second ellipse from the total reflection at the wall. 
There is a chance for the two ellipses from the wall and interface to be too close to distinguish one from the other. In 
this case, specifically, after the film grows to 0.8 mm, the ellipse will not grow any more, meaning it is the ellipse 
from wall total reflection that is recorded. The number 0.8 mm here also agrees with that predicted from the optical 
model if the wall is the surface where total reflection happens. Moreover, wavy structure would make the measurement 
uncertain. In this study, four pictures are taken per working condition, and the average value is considered 
representative of film thickness. However, if the flow becomes too wavy, the measurement might not physically make 
sense. Therefore, the range of film thickness in this study is selected to be 0 to 0.8 mm. 
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Figure 11: Film thickness measurement under different heat fluxes 
 
Figure 12: Film thickness measurement under different mass fluxes 
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With the film thickness calculated, it can be converted into void fraction. In order to calculate void fraction, 
the entrainment has to be negligible. The entrainment is indeed considered trivial because of the low mass fluxes in 
the experimental condition. As a matter of fact, in Chapter 4, flow visualizations also confirm the assumption that 
there is basically no entrainment. After the void fraction is obtained from the film thickness data, it is plotted in Figure 
13 in order to be compared with the widely used correlations. Thermal equilibrium is assumed in the first place to 
show why it is important to consider the non-equilibrium effect. As expected, none of the correlations used in Figure 
13 fit the experimental data. The reason is simple. By assuming equilibrium two-phase flow, the onset of condensation 
always happens at bulk quality one. Thus the void fraction starts to decrease from one at bulk quality one. However, 
from the film thickness measurement, it is clear that the liquid film starts developing way before bulk quality one. 
This discrepancy between the questions: what is “quality”, and how can quality represent the amount of liquid and 
vapor in a two-phase flow that is created through condensation from superheated vapor? Those questions will be 
answered in the next two subsections. 
 
Figure 13: Void fraction data compared with conventional correlations and none of them match 
3.3 Onset and end of condensation 
The criterion for the onset of condensation to happen is that the lowest temperature, which is the temperature 
of the tube wall, of the superheated vapor flow drops below the saturation temperature. Eq. (4) represents this criterion. 
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Basically, the single-phase HTC can be calculated using either Gnielinski [1] or Dittus-Boelter [2]. Either way requires 
the bulk temperature of the flow. The temperature difference that drives the heat transfer during this process is between 
bulk temperature and tube wall temperature. Since the criteria of onset of condensation demands that the tube wall 
temperature be the saturation temperature, a simple heat transfer equation with HTC would give Eq. (4). Note that to 
find the bulk temperature or the specific enthalpy, iterations might be required. 




For the end of condensation, the criterion is that the highest temperature in the subcooled liquid flow drops 
below the saturation temperature. By assuming a developed laminar flow with linear temperature profile right after 
the end of condensation, Eq. (3) is obtained. Similar to Equation (2), the specific enthalpy at the end of condensation 
can be determined through iteration with an appropriate single-phase correlation, for liquid instead of vapor. Also, 
iterations might be needed. 




It is interesting that Eq. (4) and Eq. (5) differ only by a sign, which is reasonable because the second term on 
the right hand side can be seen as the indicator of the non-equilibrium that gives rise to the CSH and CSC regions. 
After all, higher heat flux and lower HTC mean higher temperature gradient or higher degree of non-equilibrium. 
However, the assumption of laminar flow is usually not valid for in-tube condensation where the flow is turbulent. An 
empirical constant 0.33 is added in Eq. (5) as is shown in Eq. (6). 




Now that the onset and end of condensation can be determined, the boundaries between single-phase and two-phase 
flow are set. Figure 14 illustrates how the onset and end of condensation are determined and why bulk quality one and 
zero cannot be considered the real onset and end of condensation. 
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Figure 14: The onset and end of condensation when superheated vapor is condensed is advanced and delayed 
3.4 Bulk quality and superficial quality 
“Quality” is widely used to find the mass fraction of vapor when saturated vapor and liquid coexist, which is 
expressed in Eq. (7). When it comes to the two-phase flow, mass flow rate is used instead of the mass as in Eq. (8). 
However, when sizing a condenser, it is very difficult to find the mass flow rate of vapor and liquid separately. Through 
heat balance, however, the bulk specific enthalpy can be easily acquired. As a result, the quality of a two-phase flow 
is usually determined by Eq. (9). This quality can be called bulk quality to be differentiable from the original definition 
of quality. For bulk quality, it does represent the mass fraction of vapor in a two-phase flow if the specific enthalpy 
of liquid and vapor in a two-phase flow is exactly the specific enthalpy at bulk quality zero and one, which is unrealistic 
due to the temperature gradient inside the tube. In other words, bulk quality fits the commonly held concept of quality 
only when the flow is in equilibrium. The use of bulk quality, or the assumption of equilibrium flow, is the reason 
why using 3-zone approach cannot give accurate prediction of void fraction during condensation from superheated 
vapor. A better way to describe how much vapor is inside the two-phase flow is by using the specific enthalpy of the 
real onset and end of condensation. “Superficial quality” is thus defined in Eq. (10). It does not require the mass flow 
rate of vapor and liquid but the bulk temperature of the onset and end of condensation, which can be calculated using 
Eq. (4) and (6). Figure 15 demonstrates the difference between bulk quality and superficial quality in a P-H diagram. 
It shows why it is better to use superficial quality instead of bulk quality to find the vapor mass fraction in the flow. 
If the superficial quality, rather than bulk quality, is used in a void fraction correlation such as the one by El Hajal et 
al. [30], the experimental data can be predicted with much better accuracy than using bulk quality. Figure 16 shows 



















Figure 15: Using superficial quality better represents the mass fraction of vapor in a non-equilibrium two-
phase flow 
 
Figure 16: Using superficial quality rather than bulk quality in a void fraction correlation improves the 
accuracy of the prediction 
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CHAPTER 4: FLOW REGIMES AND FLOW REGIME MAP 
In the facility in Figure 17, the visualization section is a transparent coaxial heat exchanger made out of glass. 
The heat exchanger is approximately 20 cm long. The refrigerant flows through a tube with 6 mm inner diameter and 
12 mm outer diameter. The secondary fluid is water taken directly out of the outlet of the test section to better simulate 
the conditions in the test section. The inner diameter of the outer tube is 17 mm and the outer diameter is 20 mm. 
High-speed video is recorded under diabetic condition at 1000 frames per second and the resolution was 512 by 512 
pixels. The bulk enthalpy of refrigerant is taken as the inlet enthalpy of the visualization section because the change 
of quality in the visualization section is generally less than 0.1. The condensation process is recorded with a high 
speed camera under diabatic conditions. 
 
Figure 17: Schematic of the facility where some flow visualizations of R134a and R32 were taken 
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Figure 18: The schematic drawing of the facility where visualizations of R1233ze(E), R245fa and R1233zd(E), 
as well as some of the visualizations of R32 and R134a were taken 
In the facility in Figure 18, the visualization section is a transparent coaxial heat exchanger, whose inner tube 
is made out of glass and outer tube is made out of PVC. The refrigerant flows through tubes with 6, 4 and 1 mm inner 
diameter and the length of the visualization section varies from 0.5 m to 1.5 m. The secondary fluid is water/glycol 
and the heat flux is controlled to be the same as when the visualization section is changed into a test section. High-
speed video is recorded under diabetic conditions at 1000 frames per second and the resolution was 512 by 512 pixels. 
The bulk enthalpy of refrigerant is taken as the averaged enthalpy of the visualization section. The condensation 
process is recorded with a high speed camera under diabatic conditions. 
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4.1 Flow visualizations with different mass fluxes and heat fluxes 
 
Figure 19: Pictures from high speed videos of condensation under different working conditions 
 
Figure 20: Flow visualizations at the early stages of condensation 
The working conditions for flow visualizations in Figure 19 contain two variables: mass flux and heat flux. 
There are 6 runs in total. For each run, the first flow visualization is made just before the formation of first visually 
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detectable liquid to just after quality zero and into the subcooled region. When heat flux is fixed to be 10 kW m-2, 
mass flux is changed from 50 kg m-2 s-1 to 200 kg m-2 s-1 with an increment of 50 kg m-2 s-1. When mass flux is fixed 
to be 100 kg m-2 s-1, heat flux is changed from 5 kW m-2 to 15 kW m-2 with an increment of 5 kW m-2. 
From the visualization, the onset of condensation is always in the SH region which denotes the beginning of 
the CSH region, but the location of the condensation onset varies with different working conditions. When heat flux 
is fixed, the higher the mass flux, the later (lower specific enthalpy) the condensation happens; when mass flux is 
fixed, the higher the heat flux, the earlier (higher specific enthalpy) the condensation happens. This is because when 
the mass flux is higher and heat flux is fixed, the single phase HTC is higher. To maintain the same heat flux, the 
required temperature difference is smaller, meaning the wall temperature will be higher at the same enthalpy and the 
wall temperature drops below saturation at a lower specific enthalpy. When the heat flux is higher and mass flux is 
fixed, the single phase HTC is the same. To get higher heat flux, the required temperature difference is higher and the 
wall temperature drops below saturation at a higher specific enthalpy. Basically, the properties of the fluid and working 
conditions dictate the onset of condensation since as soon as the wall temperature drops below saturation temperature, 
there will be liquid refrigerant on the tube wall, which always happens before bulk quality drops to one due to the 
temperature gradient required for heat transfer to happen. 
When the wall temperature drops below saturation temperature, condensation starts and liquid film forms. 
Due to the shear and gravitational effects, the film is dragged downstream and pulled downwards simultaneously. At 
the early stages of the condensation when the liquid film is very thin, the flow regime has to be annular. For stratified 
flow, it requires gravitational force to dominate over shear force. Since it is only after the film becomes thick enough 
that the upper part of the tube circumference cannot hold more liquid, the stratified flow cannot exist at the early stages 
of condensation. For the mist flow, the entrainment does not exist until the surface becomes unstable, wavy and easy 
to be peeled off from the interface, which requires a certain thickness of the film. Thus mist flow cannot exist at the 
early stages of condensation. From the visualization in Figure 20, it also shows that the condensation always starts as 
annular flow for different working conditions. Only after the film grows for a while could there be either entrainment 
or a liquid pool. In short, the early stages of condensation have to be annular flow until the film grows thick enough 
to have other flow regimes and the portion of the process being in annular flow depends on mass flux and fluid 
properties. 
It can also be seen in Figure 19 that the flow regime is strongly dependent on mass flux. The higher the mass 
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flux, the larger the portion of the condensation process in the annular regime, and smaller portion in the stratified flow 
regime. This can be observed in film thickness measurement results in later sections where higher mass flux has more 
evenly distributed film. Meanwhile, the film thickness is thinner at the same enthalpy for higher mass flux since the 
condensation rate (heat flux) is kept the same for each different mass flux. This can be also confirmed by film thickness 
measurement results where the average film thickness is thinner for higher mass flux. The reason is that higher mass 
flux creates greater shear at the interface and pulls more liquid downstream. Moreover, higher mass flux creates better 
mixing. From the visualization, the higher the mass flux, the more liquid is entrained into the vapor core. This could 
also be the reason why the film is thinner for higher mass flux. Unlike mass flux, heat flux has little effect on flow 
regime. All three cases with different heat flux but same mass flux of 100 kg m-2 s-1 displayed almost identical flow 
regime at each enthalpy. Therefore, the flow regime is dependent on mass flux but not heat flux. However, since heat 
flux affects the onset of condensation, it indirectly affects the prediction of flow regime at early stages. Since the 
stratification effect is closely related to the film thickness, which is proven to be dependent on heat flux from the film 
thickness measurements, heat flux should be taken into consideration for the flow regime prediction by altering the 
onset of condensation. 
 
Figure 21: Flow visualizations of R245fa condensing in a 6 mm tube at 30 oC under mass fluxes from 100 to 
400 kg m-2 s-1 
If the mass flux is further increased, all the way to 400 kg m-2 s-1, intermittent flow starts to appear. Unlike 
flow regimes for mass fluxes lower than 200 kg m-2 s-1, where the waves concentrate at the bottom of the tube and 
grow there, for higher mass fluxes, the film is more uniformly distributed along the tube circumference. When the 
waves grow as a result of more liquid load, they grow simultaneously as indicated by the shades in the visualizations. 
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Then the smaller waves merge with each other and form larger waves. Those waves appear periodically, and when 
the liquid load is sufficiently high, the top of the waves might temporarily block the cross section of the tube and form 
a liquid slug. Then the transition to the intermittent flow occurs. There are two reasons why mass flux and intermittent 
flow are so closely connected. One is that having a liquid slug requires waves. One major contribution to the wave 
generation is the Kelvin-Helmholtz instability. The higher the mass flux, the larger the velocity difference between 
liquid and vapor, the stronger instability, thus waves, can be observed. The other reason is that to have intermittent 
flow without liquid pool at the bottom, gravity should be countered. The film is spread more evenly when the mass 
flux is higher. Therefore, the higher the mass flux, the more likely there could be intermittent flow. This is contrary to 
the evaporation process due to the different mechanism in forming the intermittent flow. As for situations where liquid 
slug and liquid pool both are present in the flow, they will be discussed in the later subsections when flow regime and 
flow regime maps are discussed. 
4.2 Flow visualizations with different refrigerants 
Table 3 shows the properties of 10 different commonly examined refrigerants, of which the bolded are 
included in this study. Density ratio between liquid and vapor affects the slip ratio. The higher the liquid-vapor density 
ratio, the larger the slip ratio. The slip ratio can be linked to the wave generation and pressure drop. The wave height 
determined the transition to intermittent flow. The pressure drop is an indicator of the shear force, which counters the 
gravity, making it harder to have stratified (wavy) flow. Surface tension counters gravity, too. The higher the surface 
tension, the easier it is to have intermittent flow instead of stratified-wavy flow. Viscosities also affect the pressure 
drop, which in turn delay the presence of stratified (wavy) flow. Latent heat affects the film thickness and non-
equilibrium. The higher the latent heat, the thinner the film. The effects of non-equilibrium also diminishes when the 
latent heat is increased. In Table 3, the numbers labeled in blue are the highest and lowest values of the properties 
from the visualized refrigerants. The numbers labeled in red are the outliers. It is obvious that except for R744, most 
properties of the listed refrigerants fall into the limits set by R32 and R1233zd(E). That determined the selection of 
the refrigerant for this study.  It is unfair to compare R744 with other refrigerants at 30 oC where it is extremely close 
to the critical pressure. If the saturation is changed to -20 oC, which is close to the conditions of Jang and Hrnjak [74] 
in a cascade refrigeration system, the properties will be almost identical to other refrigerants. The condensation of 
R744 from superheated vapor is presented in Kondou and Hrnjak [15] [16] [17].  This shows that the refrigerants 
selected are representative towards most other refrigerants. 
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Figure 22 and Figure 23 are the surface tension and the liquid-vapor density ratio against reduced pressure 
for R32, R134a, R1233zd(E) and R744. It can be seen that the curve reflecting the relation between the parameters 
and the reduced pressure are very similar for different refrigerants. However, the saturation pressures at the normal 
working conditions (bolded), which are assumed to be between 30 and 60 oC for saturation temperatures, are very 
different. The different reduced pressure for each refrigerant yields very different properties. Take R1233zd(E) for 
example. Its surface tension and liquid-vapor density ratio are both much higher than those of R744. It is reasonable 
because R744 works very close to the critical point, where the interface between liquid and vapor disappears. As a 
consequence of the very large density ratio, the slip ratio of R1233zd(E) is bound to be much larger than that of R32. 
Together with the larger surface tension, the shear force will hold the annular flow for a larger range of qualities. Since 
R1233zd(E) and R32 are the two extremes of the refrigerant of interest, the flow regimes identified in this work cover 





































R744 7210 594.2 344.3 1.8 0.1 2.5 0.4 61.0 
R744 (-20oC) 1968 1031.8 51.6 20.0 8.6 1.3 1.4 282.4 
R32 1927 939.7 54.7 17.2 6.0 1.3 1.1 260.5 
R22 1191 1170.8 50.7 23.1 7.4 1.3 1.6 177.6 
R717 1167 595.1 9.0 65.8 23.3 1.0 1.3 1144.5 
R290 1079 484.1 23.5 20.6 6.4 0.8 0.9 327.2 
R134a 770 1187.5 37.5 31.7 7.4 1.2 1.8 173.1 
R1234ze(E) 578 1146.5 30.5 37.6 8.2 1.2 1.9 163.1 
R1234yf 783 1073.4 43.7 24.6 5.6 1.1 1.5 141.3 
R245fa 179 1325.2 10.2 130.5 13.4 1.0 3.8 187.9 
R1233zd(E) 155 1250.6 8.5 147.1 13.9 1.0 4.4 188.5 
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Figure 22:  Different refrigerants have different surface tension mainly due to the different reduced pressure 
at their operation condition  
 
Figure 23: Different refrigerants have different liquid-vapor density ratio mainly due to the different reduced 
pressure at their operation condition  
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Figure 24 shows the visualizations of R32, R134a and R245fa. R134a serves as a baseline and the other two 
refrigerants are compared with it to see the effects of the properties.. The properties listed in Table 3 can explain the 
trends. The first to be mentioned is the density ratio of liquid to vapor. The higher the liquid-vapor density ratio, the 
faster the vapor travels against the liquid, the stronger the waves. Apparently R1233zd(E) has a much stronger wave 
than that of R134a and R32. Hence, R1233zd(E) has a higher chance of getting intermittent flow instead of stratified 
(wavy) flow if other parameters are kept the same. Latent heat affects the quantity of the condensate for a certain heat 
transferred at the surface, i.e. the film thickness. R32 has a thinner film compared to R134a due to its large latent heat 
as in Figure 25. It should be noted here that another reason why R32 has thinner film is that the R32 condenses much 
later than R134a due to its much higher HTC. The high HTC means later condensation because wall temperature does 
not need to drop to the saturation temperature until the specific enthalpy is very close to bulk quality one. Aside from 
the film thickness and the strength of the waves, different refrigerants virtually have the same flow regimes. In Figure 
26 and 27, when the mass flux is low, all refrigerants have annular flow in the beginning, which transitions to the 
stratified-wavy flow as condensation continues, which eventually transitions to fully-stratified flow at low qualities. 
For high mass flux, all refrigerants also have annular flow in the beginning, which transitions to intermittent flow as 
more condensate is generated. The location where transitions happen may vary from refrigerant to refrigerant due to 
their different physical properties, but there is little difference in the general trend. This is because those visualizations 
are taken in conventional round tubes. If the tube is a microchannel, the situations will be different. 
 
Figure 24: Flow visualizations of three different refrigerants condensing at the same mass flux show the 
effects of refrigerant properties 
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Figure 25: Film thickness of R32 is thinner than R134a due to large latent heat and later onset of 
condensation 
 
Figure 26: Flow visualizations of different refrigerants show the effects of mass flux 
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Figure 27: Flow visualizations from different refrigerants and different tube sizes 
4.3 Flow visualizations with different tube sizes 
 Figure 28 shows the visualizations of condensation from superheated vapor in three different sized tubes. 
The tube diameters in the first two rows of visualizations are 6 and 4 mm. The flow regimes are quite similar despite 
some differences in the details. However, when the third row of visualization is compared with the other two rows, 
the difference becomes clear. As the tube diameter is reduced to 1 mm, the stratified (wavy) flow disappears even 
though the mass flux is as low as 100 kg m-2 s-1. Instead, annular flow transitions to the intermittent flow. The reason 
why stratification disappears is the diminishing influence of gravity of the refrigerant flow. When the tube is relatively 
larger, there is a larger amount of liquid at the upper part of the tube. The gravity becomes more and more important 
as more condensate is generated during this process. Eventually, gravity overwhelms the vapor shear and surface 
tension, and liquid film is pulled down from the top to the bottom. When the diameter becomes significantly smaller, 
there is only certain amount of liquid that can be generated inside the tube. There is a case when even the entire tube 
is filled with liquid, the gravity exerted onto the liquid is still smaller than the combined force of vapor shear and 
surface tension. Under such circumstances, stratification never happens. Therefore, rather using a fixed diameter or 
dimensionless number, it is more reasonable to define the tubes where stratification never happens in the conditions 
of operation to be “microchannels” or “capillary tubes” for vapor-compression system. There are two reasons. Firstly, 
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the heat transfer and pressure drop are determined by the flow regime. Besides, the name “capillary tube” suggests 
that surface tension starts to overwhelm gravity, which is exactly why stratification ceases to happen. 
 
Figure 28: Flow visualizations of condensation at 30 oC with mass flux of 100 kg m-2 s-1 in different sized tubes 
4.4 Comparisons among flow regime maps with and without non-equilibrium effects 
Superficial quality better represents the mass fraction of vapor during condensation from superheated vapor. 
This is the reason why using superficial quality improves the accuracy of a void fraction correlation. Similar to the 
void fraction, a flow regime map that does not include non-equilibrium, for instance the one by El Hajal et al. [30] 
will not give any predictions beyond bulk quality one and zero even though there is two-phase flow. It is 
understandable because when thermal equilibrium is assumed, there is no two-phase flow except under the vapor 
dome. However, there is a need to know the flow regimes outside the vapor dome because the flow is not in equilibrium 
in reality, and the flow regimes affect the heat transfer and pressure drop significantly. Another problem with the flow 
regime map is that at the onset of condensation, the flow regimes that are predicted by the map can be misty, annular, 
stratified-wavy and fully-stratified flow. However, from the theoretical analysis and flow visualizations, it has been 
proven that the only flow regime possible at the onset of condensation is annular flow. Those problem are addressed 
by incorporating superficial quality and some adjustment based on the experimental data by Xiao and Hrnjak [73] 
[75]. Figure 29 is a comparison between the two above-mentioned flow regime maps. Compared to the flow regime 
map by [30], the flow regime map by Xiao and Hrnjak predicts flow regimes from the real onset of condensation to 
the real end of condensation. By making the transition lines go to zero, the flow regime map by Xiao and Hrnjak [75] 
gives exclusively annular flow at the onset of condensation. Although the two problems with [30] are addressed, the 
modifications made in [75] are highly empirical. In other words, that specific flow regime map is inevitably not 
applicable to working conditions other than the visualization it used to generate the map. The figures below illustrate 
this problem. 
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The flow regimes in Figure 30 are identified from the visualizations of R134a condensing at 30oC in a 4 mm 
tube at mass fluxes of 100-400 kg m-2 s-1. As mass flux increases, a larger range of superficial qualities are in annular 
flow instead of stratified flow. Also, when the mass flux is sufficient, which is about 300 kg m-2 s-1 in this case, 
intermittent flow occurs. When compared to the flow regime map [75], the transition line is a higher from annular to 
the stratified-wavy flow and too early from annular flow to the intermittent flow. Also, as soon as intermittent flow 
appears, the flow regime does not transition back to the stratified-wavy as predicted from the flow regime map. 
Refrigerant properties also affect the flow regime. The properties of refrigerants can be altered by changing saturation 
pressure or the refrigerant type. Condensations of R134a, R1234ze(E), R32, R1233zd(E) and R245fa are visualized. 
The most distinctive flow regimes are found between the “low-pressure” refrigerants such as R1233zd(E) and R245fa, 
and the “high-pressure” refrigerant R32 at the same working condition. A comparison between the different 
refrigerants condensing at 30 oC in a 4 mm tube is shown in Figure 31. In the figure, R134a and R1234ze(E) have 
almost the same properties. Hence their flow regimes are very alike. When R32 is compared with R1233zd(E), it is 
obvious that most flow regimes during the condensation of R1233zd(E) are annular, while annular flow only accounts 
for a small range of superficial qualities when R32 is condensing. It is reasonable because at the same saturation 
pressure, the liquid to vapor density ratio is much lower for R32, meaning that the vapor is flowing at relatively similar 
speed as liquid. If the shear force from the velocity difference between liquid and vapor becomes sufficiently small, 
annular flow cannot be maintained. When compared to the flow regime map, all transitions between annular and 
intermittent flow happen much later than what the flow map predicts. As for the transition between annular and 
stratified-wavy flow, visualizations from R32 agree well with the map. Other than that, the transition line from the 
map seems to be higher than the actual transitions. It is interesting to note that Lips and Meyer [76] showed a trend 
that is opposite to this. It is possibly because the tube they used is 8.38 mm diameter while the visualizations in Figure 
31 come from a 4 mm tube. The problem with a flow regime map where surface tension does not play a significant 
role is that when tube size decreases, it does not include one of the most crucial mechanisms that postpone the onset 
of the stratified (wavy) flow, which will be the subject of the next subsection. Figure 32 demonstrates the effects of 
tube size on the flow regimes. Two sets of comparisons are shown. In the first row in Figure 32, annular flow occupies 
a larger range of superficial qualities when the tube diameter is reduced from 6 to 4 mm. The general trend, however, 
is the same for the two different sizes. Both are from annular flow to the stratified-wavy flow and eventually to the 
fully-stratified flow. In the second row, when the tube diameter is further reduced from 4 mm to 1 mm, the flow 
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regimes change dramatically. Stratified (wavy) flow never occurs in the 1 mm tube. Intermittent flow forms right after 
annular flow for a mass flux as low as 100 kg m-2 s-1. When compared with the flow regime map, the visualizations 
of condensation in 6 mm tube are very well predicted. The annular to stratified-wavy flow transition is off for 4 mm 
tube. The transition should be lower to match the experiment. For 1 mm tube, the flow regime map gives completely 
wrong predictions. It is understandable because the flow regime map by El Hajal et al. [30] is not for the microchannel, 
and the flow regime map by Xiao and Hrnjak [75] is modified from it. The problems with the flow regime map by 
Xiao and Hrnjak [75] are clear at this stage. First of all, it does not include the surface tension. Thus it cannot be 
extended into smaller tubes where the capillary force matters. Second, the modifications to the El Hajal et al. [30] are 
highly empirical. It cannot give very accurate predictions when the tube size and refrigerant are shifted away from the 
original map. Moreover, the transition mechanisms in this map are originated from the analysis by Taitel and Dukler 
[39]. Insightful as the Taitel and Dukler map is, it is developed for adiabatic two-phase flow. Inevitably it lacks some 
traits specifically belonging to condensation. A better approach to build the map might need to follow the development 
of the film. When the development of the film is traced from the onset of condensation to the end, it is possible to 
have a flow regime map that unifies the conventional and microchannels and provides more accurate predictions. 
Another flow regime map proposed by Xiao and Hrnjak [77] is better because of this reason. A comparison between 
the flow visualizations and the flow regime map is shown in Figure 33. The agreement is much better than the flow 
regime map in Figure 32. 
44 
 
Figure 29: The comparison between flow regime maps with equilibrium and non-equilibrium two-phase flow 
 
Figure 30: Flow regime of R134a condensing at 30 oC in a 4 mm tube at 4 different mass fluxes (same legend 
for all figures) 
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Figure 31: The comparison between flow regimes during condensation of 4 different refrigerants 
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Figure 32: Comparison between flow regimes during condensation inside 3 different sized tubes and flow 
regime map by Xiao and Hrnjak [78] 
 
Figure 33: Comparison between flow regimes inside 3 different sized tubes and flow regime map in [33] 
4.5 Flow regime transitions 
Figure 34 shows the transition from the annular flow to the stratified-wavy flow. To maintain annular flow, 
the gravity of the liquid film has to be countered by forces that point upward. Two forces could potentially hold the 
gravity: surface tension and shear force. The balance between gravity and surface tension is drawn in Figure 35. At 
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the beginning of condensation, the film is thin, thus the gravitational force is small compared to surface tension. The 
film at the upper part of the tube is not pulled downwards and is uniformly distributed around the tube as the first two 
pictures (from right to left) in the Figure 34. The liquid film becomes thicker as condensation proceeds. At the same 
time, gravitational effects become more apparent. When the liquid film is pulled into the bottom liquid pool, 
stratification happens as in the last two pictures (from right to left) in the Figure 34. The balance between the gravity 
and the surface tension is shown in Equation (11). The left hand side of Eq. (11) represents the gravitational force of 
liquid in the control volume. The characteristic length is selected to be the radius of the tube. The axial direction along 
the tube is selected as z-direction. The control volume takes an infinitesimal length in z-direction so that the curvature 
of the wave in z-direction can be neglected. When the film thickness is equal to the characteristic length r and the 
density of vapor is neglected, the ratio between the two forces becomes the Bond number in Eq. (12), which is usually 
used to distinguish a microchannel and a conventional tube. The balance between the gravity and the shear force is 
expressed in Eq. (13). There are three reasons why the shear force acts against the gravity. Firstly, as the liquid film 
becomes turbulent due to the shear force, it is spread more uniformly, making an annular flow more likely. Secondly, 
the waves are not axisymmetric as illustrated in Figure 36. This would allow the shear force to have a vertical 
component. Thirdly, almost all of the studies regarding the annular to stratified flow transition confirm that the annular 
flow persists longer when the mass flux is increased. The agreement in the literature indirectly supports the conclusion 
that the shear force acts against gravity. From Eq. (14), it can be seen that if the film thickness is taken as the 
characteristic length, the squared Froude number can be connected to the two forces, the friction factor and vapor 
density in Eq. (15). It is also interesting to note that the ratio between the shear force and surface tension in Eq. (16) 
can be connected to the Weber number. The above-mentioned observations show that if one of the three forces is 
neglected, the force balance can be characterized by Bond, Froude or Weber number, all of which are extensively used 
in the modeling of two-phase flow. 
The transition criterion is illustrated in Eq. (17). Basically, as long as the combined force is smaller than the 
gravity, the two-phase flow will take the form of annular flow. Once the gravity prevails, stratification starts, and the 
transition between annular flow and stratified (wavy) flow happens. Because the angles made by the surface tension, 
shear force and the horizontal direction are not specified, two empirical constants C1 and C2 are used here to fit the 
experimental data. The Bond, Froude and Weber number are connected to the two empirical constants in Eq. (17-20). 
The vapor velocity, film thickness and friction factor are calculated from Eq. (21-24). Then the transition mass flux 
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GAW for a given superficial quality can be calculated using Eq. (25). The void fraction correlation used here is 
mentioned in the last section. When GAW2 is found to be less than 0, the transition line does not exist, thus GAW is set 
to be 0. The empirical constants C1 and C2 are found to be 0.05 and 0.25. A sample plot of the GAW versus superficial 
quality is shown in Figure 37. 
 
Figure 34: The transition from the annular to stratified-wavy flow happens when gravity dominates 
 
 
Figure 35: The surface tension could potentially counter the gravity 
 
Figure 36: The nonsymmetrical structure allows shear force pointing up 
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Figure 37: The transition line between annular and stratified (wavy) flow 
Figure 38 shows the transition from the stratified-wavy to the fully-stratified flow. To identify whether the 
flow can be called the stratified-wavy flow or the fully-stratified flow, one only needs to see whether there are 
interfacial waves. The waves are generated mostly because of the Kelvin-Helmholtz instability. Basically, the 
equations for the transition line originally come from Taitel and Dukler [39] and modified by El Hajal et al. [30]. In 
[75], the superficial quality is incorporated and the transition line is adjusted according to the visualizations. The 
transition line was validated by the condensation of R134a and R32 in a 6 mm tube. It is kept the same here for this 
flow regime map. Therefore, the transition criterion is calculated using Eq. (26-28). A sample plot of the GWS versus 
superficial quality is shown in Figure 39. 
 
Figure 38: The transition from the stratified-wavy to the fully-stratified flow 
𝐺𝑊𝑆 = [226.3
2𝐴𝑙𝑑𝐴𝑣𝑑
2  𝜌𝑣( 𝜌𝑙 − 𝜌𝑣)𝜇𝑙𝑔]
1
3[𝑥𝑠𝑢𝑝




3 + 20 − 40𝑥𝑠𝑢𝑝









(1 − ) (28) 
 
Figure 39: The transition line between stratified-wavy and fully-stratified flow 
Figure 40 shows the transition between the annular and intermittent flow. Even though in Taitel and Dukler 
map, the transition criterion was selected to be where the liquid load is able to support a liquid slug, the criterion is a 
necessary condition at best, and cannot be the correct transition criterion for the following reasons. To begin with, the 
waves observed in the visualizations are never sinusoidal. The scenario is more like small waves that merge into large 
ones that periodically appear. This indicates that even though the liquid load is insufficient to fill up half of the tube, 
there could still be a stable liquid slug, in spite of the fact that the frequency of the liquid slug might be low. Since the 
liquid slug is what it takes to define the flow to be intermittent, the intermittent flow is able to appear earlier than 
Taitel and Dukler predicted when the mass flux is high and the tube is small. Besides, when the waves are small, for 
instance at low mass fluxes, even if the liquid load is high, there still may not be any liquid slug. This means the mass 
flux has to be in the equation of the transition criterion. Moreover, the transition criterion is insensitive to the tube 
diameter, suggesting for instance, that the difficulty to generate a liquid slug is the same for a 10 mm and a 1 mm tube. 
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It is obviously not the case. The absolute wave height depends on the velocity difference between the liquid and vapor, 
instead of the tube diameter. The smaller the tube, the easier it will be for the waves to temporarily block the tube 
cross section and form the liquid slug.  
To make the transition criterion better represent the transition mechanism, the sufficient criterion of having 
a liquid slug needs to be identified. First of all, there must be waves, meaning the velocity difference between the 
vapor and liquid has to be larger than the minimum velocity difference to trigger the Kelvin-Helmholtz instability. 
This criterion is listed in Eq. (29). Secondly, the liquid load needs to be enough to support the waves. The height of 
the wave is approximated by the critical wavelength from the Rayleigh-Taylor instability. The Rayleigh-Taylor 
instability is incorporated here because it also contributes to the wave generation besides the Kelvin-Helmholtz 
instability. The liquid at the upper part of the tube sits on top of the vapor, whose density is smaller. As the liquid falls 
to the bottom of the tube, Rayleigh-Taylor instability is inevitably triggered. The inclusion of the Rayleigh-Taylor 
instability can be traced back to Thome et al. [4], and proved to be useful in [75]. This criterion is listed as Eq. (30). 
The last criterion is that the waves should fill the gap between the interface and the top of the tube, which is expressed 
in Eq. (31). The liquid superficial velocity, Kelvin-Helmholtz critical velocity and the Rayleigh-Taylor critical 
wavelength can be calculated using Eq. (32-34). By assigning two empirical constants m and n to the exponential of 
Eq. (30) and (31), then multiplying Eq. (29-31) together with C3, the transition criterion can be found in Eq. (35). The 
three empirical constants represent the relative importance of the three criteria. To match with the flow regimes, m, n 
and C3 are selected to be 5.5, 2 and 0.02 respectively. A sample plot of the GAI versus superficial quality is shown in 
Figure 41. 
 
Figure 40: Transition from annular to intermittent flow when liquid slugs forms 
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Figure 41: The transition line between annular and intermittent flow 
4.6 Flow regime map 
When the three transition lines in the last three subsections are plotted on the same chart, it would typically 
look like Figure 42. To have exclusive flow regimes in each region formed by the transition lines, simplifications are 
necessary. For GWS at high superficial qualities, there is a small region circled by solid line where no GAW is above it. 
Physically, it is a region where stratification does not exist because the surface tension and shear force can hold against 
the gravity. That is why the region is to the right of GAW. Meanwhile, it is also a region where waves are not excited 
because the velocity difference between the vapor and liquid is smaller than the critical velocity of Kelvin-Helmholtz 
instability. That is why the region is below GWS. Essentially, the flow regime there should be identified as annular 
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flow, the same as the flow regime above the region of interest. Hence the segment of GWS is not a flow regime transition 
line and should be removed. For the area circled by dashed line at low superficial qualities, there is a chance to see 
the mixed flow regimes. Because the flow regime map is to be used in heat transfer and pressure drop models, 
distinguishing stratified (wavy) and intermittent flow is not as important as differentiating those flow regimes with 
the annular flow, especially when the flow regime map is integrated into a heat transfer or pressure drop model. 
Therefore, for superficial qualities lower than that at the intercept between GAI and GAW, a horizontal line could be 
used to separate the intermittent and stratified-wavy flow. The simplified flow regime map is shown in Figure 43.  
 
Figure 42: A flow regime map made out of the three transition lines 
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Figure 43: The simplified flow regime map with four exclusive regions 
All of the analyses above are done with a conventional tube in mind. As the tube diameter decreases, the 
effect of gravity decreases along with it. One of the consequences is that the surface tension and shear force will 
overtake the gravity at some diameter, thus eliminating the occurrence of stratification. Without stratification, there 
will not be stratified-wavy and fully-stratified flow anymore. The only flow regimes that can be observed become the 
annular flow and the intermittent flow. Under such circumstances, the tube is called a microchannel. With the flow 
regime map developed in this thesis, the process can be more visually presented in Figure 44. When the tube diameters 
are 4 mm and 3 mm, the tubes behave just like a conventional tube would. When the tube diameter is 2 mm, 
stratification happens only below the mass flux of around 100 kg m-2 s-1, meaning the tube can already be considered 
a microchannel for applications whose mass flux is always higher than 100 kg m-2 s-1. When the tube diameter is 1.5 
mm, although theoretically there could still be stratification, the tube is essentially a microchannel because the mass 
flux where stratification happens is unrealistic for a vapor-compression system. When the tube diameter is 1mm, 
stratified (wavy) flow disappears and the tube is definitely a microchannel. Another observation is that the intermittent 
flow occupies a larger region of the flow regime map as the tube diameter goes down. It is as expected because the 
smaller the tube, the easier it is for the waves to fill the gap between the interface and the top of the tube. 
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Figure 44: The flow regime map changes as diameter of the tube decreases 
As pointed out before, the flow regime map that does not take into account the non-equilibrium effect is 
likely to suffer the following weakness. First of all, the prediction from a conventional flow regime map ranges from 
bulk quality 1 to 0. However, the real onset and end of condensation are located at superficial quality 1 and 0, whose 
corresponding specific enthalpies change as the working condition changes. Secondly, the conventional flow regime 
map usually does not take into account the fact that the tube wall is always wet for condensation. Annular flow has to 
be the flow regime at the entrance stages of condensation. Last but not least, to the author’s knowledge, the 
conventional flow regime maps for condensation has never been unified for a conventional tube and a microchannel. 
Those issues are taken care of by the current flow regime map, demonstrated in Figure 45. 
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Figure 45: A comparison between the flow regime map by El Hajal et al. and the current flow regime map 
The flow regime map in [75] has the advantages over the conventional flow regime map in that it predicts 
from the real onset to the real end of the condensation and the flow regime predictions always start as annular flow. 
However, the flow regime map cannot be applied to a microchannel and some of the transition lines are off compared 
to the experimental visualizations due to its empirical nature. The flow regime map developed in this study aims at 
addressing those issues. 
Mass flux is one of the primary parameters that the flow regime map should react to. When the mass flux is 
low, the flow regime should start from annular flow, transition to stratified-wavy flow and end as fully-stratified flow. 
As the mass flux increases, the two-phase flow will stay as annular flow for a larger range of superficial qualities. 
When a critical mass flux is surpassed, the stratified (wavy) flow disappears and the intermittent flow forms at low 
superficial qualities. As the mass flux goes even higher, a greater portion of the flow becomes intermittent flow. The 
current flow regime map reflects exactly the process above in Figure 46 where different refrigerants are condensing 
in 4 mm tube at 30 oC. It should be noted that the few discrepancies happen only around the transition lines, where 
the identification of flow regime could vary due to the subjectivity. 
As for different refrigerants, since they have different properties, the flow regimes could also be different 
accordingly. For instance, a low pressure refrigerant tends to have higher slip ratio, thus more annular flow when other 
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conditions are kept the same. When the properties are similar, such as R134a and R1234ze(E), the flow regimes are 
similar. Figure 47 shows that the flow regime map is able to capture the effect due to the change in refrigerant 
properties as well. Apparently, the density ratio plays an important role in the transitions between different flow 
regimes. The higher the density ratio between of liquid and vapor, the higher the slip ratio, the more likely the flow 
will be annular. 
For different tube size, as described before, the 6mm and 4mm tubes are characterized as conventional tubes 
because the stratified (wavy) flow can be observed. When the tube diameter becomes 1 mm, the stratified (wavy) flow 
is replaced by the intermittent flow. Hence the tube is a microchannel. Figure 47 shows that the flow regime map goes 
through the same changes as the diameter is reduced. 
 


















CHAPTER 5: PRESSURE DROP 
Figure 48 shows the schematic drawing of the facility where experimental data were taken. The subcooled 
refrigerant is pumped into the evaporator where heated water runs in it. The mass flow rate and temperatures of the 
water at the inlet and outlet of the evaporator are measured to determine the heat transferred. The refrigerant is heated 
to the state of interest and enters the sight glass, which is a glass tube to monitor the flow, making sure the flow before 
test section is steady and fully developed. The inlet and outlet temperature as well as the mass flow rate of the water 
in the evaporator can be measured to calculate the inlet condition of the test section by Eq. (36). The test/visualization 
section is a tube-in-tube heat exchanger. The secondary fluid is polyethylene glycol and water that run in the outer 
tube made of polycarbonate. When the tube-in-tube heat exchanger serves as a test section to measure the pressure 
drop, copper tubes are used to simulate reality. When it serves as a visualization section, glass tubes are used for the 
visual access. All the tests are done in diabatic conditions. The energy balance in the test section is attained from the 
glycol side with the mass flow rate and temperatures measured at the inlet and outlet of the glycol tube, the condition 
of the refrigerant at the outlet of the test tube can be calculated as shown in Eq. (37). The heat flux is calculated as in 
Eq. (38). The averaged specific enthalpies of the inlet and outlet of the test/visualization section are calculated as in 
Eq. (39) and reported. The refrigerant is then condensed into subcooled liquid in the condenser and subcooler before 
going into the pump to complete the cycle. The pressure drop (PD) is calculated from the differential pressure 
measured in the differential pressure transducer as in Eq. (40). 
 
Figure 48: Schematic drawing of the pressure drop measurement facility  
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The dashed line represents the chamber whose inside temperature is just above the saturation temperature for 
the fluid in the tube. This is to make sure the differential pressure sensors do not have any condensate forming inside 
due to heat loss. The elimination of condensate in the pressure line prevents hydraulic pressure difference inside the 
pressure line from affecting the measurements. All the differential pressure sensors are, therefore, placed inside the 
chamber along with the sight glass. Another feature of the facility is that the differential pressure transducer has a 
wide and adjustable range of measurement to fit into different working conditions. The uncertainties of the instruments 
are shown in Table (4).  
hrb,TSi = hr1 + [(𝑇𝑒𝑤𝑖 − 𝑇𝑒𝑤𝑜)?̇?𝑤𝐶𝑝𝑤]/ 𝑚𝑟̇  (36) 
 
ℎ𝑟𝑏,𝑇𝑆𝑜 = ℎ𝑟𝑏,𝑇𝑆𝑖 − [(𝑇𝑐3 − 𝑇𝑐2)?̇?𝑐𝐶𝑝𝑐]/ 𝑚𝑟̇  (37) 
 
𝑄 = [(𝑇𝑐3 − 𝑇𝑐2)?̇?𝑐𝐶𝑝𝑐]/ (𝐷𝜋𝐿) (38) 
 
ℎ𝑟,𝑏 = (ℎ𝑟𝑏,𝑇𝑆𝑜 + ℎ𝑟𝑏,𝑇𝑆𝑖)/ 2 (39) 
 
𝑃𝐷 = 𝐷𝑃𝑇𝑆/ 𝐿 (40) 
Table 4: Measurement uncertainties 
Variable Instrument Uncertainty 
T T-type thermocouple ±0.2 K 
P0 Diaphragm absolute pressure transducer ±0.04% FS 
DP Diaphragm differential pressure transducer ±0.1% FS 




5.1 Effects of the mass flux and specific enthalpy 
Figure 49 shows pressure drop against specific enthalpy for R134a condensing at 776 kPa in a 6.1 mm tube 
with heat fluxes varying from 10 to 15 kW m-2 and different mass fluxes from 100 kg m-2 s-1 to 400 kg m-2 s-1 with an 
increment of 100 kg m-2 s-1. First of all, pressure drop increases with increasing mass flux because higher mass flux 
means higher velocity gradient. The effects of the mass flux are usually very well accounted for in the existing two-
phase pressure drop correlations such as Friedel [6], and Lockhart and Martinelli [24] and Muller-Steinhagen and 
Heck [62]. A comparison between the experimental data and Friedel [6] is plotted in Figure 51 below showing good 
agreement in the two-phase region. Secondly, for the effects of the specific enthalpy, it can be seen that before the 
onsets of condensation (which is not achieved for the G100 and G200 cases due to temperature limitations in the 
evaporator on the water side), pressure drop decreases as specific enthalpy decreases. This is because the refrigerant 
is superheated vapor only. With more heat rejected from the refrigerant, the density of the refrigerant goes up and 
velocity of the refrigerant goes down. Thus the pressure drop goes down. After the onset of condensation, pressure 
drop first goes up. This can be explained in Figure 50 where R245fa is condensing at 30 oC in a 6.0 mm diameter glass 
tube at a mass flux of 100 to 400 kg m-2 s-1.  
In Figure 49, when mass flux is low, for instance G=100 kg m-2 s-1, after specific enthalpy lowers to 460 kJ 
kg-1, the condensate starts to generate on the circumference of the wall and forms film or annular flow. The liquid is 
dragged forward on the tube wall by the core vapor because the velocity of vapor is much higher than that of the 
liquid. The velocity difference of the vapor and liquid triggers the Kelvin-Helmholtz instability and waves start to be 
generated. Another contribution to the waviness is the fact that some of the liquid on the upper circumference of the 
tube is held by surface tension above the vapor core, whose density is much lower compared to liquid. This triggers 
Rayleigh-Taylor instability which also yields waviness. Upstream, when the tube is filled with superheated refrigerant, 
the vapor only needs to travel touching the smooth surface of the tube. After the onset of the condensation, the vapor 
has to travel over the wavy structure of the liquid film and pull it forward, a process that dissipates more energy, which 
is reflected in the form of increasing pressure drop. As the enthalpy is reduced, more condensate is generated, making 
stronger waves possible and the pressure drop continues to go up as it indicated in Figure 49 between the onset of 
condensation and the peak. Meanwhile, because the heat is consistently removed from the refrigerant, the quality and 
void fraction are lowered reducing the vapor velocity of the refrigerant. This has two effects on pressure drop. First, 
decreasing velocity means decreasing pressure drop. Second, decreasing velocity means decreasing velocity difference 
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(slip ratio), causing the waves to eventually die down at low qualities, which also lowers the pressure drop. The 
behavior of pressure drop in Figure 51 between the peak and the end of condensation is controlled by this mechanism. 
The peak is the consequence of two competing factors: more liquid that gives rise to stronger waves that increase the 
pressure drop; lower velocity that calms the waves and lowers the pressure drop.  Interestingly the relation between 
pressure drop and quality is almost linear.  
When the mass flux is high, where G=400 kg m-2 s-1 could serve as an example, there are two major 
differences compared to G=100 kg m-2 s-1 in Figure 49. These differences could potentially affect the pressure drop. 
First is that in high qualities, instead of having larger waves concentrated on the lower part of the tube as in G100 
case, the waves are formed very uniformly around the tube wall in G400 case. This means that the effect of waves on 
pressure drop are not exactly on the same part of the tube due to the differences in flow regimes. As condensation 
proceeds, larger waves become more frequent and merge into each other to form an even larger wave until blocking 
the entire cross section of the tube, causing the other difference. That other difference happens at low qualities. Instead 
of having fully stratified flow as in G100 case, the wave remains and washes up closing it to the top of the tube to 
form an intermittent flow in the G400 case. This means that for higher mass fluxes at lower qualities, there will be a 
portion of the tube where the pressure drop behaves much more like single-phase liquid due to the liquid-only flows. 
In Figure 49, the locations of the peaks are close to bulk quality 1 but not at the exact same location. Higher mass flux 
tends to have later peak because the waves are stronger with higher velocity difference between liquid and vapor. 
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Figure 49: Pressure drop of R134a under four mass fluxes in diabatic conditions 
 
Figure 50: Flow visualization of flow of R245fa during condensation at 30 oC for four different mass fluxes 
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Figure 51: Comparison of experimental data with correlations 
5.2 Effects of the refrigerant properties 
Figure 52 shows pressure drop against specific enthalpy for R1233zd(E), R134a and R32 condensing at 154, 
776 and 1925 kPa respectively (the same saturation temperature) in a 6.1 mm tube with a heat flux of 15 kW m-2 and 
a mass flux of 300 kg m-2 s-1. R134a serves as a baseline and the other two refrigerants are compared with it to see the 
effects of the properties. The pressure drop of R1233zd(E) is much higher than that of R134a and R32 is a bit lower 
than that of R134a while it goes through a larger range of specific enthalpy due to its larger latent heat. The properties 
listed in Table 5 can explain the trends. The first to be mentioned is the density ratio of liquid to vapor. The higher the 
liquid-vapor density ratio, the faster the vapor travels against the liquid. It has been explained above that the velocity 
difference between liquid and vapor is closely linked with the generation of the waves, a major factor in determination 
of the pressure drop. The higher liquid-vapor density ratio of R1233zd(E) means larger waves when compared to 
R134a if effects from other properties are neglected, and it is the opposite when it comes to R32 (also when other 
properties such as surface tension and viscosities are not considered). Figure 53 shows the comparison between the 
flow visualizations of the three refrigerants. Apparently R245fa has a much stronger wave than that of R134a and 
R32. The velocity difference also directly affects the pressure drop because the higher the velocity difference, the 
higher the velocity gradient when other parameters are kept the same. Another property that affects the pressure drop 
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is the surface tension. It has been theorized by Thome et al. [4] that surface tension could affect the interfacial 
waviness, in which case the surface tension is the force to be overcome if the surface is to be bent. As for the viscosities 
of liquid and vapor, they are directly correlated to pressure drop in a way that with the same velocity gradient, the 
higher the viscosity, the higher the pressure drop. It is because in the liquid film, the velocity starts from zero at the 
wall to the interfacial velocity across a certain length, which is the film thickness. If the interfacial velocity and the 
film thickness are fixed (hence the velocity gradient), the higher the liquid viscosity, the higher the pressure drop in 
the liquid flow. In this case, R1233zd(E) has a liquid viscosity four times of R32, which very well agrees with the 
magnitude of the pressure drop results. Latent heat affects the pressure drop because it affects the quantity of the 
condensate for a certain heat transferred at the surface, i.e. the film thickness. The results of the measurements of the 
film thickness and it can be shown both in Figure 53 and Figure 54 that R32 has a thinner film compared to R134a. 
Since the available liquid pool is connected to the generation of the waves, larger latent heat should yield lower 
pressure drop due to smaller waves shown in Figure 53. Pressure drop for R32 is indeed smaller compared to other 
refrigerants in Figure 52. 
 




Figure 53: Comparison of waves between three different refrigerants at the same mass flux of 100 kg m-2 s-1 
 






Table 5: Some properties of the three refrigerants evaluated 
5.3 Effects of the tube diameter 
Figure 55 shows the pressure drop against specific enthalpy for R32 condensing at 1925 kPa in a 6.1 and 4.0 
mm tubes with the same mass flux of 300 kg m-2 s-1 and heat flux of 15 kW m-2. The pressure drop goes up as tube 
diameter decreases because the velocity gradient goes up as tube gets smaller. A further change in the tube size might 
eventually affects the flow regime due to the growing importance of capillary force, which might change the behavior 
of pressure drop practically eliminating stratified flow regime. In this study, however, the change in tube diameter 
from 6.1 mm to 4.0 mm shows little effect on the shape of the pressure drop curves in Figure 55, or in other words, 
tubes studied here cannot be called micro or mini channels.  
From the comparison of visualizations shown in Figure 56, the process of condensation of R134a and R245fa 
in two different glass tubes with 6.0 and 4.0 mm diameters primarily follows two paths: from annular to stratified at 
low mass flux; from annular to intermittent at high mass flux just as is shown below in Figure 57. The competing 
forces are essentially the gravitational force and shear force only. The trace of capillary force affecting flow regime is 
nowhere to be found. As explained in Subsection 3.1, the flow regime affects the mechanism of the pressure drop, 
hence the modeling of it. Figure 55 and 56 demonstrate that at least for the two tube sizes tested in this study, the 
change in flow regimes is not a major issue from the modeling point of view. Note that in Figure 56, the term 













R134a 38.1 7.4 1.2 1.8 173 
R32 19.8 6.0 1.3 1.1 261 
R1233zd(E) 51.1 13.9 1.0 4.4 186 
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Figure 55: Pressure drop of R32 with different tube diameters 
 
Figure 56: Comparison of flow regimes between two different tube diameters at four different mass fluxes 
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Figure 57: Two typical paths (annular to stratified and annular to intermittent) refrigerants generally take 
during a condensation process 
5.4 Pressure drop model 
As demonstrated in Figure 58, in the SH region, pressure drop decreases as heat is rejected out of the 
refrigerant. It is because the density of the flow is increasing and the velocity of the flow decreases as a result. As 
soon as the condensation starts, waves start to be generated. The interaction between liquid and vapor dissipates more 
energy than single-phase flow, thus causes the pressure drop to go up in the beginning of the annular flow regime. 
While the waves keeps growing, the flow velocity keeps decreasing, which contributes to the reduction of pressure 
drop. The effects of increasing waves and decreasing velocity compete with each other, forming a peak of pressure 
drop somewhere around bulk quality one (not necessarily at bulk quality one). As the flow velocity decreases further, 
the waves eventually die down and pressure drop lowers until the end of condensation where the refrigerant is all in 
liquid phase. 
Following the process mentioned above, an overview of the model is illustrated in Figure 59. When the 
refrigerant enters the condenser in a vapor-compression system, it is superheated vapor. As soon as heat is exchanged 
into the secondary fluid such as cooler air or water, the bulk temperature as well as the tube wall temperature continues 
to reduce. Once the wall temperature drops to the saturation temperature, the first liquid droplet forms and the 
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condensate quickly merges into a very thin film due to the fact that most surfaces used in a condenser are hydrophilic. 
The film covers the entire circumference of the tube wall assuming the cooling happens everywhere on the tube. The 
surface tension holds a certain amount of condensate from either being pulled by the gravity to the bottom of the tube 
or entrained by the shear from the core vapor. Hence, in every circumstance the first flow regime in a condensation 
process is annular. The annular flow is treated as a uniform ring of liquid surrounding the vapor core. As condensation 
proceeds, two paths can be taken by the refrigerant depending on the mass flux and fluid properties. When the mass 
flux is low, the gravitational force prevails over the shear force. The excessive condensate tends to be pulled from the 
upper part of the tube to the lower part of the tube along the tube wall. This creates a liquid pool at the bottom of the 
tube. The stratification angle is used to represent the portion of the tube that is occupied by the liquid pool. Figure 59 
presents a simplification of reality (dotted). The division between the annulus at the top and the liquid pool at the 
bottom is important because they behave differently in both the thermal and the hydraulic sense. In the opposite 
situation when the mass flux is high, the shear force wins over gravitational force. The waves grow as condensate 
accumulates and flow velocity increases. Following the direction Thome et al. [4] has proposed to deal with the 
waviness, Kelvin-Helmholtz and Rayleigh-Taylor instability both contribute to the wave generation, and an 
enhancement factor due to the waviness Ki will be introduced in the following sections. Regarding the flow regime, 
as the mass flux increases and the superficial quality decreases, at some point, the waves will grow so large that they 
block the entire cross section of the tube. Intermittent flow results from this process. Figure 59 demonstrates the 
difference between the intermittent flow and the stratified flow in that the former divides the tube longitudinally along 
the tube while the latter does it across the tube cross section. The intermittent flow regime starts when the waves hit 
the top of the tube. The portion of the tube occupied by the liquid slug increases as the condensation advances while 





Figure 58: Pressure drop data and comparisons with models 
 
Figure 59: Illustration of condensation process in this model 
The wave formation has long been linked to the transition of flow regimes e.g. from annular to intermittent. 
Taitel and Dukler [6] attributes the reason of transition from stratified flow to intermittent flow to the growing wave 
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(in adiabatic flow). The increase of flow velocity triggers the Kelvin-Helmholtz instability, causing the wave to wash 
to the top of the tube when there is enough liquid load. Although in adiabatic condition this is a very useful insight 
into the formation of intermittent flow. In diabatic conditions, the heat transfer adds another degree of complexity to 
the problem. The variation of quality during condensation decreases the flow velocity while adding the liquid load. 
However, to have intermittent flow, the velocity needs to go up and the amount of liquid have to be sufficient. This 
means that the reduction of the velocity is actually acting against the generation of waves as the condensation proceeds. 
The competition between reducing velocity and void fraction is the key factor to describe the pressure drop data in the 
study. In addition, rather than having stratified flow in the beginning, condensation always starts in the annular flow 
regime. It has two inferences. One is during condensation, the Kelvin-Helmholtz instability not only generates waves 
from the bottom to top, but also from top to bottom because there is liquid film on top as well. The other is that 
Rayleigh-Taylor instability is present during the condensation process too because the upper part of the tube is always 
generating liquid that sits upon the vapor core and tends to fall down. Thome et al. [4] has touched on the issue where 
they combine the effects from the two instabilities into two dimensionless groups. Although sufficient in their heat 
transfer model to account for the convection effects, the author of the current study attempt to follow along the same 
direction but tried to make it more realistic and accurate for pressure drop enhancement, especially because the 
phenomenon explains the experimental data so well. The way to treat the effects of the wave formation on the pressure 
drop is the wave-enhancement factor presented below. 
For Kelvin-Helmholtz instability, velocity difference and fluid properties directly indicate the frequency and 
the strength of the waves. In the visualizations it is shown that the waves die down at the end of the condensation 
process because the velocity difference between vapor and liquid gets smaller. The parameter that links the fluid 
properties to the velocity difference is the minimum velocity to trigger the Kelvin-Helmholtz instability as derived in 
Carey [79]. The equation to find the minimum velocity required is listed below as Eq. (41). Rayleigh-Taylor instability 
is similar to the Kelvin-Helmholtz instability in that the properties of the fluid determine the critical wavelength. The 
difference is that the mechanism that triggers the instability is not the velocity difference but the gravitational force, 
which is directly linked to the film thickness. The critical wavelength is calculated using the method derived in Carey 
and Eq. (42) is responsible for it. The wave-enhancement factor Ki is proposed as Eq. (43) where velocity of liquid 
and vapor can be determined using Eq. (44-45). The film thickness can be calculated by Eq. (46). Three constants C, 






































𝛿 = 0.5𝐷(1 − 0.5) (46) 
For single-phase flow, Churchill correlation [5] is used in the current model. It should be noted that the 
approach presented in this thesis does not preclude the use of other single-phase correlations when facing applications 
where Churchill might be insufficient. Here the Churchill correlation is chosen due to its good agreement with the 
single-phase pressure drop data and its asymptotic nature that connects the predictions between laminar and turbulent 
flow.  It is written below. 



































Annular flow is always the first flow regime to be expected when condensation happens. Meanwhile, the 
CSH region is the first two-phase region during the condensation and the region that conventional approaches mistaken 
as a single-phase region. Since the current model attempts to include the effects from non-equilibrium into the pressure 
drop prediction, the mechanism that dictates the annular flow is the most important factor to evaluate. Fig.60 shows 
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the conceptual picture of an annular flow in this model. The annular flow is considered as a flow where the vapor core 
is surrounded by a uniform ring of the liquid. The pressure drop in the flow, is taken as the energy dissipated in the 
liquid ring and vapor core which is represented in Eq. (51). After expressing the overall dissipated energy in terms of 
the overall pressure drop and the volumetric flow rate, Eq. (52) is derived from the simplification of Eq. (51). Eq. (53) 
is the thermodynamic density of a two-phase flow. Eq. (54-55) are the calculation of pressure drop in vapor and liquid 
separately. The pressure drop by vapor assumes the interface between liquid and vapor to be the new “tube wall” 
whose diameter is smaller by the magnitude of the film thickness. The enhancement factor for annular flow in the heat 
transfer model with a constant m, which is empirically determined to be 0.3 in this model. The single-phase pressure 
drop correlation is selected to be Churchill correlation for all cases. Note that the pressure drop in the liquid and vapor 
may not be the same, which is potentially problematic, but the approach is not aiming at determining the pressure of 
vapor and liquid separately. The model merely calculates the instantaneous pressure gradient at a given segment. The 
resulting pressure of liquid and vapor will adjust themselves to the overall pressure drop, which is the output of the 
model and the parameter to be used in a condenser designing process. 
 
Figure 60: The conceptual picture of an annular flow. 




















𝑃𝐷𝑣 = 𝑃𝐷𝑠𝐾𝑖 (54) 






Compared to the annular flow, the stratified flow differs mainly in its liquid pool at the bottom of the tube. 
The liquid pool is the result of the gravitational force pulling the liquid downwards. The liquid pool not only changes 
the flow regime, but the heat transfer coefficient and pressure drop that are closely affected by it. For heat transfer, 
the liquid pool creates a barrier between the liquid-vapor interface and the tube wall, thus making the heat transfer 
coefficient much lower than that of the annular flow. A widely accepted way of handling the liquid pool is to treat the 
perimeter of the tube occupied by it as if it is already in single-phase, started from Chato and Dobson [49], furthered 
by Thome et al. [4], Macdonald and Garimella [61] and eventually the method which includes the non-equilibrium 
effects in this work. For the pressure drop model, the transition from the annular to stratified flow regime is quite 
tricky. Unlike heat transfer, where liquid film thickness can be directly connected with the thermal resistance, pressure 
drop was not related to film thickness in most pressure drop models. The wave-enhancement factor mentioned above 
fills the gap. Therefore, after the flow transitions from annular to stratified, the tube is divided into upper and lower 
parts to separately calculate pressure drop as shown in Figure 61. The corresponding equations are listed below. The 
pressure drop for the upper part, which is annular flow with thin film, is determined by the transition film thickness 
δtrans. The film thickness for the upper part of the tube will be assumed constant throughout the entire stratified flow. 
At the same time, the velocities of liquid and vapor are calculated from the superficial velocities at the given superficial 
quality. The lower part of the tube is considered annular flow with thicker film. The film thickness is determined by 
calculating the equivalent film thickness δeq as if the liquid pool is spread out to form a liquid ring in the lower part. 
The overall pressure drop is calculated through Eq. (56-65). When the stratification angle reaches 180 degrees and 
above, the film thickness of the lower part of the tube is set to half of the diameter. 
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 𝑥𝑠𝑢𝑝 + 𝑃𝐷𝑙,𝑢𝑝𝑝𝑒𝑟
𝜌
𝜌𝑙
(1 − 𝑥𝑠𝑢𝑝) (57) 
𝑃𝐷𝑣,𝑢𝑝𝑝𝑒𝑟 = 𝑃𝐷𝑠,𝑢𝑝𝑝𝑒𝑟𝐾𝑖,𝑢𝑝𝑝𝑒𝑟 (58) 









 𝑥𝑠𝑢𝑝 + 𝑃𝐷𝑙
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𝜌𝑙
(1 − 𝑥𝑠𝑢𝑝) (60) 




𝑃𝐷𝑣,𝑙𝑜𝑤𝑒𝑟 = 𝑃𝐷𝑠,𝑙𝑜𝑤𝑒𝑟𝐾𝑖,𝑙𝑜𝑤𝑒𝑟 (62) 



















[(2𝜋 − 𝜃𝑠𝑡𝑟𝑎𝑡) − sin(2𝜋 − 𝜃𝑠𝑡𝑟𝑎𝑡) + 𝜃𝑠𝑡𝑟𝑎𝑡(1 −  𝑡𝑟𝑎𝑛𝑠 )] (65) 
As illustrated in Figure 62, the refrigerant can transition from annular to intermittent if the mass flux is high. 
The intermittent flow also affects both heat transfer and pressure drop. Rather than taking a portion of the tube with 
single phase liquid, intermittent flow fills up the whole tube with the least amount of vapor intermittently. When the 
tube is occupied by both liquid and vapor, the flow is nothing but annular flow because the vapor has its free path 
within the liquid ring. When a big wave blocks the tube cross section, the vapor cannot go through. At the same time, 
the liquid slug is a wave that gets constrained in a tube. The front of the liquid slug is picking up the condensate from 
the liquid film on the circumference of the tube wall towards the center of the tube to fill up the tube, while the rear 
of the liquid slug sheds liquid because the vapor is digging through and the majority of the liquid has moved forward 
already. The liquid slug resembles a single-phase liquid flow in the tube but it is by no means fully developed. The 
elongated vapor bubble between the liquid slugs cannot be treated as annular flow either. Due to its complexity, the 
intermittent flow has a history of being treated very differently in different models. For instance, Thome et al. [4] 
simply handle the intermittent flow as annular flow, which has some grounds because the way void fraction performs 
typically delays the formation of long liquid slugs until low quality. Before the liquid slug becomes too long to be 
ignored, the intermittent flow and annular flow are very similar. In another model by Macdonald and Garimella [61], 
they treat the intermittent flow to be the summation of single-phase vapor pressure drop, single-phase liquid pressure 
drop and the interaction between them. The single-phase liquid pressure drop does make sense especially when the 
liquid slug is long. The interaction between liquid and vapor is also insightful in that the interaction between liquid 
and vapor does dissipate more energy than a smooth interface and thus increases the pressure drop. The single-phase 
vapor part, however, has no physical grounds. Not only for intermittent flow, but during the entire process of 
condensation, dry wall (single-phase vapor flow) never happens because the condensate keeps forming on the tube 
wall from the very start. A better way of looking at intermittent flow is by Quiben and Thome [68]. They use void 
fraction to weigh the importance of annular flow and saturated liquid flow. They claim the model to give continuous 
prediction and correct limit if non-equilibrium is not considered. However, a deeper meaning is not elaborated in the 
thesis. The use of void fraction works because it takes into account the dominant mechanism for an intermittent flow. 
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The nature of intermittent flow dictates that when the liquid slug passes, the dissipation of energy is much smaller 
than when the vapor bubble passes. How much a tube is occupied by each form in an intermittent flow is determined 
by the void fraction while it determines the pressure drop. There are three defects in their approach. One is that the 
correct limit is not saturated liquid but the subcooled liquid at the end of condensation, which is the end of the CSC 
region. The second is that the velocity of the liquid slug should not be assumed to be constant as in the liquid-only 
flow, which gives a fixed pressure drop for the liquid slug. For example, a liquid slug at superficial quality 0.5 moves 
much faster than the liquid does at superficial quality of zero. The pressure drop of a liquid slug should be a changing 
value that can be calculated from the fluid properties and working conditions. It is the same for annular flow.  
The current model combines the advantages by the above-mentioned approaches and it has its own merits. It 
uses void fraction to calculate how much of the flow can be viewed as annular and how much can be viewed as liquid 
slug as in Figure 62. It took the superficial velocity to calculate the pressure drop. It includes the interaction between 
vapor and liquid in the annular portion of the flow. More importantly, it extends the range of application to the real 
end of the condensation. One thing to note is that the film thickness at the transition between annular and intermittent 
flow regimes δtrans is taken as the film thickness for the annular part of the calculation throughout the intermittent flow. 
 
Figure 62: Intermittent flow is divided into the annular flow and single-phase liquid flow 




 𝑥𝑠𝑢𝑝 + 𝑃𝐷𝑙,𝑎𝑛𝑛𝑢𝑙𝑎𝑟
𝜌
𝜌𝑙
(1 − 𝑥𝑠𝑢𝑝) (67) 
𝑃𝐷𝑣,𝑎𝑛𝑛𝑢𝑙𝑎𝑟 = 𝑃𝐷𝑠,𝑎𝑛𝑛𝑢𝑙𝑎𝑟𝐾𝑖,𝑎𝑛𝑛𝑢𝑙𝑎𝑟 (68) 




















The pressure drop model could be implemented in the following way: 
1. Determine the real onset and end of condensation with Eq. (4) and (6). 
2. Find the superficial qualities from Eq. (10). 
3. Define the flow regimes using the flow regime map in this work. 
4. Determine the superficial enthalpy of the transition between the annular flow and stratified flow 
and between annular flow and intermittent flow from the flow regime map. 
5. Before the transition occurs, apply the annular flow model with Eq. (51-55). 
6. After the transition, apply the stratified flow model with Eq. (56-65) or the intermittent flow model 
with Eq. (66-72). 
7. Before and after the onset and end of the condensation, apply the single-phase model with Eq. (47-
50). 
Figure 63 is an illustration of the comparison between the new pressure drop model and conventional models 
against the experimental data at one condition. The largest difference between the two approaches are in the CSH 
region where the new pressure drop model has already adopted the two-phase mechanism while the conventional 
approach still assumes single-phase flow. The underestimation of the conventional approach towards the experimental 
data in CSH is improved by recognizing that the wavy structure dissipates energy, thus raises the pressure drop. Also 
in Figure 63 both current and existing (Friedel and Churchill) methods provide a continuous curve. Friedel [6] and 
Churchill [5] only asymptotically approach each other when the Blasius equation is substituted by Churchill’s friction 
factor in the application of the Friedel correlation. This implies that if single-phase and two-phase correlations for 
pressure drop are randomly selected based on criteria like “the most statistically preferred according to some data 
bank”, then it will be very hard to avoid discontinuities at the transitions between the models. This makes coding for 
condenser design problematic and inaccurate. The new model resolves this issue because it is based on a single-phase 
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correlation (in this case Churchill) with the wave-enhancement factor Ki asymptotically approaching the correct value 
at the transitions. Therefore, in case there will be a better suited single-phase correlation for other applications, the 
new approach still integrates each region into a seamless curve and thus eliminates the discontinuity problem.  
Another implication of Figure 63 is about heat transfer. According to heat and momentum analogy, higher 
pressure drop in the CSH region means higher heat transfer coefficient comparing to single-phase correlation. It is 
indeed the case. As is mentioned above, many publications have presented the effect of non-equilibrium on heat 
transfer especially in the CSH region. The findings support the results in this thesis. Figure 64 is an overall comparison 
between the prediction from the current model and the experimental data including R32, R134a, R1234ze(E), 
R1233zd(E) and R245fa at heat fluxes of 5 to15 kW m-2 and mass flux of 100 to 400 kg m-2 s-1. As far as the author 
realizes, the data is the only study that includes the non-equilibrium effects on the pressure drop in a condenser of a 
vapor-compression system. From Figure 64 it can be seen that there are more deviations at the lower pressure drop 
range. This is probably due to certain systematic errors during the experiments. Despite these discrepancies, most 
predictions of the new model fall into the ±10% deviations of the experimental data, indicating statistically good 
predictability. 
  
Figure 63: Comparison between experimental data and models 
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Figure 64: Comparison between the predictions from the current model to the experimental data for R32, 

















CHAPTER 6: HEAT TRANSFER 
Figure 65 shows schematic drawing of the facility where experimental data were taken. There are three loops: 
refrigerant, water and chilled water loop. In refrigerant loop, the subcooled refrigerant is pumped into an electric heater 
where refrigerant is heated until it becomes superheated vapor. Mass flow rate of refrigerant is measured from the 
Coriolis mass flow meter before the heater. After entering the mixing chamber, the refrigerant specific enthalpy hrb,MC 
is determined by measuring pressure and temperature in the mixing chamber. Then the state of the flow is adjusted in 
a pre-cooler where the refrigerant is cooled by the water flowing in the second loop until the desired state is achieved. 
The inlet and outlet temperature as well as the mass flow rate of water in pre-cooler can be measured and the 
calculation of inlet condition of the test section is shown in Equation (73). The specifications of the test section are 
introduced in the next subsection. Basically, the refrigerant is further condensed in the test section by the water in the 
second loop. Through the energy balance from the water side, the condition of the test section outlet can be calculated 
as shown in Equation (74). Wall temperatures are measured at the test section for the determination of the heat transfer 
coefficient. Eventually, the refrigerant is subcooled again in the after-cooler and the cycle completes. In the water 
loop, several thermocouples are inserted into the tube to measure the temperatures of the water at different locations. 
Mass flow rate of water is measured by Coriolis mass flow meter. The energy balance in this loop is used to determine 
the heat transfer from the refrigerant loop. The third loop, which is the chilled water loop, uses chilled water from the 
building to maintain the total energy balance for the entire facility. Figure 66 show the dimensions of the test section 
and positions of thermocouples. The refrigerant tube is a 150 mm long copper tube with 6.1 mm inner diameter and 
9.53 mm outer diameter. The tube is placed horizontally with a water jacket covering it. Thermocouples are embedded 
at 3 different axial locations, and at each axial location, there are four thermocouples at top, bottom and two sides of 
the tube. Heat flux is measured from the water side with known mass flow rate as well as inlet and outlet temperatures 
as described in Equation (75). Wall temperature is taken to be the average of the readings from twelve thermocouples. 
The change in quality in the test section is controlled between 0.03 and 0.15 depending on working conditions. Under 
such quality changes, HTC is considered quasi-local and the bulk enthalpy in the test section is taken as the average 
of inlet and outlet enthalpies as in Equation (76). The bulk temperature of the fluid is taken as the temperature 
corresponding to the bulk enthalpy and pressure. With the information of heat flux, refrigerant temperature and wall 
temperature, HTC is then determined as expressed in Equation (77). A more detailed discussion on the facility can be 
found in [15] [16] [17] [73]. 
84 
 
Figure 65: Schematic drawing of experimental facility 
 
Figure 66: Test section dimensions and thermocouple positions 
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hrb,TSi = hrb,MC − [(𝑇𝑤𝑎𝑡𝑒𝑟,𝑃𝐶𝑜 − 𝑇𝑤𝑎𝑡𝑒𝑟,𝑃𝐶𝑖)?̇?𝑤𝑎𝑡𝑒𝑟,𝑃𝐶𝐶𝑝𝑤𝑎𝑡𝑒𝑟 − 𝐻𝑔𝑎𝑖𝑛,𝑃𝐶]/ 𝑚𝑟̇  (73) 
ℎ𝑟𝑏,𝑇𝑆𝑜 = ℎ𝑟𝑏,𝑇𝑆𝑖 − (𝑇𝑤𝑎𝑡𝑒𝑟,𝑇𝑆𝑜 − 𝑇𝑤𝑎𝑡𝑒𝑟,𝑇𝑆𝑖)?̇?𝑤𝑎𝑡𝑒𝑟,𝑇𝑆𝐶𝑝𝑤𝑎𝑡𝑒𝑟 − 𝐻𝑔𝑎𝑖𝑛,𝑇𝑆]/ 𝑚𝑟̇  (74) 
𝑄 = [(𝑇𝑤𝑎𝑡𝑒𝑟,𝑇𝑆𝑜 − 𝑇𝑤𝑎𝑡𝑒𝑟,𝑇𝑆𝑖)?̇?𝑇𝑆𝐶𝑝𝑤𝑎𝑡𝑒𝑟 − 𝐻𝑔𝑎𝑖𝑛,𝑇𝑆]/ (𝑑𝜋𝐿) (75) 
ℎ𝑟,𝑏 = (ℎ𝑟𝑏,𝑇𝑆𝑜 + ℎ𝑟𝑏,𝑇𝑆𝑖)/ 2 (76) 
𝐻𝑇𝐶 = 𝑄/ (𝑇𝑤 − 𝑇𝑟,𝑏) (77) 
6.1 Measurement and determination of heat transfer coefficient 
Figure 67 shows HTC against specific enthalpy for R134a condensing at 1.319 MPa with heat flux of 10 kW 
m-2 and different mass fluxes from 50 kg m-2 s-1 to 200 kg m-2 s-1 with an increment of 50 kg m-2 s-1. In the TP region, 
it is obvious that with higher mass flux, the HTC is higher. This is reasonable because with higher mass flux, first of 
all, there is stronger advection due to faster bulk flow, which takes more heat away within a given time period. 
Secondly, the liquid-vapor interaction is stronger for higher mass flux, which creates more mixing and condensing 
area. This can be directly observed from the flow visualization. Thirdly, the measurement also shows that higher mass 
flux yields thinner film at the same specific enthalpy. Under the assumption of pure conduction dominated heat 
transfer, thinner film implies that the thermal resistance is lower. In the CSH region, however, the mass flux does not 
have any effect on HTC because all of the data collapse onto one curve except when the specific enthalpy is very close 
to that of quality one. Since the same logic as stated in the TP region also applies to the CSH region, the behavior 
seems to be counterintuitive. Figure 68 shows HTC against specific enthalpy for R134a condensing at 1.319 MPa with 
mass flux of 100 kg m-2 s-1 and heat flux from 5 kW m-2 to 15 kW m-2 with an increment of 5 kW m-2. In the TP region, 
heat flux has very limited effect on HTC. This is reasonable because even though higher heat flux and the same mass 
flux imply earlier condensation, thicker film and higher thermal resistance if the flow is conduction dominated, it has 
been shown in flow characterization that the flow regime of condensation is not dependent on heat flux. Since flow 
regime is one of the most important factors that alters the heat transfer behavior, especially after the early stages of 
condensation where HTC is extremely sensitive to film thickness, heat flux should not have much effect on HTC. If 
there is any effect, the effect is too small in this case where conclusion cannot be drawn from the experimental data. 
In the CSH region, again, the heat transfer behaves oddly because it shows that with the higher heat flux, the HTC is 
higher. In theory, the higher the heat flux, the lower the HTC since the thermal resistance is higher. In addition, for 
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both cases, either fixed heat flux or fixed mass flux, HTC always peaks at quality one. There is, however, no physical 
explanation suggesting some counteracting parameters that could consistently give the highest HTC exactly at quality 
one. From the visualization, the two-phase structure is continuous from the beginning of the CSH region to the end of 
condensation, whereas nothing special happens at quality one. This suggests that, the difference in the two regions is 
not caused by the flow characteristics but something else that is not consistent from one region to another. 
 
Figure 67: HTC measured under same heat flux and pressure, for four mass fluxes 
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Figure 68: HTC measured under same mass flux and pressure, for three heat fluxes 
The reason for the odd behavior of HTC actually lies in the definition of HTC itself. Generally, HTC is 
defined as heat flux divided by difference between bulk and wall temperature as is shown in the Equation (77). As is 
shown in Figure 68, in the TP region, bulk temperature is automatically saturation temperature everywhere; in the 
CSH region, however, the bulk temperature decreases dramatically with enthalpy and the superheat of bulk flow is 
generally much higher than the subcooling of film temperature at the wall. Therefore, in the CSH region, especially 
when the onset of condensation is far away from the conventional quality one based on bulk temperature, the 
subcooling is usually neglected, as is shown in Equation (78). Since the superheat of the flow is dictated only by the 
state of the flow, the HTC is essentially only a function of heat flux. This explains why HTC increases as heat flux 
increases and is not dependent on mass flux in the CSH region. As for the peak, in the CSH region, superheat of bulk 
flow consistently decreases as refrigerant condenses. Hence the HTC increases dramatically as specific enthalpy 
decreases. In the TP region, since superheat is reasonable to be assumed as zero, the expression for HTC reduces to 





























6.2 Film heat transfer coefficient 
Even though there is a mathematical explanation for the behavior of HTC in the CSH region, physically, the 
trend is still counterintuitive. From the visualization and film distribution demonstrated in the above sections, there is 
nothing particularly special at quality one, the beginning of the TP region. The film forms at the beginning of the CSH 
region and continues to grow until the end of the TP region. Treating the CSH and TP regions separately is physically 
unnecessary. One way to unify the definitions is by focusing on the heat transfer through the film instead of the entire 
tube since whatever heat is removed from the refrigerant vapor has to go through the liquid film into the wall. In other 
words, the wall only sees liquid film flowing along its surface, and vapor is there to set the configuration of the liquid. 
If the HTC is redefined locally, the temperature difference will consistently be the difference between liquid-vapor 
interface temperature, which is saturation temperature, and wall temperature. Note that by focusing on the heat transfer 
across the film, the scenario becomes much more like a boundary layer problem, whose HTC at the very beginning 
approaches infinity. Physically the infinite HTC is incorrect because special scenarios are neglected such as nucleation 
of droplets or partial film at the very beginning of condensation. Also, the definition of driving force is different than 
that of single phase correlations, in which bulk temperature is used. Mathematically, however, it is correct because 
when the condensation starts, an infinite film HTC means wall temperature is saturation temperature. In order to have 









Figure 69 illustrates the comparison between conventional HTC and film HTC with heat flux of 10 kW m-2 
and mass flux from 50 to 200 kg m-2 s-1. HTCf increases with mass flux and remains a smooth curve during the entire 
condensation process. This agrees with the flow characterization where higher mass flux means greater advection, 
stronger mixing, thinner and more evenly distributed film as well as later condensation. Figure 70 illustrates the 
comparison between conventional HTC and film HTC with heat flux from 5 to 15 kW m-2 and mass flux of 100 kg m-
2 s-1. At the beginning where heat transfer is very sensitive to film thickness, larger heat flux yields smaller film HTC 
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due to thicker film. The difference of film thickness here is due to the different onsets of condensation. For both cases, 
the film HTC starts as infinite at the onset of condensation and decreases dramatically due to the increase of film 
thickness for annular flow. The curve becomes less sharp as condensation continues because the upper part of the tube 
cannot hold more condensate and liquid starts to accumulate at the bottom of the tube. Thus the decrease of 
stratification angle becomes the main reason for the reduction of HTC instead of film thickness for stratified wavy 
and fully stratified low. The solid lines are curves plotted for the corresponding heat fluxes and mass fluxes based on 
the “stretched” correlation by Cavallini et al. [3]. Basically, the quality at the onset of condensation is set to be one 
and the rest of the superficial qualities are calculated according to their specified enthalpies before applying the 
conventional correlation. 
When building the model, one of the key components would be an accurate correlation for void fraction. For 
high qualities where the flow is annular, film HTC is extremely sensitive to film thickness, which is deduced from 
void fraction. As quality decreases, heat transfer becomes less sensitive to film thickness and more sensitive to flow 
regime. Thus an accurate flow regime map is another key component of the model establishment.  
From Figure 70, the effect of heat flux on film HTC is mainly in the early stages of condensation or in the 
CSH region. This is because of the difference in void fractions under different heat fluxes due to different degree of 
non-equilibrium of the flow. Conventional void fraction correlations for condensation generally do not have heat flux 
as an input, while according to the film thickness measurement, at least for the early stages of condensation, the heat 
flux alters the void fraction due to different onsets of condensation. When heat flux is lower, film is thinner and film 
HTC should be higher. 
At low qualities, since heat flux does not alter the flow regime for condensation, the difference of film HTC 
created by heat flux should be very small. Previous studies, however, show very different trends and reasons for the 
effects of heat flux. According to Macdonald and Garimella [61], the subcooled effect is basically on the conductivity 
of the fluid and should enhance the HTC because the conductivity of subcooled liquid is higher than that of the 
saturated liquid. The reduced pressure also affects the correction factor. Similar effect of subcooling on refrigerant 
properties is also described by Kondou and Hrnjak [15] under subcritical conditions. According to Thome et al. [4] 
and Cavallini et al. [3], however, the effects of subcooling is present in the expression of Nusselt falling film 
condensation and would make the HTC lower due to the falling film nature. For each case, one thing in common is 
that the effect of wall temperature, which is the effect of heat flux, mainly happens at low qualities, which is contrary 
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to experimental data in this study. 
The different trends between different studies suggest that the effects of heat flux or wall temperature on 
HTC might be balancing themselves and there might be some counteracting effects brought by heat flux. Specifically, 
at high qualities, film HTC decreases as heat flux increases because the effect of film thickness dominates against wall 
temperature on fluid properties because the HTC there is very sensitive to film thickness and subcooling of liquid at 
wall is very small. At low qualities, film HTC might reverse the trend against heat flux because the effect of wall 
temperature on fluid properties might prevail depending on the working conditions. In this study, the effect of wall 
temperature on fluid properties is not observed or is too small compared to the effect on film thickness. 
As for the Nusselt falling film theory at the upper circumference of the tube, according to the visualization 
as well as the study from Milkie [11], the axial motion of liquid at the upper part of the tube cannot be ignored, thus 
the direct use of Nusselt falling film condensation correlation is questionable. Actually, a quick calculation could show 
that the main effect of gravity in condensation in horizontal tube should not be the velocity created in vertical direction 
because the velocity in vertical direction is generally very small compared to the axial motion, especially for smaller 
tube and high mass flux. The consequence of thinner film at the upper part of the tube due to the film falling, however, 
is more important because it yields much higher local HTC at the top of the tube when the flow is stratified. The focus 
of the modeling should be on the thickness of the upper part of the tube and the portion taken by liquid pool compared 
to the entire tube. The former is generally modeled as falling film while it should not exactly be the case and the latter 
is usually modeled as stratification angle. 
In summary, as is shown in Figure 69 and Figure 70, film HTC unifies the heat transfer performance in the 
CSH and TP regions, making it possible in the future to use one model to predict the film HTC throughout the entire 
condensation process. The model to be developed should predict infinite film HTC at the onset of condensation in the 
CSH region and film HTC will sharply decrease due to the increase of film thickness. When the flow regime becomes 
stratified, the upper part of the tube will not hold more condensate any longer and the liquid will start to accumulate 
at the bottom of the tube. The goal of the model would be to catch the mechanism of condensation and create a 
continuous curve of HTC from superheated vapor to subcooled liquid. 
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Figure 69: Comparison of conventional (bulk) HTC and film HTC (HTCf) under same heat flux and 
pressure, for four mass fluxes 
 
Figure 70: Comparison of conventional (bulk) HTC and film HTC (HTCf) under same mass flux and 
pressure, for three heat fluxes 
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6.3 Heat transfer model 
The full picture of the condensation process is demonstrated in Figure 71. Firstly, superheated vapor enters 
the tube and heat transfer occurs in a single-phase situation. As soon as the wall temperature drops to the saturation 
temperature, liquid film begins to form around the circumference of the tube as an annular ring. Once the annular flow 
transitions to stratified flow, the upper part of the tube cannot hold more condensate and liquid starts to accumulate at 
the lower part of the tube. Eventually when the tube is filled with liquid, the heat transfer process switches to the 
single-phase heat transfer again. 
 
Figure 71: Illustration of condensation process as assumed in this model 
For single-phase flow, since “liquid film” does not exist, there is no reason to model HTCf, the current model 
takes the form of Dittus-Boelter equation: In Eq. (81), the conductivity and properties in the Reynolds number and 
Prandtl number are taken at bulk temperature of vapor in the SH region and liquid in the SC region. 




After the onset of condensation, the flow regime map exclusively gives an annular flow. The flow regimes 
are connected with the HTCf where there is a two-phase flow. For annular flow, the most important mechanisms that 
determine the HTCf are the mass flux and thickness of the liquid film. The higher the mass flux and the thinner the 
liquid film, the higher the HTCf. Thus the HTCf could be based on the single-phase model (Dittus-Boelter equation) 
while corrected by the ratio between tube radius and film thickness. Another correction is the temperature difference 
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ratio because the Dittus-Boelter equation tracks the bulk liquid temperature instead of the interfacial temperature. In 
the current model, for the sake of simplicity, the bulk liquid temperature is taken as saturation temperature in the CSH 
and TP regions; and as bulk flow temperature in the CSC region. In Eq. (82), the conductivity and properties in the 
Reynolds number and Prandtl number are taken at the bulk temperature of liquid at the end of the condensation unless 
when property changes across the liquid film are significant where properties should be taken at film temperature. The 
film Reynolds number is defined as Eq. (84). The film thickness is calculated from (83) to (88). The wave-
enhancement factor Ki for interfacial waviness will be introduced later. For the current model, the empirical constant 
n is set to be 0.94. 









𝑛 𝑇𝑏,𝑙 − 𝑇𝑤
𝑇𝑠𝑎𝑡 − 𝑇𝑤
𝐾𝑖 (82) 
















































Before introducing the stratified flow, it is necessary to first find the transition between the annular and 
stratified flow. The superficial quality at the transition can be determined from the flow regime map. Then the void 
fraction εtrans and film thickness δtrans at the transition can be calculated and used as one of the inputs for the stratified 
model. For the stratified flow model, the tube is divided into the upper part and lower part, the portion of the 
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circumference occupied by each part is weighed by the stratification angle calculated by Eq. (89). The upper part is 
set to consistently have a film thickness of δtrans due to the fact that no more condensate can be retained at the upper 
part of the tube. The area taken by the liquid at the lower part of the tube then can be calculated and converted to the 
equivalent film thickness for the lower part of the tube by Eq. (90). Here, when the equivalent film thickness is larger 
than the tube radius, it is set to be the value of tube radius. After that, the HTCf for both parts of the tube can be 
calculated from Eq. (91) to (94). The total HTCf is then calculated by Eq. (19). It is obvious that the annular flow 
model can be combined into the stratified flow model by setting the stratification angle to 2π in Eq. (95). Note that the 
flow geometries are neither a perfect annular ring in the annular flow, nor flat interface in the stratified flow. The 




[(2𝜋 − 𝜃𝑠𝑡𝑟𝑎𝑡) − sin(2𝜋 − 𝜃𝑠𝑡𝑟𝑎𝑡) + 𝜃𝑠𝑡𝑟𝑎𝑡(1 −  𝑡𝑟𝑎𝑛𝑠 )] 
(89) 














































Compared to in-tube heat transfer models that use the bulk temperature as representative of fluid temperature, 
it is recommended film HTC (HTCf) that based on the interfacial temperature as long as there is two-phase flow be 
used. It is very important to be aware that the current model uses HTCf as tool for the modeling of the two-phase flow 
and convert it back to the bulk HTC later so that a continuous curve forms from the SH region to the subcooled (SC) 
region. Since the correction for the two-phase model is based on the liquid film thickness, it reduces to single-phase 
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correlation when the film thickness is the tube radius (when the tube is entirely filled with liquid) or by setting the 
empirical coefficient n to zero when only vapor is present (where liquid film thickness does not make sense). For the 
cases where liquid film thickness is non-zero and less than tube radius, a full conversion between HTCf and HTC is 













𝑛 𝑇𝑏,𝑙 − 𝑇𝑤
𝑇𝑏 − 𝑇𝑤
𝐾𝑖 (96) 
In details, the HTC in each region can be calculated as follows. 




























𝐼𝑛 𝑡ℎ𝑒 𝐶𝑆𝐶 𝑟𝑒𝑔𝑖𝑜𝑛: 𝐻𝑇𝐶 =
𝑇𝑠𝑎𝑡 − 𝑇𝑤
𝑇𝑏 − 𝑇𝑤











The effect of interfacial waviness on HTC is discussed by Thome et al. [4] where Rayleigh-Taylor instability 
and Kelvin-Helmholtz instability are both identified as the cause of interfacial waviness. In their proposed equation, 
the velocity difference between vapor and liquid is simplified as vapor velocity reasoning that liquid velocity is 
generally much smaller than vapor velocity. For the current model, the correction for interfacial waviness takes the 
same form with different empirical constants. Note that when the condensation ends, Rayleigh-Taylor instability and 
Kelvin-Helmholtz instability both cease to exist, the superficial quality is used to suppress the correction factor and 
reduce it to one at the end of condensation. The effect of liquid entrainment is discussed by Macdonald and Garimella 
[61] where the cause of difference in HTC is identified as the thinning of liquid film due to entrainment. The proposed 
correction factor from them takes the form as ratio between calculated film thickness and effective film thickness. 
Since the entrainment essentially is the consequence of growing waves and interfacial shear, Eq. (100) is considered 
to be sufficient to account for the effect of both interfacial waviness and liquid entrainment with the proper adjustment 
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of the empirical constants. 












0.1  (100) 
The heat flux, in other words, wall subcooling on heat transfer coefficient, has two opposite impacts on HTC. 
On one hand, at the beginning of condensation, higher heat flux has a negative effect on the HTC due to the earlier 
onset of condensation. This means lower void fraction, thicker film and higher thermal resistance under the same 
states of flow and working conditions. On the other hand, the positive effects of higher heat flux on HTC have also 
been observed, especially for lower qualities and high reduced pressures. The cause of this is mainly due to property 
changes like conductivity and viscosity as a function of wall subcooling.  
The negative effect is already included in the determination of void fraction process above, where superficial 
quality one represents the onset of condensation. What is also worth mentioning is that Cavallini et al. [53] distinguish 
cases where HTC is dependent or independent of wall subcooling. The part dependent on wall subcooling comes 
directly from Nusselt film theory. That idea agrees with the discussion made earlier in this section. The positive effect 
is considered necessary by Kondo and Hrnjak [15] for near critical conditions, and is dealt with in different ways. 
Macdonald and Garimella use an expression containing ratio of conductivities under wall temperature and saturation 
temperature of the liquid and reduced pressure. Kondo and Hrnjak [15] proposed a correlation that is based on 
Cavallini et al. [3] but using film temperature instead of saturation temperature. In this thesis, this positive effect is 
included by using the properties of liquid at the end of condensation.  
Another effect that comes from the wall subcooling is the CSC region, where experimental data shows single-
phase correlation consistently underpredicts the HTC at quality zero. The reason is similar to that in the CSH region 
where non-equilibrium causes the presence of liquid in the SH region; in the SC region, non-equilibrium causes the 
presence of vapor, thus the end of condensation is not thermodynamics quality zero but some point after that. The 
current model captures the vapor in the CSC regions but resetting the end of condensation and the result is that the 
current model gives higher predictions at bulk quality zero than that by single-phase correlations.  
Unlike most other flow regime based models where Nusselt film theory is used, the current model does not 
seem to have such a term (gravity) when calculating the HTC. The reason is stated below. There are at least two effects 
brought by the gravity once it prevails. One is to keep the film on the upper wall thin which is represented by film 
thickness term. Since the film thickness and stratification angle are calculated from the void fraction and flow regime 
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map, where horizontal tube version of Rouhani and Axelsson void fraction model proposed by Steiner [29] is used, 
the gravity effect is involved. The other is to add a downward velocity to the film which is quantified by Macdonald 
and Garimella [61]. The current model neglects the latter effect under the assumption that the most important 
mechanism that alters the HTC due to stratification is the removal of thin-film area rather than convection contribution 
from the vertical velocity, because the amount of vertical velocity the film could gain from the top of the tube to the 
liquid pool is very limited when the tube is not so large which the current model is meant for. However, for large tubes 
where the downward velocity obviously outweighs the horizontal velocity, the treatment by Macdonald and Garimella 
[61] is necessary. 
The current model is validated with experimental data from a horizontal smooth round tube with a 6.1 mm 
inner diameter. As stated before, as tube diameter gets larger, the effect of velocity gain by gravitational pulling can 
no longer be neglected. Similarly, as tube diameter gets smaller where surface tension prevails, the mechanism of heat 
transfer may also be different. For instance, for a microchannel where stratification never happens, a more appropriate 
void fraction would then be necessary for the current model to work, if the current model still works. 
One unique feature of the current model, for heat transfer and for pressure drop, as the author believes, is that 
it tracks the history of the two-phase flow from the onset of condensation till the end under controlled conditions. The 
reason why the author believes it is important to follow the sequence of HTC determination as stated in this study is 
that unlike many lab conditions where experiments are performed under thermodynamically and hydraulically fully 
developed conditions, in a real heat exchanger, the two-phase flow is hardly ever in equilibrium. The consequence of 
assuming a fully-developed and perfectly-mixed two-phase flow might give unrealistic flow regimes, void fractions 
as well as heat transfer and pressure drop predictions. The current model attempts to provide a method to include the 
effect of non-equilibrium into the modeling process so that the unrealistic behavior such as discontinuities of HTC 
predictions at bulk quality 1 and 0 can be eliminated. 
The heat transfer model could be implemented in the following way: 
1. Determine the HTC of pure vapor and pure liquid before and after the condensation with Eq. (81). 
2. Apply the heat flux and HTC to determine the onset and end of condensation with Eq. (4) and Eq. (6). The 
specific enthalpy of onset and end of condensation are set to be superficial enthalpy 1 and 0 respectively. 
Other superficial qualities is calculated from Eq. (10). 
3. Draw the flow regime map as described by Xiao and Hrnjak [75]. 
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4. Determine the superficial enthalpy of the transition between the annular flow and stratified flow from the 
flow regime map. 
5. Before the transition occurs, apply the annular flow model with Eq. (82-88). 
6. After the transition, apply the stratified flow model with Eq. (89-95). 
7. Apply Eq. (100) for the correction of interfacial waviness on HTCf. 
8. Convert the HTCf to HTC with Eq. (96) or Eq. (97-99). 
Figure 72 shows an example of the HTC plotted against specific enthalpies, with model prediction and 
experimental data of R134a at a heat flux of 10 kW m-2 and mass flux of 100 kg m-2 s-1. It is obvious that the prediction 
from the current model forms a continuous curve from the SH region to the SC region. A peak in HTC is observed at 
bulk quality one and a sudden rise of HTC is observed at superficial quality one. The reasons for those characteristics 
have been explained. Figure 72 also shows a comparison between the current model and heat transfer models by 
Cavallini et al. [3], Thome et al. [4] and Dittus-Boelter equation. The current model falls exactly onto the Dittus-
Boelter equation when only one phase, either vapor or liquid, is present. While there is two-phase flow, in the CSH 
and CSC region, the current model predicts much higher HTC than that from the Dittus-Boelter equation. With the 
use of superficial quality, the current model eliminates the discontinuities that exist in other models at bulk quality 
one and zero. 
Figure 73 shows the validation of the current model with experimental data. The data set involves R134a, 
R32, R1234ze(E), R410A, as well as R744 under mass flux from 100 to 200 kg m-2 s-1 and heat flux from 5 to 25 kW 
m-2 from Xiao and Hrnjak [80], Agarwal and Hrnjak [18] as well as Kondou and Hrnjak [15] [16] [17]. All of the data 
come from the same research group because they focus on data in the CSH and CSC regions which is one of the main 
issues this thesis attempts to resolve. It can be seen that most of the experimental data fall within 15% of agreement 
with the model prediction. There are several reasons for the discrepancies. First of all, many data are focused on the 
onset of condensation whose specific enthalpy is around bulk quality one, where the experimental uncertainty is 
relatively higher than the lower qualities. The reason is that the change of HTC with specific enthalpy is very sharp 
around bulk quality one, which can be observed in Figure 72. In other words, a small change in specific enthalpy could 
result in a large change in HTC. When measuring the HTC in the quasi-local conditions, the effect of uncertainty in 
horizontal direction is so large that the measurement is relatively less reliable than those with lower enthalpies. 
Additionally, the HTC prediction from the model very sensitively depends on the film thickness especially at the early 
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stages of condensation, where the film thickness is quite small. This means that a small change in void fraction 
prediction could cause a large change in HTC prediction, making the model harder to have a precise prediction due to 
the limitation in void fraction predictions. Last but not least, the model is based on the flow regimes, thus flaws in the 
flow map are inevitably inherited into the model. 
 
Figure 72: Comparison between models and experiment data 
 
Figure 73: Comparison between model predictions and experimental data for R134a, R1234ze(E), R410A, 
R32, and R744 in 6.1 mm tube 
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6.4 The impact of non-equilibrium effects on the size of condensers 
By assuming one of the simplest scenarios during an operation in a vapor-compression system, and 
calculating the size of a condenser by considering and not considering the non-equilibrium effects, it is possible to 
illustrate the impact of non-equilibrium in condenser designs. Set the condensing and evaporating temperatures to be 
50 and 10 oC; the ambient temperature to be 10 oC. The subcooling and superheat at the exits of condenser and 
evaporator are 10 and 5 oC, respectively. The pressure drop is neglected. The refrigerant is assumed to be R134a. The 
process is demonstrated in Figure 74. The 3-zone model takes correlations by Dittus and Boelter [2] and Cavallini et 
al. [3]. The refrigerant mass flux is set to be 100 kg m-2 s-1. The magnitude of the air-side heat transfer coefficient 
multiplied by the area ratio between refrigerant side and air side, and multiplied by fin efficiency, is assumed to be 1 
kW m-2. The diameter of the tube is changed from 8 to 6 and 4 mm. The differences between taking 5-zone and 3-
zone approaches is illustrated in Figure 75. It is obvious that the larger the tube, the more the condenser size reduction. 
This is expected because when the tube size is larger, the single-phase HTC is smaller and the non-equilibrium effects 
are more pronounced. As mentioned before, in the CSH region, having non-equilibrium effects means much higher 
HTC, thus shorter length of condenser is required.  
If the diameter of the tube is kept the same but the air-side HTC varies as in Figure 76, then the higher the 
air-side HTC, the more condenser size reduction there is. This is because the higher the air-side HTC, the more 
important the refrigerant-side HTC. If the air-side HTC is low, then the overall HTC is dominated by the air-side HTC, 
and the non-equilibrium effects on the refrigerant-side become trivial.  
If the refrigerant mass flux is changed from 100 to 300 kg m-2 s-1, the trend becomes more complicated as in 
Figure 77. The condenser size reduction first increases when the mass flux increases from 100 to 200 kg m-2 s-1. This 
is because the HTC in the CSH region depends on the two-phase HTC. The higher the two-phase HTC, the more 
potential “gain” in HTC there is in the CSH region. When the mass flux further increases from 200 to 300 kg m-2 s-1, 
the size reduction decreases. This is because the onset of condensation is postponed. There is a common SH region 
for both 3-zone and 5-zone approach where the HTC is the same for both approaches.  
When different refrigerants are used, there are two different ways of comparisons. The first is to keep the 
mass flux the same but let the capacity remain uncontrolled as in Figure 78. R717 (ammonia) and R32 are the best 
refrigerants here in terms of HTC, and using a 5-zone and 3-zone approach only gives us 6.2% and 13.9% condenser 
size reduction. This is because the supreme HTC of both refrigerants makes the CSH region smaller. After all, the 
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higher the HTC, the less likely the wall temperature drops to the saturation temperature, and in a shorter length of 
condenser there will be presence of two-phase flow. This means there will be more SH region rather than CSH region 
when using refrigerants such as R32 and R717. When it comes to refrigerants with a low HTC such as R245fa and 
R1233zd(E), the condenser side reduction becomes 17.7% and 21.0%. The more impact non-equilibrium effects have 
on condenser design, the more significant it is to use 5-zone approach instead of 3-zone approach. It might appear 
counter-intuitive that the condenser size is the largest for R32 and R717 given their high HTC. This is because of their 
enormous latent heat. The condition here is that the mass flux is the same for all refrigerants, which is technically not 
fair because there is much more heat to be exchanged out of the refrigerant flow.  
A fairer but still imperfect comparison would be fixing the capacity of the condenser instead of the mass flux 
as in Figure 79. The rule stated above stays the same but the size of the condensers make more sense, but still 
unreasonable, because in order to fix the capacity, it is needed to lower the mass flux of R32 and R717 to extremely 
low values, which is unrealistic. In addition to that, the lower mass flux has a significant impact on pressure drop, 
which is another very important parameter to be considered when designing a condenser. Here the pressure drop is 
left out of evaluation for simplicity, but it should be kept in mind that the pressure drop of R32 is already a lot lower 
than R1233zd(E). This is because the liquid-vapor density ratio is much higher for the low pressure refrigerant, which 
results in higher slip ratio, and thus higher waves and liquid-vapor interaction, which in turn makes the pressure drop 
really high. When the lower mass flux is added to the analysis, it becomes quite clear that R32 and R717 will have 
drastically low pressure drop than other refrigerants. When the change of saturation temperature is taken into account, 
it is for sure that the condenser size of R32 and R717 will be much smaller compared to other refrigerants, which is 
not shown in the analysis in Figure 79. Anyway, the essence of the story here is that using 5-zone approach reduces 
the size of a condenser compared to using a 3-zone approach because the HTC is higher in CSH and CSC region than 
SH and SC regions. It should be noted that the majority of the length of a condenser is still in the TP region. It still 
makes sense that most researchers today only work on this region even though the application is on vapor-compression 
system. Still, Figures 75-79 call for the attention on the non-equilibrium effects, and especially in the CSH region. 
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Figure 74: P-H diagram of the imaginary situation in a vapor-compression system 
 
Figure 75: 5-zone (each zone labeled in a different color as explained in the legend) approach provides more 
condenser size reduction over 3-zone approach as tube becomes larger 
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Figure 76: 5-zone approach provides more condenser size reduction over 3-zone approach as the air-side heat 
transfer coefficient improves 
 
Figure 77: Effects of the mass flux on condenser size reduction vary due to two competing factors 
 




Figure 79: Condenser size reduction by using 5-zone approach for different refrigerants under the same 
capacity 
6.5 An exploration into the mixtures 
Using mixtures is one of the many ways to mitigate the negative environmental impact from some 
conventional refrigerants, which was discussed by [81]. For instance, the mixture of R32 and R1234ze(E) has the 
potential to take advantage of the high conductivity and large latent heat of R32, and the low GWP and pressure of 
R1234ze(E). When temperature glide presents, as the case with R32 and R1234ze(E) mixture, the heat transfer process 
is coupled with the mass transfer process. The concentration gradient inside the vapor and liquid could harm the heat 
transfer process because the more readily refrigerant to be condensed, here R1234ze(E), tends to be depleted. Hence 
the refrigerant liquid-vapor interface would have a higher concentration of the more volatile refrigerant, here R32. 
The migration of R1234ze(E) from vapor core to the interface indicates a mass transfer resistance, which affects the 
temperature profile inside the liquid film, and eventually the heat transfer coefficient. Figure 80 shows how the HTC 
of a mixture is almost always lower than the heat transfer of either component. Especially when the superficial quality 
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is high, the HTC of the R32/R1234ze(E) mixture can be less than half as low as that of R1234ze(E). This shows that 
the temperature gradient affects the film heat transfer more than that of the liquid pool because the concentration 
gradient is higher in the thin film area. As the concentration of R32 becomes higher, the HTC of the mixture goes 
higher as well, as indicated in Figure 81. Additionally, as the superficial quality becomes lower, the HTC of the 
mixture behaves more like a flow without concentration gradient as suggested by the dashed lines. Usually when 
researchers try to take the effect of temperature glide into account, they consider the concentration gradient in the 
vapor flow. However, the concentration gradient in the liquid flow also matters. Firstly, the concentration gradient 
affects the properties inside the liquid film. Besides, because the temperature gradient inside the liquid film is 
dependent on the balance between the HTC on the vapor and liquid side of the refrigerant, when the mass transfer 
resistance lowers the HTC on the vapor core, inevitably the temperature profile inside the liquid film is affected. As a 
result, the correlations and models developed for the single-component refrigerant, including the one in this study, 
cannot be directly applied to the mixtures. Another dimension of mechanism is needed, yet it is not clear how to 
mathematically account for it at this moment. 
 
Figure 80: The HTC of R32/R1234ze(E) is almost always lower than that of either component, until the 
concentration of the higher HTC becomes sufficiently high and the superficial quality is low 
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Figure 81: The effect of mass transfer resistance is the strongest at high superficial qualities, and the HTC 



















CHAPTER 7: SUMMARY AND CONCLUSIONS 
Heat transfer requires temperature gradient. In a condenser, when the flow is superheated, such as the 
refrigerant flow in a vapor-compression system, superheated vapor condenses as soon as the wall temperature drops 
to the saturation temperature, even though the bulk temperature is still above the saturation temperature. 
Conventionally, a 3-zone approach is used, where the two-phase region is preceded by a superheated region, and 
followed by a subcooled region. Since the non-equilibrium effect is neglected in this approach, there are problems 
regarding heat transfer and pressure drop predictions such as discontinuities at the boundaries between different 
regions, underpredictions in the condensing superheated and condensing subcooled regions, as well as lacking physical 
insight from the flow development point of view. By recognizing the two extra regions, namely the condensing 
superheated and condensing subcooled regions, the non-equilibrium effects are taken into account in the modeling of 
void fraction, flow regime, pressure drop, and heat transfer. The framework introduced in this thesis uses a 5-zone 
approach. 
To begin with, a detailed method to calculate the real onset and end of condensation is developed. The 
criterion for the onset of condensation is inner tube wall temperature becoming the saturation temperature. The 
criterion for the end of condensation is highest temperature inside the tube becoming the saturation temperature. Singe-
phase heat transfer correlations and iterations are used to find the bulk temperature or specific enthalpy at the onset 
and end of condensation. 
The second step is to find the void fraction during the condensation with non-equilibrium effects taken into 
account. A common mistake when using a void fraction correlation assuming thermal equilibrium is applying bulk 
quality. Superficial quality is proposed to better represent the mass fraction of vapor inside a two-phase flow. With 
superficial quality, a conventional void fraction correlation better reflects the void fraction calculated from film 
thickness measurements. 
Knowing the void fraction, flow regimes can be determined. For condensation, four different flow regimes—
annular, intermittent, stratified-wavy, fully-stratified—are identified as important in this work. The effects of mass 
flux, heat flux, tube diameter, and refrigerant properties on the flow regimes are discussed. The transition between 
different flow regimes are identified and correlated. By plotting the transition curves on the same chart and making 
certain simplifications, a new flow regime map is developed. Compared to a conventional flow regime map, there are 
three major differences in the new flow regime map. Firstly, the flow regime map exclusively predicts annular flow 
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at the onset of condensation, which is the case according to the flow visualizations from the high-speed videos. 
Secondly, the new flow regime map gives predictions in the condensing superheated and condensing subcooled 
regions, where there is two-phase flow, thus flow regimes to be identified. Last but not least, the new flow regime 
map works in both macro and micro tubes, and predicts the transitions between the two different types of tubes. 
With the void fraction and flow regimes, a mechanistic model for pressure drop and heat transfer becomes 
possible. For pressure drop, it decreases when the superheated vapor rejects heat into the secondary fluid. This is 
because the density of the vapor increases as the temperature decreases. After the onset of condensation, due to the 
waves generated through the interactions between liquid and vapor, more energy is dissipated and the pressure drop 
increases. In the meantime, the density of the flow keeps increasing. The two competing mechanisms eventually create 
a peak of pressure drop, after which the pressure drop decreases again. The effects of mass flux, refrigerant properties, 
and tube diameters are discussed. The pressure drop model takes the form of single-phase correlation in the 
superheated region. After the onset of condensation, a correction factor named “wave-enhancement factor” is proposed. 
The factor weighs in the strength of the waves through Kelvin-Helmholtz and Rayleigh-Taylor instabilities. The 
annular flow then transitions to either intermittent or stratified-wavy flow. The liquid slug in the intermittent flow and 
the liquid pool in the stratified-wavy flow indicate the single-phase mechanisms, and the model takes those shifts in 
mechanisms into account. When the condensation ends, the subcooled region begins and the pressure drop model 
reduces to the form of a single-phase correlation. 
For heat transfer coefficient, it increases after the onset of condensation and peaks at bulk quality one. When 
analyzing the film thickness data and flow visualizations, the film only gets thicker after the onset of condensation, 
and the heat transfer resistance through the film should increase, thus lowering the heat transfer coefficient. It is found 
that the counterintuitive results come from the definition of heat transfer coefficient. To better capture the thermal 
resistance through the liquid film so that the heat transfer coefficient could be directly linked to the film thickness, 
which is calculable knowing the void fraction and flow regimes, film heat transfer coefficient is proposed. Since the 
conversion between film heat transfer coefficient and bulk heat transfer coefficient is only a matter of change in 
definition, the heat transfer model first calculates the film heat transfer coefficient when two-phase flow is present, 
and then converts the film heat transfer coefficient into the bulk heat transfer coefficient so that it is consistent 
throughout all five regions. The heat transfer model takes the form of a single-phase correlation in the superheated 
region. After the onset of condensation, liquid film forms around the circumference of the tube. The model first finds 
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the film heat transfer coefficient of annular flow. Then the annular flow transitions to stratified-wavy flow (intermittent 
flow is simplified into stratified-wavy flow here). The liquid pool at the bottom of the tube has a larger film thickness 
than at the top, thus the tube is divided into the upper and lower part. Stratification angle is used to weigh the 
importance of each part. As the stratification angle becomes 2π, condensation ends, and the model reduces to the form 
of a single-phase correlation. Compared to a heat transfer model using 3-zone approach, the 5-zone heat transfer model 
considers the two-phase flow inside the condensing superheated and subcooled regions. Hence the 5-zone heat transfer 
model captures the data better and forms a seamless curve throughout all five regions. The effects of non-equilibrium 
on condenser design is briefly analyzed in an imaginary setting. It is demonstrated that by switching from 3-zone 
approach to 5-zone approach, there are opportunities to reduce the size of condensers. 
The essence of the 5-zone approach is to follow the development of the liquid film during a condensation 
process, so that the non-equilibrium effects can be taken into account. It presents a framework for scientists and 
engineers who are working with systems such as a vapor-compression system. Due to some of the empirical 
approaches in this work, when the conditions become more complicated, some other mechanisms need to be taken 
into account for this framework to function. For instance, when mixtures are used, the change of thermal resistance 
due to the mass transfer resistance inevitably produces discrepancies between the models and experimental data. 
Despite the limitations, the models proposed in this work are compared with experimental data from a wide range of 
operating conditions and a variety of refrigerants. The comparisons show satisfactory agreement for void fraction, 
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APPENDIX A: MODEL EQUATIONS 
 
Onset and end of condensation: 
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Flow regime map: 
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APPENDIX B: DATA 
Mixtures: R32/R1233ze(E) 100/0 30oC G200 D4 
 
xsup 0.96 0.75 0.56 0.37 0.20 0.07 
htc [W m-2 K-1] 2074.13 8782.30 6941.26 5541.91 3813.97 1985.99 
 
 
Mixtures heat transfer: R32/R1233ze(E) 75/25 30oC G200 D4 
 
xsup 0.90 0.66 0.45 0.27 0.11 0.00 
htc [W m-2 K-1] 2061.85 2345.69 1940.60 1491.06 1264.91 636.82 
 
Mixtures heat transfer: R32/R1233ze(E) 50/50 30oC G200 D4 
 
xsup 0.94 0.78 0.57 0.41 0.28 0.18 
htc [W m-2 K-1] 1514.38 4630.31 2771.91 1984.87 1736.01 1381.04 
 
Mixtures heat transfer: R32/R1233ze(E) 25/75 30oC G200 D4 
 
xsup 0.90 0.66 0.45 0.27 0.11 0.00 
htc [W m-2 K-1] 2061.85 2345.69 1940.60 1491.06 1264.91 636.82 
 
Mixtures heat transfer: R32/R1233ze(E) 0/100 30oC G200 D4 
 
xsup 0.97 0.80 0.65 0.50 0.36 0.22 
htc [W m-2 K-1] 1013.27 6422.60 4856.46 4229.059 3711.75 2616.21 
 
Single-component refrigerants heat transfer: See Master Thesis of Jiange Xiao 
120 
Pressure drop:  R134a D4 30 oC 
 
G100  G200  G300  G400  
h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 
450 1.04 450 4.47 457 8.47 450 13.6 
440 1.1 440 4.49 452 8.26 442 13.33 
430 1.16 430 5.02 447 8.03 435 13.33 
420 1.19 420 5.27 442 7.842 430 14.24 
410 1.19 410 5.36 437 7.763 425 15 
400 1.14 400 5.24 432 8.22 420 15.7 
390 1.07 390 4.96 425 9.15 415 16.1 
380 1.01 380 4.69 415 9.47 410 16.2 
370 0.93 370 4.37 405 9.31 405 16.1 
360 0.84 360 4.04 390 8.58 400 15.7 
350 0.76 350 3.78 375 7.79 390 14.7 
340 0.68 340 3.48 360 6.94 380 13.8 
330 0.61 330 3.22 345 6 370 12.7 
320 0.52 320 2.98 330 5.15 360 11.5 
310 0.43 310 2.65 315 4.25 350 10.43 
300 0.36 300 2.36 300 3.37 340 9.42 
290 0.29 290 2.07 285 2.65 330 8.48 
280 0.23 280 1.76 270 1.9 320 7.69 
270 0.17 270 1.45 255 1.17 310 6.75 
260 0.11 260 1.1 240 0.53 300 5.89 
  250 0.81 











Pressure drop:  R32 D4 30 oC 
 
G100  G200  G300  G400  
h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 
550 0.96 550 2.38 550 5.58 550 11.1 
540 1.08 540 2.37 540 5.36 540 11.3 
530 1.11 530 2.78 530 5.71 530 12.7 
520 1.11 520 3.08 520 6.27 520 14 
510 1.09 510 3.22 510 6.71 510 14.6 
500 1.07 500 3.26 500 6.89 500 14.5 
480 1.01 480 3.07 490 6.87 490 14.3 
460 0.95 460 2.76 480 6.73 480 13.9 
440 0.89 440 2.5 460 6.14 460 12.8 
420 0.83 420 2.24 440 5.59 440 11.8 
400 0.77 400 1.95 420 4.94 420 10.7 
380 0.7 380 1.71 400 4.31 400 9.5 
360 0.63 360 1.46 380 3.67 380 8.4 
340 0.56 340 1.2 360 2.96 360 7.1 
320 0.48 320 0.98 340 2.4 340 5.9 
300 0.39 300 0.78 320 1.9 320 4.9 
280 0.28 280 0.56 300 1.44 300 3.8 
260 0.17 260 0.34 280 1.02 280 2.6 














Pressure drop:  R1233zd(E) D6 30 oC 
 
G100  G200  G300  
h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 
440 3.97 445 14.7 456.5 32.5 
435 4.13 440 14.4 451.5 32.3 
430 4.21 435 14.2 446.5 33.2 
425 4.23 430 15.3 441.5 34.2 
420 4.26 425 16 436.5 36.2 
415 4.2 420 16.2 431.5 37.7 
410 4.08 415 16.3 421.5 38.1 
400 3.83 410 16.1 411.5 36.8 
390 3.56 400 15 401.5 34.6 
375 3.22 390 13.7 391.5 32.7 
360 2.91 375 11.6 376.5 28.9 
345 2.57 360 9.9 361.5 25.1 
330 2.25 345 8.4 346.5 21.2 
315 1.88 330 6.8 331.5 17.6 
300 1.52 315 5.5 316.5 13.7 
285 1.17 300 4.3 301.5 10.8 
270 0.89 285 3.4 286.5 8.1 
255 0.64 270 2.7 271.5 5.9 
240 0.39 255 1.8 256.5 4.2 
230 0.21 240 1.1 241.5 3.1 












Pressure drop:  R134a D6 30 oC 
 
G100  G200  G300  G400  
h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 
440 1.02 448 3.79 457 8.47 450 13.6 
435 1.06 440 4.18 452 8.26 442 13.33 
430 1.1 431 4.42 447 8.03 435 13.33 
425 1.12 420 4.431 442 7.842 430 14.24 
415 1.13 411 4.409 437 7.763 425 15 
405 1.1 403 4.26 432 8.22 420 15.7 
395 1.05 392 4 425 9.15 415 16.1 
385 1 382 3.72 415 9.47 410 16.2 
375 0.94 372 3.46 405 9.31 405 16.1 
365 0.87 362 3.1803 390 8.58 400 15.7 
355 0.81 352 2.8976 375 7.79 390 14.7 
345 0.74 342 2.6342 360 6.94 380 13.8 
335 0.67 330 2.3296 345 6 370 12.7 
325 0.6 320 2.084 330 5.15 360 11.5 
315 0.53 310 1.8287 315 4.25 350 10.43 
305 0.47 300 1.57 300 3.37 340 9.42 
295 0.39 290 1.36 285 2.65 330 8.48 
285 0.32 280 1.08 270 1.9 320 7.69 
275 0.24 270 0.84 255 1.17 310 6.75 
265 0.18 260 0.66 240 0.53 300 5.89 
255 0.12 250 0.43 











Pressure drop:  R32 D6 30 oC 
 
G100  G200  G300  G400  
h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 h [kJ kg-1] kPa m-1 
550 0.86 550 2.38 550 5.58 555 10.17 
540 0.84 540 2.37 540 5.36 545 9.91 
530 0.87 530 2.78 530 5.71 535 10.6 
520 0.9 520 3.08 520 6.27 525 11.2 
510 0.92 510 3.22 510 6.71 515 11.7 
500 0.92 500 3.26 500 6.89 505 11.9 
480 0.88 480 3.07 490 6.87 495 11.8 
460 0.83 460 2.76 480 6.73 485 11.5 
440 0.76 440 2.5 460 6.14 465 10.6 
420 0.68 420 2.24 440 5.59 445 9.7 
400 0.6 400 1.95 420 4.94 425 8.9 
380 0.53 380 1.71 400 4.31 400 7.6 
360 0.46 360 1.46 380 3.67 380 6.6 
340 0.39 340 1.2 360 2.96 360 5.6 
320 0.33 320 0.98 340 2.4 340 4.6 
300 0.26 300 0.78 320 1.9 320 3.7 
280 0.19 280 0.56 300 1.44 300 3 
260 0.11 260 0.34 280 1.02 280 2.2 
    260 0.57 260 1.3 
 










APPENDIX C: VISUALIZATIONS 




























Zoomed in early stages of condensation 
 
 
