Spin in the Worldline Path Integral in 2+1 Dimensions by Fosco, C. D. et al.
ar
X
iv
:h
ep
-th
/0
51
20
81
v2
  2
1 
Ju
n 
20
07
Spin in the Worldline Path Integral in 2 + 1
Dimensions
C. D. Foso
a
, J. Sánhez-Guillén
b
and R. A. Vázquez
b
a
Centro Atómio Barilohe and Instituto Balseiro
Comisión Naional de Energía Atómia
8400 Barilohe, Argentina.
b
Departamento de Físia de Partíulas
Faultad de Físia and Instituto Galego de Físia de Altas Energías
Universidad de Santiago
E-15782 Santiago de Compostela, Spain.
Abstrat
We present a onstrutive derivation of a worldline path integral
for the eetive ation and the propagator of a Dira eld in 2 + 1
dimensions, in terms of spaetime and SU(2) paths. After studying
some general properties of this representation, we show that the auxil-
iary gauge group variable an be integrated, deriving a worldline ation
depending only on x(τ), the spaetime paths.
We then show that the funtional integral automatially imposes the
onstraint x˙2(τ) = 1, while there is a spin ation, whih agrees with
the one one should expet for a spin-
1
2 eld.
1 Introdution
The spaetime piture for (quantum) spin degrees of freedom and, in parti-
ular, of their lassial limit, has been a subjet of intense researh, beause
of its many interesting subtleties, both from the physial and mathematial
points of view.
Phase-spae formulations for spin degrees of freedom whih, when quan-
tized, lead to the proper dynamis of spinning partiles, have been known
sine some time ago [1℄. Those approahes introdue dynamial variables
whih are group elements, a fat that naturally renders their path-integral
1
formulation far from trivial [2℄ (although they avoid the use of Grassman-
nian variables). The starting point for the known onstrutions is usually
algebrai or geometri. Although, in the end, the usual propagator for a
relativisti spinning partile an be reovered, we believe that a more diret
approah to the problem is possible: to onstrut a quantum desription for
the spin degrees of freedom starting from the knowledge of the propagator for
a Dira eld. As a onrete step in that diretion, we shall do that here for
the ase of a Dira eld in 2+1 dimensions, in the worldline approah [3, 4℄,
where quantum utuations are represented as spaetime trajetories in an
auxiliary, proper time, variable. After some hanges of variables within the
worldline path integral, we shall obtain a spaetime piture where the geo-
metri interpretation is an emergent property, rather than an ab initio ansatz.
We note that the handling of the spin degrees of freedom in this ontext,
is usually ahieved by means of the introdution of Grassmann variables [5, 6,
7℄. Other methods, whih provide a physially more appealing piture of the
spinning degrees of freedom have also been onsidered, like the oherent-state
path integrals [8℄, a historial review of whih an be found in [9℄.
In this paper, we shall show that one an, indeed, onstrut a worldline
path integral at least in 2+1 dimensions involving only c-number, ommuting
variables. This preserves the intuitive appeal of the worldline representation,
and at the same time has the interesting pratial advantage that it is, in
priniple, muh easier to deal with numerially (i.e., on a lattie). We shall
derive that worldline representation by following a onstrutive approah:
as a starting point, we use an old proposal, originally due to Migdal [10℄
and whih has been extensively tested reently [11℄. That rst-order (phase
spae) path integral is then transformed into an equivalent one in terms of
spaetime paths xµ(τ) and also g(τ) paths where g(τ) ∈ SU(2), introdued
by means of an alternative geometri parametrization for the original integral
over the anonial momentum variable.
This `intermediate' worldline representation is studied, in a semilassial
expansion, to shed light on the dynamis of the spin degrees of freedom, both
for the free ase and for a system in an external gauge eld bakground. We
show that the lassial equations of motion an be written in terms of the
intrinsi geometri properties of the spaetime path (ar length, urvature
and torsion). Besides, by alulating the leading ontribution to the path
integral in that expansion, we show that the modulus of x˙(τ) should be
onstant and equal to 1, a result whih is later on shown to be exat at the
quantum level.
Finally, the transformation properties of the gauge group variables are
used in order to evaluate the gauge group path integral, what yields a world-
line path integral over spaetime paths only, weighed by an `eetive world-
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line ation', whih selets paths with x˙2(τ) = 1 and attahing to them a
phase given by a spin ation.
The organization of this paper is as follows: in setion 2, we rst review
the main properties of the rst-order worldline onstrution. Then, based on
that onstrution, we introdue the gauge group path integral representation,
studying the saddle point properties of the path integral over the group
variables. In setion 3, we use that representation to derive a few results. In
partiular, we alulate the path integral over the group variables to derive
the eetive worldline ation, and afterwards we evaluate the free propagator.
In Appendix A, we review an alternative representation for the integral
over the anonial momentum, whih uses Grassmann variables to deal with
the matrix struture of the path ordered exponential. It provides an equiva-
lent way of treating the system that does not require the expliit introdution
of matries. We reall it here in order to ompare it with the results obtained
with the gauge group approah.
2 The method
In this setion we shall introdue a novel representation for the eetive
ation and the propagator for a Dira eld in the presene of an external
gauge eld. Both will involve a sum over two dierent kinds of paths: xµ(τ),
the spaetime paths, and g(τ), paths of an SU(2) `gauge group eld', related
to the evolution of `internal' degrees of freedom. Afterwards (see setion 3),
we will show that it is possible to arry out the integration over the auxiliary
gauge group variables.
To begin with, we set up our onventions, and briey review the main
features of the rst-order formalism, whih is used as starting point for further
developments. The ation Sf for a Dira eld in an Abelian gauge eld
bakground Aµ, in 2 + 1 Eulidean dimensions has the form:
Sf(ψ¯, ψ, A) =
∫
d3x ψ¯( 6D +m)ψ , (1)
where
6D ≡ γµDµ, Dµ = ∂µ + ieAµ , γ†µ = γµ, µ = 1, 2, 3 , (2)
and e is the oupling onstant. The Dira matries are hosen to be γµ = σµ,
µ = 1, 2, 3, where σµ denote the usual Pauli matries.
Our starting point for the subsequent onstrution shall be a rst-order
worldline path integral, whereby the one-loop eetive ation Γf(A) (nor-
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malized to Γf(0) = 0):
Γf(A) ≡ − ln
[det ( 6D +m)
det
( 6∂ +m)
]
= −Tr ln( 6D +m) + Tr ln( 6∂ +m), (3)
is represented as [10℄:
Γf (A) =
∫ ∞
0
dT
T
e−mT
∫
x(0)=x(T )
DxDp ei
R T
0
dτpµ(τ)x˙µ(τ)
× tr[Pe−i R T0 dτ 6p(τ)] [e−ie R T0 dτx˙µ(τ)Aµ[x(τ)] − 1] . (4)
The fermion propagator, Gf (x, y), is given by a similar integral, albeit with-
out the Dira trae and with dierent boundary onditions: x(T ) = x,
x(0) = y:
Gf(x, y) =
∫ ∞
0
dT e−mT
∫ x(T )=x
x(0)=y
DxDp ei
R T
0
dτpµx˙µ
×
[
Pe−i
R T
0 dτ 6p(τ)
]
e−ie
R T
0 dτx˙µ(τ)Aµ[x(τ)] . (5)
A path integral measure for Γf(A) that takes into aount the boundary
onditions, an be formally written as:
[
DxDp
]
Γ
≡ d3x(0)
[ ∏
0<τ≤T
d3x(τ) d3p(τ)
(2π)3
]
δ[x(T )− x(0)] , (6)
where the δ funtion, of ourse, imposes the periodiity ondition. Note
that the measure is dimensionless (in ~ = 1 units), as it should be. A more
symmetri expression may also be written for this measure,
[
DxDp
]
Γ
≡
[ ∏
0≤τ≤T
d3x(τ) d3p(τ)
(2π)3
]
δ[x(T )− x(0)] δ[p(T )− p(0)] , (7)
where the extra integration over p(0) is harmless, sine it yields 1 beause of
the new delta funtion. Note that this means that, if the integration ranges
for both phase spae variables are equal, then there is periodiity in both of
them.
For the propagator, we have instead:
[
DxDp
]
G
≡ d
3p(0)
(2π)3
∏
0<τ<T
d3x(τ) d3p(τ)
(2π)3
, (8)
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whih has the dimensions of a (mass)3, whih ombined with the (mass)−1 of
the dT fator, yields the proper mass dimensions to the fermion propagator
in oordinate spae. In what follows, we shall omit writing expliitly the
sux (Γ or G) to identify the measure, sine that shall be lear from the
ontext.
Sine the following manipulations will only involve the pµ(τ) integrals,
we formally disentangle them from the xµ(τ) integrals by introduing the
denition:
Γf(A) =
∫ ∞
0
dT
T
e−mT
∫
x(0)=x(T )
Dx
× e−S[x(τ)]
{
e−ie
R T
0 dτx˙µ(τ)Aµ[x(τ)] − 1
}
, (9)
and similarly for the propagator:
Gf(x, y) =
∫ ∞
0
dT e−mT
∫ x(T )=x
x(0)=y
Dx
× D[x(τ)] e−ie
R T
0 dτx˙µ(τ)Aµ[x(τ)], (10)
where S[x(τ)] and D[x(τ)] are dened by the integrals:
e−S[x(τ)] =
∫
Dp tr[Pe−i R T0 dτ 6p(τ)]ei R T0 dτpµ(τ)x˙µ(τ) , (11)
and
D[x(τ)] =
∫
Dp
[
Pe−i
R T
0 dτ 6p(τ)
]
ei
R T
0 dτpµ(τ)x˙µ(τ) . (12)
Of ourse, the two previously dened objets are related by:
e−S[x(τ)] = tr
{
D[x(τ)]
}
. (13)
From their denitions, these salar and matrix funtionals (resp. (11) and
(12)) an be regarded as funtional Fourier transformations of two partiular
funtionals of p(τ). Sine these funtionals are neither Gaussian, nor do they
have a simple struture, it is not evident at all how to evaluate their Fourier
transformations. In order to takle that problem, we shall introdue a hange
of variables in the p(τ) integral whih shall render their integration easier.
At the same time, some features of the spin dynamis will beome more
transparent.
To prepare the ground for that hange of variables, we nd it onvenient
to introdue rst some notation and onventions. First, we dene the (anti-
Hermitian) matries: λµ ≡ σµ2i , whih an be regarded as a basis for su(2),
the Lie algebra of SU(2) [12℄.
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Using that basis, for eah value of τ we assoiate to xµ(τ) and pµ(τ) two
(anti-Hermitian) elements in su(2): χ(τ) and π(τ), respetively, aording
to the rules:
χ(τ) = λµ χµ(τ) , χµ(τ) = xµ(τ)
π(τ) = λµ πµ(τ) , πµ(τ) = 2 pµ(τ) . (14)
With this notation, S[x(τ)] adopts a slightly more ompat form:
e−S[x(τ)] = det(
δµν
2
I)
∫
Dπ tr[PeR T0 dτ π(τ)]
× e−i
R T
0
dτtr[π(τ)χ˙(τ)] , (15)
where I is the identity operator ating on periodi funtions from [0, T ].
det( δµν
2
I) aounts for the Jaobian under the hange pµ → πµ whih is an
innite onstant. Of ourse, the orresponding expression an be onstruted
for D[x(τ)], with the only hange of omitting the trae.
2.1 Gauge group variables
To proeed, we introdue a parametrization for the integral over π(τ), in
terms of gauge group variables. The ruial point here is to note that π(τ)
may in fat be regarded as an SU(2) gauge eld dened on a 0+1-dimensional
`spaetime' (with τ as the time). We next introdue gauge transformations
for this gauge eld, whih adopt the form:
π(τ) → πg(τ) ≡ g(τ)π(τ)g−1(τ) + g(τ)∂τg−1(τ), (16)
where g(τ) ∈ SU(2). It should be lear that neither (15) nor the orrespond-
ing expression for the propagator are invariant under these transformations,
and that they bear no relationship with the gauge symmetry due to oupling
to an external gauge eld.
Nevertheless, we an still use the Faddeev-Popov (FP) trik of insert-
ing a 1 inside the path integral, orresponding to a gauge xing for those
transformations. Of ourse, sine this is not a gauge-invariant theory, the
gauge group integration shall not fatorize out of the integral, and the group
variable will beome dynamial.
The usual expression for the FP `1' beomes, in this ase:
1 =
∫
Dg δ[F(πg)] ∆F [π], (17)
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where F(π) = (Fµ(π))3µ=1 is the gauge-xing funtional (with three ompo-
nents, its oordinates in the Lie algebra) and ∆F [π] its orresponding FP
(gauge-invariant) determinant.
Inluding this 1 into the expression leading to S[x(τ)], we see that:
e−S[x(τ)] = det(
δµν
2
I)
∫
DgDπ δ[F(πg)]
× ∆F [π] tr
[PeR T0 dτ π(τ)]
× e−i
R T
0 dτtr[π(τ)χ˙(τ)] . (18)
Performing now the hange of variables: π → πg−1 in (18) leads to:
e−S[x(τ)] = det(
δµν
2
I)
∫
DgDπ δ[F(π)] ∆F [π]
× tr[g−1(T )PeR T0 dτ π(τ)g(0)]
× e−i
R T
0 dτtr[π
g−1 (τ)χ˙(τ)] . (19)
We have taken into aount the properties of invariane under gauge trans-
formations both for the π(τ) measure and the FP determinant, and also the
fat that, under the transformation π(τ)→ πg−1(τ), the path-ordered fator
behaves as a Wilson line:
Pe
R T
0
dτ π(τ) → g−1(T )Pe
R T
0
dτ π(τ)g(0) . (20)
To proeed, we must deide whih partiular gauge xing F to use. Sine we
only have one spaetime omponent in π(τ) (note that the πµ(τ) are `internal
spae' omponents from the point of view of the τ -spaetime), the simplest
possible hoie is of ourse:
Fµ = πµ , (21)
a `temporal gauge', whih in this ase will erase the gauge eld ompletely, at
the expense of introduing g(τ) as a dynamial variable, sine the integrand
is not gauge-invariant. Indeed, using (21) into (19), we see that:
e−S[x(τ)] = det(
δµν
4π
I) det(∂τ )
∫
Dg tr[g−1(T ) g(0)]
× e−i
R T
0
dτtr[g−1(τ)∂τ g(τ)χ˙(τ)] , (22)
where det(∂τ ) is what remains of the FP determinant when it is evaluated
on the gauge-xed slie πµ(τ) = 0, and we inluded the (2π)
−1
fators that
ame with the denition of the integration measure.
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Thus we have obtained the `intermediate' representation (22) for S, where
no path-ordering appears, and the integration variables are xµ(τ) and g(τ).
The two xµ(τ)-independent fators may be inluded into a onstant N so
that we shall write:
e−S[x(τ)] =
1
N
∫
Dg tr[g−1(T ) g(0)]
× e−i
R T
0 dτtr[g
−1(τ)∂τ g(τ)χ˙(τ)] . (23)
2.2 Classial limit
In order to interpret the path integral over g(τ), leading to the ation S[x(τ)],
we shall rst onsider its saddle point equation, as derived from the leading
term in the orresponding semilassial expansion. Even at this stage, a non
trivial ondition on the paths shall arise, namely, that the modulus of x˙(τ)
has to be onstant at the saddle point. Remarkably, the same ondition will
emerge at the quantum level, as an exat onstraint.
Starting from the dening expression for S:
e−S[x(τ)] =
1
N
∫
Dg tr[g−1(T ) g(0)]
× exp {− 1
~
I[l, χ]
}
, (24)
where we have reinserted an ~ fator, and we dened the funtional:
I[l, χ] ≡ i
∫ T
0
dτtr[l(τ)χ˙(τ)] (25)
with
l(τ) = λµlµ(τ) = g
−1(τ)∂τg(τ) . (26)
To nd the saddle points of the above expression with respet to g (χ is here
to be regarded as `external' in the g integral), we onsider variations with
respet to g. Sine suh variations should still leave the eld in SU(2), we
may parametrize them as follows:
g(τ) ≡ g˜(τ)h(τ), (27)
where both g˜(τ) and h(τ) are in SU(2). For g˜(τ) we assume it to verify the
boundary onditions: g˜(0) = g(0) and g˜(T ) = g(T ), while h(0) = h(T ) = 1.
To nd the extrema of the ation, it is suient to onsider an h(τ)
innitesimally lose to the identity:
h(τ) ≃ 1 + α(τ), (28)
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where α(τ) is an innitesimal su(2) matrix verifying
α(τ)† = −α(τ), trα(τ) = 0 . (29)
Under this transformation l behaves as follows:
l(τ) → l(τ) + δαl(τ), (30)
where
δαl(τ) = Dτα(τ) ≡ ∂τα(τ) + [l(τ), α(τ)] . (31)
Then the saddle point equation follows from the requirement that
δα
∫ T
0
dτ tr
[
l(τ)χ˙(τ)
]
= 0, (32)
whih is equivalent, after an integration by parts, to:
0 = −
∫ T
0
dτ tr
[
α(τ)Dτ χ˙(τ)
]
. (33)
Then the dierential equation for the extrema is:
Dτ χ˙(τ) = 0 , (34)
a sort of onstant ovariane ondition whih, in omponents, reads as fol-
lows:
x¨µ(τ) + ǫµνρ lν(τ) x˙ρ(τ) = 0 . (35)
We insist that the above equation must be thought of as an equation for g˜
(via l˜), and not for x˙µ, whih does indeed appear in the equation, but as an
external funtion. However, we do get from the above equation a onsisteny
ondition (required in order to have a saddle point). Indeed, ontrating with
x˙µ, we get:
x˙ · x¨ = 0⇒ dx˙
2
dτ
= 0 , (36)
i.e. x˙2 = v2 = onstant. This means that, in order for a semilassial limit
to exist, the modulus of x˙µ(τ) has to be a onstant, a ondition that we shall
assume is, indeed, fullled.
In the geometri analysis that now follows, we nd it onvenient to in-
trodue the unit tangent vetor tµ ≡ x˙µ/v, (t2 = 1), and to parametrize
everything in terms of the ar length s, whih is in fat proportional to τ :
ds ≡
√
x˙2dτ = vdτ ⇒ s = vτ . (37)
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Introduing the notation: f ′(s) ≡ df
ds
, we then have:
t′µ(s) + ǫµνρ l˜ν(s)tρ(s) = 0 , (38)
where l˜(s) ≡ g˜−1(s)∂sg˜(s). Before proeeding, we note that (38) is exatly
like the equation for a `spin' variable [14℄, tµ, in the presene of a time-
dependent `magneti eld' bakground l˜µ. Note, however, that it has to be
regarded as an equation determining l˜µ(s). We immediately see that that
equation an only x l˜µ(s) modulo a term proportional to tµ(s).
We shall then, for the sake of simpliity, assume that l˜µ(s) is orthogonal to
tµ in (38), keeping in mind that we an afterwards add to the solution an
arbitrary term proportional to the tangent vetor.
By ontrating (38) with l˜µ, we also see that it is also orthogonal to t
′
µ.
In other words, l˜ is orthogonal to n, where nµ(s) is the prinipal normal to
the urve xµ(s) at the point s.
Sine (by assumption) l˜µ is orthogonal to tµ, we see that l˜µ must, in fat,
have the diretion of the binormal bµ, whih is given by:
bµ(s) = ǫµνρtν(s)nρ(s) , (39)
Thus,
l˜µ(s) = η(s)bµ(s) (40)
and the funtion η(s) an be determined from the fat that one of Frenet's
equations is just the assertion that t′(s) is equal to the urvature κ(s) times
nµ(s). Sine, on the other hand, ǫµνρbνtρ = nµ, we see that the equation of
motion implies:
l˜µ(s) = −κ(s)bµ(s) , (41)
and this determines ompletely the omponent of l˜µ that is orthogonal to
tµ(s). This may be put more expliitly in terms of the urve's equation, as
follows:
l˜µ(s) = −ǫµνρx′ν(s) x′′ρ(s) , (42)
or, in terms of τ ,
lµ(τ) = −v−2 ǫµνρx˙ν(τ) x¨ρ(τ) . (43)
Of ourse, sine it is orthogonal to x˙µ it yields no ontribution to the
value of the funtional I at the saddle point. In other words, the saddle-
point ation is independent the omponent of l˜µ whih is in the diretion of
the binormal, although that omponent undergoes a non trivial evolution as
a result of that equation.
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Then the only ontribution omes from the `longitudinal' part, l˜‖ propor-
tional to tµ:
l˜‖µ(τ) = ξ(τ) x˙µ(τ) . (44)
where ξ parametrizes the arbitrariness related to the fat that a term pro-
portional to the tangent vetor may be added to the solution l˜.
Then the saddle point ontribution to the ation S[x(τ)] is:
e−S[x(τ)]| ∼ 1N
∫
Dξ tr[g˜−1(T ) g˜(0)] × e i2 R T0 dτξ(τ)v2 . (45)
Besides, g˜ an be of ourse determined from the knowledge of l˜:
g˜−1(L) = Pe−
R τ
0
dτ˜ l(τ˜)g˜−1(0) (46)
so that:
tr
[
g˜−1(T ) g˜(0)
]
= tr
[PeR T0 dτ [v−2ǫµνρx˙ν x¨ρ−ξ(τ)x˙µ(τ)]λµ] . (47)
Thus, the saddle point ontribution involves an integration over ξ (it is not
determined by the equations) and it adopts the form:
e−S[x(τ)] ∝
∫
Dξ tr[PeR T0 dτ [v−2ǫµνρx˙ν x¨ρ−ξ(τ)x˙µ(τ)]λµ]e i2 R T0 dτξ(τ)v2 . (48)
Let us now perform the exat integration over the `moduli' ξ; we shall
see that this yields a onstraint on the onstant v, the modulus of x˙(τ).
The funtional integral over ξ an be disretized into N (N → ∞) normal
integrals, and at eah disrete time τi we have to evaluate the (normal)
integral:
I(τi) ≡
∫ +∞
−∞
dξ(τi)
2π
e
i
2
δτξ(τi)
(
x˙µ(τi)σµ+v2
)
, (49)
where δτ = T/N . Taking into aount the fat that:
e
i
2
δτξ(τi)x˙µ(τi)σµ =
1 + σµtµ(τi)
2
e
i
2
δτξ(τi)
+
1− σµtµ(τi)
2
e−
i
2
δτξ(τi) , (50)
we see that the integral over ξ(τi) yields δ funtions:
I(τi) = 2
δτ
δ(v2 − 1) 1 + σµtµ(τi)
2
+
2
δτ
δ(v2 + 1)
1− σµtµ(τi)
2
. (51)
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Sine v > 0, only the rst term survives and oming bak to the original
expression for the leading semilassial ontribution, we see that:
e−S[x(τ)] ∝ δ(v − 1)tr
{
P[eR T0 dτǫµνρx˙ν x¨ρλµ(1 + σµtµ(τ)
2
)
]}
, (52)
or
e−S[x(τ)] ∝ δ(v − 1) e− i2
R T
0
dτκ(τ)tr
{
P[(1 + σµbµ(τ)
2
)(
1 + σµtµ(τ)
2
)
]}
, (53)
and
e−S[x(τ)] ∝ δ(v − 1) e− i2
R T
0 dτκ(τ)tr
{
P 1 + iσµnµ(τ)
2
}
. (54)
Let us nally onsider what happens when the external gauge eld is
inluded, so that we also have the equations of motion for x, as determined
from its eletromagneti oupling:
δ
δxµ(τ)
∫ T
0
dτtr[l(τ)χ˙(τ)] + e x˙µ(τ)Aµ(x(τ)) = 0, (55)
whih implies
1
2
l˙µ(τ) = −ǫµνρ eF˜ν x˙ρ, (56)
where we introdued the dual of Fµν , F˜µ = ǫµνρFνρ. We also see that
t˙ · l = 0, l˙ · F˜ = 0, l˙ · t = 0. (57)
whih implies that t · l = onstant.
For simpliity let us onsider the free ase, e = 0, Eq. (56) implies lµ =
onstant, and then Eq. (38) gives
tµ(τ) = (e
−τL)µν tν(0), (58)
where
Lµν(τ) ≡ ǫµνρ lρ(τ). (59)
by hoosing l to point in the 3 diretion lµ(0) = lδµ3 we arrive at
t˙3 = 0, (60)
and
t˙i = l ǫij tj, i, j = 1, 2, (61)
whih gives as a solution
t3 = a = const., t1 = b cos(|l|τ + c) t2 = −b sin(|l|τ + c), (62)
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where a and b are onstants, a2 + b2 = 1, and c is an arbitrary phase. i.e.
the tangent vetor preesses even in the free (no eld) ase. In oordinate
spae, this means that the partile desribes an helix.
In the general ase we have the oupled system of equations (38) and (56)
and the additional onditions
x˙2 = constant, t · l = constant. (63)
3 Consequenes
3.1 Calulation of S[x(τ)]
To nd S[x(τ)] is tantamount to obtaining a representation where only xµ(τ)
paths remain (with S[x(τ)] plus the Maxwell interation term with A as the
weight).
We rst note that there is an important Ward identity that follows by
performing an innitesimal hange of variables in the original expression for
S. Performing an innitesimal hange of variables g(τ) → g(τ) h(τ) where
h(τ) ≃ 1 + α(τ) and α(0) = α(T ) = 0, we see that:
e−S[x(τ)] =
1
N
∫
Dg tr[g−1(T ) g(0)]
× (1 + i ∫ T
0
dτtr[α(τ)Dτ χ˙(τ)]
)
e−i
R T
0
dτtr[g−1(τ)∂τ g(τ)χ˙(τ)] , (64)
to rst order in α. Sine the term independent of α equals the left hand side
of the equation, we obtain:
0 =
∫
Dg tr[g−1(T ) g(0)]
× Dτ χ˙(τ) e−i
R T
0 dτtr[g
−1(τ)∂τ g(τ)χ˙(τ)] . (65)
Of ourse, this means that the saddle point equation holds on the average.
It may be regarded also as a Ward identity for the path integral, whih an
be written in omponents as follows:
0 =
∫
Dg tr[g−1(T ) g(0)]
×
[
x¨µ(τ) + ǫµνρ lν(τ) x˙ρ(τ)
]
e−i
R T
0
dτtr[g−1(τ)∂τ g(τ)χ˙(τ)] . (66)
Note that sine xµ(τ) and x¨µ(τ) are `external' they an be extrated out of
the integral, so that we have .
x¨µ(τ) + ǫµνρ 〈lν(τ)〉 x˙ρ(τ) = 0 , (67)
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where the average symbol means:
〈. . .〉 ≡
∫ Dg tr[g−1(T ) g(0)] . . . e−i R T0 dτtr[g−1(τ)∂τ g(τ)χ˙(τ)]∫ Dg tr[g−1(T ) g(0)]e−i R T0 dτtr[g−1(τ)∂τ g(τ)χ˙(τ)] . (68)
Contrating the previous equations with xµ(τ), we derive the onsisteny
ondition for the Ward identity to be valid:
x¨(τ) · x˙(τ) = 0 , (69)
i.e., |x˙(τ)| must be onstant, as when onsidering the lassial limit. The
previous equation means that the path integral over g is not even dened
when |x˙(τ)| is not onstant, sine the Ward identity (related to the invariane
of the measure) would then be violated. Hene, the kinematial onstraint
on xµ(τ) follows in our representation from the underlying symmetry of the
gauge-group path integral. We an then onlude that there should be a
funtional δ fator imposing the previous onstraint in S. Namely
e−S[x(τ)] = δ[x˙2(τ)− v2] e−S˜[x(τ)] , (70)
where v is a onstant and S˜ denotes S evaluated for |x˙| = v. We shall
show at the end of this subsetion that in fat v = 1, as in the saddle point
ontribution.
Let as rst lean up things a bit by performing a nite hange of variables
that will deouple a spin ontribution
g(τ) ≡ g(τ) h(τ) , (71)
where h(τ) ∈ SU(2) is a xed (g-independent) element whose form shall be
determined below. The group measure is invariant:
D(g h) = Dg , (72)
but all the other ingredients in the path integral do hange. Indeed,
tr
[
g−1(T )g(0)
] → tr[g−1(T )g(0)h(0)h−1(T )] ,
g−1∂τg → h−1(g−1∂τg)h + h−1∂τh . (73)
Thus we may write:
e−S˜[x(τ)] =
1
N e
−i
R T
0
dτtr[h−1(τ)∂τh(τ)χ˙(τ)]
×
∫
Dg tr[g−1(T )g(0)h(0)h−1(T )]
× e−i
R T
0 dτtr[g
−1(τ)∂τ g(τ)χ˙h
−1
(τ)] , (74)
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where:
χ˙h
−1
(τ) = h(τ)χ˙(τ)h−1(τ) , (75)
and we have extrated out of the integral a fator that is independent of g.
The modulus of x˙ is (impliitly) assumed to be onstant.
Although (74) is valid for any funtion h, we shall use one that deouples
spin from kineti energy. Sine the latter should only depend on the modulus
of x˙µ, the obvious hoie is to use an h(τ) suh that χ˙
h−1(τ) (75) is diagonal.
Sine χ˙ is anti-Hermitian and traeless, it an be diagonalized by an SU(2)
similarity transformation to a matrix proportional to λ3
χ˙h
−1
χ˙ (τ) = λ3 v (76)
(where the eigenvalues of χ˙(τ) are of ourse ± 1
2i
v). hχ˙ above is a funtion
of the diretion of x˙(τ), i.e., of the tangent vetor tµ, whose form we shall
onsider soon.
We know that the xµ(τ) paths we need to onsider are periodi in T .
Let us also assume that x˙µ(T ) points in the same diretion as x˙µ(0), so that
the tangent vetors are parallel and pointing in the same diretion. Then
hχ˙(0) h
−1
χ˙ (T ) = 1, and we obtain:
e−S˜[x(τ)] =
1
N e
−i
R T
0 dτtr[h
−1
χ˙
(τ)∂τhχ˙(τ)χ˙(τ)]
×
∫
Dg tr[g−1(T )g(0)]
× e−i
R T
0
dτtr[g−1(τ)∂τ g(τ)λ3v] , (77)
or, introduing omponents in the algebra,
e−S˜[x(τ)] =
1
N e
i
2
R T
0
dτRµ(τ)x˙µ(τ)
×
∫
Dg tr[g−1(T )g(0)]
× e i2
R T
0
dτ(g−1(τ)∂τ g(τ))3v , (78)
where:
Rµ(τ) ≡
(
h−1χ˙ (τ)∂τhχ˙(τ)
)
µ
, (79)
is an x˙µ(τ) dependent vetor eld.
Note that we have managed to deompose the ation S˜ into two ontri-
butions:
S˜[x(τ)] = Sk(v) + Sh[x(τ)] (80)
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where Sk and Sh denote kineti and spin parts, respetively. Note that the
kineti term is just a funtion (not a funtional). They are dened by:
e−Sk(v) =
1
N
∫
Dg tr[g−1(T )g(0)]
× e i2
R T
0 dτ(g
−1(τ)∂τg(τ))3v , (81)
and
Sh[x(τ)] = − i
2
∫ T
0
dτRµ(τ)x˙µ(τ) . (82)
Let us rst nd a more expliit form for the spin term. To that end,
we note that, x˙h
−1
µ , the transformed of x˙µ, diers from it by a loal (i.e.,
time-dependent) rotation. Introduing spherial oordinates for the vetor
x˙µ:
x˙µ = v
(
sin θ cosφ, sin θ sinφ, cos θ
)
(83)
we easily nd the form of the matrix hχ˙(τ) to be:
hχ˙ =
(
cos θ
2
ei
φ
2 sin θ
2
e−i
φ
2
− sin θ
2
ei
φ
2 cos θ
2
e−i
φ
2
)
. (84)
Finally, we obtain the three omponents of Rµ:
R1 = θ˙ sin φ , R2 = −θ˙ cosφ , R3 = −φ˙ . (85)
Inserting this into the expression for the spin term, we nd the rather simple
result:
Sh[x(τ)] =
i
2
v
∫ T
0
dτ cos θ φ˙ , (86)
or,
Sh[x(τ)] =
i
2
v
∫
dφ cos θ . (87)
It is worth noting that, when v = 1 (whih will turn out to be the ase), (87)
is a topologial term, whose form agrees exatly with the known proposals
for the quantization of a spin-
1
2
degree of freedom [13℄. The integral of the 1-
form dϕ cos θ might be onverted into the surfae integral of a 2-form whih
is, however, multivalued.
We now show that v = 1 and alulate the kineti term, Sk[v]. We already
know that |x˙(τ)| is onstant, and by applying a proedure whih is also based
on performing a hange of variables we an show that it has to be quantized,
assuming any (positive) integer value.
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We now onsider in (81) the hange of variables:
g(τ) → g(τ) hz(τ) , (88)
where hz(τ) is an element of SU(2) with the speial form:
hz(τ) = e
i
2
θ(τ)σ3 , (89)
suh that θ(T )− θ(0) = 4πl, with l ∈ Z. Due to this boundary ondition, we
see that:
tr
[
g−1(T )g(0)
] → tr[g−1(T )g(0)] (90)
and
e
i
2
v
R T
0 dτ(g
−1(τ)∂τ g(τ))3 →
e
i
2
v
R T
0
dτ(g−1(τ)∂τ g(τ))3 × e− i2v
R T
0
dτ∂τ θ(τ) . (91)
Sine we are just performing a hange of variables in one and the same
integral, we derive the identity:
1 = e−
i
2
v
R T
0
dτ∂τ θ(τ) . (92)
This implies:
v × l ∈ Z ∀l . (93)
Of ourse, this means that v must be an integer (and positive beause it is a
modulus). Sine, on the other hand, we know that its lassial value is v = 1,
the only possible value is v = 1 also for the quantum ase. Then
e−Sk(v) = e−Sk(1) = constant . (94)
Putting together the results for kineti and spin parts, we see that:
e−S[x(τ)] =
1
N ′ δ[x˙
2(τ)− 1] e− i2
R
dφ cos θ
(95)
where
1
N ′ ≡
e−Sk(1)
N , (96)
whih is a funtion of T , and not of the path. Its preise form may be written
in terms of the original variables. Indeed, olleting all the fators, we see
that:
1
N ′ =
∫
Dp ei
R T
0 dτp3(τ)tr
[Pe−i R T0 dτ 6p(τ)]
= e−S˜[x(τ)]|xµ(τ) = δµ3 F (T ) , (97)
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namely, it is determined by the ation orresponding for path that orre-
sponds to a straight line with speed 1 pointing in the third diretion.
We then arrive at our nal expression
Γf(A) =
∫ ∞
0
dT
T
e−mT F (T )
∫
x(0)=x(T )
Dx δ[x˙2(τ)− 1]
× e− i2
R
dφ cos θ e−ie
R T
0
dτx˙µ(τ)Aµ[x(τ)] . (98)
Regarding the fermion propagator, the same onstraint on the modulus
of x˙ is obtained, and the resulting expression for D[x(τ)] is:
D[x(τ)] =
1
N δ[x˙
2(τ)− 1] h−1χ˙ (T ) hχ˙(0) e−
i
2
R T
0 dτφ˙ cos θ , (99)
where the matrix fators h−1χ˙ (T ) hχ˙(0) annot be taken out of the integral
over x(τ), sine they depend not only on the (xed) boundary values for
x(τ), but also on the derivatives at the boundaries (whih are not xed).
In onlusion, we have sueeded in onstruting a spaetime worldline
path integral with the spin degrees of freedom, whih have been exatly
integrated in 2+1 dimensions. The resulting geometri piture had been
qualitatively antiipated, in the ontext of a superspae formulation, see
e.g. [15℄.
The propagator in a onstant external eld and the issue of the parity
violation have been omputed in this rst order formalism with the Migdal's
fatorization [11℄. Our main result there was that the trae anomaly and
the related ChernSimons urrent did not require any extra regularization,
and are free of any ambiguity, in ontrast to other approahes. The lengthy
omputation should therefore arry through in the speial parameterization
without any problem, as we illustrate below with the free propagator.
3.2 The free propagator
As a simple appliation to test the representation, let us perform a deriva-
tion, of the free (e = 0) fermion propagator (the free ation is of ourse an
uninteresting onstant).
G(x, y)|e=0 = det(δµν
2
) det(∂τ )
∫
DxDg [g−1(T ) g(0)]
× e−i
R T
0 dτtr[g
−1∂τg(τ)x˙(τ)] . (100)
Of ourse, we an integrate out xµ(τ), what yields a δ-funtional∫
Dx e−i
R T
0
dτtr(g−1∂τgx˙) =
3∏
µ=1
{
δ[
1
2
x˙µ(τ)]
}
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= det(2δµν)
3∏
µ=1
{
δ[∂τ (g
−1∂τg)µ]
}
, (101)
where the fator 2 omes from the fat that:
tr(g−1∂τgx˙) = −1
2
(g−1∂τg)µ x˙µ . (102)
Then
G(x, y)|e=0 = det(∂τ )
∫ ∞
0
dT e−mT Dg δ[∂τ (g−1∂τg)][
g−1(T ) g(0)
]
e−irµ(y−x)µ , (103)
where we have dened:
r ≡ g−1∂τg (104)
an (antihermitian) element of su(2) whih an take an arbitrary onstant
value, by virtue of the δ-funtional that appears due to the integration over
xµ(τ). On the other hand, sine (104) may be solved for g(τ):
g(τ) = g(0) eτ r , (105)
we an write:
3∏
µ=1
{
δ[∂τ (g
−1∂τg)µ]
}
=
−1
det(∂τ )
∫
d3r
(2π)3
δ[g(τ)− g(0) eτ r] . (106)
Using this expression we nally obtain:
G(x, y)|e=0 =
∫
d3r
(2π)3
eir·(x−y)
6r +m . (107)
4 Conlusions
We have thus ompleted a rigorous path integral representation in the world
line of eetive ations and propagators of spinors in an external gauge eld,
in the onventional rst time formulation and solely in terms of ordinary
(ommuting) variables. The onstrutive proof uses gauge theory tehnial-
ities whih are also understood in terms of geometri and physial prini-
ples. This oers a simple desription of the lassial limit of the quantum
spin physis from the Dira equation, as Feynman started looking for [19℄.
Beyond the oneptual interest, our formulation have pratial appliations
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for disretizations in general and speially in the world line. In this for-
malism progress has been ahieved in non-perturbative omputations, like
quenhed all order results [18℄, pair reation and Casimir energies, but re-
strited to salar ases or very simple(one dimensional) external elds [20, 21℄.
Of ourse, the method has to be extended to four dimensions [16℄ whih is
more ompliated as the funtional integral orresponds to a hypersurfae
and involves groups with more Cartan elements. Our methods should be
omplementary to the seond order attempts, where instead of the modulus
1 veloity (whih an be related to reparametrization invariane), the world
lines veloities are Gaussian distributed with speial properties [22℄.
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Appendix A: Grassmann variables
Grassmann variables an be introdued to get an alternative expression to
the integral over gauge group variables. Indeed, one may reall, for example,
the approah introdued by Kleinert [17℄, to represent the evolution oper-
ator for a spin-
1
2
variable in a time dependent magneti eld bakground
B(τ). By introduing three real Grassmann variables θµ, and performing the
identiations: Bµ(τ) ≡ −2 pµ(τ), (µ = 1, 2, 3) we see that:
e−S[x(τ)] =
∫
θ(T )=−θ(0)
Dp Dθ e−
R T
0 dτ
[
1
4
θµθ˙µ−
1
2
ǫννλpµθνθλ− i pµx˙µ
]
, (108)
where the antiperiodiity for the Grassmann variables is neessary in order
to get the trae of the path-ordered exponential. The other objet, D[x(τ)]
is instead given by
D[x(τ)] =
∫ θµ(T )=θ(f)µ
θµ(0)=θ
(i)
µ
Dp Dθ e−
R T
0 dτ
[
1
4
θµθ˙µ−
1
2
ǫννλpµθνθλ− i pµx˙µ
]
, (109)
where the boundary values for θ (θ(i) and θ(f)) an be hosen in order to
evaluate the desired matrix element of the fermion propagator, by seleting
the appropriate oherent states at the initial and nal times.
By proeeding with the analogy with the system orresponding to a spin
in a magneti eld [17℄, an interesting onlusion may be drawn from the
(quantum) equations of motion for the orresponding operators. The relevant
dynamial operators are the `spin' Sˆµ
Sˆµ ≡ − i
4
εµνλθνθλ, (110)
and the veloity operator
ˆ˙xµ. The equations of motion for the spin degrees
of freedom are:
˙ˆ
Sµ(τ) = −ǫµνλ πν(τ) Sˆλ(τ), (111)
and the onstraint equation for pµ, whih is a Lagrange multiplier:
˙ˆxµ(τ) = 2Sˆµ(τ) . (112)
Then we see that:
˙ˆxµ(τ) = −ǫµνλ πν(τ) xˆλ(τ) , (113)
onsistent with the semilassial equations.
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