In order to investigate the importance of pre-equilibrium dynamics on relativistic heavy-ion collision observables, we match a highly non-equilibrium early evolution stage, modeled by freestreaming partons generated from the Monte Carlo Kharzeev-Levin-Nardi (MC-KLN) and Monte Carlo Glauber (MC-Glb) models, to a locally approximately thermalized later evolution stage described by viscous hydrodynamics, and study the dependence of final hadronic transverse momentum distributions, in particular their underlying radial and anisotropic flows, on the switching time between these stages. Performing a 3-parameter fit of the measured values for the average transverse momenta p ⊥ for pions, kaons and protons as well as the elliptic and triangular flows of charged hadrons v ch 2,3 , with the switching time τs, the specific shear viscosity η/s during the hydrodynamic stage, and the kinetic decoupling temperature T dec as free parameters, we find that the preferred "thermalization" times τs depend strongly on the model of the initial conditions. MC-KLN initial conditions require an earlier transition to hydrodynamic behavior (at τs ≈ 0.13 fm/c) , followed by hydrodynamic evolution with a larger specific shear viscosity η/s ≈ 0.2, than MC-Glb initial conditions which prefer switching at a later time (τs ≈ 0.6 fm/c) followed by a less viscous hydrodynamic evolution with η/s ≈ 0.16. These new results including pre-equilibrium evolution are compared to fits without a pre-equilbrium stage where all dynamic evolution before the onset of hydrodynamic behavior is ignored. In each case, the quality of the dynamical descriptions for the optimized parameter sets, as well as the observables which show the strongest constraining power for the thermalization time, are discussed.
I. INTRODUCTION
The collision of two fast moving heavy nuclei produces a new form of matter, quark-gluon plasma (QGP). It consists of deconfined quarks and gluons, and in the early years QGP was thought to behave like a weaklyinteracting gas. However, experiments conducted at the Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC) show strong collective flow, revealing that the QGP is in fact a strongly coupled liquid, with very low viscosity. The evolution of this strongly coupled QGP is well described by hydrodynamics, which successfully reproduced and even predicted the experimentally observed transverse momentum spectra and flow anisotropies of emitted hadrons.
The validity of hydrodynamics relies on the matter being close to local thermal equilibrium. Within a purely hydrodynamic approach that ignores details about how the system approaches equilibrium, the observed large hadron momentum anisotropy can only be explained if thermalization happens fast and the hydrodynamic expansion does not begin later than about 1fm/c after the two nuclei impact each other [1] . This finding calls for a mechanism to explain how the matter produced in the collision can thermalize so fast. Recently, significant work has been done on modeling the thermalization process during the pre-equilibrium stage [2] [3] [4] [5] [6] [7] . While these * Correspond to liu.2053@osu.edu studies have not yet fully explained the rapid thermalization, some of them have indicated that pre-equilibrium evolution can have a non-negligible influence on the final observables.
In this paper, we return to the question of how quickly thermalization must happen for a hydrodynamic approach to provide a successful description of experimental data, by studying the weakly interacting limit of preequilibrium dynamics. Freely streaming partonic quanta can be considered as the extreme limit of a weakly interacting system and the diametrically opposite to a fluid dynamical description which requires strong coupling. By coupling a free-streaming pre-equilibrium stage to hydrodynamics and varying the switching time τ s one can smoothly interpolate between a very strongly coupled (small τ s , early transition to hydrodynamics) and weakly coupled (large τ s , late transition to hydrodynamic behavior) early evolution stage. We are interested in finding the largest τ s value that is compatible with phenomenology. Replacing the non-interacting free-streaming parton stage in our model by a model in which the matter constituents interact more realistically with modest interaction strength should allow for an earlier transition to hydrodynamic behavior. For this reason we expect our approach to yield a robust upper limit, for a fixed viscosity during the subsequent hydrodynamic stage, for the time at which the matter created in the collision must have reached a sufficient degree of local equilibrium to be described hydrodynamically. The dependence of this upper limit on the viscosity in the hydrodynamic stage will also be explored.
It was initially thought that substituting the earliest stage in a hydrodynamic evolution model by a freestreaming gas would delay the buildup of thermodynamic pressure and thus reduce the finally observed collective flow [1] . This ignored, however, the fact that in a spatially inhomogeneous medium free-streaming (or, for that matter, any kind of pre-equilibrium evolution) generates strong position-momentum correlations which, upon thermalization, lead to strong initial flow in the hydrodynamic stage. We show here that this "pre-flow" actually increases the finally observed radial flow, with consequences that are opposite to the expectations reported in Refs. [1] . Here we explore the evolution of the widely implemented MC-KLN [10, 11] and MC-Glauber [12] initial conditions at LHC energies, allowing them to be evolved by free-streaming for a time τ s before switching to a viscous hydrodynamic description for the rest of the evolution.
Our work focuses on the effects brought by freestreaming on both the hydrodynamic initial conditions and the final observables. We mainly focus on the MC-KLN model which provides a complete prediction for the initial gluon distribution, not only in space but also in momentum. However, we show that for massless partons moving with the speed of light the shape of the initial momentum distribution is irrelevant as long as it is locally isotropic. This allows to apply our description also to MC-Glb initial conditions although that model makes no prediction per se about the initial parton momentum distribution. Free-streaming evolves the initial conditions from an initial parton formation time τ 0 (which is taken to be very close to zero) to the switching time τ s when we switch to a near-equilibrium hydrodynamic description. The sudden transition to approximate local equilibrium is implemented by applying the Landau matching procedure. By tuning the switching time, we can enforce fast thermalization by setting τ s τ 0 , or slow thermalization by setting τ s τ 0 . The hydrodynamic initial conditions obtained from the Landau matching procedure vary with the switching time, enabling an investigation of the influence of τ s on the final observables. The hydrodynamic evolution is performed with the code VISH2+1 [8, 9] , without hadron cascade afterburner. For the hydrodynamic evolution, we use a constant specific shear viscosity η/s. Freeze-out is implemented at a fixed kinetic freeze-out temperature T dec , followed by a Cooper-Frye procedure with full resonance decay cascade to convert the hydrodynamic output into final stable particle spectra.
In Section II, we outline the free-streaming evolution in the pre-equilibrium stage and describe the Landau matching procedure. Its consequences on the hydrodynamic initial conditions are discussed in Section III. Section IV shows how the hydrodynamical evolution responds to initial conditions generated at different switching times. A difficulty related to the conversion of partons to hadrons that arises from a late switching time τ s is discussed and resolved in Section V. In Sections VI and VII, the energy flow anisotropy and hadron mean transverse momenta are constructed to illustrate how final observables change with switching time. Finally in Section VIII we introduce a multidimensional parameter search procedure to systematically study the preferred ranges of τ s , η/s and T dec . For both MC-KLN and MC-Glb initial conditions, both with and without a free-streaming pre-equilibrium stage before the onset of hydrodynamic behavior, we determine the best-fit parameters and their uncertainty ranges, and discuss their relative quality of describing the data. Conclusions are presented in Section IX.
II. FORMULATION OF FREE-STREAMING AND LANDAU MATCHING
The evolution of partons in the free-streaming model is described by the collisionless Boltzmann equation
We work in Milne coordinates and write
We assume massless partons for which E = |p| = p 2 ⊥ +p 2 z . The collisionless Boltzmann equation is easily solved analytically, relating the final parton distribution f (x ⊥ , η s , τ s ; p ⊥ , y) to the f (x ⊥ , η s , τ 0 ; p ⊥ , y) by a spatial coordinate shift, keeping the p ⊥ distribution unchanged. For massless partons one finds: (2) wherep ⊥ = p ⊥ /p ⊥ = (cos φ p , sin φ p ), with φ p being the azimuthal angle of p ⊥ in the plane transverse to the beam. The initial distribution f (x ⊥ , η s , τ 0 ; p ⊥ , y) is assumed to be locally isotropic in transverse momentum, i.e. independent of φ p :
To initialize the hydrodynamic we must decompose the energy momentum tensor T µν in hydrodynamic form. In the free-streaming stage T µν (x) can be obtained from the solution of Eq. (2) for the parton distribution as
where for massless particles p 0 = E = |p| and g is a degeneracy factor. We assume longitudinal boost-invariance and restrict the dependence of f (x, p) on η s and y as follows [13, 14] :
Again, for massless partons m ⊥ = m 2 + p 2 ⊥ = p ⊥ . For a boost-invariant system it is sufficient to know T µν in the transverse plane at z = 0 (i.e. η s =0) where
The factor 1/τ is characteristic for systems with boostinvariant longitudinal expansion. Inspection of this formula shows that for massless partons the evolution of T µν (x ⊥ , η s =0, τ ) does not depend on the underlying parton momentum distribution. For massless partons that are initially distributed locally isotropically in p ⊥ the spatial distribution of the energy momentum tensor T µν (x ⊥ , τ ) at time τ depends only on its initial spatial distribution at time τ 0 , but not on the p ⊥ -distribution (which may or may not depend on x ⊥ ). One sees this by observing that the integral on the right hand side of Eq. (5) can be rewritten as
depends only on φ p . Hence
where
is independent of how f 0 depends on the magnitude of p ⊥ , and F 0 (x ⊥ ) denotes the spatial distribution function (integrated over momenta) at τ = τ 0 .
At the switching time τ s , the solution (7) for T µν is decomposed in viscous hydrodynamic form:
Here e and P are the energy density and pressure in the local fluid rest frame (LRF), Π is the local bulk viscous pressure, π µν is the shear pressure tensor, and u µ is the local fluid velocity. The projection operator ∆ µν ≡ g µν −u µ u ν projects on the spatial coordinates in the LRF, and the spacetime metric g µν in Milne coordinates is given by g µν = diag(1, −1, −1, −1/τ 2 ). The Landau matching condition defines the fluid rest frame velocity as the time-like eigenvector of T µν , and the energy density e as its eigenvalue:
with u µ u µ = 1. If such a solution exists [15] it is unique since T µν has at most one time-like eigenvector. Landau matching conserves the system's total energy, but not its entropy. Due to the absence of collisions, Eq. (1) conserves entropy. The solution (2) therefore yields the same entropy at τ s and τ 0 . After matching, however, the entropy density s = ∂P/∂T is related to the energy density e and pressure P by the thermalized fluid's equation of state (EOS) P = P(e). This implies that in general the total entropy S of the system increases discontinuously at the switching time τ s . This sudden increase is the consequence of the assumed sudden thermalization of the system that is implicit in the Landau matching procedure. For successful phenomenology, we have to normalize the entropy density profile after Landau matching such that, upon completion of the dynamical evolution, it correctly reproduces the observed final multiplicity dN ch /dy. This is done for central collisions, and the predicted impact parameter dependence of the final dN ch /dy is then taken as an argument for or against the validity of the initial model used to generate the initial conditions. In spite of the entropy jump at τ s , the normalization of the entropy density profile after Landau matching has a one-to-one relation with the normalization of the initial distribution function. Since the entropy jump depends on the chosen value of the switching time, this initial normalization also depends on τ s : to preserve the same dN ch /dy at the end of the hydrodynamic evolution thus requires a renormalization of the initial distribution function when τ s is varied.
After finding the energy density, the thermodynamic pressure is given by the EOS P = P(e) of the thermalized liquid. The dynamically induced bulk viscous pressure is then reconstructed from T µν by using the identity
Finally, the shear pressure tensor is obtained by contracting T µν with the double projection operator ∆
Alternatively,
where T µν is from Eq. (7), u µ and e from Eq. (10), P from EOS and Π from Eq. (11) .
The initial conditions for u µ , e, P, Π and π µν obtained from Eqs. (10)- (12) are more realistic than those used in many recent implementations of hydrodynamics where any evolution of the system of the system between τ 0 and the hydrodynamic starting time τ s is ignored and the hydrodynamic stage is initialized with zero transverse flow and an ad hoc guess for the viscous pressure components. We will see that the non-zero flow velocities and well-defined non-zero initial conditions for Π and π µν resulting from the Landau matching procedure (10) have important consequences for the subsequent hydrodynamic evolution and final observables. In this work, we focus on the effects of shear viscosity on the evolution of the collision systems. We implement our assumption of vanishing bulk viscosity ζ by setting ζ/s = 10 and then using the second order evolution equation [16] (
to evolve the bulk viscous pressure Π dynamically to zero, on a microscopic time scale given by the bulk relaxation time τ Π = 3 4πT [17] .
III. HYDRODYNAMIC INITIAL CONDITIONS AFTER A FREE-STREAMING PRE-EQUILIBRIUM STAGE
In this and the following sections where we investigate the qualitative effects of a free-streaming pre-equilibrium stage on the hydrodynamical evolution and final observables, we focus on MC-KLN initial conditions [10, 11] . We will return to the MC-Glauber model in Sec. VII.
Compared to hydrodynamics, free-streaming dilutes the local energy density much faster. Because there are no collisions, signals carried by the massless partons move with the speed of light instead of the smaller drift velocity that would characterize an interacting medium (for a thermalized medium this would be the speed of sound). In Fig. 1 , the local energy density just after switching to hydrodynamics is shown at different switching time τ s . In the first panel, Landau matching is implemented at the matter formation time τ 0 (taken as τ 0 =0.01 fm/c). At this time, the matter distribution features many hot spots in the transverse plane, reflecting the fluctuating nucleon positions that, through the nuclear thickness function, control the saturation momentum and thus the density of the produced gluons in the MC-KLN model. As the switching time increases, the bumps in the energy density spread and gradually dissolve as a result of the free-streaming of the partons. The initially bumpy energy density profile becomes much smoother and less deformed, resulting in decreasing spatial eccentricity coefficients E n .
The spatial eccentricity coefficient of harmonic order n at the beginning of hydrodynamical stage is usually defined as [19, 20] 
, n > 1, (15) where e(r ⊥ ) is the LRF energy density obtained from Eq. 10, and the minus sign ensures that the angle Φ n points to the direction where energy density falls fastest.
(For fluctuating events, the energy density profile must be re-centered to the origin in the transverse plane before calculating the eccentricities.) However, if the initial conditions feature a non-zero initial hydrodynamic flow profile, as is the case in Eq. (10), flow anisotropies cause the Lorentz contraction factor γ between the local and global rest frame to depend on the azimuthal angle φ. In the laboratory frame, the initial energy density is thus better characterized by eccentricity coefficients calculated with a modified prescription using the energy density in the laboratory frame:
inΦn(τs)
where d 3 σ µ is the normal vector on the switching hypersurface of constant τ s . Now Φ n points in the direction of the steepest descent in the lab frame. If need be, the modified eccentricity definition (16) can also be used for different switching surfaces. As shown in Fig. 2 , the event-averaged ellipticity 2 and triangularity 3 at the beginning of the hydrodynamic stage decrease as the length of the free-streaming period increases. However, for τ s > 6 fm/c, they increase again. Figure 1 illustrates why this happens: around 5 fm/c the free-streaming fireball begins to disintegrate and eventually separate into multiple pieces. This disintegration happens due to the absence of interactions between the partons which would otherwise keep the fluid together. So the matter distribution becomes more eccentric for large switching times, and the eccentricity coefficients n increase accordingly.
Free-streaming also drives the system out of equilibrium. For free-streaming (which corresponds to an infinite mean free path λ mfp = ∞), the Knudsen number
where L macro is the characteristic macroscopic length scale of the system, is infinite. This tells us that, even if the initial momentum distribution were thermal, the system would evolve further and further away from local thermal equilibrium. The inverse Reynolds number uses the hydrodynamic decomposition (9) to describe how far away a system is from local thermal equilibrium. For a non-equilibrium pressure caused by shear viscosity, it is defined as the ratio between the scalar √ π µν π µν characterizing the magnitude of the shear stress and the thermal pressure P:
For an analytic estimate Eq. (18) is inconvenient since the thermal pressure P is related to the energy density e (whose initial profile can be calculated analytically in terms of the distribution function f ) only through numerical lattice QCD calculations. This complication can be avoided by using a slightly different definition for the inverse Reynolds number:
For a conformal EOS, P = R −1 is a local parameter whose initial value for the case at τ s = τ 0 can be calculated analytically, provided the initial momentum distribution is locally isotropic in the transverse plane and the system is boost-invariant. In this case, inserting the definition (3) into (12) to obtain
using local transverse momentum isotropy to recast Eq. (4) for massless partons in the transverse plane at η s = 0 into p 0 = p ⊥ for massless on-shell gluons we find
0 dp ⊥ dp
In the second line, p was decomposed as p = p(sin θ p cos φ p , sin θ p sin φ p , cos θ p ) using spherical coordinates, with the polar angle θ p (θ p ) being related to the pseudorapidity η (η ) (which for massless partons agrees with their rapidity y (y )) through
. We see that for massless particles the angular integral can be factored from the integration over p ⊥ . At y = y = 0, θ p = θ p = π 2 , and the integration over azimuthal angles φ p and φ p is easily performed, giving the result 2π 2 /3. Thus
⊥ dp ⊥f (p ⊥ ). The value of P+Π (the denominator of R −1 ) at τ = τ 0 and η s = 0 can be found from Eq. (11) (all quantities evaluated at τ = τ 0 and η s = 0):
Combining Eqs. (24) and (25), the inverse Reynolds number R −1 (19) at the matter formation time τ 0 is seen to be independent of position in the transverse plane and equal to
This non-zero value for the initial inverse Reynolds number is caused by the anisotropy in the initial pressure whose longitudinal component vanishes due to the assumed zero width of the initial rapidity distribution ∼ δ(y − η s ). It is consistent with the value obtained in anisotropic hydrodynamics which gives for a conformal system [22] :
and thus agrees with our results at P L = 0.
The value of R −1 at the beginning of the hydrodynamic stage increases if the matter is allowed to free-stream for a finite time τ s before switching to hydrodynamics. This is caused by the appearance of additional anisotropies in the transverse plane. As the partons free-stream and the matter expands outward, the transverse momentum distibution becomes locally anisotropic, especially in the regions near the outer edge of the fireball where the momenta point predominatly outward. This breaks the factorization in Eq. (23) of the angular integral from the one over the magnitude of p ⊥ , and the transverse profile of R −1 can no longer be calculated analytically. shown in the first panel of this figure (where we switch directly at τ 0 ) reflects the result (26). As τ s increases in the following panels, R −1 first becomes large near the edge, but later also in the core of the profile, indicating that the entrie system is moving farther away from local thermal equilibrium if it is allowed to free-stream longer.
One particular feature of the hydrodynamic initial conditions obtained by Landau matching after freestreaming is rather strong initial flow. Its radial part can be quantified by the mean radial velocity
where the curly bracket stands for the single-event average over the transverse plane. The e and v ⊥ profiles are taken from the Landau matching results. For eventby-event hydrodynamical runs, the event-averaged initial radial velocity v ⊥ is obtained by averaging the value (28) just after Landau matching over the events:
Fig . 4 shows this quantity as a function of switching time. It initially rises very quickly, reaching 25% of the speed of light already after 1 fm/c, and continues to grow at an approximate rate a ⊥ ≈ d v ⊥ dτs = 0.13 c 2 /fm over the next 5 fm/c. We reiterate that we expect a freestreaming pre-hydrodynamic stage to yield the largest possible pre-equilibrium effects on the subsequent hydrodynamic evolution. These will be discussed in the following sections; some of the trends we will observe in these sections may manifest themselves in weakened form when free-streaming will be replaced by more realistic pre-equilibrium dynamical models in future studies. 
IV. EFFECTS OF FREE-STREAMING ON HYDRODYNAMICAL EVOLUTION A. Radial flow
Pre-equilibrium evolution endows hydrodynamics with significant initial flow but a reduced initial spatial eccentricity. The interplay between these two tendencies controls the radial flow and its anisotropies that are finally observed in the measured hadron momentum distributions. For hydrodynamic simulations starting at different switching times, the initial conditions are rescaled to guarantee constant final total energy per unit spacetime rapidity, dE/dη s , as calculated from a single-shot hydrodynamic run with an event-averaged initial profile without pre-equilibrium evolution that has been tuned to reproduce the measured total charged hadron multiplicity density dN ch /dη in central Pb+Pb collisions at √ s = 2.76 A TeV. The final dE/dη s is calculated on the freeze-out surface as
dE/dη s is roughly equal to the total multiplicity density dN/dη multiplied by the mean transverse mass for charged hadrons, m ⊥ ch . Note that by varying initial parameters keeping dE/dη s fixed, we allow dN ch /dη to vary: if the parameter change leads to an increase in radial flow, m ⊥ ch increases and dN ch /dη will decrease accordingly. The reason for using in this work the final energy dE/dη s rather than dN ch /dη for rescaling the initial distribution for each fluctuating event will be explained in Sec. V.
We expect the increase with τ s of the initial average radial flow shown in Fig. 4 to manifest itself in a flowinduced blue shift of the finally measured hadron p ⊥ -distributions, caused by the hydrodynamic radial flow on the freeze-out surface. For a single event, the final hydrodynamic radial flow can be characterized by the average radial velocity of the fluid cells on the freeze-out surface
In the second equality we used that our freeze-out surface has constant temperature T dec = 120 MeV and, therefore, constant energy density e dec . The valuev f o of this quantity obtained from Eq. (31) 
B. Anisotropic flow
The total momentum anisotropy
is directly and monotonously related to the elliptic flow v ch 2 of all charged hadron integrated over p ⊥ [24, 25] . This quantity includes the collective flow anisotropy generated by pre-equilibrium dynamics as well as a contribution from the anisotropy of the local momentum distribution reflected in π µν [8] . The collective flow part of this momentum anisotropy is captured by
where p always starts out with zero magnitude at τ = τ s since the initial parton momentum distribution at τ 0 is isotropic, and this isotropy of the spatially integrated momentum distribution is preserved by free-streaming. In contrast, p starts out after Landau matching with non-zero magnitude, as seen in Fig. 6a . This is due to anisotropies in the space-momentum correlations that were generated in the pre-equilibrium stage and that, after Landau matching, manifest themselves in anisotropies of the hydrodynamic flow profile u µ (x). After the onset of hydrodynamic evolution, p initially increases quickly, rapidly approaching p , and then saturates. For small switching times τ s < 2 fm/c, p has enough time to fully develop before freeze-out, and the saturated values show little sensitivity to τ s . However, for larger switching times τ s > 2 fm/c, p saturates at lower values that decrease rapidly with increasing τ s . If thermalization happens very late, hydrodynamics is no longer able to reach the same degree of final momentum anisotropy as obtained for early thermalization. This agrees with earlier findings in [1, 23] .
V. ISSUES OF PARTON-HADRON CONVERSION
As shown in Sec. III, free-streaming decreases the local energy density. As the free-streaming time τ s increases, more cells fall with their energy density below the decoupling value e dec even before the hydrodynamic stage starts. These partons will not be able to thermalize. The drodynamic evolution starts. After hydrodynamic evolution, these cells decouple into free-streaming particles once they reach the freeze-out surface Σ fo , i.e. once their local energy density drops below e dec . At τ = τ 0 , only a small region near the edge of the fireball is on Σ out . When free-streaming starts, the system expands both longitudinally and transversally, leading to a decrease of the local energy density, so Σ out grows and Σ hydro shrinks. At very large switching times τ s > ∼ 8 fm/c, Σ out covers the entire τ = τ s surface, and hydrodynamic evolution would never even start.
The non-thermalized partons on Σ out hadronize directly from the free streaming stage. Contrary to the partons at Σ hydro whose hadronization happens only after hydrodynamic evolution on Σ fo and is described by the Cooper-Frye formula [26] , partons on Σ out do not have thermal distributions and we cannot use the Cooper-Frye formula to convert them to hadrons. Furthermore, most of the partons generated from the MC-KLN model are soft, with characteristic momenta < 1−2 GeV. No reliable models exist to convert such soft partons to hadrons. However, even though we cannot follow their evolution into final hadrons of well-defined mass and flavor, we can still follow their momentum and energy. So in the following sections, we propose to use the system's total energy flow distribution, instead of the momentum distributions of identified hadrons, to investigate radial and anisotropic flow for late switching times. We will trust our model's predictions for final identified hadron flows only when the contributions from Σ out can be neglected.
Our inability to hadronize the contribution from Σ out causes a problem for the rescaling of the initial profile. In common practice, the initial entropy profile is rescaled such that the calculated dN ch /dη matches the experimental measurement. This procedure is problematic if their is a significant contribution of final hadrons emitted from Σ out that cannot be included. Our way to work around this problem is to normalize the final energy on the transverse plane to a "standard" value. This "standard" final energy is obtained from a smooth fireball evolved with single-shot hydrodynamics starting at 0.6 fm/c without pre-equilibrium dynamics, with parameters matched to reproduce the experimental dN ch /dη. Using longitudinal boost-invariance, i.e. the fact that the integrand can only depend on the rapidity difference y−η s , the total energy per unit rapidity on the freeze-out surface is given by
where n ν = (1, 0, 0, 0) is the temporal unit vector in the lab frame and the sum runs over all species. The parton distribution for hadron species i at the freeze-out surface can be written as
where f 0,i is the local equilibrium distribution for hadron species i while δf shear,i and δf bulk,i ) are the shear and bulk viscous corrections to f 0,i , accounting for the system's deviation from local thermal equilibrium. For the shear correction we use the ansatz [27, 28] δf
For the bulk correction we use the following expression, derived from the 14-moment approximation for particles with Boltzmann statistics [29] :
For a non-interacting hadron resonance gas the coefficients B 0 (T ), D 0 (T ) and E 0 (T ) were calculated in Ref. [30] in the Boltzmann limit. Although in our work here the bulk viscous pressure approaches zero on the short bulk relaxation time scale τ Π , its initial value from the Landau matching is large, and the bulk viscous correction δf bulk,i remains significant over the early part of the hydrodynamic freeze-out surface sketched in Fig. 7 . To match the last two lines of Eq. (34) it is therefore important to include δf bulk,i in the definition of the distribution function f i . Even if we do not know how to hadronize the partons on Σ out , we can easily add their contribution to dE/dy. At y = η s = 0, we find
Here f (x, p) is the distribution function for the initial free-streaming partons, and we again used the property f (x, p) ∼ δ(y − η s ) to convert
The final total energy after free-streaming and hydrodynamical evolution is the sum of the contributions from Σ out and the hydrodynamic freeze-out surface Σ fo . We can now rescale the initial gluon distribution function such that for each switching time τ s the final total energy reproduces the "standard" value defined above. We repeat that holding the final energy dE/dy fixed is not equivalent to demanding fixed final multiplicity dN ch /dη (see discussion in Sec. IV A). This should be kept in mind when interpreting the results from the following study of the sensitivity of physical observables to the switching time τ s (i.e. to the time the system needs to thermalize sufficiently for hydrodynamics to become applicable). Because of our inability to convert the partons on Σ out to hadrons, we do not know how to include their contribution in final hadronic observables such as transverse momentum spectra and flow anisotropies. These observables are computed by only including hadrons emitted from Σ f o :
where the sum over i runs over all hadron species. Obviously, theoretical predictions based on this procedure are not trustworthy if the neglected contribution from Σ out presents a significant fraction of the total energy. Fig. 8 shows that the associated error increases rapidly with τ s , but remains below 5% for τ s < ∼ 3 fm/c. If the system takes longer than 3 fm/c to thermalize, we can no longer ignore the "corona" [31] of particles emerging from Σ out . We will therefore consider comparisons of our predictions for hadronic observables with experimental data "meaningful" only for runs with τ s < ∼ 3 fm/c.
found a 9% discrepancy between the value of Π obtained by reconstructing it from δf bulk,i using its kinetic definition [29] and the value obtained directly by applying the projection (11) on the hydrodynamic energy-momentum tensor. Since in our case effects from Π on the hadron spectra and flow coefficients, once integrated over the entire freeze-out surface, are small, we here ignored this 9% discrepancy. contributed by non-thermalized particles on Σout, as a function of the switching time τs.
VI. ENERGY FLOW ANISOTROPY
Due to the lack of the contribution from partons on Σ out , for large switching times we are unable to fully reconstruct the hadron azimuthal distribution and its flow anisotropy. This is a big handicap when trying to explore the effect of large switching times on those physical observables: The largest effects one sees are due to the loss of particles through the Σ out surface.
One way around this problem is to construct the flow anisotropy from the azimuthal distribution of energy instead of that of the hadrons. Since the energy angular distribution closely tracks that of the particles, the energy flow anisotropies should be strongly correlated with the (momentum-integrated) hadron flow anisotropies. In this section, we construct the energy flow anisotropy and calibrate it by comparing it to the hadron flow anisotropy for small switching times, when the contributions from Σ out are negligible.
The azimuthal distributions of energy emitted from Σ out and Σ fo at y = η s = 0 are given by
In (42) i runs over all hadron species, while (43) contains only the gluons generated from the KLN model. In (43) we used that on Σ out , Summing these two contributions to a single distribution dE/dydφ, the Fourier coefficients of this azimuthal energy distribution can be extracted by the same procedure as used for calculating hadronic anisotropic flow coefficients:
w n is the energy flow anisotropy coefficient, which quantifies the azimuthal distribution of the energy contributed by all the particles -non-thermalized partons as well as frozen-out, hydrodynamically flowing hadrons.Ψ n is the energy flow angle associated with w n . We will now show that, for small τ s whose the contributions from Σ out to energy and particle emission are negligible, w n from Eq. (44) and v n from Eq. (41) are tightly correlated. The advantage of w n over v n is that it is easy to include all contributions, including that from Σ out , in our calculation of the energy flow, while v n only accounts for contributions from Σ f o and thus misses a large fraction of the emitted hadrons when τ s is large. If w n and v n are tightly correlated for small τ s , where both v n and w n account for essentially all emitted particles, we are allowed to use w n as a proxy for the true v n also for large τ s , where v n computed from (41) no longer faithfully represents the full system. Fig. 9 shows the correlation between the hadron flow anisotropies v i n for three selected particle species i and the energy flow anisotropies w n for harmonic orders n = 2 and 3. For this comparison we chose τ s = 0.6 fm/c to guarantee that the contribution to w n from Σ out is negligible. We observe almost perfect correlations, with correlation coefficients very close to 1, for both w 2 vs. v 2 and w 3 vs. v 3 . The slopes w n /v i n are larger than 1 for all hadron species i, demonstrating a stronger sensitivity of the energy flow coefficients w n to the hydrodynamic flow anisotropies than of v n for individual hadrons. Among the hadrons, heavier species such as protons are more sensitive to hydrodynamic flow than lighter species [1] , but even for protons v 2,3 are still smaller than w 2,3 . We confirmed similarly strong correlations between v 2,3 and w 2,3 at other switching times τ s < 2.5 fm/c but saw that the correlation gradually breaks down for large τ s values τ s > 3 fm/c when too much of the total energy emerges from Σ out .
VII. CONSTRAINING THE DURATION OF THE PRE-EQUILIBRIUM STAGE
In this section, we will use the energy flow anisotropies w 2,3 and the mean transverse momenta for pions, kaons and protons to constrain the duration of the preequilibrium stage. It is well known that the average transverse momenta of hadrons with different masses help to separate random thermal motion (i.e. the freezeout temperature) from the effect of collective radial hydrodynamic flow in the final state. Switching from initial free-streaming to hydrodynamics at later times means more initial flow after Landau matching but less time for developing hydrodynamic flow. Fig. 5 has already shown that the net effect is an increased radial flow at freeze-out which will lead to harder momentum spectra and an increase in the average p ⊥ . It is therefore expected that the measured p ⊥ values for pions, kaons and protons will put an upper limit on the switching time, by limiting the amount of radial flow at freeze-out. This is illustrated in Fig. 10 where the mean transverse momenta p ⊥ for pions, kaons and protons are plotted as a function of switching time τ s , with MC-KLN initial conditions (propagated with specific shear viscosity η/s = 0.2) in panel (a) and MC-Glauber initial conditions (propagated with η/s = 0.08) in panel (b). Shown for comparison are experimental data from the ALICE Collaboration [32] that were obtained by extrapolating the measured spectra to the full p ⊥ range before calculating the mean. When pre-equilibrium dynamics is included in the calculations (solid lines with filled symbols), the mean transverse momenta are seen to increase with τ s , as anticipated. The effect is strongest for protons whose large mass makes them most susceptible to flow. One sees that, with the chosen values for the shear viscosity and freeze-out temperatures, the MC-KLN initializations with free-streaming pre-equilibrium dynamics have difficulties accommodating the data unless one postulates es-sentially instantaneous thermalization, and even then the pion mean p ⊥ is still statistically significantly too large (by about 10%) compared to the measurements. On the other hand, the smaller shear viscosity used for evolving the MC-Glauber initial profiles in panel (b) reduces the transverse shear stress and thus builds less radial flow, giving room for some pre-equilibrium radial flow. With this combination of initial conditions and shear viscosity, a switching time around 1 fm/c appears to be preferred over significantly smaller and larger τ s values.
In Fig. 10 we also show for comparison as dashed lines with open symbols the corresponding results for hydrodynamic evolution without pre-equilibrium dynamics. In this case τ s has the meaning of the starting time for the hydrodynamic evolution, but with initial conditions that have not evolved in the transverse plane between τ 0 and τ s . Without pre-equilibrium, delaying the start of the hydrodynamic expansion leads to a reduction of the final radial flow, since less time is available for its generation before the matter reaches the decoupling temperature. As a result, p ⊥ decreases with increasing τ s , and the effect is again stronger for protons than for pions and kaons, due to their larger mass.
For the purely hydrodynamic runs without preequilibrium dynamics, we see in Fig. 10 that no choice of τ s can reproduce all three measured p ⊥ values simultaneously, for either of the two initial condition models and associated shear viscosities. The reader may wonder how this can be consistent with successful earlier fits of the measured transverse momentum spectra for these three particle species [33, 34] . Part of the answer is that in [33, 34] was judged by the overall shape of the p ⊥ -distributions whereas here we compare with only a single moment of that distribution which, however, measured with very good precision. We will return to this question in the following section where we look at a somewhat larger set of experimental data that are, in addition to the mean p ⊥ , also sensitive to the shape of the p ⊥ -distributions and try to fit them by simultaneously varying several hydrodynamic parameters.
For anisotropic flow the τ s dependence is more subtle: as shown in Fig. 2 , a free-streaming pre-equilibrium stage reduces the source eccentricity at the start of the hydrodynamic evolution, so it reduces the amount of flow anisotropy that can be generated during the hydrodynamic stage in response to this initial eccentricity. However, as shown in Fig. 6a , it also creates a non-zero hydrodynamic flow anisotropy at the start of the fluid stage which gives the hydrodynamic evolution of anisotropic flow a boost. Fig. 11 shows that, for switching times up to about 2 fm/c, the combined effect are final elliptic and triangular flow anisotropies w 2,3 that are almost independent of the switching time. In fact, both w 2 and w 3 slightly increase with increasing switching time until τ s reaches about 1.5 fm/c. Only for larger switching times beyond 2 fm/c does the reduction of ε 2,3 before the start of the hydrodynamic evolution cut into the finally established anisotropic flow coefficients, and for very large switching times both w 2 and w 3 approach zero.
The naive expectation that the pre-equilibrium dilution of the source eccentricity before τ s should reduce the finally established anisotropic flow [1, 23] is borne out only if one completely ignores the position-momentum correlations created by the pre-equilibrium dynamics and starts the hydrodynamic stage with zero transverse flow. This is illustrated by the dashed lines with open symbols in Fig. 11 . Figure 11 thus leads, in disagreement with the earlier statements made in Refs. [1, 23] , to the (revised) conclusion that elliptic and higher-order anisotropic flow measurements alone cannot put a tight upper limit on the duration of the pre-equilibrium stage. Fig. 11 suggests that, as long as pre-equilibrium contributions to the final flow pattern are consistently accounted for, the final anisotropic flows are insensitive to how strongly the medium is coupled during the first 2 fm/c or so. Whether this stage is described hydrodynamically (very strong coupling) or by free-streaming partons (very weak coupling), one sees the same final flow anisotropy. This finding supports the idea of "universal transverse flow" during the earliest stages of the fireball evolution proposed by Pratt and Vredevoogd [35] . In contrast, radial flow (which affects the slope and mean p ⊥ of the transverse momentum spectra) exhibits a strong and monotonic τ s dependence already for small switching times that can be used much more effectively to put an upper limit on the thermalization time in heavy-ion collisions. 
VIII. PARAMETER OPTIMIZATION
In addition to the switching (or starting) time τ s , our hydrodynamical model has several other input parameters whose choice influences the final physical observables. In the preceding sections we only varied τ s , leaving these other parameters unchanged, in order to gain generic insights into which of the different observables at our disposal provide the strongest constraints on τ s . However, it is immediately obvious that there should be some sort of tradeoff between effectively weakening the interactions in the pre-equilibrium stage, say by lengthening the free-streaming period, and weakening the interactions during the later hydrodynamic stage, say by shortening the free-streaming stage and increasing the shear viscosity during the subsequent hydrodynamic evolution. The effects of changing the transition time between free-streaming and hydrodynaming evolution and of changing the shear viscosity during the hydrodynamic evolution are therefore entangled, and we should optimize both parameters simultaneously. Furthermore, since the slopes of the final spectra are controlled by a combination of the temperature and radial flow on the freezeout hypersurface, and a change in viscosity affects the transverse pressure gradients and thus the radial flow, we should allow T dec to vary together with η/s.
Here we report on a study where we allow τ s , η/s and T dec to vary simultaneously, trying to find the best combination by comparing the model predictions for v dN/(2πdyp dp ) (GeV 
Comparison with experimental data of single-shot hydrodynamic model predictions with the best fit parameter combination (smallest χ 2 value) for KLN-initialized simulations with pre-equilibrium free-streaming dynamics, for 2.76 A TeV Pb+Pb collisions at 10%-20% centrality. The best-fit parameter values are listed in panel (a). (a) Transverse momentum spectra for π + , K + and protons, compared with ALICE data [40] . (b) Eccentricity-scaled p ⊥ -differential elliptic and triangular flow anisotropies for charged hadrons, compared with ATLAS data [41] . Single-shot hydrodynamic simulations predict the ensemble averaged flowvn which was scaled by the corresponding ensemble-averaged eccentricitȳ n (solid lines). The ATLAS anisotropic flow data are measured with the event-plane method and are thus affected by the variance of the event-by-event vn distribution. They were fitted with a smooth curve and scaled by the rms eccentricity n{2} (dashed lines). The shaded area around the dashed lines represents the experimental error of the ATLAS vn{EP} measurements [41] .
the ALICE [32] and ATLAS [36] A somewhat more ambitious fit with five hydrodynamic model parameters and three experimental observables (charged multiplicity, v ch 2 and v ch 3 ) at six collision centralities each (i.e. alltogether 18 observables), including a hadronic afterburner but no pre-equilibrium dynamics, was recently reported in [37] . We perform simulations both with and without pre-equilibrium dynamics, in order to assess its impact on the best-fit values for the other model parameters. Our simulations are done in single-shot mode with smooth ensemble-averaged initial density profiles, not in event-by-event mode with fluctuating initial profiles as the work reported in [37] . Since we used data on the mean elliptic and triangular flows of charged hadrons, obtained by ATLAS [36] from their full reconstructed event-by-event probability distributions, instead of their rms values that were used in [37] and which are affected by the variance of their event-byevent fluctuations, the added numerical cost of event-byevent hydrodynamic simulations could be avoided in our dN/(2πdyp dp ) (GeV 
15. Same as Fig. 13 , but for single-shot hydrodynamic simulations starting at τs without preceding pre-equilibrium stage.
analysis. The parameter space is explored by Latin hypercube sampling [38, 39] , which is a statistical sampling method for optimizing the selection of parameter combinations from a high-dimensional parameter space. Because our parameter space is 3-dimensional, each point drawn from this space by the Latin hypercube method contains three components. In order to efficiently span the parameter space, no two points in the sample share the same value for any of the three parameters. We checked that, after projecting the sampled triplets onto any of the three components, the distribution of that component was uniform.
After running the hydrodynamic simulation for a given triplet of parameters from the Latin hypercube sample, the quality of the description obtained with this parameter set is estimated by computing the χ fit of the selected experimental data:
Here the sum runs over the five observables, E i is the value and σ i the combined statistical and systematic error of the experimental measurement of the observable, and O i (τ s , η/s, T dec ) is the value of the observable from the simulation with parameter set (τ s , η/s, T dec ).
Since we are using single-shot hydrodynamics with an ensemble-averaged initial profile, O i has no statistical error. Assuming that the five chosen observables are uncorrelated, with three fit parameters we have two statistical degrees of freedom, and a good fit of the data should thus have χ 2 /2 1. The best fits we have been able to achieve with the three selected model parameters have χ 2 /2 ∼ 9 − 15 (see Table III ). This suggests that at least one additional physical mechanism not captured by these three model parameters may play an important role in describing the chosen observables. This could be, for example, that hydrodynamics breaks down during the final hadronic stage of the fireball expansion and needs to be replaced there by a microscopic model for hadronic rescattering [37, 42] . We have not tested this hypothesis.
For the KLN initial-state model we drew a Latin hypercube sample of 1300 points covering the following parameter ranges: 0.1 fm/c < τ s < 1.4 fm/c, 0.08 < η/s < 0.28, and 100 MeV < T dec < 170 MeV. For the Glauber initial-state model we sampled 950 points in the range 0.1 fm/c < τ s < 2 fm/c, 0 < η/s < 0.16, and 100 MeV < T dec < 170 MeV. dN/(2πdyp dp ) (GeV 
FIG. 17. Same as Fig. 13 , but for MC-Glauber initial conditions, free-streamed to τs and then evolved hydrodynamically.
the corresponding χ 2 distributions for simulations with KLN and Glauber initial conditions with and without a free-streaming pre-equilibrium stage, respectively (see captions). The best-fit values for the three model parameters in each of the four cases, and the predictions the model makes for these best-fit parameter values for the observables listed in Table I , are summarized in Tables II and III. Panels (b-c) in Figs. 12, 14, 16 and 18 show scatter plots of all simulations with a total χ 2 < 50 in each of the three 2-dimensional projections of the 3-dimensional parameter space. The size of each blob indicates the quality of the description of the data achieved with the corresponding parameter set: The larger the blob, the smaller the total χ 2 and the better the fit.
enough that the particle and energy losses through the corona studied in Sec. V can be ignored. Tables II, III . We use the equation of state s95p-PCE [43, 44] which assumes chemical freeze-out of hadron abundances at T chem = 165 MeV and therefore overpredicts the measured proton yields by about 50% (without the hadronic afterburner, our hydrodynamic approach cannot account for baryon-antibaryon annihilation during the final hadronic rescattering dN/(2πdyp dp ) (GeV stage, which is required to reproduce the experimental yields [45] ). For the protons one should therefore ignore the normalization of the p ⊥ spectra and focus instead on their shape. Clearly, the description of the experimental data in Figs. 13, 15, 17 and 19 (of which only the lowest non-trivial moments were used in the fit) is not perfect, but of similar quality as most other, less systematic parameter fits published in the literature. At first sight, though, there appears to be one exception: As seen in Fig. 19b , the MC-Glauber model without pre-equilibrium dynamics appears to provide a qualitatively better simultaneous description of the differential charged hadron elliptic and triangular flows than the other approaches. (In particular, the KLN model has troubles to describe these two observables simultaneously, as has been noted before [46] .) However, the overall χ 2 of this "Glauber without pre-equilibrium" fit is worse than that for the "KLN with pre-equilibrium" fit, due to a larger discrepancy with the data of the predicted mean p ⊥ for kaons and pions. Fig. 19a also shows that the best "Glauber without pre-equilibrium" simulation does not describe the slope of the pion spectrum quite as well as the best "KLN with pre-equilibrium" fit in Fig. 13a . This clearly detracts from the apparently much better description of the p ⊥ -differential v ch 2,3 (p ⊥ ) in Fig. 19b compared to Fig. 13b which may simply reflect an incorrect weighting of regions of high and low p ⊥ in the best-fit "Glauber without pre-equilibrium" simulation.
Let us discuss a few other trends that are visible in Figs 12-19 . First, panels b and c in Figs. 12, 14, 16 and 18, as well as Table II, show that the inclusion of pre-equilibrium dynamics puts some upward pressure on the best-fit value of η/s, for both types of initial conditions. The effect is not large (of order 10%) but appears to be significant. (We will not be absolutely certain of the significance of this observation until we have completed a full Markov Chain Monte Carlo (MCMC) simulation of the posterior model parameter distributions [37, 47] which is beyond the scope of this paper.) Second, by looking at the spread of the blobs shown in panel b of Figs. 12, 14, 16 and 18, we see a reduced sensitivity of the fit quality to the decoupling temperature when pre-equilibrium dynamics is accounted for in the simulations: the same upper limit of 50 for the total χ 2 allows for larger deviations of T dec from the best-fit value if the simulations include a pre-equilibrium stage. Third, it can be seen from panel c in the same figures that allowing for pre-equilibrium build-up of flow reduces the probability of a good fit for switching times that significantly exceed the best-fit value in the KLN model but not in the Glauber model. This is consistent with Fig. 10 where we observed that allowing for any appreciable delay τ s of the hydrodynamic stage due to pre-equilibrium dynamics tends to cause the model to overpredict the mean p ⊥ of the hadrons (especially the protons) for KLN initial profiles (panel a) but not for the Glauber model profiles (panel b). Indeed, for the Glauber model the neglect of pre-equilibrium flow puts downward pressure in τ s , because of the effect of missing radial flow on the mean hadron p ⊥ . One sees this in both Fig. 10b and when comparing panels c in Figs. 16 and 18 .
IX. SUMMARY AND CONCLUSIONS
In this paper, we thoroughly investigated the effect of pre-equilibrium flow on heavy-ion collision observables. In order to estimate the maximum difference between simulations where the hydrodynamic stage was initiated with non-zero flow resulting from a preceding stage of pre-equilibrium evolution and others where all dynamical effects before the onset of hydrodynamic expansion were simply ignored (as has been common practice in many earlier studies), we here assumed the pre-equilibrium stage to be non-interacting, i.e. free-streaming. By adjusting the switching time τ s between the free-streaming and hydrodynamic stages we can thus smoothly switch between a picture where the earliest stage of the collision is coupled infinitely weakly and one were it is coupled infinitely strongly.
The pre-equilibrium and hydrodynamic stages are Landau-matched, conserving energy and momentum and fully accounting for all components of the pre-equilibrium energy-momentum tensor with non-zero (and possibly large) dissipative pressure components (bulk and shear viscous pressures). The study presented here was done for zero bulk viscosity, i.e. the non-zero bulk viscous pressure generated by the Landau matching procedure was allowed to evolve dynamically to zero with a short microscopic relaxation time. The viscous shear stress at the beginning of the hydrodynmic stage was found to be large, corresponding to an inverse Reynolds number slightly above unity for early switching times and further increasing if one switches from free-streaming to hydrodynamics later. In the hydrodynamic stage, these large starting values for the shear stress decrease quickly on a short microscopic time scale, due to the assumed low shear viscosity η/s of the hydrodynamic fluid.
On the way we had to solve the problem that extended free-streaming leads to a loss of a significant fraction of the energy of the expanding fireball because the volume of the "corona" of dilute matter that never thermalizes and therefore never becomes part of the hydrodynamic fluid increases. While we are not able to convert corona partons into hadrons we can account for their energy, so we can include them in anisotropic flow coefficients w n that characterize the azimuthal anisotropy of the energy flow even if we cannot account for their contributions to anisotropic particle flow v n . We demonstrated that for small switching times were corona losses can be neglected, w n and v n closely track each other.
Our most important finding is that, contrary to traditional believes (previously also held by one of the present authors), the anisotropic flow coefficients are not very sensitive to the thermalization (or switching) time as long as the latter does not significantly exceeed about 2 fm/c. The reason is that anisotropic flow not generated in the hydrodynamic stage, due a reduced initial fireball eccentricity and shortened hydrodynamic stage when τ s is allowed to grow large, is almost precisely compensated for by anisotropies in the space-momentum correlations that develop during the free-streaming phase and manifest themselves as non-zero starting values for the momentum anisotropy of the energy-momentum tensor in the hydrodynamic stage. On the other hand, we found that an extended weakly coupled pre-equilibrium stage leads to stronger radial flow at the end of the hydrodynamic evolution, caused by large initial flow at the beginning of the hydrodynamic stage which is stronger than it would have been if the pre-equilibrium stage had been strongly coupled (i.e. describable by hydrodynamics). This is a result of the faster signal propagation speed in the pre-equilibrium stage which, in the free-streaming case, is given by the speed of light and thus exceeds the hydrodynamic speed of sound by almost a factor 2. This kick-start of the radial flow by pre-equilibrium evolution overcompensates the loss of radial flow generated during the hydrodynamic stage which is shortened when the pre-equilibrium stage lasts longer.
It thus turns out that the mean transverse momentum p ⊥ of the finally emitted hadrons, which (especially for the massive baryons) is strongly affected by the final radial flow of the fireball, provides a stronger upper limit on the thermalization time τ s than the anisotropic flow coefficients. This agrees with recent findings by Romatschke and collaborators [6] .
Of course, the switching time τ s is only one of several model parameters affecting the final observables. In the last section we therefore performed an extended parameter search where we varied the switching time, decoupling temperature and specific shear viscosity of the fluid simultaneously, for two different initial state models and both runs with and without pre-equilibrium dynamics. While this does not exhaust the list of parameters and possibilities this exercise provides a more holistic picture of the effects of pre-equiibrium dynamics on final observables and on the values of medium parameters extracted from a comparison of the model predictions with experimental data. We found for both initial state models that accounting for pre-equilibrium dynamics slightly increases the optimal values for the specific shear viscosity η/s extracted from mean p ⊥ and anisotropic flow measurements and reduces the sensitivity of the observables to the decoupling temperature. However, the extracted limits for the thermalization time τ s turned out to depend sensitively on the model for the initial density profiles. 
