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Die Lösung von Matrixgleichungen wie Riccati-Gleichungen, Lyapunov-Gleichungen
und Sylvester-Gleichungen wird in vielen Gebieten der angewandten Mathematik be-
nötigt: Für einen linear-quadratischen Regler, der ein dynamisches System unter Be-
rücksichtigung einer Optimalitätsbedingung in einen gewünschten Zustand überführt,
ist die Lösung einer algebraischen Riccati-Gleichung nötig. In der Modellreduktion soll
ein hochdimensionales dynamisches System durch ein kleineres dynamisches System mit
möglichst ähnlichem Verhalten ersetzt werden. In linearen Systemen können hierzu we-
niger relevante Zustände vernachlässigt werden, wobei Relevanz durch die Energie eines
Zustands bestimmt wird. Hierzu ist die Lösung von Lyapunov-Gleichungen erforderlich.
Diese Arbeit befasst sich mit der numerischen Lösung hochdimensionaler Matrixglei-
chungen mittels iterativer Verfahren.
Aufgrund der Größe der algebraischen Riccati-Gleichung
0 = R(X) := A∗X +XA+C∗C −XBB∗X
mit A ∈ Cn×n groß und dünnbesetzt, B ∈ Cn×m, C ∈ Cp×n kann die Lösung nicht
direkt bestimmt werden, sondern wird durch eine approximative Lösung X̃ = ZY Z∗
von geringem Rang angenähert. Hierbei wird Z als Basis eines rationalen Krylovraums
gewählt und enthält nur wenige Spalten. Die innere Matrix Yj ist klein und quadratisch.
In dieser Arbeit werden zwei Wege untersucht, die Matrix Y zu wählen: Durch eine
Rang-Bedingung an das Riccati-Residuum R(X̃) und durch Projektion des Riccati-
Residuums R(X̃) auf den von Z erzeugten Krylovraum.
Die Rang-Bedingung wird durch die wohlbekannten ADI-Verfahren motiviert. Die
approximativen ADI-Lösungen spannen einen Krylovraum auf und führen zu einem
Riccati-Residuum vom Rang p. Es wird bewiesen, dass die Rang-p-Bedingung Existenz
und Eindeutigkeit einer solchen approximativen Lösung impliziert. Aus diesem Ergebnis
werden effiziente iterative Verfahren abgeleitet, die eine solche approximative Lösung
erzeugen.
VI Zusammenfassung
Bisher bekannte Projektionsverfahren werden auf schiefe Projektionen erweitert und
es wird eine neue Formulierung des Riccati-Residuums hergeleitet, die eine effiziente
Berechnung der Norm erlaubt. Weiter wird eine abgeschnittene approximative Lösung
als Lösung einer Riccati-Gleichung charakterisiert, die auf einen Unterraum des von Z
erzeugten Krylovraums projiziert wird.
Um die Lösung der Lyapunov-Gleichung
0 = L(P) := AP +PAT +BBT
mit A ∈ Rn×n und B ∈ Rn×m zu approximieren wird ein System gewöhnlicher Dif-
ferentialgleichungen mittels Runge-Kutta-Verfahren numerisch gelöst. Es wird gezeigt,
dass der von der approximativen Lösung aufgespannte Raum ein rationaler Krylovraum
ist, dessen Pole von den Zeitschrittweiten der Integration und den Eigenwerten der Ko-
effizientenmatrix aus dem Butcher-Tableau des verwendeten Runge-Kutta-Verfahrens
abhängen. Das Verfahren wird auf ein Problem der Modellreduktion angewendet.
Die analytische Lösung des Differentialgleichungssystems erfüllt eine algebraische In-
variante. Diejenigen Runge-Kutta-Verfahren, die diese Invariante erhalten, werden durch
eine Bedingung an die zugehörigen Butcher-Tableaus charakterisiert. Es wird gezeigt,
dass diese speziellen Verfahren äquivalent zur ADI-Iteration sind. Die Charakterisierung
der ADI-Iteration als numerische Integration wird genutzt um die Äquivalenz eines wei-
teren, auf Legendre-Polynomen basierenden, Ansatzes zu zeigen. Der Invarianten-Ansatz
wird auf Sylvester-Gleichungen übertragen.
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Matrix equations, such as Riccati and Lyapunov equations, appear in numerous fields
of applied mathematics, scientific computing or in engineering problems. Their solution
is required in e.g. linear-quadratic regulator problems of optimal control, in H2 and H∞
control, in balancing-related model order reduction or in Kalman filtering, see, e.g. [50,
23, 3, 27, 32]. The goal of optimal control is to steer a dynamical system to a wanted state
in a way such that an optimality condition is satisfied. In linear-quadratic control for this
the solution of a Riccati equation is required. In the field of model order reduction one
would like to replace large-scale dynamical systems by smaller ones which preserve the
behavior of the system. One way to accomplish this is to keep only the important states
of the system and truncate the rest. In linear systems importance can be measured by
the energy corresponding to a state, which requires the solution of Lyapunov equations.
With increasing computing power model dimensions became larger and larger over
the last decades, making classical direct algorithms computationally unfeasible. Due
to the large size it is challenging if not impossible to even store the solution: Assume
that one entry in a matrix needs 8 bytes of memory, then a square matrix X with
dimension 100 000 already needs more than 74.5 GB of memory. To make computations
and storage feasible, the matrix X is approximated by a low rank matrix X̃ ≈ X. When
the approximate solution X̃ has rank 200, then two 100 000-by-200 matrices Z1 and
Z2 exist with Z1Z∗2 = X̃. These low rank factors need less than 300 MB for storage,
reducing the necessary amount of memory by a factor of 250.
Numerous iterative methods have been developed to generate such low rank approx-
imations by increasing the number of columns in the low rank factors until the desired
accuracy is reached. Typically the approximation space, i.e. the space spanned by the
2
low rank factors, is a rational Krylov subspace. The columns are generated via the so-
lution of shifted linear systems of equations, which is usually the most expensive part
of the methods.
The matrix equations considered in this work are the continuous-time algebraic Riccati
equation
0 = R(X) := A∗X +XA+C∗C −XBB∗X
= (A∗ −XBB∗)X +X(A−BB∗X) +C∗C +XBB∗X
(1.1)
with complex matrices A ∈ Cn×n, B ∈ Cn×m and C ∈ Cp×n, and the continuous time
Lyapunov equation
0 = L(P) := AP +PAT +BBT (1.2)
with real matrices A ∈ Rn×n and B ∈ Rn×m. We have a large and sparse system matrix
A in mind and assume that the constant terms are of low rank, i.e. p n, respectively
m n. With these assumptions the solution of the corresponding matrix equation has
low numerical rank, which makes the approximate solution of (1.1) and (1.2) with low
rank matrices possible [59, Sec. 3], [48, Ch. 2.3.3].
This thesis is divided into three parts. In the first part basic mathematical concepts are
reviewed, which serve as foundation for the following parts. Rational Krylov subspaces
are discussed, the evolution of the ADI iteration for linear matrix equations is outlined,
basic knowledge about balancing based and interpolatory model order reduction is given
and Runge-Kutta methods for the numerical solution of ordinary differential equations
(ODEs) are presented.
The second part deals with the solution of large-scale algebraic Riccati equations and
their low rank approximation using ADI-type and projection based methods. Rational
Arnoldi decompositions are used to reformulate the Riccati residual. We characterize
the approximate solution generated by the ADI-type methods through the rank of the
residual in an existence and uniqueness result. It allows us to develop a novel, more
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efficient and versatile ADI-type method. In projection methods the residual is projected
to a (rational) Krylov subspace. We introduce an efficient projection method using
rational Arnoldi decompositions which allows the use of oblique projections. A new
characterization of truncated approximate solutions is given in terms of projections. In
numerical experiments the effectiveness of the presented ADI and projection methods
is shown.
In the third part methods for the solution of linear matrix equations based on numer-
ical quadrature are presented. An ODE is derived whose solution converges against the
solution of the Lyapunov equation for increasing time. Methods for its efficient numer-
ical solution are introduced. A special family of Runge-Kutta methods which preserve
a geometric invariant is identified and shown to be equivalent to the ADI iteration. For
these particular Runge-Kutta methods the ODE approach is transferred to Sylvester
equations.
2. Basic definitions and properties
We introduce basic definitions and properties which are used throughout this work.
2.1. Linear algebra
For j ∈N0 a polynomial p is given via p(x) =
∑j
i=0 aix
i with coefficients ai ∈ C for
i = 0, . . . , j. The degree deg(p) of the polynomial p is the highest index belonging to a
nonzero coefficient. If all coefficients are zero, then the degree is set to −∞. The set of
all polynomials of degree at most j is denoted by Π(j). If the highest coefficient is one
then the polynomial is said to be normalized.
Let V be a linear subspace of Cn and A ∈ Cn×n. We call V A-variant if AV 6⊆ V
and A-invariant otherwise. The space V⊥ = {x ∈ Cn with x∗v = 0 for all v ∈ V} is the
orthogonal complement of V . For a matrix V with span(V ) = V it holds V⊥ = ker(V ∗).
The following definitions are based on [35, 43]. Let A, B, U ∈ Cn×n. The matrix U is
unitary if U∗U = UU∗ = I holds. If the matrix A satisfies A = A∗, then it is a Hermitian
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matrix. A Hermitian matrix is positive definite if for all nonzero vectors x ∈ Cn it holds
0 < x∗Ax ∈ R, it is positive semidefinite if 0 ≤ x∗Ax holds. The matrix A is indefinite
if there exist vectors x, y ∈ Cn with y∗Ay < 0 < x∗Ax. The Cholesky decomposition
of a Hermitian and positive semidefinite (positive definite) matrix A is given by the
decomposition A = R∗R with an upper triangular matrix R ∈ Cn×n which has only
nonnegative (positive) diagonal entries. For a positive semidefinite matrix A of rank j
we also use the decomposition A = ZZ∗ with Z ∈ Cn×j which we call approximate
Cholesky factorization. Note that Z does not need to be upper triangular.
The set λ(A,B) = {z ∈ C : det(A− zB) = 0} is the spectrum or set of eigenvalues
of the tuple or pencil (A,B). The spectrum of A is given by λ(A) = λ(A, I), i.e. it holds
λ(A) = {z ∈ C : det(A− zI) = 0}. A nonzero vector v ∈ Cn is an eigenvector of (A,B)
if Av = λBv holds for some λ ∈ λ(A,B). If B = S−1AS holds for S ∈ Cn×n then A and
B are similar, which is also denoted by A ∼ B. If A is similar to a diagonal matrix then it
is diagonalizable. Let A be Hermitian with the diagonal matrix D having the eigenvalues
of A as diagonal entries. Then A is unitarily diagonalizable, i.e. A = UDU∗ holds with a
unitary matrix U and all eigenvalues of A are real. The set {x∗Ax : x ∈ Cn and x∗x = 1}
is called the field of values.
For a matrix A ∈ Cn×n a decomposition U∗AU = T with a unitary matrix U and an
upper triangular matrix T with the eigenvalues of A on the diagonal is called a Schur
form. For a real matrix A ∈ Rn×n a real Schur form is given by U∗AU = T with an
orthonormal matrix U ∈ Rn×n and a quasi upper triangular matrix T ∈ Rn×n with






∈ R2n×2n. A matrix H is a Hamiltonian matrix if HJ is
Hermitian. It follows that if λ ∈ C is an eigenvalue of H then so is −λ due to the
similarity relation J −1HJ = −H∗.
2.2. Projections
Projections [66] are used to reduce the dimension of problems. Let Π : Cn → Cn be
an endomorphism. Then Π is called a projection if it is idempotent, i.e. Π2 = Π. Let
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Z,W ∈ Cn×j be matrices of rank j, i.e. bases of j-dimensional subspaces of Cn, with
regular Z∗W . Then Π = Z(W ∗Z)−1W ∗ ∈ Cn×n is a projection:
Π2 = Z(W ∗Z)−1W ∗Z(W ∗Z)−1W ∗
= Z(W ∗Z)−1W ∗.
We say Π is a projection onto im(Π) = span(Z) along ker(Π) = ker(W ∗) = span(W )⊥.
If im(Π) = ker(Π)⊥ holds, then Π is an orthogonal projection, otherwise it is an oblique
projection.
Application of the projection Π to a vector v ∈ Cn yields
v̂ := Πv = Z(W ∗Z)−1W ∗v ∈ span(Z),
which is still an n-dimensional vector. As the projected vector v̂ lies in a j-dimensional
subspace with basis Z, the dimension can be reduced by using the coordinates deter-
mined by this basis. In particular the j-dimensional vector ṽ = (W ∗Z)−1W ∗v ∈ Cj
can be used for efficient calculations. The projected n-dimensional vector is regained via
v̂ = Zṽ.
2.3. Kronecker product
We will frequently make use of the Kronecker product of two matrices as well as the
vectorization of a matrix, see, e.g., [44, 35] for a more complete discussion. If X is an
r× s matrix and Y is a p× q matrix, then the Kronecker product X ⊗ Y is the rp× sq
block matrix
X ⊗ Y =

x11Y · · · x1sY
... . . . ...
xr1Y · · · xrsY
 .
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For suitable V ,W we have (X ⊗ Y )(V ⊗W ) = XV ⊗ YW . If X and Y are regular,
then the property
(X ⊗ Y )−1 = X−1 ⊗ Y −1
holds.
The vectorization of a matrix converts the matrix into a column vector. For a r× s
matrix X, vec(X) denotes the rs× 1 column vector obtained by stacking the columns
of the matrix X on top of one another:
vec(X) = [x11, . . . ,xr1,x12, . . . ,xr2, . . . ,x1s, . . . ,xrs]T.
The vectorization and the Kronecker product can be used to express matrix multiplica-
tion as a linear transformation on matrices. In particular,
vec(XY Z) = (ZT ⊗X) vec(Y ) (2.1)
for matrices X, Y , and Z of dimensions r× s, s× t, and t× v. For eigenvalues
λ(X ⊗ Y ) = {λ · µ | λ ∈ λ(X), µ ∈ λ(Y )}
holds.
2.4. Control theory
Next, concepts from system and control theory are introduced based on [3, 23]. Let
A ∈ Cn×n, B ∈ Cn×m and C ∈ Cp×n. As we only deal with continuous-time prob-
lems we define the open left half plane C− = {z ∈ C : Re(z) < 0} as the stability
region. The matrix A is stable if all its eigenvalues lie inside the stability region. If
rank([A− λI, B]) = n holds for λ ∈ C then (A,B) is controllable at λ. The tuple
(A,B) is controllable if rank([A− λI, B]) = n holds for all λ ∈ C. Equivalently (A,B)
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is controllable if the finite reachability matrix [B,AB, . . . ,An−1B] has rank n. In the
literature also the term reachable is used instead of controllable. A weaker concept than
controllability is stabilizability. The tuple (A,B) is called stabilizable if it is controllable
outside the stability region. There exists a matrix K ∈ Cm×n with A−BK stable if
and only if (A,B) is stabilizable. The tuple (C,A) is called observable if (A∗,C∗) is
controllable and detectable if (A∗,C∗) is stabilizable. The finite observability matrix is
given by [C∗,A∗C∗, . . . , (A∗)n−1C∗]∗. If it is of rank n then (C,A) is observable.
2.5. Solution of matrix equations
In this section we discuss the solvability of linear matrix equations and Riccati equa-
tions and present algorithms for their solution. The matrix equations considered here
can be split into two groups: those with small-scale, dense matrices and those with
large-scale, sparse matrices. Further, direct and iterative methods for their solution are
distinguished. The main focus of this work is the solution of large-scale problems with
iterative methods. However, they rely on the solution of small-scale problems. Therefore
direct methods for the solution of small-scale matrix equations are presented here. The
following results are based on [23]. For a more detailed discussion on direct and iterative
solvers for matrix equations we refer to [63, 44, 50].
2.5.1. Lyapunov and Sylvester equations
The Lyapunov equation
AP +PAT +BBT = 0 (1.2 revisited)
with A ∈ Rn×n and B ∈ Rn×m is transformed to the linear system of equations
(In ⊗A+A⊗ In) vec(P) = − vec(BBT).
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using (2.1). It follows that the Lyapunov equation has a unique solution if and only if
the eigenvalues of A and −A are pairwise distinct. The Sylvester equation
AY −YB − FGT = 0. (2.2)
with A ∈ Rn×n, B ∈ Rm×m, F ∈ Rn×r and G ∈ Rm×r is rewritten in the same way as
(Im ⊗A−BT ⊗ In) vec(Y) = vec(FGT).
A unique solution Y exists if and only if A and B have no common eigenvalues.
One naive way to obtain the solution of (1.2) or (2.2) is indeed via the solution of
these linear systems with a system matrix of dimension n2 (respectively nm). A more
efficient way is to use a variant of the Bartels-Stewart algorithm [4] which we present
here for the Lyapunov equation. Let Ã = U∗AU be a Schur decomposition with an
upper triangular matrix Ã. Then (1.2) is equivalent to
ÃP̃ + P̃Ã∗ = −B̃B̃∗ (2.3)
with P̃ = U∗PU and B̃ = U∗B. The transformed Lyapunov equation (2.3) is solved





0 · · · 0 aii · · · ain
]
,
so ã∗i is the i-th column of Ã∗. The first i− 1 entries of ãi are zero due to the triangularity
of Ã. For the i-th column of (2.3) we find
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These linear systems are solved efficiently for p̃i, i = n, . . . , 1, via backward substitution
as the system matrices are upper triangular. Finally to obtain the solution of the original
equation the solution is transformed back via P = U P̃U∗. If A is already in triangular
form then clearly no Schur decomposition has to be calculated. Modifications of the
Bartels-Stewart method presented here exploit the symmetry of the solution P or use a
real Schur form so calculations can be kept real. For Sylvester equations (2.2) the same
idea applies with different decompositions for A and B. An even more efficient method
for Sylvester equations is the Hessenberg-Schur algorithm [34] where one system matrix
is reduced to Hessenberg form instead of Schur form.
2.5.2. Riccati equations
For the Riccati equation
A∗X +XA+C∗C −XBB∗X = 0 (1.1 revisited)
with A ∈ Cn×n, B ∈ Cn×m and C ∈ Cp×n many solutions exist due to the quadratic
term XBB∗X, see, e.g. [23, Ch. 2]. In most applications one is interested in the unique
stabilizing solution. This is the positive semidefinite solution X for which A−BB∗X
is stable, i.e. all its eigenvalues are contained in the left half of the complex plane.
Existence of this solution is guaranteed if (A,B) is stabilizable and (C,A) is detectable
[23, Thm. 2.21], [50, Thm. 9.1.2]. If (C,A) is observable, then the sought solution is
even positive definite [50, Thm. 9.1.5].
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holds with Λ ∈ Cn×n, then X = V U−1 is a solution of (1.1). Clearly the eigenvalues of
Λ are a subset of the eigenvalues of H. Assume (1.1) has a stabilizing solution. As H
is Hamiltonian it then has n eigenvalues with negative and n eigenvalues with positive
real part. Let (2.4) hold with a stable matrix Λ. Then X = V U−1 is the sought-after
stabilizing solution. Hence to obtain this solution, an invariant subspace corresponding
to the eigenvalues of H with negative real part has to be computed.









where the eigenvalues of R are sorted such that R11 is a stable matrix. The stabilizing
solution is then given by X = Q21Q−111 . In case of a real Riccati equation a real Schur
decomposition is used to avoid complex arithmetic.
To increase the accuracy of the above method the matrix H might be preprocessed via
similarity transformations to balance the norms of the rows and columns [23, Ch. 3.2.1].
Other methods for the solution of Riccati equations are e.g. Newton’s method [23,
Ch. 3.3] or the sign function method [23, Ch. 3.5] which calculate the solution iteratively.
To refine an approximate solution to the Riccati equation techniques like a few steps of
Newton’s method or defect correction are available, see [23, Ch. 3.3.4].
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2.6. Numerical examples
In the numerical experiments we will make use of the following benchmark examples.
They come from real applications and are widely used for the comparison of numerical
algorithms. All examples are available from the UF Sparse Matrix Collection [28] via
the given ID.
The rail example (ID 1445, [15]) describes the semi-discretization of a heat transfer
process for optimal cooling of steel profiles. Due to different mesh widths used in the
semi-discretization matrices of several dimensions are available. We chose the largest
example which consists of symmetric negative/positive definite A,E ∈ R79841×79841,
B ∈ R79841×7 and C ∈ R6×79841. It is denoted by rail79k.
The second example is the chip0 example (ID 1428, [55]), a finite element model of a
chip cooled by convection. The system matrices are A,E ∈ R20082×20082, B ∈ R20082×1
and C ∈ R5×20082. Both originate from the Oberwolfach Benchmark Collection [47].
Further, we use the example lung2 (ID 894), modeling processes in the human lung.
We employ this example with the negated system matrix −A ∈ R109460×109460, E = I
and C∗ = B ∈ R109460×10 chosen at random.
3. Rational Krylov subspaces and rational Arnoldi
decompositions
We proceed with a discussion on (rational) Krylov subspaces which are the used
approximation spaces in the following parts. The definitions and theorems in this section
are based on [18, 16]. Given a matrix A ∈ Cn×n, a vector b ∈ Cn and a number j ∈N,
the polynomial Krylov subspace of order j is defined by
Kj(A, b) := span
(
b,Ab, . . . ,Aj−1b
)
(3.1)
= {p(A)b | p ∈ Π(j−1)},
12
i.e. the set of all polynomials of degree at most j − 1 in A multiplied with b. We extend
this definition to rational functions instead of only polynomials. Let q ∈ Π(j) be a fixed
polynomial of degree at most j with no roots in λ(A) so q(A) is invertible. The rational
Krylov subspace of order j associated to q is defined by
Kj(A, b, q) := q(A)−1Kj(A, b) (3.2)
= {q(A)−1p(A)b | p ∈ Π(j−1)},
i.e. the set of all rational functions in A multiplied with b with a numerator polynomial
of degree at most j − 1 and fixed denominator polynomial q of degree equal or less than
the order j of the Krylov subspace Kj(A, b). The polynomial q has roots s1, . . . , sdeg(q) ∈
C \ λ(A). If deg(q) < j we say it has j − deg(q) formal roots at infinity. This allows us
to characterize the rational Krylov subspace through a set of j roots s = {s1, . . . , sj} ⊂
C \ λ(A) instead of the polynomial q, i.e. we can write Kj(A, b, s) for (3.2). The roots
of q are also called shifts or poles of the rational Krylov subspace.
The polynomial Krylov subspace (3.1) of order j is a special case of a rational Krylov
subspace with q = 1, i.e. a rational Krylov subspace of order j with j poles at infinity.
On the other extreme, if q has degree j, then q−1p is a proper rational function as the
degree of p is at most j − 1 and so b 6∈ Kj(A, b, q) holds. In between these two cases
we may apply polynomial long division to decompose the rational Krylov subspace. Let
p ∈ Π(j−1), q ∈ Π(j), and set l = j−deg(q), the number of poles at infinity of a rational
Krylov subspace of order j associated to q. We find u ∈ Π(l−1) and r ∈ Π(deg(q)−1) with
p = qu+ r which results in the decomposition
Kj(A, b, q) = {u(A)b+ q(A)−1r(A)b | u ∈ Π(l−1), r ∈ Π(deg(q)−1)}
= Kl(A, b) +Kdeg(q)(A, b, q) (3.3)
of a rational Krylov subspace into a polynomial Krylov subspace of order l and a rational
Krylov subspace of order deg(q) without poles at infinity.
In particular it holds Kl(A, b) ⊂ Kj(A, b, s) if s contains the shift infinity at least l
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times. More specifically b is contained in a rational Krylov subspace if the shift infinity
occurs at least once. We often omit the term rational in the following.
Consider the general case of an A-variant Krylov subspace Kj(A, b, s), that is,
AKj(A, b, s) 6⊆ Kj(A, b, s).
Then the spaces Kj(A, b, s) and AKj(A, b, s) are of dimension j and their intersection
is of dimension j − 1, i.e. Kj(A, b, s) is almost A-invariant. This implies that the sum of
these two spaces is of dimension j + 1. More specifically it holds
AKj(A, b, s) = AKj(A, b, q)
= q(A)−1AKj(A, b)
⊂ q(A)−1Kj+1(A, b)
= Kj+1(A, b, q)
= Kj+1(A, b, s∪ {∞}), (3.4)
with one additional shift infinity in the last line because the order of the polyno-
mial Krylov subspace was increased by one without altering q. We call the latter
space with an additional infinite shift augmented Krylov subspace and use the nota-
tion K+j (A, b, s) := Kj+1(A, b, s ∪ {∞}). It contains rational functions in A multiplied
with b whose numerator polynomials are of degree at most j instead of only j − 1 as in
(3.2).
Let Vj+1 be a basis of the augmented space K+j (A, b, s). As it contains both spaces
Kj(A, b, s) and AKj(A, b, s) it is possible to encode the effect of multiplication of
Kj(A, b, s) with A in a decomposition of the form
AVj+1Kj = Vj+1Hj (3.5)
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with rectangular matrices Kj , Hj ∈ C(j+1)×j and
span(Vj+1Kj) = Kj(A, b, s), (3.6)
span(Vj+1Hj) = AKj(A, b, s).
Decompositions of the form (3.5), their connections to Krylov subspaces and their prop-
erties play a key role in our discussion on Riccati equations. We therefore introduce
some central definitions and results from [18].
Remark 3.1. We note that our definition (3.2) of a rational Krylov subspace differs
from the definition in [18] in the order of the involved polynomial Krylov subspace.
The rational Krylov subspaces defined in [18] are equivalent to our augmented Krylov
subspace (3.4). The reason for the deviation from the literature is that for our purposes
Krylov subspaces with only finite shifts are needed, but the augmented Krylov subspaces
always contain (at least) one infinite shift. See also [16, Prop. 3.3] and the paragraph
preceding it.
Definition 3.2 (cf. [18, Def. 4.1]). Let Kj ,Hj ∈ C(j+1)×j be rectangular matrices. We
say that the pencil (Hj ,Kj) is regular if the lower j× j subpencil (H−j ,K−j) is regular,
i.e., det(zK−j −H−j) is not identically equal to zero.
Definition 3.3 ([18, Def. 4.2]). A relation of the form (3.5) where Vj+1 is of full column
rank and (H−j ,K−j) is regular is called a generalized rational Krylov decomposition. The
generalized eigenvalues of (H−j ,K−j) are called poles of the decomposition. If the poles of
(3.5) are outside the spectrum λ(A), then (3.5) is called a rational Krylov decomposition
(RKD).
If in a (generalized) RKD the matricesKj and Hj are upper-Hessenberg matrices then
the decomposition is called a (generalized) rational Arnoldi decomposition (RAD). The
columns of Vj+1 are called the basis of the decomposition and they span the augmented
space of the decomposition (cf. [18, Def. 2.3]). The first column of Vj+1 is called starting
vector. Every (generalized) RKD can be transformed to a (generalized) RAD with the
same starting vector and the same poles using a generalized Schur form of (H−j ,K−j)
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(see [18, Thm. 4.3]). If A and b are real valued and the poles appear in complex conju-
gated pairs then a generalized real Schur form of (H−j ,K−j) can be used to obtain a
quasi-RAD, that is K−j is a real upper triangular matrix and H−j is a real quasi upper
triangular matrix with 1-by-1 and 2-by-2 blocks on the diagonal (cf. [16, Def. 2.17]).
The following theorem guarantees the existence of a RAD for a Krylov subspace (3.2).
Theorem 3.4 (cf. [18, Thm. 2.5]). Let Vj+1 be a vector space of dimension j + 1 and
s ⊂ C be a set with j elements. Then Vj+1 = K+j (A, b, s) holds if and only if there exists
a RAD AVj+1Kj = Vj+1Hj with Kj , Hj ∈ C(j+1)×j , starting vector b = Vj+1e1, poles
s and span(Vj+1) = Vj+1.
Let Kj(A, b, s) be a Krylov subspace with associated RKD
AVj+1Kj = Vj+1Hj . (3.7)
Such a RKD can be transformed by a regular matrix U ∈ C(j+1)×(j+1) into the (gener-
alized) RKD
AV̆j+1K̆j = V̆j+1H̆j (3.8)
with V̆j+1 = Vj+1U , K̆j = U−1Kj and H̆j = U−1Hj . The RKD (3.8) is associated
to the same Krylov subspace Kj(A, b, s) as (3.7). In general the starting vector b̆ =
V̆j+1e1 = Vj+1Ue1 and the poles λ(H̆−j , K̆−j) are altered through this transformation
and it may happen that the poles coincide with eigenvalues of A. Moreover, as b̆ ∈
K+j (A, b, s), there is a polynomial q ∈ Π(j) with roots s and a polynomial q̆ ∈ Π(j)
such that b̆ = q(A)−1q̆(A)b. Thus, if no root of q̆ coincides with an eigenvalue of A then
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q̆(A)−1q(A)b̆ = b holds. This implies
Kj(A, b, q) = q(A)−1Kj(A, b)
= {q(A)−1p(A)b | p ∈ Π(j−1)}
= {q(A)−1p(A)q̆(A)−1q(A)b̆ | p ∈ Π(j−1)}
= {q̆(A)−1p(A)b̆ | p ∈ Π(j−1)}
= Kj(A, b̆, q̆),
where we have used the commutativity of rational functions in A. Even if a root of q̆
coincides with an eigenvalue of A the following result holds.
Theorem 3.5 (cf. [18, Thm. 4.4]). Let Vj+1 = K+j (A, b, q) be A-variant. Let q̆ ∈ Π(j) be
a polynomial with roots equal to the poles of the (generalized) RKD AV̆j+1K̆j = V̆j+1H̆j.
If V̆j+1 spans Vj+1, then for the starting vector b̆ = V̆j+1e1 it holds b̆ = γq(A)−1q̆(A)b
with a scalar 0 6= γ ∈ C.
Let 0 6= b̆ ∈ K+j (A, b, q) be an arbitrary element of the augmented Krylov subspace
with associated RKD (3.7). Thus, there is a polynomial q̆ ∈ Π(j) with b̆ = q(A)−1q̆(A)b
and a nontrivial vector u1 with b̆ = Vj+1u1. Let U be a regular matrix with Ue1 = u1,
so b̆ = Vj+1Ue1 holds. Herewith Theorem 3.5 allows us to determine the roots of the
numerator polynomial q̆ as the poles of the RKD (3.8), i.e. the generalized eigenvalues
of (H̆−j , K̆−j).
The definition of rational Krylov subspaces and rational Arnoldi decompositions can
be generalized to the case where the vector b ∈ Cn is replaced by a matrix (or block
vector) b ∈ Cn×p. We recall some of the important definitions based on [30]. The block
Krylov subspace of order j is given by
Kj (A, b) = blockspan
{







AkbCk | Ck ∈ Cp×p
 .
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We only consider the case where the jp columns of [b,Ab, . . . ,Aj−1b] are linearly in-
dependent so the block Krylov subspace (3.9) has dimension jp2. Every block vector∑j−1
k=0A




For the definition of a block rational Krylov subspace we again use a polynomial q ∈
Π(j) of degree at most j with no roots in λ(A) and set
Kj (A, b, q) = q(A)−1Kj (A, b).
As in the non-block part we set Kj (A, b, s) = Kj (A, b, q) with the set s ⊂ C of the j
roots of q.
Before we can define block rational Arnoldi decompositions we need the following
definition of a block upper-Hessenberg matrix.
Definition 3.6 (cf. [30, Def. 2.1]). The block matrix
Hj =

H11 · · · H1p
H21 · · · H2p
. . . ...
Hj+1,j

∈ C(j+1)p×jp, Hik ∈ Cp×p
is called a block upper-Hessenberg matrix. For block upper-Hessenberg matrices Hj and
Kj the pencil (Hj ,Kj) is called an unreduced block upper-Hessenberg pencil if one of the
subdiagonal blocks Hi+1,i or Ki+1,i is nonsingular for every i = 1, . . . , j.
The next definition generalizes RADs to the block case.
Definition 3.7 (see [30, Def. 2.2]). Let A ∈ Cn×n. A relation of the form
AVj+1Kj = Vj+1Hj
is called a block rational Arnoldi decomposition (BRAD) if the following conditions are
satisfied:
1. Vj+1 is of full column rank,
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2. (Hj ,Kj) is an unreduced block upper-Hessenberg pencil,
3. αiKi+1,i = βiHi+1,i holds for some scalars αi, βi ∈ C not both zero,
4. the numbers µi = αi/βi are outside the spectrum λ(A)
for i = 1, . . . , j. The numbers µi ∈ C are called the poles of the BRAD.
One important class of (block) rational Arnoldi decompositions are the orthonormal
(B)RADs where the basis Vj+1 has orthonormal columns. To calculate such an orthonor-
mal decomposition the rational Krylov method by Ruhe can be used. It is sketched here
for orthonormal RADs in Algorithm 3.1 based on the formulation used in [16]. First
the starting vector is normalized. Then the orthonormal basis is created iteratively.
The space spanned by Vi ∈ Cn×i is extended by the vector wi+1 which is obtained in
line 4. The tuple (ηi/ρi, ti) ∈ C×Ci has to be an admissible continuation pair which
means that wi+1 6∈ span(Vi) holds and the space is indeed enlarged. In lines 5 and 6
orthonormalization takes place. In line 7 the last columns of Ki and Hi are assembled.
The notation si = µi/νi allows to handle infinite poles by using µi 6= 0 and νi = 0.
For real A and b there exist variants of Algorithm 3.1 which keep the basis Vj+1 real in
case of poles occurring in complex conjugated pairs, see [16, Ch. 2.4]. Another variant
of the algorithm which makes it possible to parallelize the solution of the linear systems
is presented in [19].
Algorithm 3.1 Rational Arnoldi algorithm (cf. [16, Alg. 2.2])
Input: A ∈ Cn×n, b ∈ Cn×1, poles s ⊂ C \ λ(A) with si = µi/νi
Output: decomposition AVj+1Kj = Vj+1Hj with Vj+1 orthonormal
1: normalize v1 = b/‖b‖2
2: for i = 1, . . . , j do
3: choose an admissible continuation pair (ηi/ρi, ti) ∈ C×Ci
4: compute wi+1 = (νiA− µiIn)−1(ρiA− ηiIn)Viti
5: orthogonalize v̂i+1 = wi+1 − Vici, where ci = V ∗i wi+1
6: normalize vi+1 = v̂i+1/ci+1,i, where ci+1,i = ‖v̂i+1‖2
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4. Evolution of the ADI method
The Alternating direction implicit (ADI) method is an iterative method suited for the
solution of large-scale matrix equations with sparse system matrices. We briefly discuss
some important steps in its evolution mainly based on [23, 48, 12].
The ADI iteration was developed as a method for the numerical solution of partial
differential equations in [58]. Computation of the solution for the Lyapunov equation
AP +PAT +BBT = 0 (1.2 revisited)
is done via the iteration
X0 = 0,
(A+ αjIn)Xj− 12
= −BBT −Xj−1(AT − αjIn),
(A+ αjIn)X
∗
j = −BBT −X∗j− 12 (A
T − αjIn),
with complex shift parameters α1, . . . ,αN ∈ C−. For a certain choice of shift parameters
the iterates Xj will converge to P . In every step a linear system with 2n columns on
the right-hand side has to be solved.
To make the iteration more efficient the low rank factorization BBT is exploited as in
[59]. The iterates are rewritten as Xj = ZjZ∗j which is possible as the Xj are positive




Zj = (A+ αjIn)
−1
[√
−2 Re(αj)B (A− αjIn)Zj−1
]
.
The approximate Cholesky factors Zj grow by m columns in every step, so a linear
system with jm columns on the right-hand side has to be solved in step j.
It was found in [51] that the iteration can be reformulated so only linear systems
with m columns have to be solved in each step. The iteration in the formulation of [48,
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Algorithm 4.1 Low rank ADI iteration [48, Alg. 3.2, E = In]
Input: A ∈ Rn×n stable, B ∈ Rn×m, parameters {α1, . . . ,αN} ∈ C−
Output: Z ∈ Cn×mN with ZZ∗ ≈ P
1: initialize W0 = B, Z0 = [ ]
2: for j = 1, . . . ,N do
3: solve (A+ αjIn)Vj = Wj−1 for Vj
4: Wj = Wj−1 − 2 Re(αj)Vj




7: Z = ZN
Ch. 3.2] is given by












It was shown in [51] that the columns of Zj span a (block) rational Krylov subspace
with poles −αi, i = 1, . . . , j, that is span(Zj) = Kj (A,B, {−α1, · · · ,−αj}). See also
[5, Sec. 2.4] for a different proof.
In [48, Ch. 3.2.4] the iteration was refined and resulted in the residual based for-
mulation which is stated in Algorithm 4.1. It holds L(ZjZ∗j ) = WjW ∗j and so the
residual is of rank at most m. The norm of the residual can be evaluated efficiently via
‖WjW ∗j ‖ = ‖W ∗jWj‖, where the latter matrix is of dimension m. Note that the residual
based iteration was independently found in [69].
As the shift parameters αj are complex numbers, the iterates Vj (and thus Zj) are
complex-valued matrices. This can be avoided if the set of shift parameters is proper, i.e.
closed under complex conjugation such that complex shift parameters appear in pairs
with their complex conjugated version. We briefly present the realification approach
from [13] in the revised form of [48, Ch. 4.1.4]. It is denoted M4 in [48, Ch. 4.1.5]. Let αj
be a complex shift and αj+1 = αj . Instead of performing two separate steps, one with
the shift αj and one with αj+1, a double step involving αj and αj+1 will be used. That
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is, the block Ẑ =
√
−2 Re(αj)[Vj ,Vj+1] of 2m columns is added to the current iterate
Zj−1. This is still a complex matrix, but it can be replaced by a real one. To this end,
note that







ı 2Re(αj)Im(αj) − ı
























we can use Z̆ =
√
−2 Re(αj)[Re(Vj), Im(Vj)] (L⊗ Im) instead of Ẑ, as Z̆Z̆∗ = ẐẐ∗.










+ 1 · Im(Vj)
]
are added to the iterate Zj−1, yielding the same approximation Zj+1 as two steps of
Algorithm 4.1 with shifts αj and αj+1 = αj , but with real approximate Cholesky factors.
For a discussion of different strategies for choosing the parameters αj the reader is
referred to [12]. We refrain from stating the ADI iteration for solving the Sylvester
equation (2.2) as we will not make explicit use of it. Consult e.g. [48] for a detailed
description of a residual based variant. For the ADI iteration for Sylvester equations we
refer to [14], [48, Ch. 3.3] and [63]. An introduction to ADI-type iterations for Riccati
equations is given in Section 7.
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5. Model order reduction
In model order reduction one is interested in replacing large-scale dynamical systems
with smaller ones which show a similar behavior. The problem addressed here is the
approximation of the stable, linear time invariant (LTI) continuous time dynamical
system
ẋ(t) = Ax(t) +Bu(t),
y(t) = Cx(t)
(5.1)
by the smaller system
˙̂x(t) = Âx̂(t) + B̂u(t),
ŷ(t) = Ĉx̂(t)
(5.2)
with possibly complex reduced system matrices Â ∈ Cr×r, B̂ ∈ Cr×1, Ĉ ∈ C1×r and
r  n. The reduced dimension of the system matrices makes computations with this
system faster than with the original system. As we assume that the system matrices
in (5.1) are known we will pursue a projection-based approach: two n × r matrices
V ,W ∈ Cn×r with W ∗V = Ir are computed which define the projector Π = VW ∗. The
projection of the states of the original system generates the reduced-order model with
system matrices
Â = W ∗AV , B̂ = W ∗B, Ĉ = CV .
In practice it is often desirable to have a real reduced system which can be obtained by
only using real projections. For ease of notation and explanation here we allow for com-
plex valued projections. For an overview of different model order reduction techniques
we refer the reader to [10] and the references therein.
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5.1. Balanced truncation
The concept of balancing is related to the energy necessary to reach and observe
a state. To measure this energy the controllability Gramian P and the observability










TtCTCeAt dt ∈ Rn×n.
In a balanced LTI system states are equally well reachable and observable. To obtain a
balanced system observe that the Gramians P and Q are positive definite matrices as all
eigenvalues of A have negative real part. Thus, their Cholesky decompositions P = SST
and Q = RRT can be determined. Let UΣTT be a singular value decomposition of RTS.
Then F = Σ− 12UTRT and F−1 = ST−TΣ− 12 define a balancing transformation. That
is, the Gramians P̂ = FPFT and Q̂ = F−TQF−1 of the transformed system
ẋ(t) = FAF−1x(t) + FBu(t), x(0) = x0,
y(t) = CF−1x(t),
are equal and diagonal. Thus, in the balanced system it holds P̂ = Q̂ = Σ. The square
roots of the eigenvalues of PQ are the Hankel singular values. They are used as an
indicator for the importance of the corresponding state and invariant under state space
transformations, i.e. the same for PQ and P̂Q̂ = FPQF−1 due to similarity. In the
balanced system the Hankel singular values are the diagonal entries of Σ.
To reduce the order of the balanced system we use balanced truncation. A projection
is performed onto the r most important states, i.e. the states with large Hankel sin-
gular values. The projection Π = VWT for the reduction process is derived from the
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with Σr ∈ Rr×r, Ur ∈ Rn×r and Tr ∈ Rn×r. The matrices V and W are obtained as
W = RUrΣ
− 12
r , V = STrΣ
− 12
r (5.4)
and indeed WTV = Ir holds. For more details on the Gramians and the energy associ-
ated with reaching/observing a state see, e.g., [3, Ch. 4.3].
A bottleneck in this approach is the calculation of the Gramians P , Q and their
Cholesky factors. To make calculations for large systems computationally feasible the
Gramians are approximated with low rank factors, i.e. ZcZTc ≈ P and ZoZTo ≈ Q with
rectangular matrices Zc ∈ Rn×rc , Zo ∈ Rn×ro , and rc, ro  n. These approximate
Cholesky factors Zc and Zo are then used instead of the actual Cholesky factors S and
R to compute an approximate balancing transformation. This also includes a reduction
of the system dimension as the number of columns in the approximate Cholesky factors
is smaller than n. In balanced truncation with the actual Cholesky factors S and R of
the Gramians as described above, stability of the system is preserved and there exists an
error bound in terms of the truncated Hankel singular values [3, Thm. 7.9]. When the
approximate Cholesky factors Zc and Zo are used, these properties are lost. However, in
practice often the reduced models are stable even when approximate Cholesky factors
are used, see e.g. [38, Sec. 4.3].
5.2. Rational interpolation
In rational interpolation, also called moment matching, [3, 31, 37] the projection
matrices V and W are chosen so that the transfer function G(s) = C(sIn − A)−1B
of the original system (5.1) and the transfer function Ĝ(s) = Ĉ(sIr − Â)−1B̂ of the
reduced system (5.2) (and some of their derivatives) coincide at certain interpolation
points s ∈ C. Rational interpolation is a powerful method: Almost every reduced LTI
system (5.2) can be obtained via rational interpolation from (5.1), see [33].
A power series expansion around s0 ∈ C \ λ(A) with ‖(s− s0)(A− s0In)−1‖ < 1






with the so-called moments









{(A− s0In)−1B, . . . , (A− s0In)−kB} ⊆ span(V ) (5.5)
or {(AT − s0In)−1CT, . . . , (AT − s0In)−kCT} ⊆ span(W ) (5.6)
then the first k moments around s0 are matched, i.e.mj(s0) = m̂j(s0) for j = 0, . . . , k−
1. If both conditions (5.5) and (5.6) are fulfilled, then even the first 2k moments around
s0 are matched.





with the Markov parameters mj(∞) = CAj−1B. If
{B,AB, . . . ,Ak−1B} ⊆ span(V ) (5.7)
or {CT,ATCT, . . . , (AT)k−1CT} ⊆ span(W ) (5.8)
then the first k Markov parameters are matched, i.e. mj(∞) = m̂j(∞) for j = 1, . . . , k.
If both conditions (5.7) and (5.8) are fulfilled, then even the first 2k Markov parameters
are matched.









Re((A− s0In)−1v), Im((A− s0In)−1v)
)
holds for real vectors v.
Of course combinations of the cases mentioned above and different expansion points
are possible. To obtain a well approximating reduced system the choice of the expansion
points is essential and many strategies exist to obtain them, see e.g. [5, Sec. 2.2.2].
6. Numerical quadrature
We present numerical quadrature methods which are used in the third part of this
work for the approximation of the Gramian. Consider an ordinary differential equation
(ODE) of the type
d
dty(t) = f(t, y(t)), y(0) = y0, (6.1)
where f : R×Rn → Rn is a given function and y0 ∈ Rn is a given initial value. One
is interested in computing the function y : R→ Rn in the interval [0, tend]. There exist
numerous methods for its numerical solution, see, e.g., [40, 41]. For our purposes single-
step methods are sufficient. In order to compute approximate solutions yj ≈ y(tj) these
methods make use of the fact that




holds for j = 1, 2, . . . ,N and time steps t0 = 0 < t1 < t2 < · · · < tN = tend.
In particular we consider s-stage Runge-Kutta methods (see, e.g., [25, 39, 40, 41])
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which are defined via

















, i = 1, . . . , s, (6.3)
for certain βi ∈ C, γi ∈ R, i = 1, . . . , s, λi` ∈ C, i, ` = 1, . . . , s and time step sizes
ωj := tj − tj−1 > 0, j = 1, . . . ,N . Please note that we allow for complex-valued λi`
and βi unlike the standard definition of Runge-Kutta methods for the solution of (6.1).




γ1 λ11 λ12 . . . λ1s
γ2 λ21 λ22 . . . λ2s
... ... ... . . . ...
γs λs1 λs2 . . . λss
β1 β2 . . . βs
(6.4)
with Λ ∈ Cs×s, β ∈ Cs and γ ∈ Rs.
The most involved part in the iteration is the calculation of k(j)i in (6.3). If in the
Butcher tableau Λ is a strict lower triangular matrix, then the k(j)i can be calculated
explicitly one after another and the resulting method is called an explicit Runge-Kutta
method. Otherwise they are only defined implicitly and a system of (in general nonlinear)
equations with sn unknowns has to be solved to obtain them. One strategy to simplify
the computation is by using lower triangular matrices Λ, resulting in so-called diagonally
implicit Runge-Kutta (DIRK) methods [46]. Then the system of equations is uncoupled
into a sequence of s systems. Another kind of methods, derived from DIRK methods,
are the Rosenbrock-Wanner methods [41, Ch. IV.7]. There, the nonlinear function f is
approximated by a linear function. If the function f to be integrated is linear, then the
Rosenbrock-Wanner methods coincide with Runge-Kutta methods.
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The function
R(z) = 1 + zβT(Is − zΛ)−11s =
det(Is − z(Λ− 1sβT))
det(Is − zΛ)
(6.5)
is called the stability function of the Runge-Kutta method given by (6.4). When a
Runge-Kutta method is applied to the linear differential equation y′ = λy the iteration
is given by yk = R(z)yk−1 with z = ωλ. The method is said to be A-stable if all z
with Re(z) < 0 are in the region of absolute stability, that is the set of all z = ωλ
with |R(z)| < 1. For explicit Runge-Kutta methods the region of absolute stability is
small and bounded. On the other hand, implicit Runge-Kutta methods have much larger
regions of absolute stability and the time step size can be chosen based on the desired
accuracy, not depending on stability constraints.
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Part II.
Efficient solution of large-scale Riccati
equations
7. Introduction
In this part the continuous-time algebraic Riccati equation
0 = R(X) := A∗X +XA+C∗C −XBB∗X
= (A∗ −XBB∗)X +X(A−BB∗X) +C∗C +XBB∗X
(1.1 revisited)
with complex system matrices A ∈ Cn×n large and sparse and B ∈ Cn×m, C ∈ Cp×n
is considered. The solution of this Riccati equation is necessary e.g. in optimal control
for the LTI system (5.1), where an input function of the form u(t) = −Fx(t) with







One finds that the optimal control is given by u(t) = −B∗Xx(t), i.e. for F = B∗X,
where X is a solution of the Riccati equation (1.1), see [50, Ch. 16].
When (A,B) is stabilizable and (C,A) is observable, then the stabilizing solution X
of the Riccati equation exists and is unique, cf. Section 2.5. As the direct solution of the
Riccati equation is computationally infeasible for large dimensions n, we are interested
in an approximate solution of the form X̃ = ZY Z∗ ≈ X where Z is a rectangular
matrix with only few columns and Y is a small square Hermitian matrix. This form of
approximation gives two degrees of freedom: The approximation space, that is, the space
spanned by the columns of Z, and the choice of the approximate solution in this space
which is determined by Y . Basically, there are three families of methods producing such
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a low rank approximation [8], which are described briefly next. All these methods have
in common that (rational) Krylov subspaces are used as approximation spaces.
Low rank Newton-Kleinman methods treat (1.1) as a nonlinear equation and apply
Newton’s method, so in each iteration step a linear matrix equation has to be solved, see
e.g. [11] and the references therein. Recently, the projected Newton-Kleinman method
was derived in [57] which is a projection scheme where inner linear solves are performed
only implicitly, making this approach competitive to the other methods mentioned here.
In projection methods, such as the extended Krylov subspace method [42] and the
rational Krylov subspace method [64, 62] (denoted *KSM ), the factor Z is chosen such
that its columns are an orthonormal basis for a (rational) Krylov subspace. The matrix
Y is chosen as the solution of an orthogonal projection of the Riccati equation onto the
selected Krylov subspace. In *KSM orthonormalization of the Krylov basis is necessary
and only orthogonal projections are employed.
The third family are the ADI-type methods. They are well known from linear matrix
equations as illustrated in Section 4. Due to the nonlinearity of (1.1) the approaches
from Lyapunov equations are not directly applicable for Riccati equations. The ADI-type
methods for the Riccati equation include e.g. the qADI algorithm [71, 70], the algorithm
of Amodei and Buchot [2], the RADI iteration [9] and the Cayley subspace iteration [52].
In fact all these methods produce (at least theoretically) the same approximate solution,
which was shown laboriously e.g. in [7, 9]. The term Riccati ADI methods (proposed in
[9]) will be used throughout this work to denote the ADI-type methods for Riccati
equations which generate the ADI approximate solution. The approximation space in
the Riccati ADI methods turns out to be a rational Krylov subspace. In contrast to
the other two families this space is not chosen directly but determined by the used
shift parameters, see [9, Prop. 2]. Another important property of the ADI approximate
solution is that the residual matrix is of rank p, see e.g. [9, Prop. 1]. Due to its symmetry
and positive definiteness the residual can thus be factorized into R(X̃) = R̃R̃∗ with the
Riccati residual factor R̃ ∈ Cn×p.
As discussed in [9, Sec. 5], the RADI iteration is the computationally most efficient
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Riccati ADI method so far. It has been formulated for the case of real system matrices
A, B and C only, can handle generalized Riccati equations and provides a low rank
formulation ZZ∗ for the approximate solution of (1.1). The method offers a shift strat-
egy for fast convergence and techniques to reduce the use of complex arithmetic in case
of complex shift parameters. In each iteration step the Sherman-Morrison-Woodbury
(SMW) formula [35, Ch. 2.1.4] is used to solve the occurring linear system, which be-
comes expensive in case of a system matrix B with many columns, i.e. with large m.
The approach of this work is as follows. An approximate solution of the Riccati equa-
tion (1.1) with the structure Xj = ZjYjZ∗j is sought where Zj is a basis of a (rational)
Krylov subspace Kj(A∗,C∗, s) (cf. Section 3). The Krylov basis is considered indepen-
dently from the calculation of the small matrix Yj . We obtain two different kinds of
methods which are determined by a rank and a projection condition imposed on the
Riccati residual R(Xj).
For the first type of methods we require that the Riccati residual is of rank p. This rank
condition seems arbitrary. It is justified by the following observation: In the ADI-type
methods the approximation space is a rational Krylov subspace with specific poles and
the Riccati residual is of rank p. We prove that these two conditions already guarantee
existence and uniqueness of such an approximate solution. Hence a rank-p residual so-
lution is an ADI approximate solution, even when it is not derived using an alternating
direction approach. Two new efficient iterative methods, which generate the same ap-
proximate solution as the other ADI-type methods, are derived which differ in the way
the Krylov subspace is expanded. It is notable that in these methods no orthonormaliza-
tion of the involved Krylov basis is necessary. The derived methods can handle complex
and generalized Riccati equations and provide realification in case of real system ma-
trices but complex shifts. Further, a way to parallelize the solution of the appearing
large-scale linear systems in both algorithms is presented, which speeds up the most
expensive part of the iterations.
In the methods of the second kind the Riccati residual is projected to a Krylov sub-
space. The resulting projected Riccati equation is then solved for Yj . The considered
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projections do not need to be orthogonal and are built from the matrices appearing in
the used rational Arnoldi decompositions. As projection methods are generalized from
orthogonal projections to oblique projections we called this type of method general pro-
jection method (GPM). We present a way to efficiently evaluate the norm of the residual
and prove that a certain truncated approximate solution can be interpreted as the solu-
tion of the Riccati residual projected to a subspace of the Krylov subspace spanned by
Zj . This allows compression of the approximate solution and gives us a way to efficiently
evaluate the norm of the resulting residual.
Summing up, the contribution of this part is the development of computationally
more efficient rank-p residual methods and the proof that these methods are equivalent
to ADI methods. Further, projection methods are generalized to oblique projections and
truncated projection solutions are connected with projections onto subspaces of Krylov
subspaces. We rely on efficient shift strategies from the literature to generate a good
approximation space, which is crucial for a good approximation and fast convergence,
see, e.g., [9, Sec. 4.5] and the references therein.
The rest of this part is organized as follows. A reformulation of the residual in terms
of a rational Arnoldi decomposition which is used throughout this part is derived in Sec-
tion 7.1. In Section 8 we present our existence and uniqueness result for the approximate
solution with a rank-p residual. The derivation of the two iterative methods generating
an ADI approximate solution is given in Section 9. In Section 10 we indicate how to
deal with generalized Riccati equations and show how our method simplifies in case of
linear matrix equations. The general projection method is introduced in Section 11. In
the numerical experiments in Section 12 we measure the performance of our new iter-
ative ADI-type methods, demonstrate the effects of parallelization, compare projection
methods with different projection directions and show the effect of truncation of the
approximate solution. Concluding remarks are given in Section 13.
The ADI related findings in this part, i.e. Sections 7.1 and 8 to 10, as well as the nu-
merical experiments in Sections 12.1 and 12.2, have been published in [22]. For this work
Section 8 has been restructured. Further, the derivation of our ADI-type algorithms in
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Section 9 was simplified: Here the approximate solution has the structure Xj = ZjYjZ∗j
with an arbitrary Yj , while in [22] such an approximate solution was constructed with
Yj = I. The general projection method in Section 11 and the corresponding numeri-
cal experiments in Sections 12.3 and 12.4 have not been published at the time of this
publication.
7.1. Residual reformulation
The foundation of all subsequent results is the reformulation of the Riccati residual
in terms of a rational Arnoldi decomposition. To this end let
A∗Vj+1Kj = Vj+1Hj (7.1)
be a BRAD associated to the Krylov subspace Kj := Kj(A∗,C∗, s). For our purpose it
is important to distinguish between the Krylov subspace Kj with basis Zj = Vj+1Kj ∈
Cn×jp and the augmented Krylov subspace K+j := K+j (A∗,C∗, s) with basis Vj+1 ∈
Cn×(j+1)p. The approximate solution Xj = ZjYjZ∗j clearly lies in the Krylov subspace
Kj . On the other hand, the Riccati residual R(Xj) can only be formulated in terms of
the augmented Krylov subspace K+j as we will see next.
By definition the starting (block) vector C∗ ∈ Cn×p is an element of the augmented
Krylov subspace, but not necessarily of the Krylov subspace Kj . In coordinates deter-
mined by the basis Vj+1 we represent the starting vector by v ∈ C(j+1)p×p via
C∗ = Vj+1v. (7.2)
Herewith, using Zj = Vj+1Kj and the RAD relation (7.1) we rewrite the Riccati residual
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for Xj = ZjYjZ∗j as








∗V ∗j+1 + Vj+1KjYjKj
∗V ∗j+1A+ Vj+1vv
∗V ∗j+1








∗ + vv∗ −KjYjSjYjKj∗
)
V ∗j+1. (7.3)
The term in brackets is a square (j + 1)p× (j + 1)p matrix which specifies the Riccati
residual in the coordinates given by the basis Vj+1 of the augmented Krylov subspace
K+j . All conditions imposed on the residual will be taken into account in terms of this
small matrix.
8. Existence and uniqueness of the Riccati ADI solution
All known Riccati ADI methods are equivalent, as stated in the introduction. They
produce approximate solutions to the Riccati equation (1.1) which span a rational Krylov
subspace and yield a residual of rank p. In this section we derive an existence and
uniqueness result for rank-p residual solutions Xj = ZjYjZ∗j , where Zj is a basis of
a Krylov subspace Kj(A∗,C∗, s). The result implies equivalence of all methods which
yield an approximate solution with a rank-p residual, which in particular includes the
ADI methods. For ease of presentation we consider the case p = 1, i.e. C∗ ∈ Cn×1. We
comment on the necessary modifications for a general p ∈N at the end of this section.
Due to the structure of the approximate solution Xj all choices of a basis Zj of the
Krylov subspace are equivalent, as a transition matrix for a change of basis can be
incorporated into Yj . Note that in the context of the approximations with a rank one
residual we do not assume orthonormality of any Krylov basis. Here our point of view
is an analytical rather than a numerical one, meaning that in this section we state
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conditions which are as general as possible to guarantee existence and uniqueness. Thus
we allow the shifts to be arbitrary complex numbers, while for a good approximation
one has to choose the shifts with care, see, e.g., [9, Sec. 4.5] and the references therein. It
turns out that there exist many approximate solutions Xj = ZjYjZ∗j which yield a rank
one residual, but only one approximate solution of rank j, i.e. with a regular Yj ∈ Cj×j .
Before we state our existence and uniqueness result we present two technical lemmas.










which we are going to use to prove our main result. The second lemma ensures uniqueness
of the regular solution of a homogeneous Riccati equation which has to be solved to
obtain our wanted approximate solution Xj with a rank one residual.
Lemma 8.1. Let Kj(A∗,C∗, s) be an A∗-variant Krylov subspace with ∞ 6∈ s. Then
there exists a RAD
A∗Vj+1Kj = Vj+1Hj (8.1)










, an upper triangular
matrix H−j and Vj+1 = [C∗,Zj ] with a basis Zj of Kj(A∗,C∗, s).
Proof. The Krylov subspace Kj(A∗,C∗, s) is A∗-variant, so the augmented Krylov sub-
space K+j (A∗,C∗, s) is of dimension j + 1. Thus Theorem 3.4 guarantees the existence
of a RAD
A∗Ṽj+1K̃j = Ṽj+1H̃j (8.2)
associated to Kj(A∗,C∗, s) with starting vector C∗ ∈ span(Ṽj+1e1). We aim at con-
structing an upper triangular matrix R to transform the RAD (8.2) into the RAD (8.1)
with Vj+1 = Ṽj+1R, Kj = R−1K̃j and Hj = R−1H̃j . This regular R is constructed as
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and Vj+1e1 = C∗. As we assumed that ∞ 6∈ s we have, due to (3.3) and (3.6), that
C∗ 6∈ Kj(A∗,C∗, s) = span(Ṽj+1K̃j). Therefore e1 6∈ span(K̃j) and R is indeed regular.
As K̃j is an upper-Hessenberg matrix, R is an upper triangular matrix and so is H−j . Fi-
nally, the structure of Kj and (3.6) imply that Zj = Vj+1Kj is a basis of Kj(A∗,C∗, s),
which completes the proof.
Lemma 8.2. Let a RAD of the form (8.1) as in Lemma 8.1 be associated to a Krylov
subspace Kj(A∗,C∗, s) with s ∩−s = ∅. Then among all solutions of the homogeneous
Riccati equation
H−jYj + YjH−j
∗ − Yj(Sj + h∗jhj)Yj = 0 (8.3)
there exists a unique full-rank solution.
Proof. A full-rank solution Yj of (8.3) exists if and only if the equivalent Lyapunov
equation
0 = ỸjH−j +H−j∗Ỹj − (Sj + h∗jhj) (8.4)
is solved by a full-rank matrix Ỹj and in that case Yj = Ỹ −1j holds. Due to Theorem 3.4
the eigenvalues of H−j are equal to the shifts s, so the shift condition s∩−s = ∅ ensures
that H−j and −H−j∗ have no eigenvalues in common. Hence the Lyapunov equation
(8.4) is uniquely solvable, see Section 2.5.
We next prove that the solution Ỹj of (8.4) is regular. For this assume that (hj ,H−j)













 = h∗jhj + Sj
holds with Sj from the residual formula (7.3). Herewith regularity of Ỹj can be shown
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in full analogy to the proof of [50, Thm. 5.3.1 (b)].
Assume to the contrary that (hj ,H−j) is unobservable, i.e. the observability matrix[
h∗j ,H−j∗h∗j , . . . , (H−j∗)j−1h∗j
]∗
is of rank smaller than j. Then due to [3, Thm. 4.26]
there exists an vector u 6= 0 with hju = 0 and H−ju = µu. It holds µ ∈ s as the










i.e. Vj+1Hju is an eigenvector of A∗ with eigenvalue µ. This is a contradiction to the
definition of rational Krylov subspaces because the poles of the Krylov subspace must
be distinct from the eigenvalues of A∗.
Now the main result of this section is proven, which guarantees existence and unique-
ness of a rank-j approximate solution which results in a rank one residual under some
mild assumptions on the poles of the Krylov subspace. Hereby equivalence of all rank-p
residual methods, including the ADI methods, is implied.
Theorem 8.3. Let Kj := Kj(A∗,C∗, s) be an A∗-variant Krylov subspace fulfilling the
shift conditions ∞ 6∈ s and s∩−s = ∅. Then there exists a unique rank-j approximate
solution Xj = ZjYjZ∗j with a basis Zj of Kj so that the residual R(Xj) is of rank one.






Lemma 8.1 be given, so we find Zj = Vj+1Kj as basis for Kj , v = e1 in (7.2) and
Sj = Z∗jBB
∗Zj in (7.3).
Observe that the rank of the residual R(Xj) is the same as the rank of the inner
matrix in (7.3),
Mj := HjYjKj∗ +KjYjHj∗ + vv∗ −KjYjSjYjKj∗,
as Vj+1 is a basis of the augmented Krylov subspace K+j . Hence, to obtain a rank one
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residual, the matrix Yj has to be chosen such that Mj is of rank one. With the RAD


























j H−jYj + YjH−j
∗ − YjSjYj
 . (8.5)
The upper left entry of Mj is 1, so due to the assumption that Mj is of rank one, Mj
is determined by its first row and column and has a rank-1 factorization. This rank-1















Clearly the lower right blocks of (8.5) and (8.7) have to coincide, so Yj must be chosen
to be a solution of
0 = H−jYj + YjH−j∗ − YjSjYj − Yjh∗jhjYj
= H−jYj + YjH−j
∗ − Yj(Sj + h∗jhj)Yj .
(8.8)
To obtain a rank-j approximate solution Xj = ZjYjZ∗j the inner matrix Yj ∈ Cj×j
must be regular. From Lemma 8.2 we find that the desired regular Yj is unique and
obtained as the inverse of the solution of the Lyapunov equation (8.3).
Summing up, the rank-j solution Xj = ZjYjZ∗j with a residual of rank one is obtained
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by using the RAD from Lemma 8.1, where Yj is determined via the Lyapunov equation
Y −1j H−j +H−j
∗Y −1j − (Sj + h
∗
jhj) = 0. (8.9)







due to the rank one factorization of Mj in (8.6) and the residual formulation (7.3).
The above uniqueness result makes it simple to prove the equivalence of different
Riccati ADI methods. One essentially has to verify that the approximate solution spans
a rational Krylov subspace with a set of poles s ⊂ C satisfying s∩−s = ∅ and that the
Riccati residual is of rank p.
Remark 8.4. Under the conditions of Theorem 8.3 with ∞ 6∈ s and s ∩−s = ∅ there
exist many approximate solutions X̃j = ZjỸ Z∗j of (7.3) resulting in a rank-1 residual
if the rank-j condition on X̃j is omitted. Consider e.g. the trivial solution Ỹ = 0 of
(8.8) resulting in the residual factor C∗. For other approximations with rank-1 residual
consider a subset s̃ ⊂ s with j̃ elements. Clearly the Krylov subspace Kj̃(A∗,C∗, s̃)
fulfills the assumptions of Theorem 8.3 and so there exists a rank-j̃ approximate solution
X̃j resulting in a rank-1 residual. Due to Kj̃(A∗,C∗, s̃) ⊂ Kj(A∗,C∗, s) this solution can
be represented by X̃j = ZjỸ Z∗j with a rank-j̃ matrix Ỹ . If the shifts in s are pairwise
distinct there exist 2j subsets of s and so 2j approximate solutions of the form ZjỸ Z∗j
yielding a rank-1 residual can be constructed as described above. In other words, the
rank-j condition on Yj ensures that not only the space spanned by the solution factor
Zj but also by the approximate solution Xj is the Krylov subspace Kj(A∗,C∗, s).
We next show that the shift condition∞ 6∈ s is necessary for the existence of a rank-j
approximate solution with a rank one residual.
Theorem 8.5. Let Kj := Kj(A∗,C∗, s) be an A∗-variant Krylov subspace with ∞ ∈ s.
Then no rank-j approximate solution Xj = ZjYjZ∗j with a basis Zj of Kj exists so that
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the residual R(Xj) is of rank one.
Proof. As in the proof of Lemma 8.1 we can transform a RAD A∗Ṽj+1K̃j = Ṽj+1H̃j
associated to Kj(A∗,C∗, s) with a regular matrix R = [w, K̃j ] to obtain a RAD with Kj
andHj as in (8.1), but with a different Vj+1. Due to∞ ∈ s we find C∗ ∈ Kj(A∗,C∗, s) =
span(Vj+1Kj), so there is a vector ṽ ∈ Cj with C∗ = Vj+1Kj ṽ. Thus we have v = [ 0ṽ ]
in (7.2) because of the special structure of Kj . Again from (7.3) we find that the rank
of the residual is the same as the rank of the inner matrix
Mj = HjYjKj
∗ +KjYjHj






















∗ +H−jYj + YjH−j
∗ − YjSjYj
 .
Assume this matrix is of rank one. Then due to the first diagonal entry being zero
the first row and column have to be zero, i.e. Yjh∗j = 0. This is only possible if Yj is
singular or hj = 0. In the latter case the Krylov subspace is A∗-invariant. In both cases
the assumptions of this theorem are violated and no approximation with the desired
properties exists.
Now the general case of an arbitrary p ∈N, i.e. C∗ ∈ Cn×p, is discussed. We aim at
constructing an approximate solution Xj = ZjYjZ∗j of the Riccati equation (1.1) where
the residual R(Xj) = RjR∗j is of rank p and with Zj ∈ Cn×jp and Yj ∈ Cjp×jp regular.
The residual factor Rj ∈ Cn×p lies in a block rational Krylov subspace (3.9) instead of
a Krylov subspace (3.2). To obtain a rank-p residual we proceed in full analogy to the
rank-1 residual essentially by replacing vectors with block vectors (i.e. matrices with
p columns) and scalars by scalar p-by-p matrices (i.e. multiples of the p-dimensional
identity matrix). We briefly comment on the changes to be made to obtain the sought-
after approximation. Let a block rational Krylov subspace Kj (A∗,C∗, s) be given with
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shifts s = {µ1, . . . ,µj} ⊂ C fulfilling s∩−s = ∅. Let
A∗Vj+1Kj = Vj+1Hj
be an associated BRAD as defined in Definition 3.7 with Vj+1 = [C∗,Zj ] ∈ Cn×jp of








 ∈ C(j+1)p×jp, with hj ∈ Cp×jp, H−j ∈ Cjp×jp
in analogy to the special RAD (8.1). In accordance to property 3 of Definition 3.7
the relation Hi+1,i = µiIp must hold for the subdiagonal blocks of Hj , which are the
diagonal blocks of its square lower submatrix H−j . With the above BRAD the residual





and the Lyapunov equation (8.9) to
determine Yj can be derived in full analogy. The resulting approximation Xj = ZjYjZ∗j
yields a rank-p residual.
9. Two new iterative Riccati ADI methods
In the previous section the rank-p residual approximate solution Xj = ZjYjZ∗j of
the Riccati equation (1.1) is obtained in two steps: First, a Krylov basis Zj with a
corresponding RAD is generated, then a small-scale Lyapunov equation is solved for
Y −1j . In this section these two steps are combined in an iterative way. The basis of the
Krylov subspace is expanded incrementally, simultaneously the solution of the small-
scale Lyapunov equation is updated. Although we do not pursue an alternating direction
approach we stick to the term Riccati ADI method, as our approach and the ADI
methods are equivalent.















Then the rank-p residual approximation is given byXj = ZjYjZ∗j where Yj is determined
by the Lyapunov equation (8.9). Assume that the Krylov subspace is expanded by adding





















To obtain the approximate solution Xj+1 = Zj+1Yj+1Z∗j+1 with a rank-p residual we
choose Yj+1 so that its inverse Y −1j+1 is the solution of the Lyapunov equation (8.9). We





from the expanded BRAD


















































The blocks of (9.3) are examined separately to obtain Y11, Y12 and Y22. The upper left
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block of (9.3) yields
0 = Y11H−j +H−j∗Y11 −Z∗jBB∗Zj − h∗jhj ,
which is the Lyapunov equation (8.9). Its unique solution is given by Y −1j , so Y11 = Y −1j
holds. From the upper right block we obtain the Sylvester equation
0 = Y −1j U2 + Y12D+H−j
∗Y12 −Z∗jBB∗Z̃ − h∗jU1 (9.4)
which is solved for Y12. The lower left block is equal to the conjugated transposed of
the upper right block. From the lower right block we find that Y22 is the solution of the
Lyapunov equation
0 = Y ∗12U2 + Y22D+ U∗2Y12 +D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1. (9.5)
Summing up, to obtain Y −1j+1 the previous solution Y −1j of (8.9) can be reused as
Y11 = Y
−1
j holds for the upper left part. Only the Sylvester equation (9.4) and the
Lyapunov equation (9.5) have to be solved for Y12 and Y22 respectively. In the next
subsections the calculation of the expansion matrix Z̃ corresponding to a new pole µ
is described. It is obtained through the solution of linear systems with the residual
factor on the right-hand side. By using different types of system matrices we obtain two
iterative procedures: In the Riccati RAD iteration linear systems with matrices of the
form A∗−µIn are solved, while in the Lyapunov RADI iteration systems are solved with
matrices of the form A∗ −XjBB∗ − µIn. In Section 9.3 we describe how the involved
quantities can be kept real in case of real system matrices and complex shifts and how
we can add multiple poles by making use of the solution of independent linear systems,
which can be solved in parallel. Both, realification and parallelization, are based on the
flexibility that lies in the BRAD expansion with Z̃.
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9.1. The Riccati RAD iteration
For the Riccati RAD iteration (R2ADi) we expand the BRAD (9.1) with the block
vector Z̃ = (A∗ − µIn)−1Rj . Rewriting this term we obtain the equivalent expression



















in the expanded BRAD (9.2) it holds U1 = Ip, U2 = Yjh∗jU1 and D = µIp. We keep
using the variables U1, U2 and D here to keep the derivation of our iterative procedure
as general as necessary for the introduction of realification and parallelization later on.
We find from Definition 3.7 that the BRAD (9.1) is expanded with the pole µ since
D = µIp holds.
To obtain Y12 we have to solve the Sylvester equation (9.4) which simplifies to
0 = Y12D+H−j∗Y12 −Z∗jBB∗Z̃.
For the calculation of Y22 we solve the Lyapunov equation (9.5) which becomes
0 = Y ∗12Yjh∗jU1 + Y22D+ U∗1hjYjY12 +D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1







This iterative procedure is summarized in Algorithm 9.1. Note that to calculate Yjh∗j a
linear system of equations has to be solved as only Y −1j is available.
Remark 9.1. For a stable system matrix A shifts with positive real part have to be
chosen for convergence, i.e. s ⊂ C+. This choice of shifts implies that the conditions
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Algorithm 9.1 Riccati RAD iteration (R2ADi)
Input: system matrices A, B, C, set of shifts s ⊂ C with s∩−s = ∅
Output: approximate solution ZjYjZ∗j , residual factor Rj
1: initialize Z0 = [ ], Y −10 = [ ], R0 = C∗, h0 = [ ], H−0 = [ ], s0 = [ ], j = 0
2: while not converged do
3: obtain new shift(s) µ from s
4: expand RAD, obtain Z̃, U1, D . solve Z̃ = (A∗ − µIn)−1Rj
5: solve Y12D+H−j∗Y12 − s∗j (B∗Z̃) = 0 for Y12
6: solve Y ∗12Yjh∗jU1 + Y22D+ U∗1hjYjY12 +D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1 = 0 for Y22





8: update Rj+1 = C∗ + Zj+1Yj+1h∗j+1







10: update sj+1 = [sj , B∗Z̃]
11: j = j + 1
12: end while
s ∩ −s = ∅ and ∞ 6∈ s for existence and uniqueness in Theorem 8.3 are satisfied.
Further the eigenvalues of H−j are just the shifts, so the solution Y −1j of the Lyapunov
equation (8.9) is positive definite. The Cholesky factor Gj of the Cholesky decomposition
Y −1j = G
∗





where G22 is the Cholesky factor of the Cholesky decomposition Y22 − Y ∗12YjY12 =
G∗22G22. In the approximate solution Xj = ZjYjZ∗j the matrix Yj can be eliminated via
Xj = ẐjẐj with Ẑj = ZjG−1j .
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9.2. The Lyapunov RADI iteration
Now consider expansion of the BRAD (9.1) with Z̃ = (A∗−XjBB∗− µIn)−1Rj . We
find equivalently































as in (8.10) and Xj = ZjYjZ∗j . Thus the
expanded BRAD (9.2) holds with U1 = Ip, U2 = Yjh∗jU1 + YjZ∗jBB∗Z̃, and D = µIp.
Again we use the generic variables U1, U2 and D in preparation for realification and
parallelization in Section 9.3. As in the previous subsection D = µIp holds, so the
BRAD (9.1) is expanded with the pole µ here, too.
The Sylvester equation (9.4) for Y12 simplifies considerably and becomes
0 = Y12D+H−j∗Y12,
due to the additional term YjZ∗jBB∗Z̃ in U2. Thus it holds Y12 = 0. Inserting this term
into the Lyapunov equation (9.5) for the calculation of Y22 we find
0 = Y22D+D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1. (9.7)
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Algorithm 9.2 Lyapunov RADI iteration
Input: system matrices A, B, C, set of shifts s ⊂ C with s∩−s = ∅
Output: approximate solution ZjYjZ∗j , residual factor Rj
1: initialize Z0 = [ ], Y −10 = [ ], R0 = C∗, h0 = [ ], H−0 = [ ], s0 = [ ], K0 = 0, j = 0
2: while not converged do
3: obtain new shift(s) µ from s
4: expand RAD, obtain Z̃, U1, D . solve Z̃ = (A∗ −KjB∗ − µIn)−1Rj
5: solve Y22D+D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1 = 0 for Y22





7: update Rj+1 = Rj + Z̃Y −122 U∗1
8: update Kj+1 = Kj + Z̃Y −122 (Z̃∗B)










10: update sj+1 = [sj , B∗Z̃]
11: j = j + 1
12: end while






























is a block diagonal matrix.
Note that for the iteration in Algorithm 9.2 it is not necessary to compute and store
Hj , so the lines 9, 10 and the variables hj , H−j , sj can be deleted, see Algorithm A.1 in
Appendix A. Nevertheless, having Hj available might be useful in some situations and
only neglectable amount of memory and computational time is necessary to create it.
Remark 9.2. The procedure derived in this subsection is connected to the RADI iteration
from [9] as follows. The shift parameters αj in the RADI iteration correspond to the
negative poles of our BRADs, so when the parameters are chosen as µ = −αj , an
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equivalent approximate solution is obtained. For U1 = Ip and D = µIp as above (9.7)
simplifies to
2 Re(µ)Y22 = Ip + Z̃∗BB∗Z̃,
which is, up to constants, equivalent to line 10 of the RADI iteration [9, Alg. 1]. Due
to the Lyapunov equation (9.7) and the similarity to the RADI iteration we chose the
name Lyapunov RADI iteration for Algorithm 9.2. The more general Lyapunov equation
(9.7) is solved because it makes the iteration more versatile: It allows for realified and
parallel RAD expansions which is described in the next subsection.
Remark 9.3. The matrix A∗ −KjB∗ − µIn with the feedback term Kj = XjB is a
dense matrix in general due to the term KjB∗, even when A∗ is sparse, making system
solves costly. However, as KjB∗ is of rank m, it was proposed in [9, Sec. 4.2] to use the
Sherman-Morrison-Woodbury (SMW) formula to speed up computations. The formula
reads
(A∗ −KjB∗ − µIn)−1Rj = L+N(Im −B∗N)−1B∗L (9.8)[
L N
]





To obtain the solution of (9.8), first the sparse linear system in (9.9) is solved for L and
N , then the right-hand side of (9.8) is used.
9.3. Parallel and realified expansion of the Krylov basis
So far we have expanded the BRAD (9.1) with one new pole µ and obtained the
expanded BRAD (9.2) with U1 = Ip, D = µIp and U2 = Yjh∗jU1 or U2 = Yjh∗jU1 +
Algorithm 9.3 Simple RAD expansion
Input: residual factor Rj , shift µ ∈ C \ λ(A∗)
Output: Z̃, U1, D
1: solve Z̃ = (A∗ − µIn)−1Rj or Z̃ = (A∗ −KjB∗ − µIn)−1Rj
2: U1 = Ip, D = µIp
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Algorithm 9.4 Parallel RAD expansion
Input: residual factor Rj , pairwise distinct shifts µ1, . . . ,µl ∈ C \ λ(A∗)
Output: Z̃, U1, D
1: solve Z̃i = (A∗ − µiIn)−1Rj or Z̃i = (A∗ −KjB∗ − µiIn)−1Rj for i = 1, . . . , l
2: Z̃ =
[
Z̃1, . . . , Z̃l
]




∗Z̃ respectively. The Krylov basis in the BRAD was expanded with Z̃ = (A∗−
µIn)−1Rj or Z̃ = (A∗ −XjBB∗ − µIn)−1Rj . This simple expansion is summarized in
Algorithm 9.3.
We now describe how the BRAD can be expanded in parallel in the R2ADi. Hereby
we mean expanding the Krylov basis with Z̃i = (A∗− µiIn)−1Rj for i = 1, . . . , l, corre-
sponding to the pairwise distinct shifts µ1, . . . ,µl. These linear systems are independent
from each other and can thus be solved in parallel. Rewriting these linear systems we
obtain

















 = [C∗ Zj Z̃]

hj Ip · · · Ip
H−j Yjh
∗
j · · · Yjh∗j
0 µ1Ip




This procedure is summarized in Algorithm 9.4. Due to Definition 3.7 and the structure
of D we find that the BRAD is expanded with the poles µ1, . . . ,µl. We also refer to
[68, Ch. 5.4.3] where a different approach for the parallelization of the ADI iteration for
Lyapunov equations was mentioned.
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Algorithm 9.5 Realified RAD expansion
Input: real residual factor Rj , shifts a+ bı = µ,µ ∈ C \ λ(A∗) with b 6= 0
Output: Z̃, U1, D
1: solve W = (A∗ − µIn)−1Rj or W = (A∗ −KjB∗ − µIn)−1Rj
2: Z̃ = [Re(W ), Im(W )]






Next we consider a modification of R2ADi such that in case of real system matrices
A, B, C and two complex conjugated shifts the iterates remain real valued and use of
complex arithmetic is minimized; in short, we consider realification. Let Rj have only real
entries and let the BRAD (9.1) be expanded by the two conjugated shifts µ,µ ∈ C \R,
µ = a+ bı, a, b ∈ R. Set W = (A∗ − µIn)−1Rj and so W = (A∗ − µIn)−1Rj . With
S = 12 [
1 −ı















C∗ Zj W W
] 0
I





















C∗ Zj Re(W ) Im(W )
] 0
I










where the Krylov basis is expanded with the real block vectors Re(W ) and Im(W ).
Note that only one (complex) system solve is necessary for the expansion with the two
shifts µ and µ. The realified expansion is stated in Algorithm 9.5.
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Remark 9.4. Unfortunately after the realification the relation (9.10) does not fulfill
property 3 of Definition 3.7. It therefore does not satisfy the definition of a BRAD
anymore. We thus propose the term quasi BRAD in analogy to the term quasi RAD.
Further, for computational reasons it is beneficial to permute the columns of Re(W ) and
Im(W ) so that the Krylov basis is expanded by [Re(w1), Im(w1), . . . , Re(wp), Im(wp)]











block diagonal matrix with 2-by-2 blocks on the diagonal. This permutation makes H−j
a quasi upper triangular matrix so the Sylvester equation in line 5 of Algorithm 9.1 can
be solved efficiently with established software packages.
The parallel and realified expansion was derived here only for the Riccati RAD iter-
ation. It can be adapted for the Lyapunov RADI iteration by simply incorporating the
term KjB∗ in the linear systems.
10. Discussion on Riccati ADI
In this section several aspects of the Riccati ADI methods are examined. We dis-
cuss how our algorithms have to be modified to handle generalized Riccati equations in
Section 10.1 and how they simplify in the special case of Lyapunov equations in Sec-
tion 10.2. For good convergence the choice of the poles of the involved Krylov subspace
is crucial. We rely on a method from the literature which is presented in Section 10.3
and will be used in our numerical experiments. In Section 10.4 it is shown that the
Riccati ADI approximate solution is the solution of an oblique projection of the Riccati
residual. Further the residual factor is characterized as a rational function.
10.1. Generalized Riccati equations
We consider two generalizations of the Riccati equation (1.1). We first describe how
the generalized Riccati equation
A∗XE +E∗XA+C∗C −E∗XBB∗XE = 0 (10.1)
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with an additional regular system matrix E ∈ Cn×n affects our iteration. This equation
is not solved directly. Instead, as in [9, Sec. 4.4], the equivalent Riccati equation
E−∗A∗X +XAE−1 +E−∗C∗CE−1 −XBB∗X = 0 (10.2)
is considered. It has the same structure as (1.1) where the system matrix A and the
initial residual factor C∗ are replaced by AE−1 and E−∗C∗ respectively. It can therefore
be solved with the methods described in the preceding sections. In an efficient iteration
inverting E is avoided by utilizing the relation
((AE−1)∗ − µIn)−1E−∗R = (A∗ − µE∗)−1R
with a residual factor R of (10.1). This requires the following modifications in the
algorithms presented. All linear systems have to be shifted by a multiple of E∗ instead
of In, i.e. the systems (A∗ − µE∗)−1Rj respectively (A∗ −KjB∗ − µE∗)−1Rj have to
be solved. Further, the residual and feedback updates have to be multiplied with E∗
to convert these quantities corresponding to (10.2) into ones corresponding to (10.1).
For instance, the residual update in line 8 of Algorithm 9.1 has to be replaced by
Rj+1 = C∗+E∗Zj+1Yj+1h∗j+1 and the feedback update in line 8 of Algorithm 9.2 must
be replaced by Kj+1 = Kj +E∗Z̃Y −122 (Z̃∗B). The algorithms with these modifications
are given in Appendix A as Algorithm A.2 and Algorithm A.3.
Our approach can also be applied to the nonsymmetric Riccati equation
A∗1X +XA2 +C
∗
1C2 −XB2B∗1X = 0 (10.3)
with Ai ∈ Cni×ni , Bi ∈ Cni×m, and Ci ∈ Cp×ni for i = 1, 2 and X ∈ Cn1×n2 . It can










Hi for i = 1, 2,











similar to Lemma 8.1 and with the same number of
columns in Z1 and Z2. Then in analogy to (7.3) we can rewrite the residual (10.3) for
the approximate solution X = Z1Y Z∗2 as
[
C∗1 Z1
]H1Y K2∗ +K1Y H2∗ +
Ip
0
 [Ip 0]−K1Y SY K2∗
[C∗2 Z2
]∗
due to Zi = [C∗i ,Zi]Ki and with S = Z∗2B2B∗1Z1. The Lyapunov equation (8.9) which
determines Y −1 so that a rank-p residual is obtained has to be adapted accordingly. It
becomes the Sylvester equation
0 = Y −1H−1 +H−2∗Y −1 − (S + h∗2h1) (10.4)
and the approximate solution of (10.3) is given by X = Z1Y Z∗2 . Of course also the
derivation of the iterative procedure in Section 9 can be transferred to the nonsymmetric
Riccati equation. We briefly mention where such a procedure differs from Algorithm 9.1.
On the one hand, clearly two RADs have to be created instead of one, doubling the
computational effort for the solution of linear systems. On the other hand, the Lyapunov
equation (8.9) becomes the Sylvester equation (10.4) and is in general solved by a non-
Hermitian matrix. Therefore the upper right and lower left block of the solution of (10.4)
as in (9.3) are not connected via conjugated transposition and two Sylvester equations
like (9.4) have to be solved. Further, the Lyapunov equation (9.5) becomes a Sylvester
equation and yields a non-Hermitian solution. For parallelization and realification no
further changes are necessary as both happens in the algorithms for the RAD expansion.
10.2. Linear matrix equations
All results in this work immediately transfer to Lyapunov equations which are a special
case of the Riccati equation
A∗X +XA+C∗C −XBB∗X = 0
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with B = 0 and so Sj = Z∗jBB∗Z = 0. The BRAD expansion in R2ADi and the
Lyapunov RADI iteration becomes identical due to Kj = XjB = 0, and both iterations
simplify considerably. A variant of these algorithms tailored for the Lyapunov equation
AX +XA∗+BB∗ = 0 is stated in Algorithm A.4 with the matrix A in place of A∗ and
the variable B instead of C∗.
For the simple RAD expansion as in Algorithm 9.3 and shifts s ⊂ C+ the iteration
simplifies even further. It holds U1 = Ip and D = µIp, so the positive definite matrix




. Proceeding as in Remark 9.1 we obtain Algorithm A.5.
It is notable that even for the linear Lyapunov equations the matrix Yj is the solution
of (8.8), which is a Riccati equation, i.e. a quadratic matrix equation. This was also found
in [1, Sec. IV] for large-scale Sylvester equations. However, as this small-scale Riccati
equation is homogeneous, the equivalent small-scale Lyapunov equation (8.9) can be
solved for the inverse of the solution instead. The discussion in Section 9.2 implies that
this solution is a (block) diagonal matrix.
10.3. Shift selection
For a good approximate solution the choice of the poles of the rational Krylov subspace
used in the approximate solution Xj is crucial. Many shift strategies exist, but their
description is beyond the scope of this work. Here we only describe, in concise form and
in our notation, the residual Hamiltonian shift strategy from [9, Sec. 4.5.1] which we use
in our numerical experiments. For a detailed discussion of this and other shift strategies
we refer to [9, Sec. 4.5].








where Ã = A−BB∗Xj holds and U is an orthonormal matrix which spans the same
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space as the last l columns of Zj , where l is a parameter of choice. Let λ̂ be an eigenvalue





. The next shift is chosen as µ = −λ̂
where λ̂ maximizes the expression ‖q̂(q̂∗r̂)−1q̂∗‖ as a heuristic for fast convergence.
10.4. Connection of Riccati ADI to projection
We now discuss how the Riccati ADI approximate solution can be interpreted as the
solution of a projection of the large-scale Riccati equation (1.1) onto a Krylov subspace.
Only the case p = 1, i.e. C∗ ∈ Cn×1, is considered. Let Z,W ∈ Cn×j be matrices of
rank j with regular Z∗W . Consider the projection
Π = Z(W ∗Z)−1W ∗ ∈ Cn×n
onto im(Z) along ker(W ∗). Set W̃ := W (Z∗W )−1, then Π = ZW̃ ∗ holds with W̃ ∗Z =
I. Let the approximate solution Xj ≈ X to the Riccati equation (1.1) lie in im(Z) with
the representation Xj = ZYjZ∗. Projection of (1.1) yields the equation
ΠR(Xj)Π∗ = 0 (10.5)
which determines Yj .
In the following theorem we show how, with the assumptions of Theorem 8.3, the
Riccati ADI approximation can be obtained as the solution of the projected Riccati
equation (10.5) using an oblique projection. It is a generalization of [69, Sec. 3.2], [68,
Rem. 5.16], where a similar statement for the ADI iteration to solve Lyapunov equations
is presented. An extended discussion on general projection methods for solving large-
scale Riccati equations is given in Section 11.
Theorem 10.1. Let Kj(A∗,C∗, s) be an A∗-variant Krylov subspace with shifts s ⊂ C
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be an associated RAD as in Lemma 8.1 with Vj+1 = [C∗,Zj ]. Let Π be a projection onto
im(Zj) along ker(W ∗). If the Riccati residual factor Rj as in (8.10) is contained in the
kernel of the projection Π, i.e. W̃ ⊥ Rj, then the projected equation (10.5) is equivalent
to the small-scale Riccati equation (8.8).














 = W̃ ∗(C∗ + ZjYjh∗j ),
or equivalently
W̃ ∗C∗ = −W̃ ∗ZjYjh∗j = −Yjh∗j .
Herewith we obtain














As Zj is a basis it holds ker(Zj) = {0}, so with Π = ZjW̃ ∗ the projected equation
(10.5) is equivalent to W̃ ∗R(Xj)W̃ = 0. With (7.3) and (8.5) we obtain










]  1 hjYj
Yjh
∗








jhjYj − Yjh∗jhjYj − Yjh∗jhjYj +H−jYj + YjH−j∗ − YjSjYj
= −Yjh∗jhjYj +H−jYj + YjH−j∗ − YjSjYj .
This is the right-hand side of (8.8) which concludes the proof.
If Π in the above theorem is an orthogonal projection (as used in *KSM), we have
im(Π) ⊥ ker(Π). It follows that the conditions Rj ∈ ker(Π) and Rj ⊥ Kj(A∗,C∗, s)
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are equivalent. Further, the approximations generated by *KSM and the Riccati ADI
methods coincide.
Although W̃ is unknown in practice, the small projected system matrices W̃ ∗A∗Zj
and W̃ ∗(A∗−XjBB∗)Zj can be expressed in terms of parts of the RAD. This relation is
established in the next lemma, which will also be useful in the proofs of the subsequent
theorems.










be an associated RAD and let Yj be regular such that the Lyapunov equation
0 = Y −1j H−j +H−j
∗Y −1j − (Sj + h
∗
jhj) (8.9 revisited)
holds, cf. Theorem 8.3. Let Π be a projection onto im(Zj) along ker(W ∗) with W̃ ⊥ Rj.
Then the relations
W̃ ∗A∗Zj = −Yjh∗jhj +H−j
= −YjH−j∗Y −1j + YjSj ,
W̃ ∗(A∗ −XjBB∗)Zj = −YjH−j∗Y −1j
= H−j − YjSj − Yjh∗jhj ,
hold.
Proof. With W̃ ∗C∗ = −Yjh∗j as in the proof of Theorem 10.1, with W̃ ∗Zj = I and by
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utilizing the RAD equation (10.6) we find













= W̃ ∗A∗Zj .
Multiplication of (8.9) with Yj from the left implies
−Yjh∗jhj +H−j = −YjH−j∗Y −1j + YjSj ,
which concludes the first part of the proof.









Multiplication of (8.9) with Yj from the left yields
0 = H−j + YjH−j∗Y −1j − Yj(Sj + h∗jhj).
Thus we have
−YjH−j∗Y −1j = H−j − YjSj − Yjh
∗
jhj
= W̃ ∗A∗Zj − W̃ ∗XjBB∗Zj
= W̃ ∗(A∗ −XjBB∗)Zj
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with −Yjh∗jhj +H−j = W̃ ∗A∗Zj from the first part. This concludes the second part of
the proof.
The residual factor Rj from (8.10) is a linear combination of the columns of Vj+1
and so it is an element of the augmented Krylov subspace K+j (A∗,C∗, s), i.e. a rational
function in A∗ multiplied with C∗. We aim at specifying this rational function, which
turns out to be connected to the eigenvalues of the projected matrix W̃ ∗A∗Zj as stated
in the next theorem.
Theorem 10.3. Let the same assumptions as in Lemma 10.2 hold. Additionally let the
augmented Krylov subspace K+j (A∗,C∗, s) be A∗-variant. Let pj , qj ∈ Π(j) be normalized











with the eigenvalues {λ(j)1 , . . . ,λ
(j)
j } = λ(W̃ ∗A∗Zj) and the poles si ∈ s of the Krylov










Proof. By construction the polynomial qj is normalized and Zj in the RAD (10.6) is a
basis of the Krylov subspace Kj(A∗,C∗, s) = Kj(A∗,C∗, qj). Due to the definition of






60 10.4. Connection of Riccati ADI to projection
















holds. Set pj = qj + p̆, which is a normalized polynomial because qj is normalized and
of degree j and p̆ is of degree at most j − 1. It remains to specify the roots of pj . We
transform the RAD (10.6) so that it is a (generalized) RKD with starting vector Rj and































where the last equality is due to Lemma 10.2. Now Theorem 3.5 implies that the roots
of pj are given by {λ(j)1 , . . . ,λ
(j)
j } = λ(W̃ ∗A∗Zj), which concludes the proof.
We note that the latter result is the only one in this section for which there is no
counterpart in the block case as the elements of block Krylov subspaces (3.9) corre-
spond to matrix polynomials, which in general can not be characterized by scalar roots.
For linear matrix equations, i.e. with B = 0, the residual formula from Theorem 10.3
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as λ(W̃ ∗A∗Zj) = λ(−YjH−j∗Y −1j ) = λ(−H−j
∗) = −s holds due to Lemma 10.2. This
means that the roots remain constant from step to step in the iteration, other than in
the quadratic case.
We proceed with a theorem which connects the poles of the rational Krylov subspace
and the eigenvalues of the projection of the matrix A∗ −XjBB∗. It is a generalization
of parts of [52, Thm. 4.4] to oblique projections.
Theorem 10.4. With the same assumptions as in Lemma 10.2
λ(W̃ ∗(A∗ −XjBB∗)Zj) = −s
holds, i.e. the eigenvalues of the projected matrix W̃ ∗(A∗ −XjBB∗)Zj are the negative
conjugated poles of the used Krylov subspace.
Proof. Due to Definition 3.3 and Theorem 3.4 the eigenvalues of H−j are equal to the
poles s and so with Lemma 10.2 and due to similarity
λ(W̃ ∗(A∗ −XjBB∗)Zj) = λ(−YjH−j∗Y −1j )
= λ(−H−j∗) = −s
holds.
11. A general projection framework
In this section we discuss how to obtain an approximate solution to the large-scale
Riccati equation (1.1) via projection onto a block Krylov subspace Kj := Kj (A∗,C∗, s).
It was shown in Section 10.4 that the Riccati ADI solution can be interpreted as the so-
lution of a projected equation where the direction along which is projected was implicitly
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defined through the residual factor. Here it is assumed that a projection direction is pro-
vided explicitly. We derive a framework to efficiently calculate the approximate solution
and the norm of its residual, propose projection directions and provide an interpretation
of truncated approximate solutions.
We consider the block Krylov subspace Kj with the orthonormal BRAD
A∗Vj+1Kj = Vj+1Hj . (11.1)
Therein Zj = Vj+1Kj ∈ Cn×jp is a basis of the Krylov subspace Kj and Vj+1 ∈
Cn×(j+1)p is an orthonormal basis of the augmented block Krylov subspace K+j :=
K+j (A∗,C∗, s). Let the approximate solution Xj ≈ X to the Riccati equation (1.1)
have the representation Xj = ZjYjZ∗j . The goal of this section is to describe how
Yj ∈ Cjp×jp can be determined via the Riccati equation (1.1) projected onto Kj .
Let Lj ∈ C(j+1)p×jp with regular Lj∗Kj encode a subspace Lj of the augmented block
Krylov subspace via Lj = span(Vj+1Lj) with basis Wj = Vj+1Lj . Then
Πj = Zj(W ∗j Zj)
−1W ∗j ∈ Cn×n
is a projection onto Kj along L⊥j . The small matrix Yj is determined as the solution of
the projected Riccati equation
ΠjR(Xj)Π∗j = 0. (11.2)
The Riccati residual for Xj is rewritten as in Section 7.1, that is





∗ + vv∗ −KjYjSjYjKj∗
)
V ∗j+1 (7.3 revisited)
with v ∈ C(j+1)p×p such that C∗ = Vj+1v holds and Sj = Kj∗V ∗j+1BB∗Vj+1Kj . The
basis Vj+1 of the augmented Krylov subspace K+j is factored out in the residual formula,
which allows us to restrict calculations to this (j+ 1)p-dimensional subspace: Define the
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projection matrix πj := Kj(Lj∗Kj)−1Lj∗ ∈ C(j+1)p×(j+1)p and let u ∈ C(j+1)p×p be a
basis of the space span(Lj)⊥. Then πj is a projection onto span(Kj) along span(u) and
we find






due to the orthonormality of Vj+1. Herewith and using (7.3) we rewrite the projected















∗ + vv∗ −KjYjSjYjKj∗
)
π∗j = 0 (11.4)
as Vj+1 is of full rank. To determine Yj we intend to utilize (11.4) which mainly consists
of the small matrices Kj , Hj and Lj .
11.1. The general projection method
We derive a Riccati equation of dimension jp which is used to solve for Yj ∈ Cjp×jp.
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Algorithm 11.1 General projection method
Input: system matrices A, B, C, set of j shifts s ⊂ C+
Output: approximate solution Xj = Vj+1KjYjKj∗V ∗j+1
1: obtain Vj+1, Kj and Hj from orthonormal RAD (11.1)
2: obtain v with Vj+1v = C∗
3: choose Lj
4: solve A∗jYj + YjAj +C∗jCj − YjBjB∗jYj = 0 with Aj , Bj , and Cj as in (11.6)
5: return Vj+1, Kj , Yj
with the full rank matrix Kj factored out. It follows that (11.4) is equivalent to the
small-scale Riccati equation
A∗jYj + YjAj +C
∗
jCj − YjBjB∗jYj = 0 (11.5)
where the dense system matrices are defined as
Aj := Hj∗Lj(Kj∗Lj)−1 ∈ Cjp×jp,
Bj := Kj∗V ∗j+1B ∈ Cjp×m,
Cj := v∗Lj(Kj∗Lj)−1 ∈ Cp×jp.
(11.6)
The Riccati equation (11.5) can be solved as described in Section 2.5.2. We summarize
the general projection method in Algorithm 11.1.
The effectiveness of the presented projection method essentially depends on two
choices: The Krylov subspace Kj (A∗,C∗, s) onto which is projected (determined by
the shifts s) and the space L⊥j along which is projected (determined by Lj). For a
discussion of strategies for the choice of shifts we refer the reader to [62, Sec. 5.2], [9,
Sec. 4.5] and the references therein. Here we briefly investigate different choices of Lj .
A quite natural choice is Lj = Kj as in the *KSMmethods, which yields an orthogonal
projection, i.e. Lj = Kj (A∗,C∗, s). An example for an oblique projection is given by the
ADI iteration as was shown in Section 10.4, though the space Lj is given only implicitly.
It was demonstrated in Section 8 that the ADI solution only exists for Krylov subspaces
with shifts s ⊂ C fulfilling s ∩ −s = ∅. In particular, if there are infinite shifts, i.e.
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C∗ ∈ Kj (A∗,C∗, s), then the ADI solution does not exist.
Another choice for Lj is determined by Lj = Hj which means Lj = A∗Kj (A∗,C∗, s)
due to (11.1). This space and the orthogonal choice are two extremes of a more general
family of subspaces of the augmented Krylov subspace determined by Lj = aHj − bKj
with a, b ∈ C not both zero. For p = 1 the interpretation of this space is as follows.
It consists of all vectors which can be expressed as a rational function q(A∗)−1(aA∗ −
b)p(A∗)C∗ with p ∈ Π(j−1) and with q ∈ Π(j) having roots s. These are the rational
functions in A∗ multiplied with C∗ with a fixed (formal) root at b/a, see [16, Prop. 3.3].
Remark 11.1. In the *KSM methods an orthogonal projection onto the (rational) Krylov
subspace Kj with an orthonormal basis Zj is used to obtain the approximate solution
Xj = ZjYjZ∗j . The small matrix Yj is obtained by imposing a Galerkin condition on
the residual R(Xj), i.e. by solving Z∗jRj(Xj)Zj = 0, see e.g. [62] for more details. The
connection to our general projection framework is as follows. Consider an orthonormal
RAD (11.1) with orthonormal Kj (such a RAD can be obtained from an arbitrary RAD
via QR decomposition of Kj = QR and multiplication of the RAD with R−1 from
the right). Then Zj = Vj+1Kj is an orthonormal basis of the Krylov subspace Kj . Set





∗V ∗j+1Vj+1Kj = Kj










−1 = v∗V ∗j+1Vj+1Kj = CZj
due to Kj∗Kj = I and the RAD equation (11.1). These matrices are the same as in
*KSM, see [62, eq. (2.2)].
11.2. Efficient residual norm evaluation
Next we aim at making evaluation of the residual norm computationally feasible even
for large n so it can be used in an iterative method as stopping criterion. We consider an
unitarily invariant matrix norm and replace the residualR(Xj) with a small-dimensional
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term having the same norm.
Let w ∈ C(j+1)p×p be a basis of span(Kj)⊥. Then πj := I − πj = u(w∗u)−1w∗ is a
projection onto span(u) = span(Lj)⊥ along span(Kj). Note that R(Xj) = R(Xj)−
ΠjR(Xj)Π∗j holds as the projected residual is zero due to (11.2). Thus with (7.3) and
























We observe that the quadratic term cancels out. For the constant term it holds
vv∗ − πjvv∗π∗j = 0.5 · (vv∗ + vv∗π∗j − πjvv∗ − πjvv∗π∗j )
+ 0.5 · (vv∗ − vv∗π∗j + πjvv∗ − πjvv∗π∗j )
= πjvv
∗(I − 0.5 · πj)∗ + (I − 0.5 · πj)vv∗π∗j
because of
0.5 · (vv∗ + vv∗π∗j − πjvv∗ − πjvv∗π∗j ) = 0.5 · (I − πj)vv∗(I + πj)∗
= πjvv
∗ · 0.5 · (I + I − πj)∗
= πjvv
∗(I − 0.5 · πj)∗.




∗ + vv∗(I − 0.5 · πj)∗)
+ (KjYjHj




∗ + xu∗) V ∗j+1 (11.8)
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Algorithm 11.2 Residual norm calculation in general projection method
Input: Kj , Hj , Lj , solution Yj of (11.5) and v with Vj+1v = C∗
Output: residual norm ‖R(Xj)‖
1: compute basis u of span(Lj)⊥
2: compute basis w of span(Kj)⊥
3: compute x = KjYjHj∗w(u∗w)−1 + (v− 0.5 · u(w∗u)−1w∗v)v∗w(u∗w)−1









due to πj = u(w∗u)−1w∗ and with
x := KjYjHj∗w(u∗w)−1 + (I − 0.5 · πj)vv∗w(u∗w)−1
= KjYjHj
∗w(u∗w)−1 + (v− 0.5 · u(w∗u)−1w∗v)v∗w(u∗w)−1.
(11.9)
The residual formulation (11.8) is a generalization of the expression in [62, Prop. 5.3]. We
have factored out the orthonormal basis Vj+1 of the augmented Krylov subspace, which
allows calculation of the residual norm using only the low-dimensional inner quantities
u,x ∈ C(j+1)p×p. Let QR = [u,x] be an economy-size QR decomposition. Then













holds for any unitarily invariant norm as Vj+1 and Q are orthonormal.
Remark 11.2. In the literature usually Krylov subspaces with C∗ ∈ Kj(A∗,C∗, s) (i.e.
with a shift ∞ ∈ s) are used, see e.g. [62] and the references therein. This means that
there exists a block vector ṽ with C∗ = Vj+1Kj ṽ, so v = Kj ṽ ∈ span(Kj) holds. In this
case (11.9) reduces to x = KjYjHj∗w(u∗w)−1 because the constant term cancels out in
(11.7) as πj is a projection onto span(Kj) and so πjv = v holds.
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Algorithm 11.3 General projection method (iterative)
Input: system matrices A, B, C, set of shifts s ⊂ C+
Output: approximate solution Xj = Vj+1KjYjKj∗V ∗j+1
1: initialize V1 = orth(C∗), B̂0 = V ∗1 B, j = 1
2: compute α ∈ Cp×p with V1α = C∗
3: while not converged do
4: obtain new shift µ from s
5: expand orthonormal BRAD (11.1), obtain Vj+1 = [Vj , Ẑj ], Kj and Hj
6: choose Lj , set lj = [Ip, 0, . . . , 0]Lj
7: compute Aj = Hj∗Lj(Kj∗Lj)−1





9: compute Bj = Kj∗B̂j
10: compute Cj = α∗lj(Kj∗Lj)−1
11: solve A∗jYj + YjAj +C∗jCj − YjBjB∗jYj = 0
12: compute ‖R(Xj)‖ via Algorithm 11.2
13: j = j + 1
14: end while
15: return Vj+1, Kj , Yj
Remark 11.3. From (11.8) we find that the rank of the residual is at most 2p. There are
only two scenarios in which the residual rank is smaller. On the one hand the residual
can be of rank p, which happens for the ADI solution as shown in Section 10.4. On the
other hand, a rank-0 residual is obtained for an exact solution. The rank-2p property has
also been investigated in [68, Sec. 5.2] for Lyapunov equations. It was called dilemma of
RKSM as in general the norm minimizing approximate solution yields a residual with
larger rank.
The calculation of the residual norm as described above is summarized in Algo-
rithm 11.2. It enables us to calculate the approximate solution iteratively as stated
in Algorithm 11.3 where the iteration is stopped when the norm of the residual is suf-
ficiently small. As C∗ is the starting vector of the Krylov subspace we can express it
as a linear combination of the first p columns of Vj+1. Thus it holds C∗ = V1α for
α = [Ip, 0, . . . , 0]v ∈ Cp×p. Further, to speed up calculation of Bj = Kj∗V ∗j+1B we store
B̂j = V ∗j+1B which can be updated cheaply when the BRAD is expanded.
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11.3. Truncation of the approximate solution
The general projection method generates an approximate solution Xj which may
be indefinite due to rounding errors and can be approximated by a matrix of lower
rank. We consider an eigendecomposition of the symmetric matrix Xj and truncate the
eigenvectors corresponding to negative and small eigenvalues to obtain the truncated
approximate solution X̃j , which is positive semidefinite and of lower rank. The key
question is of course where to truncate the eigenvalue decomposition. We propose to use
the norm of the Riccati residual of the truncated approximate solution as an indicator.
For an efficient evaluation of the residual norm we provide an interpretation of the
truncated approximate solution as the solution of the Riccati equation projected to a
subspace K̃j ⊆ Kj of dimension r ≤ jp which is determined by the decomposition of
Xj .
Let A∗Vj+1Kj = Vj+1Hj be an orthonormal BRAD as in (11.1) and let Yj ∈ Cjp×jp
be the solution of (11.4), so Xj = Vj+1KjYjKj∗V ∗j+1 is the solution of the projected





















In the following we do not restrict ourselves to eigendecompositions but use the more
general decomposition (11.11). Of course we have an eigendecomposition in mind. We
suppose that the part that is truncated is determined by Ŷj , i.e. the negative and small
eigenvalues are contained in Ŷj . Note that in (11.11) already p eigenvectors corresponding
to the eigenvalue zero are truncated as Kj ∈ C(j+1)p×jp is a rectangular matrix.
Next we discuss the connection of the truncated approximate solution X̃j and pro-
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jection onto the subspace K̃j := span(Vj+1K̃j). Set Z̃j := Vj+1K̃j and W̃j := Vj+1L̃j
where L̃j is a basis of the space span(span(Lj)⊥ + span(K̂j))⊥. Then











with π̃j := K̃j(L̃j
∗
K̃j)−1L̃j
∗ is an (in general oblique) projection onto K̃j . By construc-
tion π̃j = π̃jπj is satisfied. Let T1 ∈ Cjp×r be such that KjT1 = K̃j holds. With the






We now state the main result of this subsection.




Π̃jRj(X̃j)Π̃∗j = 0. (11.12)







+ vv∗ − K̃jỸjS̃jỸjK̃j
∗)
π̃∗j = 0 (11.13)




Proof. The equivalence of (11.12) and (11.13) follows in full analogy to the equivalence
of (11.2) and (11.4) by using the corresponding quantities with a tilde. We apply the
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∗ + vv∗ −KjYjSjYjKj∗
)
π̃∗j = 0
To show equivalence of this equation and (11.13) each of the terms is investigated sep-









































with the transposed of (11.14), Kj+Kj = I and H̃j = HjT1. The second term is the
















due to (11.14). Putting these terms together we see that (11.13) holds, which completes
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the proof.
The preceding theorem allows us to efficiently evaluate the norm of the Riccati resid-
ual for the truncated approximate solution X̃j in the same way as described in Sec-
tion 11.2 by using K̃j , H̃j , L̃j and Ỹj instead of the values without tilde. The solution
Ỹj of (11.13) is given by the decomposition (11.11), so no additional small-scale Riccati
equation has to be solved. The matrices L̃j and K̃j consist of r columns, thus we have
u,w ∈ C(j+1)p×(j+1)p−r in Algorithm 11.2. Hence a smaller dimension r of K̃j means
more columns in u and w and the rank of the residual matrix becomes larger than 2p.
The efficient residual norm evaluation allows us to use an eigenvalue decomposition of
KjYjKj and increase the number of truncated eigenvalues iteratively as long as the
residual norm is sufficiently small.
11.4. Generalized Riccati equations
For the generalized Riccati equation
A∗XE +E∗XA+C∗C −E∗XBB∗XE = 0 (10.1 revisited)
we have to apply modifications similar to those in Section 10.1. Again, essentially the
equivalent equation
E−∗A∗X +XAE−1 +E−∗C∗CE−1 −XBB∗X = 0 (10.2 revisited)
is solved. The orthonormal RAD used in Algorithm 11.1 and Algorithm 11.3 thus be-
comes
E−∗A∗Vj+1Kj = Vj+1Hj
⇔ A∗Vj+1Kj = E∗Vj+1Hj
with starting vector E−∗C∗. Note that the residual norm calculation becomes more
sophisticated because with Algorithm 11.2 the residual of (10.2) is considered. It can be
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transformed into the residual of (10.1) via multiplication with E∗ from the left and E
from the right (as this is how (10.2) is transformed into (10.1)). Herewith (11.8) becomes
E∗Vj+1 (ux
∗ + xu∗) V ∗j+1E. (11.15)
To calculate the norm of (11.15) efficiently, let QR = E∗Vj+1[u,x] be an economy-size
QR decomposition. Then












is the residual norm of (10.1) (cf. (11.10)).
12. Numerical experiments
We perform numerical experiments to compare the Riccati RAD iteration as in Al-
gorithm 9.1 with the Lyapunov RADI iteration as in Algorithm 9.2, show the effects of
our parallel approach and compare the ADI-type algorithms with the general projection
method (GPM). The ADI-type algorithms were implemented including the modifica-
tions described in Section 10.1 to handle generalized Riccati equations (10.1) with an
additional system matrix E, with realification and the possibility to use parallelization
as described in Section 9.3.
Note that the Lyapunov RADI iteration represents the RADI iteration, as it is just a
more general variant of the RADI iteration from [9], see also Remark 9.2. In a comparison
of the approximate solution of our implementation and of the RADI implementation
from M-M.E.S.S.-2.0 [53] we only found differences in the order of the machine precision,
but our implementation was more efficient in terms of computational time. We therefore
choose to compare only the timings for the R2ADi and the Lyapunov RADI iteration,
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Figure 12.1.: Relative residual norms for the ADI iterates with shifts generated by M-M.E.S.S.
but not for the RADI iteration. This allows a fair performance comparison, as the
implementations of our methods share large parts of their code.
The convergence of the iteration considerably depends on the choice of shifts which
determine the Krylov subspace used for the approximate solution. We used the M-
M.E.S.S.-2.0 implementation of the RADI iteration with the shift strategy residual
Hamiltonian shifts as described in Section 10.3 (denoted gen-ham-opti in M-M.E.S.S.-
2.0) and parameter l = 6p to precompute the shifts which were then used in our nu-
merical experiments. The RADI iteration was stopped when the relative residual norm
‖RjR∗j‖2/‖C∗C‖2 = ‖R∗jRj‖2/‖CC∗‖2 became smaller than 10−9. Due to the precom-
puted shifts the Riccati ADI solution is fixed. This allows us to employ our parallelization
approach and compare the accuracy of approximate solutions obtained with different
numbers of parallel threads. However, as shifts are precomputed, no timings for the
shift calculation are presented, although this may contribute considerably to the itera-
tion time. For a discussion of the effects of different shift strategies and different Riccati
ADI methods we refer to the numerical experiments in [9, Sec. 5].
We used the three examples rail79k with n = 79841, chip0 with n = 20082 and lung2
with n = 109460 as introduced in Section 2.6. All these examples are real valued, so all
iteration steps were executed with realification in case of complex shifts.
12.1. Comparison of R2ADi and Lyapunov RADI iteration
All numerical experiments in this subsection were executed using MATLAB 2020b on
an IntelR© CoreTM i7-5600U CPU @ 2.60 GHz with 12 GB RAM.
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Figure 12.2.: Computational time for the RAD expansion in each iteration step of the R2ADi
and Lyapunov RADI iteration.
In Figure 12.1 the convergence behavior for the three examples is plotted. Table 12.1
contains the computational time for the different parts of the iterations. The expansion
of the RADs is the most expensive part due to the necessary solves of linear systems.
The time needed for the RAD expansion in every step of the iterations is shown in
Figure 12.2, where the spikes come from the more expensive solves when complex shifts
are involved. We observe that the Lyapunov RADI iteration needs more time for the
linear solves. This is due to the SMW formula, where systems with m+ p right-hand
sides have to be solved instead of p right-hand sides in the R2ADi. For instance in the
lung2 example with m = 10 the additional costs for the SMW formula make system
solves 60 % more expensive than in the R2ADi, while in the chip0 example with m = 1
subsp. R2ADi Lyap. RADI
dim. RAD exp. misc. total RAD exp. misc. total
rail79k 252 8.4 0.9 9.3 9.7 0.6 10.3
chip0 180 35.6 0.1 35.7 38.0 0.1 38.1
lung2 300 10.6 0.6 11.2 16.5 0.4 16.9
Table 12.1.: Times in seconds for different parts of the ADI iterations.
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the additional costs are only small.
All other parts of the iterations are aggregated under misc. The slightly larger times
for the R2ADi are due to the multiplication with the Krylov basis Zj+1 in the residual
update Rj+1 = C∗+Zj+1Yj+1h∗j+1 in line 8 of Algorithm 9.1. However, in all examples
considered here the cheaper system solves and the not necessary update of Kj in the
R2ADi compensate for this additional costs.
12.2. Effect of parallelization in R2ADi
For the experiments in this subsection we used MATLAB 2018b on four IntelR© XeonR©
CPU E7-4880 v2 @ 2.50 GHz with altogether 60 CPU cores and 1 TB RAM. For the
parallel expansion of the RADs the parfor command in MATLAB was utilized. All
calculations were performed with the Riccati RAD iteration Algorithm 9.1.
To parallelize the system solves, multiple shifts have to be available. This is the case
here as all shifts were precomputed, which allows us to compare the performance and
accuracy of the parallel with the serial approach. In practice the shifts are calculated
one after another during the iteration as described in Section 10.3. An efficient shift
strategy which obtains multiple shifts per iteration step has yet to be found.
In Figure 12.3 the computational times for the iteration and speedup factors are
plotted against the number of parallel system solves in the RAD expansion step. The
speedup factor is the iteration time for an iteration without parallelization and a for
loop divided by the iteration time needed with parallel system solves and MATLABs































Figure 12.3.: Times and speedups for R2ADi with parallel RAD expansion.
12. Numerical experiments 77










































Figure 12.4.: Relative deviation of parallel residuals and approximants from serial results.
parfor loop. Due to the overhead introduced by the parfor command the serial iteration
with a for loop is faster than the same serial iteration with the parfor loop. Thus the
speedup factor for one thread is smaller than one. Further, only the system solves are
executed in parallel but not the other variable updates. As they take up to about 10 %
of the calculation time in the rail79k and lung2 examples the possible maximal speedup
is limited. Indeed we observe a moderate speedup for the rail79k and lung2 examples,
while for the chip0 example the speedup is higher.
Besides the performance gain we also investigate the accuracy of the parallel calcu-
lations. We compare the parallel iterates with the serial iterates. Let a subscript (k)
denote the number of parallel threads utilized to obtain the variable. We calculated the
relative deviation of the residuals obtained with k parallel threads from the residual




The second quantity we use to indicate the accuracy is the relative deviation of the




A direct calculation of the norms of the involved matrices is infeasible due to the large
dimensions. We thus exploit the factorized form of the residual and the approximants,
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i.e. R(k) = R(k)R∗(k) and X(k) = Ẑ(k)Ẑ
∗
(k) as in Remark 9.1. Let QS = [Ẑ(1), Ẑ(k)] be
an economy-size QR decomposition with upper triangular S. Then due to the unitary








and only the norm of a small matrix must be computed. For the denominator we use
the formula ‖Ẑ(k)Ẑ∗(k)‖2 = ‖Ẑ
∗
(k)Ẑ(k)‖2. We proceed in the same way for the residual
deviation.
The results are displayed in Figure 12.4. We observe that the relative deviations
from the residual are below 10−5 for all examples. The relative deviation of the final
approximation is even smaller than 10−12 for all examples and fewer than twenty parallel
threads. All in all the effects of parallelization to the accuracy of the results appear
to be very little. Thus parallel system solves are a reasonable technique to speed up
computations.
12.3. Comparison of GPM and ADI
For the experiments in this subsection we used MATLAB 2020b on an IntelR© CoreTM
i7-5600U CPU @ 2.60 GHz with 12 GB RAM. The same approximation space as in the
previous subsections is used, i.e. the Krylov subspace determined by the shifts generated
with the RADI iteration from M-M.E.S.S. We compare the convergence and timings of
the Riccati RAD iteration with the general projection method Algorithm 11.3. The
behavior of the GPM iterates for Lj = aHj − bKj and different choices of a and b
is investigated. See also [29] for a comparison of the ADI iteration and orthogonal
projection to the same approximation space for Lyapunov equations.
The orthonormal BRAD for the GPM is generated using the function rat_krylov from
the Rational Krylov Toolbox [17] in version 2.9. It turns out that an iterative calculation
(i.e. expansion of the RAD in every step) is considerably slower than directly calculating
the whole RAD. Therefore the orthogonal RAD was generated prior to the start of
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the iteration, which is possible here as the shifts are precomputed. Then increasing
parts of the RAD were used during the iteration. In practice one might want to use a
more efficient implementation of the RAD expansion. The rat_krylov function further
supports generalized Riccati equations with an additional system matrix E, block vectors
C∗ ∈ Cn×p and realification. All occurring small-scale Riccati equations are solved with
MATLABs icare. To compute the Riccati ADI solution we use the R2ADi Algorithm 9.1
which needs no orthonormal basis but exploits the rank-p residual condition.
The execution times for the different parts of GPM are displayed in Table 12.2. Note
that the choice of Lj does not affect the timings. For all three examples GPM needs
more time than R2ADi. While the run time difference is small for the chip0 example
we see that for the rail79k and lung2 GPM runs three to four times as long as R2ADi.
This is due to the following reasons. To generate the RAD, in both algorithms the same
linear systems of equations are solved, but in GPM additionally orthonormalization of
the basis is necessary. In R2ADi the Lyapunov equation (9.5) of constant, small size has
to be solved in every step, while in GPM the solution of the small-scale Riccati equation
(11.5) of growing dimension has to be calculated.
For the two examples with an additional system matrix E the necessary time to
calculate the residual norm of (10.1) is stated in Table 12.2. The residual norm of (10.2)
can be obtained faster: Only 0.3 seconds are needed for the rail79k example and only
0.1 seconds for the chip0 example. This is due to the multiplication E∗Vj+1[u,x] which
is necessary in the former case, but not in the latter, see Section 11.4.
The convergence plots in Figure 12.5 are displayed for the residual norm of (10.1)
on the left and of (10.2) on the right. We stress again that the shifts were chosen such
subsp. GPM R2ADi
dim. orth. RAD small Riccati res. misc. total total
rail79k 252 26.8 11.1 4.0 0.7 42.6 9.3
chip0 180 37.0 4.9 0.5 0.1 42.5 35.7
lung2 300 31.4 6.5 0.2 0.7 38.8 11.2
Table 12.2.: Times in seconds for different parts of the GPM iteration and total time for R2ADi.
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Lj = Hj −Kj
ADI iterates
Figure 12.5.: Residual plots of GPM iteration for different choices of Lj and for the ADI
iteration.
that the relative residual norm of (10.1) for the ADI iterates is below 10−9 and that
the same shifts were used in GPM. We observe that the convergence behavior on the
left and on the right is quite similar for the rail79k example but varies for the chip0
example. The four investigated iterations show a similar performance in the rail79k
and chip0 examples. In the lung2 example the GPM iterations with Lj = Kj and
with Lj = Hj −Kj converge regularly and the one with Lj = Hj diverges. The ADI
iterates mostly stagnate until finally the desired accuracy is reached. In all iterations the
final residual is smallest for the orthogonal projection. A drawback of the GPM is that
sometimes the positive definiteness of the solution of the small-scale Riccati equation
(11.5) is lost numerically. For the rail79k example positive definiteness was lost after
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reaching a subspace dimension of 246 (for Lj = Kj) respectively of 240 (for Lj = Hj
and Lj = Hj −Kj). Positive definiteness in the chip0 example was lost after a subspace
dimension of 120, 115 and 110 was reached (for Lj = Kj , Lj = Hj and Lj = Hj −Kj).
In the lung2 example Yj was positive definite during all steps.
12.4. Truncated approximate GPM solution
Next we use the technique described in Section 11.3 to calculate the norm of the trun-
cated approximate GPM solution. For this the approximate solutions for the orthogonal
projections (i.e. with Lj = Kj) from the previous subsection are postprocessed. Consider
















where the qi are orthonormal, the eigenvalues are ordered decreasingly, i.e. λ1 ≥ · · · ≥
λjp, and where the p eigenvectors corresponding to the zero eigenvalues are already














To obtain the decomposition (11.11) we further set
K̂j =
[








In Figure 12.6 the residual norm of the GPM method from the previous subsection
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GPM with Lj = Kj
truncated approx. solution
Figure 12.6.: Residual norms of orthogonal GPM iteration and of truncated approximate
solutions.
and the residual norm of the final approximate solution, truncated with different values
for r are displayed. In particular the rank r of the truncated approximate solution was
increased by p from 0 to the maximum number of positive eigenvalues of KjYjKj∗.
By construction Ỹj is a positive definite matrix and so we can calculate the Cholesky
decomposition Ỹ = G∗G ∈ Cr×r. Herewith the truncated approximate solution can be
written as X̃j = (Z̃jG∗)(GZ̃∗j ) with Z̃j = Vj+1K̃j ∈ Cn×r. One sees that a significant
rank reduction is possible in all examples with only little increase in the residual norm.
The whole postprocessing procedure, including the eigenvalue decomposition and all
residual norm calculations, is quite efficient. Again we have to distinguish the norm
calculation of the residual for (10.1) and for (10.2). The former is more expensive due to
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the multiplication with the system matrix E, see Section 11.4. For the rail79k example
the process took 3.0 seconds (respectively 0.8 seconds), for the chip0 example we have
0.5 seconds (respectively 0.3 seconds) and for the lung2 example the procedure needed
0.9 seconds.
13. Conclusions
In this part a new ADI-type approach and a general projection framework for the
approximation of complex large-scale algebraic Riccati equations were introduced. Ra-
tional Arnoldi decompositions were used to rewrite the Riccati residual. To obtain the
Riccati ADI solution a rank condition was imposed on this formulation of the residual.
A small-scale Lyapunov equation was obtained which characterizes the sought solution.
It was shown that the Riccati ADI approximate solution exists and is unique under a
simple condition for the shifts. Uniqueness of the solution implies the equivalence of our
new approach and all previously known Riccati ADI methods.
We introduced two new iterative methods to calculate the Riccati ADI solution. Both
make use of the fact that the solution of the small-scale Lyapunov equation can be
updated efficiently when the rational Arnoldi decomposition is expanded. In our first
iterative method, the Riccati RAD iteration, only system solves with matrices of the
form A∗ − µI and the residual factor are necessary. The second method derived, the
Lyapunov RADI iteration, contains the RADI iteration as a special case. Here, system
solves with a matrix of the form A∗−KB∗−µI and the residual factor are performed. In
both algorithms the extension of the Krylov subspace was decoupled from the rest of the
iteration, which made parallelization and, in case of real system matrices, realification
possible easily.
We revealed that the Riccati ADI solution can be interpreted as an oblique projection
onto a rational Krylov subspace if the kernel of the projection contains the Riccati
residual factor. We derived an analytical expression for the residual factor, which is a
rational function. Its poles and zeros were connected to the eigenvalues of projected
system matrices.
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A general projection framework was derived in which the Riccati residual is projected
onto a (rational) Krylov subspace. The general projection method was formulated in the
small-dimensional quantities given by the rational Arnoldi decomposition. It allows for
the use of orthogonal and oblique projections which are handled in the same framework.
No difference needs to be made for the use of polynomial, extended or rational Krylov
subspaces. An efficient way to evaluate the residual norm was presented. It was shown
that truncation of the obtained approximate solution can be interpreted as the solution
of the Riccati residual projected to a subspace of the used Krylov subspace. Hence the
residual norm evaluation for the truncated approximate solution can be handled with
the efficient methods from the general projection method.
The numerical experiments show the competitiveness of our new ADI approach. Par-
allel system solves scale well with the number of parallel threads if they dominate the
iteration, even though there seems to be a large overhead due to the use of MATLABs
parfor command. The accuracy of the solution obtained with parallelization is remark-
ably good in all numerical examples, even for as many as 20 parallel solves. However, to
make the parallel approach work in practice, a shift strategy has to be found which gener-
ates multiple shifts during the iteration. The general projection method with orthogonal
projection showed the best convergence behavior among all other variants including the
Riccati ADI iterates, but the projection methods clearly needed more time than the
Riccati ADI iteration. Truncation of the GPM approximate solution proved to be an
efficient way to reduce the rank of the approximate solution, i.e. the number of columns
of the solution factor, while its residual norm is increased only slightly.
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Part III.
An ODE framework for linear matrix
equations
14. Introduction
A framework based on methods for numerical integration of ordinary differential equa-
tions (ODEs) for the solution of the Lyapunov equation
0 = L(P) := AP +PAT +BBT (1.2 revisited)
with A ∈ Rn×n and B ∈ Rn×m is presented. In this part new insights into well-
established methods are given. We assume that A is stable, so the unique symmetric





Tt dt ∈ Rn×n, (5.3 revisited)
cf. Section 5. The integral representation of the solution makes an ODE based approach






approximates the solution P of the Lyapunov equation for t → ∞. We demonstrate
that it is the solution of a system of ODEs which are then solved numerically with
Runge-Kutta methods. We also consider the Sylvester equation
AY −YB − FGT = 0 (2.2 revisited)
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with A ∈ Rn×n, B ∈ Rm×m, F ∈ Rn×r and G ∈ Rm×r. We assume that the spectra of
A and B are disjoint, so the solution Y is unique, cf. Section 2.5.
In particular, we will be concerned with (1.2) and (2.2) for large and sparse system
matrices and a low rank initial residual, that is BBT is of low rank for the Lyapunov
equation and FGT is of low rank for the Sylvester equation. The symmetric positive
definite solution P of (1.2) is approximated by the low rank factorization P ≈ ZZT
with the approximate Cholesky factors Z ∈ Cn×N and N  n, [51, 6]. In a similar
fashion the solution of the Sylvester equation is approximated by Y ≈ ẐΓZ̆T with
rectangular matrices Ẑ, Z̆ consisting of N columns with N  n,m and a diagonal
matrix Γ, see, e.g. [14, 36].
In the following we give an overview of methods which are important or related to
our later discussion. For a more exhaustive survey of methods for the solution of various
linear matrix equations we refer to [63]. An important method is the ADI iteration for
Lyapunov and Sylvester equations which was discussed in Section 4. Another type of
methods for the solution of Lyapunov equations is making use of empirical Gramians [54].
The empirical Gramian essentially involves a sum approximation of the integral (5.3)
P = ∑j δjg(tj) for g(t) = eAtBBTeATt, arbitrary times tj and appropriate quadrature
weights δj . Usually, the identity g(t) = h(t)h(t)T for h(t) = eAtB is used to determine
g(tj). In doing so, h(t) is not computed directly, but as the solution of the ordinary
differential equation (ODE)
d
dth(t) = Ah(t) (14.1)
with initial value h(0) = B. Any numerical integration scheme can be used to do
so. Related quadrature approaches are discussed, e.g., in [61, 65]. Empirical Gramians
are mainly used in model order reduction via balanced proper orthogonal decomposi-
tion (POD), see [60]. The ADI iteration and the quadrature-based methods have been
connected to rational Krylov subspaces and moment matching, see [29, 69]. In [56]
quadrature methods with complex time step sizes for the approximation of empirical
Gramians were analyzed and connected to (rational) Krylov subspaces. Further the sta-
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bility function of certain multi-stage implicit methods was connected to the (complex)
interpolation points used in rational interpolation. In [72] shifted Legendre polynomials
are used to obtain an approximate solution to the Lyapunov equation.
In this part the Gramian is approximated as the solution of a system of ODEs, where
the ODE (14.1) for h and an ODE for P are solved numerically with Runge-Kutta
methods. Using an ODE also for P gives us more flexibility than the sum approxima-
tion described above for the empirical Gramians. Our approach makes it possible to
characterize the space spanned by the approximate solution and show equivalence of
the ADI iteration and the use of particular Runge-Kutta methods.
The application of Runge-Kutta methods for the solution of a system of ODEs to ap-
proximate the Gramian is derived in Sections 15.1 and 15.2. We show in Section 15.3 that
the approximate Cholesky factor Z of the resulting low rank approximation P ≈ ZZ∗
spans a rational Krylov subspace with poles depending on the eigenvalues of the used
Butcher tableau and the time step sizes. An interpretation of balanced POD as a special
case of our method is given in Section 15.4. In Section 15.5 we connect balancing related
model order reduction using the ODE based Gramian approximations and rational in-
terpolation. We explicitly state the interpolation points of the original and reduced LTI
system.
The time dependent Gramian P (t) does not satisfy the Lyapunov equation exactly.
We observe that the residual possesses a low rank factorization L(P (t)) = h(t)h(t)T
with h(t) = eAtB. In Section 16 we identify those Runge-Kutta methods which preserve
this algebraic invariant, i.e. lead to iterates Pj that yield a low rank residual, too. For this
purpose we use ideas from geometric numerical integration, where qualitative properties
(e.g. algebraic invariants) of the solution are preserved instead of fulfilling quantitative
properties (e.g. small errors), cf. [45, Ch. 5], [39]. In Section 16.1 we derive a residual
based iteration which turns out to be equivalent to the ADI iteration and show how this
iteration can be performed efficiently in Section 16.2. A realified variant of this iteration
is derived in Section 16.3. The seemingly different approach to solve Lyapunov equations
with shifted Legendre polynomials from [72] is connected to our geometric approach and
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the ADI iteration in Section 16.4. Section 16.5 describes the necessary modifications for
generalized Lyapunov equations. In Section 16.6 we demonstrate the effectiveness of our
framework with numerical experiments. The invariant approach for Lyapunov equations
is transferred to Sylvester equations in Section 17. We conclude in Section 18.
Most results of this part have already been published in [21] and [20]. The Gramian
quadrature algorithm in Section 15 was first introduced in [21] and is stated here in
the reworked variant of [20]. Section 15.2 extends the findings of [20, Sec. 2.2] with a
realification approach. All results in the remaining subsections of Section 15 have been
published in [20]. Section 16 is based on [21] but was adapted to the new formulation of
the Gramian quadrature algorithm. In Section 16.1 the derivation of the multiplicative
update formula was simplified. Moreover, the discussion is supplemented by a realifica-
tion approach in Section 16.3. The findings of Section 17 have been published in [21,
Sec. 4].
15. The Gramian quadrature algorithm
In this section we present a novel quadrature based algorithm to obtain approximate
Cholesky factors of the Gramian. For reasons of simplicity we will not consider (1.2) in
full generality, only matrices B ∈ Rn×1 with one column will be considered. The case















Thus, our results extend to the case m > 1 easily.
Consider the system of ordinary differential equations
d
dtP (t) = h(t)h(t)
T, P (0) = 0 ∈ Rn×n, (15.1)
d
dth(t) = Ah(t), h(0) = B ∈ R
n×1. (15.2)
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Equation (15.2) is a linear, homogeneous differential equation which is solved by the
function h(t) = eAtB. Due to the fundamental theorem of calculus equation (15.1) is








h(τ )h(τ )T dτ .
We intend to solve the above system of ODEs numerically to obtain an approximation
to the Gramian P = limt→∞ P (t).
15.1. Approximating the Gramian via Runge-Kutta methods
The ODEs (15.1) and (15.2) are solved here with a partitioned Runge-Kutta method
[39, Ch. II.2]: The ODE (15.1) is solved with a method based on a Butcher tableau with
Λ̃ ∈ Cs×s and β̃ ∈ Rs≥0. We only allow nonnegative real entries in β̃ to ensure that the
approximation to the Gramian is positive semidefinite. The ODE (15.2) is solved using
a Butcher tableau with Λ ∈ Cs×s and β ∈ Cs. Due to the complex valued matrices Λ, Λ̃
and β we make use of complex conjugated transposition ∗ instead of only transposition
T in the following.
The Runge-Kutta iteration (6.2) is applied to the ODE (15.2), yielding the approxi-
mants hj ≈ h(tj). We obtain





i , j = 1, . . . ,N , (15.3)













for i = 1, . . . , s. Application of (6.2) to the ODE (15.1) yields the approximants Pj ≈
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P (tj) via





i , j = 1, . . . ,N , (15.5)
with initial value P0 = 0 ∈ Rn×n. To obtain the slopes k̃(j)i we apply (6.3) to (15.1).














for i = 1, . . . , s and with k(j)` from (15.4) as the ODEs (15.1) and (15.2) are coupled
(i.e. h from (15.2) appears in (15.1)).
We now aggregate the vectors h(j)i and k
(j)
i for i = 1, . . . , s in matrices: Let Hj =
[h
(j)
1 , . . . , h
(j)
s ] ∈ Cn×s and Kj = [k(j)1 , . . . , k
(j)




Kj = AHj . (15.7)
To obtain Hj we rewrite (15.6) with the matrices Kj and Hj
Hj = [hj−1, . . . ,hj−1] + ωjKjΛT
= 1Ts ⊗ hj−1 + ωjAHjΛT. (15.8)
In the latter equation Hj is the only unknown. In case Hj is computed from (15.8), we
can determine Kj via (15.7).
Finally, using Hj and Kj , we express the sums in (15.3) and (15.5) through matrix
multiplications. Herewith the iteration reads
Pj = Pj−1 +Hj diag(ωj β̃)H∗j ,
hj = hj−1 + ωjKjβ = hj−1 + ωjAHjβ.
(15.9)
First Hj and Kj are determined using (15.8) and (15.7), then hj and Pj are updated.
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Remark 15.1. A different approach to obtain this iteration is via vectorization of the









 = f(t, y(t))






needs to be determined. Clearly, the initial value reads y(0) = [ 0B ]. This approach was
used in [21], but can only be employed with one single Runge-Kutta method.
In order to see when Hj (and thus due to (15.7) also Kj) is uniquely determined,
(15.8) is reformulated via vectorization as a linear system of equations with a system
matrix of size ns× ns
(Ins − ωj(Λ⊗A)) vec(Hj) = hj−1 ⊗ 1s ∈ Cns×1. (15.10)
Let µ1, . . . ,µs and λ1, . . . ,λn be the eigenvalues of Λ and A respectively. Then the
eigenvalues of Ins−ωj(Λ⊗A) are given by 1−ωjµpλq, p = 1, . . . , s, q = 1, . . . ,n. Thus





for all p = 1, . . . , s and q = 1, . . . ,n.
The approximant Pj is by construction a positive semidefinite matrix and can be


















Instead of iterating on Pj as in (15.9), the above observation allows us to iterate on the
92 15.2. Computation of Hj
Algorithm 15.1 Gramian quadrature algorithm
Input: A ∈ Rn×n stable, B ∈ Rn×1, positive time step sizes {ω1, . . . ,ωN}, Butcher
tableau with β̃ ∈ Rs≥0 and Butcher tableau with Λ ∈ Cs×s, β ∈ Cs which satisfies
(15.11)
Output: Z ∈ Cn×sN with ZZ∗ ≈ P
1: initialize h0 = B, Z0 = [ ]
2: for j = 1, . . . ,N do
3: solve Hj = [hj−1, . . . ,hj−1] + ωjAHjΛT for Hj ∈ Cn×s
4: update Zj = [Zj−1,Hj diag(ωj β̃)
1
2 ]
5: hj = hj−1 + ωjAHjβ
6: end for
7: Z = ZN
low rank factor
Zj = [Zj−1,Hj diag(ωj β̃)
1
2 ] ∈ Cn×js
which gains s additional columns in every iteration step.
The procedure to obtain the Gramian approximation described in this section is sum-
marized in Algorithm 15.1. We require that the eigenvalues of Λ satisfy (15.11) in order
to ensure that all linear system solves have a unique solution and β̃ ∈ Rs≥0 to ensure Pj
is positive semidefinite.
15.2. Computation of Hj
The most expensive part of Algorithm 15.1 is solving for Hj in line 3. Of course the
linear system of equations (15.10) can be used to determine Hj , but this approach is
costly due to the dimension ns of the system matrix. We present a more efficient way
to obtain Hj with the solution of s linear systems of dimension n. A related approach
has been used in [26].
Let (Λ′)T = SΛTS−1 ∈ Cs×s be a Schur decomposition of ΛT, so the diagonal entries
of the upper triangular matrix (Λ′)T are the eigenvalues µ1, . . . ,µs of Λ. Consider (15.8)
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and define H′j = [h′1
(j), . . . , h′s
(j)] via Hj = H′jS. Then (15.8) can be reformulated as
H′j = (1Ts ⊗ hj−1)S−1 + ωjAH′j(Λ′)T. (15.13)
Let [α1, . . . ,αs] = 1Ts S−1 be the row vector containing the column sums of S−1. Then
we can rewrite (15.13) as
H′j = [α1hj−1, . . . ,αshj−1] + ωjAH′j(Λ′)T. (15.14)
Looking only at the i-th column of (15.14) we obtain
h
′(j)










so to calculate H′j the following systems of linear equations have to be solved
(In − ωjµiA)h
′(j)







for i = 1, . . . , s. Finally, Hj is assembled via Hj = H′jS.
Assume that linear systems with a system matrix of dimension τ × τ are solved with
a method needing O(τ3) flops. Then solving the ns-dimensional system (15.10) would
need O(s3n3) flops. In the procedure presented here a Schur decomposition of the s× s
matrix Λ is necessary to obtain (15.15), at the costs of O(s3) flops. To solve the s
systems of dimension n× n in (15.15) further O(sn3) flops are necessary. All in all the
costs are reduced from O(s3n3) flops to only O(sn3) +O(s3) flops.
Finally let us consider the case in which all quantities are real valued. Even then the
diagonal entries of (Λ′)T might be complex and thus introduce complex variables into
the iteration. To avoid this we use the real Schur decomposition for (Λ′)T, in which the
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is such a 2× 2 diagonal block corresponding to the eigenvalues µ, µ with Im(µ) 6= 0.


































Vectorization of (15.16) yields the real 2n-dimensional linear system
I − ωjλ′i,iA −ωjλ′i,i+1A










We further modify this procedure to obtain h′(j)i and h
′(j)
i+1 such that only the solution
of one n-dimensional complex system is necessary. Then linear combinations of the real
and imaginary parts of the solution are used, similar as in Section 9.3. For this we utilize






Such a transformation matrix T can be obtained as a solution of the homogeneous




T − T (Λ′i,i+1)T = 0, (15.19)
e.g. via vectorization. We find that (15.16) is equivalent to




with [v1, v2] = [h′(j)i , h
′(j)
i+1]T
−1 and [y1, y2] = [z1, z2]T−1. Again via vectorization we
obtain the 2n-dimensional system
I − ωj Re(µ)A ωj Im(µ)A








This linear system is in turn equivalent to the n-dimensional complex system
(In − ωjµA)(v1 + ıv2) = y1 + ıy2, (15.20)
which can be easily verified by looking at the real and imaginary part of (15.20) sepa-
rately. All in all, to calculate [h′(j)i , h
′(j)
i+1], one has to obtain T from (15.19), solve the
n-dimensional complex system (15.20) and then set [h′(j)i , h
′(j)
i+1] = [v1, v2]T . This pro-
cedure turned out to be faster than solving the 2n-dimensional real system (15.18) in
numerical experiments. Thus, instead of solving two complex n× n systems in Algo-
rithm 16.1 for the steps with Λ(j) = µ and Λ(j+1) = µ it is possible to solve one real
2n× 2n system (15.18). As the system matrix as well as the right-hand side is real, this
gives Hj ∈ Rn×2.
The realification approaches described above are comparable to realification methods
for the ADI iteration presented in [48], namely the methods M2∗, M4∗ (solution of a real
2n-dimensional system) and M4 (solution of a complex n-dimensional system, summa-
rized in Section 4). There, too, it was found that the approach M4 with the complex
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n-dimensional system is the most efficient one, see [48, Ch. 4.1.5].
15.3. The space spanned by the approximate Cholesky factor
In this section the space spanned by the approximate solution generated by the
Gramian quadrature algorithm is characterized. The main result is that the columns
of the approximate Cholesky factor Z = ZN obtained from Algorithm 15.1 span a (ra-
tional) Krylov subspace which is essentially determined by the eigenvalues of ωiΛ. To
show this we first demonstrate how the iterate Z can be obtained in only one step of
Algorithm 15.1 with a Butcher tableau assembled from Λ, β, β̃ and the time step sizes
ωj .
The approximate Cholesky factor Z is recursively defined via line 4 of Algorithm 15.1.
Expanding the for loop we find that after N steps










is obtained. To characterize [H1, . . . ,HN ] we expand line 3 and line 5 from Algo-
rithm 15.1. For H1 we find
H1 = 1Ts ⊗ h0 + ω1AH1ΛT (15.22)
= 1Ts ⊗ h0 +AH1(ω1ΛT).
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For H2 we obtain
H2 = 1Ts ⊗ h1 + ω2AH2ΛT (15.23)
= 1Ts ⊗ (h0 + ω1AH1β) + ω2AH2ΛT
= 1Ts ⊗ h0 +AH1(ω1[β, . . . , β]) +AH2(ω2ΛT)
= 1Ts ⊗ h0 +A[H1,H2]
ω1[β, . . . , β]
ω2ΛT
 .
Putting H1 from (15.22) and H2 from (15.23) together, one yields
[H1,H2] = 1T2s ⊗ h0 +A[H1,H2]
ω1ΛT ω1[β, . . . , β]
0 ω2ΛT
 .
Proceeding in this way up to iteration step N and setting Ĥ = [H1, . . . ,HN ] this leads
to the equation
Ĥ = 1TNs ⊗ h0 +AĤΛ̂T (15.24)
with the assembled matrix
Λ̂T :=

ω1ΛT ω1[β, . . . , β] · · · ω1[β, . . . , β]
0 ω2ΛT ω2[β, . . . , β] ω2[β, . . . , β]
... 0 . . . ...
0 · · · 0 ωNΛT

∈ CNs×Ns. (15.25)
The above derivations show that Z from (15.21) can also be interpreted as one
step of Algorithm 15.1 with time step size ω1 = 1, β = [ω1βT, . . . ,ωNβT]T, β̃ =
[ω1β̃T, . . . ,ωN β̃T]T and Λ = Λ̂ from (15.25). It is therefore sufficient to characterize the
space spanned by Z after one step of Algorithm 15.1 as the situation with more steps
is contained as a special case.
Next (15.24) is transformed so that the space spanned by Z can be identified. Let all
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entries of β̃ be positive, i.e. β̃ ∈ Rs+, then the diagonal matrix in (15.21) is regular and
so the space spanned by the columns of Z equals the one spanned by the columns of
Ĥ. We proceed with similarity transformations of Λ̂T as in Section 15.2 to uncouple the
columns of Ĥ. Define Ĥ = Ĥ′S with a similarity transformation S ∈ CNs×Ns which
transforms Λ̂T to its Jordan canonical form






with q Jordan blocks Jl ∈ Csl×sl of dimension sl for l = 1, . . . , q. We further partition
Ĥ′ = [Ĥ′1, . . . , Ĥ′q] and
1TNsS
−1 = [α(1), . . . ,α(q)] (15.27)
according to the sizes of the Jordan blocks, i.e. Ĥ′l ∈ Cn×sl and (α(l))T ∈ Csl . Multipli-
cation of (15.24) with S−1 from the right yields






Due to the partitioning this equation is equivalent to
Ĥ′l = α(l) ⊗ h0 +AĤ′lJl for l = 1, . . . , q.
The matrices Ĥ′l = [ĥ
′(l)
1 , . . . , ĥ
′(l)












i−1 for i = 2, . . . , sl
(15.28)
with the eigenvalue µ̂l of Λ̂T as the diagonal element of the Jordan block Jl.
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We next state a technical lemma which is needed in the proof of the main result of
this section.
Lemma 15.2. Let (1TNs, Λ̂T) be observable. Then there exists a transformation matrix
S to Jordan canonical form in (15.26) such that α(l) = [1, 0, . . . , 0] holds for l = 1, . . . , q
in (15.27).
Proof. For l = 1, . . . , q define el = [1, 0 . . . , 0]T ∈ Rsl×1. Assume that there exist
polynomials pl with
α(l) = eTl pl(Jl). (15.29)
Now replace the matrix S in (15.26) and (15.27) with S̃ = diag(p1(J1), . . . , pq(Jq))S.
As Jl commutes with rational functions in Jl the matrix S̃ is a similarity transformation
to Jordan canonical form, too, and it holds
1TNsS̃
−1 = 1TNsS
−1 diag(p1(J1), . . . , pq(Jq))−1
= [α(1), . . . ,α(q)] diag(p1(J1)−1, . . . , pq(Jq)−1)
= [eT1 , . . . , eTq ].
It remains to show that a polynomial pl fulfilling (15.29) exists and pl(Jl) is invertible
for l = 1, . . . , q. Define the upper shift matrix rl(Jl) = −µ̂lI + Jl with ones above the
diagonal and zeros everywhere else. It holds eTl rl(Jl)i−1 = [0, . . . , 0, 1, 0, . . . , 0], a vector
with a one at position i for i = 1, . . . , sl. For the ith row of pl(Jl) we find with (15.29)









This implies that pl(Jl) is an upper triangular matrix with entries α
(l)
1 on the diagonal.
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As (1TNs, Λ̂T) is observable, so is (α(l), Jl) and thus α
(l)
1 6= 0. So pl(Jl) is invertible,
which concludes the proof.
We note that the observability condition for (1TNs, Λ̂T) (and so for (α(l), Jl)) implies
that there exists only one Jordan block per eigenvalue of Λ̂T, i.e. Λ̂T is a non-derogatory
matrix. These preparations allow us to state the following theorem, which characterizes
the Krylov subspace spanned by the approximate solution generated by the Gramian
quadrature algorithm.
Theorem 15.3. Let Ns < n and assume that (1TNs, Λ̂T) is observable. Let Λ̂T have
eigenvalues µ̂1, . . . , µ̂q. If µ̂l 6= 0 then
span(Ĥ′l) = span
{





−ih0 | i = 1, . . . , sl
}
.
If µ̂l = 0 then
span(Ĥ′l) = span
{
Aih0 | i = 0, . . . , sl − 1
}
.
Proof. Set ĥ′i := ĥ
′(l)
i for better readability. Due to the observability of (1TNs, Λ̂T) we
find from (15.26) and (15.27) that (α(l), Jl) is observable. Due to Lemma 15.2 we can
assume α(l) = [1, 0, . . . , 0].
Let µ̂l 6= 0. Because of (15.28)
span(ĥ′1) = span((In − µ̂lA)−1h0)
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holds. From (15.28) we find for 1 < i ≤ sl as α
(l)
i = 0
ĥ′i = (In − µ̂lA)−1Aĥ′i−1













i−1 − (A− µ̂−1l In)
−1ĥ′i−1.
Via induction this concludes the first part of the proof.
Now let µ̂l = 0. From (15.28)
span(ĥ′1) = span h0




and the claim again results from induction.
The above lemma show that the space spanned by Ĥ = [Ĥ′1, . . . , Ĥ′q]S is a Krylov
subspaces. From Algorithm 15.1 we have h0 = B and so it holds span(Ĥ) = K(A,B, s),
where s is the set of general eigenvalues of the matrix pencil (INs, Λ̂T). Even when in
Theorem 15.3 the observability of (1TNs, Λ̂T) is omitted, then still Krylov subspaces with
the same poles are spanned by Ĥ, but with lower multiplicity.










The above decomposition needs not be a rational Krylov decomposition as it may not
meet the requirements of Definition 3.3. Consider e.g. the case where B ∈ span(Ĥ), then
[B, Ĥ] is not of full rank. If this decomposition is a RKD we the poles of the Krylov
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subspace spanned by Ĥ are the eigenvalues of (INs, Λ̂T).
15.4. Connection to balanced POD
We now show the connection of the Gramian quadrature algorithm presented in Sec-
tion 15.1 to balanced POD, another method involving Gramian approximations with
low rank Cholesky factors. We only consider the controllability Gramian P here as the
approximation of the observability Gramian Q is done analogously.
In the method balanced proper orthogonal decomposition of snapshots (BPOD) as
discussed in [60], the Gramians are approximated with finite sums (see [67] for a related














with hi ≈ h(ti), h(t) = eAtB, an end time T ∈ R+, times t1 < · · · < tN ∈ [0,T ] and
quadrature weights δi. The approximation of h(ti) is done by solving the ODE
d
dth(t) = Ah(t), h(0) = B. (15.31)
From (15.30) we find that the approximate Cholesky factor is given by
Zc = [h1, . . . ,hN ] diag
(√





A central task in BPOD is the numerical solution of the ODE (15.31). Unfortunately
it is not stated which numerical method should be used for solving the ODE. In the
following we assume a Runge-Kutta method with Λh and βh is used to solve the ODE
in the same way as (15.2) was solved in Section 15.1. In particular, for h0 = B and time
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step sizes ωj = tj − tj−1 this means
Hj = [hj−1, . . . ,hj−1] + ωjAHjΛTh (15.32)
hj = hj−1 + ωjAHjβTh






instead of Zj = [Zj−1,Hj diag(ωj β̃)
1
2 ] as in Algorithm 15.1. We illustrate how the
balanced POD iterates can be obtained by Algorithm 15.1 in the case where hjδjh∗j and
Hj diag(ωj β̃)H∗j coincide. Due to the dimension of hj and Hj this is only possible for
Butcher tableaus of size s = 1 or for β̃ having only one nonzero entry.
We first consider the case s = 1 and thus have Hj ∈ Cn×1. So (15.32) becomes
Hj = hj−1 + ωjAHjΛTh
hj = hj−1 + ωjAHjβTh ,
i.e. Hj = hj if Λh = βh. This is e.g. fulfilled in the backward Euler method with
Λh = βh = 1. If additionally β̃ = δj/ωj, balanced POD and Algorithm 15.1 produce the
same iterates.
In case of arbitrary Butcher tableaus with s-dimensional Λh and βh the way BPOD
fits into the framework presented here is rather crude. Consider a Butcher tableau with




 , β =
βh
0
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Algorithm 15.1 generates the iterate
[h
(j)










Separating the first s columns from the last one yields
[h
(j)
1 , . . . , h(j)s ] = [hj−1, . . . ,hj−1] + ωjA[h
(j)
1 , . . . , h(j)s ]ΛTh
h
(j)
s+1 = hj−1 + ωjA[h
(j)
1 , . . . , h(j)s ]βh
and so hj = hs+1. Due to the zero entries in β̃ we further find







i.e. Algorithm 15.1 and BPOD produce the same iterates for this special choice of
tableaus.
15.5. Application to model order reduction
We now use the Gramian approximations of the previous sections to generate an
approximate balancing transformation for model order reduction as described in Sec-
tion 5.1. It was shown in [60, Prop. 2] that if approximate Cholesky factors with
rank(ZTo Zc) = r are used in balanced truncation, then the projection matrix V from
(5.4) contains the first columns of an approximate balancing transformation. In [56]
it was found that for certain quadrature methods for solving (14.1) the reduced sys-
tem obtained by balanced POD matches some moments. We proceed as in balanced
POD to obtain an approximate balancing transformation. For the calculation of the
approximate Cholesky factors Algorithm 15.1 is used. The procedure is summarized in
Algorithm 15.2. It allows us to identify a connection between the Butcher tableau which
characterizes the Runge-Kutta method and the expansion points at which moments are
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Algorithm 15.2 Approximate balancing transformation
Input: system matrices A ∈ Rn×n stable, B ∈ Rn×1, C ∈ R1×n, positive time step sizes
{ω1, . . . ,ωN} and {τ1, . . . , τN}, Butcher tableaus with β̃c, β̃o ∈ Rs≥0 and Butcher
tableaus with Λc, Λo ∈ Cs×s, βc, βo ∈ Cs which satisfy (15.11)
Output: reduced system matrices Â ∈ Cr×r, B̂ ∈ Cr×1, Ĉ ∈ C1×r with r =
rank(Z∗oZc)
1: obtain Zc with ZcZ∗c ≈ P from Algorithm 15.1 with A, B, Λc, βc, β̃c and
{ω1, . . . ,ωN}
2: obtain Zo with ZoZ∗o ≈ Q from Algorithm 15.1 with AT, CT, Λo, βo, β̃o and
{τ1, . . . , τN}
3: calculate compact SVD Z∗oZc = UΣT ∗
4: assemble projection matrices V = ZcTΣ−
1
2 , W = ZoUΣ−
1
2
5: return Â = W ∗AV , B̂ = W ∗B, Ĉ = CV
matched. Note that due to the use of Butcher tableaus with complex entries in general
complex reduced system matrices are obtained. This is the reason for using conjugate
transposition ∗ instead of transposition T.
As will be shown next, the transfer function of the reduced system generated by
Algorithm 15.2 interpolates the transfer function of the original system at expansion
points which depend on the eigenvalues of the Butcher tableaus and the time step sizes.
In particular the expansion points are the inverse eigenvalues of ωiΛc for i = 1, . . . ,Nc
and the conjugated inverse eigenvalues of τiΛo for i = 1, . . . ,No.
Theorem 15.5. Let the inputs of Algorithm 15.2 with β̃c, β̃o ∈ Rs+ be given. Define Λ̂Tc
as in (15.25) with Λc, βc and {ω1, . . . ,ωN}. Define Λ̂To as in (15.25) with Λo, βo and
{τ1, . . . , τN}. Let {µ̂1, . . . , µ̂qc} = ∪Ni=1λ(ωiΛc) and {ν̂1, . . . , ν̂qo} = ∪Ni=1λ(τiΛo) be the
eigenvalues of Λ̂c and Λ̂o with multiplicities s1, . . . , sqc and t1, . . . , tqo.
If (1TNs, Λ̂Tc ) and (1TNs, Λ̂To ) are observable and rankZ∗oZc = Ns holds, then the
transfer function of the reduced system with system matrices Â, B̂, Ĉ produced by Algo-
rithm 15.2 satisfies
Ĝ(i)(µ̂−1lc ) = G
(i)(µ̂−1lc ) for i = 0, . . . , slc − 1,
Ĝ(i)(ν̂
−1
lo ) = G
(i)(ν̂
−1
lo ) for i = 0, . . . , tlo − 1
(15.33)
for lc = 1, . . . , qc and lo = 1, . . . , qo. For any zero eigenvalues the corresponding inter-
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polation in (15.33) has to be read as interpolation at ∞. If some of the values µ̂i and ν̂j
coincide, even higher derivatives of the transfer function are interpolated.
Proof. The reduced system is generated via projection with the matrices V andW . Due
to line 3 and line 4 of Algorithm 15.2 and as Z∗oZc is regular span(V ) = span(Zc) and









(AT − ν̂−1lo In)
−iCT | i = 1, . . . , tlo
}
⊆ span(W ).
Further, if µ̂lc , ν̂lo = 0, then
span
{





(AT)iCT | i = 0, . . . , tlo − 1
}
⊆ span(W ).
Due to Section 5.2 this concludes the proof.
It is interesting to see that using a Runge-Kutta method it is not possible to match
moments around the expansion point zero, as this would require an infinite eigenvalue
of Λ from the Butcher tableau or an infinite time step size, which is impossible.
We note that in [56] complex time step sizes ωj (τj respectively) are used in Runge-
Kutta methods to achieve moment matching around complex expansion points. This
is unfeasible in the method presented here as then the iterates Pj are in general not
positive semidefinite and the approximate Cholesky factors Zj would not exist. Instead,
in the framework presented here, complex tableaus may be used.
Let us illustrate the moment matching property from Theorem 15.5 in some examples.
We state the expansion points at which moments are matched for certain Runge-Kutta
methods and visualize them in the complex plane.
Explicit Runge-Kutta methods are parameterized by Butcher tableaus with strictly
lower triangular Λ. As such matrices have just zero eigenvalues only moments around∞
are matched for explicit methods. An example is Euler’s method given by the Butcher
tableau with Λ = 0, β = 1.
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For the backward Euler method we have Λ = 1, β = 1, so the moments are matched
around the inverse time step sizes ω−1j and τ−1j .
Consider the Butcher tableaus from the Gauß-Legendre and Radau IA method of size
s = 2. The Gauß-Legendre method [45, Ch. 3.4] is given by
ΛGL =














This method is equivalent to the Hammer-Hollingsworth method [24] which was used
in [56]. The matrix ΛGL has eigenvalues µ1/2 = 14 ±
√
3
12 i. The Radau IA method [25,
















When Algorithm 15.2 is executed with the Gauß-Legendre method for Zc and the
Radau IA method for Zo, then the moments are matched around the expansion points
(ωjµ1/2)
−1 = ω−1j (3∓
√
3i) and (τjλ1/2)−1 = τ−1j (2∓
√
2i)
for j = 1, . . . ,N . These expansion points are visualized in the complex plane in Fig-
ure 15.1 for ωj = τj = 0.3, 0.4, . . . , 1.
16. Preservation of an algebraic invariant
In the previous section the Gramian quadrature algorithm was presented. We now
identify particular Runge-Kutta methods which preserve an algebraic invariant, namely
the rank of the initial residual. Therefore conditions for the corresponding Butcher
tableaus are derived. It is shown that the algorithm for these special Runge-Kutta
methods is equivalent to the ADI iteration. Throughout this section we assume that both
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Figure 15.1.: Expansion points in the complex plane for the Gauß-Legendre and Radau IA
methods.
ODEs (15.1) and (15.2) are solved numerically with the same Runge-Kutta method, i.e.
that β̃ = β holds in Algorithm 15.1.
First, observe that the time dependent Gramian P (t) does not satisfy the Lyapunov
equation (1.2) exactly for finite times t ∈ R. The Lyapunov residual
L(P (t)) = AP (t) + P (t)AT +BBT
remains. Next, reconsider the derivative of P (t) in (15.1)
d


















h(τ )h(τ )T dτ +
∫ t
0
h(τ )h(τ )T dτAT
= BBT +AP (t) + P (t)AT.
Thus we have
L(P (t)) = AP (t) + P (t)AT +BBT = h(t)h(t)T (16.1)










Figure 16.1.: Solution of ḣ = Ah, Ṗ = hhT and iterates from Algorithm 15.1 with tableaus
satisfying Theorem 16.1 evolving on the rank-one residual manifoldM.
for all t. Obviously, due to the right-hand side, the Lyapunov residual is of rank one.
We intend to use only those Butcher tableaus which guarantee that the iterates Pj =
ZjZ
∗
j and hj satisfy the algebraic invariant (16.1) in the sense
APj + PjA
T +BBT = hjh
∗
j . (16.2)
Please note that as the tableaus might be complex valued also the iterates Pj and hj
may be complex valued and thus we need to modify T in (16.1) to ∗ in (16.2). Note
also that due to Theorem 15.3 and with β ∈ R+ the space spanned by Zj is a Krylov
subspace, so the approximate solution Pj is an ADI approximate solution when (16.1)
is satisfied, as then the rank of the Lyapunov residual is one.
Before we discuss which Butcher tableaus allow for (16.2) let us give an interpretation
of (16.1) and (16.2). Consider all tuples (P ,h), for which the invariant (16.2) is satisfied.
They are located on the manifold
M :=
{
(P ,h) with P ∈ Cn×n, h ∈ Cn×1 | AP + PAT +BBT − hh∗ = 0
}
. (16.3)
The solution (P (t),h(t)) of (15.1) and (15.2) lies on M for all times t ∈ R because
of (16.1). As the Lyapunov residual (16.1) is of rank one we will call M the rank-
one residual manifold. The time dependent Gramian evolves on the rank-one residual
manifold with h(t) → 0 for t → ∞; see Fig. 16.1. Enforcing (16.2) for the iterates
(Pj ,hj), in general we obtain Pj which do not approximate the trajectory of the time
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dependent Gramian P (t) but which are located on M. Therefore the approximation
PN ≈ P is good when the iterate hN is small, because then the tuple (PN ,hN ) ∈M is
located close to (P , 0) ∈M.
We now show for which Runge-Kutta methods the iterates in Algorithm 15.1 lie on
the rank-one residual manifold.
Theorem 16.1. Let A ∈ Rn×n be stable, B ∈ Rn and ωi > 0, i = 1, . . . , j. Consider a
Butcher tableau (6.4) with Λ ∈ Cs×s and β̃ = β ∈ Rs+ satisfying (15.11). After j steps














for Pj = ZjZ∗j . Thus, if
diag(β)Λ + ΛT diag(β)− ββT = 0 (16.5)
holds, the iterates Pj and hj satisfy the invariance equation (16.2).
Proof. For j = 0 the statement is obviously true as P0 = Z0ZT0 = 0 and h0 = B.
For j ∈N we first use (15.12) and then inductively (16.4) for j − 1
APj + PjA
T +BBT
= APj−1 + Pj−1A








diag(β)Λ + (diag(β)Λ)T − ββT
)
K∗i
+ ωjAHj diag(β)H∗j + ωjHj diag(β)H∗jAT.
(16.6)
Using AHj = Kj and expanding Hj as in (15.8) we obtain
AHj diag(β)H∗j = Kj diag(β)
(




j−1 + ωjKj diag(β)ΛK∗j .
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diag(β)Λ + (diag(β)Λ)T − ββT
)
K∗i ,
as hj = hj−1 + ωjKjβ. This proves (16.4) and concludes the proof.
The next question is if Runge-Kutta methods exist which fulfill (16.5). Indeed there
are numerous such Butcher tableaus and we present a systematic way to construct
suitable tableaus. First, observe that the equation diag(β)Λ + (diag(β)Λ)T− ββT = 0
implies that the diagonal entries satisfy
βjλjj + βjλjj − β2j = βj (2 Re(λjj)− βj) = 0
for j = 1, . . . , s. Thus either βj = 0, or
βj = 2 Re(λjj), j = 1, . . . , s.
As βj ∈ R+ is required, this implies that the diagonal elements of Λ have to be in C+
whenever (16.5) is required.
The simplest 1-stage Butcher tableaus satisfying (16.5) are given for an arbitrary
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(complex) number µ ∈ C+ by
Λ = µ, β = 2 Re(µ).
The implicit midpoint rule
Λ =
1
2, β = 1
is a prominent example of such a 1-stage tableau. A simple 2-stage tableau which satisfies
(16.5) is the 2-stage implicit Runge-Kutta method
Λ =














The latter two methods belong to the family of Gauß-Legendre methods which are
special s-stage implicit Runge-Kutta methods based on Gauß-Legendre quadrature [45,
Ch. 3.4]. For s ∈ N, the respective method is unique and satisfies (16.5), see [45,
Lemma 5.3] and the subsequent corollary, where the matrix M in [45] corresponds to
the left-hand side of (16.5).




µ1 0 0 · · · · · · 0
2 Re(µ1) µ2 0 · · · · · · 0
2 Re(µ1) 2 Re(µ2) µ3
. . . ...
... ... . . . . . . . . . ...
... ... . . . µs−1 0
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is satisfied for all p = 1, . . . , s and q = 1, . . . ,n: As λq is an eigenvalue of the stable
matrix A, we have Re(λq) < 0. Thus, for a stable A any DIRK method with a tableau
(16.7) satisfies (15.11).
16.1. A multiplicative update formula for the residual factor hj
The vector hj is the residual factor for methods which satisfy the invariance equation
(16.5). We derive a multiplicative update formula for these iterates which is connected
to the stability function of the corresponding Runge-Kutta method. To do so we take
a new perspective on the Runge-Kutta methods. So far we have used the same tableau
with Λ, β in every iteration step. The time step sizes ωj for j = 1, . . . ,N may vary.
In the following we allow for varying tableaus with Λ(j) ∈ Cs×s, β(j) ∈ Cs during the
iteration, in particular the matrices Λ(j) do not need to have the same eigenvalues. This
implies the iteration























, i = 1, . . . , s,
instead of (6.2) and (6.3). Further we observe that every Λ(j) and β(j) is multiplied with
the time step size ωj . This allows us to fix the time step sizes at ωj = 1 by replacing
Λ(j) and β(j) by ωjΛ(j) and ωjβ(j). Algorithm 15.1 has to be modified accordingly. In
line 3 the term ωjΛ has to be replaced by Λ(j), while in line 4 and 5 the terms ωj β̃ and
ωjβ have to be replaced by β̃(j) and β(j). Apparently Theorem 16.1 remains true even
when different tableaus are used in every step as long as (16.5) holds for Λ(i) and β(i),
i = 1, . . . , j.
We now focus on the iterates hj = hj−1 +AHjβ(j) as computed in line 5 of Algorithm
15.1 (modified as described above) from Butcher tableaus with Λ(j) ∈ Cs×s and β(j) ∈
Cs, where Hj is as in (15.8). Our goal is to rewrite the update rule as a multiplicative
one, i.e. we want to find a matrix Mj with hj = Mjhj−1. We use the transpose of (15.8)
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(modified as described above)
HTj = hTj−1 ⊗ 1s + Λ(j)HTj AT
⇔ HTj −Λ(j)HTj AT = hTj−1 ⊗ 1s
and vectorize to find
vec(HTj ) = (Ins −A⊗ (Λ(j)))−1(In ⊗ 1s)hj−1
with vec(hTj−1 ⊗ 1s) = vec(1shTj−1In). Again via vectorization we obtain
AHjβ(j) = vec((β(j))THTj AT)






Thus the iterate hj is obtained from hj−1 via
hj = hj−1 +AHjβ(j) = Mjhj−1 (16.8)
with the iteration matrix




(In ⊗ 1s). (16.9)
The matrix-valued functionMj(z) is a generalization of the stability function R(j)(z) =
1 + z(β(j))T(Is − zΛ(j))−11s of the corresponding Runge-Kutta method.
Next the iteration matrix (16.9) is transformed to see that it is determined by the
stability function of the used Runge-Kutta method. Let the system matrix A = V DV −1
be diagonalizable with the matrix of right eigenvectors V and the diagonal matrix D =
diag(λ1, . . . ,λn) containing the eigenvalues of A on the diagonal. Then the iteration
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matrix Mj from (16.9) simplifies considerably and reads





= In + V (D⊗ (β(j))T)(V −1 ⊗ Is)
·
{
In ⊗ Is − (V ⊗ Is)(D⊗Λ(j))(V −1 ⊗ Is)
}−1
(In ⊗ 1s)
= In + V (D⊗ (β(j))T)
(
In ⊗ Is − (D⊗Λ(j))
)−1









 Is−λ1Λ(j) . . .
Is−λnΛ(j)















i.e. the iteration matrix is determined by the stability function R(j)(z) corresponding to
the Butcher tableau with Λ(j), β(j) and the eigenvalues and eigenvectors of the system
matrix A. For non-diagonalizable system matrices we have no explicit formula in terms
of the stability function. However,Mj can be interpreted as a composition of continuous
functions. As such it depends continuously an A. The diagonalizable matrices are dense
in the set of all matrices. ThusMj is (implicitly) determined by the stability function of
the utilized Runge-Kutta method for non-diagonalizable matrices A, too. We conclude
that the iterate hj is the same for various tableaus, as long as the stability functions
coincide.
16.2. Efficient iteration on the rank-one residual manifold
Assume that (16.5) is satisfied by the tableaus, i.e. the iterates lie on the rank-1
residual manifold. Then not only hj but also the iterate Pj = ZjZ∗j (but not Zj) is
determined by hj via (16.2). Thus, tableaus with the same stability function yield the
same approximation Pj = ZjZ∗j , as long as the tableaus satisfy (15.11), (16.5) and
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β ∈ Rs+, which we assume in the rest of this section. Next we investigate when two such
s-stage Runge-Kutta methods have the same stability function. Assume that Λ and β
are as in Theorem 16.1 and satisfy (16.5), 0 = diag(β)Λ + ΛT diag(β)− ββT. Then
−Λ = diag(β)−1(ΛT − β1Ts ) diag(β)
as βj > 0, j = 1, . . . , s, proving that the matrices −Λ and Λ− 1sβT are similar. Let
Λ have eigenvalues µ1, . . . ,µs. Then with the determinant based characterization of the
stability function (6.5) we find that
R(z) =
det(I + z(1sβT −Λ))




(1 + µ1z) · · · (1 + µsz)
(1− µ1z) · · · (1− µsz)
(16.11)
holds. This is just the stability function of a DIRK method as given in (16.7). Thus
any method based on a Butcher tableau with Λ, β such that Λ has the eigenvalues
µ1, . . . ,µs and β ∈ Rs+ satisfies (16.5) is equivalent to a DIRK method (16.7). Note that
obviously the order of the parameters µi is irrelevant.




h0 holds. From (16.10) we find that
hence the final approximation P = ZNZ∗N is determined by the product of the stability
functions of the Runge-Kutta methods used during the iteration. Let Λ(j) and β(j) ∈ Rsj+
satisfy (16.5) for j = 1, . . . ,N with the eigenvalues µ(j)1 , . . . ,µ
(j)
sj ∈ C+ of Λ(j). Then








1 + µ(j)l z
1− µ(j)l z
.
The same result can also be obtained with the one-dimensional tableaus Λ(j)l = µ
(j)
l
and β(j)l = 2 Re(µ
(j)
l ) for j = 1, . . . ,N and l = 1, . . . , sj , which also satisfy (16.5)
and so yield the same approximate solution. Thus, to produce iterates which lie on the
rank-one residual manifold, it is sufficient to use one-dimensional tableaus. A variant
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Algorithm 16.1 Gramian quadrature algorithm on rank-one residual manifold via 1-
stage Runge-Kutta methods
Input: A ∈ Rn×n stable, B ∈ Rn×1, parameters {µ1, . . . ,µN} ⊂ C+
Output: Z ∈ Cn×sN with ZZ∗ ≈ P , residual factor hN
1: initialize h0 = B, Z0 = [ ]
2: for j = 1, . . . ,N do
3: solve (In − µjA)Hj = hj−1 for Hj ∈ Cn×1
4: update Zj = [Zj−1,Hj
√
2 Re(µj)]
5: hj = hj−1 + 2 Re(µj)AHj
6: end for
7: Z = ZN
of Algorithm 15.1 tailored for one-dimensional tableaus which satisfy (16.5) is given in
Algorithm 16.1.
Remark 16.2. The approximate Cholesky factor Z from Algorithm 16.1 spans a rational
Krylov subspace with poles given by µ−1j due to Theorem 15.3 and the Lyapunov residual
is of rank one due to Theorem 16.1. Thus the iterates produced in Algorithm 16.1
are ADI iterates. Further, the ADI iterates are unique as shown in Theorem 8.3, so
Algorithm 16.1 is equivalent to Algorithm 4.1 with αj = −µ−1j . For an explicit proof of
the equivalence of both algorithms we refer to our paper [21, Thm. 3].
Note that in general larger tableaus allow for more accurate quadrature rules. This is
not the case for tableaus which satisfy (16.5), i.e. with iterates on the rank-one residual
manifold, as such s-stage Runge-Kutta methods can be reduced to a series of 1-stage
Runge-Kutta methods as described above.
For a good approximation the choice of the parameters µ1, . . . ,µN in Algorithm 16.1
is crucial. We know that the Lyapunov residual for iterates which fulfill the invariant
(16.2) is given by hNh∗N . Hence for a small residual the norm ‖hN‖ has to be small.
Consider Algorithm 16.1, that is, R(j)(z) =
1+µjz
1−µjz . Then with the iteration rule (16.8)
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Taking the 2-norm implies
















is solved. It is equivalent to the rational min-max problem [12, Sec. 2.2]. For N = n the
choice µj = −λj
−1, j = 1, . . . ,N yields hN = 0 and thus PN = P . However, in that case
the final iterate ZN of Algorithm 16.1 is of size n×n. Thus, this would not be a low rank
approximation. Still this suggests that the parameters should somehow approximate the
negative conjugated inverse of the eigenvalues λi of A, i.e. µj ≈ −λi
−1. As we consider a
stable system matrix A, all eigenvalues λi have negative real part. Therefore, to obtain
a factor with modulus smaller one, i.e. |1+µjλi||1−µjλi| < 1, the parameters µj must have
positive real parts. We note that in practice precomputed shifts as described above are
outperformed by dynamic shift strategies, see e.g. [48, Ch. 5] and the references therein.
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16.3. Realification
When the set of shifts in Algorithm 16.1 consists of complex conjugated pairs we
can avoid complex arithmetic forced by the use of complex parameters µj . We use the
fact that instead of two steps with the 1-stage tableaus Λ(j) = µ, β(j) = 2 Re(µ) and
Λ(j+1) = µ, β(j+1) = 2 Re(µ) (as in Algorithm 16.1) we can equivalently perform one
step of Algorithm 15.1 with a suitable real 2-stage Butcher tableau. Then realification
is applied as discussed in Section 15.2. Due to the special structure of the tableaus we
can explicitly state the used similarity transformations here. The resulting procedure is
similar to the realification approach described in Section 4 for the ADI iteration.
A suitable tableau is given by
Λ =
 Re(µ) Re(µ) + |µ|
Re(µ)− |µ| Re(µ)































Please note that L from above is essentially the same as L in the realification of the




+ 1 (for Im(µ) > 0), and Q is an
orthogonal matrix. We want to solve
Hj = [hj−1, hj−1] +AHjΛT
as in (15.16) with [z1, z2] = [hj−1, hj−1] as in (15.17). We find [y1, y2] = [h1, h2]T−1 =
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[hj−1, 0], and so we obtain Hj = [v1, v2]T , where [v1, v2] is determined via
(In − µA)(v1 + ıv2) = hj−1
as in (15.20).
Summing up, the Gramian approximation calculated via two steps of Algorithm 16.1
with parameters µ and µ can also be obtained as follows with a realified variant of














in the last step.
16.4. Shifted Legendre polynomials
A seemingly different approach for the solution of Lyapunov equations is presented in
[72]. The approximate Cholesky factor of the Gramian is obtained via an approximation
of the impulse response h(t) = eAtB by shifted Legendre polynomials. Here we show that
the resulting Gramian approximation is the same as with one step of Algorithm 15.1, the
Gramian quadrature algorithm, using the Gauß-Legendre tableau of size s. It is thus an
iteration on the low rank residual manifold and so another variant of the ADI iteration.
The method with shifted Legendre polynomials from [72] works as follows. With a fixed
scalar s ∈ N, D = diag(1,
√
3, . . . ,
√
2s− 1) and ω ∈ R+ the Gramian approximation
is given by P ≈ FFT with F = F̃ ·D− 12 ·
√
ω. The matrix F̃ ∈ Rn×s is determined via
the ns-dimensional block tridiagonal system of linear equations
(Ins − ω(Λ′ ⊗A)) vec(F̃ ) = B ⊗ e1 (16.13)




















We now show equivalence of this approximation and the approximation generated by
Algorithm 15.1. Let H′ = F̃ ·D−1. De-vectorizing (16.13) yields
H′D− ωAH′D(Λ′)T = [B, 0, . . . , 0]
and multiplication with D−1 from the right results in
H′ = [B, 0, . . . , 0] + ωAH′(D−1Λ′D)T. (16.14)







. . . . . . −ξs−1
ξs−1 0

from [25, Lem. 359A] with ξi = 12√4i2−1 . Multiplication of Λ
′ with D−1 from the left
means that the ith row is scaled with the factor 1√2i−1 while multiplication with D from
the right means scaling of the ith column with
√
2i− 1. Thus we find for the upper and
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holds for i = 1, . . . , s− 1, which proves D−1Λ′D = XG.
Let Λ, β and γ be as in the Butcher tableau for the Gauß-Legendre method of size
s. Define the generalized Vandermonde matrix as in [25, Sec. 359]
W :=

P0(γ1) · · · Ps−1(γ1)
... . . . ...
P0(γs) . . . Ps−1(γs)

with the normalized Legendre polynomials Pk of degree k for k = 0, . . . , s− 1 on the




holds. This implies orthonormality of the matrix diag(β) 12W as well as the equations





[B, 0, . . . , 0] = eT1 ⊗B
= (1Ts · diag(β)W )⊗ (B · 1)
= (1Ts ⊗B) · (diag(β)W ⊗ 1)
= [B, . . . ,B] diag(β)W
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H′ = [B, . . . ,B] diag(β)W + ωAH′WTΛT diag(β)W . (16.15)
Multiplication of (16.15) with WT = (diag (β)W )−1 from the right and setting H =
H′WT yields
H = [B, . . . ,B] + ωAHΛT.
Due to line 4 in Algorithm 15.1 the approximate Cholesky factor using the Gauß-
Legendre method is given by Z = H diag(ωβ) 12 . Therefore, because of
ZZT = H diag(ωβ)HT









the approximation FFT based on Legendre polynomials and the approximation ZZT
based on the Gauß-Legendre method is the same. An efficient way to compute the
approximation is given by Algorithm 16.1 with parameters µ1, . . . ,µs chosen as the
eigenvalues of the matrix ωXG from (16.14), which is similar to ωΛ from the Gauß-
Legendre tableau.
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16.5. Generalized Lyapunov equations and residual norm evaluation
To handle generalized Lyapunov equations
APET +EPAT +BBT = 0
with B ∈ Rn×m efficiently Algorithm 15.1 has to be adapted as follows.
To treat equations with the system matrix E, line 3 of Algorithm 15.1 is modified to
EHj = [hj−1, . . . ,hj−1] + ωjAHjΛT. (16.16)
To solve for Hj efficiently the method described in Section 15.2 has to be adapted
accordingly. We add E on the left-hand side of (15.14) and obtain











When B ∈ Rn×m has multiple columns, Λ and Λ′ in (16.16) and (16.17) have to
be replaced by Λ⊗ Im and Λ′ ⊗ Im. Line 5 of Algorithm 15.1 becomes hj = hj−1 +
ωjAHj(β⊗ Im) with hj ∈ Cn×m. Further the relation Hj = H′j(S⊗ Im) has to be used.
The residual L(ZjZ∗j ) is of size n× n and in practice n is large. For a fast calculation
of the residual norm ‖L(ZjZ∗j )‖F we make use of (16.4), which can be rewritten as
follows








[hN ,K1, . . . ,KN ]∗,
with the Hermitian matrix M = diag(β)Λ + ΛT diag(β)− ββT. Recall that Z is a low
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rank approximation of dimension n× (1 +Ns)m with (1 +Ns)m  n. Thus M0 is a
small matrix of size (1 +Ns)m. To evaluate the residual norm we use










which holds because of the invariance of the trace under cyclic permutations of its
argument. The trace of the small matrix in (16.18) can be calculated rapidly. The slowest
part is the calculation of V ∗V . As V is constructed column by column only the scalar
products with the new entries should be calculated and stored in every step of the
iteration. If M = 0 holds, then the residual norm evaluation simplifies considerably to
‖L(ZZ∗)‖F = ‖hNh∗N‖F = ‖h∗NhN‖F.
16.6. Numerical experiments
In this section numerical experiments are presented to illustrate some properties of
the geometric integration method introduced in this section. For the experiments the
implementation of Algorithm 15.1 was modified as described above such that generalized
Lyapunov equations can be handled.
The two examples used here are chip0 and rail79k from the Oberwolfach model re-
duction benchmark collection as introduced in Section 2.6. All numerical experiments
were executed using MATLAB 2019a on an IntelR© CoreTM i7-5600U CPU @ 2.60 GHz
with 12 GB RAM.
In order to assess different Runge-Kutta methods, the change of the Lyapunov residual
L(ZjZ∗j ) and the iterate hj is examined. Both quantities are coupled through (16.4) and
a small residual indicates a good approximate solution. The relative Lyapunov residual
norm ‖L(ZjZ∗j )‖F/‖BBT‖F and the relative norm ‖hj‖F/‖B‖F are determined after
each iteration step.
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of size 3, denoted by Radau IA (3). It was chosen as Λ has only nonzero eigenvalues, no
entry in β is zero and the iterates do not lie on the manifold M from (16.3), because
the tableau condition (16.5) is not satisfied. Other methods like Radau IIA and Lobatto
IIIC were also tested and showed a similar behavior as the Radau IA method. The
second method used is a DIRK method (16.7) where the diagonal elements µ1,µ2,µ3
are chosen to be the eigenvalues of Λ from (16.19), so, in contrast to the Radau IA
method, the iterates lie on the manifold M. This method is denoted by M-Radau IA























































is used, denoted by Gauß-Leg. (3). The iterates lie on the manifold M as the tableau
condition (16.5) is satisfied. We note that due to different eigenvalues of Λ in Gauß-Leg.
(3) andM-Radau IA (3) the methods are not equivalent.
In Figure 16.2 the relative norm of the Lyapunov residual and the relative norm of
the iterate hj is displayed for the chip0 example. As this example has single input and
the Butcher tableaus are of size 3, after 20 steps of Algorithm 15.1 the approximate
Cholesky factor Z consists of 60 columns. On the left-hand side the convergence of the
methods is displayed. It is comparable for the methodsM-Radau IA (3) and Gauß-Leg.
(3) and stagnates after 48 columns at 10−9, while the residual obtained through the
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Figure 16.2.: The chip0 example with dimensions n = 20082, m = 1 and time step sizes
logspace(-5,2,20). Relative norms of the residual (left) and relative norms of
the iterates hj (right).








































Figure 16.3.: Relative residual norms for the rail79k example with dimensions n = 79841,
m = 7. Time step sizes [logspace(-6,5,15), logspace(-6,5,15)] (left) and
[logspace(5,-6,15), logspace(5,-6,15)] (right).
Radau IA (3) method stagnates after 39 columns at 10−4. On the right-hand side the
relative norm of the iterate hj is displayed. While for the two methods with iterates on
M the relative norm of hj correlates with the relative residual norm on the left-hand
side in accordance with ‖L(ZjZ∗j )‖F = ‖hjh∗j‖F = ‖hj‖2F, this is not the case for the
method Radau IA (3). This behavior is in agreement with the invariance equation (16.2),
which for iterates onM connects the Lyapunov residual and hjh∗j . On the other hand,
for iterates not lying onM, we have to apply the more general sum (16.4). That is, the
Lyapunov residual consists of hjh∗j and terms depending on Ki = AHi for i = 1, . . . , j.
The convergence plots for the rail79k example are displayed in Figure 16.3. With 7
inputs and Butcher tableaus of size 3, after 30 steps of Algorithm 15.1 the approximate
Cholesky factor Z is made up of 630 columns. We investigated the sensitivity of the
methods to the choice of the time step sizes. Therefore 15 steps with increasing (de-
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creasing) time step sizes on the left-hand (right-hand) side were performed, then the
same 15 time step sizes were used again. For the increasing time step sizes on the left-
hand side the first half of the residual norm plot shows the same behavior as for the
previous example. Using the identical 15 time step sizes a second time, it can be seen
that the residual norms for the two methods with iterates onM decrease further, while
for the Radau IA (3) method it stagnates at the same level as after the first 15 steps. On
the right-hand side we observe that starting with larger time step sizes is advantageous
for the methods with iterates onM, as the decay of the residual norm is faster at the
beginning (but results in the same final residual due to (16.12)). For the Radau IA (3)
method however we do not observe any convergence.
The first numerical experiment shows the effects of Theorem 16.1. In the methods
which satisfy the tableau condition (16.5), a direct connection between L(ZjZ∗j ) and hj
exists, while for other methods the Ki from the sum (16.4) are relevant, too. The second
experiment was used to demonstrate that the methods with iterates on M are robust
regarding the order choice of the time step sizes. That is, the order of the time step sizes
does not alter the final approximation, in agreement with (16.12). On the other hand,
in methods whose iterates do not lie onM no convergence takes place if too large time
step sizes are chosen.
Our experiments indicate that those Runge-Kutta methods with iterates onM (i.e.
the same iterates as generated in the ADI iteration) have properties which are advanta-
geous over other Runge-Kutta methods for the approximate solution of the Lyapunov
equation.
17. Sylvester equation
In this section we consider the Sylvester equation
AY −YB − FGT = 0 (2.2 revisited)
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with the system matrices A ∈ Rn×n, B ∈ Rm×m, F ∈ Rn×r and G ∈ Rm×r, r ≤ n,m.
We assume that the spectra of A and B are disjoint, λ(A) ∩ λ(B) = ∅, as then (2.2)
has a unique solution.
Similar to the Lyapunov case where we only considered Lyapunov equations AP +
PAT = −BBT with rank-one right-hand side, we will restrict our discussion to the case
r = 1, F = f , G = g here. The case r > 1 with F = [f1, . . . , fr] and G = [g1, . . . , gr]
can be reduced to Y = ∑ri=1 Yi with AYi −YiB = figTi , i = 1, . . . , r.
In analogy to (15.1) and (15.2) we consider the system of ODEs
d
dtY (t) = ĥ(t)h̆(t)
T, Y (0) = 0,
d
dt ĥ(t) = Aĥ(t), ĥ(0) = f , (17.1)
d
dt h̆(t) = −B
Th̆(t), h̆(0) = −g.
Please note that for t → ∞ in general we will have Y (t) 6→ Y . Nonetheless, as we will
see, (17.1) is useful in order to derive approximations to Y .


















By integrating both sides over the interval [0, t] we find
d
dtY (t) = AY (t)− Y (t)B − fg
T.
Thus the solution of the system of ODEs (17.1) does not satisfy (2.2) exactly, a rank
one residual does remain
AY (t)− Y (t)B − fgT = ĥ(t)h̆(t)T.
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We therefore intend to apply numerical quadrature methods to (17.1) which preserve
the rank-one residual.
17.1. Approximating Y by Runge-Kutta methods
We propose to solve the partitioned system of ODEs (17.1) in two main steps, in
analogy to the approach for the Lyapunov equation in Section 15. First, the latter
two equations for ĥ(t) and h̆(t) are solved, then the equation for Y (t) is solved. To
solve the three ODEs we will make use of three different s-stage Runge-Kutta methods:
The function Y (t) is approximated using the Butcher tableau with Λ(j) ∈ Cs×s and
β(j) ∈ Cs, the function ĥ(t) with Λ̂(j) ∈ Cs×s and β̂(j) ∈ Cs and the function h̆(t) with
Λ̆(j) ∈ Cs×s and β̆(j) ∈ Cs. As before, the upper index j is used to denote the jth step
of the iteration and without loss of generality the time step sizes are all set to ωj = 1.
In analogy to the derivation in the Lyapunov case we find that the application of the
Runge-Kutta methods for ĥ(t) and h̆(t) lead to the iterations
ĥj = ĥj−1 + K̂j β̂
(j), (17.2)
h̆j = h̆j−1 + K̆j β̆
(j), (17.3)









h̆j−1, . . . , h̆j−1
]
−BTH̆j(Λ̆(j))T, (17.5)
holds (see (15.8)). The solution of (17.4) is unique if and only if
µ̂p 6= λ̂−1q ,
for all µ̂p ∈ λ(Λ̂(j)) and all λ̂q ∈ λ(A), while the solution of (17.5) is unique if and only
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if
µ̆k 6= −λ̆−1`
for all µ̆k ∈ λ(Λ̆(j)) and all λ̆` ∈ λ(B) (see (15.11)).
The jth iterate Yj approximating the function Y (t) is then given by
Yj = Yj−1 + Ĥj diag(β(j))H̆∗j
where Y0 = 0 (see the derivations leading to (15.9), in particular note that Λ does not
appear, as the right-hand side of Y ′(t) = ĥ(t)h̆(t)T is independent of Y (t)). We rewrite











, Γj = diag(Γj−1, β(j)).
The solution of the Sylvester equation is neither symmetric nor positive definite, so
the factors Ẑj and Z̆j need not be equal and Γj may contain arbitrary complex valued
entries.
Employing our main idea from Section 16 we only consider Runge-Kutta methods
whose iterates preserve the low rank property of the Sylvester residual, that is
AYj − YjB − fgT = ĥj h̆Tj . (17.6)
Thus the iterates Yj will not necessarily approximate the function Y (t) very well, but
Yj is a good approximation to Y when the residual ĥj h̆Tj is small.
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17.2. Runge-Kutta methods preserving an invariant
To characterize the tableaus which ensure that all iterates fulfill the rank-one residual
condition, we insert the first iterates Y1, ĥ1 and h̆1 into (17.6). For the left-hand side we
obtain
AY1 − Y1B − fgT = A(Y0 + Ĥ1 diag(β(1))H̆∗1)− (Y0 + Ĥ1 diag(β(1))H̆∗1)B − fgT
= AĤ1 diag(β(1))H̆∗1 − Ĥ1 diag(β(1))H̆∗1B − fgT
= K̂1 diag(β(1))H̆∗1 + Ĥ1 diag(β(1))K̆∗1 − fgT
= K̂1 diag(β(1))
(








(1))h̆∗0 + K̂1 diag(β(1))Λ̆(1)K̆∗1
+ ĥ0(β
(1))TK̆∗1 + K̂1(Λ̂
(1))T diag(β(1))K̆∗1 − fgT,















holds. As g is real gT = g∗ and so the equation
K̂1β


















β̂(1)(β̆(1))∗ − diag(β(1))Λ̆(1) − (Λ̂(1))T diag(β(1))
)
K̆∗1 ,
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which is satisfied for β̂(1) = β(1), β̆(1) = β(1), and
diag(β(1))Λ̆(1) + (Λ̂(1))T diag(β(1))− β(1)(β(1))T = 0.
Via induction this leads to the conditions




Please note that Λ̆(j), β̆(j) and Λ̂(j), β̂(j) from the Butcher tableaus for approximating
h̆(t) and ĥ(t) are relevant here, as well as β(j) from the Butcher tableau for Y (t), but




µ̂1 0 · · · 0
β1 µ̂2 · · · 0
... ... . . . ...




µ̆1 0 · · · 0
β1 µ̆2 · · · 0
... ... . . . ...










17.3. Multiplicative update formulae for the residual factors ĥj and
h̆j
Let us assume that (17.7) holds with β(j)k 6= 0, k = 1, . . . , s. Further assume that
A and B are diagonalizable, that is, A = V̂ D̂V̂ −1 and B = V̆ D̆V̆ −1 with D̂ =
diag(λ̂1, . . . , λ̂n) and D̆ = diag(λ̆1, . . . , λ̆m). Then, as in the case of the Lyapunov
equation in Section 16.1, we find that the iterations (17.2) and (17.3) can be written in
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with the stability functions
R̂j(z) = 1 + z(β(j))T(I − zΛ̂(j))−11s,
R̆j(z) = 1 + z(β(j))T(I − zΛ̆(j))−11s.
As in the Lyapunov case, these stability functions only depend on the eigenvalues of the
tableaus Λ̂(j) and Λ̆(j). In order to see this, first observe that for β(j)i 6= 0, i = 1, . . . , s,
we find from (17.7) by multiplying with diag(β(j))−1 from the right (respectively left)
0 = diag(β(j))Λ̆(j) diag(β(j))−1 + (Λ̂(j))T − β(j)1Ts ,
0 = Λ̆(j) + diag(β(j))−1(Λ̂(j))T diag(β(j))− 1s(β(j))T.
As any matrix is similar to its transpose, these equations imply the similarities
Λ̂(j) − 1s(β(j))T ∼ −Λ̆(j),
Λ̆(j) − 1s(β(j))∗ ∼ −Λ̂(j).
(17.11)
Let Λ̂(j) have eigenvalues µ̂1, . . . , µ̂s and let Λ̆(j) have eigenvalues µ̆1, . . . , µ̆s. Now
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Algorithm 17.1 Low rank solution to (2.2) via 1-stage Runge-Kutta methods
Input: A ∈ Rn×n, B ∈ Rm×m, f ∈ Rn×1, g ∈ Rm×1, parameters {µ̂1, . . . , µ̂N} ⊂ C
and {µ̆1, . . . , µ̆N} ⊂ C
Output: matrices Ẑ ∈ Cn×N , Z̆ ∈ Cm×N and Γ ∈ CN×N with ẐΓZ̆∗ ≈ Y
1: initialize ĥ0 = f , h̆0 = −g, Ẑ0 = Z̆0 = Γ0 = [ ]
2: for j = 1, . . . ,N do
3: solve (I − µ̂jA)Ĥj = ĥj−1 for Ĥj
4: solve (I + µ̆jBT)H̆j = h̆j−1 for H̆j
5: update Ẑj = [Ẑj−1, Ĥj ]
6: update Z̆j = [Z̆j−1, H̆j ]
7: update Γj = diag(Γj−1, (µ̂j + µ̆j)Ir)
8: ĥj = ĥj−1 + (µ̂j + µ̆j)AĤj
9: h̆j = h̆j−1 − (µ̂j + µ̆j)BTH̆j
10: end for
11: Ẑ = ẐN , Z̆ = Z̆N , Γ = ΓN
with (6.5) and (17.11) we have (similar to (16.11))
R̂j(z) =
























Thus, if the invariance condition (17.6) is enforced, then the stability functions of the
Runge-Kutta method for ĥ(t) and for h̆(t) are not independent of each other. Both
depend on the eigenvalues of Λ̂(j) and Λ̆(j). Thus, also the iterates ĥj (17.9) and h̆j
(17.10) depend on those eigenvalues.
The stability functions corresponding to the s-stage DIRK tableaus as in (17.8) will
have the form (17.12). As in Section 16.2 we can restrict ourselves to the use of several
different 1-stage Butcher tableaus satisfying the tableau conditions (17.7), i.e. Λ̂(j) =
µ̂j ∈ C and Λ̆(j) = µ̆j ∈ C with β(j) = β̂(j) = µ̂j + µ̆j ∈ C and β(j) = β̆(j) = µ̂j + µ̆j ∈
C.
The resulting iteration for a low rank approximation to the solution of the Sylvester
equation (2.2) is summarized in Algorithm 17.1. It is equivalent to [48, Alg. 3.4] with
αj = −µ̆−1j and βj = µ̂−1j (and E = In, C = Im, r = 1).
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In the special case B = −AT and g = −f the Sylvester equation (2.2) reduces
to the Lyapunov equation (1.2). If additionally µ̂j = µ̆j , j = 1, . . . ,N , holds, then
Algorithm 17.1 reduces to Algorithm 16.1 and we find µ̂j + µ̆j = 2 Re(µ̂j) ∈ R.
18. Conclusions
In this part we presented an approach to approximate linear matrix equations via
numerical quadrature. The time-dependent Gramian was interpreted as the solution of
a system of ODEs, which converges to the exact solution of the Lyapunov equation. To
solve the occurring ODE an efficient way to apply Runge-Kutta methods was presented.
The space spanned by the approximate Cholesky factor was identified to be a (rational)
Krylov subspace. Hence, when the approximate Gramians are used for balancing re-
lated model order reduction, then the moments of the reduced system coincide with the
moments of the original systems at the inverses of the (conjugated) eigenvalues of the
Butcher tableaus multiplied with the time step sizes, while explicit quadrature methods
correspond to interpolation at infinity.
A geometric integration approach was used to identify Runge-Kutta methods which
preserve the rank of the initial residual. These methods were characterized via a simple
condition on the corresponding Butcher tableaus. Stability functions of the Runge-Kutta
methods were used to obtain an efficient residual based iteration which is equivalent to
the ADI iteration. An approach for the Gramian approximation via Legendre polyno-
mials was shown to be equivalent to our geometric integration approach when Gauß-
Legendre methods are used. In numerical experiments the robustness of the geometrical
integration approach was demonstrated.
All ideas are applied in slightly modified form to the Sylvester equation. Although
the solution of the considered system of ODEs does not converge to the solution of the
Sylvester equation, the application of Runge-Kutta methods which preserve the initial
rank of the residual yields a sound approximation. That is, by retaining a geometric,
qualitative property during the quadrature an ADI equivalent algorithm for the approx-
imation of the solution of a Sylvester equation was derived from a system of ODEs.
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A. Additional algorithms
Algorithm A.1 Lyapunov RADI iteration without RAD calculation (cf. Algorithm 9.2)
Input: system matrices A, B, C, set of shifts s ⊂ C with s∩−s = ∅
Output: approximate solution ZjYjZ∗j , residual factor Rj
1: initialize Z0 = [ ], Y −10 = [ ], R0 = C∗, K0 = 0, j = 0
2: while not converged do
3: obtain new shift(s) µ from s
4: expand RAD, obtain Z̃, U1, D . solve Z̃ = (A∗ −KjB∗ − µIn)−1Rj
5: solve Y22D+D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1 = 0 for Y22





7: update Rj+1 = Rj + Z̃Y −122 U∗1
8: update Kj+1 = Kj + Z̃Y −122 (Z̃∗B)
9: j = j + 1
10: end while
Algorithm A.2 Riccati RAD iteration (R2ADi) with E (see Section 10.1)
Input: system matrices A, E, B, C, set of shifts s ⊂ C with s∩−s = ∅
Output: approximate solution ZjYjZ∗j , residual factor Rj
1: initialize Z0 = [ ], Y −10 = [ ], R0 = C∗, h0 = [ ], H−0 = [ ], s0 = [ ], j = 0
2: while not converged do
3: obtain new shift(s) µ from s
4: expand RAD, obtain Z̃, U1, D . solve Z̃ = (A∗ − µE∗)−1Rj
5: solve Y12D+H−j∗Y12 − s∗j (B∗Z̃) = 0 for Y12
6: solve Y ∗12Yjh∗jU1 + Y22D+ U∗1hjYjY12 +D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1 = 0 for Y22





8: update Rj+1 = C∗ +E∗Zj+1Yj+1h∗j+1







10: update sj+1 = [sj , B∗Z̃]
11: j = j + 1
12: end while
138
Algorithm A.3 Lyapunov RADI iteration with E (see Section 10.1)
Input: system matrices A, E, B, C, set of shifts s ⊂ C with s∩−s = ∅
Output: approximate solution ZjYjZ∗j , residual factor Rj
1: initialize Z0 = [ ], Y −10 = [ ], R0 = C∗, h0 = [ ], H−0 = [ ], s0 = [ ], K0 = 0, j = 0
2: while not converged do
3: obtain new shift(s) µ from s
4: expand RAD, obtain Z̃, U1, D . solve Z̃ = (A∗ −KjB∗ − µE∗)−1Rj
5: solve Y22D+D∗Y22 − Z̃∗BB∗Z̃ −U∗1U1 = 0 for Y22





7: update Rj+1 = Rj +E∗Z̃Y −122 U∗1
8: update Kj+1 = Kj +E∗Z̃Y −122 (Z̃∗B)










10: update sj+1 = [sj , B∗Z̃]
11: j = j + 1
12: end while
Algorithm A.4 Lyapunov ADI iteration (see Section 10.2)
Input: system matrices A, B, set of shifts s ⊂ C with s∩−s = ∅
Output: approximate solution ZjYjZ∗j , residual factor Rj
1: initialize Z0 = [ ], Y −10 = [ ], R0 = B, j = 0
2: while not converged do
3: obtain new shift(s) µ from s
4: expand RAD, obtain Z̃, U1, D . solve Z̃ = (A∗ − µIn)−1Rj
5: solve Y22D+D∗Y22 −U∗1U1 = 0 for Y22





7: update Rj+1 = Rj + Z̃Y −122 U∗1
8: j = j + 1
9: end while
Algorithm A.5 Lyapunov ADI iteration with simple RAD expansion (see Section 10.2)
Input: system matrices A, B, set of shifts s ⊂ C+
Output: approximate solution ZjZ∗j , residual factor Rj
1: initialize Z0 = [ ], R0 = B, j = 0
2: while not converged do
3: obtain new shift µ from s
4: solve Z̃ = (A∗ − µIn)−1Rj
5: update Zj+1 = [Zj ,
√
2 Re(µ)Z̃]
6: update Rj+1 = Rj + 2 Re(µ)Z̃
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