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Abstract
We give a comprehensive discussion, including a detailed proof, of the area-
angular momentum-charge inequality for axisymmetric black holes. We analyze the
inequality from several viewpoints, in particular including aspects with a theoretical
interest well beyond the Einstein-Maxwell theory.
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1 Introduction
The main result of this article is the following theorem
Theorem 1.1. Let S be either
I. a smooth stable axisymmetric marginally outer trapped surface embedded in a space-
time, satisfying the dominant energy condition, with non negative cosmological con-
stant Λ, angular momentum J , charges QE and QM and area A, or,
II. a smooth stable axisymmetric minimal surface in a maximal data set, satisfying the
dominant energy condition, with non-negative Λ, angular momentum J , charges QE
and QM and area A.
Then
A2 ≥ 16π2[4J2 + (Q2E +Q2M)2]. (1)
Moreover, the equality in (1) is achieved if and only if the surface is the extreme Kerr-
Newman sphere (see section 3.2).
This type of relation among physical parameters of black holes plays a relevant role in
the context of the standard picture of classical gravitational collapse [43]. In this sense, the
works of Penrose (see the review [39] on Penrose inequality) offer a paradigmatic example
with the proposal of a lower bound for the total mass in terms of the size (area) of the black
hole in the form m2 ≥ A/16π. The efforts to formulate similar geometrical inequalities
incorporating the angular momentum of the black hole have led to two different lines of
research. The first one, started in [21] and followed in [18], [19], is of global nature and
provides a lower bound to the total mass in terms of the angular momentum and charges
in a vacuum black hole spacetime
m2 ≥ |J |
2
m2
+Q2E +Q
2
M . (2)
The second line of research leads to inequality (1), which presents a quasilocal character
in the sense that only the geometry on a closed surface is involved in the analysis.
The first explicit lower bounds for the area solely in terms of black hole physical
parameters, including the angular momentum, were given in [32, 33, 5] (see also [6]) in
stationary black holes, and later in [1], [22] and [36] within dynamical scenarios (see also
[26], [23], [47], [35], [27] and [37] and the review article [24] on the subject).
In the recent article [27], a first straightforward approach to prove inequality (1) in the
dynamical case was presented. It consists in matching the variational problem discussed
in [33] for the stationary axisymmetric case with the dynamical quasilocal treatment in
[36] (see also [16] and [40] for further clarification on the relation between the stationary
and the dynamical quasilocal approaches). More specifically, as shown in [27], the proof
of the strict case in point I of Theorem 1.1 with vanishing magnetic charge QM = 0
follows directly from the proof in [33] under the assumption of strict stability. We note
that the rigidity result is lacking in [27]. We would like to mention that as this article
was written, we have learned that the inclusion of the marginally stable case may also be
done [15] following the same procedure as in [33], and whose resolution would lead to the
full inequality (1).
It is remarkable that both inequalities, (1) and (2) can be obtained via a variational
principle involving energy flux functionals [37]. Although both procedures can be carried
over without reference to one another, the similitude between the functionals suggests a
deeper relation between them, and ultimately, a possible relation between the inequalities
themselves.
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In this article we pursue three goals. The first one is to establish and give a detailed
proof of the AJQ inequality, completing and extending the analysis in [27]. This is relevant
for several reasons, namely, it gives information about the allowed values of the physical
parameters for black holes. In particular it shows that, even in non-vacuum dynamical
scenarios, the relations between these basic parameters remain simple. Also, it puts in
evidence the special role of extreme Kerr-Newman black hole, a fact that might shed
light on the stability of black holes. Finally, the relevance of this type of inequalities in
the study of multiple black hole configurations, and as a powerful tool to probe known
solutions was made clear in the work of Neugebauer et al. [42] (see also [16]), where they
strongly use the uncharged version of (1) to prove by contradiction, that two rotating
black holes do not exist in equilibrium.
The second goal of the present article is to gain insights about the underlying mech-
anisms leading to such an inequality as (1). In this respect, we expose two different
approaches to the AJQ inequality. One of them relaxes to certain extent the axial sym-
metry assumption and makes use of harmonic maps between the surface and the complex
hyperbolic space H2
C
. The second approach makes use of geodesics in H2
C
. Both ap-
proaches implement a minimization procedure which lead to Theorem 1.1, a procedure
which seems to be needed due to the presence of the angular momentum (cf. [23, 47],
where an inequality between area and electric and magnetic charges is obtained without
axial symmetry and where no variational problem is formulated).
The third goal of the article is to show how stable marginally outer trapped surfaces
(MOTS’s) and stable minimal surfaces over maximal surfaces can be treated on the same
footing in the study of these quasilocal inequalities. Since the global characterization
of a black hole in terms of notions such as the event horizon is of little practical use in
the present quasilocal context, we must resort to quasilocal objects to represent black
holes. Both, MOTS’s and minimal surfaces has been extensively studied and used in
the literature as signatures of the presence of a black hole region, at least in strongly
predictable spacetimes [31], and more precisely, in the study of quasilocal inequalities,
but, as far as we know, no link was established between the two types of surfaces in this
context. Although in the generic case there are fundamental differences between minimal
surfaces and MOTS [2], in this article we point out that their respective notions of stability
crucially lead (in axisymmetry) to the same integral characterization and ultimately, to
the same inequality.
Although much has been done during the last few years in the field of geometrical
inequalities for black holes, there are still many open questions to be studied. One of
them is the possible explicit inclusion of the cosmological constant into the inequalities,
in the presence of angular momentum (the area-charge case has already been addressed
in [47]). We emphasize that our result, Theorem 1.1 allows the spacetime to have a non-
negative Λ, but this quantity does not enter into the inequality (1). So we wonder how
is inequality (1) modified by its explicit introduction, and moreover, what happens with
the negative Lambda case. Results in [47] provide a first step in this direction.
Another issue that must be better understood is the connection between the two types
of inequalities mentioned above, (1) and (2). We give some insights in this article (see the
appendix), but there are many issues that are not entirely yet clear. This is not an easy
problem, since it involves linking global and quasilocal viewpoints. It would be, however,
very desirable, since its full resolution would give a concrete probe to compare with the
Penrose inequality.
Finally, we want to mention that this type of quasilocal inequalities has been discussed
in a broader context lately, mainly by Dain, [24], [25], and we are forced to wonder about
the universal validity of such a relation. Within the context of electrovacuum black holes,
in this article we give a first step by studying the case of general surfaces within maximal
initial data (that is, surfaces that are not necessarily minimal), and prove its validity.
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We understand that there is much work to do in order to generalize the results presented
here to ordinary objects. Nevertheless, due to the rigidity statement in Theorem 1.1,
and to the special properties of black holes in nature, one might expect that the extreme
Kerr-Newman sphere should play a key role also in the general setting. We believe this
will be an active field of research during the next years.
The article is organized as follows. In section 2 we introduce the basic elements needed
for the statement of our main result. This includes the formal definitions of angular
momentum and charges of a surface within the Einstein-Maxwell-matter theory and an
outline of stable axially symmetric marginally outer trapped surfaces and stable axially
symmetric minimal surfaces over maximal slices. In particular, as we mentioned above,
we will show that the stability condition for both surfaces leads to the same integral
characterization. Finally but crucially, we identify a set of suitable potentials to describe
the gravitational and electromagnetic fields which proves to be useful for handling the
variational problem needed to establish inequality (1).
In section 3 we present the main partial results leading to Theorem 1.1, which are
written up in the form of three Lemmas, 3.1, 3.2, and 3.4 and give, respectively, a lower
bound to the area in terms of a functional on the 2-sphere, an absolute lower bound
to this functional, and the rigidity statement. Moreover, in section 3.1, we present an
interesting application to black hole initial data which intends to study the general validity
of the AJQ inequality for black hole spacetimes. In section 3.2 we study the so-called
extreme Kerr-Newman sphere, pointing out the MOTS and minimal surface viewpoints
and its connection. We also give an interesting geometric description of the extreme
Kerr-Newman horizon geometry in terms of semicircles in the complex hyperbolic space.
In section 4 we present the proof of Theorem 3.2. We do so by following two ap-
proaches and highlighting different aspects of the underlying structure. The first one, in
section 4.1 makes contact with harmonic maps, and the second one, in section 4.2 solves
the minimization problem by identifying the minimizers with geodesics in the complex
hyperbolic space.
We also include an appendix where we discuss the possible relation between quasilocal
and global inequalities.
2 Settings
In this section we introduce the objects that will be used as the black hole signatures,
namely stable marginally outer trapped surfaces and stable minimal surfaces. We will
expose their main properties and, more importantly, we will show how, under the ax-
isymmetry hypothesis, the stability notions for both types of surfaces lead to a single
inequality from which (1) is obtained. In order to do so, we begin with a brief outline of
closed surfaces embedded in a spacetime, their intrinsic and extrinsic geometry and the
physical quantities one can associate to them.
Let (V , gab) be a spacetime satisfying the Einstein equations
Gab = 8π(T
EM
ab + T
M
ab )− Λgab , (3)
where Gab := Rab − 12Rgab is the Einstein tensor, gab and ∇a are the spacetime metric
and its Levi-Civita connection respectively, Λ ≥ 0 is a non-negative cosmological constant
and we have decomposed the stress-energy tensor Tab into its electromagnetic T
EM
ab and
non-electromagnetic TMab components. We assume that the latter satisfies the dominant
energy condition.
Consider a spacelike surface S embedded in the spacetime, with induced metric qab
and Levi-Civita connection Da. Let ℓ
a and ka be future-oriented null vectors normal to
S such that ℓak
a = −1 and ℓa is outward-pointing. Regarding the extrinsic curvature
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elements, we introduce the expansion associated to ℓa, θ(ℓ) := qab∇aℓb, the shear tensor
σ
(ℓ)
ab := q
c
aq
d
b∇cℓd − 12θ(ℓ)qab, and the normal fundamental form Ω
(ℓ)
a := −kcqda∇dℓc. It is
important to remark that the normalization condition on the null normals ℓa, ka leaves
a boost rescaling freedom: ℓ′a = fℓa, k′a = f−1ka under which θ(ℓ) and Ω
(ℓ)
a transform
respectively as θ(ℓ
′) = fθ(ℓ) and Ω
(ℓ′)
a = Ω
(ℓ)
a +Da ln f .
Although the main inequality can be understood more naturally in the context of
globally axisymmetric black hole space-times, it is remarkable that in fact, only very little
quasilocal (rather than global) axisymmetry is necessary for its validity. For this reason
we give here the most basic notion of axisymmetry under which (1) is valid.
We say that the closed surface S is axisymmetric if there exists a Killing vector field
ηa on S, i.e. Lηqab = 0, with closed integral curves and normalized so that its integral
curves have an affine length of 2π, and such that
LηΩ(ℓ)a = LηΠ(Aa) = LηE⊥ = LηB⊥ = 0. (4)
Above Aa is the electromagnetic potential given by Fab = ∇aAb − ∇bAa, Fab is the
electromagnetic field tensor, Π(Aa) is the pullback of the form Aa to the tangent space
of S and E⊥ and B⊥ are the electric and magnetic fluxes across S, given by
E⊥ := ℓ
akbFab , B⊥ := ℓ
akb∗Fab , (5)
where ∗Fab is the dual of Fab. Note that E⊥ and B⊥ are independent of a conformal
rescaling of the null normals.
If S is axisymmetric, then we define the projection of Ω
(ℓ)
a along the Killing vector ηa ,
Ω
(η)
a := ηbΩ
(ℓ)
b ηa/η, where η := η
aηa. Crucially, Ω
(η)
a is then divergence-free and therefore
invariant under null normal rescalings preserving the axisymmetry.
2.1 Angular momentum and electromagnetic charges
We now introduce three physical quantities1 associated with a surface S in the context of
Einstein-Maxwell-matter theory, namely, the charges and the angular momentum.
Following [10] we write the electric and magnetic charges of the surface S, respectively,
as
QE = QE(S) := − 1
4π
∫
S
E⊥dS , QM = QM(S) := − 1
4π
∫
S
B⊥dS , (6)
where dS is the area element of S. By integrating Maxwell’s equations ja = ∇bF ba and
0 = ∇b∗F ba, where ja is the electric charge current, we have the conservation law
QE(∂Σ) =
∫
janadV, QM(∂Σ) = 0 , (7)
where Σ is a spatial 3-slice with boundary ∂Σ, nb is the unit normal vector to Σ and dV is
the volume element in Σ. In particular, this shows that in the absence of matter between
two surfaces S, S′ the charges are conserved, i.e. Q(S) = Q(S′).
If the surface S is axially symmetric with axial Killing vector ηa, then one can define
[7, 13] a canonical angular momentum of S given, within the Einstein-Maxwell-matter
context, by
J = J(S) := − 1
8π
∫
S
Ω(ℓ)a η
adS − 1
4π
∫
S
Aaη
aE⊥dS. (8)
1Note that the sign convention in this article is consistent with that in [10], [51] and opposite to that
in [27], [13]. This does not affect the inequality (1), that involves only quadratic expressions.
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If the axial vector ηa is the restriction of a global spacetime axisymmetric vector, J can
be expressed as [14]
J(S) = − 1
16π
∫
S
∇bηadSab − 1
4π
∫
S
Aaη
aE⊥dS , (9)
with dSab = (ℓakb − kaℓb)dS. Note that, as given by (9) J(S) is well defined for an
arbitrary non-necessarily axisymmetric surface S. The first term is the so-called Komar
angular momentum JK , i.e. JK := − 116π
∫
S
∇bηadSab. Moreover, we also have [14, 28]
J(∂Σ) = −
∫
Σ
TMab η
anbdV −
∫
Σ
ηaAajbn
bdV. (10)
Therefore, in the absence of matter between surfaces S and S′, the angular momentum
(9) is conserved, J(S) = J(S′).
2.2 Stable MOTS’s and stable minimal surfaces
We recall here the definitions of stable marginally outer trapped surfaces in a given space-
time and stable minimal surfaces over maximal slices, which are the main two types of
surfaces we are interested in this article.
We say that S is a marginally outer trapped surface, or MOTS if θ(ℓ) = 0. Moreover,
we say that it is stable (or more precisely, spacetime stably outermost, according to the
definition in [36]; see also [3, 4, 30, 44]) if there exists an outgoing vector Xa = γℓa−ψka,
with functions γ ≥ 0, ψ > 0, such that δXθ(ℓ) ≥ 0. Here δX denotes the deformation
operator on S [3, 4, 13] that controls the infinitesimal variations of geometric objects
defined on S under an infinitesimal deformation of the surface along the vector Xa. S
is a stable axisymmetric MOTS if S is axisymmetric and stable with axisymmetric γ, ψ.
Given a stable axisymmetric MOTS S with axial Killing vector ηa, the stability condition
for S is translated into the inequality (see [36, 38] for details)∫
S
[
|Dα|2q +
RS
2
α2
]
dS ≥
∫
S
[
|Ω(η)|2qα2 + |σ(ℓ)|2qαβ +Gabαℓa(αkb + βℓb)
]
dS , (11)
valid for all axisymmetric functions α on S. Here | · |q is the norm with respect to the
2-metric qab on S, RS is the scalar curvature on S, and β := αγ/ψ. Use the Einstein
equations (3) and insert the expression 8πTEMab ℓ
akb = E2⊥ + B
2
⊥ (see [13, 23] in (11) to
obtain the inequality (see [27])∫
S
[
|Dα|2q +
RS
2
α2
]
dS ≥
∫
S
[
|Ω(η)|2q + E2⊥ + B2⊥
]
α2dS. (12)
To pass from the stability condition (11) to inequality (12) we have also discarded the
non-negative shear term, the non-electromagnetic matter contribution (due to the energy
condition) and the non-negative cosmological constant.
We introduce now the second type of surfaces we are interested in this article, namely,
stable axisymmetric minimal surfaces over maximal slices. Consider a maximal initial
data (Σ, hab,Kab, Ea, Ba) for the Einstein-Maxwell-matter system, where hab, Kab are
the first and second fundamental forms of Σ respectively, and Ea := Fabn
b, Ba :=
∗Fabn
b
are the electromagnetic fields on Σ. As the datum is maximal we have habKab = 0.
Suppose that S ⊂ Σ is a minimal surface, namely one whose mean curvature (inside Σ) is
zero. The surface S is stable if the second variation of the area is non negative, δ2αe1A ≥ 0
for all functions α. Suppose now that S is an axisymmetric surface in the sense introduced
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before where ℓ = n + e1, k = n − e1 and where n is the space-time-normal to Σ and e1
one of the two normals to S in Σ. Then the axisymmetric surface S is stable if the second
variation of the area is non negative, δ2αe1A ≥ 0 for all axisymmetric functions α. It is
worth noting, to conciliate the stability definition for minimal surfaces and MOTS, that
if for an axisymmetric minimal surface there is γ > 0 such that δγe1θ ≥ 0 (where θ are
the mean curvatures in Σ) then the surface is stable in the sense before.
Given a stable axisymmetric minimal surface S in a maximal slice, the stability con-
dition is translated into the standard∫
S
[
|Dα|2 + RS
2
α2
]
dS ≥
∫
S
1
2
[
R+ |Θˆ|2
]
α2dS (13)
where Θˆ is the trace-less part of the second fundamental form Θ and R is the scalar
curvature of the slice. Using the energy constraint R = |K|2+2(|E|2+|B|2)+16πTMab nanb
and that Ω
(η)
a ηa = −K(η, e1) we obtain after discarding some non-negative quadratic
terms (in |K|2 and |E|2 + |B|2) and the non-negative term in TMab nanb, exactly the same
inequality (12) which was obtained for stable MOTS’s.
2.3 The quasilocal potentials
In this section we write the relevant components of the intrinsic and extrinsic geometry of
S, together with the electromagnetic field in terms of a set of potentials D = (σ, ω, ψ, χ)
which are appropriate for applying the variational procedure which proves inequality (1).
Let S be either an axisymmetric stable MOTS, or an axisymmetric stable minimal
surface (in a maximal slice). We assume that over S either J , QE or QM are non-zero,
otherwise there is nothing to prove and the inequality (1) is trivial. Choosing α = 1 in
(12), and applying the Gauss-Bonnet theorem, it follows that the Euler characteristic of
S is positive and therefore S is topologically a sphere. Thus the metric over S can be
written uniquely in the form (see [9, 22])
ds2 = e2c−σdθ2 + eσsin2θdϕ2 , (14)
where c is a constant. With this choice of coordinate system, the area element and area of
S are given respectively by dS = ecdS0, with dS0 = sinθdθdϕ, and A = 4πe
c. Moreover,
the regularity of the metric at the poles requires σ|θ=0,π = c. In addition, the squared
norm η of the axial Killing vector ηa is given by η = eσsin2θ.
Regarding the 1-form Ω
(ℓ)
a , we write its Hodge decomposition in divergence-free and
exact parts (see [36, 37])
Ω(ℓ)a = ǫabD
bω˜ +Daλ , (15)
for some regular functions ω˜ and λ on S. From the axisymmetry of S it follows that this
divergence-free part is given by Ω
(η)
a . Explicitly
Ω
(η)
θ = 0 , Ω
(η)
ϕ = −eσ−c sin θ ω˜′ , (16)
where the prime denotes derivative with respect to the variable θ. Next, let ψ, χ, ω be
regular functions of θ defined through the following expressions,
ψ′ = −E⊥ec sin θ, χ′ = −B⊥ec sin θ, (17)
ω′ = 2ηω˜′ − 2χψ′ + 2ψχ′. (18)
It is remarkable that with this choice of potentials, the charges and angular momentum
are given by the boundary values of ψ, χ and ω. To see this, use (6) and (17) to get
QE =
ψ(π)− ψ(0)
2
, QM =
χ(π)− χ(0)
2
(19)
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and use (8) and (18) to find
J =
ω(π)− ω(0)
8
. (20)
Moreover, since the potentials ψ, χ, ω are defined up to an additive constant, we assume,
without lost of generality, that ψ(π) = −ψ(0) = QE, χ(π) = −χ(0) = QM and ω(π) =
−ω(0) = 4J .
Finally, note that the function ωK defined through ω
′
K = 2ηω˜
′ provides a potential for
the Komar angular momentum JK (cf. [36]): ωK(π) = −ωK(0) = 4JK .
3 Discussion of the main results
We present here the main results leading to the AJQ inequality, a discussion about its
more general validity and a detailed study of the unique minimizer for the area, namely,
the extreme Kerr-Newman sphere.
We begin by stating three lemmas which, together, prove Theorem 1.1. Lemma 3.1
establishes a lower bound for the area in terms of a bounded functional M. This result
comes up simply by rewriting the stability condition (12) for the surface S in terms of the
set D. The second statement, Lemma 3.2 gives an explicit sharp bound for the functional
M in terms of the angular momentum and charges. These two Lemmas prove the AJQ
inequality. The final statement, Lemma 3.4 proves that the AJQ inequality is saturated
by a unique set D0 called extreme Kerr-Newman sphere. We will discuss this special set
in section 3.2.
Consider the stability condition (12) valid for axisymmetric MOTS’s and minimal
surfaces (over maximal slices). Since it holds for any axisymmetric function α, we take,
as in [23], [36], [27] the probe function
α = ec−σ/2. (21)
Some insights about the reason for this choice of α is provided in section 3.2. Then rewrite
(12) in terms of the potentials (17)-(18) and use A = 4πec to arrive, following [22, 36, 27],
at a fundamental inequality which is summarized in the following lemma [27].
Lemma 3.1. Let S be an axisymmetric stable MOTS or an axisymmetric stable minimal
surface in a maximal slice. Then
A ≥ 4πeM−88 , (22)
where M is given by
M := 1
2π
∫ [
4σ + |Dσ|2 + |Dω + 2χDψ − 2ψDχ|
2
η2
+ 4
|Dψ|2 + |Dχ|2
η
]
dS0, (23)
and the norm | · | is taken with respect to the standard round metric on S2.
A fundamental sharp lower bound for the functional M is stated in the following
Lemma.
Lemma 3.2. Let D = (σ, ω, ψ, χ) be a regular set on S2 with fixed values of J , QE and
QM. Then
e
M−8
4 ≥ 4J2 +Q4, (24)
with Q2 = Q2E +Q
2
M.
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The proof of this result involves a minimization problem and can be approached in
different ways, that will be discussed in full detail in section 4.
We want to emphasize that Lemma 3.2 does not assume axisymmetry on the set
D = (σ, ω, ψ, χ). One of the proofs will deal with these non-necessarily axisymmetric sets
(see section 4.1). Finally, we give the precise definition of regular set mentioned in the
Lemma.
Definition 3.3. The set D = (σ, ω, ψ, χ) on S2 is a regular set if the functions σ, ω, ψ
and χ are C∞ on S2, and moreover, we have the following behavior near the poles
i) ω = ±4|J |+O(sin2 θ), ψ = ±QE +O(sin2 θ), χ = ±QM +O(sin2 θ),
where the signs +,− refer to the values at θ = π, 0 respectively.
ii) |Dω + 2χDψ − 2ψDχ| = O(sin3 θ).
We remark that if the functions ω, ψ, χ arise from a smooth set of axisymmetric fields
Ω
(η)
a , E⊥, B⊥ via equations (16), (17), (18), then, they satisfy items i) and ii) of Definition
3.3 automatically.
It is also important to stress that the Lemma 3.2 is also valid for smooth functions
σ, ω, ψ, χ such that they satisfy condition i) in the above definition and M is finite,
condition ii) being no longer necessary. We will come back to this point in section 4.1.
The final result we present concerns the uniqueness of a regular set saturating inequal-
ity (1).
Lemma 3.4. There exists a unique regular set D saturating the AJQ inequality (1), with
A = 4πeσ
∣∣
θ=0,π
and it is the extreme Kerr-Newman sphere set D0 = (σ0, ω0, ψ0, χ0) given
by
σ0 = ln
(
2a20 +Q
2
)2
Σ0
, (25)
ω0 = −4J 2a
2
0 +Q
2
Σ0
cos θ, (26)
ψ0 = −QE(2a
2
0 +Q
2) cos θ −QMa0
√
a20 +Q
2 sin2 θ
Σ0
, (27)
χ0 = −QM(2a
2
0 +Q
2) cos θ −QEa0
√
a20 +Q
2 sin2 θ
Σ0
(28)
with
a0 =
J
m0
, m0 =
√
Q2 +
√
4J2 +Q4
2
, (29)
Σ0 = Q
2 + a20(1 + cos
2 θ) (30)
In Section 3.2 we will discuss the properties of the minimizer set D0 and show that
this special datum appears in two non-equivalent important and concrete contexts,
O1. on a MOTS in the horizon of the extreme Kerr-Newman solution, and,
O2. on a minimal sphere in the extreme Kerr-Newman throat, which is a maximal initial
datum.
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3.1 On the general validity of the AJQ inequality
The case II in Theorem 1.1 allows to show that, in some situations, the AJQ-inequality
(1) is valid for any surface and not just for stable minimal axisymmetric surfaces over a
maximal slice. The particular situations in consideration will be those of “trumpet” and
“doubly asymptotically flat” axisymmetric initial data.
This result is interesting in the light of the conjecture that the foliation by maximal
slices, whose leaves are all of the same type (trumpet or doubly AF), is believed to cover
the whole domain of outer communication of the black holes. For this type of solutions
one expects the inequality to hold over a large variety of surfaces in the whole domain of
outer communication. It is worth stressing that one does not expect the equality in (1)
to be achieved at any surface in the trumpet or doubly AF maximal slice [45].
To define axisymmetric “trumpet” initial data sets we follow [49] and refer the reader
to this article for more details. A “trumpet” initial data set for the Einstein-Maxwell
equations is a maximal and axisymmetric electrovacuum initial datum (Σ;h,K;E,B),
with Σ ≈ R3\{0} and Σ/U(1) ≈ [0, 1]×R (in particular with an axis having two connected
components) and with particular asymptotics at the origin and at infinity. Precisely, we
require asymptotic flatness at infinity (of R3), and at the origin (of R3) requiring h to
approach a cylindrical metric in the following sense: there exists a diffeomorphism Φ
between, say, B1/2 \ {0} and (T,∞) × S2 so that (Φ∗h¯)ij − h¯ij = o(1) as t → ∞, where
h¯ denotes the cylindrical metric of the form h¯ = f2dt2 + q, with q a Riemannian metric
on S2. We refer to the origin as a cylindrical end. “Doubly asymptotically flat” initial
data are defined in exactly the same way but now with two asymptotically flat ends, at
infinity and at the origin of R3. We prove below the following proposition.
Proposition 3.5. Consider either an axisymmetric “doubly asymptotically flat” or a
“trumpet” maximal initial datum (Σ; (g,K); (E,B)) for the electrovacuum system, with
total angular momentum and charges J , QE and QM. Then for any oriented, non-
necessarily axisymmetric embedded surface S of arbitrary topology, its angular momentum
and charges are given by one of the following two possibilities
J = 0, QE = 0, QM = 0, or, (31)
J = J , QE = QE, QM = QM (32)
Moreover the AJQ-inequality (1) holds.
Proof. To better visualize the proof, let us assume that we choose a diffeomorphism
between R3 \ {0} and Σ in such a way that the orbits of the Killing field, as seen in
R3 \ {0}, are exactly those circles which are the rotations of points around the z-axis. In
this way the two components of the axis are given by {(x, y, z), x = y = 0, z > 0} and
{(x, y, z), x = y = 0, z < 0}.
Let S be an oriented surface. As a surface in R3 \ {0} ⊂ R3 it divides R3 into two
connected components. If the unbounded component contains the origin {0} then S
encloses (including S) a compact region in R3 \ {0} and therefore (by Gauss theorem) J ,
QE and QM are zero, namely their values are as in (31). In this case (1) is trivial. We
assume therefore that it is the bounded component that contains the origin. In this case
the values of J,QE and QM are (by Gauss theorem again) those of the end, namely as in
(32).
Now, in order to prove that the AJQ inequality (1) is satisfied, assume by contradiction
that (1) does not hold. Following [41], there are surfaces2 (possibly repeated) S1, . . . , Sm
2The conclusion is direct for “doubly asymptotically flat” initial data. For “trumpet” data it requires
a little more effort but feasible by taking into account that the “asymptotic spheres” over the cylindrical
end satisfy (1).
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realizing the infimum of the the areas A(S˜) where S˜ is isotopic to S, namely
∑
A(Si) =
inf{A(S˜), S˜ ∼ S}, where S˜ ∼ S means that S˜ is isotopic to S (one can see that the
infimum is non-zero). Moreover, the surfaces are non-contractible (to a point) in R3 \ {0}
and are also embedded. It follows that they are orientable (otherwise are contractible) and
stable. As the manifold (Σ, g) is axisymmetric (complete) and non-compact then every
Si, i = 1, . . . ,m is known to be axisymmetric. So each of them is either an axisymmetric
sphere or an axisymmetric torus (there are no axisymmetric surfaces of higher genus).
But, any axisymmetric torus is contractible to a point in R3 \ {0}, which is not possible.
Therefore all the S′is are axisymmetric spheres and as they are non-contractible (to a
point) in R3 \ {0} then they all must enclose the origin. Thus, the angular momentum
and charges of, say, S1, are the given J ,QE and QM. Therefore we have
A2(S) ≥ A2(S1) ≥ 16π2
[
4J 2 + (Q2E +Q2M)2
]
= 16π2
[
4J2 + (Q2E +Q
2
M)
2
]
(33)
as desired.
3.2 A discussion on the extreme Kerr-Newman sphere
We have seen above, that the set D0 given by equations (25)-(28) plays a crucial role in
bounding the area of an axisymmetric MOTS or minimal surface (over a maximal slice),
and moreover, due to Proposition 3.5, in bounding the area of any surface in axially
symmetric electrovacuum initial data. We show here how this set is related to extreme
Kerr-Newman solution, from where it takes the name extreme Kerr-Newman sphere set.
It is well known that the Kerr-Newman solution is parametrized by four quantities:
the mass m, the angular momentum J and the electromagnetic charges QE, QM. Of
these parameters, let J,QE, QM be fixed and decrease the remaining parameter m as
m ↓ m0. If we denote by Dm the set on the bifurcating sphere (for each m) then the limit
limm↓m0 Dm = D0 is obtained. In other words we take the limit of Dm as the black holes
become extremal to obtain D0 in (25)-(28). As we discuss below, this way of finding D0
allows one to see how this particular kind of datum arises in the contexts O1 and O2
mentioned in section 3.
The spacetime metrics for the Kerr-Newman solutions, in the usual Boyer-Lindquist
coordinates, are given by (see [14])
gabdx
adxb =− ∆− a
2 sin2 θ
Σ
dt2 − 2a sin
2 θ
Σ
(r2 + a2 −∆)dtdφ
+
(r2 + a2)2 −∆a2 sin2 θ
Σ
sin2 θdφ2 +
Σ
∆
dr2 +Σdθ2, (34)
where
Σ := r2 + a2 cos2 θ, ∆ := r2 + a2 +Q2 − 2mr. (35)
The parameter a = J/m is the angular momentum per unit mass and againQ2 = Q2E+Q
2
M.
The electromagnetic part of the solution is encoded in the potential Aa which is given
explicitly by (see [14])
Aa = −QEr
Σ
[(dt)a − a sin2 θ(dφ)a] + QM cos θ
Σ
[a(dt)a − (r2 + a2)(dφ)a] (36)
The subextremal Kerr-Newman black holes are those solutions with m2 >
Q2+
√
4J2+Q4
2 .
The extreme Kerr-Newman black holes are those solutions with m2 =
Q2+
√
4J2+Q4
2 . Let
us concentrate on non-extreme Kerr-Newman black holes. Let rH be the greatest root of
∆ = 0 (corresponding to the event horizon), explicitly rH = m +
√
m2 − a2 −Q2. The
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range of coordinates {r ≥ rH} (t ∈ R, θ ∈ [0, π), ϕ ∈ [0, 2π) arbitrary) covers exactly the
whole domain of outer-communication and its boundary {r = rH} consists of a bifurcating
sphere, a black hole horizon and a white hole horizon (respectively BHH and WHH, see
Figure 1). The bifurcation surface is located at {r = rH} over the maximal slice {t = 0}.
It has a double character: it is at the same time a strictly stable minimal surface over the
(doubling of the) maximal slice {t = 0} and a strictly stable MOTS on the space-time.
The area of the bifurcating sphere is easily calculated (use that ∆(rH) = 0) as
A(SH) = 4π(r
2
H + a
2) > 4π
√
4J2 +Q4, (37)
and we have
A(SH) ↓ 4π
√
4J2 +Q4, (38)
as m ↓ m0.
Extreme limit
Bifurcating sphere
BHH
BHH
WHH
WHH
Cylindrical end
AF end
AF end
Extreme Kerr−Newman
Kerr−Newman
Figure 1: Penrose diagram of the Kerr-Newman solution and its {t = 0} slice. Below, the
Penrose diagram of the extreme Kerr-Newman solution and its {t = 0} slice displaying
the cylindrical end and the asymptotically flat (AF) end.
We make now some claims, crucial to link the MOTS and minimal surface perspectives
and show why the limit Dm → D0 allows us to see the set D0 as in O1 and O2.
I. The set Dm over SH is the same as the set on any axisymmetric sphere S embedded
in the black (white) hole horizon. This can be seen as follows. The past (future)
space-time flow generated by the stationary Killing field pushes any surface S over
the black (white) hole towards SH and the convergence is smooth. As the flow by the
Killing vector field is an isometry (also leaving Fab invariant) and the components
(σ, ω, ψ, χ) of the set on the surface S are intrinsic to the surface, it follows by this
and continuity that the set over SH or over any axisymmetric sphere S must be the
same.
II. The black (white) hole horizon of the extreme Kerr-Newman solution is the limit of
the black (white) hole horizon of the Kerr-Newman black hole solutions as m ↓ m0.
To see this, just take the point-wise limit of expression (34). In this limit the
horizons {r = rH} approach the extreme horizon {r = m0 =
√
Q2 + a20}.
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III. For every m, consider the initial data over Σ = {t = 0}, (Σ, hm,Km;Em, Bm) where
we put a subindex m to emphasize that the initial datum is parametrized by m.
“Following” the initial data around SH as m ↓ m0, a smooth limit initial datum
is obtained (see below for details on how to perform the limit). It is the so called
extreme Kerr-Newman throat, which is a maximal electrovacuum initial datum on
R× S2 with the explicit form
hT = Σ0dr˜
2 +Σ0dθ
2 +
(4J2 +Q4)
Σ0
sin2 θdϕ2, (39)
KT = −J((J/a0)2 + a20)
sin2 θ
Σ
3
2
0
(dr˜dt+ dtdr˜), (40)
ET = −
[
QE(Q
2 + a20 sin
2 θ)−QM2J cos θ
]
dr˜
Σ
3
2
0
, (41)
BT = −
[
QM(Q
2 + a20 sin
2 θ) +QE2J cos θ
]
dr˜
Σ
3
2
0
(42)
The solution is independent of r˜ (the coordinate in the R factor; see below), which
implies that ∂r˜ is a Killing field. For this reason the initial datum has the same
form if we replace r˜ by r˜ + c where c is a constant. In particular the coordinate
can be chosen in such a way that the bifurcating sphere SH (for given m) converges
(as m ↓ m0) to the minimal sphere S0 = {r˜ = 0}, that we define as an extreme
Kerr-Newman throat sphere and which because of (38) satisfies (1). Of course any
other sphere with constant r˜ has the same set of potentials D0.
We emphasize that the calculations leading to the extreme Kerr-Newman throat
initial datum (39)-(42) are long but straightforward if one follows a simple procedure.
From (34)-(36) obtain the explicit expressions of h, K, E and B, over {t = 0} in
the coordinates {r, θ, ϕ} (r ≥ rH). Then make the change of the radial coordinate
r to r˜ as
r˜(r) =
∫ r
rH
1√
∆(r¯)
dr¯ (43)
Of course r˜(rH) = 0. Express h,K,E,B whose components where given in terms of
{(r, θ, ϕ)}, in the coordinates {(r˜, θ, ϕ)}. Note that now the range of the coordinates
{(r˜, θ, ϕ)} is [0,∞)× [0, π)× [0, 2π). Then in this domain take the point-wise limit
m ↓ m0 of everyone of the components of the fields (in the {(r˜, θ, ϕ)} coordinates).
The result is (39)-(42).
Summarizing, from I, II and III one obtains that the set D0 = limm↓m0 Dm verifying
(1), can be achieved as the set on a MOTS inside a space-time (more precisely on an
axisymmetric surface over the horizon of the extreme Kerr-Newman solution), or as the
set endowed on stable minimal surfaces over maximal slices (more precisely over the
extreme Kerr throat initial datum).
To see that D0 is given by (25)-(28) proceed as follows. Making r˜ = 0 in (39) one
obtains the two-metric of the extreme Kerr-Newman sphere to be
ds2 = Σ0dθ
2 +
(4J2 +Q4)
Σ0
sin2 θdϕ2 (44)
From the definition of σ in (14) one obtains (25). To obtain (27) and (28) use (41) and
(42) and the definitions (17). We discuss now how to obtain (26). Over any two-sphere
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{r = r1 > rH , t = 0} on a Kerr-Newman black-hole, one uses the null vectors
ℓa =
(
r2 + a2
)
(∂t)
a + a(∂φ)
a +∆(∂r)
a (45)
ka =
(
r2 + a2
2∆Σ
)
(∂t)
a +
a
2∆Σ
(∂φ)
a − 1
2Σ
(∂r)
a , (46)
normalized such that ℓaka = −1 to calculate Ω(ℓ)a . Taking the limit r1 → rH and then
the limit m ↓ m0 one obtains a limit form over the extreme Kerr-throat, which can be
calculated to be
Ω(ℓ) = − 1
(2Σ0)2
(
2a20Σ0 sin(2θ)dθ + 4a0
√
a20 +Q
2(2a20 +Q
2) sin2(θ)dφ
)
(47)
From (15) and axial symmetry3, by solving ∂θω˜ = Ω
(ℓ)
φ and ∂θλ = Ω
(ℓ)
θ , and taking into
account ω′K0 = 2ηω˜
′
0, we get
ωK0(θ) =
(2a20 +Q
2)2Q2
a20(a
2
0 +Q
2)
arctan
(
a0 cos θ√
a20 +Q
2
)
− cos θ (2a
2
0 +Q
2)3√
a20 +Q
2a0Σ0
λ(θ) = ln[
√
2Σ0] . (48)
Moreover, we verify ωK0(θ = 0) = −ωK0(θ = π) = −4JK , where JK is the Komar
contribution to the total angular momentum
JK =
(2a20 +Q
2)2
4a20(a
2
0 +Q
2)
[
a0
√
a20 +Q
2 −Q2 arctan
(
a0√
a20 +Q
2
)]
. (49)
Using expression (48), together with (27) and (28) into (18), we get ω0 in (26), and thus
complete the derivation of the set D0.
Finally, we present two remarks concerning the extreme Kerr- Newman sphere:
• D0 in H2C. There is an interesting description of the geometry of the extreme Kerr-
Newman sphere which shows the underlying connection with the complex hyperbolic
space. This connection will be exposed in section 4.2 and arises when one studies
the critical point of the functional M. What we want to show here is that the set
D0 can be visualized as two arcs of circles in H2C. In order to describe these arcs, we
consider, instead of the quadruple (σ, ω, ψ, χ), the two pairs (ζ, ω) and (ψ, χ) where
ζ = −(η + ψ2 + χ2). (50)
Then, whether by working with the Euler-Lagrange equations of M (as is done in
section 4.2, precisely, the form of the r.h.s of (51) comes from the last two eqs. of
(112), while the form of l.h.s comes from the first eqn. of (112) and (119)) or with
the explicit expression for the potentials, equations (25)-(28), we find the following
remarkable relations:
ζ + iω = R1e
if +B1, χ+ iψ = R2e
if +B2, (51)
where the angle to the center f is given by (see (101))
f = 2 arctan
(√
Q4 + 4J2 −Q2
2J
cos θ
)
(52)
3 More generally, one can fix ω˜ and λ by solving the second-order system: DaDaω˜ = −f , DaDaλ =
DaΩ
(ℓ)
a , where (dΩ
(ℓ))ab = fǫab.
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and R1 = −2
√
4J2 +Q4, B1 = Q
2, R2 = − Q2J
√
4J2 +Q4, B2 = Q
3/2J .
This shows that the first arc, in the (ζ, ω) plane, starts at
(−Q2,−4|J |) and ends at(−Q2, 4|J |) (this can be obtained by evaluating the pair at the values 0, π respec-
tively). The center of the circle to which the arc belongs lies on the ζ = 0 axis and
its radius is R1. The arc in the (ψ, χ) plane starts at (−Q, 0) and ends at (Q, 0).
The center of the circle to which the arc belongs lies on the ψ = 0 axis and its radius
is R2.
2J
4|J|
−4|J|
ω
ζQ2−Q2
f
|Q|
−|Q|
f
ψ
χ
R
R 2
1
Q3
Figure 2: D0 as arcs of circles.
• On the choice of the probe function α. Here we want to give some insights about
the choice of the function α, equation (21), entering in the stability condition (12).
In particular, it has the nature of a rescaling factor between null normals and we
show that it is related to the minimizing set D0. From the transformation properties
of Ω
(ℓ)
a under a rescaling of the null normals ℓa, ka, we note that the null vector
ℓao = e
−λ · ℓa, with λ given by the expression in (48), is such that the associated
fundamental form Ω
(ℓo)
a is divergence-free, i.e. DaΩ
(ℓo)
a = 0. This provides a natu-
ral quasilocal normalization for the outgoing null vector on S. On the other hand,
evaluating α in (21) with the expressions in (25) we can check αℓao = const · ℓaKilling,
where ℓaKilling = (∂t)
a − Ω∂φ is the only null vector on S (up to constant) that ex-
tends as a Killing vector in a spacetime neighborhood of S (here Ω is the constant
horizon angular velocity). In other words, our choice of α in (21) provides precisely
the rescaling from the canonical quasilocal choice ℓao on S, with divergence-free fun-
damental form, to the globally defined Killing vector of the Kerr-Newman spacetime
that becomes null on the horizon. This remark is explained by the rigidity results
in [38] (see also the analysis in [40]).
4 Different avenues to prove the AJQ inequality
The AJQ inequality (1) is obtained from two ingredients, namely, from the stability
condition, leading to Lemma 3.1, and from the resolution of the naturally associated
minimizing problem, leading to Lemma 3.2. In this section, we show two different ways
to approach the variational principle.
Before addressing these points, a remark on the implications of the analysis of the
AJQ inequality in the stationary case is in order. In Refs. [32, 33, 5] the strict version of
inequality (1), with vanishing magnetic charge, is proved for Killing horizons in axisym-
metric spacetimes. The scheme of that proof shares the two ingredients of the analysis in
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this section: first, use of a stability condition in the form of a horizon (outer) subextremal
assumption [30, 13] from which an integral stability condition for axisymmetric Killing
horizons is derived; second, definition of a variational problem from such integral stability
condition, whose resolution leads to the strict (1). Remarkably, in Ref. [27] it is explicitly
shown that the first ingredient, namely the integral stability condition, can be derived
directly from the quasilocal (strict) stability of axisymmetric MOTS, in particular from
the strict version of inequality (11). Further geometrical insight on the relation between
the stationary axisymmetric black hole condition and quasilocal MOTS stability is pro-
vided in [16, 40]. As a consequence, the variational analysis in [32, 33, 5] can be exactly
applied to strictly stable axisymmetric MOTS, so that the proof in [32, 33, 5] of the strict
inequality (1) with QM = 0 extends straightforwardly from the stationary setting to the
dynamical case with arbitrary standard matter [27] (namely, the strict version of item I
in Th. 1.1). The extension of the variational problem in [32, 33, 5] to include the equality
case and the rigidity analysis is under research [15].
Following a different rationale, the two approaches to the variational problem discussed
in this section aim at enriching the understanding of the geometric structure underlying
Theorem 1.1. We believe that each of the perspectives presented here, gives important
insights about this problem.
The first approach, in section 4.1 deals with non-necessarily axisymmetric sets of
potentials D and its associated functional M. Although the main result, Theorem 1.1
holds in the physical scenario of axisymmetric surfaces S, the fact that the variational
problem can be stated and solved outside axisymmetry shows that extreme Kerr-Newman
sphere plays a special role among a wider class of sets D. Inspired by this generalization,
one is tempted to think about the possibility of extending inequality (1) to other non-
necessarily axisymmetric physical situations. This, however is not an easy task, mainly
because it is not clear how to give a satisfactory canonical definition of angular momentum
outside axial symmetry. Nevertheless, if such statement can be made, the functional M
and its properties studied here might be of relevance.
The second approach, in section 4.2, is restricted to axisymmetry and therefore, when
solving the minimization problem forM, the Euler-Lagrange equations reduce to a system
of ordinary differential equations which can be solved explicitly. Then, a remarkable point
that comes up when studying these equations, is that the boundary conditions J , QE and
QM for the minimizer ofM determine uniquely the boundary conditions for the remaining
potential σ. This is the key fact under the sharpness of inequality (1). Actually, an
important consequence of this is that we can prove uniqueness for the minimizer of M
with given values of J,QE, QM without any reference to the boundary values of σ. This
is a difference to what we do in the non-axisymmetric case, where the boundary values of
σ are prescribed from A = 4πeσ|θ=0.
4.1 Proof from harmonic maps
In this section we prove Lemmas 3.2 and 3.4 by exploiting the connection between M
and a harmonic energy for maps from the sphere into the complex hyperbolic space. The
first Lemma follows closely the arguments given by Acena et al, [1]. To prove the rigidity
in inequality (1) we use certain properties of the distance between harmonic maps in the
complex hyperbolic space.
Proof. (of Lemma 3.2)
To prove our claim, we follow the lines and arguments of [1], and refer to that article
for more details. The key points in the argument are the following:
1. The extreme Kerr-Newman sphere, i.e. the set D0, satisfies the Euler-Lagrange
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equations for the functional M:
∆σ − 2 = − (Dω + 2χDψ − 2ψDχ)
2
η2
− 2
η
(
(Dψ)2 + (Dχ2)
)2
, (53)
Da
(
Daω + 2χDaψ − 2ψDaχ
η2
)
= 0 (54)
Da
(
Daχ
η
)
− 1
η2
Daψ(D
aω + 2χDaψ − 2ψDaχ) = 0 (55)
Da
(
Daψ
η
)
+
1
η2
Daχ(D
aω + 2χDaψ − 2ψDaχ) = 0, (56)
where indices are moved with the standard round metric on S2.
2. The functionalM is related to the harmonic energy M˜Ω for maps (η, ω, χ, ψ) from a
subset Ω ⊂ S2 \ {θ = 0, π} into the complex hyperbolic space H2
C
which is equipped
with the metric
gH =
dη2
η2
+
(dω + 2χdψ − 2ψdχ)2
η2
+ 4
dχ2 + dψ2
η
, (57)
and is given by
M˜Ω = 1
2π
∫
Ω
|Dη|2
η2
+
|Dω + 2χDψ − 2ψDχ|2
η2
+ 4
|Dχ|2 + |Dψ|2
η
dS0. (58)
Now restrict the integral in the definition ofM, (23) to compact regions with smooth
boundary Ω ⊂ S2 \ {θ = 0, π} and denote the resulting functional asMΩ. We have
M˜Ω =MΩ + 4
∫
Ω
ln sin θdS +
∮
∂Ω
(4σ + ln sin θ)
∂ ln sin θ
∂n
dl (59)
where n is the exterior unit normal to the boundary ∂Ω of Ω and dl is the measure
element on ∂Ω. Since the difference between M˜Ω and MΩ is a constant plus a
boundary term, both functionals have the same Euler-Lagrange equations.
3. A result of Hildebrandt et al [34] states that if the domain for the map is compact,
connected, with non-void boundary and the target manifold has negative sectional
curvature, then a minimizer of the harmonic energy with Dirichlet boundary condi-
tions exists, is unique, smooth and satisfies the associated Euler-Lagrange equations.
That is, harmonic maps are minimizers of the harmonic energy for given Dirichlet
boundary conditions.
With the above comments, the proof goes as follows: divide the sphere into three re-
gions as indicated in equations (60). Use a partition function to interpolate the potentials
between extreme Kerr-Newman solution in region ΩI and a general solution in region
ΩIII . This gives a Dirichlet problem in region ΩIV = ΩII ∪ΩIII , which implies, by point
3. above, that the mass functional for extreme Kerr-Newman is less than or equal to
the mass functional for the auxiliary interpolating map in the whole sphere. Finally, we
take the limit as ΩIII covers the whole sphere and show that the mass functional for the
auxiliary maps converges to the mass functional for the original general set.
After giving this general discussion about the proof, we begin with the splitting of the
sphere according to
ΩI = {sin θ ≤ e−(log ǫ)
2}, ΩII = {e−(log ǫ)
2 ≤ sin θ ≤ ǫ}, ΩIII = {ǫ ≤ sin θ}, (60)
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where 0 < ǫ < 1. We also define the region ΩIV = ΩII ∪ ΩIII .
Let f : R→ R ∈ C∞(R), 0 ≤ f ≤ 1, be the partition function defined as
f(t) = 1 for t ≤ 1, f(t) = 0 for 2 ≤ t,
∣∣∣∣d fdt
∣∣∣∣ ≤ 1 (61)
and fǫ be
fǫ(ρ) = f(tǫ(ρ)), tǫ(ρ) =
log(− log ρ)
log(− log ǫ) , ρ ≤ 1. (62)
Therefore we have
fǫ(ρ) = 0 for ρ ≤ e−(log ǫ)
2
, fǫ(ρ) = 1 for ρ ≥ ǫ (63)
and
lim
ǫ→0
∫ ∞
0
|∂ρfǫ|2ρdρ = 0. (64)
Now we define the interpolating functions. Let u represent any of the variables σ,
ω, χ, ψ, and let u0 represent any of the variables σ0, ω0, χ0, ψ0, corresponding to the
extreme Kerr-Newman sphere set with the same angular momentum and charges. We
define uǫ to be
uǫ = fǫ(sin θ)u+ (1− fǫ(sin θ))u0 = (u− u0)fǫ(sin θ) + u0. (65)
This gives uǫ|ΩI = u0|ΩI and uǫ|ΩIII = u|ΩIII . We also define
Mǫ =M(σǫ, ωǫ, ψǫ, χǫ), (66)
and correspondingly MǫΩ and M˜ǫΩ when the domain of integration is restricted to some
region Ω. We also denote by a superscript ‘0’ these quantities calculated for u0.
We have all the ingredients needed to make use of the result in [34]. For this, let us
consider now a fixed value of ǫ, and the functions (σ, ω, χ, ψ) on the set ΩIV . By [34] we
know that there exists one and only one set of functions that minimizes M˜ on ΩIV for
given boundary data, and that this function satisfies the Euler-Lagrange equations of M˜
on ΩIV . By construction of uǫ we have that uǫ and u0 have the same boundary values on
ΩIV ,
uǫ|∂ΩIV = u0|∂ΩIV . (67)
As we already know that u0 is a solution of the Euler-Lagrange equations ofM, and thus
of M˜ there, then u0 is the only minimizer of M˜ on ΩIV with these boundary conditions.
This means that M˜ǫΩIV ≥ M˜0ΩIV . Both M and M˜ are well defined on ΩIV , and by (59)
their difference is just a constant. Therefore we also haveMǫΩIV ≥M0ΩIV .
As we have already noted, uǫ|ΩI = u0|ΩI , and therefore MǫΩI =M0ΩI . This together
with the inequality in ΩIV found above and the fact that S
2 = ΩI ∪ ΩIV give
Mǫ ≥M0. (68)
Only the last step of the proof is lacking, that is, to show
lim
ǫ→0
Mǫ =M. (69)
We write
Mǫ =MǫΩI +MǫΩII +MǫΩIII =M0ΩI +MǫΩII +MΩIII (70)
Using the Dominated Convergence Theorem it is not hard to see that the first integral in
(70) vanishes in the limit ǫ→ 0, since the domain reduces to the poles and we know that
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M0 is finite. Also, the third term in (70) tends to M as ΩIII extends to cover the whole
sphere.
To show that the second term in (70) vanishes in the limit ǫ → 0 we consider its
different parts separately. We have
MǫΩII =
1
2π
∫
ΩII
[
|Dσǫ|2 + 4σǫ + |Dωǫ + 2χǫDψǫ − 2ψǫDχǫ|
2
e2σǫ sin4 θ
+ 4
|Dψǫ|2 + |Dχǫ|2
eσǫ sin2 θ
]
dS0,
(71)
Using the definition of uǫ (65) we compute
Duǫ = (u− u0)Dfǫ + (Du−Du0)fǫ +Du0. (72)
We see that
σǫ ≤ C (73)
because σ and σ0 are finite on S
2, and fǫ ≤ 1. Here, and in what follows, we denote by
C, Ci constants independent of ǫ. Also, because of the regularity of σ and σ0, we have
|Dσǫ|2 ≤ 3|Dfǫ|2(σ − σ0)2 + 3|Dσ −Dσ0|2 + 3|Dσ0| ≤ C1|Dfǫ|2 + C2. (74)
Then, from (73)-(74) and using strongly the property (64) to bound the integral of |Dfǫ|2,
we conclude that the first two terms in MǫΩII go to zero as ǫ→ 0.
Now we work with the term∫
ΩII
|Dωǫ + 2χǫDψǫ − 2ψǫDχǫ|2
e2σǫ sin4 θ
dS0. (75)
Using the fact that fǫ is bounded, and σ, σ0 are regular we have
|Dωǫ + 2χǫDψǫ − 2ψǫDχǫ|2
e2σǫ sin4 θ
≤ C1 |Df |
2 (ω − ω0 + 2ψ0χ− 2χ0ψ)2
sin4 θ
+ C2
|Dω + 2χ0Dψ − 2ψ0Dχ|2
sin4 θ
+ C3
|Dω0 + 2χ0Dψ0 − 2ψ0Dχ0|2
sin4 θ
+ C4
|Dψ0|2(χ− χ0)2
sin4 θ
+ C5
|Dχ0|2(ψ − ψ0)2
sin4 θ
+ C6
(χ− χ0)2|Dψ −Dψ0|2
sin4 θ
+ C7
|Dχ−Dχ0|2(ψ − ψ0)2
sin4 θ
(76)
The term accompanying the constant C3 is also pointwise bounded in ΩII because
extreme Kerr-Newman sphere satisfies the regularity item ii) in Definition 3.3.
In virtue of Definition 3.3, we find that the remaining terms in (76) are uniformly
bounded in ΩII . Altogether we derive∫
ΩII
|Dωǫ + 2χǫDψǫ − 2ψǫDχǫ|2
e2σǫ sin4 θ
dS0 ≤
∫
ΩII
C1|Dfǫ|2 + C2dS0. (77)
It is important to remark that the l.h.s. in the above inequality is bounded when the
potentials ω, ψ, χ are smooth functions on S2 satisfying condition i) in Definition 3.3 and
are such that M is finite, that is, condition ii) is no longer necessary.
In the limit ǫ→ 0 this integral vanishes by property (64).
Finally, we look at the term∫
ΩII
|Dχǫ|2 + |Dψǫ|2
eσǫ sin2 θ
dS0. (78)
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We have, as in (74)
|Dχǫ|2
eσǫ sin2 θ
≤ C |Df |
2(χ− χ0)2 + |Dχ−Dχ0|2 + |Dχ0|2
sin2 θ
≤ C1|Dfǫ|2 + C2. (79)
where, in the first inequality we have used the boundedness of σ, σ0. A similar behavior
is found for the second term in (78). Therefore, taking into account the property (64) the
limit ǫ→ 0 of (78) gives zero.
We have shown
lim
ǫ→0
MǫΩII = 0 (80)
and thus the limit (69). This, together with (68) completes the proof of the Lemma.
Now we present the proof of Lemma 3.4, stating the uniqueness of the minimizer
for the area in inequality (1). This is done by exploiting the properties of the distance
between harmonic maps in the complex hyperbolic space.
Proof. (of Lemma 3.4)
We follow the lines of Weinstein [50] and Dain [21]. By contradiction, assume that
there exists another regular set D1 which saturates (1). Denote with a subscrit 1 the
quantites referred to this set (and with a subscript 0 the quantities referred to D0). Then
we have
A1 = 4πe
M0−8
8 = A0. (81)
Then, using A1 ≥ 4πe
M1−8
8 and (81) we find M1 = M0. This means that D1 is also a
critical point of the functional M, i.e. it is a harmonic map.
By hypothesis, the second solution has the same values of the angular momentum and
charges. Let theexpΓ be the poles on S2, so
ω1
∣∣
Γ
= ω0
∣∣
Γ
= ±4J, χ1
∣∣
Γ
= χ0
∣∣
Γ
= ±QM, ψ1
∣∣
Γ
= ψ0
∣∣
Γ
= ±QE. (82)
But also, in virtue of equation (81), we conclude that σ1|Γ = σ0|Γ = ln(A0/4π) (recall
that the area is determined solely by the value of σ on the poles, through the expression
A = 4πeσ(0)).
In what follows we will prove that the distance between these two solutions is in fact
zero, and thus that the solutions are identical.
Let (η1, ω1, χ1, ψ1) and (η0, ω0, χ0, ψ0) be two harmonic maps S
2 \ Γ → H2
C
, and
consider, for each (θ, φ), the corresponding points in H2
C
equipped with the hyperbolic
metric introduced above in equation (57). The distance d between these two points is
given by (see [50])
coshd = 1 + δ (83)
where
δ =
(ω0 − ω1 + 2χ0ψ1 − 2χ1ψ0)2 + ((χ0 − χ1)2 + (ψ0 − ψ1)2))2
2η1η0
+
+
(
1
η1
+
1
η0
)
[(χ0 − χ1)2 + (ψ0 − ψ1)2] + (η0 − η1)
2
2η1η0
. (84)
Therefore, since the functions ω, χ, ψ, σ are regular on S2, d defines a function d : S2 → R.
We use the results of Shoen and Yau [46] to deduce that the square distance between
harmonic maps is a subharmonic function on S2, that is
∆d2 ≥ 0, (85)
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and, since δ is a convex function of d2, then
∆δ ≥ 0. (86)
Let us see now that the distance between the two solutions at Γ is zero. Begin with
the first term in (84). From item ii) in Definition 3.3, the following behavior is deduced
(∂2θω + 2χ∂
2
θψ − 2ψ∂2θχ)|Γ = 0 (87)
(note that if the functions ω, ψ, χ satisfy condition i) in Definition 3.3 andM is finite, then
the solutions of the Euler-Lagrange equations of M necessarily have the above behavior
near the poles).
Then (87) together with the boundary conditions give near the poles
ω0 − ω1 + 2χ0ψ1 − 2χ1ψ0 = O(sin3 θ) (88)
which implies
(ω0 − ω1 + 2χ0ψ1 − 2χ1ψ0)2
2η1η0
∣∣∣∣
Γ
= 0 (89)
We look now at the second and third terms in (84). Since by hypothesis ∂θψ|Γ =
∂θχ|Γ = 0, we find
ψ0 − ψ1 = χ0 − χ1 = O(sin2 θ). (90)
Therefore we obtain[
[(χ0 − χ1)2 + (ψ0 − ψ1)2)]2
2η1η0
+
(
1
η1
+
1
η0
)
[(χ0 − χ1)2 + (ψ0 − ψ1)2]
]∣∣∣∣
Γ
= 0 (91)
The last term we must investigate in (84) is the one involving (η0 − η1). We write it as
(η0 − η1)2
2η0η1
= cosh(σ0 − σ1)− 1, (92)
but taking into account the boundary conditions σ1|Γ = σ0|Γ, we find
(η0 − η1)2
2η0η1
∣∣
Γ
= 0. (93)
With conditions (89), (91), and (93) one verifies that
δ|Γ = 0. (94)
Then, since δ is continuous (and smooth on S2 \ {0}) and non negative, δ
∣∣
Γ
= 0, and
∆δ ≥ 0 on S2 \ {0} we can use the standard Maximum Principle to conclude that δ = 0
in S2. Therefore d = 0 and the two maps are identical. This completes the proof of the
Lemma.
4.2 Proof from geodesics in H2
C
We prove now Lemmas 3.2 and 3.4 in the axially symmetric case, with zero magnetic
charge, namely QM = 0. We make Q = QE. The case when magnetic charge is present
can be easily obtained by rotating along the (χ, ψ)-plane, noting that rotations along the
(χ, ψ)-plane leave the functional M, (23), invariant. We assume that either J or Q are
non-zero otherwise there is nothing to prove.
21
The fundamental fact allowing to prove Lemmas 3.2-3.4 only in terms of geodesics in
the complex hyperbolic plane H2
C
is the following identity (see equation (59))
M˜t1,t2 =Mθ1,θ2 + 4σ cos θ
∣∣∣∣
θ2
θ1
+ 4 ln tan
θ
2
∣∣∣∣
θ2
θ1
(95)
where t = ln tan θ2 and
Mθ1,θ2 :=
∫ θ2
θ1
(
σ′2 + 4σ +
(ω′ + 2χψ′ − 2ψχ′)2
η2
+ 4
ψ′2 + χ′2
η
)
sin θdθ, (96)
M˜t1,t2 :=
∫ t2
t1
(
η˙2
η2
+
(ω˙ + 2χψ˙ − 2ψχ˙)2
η2
+ 4
χ˙2 + ψ˙2
η
)
dt (97)
Equation (95) shows that for fixed Dirichlet boundary conditions, critical points ofMθ1,θ2
are critical points of M˜t1,t2 and vice versa. Now, consider γ(t) = (η, ω, ψ, χ)(t), in H2C
with metric gH given by (57). Then we have the remarkable relation
M˜t1,t2 =
∫ t2
t1
gH(γ˙, γ˙)dt (98)
which shows that critical points of the later functional are geodesics in the complex hy-
perbolic plane up to an afine transformation, namely γ(t) = ξ(αt+β) with ξ(s) a geodesic
parametrized by arc length s. Moreover, because
M˜t1,t2(γ) ≥
length2
H2
C
(γ)
t2 − t1 ≥
dist2
H2
C
(γ1, γ2)
t2 − t1 (99)
global minimizers are exactly those critical points γ(t) = ξ(αt+β) for which ξ is a length
minimizing geodesic between γ(t1) and γ(t2).
The following Lemma, which is constructed on the previous observation, is central to
prove the Lemmas 3.2-3.4. The proofs are given afterwards.
Lemma 4.1.
(1) There exists a unique smooth minimizer D = (σ, ω, ψ, χ) for the functional Mθ1,θ2
with given Dirichlet boundary conditions D(θ1), D(θ2). Moreover γ(t) = (η, ω, ψ, χ)(t) =
ξ(αt+ β) where ξ(s) is a geodesic of H2
C
parametrized by arc-length s.
(2) The general expression for the unique minimizer of M˜t1,t2=−t1 with centered bound-
ary data (η, ω, ψ, χ)|t1 = (η,−ω,−ψ,−χ)|t2=−t1 , χ(t1) = 0, ω(t1) 6= 0, is given by
η =
(
1
2
c25 +
1
2
√
4c21 + c
4
5 coshαt
)−1
, (100)
χ+ iψ = c4e
if +
c3
c1
, with f = −2 arctan
(√
4c21 + c
4
5 − c25
2c1
tanh
αt
2
)
, (101)
ω = − α
2c1
√
1− c21η2 − 4c21c24η − 2αψχ+
αc3
c1
ψ (102)
where c1 6= 0, c3, c4 and c5 = 2c1c4 are constants uniquely determined by the
boundary conditions at t1 and −t1.
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(3) For any positive sequence θi → 0 and sequence {(σi1, ωi1, χi1, ψi1)}, such that
limσi1 = σl 6=∞, limωi1 = −4J, limψi1 = −Q := −QE and, (103)
χi1 = 0, ω
i
1 6= 0, for all i, (104)
the unique minimizer Di(θ) = (σi, ωi, χi, ψi) of Mθi,π−θi with boundary data
Di(θi) = (σi1, ωi1, χi1, ψi1), Di(π − θi) = (σi1,−ωi1,−χi1,−ψi1) (105)
has
σi(θ) = − ln
[
1
2
(ci5)
2 sin2 θ +
1
2
√
4(ci1)
2 + (ci5)
4 sin2 θ coshαit
]
, (106)
for constants ci1, c
i
5, α
i and where, as before, t = ln tan θ2 . Moreover as θ
i → 0
limαi = 2, lim ci5 =
−Q√
Q4 + 4J2
, lim ci1 =
J
Q4 + 4J2
, (107)
and if we write
σl =
1
2
ln(Q4 + 4J2) + Γ, (108)
then
lim
(
θi
2
)αi−2
= eΓ. (109)
Proof.
(1) As they differ in a constant, a global minimizer for Mθ1,θ2 is a global minimizer
for M˜t1,t2 . Moreover, as explained above, the later is of the form γ(t) = ξ(αt + β) with
ξ(s) a geodesic parametrized by arc-length s and realizing the distance distH2
C
(γ(t1), γ(t2))
between γ(t1) and γ(t2). If ξ(s = 0) = γ(t1) and ξ(s = distH2
C
) = γ(t2) (which can always
be chosen to be by redefining s if necessary) then α and β are unique and determined
by t1, t2 and distH2
C
(γ(t1), γ(t2)). But because H
2
C
has negative sectional curvature and
is simply-connected, then between two different points γ(t1) and γ(t2), there is always a
unique minimizing geodesics ξ(s), with ξ(0) = γ(t1) and ξ(distH2
C
(γ(t1), γ(t2))) = γ(t2).
It follows that the global minimizer ofMθ1,θ2 , exists, is unique, and has the desired form.
(2) We describe how to obtain a general expression for the unique minimizers of
M˜t1,t2=−t1 whose boundary data satisfy
(σ(t1), ω(t1), ψ(t1), χ(t1)) = (σ(t2),−ω(t2),−ψ(t2),−χ(t2)), χ(t1) = 0, (110)
with ω(t1) 6= 0. The Euler-Lagrange equations for M˜t1,t2 are integrable and the first
integrals can be obtained as conserved quantities of the form gH(X, γ˙) which arise from
Killing fields Xa for gH . The Killing fields we will use are
X1 = ∂ω, X2 = −2ψ∂ω + ∂χ, X3 = 2χ∂ω + ∂ψ (111)
The corresponding conserved quantities can be combined to give
ω˙ + 2χψ˙ − 2ψχ˙
η2
= αc1, αc1ψ − χ˙
η
= αc2, αc1χ+
ψ˙
η
= αc3 (112)
where c1, c2 and c3 are constants and we have inserted explicitly the (positive) constant
α (introduced in item (1) before). Note that c1 6= 0 for if c1 = 0 then (110) and (112)
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imply ω identically zero which contradicts ω(t1) 6= 0. To obtain the equation for η (or
equivalently, for σ) we use gH(γ˙, γ˙) = α
2 and thus
η˙2
η2
+
(ω˙ + 2χψ˙ − 2ψχ˙)2
η2
+ 4
χ˙2 + ψ˙2
η
= α2 (113)
Equations (112)-(113) are indeed equivalent to the equations of motion obtained from the
variation of (96), cf. (53)-(56). These equations can be further simplified by using an
important property of the variables (ψ, χ). By making ψ¯ = ψ− c2/c1 and χ¯ = χ− c3/c1,
the second and third equations in (112) reduce to
αc1ψ¯ −
˙¯χ
η
= 0, αc1χ¯+
˙¯ψ
η
= 0. (114)
Multiplying these two equations respectively by χ¯ and ψ¯ and substracting one from the
other we obtain χ¯ ˙¯χ+ ψ¯ ˙¯ψ = 0 which implies χ¯2+ ψ¯2 = c24 where c4 is a constant. We write
χ¯+ iψ¯ = c4e
if , with f˙ = −c1αη. (115)
Now, since ˙¯χ = χ˙ and ˙¯ψ = ψ˙, then
χ˙2 + ψ˙2 = α2c24c
2
1η
2. (116)
We use equations (112) and (116) to rewrite (113) as
η˙2
η2
+ α2c21η
2 + 4α2c21c
2
4η = α
2. (117)
We now solve equation (117) for η and use η(t1) = η(t2), t1 = −t2, and find (100) with
c25 := 4c
2
1c
2
4.
Now we solve for ψ, χ. Note that in order to have χ(t1) = χ(t2) = 0 and ψ(t1) = −ψ(t2)
and at the same time ψ¯2 + χ¯2 = c24 the only possibility is to have c2 = 0 and therefore
χ+ iψ = c4e
if +
c3
c1
. (118)
We obtain f by integrating the second equation in line (115), using (100) and f(t1) =
−f(t2), to find (101) To find ψ and χ use (118) where c3 is adjusted from c1, c5, α to
have χ(t1) = χ(t2) = 0. To find ω on the other hand one could use the expression for ω˙
in (112) and integrate. However a direct and simple expression for ω arises when using
the conserved quantity associated to the Killing field X4 = 2η∂η + 2ω∂ω + χ∂χ + ψ∂ψ.
Explicitly
gH(X4, γ˙) =
η˙
2η
+
c1α
2
ω +
χχ˙+ ψψ˙
η
= c (119)
Noting that the above expression is antisymmetric in t around t = 0 we deduce that the
constant c is zero. Then, from (119) one obtains a direct expression for ω. The expressions
that one obtains for ω, ψ, χ in this form are somehow crude, but serve well to the purposes
of the proof of (3). Summarizing, given c1 6=, c5, α, θ1 one can associate, following the
construction above, a unique solution γ(t) satisfying (110) with −t2 = t1 = ln tan θ12 .
(3) A priori, to prove item (3) one could calculate the constants (ci1, c
i
5, α
i) from the
prescribed boundary data at θi, π − θi and prove from them, by a direct calculation, the
conclusions (107) and (109). Unfortunately such procedure is a computational nuisance.
For this reason we follow an alternative argument. Given θ1 > 0 consider the map Fθ1 :
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R3 \ {y = 0} → R3 that to (Γ, c1, c5) associates the boundary values (σ(θ1), ω(θ1), ψ(θ1)
of the solution (σ, ω, ψ, χ) found from the constants (c1, c5, α, θ1) where α is given by
α = 2 +
Γ
ln θ1/2
(120)
Then, if we let θ1 → 0, from (100) and the limit limθ1→0 sin2 θ1 cosh(α ln θ12 ) = 2Γ , we
obtain limσ(θ1) = Γ − 12 ln(4c21 + c45). Next, using that ψ(θ1) = c4 sin f(θ1) and that
f(θ1) → arctan 2c1/c25 we find limψ(θ1) = c5√4c2
1
+c4
5
. Finally, from (119), (113) and the
expression
ψψ˙
η
∣∣∣∣
θ1
= −c1αc24 sin f cos f
∣∣∣∣
θ1
→ − c
4
5
4c21 + c
4
5
(121)
we get limω(θ1) =
−4c1
4c2
1
+c4
5
. This shows that the maps Fθ1 converge uniformly on any
compact set to a map F0 given by
F0(Γ, c1, c5) = (Γ− 1
2
ln(4c21 + c
4
5),−
4c1
4c21 + c
4
5
,
c5
4c21 + c
4
5
). (122)
Moreover the map F0 extends to a diffeomorphism from R
3 \ ({y = 0} ∩ {z = 0}) into
R3 \ ({y = 0} ∩ {z = 0}). A close inspection of the limits above shows that the maps
Fθ do extend smoothly too. We note now that given the values (σl, J,QE = Q, 0) (with
either J or Q non-zero) if we take
(Γ∞, c∞1 , c
∞
5 ) =
(
σl − 1
2
ln
[
4J2 +Q4
]
,
J
4J2 +Q4
,
−Q√
4J2 +Q4
)
(123)
then F0(Γ
∞, c∞1 , c
∞
5 ) = (σl, J,Q). It follows therefore from the above argument that given
(σl, J,Q) (with either J or Q non-zero) and sequences {θi → 0} and {(σi, ωi, ψi, χi)} as
in the hypothesis of (3), then there is a sequence {(Γi, ci1, ci5)} with limit (Γ∞, c∞1 , c∞5 )
such that, F (Γi, ci1, c
i
5) = (σ
i, ωi, ψi) and therefore the unique minimizer of Mθi
1
,π−θi
1
with boundary data (105) is the unique solution constructed out of (ci1, c
i
5, α
i, θi1) where
αi = 2+ Γ
i
ln θi
1
/2
. The expressions (106), (107) and (109) are readily checked. This finishes
(3) and the proof of the Lemma.
Proof. (of Lemma 3.2) Consider any sequence {θi1 ↓ 0}. Now we divide the interval (0, π)
in three parts, and write, for the set D
M(D) =M0,θi
1
+Mπ−θi
1
,π +Mθi
1
,π−θi
1
. (124)
Then we recall the relation between M˜θi
1
,π−θi
1
and Mθi
1
,π−θi
1
which is
M˜θi
1
,π−θi
1
(γ) =Mθi
1
,π−θi
1
(D) + 4σ cos θ
∣∣∣∣
π−θi
1
θi
1
+ 4 cos θ
∣∣∣∣
π−θi
1
θi
1
+ 4 ln tan
θ
2
∣∣∣∣
π−θi
1
θi
1
(125)
where of course γ represents the same data as D. Using this we would like to get a sharp
estimation from below to M˜θi
1
,π−θi
1
. For this we proceed as follows. For every i consider
two points in H2
C
, denoted by γ¯θi
1
, γ¯π−θi
1
and given by
γ¯θi
1
= (η(θi1),−4J,−QE,−QM = 0), γ¯π−θi
1
= (η(θi1),+4J,+QE,+QM = 0) (126)
if J 6= 0, while if J = 0 then we replace 4J in the above expressions by ωˆi1 tending to zero
sufficiently fast (see below). This is because below we will need to use Lemma 4.1 (3),
25
for the minimizers with boundary data γ¯θi
1
and γ¯π−θi
1
, but Lemma 4.1 requires non-zero
boundary values for ω. From the regularity at the poles one easily deduces that (if J 6= 0,
or if ωˆi1 goes to zero sufficiently fast) distH2
C
(γ¯θi
1
, γ(θi1)) → 0 (see expression (83)) and
similarly for distH2
C
(γ¯π−θi
1
, γ(π − θi1)). Consider now any another sequence {θi2 ↓ 0}, such
that θi2 < θ
i
1 for every i and
lim
dist2
H2
C
(γ(θi1), γ¯θi
1
)
t(θi2)− t(θi1)
= lim
dist2
H2
C
(γ(π − θi1), γ¯π−θi
1
)
t(θi2)− t(θi1)
= 0, (127)
lim t(θi1)− t(θi2) = 0, (128)
with, again, t(θ) = ln tan θ2 . Finally consider the curve in H
2
C
, denoted by γ¯i, starting at
γ¯θi
1
and ending at γ¯π−θi
1
defined as
1. the minimizer of M˜t(θi
2
),t(θi
1
), with boundary data γ¯θi
1
, γ(t(θi1)), if t ∈ [t(θi2), t(θi1)],
2. γ(t) if t ∈ [t(θi1), t(π − θi1)],
3. the minimizer of M˜t(π−θi
1
),t(π−θi
2
), with boundary data γ(t(π − θi1)), γ¯π−θi
1
, if t ∈
[t(π − θi1), t(π − θi2)]
By (99) we can write
M˜t(θi
2
),t(π−θi
2
)(γ¯
i) ≥ α2i (t(π − θi2)− t(θi2)) = −2α2i ln tan
θi2
2
(129)
where αi is the constant associated to the minimizer of M˜t(θi
2
),t(π−θi
2
) with boundary data
γ¯θi
1
, γ¯π−θi
1
, as in Lemma 4.1. By (99), (127) and (128) we have
limM˜t(θi
2
),t(θi
1
)(γ¯
i) = limM˜t(π−θi
1
),t(π−θi
2
)(γ¯
i) = 0 (130)
and finally, of course,
M˜t(θi
2
),t(π−θi
2
)(γ¯
i) = M˜t(θi
2
),t(θi
1
)(γ¯
i) + M˜t(π−θi
1
),t(π−θi
2
)(γ¯
i) + M˜t(θi
1
),t(π−θi
1
)(γ) (131)
Collecting (131) and (125) together with the information (128), (129) and (130) we obtain,
limMθi
1
,π−θi
1
(D) ≥ lim
[
− 2(α2i − 4) ln tan θi12 − 4σ cos θ
∣∣∣∣
π−θi
1
θi
1
+ 8
]
(132)
But as σ(θi1) → σl = 12 ln(4J2 + Q4) + Γ with lim(θi1/2)α
2
i
−4 = eΓ we obtain, after a
cancelation,
M(D) = limMθi
1
,π−θi
1
≥ 4 ln(Q4 + 4J2) + 8 =M0. (133)
We present now the proof of Lemma 3.4. This is achieved by making use of the explicit
expression for the minimizers of the functional M with given boundary conditions found
above.
Proof. (of Lemma 3.4). We know that any critical point of M is represented in terms of
a geodesic γ = (η, ω, ψ, χ) of H2
C
. Regularity implies lim η′/η = 2 as θ tends to 0 or π.
This implies from (117) that α = 2. On the other hand, the boundary data implies
c1 =
J
Q4 + 4J2
, c5 =
−Q√
Q4 + 4J2
, (134)
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Then, manipulating (101) while using these values for c1 and c5 one obtains
f = arctan
2c cos θ
1− c2 cos2 θ (135)
with c = 2J/(
√
4J2 +Q4 +Q2). Plugin this expression in “the law of the two arcs” (51)
gives (26)-(28) with QM = 0. The equation (25) is obtained from (100).
A Appendix: linking global and quasilocal axisym-
metric inequalities
In this somehow more informal appendix we want to show that there might exist a link
between the AJQ and MJQ inequalities (see equations (1) and (2)). The MJQ inequality
(2) is a global manifestation of the constraints (in the maximal spatial gauge) and in this
sense it is a global inequality requiring knowledge of the system as a whole. The AJQ
inequality (1) is instead of a quasilocal nature and does not require global information.
Despite of the different realms in which they manifest, they seem to be closely related. The
link that we shall establish could be of help to prove quasilocal inequalities in systems
other than Einstein-Maxwell, for which a global three dimensional mass functional is
shown to exist. More concretely we will point out a relation among (1) and (2) by linking
the two-dimensional energy functional M given in (23) and a three-dimensional energy
functional given in [18]-[19] (see below), and whose minimization properties lead to the
AJQ and MJQ inequalities respectively.
Let us first put in parallel how one obtains the MJQ and AJQ inequalities from suitable
functionals.
The inequality (2) has been established in [18]-[19] following a similar argument as
in [21]. The black hole configuration on which (2) has been proved is that of an initial
datum with two asymptotically flat ends, where m,J,QE, QM in the inequality (2) refers
to the mass, angular momentum and charges of a selected end. The rationale behind the
proof of (2) is the following. One introduces a three-dimensional functional M , defined on
such configurations and bounding the mass (of the selected end) from below, i.e. m ≥M .
Moreover one has M ≥ M0 where M0 is the infimum of M among those configurations
having (for the selected end) J,QE and QM fixed. MoreoverM0 is achieved by the extreme
Kerr-Newman solution. The inequalities m ≥M and M ≥M0 together with the explicit
expression for M0 give (2).
On the other hand the rationale behind (1) that we have developed in the previous
sections was the following. We introduced a functional M defined on a certain surface
(i.e. stable MOTS or stable minimal surface over a maximal slice) and bounding its area
from below, more precisely by A ≥ 4πe(M−8)/8. Then we showed that the extreme Kerr-
Newman sphere realizes the absolute minimum of M among all configurations having J ,
QE and QM fixed. Denoting byM0 the value ofM at the extreme Kerr-Newman sphere
we get A ≥ 4πe(M0−8)/8 which gives (1).
It is clear that the two procedures described above are formally similar and we will
see that, although both can be carried out without any reference to one another, they
are indeed remarkably related. More precisely we state that the inequality m ≥M ≥M0
implies that the extreme Kerr-Newman sphere is a critical point of M (even more, it
can be shown from that, that the extreme Kerr-Newman sphere is a local minimum for
M). However, we do not know at the moment whether the fact that the extreme Kerr-
Newman sphere is a global minimizer of M can be established solely from the inequality
m ≥ M ≥ M0. This gives a partial connection in the form MJQ ⇒ AJQ. In the other
direction, namely AJQ ⇒ MJQ, we note that with the help of the Penrose inequality
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A ≤ 16πm2 one obtains for outermost minimal surfaces
m2 ≥ A
16π
≥ 4J
2 +Q4
4
, (136)
which is an inequality slightly worst than (2). Despite of these interesting relations many
issues on to the link between the inequalities still remain in shadows.
In order to see how the first implication shows up, we begin by defining the three-
dimensional potentials D¯ = (σ¯, ω¯, ψ¯, χ¯) over maximal electrovacuum initial data (Σ, h,K, F )
and then introduce the functional M together with a crucial minimizing property. We
follow [19] on this construction.
We write the spatial metric on the maximal initial datum in the form
h = eσ¯+2q¯(
dr¯2
r¯2
+ dθ2) + eσ¯ sin2 θ(dϕ+ vr¯dr¯ + vθdθ)
2. (137)
where vr¯, vθ are functions of r¯, θ, which spans over R
3 \ {0} and defines σ¯. For the
electromagnetic fields we have the relations
Ea = Fabn
b, Ba =
∗Fabn
b, (138)
∂aχ¯ := Fabη
b, ∂aψ¯ :=
∗Fabη
b, (139)
where na is the unit normal to Σ. These expressions define the potentials ψ¯, χ¯. Finally
a potential ω¯ is defined through
Daω¯ + 2χ¯Daψ¯ − 2ψ¯Daχ¯ := 2ǫabcKbdηcηd. (140)
Observe that because the norm of the axial Killing vector ηa is null over the axis then
the differential of the potentials (ω¯, ψ¯, χ¯) at the axis are zero and therefore their values
remain constant all along them. As they are defined up to a constant one can take them
to be “centered”, namely, ω¯|θ=π = −ω¯|θ=0, ψ¯|θ=π = −ψ¯|θ=0 and χ¯|θ=π = −χ¯|θ=0.
It is interesting and illustrative to see the relation between the potentials D¯0 =
(σ¯0, ω¯0, ψ¯0, χ¯0) corresponding to the extreme Kerr-Newman solution over, say, the slice
{t = 0}, and the potentials D0 = (σ0, ω0, ψ0, χ0) defining the extreme Kerr-Newman
sphere (25)-(28). The explicit form of the 3-dimensional potentials D¯0 can be found in
[14] (see pages 197-204) and we have
σ¯0 = ln
(r¯2 −Q2 + 2m0(r¯ +m0))2 − r¯2a20 sin2 θ
Σ
, (141)
2(σ¯0 + q¯0) = ln
[
(r¯2 −Q2 + 2m0(r¯ +m0))2 − r¯2a20 sin2 θ
]
(142)
where r¯ = r − rH = r −m0. From this we obtain
lim
r¯→0
σ¯0(r¯, θ, ϕ) = σ0(θ, ϕ), (143)
lim
r¯→0
2(σ¯0(r¯, θ, ϕ) + q¯0(r¯, θ, ϕ)) = ln 4J
2 +Q4 = ln
A2
16π2
= 2c (144)
where σ0 is given by (25) and (as before) A = 4πe
c. Together with (137) this shows that
the {(θ, ϕ)} coordinates on the spheres {r¯ = r¯1} become, as r¯1 → 0, the unique ones for
which the induced metric (over {r¯ = r¯1}) is expressed in the form (14).Moreover from
(138)-(139) it is deduced that over any sphere {r¯ = r¯1} it holds
E⊥ =
eσ¯0+q¯0∂θψ¯0
sin θ
, B⊥ =
eσ¯0+q¯0∂θχ¯0
sin θ
(145)
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As was explained in Section 3.2, E⊥ and B⊥ converge as r¯1 → 0 to those given by (41)
and (42) respectively, that is those of the extreme Kerr-Newman sphere. From this, (17)
and (144), we deduce that the limit of the potentials ψ¯ and χ¯ over the spheres {r¯ = r¯1}
converge to (27) and (28) respectively, that is
lim
r¯→0
ψ¯(r¯, θ, ϕ) = ψ0(θ, ϕ), lim
r¯→0
χ¯(r¯, θ, ϕ) = χ0(θ, ϕ) (146)
The same property is also obtained for ω¯0
lim
r¯→0
ω¯0(r¯, θ, ϕ) = ω0(θ, ϕ) (147)
Given the set of 3-dimensional potentials D¯, we define, as done in [19], the energy
functional M on D¯
M =
∫
R3
4
(
|DU¯ |2 + e
4U¯
ρ4
|Dω¯/2 + χ¯Dψ¯ − ψ¯Dχ¯
2
|2 + e
2U¯
ρ2
(|Dχ¯|2 + |Dψ¯|2)
)
dV0. (148)
where eσ¯ = e−2U¯ r¯2, dV0 = r¯
2 sin θdr¯dθdϕ, D is the Euclidean differential and the norms
are Euclidean norms.
Although in principle the functional M was introduced on axisymmetric maximal
initial data with two asymptotically flat ends, we will consider it acting on more general
sets of functions D¯(σ¯, ω¯, ψ¯, χ¯) with fixed J,QE and QM, not necessarily arising from the
potentials of an initial state. In this setup a key property of M , which is deduced from
the arguments in [19] is the following. Let D¯ = (σ¯, v¯, χ¯, ψ¯) be a set that is the extreme
Kerr-Newman set outside a compact set in R3 \ {0}. Then M(D¯) ≥ M(D¯0) where D¯0 is
the set for the extreme Kerr-Newman solution. In other words, the extreme Kerr-Newman
set is a minimum of M under variations of D¯0 of compact support.
We are ready to explain how to deduce that D0 is a critical point for M from the
properties of M . Let D = (σ, ω, ψ, χ) be a set on the sphere S2 and let D0 be the extreme
Kerr-Newman sphere set, both with the same angular momentum and charges J , QE and
QM. Define the set for the functional M
Dλ = λ(D −D0) (149)
Let ξ(x) be a real function equal to 1 for x ≤ 0, equal to −x + 1 for x ∈ [0, 1] and
equal to 0 for x ≥ 1. For every ǫ > 0 define ξǫ(r¯) = −1/r¯+1/ǫ. Finally consider the data
for the functional M
D¯λ,ǫ(r¯, θ, ϕ) = D¯0(r¯, θ, ϕ) +Dλ(θ, φ) (150)
A long but otherwise straightforward calculation shows
dM(Dλ)
dλ
∣∣∣∣
λ=0
= lim
ǫ→0
1
ǫ
dM(D¯λ,ǫ)
dλ
∣∣∣∣
λ=0
(151)
Now, since M(D¯) ≥ M(D¯0) the right hand side is zero for every ǫ > 0, therefore the left
hand side is zero and, because D was arbitrary, we conclude that D0 is a critical point of
M.
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