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Abstract
Due to the increased need for security and surveil-
lance, PTZ cameras are now being widely used in many
domains. Therefore, it is very important for the applica-
tions like video mosaic generation or automatic surveil-
lance that these camera be accurately calibrated. In
this paper, we address the problem of parameter re-
ﬁnement for such pan-tilt-zoom (PTZ) cameras. Use of
bundle-adjustment for parameter reﬁnement has widely
been adopted in the computer vision ﬁeld. However, as
has been shown by researchers, in presence of noise,
this Maximum Likelihood estimate looses its optimality.
We propose a novel statistically optimal error function
that is shown to experimentally outperform this ML es-
timate in presence of signiﬁcant noise. We perform tests
onsyntheticaswellasonrealdatatoverifyourmethod.
1 Introduction
PTZ cameras are now common tools with far reach-
ing applications [6]. Earlier work on cameras of special
motion was done by [8, 5]. [3] use known rotations to
perform camera calibration of the rotating cameras and
[10] use the inter-image homographies. However, the
state of the art auto-calibration method for rotating and
zooming cameras is that of Agapito et al. [1], who use
the mapping of the image of the absolute conic (IAC)
via the inﬁnite homography to impose linear constraints
on camera internal parameters using ﬁve or more im-
ages.
A typical method for estimating parameters for a
PTZ camera involves estimating the homography H be-
tween the different views, which requires point corre-
spondences. However, due to poor camera quality or
tracking errors, there is some unwanted noise in esti-
mating the correct corresponding points. As a conse-
quence, the estimated parameters, in most of the meth-
ods described above, are used as initialization for an
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another step - generally known in the community as
the bundle-adjustment [11]. The process of bundle-
adjustment is basically an implementation of Maximum
Likelihood Estimation (MLE). It has been shown that
in the presence of noise, this usage of MLE looses its
asymptotic optimality and poses potential problems [9].
In this work, we derive a statistically optimal geo-
metric error function for reﬁning the estimated camera
parameters, that is similar in its role to epipolar con-
straint [13]. This error function is speciﬁc to the PTZ
cameras, and although we do not provide any rigor-
ous mathematical proof for its optimality, it is experi-
mentally shown to out perform the MLE based bundle-
adjustment as used by [1]. Experimental results demon-
strate the superiority of the proposed geometric error in
terms of accuracy of results and noise resilience. The
rest of the paper is organized accordingly.
2 Classical Bundle-Adjustment
A 3D point M = [X Y Z]T is projected by a PTZ
camera to a point m on the image plane by a 3 × 3
matrix P as:
m ∼ KR |{z}
P
M, K =


λf γ u0
0 f v0
0 0 1

, (1)
where ∼ indicates equality up to multiplication by a
non-zero scale factor, R is the rotation matrix, and K
is a nonsingular 3×3 upper triangular matrix known as
the camera calibration matrix including ﬁve parameters,
i.e. the focal length f, the skew γ, the aspect ratio λ and
the principal point at (u0, v0).
Most practical auto-calibration methods comprise of
two steps [4, 6, 1]: In the ﬁrst step an initial solution is
found by solving directly a set of algebraic constraints
that are often linear. In the second step, the initial solu-
tion is reﬁned by minimizing an error function, which
preferably should reﬂect the geometry of the conﬁgura-
tion [4, 6]. For pan-tilt-zoom (PTZ) cameras, an error
functions based on minimizing geometric distances in
the image plane is sought that usually involve minimiz-
ing the error between the measured and the estimated
978-1-4244-2175-6/08/$25.00 ©2008 IEEEreprojected image coordinates. Thus we seek a Maxi-
mum Likelihood (ML) solution assuming that the error
in the measurement is Gaussian. This is generally re-
ferred to as the bundle adjustment [1, 10, 11]. Given
n images and m corresponding points, the maximum
likelihood estimate can be obtained by minimizing the
following Euclidean distance error function:
Cml =
n X
i=1
m X
j=1
k ˆ xij − KiRi ¯ Xj k
2 (2)
Thus the squared error sum between the image mea-
surement (ˆ xij) and the projection of the true image
points for all points across all views is minimized. Min-
imizing (2) is a non-linear problem, which is solved
byLevenberg-Marquardtiterativeminimizationmethod
[6]. The optimal (ML) solution lies close to the initial
solution. Thus it aims to change (or perturb) the esti-
mated points and the camera parameters such that the
cost function is minimized subject to the reprojection
model deﬁned by the homography relationship between
the views. Therefore the probability of a true solution
will follow a normal distribution. Formally, the mea-
suredlocation ˆ xisrelatedtothetruelocationbyaGaus-
sian additive noise η:
ˆ x = x + η = F(K,R) + η (3)
where F(K,R) is the reprojection model for the true
values of the image points given an estimate of the pa-
rameters K and R. Therefore the probability of the true
solution is:
p(ˆ x|K,R,σ) = N(ˆ x|F(K,R),σ) (4)
which one aims to maximize [1, 6].
3 Geometric Error Function
In most cases, the data is corrupted by noise. This is
mainlyduetothepoormatching, changinglightingcon-
ditions or other tracking errors. As a consequence, in
addition to the parameters that we are estimating, other
hidden unknowns are involved in the problem. These
unknown parameters are called as the nuisance param-
eters. It is generally believed in the vision community
that bundle-adjustment, which is basically an imple-
mentation of MLE, is “optimal”. However, as has been
shown by Okatani and Deguchi [9], this is not the case
and naive implementation of MLE for minimization of
reprojection errors or other vision applications poses
problems. In the situation when there is no noise or no
nuisance parameters, and provided a sufﬁcient number
of data are give, MLE is theoretically guaranteed to pro-
vide an asymptotically optimal estimate. However, the
nuisance parameters increase with the amount of data
and MLE looses it optimality.
In contrast, we propose an error function that is
shown to be experimentally optimized and consistently
give better results than MLE. By optimized we mean a
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Figure 1. Points in I2 corresponding to im-
age points xi in I1 lie on a conic in I2.
cost function tailored speciﬁcally to our special camera
model i.e. pure rotation and zoom.
Pure Pan: For a panning PTZ camera, a point x in the
ﬁrst image I1 is related to the corresponding point x0 in
the second image I2 via the inﬁnite homography:
x
0 ∼ K2RyK
−1
1 x (5)
where the rotation matrix Ry is parameterized as
Ry =




c 0 −s
0 1 0
s 0 c



 where c = cosθy and s = sinθy.
Using the ﬁrst two linear constraints given by
x
0 × (K2RyK
−1
1 x) = 0 (6)
we then express c and s in terms of Ki and the fea-
ture points x and x0. Upon substituting c and s into the
Pythagorean identity
c2 + s2 − 1 = 0 (7)
and rearranging, we get:
x
0TQx
0 = 0 (8)
Note that the above equation is independent of the ro-
tation angle. Q is a conic given by the 3×3 symmetric
matrix,
Q =


a b/2 d/2
b/2 c e/2
d/2 e/2 f

 (9)
with a = (xy − v0)
2 (10)
b = 0 (11)
c = −f
2
1 − (xx − u0)
2 (12)
d = (4u0v0xy − 2u0x
2
y − 2u0v
2
0) (13)
e = (2v0x
2
x − 4xxv0u0 + 2v0u
2
0 + 2v0f
2
1) (14)
f = u
2
0x
2
y − 2v0u
2
0xy + f
2
2v
2
0 − f
2
1v
2
0 − 2f
2
2v0xy
+f
2
2x
2
y + 2v
2
0u0xx − v
2
0x
2
x (15)
where f1 and f2 are the camera focal lengths in views
I1 and I2, respectively. The conic Q, in addition to
the camera parameters, is parameterized by the image
point x = [ xx xy 1 ]T. What equation (8) implies
is that for every point x in I1, the corresponding point
x0 in I2 must lie on the conic Q, which is deﬁned by
the camera parameters and the point x. Similarly, for
transformation from I2 to I1, it can be shown that for
every point x0 in I2, the corresponding point x in I1
must lie on a conic Q0:
x
TQ
0x = 0 (16)
where Q0, in contrast to Q, is deﬁned by the camera
parameters and the point x0 = [ x0
x x0
y 1 ]T in I2.In summary, as a camera pans the points in the im-
age plane trace a conic trajectory. It can be readily
veriﬁed from (10)-(12) that these conics are in fact hy-
perbolas. This is demonstrated in Figure 1. Points cor-
responding to xi in view I1 lie on a hyperbolic trajec-
tory in I2. Exactly where a corresponding point lies on
the hyperbola depends on the rotation angle. As shown
in the Figure 1(b), the blue dots are the corresponding
points when the pan angle was θy = 20◦ whereas it was
θy = 35◦ for the red dots. Therefore, instead of looking
for the solution in the neighborhood of a points in all
directions, we can minimize the orthogonal distance of
points from the hyperbolic curves.
Derivation of the Cost function: Similar to the map-
ping of points to lines between two views by the Funda-
mental matrix, from the above discussion, a PTZ cam-
era, undergoing pan motion deﬁnes quadratic curves for
mapping of the corresponding image points x ↔ x0.
Thus, instead of minimizing the distance of feature
points to epipolar lines [13] (or ﬁnding points consis-
tent with the homographies [2]), for pure rotation we
can minimize the distance of points to conics.
The geometric distance D of a point x to a conic Q0
can be obtained using Sampson’s rule [6]
D = 
T(JJ
T)
−1 (17)
where  = xTQ0x is the cost associated with x and
J =
h
∂(x
TQ
0x)
∂xx ,
∂(x
TQ
0x)
∂xy
i
is a matrix of partial
derivatives. Using the chain rule, the elements of J are
computed as:
∂(x
TQ
0x)
∂xx
=
∂(x
TQ
0x)
∂xx
∂x
∂xx
= 2(Q
0x)1
and similarly
∂(x
TQ
0x)
∂xy
= 2(Q
0x)2
where the subscripts 1 and 2 denote the ﬁrst and the
second component of the vector, respectively.
Using (17), the distance of a point x to a conic Q0
thus reduces to:
D =
(x
TQ
0x)
2
4((Q0x)2
1 + (Q0x)2
2)
(18)
For symmetric error minimization, the cost function
would then be of the form
n X
i=1
(
(x
T
i Q
0
ixi)
2
4((Q0
ixi)2
1 + (Q0
ixi)2
2)
+
(x
0T
i Qix
0
i)
2
4((Qix0
i)2
1 + (Qix0
i)2
2)
)
=
n X
i=1
(D + D
0) (19)
That is, the camera intrinsic and extrinsic parameters
and the correct feature point locations must minimize
the sum of distances to the conics. The minimum of this
non-linear cost function is sought using the Levenberg-
Marquardt algorithm. We have thus reduced the search
space of true feature locations to quadratic curves.
Tilt Motion: The above discussion equally applies to
pure tilt, or in fact to any single axis rotation.
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Figure 2. Performance vs. Noise Level:
averaged over 1000 independent trials.
Results after geometric optimization com-
pared to ML-optimized Agapito et al.
Pan-Tilt Motion For a PTZ camera undergoing both
pan and tilt motion, (5) is modiﬁed as:
x
0 ∼ K2RxRyK
−1
1 x (20)
where Ry is as deﬁned above, and Rx deﬁnes rotation
aroundthex-axisbyθx. Inprinciple, therearesufﬁcient
numberofconstraintstoeliminatethetwoangles. How-
ever, due to non-linearity, this is not straightforward.
Therefore, we parameterize Ry as before in terms of c
and s, and also parameterize Rx by c0 = cosθx and
s0 = sinθx. Similar to pan case, we then express c and
s in terms of feature points and the camera parameters
to obtain a conic as deﬁned in (8). The difference now is
that the conic Q (and similarly Q0) contains the tilt an-
gle components c0 and s0, which are used as additional
parameters in the cost function (19).
4 Experiments
Duetospacelimitations, weshowresultsonPanmo-
tion (tilt follows similarly) and pan-tilt case only.
Synthetic Data: We performed over 1000 independent
trials. For this purpose, a point cloud of 1000 random
points [1] was produced inside a unit cube to generate
image point correspondences while arbitrarily selecting
the rotation angles. Simulated camera has a focal length
of 1000, aspect ratio of λ = 1.5, skew γ = 0, and the
principal point at (u0,v0) = (512,384), for image size
of 1024 × 768.
We used the method of Agapito et al. [1] to estimate
camera parameters and compare our results with the
ML estimate method proposed by [1]; our reﬁnement
approach consistently outperforms the classical ML re-
ﬁnement.
Pan Motion: For pure pan (or pure tilt), which is gen-
erally known to be a degenerate case of camera motion
[1, 6], the results are shown in Figure 2. Figure 2(a)
shows the relative error in u0, which is found to be less
than 0.2% for a noise of up to 3 pixels. Similarly, noise
for the v0 and f is also very low compared to MLE. The
error in the proposed estimated method is comparably
lower than the classical ML estimation method.
Pan-Tilt Motion: For the case when the camera is both
panning and tilting, the error curves are shown in Figure
3. The error for the parameters u0,v0,f, and θx is lower
than 0.04%,0.1%, 0.04% and 0.05◦, respectively.(a)
Comb. u0 u0
0 v0 v0
0 f f0 θx θ0
x
C1 301.12 300.29 299.36 289.89 592.18 540.02 2.69 2.60
C2 320.10 320.37 610.87 485.43 735.21 697.44 2.30 3.11
C3 255.22 295.22 539.12 376.33 331.14 300.27 1.25 2.89
C4 299.54 323.25 622.74 440.88 467.15 392.46 0.98 2.28
C5 301.20 288.52 381.39 376.33 385.67 331.72 0.35 3.04
C6 266.11 286.79 294.51 289.89 247.24 176.39 3.45 2.65
C7 277.65 311.54 897.35 370.97 767.97 433.87 0.48 3.52
C8 256.11 305.24 415.55 459.82 445.92 387.45 1.42 2.45
C9 312.12 310.22 333.22 176.56 522.84 487.33 3.11 2.81
Mean 287.69 304.60 488.24 362.90 499.48 416.33 1.78 2.82
M. Dev. 20.56 10.02 121.04 83.49 125.04 92.19 0.94 0.24
(b)
Figure 4. (a) Sample images from pan-tilt
sequence. (b) Estimated parameters and
their statistics.
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Figure 3. Performance vs. Noise Level:
averaged over 1000 independent trials for
pan-tilt motion. Results after geometric
optimization compared to ML-optimized
Agapito et al.
The above experiments indicate that the minimiza-
tion based on the geometric error function derived in
this paper consistently give better results than the tradi-
tional ML estimate for the PTZ camera.
Real Data: The data was obtained by a SONYr SNC-
RZ30N PTZ camera with an image resolution of 640 ×
480, and deliberately keep f same between frames. Im-
age features and correspondences are obtained by using
the SIFT algorithm [7]. In order to evaluate our results,
we use an approach similar to [12].
Pan-Tilt Motion: This sequence is taken while panning
with θy = 2◦ and tilting with θx = 2◦, and keeping the
focal length ﬁxed for the camera. We apply the method
to all the combinations of 9 images from the total of
10 images. The results are shown in Figure 4, where ’
indicates results obtained from the proposed reﬁnment.
The the tilt angle θx was estimated as 1.78◦ by MLE
and 2.82◦ by the proposed cost function. The median
deviation [12] of the results obtained by the proposed
cost function is smaller than that of MLE. The principal
point is also estimated to be close to the center of the
image. Notice that we are able to reﬁne only one rota-
tion angle for pan-tilt motion and no angle for the pan
or tilt motion alone. This is primarily due to the fact
that we remove one angle of rotation when we apply
the Pythagorean identity in Eq (7) in Section 3.
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