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Estudio de un me´todo basado en programacio´n gene´tica para la
solucio´n de ecuaciones diferenciales ordinarias y parciales de dos
variables




Este trabajo de tesis tiene como propo´sito, realizar un estudio desde el punto de vista matema´tico
y computacional, sobre las ventajas y desventajas de usar un me´todo basado en Programacio´n
Gene´tica para resolver ecuaciones diferenciales ordinarias y ecuaciones diferenciales parciales en dos
variables. En este estudio, se describe inicialmente las principales caracter´ısticas del me´todo exponiendo
los fundamentos que soportan el desarrollo del algoritmo, desde su explicacio´n conceptual hasta
su implementacio´n en Python. Posteriormente, se presentan quince problemas seleccionados de tal
forma que permiten ilustrar diferentes caracter´ısticas del uso del me´todo, considerando problemas
de valor inicial con ecuaciones diferenciales ordinarias de primer y de segundo orden, problemas de
valor de frontera, problemas perio´dicos, problemas no-lineales, problemas r´ıgidos (Stiff), problemas
nume´ricamente inestables y problemas en ecuaciones diferenciales parciales de dos variables. Los
resultados obtenidos con el problema inestable se comparan con la funcio´n ode45 de Matlab.
Finalmente, el trabajo concluye presentando una discusio´n sobre las ventajas y desventajas del me´todo
de programacio´n gene´tica a la luz de los problemas anteriormente expuestos y presentando una serie




In this work we study a method based on Genetic Programming (GP) to solve differential equations. We
first describe the fundamentals of the GP method from its conceptual insights until its implementation
in Python. Then we used the method to solve fifteen problems in ODEs and PDEs to illustrate some
advantages and disadvantages from a computational and a mathematical point of view. The problems
solved include initial value problems, boundary value problems, periodic boundary problems, nonlinear
problems, stiff problems, ill-conditioned problems, elliptic, parabolic and hyperbolic PDEs problems.
Results show some advantages related with the use of the method for non-linear and ill-conditioned
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Introduccio´n
La ecuaciones diferenciales se usan para describir nuestro mundo, su importancia se refleja en la gran
diversidad de sus aplicaciones en diferentes campos de la ingenier´ıa y las ciencias ba´sicas, que van
desde la prediccio´n del clima, dina´mica poblacional, dina´mica de enfermedades, dina´mica de fluidos,
ana´lisis de estructuras meca´nicas, acu´stica, propagacio´n de ondas, meca´nica celeste, meca´nica cua´ntica
y difusio´n de contaminantes, hasta la prediccio´n en la bolsa de valores, solo por mencionar algunas.
Para resolver un problema mediante el uso de ecuaciones diferenciales primero se debe garantizar que
este´ bien planteado para garantizar la unicidad de su solucio´n. Posteriormente, la solucio´n se puede
obtener a partir de un abanico de me´todos los cuales se pueden agrupar a grandes rasgos en uno
de los tres enfoques siguientes: los me´todos denominados anal´ıticos los cuales permiten buscar una
expresio´n matema´tica anal´ıtica para describir la solucio´n, los me´todos cualitativos los cuales describen
el comportamiento de la solucio´n en el espacio de soluciones, analizando por ejemplo propiedades
tales como estabilidad, y los me´todos nume´ricos los cuales buscan aproximar la solucio´n del problema
garantizando el manejo del error asociado a dicha aproximacio´n. Ver [31], [32], [1] y [11].
A pesar de los grandes avances en cada uno de estos enfoques para la solucio´n de ecuaciones
diferenciales, au´n existen algunas limitaciones en su uso, por mencionar algunos ejemplos de estas
limitaciones, en el caso de los me´todos anal´ıticos es en general dif´ıcil encontrar soluciones para todos
los problemas y en el caso de los me´todos nume´ricos, a pesar de que la solucio´n aproximada se expresa
como un conjunto de puntos, los cuales deben ser interpolados para aproximar una solucio´n y de que
son de gran importancia dada su eficiencia, estos fallan cuando no hay continuidad entre el espacio de
los datos del problema y el espacio de las soluciones, es decir cuando el problema es nume´ricamente
inestable (ill-conditioned).
Recientemente, en el caso de los me´todos computacionales, se viene desarrollando una serie de me´todos
basados en lo que se denomina computacio´n evolutiva, los cuales pretenden solucionar la ecuacio´n
diferencial en forma simbo´lica, es decir, mediante la bu´squeda de una fo´rmula anal´ıtica cerrada que
aproxime o que encuentre de forma exacta la solucio´n del problema.
La computacio´n evolutiva derivada de los algoritmos gene´ticos, corresponde a un me´todo de
optimizacio´n estoca´stico, cuyas reglas de bu´squeda se fundamentan en los principios de seleccio´n
natural. Este enfoque considerado en la literatura como biolo´gicamente inspirado fue propuesto
principalmente por Holland, ver [21]. La computacio´n evolutiva consiste entonces, de un proceso
basado en la evolucio´n de un nu´mero de posibles soluciones del problema, las cuales, se modifican o
evolucionan a trave´s de ciertos operadores denominados gene´ticos tales como la re´plica, el cruzamiento
y la mutacio´n, ver [34] y [13]. En general los algoritmos gene´ticos son considerados como last resource
en el sentido que se aplican para la solucio´n de problemas dif´ıciles que no se pueden resolver por medio
de otros me´todos de optimizacio´n convencionales. Estos problemas incluyen, problemas NP-Duros de
x
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optimizacio´n combinatorial, identificacio´n de estructuras complejas, como tambie´n optimizacio´n de
funciones multi-objetivo.
Como las ideas de la computacio´n evolutiva son extra´ıdas del modelo de la evolucio´n natural, todas
las instancias de los algoritmos evolutivos comparten las siguientes caracter´ısticas, ver [5]: (i) El e´xito
del algoritmo radica en el patro´n emergente que surge de la evolucio´n de la poblacio´n de individuos.
Usualmente cada individuo, representa o codifica un punto en el espacio de potenciales soluciones del
problema a resolver. (ii) Los descendientes de los individuos son generados por procesos aleatorios que
intentan modelar la mutacio´n y la recombinacio´n. (iii) Con el fin de evaluar a los individuos en su
ambiente, una medida de capacidad de adaptacio´n a su entorno se debe asignar a cada individuo. De
acuerdo con esta medida, el proceso de seleccio´n favorecera´ a los mejores individuos a reproducirse con
ma´s frecuencia que aquellos con un peor desempen˜o.
Dentro de los algoritmos de computacio´n evolutiva se destaca la programacio´n gene´tica, propuesta
originalmente por Koza [24]. Esta´ te´cnica se diferencia de un algoritmo gene´tico puro en dos aspectos:
El primero es que la programacio´n gene´tica codifica las soluciones en forma de a´rbol y no como cadena
de nu´meros de enteros y el segundo es que la programacio´n gene´tica permite que las mejores soluciones
de una generacio´n pasen de forma directa a la generacio´n siguiente, esto es lo que se considera en la
literatura como elitismo, Ver [3] pa´g 36. Esta te´cnica ha sido utilizada de forma exitosa en problemas
tales como: generacio´n automa´tica de co´digo de programacio´n, regresio´n simbo´lica, descubrimiento
de identidades trigonome´tricas, control de robots y hormigas artificiales entre otros, ver [24] y [29].
Adicionalmente, Koza sen˜ala que los problemas ma´s importantes de la inteligencia artificial, las
ma´quinas de aprendizaje y los sistemas adaptativos se pueden formular en te´rminos de la bu´squeda
de un programa de computacio´n, y que la programacio´n gene´tica provee una forma efectiva y eficiente
para buscar este programa de computacio´n en el espacio de programas computacionales [2].
Con relacio´n a la aplicacio´n de la computacio´n evolutiva en el campo de las ecuaciones diferenciales,
Tsoulos y Lagaris [40] desarrollaron un me´todo basado en programacio´n gene´tica para la solucio´n
simbo´lica de ecuaciones diferenciales ordinarias y parciales. Este me´todo crea generaciones de
expresiones simbo´licas que representan posibles soluciones de la ecuacio´n diferencial en forma anal´ıtica
cerrada, dichas expresiones se construyen mediante una grama´tica libre de contexto en la forma Backus-
Naur. Los ejemplos ilustrativos de su trabajo demuestran la potencialidad del me´todo para la solucio´n
de problemas de valor inicial y problemas de valor de frontera, sistemas de ecuaciones diferenciales
ordinarias, y problemas el´ıpticos. Adicionalmente, permite abrir una discusio´n sobre las posibilidades,
ventajas y desventajas que presenta esta metodolog´ıa.
Por otra parte, Mastoraskis y colaboradores , ver [26], desarrollaron un me´todo para resolver problemas
de valor inicial inestables mediante el uso de algoritmos gene´ticos y el me´todo de Nelder-Mead.
La te´cnica, partiendo de la formulacio´n variacional de Raleigh-Ritz, permite reescribir el problema
discretizado por medio de elementos finitos como un problema de optimizacio´n, el cual se puede
resolver por medio de algoritmos gene´ticos y el Me´todo de Nelder-Mead para hallar el punto exacto
del mı´nimo global. Sin embargo, esta te´cnica no expresa la solucio´n en forma simbo´lica sino como un
conjunto de puntos.
Con relacio´n al ca´lculo simbo´lico y al desarrollo de modelos basados en ecuaciones diferenciales, Hitoshi
[22] desarrolla un me´todo evolutivo para identificar un modelo, un sistema de ecuaciones que permita
describir los datos observados en una serie de tiempo. Para explorar el espacio de bu´squeda de forma
ma´s efectiva, se propone una combinacio´n entre programacio´n gene´tica y mı´nimos cuadrados para
inferir simbo´licamente las funciones del lado derecho del sistema de ecuaciones diferenciales.
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Asif-Zahoor et al. [4] desarrollaron un me´todo basado en computacio´n evolutiva para la solucio´n de la
ecuacio´n diferencial no lineal de Ricatti de orden arbitrario. En esta te´cnica el algoritmo gene´tico se usa
para encontrar los coeficientes de la suma parcial de la solucio´n en serie de potencias. Los resultados
demostraron que el me´todos es exitoso dado un margen de error basado en una tolerancia au´n para el
caso en que el orden de la ecuacio´n diferencial es fraccionario. En este problema no se utiliza regresio´n
simbo´lica para la solucio´n de las ecuaciones.
De manera similar, Jebari y colaboradores [23], desarrollaron un me´todo para resolver la ecuacio´n
de Poisson, basado en algoritmos gene´ticos y evolucio´n gramatical, sus resultados muestran que
cuando la solucio´n del problema no puede expresarse en forma anal´ıtica cerrada, el me´todo es lo
suficientemente flexible y robusto como para encontrar una respuesta satisfactoria con un nivel de
precisio´n determinada.
Recientemente, K. Nemati y colaboradores, desarrollaron un algoritmo estoca´stico inspirado en lo que
se denomina competitividad imperialista (ICA) para resolver problemas de valor inicial y problemas
de valor de frontera. De manera similar a los algoritmos gene´ticos, el problema de valor inicial o de
frontera se reescribe en te´rminos de un problema de optimizacio´n sin restricciones a partir de un
me´todo de penalizacio´n, posteriormente se evalu´a un conjunto de posibles soluciones del problema de
optimizacio´n las cuales se filtran por medio de criterios basados en la filosof´ıa de la competitividad
imperialista. Ver [27].
Los trabajos anteriormente expuestos revelan el intere´s acade´mico y pra´ctico que se tiene por desarrollar
el campo de la programacio´n gene´tica aplicada a la resolucio´n simbo´lica de ecuaciones diferenciales,
dejando una serie de interrogantes abiertos para el desarrollo de investigacio´n en el a´rea e invitando a
reflexionar sobre la siguiente pregunta:
¿Cua´les son las ventajas y desventajas que desde un punto de vista matema´tico y computacional tiene
el usar un me´todo basado en Programacio´n Gene´tica para resolver simbo´licamente ecuaciones
diferenciales ordinarias y ecuaciones diferenciales parciales en dos variables?
Por lo tanto, este trabajo de tesis tiene por objetivo general, realizar un estudio desde el punto de vista
matema´tico sobre las ventajas y desventajas del uso de un me´todo basado en Programacio´n Gene´tica
para resolver ecuaciones diferenciales ordinarias y parciales en dos variables partiendo de los estudios
de Tsoulos y Lagaris [40].
El presente documento se compone de cuatro cap´ıtulos. En el primer cap´ıtulo, se describe inicialmente
las principales caracter´ısticas del me´todo exponiendo los fundamentos que soportan el desarrollo del
algoritmo destacando los Algoritmos Gene´ticos, partiendo desde su explicacio´n conceptual hasta su
implementacio´n. Luego, partiendo de los principios del cap´ıtulo anterior, el cap´ıtulo 2 describe el
me´todo de programacio´n gene´tica para la solucio´n de ecuaciones diferenciales ordinarias y parciales
en dos variables. En el tercer cap´ıtulo se presentan quince problemas seleccionados de tal forma que
permiten ilustrar diferentes caracter´ısticas del uso del me´todo, considerando problemas de valor inicial
con ecuaciones diferenciales ordinarias de primer y de segundo orden, problemas de valor de frontera,
problemas perio´dicos, problemas no-lineales, problemas r´ıgidos (Stiff), problemas nume´ricamente
inestables y problemas en ecuaciones diferenciales parciales de dos variables. Los resultados obtenidos
con el problema inestable se comparan con la funcio´n ode45 de Matlab. Finalmente, en el cap´ıtulo
4, el trabajo concluye presentando una discusio´n sobre las ventajas y las desventajas del me´todo de
programacio´n gene´tica a la luz de los problemas anteriormente expuestos y presentando una serie
de preguntas abiertas las cuales motivan el desarrollo de un posterior trabajo de investigacio´n. En
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el ape´ndice A se encuentra la implementacio´n del me´todo de programacio´n gene´tica para ecuaciones
diferenciales ordinarias y parciales en el lenguaje de programacio´n Python.
Para facilitar al jurado la lectura y revisio´n del documento, la siguiente tabla relaciona los objetivos
espec´ıficos con el contenido del documento.
Objetivo espec´ıfico Seccio´n o Cap´ıtulo
Revisar la teor´ıa de los algoritmos gene´ticos partiendo
desde su explicacio´n conceptual hasta su implementacio´n
en Python.
Introduccio´n, Cap´ıtulo1,
Cap´ıtulo 2 y Ape´ndice A
Describir el me´todo basado en programacio´n gene´tica para
la solucio´n de ecuaciones diferenciales ordinarias y parciales
en dos variables.
Cap´ıtulo 2
Hallar la solucio´n a algunas ecuaciones diferenciales modelo
(Benchmark test) utilizando el me´todo de programacio´n
gene´tica.
Cap´ıtulo 3
Hacer una discusio´n sobre las ventajas y desventajas que
desde un punto de vista matema´tico y computacional tiene
este me´todo.
Cap´ıtulo 4




Las estructuras biolo´gicas son una de las formas ma´s perfectas y exitosas en la naturaleza, debido
principalmente a su gran facilidad de adaptacio´n y evolucio´n. Estas estructuras observadas por Darwin
y explicadas en su teor´ıa evolucionista, son consecuencia de la adaptacio´n de los individuos a su
ambiente durante largos periodos en el tiempo, de la creacio´n de nuevas estructuras producto de la
seleccio´n natural, de la recombinacio´n sexual y de la mutacio´n de las especies. De all´ı, que ha sido
fuente inspiradora de muchos cient´ıficos y acade´micos, particularmente en el campo de las ciencias de
la computacio´n.
En este cap´ıtulo, se hara´ un breve resumen de los algoritmos gene´ticos y de las primeras ideas
evolutivas que los generaron, tomadas de [34], [13], [21], [24], como tambie´n una revisio´n teo´rica sobre
la convergencia de los algoritmos gene´ticos de [21] y [24].
1.1. Resumen histo´rico de la computacio´n evolutiva
La siguiente seccio´n, corresponde a un resumen de las principales ideas expuestas por el profesor Carlos
A. Coello Coello del CINVESTAV-IPN, Me´xico, en el segundo cap´ıtulo de su libro Introduccio´n a la
Computacio´n Evolutiva (Notas de Curso) que desde el an˜o 2000 ha venido refinando an˜o tras an˜o, y
que se ha convertido en un texto gu´ıa e introductorio de la Computacio´n Evolutiva en habla hispana.
Su completa revisio´n bibliogra´fica y su claridad en el tema, hacen de esta seccio´n una ventana de
contextualizacio´n al lector para lo que en este trabajo de grado se pretende.
Aunque para muchos de nosotros, las ideas evolucionistas tienen un nombre particular, Charles Darwin,
en realidad no se originaron con e´l, sino que estuvieron presentes en muchos cient´ıficos y pensadores
que no encontraban en la teor´ıa creacionista una explicacio´n razonable y completa sobre el origen de
las especies.
Georges Louis Leclerc (Conde de Buffon) alrededor de 1750, fue tal vez el primero que describio´ en
44 tomos, todo lo que se sab´ıa sobre la naturaleza, que las especies se originaron entre s´ı. El cre´ıa
en los cambios orga´nicos, especulaba sobre como el ambiente influ´ıa en las especies, sin embargo no
describio´ un mecanismo que fuese el responsable de ello.
A partir de 1801, el zoo´logo france´s, Jean Baptiste Pierre (Caballero de Lamarck) explico´ un mecanismo
responsable de los cambios en las especies.
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Lamarck cre´ıa que los organismos no son alterados de forma pasiva por su ambiente, sino que ma´s bien
un cambio en el ambiente produce cambios en las necesidades de los organismos, en consecuencia, e´stos
cambian su comportamiento, lo que conlleva al mayor uso (o desuso) de ciertos o´rganos o estructuras
corporales de un individuo, haciendo que dichos o´rganos o estructuras crezcan (ante un mayor uso) o
se reduzcan (ante el menor uso) con el paso de las generaciones. Adema´s, Lamarck pensaba que estos
cambios eran hereditarios, lo que implicaba que los organismos se van adaptando gradualmente a su
ambiente..., [13].
Estas ideas no fueron muy populares en su e´poca, por lo que Jean Baptiste Pierre termino´ desacreditado
por sus contempora´neos.
El cient´ıfico alema´n August Weismann formulo´ en el siglo XIX una teor´ıa denominada germoplasma,
segu´n la cual el cuerpo se divide en ce´lulas germinales (germoplasma) que pueden transmitir
informacio´n hereditaria y en ce´lulas soma´ticas (o somatoplasma), que no pueden hacerlo,... [13].
Estas ideas eran opuestas a las de Lamarck, por lo que decidio´ efectuar una serie de experimentos en
los cuales corto´ la cola a un grupo de ratas durante 22 generaciones (1592 ratones en total), mostrando
con ello, que la longitud de la cola de las nuevas generaciones de ratas no se ve´ıa afectada. Con ello,
Weismann corroboro´ que la teor´ıa Lamarckista de la herencia, donde las caracter´ısticas se pasan de
generacio´n a generacio´n estaba equivocada, y produjo (sin saberlo) al re-descubrimiento del trabajo
de Mendel sobre las leyes de la herencia.
Para Weismann, la seleccio´n natural era la u´nica forma de cambiar al germoplasma (hoy conocido
como genotipo 1), y se pensaba que tanto el germoplasma como el ambiente pod´ıan influenciar al
somatoplasma (hoy conocido como fenotipo 2).
El naturista ingle´s Alfred Russell Wallace era un gran autodidacta que se intereso´ en el origen de las
especies a mediados de los 1850s, publicando varios art´ıculos al respecto,... [13].
En 1858, intuyo´ por s´ı solo la teor´ıa de la seleccio´n natural sin saber que Darwin se le hab´ıa adelantado.
As´ı fue como le pidio´ ayuda a Darwin para publicar sus estudios, y de all´ı resulto´ un art´ıculo en conjunto
publicado en el Journal of the Linnean Society de Londres.
De otra parte, Darwin, al darse cuenta del trabajo de Wallace, decidio´ dejar a un lado de escribir su
libro sobre la seleccio´n natural que inicio´ en 1856, y se dedico´ a escribir uno otro sobre la evolucio´n. Fue
as´ı como produjo El origen de las especies, en 1859 el cual sigue siendo un libro cla´sico en su ge´nero.
Darwin concluyo´, que si una especie no sufr´ıa cambios, se volver´ıa incompatible con su ambiente, ya
que e´ste tiende a cambiar con el tiempo. As´ı mismo, las similitudes que tienen los hijos con los padres,
le dieron a Darwin ciertas pistas para pensar que las caracter´ısticas de las especies eran hereditarias,
y que de generacio´n a generacio´n ocurr´ıan cambios cuya principal motivacio´n era hacer a los nuevos
individuos ma´s aptos para sobrevivir.
Johann Gregor Mendel, un monje austriaco, dedico´ gran parte de su vida a estudiar las caracter´ısticas
ba´sicas de las semillas de fr´ıjol. Mendel descubrio´ tres leyes ba´sicas que explican como las caracter´ısticas
de un miembro de una especie pasa a otro de esa especie. La primera establec´ıa que los miembros de
cada par de alelos de un gene se separan cuando se producen los gametos durante la meiosis. La
segunda ley establec´ıa que los pares de alelos se independizan (o se separan) durante la formacio´n
1Te´rmino que se usa para denotar la composicio´n gene´tica de un organismo.
2Los rasgos espec´ıficos de un individuo.
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de gametos 3. Y la tercera ley establec´ıa que cada caracter´ıstica heredada se determina mediante dos
factores provenientes de ambos padres, lo cual decide si un cierto gene 4 es dominante o recesivo.
Aunque este monje descubrio´ las leyes de la herencia, nunca pudo entender completamente todo lo
que hab´ıa detra´s de ellas, por lo que su trabajo permanecio´ ignorado por la comunidad cient´ıfica hasta
1901, donde pudo ser traducido del alema´n al ingle´s.
Alrededor de 1900, el bota´nico dane´s Hugo DeVries, creyo´ haber descubierto una nueva especie de
planta al encontrar una flor roja entre varias flores amarillas. ...Segu´n DeVries, esto se deb´ıa a una
mutacio´n abrupta e infrecuente de las flores amarillas. As´ı, DeVries re-descubrio´ nuevamente las
leyes de la herencia que enunciar´ıa Mendel an˜os atra´s y puso de moda la teor´ıa de las mutaciones
esponta´neas, ampliando con ella la teor´ıa Darwiniana de la evolucio´n. [13].
En 1903, Walter Sulton, reviso´ el trabajo de Mendel y el de DeVries, y determino´, sin experimentos
gene´ticos, que los cromosomas en el nu´cleo de las ce´lulas eran el lugar donde se almacenaban las
caracter´ısticas hereditarias. De ah´ı, Sutton paso´ a ser uno de los pioneros ma´s importantes de la
gene´tica moderna.
La teor´ıa evolutiva propuesta por Darwin, junto con lo expuesto Weismann y Mendel, es lo que hoy
en d´ıa se conoce como el paradigma Neo-darwiniano. Este paradigma establece que ...la historia de
la vasta mayor´ıa de la vida en nuestro planeta puede ser explicada a trave´s de un pun˜ado de procesos
estad´ısticos que actu´an sobre y dentro de las poblaciones y especies: la reproduccio´n, la mutacio´n, la
competencia y la seleccio´n....
... La reproduccio´n es una propiedad obvia para garantizar la vida misma. En cualquier sistema que se
reproduce a s´ı mismo continuamente y que esta´ en constante equilibrio, la mutacio´n esta´ garantizada.
El contar con un espacio finito asegura la competencia. Y la seleccio´n se vuelve la consecuencia natural
del exceso de organismos que han llenado el espacio de recursos disponibles. La evolucio´n es, por lo
tanto, el resultado de estos procesos estoca´sticos (probabil´ısticos) fundamentales que interactu´an entre
s´ı en las poblaciones, generacio´n tras generacio´n. [34], [13].
As´ı fue como la evolucio´n de las especies fue vista como un proceso de aprendizaje desde los 1930s.
Por ejemplo, W.D. Cannon plantea en su libro The Wisdom of the Body que el proceso de la
evolucio´n se asimila al aprendizaje por ensayo y error que suele ocurrir en los seres humanos. Luego,
el ce´lebre matema´tico ingle´s, Alan Mathison Turing, identifico´ la conexio´n obvia entre la evolucio´n y
el aprendizaje de ma´quina en su art´ıculo (considerado hoy cla´sico en Inteligencia Artificial) titulado
Computing Machinery and Intelligence.
Finalizando los 1950s y principios de los 1960s, el bio´logo Alexander S. Fraser publico´ algunos trabajos
sobre la evolucio´n de sistemas biolo´gicos en una computadora digital, dando las ideas para lo que
ma´s tarde se convertir´ıa en el algoritmo gene´tico. En su trabajo, Fraser hace uso de representaciones
binarias, de un operador de cruce probabil´ıstico, de una poblacio´n de padres que generan una poblacio´n
de hijos tras recombinarse y el empleo de un mecanismo de seleccio´n. Adema´s Fraser utilizo´ el te´rmino
aprendizaje para referirse al proceso evolutivo efectuado en sus simulaciones, introdujo la definicio´n de
funcio´n de ajuste o de adaptacio´n (fitness) y el ana´lisis estad´ıstico de la convergencia del proceso de
seleccio´n.
A lo largo del siglo XX, diversos investigadores desarrollaron algoritmos inspirados en la evolucio´n
natural para resolver diferentes tipos de problemas. Por ejemplo, R. M. Friedberg fue pionero en la
3Va´lida hoy en d´ıa para los genes localizados en cromosomas diferentes.
4Unidades de la herencia.
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tarea de evolucionar programas de computadora. El trabajo de Friedberg consistio´ en generar un
conjunto de instrucciones en lenguaje ma´quina que pudiesen efectuar ciertos ca´lculos sencillos (por
ejemplo, sumar dos nu´meros). Fogel [17] considera que Friedberg fue el primero en enunciar de manera
informal los conceptos de paralelismo impl´ıcito5 y esquemas6, que popularizara Holland en los 1970s.
Friedberg utilizo´ un algoritmo de asignacio´n de cre´dito para dividir la influencia de diferentes
instrucciones individuales en un programa. Este procedimiento fue comparado con una bu´squeda
puramente aleatoria, y en algunos casos fue superado por e´sta. Tras ciertas modificaciones al
procedimiento, Friedberg fue capaz de superar a una bu´squeda totalmente aleatoria, pero no pudo
resolver satisfactoriamente el problema de estancamiento (stagnation, en ingle´s) de la poblacio´n que se
le presento´ y por ello fue cruelmente criticado por investigadores de la talla de Marvin Minsky, quien
en un art´ıculo de 1961 indico´ que el trabajo de Friedberg era una falla total. Minsky atribuyo´ el fracaso
del me´todo de Friedberg a lo que e´l denomino´ el feno´meno de mesa, segu´n el cual el estancamiento de
la poblacio´n se deb´ıa al hecho de que so´lo una instruccio´n del programa era modificada a la vez, y eso
no permit´ıa explorar una porcio´n significativa del espacio de bu´squeda. Aunque estas observaciones
no son del todo precisas, el problema del estancamiento siguio´ siendo el principal inconveniente del
procedimiento de Friedberg, aunque Fogel considera que su trabajo precedio´ el uso de los sistemas de
clasificadores que popularizara varios an˜os despue´s John Holland.
George J. Friedman fue tal vez el primero en proponer una aplicacio´n de te´cnicas evolutivas a la
robo´tica: su tesis de maestr´ıa propuso evolucionar una serie de circuitos de control similares a lo que
hoy conocemos como redes neuronales, usando lo que e´l denominaba “retroalimentacio´n selectiva”,
en un proceso ana´logo a la seleccio´n natural. Muchos consideran a este trabajo como el origen
mismo de la denominada “robo´tica evolutiva”, que es una disciplina en la que se intentan aplicar
te´cnicas evolutivas a diferentes aspectos de la robo´tica (planeacio´n de movimientos, control, navegacio´n,
etc.). Desgraciadamente, las ideas de Friedman nunca se llevaron a la pra´ctica, pero aparentemente
fueron redescubiertas por algunos investigadores varios an˜os despue´s. Los circuitos de control que
utilizara Friedman en su trabajo modelaban a las neuronas humanas, y eran capaces de ser excitadas
o inhibidas. Adema´s, era posible agrupar estos circuitos simples (o neuronas) para formar circuitos
ma´s complejos. Lo interesante es que Friedman propuso un mecanismo para construir, probar y evaluar
estos circuitos de forma automa´tica, utilizando mutaciones aleatorias y un proceso de seleccio´n. Este es
probablemente el primer trabajo en torno a lo que hoy se denomina “hardware evolutivo”. Friedman
tambie´n especulo´ que la simulacio´n del proceso de reproduccio´n sexual (o cruza) y el de mutacio´n
nos conducir´ıa al disen˜o de “ma´quinas pensantes”, remarcando espec´ıficamente que podr´ıan disen˜arse
programas para jugar al ajedrez con este me´todo.
Nils Aall Barricelli desarrollo´ las que tal vez fueron las primeras simulaciones de un sistema evolutivo
en una computadora. Barricelli explico´ la funcio´n de la recombinacio´n sexual en forma muy similar a la
nocio´n de bloques constructores que enunciara Holland en los 1970s. Otra de sus contribuciones fue el
haber reconocido la naturaleza Markoviana de sus simulaciones, en un preludio al modelo matema´tico
utilizado en tiempos modernos para analizar la convergencia de los algoritmos gene´ticos.
Hans Joachim Bremermann fue tal vez el primero en ver a la evolucio´n como un proceso de
optimizacio´n, adema´s de realizar una de las primeras simulaciones de la evolucio´n usando cadenas
binarias que se procesaban por medio de reproduccio´n (sexual o asexual), seleccio´n y mutacio´n, en
5El paralelismo impl´ıcito que demostrara Holland para los Algoritmos Gene´ticos se refiere al hecho de que mientras
el algoritmo calcula las aptitudes de los individuos de una poblacio´n, estima de forma impl´ıcita las aptitudes promedio
de un nu´mero mucho ma´s alto de cadenas cromoso´micas a trave´s del ca´lculo de las aptitudes promedio observadas en
los “bloques constructores” que se detectan en la poblacio´n.
6Un esquema es un patro´n de valores de los genes de un cromosoma.
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lo que ser´ıa otro claro predecesor del algoritmo gene´tico. Bremermann utilizo´ una te´cnica evolutiva
para problemas de optimizacio´n con restricciones lineales. La idea principal de su propuesta era usar
un individuo factible el cual se modificaba a trave´s de un operador de mutacio´n hacia un conjunto de
direcciones posibles de movimiento. Al extender esta te´cnica a problemas ma´s complejos, Bremermann
utilizo´ adema´s operadores de recombinacio´n especializados. Fue uno de los primeros en utilizar el
concepto de poblacio´n en la simulacio´n de procesos evolutivos, adema´s de intuir la importancia de la
co-evolucio´n (es decir, el uso de dos poblaciones que evolucionan en paralelo y cuyas aptitudes esta´n
relacionadas entre s´ı) y visualizar el potencial de las te´cnicas evolutivas para entrenar redes neuronales.
Lawrence J. Fogel y otros, disen˜aron una te´cnica denominada Programacio´n Evolutiva, la cual consist´ıa
ba´sicamente en hacer evolucionar auto´matas de estados finitos, los cuales eran expuestos a una serie
de s´ımbolos de entrada y se esperaba que, eventualmente, ser´ıan capaces de predecir las secuencias
futuras de s´ımbolos que recibir´ıan. Esta te´cnica no consideraba el uso de un operador de recombinacio´n
sexual, lo que pretend´ıa era modelar el proceso evolutivo al nivel de las especies y no al nivel de los
individuos.
En el intento por resolver algunos problemas de meca´nica de fluidos, los alemanes Peter Bienert,
Ingo Rechenberg y Hans-Paul Schwefel disen˜aron una te´cnica denominada estrategia evolutiva. El
mecanismo ba´sico de esta te´cnica es desarrollar un me´todo de ajustes discretos aleatorios inspirados
en el mecanismo de mutacio´n que ocurre en la naturaleza. Aunque los primeros resultados teo´ricos de
las estrategias evolutivas se esbozaron en la tesis doctoral de Rechenberg en 1973, solo hasta fines de
los 1970s se tradujo al ingle´s en donde atrajo la atencio´n de nuevos investigadores.
En los 1960s, John H. Holland se intereso´ en estudiar los procesos lo´gicos involucrados en la adaptacio´n.
Inspirado por los estudios de aquella e´poca, se percato´ de que el uso de reglas simples podr´ıa generar
comportamientos flexibles, y visualizo´ la posibilidad de estudiar la evolucio´n de comportamientos en
un sistema complejo. De tal forma, Holland vio el proceso de adaptacio´n en te´rminos de un formalismo
en el que los programas de una poblacio´n interactu´an y mejoran en base a un cierto ambiente que
determina lo apropiado de su comportamiento. El combinar variaciones aleatorias con un proceso
de seleccio´n, deb´ıa entonces conducir a un sistema adaptativo general. Este sistema fue desarrollado
hacia mediados de los 1960s , y se dio a conocer en el libro que Holland publico´ en 1975, donde lo
denomino´ plan reproductivo gene´tico, aunque hoy se conoce popularmente como algoritmo gene´tico.
Esta te´cnica se ha utilizado mucho en optimizacio´n, siendo la ma´s popular en la actualidad.
Otros investigadores hicieron tambie´n importantes contribuciones para forjar lo que hoy se conoce
como “computacio´n evolutiva”, aunque en aras de la brevedad, mencionaremos algunos otros. Michael
Conrad y Howard H, Pattee, simularon un sistema artificial en el que un conjunto de organismos
unicelulares estaban sujetos a una estricta ley de conservacio´n de la materia que les induc´ıa a competir
para sobrevivir. Conrad tambie´n propuso en los 1970s una te´cnica para entrenar redes neuronales a
la que denomino´ “modelo de circuitos de aprendizaje evolutivo”. Hicklin y Fujiki usaron te´cnicas para
combinar los suba´rboles de un individuo con otro. Nichael Lynn Cramer y posteriormente John R.
Koza, propusieron el uso de una representacio´n de a´rbol en la que se implemento´ un operador de cruza
para intercambiar suba´rboles entre los diferentes programas de una poblacio´n generada al azar. La
diferencia entre ambos es que Cramer uso´ una funcio´n de ajuste que el usuario deb´ıa asignar a mano,
mientras que Koza logro´ automatizarla. A la propuesta de Koza es la que se denomina hoy en d´ıa
programacio´n gene´tica. Esta te´cnica se usa en un gran nu´mero de aplicaciones como la compresio´n
de ima´genes, el disen˜o de circuitos, el reconocimiento de patrones y la planeacio´n de movimientos de
robots, entre otras.
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Thomas S. Ray desarrollo´ a principios de los 1990s, un simulador muy original en el que evolucionaban
programas en lenguaje ensamblador, compet´ıan por ciclos de CPU, a la vez que intentaban reproducirse
en la memoria de dicha computadora. Tambie´n al generarsen nuevas “criaturas”, ellas mutaban, se
adaptaban y se seleccionaban entre s´ı, haciendo con el tiempo que se eliminaran aquellas criaturas que
por su composicio´n no pod´ıan reproducirse. A esto es lo que se le conoce como dina´mica evolutiva.
1.2. Mecanismos de evolucio´n
De acuerdo con Koza [24], los procesos evolutivos en la naturaleza ocurren cuando se satisfacen las
siguientes cuatro condiciones:
Un individuo tiene la capacidad de reproducirse.
Existe una poblacio´n de individuos con esta capacidad de reproducirse.
Existe algunas caracter´ısticas que identifican a cada uno de estos individuos.
Algunas diferencias en la capacidad de adaptarse a su ambiente esta´n asociadas con estas
caracter´ısticas individuales.
De esta forma, la nocio´n de variedad es una manifestacio´n de las caracter´ısticas particulares al nivel
cromoso´mico de los individuos de la poblacio´n. As´ı, esta variacio´n se puede apreciar tanto en la
estructura como en la conducta de los individuos en su ambiente. Au´n ma´s, esta variacio´n puede
ser medible y cuantificable en te´rminos de los que se denominara´ funcio´n de adaptacio´n. Aquellos
individuos que mejor se desempen˜en para realizar una determinada tarea en su ambiente sera´n capaces
de sobrevivir y tendra´n mayores posibilidades de reproduccio´n, la menos adaptadas tendra´n menos
chances de sobrevivir y su material cromoso´mico sera eliminado progresivamente. Con el tiempo y
despue´s de un muchas generaciones, la poblacio´n en general contiene ma´s individuos cuyas estructuras
y conductas provienen de aquellos individuos mejores adaptados para la solucio´n de un problema. En
conjunto, las caracter´ısticas esenciales de la poblacio´n han cambiado debido a la Seleccio´n Natural y se
dice entonces que la poblacio´n en conjunto a evolucionado, en este contexto es claro la emergencia de un
patro´n, una caracter´ıstica esencial de la poblacio´n que surge precisamente del proceso de adaptacio´n.
Los algoritmos gene´ticos simulan el proceso evolutivo de la teor´ıa de Darwin y lo procesos que ocurren
a nivel gene´tico. Un algoritmo gene´tico es un algoritmo matema´tico altamente paralelizable con la
capacidad de transformar un conjunto (poblacio´n) de entidades matema´ticas (individuos-t´ıpicamente
cadenas de longitud fija de nu´meros que simulan una tira cromoso´mica), cada una con un valor de
adaptacio´n, en una nueva poblacio´n (la nueva generacio´n) mediante el uso de principios de seleccio´n,
reproduccio´n y mutacio´n, [24], [21].
Para construir un algoritmo gene´tico convencional que solucione un problema de optimizacio´n se
requiere de los siguientes elementos:
Determinar el esquema de representacio´n de los individuos.
Determinar la medida de adaptacio´n.
Determinar los para´metros y variables que controlan el algoritmo.
Determinar la manera de identificar el resultado esperado y establecer el criterio de parada.
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El esquema de representacio´n en un algoritmo gene´tico convencional es ba´sicamente un mapeo que
representa a cada punto posible del espacio de bu´squeda de la solucio´n del problema como una cadena
de caracteres de longitud fija. Como especificacio´n del esquema de representacio´n se requiere conocer
la longitud de la cadena y el alfabeto, generalmente el alfabeto es binario. La codificacio´n es uno de los
problemas quiza´s ma´s importantes y a la vez el ma´s dif´ıcil en la construccio´n de un algoritmo gene´tico,
una mala codificacio´n de los potenciales individuos que resuelven problema puede conllevar a que el
algoritmo converja lentamente o que no converja del todo. En el caso de la programacio´n gene´tica, la
codificacio´n de las soluciones se realiza en una estructura de datos tipo a´rbol y no como una cadena
de caracteres, lo detalles de esta codificacio´n se podra´n apreciar en el cap´ıtulo siguiente.
La funcio´n de adaptacio´n asigna un valor a cada posible individuo a trave´s de su respectiva codificacio´n
ya sea como una cadena de bits o como un a´rbol. Este valor es inherente a cada problema. La funcio´n
se debe disen˜ar de tal forma que garantice un valor para cada elemento en el espacio de bu´squeda.
Los para´metros para controlar el algoritmo gene´tico son el taman˜o de la poblacio´n y el ma´ximo nu´mero
de generaciones. Posteriormente, se deben considerar para´metros secundarios que actu´an sobre los
operadores gene´ticos como las tasas de re´plica, cruce y mutacio´n.
El resultado esperado se decide en funcio´n de la solucio´n que se pretende buscar, generalmente el
algoritmo termina cuando se considera una tolerancia aceptable de la solucio´n.
En resumen, los pasos fundamentales para ejecutar un algoritmo gene´tico se resumen en los siguientes
puntos:
1. Crear una poblacio´n de individuos de forma aleatoria.
2. Ejecutar de forma iterativa los siguientes sub-pasos, hasta que se satisfaga algu´n criterio de
parada.
a) Evaluar la adaptacio´n de cada individuo de la poblacio´n.
b) Crear una nueva poblacio´n aplicando al menos dos de las siguientes trees operaciones, las
operaciones son aplicadas a los individuos de la poblacio´n elegidos con una probabilidad
basada en la medida de adaptacio´n.
(i) Copiar individuos existentes a la nueva poblacio´n
(ii) Crear dos nuevos individuos mediante la recombinacio´n gene´tica de dos individuos ya
existentes.
(iii) Crear un nuevo individuo mediante el cambio de la codificacio´n en una parte aleatoria
de un individuo existente (mutacio´n).
3. El mejor individuo en cada generacio´n del proceso iterativo, se designa como el resultado
del algoritmo gene´tico, este individuo representa la solucio´n del problema o posiblemente una
aproximacio´n.
1.3. Sobre la convergencia de los algoritmos gene´ticos
Diversos autores han realizado una serie de investigaciones teo´ricas que modelan tanto el
comportamiento de la programacio´n gene´tica, como las propiedades que permiten obtener un mejor
desempen˜o de su convergencia. Dichas investigaciones se remontan a Gu¨nter Rudolph, (1994) [33],
el cual analiza las propiedades de convergencia del algoritmo gene´tico cano´nico considerando los
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operadores gene´ticos de mutacio´n, cruce y reproduccio´n. A nivel teo´rico Rudolph demuestra que el
algoritmo gene´tico cano´nico no puede converger al o´ptimo global, independientemente de la poblacio´n
inicial, las operaciones de cruzamiento y la funcio´n objetivo, sin embargo demuestra que ciertas
modificaciones del algoritmo como la bu´squeda elitista permiten encontrar la solucio´n o´ptima.
Con relacio´n a la creacio´n de un modelo teo´rico que permita comprender la convergencia de los
algoritmos gene´ticos, Schmitt y colaboradores, (1998) (2001) (2004) ver [38] [35] [36], en su estudio
teo´rico denominado ana´lisis lineal de algoritmos gene´ticos, representaron un algoritmo gene´tico ba´sico
mediante cadenas de Markov en distribuciones de probabilidad sobre el conjunto de todas las posibles
poblaciones de un taman˜o finito fijo. Su estudio revela propiedades geome´tricas de los operadores
gene´ticos cuando estos son representados como matrices estoca´sticas sobre el estado de espacios. De
manera similar, He y Kang, (1999) [20] derivan estimados de convergencia de los algoritmos gene´ticos
mediante la condicio´n de minorizacio´n en la teor´ıa de las cadenas de Markov en el espacio general de
estados.
Adicionalmente, Lothar Schmitt y Stefan Droste (2006), [37] demuestran convergencia asinto´tica a
un o´ptimo global para una familia de sistemas de programacio´n gene´tica donde la poblacio´n estaba
conformada por un nu´mero fijo de individuos cada uno de taman˜o arbitrario. El modelo teo´rico que
se usa para estudiar la convergencia para el caso de la programacio´n gene´tica donde los individuos
son a´rboles de taman˜o arbitrario, son las cadenas de Markov no homoge´neas en espacio de vectores de
dimensio´n infinita.
Recientemente, He Ni y colaboradores (2013) realizaron un estudio teo´rico sobre los mecanismos de
convergencia de los algoritmos de programacio´n gene´tica no elitista. En dicho estudio se realizo´ una
estimacio´n recursiva de la probabilidad de que una poblacio´n contuviese una solucio´n satisfactoria
mediante el uso de los operadores gene´ticos. A partir de esta estimacio´n se derivo´ una condicio´n
suficiente para garantizar la convergencia en te´rminos probabil´ısticos [28].
Con respecto al tiempo de co´mputo utilizado por los algoritmos gene´ticos, Louis y Rawlins desarrollan
una me´trica que permite acotar el tiempo de convergencia de los algoritmos gene´ticos [25].
Por otra parte y en relacio´n con la forma en que la programacio´n gene´tica realiza la bu´squeda en el
espacio de soluciones, Beyer y colaboradores en su art´ıculo sobre co´mo analizar algoritmos evolutivos
(2002), nos muestran que en esta a´rea a pesar de que el conocimiento emp´ırico y experimental es
inmenso dada la diversidad de variantes de los me´todos, el ana´lisis de los mismos a pesar de ser
riguroso, es necesario para la comprensio´n y el disen˜o de los algoritmos. Por tal motivo, se hace
necesario estudiar teo´ricamente la manera como los algoritmos recorren el espacio de bu´squeda. [8].
Es as´ı como Daida y Hilss (2003) [14] [15] logran identificar co´mo la estructura de datos denominada
a´rbol, la cual se usa para codificar los individuos en programacio´n gene´tica, tiene una influencia en la
manera como el algoritmo realiza la bu´squeda en el espacio de soluciones. Otros autores como Foster
han estudiado tambie´n estos efectos [18], creando herramientas de visualizacio´n de los individuos. En
este estudio se construye un modelo para describir las estructuras de a´rbol originadas. Adicionalmente,
y de forma emp´ırica, el modelo predice cual es la forma y el rango de las soluciones buscadas por el
algoritmo. A este feno´meno intr´ınseco de la programacio´n gene´tica se le denomina en la literatura
como dificultad estructural, la cual impide una bu´squeda efectiva, imparcial, no sesgada en el espacio
de bu´squeda, particularmente en la bu´squeda de soluciones cuya estructura de datos este´ determinada
por a´rboles angostos o por a´rboles muy anchos. La bu´squeda de soluciones pra´cticas a este problema,
es en la actualidad, un tema abierto de investigacio´n, ver [39].
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Estudios recientes realizados por Thorhauer y Rothlauf (2013) [39] advierten que la dificultad
estructural tambie´n se identifica en los algoritmos de Evolucio´n gramatical. Para su ana´lisis ejecutan
diferentes caminatas aleatorias en el espacio de bu´squeda y comparan la estructura de la soluciones
visitadas con los resultados obtenidos en Evolucio´n gramatical y programacio´n gene´tica. Los resultados
indican que tambie´n existe un sesgo en evolucio´n gramatical hacia a´rboles muy angostos o muy anchos.
Concluyen que evolucio´n gramatical se desempen˜a mejor que programacio´n gene´tica si la solucio´n
o´ptima esta´ compuesta de estructuras profundas y angostas. Mientras que programacio´n gene´tica
supera a evolucio´n gramatical en casos donde la estructura de la solucio´n es ma´s densa.
Con relacio´n a la investigacio´n que apunta hacia la mejora y explicacio´n del comportamiento de
los operadores gene´ticos, O’Neill y colaboradores, (2002) [30] realizan un estudio comparativo sobre
diferentes tipos de operadores de cruzamiento y sus efectos en el algoritmo de programacio´n gene´tica.
En este estudio se resalta la efectividad que tiene el operador de cruzamiento de un solo punto en este
tipo de algoritmos.
Recientemente, en un estudio sobre como mejorar los operadores gene´ticos, se propone un me´todo para
desarrollar un operador de mutacio´n adaptativo, ba´sicamente se propone modificar la rata de mutacio´n
en funcio´n del desempen˜o del algoritmo [16].
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Cap´ıtulo 2
Me´todo de programacio´n gene´tica
para ecuaciones diferenciales
A continuacio´n se describe en detalle el me´todo de programacio´n gene´tica utilizado para resolver de
forma simbo´lica ecuaciones diferenciales ordinarias y parciales en dos variables. Las ideas principales
de este cap´ıtulo fueron tomadas de Tsoulos y Lagaris [40], como tambie´n Koza [24].
2.1. Codificacio´n de un individuo
Programacio´n gene´tica es un algoritmo evolutivo que produce co´digo en cualquier lenguaje de
programacio´n. El algoritmo requiere como entrada, una grama´tica libre de contexto en la Forma Bakus
Naur (BNF) (para ma´s detalles ver [12] y [40]) en la que se defina un lenguaje objetivo y una funcio´n
de adaptacio´n apropiados. Los cromosomas en programacio´n gene´tica son a´rboles de expresiones bien
formadas [24], en la que cada a´rbol denota una expresio´n en la grama´tica BNF.
Como nuestro problema particular consiste en resolver ecuaciones diferenciales ordinarias y ecuaciones
diferenciales parciales en dos variables, debemos considerar una grama´tica que genere expresiones
anal´ıticas que puedan formarse con la siguiente grama´tica:
1 S : := <expr> (0 )
2 <expr> : := <expr> <op> <expr> (0 )
3 | ( <expr> ) (1 )
4 | <func> ( <expr> ) (2 )
5 | <d i g i t> (3 )
6 | x0 (4 )
7 | x1 (5 )
8
9 <op> : := + (0)
10 | − (1 )
11 | ∗ (2 )
12 | / (3 )
13
14 <func> : := s i n (0 )
15 | cos (1 )
11
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16 | exp (2 )
17 | l og (3 )
18
19 <d i g i t> : := 0 (0 )
20 | 1 (1 )
21 | 2 (2 )
22 | 3 (3 )
23 | 4 (4 )
24 | 5 (5 )
25 | 6 (6 )
26 | 7 (7 )
27 | 8 (8 )
28 | 9 (9 )
El s´ımbolo S denota el inicio del proceso, expr significa una expresio´n, la cual puede ser cualquiera de
las seis formas posibles definidas, op denota las operaciones disponibles de la grama´tica, func significa
las funciones de un so´lo argumento y digit las constantes a utilizar.
La generacio´n de cualquier expresio´n o individuo de la poblacio´n inicial es un proceso aleatorio.
Comienza con la eleccio´n de un nodo inicial o ra´ız, luego, como para cada categor´ıa de la grama´tica
existe una lista, entonces se hace un sorteo para elegir una de ellas. Nuevamente se elige al azar un
elemento de esa lista, el cual puede ser, dependiendo de la eleccio´n, un ve´rtice interno o un ve´rtice
terminal(hoja). Si el elemento elegido es una operacio´n binaria, entonces se formara´ un suba´rbol
binario que siempre pondra´ en la primera eleccio´n el hijo izquierdo y en la segunda el hijo derecho.
Si el elemento elegido al azar es una funcio´n, el ve´rtice so´lo despliega un hijo el cual puede volverse
un operador binario o unario dependiendo del sorteo. Si en la eleccio´n, el resultado es un d´ıgito o una
variable, este nodo se convertira´ en una hoja.
Es de anotar que en el proceso de eleccio´n de cada nodo, las opciones elegidas se descartan en el
siguiente sorteo, esto con el fin de darle al algoritmo un proceso finito y variado. Finalmente, el a´rbol
se encuentra construido cuando las opciones de las listas son agotadas o cuando el a´rbol alcanza un
ma´ximo de profundidad de longitud 10. El proceso de construccio´n de los a´rboles termina, cuando el
taman˜o de la poblacio´n inicial es alcanzado. La figura 2.1 muestra un individuo producido mediante
el proceso anterior.
El a´rbol de la figura anterior produce la siguiente fo´rmula en notacio´n infija:
((x+sin(x))+(log(x)))
2.2. Descripcio´n del algoritmo
Para resolver una ecuacio´n diferencial, el algoritmo comprende las siguientes fases:
1. Inicializacio´n
2. Funcio´n de adaptacio´n o ajuste
3. Evaluacio´n de las derivadas
4. Operadores gene´ticos
5. Finalizacio´n del algoritmo







Figura 2.1: Ejemplo de un individuo codificado
2.2.1. Inicializacio´n
Se inicia con la generacio´n aleatoria de individuos (a´rboles) hasta obtener una poblacio´n de taman˜o
M , el cual se elige para cada problema de forma particular.
En esta fase, los valores para la tasa de re´plica y mutacio´n son tambie´n establecidos. La tasa de re´plica
denota la fraccio´n del nu´mero de a´rboles que ira´n sin ningu´n cambio a la pro´xima generacio´n. Esto es
probabilidad de cruce = 1− tr
donde tr es la tasa de re´plica. La tasa de mutacio´n controla el nu´mero promedio de cambios dentro de
un a´rbol.
2.2.2. Funcio´n de adaptacio´n o ajuste (fitness)
2.2.2.1. En el caso de las ecuaciones diferenciales ordinarias
Expresamos la ODE en la siguiente forma:
f(x, y, y(1), ..., y(n−1), y(n)) = 0, x ∈ [a, b] (2.1)
donde y(n) denota la derivada de orden n de y. Las condiciones iniciales o de frontera esta´n dadas por:
gi(x, y, y(1), ..., y(n−1))|x=ti = 0, i = 1, ..., n
donde ti es uno de los extremos del intervalo del dominio, a o´ b. Para calcular la funcio´n de adaptacio´n
de la poblacio´n se deben realizar los siguientes pasos:
1. Elegir N puntos, no necesariamente equidistantes, (x0, x1, ..., xN−1) en el dominio [a, b].
2. Para cada a´rbol i
a) Construir y evaluar una fo´rmula en notacio´n infija Mi(x), expresada en la grama´tica
anteriormente descrita, esta fo´rmula se evalu´a en los puntos xj .
b) Calcular y evaluar en los puntos xj , las n derivadas de Mi(x) necesarias para evaluar la
ecuacio´n diferencial.
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donde wj > 0 es un peso asociado al punto xj del dominio.
d) Calcular una funcio´n de penalidad asociada P (Mi), la cual depende de las condiciones
iniciales o de frontera y tiene la forma:








donde λ es un nu´mero positivo.
e) Calcular el valor de adaptacio´n del a´rbol como:
vi = E(Mi) + P (Mi) (2.4)
2.2.2.2. En el caso de las ecuaciones diferenciales parciales
Se considerara´n ecuaciones diferenciales parciales el´ıpticas, parabo´licas e hiperbo´licas so´lo en dos
variables con condiciones de Dirichlet. La generalizacio´n de los procesos para otros tipos de condiciones
de frontera y para ecuaciones de ma´s alto orden, ser´ıan similares. Una PDE se expresa de la siguiente
forma:












φ(x, y)) = 0 (2.5)
con x ∈ [a, b] y y ∈ [c, d]. Las condiciones de frontera de Dirichlet asociadas son expresadas como
φ(a, y) = f0(y), φ(b, y) = f1(y), φ(x, c) = g0(x), φ(x, d) = g1(x).
Los pasos para la funcio´n de adaptacio´n de la poblacio´n son los siguientes:
1. Elegir N2 puntos al interior del dominio [a, b]× [c, d], Nx puntos sobre la frontera en x = a y en
x = b, Ny puntos sobre la frontera en y = c y en y = d.
2. Para cada a´rbol i
a) Construir y evaluar una solucio´n de prueba Mi(x, y), expresada en la grama´tica
anteriormente descrita, esta fo´rmula se evalu´a en los puntos (xj , yj).
b) Calcular y evaluar en los puntos (xj , yj) las derivadas necesarias para evaluar la ecuacio´n
diferencial.
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(Mi(xj , d)− g1(xj))2
e) Calcular la funcio´n de adaptacio´n del a´rbol:
vi = E(Mi) + λ(P1(Mi) + P2(Mi) + P3(Mi) + P4(Mi)) (2.6)
2.2.2.3. Ejemplo ilustrativo
Considere la ODE
y′′ + 100y = 0, x ∈ [0, 1]
Con las condiciones de frontera y(0) = 0 y y′(0) = 10. Tomando en el rango [0, 1] N = 10
puntos equidistantes x0, ..., x9. Supongamos que obtuvimos el a´rbol g que equivale a la expresio´n






Figura 2.2: A´rbol g que produce la expresio´n Mg(x) = exp(x) + sin(x).
Las derivadas de primer y segundo orden para esta expresio´n son M (1)g (x) = exp(x) + cos(x) y
M
(2)
g (x) = exp(x)− sin(x) respectivamente.
La derivacio´n simbo´lica de las anteriores expresiones se describe en detalle en la seccio´n 2.2.3.
Usando la ecuacio´n 2.2 con un peso wj = 1, tenemos:









(101 exp(xi) + 99 sin(xi))2
= 4849332.4
La funcio´n de penalidad P (Mg) es calculada con la ecuacio´n 2.3 as´ı:
P (Mg) = λ((Mg(0)− y(0))2 + (M (1)g (0)− y′(0))2)
= λ((exp(0) + sin(0)− 0)2 + (exp(0) + cos(0)− 10)2)
= λ((1 + 0− 0)2 + (1 + 1− 10)2)
= 63λ
As´ı, el valor de adaptacio´n vg asociado a este a´rbol esta dado por:
vg = E(Mg) + P (Mg)
= 4849332.4 + 63λ
De esta forma se evalu´an todos los a´rboles de la poblacio´n y se ordenan de acuerdo a su valor de
adaptacio´n. Como consecuencia, al aplicar los operadores gene´ticos, se crea una nueva poblacio´n y el
proceso se repite hasta cumplir el criterio de parada.
2.2.3. Evaluacio´n de las derivadas
La evaluacio´n de las derivadas se hace mediante cualquier me´todo de Diferenciacio´n Automa´tica y el
uso de las reglas ba´sicas de la diferenciacio´n. En nuestro caso hemos adoptado la librer´ıa SymPy de
Python para derivar de manera simbo´lica. Ba´sicamente, lo que esta librer´ıa hace es tomar el a´rbol
resultante de la grama´tica, transformarlo en una cadena y posteriormente evaluarla para obtener la
derivada en forma simbo´lica.
SymPy es una librer´ıa de python espec´ıficamente disen˜ada para realizar ca´lculo simbo´lico en python de
forma simple y extensible. El sistema es totalmente escrito en python y no requiere librer´ıas externas,
para ma´s informacio´n consultar http://sympy.org/en/index.html.
Para calcular la derivada de forma simbo´lica de un individuo, considere el siguiente ejemplo escrito en
python, los comentarios se encuentran seguidos del s´ımbolo #, el s´ımbolo >>> denota que la l´ınea es un
resultado impreso en pantalla.
1 # Se debe carga l a l i b r e r ı´ a sympy para c a´ l c u l o s i m b o´ l i c o
2 # y l a l i b r e r ı´ a GeneticoLibODEs para generar un i n d i v i d u o
3
4 from sympy import ∗
5 from GeneticoLibODEs import∗
6
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7 # Subrut ina para crear un i n d i v i d u o
8 i nd iv iduo=ArbolDeExpresion ( 1 , 5 , 5 , 5 , l i s t aOpe rado r e sB ina r i o s ,
l i s t aOperadore sUnar i o s )
9 s t r ( ind iv iduo )
10 >>> Out [ 1 6 ] : ’ ( −9 / ( −9 − ( 5 + x0 ) ) ) ’
11
12 # Se d e f i n e una v a r i a b l e para e l s ı´mbo lo que denota l a v a r i a b l e
i n d e p e n d i e n t e en l a e x p r e s i o´ n .
13 X=Symbol ( ”x0” )
14
15 # Se c a l c u l a l a der ivada con l a r u t i n a d i f f y se almacena en l a v a r i a b l e .
16 der ivada=d i f f ( s t r ( ind iv iduo ) ,X)
17
18 # Se imprime en p a n t a l l a .
19 der ivada
20 >>> Out [ 1 7 ] : −9/(−x0 − 14) ∗∗2
2.2.4. Operaciones gene´ticas
2.2.4.1. Operadores gene´ticos
Los operadores gene´ticos que se aplican a la poblacio´n gene´tica son: inicializacio´n, re´plica, cruce y
mutacio´n.
La inicializacio´n es aplicada solamente una vez sobre la primera generacio´n. Los a´rboles iniciales se
eligen de manera aleatoria con un ma´ximo de 10 niveles de profundidad.
La re´plica elegida es del 10 % de la poblacio´n inicial en cada generacio´n.
El cruce es aplicado en cada generacio´n para crear nuevos a´rboles de los ya existentes, los cuales
reemplazara´n a los peores individuos de la poblacio´n. En esta operacio´n, cada pareja de padres es
seleccionada, como en el ejemplo de la Fig. 2.3, luego se elige de cada padre un nodo al azar para el
corte, ver Fig. 2.4 y posteriormente se hace el intercambio del suba´rbol o material gene´tico como se
muestra en la figura 2.5.
Los padres son seleccionados mediante seleccio´n de torneo, por ejemplo:
Primero, se crea un grupo de individuos K ≥ 2, seleccionados aleatoriamente de la poblacio´n
actual.
Los individuos con las mejores funciones de adaptacio´n en el grupo se seleccionan, los dema´s son
descartados. Este porcentaje de seleccio´n var´ıa dependiendo de cada problema.
Finalmente, el u´ltimo operador gene´tico usado es la mutacio´n, donde se cambia aleatoriamente un
nodo del a´rbol (enumerados previamente) por otro nodo seleccionado tambie´n de manera aleatoria.
Este operador se aplica en cada generacio´n a un porcentaje espec´ıfico de la poblacio´n.
2.2.4.2. Aplicacio´n de los operadores gene´ticos
En cada generacio´n se realizan los siguientes pasos:
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Figura 2.3: A´rboles progenitores.









Figura 2.4: Suba´rboles producto de la seleccio´n al azar de los nodos 3 y 5 de los progenitores 1 y 2
respectivamente (Cruce en un punto).
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Figura 2.5: A´rboles hijo producto del cruce de dos individuos en un punto.
1. Los a´rboles son ordenados con respecto a sus funciones de adaptacio´n, de tal manera que el mejor
individuo queda al principio de la lista y el peor individuo, al final de ella.
2. Del 100 % de la poblacio´n inicial, el 10 % de los mejores individuos son seleccionados
automa´ticamente para la siguiente generacio´n (re´plica). El 90 % restante es seleccionado de la
siguiente forma:
De la lista originalmente ordenada de los individuos, se toma un porcentaje de los mejores
individuos, en nuestro caso del 40 %, con los cuales se hace seleccio´n por torneo (se toman
dos individuos aleatoriamente y se elige el mejor) para formar el primer 45 % de una lista a
la que llamaremos poblacio´n intermedia.
De esta poblacio´n intermedia, se eligen aleatoriamente dos padres, para realizar el operador
de cruce, y as´ı formar el otro 45 % restante.
Los nuevos individuos reemplazara´n a los peores de la poblacio´n al final del operador cruce.
3. El operador de mutacio´n es aplicado a un porcentaje de la nueva poblacio´n, exceptuando aquellos
individuos que fueron seleccionados en la operacio´n re´plica.
La importancia de este operador es que genera nuevos individuos y a su vez, nuevos espacios de
bu´squeda en aquellos casos en que la poblacio´n tiende a ser muy homoge´nea.
2.2.5. Finalizacio´n del algoritmo
Los operadores gene´ticos son aplicados a la poblacio´n creando nuevas generaciones, hasta alcanzar un
nu´mero ma´ximo de generaciones o hasta obtener el mejor a´rbol de la poblacio´n segu´n la tolerancia
preestablecida.
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Cap´ıtulo 3
Experimentos nume´ricos
Este cap´ıtulo tiene por objetivo presentar el desempen˜o del algoritmo en las soluciones de ecuaciones
diferenciales ordinarias y parciales tanto lineales como no lineales. De forma particular se presentan
quince problemas cuidadosamente seleccionados que ilustran el uso del me´todo. El cap´ıtulo se divide
en dos secciones, en la primera seccio´n se estudian problemas en ecuaciones diferenciales ordinarias, y
posteriormente en el segunda seccio´n, para el caso de ecuaciones diferenciales parciales se estudian dos
problemas el´ıpticos en dos variables con condiciones de frontera de Dirichlet comparando su solucio´n
con el me´todo de elementos finitos, un problema parabo´lico y un problema hiperbo´lico tomados del
libro de ana´lisis nume´rico de Burden, ver [11].
Con respecto a los para´metros del algoritmo y de los operadores gene´ticos utilizados en cada uno
de los problemas, estos fueron seleccionados con base a los experimentos nume´ricos reportados en el
libro de Koza [24] y en el art´ıculo de Tsoulos y Lagaris [40]. De esta forma, se utilizo´ una tasa de
re´plica del 10 % y por tanto un 90 % de cruzamiento, como tambie´n un 10 % de tasa de mutacio´n. Para
cada problema se realizo´ un promedio de 80 experimentos, con el fin de construir tablas de frecuencia
acumulada en funcio´n del nu´mero de ciclos necesarios para obtener de forma exitosa una solucio´n
con una tolerancia de 10−7 en la funcio´n de adaptacio´n. Diversas investigaciones demuestran como
la modificacio´n de estos para´metros pueden influir en el desempen˜o y convergencia del algoritmo, ver
[24], [40],[16],[30], [41]. Tales modificaciones y su influencia no son objetivo de este estudio, aunque
podr´ıan ser consideradas para estudios posteriores.
El taman˜o de la poblacio´n se configuro´ en 500 y los individuos fueron codificados con a´rboles de un
ma´ximo de 10 niveles de profundidad. El taman˜o de la poblacio´n es un para´metro cr´ıtico y fue tomado
de [24]. Segu´n Tsoulos y Lagaris [40], una poblacio´n con pocos individuos debilitan la capacidad del
me´todo para la construccio´n de la mejor solucio´n, y un nu´mero grande de individuos genera excesivos
sobre costos computacionales.
Los experimentos se realizaron en un computador con procesador intel 3.4GHz quad-core Intel Core i5 y
16 GB de memoria RAM, con sistema operativo OS X versio´n 10.9.5. El para´metro de penalizacio´n fue
de λ = 100 en todas las ejecuciones de los problemas de ecuaciones diferenciales ordinarias y de λ = 1
en el caso de las ecuaciones diferenciales parciales. El ma´ximo nu´mero de generaciones permitidas fue
1000. En el caso de las ODEs el nu´mero de puntos en el dominio N fue dependiente de cada problema
con un valor entre 10 y 20 puntos y para las PDEs se tomo´ N = 25 en el interior del dominio y
Nx = Ny = 20. Se comenzara´ entonces por ilustrar el uso del me´todo en la solucio´n de ecuaciones
diferenciales ordinarias.
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3.1. Ecuaciones diferenciales ordinarias
En esta seccio´n se presentara´n dos problemas de valor inicial con ecuaciones diferenciales lineales de
primer y de segundo orden, problemas de valor de frontera y un problemas perio´dico. Luego se presenta
su aplicacio´n en tres problemas considerados como altamente no-lineales y un problema con solucio´n
anal´ıtica en forma no cerrada comparando la solucio´n obtenida de este u´ltimo con el me´todo nume´rico
cla´sico de Runge Kutta. Para complementar los estudios previos realizados por Tsoulos y Lagaris [40],
se estudia un problema r´ıgido (Stiff problem), como tambie´n un problema nume´ricamente inestable
[26].
3.1.1. Problema de valor inicial (PVI)
El problema de Cauchy, tambie´n conocido como el problema de valor inicial, consiste en encontrar
la solucio´n de una ecuacio´n diferencial ordinaria, en el caso escalar o vectorial, dado un conjunto de
condiciones iniciales. De forma particular, en el caso escalar, denotando por I el intervalo de R que
contiene al punto x0, el problema asociado a una ecuacio´n diferencial de primer orden es:
Encontrar una funcio´n de valor real y ∈ C1 (I) tal que:{
y′ (x) = f (x, y (x)) ,
y (x0) = y0,
(3.1)
donde f (x, y) es una funcio´n de valor real en la franja S = I × (−∞,∞), la cual es continua con
respecto a ambas variables, ver [31]. Para ODEs de orden superior, el problema se plantea de forma
similar o se puede reescribir como un sistema de ecuaciones diferenciales de primer orden.
Considere el siguiente problema de Cauchy lineal de primer orden:
3.1.1.1. Problema 1
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica




y (0.1) = 20.1,
(3.2)





Para buscar la solucio´n de forma simbo´lica, la tabla 3.1 presenta los para´metros utilizados en el
algoritmo de programacio´n gene´tica GP.
El co´digo de la tabla 3.2 muestra las mejores soluciones obtenidas por GP en uno de los experimentos
ejecutados. La primera columna muestra la evaluacio´n de adaptacio´n del individuo y la segunda
columna nos muestra su respectiva fo´rmula. En la tabla, el s´ımbolo x0 se entendera´ simplemente
como la variable independiente x.
Los resultados de la tabla 3.2 nos muestran como el algoritmo de programacio´n gene´tica evoluciona para
encontrar la respuesta exacta del problema. En este proceso evolutivo se evidencia la disminucio´n del
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Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [0.1, 1.0].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, cos, sin, tan, sqrt .
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 100, Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.1: Problema 1. Configuracio´n problema de valor inicial de primer orden.
Valor funcio´n de adaptacio´n Fo´rmula
7074.321007831048, ( ( ( -9 / -9 ) - ( -2 / 5 ) ) / x0 )
2223.0, ( 2 / x0 )’
2191.974625187162, ( ( 1 + ( 3 / ( x0 + x0 ) ) ) - ( 0 / ( x0 + x0 ) ) )
591.9746251871594, ( ( x0 - -2 ) / x0 )
591.9746251871594, ( ( 2 + x0 ) / x0 )
1.2190908517865785e-27, ( x0 + ( 2 / x0 ) )
Tabla 3.2: Resultado de los mejores individuos durante una ejecucio´n del problema 1.
valor de la funcio´n de adaptacio´n, como tambie´n la aparicio´n emergente de un patro´n en la estructura
de los individuos la cual corresponde a una fo´rmula que resuelve el problema con la mejor funcio´n
de adaptacio´n que satisface la tolerancia establecida. En este caso particular al algoritmo le tomo´ 16
ciclos generacionales para encontrar la respuesta.
Observe, adicionalmente, que la respuesta a pesar de ser u´nica para el problema de valor inicial, no
tiene una representacio´n u´nica como una fo´rmula en el espacio de bu´squeda. Esto se puede apreciar
en las diferentes fo´rmulas encontradas por el algoritmo tras ejecutar diferentes experimentos en la
tabla 3.3. Note que todas tienen valor de adaptacio´n del orden de 10−27 y se puede demostrar que son
algebraicamente equivalentes.
Valor funcio´n de adaptacio´n Fo´rmula
1.2190908517865785e-27, ( x0 + ( 2 / x0 ) )
2.268137805072111e-27 ( ( ( x0 * x0 ) + 2 ) / x0 )’
1.2190908517865785e-27 ( ( ( ( -3 - -6 ) - 1 ) * ( 1 / x0 ) ) - ( ( -1 * x0)))
1.2190908517865785e-27, ( ( ( 2 / ( 1 * x0 ) ) + x0 ) + ( 0 - 0 ) )’)
1.2190908517865785e-27, ( x0 - ( ( 6 - 8 ) / x0 ) )’)
2.268137805072111e-27, ( ( ( x0 * x0 ) - -2 ) / x0 )’)
1.2190908517865785e-27, ( ( 2 / x0 ) + ( x0 * ( 1 * 1 ) ) )’)
Tabla 3.3: Diferentes fo´rmulas de la solucio´n del problema 1 obtenidas por el algoritmo de programacio´n
gene´tica.
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Finalmente, se realizaron 100 experimentos con el fin de demostrar desde el punto de vista estad´ıstico
la convergencia del me´todo para el problema 1. La Fig. 3.1 muestra la tabla de frecuencia acumulada en
funcio´n del nu´mero de ciclos necesarios para obtener de forma exitosa una solucio´n con una tolerancia
de 10−7 en la funcio´n de adaptacio´n. Como se puede apreciar, en ma´s del 64 % de los experimentos































Figura 3.1: Frecuencia acumulada de e´xito del algoritmo GP para el problema 1.
A continuacio´n, considere el problema de valor inicial de segundo orden:
3.1.1.2. Problema 2
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial:
y′′ = −1
5








y (0) = 0,
y′ (0) = 1,
(3.3)







Para encontrar la solucio´n del problema 2, se utilizaron los para´metros del algoritmo de programacio´n
gene´tica presentados en la tabla 3.4.
La tabla 3.5 muestra las mejores soluciones obtenidas por el algoritmo de programacio´n gene´tica en
uno de los experimentos ejecutados. De manera similar el problema anterior, se evidencia la aparicio´n
emergente de un patro´n en la estructura de los individuos la cual corresponde a una fo´rmula que
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Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [0, 2].
Operadores Operadores Binarios: ×, /, Operadores unarios: signo
−, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 200, Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.4: Problema 2. Configuracio´n problema de valor inicial lineal de segundo orden.
resuelve el problema con la mejor funcio´n de adaptacio´n que satisface la tolerancia establecida. En este
caso particular al algoritmo le tomo´ 55 ciclos generacionales para encontrar una fo´rmula de la solucio´n
exacta del problema.
Valor funcio´n de adaptacio´n Fo´rmula
18.687877370939916, sin( x0 ) * ( ( -8 / ( -8 * 1 ) ) ) )
17.83052168113521, cos( ( -3 / ( sin( - ( -1) )*( 5* -2) ) ) )*sin(x0))
8.829111362508444, cos( ( x0 / 3 ) ) * sin( x0 ) )
5.29853810862385, exp( ( x0 / ( -6 * ( -1 * -2 ) ) ) ) * sin( x0 ) )
0.3634548475271356, exp( ( x0 / ( -3 * ( x0 * -2 ) ) ) ) * sin( x0 ) )
0.3634548475271356, exp( ( x0 / ( -3 * ( -1 * -2 ) ) ) ) * sin( x0 ) )
7.346267179870672e-30, exp( ( ( x0 / -5 ) ) ) * sin( x0 ) )’)
Tabla 3.5: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 2.
Finalmente, cada experimento se realizo´ 50 veces con el fin de demostrar desde el punto de vista
estad´ıstico la convergencia del me´todo para el problema 2. La Fig. 3.1 muestra la tabla de frecuencia
acumulada en funcio´n del nu´mero de ciclos necesarios para obtener de forma exitosa una solucio´n
con una tolerancia de 10−7 en la funcio´n de adaptacio´n. Como se puede apreciar, en ma´s del 64 %
de los experimentos se obtuvo la respuesta exacta del problema en menos de 10 ciclos generacionales,
demostrando la efectividad del me´todo.
En los experimentos se observo´ que una de las dificultades por parte del algoritmo para construir la
formula , fue la busqueda de una expresio´n para el te´rmino− 15 que aparece en el argumento de la funcio´n
exponencial, en la siguiente fo´rmula se muestra una de las formas en el algoritmo evoluciono´ para
encontrar una respuesta con valor de adaptacio´n del orden de 10−5 en el ciclo generacional nu´mero
100.
sin(x0)*exp ( ( ( ( ( ( ( ( ( ( x0 * -9 ) / -8 ) *-9)/-8)*-9)/-8)*-9)/ -8)/ -8)))
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3.1.2. Problemas de valor de frontera (PVF)
Un problema de valor de frontera, consiste en encontrar la solucio´n de una ecuacio´n diferencial ordinaria
de segundo orden, dado un conjunto de condiciones en los extremos o la frontera del dominio de la
ecuacio´n. En esta seccio´n se consideran dos problemas cuya forma general se presenta a continuacio´n
y se caracteriza por ser usada como modelo para una gran diversidad de aplicaciones, ver [11] :








+ q(x)y = f(x) x ∈ [0, 1]
y (0) = y (1) = 0,
(3.4)
donde p ∈ C1 [0, 1], q, f ∈ C[0, 1] y p(x) ≥ δ > 0, q(x) ≥ 0 en x ∈ [0, 1].
3.1.2.1. Problema 3
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n del problema de valor de frontera:
−x2y′′ − 2xy′ + 2y = −4x2,
y (0) = 0,
y (1) = 0,
(3.5)
en el intervalo x ∈ [0, 1]. La solucio´n anal´ıtica esta´ dada por la fo´rmula:
y(x) = x2 − x.
Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [0, 1].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos y sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 200 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.6: Problema 3. Configuracio´n problema de valor de frontera de segundo orden.
La tabla 3.7 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 3. Para este caso al algoritmo le tomo´ 3
ciclos generacionales encontrar una fo´rmula de la solucio´n exacta del problema.
Cada experimento se realizo´ 100 veces con el fin de demostrar desde el punto de vista estad´ıstico la
convergencia del me´todo para el problema 3. La Fig. 3.2 muestra la tabla de frecuencia acumulada en
funcio´n del nu´mero de ciclos necesarios para obtener de forma exitosa una solucio´n con una tolerancia
de 10−7 en la funcio´n de adaptacio´n. Como se puede apreciar, en ma´s del 60 % de los experimentos
se obtuvo la respuesta exacta del problema en menos de 10 ciclos generacionales, mostrando una vez
ma´s la efectividad del me´todo.
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Valor funcio´n de adaptacio´n Fo´rmula
36.591199415297915, exp ( -4 ) * sin ( ( ( -3 * x0 ) - 0 ) ) )
21.16322495282336, x0 + sin ( - ( x0 ) ) )
20.868276176371904, x0 * sin ( ( 2 / 4 ) ) )
3.975119405215255e-31, x0 * - ( ( 1 - x0 ) ) )
Tabla 3.7: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una

























Figura 3.2: Frecuencia acumulada de e´xito del algoritmo GP para el problema 3.
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3.1.2.2. Problema 4
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n del problema de valor de frontera:
−y′′ + pi2y = 2pi2 sin (pix) ,
y (0) = 0,
y (1) = 0,
(3.6)
en el intervalo x ∈ [0, 1]. La solucio´n anal´ıtica esta´ dada por la fo´rmula:
y(x) = sin (pix) .
Para este problema en particular se agrego´ la constante pi ≈ 3.141592653589793 a la grama´tica
del generador de expresiones. La tabla 3.1 presenta los para´metros utilizados en el algoritmo de
programacio´n gene´tica.
Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [0, 1].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos y sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.8: Problema 4. Configuracio´n problema de valor de frontera de segundo orden.
La tabla 3.9 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 4. Para este caso, al algoritmo le tomo´ 11
ciclos generacionales para encontrar una fo´rmula de la solucio´n exacta del problema.
Valor funcio´n de adaptacio´n Fo´rmula
1174.4646110403096, ( ( 3.14159265359 ) / ( 3 ) )
1168.353354659509, ( -8 / -7.14159265359 )
517.2779140460694, (sin ( ( 3 * x0 ) ) * sin ( ( ( 6 / 6 ) * 7 ) ) )
458.439107099773, (sin ( ( 3.14159265359 * x0 ) ) * sin ( ( ( 6 / 6 ) * 7)))
153.99132523621958, (sin ( ( 3 * x0 ) ) * sin ( ( 3 * 7 ) ) )
103.96036057779033, (sin ( ( 3.14159265359 * x0 ) ) * sin ( ( 3 * 7)))
32.74286949212934, ( 6 / 6 ) * sin ( ( 3 * x0 ) ) )
7.705937926403792e-23, ( 6 / 6 ) * sin ( ( 3.14159265359 * x0))
Tabla 3.9: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 4.
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3.1.3. Problemas con condiciones de frontera perio´dicas
Se dice que un problema de valor de frontera es perio´dico, si se imponen condiciones de la forma
y(0) = y(L) y y′(0) = y′(L). Veamos a continuacio´n como el me´todo de programacio´n gene´tica resuelve
un problema de esta naturaleza.
3.1.3.1. Problema 5
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n del problema de valor de frontera perio´dico:
−y′′ + y = 17 sin(4x),











en el intervalo x ∈ [0, pi2 ]. La solucio´n anal´ıtica esta´ dada por la fo´rmula:
y(x) = sin (4x) .
Para tratar las condiciones de frontera en la implementacio´n, estas se re-escribieron en la forma











las cuales se incluyen en la funcio´n de penalizacio´n multiplicada por el para´metro λ. La tabla 3.10
describe la configuracio´n del algoritmo de programacio´n gene´tica para este problema.
Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [0, pi2 ].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos y sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.10: Problema 5. Configuracio´n problema condiciones de frontera perio´dicas.
La tabla 3.11 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 5. Para este caso, al algoritmo le tomo´ 30
ciclos generacionales para encontrar una fo´rmula de la solucio´n exacta del problema.
Observe en la tabla que la fo´rmula encontrada en este experimento particular fue y (x) = 0 +
sin (x+ x+ x+ x) la cual es algebraicamente equivalente a y (x) = sin(4x).
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Valor funcio´n de adaptacio´n Fo´rmula
1445.0 ( ( 3 * 0 ) * sin ( sin ( 8 ) ) )
1313.1397939114256 cos ( sin ( x0 ) ) + ( -5 - ( ( -1 + -1 ) + -2 ))
1276.6176122511379 ( cos ( sin ( x0 )) - 0 ) * cos ( ( sin ( x0 ) - 0))
1240.613405179293 cos ( sin ( x0 )) - ( 0 - ( cos ( sin ( x0 ) ) + -2))
1240.613405179293 cos ( sin ( x0 )) - ( 0 - ( ( cos ( sin ( x0 ) ) - 0 ) + -2))
1240.613405179293 cos ( sin ( x0 )) + ( ( ( cos ( sin ( x0 ) ) + -5 ) ) - ( -1+ -2))
1176.5569508681453 ( cos ( sin ( x0 ) ) * ( x0 - ( 0 + -2 ) ) )
256.2396042632824 ( x0 + sin ( ( ( x0 + x0 ) + ( x0 + x0 ) ) ) )
35.669693730440386 ( cos ( sin ( x0 ) ) + sin ( ( ( x0 + x0 ) + ( x0 + x0 ) ) ) )
9.154482751531477e-30 ( 0 + sin ( ( ( x0 + x0 ) + ( x0 + x0 ) ) ) )
Tabla 3.11: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 5.
3.1.4. Problemas no-lineales
Para ilustrar el gran potencial del me´todo de programacio´n gene´tica en comparacio´n con los me´todos
nume´ricos considerados en el presente trabajo como cla´sicos, (Runge-Kutta y elemento finitos), se
presentara´ su uso en tres ejemplos no-lineales, los cuales son en general, dif´ıciles de resolver de forma
anal´ıtica y computacional. Estos problemas se eligieron de los trabajos de Tsoulos y Lagaris [40] y del
libro de Burden [11].
3.1.4.1. Problema 6
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial:{
(y′)2 + ln(y)− cos2(x)− 2 cos(x)− 1− ln (x+ sin(x)) = 0,
y(1) = 1 + sin(1),
(3.9)
en el intervalo x ∈ [1, 2]. La solucio´n anal´ıtica esta´ dada por la fo´rmula:
y(x) = x+ sin(x).
La tabla 3.12 describe la configuracio´n del algoritmo de programacio´n gene´tica para este problema.
Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [1, 2].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000, Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.12: Problema 6. Configuracio´n problema de valor de frontera de segundo orden.
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La tabla 3.26 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 6. Para este caso, al algoritmo le tomo´ 10
ciclos generacionales para encontrar una fo´rmula de la solucio´n exacta del problema.
Valor funcio´n de adaptacio´n Fo´rmula
139.95125130337556 ( ( x0 + ( 0 - -1 ) ) * - ( -1 ) )
130.61772580833477 ( cos ( sin ( ( ( 5 + 8 ) - 1 ) ) ) + x0 )
26.056485833555815 ( cos ( cos ( ( -3 + x0 ) ) ) + x0 )
24.026578505566214 ( cos ( cos ( ( exp ( ( 2 - 4 ) ) + x0 ) ) ) + x0 )
1.0196092525529727 ( cos ( cos ( ( x0 ) ) ) + x0 )
1.0176814054627912 ( cos ( cos ( ( exp ( ( -3 - 4 ) ) + x0 ) ) ) + x0 )
2.2445557943866602e-29 ( sin ( ( x0 ) ) + x0 )
Tabla 3.13: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 6.
Con respecto a este problema, se realizaron 95 experimentos con el fin de demostrar estad´ısticamente la
convergencia del me´todo. La Fig. 3.4 muestra la tabla de frecuencia acumulada en funcio´n del nu´mero
de ciclos necesarios para obtener de forma exitosa una solucio´n con una tolerancia de 10−7 en la funcio´n
de adaptacio´n. Se puede apreciar nuevamente, que en ma´s del 90 % de los experimentos se obtuvo la






























Figura 3.3: Frecuencia acumulada de e´xito del algoritmo GP para el problema 6.
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3.1.4.2. Problema 7
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial no-lineal:















La tabla 3.14 describe la configuracio´n del algoritmo de programacio´n gene´tica para este problema.
Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [1, 2].




Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 51, Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.14: Problema 7. Configuracio´n problema de valor de frontera de segundo orden.
La tabla 3.15 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 7. Para este caso, al algoritmo le tomo´ 9
ciclos generacionales para encontrar una fo´rmula de la solucio´n exacta del problema.
Valor funcio´n de adaptacio´n Fo´rmula
3.7040729364283265 ( ( 4 - x0 ) / ( 6 ) )
2.5816892016842443 ( 7 / ( ( ( 4 + x0 ) * 4 ) ) )
2.448696889049442 ( ( 4 - x0 ) / ( 7 ) )
1.8598086768615687 ( - ( 2 ) / ( ( ( ( x0 * -9 ) / ( x0 * -9 ) ) - x0 ) + -4))
1.8598086768615687 ( ( -4 + ( ( x0 - x0 ) - -2 ) ) / ( ( ( 2 - 1 ) - x0) + -4))
1.8598086768615687 ( - ( 2 ) / ( ( ( 2 - 1 ) - x0 ) + -4))
0.4824414548709085 ( - ( 2 ) / (((((( x0 * -9)/( x0 * -9))*-9)/ (x0*-9)) -x0) +-4))
4.0444528832131953e-32 ( - ( 2 ) / ( ( ( 2 - x0 ) - x0 ) + -4))
Tabla 3.15: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 7.
La Fig. 3.4 muestra la tabla de frecuencia acumulada en funcio´n del nu´mero de ciclos necesarios para
obtener de forma exitosa una solucio´n con una tolerancia de 10−7 en la funcio´n de adaptacio´n. Se puede
apreciar nuevamente, que en ma´s del 90 % de los 65 experimentos realizados, se obtuvo la respuesta
exacta del problema en menos de 10 ciclos generacionales.






























Figura 3.4: Frecuencia acumulada de e´xito del algoritmo GP para el problema 7.
3.1.4.3. Problema 8
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial no-lineal:












Nodos 10 nodos uniformemente distribuidos en el intervalo
x ∈ [1, 2].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 200 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.16: Problema 8. Configuracio´n problema de valor de frontera de segundo orden.
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La tabla 3.17 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 7. Para este caso, al algoritmo le tomo´ 4
ciclos generacionales para encontrar una fo´rmula de la solucio´n exacta del problema.
Valor funcio´n de adaptacio´n Fo´rmula
303.7258661491158 ( ( ( -5 / -4 ) - ( 0 + 0 ) ) * ln ( x0 ) )
206.19493803523832 ( x0 + ln ( x0 ) )
124.452786265524 ( ln ( x0 ) - ( ( 1 / x0 ) / ( x0 / x0 ) ) )
1.4563111867478523e-29 ( ln ( x0 ) + ln ( x0 ) )
Tabla 3.17: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 8.
En este problema se destacan las diferentes formulas algebraicamente equivalentes que reiterativamente
encontro´ el algoritmo en los 100 experimentos realizados, como se muestra a continuacio´n:
ln(x ∗ x) = ln(x2) = 2 ∗ ln(x) = ln(x) + ln(x) (3.12)
Cada experimento se realizo´ 100 veces con el fin de demostrar estad´ısticamente la convergencia del
me´todo. La Fig. 3.5 muestra la tabla de frecuencia acumulada en funcio´n del nu´mero de ciclos necesarios
para obtener de forma exitosa una solucio´n con una tolerancia de 10−7 en la funcio´n de adaptacio´n.
Como se puede apreciar, en ma´s del 80 % de los experimentos se obtuvo la respuesta exacta del problema






























Figura 3.5: Frecuencia acumulada de e´xito del algoritmo GP para el problema 8.
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3.1.5. Problemas con solucio´n anal´ıtica en forma no cerrada
En este problema se estudiara´ la capacidad que tiene el me´todo para aproximar soluciones que no se
pueden representar con las fo´rmulas generadas por la grama´tica establecida, y que por tanto no se
encuentra en el espacio de bu´squeda.
3.1.5.1. Problema 9
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica

















Nodos 20 nodos uniformemente distribuidos en el intervalo
x ∈ [0, 1].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000 , Tolerancia 10−3 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.18: Problema 9. Configuracio´n problema con solucio´n anal´ıtica en forma no cerrada.
La figura 3.6 muestra la evolucio´n del valor de adaptacio´n en funcio´n del nu´mero de ciclos obtenidos
por el algoritmo de programacio´n gene´tica en uno de los experimentos ejecutados del problema 9.
En este experimento particular, la solucio´n encontrada por el algoritmo con un valor de adaptacio´n
del orden de 10−4 se presenta a continuacio´n
( x0 * cos ( ( ( ( ( ( x0 / 4 ) + x0 ) / 4 ) + x0 ) / 4 ) ) )
la cual, despue´s de simplificar algebraicamente se reduce a







Finalmente, la figura 3.7 compara la solucio´n obtenida GP con la solucio´n exacta del problema. Observe
que aunque la bu´squeda se realizo´ en el intervalo [0, 1], la figura presenta la gra´fica en el intervalo [0, 4]
con el fin de mostrar la capacidad de interpolacio´n y extrapolacio´n de las fo´rmulas obtenidas por el
me´todo.
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Figura 3.7: Comparacio´n de la solucio´n de la solucio´n obtenida GP con la solucio´n exacta del problema
en el intervalo extendido [0, 4].
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3.1.6. Problemas r´ıgidos (Stiff)
Rigidez es un concepto sutil, dif´ıcil e importante en el campo de la solucio´n nume´rica de ecuaciones
diferenciales. Un problema de ecuaciones diferenciales se considera r´ıgido donde la solucio´n presenta
cambios significativamente grandes en intervalos muy cortos de la variable independiente. Esto implica
que algunos me´todos nume´ricos deben tomar pasos muy pequen˜os para garantizar su estabilidad y
por lo tanto, los mismos se vuelven computacionalmente ineficientes. As´ı, el problema de rigidez es
un problema de eficiencia computacional. Muchas aplicaciones obedecen a un modelo cuya solucio´n es
r´ıgida en alguna parte de su dominio, por ejemplo el modelo de propagacio´n de una llama en teor´ıa de
la combustio´n, o la propagacio´n de una onda de choque en acu´stica. Considere el siguiente ejemplo:
3.1.6.1. Problema 10
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial.{
y′ = −α (y − cos(x))− sin(x),
y(0) = 0,
(3.15)
en el intervalo x ∈ [0, 1]. La solucio´n anal´ıtica es:
y(x) = cos(x)− e−αx,
donde α = 10p. La Fig. 3.8 muestra la solucio´n para α = 102 en el intervalo [0, 1]. La figura 3.9 nos
presenta un zoom en el intervalo [0, 1/10] para apreciar con ma´s detalle el feno´meno de rigidez con










Figura 3.8: Solucio´n anal´ıtica del problema 10, y(x) = cos(x)− e−αx con α = 102.
Luego de realizar diversos experimentos con el algoritmo de programacio´n gene´tica para los casos
p = 2, 3 y utilizando los para´metros de la tabla 3.19, se observan principalmente dos dificultades para
lograr obtener una convergencia satisfactoria del me´todo.
Nu´mero de puntos de evaluacio´n. Con relacio´n al problema para p = 2 se observa en diversos
experimentos realizados con un nu´mero de puntos N = 10, 20, 40, 100 que del algoritmo emerge









Figura 3.9: Solucio´n anal´ıtica del problema 10 en el intervalo [0, 110 ] con α = 10
2 y α = 103. La
pendiente cerca al origen se agudiza conforme se incrementa α.
Nodos 10,20,40 y 100 nodos uniformemente distribuidos en
el intervalo x ∈ [0, 1]. Posteriormente se utilizaron
100 nodos agrupados en la regio´n de rigidez cerca al
origen.
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.19: Problema 10. Configuracio´n problema r´ıgido.
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un patro´n para la construccio´n de la solucio´n basado en las funciones cos y exp, pero no
demuestra capacidad para construir de manera satisfactoria la solucio´n en la condicio´n inicial.
Para un experimento particular, la tabla 3.20 muestra que el valor de adaptacio´n o ajuste es
100 determinado precisamente por la penalizacio´n de la condicio´n inicial (λ = 100). Al parecer
au´n para el me´todo de programacio´n gene´tica es necesario una cantidad significativa de puntos
de evaluacio´n para lograr capturar la geometr´ıa de la solucio´n en la regio´n de rigidez, y en
esto coincide con los me´todos de un paso y multipaso, en particular los me´todos expl´ıcitos los
cuales requieren de pasos muy pequen˜os en el dominio, ver [31]. Comparado con los problemas
anteriores, el nu´mero de puntos de evaluacio´n en el dominio debe aumentar como mı´nimo en
dos ordenes de magnitud para encontrar la solucio´n del problema, lo que puede ser prohibitivo
desde el punto de eficiencia computacional que es precisamente de lo que se trata el problema de
rigidez.
Valor funcio´n de adaptacio´n Fo´rmula
166.5339586690082 ( ( ( -65 + x0 ) ) / -65 )
100.0 ( cos ( x0 ) / ( 90 + -89 ) )
100.0 ( cos ( x0 ) * ( 90 + -89 ) )
100.0 ( ( x0 - x0 ) + cos ( x0 ) )
100.0 ( ( -29 / -29 ) * cos ( ( ( -29 / -29 ) * x0 ) ) )
100.0 ( cos ( x0 ) + exp ( ( -38 ) ) )
100.0 ( cos ( x0 ) + exp ( ( -74 ) ) )
100.0 ( cos ( x0 ) + exp ( ( -74 ) ) )
99.99993981098542 ( cos ( ( x0 ) ) - exp ( -15 ) )
Tabla 3.20: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 10 con α = 102.
Busqueda de constantes en la solucio´n. Cuando se aumenta el nu´mero de nodos, la tabla 3.21
para el caso p = 3 nos muestra como el algoritmo encuentra una formula con la funcio´n coseno
y exponencial negativa que son las caracter´ısticas fundamentales de la solucio´n y satisface la
condicio´n inicial, pero no puede encontrar el coeficiente α de manera satisfactoria. Por su cara´cter
nodal, el algoritmo, al igual que los me´todos nume´ricos cla´sicos expl´ıcitos como Runge Kutta,
tiene problemas para interpolar la solucio´n de manera satisfactoria entre los nodos de un problema
r´ıgido, requiriendo aumentar de forma significativa el nu´mero de los mismos.
Valor funcio´n de adaptacio´n Fo´rmula
101.47312627566993 ( ( ( 792 / ( -109 * 959))) * ( 792/( -109 *959)))
100.0 ( cos( ( x0 ) ) - exp ( ( ( -1382 - -214 ) * 1788)))
100.0 ( cos( x0 ) - exp ( ( -655 * 1788)))
100.0 ( cos( ( x0 ) ) - exp ( ( -655 * 1788)))
2.7113482498326553e-34 ( cos(( x0)) - exp((((-1772 *1788)--214 )*x0)))’)
Tabla 3.21: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 10 α = 103.
En general, el problema de rigidez es dif´ıcil de resolver para los me´todos nume´ricos convencionales
y al parecer tambie´n lo es para el me´todo de programacio´n gene´tica. Se considera necesario seguir
investigando en este direccio´n.
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3.1.7. Problemas inestables (ill-conditioned)
El siguiente problema tiene por objetivo revisar el desempen˜o del me´todo de programacio´n gene´tica
cuando este se usa en problemas considerados en la literatura como nume´ricamente inestables. La
mayor´ıa de los me´todos nume´ricos de un paso o multipaso presentan dificultades con este tipo de
problemas, ver Mastorakis [26].
Un proceso computacional en el cual el efecto de todos los errores de entrada y de redondeo se acumulan
de forma significativa hasta que el co´mputo diverge, se denomina nume´ricamente inestable, [6]. En el
estudio de los me´todos nume´ricos es importante entender que tan probable el proceso nume´rico es
susceptible o sensible a introducir errores que generen inestabilidad.
La inestabilidad nume´rica se presenta debido a la naturaleza misma del problema a resolver o al me´todo
nume´rico utilizado. El primer caso ocurre principalmente porque la solucio´n del problema no depende
continuamente de los datos dados del mismo, esto es, el problema a resolver es intr´ınsecamente inestable
o ill-conditioned, ver [27], en este caso es casi imposible encontrar un me´todo nume´rico que permita
encontrar su solucio´n. En el segundo caso, generalmente es posible reescribir el me´todo nume´rico para
evitar introducir errores asociados a la forma en que se realizan dichos ca´lculos.
3.1.7.1. Problema 11
Encontrar una funcio´n de una variable independiente y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial.




en el intervalo x ∈ [0, 4]. La solucio´n anal´ıtica general es de la forma
y(t) = C1e11t + C2e−t,
aplicando las condiciones iniciales obtenemos
y(x) = e−x.
La dificultad que presentan los me´todos nume´ricos (un paso o multipaso) con este problema particular,
consiste en que los errores acumulados propios del me´todo nume´rico magnifican el te´rmino inestable e11t
de la solucio´n, impidiendo de esta forma encontrar una aproximacio´n satisfactoria para la condiciones
iniciales dadas. Para ilustrar con ma´s detalle esta situacio´n, se integrara´ la ecuacio´n diferencial
utilizando la funcio´n ode45 de Matlab.
Para resolver una ODE de segundo orden por medio de un me´todo nume´rico de la familia Runge-Kutta,
primero se debe reescribir el problema como un sistema de ecuaciones diferenciales ordinarias de primer
orden introduciendo una variable auxiliar de la forma y′ = w, luego, tras realizar las sustituciones
necesarias, se obtiene el siguiente sistema de ecuaciones y sus respectivas condiciones iniciales:
y′ = w,
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1 i c 1= 1 .0
2 i c 2= −1.0
3 A = [ [ 1 . 0 , 1 . 0 ] ; [ 1 1 . 0 , − 1 . 0 ] ]
4 B = [ i c 1 ; i c 2 ]




9 f = @( t , y ) [ y (2 ) ;10∗ y (2 ) +11∗y (1 ) ]
10 [ ts , ys ]= ode45 ( f , [ 0 , 4 . 0 ] , [ i c 1 ; i c 2 ] ) ;
11 f 2 = @( t , y ) [C(1 ) ∗exp (11∗ t )+C(2) ∗exp(−t ) ]
12 ws = f2 ( t s ) ;
13 p lo t ( ts , [ ys ( : , 1 ) ,ws ] )
14 [ ts , ys , ws ]
Tabla 3.22: Co´digo en Matlab para resolver el problema 11 utilizando la rutina ode45.
Luego de ejecutar el script de la implementacio´n del problema 11 en Matlab, ver tabla 3.22, la Fig. 3.10
nos permite apreciar como la acumulacio´n iterativa de errores de la rutina ode45 se propago´ a trave´s
del te´rmino inestable de la ecuacio´n diferencial, impidiendo la convergencia en el intervalo [0, 4].
Por su parte, el me´todo de programacio´n gene´tica se ejecuto´ utilizando los para´metros de la tabla 3.23.
La tabla 3.24 muestra la evolucio´n de las mejores soluciones obtenidas en uno de los experimentos
ejecutados del problema 11. Para este caso, el algoritmo encontro´ una fo´rmula de la solucio´n exacta
del problema en 5 ciclos generacionales.
Nodos 40 nodos uniformemente distribuidos en el intervalo
x ∈ [0, 4].
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 200, Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.23: Problema 11. Configuracio´n problema inestable.
Finalmente, se realizaron 50 experimentos del problema 11 con el fin de mostrar estad´ısticamente
la convergencia del me´todo. La figura 3.11 muestra la tabla de frecuencia acumulada en funcio´n del
nu´mero de ciclos necesarios para obtener de forma exitosa una solucio´n con una tolerancia de 10−7
en la funcio´n de adaptacio´n. Se puede apreciar, que ma´s del 95 % de los experimentos obtuvieron la
respuesta exacta del problema en menos de 10 ciclos generacionales, demostrando la efectividad del
me´todo para el problema nume´ricamente inestable.
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Figura 3.10: Comparacio´n entre la solucio´n aproximada obtenida con la rutina ode45 de matlab y la
solucio´n exacta obtenida con el me´todo de programacio´n gene´tica en el intervalo [0, 4]. La acumulacio´n
iterativa de errores se propagan a trave´s del te´rmino inestable de la ecuacio´n diferencial, impidiendo
la convergencia de la rutina ode45 en intervalos relativamente largos del dominio.
Valor funcio´n de adaptacio´n Fo´rmula
199.00972797180412 ( exp ( x0 ) / exp ( x0 ) )
199.00972797180412 ( exp ( -6 ) / exp ( x0 ) )
149.52901448310175 ( exp ( ( -3 - x0 ) ) * exp ( ( -3 - -4 ) ) )
47.76321486627132 ( (7 +( 9 + -5))/exp(( - (((7+-3) - ( x0 + -1))) - -9)))
1.4239185858272146e-28 ( ( -5 / -5 ) / exp ( x0 ) )
Tabla 3.24: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 11.
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Este interesante resultado se debe principalmente al enfoque alternativo de aproximacio´n que ofrece
el me´todo de programacio´n gene´tica en comparacio´n con los me´todos de un paso o multipaso. En
programacio´n gene´tica, la solucio´n se obtiene por medio de un proceso de optimizacio´n global sobre
puntos locales en el dominio de la ecuacio´n diferencial y mediante el ca´lculo simbo´lico de las derivadas
se obtiene un resultado con alto orden de precisio´n, sin considerar los errores de la discretizacio´n de






























Figura 3.11: Frecuencia relativa acumulada de e´xito del algoritmo GP para el problema 11.
3.2. Ecuaciones diferenciales parciales
En esta seccio´n se presentan los resultados del uso del me´todo de programacio´n gene´tica en cuatro




Encontrar una funcio´n de dos variables independientes y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial parcial.
∇2u = 4, (x, y) ∈ [0, 1]× [0, 1]
u(x, 0) = x2,
u(x, 1) = x2 + 1,
u(0, y) = y2,
u(1, y) = y2 + 1.
(3.18)
3. Experimentos nume´ricos 44
La solucio´n anal´ıtica es:
u(x, y) = x2 + y2.
En la literatura este corresponde a un problema de Poisson con condiciones de Dirichlet [11].
Nodos N2 nodos uniformemente distribuidos al interior de
la regio´n intervalo (x, y) ∈ [0, 1]× [0, 1]. Nx = Ny =
50 Nodos en la frontera.
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.25: Problema 12. Configuracio´n problema de frontera el´ıptico.
La tabla 3.26 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 12. Para este caso, al algoritmo le tomo´ 5
ciclos generacionales para encontrar una fo´rmula de la solucio´n exacta del problema.
Valor funcio´n de adaptacio´n Fo´rmula
130.033325 ( x0 * ( x0 ) )
31.366649999999993 ( ( x1 ) * ( x1 + x1 ) )
31.366649999999993 ( ( x1 * x1 ) + ( x1 * x1 ) )
0.0 ( ( x0 * x0 ) + ( x1 * x1 ) )
Tabla 3.26: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 12.
Finalmente, se realizo´ un total de 30 experimentos con el fin de demostrar estad´ısticamente la
convergencia del me´todo para el problema 12. La Fig. 3.12 muestra la tabla de frecuencia relativa
acumulada en funcio´n del nu´mero de ciclos necesarios para obtener de forma exitosa una solucio´n con
una tolerancia de 10−7 en la funcio´n de adaptacio´n. En ma´s del 80 % de los experimentos se obtuvo la
respuesta exacta del problema en menos de 50 ciclos generacionales.






























Figura 3.12: Frecuencia relativa acumulada de e´xito del algoritmo GP para el problema 12.
3.2.1.2. Problema 13
Encontrar una funcio´n de dos variables independientes y una variable dependiente, en forma simbo´lica
que sea solucio´n de la ecuacio´n diferencial parcial
∇2u = − (x2 + y2)u, (x, y) ∈ [0, 1]× [0, 1],
u(x, 0) = 0,
u(x, 1) = sin(x),
u(0, y) = 0,
u(1, y) sin(y).
(3.19)
La solucio´n anal´ıtica es:
u(x, y) = sin (xy) .
Este es un problema de Helmholtz con coeficientes variables y con condiciones de Dirichlet, ver [11].
La tabla 3.27 muestra los para´metros del algoritmo utilizados en la resolucio´n del problema.
La tabla 3.28 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 13. En este caso, al algoritmo encontro´ una
fo´rmula de la solucio´n exacta del problema en 12 ciclos generacionales.
3.2.2. Problemas parabo´licos
3.2.2.1. Problema 14
Encontrar una funcio´n de dos variables independientes y una variable dependiente, en forma simbo´lica
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Nodos N2 nodos uniformemente distribuidos al interior de
la regio´n intervalo (x, y) ∈ [0, 1]× [0, 1]. Nx = Ny =
20 Nodos en la frontera.
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.27: Problema 13. Configuracio´n del algoritmo GP para el problema de frontera el´ıptico.
Valor funcio´n de adaptacio´n Fo´rmula
2.65802311907285 ( x1 * x0 )
2.65802311907285 ( x0 * ( x1 - 0 ) )
1.079725634068089 ( sin ( sin ( x1 ) ) * x0 )
0.2127504234271394 ( x1 * sin ( x0 ) )
0.2127504234271394 ( x0 * sin ( x1 ) )
0.2127504234271394 ( sin ( x1 ) * x0 )
0.2127504234271394 ( sin ( x0 ) * x1 )
9.870390964984584e-32 ( sin ( ( x1 * ( 1 * x0 ) ) ) * ( x0 / x0 ) )
Tabla 3.28: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 13.
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con x ∈ [0, pi] t ∈ [0, 1], condicio´n inicial
u(x, 0) = sin(x),
y condiciones de frontera
u(0, t) = u(pi, t) = 0.
La solucio´n anal´ıtica es:
u(x, t) = e−t sin(x).
Esta es una ecuacio´n parabo´lica unidimensional, estudiada en problemas de calor o difusio´n con
coeficiente de difusio´n σ = 1, ver [11].
Nodos N2 nodos uniformemente distribuidos al interior de
la regio´n intervalo (x, y) ∈ [0, 1]× [0, 1]. Nx = Ny =
50 Nodos en la frontera.
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 200 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.29: Problema 14. Configuracio´n ecuacio´n diferencial parabo´lica.
La tabla 3.30 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 14. El algoritmo, en este experimento en
particular, encontro´ una fo´rmula de la solucio´n exacta del problema en 9 ciclos generacionales. Note
que en las fo´rmulas x0 es x y x1 es t.
Valor funcio´n de adaptacio´n Fo´rmula
1442.995565290442 ( ( -2 + ( x1 / x1 ) ) / ( ( -3 - x1 ) ) )
983.2029025886109 ( sin ( ( 7 / -2 ) ) + sin ( ( x1 / -2 ) ) )
3.73685596863341 ( sin ( x1 ) * ( cos ( x1 ) ) )
3.73685596863341 ( sin ( x0 ) * ( cos ( x1 ) ) )
2.8410336669779996e-29 ( sin ( x0 ) / exp ( x1 ) )
Tabla 3.30: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 14.
Cada experimento se realizo´ 50 veces con el fin de demostrar estad´ısticamente la convergencia del
me´todo. La Fig. 3.13 muestra la tabla de frecuencia acumulada en funcio´n del nu´mero de ciclos
necesarios para obtener de forma exitosa una solucio´n con una tolerancia de 10−7 en la funcio´n de
adaptacio´n. En en el 60 % de los experimentos se obtuvo la respuesta exacta del problema en menos
de 10 ciclos generacionales.






























Figura 3.13: Frecuencia acumulada de e´xito del algoritmo GP para el problema 14.
3.2.3. Problemas hiperbo´licos
3.2.3.1. Problema 15
Encontrar una funcio´n de dos variables independientes y una variable dependiente, en forma simbo´lica







con x ∈ [0, pi] t ∈ [0, 1], condiciones iniciales
u(x, 0) = sin(x),
∂u
∂t
(x, 0) = 0.
(3.22)
y condiciones de frontera:
u(0, t) = u(pi, t) = 0.
La solucio´n anal´ıtica es:
u(x, t) = cos(t) sin(x).
Esta es una ecuacio´n hiperbo´lica unidimensional, estudiada generalmente en problemas de propagacio´n
de onda, en este caso la velocidad de propagacio´n en el medio homoge´neo es de c2 = 1, ver [11].
La tabla 3.32 muestra la evolucio´n de las mejores soluciones obtenidas por el algoritmo de programacio´n
gene´tica en uno de los experimentos ejecutados del problema 15. El algoritmo encontro´ una fo´rmula
de la solucio´n exacta del problema en 15 ciclos generacionales.
Finalmente, se realizo´ un total de 44 experimentos con el fin de demostrar estad´ısticamente la
convergencia del me´todo para el problema 15. La Fig. 3.14 muestra la tabla de frecuencia relativa
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Nodos N2 nodos uniformemente distribuidos al interior de
la regio´n intervalo (x, y) ∈ [0, 1]× [0, 1]. Nx = Ny =
50 Nodos en la frontera.
Operadores Operadores Binarios: ×, /, +, −, Operadores
unarios: signo −, exp, cos, sin.
Para´metros del a´rbol
solucio´n
Ma´x. Nu´mero de Expresiones binarias en la solucio´n
5, Ma´x. Nu´mero de Expresiones unarias en la
solucio´n 5, Ma´x. Cantidad de constantes 5.
Para´metros del AG Taman˜o de la poblacio´n 500, Ma´ximo nu´mero de
generaciones 1000 , Tolerancia 10−7 , Mutacio´n 0.1 %
CrossOver 0.9 % Duplicacio´n 0.1 %.
Tabla 3.31: Problema 15. Configuracio´n ecuacio´n diferencial hiperbo´lica.
Valor funcio´n de adaptacio´n Fo´rmula
446.1111111111111 ( sin ( x0 ) / ( 3 ) )
15.415310756007699 ( sin ( x0 ) * cos ( ( ( 7 + 7 ) + -8 ) ) )
15.0 ( sin ( x0 ) * ( x0 / ( x0 + 0 ) ) )
15.0 ( sin ( x0 ) / ( 1 ) )
14.997597623267685 ( sin ( x0 ) * cos ( ( ( sin ( ( cos(( 4 / 3))*6))+7)+-8)))
14.986099896844294 ( cos ( ( sin ( x0 ) / 4 ) ) * sin ( x0 ) )
14.804946666842893 ( cos( ( sin( cos( ( cos(( sin( x1 )/3))/3)))/4))*sin(x0))
14.798517418131539 ( cos ( ( cos ( ( -2 / 3 ) ) / 4 ) ) * sin ( x0 ) )
14.790020003914377 ( cos ( ( sin ( cos ( ( x0 / 3 ) ) ) / 4 ) ) * sin ( x0 ) )
4.475894447057689 ( cos ( sin ( x1 ) ) * sin ( x0 ) )
2.4011938165838844e-29 ( cos ( x1 ) * sin ( x0 ) )
Tabla 3.32: Evolucio´n de los mejores individuos hacia una fo´rmula de la solucio´n exacta durante una
ejecucio´n del problema 15.
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acumulada en funcio´n del nu´mero de ciclos necesarios para obtener de forma exitosa una solucio´n con
una tolerancia de 10−7 en la funcio´n de adaptacio´n. En ma´s del 90 % de los experimentos se obtuvo































Figura 3.14: Frecuencia relativa acumulada de e´xito del algoritmo GP para el problema 15.
Cap´ıtulo 4
Discusio´n final, trabajo futuro y
conclusiones
4.1. Discusio´n final
A partir de los cap´ıtulos previamente desarrollados y en particular, del conjunto de quince problemas
resueltos en el cap´ıtulo anterior con la metodolog´ıa propuesta en el segundo cap´ıtulo, este estudio
permitio´ evidenciar las siguientes ventajas y desventajas en relacio´n con el uso de un me´todo basado
en programacio´n gene´tica para hallar la solucio´n simbo´lica de ecuaciones diferenciales ordinarias y
parciales.
4.1.1. Desventajas
1. Eficiencia computacional. Es claro que los algoritmos gene´ticos son en general, ineficientes desde
el punto de vista del costo computacional y la programacio´n gene´tica no es la excepcio´n, au´n ma´s
cuando se le compara con los me´todos nume´ricos convencionales para la solucio´n de ecuaciones
diferenciales ordinarias y parciales. Para hacernos a una idea sobre el nu´mero de evaluaciones
funcionales que debe hacer el me´todo para resolver una ecuacio´n diferencial en un nu´mero
determinado de ciclos generacionales, por ejemplo M = 50, consideremos, un problema de
segundo orden completo con condiciones de valor inicial en un intervalo con N = 20 nodos
de evaluacio´n. Para calcular la funcio´n de adaptacio´n de un individuo de la poblacio´n se requiere
de alrededor de κ = N × funciones + condiciones = 20 × 3 + 2 = 62 evaluaciones funcionales
contando la evaluacio´n de la funcio´n, la evaluacio´n de la derivada y de la segunda derivada,
esto sin considerar las operaciones posiblemente funcionales dentro de la ecuacio´n diferencial y
la sumatoria del error cuadra´tico. Luego considerando una poblacio´n de g = 500 individuos,
tendr´ıamos un total κ× g×M , un valor del orden de 106 evaluaciones funcionales. Una cifra un
tanto desalentadora cuando se le compara con una te´cnica convencional como ode45 cuyo nu´mero
de evaluaciones funcionales para un problema de la misma naturaleza no asciende al orden de
104. Sin embargo, para problemas donde aumenta la complejidad computacional en el orden de
la dimensionalidad, como por ejemplo me´todos de elementos finitos para ecuaciones diferenciales
parciales en tres dimensiones, la comparacio´n del nu´mero de evaluaciones funcionales se podr´ıa
reconsiderar, este es un tema para estudiar en el futuro.
2. Evaluacio´n simbo´lica de las derivadas. La evaluacio´n simbo´lica de las derivadas, aunque garantiza
la bu´squeda de fo´rmulas que representan de forma exacta el problema, presenta una desventaja
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en relacio´n con un aumento considerable en los tiempos de co´mputo ya que se hace necesario
del uso de algoritmos recursivos sobre listas de operadores siguiendo las reglas de derivacio´n
establecidas. Una idea a futuro consistira´ en estudiar los efectos de incluir operadores discretos
de las derivadas haciendo un control del error asociado.
3. Aumento significativo de nodos de evaluacio´n. En problemas como el de rigidez donde se
hace necesario incrementar de forma significativa el nu´mero de nodos para poder capturar
geome´tricamente la naturaleza de la solucio´n se observa poco claro que el me´todo de programacio´n
gene´tica pueda ser utilidad. Esto se debe precisamente por el costo computacional asociado que
esto genera. Sin embargo, a pesar del estudio preliminar del problema 10, se considera necesario
seguir investigando en este direccio´n. ¿Co´mo resolver un problema r´ıgido mediante el uso de
programacio´n gene´tica y utilizando el mı´nimo nu´mero de nodos posibles?
4.1.2. Ventajas
Se puede ver que la principal desventaja del me´todo se asocia al costo computacional, sin embargo,
desde el punto de vista matema´tico y en aras de utilizar nuevas alternativas que permitan encontrar
la solucio´n de un problema, este es un precio razonable que se debe pagar. Si bien no hay free lunch,
en la actualidad se esta´n desarrollando diferentes te´cnicas que permiten reducir los costos de tiempo
computacional como por ejemplo la computacio´n en paralelo, la computacio´n GPU, entre otros, la
cuales se pueden implementar en el algoritmo a futuro. Por otra parte revisemos las ventajas que el
me´todo nos puede ofrecer.
1. Patrones emergentes. El patro´n emergente resultado de la recombinacio´n gene´tica de los
individuos y de los operadores de re´plica y mutacio´n da como resultado una formula que
representa la solucio´n del problema. Au´n cuando no se encuentre la solucio´n exacta del problema
por medio del algoritmo del programacio´n gene´tica. Este patro´n nos puede revelar el camino
para la bu´squeda de la solucio´n de problema. Sin embargo, en los problemas presentados donde
era necesario encontrar un factor constante como argumento de una funcio´n, Problema 5, al
algoritmo le costo encontrar una aproximacio´n, o la constante adecuada para representar una
aproximacio´n del nu´mero pi.
2. Versatilidad en la imposicio´n de condiciones de frontera. Una caracter´ıstica importante, consiste
en la transparencia de la imposicio´n de las condiciones de frontera en el problema, de esta forma
toda condicio´n de frontera simplemente se incluye como una penalidad en la funcio´n de adaptacio´n
tan solo como una diferencia al cuadrado. De esta forma, se pueden incluir condiciones iniciales
o de frontera como: condiciones Dirchlet, condiciones de Neumann, Perio´dicas, o combinacio´n de
estas como las condiciones de Robin.
3. Adaptacio´n. Se destaca la capacidad del me´todo para adaptarse en la bu´squeda de una solucio´n
au´n cuando una fo´rmula que la represente no aparezca como una expresio´n en la grama´tica
elegida para el programa gene´tico. Esto se hizo evidente en el problema 9.
4. Problemas no-lineales. De los problemas no-lineales seleccionados, los autores reportan que
los mismos no se puede resolver con paquetes de ca´lculo simbo´lico convencionales como
por ejemplo el paquete Dsolve de Mathema´tica [40]. Es aqu´ı precisamente donde el uso de
la programacio´n gene´tica puede jugar un papel importante como herramienta para resolver
ecuaciones diferenciales.
5. Problemas inestables. Otra caracter´ıstica a destacar consiste en la capacidad del me´todo para
resolver problemas inestables como el presentado en el Problema 11. Este sencillo pero ilustrativo
4. Discusio´n final, trabajo futuro y conclusiones 53
ejemplo, demuestra el potencial del me´todo para resolver problemas au´n ma´s complejos que
presentan dificultades que no pueden ser sorteadas por me´todos convencionales.
4.1.3. Preguntas
Alrededor de los problemas estudiados y de la literatura revisada, es evidente que existen au´n una
serie de interrogantes cuyas respuestas permitira´n complementar el estudio del uso de la programacio´n
gene´tica en el campo de la ecuaciones diferenciales. Estas preguntas sera´n mi objeto de investigacio´n
en el futuro y se presentan a continuacio´n:
1. En relacio´n con sistemas de ecuaciones diferenciales y parciales. En este estudio, no se
considero´ la implementacio´n del algoritmo para el caso de sistemas de ecuaciones de derivadas
ordenadas o parciales. Se deben estudiar diferentes alternativas que permitan codificar varias
funciones en un solo individuo, como por ejemplo una estructura de a´rbol que represente de
forma simulta´nea todas la componentes del vector solucio´n, o revisar la evolucio´n gramatical
como una alternativa que codifica la solucio´n como un arreglo de nu´meros el cual se puede
dividir para obtener un determinado nu´mero de funciones las cuales se puede reescribir en forma
de a´rboles.
2. En relacio´n con la bu´squeda de soluciones impl´ıcitas. Una alternativa interesante consiste en la
bu´squeda de funciones impl´ıcitas. Dado que el me´todo exige reescribir la ecuacio´n diferencial en
te´rminos de una funcio´n de minimizacio´n de error medio cuadra´tico, ¿Sera´ posible derivar una
estructura que permita la evaluacio´n de funciones impl´ıcitas en la ecuacio´n diferencial?.
3. Sobre la convergencia del algoritmo en funcio´n del nu´mero de nodos de evaluacio´n. En los
me´todos nume´ricos cla´sicos consistentes y estables, el error de la solucio´n aproximada disminuye
en funcio´n del nu´mero de nodos determinado por ∆x. En la actualidad au´n no esta´ claro cual es
la relacio´n (si existe) entre el nu´mero de nodos a utilizar en el problema y la mejora promedio del
nu´mero ma´ximo de ciclos generacionales para obtener una solucio´n exacta. Pregunta: ¿Mejora en
promedio el nu´mero ma´ximo de generaciones para obtener la solucio´n del problema si se aumenta
el nu´mero de nodos?. Establecer esta relacio´n y cuantificarla es de gran importancia para efectos
de mejorar la eficiencia computacional del me´todo de programacio´n gene´tica para resolver ODEs
y PDEs.
4. Sobre formas alternativas de la funcio´n de adaptacio´n. Koza, [24], en su libro de programacio´n
gene´tica presenta formas alternativas para medir la funcio´n de adaptacio´n o de ajuste de
los individuos, considerando ciertos re-escalamientos, formas de representacio´n sin un efecto
significativo en el espacio bu´squeda. Sin embargo en el caso de las ecuaciones diferenciales, es
posible considerar formas alternativas al error medio cuadra´tico que podr´ıan en principio tener
un efecto en la manera como el algoritmo realiza la bu´squeda, con respecto a la pregunta anterior,
en vez de preguntarse por aumentar el nu´mero de nodos, ¿Por que´ no considerar utilizar todos
los puntos del intervalo mediante el ca´lculo de la norma en el espacio de las funciones L2?, en ve´z
de usar una medida discreta, se puede considerar una norma continua que consiste simplemente
del ca´lculo de una integral, la cual introducir´ıa inevitablemente el concepto de minimizacio´n de
un funcional. Dicha integral se podr´ıa calcular de forma simbo´lica o por cuadratura utilizando
te´cnicas de alto orden deprecisio´n como la cuadratura de Gauss-Legendre o Gauss-Lobatto-
Legendre. Pregunta: ¿Mejora en promedio el nu´mero ma´ximo de generaciones para obtener una
solucio´n del problema si se modifica o generaliza la forma en que medimos el error?
5. Estudio sobre formas alternativas de representacio´n del problema: Forma variacional. En relacio´n
con la pregunta anterior, al reescribir el problema en te´rminos de minimizacio´n de un funcional,
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¿Cua´l sera´ el efecto de reescribir un problema de valor de frontera en una forma variacional?
Pregunta: Mejora en promedio el nu´mero max. de generaciones para obtener la solucio´n del
problema si se modifica la forma en que se representa el problema de valor de frontera?. A simple
vista desde el punto de vista computacional se mejora un poco la eficiencia ya que la formulacio´n
variacional, generalmente requiere de la evaluacio´n de menos derivadas que la representacion
fuerte. Ver [31].
6. Sobre la representacio´n del problema en forma de minimizacio´n de un funcional: Formulacio´n de
Rayleigh-Ritz. Otra perspectiva ma´s amplia del uso de la programacio´n gene´tica como me´todo
para la solucio´n de ecuaciones diferenciales, consiste en visualizar la misma, como una te´cnica
de optimizacio´n y por lo tanto pensar en reformular el problema de la ecuacio´n diferencial como
un problema de mı´nimos cuadrados a partir de su forma variacional.
En relacio´n con este tema, Giovanni Bellettini et al. presentan una extensa revisio´n sobre la
aplicacio´n del me´todo de mı´nimos cuadrados en la solucio´n de diversos problemas de ecuaciones
diferenciales ordinarias y parciales. En particular se discuten aplicaciones relacionadas con
la ecuacio´n de transporte y la caracterizacio´n de soluciones entro´picas en leyes escalares de
conservacio´n [7].
Por su parte, Bochev y Gunzburger [10], [9] consideran la aplicacio´n de mı´nimos cuadrados sobre
la formulacio´n variacional de ecuaciones diferenciales parciales. En particular esta´n interesados
en desarrollar elementos finitos basados en mı´nimos cuadrados para la solucio´n de problemas
el´ıpticos de valor de frontera.
En este mismo sentido, si para problemas de valor de frontera, la formulacio´n variacional, conlleva
a la formulacio´n de un problema de optimizacio´n, es natural preguntarse sobre los efectos de
reformular el problema de frontera en la forma Rayleigh-Ritz. Por lo tanto surge la siguiente
pregunta: ¿Mejora en promedio el nu´mero ma´ximo de generaciones para obtener la solucio´n del
problema si este se presenta como un problema de minimizacio´n?
4.2. Conclusiones
En este trabajo de tesis se realizo´ un estudio desde el punto de vista matema´tico sobre las ventajas
y desventajas del uso de un me´todo basado en Programacio´n Gene´tica para resolver ecuaciones
diferenciales ordinarias y parciales en dos variables partiendo de los estudios de Tsoulos y Lagaris
[40]. En lo atinente a la investigacio´n se lograron abarcar los siguientes aspectos:
Se hizo una revisio´n profunda sobre el estado del arte de la programacio´n gene´tica en relacio´n
con la solucio´n de ecuaciones diferenciales ordinarias y ecuaciones parciales, considerando los
fundamentos de los algoritmos gene´ticos y su convergencia.
Se desarrollo´ e implemento´ un me´todo de programacio´n gene´tica para resolver ecuaciones
diferenciales de forma simbo´lica partiendo del art´ıculo de Tsoulos y Lagaris [40] y del libro
fundamental de Koza [24].
Se plantearon quince problemas eligidos de tal forma que permitieron evidenciar una serie de
ventajas y de desventajas del uso del me´todo en el campo de las ecuaciones diferenciales. Se
plantearon problemas ma´s alla´ de los planteados en los art´ıculos de estudio [26],[40] y [24],
encontrando de forma original, la ventaja que ofrece el me´todo en el caso de los problemas
inestables o el tratamiento de problemas de frontera perio´dicos.
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Se plantearon una serie de preguntas sobre la naturaleza del me´todo en relacio´n con su uso en
ecuaciones diferenciales, con el fin de complementar la investigacio´n y el estado del arte.
El me´todo de programacio´n gene´tica se presenta como una alternativa importante y novedosa
para la bu´squeda de soluciones de ecuaciones diferenciales, si bien se requiere de un gran esfuerzo
computacional comparado con los me´todos tradicionales, este puede ser utilizado como u´ltimo recurso
para la bu´squeda de soluciones particulares a problemas que pueden ser dif´ıciles de implementar
mediante otros me´todos. Adicionalmente, desde el punto de la inteligencia artificial, en la resolucio´n
de problemas, el algoritmo puede ser utilizado en primera instancia como una herramienta para el
desarrollo del bien denominado Ansatz, aquella intuicio´n educada que nos permite encontrar la solucio´n
anal´ıtica de un problema.
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Ape´ndice A
Librer´ıa de programacio´n gene´tica
para ecuaciones diferenciales
ordinarias y parciales en python
A.1. Organizacio´n del co´digo fuente
En Python, la forma de programacio´n obedece a una filosof´ıa de programacio´n orientada a objetos,
por lo tanto el llamado de la aplicacio´n ejecuta una serie de procedimientos que permiten la creacio´n
de los objetos necesarios para el desarrollo del algoritmo. El co´digo en Python que genera tanto los
a´rboles como las operaciones gene´ticas aplicadas a los mismos fue desarrollado originalmente en el
trabajo titulado Regresio´n simbo´lica de funciones booleanas usando evolucio´n gramatical [19].
Los archivos que se utilizan en la librer´ıa de programacio´n gene´tica para ODEs y PDEs son los
siguientes:
GeneticoXDEs. Contiene tanto los para´metros del problema como la aplicacio´n de los operadores
gene´ticos.
GeneticoLibXDEs. Contiene las clases para la generacio´n de la poblacio´n de individuos, los
operadores gene´ticos y la funcio´n de ajuste.
Adicionalmente el co´digo utiliza la siguiente lista de librer´ıas que vienen por omisio´n en el compilador
de Python en la versio´n de Anaconda.
sympy. Librer´ıa de ca´lculo simbo´lico para evaluar las derivadas ordinarias y las derivadas
parciales.
math. Librer´ıa de funciones y constantes en matema´ticas.
random. Librer´ıa de funciones y procedimientos para calcular nu´meros pseudoaleatorios. En el
co´digo se utiliza particularmente la funcio´n uniform para garantizar la distribucio´n uniforme de
las elecciones aleatorias dentro del algoritmo.
orthopoly : Contiene el co´digo para la generacio´n de los nodos y pesos de las cuadraturas de
Gauss Legendre y Gauss Lobato Legendre. Co´digo escrito en Python por Greg von Winckel.
https://github.com/gregvw/orthopoly-quadrature
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En la siguiente seccio´n, se presenta el co´digo fuente de GeneticoODEs.py y GeneticoLibODEs.py para
ecuaciones diferenciales ordinarias y GeneticoPDEs.py y GeneticoLibPDEs.py para las ecuaciones
diferenciales parciales. La presentacio´n resalta las palabras reservadas del lenguaje de programacio´n en
Python y se encuentra estructurada destacando tanto los para´metros de inicializacio´n como una breve
descripcio´n de los procedimientos y funciones utilizados en la programacio´n. Los comentarios dentro
del co´digo en el lenguaje de programacio´n Python se encuentran despue´s del uso del s´ımbolo reservado
#, ejemplo:
1 # Este es un comentario en pyhton !
A.2. Librer´ıa para ecuaciones diferenciales ordinarias (ODEs)
A.2.1. GeneticoODEs.py
1 ########################################################################
2 # PROBLEMA 1
3 # Problema de Valor I n i c i a l
4 ########################################################################
5
6 from GeneticoLibODEs import ∗
7 import orthopo ly as op
8 import sys
9 sys . s e t r e c u r s i o n l i m i t (10000)




14 # Funciones para c a l c u l a r l o s nodos y pesos de Gauss Legendre
15 # y Gauss Lobat to Legendre
16 ########################################################################
17 def gaussxw (N) :
18 a = l i n s p a c e (3 ,4∗N−1,N) /(4∗N+2)
19 x = cos ( p i ∗a+1/(8∗N∗N∗ tan ( a ) ) )
20 # H a l l a r l a s r a ı´ c e s por medio d e l me´todo de Newton
21 e p s i l o n = 1e−15
22 d e l t a = 1 .0
23 while de l ta>e p s i l o n :
24 p0 = ones (N, f l o a t )
25 p1 = x
26 for k in range (1 ,N) :
27 p0 , p1 = p1 , ( ( 2 ∗ k+1)∗x∗p1−k∗p0 ) /( k+1)
28 dp = (N+1)∗( p0−x∗p1 ) /(1−x∗x )
29 dx = p1/dp
30 x −= dx
31 d e l t a = max( abs ( dx ) )
32
33 # Calculando l o s pesos
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34 w = 2∗(N+1)∗(N+1)/(N∗N∗(1−x∗x ) ∗dp∗dp)
35
36 return x ,w
37
38 def gaussxwab (N, a , b) :
39 x ,w = gaussxw (N)
40 return 0 . 5∗ ( b−a ) ∗x+0.5∗(b+a ) , 0 . 5∗ ( b−a ) ∗w
41
42
43 def gauss lobattoxwab (N, a , b) :
44 alpha , beta = op . r e c j a c o b i (N, 0 , 0 ) # Recurrence f o r Legendre−Gauss
45 x ,w = op . l oba t to ( alpha , beta ,−1 ,1) # I n c l u s i o n o f −1, +1 f o r Lobat to
46 x[0]=−1
47 x[−1]=1
48 return 0 . 5∗ ( b−a ) ∗x+0.5∗(b+a ) , 0 . 5∗ ( b−a ) ∗w
49
50 ########################################################################
51 # Comienza l a a p l i c a c i o n
52 ########################################################################
53 class Apl i cac ion ( ) :
54 def i n i t ( s e l f ) :
55
56 s e l f . l i s t a O p e r a d o r e s B i n a r i o s = [ ]




61 # cargarDatos : Funcion para cargar l o s nodos y l o s pesos
62 # a : Valor i n i c i a l d e l i n t e r v a l o
63 # b : Valor f i n a l d e l i n t e r v a l o
64 # n : Numero de i n t e r v a l o s (n+1) nodos
65 # opci o´n : i n d i c a l a d i s t r i b u c i o n de l o s nodos en e l i n t e r v a l o [ a , b ]
66 # opci o´n 1 : D i s t r i b u c i o n uniforme de nodos
67 # opci o´n 2 : Dis t rubuc ion de nodos en l a forma Gauss Lobat to
Legendre
68 ########################################################################
69 def cargarDatos ( s e l f , a , b , n , opcion ) :
70 i f ( opcion == 1) :
71 Dx=(b−a ) / f l o a t (n)
72 s e l f . e va luac i one s = [ ]
73 s e l f . we ights = [ ]
74 for i in range (n+1) :
75 s e l f . e va luac i one s . append ( [ f l o a t ( a+i ∗Dx) ] )
76 s e l f . we ights . append ( f l o a t (99 . 0∗ i / f l o a t (n) +1.0) )
77 print ( s e l f . eva luac iones , s e l f . we ights )
78 e l i f ( opcion == 2) :
79 s e l f . e va luac i one s = [ ]
80 s e l f . we ights = [ ]
81 nodes , weights = gauss lobattoxwab (n , a , b )
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82 x = nodes . t o l i s t ( )
83 w = weights . t o l i s t ( )
84 for i in range (n) :
85 s e l f . e va luac i one s . append ( [ x [ i ] ] )
86 s e l f . we ights . append (w[ i ] )
87 print ( s e l f . eva luac iones , s e l f . we ights )
88
89 ########################################################################
90 # comparar : Funcion para ordenar l a l i s t a de incumbentes
91 # x : incumbente 1
92 # y : incumbente 2
93 ########################################################################
94 def compara ( s e l f , x , y ) :
95 x1=f l o a t ( x . s p l i t ( ” , ” ) [ 0 ] . s p l i t ( ” ( ” ) [ 1 ] )
96 y1=f l o a t ( y . s p l i t ( ” , ” ) [ 0 ] . s p l i t ( ” ( ” ) [ 1 ] )
97 i f x1 < y1 :
98 r s t = −1
99 e l i f x1 > y1 :
100 r s t = 1
101 else :
102 r s t = 0
103 return r s t
104
105 ########################################################################
106 # procesar : Procedimiento g e n e r a l d e l metodo de programacio´n g e n e´ t i c a
107 # k : c i c l o ex terno
108 ########################################################################
109
110 def proce sa r ( s e l f , k ) :
111
112 ########################################################################
113 # L i s t a de operadores b i n a r i o s
114 ########################################################################
115 s e l f . l i s t a O p e r a d o r e s B i n a r i o s = [ ]
116 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ”mul” )
117 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” div ” )
118 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ”suma” )
119 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” r e s t a ” )
120 # s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” po tenc ia ” )
121 # s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” r a i z n ” )
122
123 ########################################################################
124 # L i s t a de operadores Unarios
125 ########################################################################
126 s e l f . l i s t a O p e r a d o r e s U n a r i o s = [ ”” , ”menos” ]
127 s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ”exp” )
128 s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” cos ” )
129 s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” s i n ” )
130 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” tan ” )
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131 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” l o g ” )
132 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” ln ” )
133 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” s q r t ” )
134
135 ########################################################################
136 # i n i c i a l i z a c i o n de parametros d e l a l go r i tm o
137 ########################################################################
138 s a l i d a = [ ]
139 UnsortedPoblacion = [ ]
140 tamanoPob lac ionIn i c i a l = 500
141 numeroDeVariables = 1
142 numeroDeCiclos = 51
143 numeroExpres ionesBinar iasPorExpres ion = 5
144 numeroExpresionesUnariasPorExpresion = 5
145 cantidadDeConstantes = 5
146 s = 0 .1
147 c = i n t ((1.0− s ) ∗
tamanoPob lac ionIn i c i a l )
148
149 ########################################################################
150 # procedimiento para crear l a p o b l a c i o´ n i n i c i a l
151 ########################################################################
152
153 for i in range ( 0 , tamanoPob lac ionIn i c i a l ) :
154 i nd iv iduo = ArbolDeExpresion ( numeroDeVariables ,
155 numeroExpres ionesBinar iasPorExpres ion ,
156 numeroExpresionesUnariasPorExpresion ,
157 cantidadDeConstantes ,
158 s e l f . l i s t a O p e r a d o r e s B i n a r i o s ,
159 s e l f . l i s t a O p e r a d o r e s U n a r i o s )
160 UnsortedPoblacion . append ( ind iv iduo )
161
162 error incumbente =1000000.0
163 TOL = 0.01
164 gene ra t i on=0
165
166 ########################################################################
167 # Comienza e l c i c l o g e n e r a c i o n a l
168 ########################################################################
169 for i in range ( numeroDeCiclos ) :
170
171 ########################################################################
172 # Se eva l u´a l a p o b l a c i o n
173 ########################################################################
174 e r r o r L i s t =[ ]
175 for j in range ( 0 , tamanoPob lac ionIn i c i a l ) :
176 e r r o r = UnsortedPoblacion [ j ] . ob t ene rS imi l a r idad ( s e l f .
eva luac iones , s e l f . we ights )
177 i f ( abs ( e r r o r ) == abs ( e r r o r ) +1.0) :
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178 e r r o r =10000000000000.0
179
180 i f i snan ( e r r o r ) :
181 e r r o r =10000000000000.0
182
183 e r r o r L i s t . append ( f l o a t ( e r r o r ) )
184 i f 0 .0 <= e r r o r and e r r o r <= error incumbente :
185 incumbente =UnsortedPoblacion [ j ]
186 error incumbente =e r r o r
187
188 ########################################################################
189 # Se ordena l a p o b l a c i o n en func i o´n d e l e r ror
190 ########################################################################
191
192 ErrorPoblac ion = z ip ( e r r o r L i s t , UnsortedPoblacion )
193 ErrorPoblac ion . s o r t ( )
194 e r r o r L i s t =[ ]
195 Poblac ion =[ ]
196 for j in range ( 0 , ( tamanoPob lac ionIn i c i a l ) ) :
197 e r r o r L i s t . append ( ErrorPoblac ion [ j ] [ 0 ] )
198 Poblac ion . append ( ErrorPoblac ion [ j ] [ 1 ] )
199
200 a d i c i o n a r S o l u c i o n ( sa l i da , ( error incumbente , s t r ( incumbente
) ) )
201 i f ( error incumbente<=TOL) :
202 print ” Cic lo No : ” , i , ” Cumple t o l e r a n c i a : ” , (
error incumbente , s t r ( incumbente ) )
203 gene ra t i on=i
204 break
205 ########################################################################
206 # Procedimiento de S e l e c c i o n
207 ########################################################################
208 pob lac ionIntermed ia = [ ]
209 for j in range ( 0 , (2∗ c−tamanoPob lac ionIn i c i a l ) /2) :
210 # Selecc ionando dos i n d i v i d u o s a l e a t o r i a m e n t e .
211 random1=trunc ( uniform ( 0 , tamanoPob lac ionIn i c i a l ) )
212 random2=trunc ( uniform ( 0 , tamanoPob lac ionIn i c i a l ) )
213 i nd iv iduo1 = Poblac ion [ random1 ]
214 i nd iv iduo2 = Poblac ion [ random2 ]
215
216 e r r o r 1 = e r r o r L i s t [ random1 ]
217 e r r o r 2 = e r r o r L i s t [ random2 ]
218
219 # Se pasa a l a s i g u i e n t e generac ion e l mejor i n d i v i d u o
220 i f e r r o r 1 > e r r o r 2 :
221 pob lac ionIntermed ia . append ( ind iv iduo2 )
222 else :
223 pob lac ionIntermed ia . append ( ind iv iduo1 )
224
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225 ########################################################################
226 # Procedimiento de Cruzamiento
227 ########################################################################
228 UnsortedPoblacion = [ ]
229 for j in range ( 0 , ( tamanoPoblac ionIn ic ia l−c ) ) :
230 UnsortedPoblacion . append ( Poblac ion [ j ] )
231
232 for j in range ( 0 , (2∗ c−tamanoPob lac ionIn i c i a l ) /2 ) :
233
234 # Selecc ionando dos i n d i v i d u o s a l e a t o r i a m e n t e .
235 i nd iv iduo1 = poblac ionIntermed ia [ trunc ( uniform ( 0 ,
l en ( pob lac ionIntermed ia ) ) ) ]
236 i nd iv iduo2 = poblac ionIntermed ia [ trunc ( uniform ( 0 ,
l en ( pob lac ionIntermed ia ) ) ) ]
237
238
239 # Clonando l o s padres en l o s h i j o s .
240 h i j o 1 = copy . deepcopy ( ind iv iduo1 )
241 h i j o 2 = copy . deepcopy ( ind iv iduo2 )
242
243 # Cruzando l o s genes de l o s h i j o s .
244 h i j o 1 . c ruzar ( h i j o 2 )
245
246 # Adicionando l o s h i j o s a l a nueva p o b l a c i o n .
247 UnsortedPoblacion . append ( h i j o 1 )
248 UnsortedPoblacion . append ( h i j o 2 )
249
250 #####################################
251 # Generacion de nuevos i n d i v i d u o s #
252 #####################################
253 for j in range ( 0 , ( tamanoPoblac ionIn ic ia l−c ) ) :
254 i nd iv iduo = ArbolDeExpresion ( numeroDeVariables ,
numeroExpres ionesBinar iasPorExpres ion ,
numeroExpresionesUnariasPorExpresion ,
cantidadDeConstantes , s e l f . l i s t a O p e r a d o r e s B i n a r i o s ,
s e l f . l i s t a O p e r a d o r e s U n a r i o s )
255 UnsortedPoblacion . append ( ind iv iduo )
256
257 ########################################################################
258 # Procedimiento de Mutacion
259 ########################################################################
260
261 for j in range ( i n t ( tamanoPob lac ionIn i c i a l ∗0 . 1 ) ) :
262 i nd iv iduo = UnsortedPoblacion [ trunc ( uniform ( 0 , c )
) ]
263 i nd iv iduo . mutar ( )
264
265 i f ( i % 1)==0:
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266 print ” Cic lo No : ” , i , ” Mejor s o l u c i o n con un e r r o r de :
” , ( error incumbente , s t r ( incumbente ) ) #s a l i d a [ 0 ] . s p l i t
(” ,”) [ 0 ] . s p l i t (”(”) [ 1 ]
267 gene ra t i on=i+1
268
269 ########################################################################
270 # Procedimiento de Impresion de l a s o l u c i o´ n incumbente
271 ########################################################################
272
273 a r ch i v oSa l i da = open ( ” s a l i d a ”+s t r ( k )+” . txt ” , ”w” )
274 s a l i d a . s o r t ( s e l f . compara )
275 minerror = f l o a t ( s a l i d a [ 0 ] . s p l i t ( ” , ” ) [ 0 ] . s p l i t ( ” ( ” ) [ 1 ] )
276
277 for i in s a l i d a :
278 a r ch i v oSa l i da . wr i t e ( i+” \n” )
279
280 a r ch i v oSa l i da . c l o s e ( )
281
282 return generat ion , minerror , s a l i d a [ 0 ]
283 ########################################################################
284 # F i n a l i z a e l procedimiento procesar
285 ########################################################################
286
287 print ” I n i c i a e l Algoritmo ”
288
289 ########################################################################
290 # Llamado a l a a p l i c a c i o´ n
291 # El procedimiento procesar se puede l lamar t a n t a s veces como como
292 # sea n e c e s a r i o para c a l c u l a r l a t a b l a de f r e c u e n c i a s
293 ########################################################################
294
295 P=Apl i cac ion ( )
296 P. cargarDatos ( 0 . 1 , 1 . 0 , 1 0 , 1 )
297 arch ivoFrecuenc ia = open ( ” Frecuenc ia . txt ” , ”w” )
298 for k in xrange (1 , 3 ) :
299 print ’ Proceso ’+s t r ( k )+’ I n i c i a d o ’
300 generat ion , minerror , s a l i d a = P. proce sa r ( k )
301 print ’ Proceso ’+s t r ( k )+’ Terminado ’
302 arch ivoFrecuenc ia . wr i t e ( s t r ( k )+” \ t ”+s t r ( gene ra t i on )+” \ t ”+s t r (
minerror )+” \ t \ t \ t ”+s a l i d a+” \n” )
303 arch ivoFrecuenc ia . c l o s e ( )
A.2.2. GeneticoLibODEs.py
1 ########################################################################
2 # LIBRERIA PROBLEMA 1
3 # Problema de Valor I n i c i a l
4 ########################################################################
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5
6 from sympy import d i f f , Symbol
7 from math import ∗




12 # D e f i n i c i o n c l a s e de operadores b i n a r i o s
13 ########################################################################
14 class OperadoresBinar ios ( ob j e c t ) :
15 def i n i t ( s e l f , l i s t aOpe rado r e s ) :
16 # [ ”mul ” , ” d i v ” , ”suma” , ” r e s t a ” , ” p o ten c ia ” , ” r a i z n ” ]
17 s e l f . o p e r a d o r e s B i n a r i o s = l i s t aOpe rado r e s
18
19 def obtenerOperadorBinar io ( s e l f ) :
20 return s e l f . o p e r a d o r e s B i n a r i o s [ trunc ( uniform ( 0 , l en (
s e l f . o p e r a d o r e s B i n a r i o s ) ) ) ]
21
22 ########################################################################
23 # D e f i n i c i o n c l a s e de operadores unar ios
24 ########################################################################
25 class OperadoresUnarios ( ob j e c t ) :
26
27 def i n i t ( s e l f , l i s t aOpe rado r e s ) :
28 # [ ”” , ” exp ” , ” cos ” , ” s i n ” , ”menos ” , ” tan ” , ” l o g ” , ” l n ” , ” s q r t
” ]
29 s e l f . ope radore sUnar i o s = l i s t aOpe rado r e s
30
31 def obtenerOperadorUnario ( s e l f ) :
32 return s e l f . ope radore sUnar i o s [ trunc ( uniform ( 0 , l en ( s e l f
. ope radore sUnar i o s ) ) ) ]
33
34 ########################################################################
35 # D e f i n i c i o n c l a s e v a r i a b l e nodo
36 ########################################################################
37 class VariablesNodos ( ob j e c t ) :
38
39 def i n i t ( s e l f , cant idad ) :
40 s e l f . va r i ab l e sNodos = [ ”x” + s t r ( i ) for i in xrange ( 0 ,
cant idad ) ]
41
42 def adic ionarVar iab leNodo ( s e l f , var iableNodo ) :
43 s e l f . va r i ab l e sNodos . append ( var iableNodo )
44
45 def obtenerVariableNodo ( s e l f ) :
46 return copy . deepcopy ( s e l f . va r i ab l e sNodos [ trunc ( uniform (
0 , l en ( s e l f . va r i ab l e sNodos ) ) ) ] )
47
48 def s t r ( s e l f ) :
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49 var = ””
50 for i in s e l f . va r i ab l e sNodos :




55 # D e f i n i c i o n f u n c i o n e s b i n a r i a s
56 ########################################################################
57 def f mul ( x , y ) :
58 return x ∗ y
59
60 def f d i v ( x , y ) :
61 return x/y
62
63 def f suma ( x , y ) :
64 return x + y
65
66 def f r e s t a ( x , y ) :
67 return x−y
68
69 def f p o t e n c i a ( x , y ) :
70 return x∗∗y
71
72 def f r a i z n ( x , y ) :
73 return x ∗∗ (1 .0/ y )
74
75 ########################################################################
76 # D e f i n i c i o n f u n c i o n e s unar ias
77 ########################################################################
78 def f ( x ) :
79 return +x
80
81 def f menos ( x ) :
82 return −x
83
84 def f s i n ( x ) :
85 return s i n ( x )
86
87 def f c o s ( x ) :
88 return cos ( x )
89
90 def f exp ( x ) :
91 return exp ( x )
92
93 def f l n ( x ) :
94 return l og ( x )
95
96 def f l o g ( x ) :
97 return l og10 ( x )
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98
99 def f s q r t ( x ) :
100 return s q r t ( x )
101
102 ########################################################################
103 # D e f i n i c i o n c l a s e s nodo ( d e l a´ r b o l ) operadores y operandos
104 # para l a c o n s t r u c c i o´ n d e l a´ r b o l de e x p r e s i o n e s
105 ########################################################################
106 class Nodo( ob j e c t ) :
107 def i n i t ( s e l f , operador , operando1 , operando2 = None ) :
108 s e l f . ope rador = operador
109 s e l f . operando1 = operando1
110 s e l f . operando2 = operando2
111
112 def setOperador ( s e l f , operador ) :
113 s e l f . ope rador = operador
114
115 def getOperador ( s e l f ) :
116 return s e l f . ope rador
117
118 def setOperando ( s e l f , i nd i c e , dato ) :
119 i f i n d i c e == 0 :
120 s e l f . operando1 = dato
121 e l i f i n d i c e == 1 and s e l f . operando2 != None :
122 s e l f . operando2 = dato
123
124 def getOperando ( s e l f , i n d i c e ) :
125 i f i n d i c e == 0 :
126 return s e l f . operando1
127 e l i f i n d i c e == 1 :
128 return s e l f . operando2
129
130 def s t r o l d ( s e l f ) :
131 i f s e l f . operando2 == None :
132 return ” ( ” + s e l f . ope rador + ” ” + s t r ( s e l f . operando1
) + ” ) ”
133 else :
134 return ” ( ” + s t r ( s e l f . operando1 ) + ” ” + s e l f .
ope rador + ” ” + s t r ( s e l f . operando2 ) + ” ) ”
135
136 def s t r ( s e l f ) :
137 operador = s e l f . ope rador
138 operando2 = s t r ( s e l f . operando2 )
139
140 i f operador == ”mul” :
141 operador = ”∗”
142 e l i f operador == ” div ” :
143 operador = ”/”
144 e l i f operador == ”suma” :
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145 operador = ”+”
146 e l i f operador == ” r e s t a ” or operador == ”menos” :
147 operador = ”−”
148 e l i f operador == ” potenc ia ” :
149 operador = ”ˆ”
150 e l i f operador == ” r a i z n ” :
151 operador = ”ˆ”
152 operando2 = ” ( 1 .0 / ” + operando2 + ” ) ”
153
154 i f s e l f . operando2 == None :
155 return operador + ” ( ” + s t r ( s e l f . operando1 ) + ” ) ”
156 else :
157 return ” ( ” + s t r ( s e l f . operando1 ) + ” ” + operador + ” ”
+ operando2 + ” ) ”
158
159 def obtenerFuncionPyhton ( s e l f ) :
160 i f i s i n s t a n c e ( s e l f . operando1 , type ( ”” ) ) :
161 i f s e l f . operando1 [ 0 ] == ”x” :
162 x = s e l f . operando1 [0 ]+ ” [ ”+ s e l f . operando1 [ 1 : ] + ” ] ”
163 else :
164 x = s e l f . operando1
165 else :
166 x = s e l f . operando1 . obtenerFuncionPyhton ( )
167
168 i f s e l f . operando2 == None :
169 return ” f ” + s e l f . ope rador + ” ( ” + x + ” ) ”
170 else :
171 i f i s i n s t a n c e ( s e l f . operando2 , type ( ”” ) ) :
172 i f s e l f . operando2 [ 0 ] == ”x” :
173 y = s e l f . operando2 [0 ]+ ” [ ”+ s e l f . operando2 [ 1 : ] +
” ] ”
174 else :
175 y = s e l f . operando2
176 else :
177 y = s e l f . operando2 . obtenerFuncionPyhton ( )
178




182 # D e f i n i c i o n c l a s e a r b o l de expres iones , cada i n d i v i d u o de
183 # l a p o b l a c i o´ n es una i n s t a n c i a de e s t a c l a s e
184 ########################################################################
185 class ArbolDeExpresion ( ob j e c t ) :
186 def i n i t ( s e l f , numeroDeVariables = 3 , cant idadOpBinar ios = 5 ,
cantidadOpUnarios = 2 , cantidadDeConstantes = 5 ,
187 l i s t a O p e r a d o r e s B i n a r i o s = None , l i s t aOperadore sUnar i o s
= None ) :
188 s e l f . numeroDeVariables = numeroDeVariables
A. Librer´ıa de programacio´n gene´tica para ecuaciones diferenciales ordinarias y
parciales en python 69
189 s e l f . cant idadOpBinar ios = cantidadOpBinar ios
190 s e l f . cant idadOpUnarios = cantidadOpUnarios
191 s e l f . cant idadDeConstantes =cantidadDeConstantes
192 s e l f . l i s t a O p e r a d o r e s B i n a r i o s = l i s t a O p e r a d o r e s B i n a r i o s
193 s e l f . l i s t a O p e r a d o r e s U n a r i o s = l i s taOperadore sUnar i o s
194 s e l f . e x p r e s i o n = None
195 s e l f . Boundaryeva luac iones = [ ]
196 s e l f . e v a l u a c i o n e s = [ ]
197 s e l f . D i f f e v a l u a c i o n e s = [ ]
198 s e l f . D i f f D i f f e v a l u a c i o n e s = [ ]
199 s e l f . i n i t E x p r e s i o n ( )
200
201 ########################################################################
202 # i n i c i a l i z a c i o´ n de un a´ r b o l ( una formula b ien formada )
203 ########################################################################
204 def i n i t E x p r e s i o n ( s e l f ) :
205 var iab le sNodos = VariablesNodos ( s e l f . numeroDeVariables )
206
207 # Crea l a s c o n s t a n t e s
208 for i in xrange ( 0 , s e l f . cant idadDeConstantes ) :
209 var iab le sNodos . ad ic ionarVar iab leNodo ( s t r ( trunc ( uniform
(−10 ,10) ) ) )
210
211 # Crea e x p r e s i o n e s b i n a r i o s
212 for i in xrange ( 0 , s e l f . cant idadOpBinar ios ) :
213
214 a = Nodo(
215 OperadoresBinar ios ( s e l f . l i s t a O p e r a d o r e s B i n a r i o s
) . obtenerOperadorBinar io ( ) ,
216 var iab le sNodos . obtenerVariableNodo ( ) ,
217 var iab le sNodos . obtenerVariableNodo ( )
218 )
219 var iab le sNodos . ad ic ionarVar iab leNodo ( a )
220
221 # Crea e x p r e s i o n e s unar ias
222 for i in xrange ( 0 , s e l f . cant idadOpUnarios ) :
223 a = Nodo (
224 OperadoresUnarios ( s e l f . l i s t a O p e r a d o r e s U n a r i o s
) . obtenerOperadorUnario ( ) ,
225 var iab le sNodos . obtenerVariableNodo ( )
226 )
227 var iab le sNodos . ad ic ionarVar iab leNodo ( a )
228
229 s e l f . e x p r e s i o n = Nodo(
230 OperadoresBinar ios ( s e l f .
l i s t a O p e r a d o r e s B i n a r i o s ) .
obtenerOperadorBinar io ( ) ,
231 var iab le sNodos . obtenerVariableNodo ( ) ,
232 var iab le sNodos . obtenerVariableNodo ( )
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236 # c o n v i e r t e a´ r b o l a cadena
237 ########################################################################
238 def s t r ( s e l f ) :
239 return s t r ( s e l f . e x p r e s i o n )
240
241 ########################################################################
242 # o b t i e n e l a e x p r e s i o´ n ( formula ) en notac i o´n i n f i j a de un a´ r b o l
243 ########################################################################
244 def obtenerFuncionPyhton ( s e l f ) :
245 return s e l f . e x p r e s i o n . obtenerFuncionPyhton ( )
246
247 ########################################################################
248 # operaci o´n de mutacio´n de un i n d i v i d u o ( a r b o l )
249 ########################################################################
250 def mutar ( s e l f , expres ion , profundidad ) :
251
252 numeroOperando = trunc ( uniform ( 0 , 2 ) )
253
254 i f expre s i on . getOperando ( numeroOperando ) == None :
255 numeroOperando = 0
256
257 i f i s i n s t a n c e ( expre s i on . getOperando ( numeroOperando ) , Nodo )
and profundidad > 0 :
258 s e l f . mutar ( expre s i on . getOperando ( numeroOperando ) ,
profundidad − 1 )
259 else :
260 i f i s i n s t a n c e ( expre s i on . getOperando ( numeroOperando ) , Nodo
) :
261 i f expre s i on . getOperando ( 1 ) != None :
262 expre s i on . setOperador ( OperadoresBinar ios ( s e l f .
l i s t a O p e r a d o r e s B i n a r i o s ) . obtenerOperadorBinar io
( ) )
263 else :
264 expre s i on . setOperador ( OperadoresUnarios ( s e l f .
l i s t a O p e r a d o r e s U n a r i o s ) . obtenerOperadorUnario ( )
)
265 else :
266 expre s i on . setOperando ( numeroOperando , VariablesNodos (
s e l f . numeroDeVariables ) . obtenerVariableNodo ( ) )
267
268 def mutar ( s e l f ) :
269 s e l f . mutar ( s e l f . e xp r e s i on , trunc ( uniform ( 0 , 10 ) ) )
270 # La profundidad de 10 es a r b i t r a r i a
271 s e l f . Boundaryeva luac iones = [ ]
272 s e l f . e v a l u a c i o n e s = [ ]
273 s e l f . D i f f e v a l u a c i o n e s = [ ]
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274 s e l f . D i f f D i f f e v a l u a c i o n e s = [ ]
275
276 ########################################################################
277 # operaci o´n de cruzamiento de dos i n d i v i d u o s
278 ########################################################################
279 def determinarPuntoDeCruce ( s e l f , expres ion , profundidad ) :
280
281 numeroOperando = trunc ( uniform ( 0 , 2 ) )
282
283 i f expre s i on . getOperando ( numeroOperando ) == None :
284 numeroOperando = 0
285
286 i f i s i n s t a n c e ( expre s i on . getOperando ( numeroOperando ) , Nodo )
and profundidad > 0 :
287 return s e l f . determinarPuntoDeCruce ( expre s i on . getOperando (
numeroOperando ) , profundidad − 1 )
288 else :
289 return expre s i on
290
291 def obtenerPuntoDeCruce ( s e l f ) :
292 s e l f . Boundaryeva luac iones = [ ]
293 s e l f . e v a l u a c i o n e s = [ ]
294 s e l f . D i f f e v a l u a c i o n e s =[ ]
295 s e l f . D i f f D i f f e v a l u a c i o n e s = [ ]
296
297 return s e l f . determinarPuntoDeCruce ( s e l f . e xp r e s i on , trunc (
uniform ( 0 , 10 ) ) ) # La profundidad de 10 es a r b i t r a r i a
298
299 def cruzar ( s e l f , arbolDeExpres ion ) :
300 miPuntoDeCruce = s e l f . obtenerPuntoDeCruce ( )
301 puntoDeCruceExterno = arbolDeExpres ion . obtenerPuntoDeCruce ( )
302
303 temporal = miPuntoDeCruce . getOperando ( 0 )
304 miPuntoDeCruce . setOperando ( 0 , puntoDeCruceExterno . getOperando ( 0
) )
305 puntoDeCruceExterno . setOperando ( 0 , temporal )
306
307 ########################################################################
308 # Evaluacion d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
309 ########################################################################
310 def obtenerEva luac iones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
311 i f s e l f . e v a l u a c i o n e s == [ ] :
312 cant idadVar iab l e s = len ( l i s t a V a l o r e s V a r i a b l e s [ 0 ] )
313 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
314 x = [ ]
315 for j in range ( 0 , cant idadVar iab l e s ) :
316 x . append ( v a l o r V a r i a b l e s [ j ] )
317 try :
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318 s e l f . e v a l u a c i o n e s . append ( f l o a t ( eva l ( s e l f .
obtenerFuncionPyhton ( ) ) ) )
319 except :
320 s e l f . e v a l u a c i o n e s = [ ]
321 return s e l f . e v a l u a c i o n e s
322
323 ########################################################################
324 # Evaluacion de l a primera der ivada
325 # d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
326 ########################################################################
327 def obtene rD i f fEva luac i one s ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
328 i f s e l f . D i f f e v a l u a c i o n e s == [ ] :
329 cant idadVar iab l e s = len ( l i s t a V a l o r e s V a r i a b l e s [ 0 ] )
330 X=Symbol ( ”x0” )
331 cadena=s t r ( s e l f )
332 der ivada=d i f f ( cadena ,X)
333
334 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
335 x = [ ]
336 for j in range ( 0 , cant idadVar iab l e s ) :
337 x . append ( v a l o r V a r i a b l e s [ j ] )
338 try :
339 s e l f . D i f f e v a l u a c i o n e s . append ( f l o a t ( der ivada . subs (X,
f l o a t ( x [ 0 ] ) ) ) )
340 except :
341 s e l f . D i f f e v a l u a c i o n e s = [ ]
342 return s e l f . D i f f e v a l u a c i o n e s
343
344 ########################################################################
345 # Evaluacion de l a segunda der ivada
346 # d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
347 ########################################################################
348
349 def o b t e n e r D i f f D i f f E v a l u a c i o n e s ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
350
351 i f s e l f . D i f f D i f f e v a l u a c i o n e s == [ ] :
352 cant idadVar iab l e s = len ( l i s t a V a l o r e s V a r i a b l e s [ 0 ] )
353
354 X=Symbol ( ”x0” )
355 cadena=s t r ( s e l f )
356 der ivada=d i f f ( cadena ,X, 2 )
357
358 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
359 x = [ ]
360 for j in range ( 0 , cant idadVar iab l e s ) :
361 x . append ( v a l o r V a r i a b l e s [ j ] )
362 try :
363 s e l f . D i f f D i f f e v a l u a c i o n e s . append ( f l o a t ( der ivada .
subs (X, f l o a t ( x [ 0 ] ) ) ) )
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364 except :
365 s e l f . D i f f D i f f e v a l u a c i o n e s = [ ]
366
367 return s e l f . D i f f D i f f e v a l u a c i o n e s
368
369 ########################################################################
370 # Funcion de Ajuste o s i m i l a r i d a d :
371 # Evaluacion d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
372 ########################################################################
373
374 def obtene rS imi l a r idad ( s e l f , l i s t a V a l o r e s V a r i a b l e s , w ) :
375
376 y = s e l f . obtenerEva luac iones ( l i s t a V a l o r e s V a r i a b l e s )
377 dy = s e l f . ob t ene rD i f fEva luac i one s ( l i s t a V a l o r e s V a r i a b l e s )
378 # ddy= s e l f . o b t e n e r D i f f D i f f E v a l u a c i o n e s ( l i s t a V a l o r e s V a r i a b l e s )
379
380 x =[ ]
381
382 for i in range ( l en ( l i s t a V a l o r e s V a r i a b l e s ) ) :
383 x . append ( f l o a t ( l i s t a V a l o r e s V a r i a b l e s [ i ] [ 0 ] ) )
384
385 l enght = len ( l i s t a V a l o r e s V a r i a b l e s )
386
387 # i f ( ( l e n ( y ) != l e n g h t ) or ( l e n ( dy ) != l e n g h t ) ) or ( l e n ( ddy ) !=
l e n g h t ) :
388 i f ( ( l en ( y ) != lenght ) or ( l en ( dy ) != lenght ) ) :
389 return 10000000000000.0 #−1.0
390 else :
391 e r r o r = 0 .0
392 for i in xrange (0 , l enght ) :
393 try :
394 ##################################
395 # PROBLEMA 1
396 ##################################
397 l h s = dy [ i ]
398 rhs = ( 2 . 0∗ x [ i ]−y [ i ] ) /x [ i ]
399 eq = l h s − rhs
400 e r r o r = e r r o r + w[ i ]∗ eq∗eq
401 except :
402 e r r o r= 10000000000000.0
403 i f e r r o r < 10000000000000.0 :
404 ##################################
405 # CONDICION INICIAL PROBLEMA 1
406 ##################################
407 g1 = y [ 0 ] −20.1
408 return e r r o r + 100.0∗ g1∗g1
409 else :
410 return e r r o r
411
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412 def a d i c i o n a r S o l u c i o n ( s o lu c i one s , s o l u c i o n ) :
413 expre s i on = s t r ( s o l u c i o n )
414
415 i f not expre s i on in s o l u c i o n e s :
416 s o l u c i o n e s . append ( expre s i on )
A.3. Librer´ıa para ecuaciones diferenciales parciales (PDEs)
A.3.1. GeneticoPDEs.py
1 ########################################################################
2 # PROBLEMA 13
3 # Problema PDE E l i p t i c o
4 ########################################################################
5
6 from GeneticoLibPDEs import ∗
7 import orthopo ly as op
8 import sys
9 sys . s e t r e c u r s i o n l i m i t (10000)




14 # Funciones para c a l c u l a r l o s nodos y pesos de Gauss Legendre
15 # y Gauss Lobat to Legendre
16 ########################################################################
17 def gaussxw (N) :
18 # I n i t i a l approximation to r o o t s o f the Legendre po lynomia l
19 a = l i n s p a c e (3 ,4∗N−1,N) /(4∗N+2)
20 x = cos ( p i ∗a+1/(8∗N∗N∗ tan ( a ) ) )
21 # Find r o o t s us ing Newton ’ s method
22 e p s i l o n = 1e−15
23 d e l t a = 1 .0
24 while de l ta>e p s i l o n :
25 p0 = ones (N, f l o a t )
26 p1 = x
27 for k in range (1 ,N) :
28 p0 , p1 = p1 , ( ( 2 ∗ k+1)∗x∗p1−k∗p0 ) /( k+1)
29 dp = (N+1)∗( p0−x∗p1 ) /(1−x∗x )
30 dx = p1/dp
31 x −= dx
32 d e l t a = max( abs ( dx ) )
33 w = 2∗(N+1)∗(N+1)/(N∗N∗(1−x∗x ) ∗dp∗dp)
34
35 return x ,w
36
37 def gaussxwab (N, a , b) :
38 x ,w = gaussxw (N)
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39 return 0 . 5∗ ( b−a ) ∗x+0.5∗(b+a ) , 0 . 5∗ ( b−a ) ∗w
40
41 def gauss lobattoxwab (N, a , b) :
42 alpha , beta = op . r e c j a c o b i (N, 0 , 0 ) # Recurrence f o r Legendre−Gauss
43 x ,w = op . l oba t to ( alpha , beta ,−1 ,1) # I n c l u s i o n o f −1, +1 f o r Lobat to
44 x[0]=−1
45 x[−1]=1
46 return 0 . 5∗ ( b−a ) ∗x+0.5∗(b+a ) , 0 . 5∗ ( b−a ) ∗w
47
48 ########################################################################
49 # Comienza l a a p l i c a c i o n
50 ########################################################################
51 class Apl i cac ion ( ) :
52 def i n i t ( s e l f ) :
53
54 s e l f . l i s t a O p e r a d o r e s B i n a r i o s = [ ]
55 s e l f . l i s t a O p e r a d o r e s U n a r i o s = [ ”” ]
56
57 ########################################################################
58 # cargarDatos : Funcion para cargar l o s nodos y l o s pesos
59 # a : Valor i n i c i a l d e l i n t e r v a l o en X
60 # b : Valor f i n a l d e l i n t e r v a l o en X
61 # c : Valor i n i c i a l d e l i n t e r v a l o en Y
62 # d : Valor f i n a l d e l i n t e r v a l o en Y
63 # n : Numero de i n t e r v a l o s (n) nodos en X a l i n t e r i o r d e l i n t e r v a l o [ a , b ]
64 # m: Numero de i n t e r v a l o s (m) nodos en Y a l i n t e r i o r d e l i n t e r v a l o [ c , d ]
65 # Nx : Numero de i n t e r v a l o s (Nx+1) nodos en l a f r o n t e r a
66 # Ny : Numero de i n t e r v a l o s (Ny+1) nodos en l a f r o n t e r a
67 # opci o´n : i n d i c a l a d i s t r i b u c i o n de l o s nodos en e l i n t e r v a l o [ a , b ]
68 # opci o´n 1 : D i s t r i b u c i o n uniforme de nodos
69 # opci o´n 2 : Dis t rubuc ion de nodos en l a forma Gauss Lobat to Legendre
70 # opcion 3 : Dis t rubuc ion de nodos en l a forma Gauss Legendre
71 ########################################################################
72
73 def cargarDatosPDE ( s e l f , a , b , c , d , n ,m, Nx, Ny, opcion ) :
74 i f ( opcion == 1) :
75 Dx=(b−a ) / f l o a t (n+1)
76 Dy=(d−c ) / f l o a t (m+1)
77 s e l f . e va luac i one s = [ ]
78 s e l f . boundar ies = [ ]
79 s e l f . we ights = [ ]
80 for j in range (1 ,m+1) :
81 for i in xrange (1 , n+1) :
82 s e l f . e va luac i one s . append ( [ f l o a t ( a+i ∗Dx) , f l o a t ( c+j ∗Dy) ] )
83 s e l f . we ights . append ( [ 1 . 0 , 1 . 0 ] )
84
85 Dx=(b−a ) /Nx
86 Dy=(d−c ) /Ny
87
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88 b1 =[ ]
89 for i in xrange (0 ,Nx+1) :
90 b1 . append ( [ f l o a t ( a+i ∗Dx) , f l o a t ( c ) ] )
91 s e l f . boundar ies . append ( b1 )
92
93 b2 =[ ]
94 for j in xrange (0 ,Ny+1) :
95 b2 . append ( [ f l o a t (b) , f l o a t ( c+j ∗Dy) ] )
96 s e l f . boundar ies . append ( b2 )
97
98 b3 =[ ]
99 for i in xrange (0 ,Nx+1) :
100 b3 . append ( [ f l o a t ( a+i ∗Dx) , f l o a t (d) ] )
101 s e l f . boundar ies . append ( b3 )
102
103 b4 =[ ]
104 for j in xrange (0 ,Ny+1) :
105 b4 . append ( [ f l o a t ( a ) , f l o a t ( c+j ∗Dy) ] )
106 s e l f . boundar ies . append ( b4 )
107 print ”Nodos y Pesos ”
108 print ( s e l f . eva luac iones , s e l f . we ights )
109 print ( l en ( s e l f . e va luac i one s ) , l en ( s e l f . we ights ) )
110 print ”Nodos en l a Frontera ”
111 print ( s e l f . boundar ies )
112 print ( l en ( s e l f . boundar ies [ 0 ] ) , l en ( s e l f . boundar ies [ 1 ] ) ,
113 l en ( s e l f . boundar ies [ 2 ] ) , l en ( s e l f . boundar ies [ 3 ] ) )
114 e l i f ( opcion == 2) :
115 s e l f . e va luac i one s = [ ]
116 s e l f . boundar ies = [ ]
117 s e l f . we ights = [ ]
118 nodesX , weightsX = gauss lobattoxwab (n , a , b )
119 nodesY , weightsY = gauss lobattoxwab (m, c , d )
120
121 x = nodesX . t o l i s t ( )
122 wx = weightsX . t o l i s t ( )
123 y = nodesY . t o l i s t ( )
124 wy = weightsY . t o l i s t ( )
125 for j in range (m) :
126 for i in range (n) :
127 s e l f . e va luac i one s . append ( [ x [ i ] , y [ j ] ] )
128 s e l f . we ights . append ( [ wx [ i ] , wy [ j ] ] )
129
130 b1 =[ ]
131 for i in range (Nx) :
132 b1 . append ( [ x [ i ] , f l o a t ( c ) ] )
133 s e l f . boundar ies . append ( b1 )
134
135 b2 =[ ]
136 for j in range (Ny) :
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137 b2 . append ( [ f l o a t (b) , y [ j ] ] )
138 s e l f . boundar ies . append ( b2 )
139
140 b3 =[ ]
141 for i in range (Nx) :
142 b3 . append ( [ x [ i ] , f l o a t (d) ] )
143 s e l f . boundar ies . append ( b3 )
144
145 b4 =[ ]
146 for j in range (Ny) :
147 b4 . append ( [ f l o a t ( a ) , y [ j ] ] )
148 s e l f . boundar ies . append ( b4 )
149
150 print ”Nodos y Pesos ”
151 print ( s e l f . eva luac iones , s e l f . we ights )
152 print ”Nodos en l a Frontera ”
153 print ( s e l f . boundar ies )
154 print ( l en ( s e l f . e va luac i one s ) , l en ( s e l f . we ights ) )
155 e l i f ( opcion == 3) :
156 s e l f . e va luac i one s = [ ]
157 s e l f . boundar ies = [ ]
158 s e l f . we ights = [ ]
159 nodesX , weightsX = gaussxwab (n , a , b)
160 nodesY , weightsY = gaussxwab (m, c , d )
161
162 x = nodesX . t o l i s t ( )
163 wx = weightsX . t o l i s t ( )
164 y = nodesY . t o l i s t ( )
165 wy = weightsY . t o l i s t ( )
166
167 for j in range (m) :
168 for i in range (n) :
169 s e l f . e va luac i one s . append ( [ x [ n−1− i ] , y [m−1− j ] ] )
170 s e l f . we ights . append ( [ wx [ n−1− i ] , wy [m−1− j ] ] )
171
172 b1 =[ ]
173 for i in range (n) :
174 b1 . append ( [ x [ n−1− i ] , f l o a t ( c ) ] )
175 s e l f . boundar ies . append ( b1 )
176
177 b2 =[ ]
178 for j in range (m) :
179 b2 . append ( [ f l o a t (b) , y [m−1− j ] ] )
180 s e l f . boundar ies . append ( b2 )
181
182 b3 =[ ]
183 for i in range (n) :
184 b3 . append ( [ x [ n−1− i ] , f l o a t (d) ] )
185 s e l f . boundar ies . append ( b3 )
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186
187 b4 =[ ]
188 for j in range (m) :
189 b4 . append ( [ f l o a t ( a ) , y [m−1− j ] ] )
190 s e l f . boundar ies . append ( b4 )
191
192 print ”Nodos y Pesos ”
193 print ( s e l f . eva luac iones , s e l f . we ights )
194 print ”Nodos en l a Frontera ”
195 print ( s e l f . boundar ies )
196 print ( l en ( s e l f . e va luac i one s ) , l en ( s e l f . we ights ) )
197
198 ########################################################################
199 # comparar : Funcion para ordenar l a l i s t a de incumbentes
200 # x : incumbente 1
201 # y : incumbente 2
202 ########################################################################
203 def compara ( s e l f , x , y ) :
204 x1=f l o a t ( x . s p l i t ( ” , ” ) [ 0 ] . s p l i t ( ” ( ” ) [ 1 ] )
205 y1=f l o a t ( y . s p l i t ( ” , ” ) [ 0 ] . s p l i t ( ” ( ” ) [ 1 ] )
206 i f x1 < y1 :
207 r s t = −1
208 e l i f x1 > y1 :
209 r s t = 1
210 else :
211 r s t = 0
212 return r s t
213
214 ########################################################################
215 # procesar : Procedimiento g e n e r a l d e l metodo de programacio´n g e n e´ t i c a
216 # k : c i c l o ex terno
217 ########################################################################
218
219 def proce sa r ( s e l f , k ) :
220
221 ########################################################################
222 # L i s t a de operadores b i n a r i o s
223 ########################################################################
224 s e l f . l i s t a O p e r a d o r e s B i n a r i o s = [ ]
225 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ”mul” )
226 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” div ” )
227 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ”suma” )
228 s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” r e s t a ” )
229 # s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” po tenc ia ” )
230 # s e l f . l i s t a O p e r a d o r e s B i n a r i o s . append ( ” r a i z n ” )
231
232 ########################################################################
233 # L i s t a de operadores Unarios
234 ########################################################################
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235 s e l f . l i s t a O p e r a d o r e s U n a r i o s = [ ”” , ”menos” ]
236 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” exp ” )
237 s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” cos ” )
238 s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” s i n ” )
239 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” tan ” )
240 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” l o g ” )
241 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” ln ” )
242 # s e l f . l i s t a O p e r a d o r e s U n a r i o s . append ( ” s q r t ” )
243
244 ########################################################################
245 # i n i c i a l i z a c i o n de parametros d e l a l go r i tm o
246 ########################################################################
247 s a l i d a = [ ]
248 UnsortedPoblacion = [ ]
249 tamanoPob lac ionIn i c i a l = 500
250 numeroDeVariables = 2
251 numeroDeCiclos = 51
252 numeroExpres ionesBinar iasPorExpres ion = 5
253 numeroExpresionesUnariasPorExpresion = 5
254 cantidadDeConstantes = 5
255 s = 0 .1
256 c = i n t ((1.0− s ) ∗
tamanoPob lac ionIn i c i a l )
257 p o r c e n t a j e s e l e c c i o n = 0 .2
258 # Debe s er mayor de s p o r c e n t a j e s e l e c c i o n > s
259 porcentajemutac ion = 0 .1
260
261 ########################################################################
262 # procedimiento para crear l a p o b l a c i o´ n i n i c i a l
263 ########################################################################
264
265 for i in range ( 0 , tamanoPob lac ionIn i c i a l ) :
266 i nd iv iduo = ArbolDeExpresion ( numeroDeVariables ,
numeroExpres ionesBinar iasPorExpres ion ,
numeroExpresionesUnariasPorExpresion , cantidadDeConstantes
, s e l f . l i s t a O p e r a d o r e s B i n a r i o s , s e l f .
l i s t a O p e r a d o r e s U n a r i o s )
267 UnsortedPoblacion . append ( ind iv iduo )
268
269
270 error incumbente =1000000.0
271 TOL = 0.0000001
272 gene ra t i on=0
273
274 ########################################################################
275 # Comienza e l c i c l o g e n e r a c i o n a l
276 ########################################################################
277 for i in range ( numeroDeCiclos ) :
278
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279 ########################################################################
280 # Se eva l u´a l a p o b l a c i o n
281 ########################################################################
282 e r r o r L i s t =[ ]
283 for j in range ( 0 , tamanoPob lac ionIn i c i a l ) :
284 e r r o r = UnsortedPoblacion [ j ] . obtenerSimilaridadPDE ( s e l f .
eva luac iones , s e l f . boundaries , s e l f . we ights )
285 i f ( abs ( e r r o r ) == abs ( e r r o r ) +1.0) :
286 e r r o r =10000000000000.0
287
288 i f i snan ( e r r o r ) :
289 e r r o r =10000000000000.0
290
291 e r r o r L i s t . append ( f l o a t ( e r r o r ) )
292 i f 0 .0 <= e r r o r and e r r o r <= error incumbente :
293 incumbente =UnsortedPoblacion [ j ]
294 error incumbente =e r r o r
295
296 ########################################################################
297 # Se ordena l a p o b l a c i o n en func i o´n d e l e r ror
298 ########################################################################
299
300 ErrorPoblac ion = z ip ( e r r o r L i s t , UnsortedPoblacion )
301 ErrorPoblac ion . s o r t ( )
302 e r r o r L i s t =[ ]
303 Poblac ion =[ ]
304 for j in range ( 0 , i n t ( tamanoPob lac ionIn i c i a l ∗
p o r c e n t a j e s e l e c c i o n ) ) :
305 e r r o r L i s t . append ( ErrorPoblac ion [ j ] [ 0 ] )
306 Poblac ion . append ( ErrorPoblac ion [ j ] [ 1 ] )
307
308 a d i c i o n a r S o l u c i o n ( sa l i da , ( error incumbente , s t r ( incumbente
) ) )
309 i f ( error incumbente<=TOL) :
310 print ” Cic lo No : ” , i , ” Cumple t o l e r a n c i a : ” , (
error incumbente , s t r ( incumbente ) )
311 gene ra t i on=i
312 break
313 ########################################################################
314 # Procedimiento de S e l e c c i o n
315 ########################################################################
316 pob lac ionIntermed ia = [ ]
317 for j in range ( 0 , (2∗ c−tamanoPob lac ionIn i c i a l ) /2) : #c /2
) :
318 # Selecc ionando dos i n d i v i d u o s a l e a t o r i a m e n t e .
319 random1=trunc ( uniform ( 0 , i n t ( tamanoPob lac ionIn i c i a l ∗
p o r c e n t a j e s e l e c c i o n ) ) )
320 random2=trunc ( uniform ( 0 , i n t ( tamanoPob lac ionIn i c i a l ∗
p o r c e n t a j e s e l e c c i o n ) ) )
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321 i nd iv iduo1 = Poblac ion [ random1 ]
322 i nd iv iduo2 = Poblac ion [ random2 ]
323
324 # Obtiene l a s i m i l a r i d a d de l o s i n d i v i d u o s
325 # error1 = i n d i v i d u o 1 . o b t e n e r S i m i l a r i d a d ( s e l f .
e v a l u a c i o n e s )
326 # error2 = i n d i v i d u o 2 . o b t e n e r S i m i l a r i d a d ( s e l f .
e v a l u a c i o n e s )
327
328 e r r o r 1 = e r r o r L i s t [ random1 ]
329 e r r o r 2 = e r r o r L i s t [ random2 ]
330
331 # Se pasa a l a s i g u i e n t e generac ion e l mejor i n d i v i d u o
332 i f e r r o r 1 > e r r o r 2 :
333 pob lac ionIntermed ia . append ( ind iv iduo2 )
334 else :
335 pob lac ionIntermed ia . append ( ind iv iduo1 )
336
337 ########################################################################
338 # Procedimiento de Cruzamiento
339 ########################################################################
340 UnsortedPoblacion = [ ]
341 for j in range ( 0 , ( tamanoPoblac ionIn ic ia l−c ) ) :
342 UnsortedPoblacion . append ( Poblac ion [ j ] )
343
344 for j in range ( 0 , (2∗ c−tamanoPob lac ionIn i c i a l ) /2 ) :
345
346 # Selecc ionando dos i n d i v i d u o s a l e a t o r i a m e n t e .
347 i nd iv iduo1 = poblac ionIntermed ia [ trunc ( uniform ( 0 ,
l en ( pob lac ionIntermed ia ) ) ) ]
348 i nd iv iduo2 = poblac ionIntermed ia [ trunc ( uniform ( 0 ,
l en ( pob lac ionIntermed ia ) ) ) ]
349
350
351 # Clonando l o s padres en l o s h i j o s .
352 h i j o 1 = copy . deepcopy ( ind iv iduo1 )
353 h i j o 2 = copy . deepcopy ( ind iv iduo2 )
354
355 # Cruzando l o s genes de l o s h i j o s .
356 h i j o 1 . c ruzar ( h i j o 2 )
357
358 # Adicionando l o s h i j o s a l a nueva p o b l a c i o n .
359 UnsortedPoblacion . append ( h i j o 1 )
360 UnsortedPoblacion . append ( h i j o 2 )
361
362 #####################################
363 # Generacion de nuevos i n d i v i d u o s #
364 #####################################
365 for j in range ( 0 , ( tamanoPoblac ionIn ic ia l−c ) ) :
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366 i nd iv iduo = ArbolDeExpresion ( numeroDeVariables ,
numeroExpres ionesBinar iasPorExpres ion ,
numeroExpresionesUnariasPorExpresion ,
cantidadDeConstantes , s e l f . l i s t a O p e r a d o r e s B i n a r i o s ,
s e l f . l i s t a O p e r a d o r e s U n a r i o s )
367 UnsortedPoblacion . append ( ind iv iduo )
368 ########################################################################
369 # Procedimiento de Mutacion
370 ########################################################################
371 for j in range ( i n t ( tamanoPob lac ionIn i c i a l ∗porcentajemutac ion )
) :
372 i nd iv iduo = UnsortedPoblacion [ trunc ( uniform ( 0 , c )
) ]
373 i nd iv iduo . mutar ( )
374
375 i f ( i % 1)==0:
376 print ” Cic lo No : ” , i , ” Mejor s o l u c i o n con un e r r o r de :
” , ( error incumbente , s t r ( incumbente ) ) #s a l i d a [ 0 ] . s p l i t
(” ,”) [ 0 ] . s p l i t (”(”) [ 1 ]
377 gene ra t i on=i+1
378
379 ########################################################################
380 # Procedimiento de Impresion de l a s o l u c i o´ n incumbente
381 ########################################################################
382
383 a r ch i v oSa l i da = open ( ” s a l i d a ”+s t r ( k )+” . txt ” , ”w” )
384 s a l i d a . s o r t ( s e l f . compara )
385 minerror = f l o a t ( s a l i d a [ 0 ] . s p l i t ( ” , ” ) [ 0 ] . s p l i t ( ” ( ” ) [ 1 ] )
386
387 for i in s a l i d a :
388 a r ch i v oSa l i da . wr i t e ( i+” \n” )
389
390 a r ch i v oSa l i da . c l o s e ( )
391
392 return generat ion , minerror , s a l i d a [ 0 ]
393 ########################################################################
394 # F i n a l i z a e l procedimiento procesar
395 ########################################################################
396
397 print ” I n i c i a e l Algoritmo ”
398
399 ########################################################################
400 # Llamado a l a a p l i c a c i o´ n
401 # El procedimiento procesar se puede l lamar t a n t a s veces como como
402 # sea n e c e s a r i o para c a l c u l a r l a t a b l a de f r e c u e n c i a s
403 ########################################################################
404
405 P=Apl i cac ion ( )
406 # cargarDator ( I n i t I n t e r v a l , F i n a l I n t e r v a l , Numberofnodes , nodeOption ) :
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407 print ”Cargando Datos . . . ”
408 #P. cargarDatos ( 0 . 0 , np . p i /32 ,20 ,1)
409
410 #d e f cargarDatosPDE ( s e l f , a , b , c , d , n ,m, Nx , Ny , opcion ) :
411 # Parametros
412 # a : Valor i n i c i a l d e l i n t e r v a l o en x
413 # b : Valor f i n a l d e l i n t e r v a l o en x
414 # c : Valor i n i c i a l d e l i n t e r v a l o en Y
415 # d : Valor f i n a l d e l i n t e r v a l o en Y
416 # n Numero de nodos a l i n t e r i o r en X
417 # m: Numero de nodos a l i n t e r i o r en Y
418 # Nx : Numero de nodos en X en l a f r o n t e r a
419 # Ny : Numero de nodos en Y en l a f r o n t e r a
420 # opcion : D i s t r i b u c i o n d e l numero de nodos
421 # 1. d i s t r u b u c i o n Uniforme
422 # 2. d i s t r u b u c i o n Gauss−Lobatto−Legendre
423 # 3. d i s t r u b u c i o n Gauss−Legendre
424
425 P. cargarDatosPDE ( 0 . 0 , 1 . 0 , 0 . 0 , 1 . 0 , 5 , 5 , 2 0 , 2 0 , 1 )
426 arch ivoFrecuenc ia = open ( ” Frecuenc ia . txt ” , ”w” )
427 print ”Comienza Proceso ”
428 for k in xrange (1 , 2 ) :
429 print ’ Proceso ’+s t r ( k )+’ I n i c i a d o ’
430 generat ion , minerror , s a l i d a = P. proce sa r ( k )
431 print ’ Proceso ’+s t r ( k )+’ Terminado ’
432 arch ivoFrecuenc ia . wr i t e ( s t r ( k )+” \ t ”+s t r ( gene ra t i on )+” \ t ”+s t r (
minerror )+” \ t \ t \ t ”+s a l i d a+” \n” )
433 arch ivoFrecuenc ia . c l o s e ( )
A.3.2. GeneticoLibPDEs.py
1 ########################################################################
2 # LIBRERIA PROBLEMA 13
3 # Problema PDE E l i p t i c o
4 ########################################################################
5
6 from sympy import ∗
7 from math import ∗
8 from random import uniform




13 # D e f i n i c i o n c l a s e de operadores b i n a r i o s
14 ########################################################################
15 class OperadoresBinar ios ( ob j e c t ) :
16
17 def i n i t ( s e l f , l i s t aOpe rado r e s ) :
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18 # [ ”mul ” , ” d i v ” , ”suma” , ” r e s t a ” , ” p o ten c ia ” , ” r a i z n ” ]
19 s e l f . o p e r a d o r e s B i n a r i o s = l i s t aOpe rado r e s
20
21 def obtenerOperadorBinar io ( s e l f ) :
22 return s e l f . o p e r a d o r e s B i n a r i o s [ trunc ( uniform ( 0 , l en (
s e l f . o p e r a d o r e s B i n a r i o s ) ) ) ]
23
24 ########################################################################
25 # D e f i n i c i o n c l a s e de operadores unar ios
26 ########################################################################
27 class OperadoresUnarios ( ob j e c t ) :
28
29 def i n i t ( s e l f , l i s t aOpe rado r e s ) :
30 # [ ”” , ” exp ” , ” cos ” , ” s i n ” , ”menos ” , ” tan ” , ” l o g ” , ” l n ” , ” s q r t
” ]
31 s e l f . ope radore sUnar i o s = l i s t aOpe rado r e s
32
33 def obtenerOperadorUnario ( s e l f ) :
34 return s e l f . ope radore sUnar i o s [ trunc ( uniform ( 0 , l en ( s e l f
. ope radore sUnar i o s ) ) ) ]
35
36 ########################################################################
37 # D e f i n i c i o n c l a s e v a r i a b l e nodo
38 ########################################################################
39 class VariablesNodos ( ob j e c t ) :
40
41 def i n i t ( s e l f , cant idad ) :
42 s e l f . va r i ab l e sNodos = [ ”x” + s t r ( i ) for i in xrange ( 0 ,
cant idad ) ]
43
44 def adic ionarVar iab leNodo ( s e l f , var iableNodo ) :
45 s e l f . va r i ab l e sNodos . append ( var iableNodo )
46
47 def obtenerVariableNodo ( s e l f ) :
48 return copy . deepcopy ( s e l f . va r i ab l e sNodos [ trunc ( uniform (
0 , l en ( s e l f . va r i ab l e sNodos ) ) ) ] )
49
50 def s t r ( s e l f ) :
51 var = ””
52 for i in s e l f . va r i ab l e sNodos :




57 # D e f i n i c i o n f u n c i o n e s b i n a r i a s
58 ########################################################################
59 def f mul ( x , y ) :
60 return x ∗ y
61
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62 def f d i v ( x , y ) :
63 return x/y
64
65 def f suma ( x , y ) :
66 return x + y
67
68 def f r e s t a ( x , y ) :
69 return x−y
70
71 def f p o t e n c i a ( x , y ) :
72 return x∗∗y
73
74 def f r a i z n ( x , y ) :
75 return x ∗∗ (1 .0/ y )
76
77 ########################################################################
78 # D e f i n i c i o n f u n c i o n e s unar ias
79 ########################################################################
80 def f ( x ) :
81 return +x
82
83 def f menos ( x ) :
84 return −x
85
86 def f s i n ( x ) :
87 return s i n ( x )
88
89 def f c o s ( x ) :
90 return cos ( x )
91
92 def f exp ( x ) :
93 return exp ( x )
94
95 def f l n ( x ) :
96 return l og ( x )
97
98 def f l o g ( x ) :
99 return l og10 ( x )
100
101 def f s q r t ( x ) :
102 return s q r t ( x )
103
104 ########################################################################
105 # D e f i n i c i o n c l a s e s nodo ( d e l a´ r b o l ) operadores y operandos
106 # para l a c o n s t r u c c i o´ n d e l a´ r b o l de e x p r e s i o n e s
107 ########################################################################
108 class Nodo( ob j e c t ) :
109 def i n i t ( s e l f , operador , operando1 , operando2 = None ) :
110 s e l f . ope rador = operador
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111 s e l f . operando1 = operando1
112 s e l f . operando2 = operando2
113
114 def setOperador ( s e l f , operador ) :
115 s e l f . ope rador = operador
116
117 def getOperador ( s e l f ) :
118 return s e l f . ope rador
119
120 def setOperando ( s e l f , i nd i c e , dato ) :
121 i f i n d i c e == 0 :
122 s e l f . operando1 = dato
123 e l i f i n d i c e == 1 and s e l f . operando2 != None :
124 s e l f . operando2 = dato
125
126 def getOperando ( s e l f , i n d i c e ) :
127 i f i n d i c e == 0 :
128 return s e l f . operando1
129 e l i f i n d i c e == 1 :
130 return s e l f . operando2
131
132 def s t r o l d ( s e l f ) :
133
134 i f s e l f . operando2 == None :
135 return ” ( ” + s e l f . ope rador + ” ” + s t r ( s e l f . operando1
) + ” ) ”
136 else :
137 return ” ( ” + s t r ( s e l f . operando1 ) + ” ” + s e l f .
ope rador + ” ” + s t r ( s e l f . operando2 ) + ” ) ”
138
139 def s t r ( s e l f ) :
140 operador = s e l f . ope rador
141 operando2 = s t r ( s e l f . operando2 )
142
143 i f operador == ”mul” :
144 operador = ”∗”
145 e l i f operador == ” div ” :
146 operador = ”/”
147 e l i f operador == ”suma” :
148 operador = ”+”
149 e l i f operador == ” r e s t a ” or operador == ”menos” :
150 operador = ”−”
151 e l i f operador == ” potenc ia ” :
152 operador = ”ˆ”
153 e l i f operador == ” r a i z n ” :
154 operador = ”ˆ”
155 operando2 = ” ( 1 .0 / ” + operando2 + ” ) ”
156
157 i f s e l f . operando2 == None :
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158 return operador + ” ( ” + s t r ( s e l f . operando1 ) + ” ) ”
159 else :
160 return ” ( ” + s t r ( s e l f . operando1 ) + ” ” + operador + ” ”
+ operando2 + ” ) ”
161
162 def obtenerFuncionPyhton ( s e l f ) :
163 i f i s i n s t a n c e ( s e l f . operando1 , type ( ”” ) ) :
164 i f s e l f . operando1 [ 0 ] == ”x” :
165 x = s e l f . operando1 [0 ]+ ” [ ”+ s e l f . operando1 [ 1 : ] + ” ] ”
166 else :
167 x = s e l f . operando1
168 else :
169 x = s e l f . operando1 . obtenerFuncionPyhton ( )
170
171 i f s e l f . operando2 == None :
172 return ” f ” + s e l f . ope rador + ” ( ” + x + ” ) ”
173 else :
174 i f i s i n s t a n c e ( s e l f . operando2 , type ( ”” ) ) :
175 i f s e l f . operando2 [ 0 ] == ”x” :
176 y = s e l f . operando2 [0 ]+ ” [ ”+ s e l f . operando2 [ 1 : ] +
” ] ”
177 else :
178 y = s e l f . operando2
179 else :
180 y = s e l f . operando2 . obtenerFuncionPyhton ( )




184 # D e f i n i c i o n c l a s e a r b o l de expres iones , cada i n d i v i d u o de
185 # l a p o b l a c i o´ n es una i n s t a n c i a de e s t a c l a s e
186 ########################################################################
187 class ArbolDeExpresion ( ob j e c t ) :
188 def i n i t ( s e l f , numeroDeVariables = 3 , cant idadOpBinar ios = 5 ,
cantidadOpUnarios = 2 , cantidadDeConstantes = 5 ,
189 l i s t a O p e r a d o r e s B i n a r i o s = None , l i s t aOperadore sUnar i o s
= None ) :
190 s e l f . numeroDeVariables = numeroDeVariables
191 s e l f . cant idadOpBinar ios = cantidadOpBinar ios
192 s e l f . cant idadOpUnarios = cantidadOpUnarios
193 s e l f . cant idadDeConstantes =cantidadDeConstantes
194 s e l f . l i s t a O p e r a d o r e s B i n a r i o s = l i s t a O p e r a d o r e s B i n a r i o s
195 s e l f . l i s t a O p e r a d o r e s U n a r i o s = l i s taOperadore sUnar i o s
196 s e l f . e x p r e s i o n = None
197 s e l f . Boundaryeva luac iones = [ ]
198 s e l f . e v a l u a c i o n e s = [ ]
199 s e l f . D i f f X e v a l u a c i o n e s = [ ]
200 s e l f . D i f f D i f f X e v a l u a c i o n e s = [ ]
201 s e l f . D i f f Y e v a l u a c i o n e s = [ ]
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202 s e l f . D i f f D i f f Y e v a l u a c i o n e s = [ ]
203 s e l f . Boundary1Evaluaciones = [ ]
204 s e l f . Boundary2Evaluaciones = [ ]
205 s e l f . Boundary3Evaluaciones = [ ]
206 s e l f . Boundary4Evaluaciones = [ ]
207 s e l f . i n i t E x p r e s i o n ( )
208
209 ########################################################################
210 # i n i c i a l i z a c i o´ n de un a´ r b o l ( una formula b ien formada )
211 ########################################################################
212 def i n i t E x p r e s i o n ( s e l f ) :
213 var iab le sNodos = VariablesNodos ( s e l f . numeroDeVariables )
214
215 # Crea l a s c o n s t a n t e s
216 for i in xrange ( 0 , s e l f . cant idadDeConstantes ) :
217 var iab le sNodos . ad ic ionarVar iab leNodo ( s t r ( trunc ( uniform
(−10 ,10) ) ) )
218
219 # Crea e x p r e s i o n e s b i n a r i o s
220 for i in xrange ( 0 , s e l f . cant idadOpBinar ios ) :
221
222 a = Nodo(
223 OperadoresBinar ios ( s e l f . l i s t a O p e r a d o r e s B i n a r i o s
) . obtenerOperadorBinar io ( ) ,
224 var iab le sNodos . obtenerVariableNodo ( ) ,
225 var iab le sNodos . obtenerVariableNodo ( )
226 )
227 var iab le sNodos . ad ic ionarVar iab leNodo ( a )
228
229 # Crea e x p r e s i o n e s unar ias
230 for i in xrange ( 0 , s e l f . cant idadOpUnarios ) :
231 a = Nodo (
232 OperadoresUnarios ( s e l f . l i s t a O p e r a d o r e s U n a r i o s
) . obtenerOperadorUnario ( ) ,
233 var iab le sNodos . obtenerVariableNodo ( )
234 )
235 var iab le sNodos . ad ic ionarVar iab leNodo ( a )
236
237 s e l f . e x p r e s i o n = Nodo(
238 OperadoresBinar ios ( s e l f .
l i s t a O p e r a d o r e s B i n a r i o s ) .
obtenerOperadorBinar io ( ) ,
239 var iab le sNodos . obtenerVariableNodo ( ) ,




244 # c o n v i e r t e a´ r b o l a cadena
245 ########################################################################
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246 def s t r ( s e l f ) :
247 return s t r ( s e l f . e x p r e s i o n )
248
249 ########################################################################
250 # o b t i e n e l a e x p r e s i o´ n ( formula ) en notac i o´n i n f i j a de un a´ r b o l
251 ########################################################################
252 def obtenerFuncionPyhton ( s e l f ) :
253 return s e l f . e x p r e s i o n . obtenerFuncionPyhton ( )
254
255 ########################################################################
256 # operaci o´n de mutacio´n de un i n d i v i d u o ( a r b o l )
257 ########################################################################
258 def mutar ( s e l f , expres ion , profundidad ) :
259
260 numeroOperando = trunc ( uniform ( 0 , 2 ) )
261
262 i f expre s i on . getOperando ( numeroOperando ) == None :
263 numeroOperando = 0
264
265 i f i s i n s t a n c e ( expre s i on . getOperando ( numeroOperando ) , Nodo )
and profundidad > 0 :
266 s e l f . mutar ( expre s i on . getOperando ( numeroOperando ) ,
profundidad − 1 )
267 else :
268 i f i s i n s t a n c e ( expre s i on . getOperando ( numeroOperando ) , Nodo
) :
269 i f expre s i on . getOperando ( 1 ) != None :
270 expre s i on . setOperador ( OperadoresBinar ios ( s e l f .
l i s t a O p e r a d o r e s B i n a r i o s ) . obtenerOperadorBinar io
( ) )
271 else :
272 expre s i on . setOperador ( OperadoresUnarios ( s e l f .
l i s t a O p e r a d o r e s U n a r i o s ) . obtenerOperadorUnario ( )
)
273 else :
274 expre s i on . setOperando ( numeroOperando , VariablesNodos (
s e l f . numeroDeVariables ) . obtenerVariableNodo ( ) )
275
276
277 def mutar ( s e l f ) :
278 s e l f . mutar ( s e l f . e xp r e s i on , trunc ( uniform ( 0 , 10 ) ) ) #
La profundidad de 10 es a r b i t r a r i a
279 s e l f . Boundaryeva luac iones = [ ]
280 s e l f . e v a l u a c i o n e s = [ ]
281 s e l f . D i f f X e v a l u a c i o n e s = [ ]
282 s e l f . D i f f D i f f X e v a l u a c i o n e s = [ ]
283 s e l f . D i f f Y e v a l u a c i o n e s = [ ]
284 s e l f . D i f f D i f f Y e v a l u a c i o n e s = [ ]
285 s e l f . Boundary1Evaluaciones = [ ]
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286 s e l f . Boundary2Evaluaciones = [ ]
287 s e l f . Boundary3Evaluaciones = [ ]
288 s e l f . Boundary4Evaluaciones = [ ]
289
290 ########################################################################
291 # operaci o´n de cruzamiento de dos i n d i v i d u o s
292 ########################################################################
293 def determinarPuntoDeCruce ( s e l f , expres ion , profundidad ) :
294
295 numeroOperando = trunc ( uniform ( 0 , 2 ) )
296
297 i f expre s i on . getOperando ( numeroOperando ) == None :
298 numeroOperando = 0
299
300 i f i s i n s t a n c e ( expre s i on . getOperando ( numeroOperando ) , Nodo )
and profundidad > 0 :
301 return s e l f . determinarPuntoDeCruce ( expre s i on . getOperando (
numeroOperando ) , profundidad − 1 )
302 else :
303 return expre s i on
304
305
306 def obtenerPuntoDeCruce ( s e l f ) :
307 s e l f . Boundaryeva luac iones = [ ]
308 s e l f . e v a l u a c i o n e s = [ ]
309 s e l f . D i f f X e v a l u a c i o n e s = [ ]
310 s e l f . D i f f D i f f X e v a l u a c i o n e s = [ ]
311 s e l f . D i f f Y e v a l u a c i o n e s = [ ]
312 s e l f . D i f f D i f f Y e v a l u a c i o n e s = [ ]
313 s e l f . Boundary1Evaluaciones = [ ]
314 s e l f . Boundary2Evaluaciones = [ ]
315 s e l f . Boundary3Evaluaciones = [ ]
316 s e l f . Boundary4Evaluaciones = [ ]
317
318 return s e l f . determinarPuntoDeCruce ( s e l f . e xp r e s i on , trunc (




322 def cruzar ( s e l f , arbolDeExpres ion ) :
323 miPuntoDeCruce = s e l f . obtenerPuntoDeCruce ( )
324 puntoDeCruceExterno = arbolDeExpres ion . obtenerPuntoDeCruce ( )
325
326 temporal = miPuntoDeCruce . getOperando ( 0 )
327 miPuntoDeCruce . setOperando ( 0 , puntoDeCruceExterno . getOperando ( 0
) )
328 puntoDeCruceExterno . setOperando ( 0 , temporal )
329
330 ########################################################################
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331 # Evaluacion d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos a l i n t e r i o r d e l dominio
332 ########################################################################
333 def obtenerEva luac iones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
334
335 i f s e l f . e v a l u a c i o n e s == [ ] :
336 X=Symbol ( ”x0” )
337 Y=Symbol ( ”x1” )
338 cadena=par se expr ( s t r ( s e l f ) )
339
340
341 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
342
343 try :
344 cadenaparc i a l= cadena . subs (X, f l o a t ( v a l o r V a r i a b l e s [ 0 ] )
)
345 s e l f . e v a l u a c i o n e s . append ( f l o a t ( cadenaparc i a l . subs (Y
, f l o a t ( v a l o r V a r i a b l e s [ 1 ] ) ) ) )
346 except :
347 s e l f . e v a l u a c i o n e s = [ ]
348
349 return s e l f . e v a l u a c i o n e s
350
351 ########################################################################
352 # Evaluacion de l a primera der ivada p a r c i a l en X
353 # d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
354 ########################################################################
355 def obtenerDi f fXEva luac iones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
356
357 i f s e l f . D i f f X e v a l u a c i o n e s == [ ] :
358 cant idadVar iab l e s = len ( l i s t a V a l o r e s V a r i a b l e s [ 0 ] )
359
360 X=Symbol ( ”x0” )
361 Y=Symbol ( ”x1” )
362 cadena=s t r ( s e l f )
363 # p r i n t cadena
364 der ivada=d i f f ( cadena , X)
365
366 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
367
368 try :
369 cadenaparc i a l = der ivada . subs (X, f l o a t ( v a l o r V a r i a b l e s
[ 0 ] ) )
370 s e l f . D i f f X e v a l u a c i o n e s . append ( f l o a t ( cadenaparc i a l .
subs (Y, f l o a t ( v a l o r V a r i a b l e s [ 1 ] ) ) ) )
371 except :
372 s e l f . D i f f X e v a l u a c i o n e s = [ ]
373
374 return s e l f . D i f f X e v a l u a c i o n e s
375
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376 ########################################################################
377 # Evaluacion de l a primera der ivada p a r c i a l en Y
378 # d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
379 ########################################################################
380 def obtenerDi f fYEva luac iones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
381
382 i f s e l f . D i f f Y e v a l u a c i o n e s == [ ] :
383 cant idadVar iab l e s = len ( l i s t a V a l o r e s V a r i a b l e s [ 0 ] )
384
385 X=Symbol ( ”x0” )
386 Y=Symbol ( ”x1” )
387 cadena=s t r ( s e l f )
388 # p r i n t cadena
389 der ivada=d i f f ( cadena , Y)
390
391 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
392 try :
393 cadenaparc i a l = der ivada . subs (X, f l o a t ( v a l o r V a r i a b l e s
[ 0 ] ) )
394 s e l f . D i f f Y e v a l u a c i o n e s . append ( f l o a t ( cadenaparc i a l .
subs (Y, f l o a t ( v a l o r V a r i a b l e s [ 1 ] ) ) ) )
395 except :
396 s e l f . D i f f Y e v a l u a c i o n e s = [ ]
397
398 return s e l f . D i f f Y e v a l u a c i o n e s
399
400 ########################################################################
401 # Evaluacion de l a segunda der ivada p a r c i a l en X
402 # d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
403 ########################################################################
404 def obtene rDi f fD i f fXEva luac i one s ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
405
406 i f s e l f . D i f f D i f f X e v a l u a c i o n e s == [ ] :
407 cant idadVar iab l e s = len ( l i s t a V a l o r e s V a r i a b l e s [ 0 ] )
408
409 X=Symbol ( ”x0” )
410 Y=Symbol ( ”x1” )
411 cadena=s t r ( s e l f )
412 # p r i n t cadena
413 try :
414 der ivada=d i f f ( cadena ,X, 2 )
415 # p r i n t ( cadena , der ivada )
416 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
417 try :
418 cadenaparc i a l = der ivada . subs (X, f l o a t (
v a l o r V a r i a b l e s [ 0 ] ) )
419 s e l f . D i f f D i f f X e v a l u a c i o n e s . append ( f l o a t (
cadenaparc i a l . subs (Y, f l o a t ( v a l o r V a r i a b l e s
[ 1 ] ) ) ) )
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420 except :
421 s e l f . D i f f D i f f X e v a l u a c i o n e s = [ ]
422 except :
423 s e l f . D i f f D i f f X e v a l u a c i o n e s = [ ]
424
425 return s e l f . D i f f D i f f X e v a l u a c i o n e s
426
427 ########################################################################
428 # Evaluacion de l a segunda der ivada p a r c i a l en Y
429 # d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
430 ########################################################################
431 def obtene rDi f fD i f fYEva luac i one s ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
432
433 i f s e l f . D i f f D i f f Y e v a l u a c i o n e s == [ ] :
434 cant idadVar iab l e s = len ( l i s t a V a l o r e s V a r i a b l e s [ 0 ] )
435
436 X=Symbol ( ”x0” )
437 Y=Symbol ( ”x1” )
438 cadena=s t r ( s e l f )
439 # p r i n t cadena
440 try :
441 der ivada=d i f f ( cadena ,Y, 2 )
442 # p r i n t ( cadena , der ivada )
443 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
444 try :
445 cadenaparc i a l = der ivada . subs (X, f l o a t (
v a l o r V a r i a b l e s [ 0 ] ) )
446 s e l f . D i f f D i f f Y e v a l u a c i o n e s . append ( f l o a t (
cadenaparc i a l . subs (Y, f l o a t ( v a l o r V a r i a b l e s
[ 1 ] ) ) ) )
447 except :
448 s e l f . D i f f D i f f Y e v a l u a c i o n e s = [ ]
449 except :
450 s e l f . D i f f D i f f Y e v a l u a c i o n e s = [ ]
451
452 return s e l f . D i f f D i f f Y e v a l u a c i o n e s
453
454 ########################################################################
455 # Evaluacion de a´ r b o l ( e x p r e s i o´ n ) en l o s puntos de
456 # l a f r o n t e r a i n f e r i o r d e l dominio
457 ########################################################################
458 def obtenerBoundary1Evaluaciones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
459
460 i f s e l f . Boundary1Evaluaciones == [ ] :
461 X=Symbol ( ”x0” )
462 Y=Symbol ( ”x1” )
463 cadena=par se expr ( s t r ( s e l f ) )
464
465 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
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466
467 try :
468 cadenaparc i a l= cadena . subs (X, f l o a t ( v a l o r V a r i a b l e s [ 0 ] )
)
469 s e l f . Boundary1Evaluaciones . append ( f l o a t (
cadenaparc i a l . subs (Y, f l o a t ( v a l o r V a r i a b l e s [ 1 ] ) ) ) )
470 except :
471 s e l f . Boundary1Evaluaciones = [ ]
472
473 return s e l f . Boundary1Evaluaciones
474
475 ########################################################################
476 # Evaluacion de a´ r b o l ( e x p r e s i o´ n ) en l o s puntos de
477 # l a f r o n t e r a derecha d e l dominio
478 ########################################################################
479 def obtenerBoundary2Evaluaciones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
480
481 i f s e l f . Boundary2Evaluaciones == [ ] :
482 X=Symbol ( ”x0” )
483 Y=Symbol ( ”x1” )
484 cadena=par se expr ( s t r ( s e l f ) )
485
486 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
487
488 try :
489 cadenaparc i a l= cadena . subs (X, f l o a t ( v a l o r V a r i a b l e s [ 0 ] )
)
490 s e l f . Boundary2Evaluaciones . append ( f l o a t (
cadenaparc i a l . subs (Y, f l o a t ( v a l o r V a r i a b l e s [ 1 ] ) ) ) )
491 except :
492 s e l f . Boundary2Evaluaciones = [ ]
493
494 return s e l f . Boundary2Evaluaciones
495
496 ########################################################################
497 # Evaluacion de a´ r b o l ( e x p r e s i o´ n ) en l o s puntos de
498 # l a f r o n t e r a s u p e r i o r d e l dominio
499 ########################################################################
500 def obtenerBoundary3Evaluaciones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
501
502 i f s e l f . Boundary3Evaluaciones == [ ] :
503 X=Symbol ( ”x0” )
504 Y=Symbol ( ”x1” )
505 cadena=par se expr ( s t r ( s e l f ) )
506
507 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
508 try :
509 cadenaparc i a l= cadena . subs (X, f l o a t ( v a l o r V a r i a b l e s [ 0 ] )
)
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510 s e l f . Boundary3Evaluaciones . append ( f l o a t (
cadenaparc i a l . subs (Y, f l o a t ( v a l o r V a r i a b l e s [ 1 ] ) ) ) )
511 except :
512 s e l f . Boundary3Evaluaciones = [ ]
513
514 return s e l f . Boundary3Evaluaciones
515
516 ########################################################################
517 # Evaluacion de a´ r b o l ( e x p r e s i o´ n ) en l o s puntos de
518 # l a f r o n t e r a i z q u i e r d a d e l dominio
519 ########################################################################
520 def obtenerBoundary4Evaluaciones ( s e l f , l i s t a V a l o r e s V a r i a b l e s ) :
521
522 i f s e l f . Boundary4Evaluaciones == [ ] :
523 X=Symbol ( ”x0” )
524 Y=Symbol ( ”x1” )
525 cadena=par se expr ( s t r ( s e l f ) )
526
527 for v a l o r V a r i a b l e s in l i s t a V a l o r e s V a r i a b l e s :
528 try :
529 cadenaparc i a l= cadena . subs (X, f l o a t ( v a l o r V a r i a b l e s [ 0 ] )
)
530 s e l f . Boundary4Evaluaciones . append ( f l o a t (
cadenaparc i a l . subs (Y, f l o a t ( v a l o r V a r i a b l e s [ 1 ] ) ) ) )
531 except :
532 s e l f . Boundary4Evaluaciones = [ ]
533
534 return s e l f . Boundary4Evaluaciones
535
536 ########################################################################
537 # Funcion de Ajuste o s i m i l a r i d a d :
538 # Evaluacion d e l a´ r b o l ( e x p r e s i o´ n ) en l o s puntos d e l dominio
539 ########################################################################
540
541 def obtenerSimilaridadPDE ( s e l f , l i s t a V a l o r e s V a r i a b l e s , boundaries , w
) :
542
543 # l i s t a V a l o r e s V a r i a b l e s : L i s t a de l i s t a s que co nt i ene l o s puntos a
e v a l u a r
544 # w: l i s t a de pesos asoc iados a cada punto a e v a l u a r
545
546 u = s e l f . obtenerEva luac iones ( l i s t a V a l o r e s V a r i a b l e s )
547 uxx = s e l f . ob tene rDi f fD i f fXEva luac i one s ( l i s t a V a l o r e s V a r i a b l e s
)
548 uyy = s e l f . ob tene rDi f fD i f fYEva luac i one s ( l i s t a V a l o r e s V a r i a b l e s
)
549
550 ub1 = s e l f . obtenerBoundary1Evaluaciones ( boundar ies [ 0 ] )
551 ub2 = s e l f . obtenerBoundary2Evaluaciones ( boundar ies [ 1 ] )
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552 ub3 = s e l f . obtenerBoundary3Evaluaciones ( boundar ies [ 2 ] )
553 ub4 = s e l f . obtenerBoundary4Evaluaciones ( boundar ies [ 3 ] )
554
555 l enght = len ( l i s t a V a l o r e s V a r i a b l e s )
556 lenghtbdy = len ( boundar ies [ 0 ] )
557
558 i f ( ( ( l en ( uxx ) != lenght ) or ( l en ( uyy ) != lenght ) ) or ( l en (u) !=
lenght ) ) or ( ( ( l en ( ub1 ) != lenghtbdy ) or
559 ( l en ( ub2 ) != lenghtbdy ) ) or
560 ( ( l en ( ub3 ) != lenghtbdy ) or ( l en ( ub4 ) != lenghtbdy )
) ) : # or dy == [ ] ) or ddy ==[]:
561 return 10000000000000.0
562 else :
563 # Calculando e rro r en e l i n t e r i o r d e l dominio
564 e r r o r = 0 .0
565 #######################################
566 # PROBLEMA 13
567 #######################################
568 for i in xrange (0 , l enght ) :
569 x = l i s t a V a l o r e s V a r i a b l e s [ i ] [ 0 ]
570 y = l i s t a V a l o r e s V a r i a b l e s [ i ] [ 1 ]
571 l h s = uxx [ i ]+uyy [ i ]
572 rhs = −1.0∗(x∗x+y∗y ) ∗u [ i ]
573 eq = l h s − rhs
574 wx = w[ i ] [ 0 ]
575 wy = w[ i ] [ 1 ]
576 e r r o r = e r r o r + wx∗wy∗eq∗eq
577
578 #######################################
579 # CONDICIONES DE FRONTERA PROBLEMA 13
580 #######################################
581 # Error en l a f r o n t e r a i n f e r i o r
582 b1=0.0
583 for j in xrange ( l en ( boundar ies [ 0 ] ) ) :
584 x = boundar ies [ 0 ] [ j ] [ 0 ]
585 y = boundar ies [ 0 ] [ j ] [ 1 ]
586 l h s = ub1 [ j ]
587 rhs = 0 .0
588 eq = l h s −rhs
589 b1 = b1 + eq∗eq
590 # Error en l a f r o n t e r a derecha
591 b2=0.0
592 for j in xrange ( l en ( boundar ies [ 1 ] ) ) :
593 x = boundar ies [ 1 ] [ j ] [ 0 ]
594 y = boundar ies [ 1 ] [ j ] [ 1 ]
595 l h s = ub2 [ j ]
596 rhs = s i n ( y )
597 eq = l h s −rhs
598 b2 = b2 + eq∗eq
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599 # Error en l a f r o n t e r a s u p e r i o r
600 b3=0.0
601 for j in xrange ( l en ( boundar ies [ 2 ] ) ) :
602 x = boundar ies [ 2 ] [ j ] [ 0 ]
603 y = boundar ies [ 2 ] [ j ] [ 1 ]
604 l h s = ub3 [ j ]
605 rhs = s i n ( x )
606 eq = l h s −rhs
607 b3 = b3 + eq∗eq
608 # Error en l a f r o n t e r a i z q u i e r d a
609 b4=0.0
610 for j in xrange ( l en ( boundar ies [ 3 ] ) ) :
611 x = boundar ies [ 3 ] [ j ] [ 0 ]
612 y = boundar ies [ 3 ] [ j ] [ 1 ]
613 l h s = ub4 [ j ]
614 rhs = 0 .0
615 eq = l h s −rhs
616 b4 = b4 + eq∗eq
617 return e r r o r + b1 + b2 + b3 + b4
618
619 def a d i c i o n a r S o l u c i o n ( s o lu c i one s , s o l u c i o n ) :
620 expre s i on = s t r ( s o l u c i o n )
621
622 i f not expre s i on in s o l u c i o n e s :
623 s o l u c i o n e s . append ( expre s i on )
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