Let C * (S) be the C * algebra generated by an operator system S i.e. a unital * -closed subspace of a unital C * algebra A. We prove that any complete order isomorphism I : S → S ′ between two such operator systems has a unique extension to a C * -isomorphism I : C * (S) → C * (S ′ ).
1
Introduction:
Let C(Ω) be the commutative C * -algebra of continuous complex valued functions on a compact Hausdorff space Ω. For two such spaces Ω and Ω ′ and a continuous map γ : Ω ′ → Ω, we define an endomorphism Γ : C(Ω) → C(Ω ′ ) by
In case γ is an one to one and onto map, then Γ is an automorphism. A well known theorem, due to M. Stone [Sto2] , says that an auto-morphism Γ :
determines uniquely a continuous one to one and onto map γ : Ω ′ → Ω such that (1.1) holds. A theorem of R.V. Kadison [Ka1] says that the same is true if Γ is an order isomorphism i.e. a linear one to one and onto map such that both Γ and Γ −1 are non-negative maps i.e. the map takes non-negative functions to non-negative functions. A subspace F ⊆ C(Ω) is called a function-system if F contains constant functions and F is closed under conjugation i.e. ψ ∈ F if and only ifψ(ω) =ψ(ω).
Another theorem of M. Stone [Sto1] also says that, closed algebra generated by a function-system F is equal to C(Ω) if and only if F separates points in Ω. In particular this result also says that an automorphism Γ is determined uniquely by its action on a separating point function-system F. One valid question that one may ask: What can be said about an order isomorphism map between two separating points function-systems F and F ′ ?
In this paper we address this problem with an affirmative answer in a more general framework of operator systems, which we describe in details after developing our mathematical framework of C * -algebras and their associated maps.
A vector subspace S of a unital C * algebra A is called self-adjoint if x * ∈ S whenever x ∈ S. A self-adjoint unital subspace S of A is called operator system In a celebrated paper [Ka1] R.V. Kadison proved that an order isomorphism between two C * algebras is a sum of a morphism and an anti-morphism i.e. for two arbitrary C * -algebras A and B ⊆ B(H), an order-isomorphism I : A → B is a disjoint sum of a morphism and an anti-morphism i.e. there exists a projection e ∈ B ′′ B ′ i.e. center of B such that x → I(x)e is morphism ( * -linear and multiplicative) and x → I(x)(I − e) is an anti-morphism ( * -linear and anti-multiplicative). Thus when B is a factor an order-isomorphism is either an isomorphism or anti-isomorphism. It is a simple observation that anti-morphism part in the decomposition will be absent
[ER] if we also demand an order isomorphism to be a CP map. For details we refer to Corollary 5.2.3 in [ER] . In particular, we have a norm preserving UCP [Fa] linear map τ : M n (C) → M n (C), i.e. ||τ (x)|| = ||x|| for all x ∈ M n (C) if and only if τ (x) = uxu * for some unitary u ∈ M n (C). Thus a complete order isomorphism on C * algebras is an C * -isomorphism which we call in short isomorphism.
It is natural to look for a generalization of R.V. Kadison's theorem for operator systems with the role of order isomorphism replaced by complete order isomorphism between two operator systems. This problem got its attention ever since William
Arveson introduced dilation theory [Ar1]. THEOREM 1.1: Let S, S ′ be the two separable operator systems of unital C * algebras and I 0 : S → S ′ be a unital complete order isomorphism. Then there exists a unique complete order isomorphism I : C * (S) → C * (S ′ ) extending I 0 : S → S ′ .
Further the same statement is valid for non-separable operator systems as well. Theorem 1.1 in particular says that for two bounded operators x, y on a Hilbert space the map λI + µx → λI + µy, λ, µ ∈ C is completely isometric if and only if the map extends to a C * isomorphism between A 0 (x) and A 0 (y), where we used symbol A 0 (x) for the C * -subalgebra generated by x. In the following text, we use symbol A(x) for the C * -algebra generated by x together with I. Furthermore, the isomorphism takes one faithful state on A(x) to another faithful state as C * algebras A(x) and A(y) are separable ( for details see section 2). Thus via GNS representation we can embed faithfully π x : A(x) → B(H x ) and find a unitary operator U :
In case x, y are irreducible compact operators on H, A 0 (x) = A 0 (y) = K(H) i.e.
equal to C * -algebra of all compact operators on H, then isomorphism is intertwined by a unique unitary operator u on H i.e.
This result with irreducible compact operators x, y is well known [Ar1]. In case x, y are bounded operators on a Hilbert space, a general mathematical problem of interest, when can we expect the natural complete isomorphism map, which takes λI + µx to λI + µy, λ, µ ∈ C is inter-twined by a unitary operator u on H?
Now we also discuss briefly the significance of Theorem 1.1 in classical set up described at the starting paragraph. Theorem 1.1 says now that any order isomorphism map between two separating points function systems F and F ′ has a unique extension to an automorphism between C(Ω) to C(Ω ′ ). Thus a theorem of M. Stone says that Γ : F → F ′ is implemented by a continuous one to one and onto map
for all ψ ∈ F.
I express my gratitude and thanks to Gilles Pisier andÉric Ricard for pointing out a gap in the proof of Theorem 1.1 given in the first draft with an instructive counter example which helped me to rectify the statement of Proposition 2.5 to its present form.
2 Hann-Banach-Arveson's extension theorem:
We start with a simple lemma.
LEMMA 2.1: Let S be an operator system of a unital separable C * algebra A ⊆ B(H) and S is also closed in weak * topology of B(H). Let f : S → C be a unital positive linear weak * continuous functional and be faithful on S + then for any x ≥ 0 non zero element in A, there exists a positive linear functional g x : S x → C extending f so that g x (x ⊗ I n ) > 0, where S x = S +Cx. Furthermore, if A is separable then there exists a faithful state g on A extending f .
PROOF: For x ∈ S we take g = f and extend using Krein's theorem. For x / ∈ S and x ≥ 0, we consider the operator system S x generated by {S, x}. We first consider the self-adjoint subspaces S h x and S h of S x and S respectively. We recall Minkowski's function P : S h x → IR given by
In particular, since y ≤ ||y||I and f (I) = 1, we have P f (y) ≤ ||y|| for all y ∈ S h x . So we get
We also have by definition that P f (y) = f (y) for all y ∈ S h .
f has a Hann-Banach extension as a positive linear functional g to S h x , provided we choose α = g(x) satisfying g(y) ≤ P f (y) for all y ∈ S h x i.e. by the usual subadditive property of P
By our construction, we have 0 ≤ β 1 ≤ α ≤ β 2 . Thus f always has extension g x to S x . We can have an extension with g x (x) = 0 if and only if β 1 (f ) = 0. Further f has no extension such that g x (x) > 0 if and only if β 2 (f ) = 0.
Since 0 ∈ S h and x ≥ 0, we have P f (−x) ≤ 0 by definition of P f and
So we arrive at
for all y ′ ∈ S h if and only if β 1 (f ) = 0. f being faithful on S + , P f (−x) = 0 if and only if 0 ≤ y ≤ x for some y ∈ S + implies that
We fix ǫ > 0 and choose
Now we apply definition of
Other inequality is obvious, since
if and only if P f (x) = 0.
Operator space S being closed in weak * topology of B(H), the convex set C x = {y ∈ S h : x ≤ y ≤ ||x||I} is weak * compact. So we get P f (x) = f (y e ) for some extreme point y e ∈ C x . Thus β 2 (f ) = 0 contradicts the faithfulness of f on S h + as y e ≥ x and x is a non-zero non-negative element in A.
This shows that there exists a positive linear function g R x on the real vector space S R x , generated by S and x extending Re(f ) :
Now we extend g R x to a linear functional g x on S x by expressing S x = S R x +iS R x and extending linearly over the field of complex numbers by usual formula g x (x + iy) = g R (x) + ig R (y). That g is well defined and also contractive follows by a standard argument of Hann-Banach theorem [Ru] .
For the last part, using Krein's theorem, we extend g to a state on A and denote it by g x . Thus g x (x) > 0. A being separable S 1 + = {x ∈ S + : ||x|| = 1} is a Lindelöf space i.e. every open cover has a countable sub-cover. For each x ∈ A, by continuity
x } is an open cover for S 1 + , we get a countable sub-cover O xn for S 1 + . Now we set φ = n 1 2 n φ xn , which is a faithful state on A.
Let S be an operator system of a unital C * -algebra A. We recall in the following, some essential steps in Hann-Banach-Arveson's extension theorem [Pa, Chapter 6].
We set one to one correspondence between the set of CP maps τ : S → M n (C) and
where e i is an orthonormal basis for C n . Note that s(x ⊗ I n ) = tr 0 (τ (x)) for all
x ∈ S, where tr 0 is the normalized trace on M n (C) and further (a) τ is unital if and only if s is a state on the operator space M n (S);
We use symbols s τ for the positive linear functional on M n (S), uniquely determined by a completely positive map τ on S and τ s for the completely positive map on S, uniquely determined by a positive linear functional s on M n (S). Both maps are affine.
Let S tr 0 •τ (A) be the set of states on A extending the state x → tr 0 (τ (x)) from S to A i.e. φ ∈ S tr 0 •τ (A) if φ is a state on A and s τ (x ⊗ I n ) = φ(x) for all x ∈ S. τ is called faithful on S + if τ (z) = 0 for z ∈ S + if and only of z = 0. Once τ is faithful on S + then tr 0 • τ is faithful on S + . Lemma 2.1 says that there exists a faithful state on A extending tr 0 • τ : S → C. In particular, S tr 0 •τ is a non empty compact convex set which contains a faithful state on A, once τ is faithful on S + .
In order to deal with a faithful state φ 0 on M n (C) instead of normalized trace, we fix an orthonormal basis e i and λ i = 0 such that φ 0 (x) = i |λ i | 2 < e i , xe i > for all x ∈ M n (C) and consider the non-negative matrix λ = [λ i λ j ] and reset
where • denotes Schur product. Since Schur product takes a non-negative element to another non-negative element on M n (S), we inherit all the property of the correspondence between τ and s τ with a modification s τ,λ (x ⊗ I n ) = φ 0 (τ (x)) for all x ∈ A. Thus (b) is now modified as:
(b') For τ (I) = I, the map x → φ 0 (τ (x)) for all x ∈ S is a state φ if and only if
Let M 0 be a von-Neumann algebra action on Hilbert space H 0 and M = M 2 (M 0 )
be the von-Neumann algebra isomorphic to M 0 ⊗M 2 (C). We consider the operator
is a unital completely positive map on S, where we have fixed a state m on M 0 . If
where φ
However by a result of U. Haagerup (page 117 in [Pa]) η is UCP if and only if the following map open neighbourhood of I n such that U * = U, λU λ * = U for all λ ∈ U n (C) and µ be the normalized Haar measure on the group U n (C). Then the unital completely positive map, defined by
is equal to c U x + (1 − c U )tr 0 (x) for some 0 ≤ c U < 1, where tr 0 is the unique normalized trace on M n (C).
PROOF:
The Haar measure dµ and U are invariant under the conjugation map λ → gλg * . We fix any g ∈ U n (C) and verify the following identities:
We consider the GNS Hilbert space associate with normalize trace on M n (C) i.e. < x, y >= tr 0 (x * y) and consider the induced contractive map T U : x → IE U (x). That
x ∈ M n (C) ( being a UCP map ) and
We claim that the map T u is self-adjoint. A proof follows, once we check the following simple equalities:
be an eigen value for T U and c = 1. Then we have a non-zero element x e ∈ M n (C) such that T U x e = cx e i.e.
IE U (x e ) = cx e . Since IE U is unital x e = zI n for any z ∈ C. Furthermore, c being not equal to 1, x e is orthogonal to I n i.e. tr 0 (x e ) = 0. By covariance relation we have IE U (λx e λ * ) = cλx e λ * for all λ ∈ U n (C). Conjugate action of U n (C) on trace zero matrices being irreducible, we get IE U (y) = cy for all y ∈ M n (C) with tr 0 (y) = 0. Since tr 0 (IE U (y)) = tr 0 (y) = 0, we get IE u (IE U (y)) = cIE U (y) for all y with tr 0 (y) = 0. In such a case
The same argument also shows if there exists a x e = zI n , so that IE u (x e ) = x e then IE U is the identity map on M n (C) (since IE U (x e − tr 0 (x e )I n ) = x e − tr 0 (x e )I n and x e − tr 0 (x e )I n = 0 with tr 0 (x e − tr 0 (x e )I n ) = 0 ).
Thus IE U is either identity map or IE U (x) = (1−c)x+ctr 0 (x)I n for all x ∈ M n (C).
We are left to rule out the possibility that IE U to be equal to the identity map. So far we did not use explicit construction of IE U . Since IE U is a UCP map preserving a faithful state tr 0 , invariant elements of IE U is a von-Neumann algebra. It is simple to show that IE U (p) = p for a projection p if and only if p = 0 or I n . For such an invariant projection p, we have 0 = n(1 − p)IE U (p)((I n − p) = U (I n − p)λpλ * (I n − p)dµ(λ) and so (I n − p)λp = 0 for all λ ∈ U 0 . Interchanging the role of p with I n − p, we also get pλ(I n − p) = 0 i.e. p commutes with all λ ∈ U . Since U is an open neighbourhood of I n , U generates U n (C) by group multiplication. Thus p commutes with all elements in U n (C) and so p also commutes with all elements in M n (C) as any element in M n (C) is at most linear span of four such unitary matrices. Thus p is either 0 or I n . This completes the proof, modulo the condition that c ≥ 0. For any 0 ≤ x ≤ I n with tr 0 (x) = 1, we have cx
i.e. cx ≤ cI n . If c < 0, we would get x ≥ I n i.e. x = I n as 0 ≤ x ≤ I n . In other words, c < 0, for 0 ≤ x ≤ I n with tr 0 (x) = 1, would imply that x = I n . This is a contradiction unless n = 1.
LEMMA 2.3: Let S be an operator system in
Let δ > 0 and U = {λ ∈ U n (C) : ||λ − I n || < δ} be the open neighbourhood of I n in U n (C). Then U * = U and gU g * = U for all g ∈ U n (C) and
where y = 1 n 1≤i≤d y i i ∈ S.
PROOF: First part is obvious, ||.|| being the C * norm on the matrix algebra U n (C), for all g ∈ U d (C), we have ||gλg * − I n || = ||g(λ − I n )g * || = ||λ − I n || and ||λ − I n || = ||λ * − I n || for all λ ∈ U n (C).
Since states on A separate two distinct points of A, two elements X = [ 
Then by Lemma 2.2 and linearity of ψ, we have
LEMMA 2.4: Let S be an operator system of a unital C * algebra A ⊆ B(H) and S be also closed in weak * topology of B(H). Let f : M n (S) → C be a unital positive linear weak * continuous functional and associate unital CP map τ be faithful on S + and U be an open neighbourhood of I n so that U * = U and λU λ * = U for all λ ∈ U n (C). Then for any non zero element x ≥ 0 in A, there exists a positive linear
then there exists a state g U on the operator system M n (S) + A extending f U which is faithful on A ⊗ I n . Furthermore, a state g U on M n (A) extending the state f U of M n (S) and a UCP extension η U : A → M n (C) of the UCP map τ U (x) = c U τ (x) +
(1 − c U )tr 0 (τ (x))I n from S → M n (C) so that the state φ U of A is defined by φ U (x) = tr 0 η U (x) for all x ∈ A is faithful.
PROOF:
We replace the role of S in Lemma 2.1 by M n (S) and fix a non zero x ≥ 0 in A. Assume on contrary that such a state g U onM n (S) x is not possible. Then going along the same lines used in the proof of Lemma 2.1, we get
where
Thus we find an extremal element y(e) = [y i j (e)] in the compact convex set C x = {y ∈ M n (S) : 0 ≤ x ⊗ I d ≤ y(e) ≤ ||x||I ⊗ I d } such that f U (y(e)) = 0. Since f U (y(e)) = c U f (y(e)) + (1 − c U )tr 0 τ (y e ), where y e = 1 n 1≤i≤n y i i (e) with 0 ≤ c U < 1, we get tr 0 τ (y e ) = 0. Since τ is faithful, we get y e = 0. Since y(e) = [y i j (e)] ≥ 0 and y i i (e) = 0 for all 1 ≤ i ≤ n, we get y(e) = 0. This brings a contradiction.
The rest of the statement follows along the same line of the proof given for the existence of a faithful extension of the state in Lemma 2.1.
For each λ ∈ U n (C), we set positive linear functional f λ : M n (S) → C defined by
Any limit point of g U as U goes to I n , say g is a state on M n (A) extending the state M n (S). Thus the set S(f ) of states on M n (A) extending the state f of M n (S) is a non-empty compact convex set. Similarly the set S(f U ) of states on M n (A) extending the state f U of M n (S) is a non empty compact convex set. We claim that for some open homogeneous neighbourhood U with 0 < c U < 1, the map
is affine and injective map from S(f ) into S(f U ). Affine property is obvious. For injective property, we prove that g → g U = U g λ dλ is injective in the set of all linear functional. By Lemma 2.3, we write
Since 0 < c U < 1, we get g([xe i j ]) = 0 for all x ∈ A and i = j. So by linearity, we also have g([xe i i ]) = 0 for all x ∈ A and 1 ≤ i ≤ n. By linearity of g, we get g = 0.
We further claim now that the affine map f → f U is bijective if A is a finite dimensional C * algebra. Suppose not. Then by Hann-Banach-Krein's theorem, for any open homogeneous neighbourhood U for which 0 < c U < 1, there exists an element Y U ∈ M n (A) with ||Y U || = 1 so that g U (Y U ) = 0 for all g ∈ S(f ) and a state h U ∈ S(f U ) such that h U (Y U ) = 1. Let h be a limit point of the net {h Un :
U n homogenous neighbourhood of I n } , where U n = {λ ∈ U n (C) : ||λ − I n || < 1 n }.
Then it is obvious that h ∈ S(f ). The unit ball of A being compact in C * norm topology, we can extract a convergence subsequence of Y Un , still denoting by the same symbol, such that Y Un → Y in C * for some Y ∈ M n (A) with ||Y || = 1 and h(Y ) = 1, but g(Y ) = 0 for all g ∈ S(f ). This contradicts that h ∈ S(f ) as well. As a simple consequence of this bijective affine property of the map, we arrive at the following proposition.
PROPOSITION 2.5: Let S be an operator system in a unital finite dimensional C * algebra A ⊆ B(H) and τ : S → M n (C) be a UCP map. If S is closed in weak * topology of B(H) and the map τ is faithful on S, then τ has a faithful UCP extension
PROOF: We choose a homogeneous neighbourhood U for which g → g U is an one to one bijective map between S(f ) and S(f U ). We choose an element
for all x ∈ A, we get for any x ≥ 0, η U (x) = 0 if and only if η(x) = 0. Since by our choice η U is faithful, we conclude that η is also faithful. PROPOSITION 2.6: Let S be an operator system of a unital C * -algebra A ⊆ B(H) and the closed C * algebra generated by S be equal to A i.e. A = C * (S). Let τ : A → A be a unital CP map with a faithful invariant state extending the inclusion map I : S → A. Then τ is the identity map on A.
PROOF: It is fairly well known that the set N = {x ∈ A : τ (x) = x} is a * -subalgebra for a unital CP map with a faithful invariant state. Proof goes as follows.
By Kadison Schwarz inequality [Ka] we have τ (x * x) ≥ τ (x * )τ (x) for all x ∈ A and if equality holds for some x then we also have τ (x * y) = τ (x * )τ (y) for all y ∈ A. Now we use faithfulness of the invariant state to show first that x * x in N whenever x ∈ N and then x * y ∈ N when x, y ∈ N . τ being an extension of identity map on S, it contains S. Thus N also contains * -algebra generated by S. τ being continuous, we conclude that N = A i.e. τ is the identity map on A.
THEOREM 2.7: Let S and S ′ be two unital operator systems of a matrix algebra M n (C) and I 0 : S → S ′ be a unital complete order isomorphism. Then I 0 : S → S ′ has a unique complete order isomorphic extension I : C * (S) → C * (S ′ ). • τ I 0 is a unital faithful CP map on C * (S) and is an extension of the inclusion map of S into C * (S). We claim that τ preserves a faithful state. To that end, as in Proposition 2.5, we consider an open homogeneous neighbourhood U 0 of I n and the bijective correspondence τ → τ U = 1 µ(U ) U λτ (x)λ * dλ valid for any open homogeneous neighbourhood U of I that are subsets of U 0 for which we have 0 < c U < 1. We recall
for all x ∈ M − n(C) and furthermore
More generally we have
for all n ≥ 1 and x ∈ C * (S). Since C * (S) is a finite dimensional C * algebra, τ U will have an invariant state, say φ U . Then we have
Since 0 < c U < 1, taking limit n → ∞, we get
This directly shows that there is a unique invariant state for τ U . Now we consider the compact convex set K of states spanned by the family of states {tr 0 τ k+1 : k ≥ 0}. It is clear that each φ U is an element in K. Since K is compact, in particular closed, any limit point φ of the net {φ U δ : U δ ⊆ U 0 } of states as δ → 0 also belongs to K. Thus we have
for some λ k ≥ 0. Since τ is faithful, it is obvious now that φ is faithful. Any limit point φ is also τ invariant since τ U δ (x) → τ (x) in norm as δ → 0.
Now we appeal to Proposition 2.6 and deduce that τ = I on C * (S). Similarly
. This completes the proof.
THEOREM 2.8: Any complete order isomorphism between two operator systems of M n (C) is implemented by some unitary matrix.
PROOF: It is a simple consequence of Theorem 2.7 that any complete order isomorphism has an extension to a complete order isomorphism between their C * algebras generated by them respectively. Thus the result follows by a simple application of Corollary 5.2.3 in [ER] which says, any complete order isomorphism between two C * -algebras are C * -isomorphism.
PROOF OF THEOREM 1.1: Proof goes qualitatively as in Theorem 2.7 aided with Theorem 2.4. Let I 0 : S → S ′ be a complete order isomorphism. If S and so S ′ are finite dimensional operator systems, then we consider the nested sequence of finite dimensional operator systems S n : n ≥ 0 and S ′ n , n ≥ 0 constructed recursively as follows: we set S 0 = S and S ′ 0 = S ′ , if x, y ∈ S n then xy ∈ S n+1 .
Clearly the norm closure of S n and S ′ n are C * (S) and C * (S ′ ) respectively. We can make use of the same argument used in Theorem 2.7 now to find an extension of the complete order isomorphisms I n : S n → S ′ n such that I n+1 (x) = I n (x) if x ∈ S n and I n+1 is a multiplicative * -linear map on S n by our construction.
Thus we have an order isomorphic extension I : n≥0 S n → n≥0 S ′ n defined by I(x) = I n (x) if x ∈ S n . In particular, I being unital, I is an isometry and has a unique contractive extension from C * (S) to C * (S ′ ). Since the same is true for the reverse direction, we conclude that there exists a unique complete order isomorphism I from C * (S) to C * (S ′ ) extending the map I 0 : S → S ′ . Thus I is a * -linear and multiplicative i.e. isomorphism.
For separable, but not finite dimensional operator systems S and S ′ , we consider the set of finite dimensional operator subsystems S(f ) of S i.e. S(f ) = {S f ⊆ S :
S f operator systems of A}. We fix an increasing chain of S fn of operator systems such that C * ( S fn ) = C * (S) and f n+1 / ∈ C * (S fn ) since S is separable. Since
, without lose of generality we assume that S = n≥1 S fn and
Thus we find an isomorphism I : C * (S) → C * (S ′ ) by extending I : C * (S fn ) → C * (I(S fn )) to n≥1 C * (S fn ) → n≥1 C * (I(S fn )) and then to their closures. Now we extend the result to non-separable operator systems. We consider the set of separable operator subsystems S S in S and S ′ S in S ′ respectively. We fix a complete order isomorphism I : S → S ′ . For each element S s ∈ S S , we get an isomorphism I S : C * (S s ) → C * (I(S s )). We use now transfinite induction to get
and once more we use dense property to get a unique isomorphism as an extension to C * (S) with C * (S ′ ).
A subspace M of a unital C * -algebra A is called operator space. We denote by C * (M) the C * -algebra generated by M together with M * = {x : x * ∈ M}. The next result answers when A(x) and A(y) are expected to be C * -isomorphic under the natural map λ + µx → λ + µy for two elements x, y ∈ A.
THEOREM 2.11: Let M 1 and M 2 be the two operator spaces with units of unital C * algebras A 1 and A 2 respectively. If I 0 : M 1 → M 2 is a unital complete isometric map then there exists a unique extension of I 0 to a C * -isomorphism I :
PROOF: We consider the mapÎ 0 :
By Proposition 2.12 in [Pa2],Î 0 is a well defined positive map, since I 0 is contractive map. The same argument now also shows that the mapÎ 0 ⊗ I n is a well defined positive map for each n ≥ 0 since I 0 ⊗ I n is contractive. The same argument holds good for the mapĴ 0 :
for all a, b ∈ M 2 . ClearlyĴ 0 is the inverse ofÎ 0 . ThusÎ 0 extends uniquely to an isomorphism between their C * -algebras by Theorem 1.1.
For an element x ∈ A, we recall A(x) is the unital C * algebra generated by x together with I. Theorem 2.11 gives a complete invariance upto isomorphism for an element x ∈ A, with invariance given by {x
we have the following corollary. Then I 0 : S 1 → S 2 is a complete order isomorphism and has a unique extension to a C * isomorphism I : C * (S 1 ) → C * (S 2 ) by Theorem 1.1. Furthermore, by our construction, we have I(I ⊗ e 1 1 ) = I ⊗ e 1 1 and I(I ⊗ e 2 2 ) = e 2 2 , where e 1 1 and e 2 2 are canonical projections in M 2 (C) with respect to standard orthonormal basis. So I takes corner C * subalgebras C * (S 1 ) j k of C * (S 1 ) to C * (S 2 ) j k for each 1 ≤ j, k ≤ 2 respectively. Furthermore, C * (S l ) 1 1 = C * (S l ) 2 2 and C * (S l ) 1 2 = (C * (S l ) 2 1 ) * .
Thus the corner map τ : C * (S 1 ) 1 2 → C * (S 2 ) 1 2 , determined by
is a bijective isometric extension of the map τ 0 : M 1 → M 2 . Furthermore, τ satisfies the following cocycle relation:
for a ∈ C * (S) 1 1 , b ∈ C * (S 1 ) 1 2 , c ∈ C * (S 1 ) 2 2 , where α k : C * (S 1 ) k k → C * (S 2 ) k k , k = 1, 2 are two automorphisms determined uniquely by I(a for a ∈ C * (S 1 ) 1 1 , b ∈ C * (S 1 ) 1 2 , c ∈ C * (S 1 ) 2 2 .
However C * (S 1 ) 1 1 ⊆ C * (S l ) 1 2 ∨ {zI : z ∈ C} for l = 1, 2. Equality may not hold in general as the following example shows proper inclusion. As an example we take M to be equal to one dimensional vector space generated by an unitary operator u.
Then C * (S 1 ) 1 1 = C * (S 1 ) 2 2 = {zI : z ∈ C} and C * (S 1 ) 1 2 = M and C * (S 1 ) 2 1 = M * .
If M 1 , M 2 ⊆ M n (C) in Theorem 2.12 then the unique completely isometric extension τ of τ 0 : M 1 → M 2 is given by τ (x) = uxv * , x ∈ M n (C) for some unitary matrices u, v in M n (C).
In particular, an element x in C * -algebra is unitary if and only if ||[x i j ]|| k = k, where x i j = x. For a proof, note that a k (I) = k for all k ≥ 1 and so we get Since α 1 and α 2 are unital isomorphism by our construction, we get x * x = xx * = I and τ (I) = x.
